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Abstract
In 2+1 dimensions, gravity is an SU(2) topological gauge theory that can be written as BF theory. In
the condensed matter literature, the Hamiltonian realization of BF theory for finite groups is known as
the Kitaev model. The corresponding Hamiltonian yields magnetic and electric point-like excitations,
both supported by punctures. In this context, the cylinder plays a special role since the gluing of two
cylinders results in another cylinder, hence defining an algebra on the Hilbert space of states, referred
to as Ocneanu’s tube algebra. By choosing specific graph-states on the cylinder, we can confirm
explicitly that this algebra is equivalent to the Drinfel’d double of the gauge group. The representation
theory of the Drinfel’d double can then be used to define a basis of excited states associated with any
punctured Riemann surface. This result can be adapted so as to define a new basis for the gauge
invariant Hilbert space of lattice gauge theories, and a fortiori loop quantum gravity, replacing the
well-known spin network basis. In doing so, we naturally shift the focus from the underlying lattice
to the excitations themselves, this notion of excitations being understood with respect to a given
vacuum state, namely the so-called BF vacuum. This basis diagonalizes so-called ribbon operators
that provide Dirac observables. Furthermore, it has an inherent hierarchical organization allowing to
design states with a multi-scale structure. This turns out to be extremely precious for studying the
large scale structure of the theory. It also provides a new notion of subsystems for gauge theories.
Being solely based on excitations, this leads to a completely relational way of defining regions. This can
be used to define a new notion of entanglement entropy for lattice gauge theories and (2+1)d gravity
coupled to point particles. These techniques can also be generalized so as to define excitation bases for
(3+1)d gauge models of topological phases. Two approaches are considered in this thesis. The first one
consists in generalizing Ocneanu’s tube algebra by replacing the cylinder with the manifold obtained
by cutting open a three-torus along one direction. This defines an algebraic structure extending the
Drinfel’d double that can be used in a similar fashion as in (2+1)d. The other approach relies on
Heegaard splittings of three-manifolds which perform a decomposition into handle-bodies along so-
called Heegaard surfaces. We use this technique to encode the Hilbert space of flat connections with
curvature excitations of a three-manifold into the Hilbert space of flat connections on a 2d Heegaard
surface, hence making the results derived in (2+1)d available to the study of the (3+1)d case.
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Chapter 1
Introduction
Gauge theory plays a crucial role in modern physics. It is a basic building block that appears in
the description of elementary particles, general relativity, but also as the low-energy limit of numer-
ous condensed matter systems. But it enjoys a bipolar status. On the one hand, its perturbative
framework, in the case of weak interactions, is highly successful as exemplified by the very accurate
experimental predictions of the standard model. On the other hand, strongly coupled regimes, which
require non-perturbative techniques, are still poorly understood. The most famous strategy to make
progress in this direction is lattice gauge theory.
Yang-Mills theory and general relativity are prime examples of theories with gauge symmetries,
which have become indispensable in modern physics. The Ashtekar formulation of canonical general
relativity [7, 8] brought the two theories even closer. Roughly speaking, this was achieved by including
the group of local rotations, as an extra gauge symmetry beside space-time diffeomorphisms. This
allowed to incorporate lattice gauge theory techniques in the realm of background independent field
theories and led to the development of loop quantum gravity [9, 10].
Lattice gauge theories allow for non-perturbative quantization schemes, which are needed in par-
ticular for the understanding of quantum chromodynamics as well as quantum gravity. The success
of such schemes relies on a clever choice of discrete observables [11, 12] transforming nicely under the
gauge symmetries.1 These observables are based on holonomies, built out of the gauge connection,
and on fluxes, built out of the electric field and—in non-abelian gauge theories—out of the connection,
too.
The major drawback of gauge formulations is, however, that it still needs the identification of
a complete set of mutually independent gauge invariant degrees of freedom and observables. This
is particularly important when it comes to the quantum theory. A gauge invariant basis for lattice
field theory, allowing a convenient description of the gauge invariant Hilbert space, is the so-called
spin network basis [16]. Such a basis has found wide applications in both lattice gauge theories and
loop quantum gravity. In particular, it solved the problem of over-completeness of the Wilson loop
observables, as encoded by the Mandelstam identities, which plagued the early developments of loop
quantum gravity, see e.g. [17].
One purpose of this thesis is to introduce another basis for the Hilbert space of gauge invariant
functionals, namely the so-called fusion basis. Among its desirable properties, one of the most im-
portant ones is that in this basis coarse-graining of states simplifies considerably with respect to an
1The issue is, however, much more involved for the space-time diffeomorphism group [13–15].
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approach based on the spin network basis [18, 19]. This feature makes it the natural candidate to study
the large scale dynamics of loop quantum gravity, in terms of coarse-graining and renormalization [15].
The fusion basis relies upon a shift of focus from the original lattice, underlying the construction
of the spin network basis, directly to that of the magnetic (curvature) and electric (torsion) excitations
themselves [4]. This is a setup very familiar to people studying topological phases of matter. As a
matter of fact, the definition of this new basis relies on a reformulation of lattice gauge theories and
loop quantum gravity in terms of extended topological field theories. Adapting well-known arguments
from algebraic topology and condensed matter theory, we can show how the excitations are classified
by the irreducible representations of the Drinfel’d double of the gauge group [20, 21]. The recoupling
theory of the Drinfel’d double then provides all the necessary ingredients for the definition of the fusion
basis.
The amenability of the fusion basis to coarse-graining is due to the fact that in non-abelian gauge
theories, effective electric excitations (or torsion excitations, in a gravity context) emerge at large
scales even if they are not present at the lattice scale [22]. Since these excitations are not present from
the onset in the spin network basis, one needs to devise extension of the ‘standard’ framework (see [23]
for proposals). In contrast, the fusion basis improves this state of things in a twofold way: On the one
hand, it allows from the onset for both magnetic (curvature) and electric (torsion) excitations, and on
the other hand it can be designed to have a notion of coarse-graining directly built in its combinatorial
structure. This inherent notion of coarse-graining is due to the fact that the fusion basis diagonalizes a
hierarchical set of so-called ribbon operators which create and measure the local excitations. Another
way to employ this hierarchical structure is to encode a notion of subsystems for lattice gauge theories
and (2+1)d gravity coupled to point particles. In particular, this can be exploited to provide a notion
of entanglement entropy.
Entanglement entropy has become an important tool for characterizing the correlation structure of
quantum field theories [24–26], in particular with regard to correlations in space. In the latter case, one
presupposes that field degrees of freedom can be localized. Gauge theories, however, feature a form of
non-locality that prevents the strict localization of the so-called physical, as opposed to gauge-variant,
degrees of freedom. For instance, in Yang Mills theories, including electromagnetism, the presence of
Gauß constraints implies that one can compute the total electric charge contained in a region solely in
terms of the electric flux across the region’s boundary: No information about the bulk fields is needed.
Quantum mechanically, this non-locality is reflected in the fact that the Hilbert space of gauge-
invariant states does not factorize into the tensor product of Hilbert spaces associated to a spacetime
region A and its complement B. More precisely, the algebra of gauge invariant observables does not
factorize into the product of two commuting subalgebras each containing only operators supported
in either A or B. Consequently, the definition of the entanglement entropy between one region and
its complement requires further discussion, especially in the light of the privileged role gauge theories
play in nature.
In quantum gravity this problem appears even more cogent, see for instance the recent discussions
[27]. This happens not so much because a complete quantum theory of gravity is yet to be defined and
agreed upon (in three dimensions one can actually argue for the opposite), but rather because of the
very defining property of gravity, namely background independence. Indeed, because of background
independence, which implies diffeomorphism invariance, the localization of regions and their separation
into distinguished subsystems, when performed from within the theory itself, is already a thorny
subject. To address the definition of entanglement entropy in a background-independent fashion, we
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will advance in this thesis an approach that sheds light onto some of the issues encountered already
within the standard gauge-theoretical framework.
In this context, essentially two approaches have been proposed for how to define entanglement
entropy between two regions, namely the extended Hilbert space approach and the observables algebra
approach. The first one [28–31], in particular put forward by Donnelly, is based on the embedding of the
Hilbert space of gauge invariant states—which displays the non-local features discussed above—into an
extended Hilbert space where gauge-invariance violations are allowed at the interface. This extended
Hilbert space does factorize, allowing to define the entanglement entropy of a gauge invariant state as
the entropy of its embedding. This proposal works for abelian as well as non-abelian gauge theories and
is typically applied to the spin network basis. It turns out that there are different possible extension
procedures. In fact, the procedure chosen in [28–31] relates to a choice of vacuum state describing the
strong coupling limit of lattice gauge theory. In this thesis, we will present an alternative extension
procedure—this time related to the weak coupling limit—leading to an alternative definition of the
entanglement entropy. In practice, it boils down to applying the known procedure for the spin network
basis but this time to the newly introduced fusion basis. Therefore, this new definition is based on
the notion of excitations hence providing a completely relational way of defining a regions. As such, it
naturally applies to background independent theories such as gravity by circumventing the difficulty
of specifying the position of the entangling surface. Furthermore, it turns out that this definition
provides the non-abelian analogue of the magnetic centre choice in the context of the observable
algebra approach.
We alluded earlier how the crucial ingredient leading to the definition of the fusion basis is the algebraic
structure of the excitations. In the context of gauge models of topological phases with defects, the
relevant model is the so-called Kitaev double model which is nothing else than a lattice Hamiltonian
realization of BF theory in (2+1)d. This lattice Hamiltonian yields magnetic and electric point-like
excitations, both supported by punctures, where punctures are obtained by removing solid disks from
the surface. In this context, the twice-punctured two-sphere (or cylinder) plays a special role for
two reasons. Firstly, this is the simplest topology supporting excitations. Secondly, the gluing of
two cylinders results in another cylinder, hence defining an algebraic structure on the Hilbert space
of states, referred to as Ocneanu’s tube algebra [21, 32]. By defining specific excited states on the
cylinder, we can confirm explicitly that this algebra is equivalent to the Drinfel’d double D(G) of the
gauge group [4, 33–35]. The representation theory of D(G) can then be used to define the fusion basis
[4, 34, 36, 37] for any punctured Riemann surface.
More generally, in recent years considerable effort has been focused on understanding topological
quantum field theories (TQFTs) with defect excitations. Much progress has been made in under-
standing topological quantum field theories and their associated defects in (2+1)d dimensions, e.g.
[33, 37–43]. In particular (Levin-Wen) string nets [39] provide a huge class of models whose input
data are unitary fusion categories. The structure of the excitations of these models is well-understood
[33, 37, 40]: Given a fusion category C, the excitations correspond to the objects of the Drinfel’d center
Z(C). This is essentially a generalization of the previous statement. In contrast, TQFTs in (3+1)
dimensions with defect excitations are less developed. As part of an ongoing attempt to make progress
in this direction [44–56], we propose in this thesis two possible higher-dimensional extensions of the
fusion basis.
The first approach follows closely the (2+1)d one and the model under consideration is a straight-
forward 3d generalization of Kitaev’s model. The excitations are now supported by torus-boundaries
which arise from removing solid tori from a three-manifold. The equivalent of the cylinder is obtained
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by cutting open along one direction the three-torus. The resulting manifold, which is bounded by two
tori, is the support of states which satisfy a 3d generalization of Ocneanu’s tube algebra. It turns
out that the corresponding gluing operation yields an extension of the Drinfel’d double referred to
as the quantum triple T (G). The representation theory of T (G) can then be used, as in the (2+1)d
case, to define a basis of excited states. While the (2+1)d fusion basis can be constructed for any
punctured surface Σ, the extension we propose in this paper for (3+1)d models is defined on mani-
folds of the form Σ × S1. In other words, we can think of this basis as a lifting of the (2+1)d fusion
basis via a direct product with the circle S1. Therefore, this construction follows the strategy known
dimensional reduction, which is a technique widely used for the study of three-dimensional topolog-
ical phases [44, 46, 47, 54, 57]. This technique relies upon the compactification of one of the spatial
directions into a small circle S1. The study of a (3+1)d topological order C3d then boils down to
studying several (2+1)d topological orders C2d. More precisely, in the case of a topological order C3dG
described by a gauge theory with finite group G, we can symbolically write the dimensional reduction
as C3dG =
⊕
C C2dZC , where C is a conjugacy class of the full group G and ZC the centralizer of a
representative element of C.
The second approach consists in making many of the techniques developed in (2+1)d available for
the (3+1)d case. The main ingredient of this program are Heegaard splittings which perform handle
decompositions of three-dimensional surfaces. Given a three-dimensional surface representing a spatial
slice of the (3+1)d space-time manifold, the result of a Heegaard splitting is two 3d handlebodies which,
when glued along their common boundary, recover the original 3d surface. On this 2d boundary, the
usual topological lattice models can be defined. By imposing additional flatness constraints associated
with cycles which are non-contractible on this 2d boundary but contractible in the corresponding 3d
manifold, we can systematically induce 3d models with magnetic excitations. An interesting question
is then whether it is possible to parametrize the corresponding excited states in a way similar to the
fusion basis in terms of irreducible representations of the Drinfel’d double. We offer in this thesis a
preliminary answer to this question.
In spite of gravity not being a topological theory in (3+1)d, the study of (3+1)d topological phases
with defects is very relevant for quantum gravity. In particular, spin foam models [9, 58, 59] are one
approach to quantum gravity that rely on a constrained BF theory. A main open problem for spin
foam models is the exploration of the large scale limit [15, 19, 60–66]. Generically the large scale limit,
constructed via coarse-graining, is given by some (possibly trivial) topological field theory [19, 63],
whereas interacting theories, such as gravity, are expected to arise at phase transitions between these
topological field theories [15, 61, 66]. To understand the dynamics of spin foam models it is therefore
important to understand better 4d topological field theories, which could arise via coarse-graining
from spin foam models, and their possible (defect) excitations. This would then help to study possible
phase transitions.
∼ 4∼
CHAPTER 1. INTRODUCTION
Organization of the thesis
In chap. 2 of this thesis, we recall basic facts about the first order formalism of 3d gravity, its dis-
cretization, and a general overview of its quantization procedure. We emphasize in particular the
construction of the spin network basis for the Hilbert space of gauge invariant functionals which di-
agonalize Casimir operators. In chap. 3, we present the Hamiltonian realization of 3d BF theory for
finite groups in the context of the study of topological phases of matter. We then carry out a study of
the excitations yielded by this Hamiltonian by revisiting Ocneanu’s tube algebra and explain how the
Drinfel’d double structure naturally emerges. After presenting the main properties of this algebraic
structure, we construct the fusion basis for gauge models of (2+1)d topological phases.
By adapting results from the previous chapter, we present in chap. 4 the construction of the fusion
basis for lattice gauge theories and 3d gravity. This requires formulating the so-called (2+1)d BF
representation, which provides an interpretation of lattice gauge theories as topological field theories
with defects, then making the results from the topological order literature available for these cases.
We reproduce the tube algebra in this context and redefine the fusion basis. Furthermore, the open
ribbon operators that generate the fusion basis by acting on the BF vacuum are defined, as well as
the correspondifng closed ribbon operators that project onto the fusion basis states. We finally discuss
applications of the fusion basis to the design of multi-scale states and coarse-graining.
In chap. 5, we explain how the gluing procedure underlying the tube algebra can be dualized to
define a splitting procedure. This splitting can be used in order to define the notion of extended Hilbert
space. We then present in detail the extended Hilbert space method of computing entanglement en-
tropy and emphasize the relation with the observable algebra approach. A new notion of entanglement
entropy for lattice gauge theories is introduced which is adapted to the previously defined fusion basis.
Several explicit calculations are presented. Finally, we discuss the implications of this new definition
for the case of 3d quantum gravity.
Chap. 6 & 7 deal with generalizations and extensions of the fusion basis to the study of (3+1)d
topological phases with defects. In chap. 6, we propose a generalization of Ocneanu’s tube algebra in
order to reveal the algebraic structure of the (3+1)d torus-excitations, namely the quantum triple. The
representation theory of the quantum triple is presented and then used to define a basis of excitations
for gauge theory model of (3+1)d topological phases. In chap. 7, the Heegaard splitting approach is
exposed. We first describe how to encode the space of flat connections on a 3d manifold with defects
into the space of flat connections on a 2d surface. This 2d surface is the so-called Heegaard surface
defined by the structure of the defects. We furthermore discuss how the 2d fusion basis yields bases
of excited states with magnetic excitations in 3d. Accordingly, we discuss which class of 2d operators
are lifted to (excitations generating) operators in 3d. Specific examples are discussed in detail.
We will sometimes review some material discussed in the previous chapters in order to adapt it to the
application at hand. The reader should therefore expect some overlap between the chapters.
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Chapter 2
Canonical quantization of 3d BF
theory
In (2+1)d, general relativity is a topological field theory where by ‘topological’ it is meant that
physically distinct topological solutions can be parametrized using a finite set of global parameters.
More precisely, in three dimensions, the first order action for gravity is provided by the BF action
which provides in any dimension a topological field theory. In this first chapter, we briefly review the
canonical quantization a` la loop of 3d BF theory. In particular, we present the construction of the spin
network basis for the Hilbert space of gauge invariant functionals, which has proven very useful both
in the context of quantum gravity and more generally in the context of lattice gauge theories. In this
introductory chapter, we do not explicitly make use of the topological nature of BF theory but merely
follow Dirac’s quantization program. Making explicit use of the topological nature of BF theory will
be the subject of the following chapters. This will lead to a different formulation of 3d quantum
gravity and will allow us to define an alternative gauge invariant basis which will be compared to the
spin network basis. This basis will be relevant for lattice gauge theories in general and in particular
for 3d quantum gravity.
2.1 Continuous formulation and discretization
Let us briefly review the canonical analysis of the theory in the case where the gauge group is a Lie
group G whose Lie algebra is denoted by g. In d dimensions, the action reads
S[e, ω] =
∫
M
tr(e ∧ F (ω)) (2.1)
where M = Σ × R, e denotes a g-valued (d−2)-form, ω a connection on a trivial G-bundle and
F = dω + ω ∧ ω its curvature. The BF action displays two kinds of gauge symmetries. First, there is
a local G–rotation symmetry
δΛe = [e,Λ] , δΛω = dωΛ (2.2)
with Λ a g-valued (d−3)-form. Secondly, there is a translational symmetry parametrized by a g-valued
0–form N
δNe = dωN , δNω = 0 (2.3)
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which follows from the Bianchi identity dωF = 0. The phase space of this theory is parametrized by
the pull-back of both the field e and the connection ω to Σ, denoted by Aia and E
b
j in local coordinates,
respectively, whose Poisson brackets read
{Aia(x) , Ebj (y) } = δijδbaδ(x, y) , {Aia(x) , Ajb(y) } = 0 , {Eai (x) , Ebj (y) } = 0 . (2.4)
Canonical analysis of the action reveals the first class constraints
DbE
b
j = 0 , F
i
ab(A) = 0 , (2.5)
which generate the local symmetries of the action. We shall refer to these two constraints as the Gauß
constraint and the flatness constraint (or zero-flux condition), respectively. The g–valued connection
transforms under gauge transformation as
g . Aa = gAag
−1 + g∂ag−1 . (2.6)
Upon canonical quantization, we need to choose a basic set of phase space functions that are then
promoted to operators [67–69]. However, in order to make such quantization feasible, we require two
conditions on the basis: (i) Poisson brackets between canonical variables which form an algebra and
(ii) that they possess simple expressions under gauge transformations. Let us now focus on the case
of 3d BF theory with an SU(2) connection. So far, we have a phase space parametrized by Aia and
Ebj whose Poisson brackets are distributional.
A simple way to achieve both (i) and (ii) is to consider holonomies of the connection A along
paths in Σ. More precisely, let γ be a piecewise analytic curve, the holonomy hγ(A) ∈ SU(2) along γ
in Σ is given by the path ordered exponential
hγ(A) = Pexp
(∫
γ
A
)
, (2.7)
which transforms as
g . hγ = gt(γ)hγg
−1
s(γ) , (2.8)
where s(γ) and t(γ) denote the source and target nodes of γ, respectively. Similarly, the frame field is
smeared over a one dimensional submanifold so as to define the flux variables
Xγ =
∫
e
h−1γ,xe(x)hγ,xdx (2.9)
where e intersects transversally γ in one point, hγ,x is the holonomy going from the point s(γ) to
x ∈ e, and e is the dyad. The flux variables transform as
g . Xγ = gs(γ)Xγg
−1
s(γ) (2.10)
and the holonomy-flux algebra finally reads
{hγ , hγ} = 0 , {Xaγ , hγ} = hγτa , {Xaγ , Xbγ} = abcXcγ , (2.11)
with τa being the generators of su(2) satisfying the algebra [τa, τ b] = abcτ
c.
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2.2 Canonical quantization
In this section, we briefly review well-known aspects of the derivation of loop quantum gravity (LQG)
in (2+1)d [9, 70, 71]. Roughly speaking, Dirac’s quantization program consists in: (i) Choosing a
representation of the phase space variables as operators in a so-called kinematical Hilbert space Hkin,
(ii) promote the constraints to operators in this Hilbert space, (iii) finally find the states which solve
these quantum constraints. The space of solutions equipped with a physical inner product define the
physical Hilbert space Hphys. In the context of 3d gravity, the two constraints are the Gauß constraint
and the flatness constraint. The Gauß constraint is typically implemented first and as such it is referred
to as the kinematical constraint while the flatness constraint encodes the dynamics of the theory and
is referred to as the dynamical constraint. We can summarize this quantization scheme as follows
Hkin −→ HG. −→ Hphys (2.12)
where HG. denotes the Hilbert space of functionals satisfying the Gauß constraint
In the following, we restrict our attention to the definition of the kinematical Hilbert space on
a fixed graph Γ. We could choose this graph Γ to be either the one-skeleton of a discretization or
its dual graph. We choose it to be the graph dual to a triangulation and refer to the 0-simplices,
1-simplices and 2-simplices as nodes, links and plaquettes, respectively. It is also possible to consider
all the graphs at once by constructing the so-called inductive limit of the family of Hilbert spaces
{HΓ} that requires a choice of vacuum state. However, for our purpose, it is enough to work with a
fixed graph for now. The inductive limit will be discussed in detail in chap. 4.
2.2.1 Kinematical space and representation of the holonomy-flux algebra
In the standard picture of LQG, the Hilbert space HG.Γ of gauge invariant functionals defined on the
graph Γ is built from spin network states, which naturally solve the Gauß constraint. We will now
recall the main steps which lead to the definition of such basis states.
First, the Poisson brackets (2.11) are turned into commutators so as to obtain the holonomy-flux
algebra AΓ associated with the graph Γ. This algebra is a direct sum of link algebras Al associated
with each link l ⊂ Γ and generated by the pair (X̂jl , ĥl) satisfying the commutation relations
[ĥl, ĥl] = 0 , [X̂
a
l , ĥl] = iĥlτ
a , [X̂al , X̂
b
l ] = i
ab
cX̂
c
l . (2.13)
At this stage, several important facts should be noticed. Firstly, we note that this algebra contains
two sub-algebras: a non-commutative algebra, which is generated by X̂al , and a commutative one,
which is generated by the matrix element operators ĥl. Secondly, we remark that the combination
X̂l−1 := −hlX̂lh−1l commutes with X̂l while satisfying the same commutation relations [X̂al−1 , X̂bl−1 ] =
iabcX̂
c
l−1 . The fact that X̂l and X̂l−1 commute follows from the property that X̂l acts as the left
invariant derivative on functions of the holonomy while X̂l−1 acts as a right invariant derivative:
[X̂al−1 , ĥl] = −iτaĥl. Under reversal of the orientation we also assume that ĥl−1 = ĥ−1l . This implies
in particular that the algebra Al is independent on the choice of orientation of the edge.
The choice of a representation of the algebra Al is characterized by a choice of maximally commut-
ing sub-algebra. Any maximally commuting algebra is three-dimensional and there are two natural
choices for this sub-algebra. The first choice amounts to diagonalizing the set of fluxes
(X̂l)
2 = (X̂l−1)
2 , X̂3l , X̂
3
l−1 . (2.14)
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This is the choice made in the construction of the usual LQG basis since it is well-adapted to the case
where we solve first the Gauß constraint specified in terms of the fluxes X̂l meeting at a node n. We
therefore focus on the non-commutative sub-algebra generated by the fluxes.
The representation that diagonalizes the flux operators (2.14) is labeled by su(2)-irreducible rep-
resentations Vj . Due to the nature of the commuting operators, we expect the link Hilbert space Hl
to be characterized by the representations jl, jl−1 together with the corresponding magnetic numbers.
By construction, we have the constraint |X̂l| = |X̂l−1 | which in turn imposes jl = jl−1 ≡ j. This
suggests that the natural Hilbert space for a link l is
Hkinl ≡
⊕
j
Vj ⊗ Vj∗ 3 |j,m, n〉 ≡ |j, n〉〈j,m| (2.15)
where we use the dual representation Vj∗ for the right-hand side in order to keep track of the orientation
of the link. It is understood from the notation that the links are oriented such that the magnetic
numbers m and n are associated with the target and source nodes, respectively. We will refer to
the condition |X̂l| = |X̂l−1 | as the matching condition. The implementation of such condition can
be made more explicit by defining the projector P : |j, n〉〈j′,m| 7→ δjj′ |j, n〉〈j,m|. We will make
use of such a projector later on. Furthermore, we remark that the Hilbert space Hkinl is actually
an su(2)-bimodule since the fluxes X̂l acts as left invariant derivatives while the fluxes X̂l−1 act as
right invariant derivatives. These correspond to infinitesimal generators of right and left translations,
respectively, i.e.
X̂al |j,m, n〉 = i
∑
p
|j,m, p〉Djpn(τa) , X̂al−1 |j,m, n〉 = i
∑
q
|j, q, n〉Djmq(−τa) (2.16)
so that the spaces spanned by { |j,m, p〉 | p = −j, . . . ,+j} and { |j, q, n〉 | q = −j, . . . ,+j} are
sub-representation spaces carrying a representation Dj and a contragradient representation Dj
∗
, re-
spectively.
In order to have a complete picture, we also need to identify the action of the holonomy operator,
or more exactly of the matrix element operators ĥBA. For simplicity, we choose to express it in the
spinor representation. Defining the Clebsch-Gordan coefficients C j1 j2 j3m1m2m3 via∑
m1,m2
C j1 j2 j3m1m2m3 |j1,m1〉 ⊗ |j2,m2〉 = |j3,m3〉 , (2.17)
and similarly its conjugate C
j1 j2 j3
m1m2m3 via
|j1,m1〉 ⊗ |j2,m2〉 =
∑
j3,m3
C
j1 j2 j3
m1m2m3 |j3,m3〉 , (2.18)
the action of the holonomy matrix element operators reads
ĥBA |j,m, n〉 =
∑
J=j± 12
∑
−J≤M≤J
−J≤N≤J
C
1
2 j J
AnN C
1
2 j J
BmM |J,M,N〉 (2.19)
where ĥBA = 〈B|ĥ|A〉 and |A〉 = |1/2, A〉 simply denotes the state A in the spinorial representation.
The definition (2.19) shows that the holonomy operator acts on both side of the link, unlike the flux
operator. As a consistency check, we can show how it is possible to recover a representation of the
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link algebra (2.13). To do so, we first rewrite the action (2.19) using the definition (2.15) together
with the projector P:
ĥBA |j,m, n〉 =
∑
J=j± 12
∑
−J≤M≤J
−J≤N≤J
C
1
2 j J
AnN |J,N〉〈J,M |C
1
2 j J
BmM = P
( |A〉 ⊗ |j, n〉〈j,m| ⊗ 〈B| ) (2.20)
where 〈j,m| ⊗ 〈B| := (|B〉 ⊗ |j,m〉)†. Using the fact that X̂a|j, n〉〈j,m| = Dj(τa)|j, n〉〈j,m| together
with the group action so that
X̂aĥBA|j, n〉〈j,m| = P
(
[τa ⊗ 1 + 1⊗Dj(τa)] |A〉 ⊗ |j, n〉〈j,m| ⊗ 〈B| ) (2.21)
ĥBAX̂
a|j, n〉〈j,m| = P([1⊗Dj(τa)] |A〉 ⊗ |j, n〉〈j,m| ⊗ 〈B| ) , (2.22)
we can now evaluate the following quantity
[X̂a, ĥBA] |j,m, n〉 = P
(
τa |A〉 ⊗ |j, n〉〈j,m| ⊗ 〈B| ) = (∑
A′
τaA′AĥBA′
)
|j,m, n〉 (2.23)
and we recover the expected commutation relation between ĥ and X̂. We can also express the action
of h−1AB as
(ĥ−1)AB |j,m, n〉 = P
(|A∗〉 ⊗ |j, n〉〈j,m| ⊗ 〈B∗| ) (2.24)
where |A∗〉 = (−1)1/2−A| − A〉 is the conjugate state. The identity ∑A ĥBA(ĥ−1)AC = δBC finally
follows from the fact that
∑
A |A〉 ⊗ |A∗〉 is the singlet state.
The next step is to specify what is the Hilbert space structure associate with a link l. From the
fact that the states |j,m, n〉 diagonalizes X3l , X3l−1 and (Xl)2, we already know that they form an
orthogonal basis. Demanding that (ĥBA)
† = (ĥ−1)AB then forces the normalization condition
〈j′,m′, n′|j,m, n〉 = 1
dj
δjj′δmm′δnn′ (2.25)
where dj = 2j + 1. Moreover, thinking of the states |φ〉 =
∑
j φj , with φj =
∑
mn φjmn|j,m, n〉, as
endomorphisms φ̂ =
∑
jmn φjmn|j, n〉〈j,m|, we can express the previous scalar product as a weighted
trace:
〈φ|ψ〉 = tr(φ̂†ψ̂) :=
∑
j
1
dj
trVj (φ̂
†
jψ̂j) . (2.26)
Furthermore, it follows from the symmetry property1 of the Clebsh-Gordan coefficients that
〈J,M,N |ĥBA|j,m, n〉 = 1
dJ
C
1
2 j J
AnN C
1
2 j J
BmM =
(−1)1−A−B
dj
C
1
2 J j
−ANn C
1
2 J j
−BMm
= 〈j,m, n|(ĥ−1)AB |J,M,N〉 . (2.28)
Now that we have the holonomy action on the spin states we can construct the holonomy state |g)
which diagonalizes hˆ. This is the state that enters in the wave functional ψ(g) ≡ (g|ψ〉 and its explicit
expression in terms of the states |j,m, n〉 is provided by the generalized Fourier transform
|g) =
∑
j,m,n
djD
j
mn(g)|jmn〉 =
∑
jmn
dj |j, n〉Djmn(g)〈j,m| . (2.29)
1 Explicitely given by
1√
dj3
C j1 j2 j3m1m2m3 =
(−1)j1−m1√
dj2
C j3 j1 j2
m3m
∗
1m2
, C j1 j2 j3m1m2m3 = (−1)j1+j2−j3C j2 j1 j3m2m1m3 . (2.27)
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We can check that the action of the holonomy on such state is diagonal, i.e. ĥBA|g) = gBA|g) as
follows:∑
A
ĥBA|g) =
∑
j,m,n
∑
J,M,N
djD
j
mn(g)C
1
2 j J
AnN |J,N〉〈J,M |C
1
2 j J
BmM
=
∑
j,m,n
∑
J,M,N
∑
B′,n′,N ′
djD
j
nm(g
−1)C
1
2 j J
AnN |J,N〉〈J,M |D
1
2
BB′(g)D
j
mm′(g)D
J
MM ′(g)C
1
2 j J
B′m′M ′
=
∑
j,n
∑
J,M,N
∑
A′,M ′
djD
1
2
BB′(g)D
J
MM ′(g)C
1
2 j J
AnN |J,N〉〈J,M |C
1
2 j J
B′nM ′
=
∑
J,M,N
dJD
1
2
BA(g)D
J
MN (g) |J,N〉〈J,M | = gBA|g) . (2.30)
In the first line we used the formula (2.19) for the action of the holonomy operator. In the second line
we made use of the property Djmn(g) = Djnm(g
−1) together with the invariance property∑
n1,n2,n3
Dj1m1n1(g)D
j2
m2n2(g)D
j3
m3n3(g)C
j1 j2 j3
n1n2n3 = C
j1 j2 j3
m1m2m3 .
Finally we used a symmetry property similar to (2.28) in order to make us of the orthogonality of the
Clebsch-Gordan coefficients ∑
j3,m3
C j1 j2 j3m1m2m3C
j1 j2 j3
n1n2m3 = δm1n1δm2n2 .
It turns out that we could have defined directly the Hilbert space Hkinl from the space of functions
on SU(2) after decomposition via the Peter-Weyl theorem. However, thanks to this approach, we can
now explain how this representation of the Hilbert space Hkinl arises from a general gluing procedure
of half-links. This gluing procedure naturally encodes the Gauß constraint.
2.2.2 Fusion tensor product
Each node of Γ has incoming and outgoing half-links that are associated with a given state. These
half-links need to be glued together so as to form full links. Furthermore, half-links meeting at a node
also need to be glued together. In both cases, the gluing conditions are obtained by imposing some
constraints on the corresponding states, which in turn give rise to the notion of fusion tensor product
denoted by , i.e., a modified tensor product taking into account the constraints.
Roughly speaking, the kinematical Hilbert space associated with a full link Hkinl can be defined as
the fusion product of Hilbert spaces HlL,lR associated with the corresponding left and right half-links,
i.e. Hkinl ' HlL SU(2)HlR . Remark that the Hilbert spaces under consideration should be bimodules
themselves since we require to have a group action at each one of the extremities of the half-links.
Starting from the bimodule HlL ⊗ HlR which does posses a left and a right action of the symmetry
group SU(2) associated with each half-link, we define the corresponding fusion tensor product as
HlL SU(2) HlR 3 v  w such that v  (w / g) ∼ (g . v)  w , g ∈ SU(2) (2.31)
where g acts at the node connecting the half-links. In this sense, we are gluing the half-links via
a 2-leg intertwiner (between bimodules). Since equivalence classes are defined with respect to a
given symmetry, which in turn is associated with a given constraint, this gluing step encodes the
implementation of some constraint, which in our context is the Gauß constraint.
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Let us now make these statements more precise. We start with two half-links referred to as left lL
and right lR so that the corresponding half-link algebras are denoted by AlL,R and the corresponding
half-link Hilbert spaces by HlL,lR , respectively. States living in such Hilbert spaces are denoted by
|jL,mL, nL〉 ≡ jLmLnL ∈ HlL
|jR,mR, nR〉 ≡ mRnR
jR ∈ HlR .
As mentioned above, our goal is to implement the fusion product so as to recover the Hilbert space
Hkinl for the full link, i.e.
Hkinl ' HlL SU(2) HlR . (2.32)
To do so we need to look at the equivalence classes of states such that the action of the flux operator
on the right of the left half-link and the one on the left of the right half-link are the same. We refer
to this requirement as the matching constraint which is directly related to the implementation of the
Gauß constraint. We know that the action of the flux operator at one end of the half-link and its
action at the other end are related via parallel transport. We denote by X̂L the flux operator acting
on the left of lL and X̂R the flux operator acting on the right of lR. The operators acting on the right
of lL and on the left of lR are obtained via parallel transport as ĝL . X̂L and ĝR . X̂R, respectively, so
that the matching constraint explicitly reads
ĝL . X̂L = ĝR . X̂R (2.33)
which can be rewritten
(ĝ−1R ĝL) . X̂L = X̂R . (2.34)
By identifying X̂l with X̂L and ĝl with (ĝ
−1
R ĝL), we finally obtain
ĝl . X̂L = X̂R ⇐⇒ −X̂l−1 = ĝl . X̂l . (2.35)
This finally implies that the basis states for the Hilbert space Hkinl are obtained from the gluing of
half-links states as the following fusion tensor product
|jL,mL, nL〉SU(2) |jR,mR, nR〉 (2.36)
which satisfies(|jL,mL, nL〉 / g)SU(2) |jR,mR, nR〉 ∼ |jL,mL, nL〉SU(2) (g . |jR,mR, nR〉) , (2.37)
where the right and left group actions read
g . |jR,mR, nR〉 ≡
∑
q
DjRmRq(g
−1) |jR, nR〉〈jR, q| (2.38)
|jL,mL, nL〉 / g ≡
∑
p
|jL, p〉〈jL,mL|DjLpnL(g) . (2.39)
Equivalence (2.37) implies that the fusion tensor product projects down to states that have matching
jL and jR, as well as matching mR and nL, and on zero otherwise. This is nothing else than the
definition of a bivalent intertwiner which implements the Gauß constraint at the bivalent node along
which the gluing of the half-links is performed. Indeed, states of the form∑
p
|j,mL, p〉 ⊗ |j, p, nR〉 (2.40)
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satisfy explicitly the equivalence relation as the l.h.s and the r.h.s of (2.37) are in that case equal. We
therefore recover the fact that the full link state should be identified with
|j, nR〉〈j,mL| ≡ j j
mL nR
(2.41)
where the gray dot reminds us of the presence of the matching constraint. The reason why we
introduced this notion of fusion tensor product is because the idea of a gluing procedure encoding
some constraints will be central in the following chapters. Furthermore, in chap. 5, we will explain
how such gluing procedure can be dualized so as to define the splitting of a link.
So far, we have defined the kinematical Hilbert space associated to a single link. The next step consists
in defining the kinematical Hilbert space for a general graph Γ = (l1, . . . , lL). As mentioned before, we
choose this graph to be the dual of some triangulation 4 so that it only contains three-valent nodes.
By assigning a state |j, n〉〈j,m| to every link l ⊂ Γ, we obain a basis for the Hilbert space HkinΓ . The
next step consists in gluing the link states together along nodes n ⊂ Γ so as to obtain the spin network
basis.
2.2.3 Spin network basis
Since we are dealing with a graph Γ that only contains three-valent nodes, it is sufficient to define
the state associated with a single three-valent node. Such state can be obtained as the gluing of
three half-link states. As before, this gluing is performed so as to implement the Gauß constraint
at the corresponding node. Let n be a three-valent node, we denote three outgoing states meeting
at this node by |ji,mi〉, i = 1, . . . , 3. The vector space associated with the node is therefore given
by the tensor product Vj1 ⊗ · · · ⊗ Vj3 which is well-defined because the group SU(2) is also a Hopf
algebra which comes equipped with a comultiplication map allowing to compute tensor product of
representations. In order to enforce the gauge invariance, we are looking for an invariant linear map
ιj1j2j3n : Vj1 ⊗Vj2 ⊗Vj3 → C. Its explicit expression is provided by the so-called Wigner-3jm symbols2
which satisfy ∑
m1,m2,m3
(
j1 j2 j3
m1 m2m3
)
|j1,m1〉 ⊗ |j2,m2〉 ⊗ |j3,m3〉 = |0, 0〉 . (2.43)
It turns out that the equation above can be interpreted as a higher-valent version of the fusion tensor
product SU(2) discussed above. In the case of a higher than three-valent node, the intertwiner is not
unique and can be obtained as a contraction of several Wigner-3jm symbols. We can now define spin
network states which form a basis for the Hilbert space of functionals satisfying the Gauß constraint
at every node. A spin network is a triplet (Γ, {jl}, {ιn}) where
◦ Γ is a oriented graph embedded on Σ .
◦ {jl} is a set of group representations labeling the links l of Γ .
◦ {ιn} is a set of intertwiners labeling the nodes n of Γ living in the invariant subspace of the tensor
product of the representations spaces associated with the incoming and outgoing edges attached
to n i.e.
ιn :
⊗
l:n=t(l)
Vjl −→
⊗
l:n=s(l)
Vjl . (2.44)
2These are related to the Clebsh-Gordan coefficients via(
j1 j2 J
m1 m2M
)
= (−1)j2−j1−J 1√
dJ
Cj1j2Jm1m2M∗ (2.42)
where |J,M∗〉 = (−1)J−M |J,−M〉 is the conjugate state.
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A spin network state is finally obtained by contracting the spin-j states living on the links with the
chosen intertwiners, the contraction pattern being dictated by the choice of graph:
Ψ[Γ, {jl}, {ιn}] ≡ tr{Vj}
[⊗
l
|jl〉〈jl| ⊗
⊗
n
ιn
]
. (2.45)
States satisfying the Gauß constraint can then be obtained as a superposition of spin network states
and the corresponding Hilbert space is denoted by HG.Γ .
2.2.4 Dynamics
Let us now very briefly turn to the implementation of the dynamics in the case of 3d gravity. This
means characterizing the space of states solving the flatness constraint and defining the physical inner
product. This can be done by turning the constraint into a projector. This is particularly easy when
dealing with wave functionals ψ(g) ≡ (g|ψ〉 as it suffices to set all the plaquette holonomies to the
identity. More precisely, for a state |ψΓ〉 ∈ HG.Γ , we have
B : HG.Γ −→ HphysΓ (2.46)
|ψΓ〉 7−→
∏
p⊂Γ
Bp|ψΓ〉
with Bp|ψp〉 = |δ(gp,1)ψp〉 and the inner product is formally provided via〈
Bψ2 | Bψ1
〉
phys
:=
〈
ψ2 | Bψ1
〉
kin
. (2.47)
Note, however, that this does not define a proper projection since δ(1) diverges. For instance, in
the case of a tetrahedral spin network, whose underlying graph is dual to a triangulation of the two-
sphere, the physical wave functions which satisfy the Gauß constraint and the flatness constraint are
proportional to the evaluation of the spin network, which in that case is given by a Wigner 6j–symbol.
Furthermore, it turns out that such a projection onto the space of flat connections can be performed
directly in the spin network basis by defining a new projector, whose action is expressed in terms of the
Ponzano-Regge state-sum model [72, 73] via so-called tent moves. The fact that the projector onto the
space of flat connections is not proper is then reminiscent of the divergences appearing in the Ponzano-
Regge model. The corresponding lattice Hamiltonian model is the so-called Levin-Wen model [39] for
the Rep[SU(2)] fusion category of finite dimensional representations. We will not describe precisely
this model here, however, in the next chapter we will present a Hamiltonian model, namely the Kitaev
double model, which is effectively a Levin-Wen model for the category of G-graded vector spaces.
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Gauge models of topological phases
Over the past few years, there has been a lot of progress in our understanding of quantum phases
of matter [74, 75]. A quantum phase may be defined as a path connected component in the space
of models. Since the language that currently most accurately describes quantum many body phases
of matter is quantum field theory, one may say that a quantum phase of matter is a path connected
component in the space of quantum field theories.
Such a space is very difficult to study in its full generality but one may make some progress by
restricting to smaller and perhaps more manageable subspaces. This is often done by introducing
some adjectives that specify what kind of models or phases we are interested in. These adjectives
may refer to the spacetime dimension, the kind of matter involved such as fermionic or bosonic, the
symmetry structures the theory is endowed with, broad descriptions of entanglement patterns such as
short-range or long-range entanglement, and broad properties about the spectrum of the theory such
as gapped or gapless.
In this chapter, we focus on gapped phases of matter. Gapped phases are those that have a spec-
tral gap, above the groundstate of the many-body Hamiltonian, that persists in the thermodynamics
limit. Focusing on gapped phases greatly simplifies the tasks of classification and characterization due
to the expectation that these phases are described by topological quantum field theories (TQFTs) in
the thermodynamic limit. In other words, all geometric or non-topological correlation functions are
exponentially suppressed in some characteristic correlation length scale that depends on the micro-
scopics of the model. Therefore, if we consider a setup where the system size is much larger than
any microscopic length scale of the system, we would expect that the only correlation functions that
survive are topological in nature and can be captured by a topological theory. Describing a gapped
phase is thus easier because TQFTs are much simpler than interacting QFTs in many ways, e.g. their
configuration space usually reduces to a finite sum from an integral over an (often divergent) infinite
dimensional space. This being said, it is not completely clear that there is a bijection between TQFTs
and physically realizable phases of matter, i.e whether all such theories can be realized by physically
sensible Hamiltonian lattice models for example. In a recent beautiful work [76] the relation between
TQFTs and gapped phases of matter was carefully studied for theories with global symmetries.
There is a particularly tractable class of TQFTs which have a topological gauge theory inter-
pretation. Given a (d+1)-manifold, the data that goes into defining them is simply a pair (G, [ω])
where G is a finite group and [ω] ∈ Hd+1(G,U(1)) a cohomology class [77, 78]. Such cohomological
models are typically defined as space-time state-sum models as in the original paper by Dijkgraaf and
Witten [77]. Considering a triangulation 4 with a G-coloring of the 1-simplices, the path integral
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is just a sum over the moduli space of principal G-bundles and the topological action is provided by
a cocycle ω ∈ [ω] evaluated on each (d+1)-simplex. Because of their gauge theory interpretation, it
is particularly easy to define the corresponding Hamiltonian models [48, 79–82]. In this chapter, we
focus on the simple setting where the cohomology class is trivial so that the model we consider boils
down to an Hamiltonian realization of BF theory which is nothing else than Kitaev quantum double
model. So we are effectively studying the same theory as in the previous chapter but this time from
a topological phases point of view.
The main point of this chapter is to display in a succinct way how the quasi-excitations are labeled
by the Drinfel’d double irreducible representations and explain how this can be used to construct a
general basis of excited states. We derive these results from a condensed matter point of view using
the language of topological order. In the following chapter, we will adapt, reformulate and make more
precise these results in the more general context of lattice gauge theories. Therefore, the reader should
expect some overlap between this chapter and the following one. Note finally that we will make use of
the conventions introduced here in chap. 6 where we generalize the construction to (3+1)d.
3.1 Gauge model of topological phases
Gapped quantum phases of matter can be defined in terms of equivalences classes of states (or many-
body wave functions) under local unitary transformations. These equivalence classes are associated
with a given pattern of long-range entanglement, which is the defining feature of intrinsic topological
orders. Thinking of these local transformations as implementing a wave function renormalization group
flow, the task to find equivalence classes of states boils down to defining fixed-point wave functions.
The fixed-point wave functions are expected to capture all the universal long-range features of the
corresponding phase.
3.1.1 Moduli space and Hilbert space
String net models, or Levin-Wen models [80], were introduced as a systematic way to construct ground
states exhibiting the phenomenon of string net condensation. These models are expressed in terms of
graphs embedded in Cauchy hypersurfaces. Each graph, together with a given labeling, defines a state.
The Hilbert space of the model is then defined as the linear superposition of spatial configurations
of string nets. In particular, the fixed-point wave functions we are interested in are obtained as
superpositions of such graph-based states. These wave functions are specified uniquely by the local
transformations defined on the graph and in turn define ground states of given Hamiltonians. Below,
we follow the opposite approach as we first introduce the lattice Hamiltonian and then define the
corresponding local transformations.
We are interested in a model which is an Hamiltonian realization of BF theory. As recalled briefly
in the previous chapter, the BF action has two equations of motion which impose the connection to
be flat and torsionless, respectively. For a Lie group, a connection is fully described by holonomies of
a 1-form field A ∈ Ω1(Σ, g). In case the group is discrete, it is convenient to work with a more local
description wherein the analog of a 1-connection is a 1-cochain valued in the group. In the following
and for the rest of this thesis, we will work with finite groups. A lot of these results can be generalized
easily to the case of Lie groups and we will discuss these generalizations when deemed interesting.
By definition, flat connections have non-trivial holonomies along non-contractible cycles only and
therefore we can label the gauge field configurations by homeomorphisms of the fundamental group
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pi1(Σ) to the finite group G. The configuration space is then given [83] by the moduli space Vflat of
flat G-bundles over Σ
Vflat = Hom(pi1(Σ),G)/G (3.1)
where the group acts by conjugation.
From now on and for the rest of this section, we will of focus on the (2+1)d case, however the
construction will generalize straightforwardly to the (3+1)d case. Let Σg be a Riemann surface of genus
g such thatM = Σg×R. A presentation of the fundamental group is provided by the group elements
(gi, hi)
g
i=1 satisfying
∏g
i=1[gi, hi] = 1G . A flat G-bundle is then obtained by such a presentation up
to conjugation. Note that taking the quotient by the action of G is to enforce gauge invariance at a
root node which acts as source and target node of all the cycles of pi1(Σ
g). Upon quantization of BF
theory on the space-time Σg×R, the Hilbert space HΣg of gauge-invariant functionals on the space of
flat connections on Σg is introduced. It is well-known [83] that in the case of BF theory, every point
of the finite set Vflat gives rise to one independent quantum state and therefore
dimHΣg = |Vflat| . (3.2)
This means in particular that the Hilbert space is spanned by states |g1, h1, · · · , gg, hg〉, with the group
elements defined up to simultaneous conjugation, such that
∏g
i=1[gi, hi] = 1, which are in one-to-one
correspondence with the flat G-bundles described above. Note that this equality is not true anymore
in the case of the Dijkgraaf-Witten model which can be thought as a deformed version of BF theory
where the gauge invariance is twisted by a cohomology class.
More generally, let us consider a genus-g surface Σgp which contains p punctures. The surface Σ
g
p is
a genus-g surface with one disk removed around each puncture. Additionally, we require the presence
of one marked point located at the boundary of every such disk. Naturally, punctures introduce
additional non-contractible cycles along which the corresponding holonomies can be non-trivial. Let
Γ be a graph embedded in Σgp which captures at least the loops of the fundamental group pi1(Σ
g
p) and
such that for each puncture there is a vertex of Γ coinciding with the marked point.
Furthermore, for every puncture, we decide to relax the gauge invariance at every vertex coinciding
with a marked point. Note that we could allow for more vertices at punctures (or more generally at
the boundary) at which the gauge invariance would also be relaxed. This would require introducing
an equal number of additional marked points [4]. However, in this chapter, there will always be a
single marked point at each puncture (or more generally at each piece of boundary) and therefore only
a single vertex per puncture at which the gauge invariance is relaxed. The Hilbert space HΓ is then
given by the set of functionals ψ : GE → C on the space of flat connections, with E the number of
edges on Γ, which are everywhere gauge invariant but at the boundary vertices.
The group action is therefore reduced to bulk vertices only and punctures are the support of both
magnetic and electric point-like excitations. The purpose of the next section will be to compute the
non-abelian statistics of these topological excitations supported by punctures.
3.1.2 Lattice Hamiltonian
The physical states of the theory are given by everywhere-gauge-invariant functionals on the space of
flat connections. Given a surface Σg, the physical states span a Hilbert space which can be represented
by HΓ, such that Γ captures at least the non-contractible cycles. These states define the fixed point
wave funtions we are interested in and they appear as ground states of a given lattice Hamiltonian.
We will now introduce this lattice Hamiltonian. To each bulk vertex v of Γ, we associate a projector
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Av which realizes the projection onto gauge invariant states. To every face f of Γ, we associate a
projector Bf which enforces the zero-flux condition (or flatness constraint).
Let us consider a three-valent vertex with all the edges outgoing. According to (2.8), the action
of Av must read
Av .
g1
g2
g3
=
1
|G|
∑
h∈G
g1h
g2h
g3h
. (3.3)
More generally, it can be expressed as follows
Av =
1
|G|
∑
h∈G
( ⊗
e:s(e)=v
Reh
)
⊗
( ⊗
e:t(e)=v
Leh
)
(3.4)
where Rh and Lh correspond to the right and the left group action, respectively, such that Rh .ψ(g) =
ψ(gh) and Lh . ψ(g) = ψ(h
−1g). The operator Bf simply acts by multiplying the wave function with
a delta function
Bf . ψ({g}) = δhf ,1G ψ({g}) (3.5)
where hf =
∏←
e⊂f ge is the oriented product of the holonomies along the boundary of the face f . For
instance, in the case of a triangular face, the action simply reads
Bf . gh
k
= δghk−1,1G
gh
k
. (3.6)
The operators Av and Bf commute [84, 85] and the lattice Hamiltonian is finally given by
H = −
∑
v
Av −
∑
f
Bf (3.7)
which describes nothing else than Kitaev’s quantum double model [84]. Excited states with respect
to the ground state wave functions are then obtained as eigenstates for which at least one constraint
as imposed by the operators Av and Bf is not satisfied. Within our framework, the introduction of a
puncture induces a violation of both the constraints Av . |ψ〉 = |ψ〉 and Bf . |ψ〉 = |ψ〉.
Let us now look at a specific example, namely the two-torus T2. By definition, we know that the
Hilbert space HT2 of gauge invariant functionals on the space of flat connections is spanned by states
HT2 =
{ 1
|G|
∑
x∈G
|xgx−1, xhx−1〉T2 | gh = hg
}
=:
{
g
h
}
(3.8)
where |g, h〉 is a state defined on a graph capturing the two non-contractible cycles of T2 = S1 × S1.
We just introduced (3.8) a graphical representation that we will now justify. Graph states can be
chosen to be defined on the one-skeleton of a minimal discretization of the surface. The simplest
discretization of the two-torus is provided by one parallelogram whose opposite edges are identified.
This discretization is made of one face on which Bf acts, two oriented edges, and one bulk vertex
on which Av acts. The two edges correspond to the non-contractible cycles. Furthermore, we decide
to label with identical arrows (same shape and same color) edges which are identified. Making the
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identification of the edges explicit, we have the correspondence:
g
h ←→
g h
. (3.9)
In the following, every time we will make use of the graphical representation as in (3.8), it will be
understood that the state is already projected so that gauge invariance is satisfied at every bulk vertex,
and every magnetic flux going through a face associated with a contractible cycle is zero. In particular,
when the labeling can be deduced from the identification of the edges or the zero-flux condition, it will
often be left implicit. Let us examine carefully the case of the basis states on the torus (3.8). First,
the torus topology is encoded in the arrows decorating the edges. We can then deduce that there is a
single bulk vertex, not located at a puncture, at which a group averaging is performed. Moreover, the
zero-flux condition on the square face provides the delta function which enforces the commutation of
the two holonomies. Thus, we have the equality
g
h =
δgh,hg
|G|
∑
x∈G xgx−1
xhx−1 (3.10)
where both the delta function and the group averaging are redundant with the graphical representation,
as such, it illustrates the projector property of both Av and Bf .
In the following, we will focus on states defined on the twice-punctured two-sphere Σ22 ≡ I which
is obtained by cutting open the two-torus along one direction. Every flat bundle is trivial on the
two-sphere. There is no non-contractible cycle. However, we introduce punctures which support both
electric and magnetic excitations. Anywhere else, both constraints are satisfied. The twice-punctured
two-sphere (which is topologically equivalent to a cylinder) I has a single non-contractible cycle. The
discretization is now made of one face on which Bf acts, three edges, such that two of them define
the boundary, and two vertices. Since the vertices, which are required to coincide with the marked
points associated with the punctures, are now located at the boundary, we decide to relax the Gauß
contraint which leads to electric excitations. As before, we have a graphical representation for the
states spanning the Hilbert space HI:
HI =
{
g
h
}
with
g
h ←→ g
h
. (3.11)
Recall that the states as represented above are already projected. Therefore, the zero-flux condition
is enforced on the square face so that we can deduce the labeling for the edge decorated with a double
white arrow, namely g−1hg. However, it is clear from the graphical representation that, unlike the
two-torus, there is no bulk vertex (not located at a puncture) on which Av would act, and therefore
there is no group averaging in the definition of the states (3.11). Following the same strategy, we could
define, for any surface Σgp, basis states in terms of holonomies labeling a graph capturing pi1(Σ
g
p). For
instance, we will cover later the case of the thrice-punctured two-sphere.
3.1.3 Equivalence relations
Starting from a graph Hilbert spaces HΓ such that Γ is embedded in Σgp and captures ar least the
non-contractible cycles, we obtain the Hilbert space HΣgp by identifying graph states equivalent under
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deformation maps [4, 34, 86]. More precisely, we identify states defined on different graphs if they are
related by the following deformation maps:
◦ Changing orientation—Two graph-states with opposite orientations and inverse group configu-
rations are equivalent:
g ∼ g
−1
(3.12)
◦ Edge deformation—Every edge can be freely deformed as long as the initial path and the resulting
one are homotopy equivalent:
g ∼ g (3.13)
◦ Adding/removing vertices—After subdivision of an edge, the Gauß constraint is enforced at the
new vertex and the resulting graph-state equivalent to the original one is given by
g1 g2 ∼ g1g2 ; (3.14)
or conversely, we can remove a bivalent vertex at which the Gauß constraint is imposed and the
resulting group-labeling is the oriented product of the original ones.
◦ Adding/removing edges—After addition of an edge, a new closed face is created on which the
operator Bf acts, hence enforcing the zero-flux condition. In the case of a triangular face, the
resulting graph-state equivalent to the original one is given by
g1 g2
k ∼
g1g2
k
; (3.15)
or conversely, we can remove an edge which is shared by closed faces on which the zero-flux
condition is enforced.
These are the local transformations which are required to be satisfied by the fixed-point wave functions,
or more precisely, by any graph states such that the constraints imposed by the operators A and B
are satisfied. They fully define the fixed point wave functions as well as the corresponding lattice
Hamiltonian. In the following, we will consider the gluing of graph-states and use these equivalence
relations in order to simplify the resulting states.
3.2 Ocneanu’s tube algebra and Drinfel’d double
In the previous section, we introduced basis states for the Hilbert space HI defined on the twice-
punctured two-sphere. These cylinder states play a very important role in the characterization of
elementary anyonic excitations. The fundamental reason is that the gluing of two cylinders gives
another cylinder. Therefore, states defined on cylinders define an algebra called Ocneanu’s tube
algebra [21, 32]. In this section, we will define precisely the gluing procedure, show that this algebra
actually corresponds to the Drinfel’d double D(G) of the finite gauge group and present the main
features of this rich algebraic structure. To do so, we will follow the steps of [4] where, to the best
of our knowledge, the explicit definition of Ocneanu’s tube algebra in the holonomy picture was first
introduced. The representation theory of D(G) will provide a natural way of constructing the so-called
fusion basis for excited states.
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3.2.1 Gluing of cylinders
Starting from the simple observation that gluing two cylinders along a common boundary component
leads to another cylinder, we will see that the gluing operation hides a well-known algebraic structure
[4, 21, 32, 33, 35]. First, let us define more precisely this gluing operation [5]. Let M and N be
two manifolds, ∂M and ∂N their boundary, which is a disjoint union of submanifolds, and W such a
submanifold of both ∂M and ∂N . We furthermore require W to be equipped with a marked point.
This last requirement is only true in (2+1)d as in (3+1)d it is also necessary to specify marked edges.
The gluing of the manifold M and N along W is defined by identifying the boundary component W
of both ∂M and ∂N as well as the corresponding marked points. In the case of the cylinder, the
boundary has two components, namely the two punctures, and the gluing of two cylinders consists in
stacking them on top of each other.
At the level of the graph-states, the gluing is performed by first identifying the edges and the
vertices (associated to the marked points) located at the common boundary along which the gluing
is performed. This identification procedure is denoted by G. After identification, the vertices which
once were located at boundaries are now bulk vertices at which the Gauß constraint must therefore
be enforced using the operator A. Similarly, in case the identification step G produces new faces
associated to contractible cycles, the zero-flux condition is enforced using the operator B. Let Γ1 and
Γ2 be two graphs embedded in the surfaces Σ1 and Σ2. The gluing operation of graph-states living in
HΓ1 and HΓ2 is denoted by ? and is defined as
? : HΓ1 ⊗HΓ2 G−−−→ Haux A ◦B−−−→ HΓ1∪Γ2/∼
(ψ1, ψ2) 7−−→ G(ψ1, ψ2) 7−−−→ A ◦ B .G(ψ1, ψ2)
(3.16)
where Haux is the Hilbert space of functionals before enforcement of the constraints at the newly
created bulk vertices and closed faces, and Γ1 ∪ Γ2/ ∼ is the graph obtained after gluing of Γ1 and Γ2
up to equivalence relations. In the case of graph-states (3.11) defined on the cylinder, the computation
goes as follows
g1
h1 ?
g2
h2 = (A ◦ B) . G
(
g1
h1 ,
g2
h2
)
(3.17)
= δh2,g−11 h1g1
g1
h1
g2
∼ δh2,g−11 h1g1
g1g2
h1 . (3.18)
First, the two boundary components are identified which imposes a delta function between two
holonomies, then the Gauß constraint is imposed at the four-valent vertex resulting from the glu-
ing. The equivalence relations (3.14) and (3.15) can then be used to first remove the edge labeled by
h2 which leaves a two-valent vertex which can in turn be removed. We summarize this operation as
follows, where it is understood that the result is up to equivalence relations:
g1
h1 ?
g2
h2 = δh2,g−11 h1g1
g1g2
h1 (3.19)
which we recognize as the multiplication rule of the Drinfel’d double.
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3.2.2 Drinfel’d double D(G)
For a finite group G, the Drinfel’d double D(G) is an example of quasi-triangular Hopf algebra. We will
not provide here a detailed description of this algebraic structure, only some of its main features. In
particular, we will focus on the Hopf algebra structure and leave aside the quasi-triangularity property
which describes the braiding of the corresponding anyonic excitations. A detailed construction can be
found in [20, 87], see also [4] for many useful identities.
As a Hopf algebra, the Drinfel’d double is a bialgebra obtained as a tensor product of an algebra
and its dual coalgebra with opposite comultiplication, together with an antipode map S. A bialgebra
A over a field k is a tuple (A, ?,1,∆, ), such that (A, ?,1) is an algebra over k with multiplication
? : A ⊗ A → A and unit 1 : k → A, and (A,∆, ) is a coalgebra over k with comultiplication
∆ : A→ A⊗A and a counit  : A→ k, such that ∆ and  are algebra homomorphisms. The antipode
S is an antihomomorphism such that
? ◦ (id⊗ S) ◦∆ = ? ◦ (S⊗ id) ◦∆ = 1 ◦  . (3.20)
Let us now make all these definitions explicit in the case of the Drinfel’d double. As a vector space,
the Drinfel’d double is isomorphic to
D(G) ' C[G]⊗F(G) (3.21)
where C[G] is the group ring and F(G) is the abelian algebra of linear functions on G. A basis for D(G)
is therefore provided by {g ⊗ δh}g,h∈G where δh(•) ≡ δ(h, •) ≡ δh,• is the Kronecker delta function
supported on h.
As a Hopf algebra, the Drinfel’d double comes equipped with the maps:
◦ Multiplication:
(g1 ⊗ δh1) ? (g2 ⊗ δh2) := δh1,g1h2g−11 (g1g2 ⊗ δh1) (3.22)
with corresponding unit element 1D(G) =
∑
h∈G 1G ⊗ δh.
◦ Comultiplication:
∆(g ⊗ δh) :=
∑
x,y∈G
xy=h
(g ⊗ δx)⊗ (g ⊗ δy) (3.23)
with corresponding counit map (g ⊗ δh) = δh,1G .
◦ Antipode:
S(g ⊗ δh) := g−1 ⊗ δg−1h−1g . (3.24)
From the identification between the multiplication rule (3.22) of D(G) and the gluing map (3.19) of
cylinder states, we deduce the correspondence
HI 3
g
h ←→ (g ⊗ δh) ∈ D(G) (3.25)
between cylinder (basis) states and Drinfel’d double (basis) elements. It follows that the elementary
excitations or quasiparticles are labeled by the irreducible representations of D(G) which provide the
idempotents of the tube algebra [4, 21, 32]. Indeed the physical excitations are expected to be stable
under the operation of gluing cylinders. Since the Drinfel’d double is semisimple, such idempotent
states are naturally provided by the irreducible representations.
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3.2.3 Representation theory of D(G)
The irreducible representations {ρ} of D(G) are labeled [88, 89] by a conjugacy class C and an irre-
ducible representation R of the centralizer ZC of C so that ρ = (C,R). The elements of the conjugacy
class C are denoted ca and c1 is chosen as representative. The centralizer ZC is then defined as the
subgroup of elements commuting with the representative c1 of C, i.e.
ZC = {g ∈ G | gc1 = c1g} . (3.26)
The elements of the quotient QC ' G/ZC are denoted qa and they satisfy the relation ca = qac1q−1a .
Finally, the matrix elements of the Drinfel’d double element g ⊗ δh in the representation ρ = (C,R)
are given by
DC,Ram,bn(g ⊗ δh) = δ(h, ca)δ(ca, gcbg
−1)DRmn(q
−1
a gqb) (3.27)
wherem and n are the matrix indices of the representationR of ZC , and the delta function δ(ca, gcbg
−1)
ensures that q−1a gqb belongs to ZC . Thereafter, the more compact notation D
ρ
MN ≡ DC,Ram,bn is used,
such that M ≡ am, N ≡ bn and ρ ≡ (C,R).
The set {ρ} of irreducible representations is complete and orthogonal. The completeness relation
reads ∑
ρ
∑
M,N
dρD
ρ
MN (g1 ⊗ δh1)D
ρ
MN (g2 ⊗ δh2) = |G|δg1,g2δh1,h2 (3.28)
while the orthogonality is provided by
1
|G|
∑
g,h∈G
Dρ1M1N1(g ⊗ δh)D
ρ2
M2N2
(g ⊗ δh) =
δρ1,ρ2
dρ1
δM1,M2δN1,N2 , (3.29)
where dρ = dC,R = dR · |C| is the dimension of the representation ρ. Furthermore, thanks to the
antipode map S, we can define the representation ρ∗ dual to the representation ρ and the expression
for the matrix elements is provided by
Dρ
∗
MN (g ⊗ δh) = D
ρ
NM (S(g ⊗ δh)) = D
ρ
NM (g
−1 ⊗ δg−1h−1g) . (3.30)
Thanks to the comultiplication, tensor product of representations can be defined such that
(Dρ1 ⊗Dρ2)(∆(g ⊗ δh)) =
∑
x,y∈G
xy=h
(Dρ1 ⊗Dρ2)((g ⊗ δx)⊗ (g ⊗ δy)) . (3.31)
Tensor products of representations can then be decomposed into irreducible representations according
to the fusion rules Nρ3ρ1ρ2 i.e.
ρ1 ⊗ ρ2 =
⊕
ρ3
Nρ3ρ1ρ2 ρ3 . (3.32)
For notational convenience, we assume in the following that the fusion category Rep[D(G)] of the
finite dimensional representations is multiplicity free, i.e. Nρ3ρ1ρ2 ∈ {0, 1}. Moreover, (3.32) implies the
existence of a unitary map Cρ1ρ2 : ⊕ρ3∈ρ1⊗ρ2 Vρ3 → Vρ1 ⊗ Vρ2 which satisfies
Dρ1M1N1 ⊗D
ρ2
M2N2
(∆(g ⊗ δh)) =
∑
ρ3
∑
M3N3
Cρ1ρ2ρ3M1M2M3 D
ρ3
M3N3
(g ⊗ δh)) Cρ1ρ2ρ3N1N2N3 . (3.33)
where (M1M2) and (ρ3M3) have to be understood as the indices of the matrix Cρ1ρ2 . By analogy with
the group case, these maps will be referred to as Clebsch-Gordan coefficients. In the following, it will
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be more convenient to work with the analogue of the Wigner 3jm-symbols, obtained by symmetrizing
the Clebsch-Gordan coefficients (
ρ1 ρ2 ρ3
M1M2M3
)
:=
1√
dρ3
Cρ1ρ2ρ∗3M1M2M3 , (3.34)
which we will refer to as the 3ρM -symbols. The interwining map whose coefficients are given by the
3ρM -symbols is denoted Iρ1ρ2ρ3 . The unitarity of Cρ1ρ2 yields the orthogonality relation∑
M1,M2
(
ρ1 ρ2 ρ
M1M2M
)(
ρ1 ρ2 ρ′
M1M2M ′
)
=
1
dρ
δρ,ρ′δM,M ′ , (3.35)
as well as the completeness relation∑
ρ
∑
M
dρ
(
ρ1 ρ2 ρ
M1M2M
)(
ρ1 ρ2 ρ
N1N2M
)
= δM1,N1δM2,N2 . (3.36)
Finally, it follows directly from the definition that the 3ρM -symbols satisfy the invariance property
[4]: ∑
h1,h2
Dρ1M1N1(g ⊗ δh1)D
ρ2
M2N2
(g ⊗ δh2)D
ρ3
M3N3
(g ⊗ δh−12 h−11 )
(
ρ1 ρ2 ρ3
N1N2N3
)
=
(
ρ1 ρ2 ρ3
M1M2M3
)
. (3.37)
3.2.4 Excitation basis for (2+1)d topological phases
We now have all the necessary ingredients to define our excitation basis for (2+1)d topological phases
in terms of irreducible representations of the Drinfel’d double. This basis will be referred to as the
fusion basis [4, 34, 36, 90]. So far, we have defined basis states for the cylinder I and the two-torus
T in terms of group holonomies. The correspondence (3.25) provides the fusion basis states for the
cylinder as the ‘Fourier transform’ of the basis states (3.11):
|ρ,MN〉I = 1|G|
∑
g,h∈G
√
dρD
ρ
MN (g ⊗ δh)
g
h . (3.38)
Such fusion basis states diagonalize the ?-multiplication:
|ρ1,M1N1〉I ? |ρ2,M2N2〉I = δρ1,ρ2√
dρ1
δN1,M2 |ρ1,M1N2〉I (3.39)
which confirms that the fusion basis states (3.38) on the cylinder are the states of elementary quasi-
excitations such that the conjugacy class C labels fluxes while the representation R labels charges.
This means in particular that the irreducible representations trivialize the gluing operation presented
in (3.16). Indeed, with the fusion basis, the gluing boils down to a contraction of the states by summing
over the corresponding magnetic indices. For instance, since the torus is nothing else than a cylinder
with the pieces of its boundary identified, we deduce immediately that the fusion basis states for the
torus read
|ρ〉T = 1|G|
∑
g,h∈G
χρ(g ⊗ δh)
g
h =
1
|G|
∑
h∈C
g∈Zh
χRh(g)
g
h (3.40)
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where χρ denotes the character of the representation ρ and Zh = {g ∈ G | gh = hg} the centralizer
of the group element h and χRh the character of the representation Rh of Zh isomorphic to R. The
vertices which once were at the boundary of the cylinder are identified to become a bulk vertex at
which Av acts. The group averaging induces the contraction of the magnetic indices which turns the
representation matrix Dρ into the character χρ defined as
χρ(g ⊗ δh) = ΘC(h)δgh,hgχR(q−1ιC(h) g qιC(h)) (3.41)
where ΘC(•) is the characteristic function of C and ιC(•) is a labeling function defined such that
ιC(ca) = a. Recall that the holonomy basis states, as represented in (3.40), are already projected so
that both the Gauß constraint and the zero-flux condition are imposed. However, these constraints
are already encoded in the Fourier transform so that the fusion basis states for the two-torus can
equivalently be rewritten |ρ〉T = 1|G|
∑
h∈C
g∈Zh
χRh(g)|g, h〉T. Furthermore, we recover with (3.40) the
well-known result that the number of irreducible representations of D(G) is equal to the ground state
degeneracy on the torus, which counts quasi-excitation types [91].
In order to construct the fusion basis for arbitrary surfaces Σpg , we use the fact that any punctured
Riemann surface can be obtained by gluing together several copies of the thrice-punctured two-sphere
Y. A ‘minimal’ thrice-punctured two-sphere can be discretized by a triangular face, on which Bf acts,
with its three vertices identified. The corresponding basis states are labeled by two group holonomies
associated to two independent non-contractible cycles and are represented by
h1h2 ←→
h1
h2 (3.42)
where the dotted vertices are identified. In this example, the holonomies h1 and h2 only account
for magnetic degrees of freedom. The thrice-punctured sphere as discretized by (3.42) is somewhat
degenerate. In order to allow for point-like electric excitations associated to each one of the punctures,
we need to choose a slightly more complicated discretization. This will support holonomies accounting
for electric degrees of freedom, in addition to the ones accounting for magnetic degrees of freedom.
Such discretization is obtained by gluing three outgoing cylinders to the minimal thrice-punctured
sphere. The corresponding basis states span the Hilbert space HY and can be represented as
HY =
{
h3
g3
h1
g1
h2
g2 }
with
h3
g3
h1
g1
h2
g2
←→
g1g2
g3
h1h2
h3
(3.43)
where the black-dotted vertex is now a bulk vertex at which the Gauß constraint is enforced. It
now remains to find the corresponding fusion basis. As suggested by the group representation, the
basis states of HY can be obtained by gluing three outgoing cylinder basis states (3.11) to the thrice-
punctured two-sphere state (3.42). The same happens for the fusion basis. The fusion basis states
for the thrice-punctured sphere are defined as the gluing of three cylinder states |ρ,MN〉I via an
∼ 25∼
CHAPTER 3. GAUGE MODELS OF TOPOLOGICAL PHASES
intertwining map Iρ1ρ2ρ3 , i.e.
|{ρi,Mi}3i=1〉Y = tr{V ρ}
[|ρ1,M1〉I ⊗ |ρ2,M2〉I ⊗ |ρ3,M3〉I ⊗ Iρ1ρ2ρ3] (3.44)
=
∑
{Ni}3i=1
|ρ1,M1N1〉I ⊗ |ρ2,M2N2〉I ⊗ |ρ3,M3N3〉I
(
ρ1 ρ2 ρ3
N1N2N3
)
=
1
|G|3
∑
{Ni}3i=1
∑
{gi,hi}3i=1
3∏
i=1
(√
dρiD
ρi
MiNi
(gi ⊗ δhi)
gi
hi
)(
ρ1 ρ2 ρ3
N1N2N3
)
.
Thanks to the invariance property (3.37), the intertwining map Iρ1ρ2ρ3 ensures that the zero-flux
condition on the closed surface of the thrice-punctured sphere is satisfied as well as the gauge in-
variance at the single bulk vertex. In (3.43), the closed surface in question is the one represented
by a triangle with its three vertices identified. Using the zero-flux conditions on the surface of each
cylinder, we compute that imposing the zero-flux condition at the triangle boils down to the factor
δ(g−11 h1g1g
−1
2 h2g2g
−1
3 h3g3,1G). Let us work out how this zero-flux condition and the gauge invariance
at the identified vertices are implicitly encoded in the 3ρM -symbols in (3.44). Using the invariance
property (3.37), one has∑
{Ni}3i=1
( 3∏
i=1
DρiMiNi(gi ⊗ δhi)
)(
ρ1 ρ2 ρ3
N1N2N3
)
=
∑
k1,k2∈G
∑
{Ni}3i=1
∑
{Oi}3i=1
( 3∏
i=1
DρiMiNi(gi ⊗ δhi)
)
×Dρ1N1O1(g ⊗ δk1)D
ρ2
N2O2
(g ⊗ δk2)D
ρ3
N3O3
(g ⊗ δk−12 k−11 )
(
ρ1 ρ2 ρ3
O1O2O3
)
=
∑
k1,k2∈G
∑
{Oi}3i=1
( 3∏
i=1
DρiMiOi(gig ⊗ δhi)
)
δk1,g−11 h1g1
δk2,g−12 h2g2
δk−12 k
−1
1 ,g
−1
3 h3g3
(
ρ1 ρ2 ρ3
O1O2O3
)
=
∑
{Oi}3i=1
( 3∏
i=1
DρiMiOi(gig ⊗ δhi)
)
δ(g−11 h1g1g
−1
2 h2g2g
−1
3 h3g3,1G)
(
ρ1 ρ2 ρ3
O1O2O3
)
(3.45)
where we used the defining property of the representations of the Drinfel’d double. By comparing
the first and the last line of (3.45), we conclude that the 3ρM -symbols implicitly encode the zero-flux
condition as well as the gauge invariance. Note that we first introduced the comultiplication rule of
the Drinfel’d double together with the corresponding tensor product and then use it to define states
on the thrice-punctured two-sphere. Conversely, we could have first considered the gluing of three
cylinder basis states as in (3.44) and derived which constraints needed to be imposed for this gluing
to be consistent, from which we could have derived the comultiplication rule.
Using the states (3.44), we can construct a fusion basis for any Riemann surface Σgp. It suffices
to decompose the surface Σgp as a sewing of several copies of Y, associate a state |{ρi,Mi}3i=1〉Y to
each copy of Y and contract them to each other following the decomposition pattern. Equivalently,
we can associate an intertwining map Iρ1ρ2ρ3 to each copy of Y and contract them via cylinder states
|ρ,MN〉I. For a given surface Σgp, and for a given pant decomposition {Y}, a formal expression for
the corresponding fusion basis states therefore reads∣∣{ρi}Li=1〉Σgp = tr{V ρ}[⊗
I
|ρ〉I ⊗
⊗
Y
I{ρ}
]
(3.46)
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where L is the number of ‘connections’ between the thrice-punctured spheres. The fusion basis is
orthogonal and complete [4]. This follows directly from the orthogonality (3.29) and completeness
(3.28) of the representation matrices as well as the orthogonality (3.35) and completeness (3.36) of the
3ρM -symbols.
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Fusion basis for LGT and 3d
gravity
In this chapter, we adapt and expand on the results of the previous chapter in order to derive a new
basis, namely the so-called fusion basis, for lattice gauge theories (LTGs) and in particular for 3d
quantum gravity. This basis turns out to be a very interesting alternative to the usual spin network
basis whose definition was recalled in chap. 2. In doing so, we shift the focus from the original lattice
structure directly to that of the magnetic (curvature) and electric (torsion) excitations themselves.
Since the fusion basis allows for both magnetic and electric excitations from the onset, it turns out to
be a precious tool for studying the large scale structure and coarse-graining flow of lattice gauge theories
and loop quantum gravity. This is in neat contrast with the spin network basis, in which it is much
more complicated to account for electric excitations, i.e. for Gauß constraint violations, emerging at
larger scales. Moreover, since the fusion basis comes equipped with a hierarchical structure, it readily
provides the language to design states with sophisticated multiscale structures.
4.1 Motivation
The fusion basis we introduce here is adapted from the theory of topological phases in (2+1)d. We
therefore restrict here to (2+1)d lattice gauge theories and loop quantum gravity. Furthermore,
another simplification we introduce in order to focus on the main ideas without bothering about
technical details, is that we consider only a finite gauge or structure group G. We will comment on
the application to Lie groups.
Let us briefly describe and compare the main features of the spin network and fusion basis. The
spin network basis diagonalizes at each link of the lattice the quadratic Casimir operator built from the
electric fluxes. These operators are gauge invariant and coincide with the electric contribution to the
Yang-Mills Hamiltonian. For a non-abelian structure group, additional, gauge-invariant, information
on the electric fluxes is encoded at the nodes, in so-called intertwiners. Therefore, the spin network
basis provides a polarization of the state space based on the flux observables.1 The fusion basis, on the
other hand, diagonalizes Wilson loop operators, i.e. traces of holonomies associated to closed paths.
1 Flux observables do actually not commute in non-abelian gauge theories. In [92], this is made explicit and a
polarization is constructed, in which fluxes compose by non-commutative multiplication.
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In this sense, the fusion basis provides a polarization dual to the spin network one. To avoid over-
parametrization, one does, however, not include all possible Wilson loops supported on the lattice,
but only a certain hierarchically ordered set.
A crucial feature of non-abelian gauge theories is that this set of Wilson loops does not define a
maximal set of commuting observables. In fact, it is necessary to also consider certain flux observables,
based again on closed loops, that capture the electric (or torsion) degrees of freedom arising at scales
larger than the lattice one. Maybe surprisingly, these large scale data are not already encoded in the
multilevel Wilson loop observables. The fusion basis is designed to encode both Wilson loop and large
scale flux observables in a unified framework.
In fact, it turns out that the fusion basis diagonalizes closed ribbon operators, which directly
classify the magnetic (curvature) and electric (torsion) excitations. This notion of excitation has to be
understood with respect to some vacuum state. Here, the relevant one is the so-called BF vacuum.
Taking its name from the BF topological field theory, of which it is a physical state, this vacuum state
is a gauge invariant state peaked sharply on vanishing curvature, i.e. on a flat connection. It is then
not surprising, that the fusion basis framework bares a close relationship with the theory of extended
topological quantum field theories on the mathematical side, and with topological phases and their
defect excitations on the condensed matter side [39, 93, 94].
After introducing the fusion basis and the ribbon operators characterizing it, we will give an
overview of various applications. Firstly, we will discuss how to use the fusion basis to easily design
multi-scale states. It is interesting to compare the tools developed here to the closely related philosophy
underlying the introduction of tensor network states, which provide an Ansatz for the ground state of
Yang-Mills theories [95].2 Secondly, using the muli-scale states, we describe a coarse-graining scheme
based on the fusion basis. At this point of the discussion, the advantage in using the fusion basis
should be obvious: Coarse-graining is directly given by the fusion of excitations, which are in turn
naturally encoded in the fusion basis itself.
4.2 BF representation in 2+1 dimensions
In lattice gauge theories, observables can be given in terms of holonomies (or Wilson lines), encoding
the magnetic degrees of freedom, and fluxes, encoding the electric degrees of freedom. In 2+1 di-
mensions, both holonomy and flux observables test the continuum field along a one-dimensional path
embedded in the spatial manifold. On a fixed graph (or lattice) one has only access to a restricted set
of such holonomies and fluxes, that is those that can be composed from the elementary holonomies
and fluxes associated to the links of the graph itself. In this way different graphs Γ lead to different
Hilbert spaces HΓ, hence providing a representation of the holonomies and fluxes based on Γ.
One can however consider also all possible graphs at once (or at least a suitable set of graphs
allowing for infinite refinement) by constructing a so-called inductive limit of the family of Hilbert
spaces {HΓ}Γ. This allows for the representation of holonomies and fluxes based on arbitrary paths
(or again based on a suitable set of paths). Such an inductive limit construction led to the Ashtekar-
Lewandowski-Isham (ALI) representation [67–69, 71] of the kinematical3 observable algebra in loop
quantum gravity. Here the selection of a (kinematical) vacuum state is essential, which in the case of
the ALI representation is given by a state for which the expectation values vanishes for all operators
2In the context of (2+1)d gravity, on the other hand, the BF vacuum already provides the physical state of the
theory, i.e. the state invariant under full diffeomorphism symmetry. Fusion basis states, then, encode multi-particle
states coupled to gravity. Therefore, this basis could be a useful tool to understand their coupled dynamics.
3That is the observables are not completely space-time diffeomorphism invariant.
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composed from fluxes. This implies that the resulting Hilbert space supports states which have
vanishing flux expectation values almost everywhere. Since the fluxes encode the spatial metric, the
states describe therefore an almost everywhere degenerate geometry.
This was one of the motivations for the construction of an alternative representation based on a
different—actually dual—vacuum, sharply peaked on vanishing curvature [22, 86, 96]. This vacuum
is a solution of the BF theory and describes in lattice gauge theory the weak coupling limit. BF
theory plays also an important role in the gravity context: It is itself a formulation of (2+1)d gravity
as recalled in chap. 2, and moreover, in 3+1 dimensions, it is the starting point for the construction of
spin-foam models, a covariant version of loop quantum gravity [59]. A quantum deformed version [34],
based on the Turaev-Viro topological theory4 [97], describing (2+1)d Euclidean gravity with positive
cosmological constant, is more directly formulated as an extended topological field theory. Here the
notion of defect excitations, supported in 2+1 dimensions on punctures, is essential.
In this section, we shortly explain the BF representation for loop quantum gravity and a related
understanding of lattice gauge theory as an extended topological field theory. The BF representation
in [22, 86, 96] is based on an inductive limit involving triangulations and their dual lattices. We will
review this notion and then lay out an alternative construction, similar to [34], which is nearer to
the spirit of extended topological field theory. In the latter case, the graphs or lattices have a less
fundamental role. Instead, one uses punctures (or ‘defects’) which carry the excitations. These defect
excitations are to be understood as deviations from a vacuum or alternatively violations of constraints,
which characterize the vacuum. This vacuum is here given as the BF vacuum, i.e. a state without
curvature (magnetic excitation) or torsion (electric excitation). These considerations will also allow
to understand lattice gauge theory as an extended topological field theory, that is a topological field
theory with a (fixed) number of defects allowed.
4.2.1 Triangulation-based BF representation: review and limitations
The BF representation is based on a so-called inductive limit of Hilbert spaces. The inductive limit
is defined via a family of Hilbert spaces labelled by elements of a partially ordered (and directed)
set. Each Hilbert space of this family can be understood to capture a certain subset of the degrees
of freedom of the continuum, given by the inductive limit. In this sense, a given Hilbert space of this
family defines also a discretization.
In [22, 86, 96], such an inductive limit was based on the refinement of triangulations of a given 2d
hypersurface Σ. Specifically, given Σ and a triangulation4 thereof, the configuration space underlying
the Hilbert space H4 is given by the moduli space of flat connection on Σ \40, that is Vflat(Σ \40).
Here 40 is the set of 0-simplices, i.e. vertices, of the triangulation. As is well known, Vflat(Σ \ 40)
can be fully described by considering the set of holonomies5 along the links of a graph Γ dual to
the triangulation. Clearly, the flatness conditions ensures that the specific choice of dual graph is
irrelevant. Then, H4 is given by the gauge invariant functions of such holonomies, equipped with a
specific inner product. For a well-defined inductive limit, the measure on the underlying gauge group
G has to be discrete, even if G is a Lie group [22, 86].
It is often convenient to choose a marked point on the manifold, the ‘root’, at which gauge invari-
ance is relaxed. Fully gauge-invariant functions can be re-obtained via a gauge averaging procedure.
4This representation is so far only applicable to 2+1 dimensions, for a strategy to generalize to 3+1 dimensions, see
[6].
5We use the word ‘holonomy’ for the group-valued path-ordered exponential of a connection along a path between
two points on the manifold. It transforms covariantly upon gauge transformations at its starting and ending points, and
it is invariant upon any other gauge transformation.
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The advantage of having a root is clear if G is a Lie group: The gauge averaging procedure over G
equipped with a discrete measure would in general lead to many subtleties [86]. Physically, the root
can be interpreted as a reference frame internal to the system.
So far we have described the structure of the Hilbert space H4 on a fixed triangulation. What
is missing is the inductive limit construction of the continuum Hilbert space HΣ. Consider two
triangulations 4 and 4′, such that 4′ is a refininement of 4, i.e. 4 ≺ 4′. Then, the inductive limit
is based on the definition of embedding maps
ι4,4′ : H4 ↪→ H4′ . (4.1)
Roughly speaking, in the BF representation, the embedding maps multiply the states in H4 with a set
of delta-functions—hence the relevance of the discrete measure on the group—enforcing the triviality
of the holonomy around every additional cycle present in Γ′ but not in Γ. Notice that there is one
such cycle for every element of 4′0 \ 40. This defines HΣ. However, we also need to define operators
O compatible with the refinement procedure. This is easily done by requiring,
O4′ ◦ ι4,4′ = ι4,4′ ◦ O4 . (4.2)
In [22, 96], such operators have been constructed and fully characterized. They are of two types.
Firstly, there are holonomy operators along root-based closed cycles of Γ. These operators are labelled
by a representation of G and act by multiplication in the obvious way. Secondly, there are so-called
exponentiated flux operators. In (2+1)d, they are associated to edges of the triangulation 4 itself.
They act by translating the holonomies associated to the links of Γ dual to the relevant edges of
4. Therefore, they act as exponentiated derivative operators, hence their name.6 Notice that the
holonomy translation by the action of the exponentiated fluxes induces curvature defects at some
vertices of the triangulation. In other words, it introduces non-trivial monodromies around cycles of Γ
dual to some vertices of 4. To obtain a state with a curvature defect at an arbitrary position x ∈ Σ,
one just has to first refine 4 to 4′ in such a way that x ∈ 4′0. Finally, we stress that the operators
just described, and properly defined in [22, 86], are either gauge invariant or lead to gauge violations
confined at the root.
This last remark is important because, in the present work, we will allow torsion degrees of freedom
to be carried by the vertices of the triangulation. This means that more general gauge-invariance
violations than in the setting presented above will be allowed. Although to avoid technicalities we
will do this in the context of a finite group gauge theory, this generalization is conceptually of crucial
importance for gravity (which is, of course, based on a Lie group). This is because, spinning particles
induce torsion violation [98, 99]. The relevant operators, creating this more general type of excitations,
have been introduced—albeit in a slightly different manner with respect to ours—by Kitaev, in [38].
He called them ‘ribbon operators’. In the context of (2+1)d gravity, ribbon operators crucially provide
Dirac observables. We draw from this further motivation for the present work, in that we want on the
one hand to give a lattice-independent definition of ribbon operators, and on the other to use their
eigenvalues to fully characterize a basis of the quantum gravity Hilbert space on Σ.
4.2.2 An alternative description of the BF representation
Here we present an alternative formulation of the BF -representation. Its advantages are multiple:
First, its language is closer to that of the Turaev-Viro based representation [34]. Second, it translates
6In the ALI representation of loop quantum gravity, gravitational fluxes act as derivatives on the holonomies.
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a range of techniques used in the context of string net models [37, 80] to an holonomy-based formalism.
Finally, it provides a lattice-independent description of the Kitaev model [38], which can in turn be
mapped onto an ‘extended’ string net model [93, 94].
The basic idea behind this alternative formulation is to replace the triangulation, its vertices and
its dual graph, with a less rigid structure provided by punctured surfaces and general graphs on them.
Introducing an equivalence class among graphs allows for a first step towards the continuum limit.
We say ‘a first step’ because in this thesis we will work with the defects’ locations, i.e. the punctures,
kept fixed. The second, and last, step to the continuum limit would be to consider the inductive limit
in which one allows for the addition of new punctures. A possible way to achieve this is sketched in
app. A.1.
Let us now provide all the ingredients needed for the construction of this alternative description
of the BF representation.
Finite group: As mentioned above, we will work with a finite gauge group G, with |G| <∞ elements.
Some of our results can be generalized to Lie groups, in both the BF and ALI representations. This
would, however, require lengthy (measure theoretical) technical discussions. Here, we rather prefer
to emphasize the underlying algebraic structures and the many analogies to the TV representation.
Indeed, one can understand the q-deformation at root of unity characteristic of the TV representation,
as in a certain sense turning SU(2) into a finite (quantum) group SU(2)q. Spin-foam models with finite
groups are used to study the behaviour of spin-foams under coarse-graining [19, 60, 62, 100, 101], and
we hope that the techniques developed here will be useful also in this context. We denote general
elements of G by G,H, g, u, . . . and variations thereof, and the identity element by 1. The delta-
function on the group is normalized so that δ(g, h) ≡ δg,h ≡ δg(h) = 1 if g = h and vanishes otherwise.
Punctured surface: In our analysis we will for simplicity exclusively work in the case in which Σ is
the two-sphere S2. Fix S2 to have a finite number |p| of marked points, called punctures {p}. Define
Σ0p to be the genus-0 surface S2 with one disc removed around each puncture and with one point
marked on the boundary of each such discs. We will call these points puncture-nodes. This structure
is needed to describe torsion defects and later-on to define the gluing of states along punctures. Now,
consider finite directed graphs embedded into this surface. The graphs can have open links, i.e. links
ending in a one-valent node, provided this node is a puncture-node. We require all other nodes to be
two- or tri-valent.7 This is just a choice, that leads to a triangulation as dual complex and furthermore
makes a translation to string nets (via a standard group Fourier transform) more immediate. This
restriction can however be easily dropped.8
Among all the possible graphs, there is a special subclass of minimal graphs. Minimal graphs on a
punctured sphere are defined by the following properties: (i ) They capture the first fundamental group
of the punctured sphere, namely pi1(Σ
0
p), (ii ) they have no contractible faces, that is all their faces
enclose a puncture, (iii ) they have no two-valent node, and (iv ) they have one open link associated
to each puncture, see fig. 4.1 for examples. Given Σ0p, minimal graphs are by no means unique.
From our definition, it is not difficult to see that a minimal graph on Σ0p>1 must have exactly L =
1 + 2(p− 2) + 3(p− 1) = 5p− 6 links, and N = 13 (2L− p) internal nodes.
Hilbert Space Hp: The configuration space underlying the BF representation is, exactly as before,
given by the moduli space of flat connections on S2 minus some points (or, equivalently, discs). In
7Two-valent nodes are needed only as intermediate steps of the refining procedure.
8Notice the difference between this formulation and the one of the previous chapter as we are now working on graphs
dual to triangulations while we were previously working on the one-skeleton of a given discretization.
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Figure 4.1. Examples of minimal graphs on the twice-punctured I and thrice-punctured spheres Y.
this case, this reads Vflat(Σ0p). This space is now completely characterized by the holonomies along
the links of a minimal graph Γ. Hence, we define the Hilbert space HΓ to be given by the set of gauge
invariant functions {ψ} on such a space of holonomies:
ψ : GL → C , (4.3)
where L denotes the number of links of the minimal graph. Importantly, we require the gauge group
to act only at the internal nodes, and not at the puncture-nodes. Indeed, imposing gauge invariance
at the puncture-nodes would result in the trivialization of the dependence of the state from the group
element associated to the only link ending there. In the following, it will become apparent that avoiding
this trivialization is crucial to implement both torsion excitations and a consistent cutting-and-gluing
scheme of the states. More specifically, a gauge transformation is parametrized by a choice {un}n ∈ GN
where n denotes an internal node and N their number. It acts on a holonomy configuration {gl} ∈ GL
as
{un}n . {gl}l = {u−1t(l) gl us(l)}l , (4.4)
where s(l) and t(l) denote the source and target nodes of the link l, respectively.9 Finally, the inner
product in HΓ is defined by
〈ψ1, ψ2〉 = 1|G|L
∑
{gl}
ψ1{gl}ψ2{gl} . (4.5)
To obtain a Hilbert space Hp associated directly to Σ0p, we need to show how to identify various HΓ′
for different choices of (possibly non-minimal) graphs Γ′ in Σ0p . We do this by declaring two states
based on different graphs as equivalent if they are related by a combination of the four operations
we are now going to describe. The idea is that via a minimal graph one can already characterize
Vflat(Σ0p) completely: It gives access to the holonomies associated to all the non-contractible cycles
(those around the punctures), as well as giving the holonomy (parallel transport) between any couple
of punctures. Since the connection is locally flat, the path underlying each holonomy can be smoothly
deformed. Also, we can refine the graph, provided we ensure that the holonomies associated to the
contractible cycles are all trivial, and that gauge invariance is preserved. As a consequence of gauge
invariance, we can freely remove two-valent nodes. Likewise for a non-minimal graph we can remove
links, if the resulting graph still captures pi1(Σ
0
p). Formally, the operations are:
◦ Link deformation—A link can be (smoothly) deformed as long as no other link, node or puncture
is crossed. Two states ψ,ψ′ based on two graphs Γ,Γ′ related by a link deformation are defined
to be equivalent if they are described by the same function, i.e. if ψ({g}) = ψ′({g}) as functions
on GL.
9In the equation above, we left understood that us(l) ≡ e if s(l) is a puncture-node. Similarly for t(l).
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◦ Link orientation flip—After flipping the orientation of a link l→ l−1, the state ψ′ equivalent to
ψ is
ψ′(gl−1 , . . .) = ψ(g
−1
l , . . .) . (4.6)
◦ Link subdivision/union—After the subdivision of a link l → l2 ◦ l1, the state ψ′(gl1 , gl2 , · · · )
equivalent to ψ(gl, · · · ) is
ψ′(gl1 , gl2 , . . .) = ψ(gl2gl1 , . . .) . (4.7)
◦ Face removal/addition—After the addition of a new link l, the graph gains a new closed face
(that is a contractible cycle) f with holonomy hf (we are assuming that any link subdivision
necessary to the addition of this new link has already been performed). Then the state ψ′({gl′})
on the new graph which is equivalent to the original ψ({gl}) is
ψ′({gl′}) =
√
|G| δ(1, hf )ψ({gl}) . (4.8)
where the factor
√G in (4.8) has been introduced to ensure that equivalent states have the same
norm.
At this point, it is a simple exercise to show that the inner product is independent of the choice
of representative in the equivalence class described above. This concludes the construction of Hp.
Notice that the only information that is common to all HΓ, and therefore that is proper to Hp itself,
is the embedding of the punctures. This mirrors the properties of the states in Hp: Excitations are
confined to the punctures and the state describe locally-flat gauge-invariant connections away from
the punctures. To obtain a continuum Hilbert space allowing for excitations at arbitrary positions
in Σ we have to consider the inductive limit over Hilbert spaces Hp, where p stands not only for the
number of punctures (denoted by |p|) but also for their embedding information. For a sketch on how
to achieve this, we refer to app. A.1.
The construction presented here can be recast in a spin network language, essentially by decompos-
ing the states ψ via the Peter-Weyl theorem onto a graph-dependent basis labeled by representation-
theoretic data. In this formulation one would recover the so-called extended string nets [93, 94], and
the conditions above would be rephrased in a completely algebraic and combinatorial language.
4.3 From Ocneanu’s tube algebra to the Drinfel’d double
So far, we have been describing states in a graph-dependent and redundant fashion. Graph indepen-
dence is then shown to be recovered thanks to the introduction of appropriate equivalence relations.
It would be, however, much more efficient to characterize the states directly, with no reference to any
choice of graph. To this end we turn our focus on the punctures and the excitations they carry. Let
us start by analyzing the simplest cases, Σ0p with |p| = 1, 2, 3.
We know S2 cannot carry excitations, since pi1(S2) is trivial. Indeed, a minimal graph on S2 has
one link l surrounding the puncture, and one link l′ starting at n = s(l) = t(l) and ending at the
puncture-node; now, contractibility of l imposes ψ(gl, gl′) = δ(1, gl)f(gl′), while gauge invariance at n
requires f to be constant. Thus, the simplest non-trivial case is that of the twice-punctured sphere,
Σ02 ≡ I. The study of states on the cylinder is the subject of this section. The next-simplest case is
the thrice-punctured sphere Y ≡ Σ03 whose study is the subject of the next section (sec. 4.4).
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4.3.1 Characterizing the excitations
As explained in the previous chapter, cylinders play a special role in the characterization of ‘basic’
excitations since cylinders can be glued ‘around a puncture’ without changing the topology of Σ0p. By
successively gluing cylinders onto one-another, it is straightforward to define a multiplication between
cylinder states which leads to Ocneanu’s tube algebra.
By visualizing the cylinder as an annulus of space, one can think of the gluing operation as the
addition of ‘more-space’ around an excitation. Topological excitations relevant to 3d gravity should
be stable under this operation. Therefore, they are characterized by idempotents of the tube algebra,
or—equivalently—by its indecomposable (representation) modules [21, 32, 33]. As pointed out by
Ocneanu [21, 32], this allows the interpretation of such idempotents as viable boundary conditions. In
the next subsection, we will rederive how the tube algebra is nothing but the Drinfel’d double algebra
D(G) [20] in the present context. Hence we conclude that excitations in 3d Euclidean gravity can
be classified in terms of irreducible representation ρ of D(G). In the case G = SU(2), the two labels
defining such a ρ can be directly interpreted as the mass and the spin of the excitation.
This result is not new, see e.g. [102–105]. However, in previous treatments, it was a found as a
consequence of the presence of group-valued constraints (moment maps). The gluing of cylinder states
seems, however, to provide so far the simplest and most direct argument.
4.3.2 Twice-punctured sphere
A minimal graph Γ2 on the twice-punctured two-sphere I possesses four links {li}i=1,...,4. We fix the
compositions l−12 ◦ l4 to be a closed loop winding once around the cylinder, and l3 ◦ l2 ◦ l1 to go from
the source puncture to the target puncture. Finally, label the links of the graph with group elements
{gli ∈ G}. For brevity we set gli = gi:
≡ ≡ . (4.9)
A state in HΓ2 is given by a gauge invariant state
ψI(g1, g2, g3, g4) = ψ
I(ug1, vg2u
−1, g3v−1, vg4u−1) , (4.10)
for any u, v ∈ G. Taking advantage of the gauge invariance of ψI, choosing v = g3 and u = g3g2, we
can fix g2 = 1 = g3. A basis of HΓ2 is then given by the gauge-fixed states
ψIG,H(g1, g4)|g.f. = |G|3/2δ(G, g1)δ(H, g4) ≡ |G|3/2 . (4.11)
where |G|3/2 is a normalization factor chosen for later convenience. In the above diagram, dashed
lines represent gauge fixed group elements, while solid lines carry the group variables. In fully gauge-
covariant form, these basis states read
ψIG,H(g1, g2, g3, g4) = |G|3/2δ(G, g3g2g1)δ(H, g3g4g−12 g−13 ) . (4.12)
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This basis can readily proved to be orthogonal:〈
ψIG,H , ψ
I
G˜,H˜
〉
=
1
|G|4
∑
g1,...,g4
ψIG,H(g1, . . . , g4)ψ
I
G˜,H˜
(g1, . . . , g4) = |G|δ(G, G˜)δ(H, H˜) .
Notice that the states ψIG,H are not normalized. The reason for this choice will be made clear later.
Henceforth, we will often keep the {gi} implicit, and denote the basis states simply ψIG,H .
A general element of H2 can then be written as
ψI =
∑
G,H∈G
α(G,H)ψIG,H . (4.13)
In particular, we define the (unnormalized) I vacuum state to be
ψI0 = δ(1, g4g
−1
2 ) 1(g1) 1(g3) , (4.14)
where 1(•) denotes the constant function evaluating to 1 on any group element. Therefore, ψI0 is the
following linear combination of basis states,
ψI0 = |G|−3/2
∑
G∈G
ψIG,1 with 〈ψI0, ψI0〉 = |G|−1 . (4.15)
4.3.3 Ocneanu’s tube algebra
As we have already mentioned, a fundamental property of punctured manifolds is the possibility of
gluing them together. As in the previous chapter, we denote the gluing operation by a ?. Then,
denoting Σgp the Riemann surface of genus g and p punctures, one has
Σgp ? Σ
h
q = Σ
g+h
p+q−2 . (4.16)
This gluing procedure follows the same rules as exposed in the previous chapter but the graphs carrying
the degrees of freedom are different. Clearly, gluing a cylinder I ≡ Σ02 to any other Σgp gives back Σgp.
At the level of the graphs Γgp and Γ
h
q, the gluing is defined by identifying the marked points associated
to the punctures along which the gluing is performed and matching the two edges which end at these
marked points. The marked points then become a single two-valent node n in the graph resulting from
this matching step denoted by G. Even if the two original graphs on Σgp and Σ
h
q were minimal, the
resulting graph on Σg+hp+q−2 is not. Indeed, it contains an extra closed face f , i.e. a face surrounding
no puncture. Therefore, if we want the gluing to be mirrored at the level of the state spaces, this face
must be associated with a trivial holonomy. The gluing operator on basis states based on graphs can
be summarized as before as
? : HΓ1 ⊗HΓ2 G−−−→ Haux A ◦B−−−→ HΓ1∪Γ2/∼
(ψ1, ψ2) 7−−→ G(ψ1, ψ2) 7−−−→ A ◦ B .G(ψ1, ψ2)
(4.17)
where Haux is the Hilbert space of functionals before enforcement of the constraints at the newly
created bulk vertices and closed faces, and Γ1 ∪ Γ2/ ∼ is the graph obtained after gluing of Γ1 and
Γ2 up to equivalence relations. This can be extended by linearity to arbitrary states. Recall that the
operator A projects onto gauge invariant states at the newly created two-valent node n of G(Γ1,Γ2)
and B projects onto states carrying trivial holonomies around the newly created closed face f .
To clarify the above construction, we will as in the previous chapter consider the important case
of gluing two cylinders to one-another. The computation is sensibly more cumbersome than before
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because of the additional structure, however it follows precisely the same steps. In this case, I ? I = I,
and the gluing defines a multiplication operation on H2. Notice that this is not a standard structure on
a Hilbert space. In particular, thanks to the gluing operation, H2 carries a representation of algebra,
named Ocneanu’s tube algebra.
Consider two minimal states
ψI1({gi}), ψI2({g′i}) ∈ H2 . (4.18)
Then, following the prescriptions above, we obtain
G(ψI1, ψ
I
2)({gi, g′i}) = (4.19)
where the gray face is the new closed face f on which the flatness constraint has to be imposed. The
node n is the one where the links l3 and l
′
1 meet. Gauge invariance at n can be imposed by group
averaging:
Ψ˜({gi, g′i}) :=
(
A .G(ψI1, ψI2)
)
({gi, g′i}) (4.20)
=
1
|G|
∑
k∈G
ψI2(g
′
1k
−1, g′2, g
′
3, g
′
4)ψ
I
1(g1, g2, kg3, g4) . (4.21)
Now, the flatness constraint at the new closed face f is readily imposed as
ψI1 ? ψ
I
2 =
(
B . Ψ˜
)
({gi, g′i}) = δ(1, hf )Ψ˜({gi, g′i}) (4.22)
where hf = g3g4g
−1
2 g
−1
3 g
′−1
1 g
′−1
4 g
′
2g
′
1. The state so constructed is not defined on a minimal graph.
However, it is in HΓ∪Γ′ and hence via the equivalence relation described above, can be identified with
a state in H2.
Let us be even more specific, by gluing two basis states of H2. Graphically:
ψIG′,H′ ? ψ
I
G,H = |G|3 ? ' |G|3A ◦ B .G
(
,
)
but, on the other hand, the linked cylinder state is explicitly given by
G
(
,
)
= =
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= δ(G, g3g2g1)δ(H, g3g4g
−1
2 g
−1
3 )δ(G
′, g′3g
′
2g
′
1)δ(H
′, g′3g
′
4(g
′
2)
−1(g′3)
−1) . (4.23)
Hence, applying the projectors and rearranging the delta functions, we obtain
|G|3A ◦ B .G
(
,
)
=
= |G|3 1|G|
∑
k∈G
δ(G′, g′3g
′
2g
′
1k
−1)δ(g′2g
′
1g3g4g
−1
2 g
−1
3 (g
′
1)
−1(g′4)
−1)
× δ(G′G, g′3g′2g′1g3g2g1) δ(H, (G′)−1H ′G′) δ(H ′, g′3g′4(g′2)−1(g′3)−1) .
Now, we appeal to the equivalence relations of sec. 4.2 to remove the dependence on g4 by removing
the corresponding link (and associated face, see eq. (4.8)). We then undo three link subdivisions and
declare l′1 ◦ l3 ◦ l2 ◦ l1 to be the new link l˜1. Hence, we finally obtain the following crucial result10
ψIG′,H′ ? ψ
I
G,H = |G|3/2δ(H, (G′)−1H ′G′) = δ((G′)−1H ′G′, H)ψIG′G,H′ . (4.24)
This multiplication law, together with the usual Hilbert space linear structure, defines the Ocneanu
tube algebra. As a matter of fact, the ? multiplication we have just constructed is exactly the multipli-
cation law of the Drinfel’d double algebra D(G). The present construction can be readily generalized
to the case where m ≥ 1 links are allowed to end at the puncture, see app. A.3.
Now that we have recovered the Drinfel’d double structure in the present context of lattice gauge
theories in the BF representations, we can adapt the procedure spelled out in chap. 3 to construct
the fusion basis.
4.4 The fusion basis
In this section, we make use of the mathematical properties introduced in chap. 3 to construct the fusion
basis for the Hilbert space Hp. The idea is to label the punctures by its physical charges ρ = (C,R),
and to use the recoupling theory of D(G) to ‘put these charges together’ into singlet states on Σ0p.
10Note that we could have made different choices to simplify the final form of the state, but all choices would have
led to the same result.
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The result of this construction is a basis with a direct physical interpretation, which mathematically
resembles a spin network basis where G has been replace by D(G). Thanks to the use of recoupling
theory at the level of the defect charges, this basis will also trivialize the notion of merging—or coarse-
graining—defects. Heuristically, we can imagine the merging of defects by replacing two punctures by
a single one defined by a disc containing the two puncture-discs to be merged:
→ (4.25)
In practice, such a merging is realized by performing a fusion of the corresponding irreducible rep-
resentations. For this reason, we refer to this basis as the fusion basis and label the corresponding
basis states with an f. Since any surface Σ0p can be decomposed into trinions (a.k.a. pair of pants or
thrice-punctured two-sphere), it is only necessary to define the states ψIf and ψ
Y
f , as well as a procedure
to glue them to one another.
4.4.1 The twice-punctured sphere
Consider the {ψIG,H} basis of H2,
ψIG,H(g1, . . . , g4) = |G|3/2δ(G, g3g2g1)δ(H, g3g4g−12 g−13 ) . (4.26)
Then, the following change of basis defines the fusion basis {ψIf[ρ,MN ]}:
ψIf[ρ,MN ] =
1
|G|
∑
G,H
√
dρ D
ρ
MN (G⊗ δH) ψ
I
G,H
ψIG,H =
∑
ρ
∑
M,N
√
dρ D
ρ
MN (G⊗ δH) ψ
I
f[ρ,MN ]
(4.27)
With the above normalizations, the fusion basis can be shown to be orthonormal in H2:〈
ψIf[ρ,MN ] , ψ
I
f[ρ˜, M˜N˜ ]
〉
=
1
|G|6
√
dρdρ˜
∑
g1,...,g4
∑
G,H
G˜,H˜
ψIG,H(g1, . . . , g4)ψ
I
G˜,H˜
(g1, . . . , g4)D
ρ
MN (G⊗ δH)D
ρ˜
MN (G˜⊗ δH˜)
= δρ,ρ˜δN,N˜δM,M˜ (4.28)
The calculation above uses the explicit form of ψIG,H and the orthogonality relation (3.29). Similarly,
one can explicitly show that the basis is complete in H2:∑
ρ
∑
M,N
ψIf[ρ,MN ]({g})ψIf[ρ,MN ]({g˜})
= |G|2δ(g3g2g1, g˜3g˜2g˜1)δ(g3g4g−12 g−13 , g˜3g˜4g˜−12 g˜−13 ) , (4.29)
where once more use was made of the explicit form of ψIG,H , as well as of the completeness the
representation matrices.
This new basis diagonalize the ?-product:
ψIf[ρ2,M2N2] ? ψ
I
f[ρ1,M1N1] =
δρ1,ρ2√
dρ1
δN2,M1 ψ
I
f[ρ1,M2N1] . (4.30)
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This crucial relation is proven in app. A.2.1. The importance of such a basis is that it is labeled
by the physically ‘stable’ properties of the punctures. In other words ρ = (C,R) can be interpreted
as the charge carried by the puncture. With a little stretch of the formalism, we could in principle
consider G = SU(2). Then, interpreting the punctures as point particles, C ∈ [0, 2pi] would correspond
to the mass of the particle, as measured by the (curvature) conical defect it induces, and R ∈ N would
correspond to its spin, i.e. the torsion defect.
4.4.2 The thrice-punctured sphere
Using the Clebsch-Gordan coefficients which play the role of intertwiners between the irreducible
representations of D(G), one can now construct the fusion basis states for the thrice-punctured sphere.
Once again, we start from the basis in the (G,H)-picture. After gauge-fixing, a basis of HY is given
by
ψYG1,H1|G2,H2({g}, {g′})|g.f. = |G|3 · (4.31)
= ψIG1,H1({g})|g.f.ψIG2,H2({g′})|g.f. .
where we borrowed the notation of eq. (4.11). The definition on a non-gauge-fixed state is readily
recovered by reintroducing the other group elements and averaging over the gauge action at the five
internal nodes. Now, we perform the transformation to the [ρ,MN ]-picture on each of the I factors:
ψYρ2,M2N2|ρ1,M1N1 =
1
|G|2
∑
G1,H1
G2,H2
√
dρ2dρ1 D
ρ2
M2N2
(G2 ⊗ δH2) D
ρ1
M1N1
(G1 ⊗ δH1) ψ
Y
G1,H1|G2,H2 (4.32)
where we have suppressed from our notation the dependence on {g, g′}. In this basis, the charges at
the ‘top’ punctures 1 and 2 are fixed to ρ1 and ρ2. However, little can be said for what concerns the
charge of the bottom puncture. Moreover, we are left with ‘magnetic’ indices of D(G), N1 and N2,
associated with the ‘bottom’ of the two cylinders we are gluing, which—from the trinion perspective—
’sit’ in the very middle of the graph. What is needed, is therefore a unitary transformation that
maps two magnetic indices into one representation label (the charge of the third puncture) and one
magnetic index (now sitting at the bottom of the graph). This is exactly the job of the Clebsch-Gordan
coefficients. Hence, we finally define the fusion basis of HY as
ψYf
[
ρ1,M1
ρ2,M2
ρ3, N3
]
=
1
|G|2
∑
N1,N2
∑
G1,H1
G2,H2
( 2∏
i=1
√
dρi D
ρi
MiNi
(Gi ⊗ δHi)
)
Cρ1ρ2ρ3N1N2N3 ψYG1,H1|G2,H2
ψYG1,H1|G2,H2 =
∑
ρ3,N3
∑
ρ1,N1M1
ρ2,N2M2
( 2∏
i=1
√
dρi D
ρi
MiNi
(Gi ⊗ δHi)
)
Cρ1ρ2ρ3N1N2N3 ψYf
[
ρ1,M1
ρ2,M2
ρ3, N3
] (4.33)
To prove the consistency of the two formulas above, it is sufficient to use the orthogonality and
completeness of both Cρ1ρ2ρ3I1I2I3 and D
ρ
MN (G⊗ δH). The orthonormality of the basis,〈
ψYf
[
ρ1,M1
ρ2,M2
ρ3, N3
]
, ψYf
[
ρ˜1M˜1
ρ˜2, M˜2
ρ˜3, N˜3
]〉
= δρ1,ρ˜1δρ2,ρ˜2δρ3,ρ˜3δM1,M˜1δM2,M˜2δN3,N˜3 ,
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is proved in app. A.2.2, while its completeness follows from the completeness of the basis {ψYG1,H1|G2,H2}
and the change of basis above.
4.4.3 States on Σ0p
Here we define the fusion basis states ψ
Σ0p
f for the p-punctured sphere by generalizing the construction
followed for the case of the thrice-punctured sphere. In particular, this means that the I factors
associated with p − 1 punctures are transformed to the [ρ′,MN ]-picture and then a fusion tree is
constructed by contracting Clebsch-Gordan coefficients together. In the following subsection, we will
present how such states can be recovered by gluing states defined on thrice-punctured spheres as
outlined at the beginning of this section.
To make the construction more transparent, we introduce a more synthetic graphical notation.
Since all the operations defined on the fusion basis states can be performed at the level of the repre-
sentations, it is not necessary to look at the group variables {g} in detail. Therefore, we represent the
fusion basis state ψYf as follows
ψYf
[
ρ1,M1
ρ2,M2
ρ3, N3
]
=:
M1
N3
M2
. (4.34)
The tube structure provides the following combinatorial information:
N1 N2
N3
:= Cρ1ρ2ρ3N1N2N3 (4.35)
such that the bold edge signals where the group variables are inserted (see eq. (4.31)), i.e., in a sense,
where we consider the degrees of freedom to be. By this we mean that the lower cylinder in (4.34) ‘does
not carry any degree of freedom’ because the flatness constraint tells us that a complete knowledge of
the state is encoded in the knowledge of the upper tubes only. Nevertheless, it is possible to use the
expression for the flatness constraint in order to rewrite the states on the thrice-punctured sphere in
a more symmetric form (see eq. (4.40)), in which each tube is associated to a representation matrix.
To obtain the states on Σ0p, we first perform the transformation to the [ρ
′,MN ]-picture using
eq. (4.27) on each of the p−1 upper tubes respectively associated to p−1 punctures. The upper tubes
are then connected to each other two by two via Clebsch-Gordan coefficients so as to form a fusion
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tree. Using the graphical notation introduced above, the resulting states are given by
ψ
Σ0p
f
[{ρi}2p−3i=1 , {Mk}p−1k=1, Np] =
M1 Mp−1M2
Np
(4.36)
=
1
|G|p−1
∑
{N}
∑
{Gk,Hk}p−1k=1
Cρ1ρ2ρ(p+1)N1N2N(p+1)C
ρ(2p−3)ρ(p−1)ρp
N(2p−3)N(p−1)Np ψ
Sp
{G,H}
×
p−1∏
k=1
√
dρkD
ρk
MkNk
(Gk ⊗ δHk)
2p−4∏
i=p+1
Cρiρ(i−p+2)ρ(i+1)NiN(i−p+2)N(i+1) .
The subindex i ∈ {1, . . . , 2p−3} labels the edges of the fusion tree. The subindex k = {1, . . . , p} labels
the p punctures, which are in one-to-one correspondence with the leaves of the fusion tree.
It is important to recall that the Clebsch-Gordan coefficients of D(G), Cρ1ρ2ρ3N1N2N3 , are not symmetric
in all its indices, and {ρ3, N3} actually play a distinguished role (see eq. (3.33)). Therefore the above
graphs are directed. Different choices of root trees defining the states above are related by a change
of basis, as it is most easily seen by going back to a group representation. Notice that this is just the
simplest example of fusion tree. More refined construction can be built in a similar way, possibly with
the idea in mind of reproducing the multi-scale design underlying the tensor network states. For this
we refer to sec. 4.6.
4.4.4 Fusion basis via gluing
As we mentioned in the beginning of this section, every punctured sphere can be decomposed into
trinions so that the fusion basis state for Σ0p boils down to a gluing of states defined on thrice-punctured
spheres.
To start with we want to represent the fusion basis for the thrice-punctured sphere in a more
symmetric manner. To this end we use the equivalence relations in sec. 4.2.2 and express the state
(4.31) on an extended graph
ψYG1,H1|G2,H2({g}, {g′}, {g′′})|g.f. = |G|7/2
∑
G3,H3
(4.37)
= |G|7/2
∑
G3,H3
δ(g4, H1)δ(g1, G1G
−1
3 )δ(g
′
4, H2)δ(g
′
1, G2G
−1
3 )
× δ(g′′4 , H3)δ(g′′1 , G3) δ(G−13 H3G3, G−11 H1G1G−12 H2G2) .
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Now, the following identity can be obtained from eq. (3.37), which spells out the relation of the
Clebsch-Gordan coefficients to the flatness and Gauß constraints, by first setting G3 = 1 and then
summing over H3 ∈ G, that is by evaluating it on the Drinfel’d double identity 1D(G) =
∑
H3
1⊗ δH3 :∑
N1,N2,N3
Dρ1M1N1(G1 ⊗ δH1)D
ρ2
M2N2
(G2 ⊗ δH2) Cρ1ρ2ρ3N1N2M3 (4.38)
=
∑
N1,N2,N3
Dρ1M1N1(G1G
−1 ⊗ δH1)D
ρ2
M2N2
(G2G
−1 ⊗ δH2) Cρ1ρ2ρ3N1N2N3
×Dρ3N3M3(G⊗ δGG−11 H1G1G−12 H2G2G−1) . (4.39)
Using eq. (4.37) for the expression of ψYG1,H1|G2,H2 on an extended graph, we can express the fusion
state as
ψYf
[
ρ1,M1
ρ2,M2
ρ3,M3
]
|g.f
=
1
|G|2
∑
N1,N2
∑
G1,H1
G2,H2
( 2∏
i=1
√
dρi D
ρi
MiNi
(Gi ⊗ δHi)
)
Cρ1ρ2ρ3N1N2M3 ψYG1,H1|G2,H2 |g.f
= |G|3/2
∑
N1,N2,N3
∑
G1,H1
G2,H2,G3,H3
√
dρ2dρ1 D
ρ2
M2N2
(G2G
−1
3 ⊗ δH2) D
ρ1
M1N1
(G1G
−1
3 ⊗ δH1)
× Cρ1ρ2ρ3N1N2N3 D
ρ3
N3M3
(G3 ⊗ δH3) δ(g4, H1)δ(g1, G1G
−1
3 )δ(g
′
4, H2)δ(g
′
1, G2G
−1
3 )
× δ(g′′4 , H3)δ(g′′1 , G3) δ(G−13 H3G3, G−11 H1G1G−12 H2G2) .
We first translate the summation variables G1 → G1G3 and G2 → G2G3, then we apply identity
(3.37) again (this time with G = 1), hence ‘reabsorbing” the delta function into the Clebsch-Gordan
coefficient. In this way, we finally arrive at the following representation of the fusion state on Y:
ψYf
[
ρ1,M1
ρ2,M2
ρ3,M3
]
|g.f
= |G|3/2
∑
N1,N2,N3
∑
G1,H1
G2,H2,G3,H3
( 2∏
i=1
√
dρi D
ρi
MiNi
(Gi ⊗ δHi)
)
Cρ1ρ2ρ3N1N2N3 D
ρ3
N3M3
(G3 ⊗ δH3)
× δ(g4, H1)δ(g1, G1)δ(g′4, H2)δ(g′1, G2)δ(g′′4 , H3)δ(g′′1 , G3) . (4.40)
We have thus obtained a more symmetric representation of the fusion state on the thrice-punctured
sphere. Note however that the dimension factors dρ are still not equally distributed, which is due to
an asymmetry in the Clebsch-Gordan coefficients.11
The fusion basis state on the thrice-punctured sphere is now expressed such that each leg carries
a state that is locally equivalent to a cylinder state. We know how these states behave under gluing
and thus we can now proceed to build a fusion state on the e.g. four-times-punctured sphere by gluing
11This can easily be arranged as in the previous chapter by considering the 3ρM -symbols instead of the Clebsch-Gordan
coefficients.
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two thrice-punctured sphere fusion states:
ψ
Σ04
f [{ρi}5i=1, {M}3i=1, N4] =
M1 M2
M3
N4
=
√
dρ5
M1
N4
M2
M3
N5
N5 (4.41)
=
√
dρ5 ψ
Y
f
[
ρ1,M1
ρ2,M2
ρ5, N5
]
? ψYf
[
ρ5, N5
ρ3,M3
ρ4, N4
]
=
1√
dρ5
∑
N5
ψYf
[
ρ1,M1
ρ2,M2
ρ5, N5
]
? ψYf
[
ρ5, N5
ρ3,M3
ρ4, N4
]
,
where in the first line we used that for the gluing of cylinder states the ‘glued’ indices have to coincide
but drop out in the final result (see eq. (4.30)), while in the last line we summed over this index and
included the corresponding normalization factor.
4.4.5 Gauge invariant projections of the fusion basis
The fusion basis state ψ
Σ0p
f describes both curvature and torsion excitations at the punctures. Often we
are interested in having only curvature excitations, that is states that are also gauge invariant at the
punctures. We can obtain such states by applying the Gauß constraint projector A to the punctures.
Let us for example consider a fusion basis state on a cylinder
ψIf[CR, am, bn](g1, . . . , g4) = |G|1/2
∑
G,H
√
dC,R δ(H, ca) δ(ca, GcbG
−1)DRmn(q
−1
a Gqb)
× δ(G, g3g2g1)δ(H, g3g4g−12 g−13 ) (4.42)
and apply A to the source node of the link carrying g1, i.e. at the source puncture (s) of the cylinder
state,
A(s) . ψIf[CR, am, bn] = |G|−1/2
∑
h
∑
G,H
√
dC,R δ(H, ca) δ(ca, GcbG
−1)DRmn(q
−1
a Gqb)
× δ(G, g3g2g1h)δ(H, g3g4g−12 g−13 ) . (4.43)
One finds (see app. A.2.3)
A(s) . ψIf[CR, am, bn] = δR,0δa,0δb,0
1
|QC |
∑
c
ψIf[C0, a0, c0] . (4.44)
Likewise, applying the projector A to the target puncture we find
A(t) . ψIf[CR, am, bn] = δR,0δa,0δb,0
1
|QC |
∑
c
ψIf[C0, c0, b0] . (4.45)
Note that the gauge averaged states have now norm equal to 1/|QC |, to get normalized state we should
multiply by
√|QC |. This generalizes to the fusion basis for p-punctured spheres: applying a gauge
averaging at a puncture p forces the corresponding labels Rp and Mp to be trivial and leads to an
averaging over the ap, bp indices.
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4.5 Ribbon operators
In the previous section we have introduced the fusion basis that gives immediate access to the excitation
structure of a state. We are now going to construct operators that generate and measure these
excitations. For reasons that will be clear soon, these operators are called ribbon operators. They
come in two families: open ribbon operators that generate excitations, and closed ribbon operators
that measure them. In particular, we will see that we can define operators that are diagonal in the
fusion basis.
4.5.1 Open ribbon operators
Choosing as our configuration space group holonomies, that describe locally flat connections, we have
at our disposal two types of operators. On the one hand, multiplication operators, known as holonomy
or Wilson path (loop) operators, and on the other hand, translation operators, which translate an
argument of the wave function either on the left or on the right.
Wilson path operators, W fγ , multiply wave functions by an f : G → C,
(W fγ . ψ)(g1, . . . , gL) := f(hγ)ψ(g1, . . . , gL) , (4.46)
where hγ = glN · · · gl1 is the holonomy associated to the path γ = lN ◦· · ·◦l1 (clearly, care must be taken
with respect to the orientation of the links). Being a multiplication operator, W fγ preserves any flatness
constraints, which are multiplication operators themselves. Gauge invariance (i.e. Gauß constraints)
is preserved only if γ is a loop and f a class function.
Translation operators Tk[H] act by finite translations, and can therefore be thought of as the
exponentiated version of momenta. In loop quantum gravity momenta are known as fluxes, hence the
name of ‘exponentiated flux’. A group translations can act either on the left or on the right. We
choose to work with left multiplication:12
(Tk[H] . ψ)(. . . , gk, . . .) = ψ(. . . , H
−1gk, . . .) . (4.47)
Note, however, that Tk[H] in general violates all flatness constraints involving the group element gk
carried by the link lk, as well as the Gauß constraints at the target node of lk, n = t(lk). Thus, this
operator in general takes a state out of its Hilbert space, and is therefore not viable as it is. Hence,
we need to adjust the definitions of the above operators to correct this issue. Before doing so, however,
we need to understand the structure of the constraint violations their action induces.
A translation of—say—the group element associated to the link l1 will change the holonomies
of the two faces—say—f1 and f2 which are adjacent to l1. Now, by changing in a precise way also
the holonomy associated to another link—say—l2 ∈ f2, it is clear that we can re-gain flatness at f2.
Nevertheless, this comes in general at the cost of changing the holonomy of a third face f3, and so on.
The argument can be used to push around Gauß constraint violations as well. To do so, we can first
parallel transport the argument gk which is about to be translated from its target node to another
node n along a path γ. Once the translation is performed, we then transport back the translated
holonomy. The resulting operators are denoted by Tk,γ [H] and their action reads
(Tk,γ [H] . ψ)(. . . , gk, . . .) = ψ(. . . , h
−1
γ H
−1hγgk, . . .) (4.48)
with hγ the holonomy along the path γ. Notice how hγ involves an implicit dependence on all the
group elements gl corresponding to links l ∈ γ.
12Right translation can be implemented by (Tk[H] . ψ)(. . . , gk, . . .) = ψ(. . . , gkH, . . .).
∼ 45∼
CHAPTER 4. FUSION BASIS FOR LGT AND 3D GRAVITY
What we actually learn from this discussion is that curvature excitations and Gauß constraint
violations are always generated in pairs. Now, recall that—by construction—punctures are locations
in Σ0p where constraint violations are allowed. Therefore, we are led to considering operators that
generate pairs of excitations whose positions coincide with a pair of punctures.13 Also, Wilson path
operators W fγ , which are associated to open paths γ, generate defects in pairs. In this case the defects
are Gauß constraint violations that appear at the two ends of the Wilson path. Again, such violations
are allowed if the Wilson path starts and ends at punctures.
Kitaev’s ribbon operators: Kitaev, in [38], combined translation operators and Wilson path op-
erators into so-called ribbon (or dyonic) operators. He also showed that ribbon operators carry an
algebraic structure given by the Drinfel’d double of the underlying (discrete) gauge group. We first
define ribbon operators on I (with a minimal graph), and generalize to more general punctured sur-
faces in a second moment. We show that ribbon operators generate the basis {ψIG,H} (eq. (4.11)) of
H2, thus revealing already a connection to the Drinfel’d double D(G).
Kitaev’s ribbon on I: Kitaev’s ribbon operator on I is defined as the combination of a translation
and a Wilson path operator. The translation operator acts at the link l4, going around the cylinder.
The translating element is parallel transported to the target puncture, i.e. the target node of l3. We
write this
(T4,3[H] . ψ
I)(g1, . . . , g4) := ψ
I(g1, . . . , g
−1
3 H
−1g3g4) . (4.49)
After the action of T4,3[H] the inner vertices remain gauge invariant. The Wilson path operator
involves the longitudinal holonomy in between the two punctures, and it is characterized by a function
f which acts by multiplication. A basis for these operators is provided by delta functions {δ(G, •)}G∈G
such that
(W321[G] . ψ
I)(g1, . . . , g4) := δ(G, g3g2g1) ψ
I(g1, . . . , g4) . (4.50)
With these ingredients, we define on I the Kitaev’s ribbon operator R[G,H] to be:
R[G,H] := W321[G] ◦ T4,3[H] . (4.51)
Acting on the cylinder (global) vacuum state,
ψI0(g1, . . . , g4) := δ(1, g4g
−1
2 )1(g1)1(g3) (4.52)
with 1(•) the constant function of value 1 ∈ C, we see that T [H] and W [G] generate the whole basis
{ψIG,H} of H2 (eq. (4.11)):
(R[G,H] . ψI0)(g1, . . . , g4) =
(
W321[G] ◦ T4,3[H] . ψI0
)
(g1, . . . , g4) (4.53)
= = = |G|−3/2 ψIG,H . (4.54)
13Operators generating curvature defects at the end of a certain path have been defined in [22, 86, 96] as (integrated)
exponentiated flux operators.
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Figure 4.2. Action of the open ribbon operator.
Hence, ribbon operators R[G,H] generate all possible pairs of excitations at the punctures of I. Let
us briefly mention the fact that reversing the direction of the ribbon operator involves the antipode
in D(G):
(Rrev[G,H] . ψI0)(g1, . . . , g4) = (R(S[G,H]) . ψI0)(g1, . . . , g4) , (4.55)
where S([G,H]) = [G−1, G−1H−1G] is the antipode of the Drinfel’d double element G⊗ δH as defined
in eq. (3.24).
Kitaev’s ribbon on Σ0p: The above considerations can be generalized, to ribbon operators on Σ
0
p
which start and end at two punctures. Consider two punctures connected by a directed link ` , possibly
composed of several elementary links ` = lN` ◦ · · · ◦ l1 with associated group elements gN` · · · g1, from
which several links are departing to the right and to the left with respect to the orientation of `. If
necessary, we change orientations so that edges departing to the left are ingoing to `, see fig. 4.2. Note
that the graph underlying the state under consideration can be always brought into this form using
the equivalences of sec. 4.2.2.
We can now define the action of a ribbon operator acting from the left. To this end, draw a
ribbon to the left of the link `, connecting the two punctures. It will be (over-)crossed by all the links
departing to the left of `. We denote the group elements associated to these links h1, · · · , hN ′` as in
fig. 4.2. We also denote by g′l the ordered products of the {gl} from the target of hl to the target
puncture of `.
The (left) ribbon operator along `, R`[G,H], is then defined by
(R`[G,H] . ψ)(g1, . . . , gN` , h1, . . . , hN ′L , . . .) (4.56)
= δ(G, gN` · · · g1)ψ(g1, . . . , gN` , (g′1)−1H−1g′1h1 · · · , (g′N ′`)
−1H−1g′N ′`hN ′` , . . .) .
As before the action of the ribbon operator splits into two parts: a Wilson path operator part that
fixes to G the holonomy from the source to the target punctures of `, and a translation operator part
that translates by H−1 and from the left the (anti-clockwise) holonomy around the target puncture
of `:
(g′N ′`)hN ′` · · · (g
′
N ′`
)−1 7→ H−1 (g′N ′`)hN ′` · · · (g
′
N ′`
)−1. (4.57)
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At the same time the (clockwise) holonomy around the source puncture of ` is changed by
(g′1)
−1h1 · · · g′1 7→ (g′1)−1(g′2)−1 · · · (g′N ′`)
−1H−1g′N ′` · · · g
′
2h1 · · · g′1
= G−1H−1G (g′1)
−1h1 · · · g′1 . (4.58)
Note that the face holonomies stay trivial for any closed face. To ensure this, the prescription of how
the group elements hl are translated is essential: For any closed face being affected, there are always
two group elements hl and (hl+1)
−1 translated in an opposite manner, so that the net effect is leaving
the face holonomy trivial.
In fact we can imagine that we slide the ribbon operator from one face (lying left to the link `) to
the next face, keeping the upper end fixed at the target puncture. Under this ‘sliding’, curvature and
torsion excitations are moved from one face to the next, until one reaches the source puncture.
Charge ribbon operators: As we have seen, the ribbon operators R[G,H] generate the basis
{ψIG,H} of the twice-punctured sphere (eq. (4.11)). Then, the same transformation that allowed us to
introduce the fusion basis can be used to define ribbon operators generating the basis {ψIf[ρ,MN ]}
(eq. (4.27)). This is just a Fourier-Peter-Weyl transform performed from functions on the Drinfel’d
double to functions on its representation labels:14
R[ρ,MN ] = dρ|G|
∑
G,H
R[G,H]DρMN (G⊗ δH)
R[G,H] =
∑
ρ
∑
M,N
R[ρ,MN ]DρMN (G⊗ δH)
. (4.59)
And
ψIf[ρ,MN ] =
|G|3/2√
dρ
(R[ρ,MN ] . ψ0)(g1, . . . , g4) ≡ |G|
3/2√
dρ
M
N
. (4.60)
The fusion basis had projective (idempotence) properties under the gluing operation defining the ?-
product for cylinder states. This qualified its labels as physical charges carried by the punctures. For
this reason, we refer to R[ρ,MN ] as the ρ-charge ribbon operator.
In calculations, the following expression of R[ρ,MN ] is sometimes more useful
R[CR; am, bn] = dC,R|G|
∑
G,H
δ(cb, G
−1caG) δ(H, ca)DRmn(q
−1
a Gqb)R[G,H]
=
dR
|ZC |
∑
z∈ZC
DRmn(z)R[qazq−1b , ca] . (4.61)
It is straightforward to extend the definition of the charge ribbon operators to Σ0p. It is indeed enough
to transform the [G,H] labels of R`[G,H] to [ρ,MN ].
14The factor dρ is not evenly distributed across the following two formulas in order to have eq. (4.66) to hold as it is,
with no extra dimensional factors.
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4.5.2 Properties of ribbon operators
In the following, we list some important properties of ribbon operators.
Deformation invariance of ribbons: The action of the ribbon operator R`[G,H] between two
punctures p1 and p2 along ` changes the quasi-local charges at the punctures. This action, however,
does not depend on the precise path `. Indeed, one can check that the action is invariant under isotopic
deformations of the path (with regard to other punctures). On the one hand, only the holonomies
around the punctures are changed by the ribbon. This translation is determined by the parameter
H and the parallel transport along ` from p1 to p2. On the other hand, the state is multiplied by a
delta-function, which fixes the holonomy from puncture p1 to puncture p2 along `. And since we are
dealing with locally flat states, only the isotopy class of ` matters, for both the parallel transport and
the evaluation of the holonomies. This is the reason why the action of R`[G,H] is invariant under
isotopic deformations of `.
Ribbon operators can be combined in different ways. We can glue two ribbons by their extremities
and in this way define a lengthwise product. Or we can consider the operator product of two ribbons
associated with the same path, which we call lateral product, obtaining a linear combination of ribbon
operators. Again, these operations can be described by the structure of the Drinfel’d double of the
gauge group [38].
Lengthwise product: To combine ribbons lengthwise, we consider a ribbon R`1 [G1, H1] extending
from a source puncture p1 to a target puncture p2, as well as a second ribbon R`2 [G2, H2] extending
from the (now) source puncture p2 to a target puncture p3. We assume that p2 does not carry any
excitation, i.e. Wilson loops around the puncture give trivial results, and the wave function has a
trivial dependence on the holonomy associated to the link arriving at the puncture.15
We then demand that the lengthwise product should be such that it does not induce any excitation
at the ‘middle’ puncture p2. And hence, that this product in fact coincides with some (not self-crossing)
ribbon operator along ` = `2 ◦ `1, directly going from p1 to p3. To achieve this, we enforce the flatness
and Gauß constraints at the puncture p2. This construction is analogous to the gluing of ribbons for
the SU(2)k case, as described in [34]. Moreover, as it will be apparent, this construction parallels the
gluing of cylinder states.
If the links `1 and `2 are consistently oriented, to preserve the flatness at p2 we need to require
H1
!
= G−12 H2G2 . (4.62)
In order to avoid torsion excitations at p2, we have to apply a group averaging to the resulting state.
This operation eliminates the delta-function δ(G1, g`1) with g`1 is the holonomy along `1, which results
from the action of R`1 [G1, H1], but keeps the delta-function δ(G2G1, g`2g`1) fixing the holonomy along
the combined path ` = `2◦`1. The resulting action of the procedure we just described is—as expected—
equivalent (modulo normalizations) to that of a single ribbon operator acting along ` = `2 ◦ `1 and
modifying the charge structure at p1 and p3:
|G| (A(p2) ◦ B(p2)) ◦ R`2 [G2, H2]R`1 [G1, H1] = δ(H1, G−12 H2G2)R`2◦`1 [G2G1, H2] . (4.63)
App. A.4.1 exemplifies the gluing of two ribbons for states on the thrice-punctured sphere.
15Later, we will define closed ribbon operators that project onto wave functions with prescribed charges at a given
puncture.
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We now consider the lengthwise product of charge ribbon operators R`2 [ρ,MN ] and R`1 [ρ,MN ].
Using (4.63) one finds (see app. A.4.2)
|G| (A(p2) ◦ B(p2)) ◦ R`2 [ρ2,M2N2]R`1 [ρ1,M1N1] = δρ2,ρ1δN2,M1 R`2◦`1 [ρ2,M2N1] . (4.64)
Note that the resulting ribbon does not involve the indices N2 = M1 at the ‘middle’ puncture p2.
Thus, for the gluing of two charged ribbons, we can also define that the magnetic indices of the ribbons
meeting at the puncture have to be contracted. This would introduce an extra factor dρ1 = |C1|dR1 in
the final result. Comparison with equations (4.24) and (4.30) immediately shows that there is a direct
relation between the gluing of cylinders and the lengthwise multiplication of open ribbon operators.
This means that the composition of ribbons agrees with the multiplication of the D(G) algebra. To
make this completely explicit, we introduce a ?-product notation for the left-hand side of equations
(4.63) and (4.64):
R`2 [G2, H2] ?R`1 [G1, H1] = δ(H1, G−12 H2G2)R`2◦`1 [G2G1, H2] (4.65)
and
R`2 [ρ2,M2N2] ?R`1 [ρ1,M1N1] = δρ1,ρ2δN2,M1 R`2◦`1 [ρ2,M2, N1] . (4.66)
Lateral product: We now consider the operator product of two ribbons based on the same path `,
which we name lateral product. Due to the deformation invariance of the ribbons this is equivalent
to having the product of two ribbons that are based on paths parallel to each other, and which
start as well as end at the same punctures. Hence, we can drop in this section the path label, from
R[Gi, Hi], i = 1, 2.
It is straightforward to verify that the lateral product of two ribbons is a third ribbon operator
(of course based on the same path):
R[G2, H2]R[G1, H1] = δG1,G2 R[G1, H2H1] . (4.67)
To prove the previous formula one can e.g. consider the consecutive action of two ribbons on the
(global) vacuum state on I:
(R[G2, H2]R[G1, H1] . ψI0)(g1, . . . , g4) =
= δ(G1, g3g2g1)(R[G2, H2] . ψI0)(g1, . . . , g−13 H−11 g3g4)
= δ(G1, g3g2g1)δ(G2, g3g2g1)ψ
I
0(g1, . . . , g
−1
3 H
−1
1 H
−1
2 g3g4) =
= δG1,G2 (R[G1, H2H1] . ψI0)(g1, . . . , g4) . (4.68)
We can also consider the lateral product of two charge ribbons based, i.e. the operator product of two
charge ribbons based on the same path. Here, the two ribbons generate two basic excitations at the
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same puncture. We therefore expect that the resulting excitation should arise from a fusion of the
two basic excitations. In fact, the lateral product involves the tensor product of the Drinfel’d double
representations (and their dual):
R[ρ2,M2N2]R[ρ1,M1N1]
=
dρ1dρ2
|G|2
∑
G1,H1
G2,H2
Dρ2M2N2(G2 ⊗ δH2)D
ρ1
M1N1
(G1 ⊗ δH1)R[G2, H2]R[G1, H1]
(4.67)
=
dρ1dρ2
|G|2
∑
G
H1,H2
Dρ2M2N2(G⊗ δH2)D
ρ1
M1N1
(G⊗ δH1)R[G,H2H1]
=
dρ1dρ2
|G|2
∑
G
H1,H2
∑
ρ3
∑
N3,M3
Dρ2M2N2(G⊗ δH2)D
ρ1
M1N1
(G⊗ δH1)D
ρ3
M3N3
(G⊗ δH2H1)R[ρ3,M3N3]
=
1
|G|
∑
ρ3
∑
N3M3
dρ2dρ1
dρ3
Cρ2ρ1ρ3M2M1M3 C
ρ2ρ1ρ3
N2N1N3
R[ρ3,M3N3] . (4.69)
Note that the lateral product of two ribbons reflects an algebraic structure of the Drinfel’d double,
namely its co-multiplication ∆(G⊗ δH) =
∑
H2,H1
δH2H1,H(G⊗ δH2)⊗(H ⊗ δH1). Similarly, the lateral
product allows us to write a given ribbon as a sum over all possible pairs of ribbon operators whose
product is the desired one:
R[G,H] = 1|G|
∑
H2,H1
δH2H1,H R[G,H2]R[G,H1] . (4.70)
4.5.3 Closed ribbons
By gluing the ends of an open ribbon, starting and ending at the same puncture, we obtain a closed
ribbon. Closed ribbons do not generate excitations, they just measure the excitation content of the
region they enclose. In the context of BF theory on a surface with fixed punctures (or higher genus),
closed ribbon operators provide a complete basis of Dirac observables. This is because closed ribbons
are defined in such a way to commute with the flatness and Gauß constraints. Moreover, the fusion
basis constructed in sec. 4.4 diagonalizes the (charge) closed ribbon operators.
To explicitly construct a closed ribbon operator, we start with an open one as in sec. 4.5.1. It
might be necessary to introduce an auxiliary puncture, at which the open ribbon starts and ends.
By applying the refining operations detailed in sec. 4.2.2, we can always consider this puncture con-
nected to the graph underlying the state under consideration via a link carrying a holonomy k (see
fig. 4.3). The refined state would then be constant in k, i.e. not depend on this holonomy. The ribbon
crosses L links with associated group elements h1, . . . , hL which are incoming to a closed (circular)
combination of links with associated holonomy g′L · · · g′2g′1. We also define g′Ll := g′Lg′L−1 · · · g′l, namely
the parallel transport from the target node carrying hl to the target node carrying h1. Note that
g′L1 = g
′
Lg
′
L−1 . . . g
′
1 is given by the holonomy going around the cycle defined by the ribbon. The
(open) ribbon operator, then acts as
(R[G,H] . ψ) (k, g′1, . . . , h1, . . . , . . .) (4.71)
= δ(G, kg′L1k
−1)ψ(g′1, . . . , (g
′
L1)
−1k−1H−1kg′L1 h1, . . . , (g
′
L)
−1k−1H−1kg′L hL, . . .) .
We know that the ribbon will preserve both the flatness and Gauß constraints for every face, with the
only exception given by (i) the flatness constraint for the face containing the auxiliary puncture, since
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Figure 4.3. The construction of a closed ribbon operator. The left panel shows the auxiliary puncture and
an auxiliary link with holonomy k going to this puncture. This holonomy plays no role in the final action of
the closed ribbon operator as described in (4.74).
this face contains the holonomy combination h−11 g
′
LhL, and (ii) the Gauß constraint at the target node
of the link carrying the holonomy k.
To deal with the flatness violation,16 we first notice that the holonomy combination h−11 g
′
LhL is
shifted to
h−11 g
′
LhL → h−11 (g′L1)−1k−1Hkg′L1g′L(g′L)−1k−1H−1kg′LhL (4.72)
= h−11 k
−1G−1HGH−1kg′LhL . (4.73)
Therefore, to avoid a curvature excitation at the auxiliary puncture, we need to demandGHG−1H−1 =
1, which can be taken care of by introducing an extra delta-function factor δ(GHG−1H−1,1). Then,
we have to ensure gauge invariance at the target node of the link carrying k. This is achieved by
applying the gauge averaging projector A for this node. Using that the initial state is gauge invariant,
this results in(
(A ◦ B ◦ R[G,H]) . ψ)(k, g′1, . . . , l′1, . . . , . . .)
= δ(GHG−1H−1,1)
1
|G|
∑
h
δ(G, hkg′L1k
−1h−1)ψ(g′1, . . . , (g
′
L1)
−1k−1h−1H−1hkg′L1l1, . . . , . . .)
= δ(GHG−1H−1,1)
1
|G|
∑
h
(R[hGh−1, hHh−1]ψ) (g′1, . . . , l′1, . . . , . . .) . (4.74)
Note that due to the group averaging the dependence on the (auxiliary) holonomy k disappears.
Furthermore the (projected) closed ribbon operator does not depend anymore on the choice of face,
among the faces crossed by the ribbon, at which the auxiliary puncture was inserted. Analogously to
the open ribbons, the closed ribbons path dependence is limited to its isotopy class.
Note also that, due to the projections onto flatness and Gauß constraints, not all information
contained in the pair (G,H) is actually relevant. To see this we first rewrite G using the notation of
sec. 3.2.3 for the description of the Drinfel’d Double representations. This way we obtain, G = qac1q
−1
a ,
where c1 is a representative of the conjugacy class C of G and qa ∈ QC = G/ZC with ZC the centralizer
group of c1. Now, due to the delta function δ(GHG
−1H−1,1) in (4.74) we see that H must be of the
16Even if the face we are considering here is a priori not closed, we can apply the refinement operations detailed in
sec. 4.2.2, so that this face is closed. After applying the closed ribbon operator, we can go back to the coarser graph
again, applying a coarse-graining transformation, to reach a state based on the initial graph.
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form H = qaz˜q
−1
a for some z˜ ∈ ZC . Therefore, using the fact that G and H must commute, we have∑
h∈G
R[hGh−1, hHh−1] =
∑
h∈G
R[hq−1a qac1q−1a qah−1, hq−1a qaz˜q−1a qah−1]
=
∑
qb∈QC
∑
z∈NC
R[qbc1q−1b , qbzz˜z−1q−1b ]
= |ZD|
∑
qb∈QC
∑
d∈D
R[qbc1q−1b , qbdq−1b ] (4.75)
where in the first step we shifted the summation argument by qa, and in the second step we split the
summation over h ∈ G into a one over qb ∈ QC and z ∈ ZC .17 In the third step, we split again the
summation over ZC into one over the stabilizer group ZD ⊂ ZC and a conjugacy class D of the group
ZC .
Thus the group averaging over ribbons R[G,H] (with G and H commuting) does only depend
on the conjugacy class C of G (such that G ∈ C) and a conjugacy class D of ZC (such that H is
conjugated to an element of D). Hence, we define closed ribbon operators as
K[C,D] :=
∑
qb∈QC
∑
d∈D
R[qbc1q−1b , qbdq−1b ] , (4.76)
where C is a conjugacy class of G and D is a conjugacy class of ZC , the stabilizer group of c1 ∈ C. We
constructed closed ribbon operators from gluing open ribbons. We arrive at the same definition as in
[106], where the closed ribbons K[C,D] are defined (via the third line of 4.75) based on more abstract
reasoning.
Closed charge ribbon operators: In the case in which we consider punctured spheres only, the
closed ribbon operators measure the excitation content of the region enclosed by the ribbon.18 We are
now going to construct closed ribbons with projective properties, which allow to project onto a region
with a certain charge content. In this case, what is needed, is the projective property with respect to
the lateral product, rather then the (lengthwise) ?-product.
Using (4.67) for R[G,H], we can deduce the lateral product for the closed ribbons:
K[C2, D2]K[C1, D1] =
∑
qa∈QC2
qb∈QC1
∑
d2∈D2
d1∈D1
δ(qac
(2)
1 q
−1
a , qbc
(1)
1 q
−1
b ) R[qac(2)1 q−1a , qad2q−1a qbd1q−1b ] (4.77)
= δC2,C1
∑
q∈QC2
∑
d2∈D2
d1∈D1
R[qc(2)1 q−1, qd2d1q−1]. (4.78)
Defining coefficients ND3D2D1 via
19
∑
d2∈D2
d1∈D1
d2d1 =
∑
D3
ND3D2D1
∑
d3∈D3
d3 (4.79)
17There, we use that each group element has a unique representation of the form h = qbz.
18On higher genus surfaces, the closed ribbons could wind around non-contractible cycles.
19The set {∑d∈D d}D, where D is an index labelling the conjugacy classes of ZC , gives a basis of (group algebra)
elements commuting with all z ∈ ZC . Thus also the product of
∑
d2∈D2 d2 with
∑
d1∈D1 d1 commutes with z ∈ ZC
and can be expanded in this basis.
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Figure 4.4. The closed ribbon operator applied to a state on a cylinder.
(both sides are to be understood as elements of the group algebra C[ZC2 ]), we arrive at
K[C2, D2]K[C1, D1] = δC2,C1
∑
D3
ND3D2D1 K[C2, D3] . (4.80)
Therefore, the closed ribbon K[C,D] are already projective in C, but not in D. To reach fully projective
closed ribbons under the lateral product, we define the charge closed ribbons via the formula
K[C,R] := dR|ZC |
∑
D
χR(D)K[C,D] , (4.81)
where R is an irrep of the stabilizer group ZC (see also [106]—although, there slightly different con-
ventions are used). The inverse transformation is given by
K[C,D] = |ZC ||ZD|
∑
R
1
dR
χR(D) K[C,R]. (4.82)
Now, it is straightforward to check (see app. A.4.3) that the lateral product of two charge closed
ribbons is simply
K[C,R]K[C ′, R′] = δC,C′δR,R′K[C,R]. (4.83)
Hence, the charge closed ribbons K[C,R] define a family of orthogonal projectors. We are now going
to show that they do actually project precisely on the fusion basis states.
Diagonalization of closed ribbon operators: We consider the action of a closed charge ribbon
K[C,R] applied to a fusion basis state on the cylinder. (We will later generalize to fusion basis states
on Σ0p.) Using a minimal graph, the fusion basis state can be expressed in the holonomy representation
as
ψIf[CR; am, bn] = |G|1/2
√
dC,R
∑
z∈ZC
δ(qazq
−1
b , g3g2g1) δ(ca, g3g4g
−1
2 g
−1
3 )D
R
mn(z) . (4.84)
We apply a closed ribbon K[C ′, R′] that goes anti-clockwise around the cycle with holonomy g−12 g4
and crosses only the link with holonomy g1, as in fig. 4.4.
Then, the action of the closed ribbon K[C ′, R′] on ψIf[CR; am, bn] can be readily evaluated in the
holonomy basis (see app. A.4.4). We expect that the closed ribbon does not change the charge content
of the states. And indeed, the fusion basis states are eigenstates of the closed ribbon operator:
K[C ′, R′] . ψIf[CR; am, bn] = δC,C′δR,R′ ψIf[CR; am, bn] . (4.85)
Or, more succinctly
K[ρ′] . ψIf[ρ,MN ] = δρ,ρ′ ψIf[ρ,MN ] . (4.86)
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Thus the closed charge ribbon operator K[C ′, R′] projects onto the basis states ψIf[CR; am, bn].
This result can be immediately generalized to the fusion basis states on Σ0p. In this case, we
consider a closed ribbon going around one leg of the trinion decomposition of Σ0p underlying the fusion
basis. We can then choose the graph on this trinion to be the same as in fig. 4.4. Hence, the action of
the closed charge ribbon can be evaluated in the same way as there. Again, the closed charge ribbon
K[C,R] will project onto fusion basis states with charge labels (C,R) for the trinion leg in question.
4.5.4 An alternative closed ribbon operator
In the previous section we started with a ribbon R[G,H] based on a closed path, and then projected
onto its flatness and gauge-invariance preserving component. We saw that the resulting operators only
depend on the conjugacy class C of G and a conjugacy class D in the stabilizer group ZC . Alternatively,
we could also start with the charge ribbons R[ρ,MN ], again based on a closed path, and project these.
This provides an alternative basis of closed ribbon operators. We are going to discuss these here, as
these ribbons mimic the closed ribbons discussed in [34] for the quantum group case SU(2)k, where the
group representation is not available. We will in particular see that the two types of closed ribbons are
in a certain sense dual to each other: They are related by a specific transform that can be interpreted
as Fourier transform within D(G) [88].
Recall the following expression of the charge ribbon operators
R[CR; am, bn] = dR|ZC |
∑
z∈ZC
DRmn(z)R[qazq−1b , ca] . (4.87)
Aiming at the definition of a closed ribbon operator, we sum over the indices a = b and m = n:∑
a,m
R[C,R; am, bn] = dR|ZC |
∑
z∈ZC
χR(z)
∑
qa∈QC
R[qazq−1a , qac1q−1a ] . (4.88)
As ca = qac1q
−1
a and z is in the stabilizer group of c1 we see that G = qizq
−1
i and H = ca do commute,
and hence the flatness constraints are already satisfied. The contraction of the ribbon as defined in
(4.88) is also invariant under the group averaging projector:
A ◦
∑
a,m
R[CR; am, bn] = dR|ZC ||G|
∑
h∈G
∑
z∈ZC
χR(z)
∑
qa∈QC
R[hqazq−1a h−1, hqac1q−1a h−1]
=
dR
|ZC |2
∑
z∈ZC
χR(z)
∑
qb∈QC
∑
z′∈ZC
R[qbz′z(z′)−1q−1b , qbc1q−1b ]
=
dR
|ZC |
∑
z˜∈ZC
∑
qb∈QC
χR(z˜)R[qbz˜q−1b , qbc1q−1b ]
=
∑
a,m
R[CR; am, am] . (4.89)
In the above calculation, we first shifted the summation over h by q−1a , making the sum over qa ∈ Qa
superfluous. Then, we split again h as h = qbz
′ and redefined the variable z to z˜ = z′z(z′)−1, hence
making the sum over z′ superfluous.
This shows that the following is a viable definition of an operator on Hp, since it preserves both
the flatness and Gauß constraints:
K˜[C,R] :=
∑
a,m
R[C,R; am, am] , (4.90)
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or, equivalently,
K˜[ρ] :=
∑
N
R[ρ;NN ] . (4.91)
In particular, the above formulas show that K˜[C,R], when expressed in terms of R[G,H], has es-
sentially the same form as the ribbon operators K[C,R] defined at eq. (4.76) and (4.81). The only
difference is that the role of the entries in the ribbon operator R[G,H] is exchanged. Indeed, the
transformation between the two types of closed ribbon operators reveals why this is the case.
To express K˜[C,R] in terms of K[C ′, R′] operators, we write
K˜[C,R] = A ◦
∑
a,m
R[C,R; am, am]
=
dR
|ZC |
∑
z∈ZC
χR(z)
∑
qa∈QC
A ◦ R[qazq−1a , qac1q−1a ]
(4.75)
=
dR
|ZC |
∑
z∈ZC
χR(z)
|ZD(z,c1)|
|ZC | K[Cz, Dz,c1 ]
(4.81)
=
dR
|ZC |
∑
z∈ZC
χR(z)
∑
R′
1
dR′
χR′(Dz,c1) K[Cz, R′] , (4.92)
where in the third line, we used the definition (4.75) of the ribbon operators K[C,D], and where we
made use of the following notation: Cz stands for the conjugacy class of z in G and Dz,c1 for the
conjugacy class in ZCz , which includes the element
q−1z,k c1 qz,k where z = qz,k cz,1 q
−1
z,k and qz,k ∈ QCz , cz,1 ∈ Cz . (4.93)
Therefore, we conclude that K˜[C,R] is a linear combination of operators K[C ′, R′]. This can be
summarized with the formula,
K˜[C,R] =
∑
C′,R′
SCR,C′R′ K[C ′, R′] , (4.94)
where
SCR,C′R′ = dR
dR′ |ZC |
∑
z∈ZC
χR(z)χR′(Dz,c1) δC′,Cz . (4.95)
This matrix turns out to be related to the so-called S-matrix of the Drinfel’d double D(G). This is
defined as
SCR,C′R′ =
1
|G|
∑
ha∈C
h′
b
∈C′
δ(hah
′
b, h
′
bha) χ
R(q−1a h′bqa) χR
′((q′b)−1haq
′
b) . (4.96)
where ha := qac1q
−1
a and h
′
b := qbc
′
1q
−1
b , with c1 ∈ C, c′1 ∈ C ′ and qa ∈ QC , q′b ∈ QC′ . As it is shown
in app. A.5, the S-matrix SCR,C′R′ can be more succinctly be written as
SCR,C′R′ =
1
|G|
∑
ha∈C
∑
z∈ZC
δC′,Cz χ
R(z)χR′(Dz,c1)
=
1
|ZC |
∑
z∈ZC
δC′,Cz χ
R(z)χR′(Dz,c1) , (4.97)
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Figure 4.5. Two braided closed ribbon operators. These can be constructed by gluing open ribbon operators,
which act in a certain order, e.g. under-crossing pieces of ribbons act before the over-crossing pieces of ribbons.
and thus
SCR,C′R′ = dR
dR′
SCR∗,C′R′ , (4.98)
where R∗ denotes the contragredient representation to R. Using this result, it is straightforward to
deduce the action of K˜[C,R] on the fusion basis. In the conventions of fig. 4.4, and with the usual
short-hand notation:
K˜[ρ′] . ψ[ρ,MN ] = Sρ,ρ′ ψ[ρ′,MN ] , (4.99)
i.e. the fusion basis states are also eigenstates of K˜[C,R], but this time with eigenvalues determined
by the entries of the S-matrix.
The relation between the two basis of closed ribbon operators and the fusion basis on the cylinder
can be understood as follows. The label C in ψIf[CR; am, bn] denotes the conjugacy class of the H–
holonomy around the cylinder, whereas the representation label R encodes information about the
functional dependence of the wave function on the G–holonomy along the cylinder. Going back to the
construction of the closed charge ribbon K[C,R] (eq. (4.75) and (4.81)), we see that C is again the
conjugacy class of the holonomy around the cylinder and R captures information about the holonomy
along the cylinder. This explains why K[C,R] projects onto wave functions ψIf[C,R; am, bn].
In turn, if we consider a closed ribbon K˜[C,R] going around the cylinder, C now captures infor-
mation about the G–holonomy along the cylinder (the one crossed by the ribbon), whereas R encodes
information about the holonomy going around the cylinder. In fact, on the two-torus T2—obtained
e.g. by gluing the two punctures of the cylinder—we can consider closed ribbons associated to the
two cycles generating the fundemental group. We can then define two different basis of HT2 diago-
nalizing the two different closed ribbons. The transformation between these two basis is given by the
S-matrix. This is for the same reason why the S-matrix appears in the transformation between K and
K˜: It exchanges the role of the longitudinal and transverse holonomies. But, on the torus, the role of
longitudinal and transverse holonomy is the same. Hence, the complete duality in this case.
At the level of the Drinfel’d double, D(G) = F(G)∗ ⊗ F(G), the S-matrix defines a transform
exchanging the role of F(G) and its dual F(G)∗ ' C[G] [88]. In particular, this translates into the
fact that the role of multiplication and co-mutiplication are also exchanged in a proper sense. This is
why, in the analysis above, we have seen both the ?-multiplication and the co-multiplication structures
appearing naturally in the context of lateral products.
Note finally that the S-matrix can also be defined as the eigenvalues of the operator defined by
two interwoven closed K˜-ribbons (fig. 4.5). To define this interwoven operator one needs to build the
closed ribbons by gluing open ribbons, after having applied the latter to the state in the appropriate
order (see [34] for details).
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Figure 4.6. Construction of the fusion basis states on the thrice-punctured sphere using charge ribbon
operators. An auxiliary puncture is introduced at which the three ribbons are fused via a Clebsch-Gordan
coefficient.
4.5.5 Back to the fusion basis
We have previously shown that the charge ribbon operators generate the fusion basis on the cylinder,
i.e.
ψIf[ρ,MN ] =
|G|3/2√
dρ
(R[ρ,MN ] . ψI0)(g1, . . . , g4) ≡
|G|3/2√
dρ
M
N
. (4.100)
This statement can be generalized to spheres Σ0p with p punctures. Consider for instance the thrice-
punctured sphere Y ≡ Σ03. We wish to obtain a fusion basis state by using the charge ribbon operators
R1[ρ1,M1, N1], R2[ρ2,M2, N2] and R3[ρ3,M3, N3] for each of the legs of the thrice-punctured sphere.
However the three ribbons need to be fused (or glued) at an auxiliary puncture, we therefore need to
consider a four-punctured sphere, see fig. 4.6. Moreover, we need to contract the free indices arriving
at the auxiliary puncture with a Clebsch-Gordan coefficient. By construction, the fusion procedure
at the auxiliary puncture includes a projection of this puncture to vanishing electric and magnetic
(curvature and torsion) charge. This allows us to understand the resulting state as a state on the
thrice-punctured sphere again. As shown in app. A.4.5, this gives∑
N1,N2,N3
((R1[ρ1,M1N1]R2[ρ2,M2N2] Cρ1ρ2ρ3N1N2N3) ? R3[ρ3, N3M3]) . ψY0 (4.101)
=
1
|G|3 dρ3
√
dρ1dρ2 ψ
Y
f
[
ρ1,M1
ρ2,M2
ρ3,M3
]
.
This construction can be easily generalized to spheres with more punctures.
4.6 Multi-scale design of states and coarse-graining
We finally come to applications of the fusion basis and the related ribbon operators. Here we discuss
applications that make use of the multi-scale control the fusion basis offers.
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Figure 4.7. We can embed a regular square lattice on the sphere by closing it with an outer plaquette. Each
plaquette, including the outer one, can carry an elementary curvature excitation. The solid lines represent the
embedded graph while the dashed lines represent a possible scheme for coarse-graining the lattice.
4.6.1 Multi-scale design of states
In the previous sections, we constructed the fusion basis as well as ribbon operators which either
generate it (open ribbon operators R) or project onto it (closed ribbon operators K). Crucially, the
fusion basis is quite different from the spin network basis, since it allows a direct access to observables
at different scales. In fact, the {ρ} labels of a fusion basis state ψΣ
0
p
f [{ρ}, {N}] correspond to the ρ
labels appearing in the set of closed ribbon operators {K[ρ]}, which project onto the fusion basis state.
In turn, such closed ribbon operators go around different number of punctures. This number provides
us with a notion of ‘scale’, which we can associate to the closed ribbon operator K[ρ], and hence to
the label ρ itself. In the case of gravity, the geometry is encoded in the states. Thus this notion of
‘scale’ is not a priori associated with a notion of length or metric. It is rather an auxiliary notion,
from which one can however deduce a length scale, once a choice of state is given, see e.g. [15, 61].
Note that we are not forced to follow the linear construction of the fusion basis as indicated in
sec. 4.4.3. We can indeed be more flexible. Take for example a regular square lattice20 with N × N
plaquettes, with N = 2K for some K ∈ N. To obtain the topology of a punctured sphere21 we close
off this lattice with one outer plaquette, see fig. 4.7. This corresponds to the choice of free boundary
conditions for the original lattice. The outer plaquette has 4 two-valent and (4N − 4) three-valent
nodes along its boundary.
Each plaquette can then carry an elementary curvature (i.e. magnetic) excitations. The Gauß con-
straint violations (i.e. torsion or electric excitations) would usually sit on the nodes of the lattice.22
However, for the regular square lattice, it is natural to move also these excitations onto the plaquettes.
To do this, we restore gauge invariance at the two-, three- and four-valent nodes, but add an open link
to all the four-valent nodes, pointing in one direction, toward the center of—say—the top-left plaque-
20This lattice (or graph) would of course have four-valent nodes. Nevertheless, the techniques developed in this chapter
can be straightforwardly applied to graphs with nodes of valence higher than three. Alternatively, four-valent nodes can
always be expanded into three-valent ones in a regular manner.
21Alternatively, we can allow for a punctured torus topology, for which one can also define a fusion basis. This
implements periodic boundary conditions.
22In lattice gauge theories, as well as in loop quantum gravity, one restricts quite often attention to gauge invariant
states, which would make the introduction of open links unnecessary. As we will see, coarse-graining of non-abelian gauge
theories does however introduce torsion excitations, and one might want thus to include such cases in the discussion.
On the other hand it is straightforward to restrict to a basis which is gauge invariant, by setting the torsion excitations
for the initial plaquettes to zero.
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tte. Thus, it is only the two-valent and three-valent nodes on the boundary of the outer plaquette, for
which we ignore the Gauß constraint violations. To also allow for a Gauß constraint violation at the
outer plaquette, we introduce an open link at one of its corners.
So each plaquette can be identified with a puncture, which can carry both curvature and torsion
excitations. To define a fusion basis we have to decide on an ordering in which the punctures or plaque-
ttes are fused to larger ones. To reach a homogeneous definition, we can first fuse pairs of plaquettes in
x-direction and then pairs of plaquettes in y-direction (leaving the outer plaquette untouched). This
coarse-graining procedure can be repeated until we remain with just two plaquettes, which represent
the twice-punctured sphere. The fusion basis as defined earlier diagonalizes closed ribbon operators:
K1 that go around single plaquettes, operators K2 that go around pairs (in x-direction) of plaquettes,
operators K4 that enclose quadruples of plaquettes, and so on. Correspondingly, the different scales of
the basis states are described by sets of representation labels {ρik}, where k = 0, 1, 2, . . . ,K indicates
the scale given by the number 2k of plaquettes surrounded.
Hence, we see that the fusion basis is ideal to design states with a prescribed multi-scale behavior
of observables. We expect that this will help to design low-energy states for Yang-Mills (lattice) theory,
by merging our tools with the techniques developed for this purpose in the context of tensor network
states or MERA (multi-scale entanglement renormalization ansatz [107]), see [95] and also [108, 109]
for some recent developments. The advantage of using the fusion basis is that it comes with multi-scale
observables, that are automatically diagonalized by the fusion basis itself.
The fusion basis can also be useful in covariant (space-time) approaches to renormalization and
coarse-graining of lattice gauge theories and spin-foams [19, 60, 62, 100, 101]. Here, the partition
function associated to a space-time building block can be represented by a state on the boundary of
this block [61, 65, 110]. Using the fusion basis to represent this state would allow to keep control in
particular over the torsion excitations, which are generated by coarse-graining in non-abelian gauge
theories, and which are rather difficult to handle in the spin network basis (see next section, and
especially [19]).
4.6.2 Coarse-graining in terms of density matrices
We discuss here the coarse-graining of gauge theory and loop quantum gravity states, explain the
intricacies of this procedure, and motivate the use of the fusion basis. We work in the context of a
fixed (initial) graph, or lattice, thus the discussion in this section is independent of the question on
which representation (ALI versus BF) we use. In the context of loop quantum gravity coarse-graining
has been discussed in [18, 22, 23, 86, 111].
To start with, one considers a graph Γ and associates to it the Hilbert space HΓ of functions
ψ ∈ F(GL) of the graph connection. Here, L denotes the number of links, while the inner product
in HΓ is given by (7.17). Coarse graining in a canonical framework is usually discussed using density
matrices, which we will here denote by D (instead of ρ which we reserved for the representation labels
of the Drinfel’d double D(G)). Pure states are then represented in the holonomy basis by
D =
∣∣∣ψ〉〈ψ∣∣∣ = ∑
g,g˜
d
[
{g}, {g˜}
]∣∣∣{g}〉〈{g˜}∣∣∣ , (4.102)
where
d
[
{g}, {g˜}
]
= ψ({g}) ψ({g˜}) . (4.103)
The coarse-graining of a density matrix is defined as follows. First, choose a splitting of the holonomies
{g} attached to the links of the graph Γ under consideration, into two sets of finer {gf} and coarser
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{gc} holonomies. Starting from a density matrix D for the initial system, a coarser density matrix
can then be defined by summing over the finer degrees of freedom,
dc({gc}, {g˜c}) = 1|G|Lf
∑
gf
d({gc}, {gf}, {g˜c}, {gf}) , (4.104)
where Lf denotes the number of finer links, i.e. those links carrying ‘finer’ holonomies.
In general, however, the graph under consideration will ‘break apart’ once the finer links are
removed. To avoid this, we can first (unitarily) transform the state onto a lattice where all the finer
links one wishes to integrate out are given by loops, see e.g. [18, 95].23 This way, removing these loops
leaves us with a connected coarser lattice. But this coarse-graining procedure has at least two major
drawbacks.
(a) Despite providing a certain control over the coarser and finer variables in terms of the holonomies,
it completely lacks control over their conjugated variables, i.e. the (electric) fluxes. This is an
important issue, especially in the context of loop quantum gravity, where the fluxes encode
the metrical information of the (spatial) geometry. From this perspective, one would rather be
tempted to define a coarse-graining procedure in terms of both holonomies and flux variables.
(b) Moreover, the coarse density matrix is in general gauge invariant only under diagonal transfor-
mations, that is under those gauge transformations which agree in their action on the {gc} and
{g˜c} variables. This is the case even if the finer density matrix was invariant under arbitrary
gauge transformations at every single node. This full invariance holds in particular for pure
density matrices constructed as in (4.102) from gauge invariant states. Note that this issue
arises only in non-abelian gauge theories. Indeed, in abelian gauge theories it does not appear, if
the finer variables are associated to loops, since gauge transformations act by adjoint action on
holonomies associated to loops. In other terms, in this latter case, one has a simple procedure
to coarse-grain gauge-invariant variables. On the contrary, for non-abelian gauge theories, the
spin network basis for density matrices is not stable under coarse-graining, and is therefore quite
inconvenient for this purpose.
Of course, one could consider an extension to non-gauge invariant spin network states as proposed in
[18, 23], however, the main appeal of the spin network basis is the straightforward implementation of
gauge invariance. A neat solution to issue (b) would consist in providing a basis which allows for a
coarse-graining in terms of gauge-invariant variables. Here, one not only needs a maximally commuting
subset of observables (which specifies a choice of basis), but also their conjugated observables, which
brings us back to issue (a).
Before discussing a proposal for such a procedure, let us mention another possibility based on
density matrix factorization. This consists in finding a transformation which decouples the finer
holonomy variables (which we assume to be based on loops) from the rest of the state. That is, after
the transformation, the density matrix takes the product form
d
[
{gc}, {gf}, {g˜c}, {gf}
]
= dc
[
{gc}, {g˜c}
]
× dloops
[
{gf}, {gf}
]
. (4.105)
Upon coarse-graining, this would simply yield the density matrix Dc. In this case Dc would be
fully gauge invariant, provided this is the case for the initial density matrix D. However, such a
transformation which allows us to cast density matrices into a product form, clearly depends on the
23In [95] such transformations are called controlled rotation unitary gates.
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initial states. Therefore, the coarse-graining itself would not be controlled by a choice of coarser and
finer observables, but rather by the form of the initial states. We mention this possibility here, because
this type of decoupling of finer and coarser variables underlies the MERA approach [107].
4.6.3 Coarse-graining based on the splitting of the observable algebra
Let us now discuss a coarse-graining procedure in which the splitting of the observable algebra into
coarser and finer variables is central. Here one can consider the kinematical, that is gauge covariant
observable algebra, or the algebra of almost24 gauge invariant observables. Such splittings of the
observable algebra are also important for the construction of the continuum Hilbert spaces by an
inductive limit [22] or projective techniques [112–114].
We use a phase space description, and to this end assume that G is a compact semi-simple Lie
group. In this case, 25 the phase space associated with a graph is given by pairs (gl, Xl) for each link
l of the graph. Xl ∈ Lie(G) are the Lie algebra valued (electric) fluxes. We often express them in the
basis τ i as Xl =
∑
iX
i
l τ
i. The phase space carries the canonical symplectic structure
{gl, gl′} = 0 , {Xil , gl′} = δl,l′glτ i − δl−1,l′τ igl′ , {Xil , Xjl′} = δl,l′ijkXkl . (4.106)
Here, it is understood that we associate to an inverted link l−1 an hololonomy gl−1 = g
−1
l and a flux
Xl−1 = −glXlg−1l . Both fluxes and holonomies transform under gauge transformations, which are
parametrized by {un ∈ G}n, with n labeling the nodes of the graph:
gl → ut(l)glu−1s(t) and Xl → us(l)Xlu−1s(l) (4.107)
with s(l) and t(l) denote the source and target nodes of l, respectively.
A coarse-graining procedure based on gauge-covariant observables can be achieved in two steps,
as follows. Firstly, find a canonical transformation such that the new variables split into coarser and
finer sets of variables. Crucially, the sets of coarser and finer variables must commute with each other.
Also, one should take care of preserving the form of the symplectic structure given by (4.106), since
this is at the basis of the interpretation of the variables in terms of holonomies and fluxes. Secondly,
as before, one can simply use a polarization of the wave functions in the new holonomy variables
and integrate out the finer holonomy variables, while keeping the coarser holonomies fixed, as in
(4.104). The coarser holonomies and the coarser fluxes give (conjugated) observables characterizing
the coarser states. Therefore, this procedure is not different from the one described at the end of the
previous section, but rather an amendment thereof. This amendment, which basically prescribes in
more detail how to split the holonomies into coarser and finer sets, allows us, to gain control over the
coarse-graining of the fluxes as well.
Now, one can ask what kind of transformations would preserve the symplectic structure (4.106),
hence keeping the interpretation of the variables as holonomies and fluxes intact. Examples for such
transformations are constructed in detail in [22, 86, 113]. We review the construction in [22, 86]
shortly, as it is closely related to the construction of the ribbon operators. Holonomies are easy to
treat, since we can simply consider compositions gl′ = gln · · · gl1 that result in ‘new’ holonomies gl′
attached to ‘new’ links l′ = ln ◦ · · · ◦ l1 built out of the links on the initial graph. For the fluxes, we
can consider combinations of the following type (see [22] for more detailed definitions)
Xl′ :=
∑
l∈{l′}
g−1s(l)s(l′)Xl gs(l)s(l′). (4.108)
24Since we will use a root that provides a global reference system.
25See e.g. [22] for a more detailed review of the phase space structures.
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Figure 4.8. Each link of the graph is associated with an holonomy and the thick arrow represents the
corresponding conjugated flux. The black dot represents the root at which gauge invariance is relaxed. The
left panel shows an example of construction of a coarser flux. Fluxes are first parallel transported to the root
following the path defined by the wiggly line and then added to form a coarser flux. The right panel shows an
example of closed path. As before, fluxes must be first parallel-transported to a common frame before being
added to each other. In presence of curvature, this sum will not be zero meaning that the Gauß constraint is
violated.
Here, {l′} is a set of links, so that the dual of these links form a connected path made out of edges of the
triangulation, or more generally, out of edges of the dual complex to the graph under consideration.
This connected path should be interpreted to be dual to a ‘new’ link l′. The holonomies gs(l)s(l′)
denote the parallel transport from a node s(l′), which will be the source node of the new link l′ to the
source node s(l) of the link l. In this way, we sum up the fluxes in one and the same reference system,
provided by s(l′). An explicit procedure to find phase space splittings into coarser and finer variables
based on such transformations can be found in [22].
In a loop quantum gravity context, the fluxes are su(2)-valued and encode the edge vectors—
for the edges dual to the links–in a reference frame associated with the nodes of the graph. This
interpretation also holds for the coarse-grained fluxes (4.108) and thus justifies such a coarse-graining
prescription.
The exponentiated action of the coarser or integrated fluxes, as defined in (4.108), agrees with
the translation part of the open ribbon operators as discussed in sec. 4.5.1, see [86]. The holonomy
(or multiplication) part of the ribbon operator is also constructed via a composition of holonomies,
following the same prescription we employed in this section. Hence, ribbon operators use a coarse-
graining of fluxes and holonomies analogous to the one described here. There is nevertheless an
important difference. The holonomy part and the translational part of a ribbon operator commute
with each other: The translational part corresponds to a flux integrated along a path of edges in the
triangulation, and the holonomy part is associated to a path in the dual lattice. For the ribbon these
two paths are parallel, whereas a holonomy and its conjugated flux are based on a link and an edge,
that are transversal to each other.
So far, we have been discussing the gauge covariant phase space. The coarse-graining procedure
described above would give us control over the coarser holonomy and flux variables, but would suffer
also from a violation of (full) gauge invariance for the coarse density matrix. In the canonical formalism,
gauge invariance is encoded in Gauß constraints associated to each node n,
Gn =
∑
l:s(l)=n
Xl +
∑
l:t(l)=n
Xl−1 . (4.109)
Geometrically, these constraints demand the closure26 into a polygon of the edges dual to the links
ending or starting at n.
26Sometimes, Gauß constraints are renamed ‘closure constraints’.
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With such an interpretation, one might expect that the Gauß constraint are preserved under
coarse-graining, as the coarser Gauß constraints would demand that the coarser edges of the coarser
triangulation close, too. This is, however, generally not the case [22]. The reason is the following. The
coarser fluxes have to be parallel transported to a common frame. Now, if this parallel transport has
to go through a region with curvature, the coarser Gauß constraint will in general not hold. Hence,
we effectively obtain torsion, defined as a violation of the Gauß constraint, due to the presence of
curvature. Such an effect, which was named curvature-induced torsion in [22], is strictly related to
the need of deforming the Gauß constraint in phase spaces describing piecewise homogeneously-curved
(instead of piecewise flat) geometries [104, 115–118].27 In terms of defect excitations, this is the
statement that torsion excitations interpreted as spinning particles can arise from the fusion of two
spinless defects, since two particles can have orbital angular momentum.
As mentioned, we could attempt to use gauge invariant variables for the coarse-graining, which
would avoid loosing gauge invariance. At the phase space level, this would also mean that the Gauß con-
straints become redundant. In fact, implementing gauge invariance in phase space means to consider
only the constraint hypersurface where the Gauß constraint is satisfied, and at the same time only
gauge invariant functions on such phase space. But it is a very involved task to come up with a
phase space description involving only completely gauge invariant observables. It is much easier to
work with an almost gauge invariant set-up. This consists in choosing a node, called root r, as global
reference frame, to which all fluxes and holonomies are parallel transported. In other words, in con-
sidering only root-based holonomies and fluxes. The resulting variables are invariant under all gauge
transformations, except for those at the root that acts by adjoint action.
A further, necessary, step consists in identifying an independent set of observables. Indeed, the
fluxes are related by the Gauß constraints (4.109), while holonomies along loops must satisfy cer-
tain algebraic relations. Such an independent set of variables can be obtained by choosing a rooted
spanning-tree of the underlying graph Γ. This defines leaves `, i.e., links which are not part of the
tree. Each leaf ` defines a unique closed loop, which starts and ends at the root and which contains
only links of the tree and the one leaf `. Hence, each leaf defines an holonomy variable h`. Fur-
thermore, for what concerns the fluxes, we can consider the leaf’s flux X` parallel transported to the
root: X` = g
−1
s(`)rX` gs(`)r. The set of variables {(h`,X`)}`, with ` running through all leaves, gives a
complete parametrization of the almost gauge invariant phase space.28 And they do so by essentially
preserving the form of the symplectic structure of the gauge covariant phase space:
{h`, h`′} = 0 , {Xi`, h`′} = δ`,`′h`τ i − δ`−1,`′τ ih`′ , {Xi`,Xj`′} = δl,l′ijkXk` . (4.110)
The coarse-graining procedure can now be run analoguesly to the gauge covariant case. In particular,
there is a well defined sense in which both the graph and the tree are coarse-grained to a coarser graph
and tree. Based on such a choice of coarser graph and tree, one can perform a split into coarser and
finer variables, as needed for coarse-graining. All this is discussed in detail in [86].
Notice that within this procedure, one is working with an ‘almost’ gauge-invariant state space,
which after coarse-graining still captures the ‘almost’ gauge-invariant observables. Therefore, we have
in this way exhibited a structure which is stable under the coarse-graining procedure. This comes,
however, at a price: While all the initial fluxes could have been reconstructed via the Gauß con-
straint, this is not the case at the level of the coarser fluxes. Of course, one could use some ad hoc
27See also [119–121], for an analysis in four dimensions.
28The leaf-associated loops allow the reconstruction of all other (root based) loops by construction. Furthermore we
are only left with the fluxes associated to the leaves. The fluxes associated to the remaining links can be reconstructed
using the Gauß constraints (see [22] for the procedure).
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Gauß constraints of the form (4.109) to define fluxes associated to the links of the coarse tree. But
these fluxes would not correspond to the fluxes one obtains via coarse-graining from the finer fluxes.
In this sense, one looses important information, which in the case of loop quantum gravity encodes
the coarser spatial metric. Once again, the underlying reason is that curvature can lead to torsion on
a coarse-grained level. This is naturally taken into account in a coarse-graining scheme based on the
fusion basis. We now turn to describing such a scheme.
4.6.4 Coarse-graining in the fusion basis
As discussed in sec. 4.6.1, the fusion basis diagonalizes operators which can be naturally interpreted as
describing different coarse-graining scales. Therefore, the fusion basis ψf[{ρj}, {Nk}] comes equipped
with a natural coarse-graining scheme, in which one sums directly over its D(G) representation labels.
Let us first review, what kind of observables these representation labels are related to. As discussed
in sec. 4.5.3, the fusion basis diagonalizes the closed charge ribbon operators associated to the fusion
tree structure. More generally, closed ribbon operators Ki[ρ′] project onto states ψf[{ρj}, {Nk}] for
which ρi = ρ
′, where i and j label the branches in the fusion tree associated to the fusion basis,
whereas k labels its one-valent nodes (i.e. its endpoints).
We want now to compare the coarse-graining procedure provided by the fusion basis and closed
ribbon operators, to the one provided by the holonomy polarization in the almost gauge invariant
set-up. To this end, we assume that we work with a p-punctured sphere Σ0p and a minimal graph, but
do not have torsion excitations at the punctures, i.e. we have gauge invariant wave functions.
The holonomy polarization uses a basis which can be symbolically written as ψ[{G`}](•) =∏
` δ(G`, •), where ` runs over the leaves of a spanning tree in the graph Γ, and the number of
leaves is given by |`| = p − 1. The operators diagonalizing this basis are given by root-based Wilson
loop operators W f . These Wilson loops need not be restricted to class functions, i.e. functions of the
trace of the loop holonomy.
On the other hand, the closed ribbon operators Kj [Cj , Rj ] are fully gauge invariant observables.
In particular, the label Cj measures the conjugacy class (or trace) of the Wilson loop along the closed
ribbons, instead of the full loop holonomy. While with the holonomy basis we describe holonomies only
around a fundamental set of (p−1) cycles, the subindex j of the fusion basis ψf[{ρj = (Cj , Rj)}, {Nk =
(nk, bk)}] runs over (2p−3) values and we have as many (not completely independent)29 closed ribbon
operators.
In addition to the holonomy information, the closed ribbon operators Kj [Cj , Rj ] encode flux
observables within the labels {Rj}. More precisely, these are integrated fluxes associated to a closed
path. Note that in the almost gauge invariant phase space, discussed in the previous section, we only
had fluxes associated to open paths,30 provided we assume that the graph does not include loops (i.e.
links with the same source and target node).
Another way to talk about the {Rj} labels is to say that they measure torsion (electric charge).
Indeed, if we assume a gauge invariant state we immediately find (see sec. 4.4.5) that Rj is equal to
the trivial representations for those ribbons Kj [Cj , Rj ] that go directly around the punctures. Notice
that there are exactly p of such punctures. But for non-abelian groups, we can well have non-trivial
29The closed charge ribbon operators result not being completely independent, since their possible results are restricted
by the coupling rules. E.g. for an abelian theory, all the coarser closed ribbon operators are determined by the finest
closed ribbons around p−1 punctures.
30Before coarse-graining one can obtain fluxes associated to closed paths by combining the open paths fluxes and by
using the Gauß constraints to reconstruct the fluxes associated to the tree links. The Gauß constraints are however not
anymore valid for ‘coarse-grained’ nodes.
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labels Rj for the remaining (p− 3) closed ribbons. These observables are crucial to keep track of how
the Gauß constraint gets deformed under coarse-graining.
As explained in sec. 4.4.5, a basis for fully gauge invariant states satisfying the Gauß constraints at
all punctures can be obtained from the fusion basis ψf[{ρj}, {Nk}] by setting the appropriate indices
Rk equal to the trivial representation, denoted by 0. Furthermore, we also sum over the {bk} labels
ψg.i.f [{(Cm, Rj)}, {Ck}] =
(∏
k
1√|QCk |
) ∑
{bk}
ψf[{(Cm, Rm)}, {Ck, 0}; {bk, 0}]. (4.111)
In this formula, we have split the index j running over the edges of the fusion tree into two sets k and
m, labelling the punctures (or leaves of the fusion tree) and the remaining edges of the fusion tree,
respectively. Note that if one allows for states violating the Gauß constraints at the punctures, the
{Nk} labels encode only local information, and are measured by projective operators given by gluing
cylinder fusion basis states ψIf[ρ,N,N ]. The closed ribbon operators Kj [Cj , Rj ] and the operation of
gluing the cylinder fusion basis states give together a maximal commuting set of observables charac-
terizing the fusion basis. Coarse-graining in the fusion basis means that these observables determine
the splitting into coarser and finer ones.
In addition, there are conjugated observables, given by open ribbon operators extending from one
puncture to another puncture. We leave it to future research to find a complete set of such independent
operators. The coarse-graining scheme based on the fusion basis will also induce a splitting of the
conjugated observables into a coarser and a finer set. To deduce this splitting one needs to study in
more detail the commutation relations or the corresponding symplectic structure in phase space.
The coarse-graining is now given by summing over the finer variables, just as usual. Consider a
density matrix defined using a fusion basis by
D =
∑
{ρ},{N}
∑
{ρ˜},{N˜}
d
[
{ρ}, {N}; {ρ˜}, {N˜}
] ∣∣∣ψf[{ρ}, {N}] 〉〈ψf[{ρ˜}, {N˜}∣∣∣ . (4.112)
This density matrix is adapted to the intended coarse-graining (or fusion) of punctures into new
‘larger’ punctures. That is the p punctures are partitioned into p′ ≤ 12p sets, each including at least
two punctures. The fusion tree needs then to include a subtree for each set that describes the fusion
of the punctures in this set. We label the variables attached to the subtrees with a super-index f ,
except for the pairs (Cs, Rs)
p′
s=1, which prescribe the excitations for the fused punctures. We label
these pairs and the remaining variables with a super-index c.
Working in the polarization given by the fusion basis variables, the coarser density matrix is then
defined by
dc
[
{ρc}, {ρ˜c}
]
=
∑
{ρf},{Nf}
d
[
{ρc}, {ρf}, {Nf}; {ρ˜c}, {ρf}, {Nf}
]
. (4.113)
In this scheme we get rid of all indices Nk, assuming that these are all classified as finer information.
An alternative scheme introduces new indices N ck′ for the coarser punctures. This scheme is based on
an extension of the Hilbert space (before coarse-graining).
4.7 Concluding remarks
In this work we introduced the fusion basis for (2+1)-dimensional lattice gauge theories, in particular
with non-abelian structure groups. The basis is well adapted for the weak coupling regime and for
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describing topological BF theory with defects. The latter theory can also be taken as a description
of (2+1)d gravity coupled to (possibly spinning) point particles.
In contrast to the spin network basis [16], the fusion basis is a multi-scale basis. It diagonalizes
the traces of a certain multi-scale set of Wilson loop observables. This set does in itself not form a
maximal set of commuting observables: For non-abelian gauge groups, one has rather to add further
gauge-invariant observables describing electric excitations. Importantly, the electric (or torsion, in a
gravitational context) excitation might emerge on larger scale even for gauge invariant states. This
fact make it hard to control large scales in a spin network basis. For this reason, the fusion basis is
ideally suited for coarse-graining in lattice gauge theories and loop quantum gravity [18, 19, 23, 60,
65, 100, 101, 108–110].
More specifically, we have seen that the fusion basis comes with a number of advantages: The
fusion basis incorporates the notion of basic excitations and their fusion to coarse-grained excitations,
hence making explicit the quasi-local structure of the excitations relative to the BF vacuum. It makes
transparent the Drinfel’d double algebra structure, which in past (loop quantum gravity) discussions
was rather hidden in the algebra of constraints [104, 105]. It incorporates a notion of cutting and gluing
pieces of spatial manifolds along boundaries and thus comes automatically with a natural notion of
local subsystems (see e.g. [122] for a different notion).
Moreover, in the context of (2+1)d loop quantum gravity coupled to point particles, the fusion
basis provides naturally and directly the physical states of the theory, even for states including spinning
particles (i.e. states with torsion), and diagonalizes the gauge and diffeomorphism invariant (Dirac)
observables of the theory, which are given in terms of the closed ribbon operators. This shows that the
fusion basis is a convenient tool for describing the coupling of multiple particles to (2 + 1) dimensional
gravity. It would be of particular interest to consider a thermodynamic or continuum limit, possibly
resulting in gravity coupled to a matter field, see also [103]. A further question in this direction is
whether the resulting system can be described by a matter field propagating on an effective non-
commutative space-time, as derived in a covariant framework by [123].
The use of the fusion basis emphasizes the Drinfel’d algebra or quantum double structure of (2+1)d
gravity coupled to point defects. This facilitates the comparison with other quantization schemes [124],
such as the combinatorial quantization for Chern-Simons theory [125–127]. Let us also point out the
recent work [128], which reformulates Kitaev models as a special case of combinatorial quantization
via a reformulation of the latter in terms of a Hopf-algebra gauge theory.
Furthermore, in relation to coarse-graining, we emphasized that the fusion basis solves a deep
problem related to coarse-graining in the spin network basis: In non-abelian gauge theories, coarse-
graining generally leads to torsion degrees of freedom, even though these are not initially present,
therefore the spin network basis cannot be stable under coarse-graining. The fusion basis, on the
other hand, incorporates torsion degrees of freedom from the onset, hence allowing for a consistent
coarse-graining scheme. Moreover, the fusion basis can be naturally used to design multi-scale states,
in the sense that it diagonalizes a set of operators defined at all available scales (cf. e.g. [95]), a fact
that makes it ideal for discussing coarse-graining schemes.
We hope to make all this explicit within a new tensor network coarse-graining framework, by
generalizing the recently developed schemes of [61, 65]. One of our principal aims is studying the
continuum limit and coarse-graining of spin-foam models. In the context of (2+1)-dimensional gravity
models, a particularly intriguing question is how to flow via coarse-graining from models based on flat
building blocks to models based curved building blocks, hence recovering in the quantum theory the
classical result of [115, 116]. More specifically, for spin-foam models one expects a transition from
SU(2) to the quantum deformed SU(2)q. This requires besides a condensation of curvature degrees of
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freedom to a constant curvature state, also a condensation of torsion degrees of freedom. It is therefore
important to have coarse-graining schemes which do not throw away the torsion degrees of freedom.
Notice also that the fusion basis is already available for SU(2)q, with q root of unity, [34, 36] and has
in some aspects even a simpler structure than in the finite group case. (Even more so, if one compares
with SU(2), since the corresponding fusion category is not finite.) The finiteness of SU(2)q makes this
choice particularly attractive for numerical approaches to coarse-graining, see e.g. [63].
Finally recall that our study has been confined to lattice gauge theories with finite gauge groups.
It is, however, an important point to generalize our analysis to Lie groups. For Lie groups there are
two very different choices for the underlying topology of the state space and the related inner product.
One possibility is to choose a discrete topology and measure on the gauge group, which is in fact
necessary for the BF representation for continuum loop quantum gravity. In particular, this is needed
for the BF vacuum to have a finite norm [86]. Alternatively, if one is only interested in lattice gauge
theory with a fixed lattice or with a fixed number of excitations (i.e. of punctures), one can also adopt
the usual (continuous) Haar measure on the gauge group. Drinfel’d double representations and their
tensor product, based on this choice, have been discussed in the case of SU(2) in [88, 89, 129].
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Entanglement entropy for lattice
gauge theories
As explained in the introduction, the non-locality of the observables inherent to lattice gauge theory
prevents the factorization of the Hilbert space which is an obstruction to the computation of the entan-
glement entropy between two spacetime regions. Several approaches are available and, in this chapter,
we employ the inherent hierarchal structure of the fusion basis, whose usefulness was demonstrated in
the previous chapter in the context of the coarse-graining of lattice gauge theories, to encode a new
notion of subsystems for lattice gauge theories and (2+1)d gravity coupled to point particles. This
notion of subsystems can in turn be exploited to provide a notion of entanglement entropy.
The ambiguity in the notion of entanglement entropy for lattice gauge theories has been pointed
out by Casini, Huerta and Rosabal (CHR) in [130] and discussed in a framework that focuses on the
algebra of gauge invariant observables. This was fully developed only for abelian gauge theories in
[130].1
In order to define a notion of entanglement entropy between two regions A and B in the algebraic
framework one starts with the algebra O of (gauge invariant) observables and seeks to split this algebra
into two mutually commuting subsets, associated to region A and B, respectively. The difficulty is,
however, that due to the non-locality of gauge invariant observables, there is a set of observables that
can be associated to both regions. This might be both due to (e.g. string like) observables crossing
the boundary and due to observables being localized on the boundary. The ambiguity in the definition
of entanglement entropy comes from a choice of a subset of such observables, which is removed from
the observable algebra. The reduced algebra Ored features then (generically) a centre Z, basically
consisting of the observables conjugated to the removed ones. The resulting observable algebra should
be such that the observables in the centre Z can be associated to the boundary, whereas the remaining
observables Ored\Z can be associated to either region A or B.
The gauge-invariant Hilbert space that carries an (irreducible) representation of the algebra O,
will now feature superselection sectors with respect to Ored: The common eigenspaces of the centre
Z are left invariant by Ored. At the same time, each eigenspace admits a factorization into Hilbert
spaces associated to region A and B. The definition of entanglement entropy can be extended to
1The ‘electric’, as opposed to ‘magnetic’, prescription has been generalized to the non-abelian case by [131], and we
will comment on this in sec. 5.2.2. In this work we will also generalize the ‘magnetic’ prescription, and show that it
actually is not purely magnetic in the non-abelian case.
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such cases with superselection sectors and thus provides the notion of entanglement entropy in this
algebraic framework.
Furthermore, the superselection sectors label states with a definite choice of boundary conditions,
that is with definite values for the observables in the centre Z. The latter set is sometimes referred
to as boundary observables, a viewpoint that is also reflected in the discussion of [122] on (classical)
gauge systems with boundary. As we will argue in sec. 5.2, in the non-abelian case one can extend
the set of gauge-invariant boundary observables by including non-gauge invariant frame information
attached to the boundary.
The two most natural choices for boundary conditions in the abelian case consist in either fixing
the electric fluxes on links transversal to the boundary, or the magnetic fluxes (Wilson loops) along
the boundary. Correspondingly, CHR speak of an electric or magnetic choice of centre. This can also
be matched to different ways of cutting the lattice into two parts, either across or along the links.
We will show here that the generalization of the magnetic centre choice to the non-abelian case does
also add an electric component to the centre, measuring the total electric flux through the boundary.2
Note that, in the magnetic-centre case, no extended Hilbert space procedure was known. As recalled
in the introduction, this other approach relies on an embedding of the Hilbert into an extended Hilbert
space where gauge invariance violations are allowed at the boundary. Our proposal fills this gap in
the abelian case and also provides the generalization to the non-abelian one.
What might appear surprising is the striking discrepancy in the behaviour of the entanglement
entropy with respect to different choices of boundary conditions. This happens even when the entropies
are calculated for the same state and on the same geometry. The authors of [130] argue that all
these ambiguities disappear in the continuum limit, once only well-defined quantities such as relative
entropies are considered. Let us, however, point out that—in a continuum limit appropriate to describe
states of a topological field theory with defect excitations—the different procedures even yield finite
or divergent results, respectively.
This brings us to the philosophy pursued here: We will focus our attention not so much on the
lattice and how it is separated into two distinguished regions, but on the excitation content of the
theory under consideration. Importantly the very notion of excitation depends on a choice of vacuum
state. These are the two choices of totally squeezed vacua encountered before, namely the Ashtekar-
Lewandowski (AL) [67, 68, 133] and BF vacua [22, 86, 96] that are related to the strong and weak
coupling regime of lattice gauge theory, respectively.
Using such vacua, one can interpret states on a finite lattice as states with a finite number of
excitations in a continuum theory. This is done by basically putting all degrees of freedom, finer than
the lattice scale, into the chosen vacuum [110]. In this picture, the choice of boundary conditions
specifying a notion of entanglement entropy should be adjusted to the choice of vacuum. For states
that have almost everywhere vanishing electrical field we should choose electric boundary conditions.
Considering states that have almost everywhere vanishing magnetic flux—or in the gravitational lan-
guage have almost everywhere vanishing curvature—we should choose instead the magnetic centre.
These choices are designed to give finite results in the continuum limit, whose result is by construction
already fully captured at the level of a finite (fine enough) lattice.
Furthermore, our definition of excitations is rooted in the analysis of the properties that regions
with boundaries manifest under gluing. In fact, we will also argue that the process of cutting a system
in two and the related definition of an extended Hilbert space procedure should be understood as dual
2This observable is vanishing in the abelian case due to the Gauß constraints. In non-abelian gauge theories one
might get ‘effective’ electric charges on larger scales without having an electric charge at the lattice scale. Such charges
were called ‘Cheshire charges’ in [132].
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to gluing. This brings into play techniques of extended topological field theory, i.e. topological field
theory for manifolds with boundaries. Moreover, we already know that the choice of the BF vacuum
will naturally lead us to consider the fusion basis which will allow to operationally specify regions by
their excitation content. In this way we overcome the problems arising from defining a region inde-
pendently of its content (something that would be in stark contrast with background independence),
and we do so in a way that makes such a definition independent of the chosen regularizing lattice,
thus directly avoiding the need of specifying the way we split it.
This proposal comes to full fruition in (2+1)d gravity where regions will now be specified by
the point particles they contain. In this sense, our notion of entanglement theory characterizes the
correlations between the excitation content of the different regions.
5.1 Gluing, splitting and extended Hilbert spaces
To define the entanglement entropy of a subregion, one first needs to specify how to associate the
theory’s degrees of freedom to it. In gauge theories, having to consider non-local gauge-invariant
degrees of freedom leads to ambiguities.
The gauge-invariance condition manifests itself in terms of constraints, i.e. quantum versions of
the elliptic equations a state must satisfy to represent valid initial data. In lattice gauge theories, this
leads to Gauß constraints defined at the lattice nodes. The Gauß constraint at the node n involves all
the links adjacent to it, links which carry gauge co-variant degrees of freedoms expressed in terms of
parallel transports (holonomies) along open paths. As a consequence, a gauge-invariant wave function
necessarily correlates the degrees of freedom across the links.
In turn, this prevents the splitting of the Hilbert space of gauge-invariant functions H into a
tensor product HA ⊗ HB , with the two factors associated to two complementary regions. The so-
called extended Hilbert space procedure [30, 31] avoids this task, by considering an extended Hilbert
space Hext, in which the Gauß constraints are relaxed along the boundary interface between the two
regions. More precisely, this interface is defined to be transversal to the links of the lattice, and a
two-valent node is introduced on each link cut by it. The Gauß constraints are then relaxed for these
two-valent nodes only. This defines an extended Hilbert space, which does factorize Hext = HA ⊗HB
in a straightforward manner.
In this work, we show that the extended Hilbert space procedure can be generalized using a
different set-up and also different sets of constraints. This generalized procedure is deeply connected
to the theory of extended topological field theories presented in the previous chapters. There, indeed,
one considered topological field theories on manifolds with boundaries3 together with a procedure
for gluing them to one-another. Splitting a manifold into two components thus arises as an inverse
procedure. In the following, we describe the main idea and start with recalling briefly the notion
of gluing states, defined on spatial manifolds with boundary. Dual to this gluing one can define a
splitting procedure and the notion of extended Hilbert spaces.
3 Here we are working in a Hamiltonian framework, therefore ‘boundaries’ have to be understood as codimension 2
surface, which-in a covariant context-are usually called corners.
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5.1.1 Gluing
The gluing procedure considered here is a formal generalization of the one prescribed in the previous
chapters to reveal the Drinfel’d double structure. To be concrete, we consider a theory where the
(gauge co-variant) degrees of freedom are associated to the links of a graph Γ, as is the case in lattice
gauge theories, where one has group elements gl associated to the links l of Γ.
Let ΓA and ΓB be two graphs embedded into the hypersurfaces, ΣA and ΣB , respectively. We
assume both ΣA and ΣB have boundaries and that the embedded graphs end at the boundaries by
one or several open edges. The (gauge-covariant) wave functions defined on ΓA and ΓB , respectively,
live in the kinematical Hilbert spaces HkinΓA and HkinΓB . Let then {C }A be a set of constraints that we
require to be quasi-local, i.e. local e.g. with respect to the graph’s nodes and faces and their adjacent
structures, and HA the subspace of wave functions in the Hilbert space HkinA which satisfies these
constraints.4 Likewise for {C }B . To every constraint C , we assign a projector PC which projects
onto the subspace of wave functions ψ satisfying the constraint: Cψ = 0. One such constraint is the
Gauß constraint, which acts only at the internal nodes of the graph imposing gauge invariance.
At the level of the surfaces, the gluing between ΣA and ΣB is obtained by identifying a portion of
their boundaries. We denote the result of this operation ΣA∪B . At the level of the embedded graphs,
it is analogously defined by connecting the links along which the gluing is performed. We denote the
result ΓA∪B . Here we assume that the links ending at the two boundaries match under the gluing
procedure.5
Given two wave functions ψA ∈ HA and ψB ∈ HB , consider first the (usual C-)product of wave
functions ψA · φB ≡ G(ψA, ψB), defined on the glued graph ΓA∪B . In general, this product wave
function will not satisfy all the constraints {C }A∪B , which will include {C }A and {C }B but also further
constraints that result from the presence of new internal nodes and faces in ΓA∪B . Nevertheless, the
set of wave functions of the form ψA · ψB will span the extended Hilbert space HΓA ⊗HΓB =: Hext,
and hence the subspace HΓA∪B can be identified with the set of subspace of wave functions which
satisfy all the constraints {C }A∪B . Denoting the corresponding projector by PA∪B we finally define
the star product as
? : HΓA ⊗HΓB G−−−→ Hext A ◦B−−−→ HΓA∪B/∼
(ψA, ψB) 7−−→ G(ψA, ψB) 7−−−→ PA∪B .G(ψA, ψB)
(5.1)
In the following we will denote for brevity, C = A ∪ B. In the case where P = A ◦ B, we recover the
gluing procedure defined earlier.
5.1.2 Splitting
Splitting is the ‘inverse’ operation of gluing. Given a surface ΣC and embedded graph ΓC we firstly
have to introduce a boundary that splits ΣC into ΣA and ΣB , and ΓC into ΓA and ΓB , so that the
gluing gives back the corresponding structures. (One might want to choose certain restrictions on
which kinds of boundaries and graphs are allowed.)
To define the splitting of a wave function in HC we are looking for an isometric embedding map
E : HC → Hext ' HA ⊗HB , (5.2)
4Here we make the simplifying assumptions that the set of solutions to the constraints can inherit the inner product
of HkinA . This happens if zero is in the discrete spectrum of the constraints. If this is not the case a new inner product
needs to be constructed, see e.g. [134–137], and the following procedure needs to be amended accordingly.
5This can be ensured by introducing marked points on the boundaries where the links are allowed to end.
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such that ? ◦ E = id on HC . Note that this latter condition does not specify E uniquely, but we can
demand that E maps HC into HC understood as a subspace of Hext.6 (Remember that HC can be
identified with the set of wave functions in Hext satisfying all the constraints {C }C .)
The embedding E , therefore, maps wave functions in HC , which does not allow a straightforward
splitting, into an extended Hilbert space Hext ' HΓA ⊗ HΓB , which comes with a natural tensor
factorization associated to the splitting of ΓC into ΓA and ΓB . Hence, to integrate out the degrees of
freedom associated e.g. to ΓB , one first uses the embedding, and then traces over HΓB .
5.1.3 Flatness constraint
We have already mentioned the Gauß constraint of gauge theories. However, for our proposal, the
introduction of another constraint will be relevant. This is the flatness constraint, which acts at the
faces of the graph and demands that these have a trivial holonomy,7 i.e. a trivial magnetic flux through
them. Again, we will have closed faces, necessarily internal to Σ, and open faces as well, necessarily
including boundary components. We will demand the flatness constraints to hold for closed faces only.
At this point, the reader might wonder why we are interested in the flatness constraints. Firstly,
we can allow for curvature by introducing punctures, that is by removing disks from Σ and thus
introducing boundaries around which the flatness constraint does not need to hold. Introducing
sufficiently many punctures we can regain all curvature degrees of freedom. Therefore, our procedure
is not over-restrictive. On the other hand, the introduction of flatness constraints allows to achieve a
certain independence from the lattice by putting the focus rather on the punctures themselves, which
provide the support for the excitations. Secondly, with regard to the gluing and extension process, the
flatness constraints allow us to trade all Gauß constraint violations, appearing in the extended Hilbert
space as defined in [30, 31], for one flatness and Gauß constraint violation. The reason is that with
the flatness constraints holding almost everywhere (except at the punctures) we can change the graph
and its embedding without changing the physical content of the wave functions. Hence, in this way
we can change the number of links crossing the boundary to just one link. In other words, the many
local reference frames defined by the cut links are replaced by a global reference frame together with
demanding a locally flat connection near the boundary. We will later see that this allows to define the
(generalization of the) ‘magnetic centre’ choice [130] in terms of an extended Hilbert space procedure.
Naturally, by proceeding like so, we are implicitly working in the BF representation presented in the
previous chapter.
5.2 Entanglement entropy
We reviewed the issues arising when attempting the splitting of a Hilbert space HC of wave functions
satisfying a set of constraints {C }C into a tensor product. Such a splitting can be performed by
embedding the states in an extended Hilbert space Hext ' HA ⊗HB for which some constraints are
relaxed. This is described by an embedding map E : HC → Hext.
6In the case where we only take into account the Gauß constraint, this embedding map can also be expressed in
terms of the fusion tensor product introduced in the first chapter. Indeed, given a link l whose Hilbert space is obtained
as the fusion tensor product of two half-link Hilbert spaces, the embedding map reads
E : Hl ' HlL SU(2) HlR −→ Hextl ' HlL ⊗HlR . (5.3)
7That is glN · · · gl1 = 1 with 1 denoting the group unit and the group elements following clockwise or anti-clockwise
order along the boundary of the face.
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With a choice of embedding map at hand, we can define a notion of entanglement entropy for
states in HC . To do so, we first use the map E to embed a given state ψ ∈ HC into Hext ' HA⊗HB .
We then define the reduced density matrix
DAψ = trB
(E(ψ)E(ψ)) , (5.4)
from which the entanglement entropy can be readily evaluated
SA(ψ) := SA(E(ψ)) = −trA(DAψ lnDAψ ) . (5.5)
Notice that both DA and SA implicitly depend on E .
In [28, 30, 31], a definition of entanglement entropy was proposed for both abelian and non-abelian
gauge theories by Donnelly. His procedure was the type we just described—often referred to as the
extended Hilbert space method—and made implicit use of a specific embedding map. In [130], CHR
pointed out that (at least in the abelian case) Donnelly’s procedure agrees with their electric centre
prescription, but it was just one among other choices.
Here, we want to emphasize that, by choosing embedding maps different from Donnelly’s, the
extended Hilbert space construction can be generalized and is therefore not unique. In particular,
the alternative procedure proposed here does reproduce CHR’s magnetic centre prescription. This
at least for abelian gauge theories, since we will see that the non-abelian case necessarily includes
also an electric component. Hence, in so doing, we provide a tighter connection between CHR’s
algebraic constructions and the extended Hilbert space procedure. Moreover, by explicitly providing
an extended Hilbert space procedure matching the magnetic centre prescription, we correct claims
about its impossibility which have appeared in the literature [138].
In the rest of this section, we describe in detail the contributions to the entanglement entropy, as
defined by the extended Hilbert space procedure, along the lines of Donnelly [31]. While his analysis
was based on a specific embedding procedure (corresponding to a choice of spin network basis for the
Hilbert spaces involved), we will instead allow for generic embeddings and associated choices of basis.
With this toolbox at hand, we will relate the extended Hilbert space procedure to CHR’s observable-
algebra-based definition [130]. It is left to the forthcoming sections, the task of introducing the details
of the fusion basis for (2+1)-dimensional lattice gauge theories [4], needed to parallel the magnetic
centre choice, and the study of the corresponding embedding procedure and entanglement entropy.
5.2.1 Entanglement entropy from extended Hilbert spaces
Both the spin network basis and the fusion basis are indexed by representation labels, which we here
will denote generically by ρ. Notice, however, that these are representations for different algebraic
structures, namely for the group G and its Drinfel’d double D(G), respectively. As usual for basis-state
labels, the ρ’s encode the eigenvalues of a maximal set of commuting observables on the Hilbert space
HC . This hints already at the connection to CHR’s observable-algebra-based procedure as well as to
more general choices of maximal sets of commuting observables.
We split the representation labels into three sets: {ρA} associated to region A, {ρB} associated
to region B, and {ρ∂} associated to the boundary ∂A = ∂B. In the case of the fusion basis we
will just have one ρ∂ associated to the boundary. Also, in case we allow torsion excitation at the
punctures—that is violations of gauge invariance there—we have representation space indices M,N
associated with these punctures. These can be associated either to region A or B and we therefore
subsume them into the set of representation indices {ρA} and {ρB}, respectively.
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In the extended Hilbert space Hext = HA ⊗HB we will have a basis that includes a doubling of
the {ρ∂} labels to {ρ∂A} and {ρ∂B}. Furthermore, for each of these label sets, we have associated sets
of representation-space labels8 {N∂A} and {N∂B}.
Denote |ρA, ρB , ρ∂〉 and |ρA, ρ∂A, N∂A〉 ⊗ |ρB , ρ∂B , N∂B〉 elements of an orthonormal basis of HC
and HA ⊗HB , respectively. The embedding map E is then given by9
E |ρA, ρB , ρ∂〉 = 1∏
∂
√
dim(ρ∂)
∑
N∂
|ρA, ρ∂ , N∂〉 ⊗ |ρB , ρ∂ , N∂〉 . (5.6)
Given a state
|ψ〉 = ψ({ρ}) |ρA, ρB , ρ∂〉 ∈ HC , (5.7)
the corresponding density matrix DAψ , defined in (5.4), has the following structure:
DAψ =
⊕
ρ∂
P (ρ∂)
[ |ρ∂ , N∂〉〈ρ∂ , N∂ |∏
∂ dim(∂ρ)
⊗DAψ (ρ∂)
]
. (5.8)
We see that DA is block diagonal, with each block labeled by a boundary-representation vector |ρ∂A =
ρ∂ , N∂A = N∂〉, and weighted by the probability distribution
P (ρ∂) =
∑
ρA,ρB
ψ({ρ})ψ({ρ}) . (5.9)
This distribution is constant over the N∂ as a consequence of gauge invariance. On the other hand,
the density matrix associated to each block (independent of N∂) is
DAψ (ρ∂) =
∑
ρA,ρ˜A,ρB
1
P (ρ∂)
ψ(ρA, ρB , ρ∂)ψ(ρ˜A, ρB , ρ∂) |ρA〉〈ρ˜A| . (5.10)
Now, given this decomposition, one finds that the entanglement entropy (5.5) has three contributions
[30]
SA = H(P (ρ∂)) +
∑
∂
〈ln dim ρ∂〉 + 〈SA(DA(ρ∂))〉 , (5.11)
where 〈•〉 stands for the expectation value with respect to the classical probability distribution P (ρ∂),
and H(P (ρ∂)) for its Shannon entropy,
H(P (ρ∂)) = −
∑
ρ∂
P (ρ∂) lnP (ρ∂) . (5.12)
5.2.2 Relation to observable-algebra-based entanglement entropy
We now comment on the relation between this approach and the definition of entanglement entropy
via the splitting of the observable algebra. CHR’s original proposal [130] concerned only abelian gauge
theories. We will comment below on the non-abelian generalizations.
8 By this we mean the following. Call Vρ the vector space supporting the representation ρ, then N labels the elements
of a basis of Vρ.
9The product is over the boundary elements. In the case of the fusion basis we will have only one boundary element
and index ρ∂ . In the case of the spin network basis any edge cut by the boundary is a boundary element.
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Given the algebra of observables O, associated to the gauge-invariant Hilbert space HC , one
chooses a commuting subalgebra of observable Z, associated to the boundary ∂A = ∂B. This com-
muting subset Z of observables serves as centre of a new, reduced, observable algebra Ored, which
is obtained by removing all the observables, which do not commute with the designated centre Z.
The choice of Z must be done in such a way that Ored admits a splitting Ored = OA ∪ OB into two
mutually commuting subalgebras, which can be associated to the regions A and B, respectively. These
subalgebras clearly have a non-vanishing intersection given by the centre, OA ∩ OB = Z.
Now, HC (usually) provides an irreducible representation of the observable algebra O. By remov-
ing observables from O, one finds that the reduced algebra Ored features superselection sectors on HC .
These superselection sectors are precisely labeled by the eigenvalues {λ}Z for the observables in Z.
This is because the original Hilbert space has by construction the structure
HC =
⊕
{λ}
H{λ}C =
⊕
{λ}
H{λ}A ⊗H{λ}B , (5.13)
where each superselection sectorH{λ}C can be readily factorized intoH{λ}A ⊗H{λ}B . Clearly, H{λ}A (H{λ}B )
carries a representation of the algebra OA (OB , respectively), with elements in Z acting trivially as
multiples of the identity operator.
The observables in Z can be also understood as boundary conditions, characterizing each of
the superselection sectors. This interpretation physically explains the ‘classical’ behaviour of these
observables noticed by CHR. See also the discussion in [139].
At the beginning of this section, we introduced the basis |ρA, ρB , ρ∂〉 for HC . This basis immedi-
ately suggests one to choose the centre Z to be generated by the projectors Pρ∂ onto the subspaces
spanned by the |ρA, ρB , ρ∂〉 with varying ρA, ρB but fixed ρ∂ . This is equivalent to requiring the
eigenvalues {λ}Z to be directly determined by the labels ρ∂ ≡ {ρ∂}Z . Henceforth, with this choice in
mind, we will replace the superindex {λ} by ρ∂ .
The definition of entanglement entropy via the specification of a centre by CHR [130] did originally
concern only the abelian case. It can also be generalized to the non-abelian case, albeit in two different
manners. One choice corresponds to staying withing the algebraic framework based on gauge-invariant
observables alone [131]. In this case one forms density matrices with a superselection structure as given
by (5.13)
D =
⊕
ρ∂
P (ρ∂)D(ρ∂) . (5.14)
Factorizing each sector Hρ∂ into Hρ∂A ⊗Hρ∂B one can compute the entanglement entropy SA(DA(ρ∂))
for each sector separately. The entanglement entropy for the entire system is then defined as
SA := H(P (ρ∂)) + 〈SA(D(ρ∂))〉, (5.15)
where again 〈•〉 stands for the averaging with respect to P (ρ∂).
We see that this result does not completely reproduce the extended Hilbert space procedure (5.11),
as in (5.15) we do not have the term 〈ln dim ρ∂〉 appearing (this term trivially vanishes for the abelian
case). The source of the discrepancy is the following. In the extended Hilbert space procedure, the
density matrices resulting from the embedding map E , have also a superselection structure. But this
superselection structure is more refined: additional subsectors appear that are related to the internal
indices of the representation N∂ := N∂A = N∂B . Consequently, the density matrices resulting form
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the embedding procedure are effectively characterized by the following probability distribution
P (ρ∂ , I∂) =
P (ρ∂)∏
∂ dim ρ∂
, (5.16)
and block density matrices
DA(ρ∂ , I∂) =
DA(ρ∂)∏
∂ dim ρ∂
. (5.17)
The entanglement entropy for density matrices with such a superselection structure is given by
SA = H(P (ρ∂ , N∂)) + 〈SA(DA(ρ∂ , N∂))〉P (ρ∂ ,N∂)
= H(P (ρ∂)) +
∑
∂
〈ln dim ρ∂〉P (ρ∂) + 〈SA(DA(ρ∂))〉P (ρ∂) (5.18)
where here 〈•〉P (ρ∂ ,N∂) denotes averaging with respect to P (ρ∂ , N∂) and 〈•〉P (ρ∂) averaging with respect
to P (ρ∂). This definition reproduces the splitting into three terms as in (5.11).
This second choice of superselection structure, which includes the magnetic indices N∂ , is not tied
to the initial gauge invariant observable algebra, as the magnetic indices only arise after cutting the
manifold. One can, however, argue that cutting the manifold one introduces a boundary, and that the
magnetic indices should be part of the boundary data together with the ρ∂ , characterizing (sectors of)
wave functions defined on manifolds with boundary. In other words, one could argue that the splitting
of a system into subsystem requires the introduction of additional information about the reference
frames at the boundary, as encoded in the magnetic indices, which is needed to perform a consistent
gluing.
Thus, the first two contributions to the entanglement entropy in (5.18) are resulting from the
superselection structure and are thus due to the classical probability distribution (5.16). Indeed, it
was conjectured by CHR and proven by [131, 140] that only the third contribtion in (5.18) gives
the so-called distillable entropy, which is defined to be the maximum number of Bell pairs that can
be extracted by a so-called entanglement distillation. The latter process involves a choice of (local)
operator algebra, which in [131, 140] is based on the reduced operator algebra Ored. Thus the notion
of distillable entropy also depends on the choice of reduced operator algebra or alternatively boundary
conditions.
From a physical standpoint, what all this discussion is reminding us is that the concept of entropy
is coarse-graining, i.e. observer, dependent. By varying the amount of information we know, or
conversely, we would like to know about a system, we calculate different entropies. This can be
summarized in the statement, that entropy is an epistemological quantity. And in sophisticated
enough situations, also the entanglement entropy is such.
As mentioned above, the extended Hilbert space procedure was first proposed using spin network
functions [28–31]. Here the representation labels ρ∂ characterize the eigenvalues of electric flux op-
erators associated to the links that are cut by the boundary (for non-abelian gauge theories one can
take Casimir operators formed from the electric fluxes associated to each such link, see [131]). Thus,
in the corresponding algebraic definition the centre is formed by these electric operators. Below, we
focus on the extended Hilbert space procedure for the fusion basis, where ρ∂ characterizes a so-called
closed-ribbon operator along the boundary between the two regions A and B. In the case of an abelian
theory (and considering only gauge-invariant wave functions), this ribbon operator reduces to a Wilson
loop. Thus, in this case, the centre is given by a magnetic operator. For non-abelian gauge theories,
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however, the closed-ribbon operator measures also an electric excitation, related to the total flux of the
electric field flowing out of the enclosed region. Note that this can be non-trivial even for completely
gauge invariant wave functions. Thus, for non-abelian theories, the magnetic centre gets naturally
enlarged by a further electric operator.
5.3 Fusion basis for lattice gauge theories with fixed lattice
In this section, we review the construction of the fusion basis for a (2+1)-dimensional lattice gauge
system for finite groups. However, this time, we work with a fixed lattice. Therefore, we are not
explicitly working in the BF representation. As such, this is closer to the usual formulation of lattice
gauge theories. As before, we fix the topology of the underlying two-dimensional hypersurface to be a
puncture 2-sphere.
This section essentially provides a more detailed construction of the fusion basis for a fixed lattice as
sketched at the end of the previous chapter. The reader should therefore expect some overlap between
this section and sec. 4.6.
5.3.1 Different viewpoints
Let Γ be a graph embedded into S2. Γ being planar, we can unambiguously identify its plaquettes or
faces. The shift of point of view we propose relies on the assumption that Γ carries excitations located
at the faces. As we will explain presently, these excitations have to be understood with respect to the
BF vacuum.
First, we consider curvature excitations since they are naturally carried by the faces of Γ. Indeed,
they are characterized by the amount of curvature carried by every face, defined as the trace of the
holonomy surrounding the face. In the electromagnetic case these are precisely the magnetic fluxes.
Then, we consider torsion excitations, that is violations of the Gauß constraints. In the electro-
magnetic case these excitations correspond to the presence of non-vanishing electric charges. Being
associated with a Gauß constraint violations, these excitations are a priori located at the nodes of Γ,
and not at its faces as we desired. To obviate this problem, we introduce extra links and nodes. More
precisely, we introduce one new link and one new node for each face. For a given face, this new link
starts at some node on its boundary and ends at a new one-valent node placed in its interior. The
valency of an internal node is strictly bigger than one. In the same spirit, we call the links adjacent
to the end nodes open links. Fig. 5.1 depicts such a construction in the case of a lattice with square
faces.
The result of this construction is an extended graph Γ′ which leads to a new Hilbert space HΓ′
equipped with an inner product of the same form as the previous one, see (7.17). As we already know,
allowing for torsion excitations is a necessity in the case of non-abelian gauge theories, even in the
case we do not allow them at the lattice scale. We restrict our focus on the subspace of Hp constituted
by wave functions which are gauge invariant at all internal nodes, but not at the end node, where p
stands for the number of end-nodes in Γ′.
Note that the Hilbert space Hp is unitarily equivalent to the subspace of wave functions in HΓ
which are gauge invariant at all nodes where one does not attach an open link. In other words, we can
map the torsion excitations from Hp to HΓ by associating them with the nodes to which one attaches
an open link. For the example of the lattice depicted in fig. 5.1, gauge invariance violations at almost
all nodes can be taken into account in the Hilbert space Hp. Furthermore, one can also generalize the
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Figure 5.1. The left panel represents a lattice of three plaquettes embedded on a two-sphere by closing it
with an outer plaquette. For every plaquette, including the outer one, an open edge going from the lattice to
a marked point can carry torsion degrees of freedom. The middle panel represents an equivalent description
where the plaquettes are replaced by punctures. The solid lines now represent a minimal graph embedded on
the corresponding punctured sphere. The right panel finally proposes another graphical representation where
the topology of the punctured sphere is deformed to obtain pairs of pants. This final representation is the
preferential one for the construction of the fusion basis.
definition of Hp, allowing more than one open link to end in a given face [4]. This allows to take into
account all possible gauge invariance violations, starting from an arbitrary graph Γ.
The change of point of view we adopt here can be made more explicit by placing a puncture in
the middle of each face. More precisely, instead of thinking of a lattice embedded in S2 and allow for
some excitations, we can directly imagine a graph embedded onto a punctured sphere. In this case,
we can map a lattice with p faces to a graph embedded on a p-punctured sphere. The face holonomy
becomes the holonomy surrounding the puncture while the open edges now go from a node of the
graph to one-valent node sitting at the puncture.
5.3.2 Holonomy basis for Hp
We now construct a holonomy basis of the Hilbert space Hp. As the name suggests, this basis is
designed to diagonalize holonomy operators. These operators are demanded to be based on paths
which start and finish at the end nodes. To define a maximal set of such holonomy operators, we join
the two following subsets:
i) G-holonomies—First, we single out one end-node and call it the root node, nr. We call the face
enclosing this root node the outer face. We then need to choose a set of paths from the root
node to each of the other end nodes {ne}. For this we pick a (connected) spanning tree in Γ′
denoted T ′. Such a tree uniquely determines a path P ′n from the root node to any other node
n, and a fortiori also to the end nodes of Γ′. The set of G–holonomies {Gne} is defined as the
oriented product of holonomies following the paths P ′ne :
Gne ≡
→∏
l⊂P′
ne
gl . (5.19)
This set automatically fixes all holonomy between pairs of end nodes along paths supported on
T ′.
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Figure 5.2. Example of lattice with six plaquettes embedded on the two-sphere §2 by introducing an outer
plaquette. The wiggly lines represent the connected spanning tree T ′. For each plaquette we associate a G–
holonomy defined as the product of holonomies going from the corresponding end node to the root following
T ′ and a H–holonomy defined by going anti-clockwise around the face starting and ending at the end-point.
For the upper-left face we have for instance G7 = h7h11h12h6h0 and H7 = h7h
−1
4 h1h10h
−1
7 .
ii) H-holonomies—The second set is constituted of holonomies {Hne} based on closed paths {L′ne},
going anti-clockwise along the boundary of every face containing a puncture ne (all the others
being trivial, anyway) and starting at the end-node ne associated to the face itself,
Hne ≡
→∏
l⊂L′
ne
gl . (5.20)
Note that in order to obtain a maximal set of holonomies, it is not necessary to include the one around
the outer face as long as we include the holonomies around all the other faces.
Thus, a basis wave-function turns out to be labeled by (p−1) pairs (Gne , Hne) ∈ G2. Denote
it ψ{Gne ,Hne}. fig. 5.2 depicts an example of such a construction. The wave functions can finally
be written in a fully covariant form as a product over delta functions prescribing the G– and H–
holonomies. For the sake of clarity, let us look at the minimal examples of a lattice with two faces.
Replacing the faces by punctures, this corresponds to considering an embedded graph on the twice-
punctured sphere. Since the twice-punctured sphere I ≡ Σ02 is topologically equivalent to a cylinder,
we have the following gaphical correspondence:
⇔ . (5.21)
with the marked point at the bottom puncture chosen as the root node. Applying the previous
prescriptions, the gauge covariant form for the holonomy basis states on the two-faces square lattice
(or twice-punctured sphere I) is given by
ψG,H(g1, . . . , g4) = |G|3/2δ(G, g3g2g1)δ(H, g3g4g−1g−13 ) ≡ = , (5.22)
where we have chosen a particular normalization that will turn out to be convenient later on.
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5.3.3 Hierarchical set of ribbon operators
The holonomy basis {ψ{Gne ,Hne}} diagonalizes holonomy operators that are not gauge invariant at
the end nodes and for this reason it is for now quite involved to specify a complete and independent
subset of fully gauge invariant wave functions. Therefore, we first aim to find a (maximal) set of
gauge-invariant operators and hence the basis which diagonalizes it.
Starting from the holonomy basis, the previous remark suggests that we should include into the set
of gauge invariant operators the conjugacy class of the holonomies {hne}. Let us for instance consider
a lattice and two faces associated with the end nodes ne1 and n
e
2. We denote hne2∪ne1 the holonomy
surrounding these two faces. If we have a non-abelian group G, knowing only the conjugacy classes C1
and C2 of the two holonomies hne1 and hne2 , will in general not determine the conjugacy class of hne2∪ne1
uniquely. Therefore the conjugacy class of the holonomy going around two faces generally encodes
more information than the one provided by the conjugacy classes of the individual faces. It turns out
that, knowing the individual conjugacy classes, the set of conjugacy classes one can obtain for the
holonomy around the two faces is determined by so-called fusion rules.
The fusion basis diagonalizes a hierarchical set of (gauge invariant) operators, detecting the conju-
gacy classes of loop based holonomies. This hierarchical set is described by a so-called fusion tree. We
choose it to be rooted and binary (i.e. with three-valent internal vertices) such that the end vertices of
this tree are associated to the faces (or punctures) together with their corresponding end nodes, and
the root of the tree is associated to the outer face with the root node nr. The combinatorial structure
of the fusion tree determines which faces (or loops, or punctures) and in which order, are fused to form
larger ones. Thus, the fusion tree determines for which hierarchical merging of loops one considers the
associated closed holonomies. As an extra condition, we require the set of loops underlying the closed
holonomies not to cross each other.
The hierarchical set of loops {`} defined above prescribe gauge invariant functionals {f(g`)} which
detect the conjugacy classes and therefore capture the curvature (or magnetic) degrees of freedom. In
particular, this defines Wilson loop operators {W f` }. However, we would also like to have operators
that characterize the torsion (or electric) degrees of freedom. Indeed, even if we consider completely
gauge-invariant functionals without torsion degrees of freedom for the original faces, we might have
‘emergent’ torsion degrees of freedom which arise when applying the fusion scheme described above.
This is the one reason why torsion excitations might appear under coarse-graining [4, 18, 22, 23, 141].
This feature is again characteristic of non-abelian groups and such effective torsion charges have been
named Cheshire charges in [141]. Conveniently, the torsion degrees of freedom can be captured with
operators based on the same hierarchical set of loops, as the one used for the curvature degrees of
freedom. The difference is that these operators include the action of translation operators. As we
already know, by putting together these two kinds of operators, we obtain the closed ribbon operators
(see sec. 4.5).
A set of closed ribbon operators {Kβ [C,R]} is mutually commuting as long as the ribbons do not
cross each other. The fusion basis diagonalizes exactly a certain choice of such mutually commuting
closed ribbon operators. This leads to a hierarchical set of ribbons. Indeed, first we consider the
set of ribbons around the basic faces (or punctures), excluding the root face. These define the basic
excitations. One then fuses two excitations by considering ribbons around fused faces or punctures. In
each step one fuses two excitations, which can be either basic ones or excitations resulting themselves
from a fusion. One proceeds until there is only the outer face or root puncture left. Since we consider
a sphere the ribbon around the root puncture agrees with the ribbon around the remaining punctures
modulo orientation. The choice of fusion scheme can be encoded in a fusion tree, where the end
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Figure 5.3. For a given fusion tree we identify the region A as a set of punctures and B its complement. The
splitting is performed by cutting a cylinder of the fusion tree. This cut requires the introduction of additional
punctures. Note that the fusion tree employed here is the same as the one appearing in the alternative fusion
states defined in app. B.1.
vertices of the tree correspond to the end nodes of the graph, that is to its faces or punctures, and the
root of the tree correspnds the root of the graph, that is to its outer face. The trivalent vertices of the
tree encode the fusion of two excitations into a new one. The edges of the fusion tree are labeled by
pairs (Cβ , Rβ) where β ∈ {1, · · · , 2p− 3}. These labels determine a set of fusion basis states, namely
those fusion basis states the closed ribbon operators Kβ [Cβ , Rβ ] project onto.
These fusion basis states can be explicitly defined as in the previous chapter and we represent them
as before (see e.g. eq. (4.36)). With such a graphical notation, it is clear that the usual lattice-based
representation has been abandoned in favour of a representation relying exclusively on the excitations
and the way they fuse together. Therefore it is natural at this point to define a region not so much in
terms of the underlying lattice but only in terms of the excitations it contains. Note that a different
choice of fusion tree would lead to a different fusion basis.
5.4 Entanglement entropy in lattice gauge theories
With the fusion basis at hand, we have all the ingredients to define a new notion of entanglement
entropy through the procedure of sec. 5.2. There, we assumed to have a basis labeled by representation
indices {ρ}, and that the system under scrutiny was divided in two regions generically associated to
a set of representation labels {ρ∂}. Now, in the case of the fusion basis, and assuming that there is
only one connected boundary, this set of labels can always be reduced so that it includes only one
representation ρ∂ .
This representation label describes the outcomes of the closed ribbon operator going along the
boundary between regions. The extension procedure described in sec. 5.1, introduces an extended
Hilbert space Hext = HA ⊗ HB , which factorizes into two Hilbert spaces. These two Hilbert spaces
correspond to the two systems one obtains after splitting the surface Σ along the boundary, see the
discussion in sec. 5.1.
Fig. 5.3 represents the cut into two regions in the picture using punctures and the fusion tree. In
the usual lattice picture the cut proceeds along the boundary of the plaquettes. More precisely we can
imagine to double the Wilson loop around e.g. the region A into two loops which go closely parallel
to each other. The two Wilson loops are connected with one ‘small’ link, whereas the area between
the two loops carries flat connection.10 The cut proceeds then in-between the two Wilson loops and
10Demanding flat connection for this area and gauge invariance at the additional nodes, we can uniquely map the
state on the original graph to the graph with the doubled Wilson loop.
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Figure 5.4. Example of splitting on a square lattice between two plaquettes and the complementary graph.
First the plaquettes are isolated by doubling the boundary links. An extra link is added to connect the
isolated plaquettes to the rest of the lattice. The group element on this extra link is determined by the flatness
constraint imposed on the face represented in gray. The splitting is finally performed along the dashed line.
cuts the link connecting the two loops.
Let us mention some key differences between this extension procedure and the one which uses spin
network states as in [28, 30, 31]. The use of the fusion basis emphasizes the role of the excitations
with respect to the BF vacuum, which in turn prescribes gauge-invariant flat connection. In (2+1)d
this means that only the position of the punctures matters, not the graph itself. This feature is
particularly important for the application to (2+1)-dimensional gravity, where the BF vacuum, with
defect excitations describing particles, give the physical states [124, 142].
The two procedures can be also compared in how ‘big’ the extension of the Hilbert spaces is. This
can be quantified in terms of how many constraints are violated in the extended Hilbert space. In the
case of the spin network basis this includes all the Gauß constraints at the two-valent nodes that result
from the boundary cutting links. In the case of the fusion basis this includes only one Gauß constraint
and one flatness constraint. In the picture described above, the Gauß constraint needs not to hold
anymore for the link which is cut into two. And the flatness constraint that is violated in the extended
Hilbert space is the one between the two Wilson loops arising from doubling the Wilson loop along
the boundary.
This is, nonetheless, a sort of minimal choice which can always be made. A more general splitting
can be introduced also for the fusion basis. This corresponds to choosing arbitrary more marked points
along the boundary of the two regions. In this way, more Gauß constraint violations will be added
(but no extra curvature violation, see [4]). From the observable algebra perspective, this corresponds
to declaring observable a series of gauge-variant holonomies along a set of paths which partition the
boundary. This extension will only introduce additional vector-space indices (i.e. new indices ‘next
to’ the (M,N) in Vρ∂ ). Later, we will briefly discuss what kind of consequence this has for the
entanglement entropy.
We are now going to explicitly calculate the entanglement entropy for some simple choices of states
and regions. To remind the reader, the entanglement entropy has three contributions
SA = H(P (ρ∂)) + 〈ln dim ρ∂〉 + 〈SA(DA(ρ∂))〉 , (5.23)
where P (ρ∂) is the classical probability distribution
P (ρ∂) =
∑
ρA,NA
ρB,NB
ψ({ρ;N})ψ({ρ;N}) , (5.24)
while 〈•〉 andH(P (ρ∂)) denotes the average with respect to P (ρ∂) and its Shannon entropy respectively.
∼ 83∼
CHAPTER 5. ENTANGLEMENT ENTROPY FOR LATTICE GAUGE THEORIES
5.4.1 Entanglement entropy of fusion basis states (and BF vacuum)
We start with a fusion basis state on the p-times-punctured sphere Σ0p. Its expansion in the fusion
basis of course gives (
ψf[{ρ0;N0}]
)
({ρ;N}) =
∏
β
δρβ ,ρ0β
∏
α
δNα,N0α . (5.25)
Here β labels the edges of the fusion tree and α its endpoints. We partition the punctures into two sets
A and B. We choose a fusion tree such that the A and B sets are only connected by one fusion tree
edge labeled by ρ∂ = ρ
0
∂ . That is we are only considering fusion basis states from a basis characterized
by a tree which is ‘compatible’ with the prescribed splitting. Such a basis always exists (and in fact,
there are many).
In this case the classical probability distribution P (ρ∂) is peaked on one particular value P (ρ∂) =
δ(ρ∂ , ρ
0
∂), thus the associated Shannon entropy vanishes. The density matrices D
A(ρ∂) are defined to
vanish for ρ∂ 6= ρ0∂ , and the density matrix DA(ρ0∂) has only one non-vanishing entry equal to 1 on
the diagonal, and therefore gives no contribution to the entanglement entropy (5.23). Therefore, we
are left with the middle term in (5.23)
SA(ψf[{ρ0;N0}]) = ln dim ρ0∂ . (5.26)
Notice that we find a vanishing entropy for theBF vacuum state, as in this case dim ρ0∂ = 1. This agrees
with the result found in [130] for abelian gauge theories with the magnetic centre choice on the BF
vacuum state. For abelian structure groups, ρ = (C,R) is labeled by a group element (as C = {g}) and
an irreducible representation of its stabilizer, that is of the whole group. This irreducible representation
is—the group being abelian—one-dimensional. Hence, in this case dim ρ = |C| · dimVR = 1, and the
entanglement entropy vanishes for (compatible) fusion basis states.
We can also consider gauge invariant projections of fusion basis states, as defined in sec. 5.3.
We can consider these states both in the Hilbert space Hp which allows for torsion excitations at
the punctures, and its gauge invariant projection, where torsion excitations do not appear for the
punctures (but can—in the non-abelian case—appear for internal edges of the fusion tree). In both
cases the result is the same as in (5.26). The only difference could have been in the contributions from
the density matrices DA(ρ∂), but these do describe pure states also after the action of gauge-averaging
projectors. This is because such projectors act locally within one single region.
Let us shortly come to the extension mentioned at the end of this section’s introduction. This extension
consists in a generalization of the Hilbert space Hp and of the corresponding fusion basis to the case
where more than one link is allowed to end on a given puncture (in this case the puncture that is
identified with the boundary between the two regions, see [4]). It turns out that the corresponding
fusion basis is still labeled with the same representations, the only difference is in the vector space
indices N at the extended puncture: For each additional marked point accompanied with a link
ending at the puncture the index range is multiplied by |G|, the order of the group. Associated to
this generalization of the fusion basis we can also consider a generalization of the gluing and extension
procedure. Basically we can decide by how many graph links we wish to connect region A and region
B. Note that this reintroduces a graph dependence11 that previously we fixed by using an equivalence
11More precisely one decides on the number of marked points along the boundary through which the crossing links
have to pass.
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relation between states, that allowed us to change the underlying graphs. This enabled us to always
reduce to the case that region A and region B are connected by only one link.
Using this generalized procedure the adjustment of the entropy formula is very simple. The result
is that for each additional marked point the entanglement entropy increases by ln |G|. Interestingly, it
turns out that the following relations between dimensions hold (see e.g. [4])
dimD(G) = |G|2 =
∑
ρ
(dim ρD(G))2 , (5.27)
where the first is a dimension of the Drinfel’d double seen as a vector space spanned by the basis
{[G,H]}, the second is the cardinality (order) of the group G, and the last one is again a dimension
of a vector space, i.e. of Vρ. The last term in the above equality is also known as the (square of the)
‘total quantum dimension’ of the fusion category given by the irreducible representations of D(G):
ΩD(G) :=
√∑
ρ
(dim ρD(G))2 . (5.28)
Hence, we find that for a (compatible) extended fusion basis state, with m marked points12 at the
boundary puncture, itself labeled by ρ∂ , the entanglement entropy amounts to
SA(ψ
m
f [{ρ0;N0}]) = ln dim ρ0∂ + (m− 1) ln ΩD(G) (5.29)
Notice, that by using such a graph-dependent formula, one obtains also a non-vanishing contribution
for the BF vacuum state. This can be understood by realizing that the extended Hilbert space allows
now a refined information on the gauge connection along the boundary. For example, with two links
crossing the boundary we can specify the holonomy between the corresponding two marked points on
the boundary. This holonomy can be non-trivial even if the holonomy along the complete boundary
is trivial.
Remarkably, the result (5.29), applied to the BF vacuum with Z2 gauge group, does agree with
the entanglement entropy defined via the Hilbert space extension based on the spin network basis
(or with the electric centre choice) found in [30]. To this end one has to choose m, the number of
links connecting regions A and B to agree in both procedures. As we pointed out however, with our
procedure, based on the fusion basis we are free to perform the (BF representation based) continuum
limit keeping m fixed, ensuring a finite (or vanishing if m = 1) entanglement entropy for the BF
vacuum. In contrast, using the Ashtekar-Lewandowski representation, the continuum limit of the
BF vacuum state requires to take m to infinity, thus leading to an infinite entropy in this limit.
Nevertheless this agreement in results is striking and it would be interesting to see if this holds for
more generic states.
5.4.2 States generated by the action of open charge ribbon operators
Let us go back to the usual Hilbert space Hp and consider another class of examples, namely states
that are generated from the BF vacuum by applying a number of open ribbon operators, that are
going from region B to region A. We start with the case of two charge ribbon operators R1[ρ1] and
R2[ρ2], associated to two different paths. Thus we have to consider states on the 4-punctured sphere
Σ04.
12This number, m, includes also the marked point which is always supposed to be there. Hence m ≥ 1 in this
definition, and m = 1 for ‘minimal’ fusion basis states.
∼ 85∼
CHAPTER 5. ENTANGLEMENT ENTROPY FOR LATTICE GAUGE THEORIES
Figure 5.5. A class of states is generated from the BF vacuum by acting with several open ribbon operators
going from a region B to a region A. The entanglement entropy for such states can be computed using the
fusion basis construction.
In this case too, the contribution SA(D
A(ρ∂)) vanishes as D
A(ρ∂) describes again a pure state.
As shown in more detail in app. B.2 the other two contributions to the entanglement entropy are
determined by the probability distribution
P (ρ∂) = N
ρ∂
ρ1ρ2
dim ρ∂
dim ρ1 dim ρ2
. (5.30)
Note that this agrees with the expectation value of the closed ribbon operator K[ρ∂ ] along the boundary
of the two regions, i.e. P (ρ∂) = 〈K[ρ∂ ]〉. One has indeed
∑
ρ∂
P (ρ∂) = 1. With this probability
distribution one can compute the entanglement entropy for the state under consideration to be
SA = ln dim ρ1 + ln dim ρ2 . (5.31)
More generally, we can consider n non-intersecting ribbons Ra[ρa], a = 1, . . . n, all going from region
B to region A. These will generate a state proportional to the normalized state (see app. B.2)
∑
ρn+1,...,ρ∂
N
ρ(n+1)
ρ1ρ2 N
ρ(n+2)
ρ(n+1)ρ3 · · ·Nρ∂ρ(2n−2)ρn
√
dρ∂
dρ1 · · · dρn
ψ̂
Σ02n
f [{ρa}, {ρ, . . . , ρ}2(n−1)(n+1) , ρ∂ , {ρ, . . . , ρ}2(n−1)(n+1) , {ρa}; {Na}, {Ma}] , (5.32)
where the states ψ̂
Σ02n
f are the orthonormal fusion basis states defined in app. B.1. Again the entan-
glement entropy is determined by the first two terms in (5.23) to be simply
SA =
∑
a
ln dim ρa . (5.33)
We thus get the entropy to scale with the number of ribbon operators crossing the boundary. Note that
we only get a non-vanishing entropy for these states due to the first two ‘classical” contributions to
the entanglement entropy (5.23). The distillable entanglement entropy would therefore be vanishing.
This is probably due to the fact that the ribbon operators generating these states are not part of the
reduced observable algebra Ored, that underlies the definition of distillable entanglement entropy.
5.4.3 Comparison with the literature
A similar result to (5.33) was also obtained in [143, 144], which considered the entanglement entropy
for Chern-Simons theory. Whereas [143] uses the replica trick in a covariant path integral approach
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combined with surgery techniques, [144] employs again the replica trick but within the conformal field
theory induced on the boundary.
In these two references, the entanglement entropy is also computed for states on the sphere as
generated by the insertion of Wilson line operators. Notice, that the Chern-Simons Wilson lines involve
holonomies of a Poisson non-commutative connection, which is therefore not the connection involved
in our underlying states. At the same time, our states are generated by the action of ribbon operators,
which are exactly Wilson lines for the double of the group. The analysis of [128, 145] actually shows
explicitly that the quantization of BF theory with gauge group G is equivalent to the combinatorial
quantization of Chern-Simons theory for the double D(G). This result13 suggests that by appropriately
identifying the structures in our computation and in theirs, they should match exactly, in the sense
that they aim to compute the same physical quantities in two equivalent quantization schemes. After
this premise, we can now compare the results.
First of all, while [143] finds finite answers, those of [144]—found through computations in the
edge field theory—are divergent. This divergence is due to an offset proportional to the central charge
of the dual conformal field theory, and can therefore be thought as being associated to its zero-point
energy. We will come back to this term later, for the moment let us focus on the other terms on which
[143] and [144] agree. These terms contain two contributions. The first contribution S1 coincides with
our result (5.33), while the second S2 is another universal offset determined by the total quantum
dimension Ω
S2 = − ln Ω. (5.34)
This can be interpreted as a ‘vacuum contribution’ to the entanglement entropy. It is a negative
contribution. As such, it cannot result from a finite Hilbert space computation, and in fact we do
not find it. (This term is also related to the so-called topological entropy [39, 146], whose study in
the framework of [39] needs the application of the fusion basis technique to disconnected regions. We
postpone this study to future investigations.)
Finally, coming back to the (positive) divergent term found using the dual field theory, it is
interesting to speculate about its possible origin in the discrete framework. In Chern-Simons theory
on a three-manifold with boundaries, the dual CFT living on the boundary is given by the WZNW
model. If the three-manifold is a two-disk times an interval, a way to see the appearance of the WZNW
model is by solving explicitly the flatness constraint in the bulk of the disk. In the standard notation
Aµ(x) = g(x)
−1∂µg(x). This leaves us with the field g(x) on the boundary, since its bulk contributions
to the action essentially cancel out (modulo topological terms). Therefore, it is the choice of local
frame g(x) in which the flat gauge connection is evaluated which encodes the boundary CFT field (see
also [147] for these derivations in relation to three-dimensional gravity). At this point, it is natural to
draw a parallel between the frame g(x) in the continuum theory and the local frames we introduce in
the refined boundary-puncture picture. If this is done, it is clear that infinitely many refining points
on the boundary-puncture are needed to fully capture the dual field theory. In this limit also our
entropy diverges. But as our procedure and the regularization procedure used in [144] are completely
different, a more precise relation is difficult to obtain at this stage. In spite of this, we find this
question extremely interesting.
13Their result holds ‘on-shell’ as a quantization of the moduli space of flat connections. However their construction
involves ‘off-shell’ quantities as well, and the claim we are going to make can be in principle checked rigorously. We
postpone the study of this interesting question to future work.
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5.4.4 TQFT based continuum limits
In sec. 5.3, we defined the Hilbert spaces Hp that capture 2p− 2 degrees of freedom of a gauge theory
on a fixed graph or lattice embedded on the 2-sphere. The set-up taken here allows to embed these
Hilbert spaces Hp into a continuum Hilbert space Hcont.
This leads to the so-called BF representation [22, 86, 96], consisting of a Hilbert space which
supports a representation of a continuum observable algebra, formed by the ribbon operators. The
Hilbert space is based on the BF vacuum state, which is sharply peaked on flat connections, and is
spanned by states that arise from the action of finitely many open ribbon operators on this vacuum
state. The ribbon operators are then allowed to end at arbitrary points, which hence define the
punctures. Such a Hilbert space can be constructed as an inductive limit from a family of Hilbert
spaces based on fixed graphs (or more precisely equivalence classes of graphs, see [22, 86, 96]). In this
latter viewpoint one puts all degrees of freedom, which are finer than the ones supported by the fixed
graph, in the BF vacuum state.
This leads us to the following interpretation of the result (5.33). First of all, the vacuum state
has a vanishing entanglement entropy. Then, each (charge ribbon) operator R[ρ] that connects the
two regions contributes to the entanglement entropy with ln dim ρ. This is despite the fact that in our
definition of entanglement entropy we make explicit use of a particular fusion basis, which involves
only one ribbon crossing the boundary.
An analogous result holds for the electric centre choice, or its spin network based extension [31].
Here we can also introduce a continuum Hilbert space, known as Ashtekar-Lewandowski representation
[67, 68, 133]. This Hilbert space is based on a vacuum state peaked on vanishing electric fluxes. Wilson
loops and lines do now act as creation operators. In fact a spin network state results from the action of
a network of Wilson lines connected via intertwiners. Using the spin network based extension, one also
finds that the entanglement entropy of a spin network basis state is given by
∑
a ln dim ρa where now
ρa denotes the irreducible representation of G associated to the a-th spin network link which crosses
the boundary. Again, one finds that the associated vacuum (the Ashtekar-Lewandowski vaucuum) has
vanishing entanglement entropy.
However, if we express the BF vacuum in the spin network basis and use the procedure of [31]
to define the entanglement entropy, we notice that the result depends on the underlying graph. In
particular, taking a refinement limit for the graph we would find a divergent result. Such a refining
limit is necessary in this case to fully (i.e. everywhere) describe the BF vacuum. In other words,
the BF vacuum is an infinitely excited state with respect to the Ashtekar-Lewandowski one, and the
entanglement entropy reflects this fact. On the other hand, using the fusion basis and the related
Hilbert space extension we emphasize the excitations relative to the BF vacuum itself. This leads to
a result which is graph independent, a fact that makes our method applicable to the case of (2 + 1)
dimensional gravity, which is described via a BF theory with defects describing point particles. Of
course, attempting a description of the Ashtekar-Lewandowski vacuum (that is the strong coupling
limit of Yang Mills theory) in terms of the fusion basis would also lead to results which are graph
dependent or divergent.
Thus, we see that different notions of entanglement entropy are also adjusted to different notions
of representations, or phases, or regimes. The BF representation corresponds to the (Yang Mills)
weak coupling regime, and the Ashtekar-Lewandowski representation to the strong coupling regime.
The excitations are in both cases (quasi-local) deviations from the weak coupling and strong coupling
limit, respectively. In both cases, one deals with a topological theory with defect excitations.
We wish to emphasize that the vacua, both in the BF as well as in the Ashtekar-Lewandowski
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representation, describe theories without propagating degrees of freedom. That is, one can define
Hamiltonians for which these vacua are the lowest energy states, which are moreover gapped. It is,
thus, consistent to associate a vanishing entanglement entropy to these states. To describe the vacua
of theories with propagating degrees of freedom in the continuum limit, we would need to introduce
infinitely many excitations with respect to either of the vacua. This would lead to the usual divergent
behaviour for the entanglement entropy in quantum field theories with propagating degrees of freedom.
5.5 Entanglement entropy in gravity
The notion of entanglement entropy is usually (but not exclusively) associated to subsystems describing
a region of space, which is specified by coordinates. One would like to link such a choice of region
to a subset of observables, commuting with the remaining observables, but we have seen that this is
already an ambiguous process for gauge systems. These difficulties are much more enhanced in general
relativity.
In background independent theories, such as general relativity, regions specified by coordinates lack
an a priori operational meaning. Alternatively, one can define regions through matter or metric fields.
This is very similar to employing relational observables [148–151] as gauge invariant observables in
general relativity. Here the metric or matter fields are used as a reference system, in which other fields
can be expressed in [151–153]. Thus one can also attempt to specify ‘physical regions’ by employing
a physical reference system.
Relational observables can be computed in an approximation scheme [154, 155], which also allows
an understanding of how the standard observables of quantum field theory (on a fixed background)
arise as approximations to fully gauge invariant observables. A crucial drawback of using matter or
metric fields as reference system is that there will be phase space regions in which these fields are
not suited as clocks and rods. In some systems smooth gauge invariant observables might not exist
[156, 157]. Thus one expects that notions of locality can be realized only for a certain class of states
[27] and are furthermore only approximate [138, 149].
Another key point is the question whether one can find a split of the observable algebra into
mutually commuting sets describing (approximately local) subsystems [27, 138, 158]. For example,
the approximation scheme developed in [154] regains the usual quantum field theoretical observables
on a fixed background at lowest order, but at higher orders it includes non-local terms. Giddings
and Donnelly argue that observables creating e.g. matter fields, need to be gravitationally dressed, in
order to capture the accompanying gravitational field. In contrast to Yang-Mills theories, this dressing
cannot be screened and leads to an inherent non-local structure [138].
Using relational observables, one can deduce the commutator algebra by using Dirac brackets
[150]. Realistic (that is relativistic) matter fields allow, however, only for an approximate localization
[149, 154]. Physical coordinates built from geometry (e.g. by using geodesics) lead, at least so far, to
non-local algebras [154, 159].
The exploration of the diffeomorphism invariant observable algebra is very difficult, as it basically
requires to understand and solve the dynamics of the system. This is, of course, a very challenging
task for the four-dimensional theory. On the other hand three-dimensional general relativity is much
simpler: It describes locally flat spacetimes (or homogeneously curved ones, in presence of a non-
vanishing cosmological constant). This also means that one has no local degrees of freedom, but only
global topological ones. Introducing matter changes this situation, but it requires again a solution of
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the theory. To keep the system solvable, one can consider the coupling of point particles, which leads
to a topological field theory with curvature and torsion defects, as discussed in this chapter.
In fact (Euclidean) 3d gravity without a cosmological constant can be described by a BF theory
with SU(2) structure group. The coupling of point particles leads to curvature and torsion defects
[98, 99, 142, 160]. In short, the formalism needed to describe 3d gravity is very close to the formalism
used here. Moreover including a positive cosmological constant, one has to work with a SU(2)q
structure group, with q a root of unity. This leads to a finite dimensional Hilbert space, as in the finite
group case we discussed. The fusion basis, ribbon operators, as well as gluing and cutting procedures
are also available in the quantum group case [34].
The fusion basis diagonalizes a maximally commuting subset of gauge invariant (i.e. Dirac)
observables, given by closed ribbon operators. A conjugated set of Dirac observables is provided by
open ribbon operators going from one particle to another. Adopting the definition of entanglement
entropy laid out here, a region is indeed specified by its matter content, that is by the particles
contained in this region. Note that we do not have to specify the precise (geometric) position of the
boundary, we only need to declare which particles belong to which regions. The geometric information
is rather contained in the state under consideration.
Given two regions A and B, the algebra of observables associated with region A includes closed
ribbons surrounding subsets of particles living in A, with the exception of the closed ribbon surrounding
all particles in this region (and therefore also surrounding all the particles in the region B, since we
consider spherical topology). This closed ribbon forms the centre of the algebra in the language of
[130]. Additionally one can construct Dirac observables from open ribbon operators going from one
A-particle to another A-particle. Ribbon operators crossing the boundary cross also the closed ribbon
along the boundary and would therefore not commute with it. These operators cannot be associated
to either the A or B region. Thus, although we can solve in this example the problem of how to define
a region, we still have to modify the observable algebra, removing ribbons that cross from the A to
the B regions from the operator algebra on which the entanglement entropy is being defined (if we
follow the definition of [130]).
The notion of subsystems for 3d gravity used here differs in key points from the proposal (so far
on the classical level) of [122]. There one introduces additional fields, that allow to fix the boundary
in terms of embedding or coordinate functions. This has been motivated as a generalization of the
extended Hilbert space construction (or rather its classical version). Here we point out that as there
are different extension procedures in lattice gauge theories, this is also very likely to hold for gravity.
The procedure laid out in this work can be applied to 3d gravity, and leads to much less extra structure
compared to [122]. Furthermore, we can also state the definition of subsystems in terms of mutually
commuting subsets of the Dirac observable algebra. This has still to be addressed within the proposal
of [122], as was also remarked in [138]. Perhaps, the relevant suggestion is that this splitting of the
observable algebra might not be only achieved by removing certain observables, but also allowing for
(many) more observables via the introduction of a new unphysical ‘boundary field’. This additional
boundary structure might, in fact, be used to construct new local observables which otherwise would
not be available [138].
5.6 Concluding remarks
Recent work has shown that the notion of entanglement entropy in gauge systems is ambiguous. The
deep underlying reason is that due to the non-local features of the observable algebra in gauge systems,
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a notion of subsystems needs to be defined first. The way this question is answered does not only
affect the definition of entanglement entropy, but has much wider implications for our understanding
of (quantum) systems with gauge symmetries [27, 122, 139, 161]. In particular, defining subsystems in
background independent theories, e.g. gravity, leads to various completely open issues. The methods
developed here lead to a new proposal for lattice gauge theories, that is also applicable to (2+1)
dimensional gravity. The main feature of this proposal is to use defect excitations to localize regions,
which in the case of (2+1) gravity means that regions are specified operationally by their particle
content.
Furthermore, we clarified the relation between the different approaches put forward so far to define
entanglement entropy, notably the extended Hilbert space approach [31], and the CHR approach [130],
which focuses on the observable algebra. In particular, we showed that the extended Hilbert space
approach can be generalized to match not only the electric centre choice of [130] but also the magnetic
centre choice [130] (and its non-abelian generalization). In our view, the resulting notion for subsystems
can, in both approaches, be fully characterized by a choice of boundary conditions. In the non-abelian
case, the extended Hilbert space approach relies on the introduction of extra frame information at the
boundary, which we argued could also be added in a generalized CHR approach. We have also seen
that the proposal made here requires only the introduction of a global frame, which is then transported
with a locally flat connection along the boundary. In contrast, the spin network based method of [31]
necessarily introduces for each link cut by the boundary-and in the continuum limit to each point
of the boundary-a local frame. Nevertheless, we observed that—if we wanted to—we could extend
our framework as well, by allowing arbitrarily many frames along the boundary, leading to additional
contributions to the entanglement entropy.
We have also pointed out that the different choices of boundary conditions, described by the
electric vs. magnetic centre, are related to a choice of vacuum state. These vacuum states are of a
topological nature, i.e. they arise as vacua of topological field theories with no local degrees of freedom.
The states can be used to define continuum Hilbert spaces, that then describe the states of the related
topological field theory with defect excitations. Thus, for states describing BF theory with defects,
we have to choose the (generalized) ‘magnetic centre’ definition, in order to obtain an entanglement
entropy which is regularization-(i.e. graph-)independent and finite.
The vacua we discussed here, are of a squeezed nature, which means they are sharply peaked
either on flat connection (for the BF representation [22, 86, 96] ) or vanishing electric fluxes (for
the AL representation [67, 68, 133]). The relation to preferred boundary conditions arises for the
following simple reason: for states sharply peaked on connection degrees of freedom, it is natural and
appropriate to fix the connection degrees of freedom (or the curvature) at the boundary. Similarly,
for states peaked on some value of the electric flux, the original extended Hilbert space procedure
[31] based on spin networks is the most natural and appropriate one. Possible generalizations include
q-deformed BF theory vacua [34], corresponding to (2+1)d gravity with a cosmological constant and,
in condensed matter, to string net models [39]. Furthermore, we suspect that also vacua with non-
vanishing background values (e.g. for the electric fluxes [162–164]) come with a preferred notion of
entanglement entropy.
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Fusion basis in (3+1)d
In this chapter, we propose a generalization of the fusion basis for (3+1)d gauge models of topological
phases. This generalization relies upon extracting the algebraic structure underlying the 3d excitations
from the gluing operation of the 3d equivalents of the cylinder states. It leads to an algebraic structure
which naturally extends the Drinfel’d double. Using the irreducible representations of this algebraic
structure, we can define a generalization of the fusion basis for (3+1)d topological phases with defect
excitations. To do so, we work within the formalism of chap. 3. In particular, this means that
we consider the Hamiltonian realization of 4d BF theory for finite groups. Moreover, the graphical
calculus we use follow the same rules as the one presented in chap. 3. This generalization could also
be derived in the broader context of LGTs as in chap. 4. However, the lattice Hamiltonian formalism
and the corresponding graphical notation turn out to be very convenient here.
6.1 Three-cylinder algebra
The definitions of chap. 3 still hold in (3+1)d. In particular, the lattice Hamiltonian is the same
as before [47, 48, 54], but defined with respect to a 3d lattice. This means that gauge invariance is
still enforced at the bulk vertices and every flux going through a face associated with a contractible
cycle is zero. For instance, the Hilbert space HT3 of gauge invariant functionals on the space of flat
connections on the three-torus T3 = S1 × S1 × S1 is given by
HT3 =
{ 1
|G|
∑
x∈G
|xgx−1, xhx−1, xkx−1〉T3 | [g, h] = [g, k] = [h, k] = 1G
}
=:
{
g
h
k
}
where the discretization of the three-torus is composed of one cube, three faces on which Bf acts,
three edges corresponding to the three non-contractible cycles, and one bulk vertex on which Av acts.
In 2d, we obtained the cylinder (or twice-punctured two-sphere) I by cutting the two-torus along one
direction. We proceed similarly in 3d so as to obtain the topology S1× S1× I, with I an interval. We
will refer to the result of this cutting as the three-cylinder denoted by I3. The boundary of the three-
cylinder I3 is the support of both point-like electric excitations and string-like magnetic excitations
[47]. More precisely, the three-torus is bounded by two two-tori whose non-contractible cycles carry the
magnetic excitations. Furthermore, each boundary torus carries two non-contractible marked cycles
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which intersect at a marked point at which the Gauß constraint is relaxed so that the tori support
both types of excitations.
Similarly to the 2d cylinder, which is obtained by removing two disks from the two-sphere, we can
obtain the three-cylinder by removing two linked solid two-tori from the three-sphere S3. This follows
from the fact that the three-sphere can be obtained as the identification of two solid two-tori (this is
the genus-one Heegaard splitting of the three-sphere). Removing one solid torus leaves us with the
other solid torus which becomes I3 after removing a second solid torus. Moreover, the three-cylinder
is nothing but I × S1. We will restrict our analysis to the case where excitations are supported by
torus boundaries.
The three-cylinder I3 is therefore discretized by one cube, three faces on which Bf acts, five edges,
and two boundary vertices at which the Gauß constraint is relaxed. The Hilbert space HI3 thus reads1
HI3 =
{
g
h
k
}
with
g
h
k
←→
k
g
h k
. (6.1)
Using these three-cylinder basis states, we can now repeat the gluing procedure in order to reveal
the underlying structure of the excitations. The gluing follows the same rule as in two dimensions,
however, during the identification step G, it is now necessary to identify the equatorial and the
meridional non-contractible cycles of the boundary tori in addition to the marked points. Using our
graphical representation for the states defined on the three-cylinder, the gluing reads
g1
h1
k1
?
g2
h2
k2
= (A ◦ B) .G
(
g1
h1
k1
,
g2
h2
k2
)
(6.2)
= δh2,g−11 h1g1
δk2,g−11 k1g1
g1 g2
h1
k1
(6.3)
∼ δh2,g−11 h1g1δk2,g−11 k1g1
g1g2
h1
k1
(6.4)
where the last step repeatedly makes use of the equivalence relations (3.14) and (3.15). We summarize
1Another way to visualize the three-cylinder is to think of it as a hollow two-torus so that the radial direction
corresponds to the g–holonomy.
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this gluing operation as
g1
h1
k1
?
g2
h2
k2
= δk2,g−11 k1g1
δh2,g−11 h1g1
g1g2
h1
k1
(6.5)
which is a (3+1)d generalization of Ocneanu’s tube algebra. We will now describe how this gluing
operation corresponds to the multiplication map of an algebraic structure which is a natural extension
of the Drinfel’d double.
6.2 Quantum triple T (G)
It is clear from (6.5) that if either h = 1G or k = 1G , the algebra we are interested in reduces to the
Drinfel’d double. We are therefore looking for an extension of the Drinfel’d double, denoted T (G),
and referred to as the quantum triple following the suggestion of [44]. Similarly to D(G), which is
obtained as the pairing between an algebra and its coalgebra with opposite comultiplication, T (G) can
be thought as a trialgebra obtained from an algebra and two copies of its coalgebra. More generally,
a trialgebra involves an associative algebra and two additional compatible algebraic structures such
that the first one provides the bialgebra structure and the second one the trialgebra structure.
Let us now propose the defining properties of the quantum triple T (G). As a vector space, the
quantum triple is isomorphic to
T (G) ' C[G]⊗DF(G) ⊂ C[G]⊗F(G)⊗F(G) (6.6)
where DF(G) denotes the abelian algebra of linear functions on G ×G such that they have support on
commuting holonomies only. A basis for T (G) is therefore provided by {g ⊗ δh ⊗ δk | [h, k] = 1G}g,h,k∈G .
In the following, we will simply denote the basis elements by g ⊗ δh ⊗c δk ≡ δhk,kh(g ⊗ δh ⊗ δk) where
c is there to remind of the commutation between the group variables h and k. The quantum triple
comes equipped with the maps:
◦ Multiplication:
(g1 ⊗ δh1 ⊗c δk1) ? (g2 ⊗ δh2 ⊗c δk2) := δk2,g−11 k1g1δh2,g−11 h1g1(g1g2 ⊗ δh1 ⊗c δk1) (6.7)
with corresponding unit element 1T (G) =
∑
h,k∈G 1G ⊗ δh ⊗c δk.
◦ Comultiplications:
∆I(g ⊗ δh ⊗c δk) :=
∑
x,y∈G
xy=h
(g ⊗ δx ⊗c δk)⊗ (g ⊗ δy ⊗c δk) (6.8)
∆II(g ⊗ δh ⊗c δk) :=
∑
x,y∈G
xy=k
(g ⊗ δh ⊗c δx)⊗ (g ⊗ δh ⊗c δy) .
◦ Antipodes:
SI(g ⊗ δh ⊗c δk) := g−1 ⊗ δg−1h−1g ⊗c δg−1kg (6.9)
SII(g ⊗ δh ⊗c δk) := g−1 ⊗ δg−1hg ⊗c δg−1k−1g .
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The idea behind the construction of this trialgebra relies upon the fact that if any of the coalgebras
is ‘trivialized’, i.e. reduced to the algebra of linear functions on the trivial subgroup {1G}, we are
left with a Drinfel’d double structure. In other words, the defining maps (6.7)(6.8)(6.9) are such
that they satisfy the defining axioms of an Hopf algebra when one of the coalgebras is trivialized. In
particular, it follows straightforwardly from the compatibility conditions of the Drinfel’d double that
the comultiplications ∆I and ∆II are algebra homomorphisms, i.e.
∆I,II
(
(g1 ⊗ δh1 ⊗c δk1) ? (g2 ⊗ δh2 ⊗c δk2)
)
= ∆I,II(g1 ⊗ δh1 ⊗c δk1) ?∆I,II(g2 ⊗ δh2 ⊗c δk2) , (6.10)
while the antipodes SI and SII are algebra antihomomorphisms, i.e.
SI,II
(
(g1 ⊗ δh1 ⊗c δk1) ? (g2 ⊗ δh2 ⊗c δk2)
)
= SI,II(g2 ⊗ δh2 ⊗c δk2) ? SI,II(g1 ⊗ δh1 ⊗c δk1) . (6.11)
The fundamental difference between the quantum triple T (G) and the Drinfel’d double D(G) is the
existence of two comultiplications. These two maps will naturally lead to two notions of tensor
product, and a fortiori, to two different sets of fusion rules. Moreover, because of the existence of
antihomomorphic antipode maps SI and SII, it is possible to define dual representations with respect
to either ∆I or ∆II. Accordingly, we can also define two notions of trivial representations. But only
one representation is trivial with respect to both ∆I and ∆II, and it is defined in terms of the counit
(g ⊗ δh ⊗c δk) = δh,1Gδk,1G .
From the identification between the multiplication rule (6.7) of T (G) and the gluing map (6.5) of
three-cylinder states, we deduce the correspondence
HI3 3
g
h
k
←→ (g ⊗ δh ⊗c δk) ∈ T (G) (6.12)
between three-cylinder (basis) states and quantum triple (basis) elements.
6.3 Representation theory of T (G)
So far the properties of the quantum triple T (G) have followed closely the ones of the Drinfel’d double
D(G). The same is true for the representation theory of T (G) which is a natural extension of the one
of D(G).
Recall that the irreducible representations {ρ} of D(G) are labeled by a conjugacy class C(G)
of the full group G, and an irreducible representation R(ZC) of the centralizer ZC of C, so that
ρ = (C(G), R(ZC)). It turns out that the irreducible representations {℘} of T (G) are labeled by a
conjugacy class C(G) of G, a conjugacy class D(ZC) of the centralizer ZC of C, and an irreducible
representation R(ZD) of the centralizer ZD of D so that ℘ = (C(G), D(ZC), R(ZD)). Naturally, when
C(G) = {1G}, the irreducible representations {℘} of T (G) reduce to the representations {ρ} of D(G).
The elements of the conjugacy class C(G) are denoted ca and c1 is chosen as representative so
that the centralizer ZC is defined as {g ∈ G | gc1 = c1g}. The elements of the quotient PC ' G/ZC
are denoted pa and they satisfy the relation ca = pac1p
−1
a . The elements of the conjugacy class
D(ZC) are denoted dα and d1 is chosen as representative so that the centralizer ZD is defined as
{g ∈ ZC | gd1 = d1g}. The elements of the quotient QD ' ZC/ZD are denoted qα and they satisfy the
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relation dα = qαd1q
−1
α . Finally, the matrix elements of the quantum triple element g ⊗ δh ⊗c δk in the
representation ℘ = (C(G), D(ZC), R(ZD)) are given by
DC,D,Raαm,bβn(g ⊗ δh ⊗ δk) = δ(k, ca)δ(ca, gcbg
−1)δ(hk, kh)
× δ(p−1a hpa, dα)δ(dα, p−1a gpbdβp−1b g−1pa)DRmn(q−1α p−1a gpbqβ) (6.13)
where δ(ca, gcbg
−1) ensures that p−1a gpb belongs to ZC and δ(dα, p
−1
a gpbdβp
−1
b g
−1pa) ensures that
q−1α p
−1
a gpbqβ belongs to ZD. It is easy to check explicitly, using the definition of ca and dα, that
q−1α p
−1
a gpbqβ commutes with both c1 and d1. Furthermore, since hk = kh, we have p
−1
a hpa ∈ ZC .
Note that we dropped the label c in the tensor product since the commutation of the group variables h
and k is now encoded in the definition of the representations. Thereafter, the more compact notation
D℘MN ≡ DC,D,Raαm,bβn is used, such that M ≡ aαm, N ≡ bβn and ℘ ≡ (C,D,R). Interestingly, an
alternative basis can be defined where the role of the group variables h and k is switched, i.e.
DD,C,Raαm,bβn(g ⊗ δh ⊗ δk) = δ(h, ca)δ(ca, gcbg
−1)δ(hk, kh)
× δ(p−1a kpa, dα)δ(dα, p−1a gpbdβp−1b g−1pa)DRmn(q−1α p−1a gpbqβ) . (6.14)
As we are about to see, both these bases are compatible with the algebraic structure, but each one of
them is compatible with only one of the coalgebraic structures.
By definition, these representations are algebra homomorphisms (see app. C.1 for proof) i.e.∑
N
D℘MN (g1 ⊗ δh1 ⊗ δk1)D
℘
NO(g2 ⊗ δh2 ⊗ δk2) = D
℘
MO((g1 ⊗ δh1 ⊗ δk1) ? (g2 ⊗ δh2 ⊗ δk2)) . (6.15)
The set {℘} of irreducible representations is complete and orthogonal. The completeness relation reads∑
℘
∑
M,N
d℘D
℘
MN (g1 ⊗ δh1 ⊗ δk1)D
℘
MN (g2 ⊗ δh2 ⊗ δk2) = |G|δg1,g2δh1,h2δk1,k2δh1k1,k1h1 (6.16)
while the orthogonality is provided by (cf app. C.2 for proof)
1
|G|
∑
g,h,k∈G
D℘1M1N1(g ⊗ δh ⊗ δk)D
℘2
M2N2
(g ⊗ δh ⊗ δk) =
δ℘1,℘2
d℘1
δM1,M2δN1,N2 (6.17)
where d℘ = dC,D,R = dR · |C| · |D| is the dimension of the representation ℘.
As a trialgebra, the quantum triple comes equipped with two compatible coalgebraic structures.
In particular, this means there exists two different comultiplication maps which can be used to define
two different kinds of tensor product of irreducible representations. Therefore, we can define two sets
of fusion rules and intertwining maps, associated to each one of the comultiplication maps ∆I and ∆II.
However, given a choice of basis for the representations, only one coalgebraic structure is compatible.
Because of the obvious symmetry between ∆I and ∆II, it is enough to focus on ∆I for instance. This
is the choice compatible with the basis (6.13). In that case, the tensor product reads
(D℘1 ⊗I D℘2)(∆I(g ⊗ δh ⊗ δk)) =
∑
x,y∈G
xy=h
(D℘1 ⊗I D℘2)((g ⊗ δx ⊗ δk)⊗ (g ⊗ δy ⊗ δk))
which can be decomposed into irreducible representations according to the fusion rules IN
℘3
℘1℘2 , i.e.
℘1 ⊗I ℘2 =
⊕
℘3
IN
℘3
℘1℘2 ℘3 . (6.18)
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These fusion rules can be explicitly obtained in terms of the characters χ℘. For instance, we have
IN
℘3
℘1℘2 =
1
|G|
∑
g,h,k∈G
tr[D℘1 ⊗I D℘2 ](∆I(g ⊗ δh ⊗ δk))χ℘3(g ⊗ δh ⊗ δk) (6.19)
=
1
|G|
∑
g,k∈G
∑
h1,h2∈G
χ℘1(g ⊗ δh1 ⊗ δk)χ
℘2(g ⊗ δh−11 h2 ⊗ δk))χ
℘3(g ⊗ δh2 ⊗ δk) . (6.20)
Several important remarks can be drawn from this last equation. The fusion of representations with
respect to the comultiplication ∆I vanish if the conjugacy class C is not the same for ℘1, ℘2 and
℘3. This means that the fusion rules for the quantum triple effectively boil down to the ones of
D(G), but they are parametrized by an additional conjugacy class. More precisely, in the case of the
comultiplication ∆I and for a given conjugacy class C, the fusion rules of T (G) boils down to the ones
of the Drinfel’d double D(ZC) for the subgroup ZC . It therefore suggests that for the fusion category
Rep[T (G)] formed by the representations of T (G) the following grading holds:2
Rep[T (G)] '
⊕
C
Rep[D(ZC)] . (6.21)
This obviously reminds of dimensional reduction which consists in expressing (3+1)d topological orders
as a sum of (2+1)d topological orders via a compactification of one of the spatial directions. The
conjugacy class C is associated to such compactified direction. The fact that the quantum triple
is equipped with two comultiplication maps only translates the fact that we can think of either the
h–holonomy or the k–holonomy of the three-cylinder as being along the compactified direction. This
also determines a choice of basis for the representation matrices.
Thanks to the antipode map SI, we can define the representations ℘
∗I dual to the representation
℘ with respect to the set of fusion rules defined above. The corresponding expressions for the matrix
elements are provided by
D℘
∗I
MN (g ⊗ δh ⊗ δk) = D
℘
NM (SI(g ⊗ δh ⊗ δk)) = D
℘
NM (g
−1 ⊗ δg−1h−1g ⊗ δg−1kg) . (6.22)
Moreover, the fact that the comultiplications are algebra homomorphisms implies the existence of
unitary maps
IC℘1℘2 :
⊕
℘3∈℘1⊗℘2
V℘3 → V℘1 ⊗I V℘2 (6.23)
which satisfy
D℘1M1N1 ⊗I D
℘2
M2N2
(∆I(g ⊗ δh ⊗ δk)) =
∑
℘3
∑
M3,N3
IC℘1℘2℘3M1M2M3 D
℘3
M3N3
(g ⊗ δh ⊗ δk) IC℘1℘2℘3N1N2N3 .
where (M1M2) and (℘3M3) have to be understood as the indices of the matrix IC℘1℘2 . As in chap. 3,
we define the more symmetric symbols(
℘1 ℘2 ℘3
M1M2M3
)
I
:=
1√
d℘3
IC℘1℘2℘
∗I
3
M1M2M3
(6.24)
which we will refer to as the 3℘M -symbols. The intertwining maps whose coefficients are given by the
3℘M -symbols are denoted I℘1℘2℘3I . The unitarity of IC℘1℘2 yields the orthogonality relation∑
M1,M2
(
℘1 ℘2 ℘
M1M2M
)
I
(
℘1 ℘2 ℘′
M1M2M ′
)
I
=
1
d℘
δ℘,℘′δM,M ′ , (6.25)
2This isomorphism is not true at the level of the vector spaces since it would require the g–holonomy and the
k-holonomy to commute in the definition of the basis elements.
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as well as the completeness relation∑
℘
∑
M
d℘
(
℘1 ℘2 ℘
M1M2M
)
I
(
℘1 ℘2 ℘
N1N2M
)
I
= δM1,N1δM2,N2 . (6.26)
Finally, it follows directly from the definition that the 3℘M -symbols satisfy the invariance property(
℘1 ℘2 ℘3
M1M2M3
)
I
=
∑
h1,h2,k
D℘1M1N1(g ⊗ δh1 ⊗ δk)D
℘2
M2N2
(g ⊗ δh2 ⊗ δk)D
℘3
M3N3
(g ⊗ δh−12 h−11 ⊗ δk)
(
℘1 ℘2 ℘3
N1N2N3
)
I
(6.27)
which is proven in app. (C.4). In the following, we will use these intertwining maps to define a
generalization of the fusion basis to (3+1)d. The existence of two sets of fusions rules, and their
corresponding intertwining maps, suggests that there are two geometrically different ways of fusing
torus-excitations. Nevertheless, we restrict our attention to one type of fusion rules only. This means
that all the tensor products will be defined with respect to the same comultiplication, namely ∆I.
6.4 Excitation basis for (3+1)d topological phases
As for the (2+1)d case, the representation theory of the quantum triple T (G) provides us with a
natural way of defining the so-called fusion basis for excited states. The (2+1)d construction relied on
the fact that any Riemann surface Σpg can be decomposed into thrice-punctured two-sphere Y. Such
a general statement does not exist for 3d manifolds. Nevertheless, we have the following result: Any
three-manifolds of the form Σpg × S1 can be obtained by gluing several copies of the manifold Y× S1.
As we shall see, this is reminiscent of the fact that the three-cylinder I3 can be obtained as I×S1. The
manifold Y× S1 is bounded by three copies of the two-torus T2. Therefore, by considering manifolds
of the form Σpg × S1, we are constructing a basis for topological phases with defect excitations located
at boundary two-tori.
To construct the generalization of the fusion basis to (3+1)d topological phases, we will follow
step by step the previous construction. Everytime we considered a surface Σ in (2+1)d, we will now
look at the manifold Σ× S1. In other words, we could first define the fusion basis for Σ and then take
the direct product with S1, hence lifting the Drinfel’d double elements to quantum triple elements.
Naturally the basis states will now be labeled by irreducible representations of the quantum triple.
The resulting basis will also be referred to as the fusion basis.
So far, we have defined basis states for the three-cylinder I3 and the three-torus T3 in terms of
group holonomies. The correspondence (6.12) provides the fusion basis states for the three-cylinder
as the ‘Fourier transform’ of the basis states (6.1):
|℘,MN〉I3 =
1
|G|
∑
g,h,k∈G
√
d℘D
℘
MN (g ⊗ δh ⊗ δk)
g
h
k
. (6.28)
By construction, these fusion basis states diagonalize the ?-multiplication:
|℘1,M1N1〉I3 ? |℘2,M2N2〉I3 =
δ℘1,℘2√
d℘1
δN1,M2 |℘1,M1N2〉I3 (6.29)
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which confirms that the fusion basis states (6.28) on the three-cylinder are the states of elementary
quasi-excitations. Analogously to (2+1)d, the conjugacy classes C and D are associated with fluxes
and the representation R with charges. The obvious difference between (2+1)d and (3+1)d is therefore
that the quasi-excitations carry two flux labels. Note however that these two labels are independent
only in the case where the group G is abelian.
In particular, since the three-torus is nothing else than a three-cylinder with the pieces of its
boundary identified, we deduce immediately that the fusion basis states for the three-torus read [48]
|℘〉T3 =
1
|G|
∑
g,h,k∈G
χ℘(g ⊗ δh ⊗ δk)
g
h
k
=
1
|G|
∑
k∈C,h∈D(Zk)
g∈Zh,k
χRh,k(g)|g, h, k〉T3 (6.30)
where Zh,k = {g ∈ G | gh = hg , gk = kg} denotes the centralizer of both the group elements h and k
and χRh,k the characters of the representation Rh,k of Zh,k isomorphic to R. The two vertices which
were located at the boundary of the three-cylinder are now identified so that the three-torus has a
single bulk vertex at which Av acts. The group averaging induces the contraction of the magnetic
indices M and N which turns the representation matrix D℘ into the character χ℘ defined as
χ℘(g ⊗ δh ⊗ δk) = ΘC(k)ΘD(p−1ιC(k)hpιC(k))δgh,hgδgk,kgδhk,kh
× χR(q−1
ιD(p
−1
ιC (k)
hpιC (k))
p−1ιC(k) g pιC(k)qιD(p−1ιC (k)hpιC (k))
)
(6.31)
where ΘC(•) and ΘD(•) denote the characteristic functions of the conjugacy classes C and D, respec-
tively, ιC(•) and ιD(•) are labeling functions for C and D defined such that ιC(ca) = a and ιD(dα) = α,
respectively. As in the (2+1)d, the ground-states on the three-torus are in one-to-one correspondence
with the quasi-excitations defined on the three-cylinder. Remark that, as for the representation ma-
trices, this is not the only basis possible. As a matter of fact we can define six equivalent bases which
correspond to the six different ways to ‘order’ the variables g, h and k.
As explained above, in order to construct the fusion basis associated to surfaces of the form Σ×S1,
we need first to consider the fusion basis states for the manifold Y× S1. Knowing that the ‘minimal’
thrice-punctured two-sphere can be discretized by a triangular face whose vertices are identified, we
deduce that Y×S1 can be minimaly discretized by a triangular prism whose six vertices are identified.
The basis states associated to such a discretization are labeled by three group holonomies correspond-
ing to the three non-contractible cycles and are represented by
k
h1 h2
, (6.32)
where the dots represent identified vertices.
Recall furthermore that the manifold Y×S1 is bounded by three two-tori. Exactly as in the (2+1)d
case, the discretization (6.32) is somewhat degenerate so that we would like to consider a slightly more
complicated discretization which allows to associate a set of group holonomies {g, h, k ∈ G |hk = kh}
with each of one of these tori. This discretization is obtained by gluing three three-cylinder I3 to each
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one of the square faces of (6.32). The holonomies {h} and {k} then account for string-like magnetic
degrees of freedom while the holonomies {g} account for point-like electric degrees of freedom. Note
however that because of the cube-geometry of the three-cylinder states, such a gluing can be performed
in two different ways, or more precisely along two different orientations. Either we decide to associate
the {k}-holonomies to the S1 direction, or the {h}-holonomies. In terms of representations, this
determines the choice of comultiplication map. Because of the symmetry between the two coalgebraic
structures, both possibilities are equivalent, however, for consistency requirements all the gluing must
be performed according to the same orientation so that we obtain a topology of the form Σ× S1. In
the following, we will choose the orientation consistent with the graphical representation presented
above so that the k-holonomy always refers the S1 direction. The comultiplication compatible with
this choice is ∆I. As such, the states defined above provide a geometrical interpretation of the fusion
rules IN . In (2+1)d, the fusion of excitations can be imagined as replacing two punctures by a single
one containing the original ones. The fusion of defects in (3+1)d boils down to the (2+1)d picture
with an additional direct product with the circle.
Because of the zero-flux condition located at the triangle of the discretization (6.32), we know that,
after gluing of the three I3 states, there will be the same constraint between {g} and {h}-holonomies
as in the (2+1)d case. There will be a further constraint which identifies the holonomies {g−1kg}.
This last constraint might seem surprising. It is actually reminiscent of the fact that we are working
with a manifold of the form Σ × S1 and therefore, there is only one independent holonomy in the
S1 direction. This also justifies why we are working with comultiplication maps of the form (6.8).
Indeed, we are dealing with fusion rules which ensure that the conjugacy class associated with one of
the spatial directions always remain the same. This conjugacy class is the one associated with the S1
direction of the manifold under consideration.
It now remains to find the fusion basis states defined on the manifold Y × S1. The construction
above suggests that one can obtain the basis states of HY×S1 by gluing three three-cylinder fusion
basis states |℘,MN〉I3 via an intertwining map I℘1℘2℘3I , i.e.
|{℘i,Mi}3i=1〉Y = tr{V ℘}
[|℘1,M1〉I ⊗I |℘2,M2〉I ⊗I |℘3,M3〉I ⊗ I℘1℘2℘3I ] (6.33)
=
∑
{Ni}3i=1
|℘1,M1N1〉I ⊗I |℘2,M2N2〉I ⊗I |℘3,M3N3〉I
(
℘1 ℘2 ℘3
N1N2N3
)
I
=
1
|G|3
∑
{Mi}3i=1
∑
{gi,hi,ki}
3∏
i=1
(√
d℘iD
℘i
MiNi
(gi ⊗ δhi ⊗ δki)
gi
hi
ki )(
℘1 ℘2 ℘3
N1N2N3
)
I
.
Thanks to the invariance property (6.27) of the intertwining map I℘1℘2℘3I and following exactly the
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same steps as in (3.45), one has
∑
{Ni}3i=1
( 3∏
i=1
D℘iMiNi(gi ⊗ δhi ⊗ δki)
)(
℘1 ℘2 ℘3
N1N2N3
)
I
=
∑
p1,p2,k∈G
∑
{Ni}3i=1
∑
{Oi}3i=1
( 3∏
i=1
D℘iMiNi(gi ⊗ δhi ⊗ δki)
)
×D℘1N1O1(g ⊗ δp1 ⊗ δk)D
℘2
N2O2
(g ⊗ δp2 ⊗ δk)D
℘3
N3O3
(g ⊗ δp−12 p−11 ⊗ δk)
(
℘1 ℘2 ℘3
O1O2O3
)
I
=
∑
p1,p2,k∈G
∑
{Oi}3i=1
( 3∏
i=1
D℘iMiOi(gig ⊗ δhi ⊗ δki)
)
× δp1,g−11 h1g1δp2,g−12 h2g2δp−12 p−11 ,g−13 h3g3δk,g−11 k1g1δk,g−12 k2g2δk,g−13 k3g3
(
℘1 ℘2 ℘3
O1O2O3
)
I
=
∑
{Oi}3i=1
( 3∏
i=1
D℘iMiOi(gig ⊗ δhi ⊗ δki)
)
δ(g−11 h1g1g
−1
2 h2g2g
−1
3 h3g3,1G)
× δg−11 k1g1 , g−12 k2g2δg−12 k2g2 , g−13 k3g3
(
℘1 ℘2 ℘3
O1O2O3
)
I
(6.34)
where we used the defining property of the representations of the quantum triple. By comparing the
first and the last line of (6.34), we conclude that the 3℘M -symbols implicitly encode the zero-flux
condition on the surface of Y × S1, the gauge invariance at the single bulk vertex, as well as the
identification of the {g−1kg}-holonomies along the S1 direction.
Using the states (6.33), we can construct the fusion basis for excited states defined on manifolds
of the form Σ × S1. To do so, we rely upon the fact that the manifold Σ × S1 can be obtained as a
sewing of several copies of Y× S1. The strategy is to perform such a decomposition of the manifold,
associate a state |{℘i,Mi}3i=1〉Y×S1 to each copy of Y× S1, and contract them to each other following
the decomposition pattern. Equivalently, we can associate an intertwining map I℘1℘2℘3 to each copy
of Y × S1 and contract them via three-cylinder fusion basis states |℘,MN〉I3 . For a given manifold
Σ×S1, and for a given decomposition {Y×S1}, a formal expression for the corresponding fusion basis
states therefore reads ∣∣{℘i}Li=1〉Σ×S1 = tr{V ℘}[⊗
I3
|℘〉I3 ⊗
⊗
Y×S1
I{℘}
]
(6.35)
where L is the number of ‘connections’ between the manifolds Y× S1. The fusion basis is orthogonal
and complete. This follows directly from the orthogonality (6.17) and completeness (6.16) of the
representation matrices as well as the orthogonality (6.25) and completeness (6.26) of the 3℘M -symbols
coefficients.
6.5 Remarks and generalizations
Although the fusion basis for the three-torus, as presented in this chapter, appeared before, see e.g.
[44, 48], the corresponding algebraic structure was yet to be explored. By following the strategy
employed in (2+1)d to reveal the Drinfel’d double, we revealed this algebraic structure, namely the
quantum triple T (G). In addition, we showed explicitly how the ground states on the three-torus are
in one-to-one correspondence with the quasi-excitations defined on the manifold obtained by cutting
the three-torus along one direction.
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Furthermore, we presented a method to define the fusion basis for general excited states. In this
construction, excitations are restricted to happen at boundary two-tori such that we are dealing with
manifolds of the form Σ×S1. The definition of the fusion basis relies upon the fact that such manifolds
can be obtained as the sewing of several copies of Y×S1, namely the direct product between the thrice-
punctured two-sphere and the circle. Such decomposition then dictates a simple way of constructing
the basis: To each copy of Y × S1 we assign an intertwining map, which we contract to each other
via three-cylinder basis states. The resulting states are labeled by two sets of conjugacy classes {C}
and {D}, representing fluxes, and a set of irreducible representations {R}, representing charges. The
definition of the fusion basis is tied to the choice of comultiplication maps when constructing the
quantum triple. Here we made a natural choice such that the fusion category of representations of the
quantum triple T (G) reduces to fusion categories of representations of Drinfel’d doubles D(ZC). As
such, it turns out that our construction provides an algebraic translation of the dimensional reduction
strategy. We could reproduce the construction presented here by replacing the three-cylinder with
another manifold of the form Σ×I. This would lead to another version of the 3d tube algebra yielding
yet another algebraic structure.
The (2+1)d fusion basis associated to a given punctured surface, diagonalizes a set of closed
ribbon operators [4, 84, 106]. These operators, which measure the excitation content of a given
region, are constructed as a composition of Wilson loop operators and parallel-transported translation
operators. We expect that the fusion basis for (3+1)d topological phases we proposed in this chapter
also diagonalizes a set of analogous operators. These operators should be an extension of the ribbon
operators in the same way as the quantum triple is an extension of the Drinfel’d double.
We focused our study on the case where the ground state is described by a BF theory. The natural
next step of this work would be to generalize to Dijkgraaf-Witten theory which can be thought as a
twisted BF theory such that the twist deforms the Gauß constraint. The twisted case differs from
the non-twisted case in the definition of the local equivalence relations. In (2+1)d, when picking the
graph to be the one-skeleton of a triangulation, the local equivalence relations can be defined in terms
of Pachner moves. In particular, the 2–2 Pachner move is performed by a map which evaluates to a
group 3-cocycle α in H3(G, U(1)). The tube algebra then requires three Pachner moves so that the
multiplication is deformed by a phase
θh(g1, g2) =
α(h, g1, g2)α(g1, g2, (g1g2)
−1hg1g2)
α(g1, g
−1
1 hg1, g2)
.
It turns out that this phase is the slant product ihα which pairs the group element h with the 3-cocycle
α. Algebraically, this corresponds to turning the Drinfel’d double into a quasi Hopf algebra whose
twist reads
φ =
∑
h1,h2,h3
α(h1, h2, h3)
−1(1G ⊗ δh1)⊗ (1G ⊗ δh2)⊗ (1G ⊗ δh3) .
The same strategy generalizes to the three-cylinder algebra. The key is to realize that when working
with a manifold of the form Σ×S1 we can extend the (2+1)d construction to (3+1)d by replacing the
cocycle α by the slant product ikω where ω is an element of H
4(G, U(1)) and k is the holonomy along
the compactified direction. Algebraically, this means deforming the quantum triple by the following
twist
φ =
∑
h1,h2,h3,k
ikω(h1, h2, h3)
−1(1G ⊗ δh1 ⊗c δk)⊗ (1G ⊗ δh2 ⊗c δk)⊗ (1G ⊗ δh3 ⊗c δk)
In general, the result of the slant product ikω satisfies a so-called twisted 3-cocycle condition. However,
thanks to the commutativity between h and k holonomies, it actually satisfies the usual group 3-cocycle
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condition. This means that φ defines an associator, as for the Drinfel’d double, and can therefore be
used in order to ‘twist’ the quantum triple. It finally follows from the consistency conditions satisfied
by the twist φ that the multiplication and the comultiplications are deformed by twisted 2-cocyles
obtained as slant products of ikω. For instance, the twisted 2-cocyle deforming the multiplication rule
is given by
θh,k(g1, g2) =
ikω(h, g1, g2)ikω(g1, g2, (g1g2)
−1hg1g2)
ikω(g1, g
−1
1 hg1, g2)
so that the multiplication rule now reads
(g1 ⊗ δh1 ⊗c δk1) ? (g2 ⊗ δh2 ⊗c δk2) := δk2,g−11 k1g1δh2,g−11 h1g1θh1,k1(g1, g2)(g1g2 ⊗ δh1 ⊗c δk1)
This generalization should be particularly interesting since it is believed that (3+1)d bosonic topolog-
ical orders with bosonic point-like excitations are classified by a pair (G, ω), with G a finite group and
ω a group 4-cocycle [54].
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Heegaard splitting and magnetic
excitations in (3+1)d
We propose in this chapter a strategy to make some of the techniques developed for (2+1)d topological
phases available to the (3+1)d case. This approach is more general than the one exposed in the previous
chapter as it gives access to a richer structure/topology of defects, however it does not allow for a
construction of excited states as systematic. The main idea is to use Heegaard splittings [165] of
3d manifolds representing spatial slices of (3+1)d space-time manifolds. Such a Heegaard splitting
performs a splitting of the 3d surface into two handlebodies along a 2d surface referred to as the
Heegaard surface. On this 2d Heegaard surface, the usual topological lattice models can be defined
and in particular the 2d operators. By imposing additional flatness constraints, we can lift these 2d
operators to (excitations generating) operators in 3d.1 Hence we can study (magnetic) excitations
for a 3d model without actually dealing with the 3d manifold itself. We will study in particular how
different parameterizations of the space of flat connections on the 2d Heegaard surface lead to different
gauge invariant bases for the 3d theory with magnetic excitations.
This strategy was applied in [52] in the context of (2+1)d Turaev-Viro theory where the input
data is not a finite or Lie group but the quantum group SU(2)k, seen as a modular fusion category. In
this case, different fusion bases on the 2d Heegaard surface lead, in particular, to two gauge invariant
excitation bases for the (3+1)d theory, namely a quantum deformed spin network basis and a dual
magnetic basis. In both cases, the parameterization of the basis states is such that it is easy to read off
the local curvature (magnetic excitation). It turns out that the modularity of the category is crucial
to achieve this. In this chapter, we aim to construct analogous bases in the finite group case. However,
we will see that, in the case of the dual magnetic basis, it is much more complicated to obtain a local
parametrization from which the excitation content can be easily read off.
Heegaard splittings and more generally handle decompositions [166] have been used to construct
topological field theories in three and four dimensions e.g. [167, 168].2 Here, however, we deal with
topological field theories with defects in a canonical set-up, that is in a Hilbert space description where
we are in particular looking for operators generating and measuring the defect excitations. To make
1As a matter of fact, the strategy presented here was first introduced in [6] as a systematic way to define operators
generating excitations in (3+1)d.
2See also [169] for the use of Heegaard splitting and the associated reduction in dimension in quantum gravity models
involving a sum over topologies.
∼ 104∼
CHAPTER 7. HEEGAARD SPLITTING AND MAGNETIC EXCITATIONS IN (3+1)D
the main idea clear we will focus, as in the previous chapters, on the special case of BF theory with
a finite groups G.
7.1 A simple example
Given a three-manifoldM, we are ultimately interested in bases for the Hilbert space of gauge invariant
functionals on the space of locally flat connections onM with line defects. In this section, we illustrate
the general idea of our construction based on Heegaard splittings with a simple example for which the
computations are particularly straightforward. The rest of the chapter will be dedicated to generalizing
this procedure and make some of the statements exposed in this section more precise.
7.1.1 Three-sphere with a line defect
Our aim is to define a Hilbert space of functionals on the space of flat connections for a three-manifold
with defects. We will restrict our attention to the case where these topological defects are the support
of magnetic excitations. Generally, flat connection have non-trivial holonomies along non-contractible
loops only. As such, in order to obtain magnetic excitations, it is necessary to introduce defects which
insert non-contractible loops.
For our first example, we choose the three-manifold to be the three-sphere S3. Let us consider
a closed loop embedded in S3. By considering a regular neighborhood of this closed loop, we obtain
a solid two-torus denoted by T˚2. It turns out that the manifold S3\T˚2 is also isomorphic to a solid
two-torus. This defines a decomposition of the three-sphere as S3 = T˚2∪S3\T˚2 ' T˚2∪ T˚2 which states
that the three-sphere can be obtained as the gluing of two solid tori. This decomposition is referred to
as the genus-one Heegaard splitting of the three-sphere (more detail about Heegaard splittings will be
provided in sec. 7.3). The gluing of the two tori is performed along the boundary ∂T˚2 of the manifold
T˚2 which is by definition isomorphic to a two-torus T2.
Most importantly, the manifold S3\T˚2 contains one non-contractible cycle. States defined on such
a manifold can therefore be understood as excited with respect to the ground states defined on S3. In
order to construct explicitly these excited states, we follow two steps: (i) Define the Hilbert of gauge
invariant functionals on the space of flat connections on the surface T2. (ii) Impose the holonomies
along the contractible cycles in S3\T˚2 to be flat. The 2d states living in the Hilbert space defined on
T2 and satisfying these additional conditions can be interpreted as the 3d excited states we are looking
for.
The two-torus is a genus one surface which carries two non-contractible cycles. These cyles which
are represented in fig. 7.1.1 are referred to as the meridional and equatorial cycles. Let us denote by
|g, h〉T2 the graph-states defined on T2 where the group variables g, h ∈ G label the equatorial and the
meridional cycles, respectively. As seen in chap. 3, the Hilbert space HT2 of gauge invariant functionals
on the space of flat connections on T2 is then spanned by states
HT2 =
{ 1
|G|
∑
x∈G
|xgx−1, xhx−1〉 | [g, h] = 1} (7.1)
where [g, h] := ghg−1h−1 is the group commutator. Henceforth, we will refer to basis states defined
in terms of group variables as being in the holonomy representation. It is now straightforward to
determine the ground state degeneracy of the corresponding lattice Hamiltonian (as introduced in
chap. 3) on the torus which is given as the dimension of the Hilbert space HT2 , i.e.
GSDT2 =
∣∣{(g, h) ∈ G2 , [g, h] = 1G}/G∣∣ (7.2)
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−→ −→
g h
Figure 7.1. The left panel represents a closed line embedded on the three-sphere. The middle panel corre-
sponds to a regular neighborhood of such closed line which is nothing else than a solid two-torus T˚2. The right
panel represents a minimal graph on the boundary of the solid two-torus which capture the two non-contractible
cycles of the two-torus.
where it is understood that the group G acts by conjugation.
Starting from the 2d ground states (7.1), it is simple to deduce the 3d excited states for S3 which
are effectively the 3d ground states on the manifold S3\T˚2. To do so, it is only necessary to identify
the cycles which are non-contractible on T2 but contractible in S3\T˚2. There is only one, namely the
equatorial cycle labeled by the g–holonomy. We finally define the 3d excited states as the subset of
states in HT2 satisfying g = 1. These states only depend on a conjugacy class C of G and are of the
form
|C〉T2 :=
1
|C|
∑
h∈C
|1, h〉T2 . (7.3)
We remark that the parametrization we choose for the states on the torus persists when defining
the excited states. This suggests that different choices of parametrization may lead to excited states
labeled by different set of variables. But as we already know, there is another basis of ground states for
the torus, namely the fusion basis. Recall that this basis is parametrized by a conjugacy class C of G
and an irreducible representation R of the centralizer ZC of C which is defined as {g ∈ G | [g, c1] = 1}.
The expression of these alternate basis states reads
|R,C〉T2 =
1
|G|
∑
h∈C
g∈Zh
χR(g) |g, h〉T2 . (7.4)
where Zh = {g ∈ G | [g, h] = 1} is the centralizer of the group element h and χR denotes the character
of the representation R. In such a parametrization, we can obtain the 3d excited states (7.3) as a
superposition of the 2d ground states on the torus as parameterized in (7.4). Indeed, we have∑
R
dR|R,C〉T2 =
1
|G|
∑
h∈C
g∈Zh
∑
R
dRχ
R(g) |g, h〉T2
=
1
|C|
∑
h∈C
|1, h〉T2 = |C〉T2 (7.5)
where we made use of the well-known identity for finite groups
1
|ZC |
∑
R
dRχ
R(g) = δg,1 . (7.6)
So, starting from the fusion basis parameterization for the ground states on the torus, we obtained
excited states which are still parameterized by a conjugacy class C. However, there exists yet another
alternate basis for the ground states on the two-torus which is still parameterized by the labels (C,R).
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This basis is obtained via the so-called S-transformation which sends the graph state |g, h〉T2 to
|h−1, g〉T2 and reads
|R,C〉T2 =
1
|G|
∑
h∈C
g∈Zh
χR(g)|h−1, g〉T2 (7.7)
=
1
|G|
∑
g−1∈C
h∈Zg
χR(h)|g, h〉T2 . (7.8)
As before, we impose the contractibility of the cycle labeled by the g–holonomy in this last expression.
But now, this imposes the conjugacy class C to be trivial so that the excited states are parameterized
by an irreducible representation R over the full group, whose expression simply reads
|R〉T2 =
1
|G|
∑
h∈G
χR(h)|1, h〉T2 . (7.9)
The states |R〉T2 which form a subset of the 2d ground states on the two-torus T2 correspond to 3d
excited states living on S3\T˚2 with respect to the 3d ground states defined on S3. In other words, the
states |C〉T2 and |R〉T2 define bases for the 3d Hilbert space of gauge invariant functionals everywhere
flat but along the meridional cycle of the two-torus. Note that the states |R〉T2 are effectively spin
network basis states for the 3d theory while the states |C〉T2 define a dual gauge invariant (magnetic)
basis.
The reason why it is possible to have the excited states labeled by either conjugacy classes or
irreducible representations is because there is a well-known result in finite group theory which states
that the number of conjugacy classes matches the number of irreducible representations. Furthermore,
because both the set of states {|C〉T2} and {|R〉T2} define a basis of excited states, there must be a
map which sends one basis to the other. Indeed, one has the following relation∑
R
χR(C)|R〉T2 =
1
|G|
∑
h∈G
∑
R
χR(C)χR(h)|1, h〉T2
=
|ZC |
|G|
∑
h∈G
ΘC(h)|1, h〉T2
=
1
|C|
∑
h∈C
|1, h〉T2 = |C〉T2 (7.10)
where ΘC(h) is the characteristic function of the conjugacy class C. The second line follows from the
completeness of the characters and in the last line we used the fact that |G| = |C| · |ZC |. Conversely,
we have
1
|G|
∑
C
|C|χR(C)|C〉T2 =
1
|G|
∑
C
∑
h∈C
χR(C)|1, h〉T2
=
1
|G|
∑
h∈G
χR(h)|1, h〉T2 = |R〉T2 . (7.11)
In the rest of the paper, we will make the ideas presented in this example more precise in order to
apply our procedure to more general topology and more general defect structures. In particular, we
will be interested in studying in detail the dual gauge invariant magnetic basis and to which extent the
corresponding parameterization sometimes fails to provide explicitly the curvature content associated
with each edge of the defect skeletal structure.
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7.1.2 Drinfel’d double and S-transformation
We defined above basis states for the Hilbert space of gauge invariant functionals on the space of
flat connections on the torus. These basis states were parametrized by a pair (C,R) which labels the
irreducible representations of the Drinfel’d double D(G). Making explicit use the Drinfel’d double, we
can express some of the previous statements in algebraic terms.
Using the definition (3.41) for the characters χρ of D(G), we saw in chap. 3 that we can rewrite
the basis states (7.4) as follows:
|ρ〉AT2 =
1
|G|
∑
g,h
χρ(g ⊗ δh)|g, h〉T2 . (7.12)
Using this definition, we can provide a simple formula for the matrix elements of the S-transformation.
Recall that the map S is defined as sending the Drinfel’d double element g ⊗ δh to h−1 ⊗ δg, or equiva-
lently the state |g, h〉T2 to |h−1, g〉T2 . Let us first rewrite the alternate fusion basis states on the torus
(7.7) using the definition of the characters as
|ρ〉BT2 =
1
|G|
∑
g,h
χρ(h⊗ δg−1)|g, h〉T2 . (7.13)
The transformation between the basis states |ρ〉A and |ρ〉B can therefore be written
|ρ〉AT2 =
1
|G|
∑
g,h
χρ(g ⊗ δh) |g, h〉T2
=
1
|G|
∑
g,h
∑
ρ˜
χρ(g ⊗ δh)χρ˜(h⊗ δg−1) |ρ˜〉BT2
=
∑
ρ˜
(
1
|G|
∑
g,h
χρ(g ⊗ δh) χρ˜(h⊗ δg)
)
|ρ˜〉BT2 =:
∑
ρ˜
Sρρ˜ |ρ˜〉BT2 (7.14)
where we used the fact that χρ(g ⊗ δh) = χρ(g−1 ⊗ δh). Equation (7.14) provides the matrix elements
Sρρ˜ ≡ SRR˜
CC˜
of the S-transformation. We can finally recover the transformations (7.10) and (7.11) as
|R〉AT2 =
∑
R˜,C˜
SRR˜
C1C˜
|R˜, C˜〉BT2 =
1
|G|
∑
C˜
|C˜|χR(C˜)|C˜〉BT2 (7.15)
|C〉AT2 =
∑
R
∑
R˜,C˜
SRR˜
CC˜
dR|R˜, C˜〉BT2 =
∑
R˜
χR˜(C)|R˜〉BT2 . (7.16)
7.2 Polarizations for the Hilbert space of flat connections
In the previous section, we illustrated with a simple example our strategy to define Hilbert spaces of
excited states for three-dimensional topological phases. This strategy can be summarized as follows:
Firstly, we define the Hilbert of gauge invariant functionals on the space of flat connections on a two-
dimensional surface obtained from a Heegaard splitting (defined in detail in sec. 7.3). Secondly, we
impose the holonomies along the contractible cycles in one of the two three-manifolds resulting from
the Heegaard splitting to be trivial, in order to obtain a Hilbert space of excited states for the original
three-manifold. In this section, we focus on the first step, namely the construction of the Hilbert space
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of flat connection on two-dimensional surfaces. We have already explained how to define such Hilbert
space in the previous chapters, however, we would like to emphasize that it can be parametrized in
several ways. The reason why we are going through these explanations is because for topologies more
complicated than the two-torus, the definition of the spin network basis and the dual magnetic basis
is rather involved and requires to work in a special polarization for the initial 2d Hilbert space.
7.2.1 Hilbert space
Let M be a compact, oriented manifold, with or without boundary. We are interested in the Hilbert
space HM of gauge invariant functionals on the space of flat connections on M. Recall that by
definition of flat connections, we can label the gauge field configurations by homeomorphisms of the
fundamental group pi1(M) to the finite group G. Let Γ be a minimal graph embedded in M which
captures at least the loops of the fundamental group pi1(M). The configuration space is completely
characterized by the holonomies along the edges of Γ.
The Hilbert space of (non-gauge invariant) functionals on the space of flat connections is spanned
by the functionals ψ : GL → C on the space of holonomies, where L denotes the number of links in Γ.
Furthermore, this Hilbert space is equipped with an inner product defined as
〈ψ1, ψ2〉 = 1|G|L
∑
{gl}
ψ1({gl})ψ2({gl}) (7.17)
where gl denotes the group element corresponding to the holonomy along the link l.
Gauge transformations are parametrized by {un}n ∈ GN , where n denotes a node of Γ and N the
number of such nodes. A gauge transformation acts on a holonomy configuration {gl} ∈ GL as
({un}n . ψ) ({gl}) = ψ({u−1t(l) gl us(l)}) , (7.18)
where s(l) and t(l) denote the source and target nodes of the link l, respectively. As usual, we will
consider the subspace of functions which are invariant under gauge transformation at every node which
is not located at the boundary of the manifold. We refer to such nodes as bulk nodes in opposition to
the boundary nodes.
This definition is valid in any dimension but we will use it for two-dimensional closed manifolds
Σg of genus-g serving as Cauchy-surfaces of a three-dimensional theory. This Hilbert space will then
be used to construct a Hilbert space for a three-dimensional Cauchy hypersurface ‘with defects’. We
will now present several parameterizations for the space of flat connections on Σg modulo gauge
transformations
7.2.2 Holonomy parametrization
The first parametrization is based on a minimal set of holonomies. Let Σg be a closed genus-g two-
dimensional hypersurface. It is possible to represent Σg as a sphere with g handles glued to it (see
fig. 7.2). More precisely, we can obtain Σg by gluing two-punctured two-spheres (or cylinders) to a
2g-punctured two-sphere. Choosing a base point nb on the sphere, we construct a minimal graph by
choosing for each handle i an oriented curve that starts and ends at nb and by going along the handle
i only. The orientation of the curve induces an orientation for the handle which allows to differentiate
between the source and target punctures on the sphere to which the handle is glued.
Furthermore, to every curve going along a handle, we assign a node ni which is located on the
curve, as well as another curve starting and ending at ni which goes around this (and only this) handle
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once. The orientation of this curve is chosen such that it goes anti-clockwise around the corresponding
source puncture as seen from the target puncture. The resulting graph is denoted by Γ (see fig. 7.2).
Let us now define a graph connection on this graph Γ by assigning {gi} holonomies to the links
going from the base point nb to the node ni on the handle i and {hi} to the links going around the
handle i from ni to ni. The remaining links, that is the links going from the nodes ni to the base
point nb are associated with a trivial holonomy. This can be understood as a gauge fixing condition
for the gauge action at the nodes ni.
So far, we have defined a graph connection on Γ by assigning a set of group elements {gi, hi}gi=1.
But this connection is not necessarily flat. In order to enforce the flatness constraint, we need to
impose that contractible cycles to be associated with trivial holonomies. There is a contractible path
which goes around each of the punctures once and starts and ends at nb. Such path can be contracted
to a trivial path and therefore the corresponding holonomy must be trivial. This flatness condition
can be also understood as imposing the Bianchi identity for the sphere. To give the flatness constraint
explicitly we assume that the links from the base point to the handles i can be cyclically ordered
around nb, without any crossings, as follows: If we denote by li the link from nb to ni and by l
′
i the
link from ni to nb the cyclic ordering in the clockwise direction is given by (l1, l
′
1, l2, l
′
2, . . . , lg, l
′
g). The
flatness constraint finally reads
g∏
i=1
[gi, hi] = 1 . (7.19)
Furthermore, there is a remaining gauge action at the base point nb. This leads to an adjoint action
on the both the group elements {gi} and {hi} since we assume that the gauge fixing discussed above
remains intact:
{gi, hi}gi=1 −→ {GgiG−1, GhiG−1}gi=1 . (7.20)
We notice in particular that such simultaneous action by conjugation preserves the flatness constraint
(7.19). In summary, the space of flat connection on a genus g surface is parametrized by equivalence
classes
(G2g)|flat/Ad(G) (7.21)
such that the flatness constraint (7.19) is satisfied.
We will now present a parameterization which is based on a non-minimal graph. As we will see, the
purpose of this is to go towards a more local description. Later, this will be used in an attempt to
provide a parameterization for the 3d excited states from which the local curvature can be easily read
off.
The first step consists in using the fact that every two-dimensional Riemann surface can be ob-
tained as a gluing of thrice-punctured two-sphere denoted by Y. More precisely, we can decompose a
closed surface of genus g, with g ≥ 2, into 2g−2 thrice-punctured two-spheres Y.3 We label the thrice-
punctured spheres by k = 1, . . . , (2g− 2) and we choose a base node nYk on each sphere. Furthermore,
as before, we assign the (3g−3) cylinders which are glued to the punctures with an orientation so that
we can define source and target punctures associated to a given cylinder. Source and target punctures
are all equiped with a marked point living at the boundary of the corresponding disks. These marked
3This simply follows from Euler’s formula which states that for a convex three-dimensional polyheron: #loops =
#edges−#vertices +1. Since we are looking for a decomposition into thrice-puncture spheres, have the further constraint
that 3#vertices = 2#edges. Setting #loops = g, we finally obtain #Y = #vertices = 2g − 2.
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n1
n2
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nb
Figure 7.2. A genus-g two-dimensional hypersurface can be obtained by gluing g cylinders to a 2g-punctured
two-sphere. We then define a graph Γ on the surface which captures all the non-contractible cycles.
points, which serve as nodes for the graph Γ, are denoted by nIs(a) and n
I
t(a) with a = 1, . . . , (3g − 3).
Putting everything together, we construct the graph4 Γ together with a graph connection by choosing:
◦ For each of the source s(a) and target punctures t(b) on a given sphere k, a link from the base
point nYk to the marked points n
I
s(a) and n
I
t(a), respectively. We then associate a trivial holonomy
to these links, or equivalently, we use the gauge freedom at the marked points in order to gauge fix
them to the identity.
◦ For each cylinder a a link from its source node nIs(a) to its target node nIt(a). We associate a
holonomy ga = gt(a)s(a) to this link and such that the inverse holonomy g
−1
a is denoted by gs(a)t(a).
◦ For each cylinder a we define a link around the corresponding target puncture with clockwise
orientation (as seen on the target sphere) which starts and ends at nIt(a). The corresponding
holonomy is denoted by ht(a). Sometimes, it is also convenient to consider links around the source
punctures so that the orientation matches the previous one. Flatness along the cylinder then
imposes that the corresponding holonomy reads hs(a) := g
−1
a h
−1
t(a)ga for these links.
The graph associated with a thrice-punctured two-sphere following these conventions is represented
fig. 7.3.
As before, such a parametrization {ga, ha}3g−3a=1 is over-complete since additional constraints and
equivalence relations need to be imposed. Firstly, for each sphere there is a flatness constraint which
can be interpreted as the Bianchi identity. Consider a sphere k and a clockwise ordering of the
links around the base node nYk given by ((a1, o1), (a2, o2), (a3, o3)) where o = s, t denotes whether the
puncture is a source or target one, respectively. The flatness constraint is then given by
ho3(a3)ho2(a2)ho1(a1) = 1 . (7.22)
Such expression typically involves ga holonomies via the definition hs(a) := g
−1
a h
−1
t(a)ga. Secondly, there
might be redundancies for the set of flatness constraints, e.g. for a genus three surface one finds only
three independent flatness constraints. In general, we find that the number of independent flatness
constraints matches the genus of the surface. Finally, we are looking for equivalence classes under
4We do not allow any crossing of the links accept at the nodes.
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g1 g2
g3
ht(1)
hs(2)
ht(3)
ns(a) nt(a)
nk
nk+1
hs(a) ht(a)
ga
Figure 7.3. Example of thrice-punctured two-sphere Y with connected cylinders. The corresponding fusion
basis state is given by tr
[|ρ∗1〉I ⊗ |ρ2〉I ⊗ |ρ3〉I ⊗ Cρ∗1ρ2ρ3] where the Clebsch-Gordan coefficient encodes the
flatness constraint as well as the gauge invariance.
gauge action at the base node nYk of every thrice-punctured two-sphere. A transformation with gauge
parameters {Gk}2g−2k=1 acts as
{gt(a)s(a), ht(a)}3g−3a=1 −→ {G−1t(a)gt(a)s(a)Gs(a), G−1t(a)ht(a)Gt(a)}3g−3a=1 . (7.23)
As before, it is always possible to preserve the gauge fixing for the holonomy going from nIa to the
the marked point of the target puncture. To summarize, we now have a parametrization of flat graph
connection by equivalence classes
(G6g−6)|flat/G2g−2 (7.24)
where the holonomy configurations have to satisfy the flatness constraints (7.22) as well as the equiv-
alences described by the gauge orbits defined in (7.23).
This description can be easily modified by contracting cylinders, which connect two different
spheres, and thus joining these two spheres so as to obtain spheres carrying more than three punctures.
A contraction of a cylinder removes a (ga, ht(a)) pair from the configuration space—which is consistent
as one has also reduced the number of spheres, and thus the number of flatness constraints and gauge
actions by one. We could also show that a contraction of cylinders along a maximal spanning tree (of
the spine graph defined by taking the spheres as nodes and cylinders as edges) recovers consistently
the minimal holonomy description given above.
7.2.3 Towards the Drinfel’d double parametrization
The non-minimal holonomy parametrization as defined above is not free, in the sense that many
flatness constraints remain to be imposed on the holonomies, and we still have to factor out the gauge
action. Starting from the holonomy parametrization which is based on a decomposition of the genus g
surface into thrice-punctured two-spheres Y, we will attempt to fix the gauge action and at the same
time to solve for the flatness constraints associated with the spheres.5
Let us first consider the holonomies {h} going around the punctures. The gauge invariance requires
the parameterization to be invariant under adjoint action on such holonomies. Therefore, we can
readily find a gauge invariant characterization in terms of the corresponding conjugacy classes. For
5Ultimately, this will be used to understand why the dual magnetic basis cannot typically be parameterized in terms
of conjugacy classes only.
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each Y we have three clockwise-ordered punctures labeled by ((a1, o1), (a2, o2), (a3, o3)) with o = s, t.
The corresponding holonomies (ho1(a1), ho2(a2), ho3(a3)) then satisfy the flatness constraint (7.22).
A gauge invariant characterization of this triple of holonomies is obtained by using their conjugacy
classes (Co1(a1), Co2(a2), Co3(a3)). The flatness constraint then selects which triples of conjugacy classes
are allowed to appear. In order to perform such selection, it is convenient to introduce fusion rules
for the conjugacy classes. Let us consider the set
S = {(ho1(a1), ho2(a2), ho3(a3)) ∈ Co1(a1) × Co2(a2) × Co3(a3) |ho3(a3)ho2(a2)ho1(a1) = 1} . (7.25)
The number of orbits the set S splits into under simultaneous conjugation defines the so-called fusion
rules denoted by NCo1a1Co2(a2)Co3(a3) . The fusion rules are non-vanishing only when the triple of
conjugacy classes is admissible. As the name suggests, we can indeed understand this statement as a
condition for the magnetic excitations labeled by Co1(a1) and Co2(a2) to fuse so as to obtain a magnetic
excitation labeled by Co3(a3)−1 which is defined to be the conjugacy class of the inverse of any element
of Co3(a3). More precisely, the fusion rules counts the number of inequivalent ways of satisfying such
a fusion. In the following, we will assume for notational convenience that for each allowed triple
of conjugacy classes, there is only one representative triple of holonomies which satisfy the flatness
constraint modulo a common adjoint action of the group, that is N = 0, 1. This amounts to assuming
multiplicity freeness for the associated coupling.
Replacing the h–holonomies by their conjugacy classes Ch, and allowing for each thrice-punctured
sphere only triplets of admissible conjugacy, is a first step towards a gauge-invariant parametrization.
Note that if the target puncture of the cylinder is labeled by Ch, the source puncture is labeled by the
conjugacy class Ch−1 . Let us now analyze the remaining gauge freedom in more detail. Let us consider
an (ordered) triple of conjugacy classes (C1, C2, C3) such that the corresponding fusion rules are non-
vanishing and let us choose a representative (ordered) triplet of holonomies (h1, h2, h3) ∈ C1×C2×C3
satisfying h3h2h1 = 1. We denote by ZC1C2C3 the stabilizer group with respect to a simultaneous
adjoint action of this representative triplet. For each Y, we equip the punctures with clockwise
ordering and assign each ortiented cylinder with a conjugacy class so that the coupling conditions
are satisfied. Assume that we have a configuration {gt(a)s(a), ht(a)}3g−3a=1 consistent with this choice of
conjugacy classes. We can use the gauge freedom at each Y to transform each consistent triplet of
holonomies (ho1(a1), ho2(a2), ho3(a3)) into the representative triplet of holonomies determined by the
triplet (Co1(a1), Co2(a2), Co3(a3)) of conjugacy classes. This fixes all the gauge freedom but for the one
given by the centralizer group ZC1C2C3 associated with every Y.
So far we have been focusing on the h–holonomies, let us now consider the g–holonomies. More
precisely, we want to determine how much freedom is left, after the above gauge fixing, in choosing the
g–holonomies. The assignment of conjugacy classes to the cylinders, together with the above gauge
fixing, determines uniquely all the hs(a) and ht(a) holonomies. For a given cylinder a with conjugacy
class C = Ca the choice of holonomy g = ga is restricted since the identity h
−1
s := g
−1htg need to be
satisfied so that it must take the form
g = qιC(ht )
· z · q−1
ιC(h
−1
s )
(7.26)
where z ∈ ZC , the centralizer group of C, and ιC is a labeling function such that qιC(h) are elements
of the quotient group G/ZC satisfying c1 = q
−1
ιC(h)
hqιC(h) with c1 the representative of C.
Most importantly, it follows from the previous relation that for each cylinder a the freedom left
in choosing ga is parametrized by the centralizer group ZCa of the conjugacy class Ca associated with
the cylinder. Together with the remaining gauge freedom given by the centralizer groups ZC1C2C3
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associated with each thrice-punctured two-sphere, it turns out that the task of finding a gauge invariant
parametrization leads to finding the irreducible representations of the so-called Drinfel’d double. It
should now be clear that we are slowly reconstructing the fusion basis for a genus-g making this
detailed description look a little bit cumbersome. However, we will make use of this non-minimal
holonomy parametrization explicitly in the following.
7.2.4 The Drinfel’d double parametrization
Defining the Drinfel’d double parametrization amounts to constructing the fusion basis. Therefore,
given a two-dimensional surface Σ, we obtain the Drinfel’d double parameterization as follows: (i)
Choose a pant decomposition {Y} of the surface Σ. (ii) Associate with each Y a fusion basis state
obtained as the gluing of three cylinder states via a Clebsch-Gordan coefficient. (iii) Glue all the
fusion basis states together by summing over the corresponding vector space indices according to the
pattern of the pant decomposition.
Thus to each cylinder one associates a Drinfel’d double irreducible representation ρ = (C,R) where
C denotes a conjugacy class of G and R an irreducible representation of the centralizer group ZC of
C. We have furthermore coupling conditions for each triple of representations ρ1, ρ2, ρ3 (conjugated
for each source puncture) meeting at a sphere. These coupling conditions are described by the fusion
category resulting from considering the tensor product between the representations and entail the
coupling conditions for the conjugacy classes alone.
The Ca-labels therefore agree with the one of the parameterization discussed above. The remaining
labels Ra denote irreducible representations of the centralizer groups ZCa of Ca. Indeed we have
seen in the previous section that the freedom in the g-connections is parametrized by the centralizer
groups ZCa , but that there is a remaining gauge freedom given by the centralizer groups ZC1C2C3
associated to each thrice-punctured sphere. In fact, a further inspection of the Drinfel’d double
representations reveals that they encode the g-connection into a spin network where the representation
labels conditioned are not free but depend on the C-labels: The representation labeling a given edge of
this spin network must be an irreducible representation of the centralizer group of the corresponding
conjugacy class. This spin network description ensures gauge invariance with respect to the remaining
gauge freedom given by the centralizers ZC1C2C3 . Consequently, this means that the freedom in
choosing the flat connection so that the gauge invariance is satisfied is parametrized by the labels of
the irreducible representations of the Drinfel’d double. The corresponding basis is the fusion basis.
7.3 Lifting procedure to the (3+1)d case
We will now present the main result of this chapter, namely the construction of bases for topological
phases with magnetic excitations. The first step of this construction consists in applying the previous
procedure to define the Hilbert space of flat connectionsHΣH on a two-dimensional surface ΣH obtained
from a Heegaard splitting of a three-manifoldM. By imposing further constraints on the 2d states in
HΣH we obtain a Hilbert space of 3d excited states for the three-manifold M.
7.3.1 Heegaard splitting
A Heegaard splitting [166] is a decomposition of a compact three-manifold M into two handlebodies
M1 and M2 such that M = M1 ∪M2. This splitting is performed along the so-called Heegaard
surface ΣH, that is ΣH is the boundary of each of the two handlebodies ∂M1 = ∂M2 = ΣH.
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One way of obtaining such a splitting is via a triangulation. Let 4 be a trianguation ofM and 41
its one-skeleton, i.e. the union of its vertices and edges. We then consider the regular neighbourhood
41 of 41 obtained by blowing up the vertices and edges into a union of 3-balls and solid cylinders
respectively. This regular neighbourhood provides the first handlebody M1 '41 and M2 is defined
as its complement in M i.e. M\41. The surface of this regular neighbourhood defines the Heegaard
surface ΣH(4) associated with the triangulation 4.
Similarly we can consider the regular neighbourhood of the dual graph Υ to the triangulation that
is homomorphic to M2 defined above, that is the complement of the regular neighbourhood of the
one-skeleton 41 in M. The surface of the regular neighbourhood of the dual graph is homeomorphic
to ΣH(4).
Let us now consider a graph Γ embedded on ΣH(4) which captures the non-contractible cycles
of the fundamental group pi1(ΣH(4)) of ΣH(4). We distinguish on the Heegaard surface ΣH(4) two
sets of closed curves, which we denote by {Ce} and {Ct}. The first set {Ct}t⊂4 consists of the curves
around the triangles, that is each triangle t contributes a curve t∩ΣH(4). The second set {Ce}e⊂4 is
given by the curves around the edges e of the triangulation, that is for each edge we choose a disk de
(of appropriate size) intersecting the edge e transversally and consider the curve de ∩ ΣH(4).
The set {Ct}t⊂4 generates all curves that are contractible in M\41 but are not contractible in
41. Note that, as far as this generating property is concerned, the set {Ct} is in general over-complete.
In terms of the holonomies associated with these curves, this over-completeness manifests itself as the
Bianchi identities associated with each 3-simplex of 4. Conversely the set {Ce}e⊂4 generates all
curves that are contractible in 41, but not in M\41. Again, this set is often over-complete which
now corresponds to Bianchi identities associated with the vertices of the triangulation.
Let us now describe the space of flat connections onM\41 using the Heegaard surface ΣH(4): We
do so by considering the Hilbert space HΣH(4) and impose on this space additional flatness constraints.
These flatness constraints demand that the holonomies along the curves in {Ct} are trivial. In the
following we will refer to the set of flatness constraints associated with the curves in {Ct} as two-handle
constraints.6
Thus, given a Hilbert space HΣH(4) of wave functions of flat connections on ΣH(4) we can obtain
a Hilbert space of wave functions of flat connections onM\41 by defining suitable operator versions of
the two-handle constraints and projecting onto the subspace of functions satisfying these constraints.
This subspace defines HM\41 . We construct in a similar way the Hilbert space H41 . These tasks are
straightforward in the finite group case.7
We discussed in sec. 7.2.3 that to define a fusion basis on ΣH(4) we need to choose a pant decom-
position for this surface. In the following we will consider two classes of such pant decompositions,
which are adjusted to the one-skeleton 41 of the triangulation and the one-skeleton Υ1 of the dual
cell-complex, respectively.
6This is reminiscent of the fact that when blowing-up the one-skeleton of the triangulation 4, the blown-up edges
form one-handles while the blown-up triangles form two-handles.
7For Lie groups the two-handle constraints are given by delta functions on the group. If one chooses a measure
for HΣH(4) constructed from the Haar measure on the group, wave functions satisfying these constraints will not be
normalizable with respect to the inner product of HΣH(4). Thus the space of solutions has to be equipped with a new
inner product. Several methods are available [134–137] for the construction of such inner products. We will see that
we regain the spin network basis, which is also well defined for the Lie group case and thus we expect that a suitable
procedure can be found. Another possibility is to consider a discrete measure for HΣH(4), which in fact arises if one
wishes to work with continuum Hilbert spaces [22, 86, 96]. In this case the spectrum of the two-handle constraints will
be discrete and thus the solutions to the constraints will be normalizable.
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Figure 7.4. On the right panel, we consider the triangulation of the three-sphere S3 obtained by identifying
two tetrahedra. By blowing up the one skeleton of this triangulation, we obtain a Heegaard splitting S3 =
41 ∪ S3\41. On the Heegaard surface ΣH(4), we construct a graph which capture all the non-contractible
cycles on the surface. The cycles {Ce}e⊂4, which go around the edges of the triangulation, are contractible in
41 while the cycles {Ct}t⊂4, which run along the edges of4 and are homotopic to the triangles, are contractible
in S3\41. This means in particular that the line defects for S3\41 run along {Ce}e∈4. On the left panel,
we represent the blown-up of the one skeleton Υ1 of the dual cell-complex together with the corresponding
embedded graph. The four-times-punctured spheres can be further split into two thrice-punctured sphere so
as to obtain a pant decomposition
7.3.2 The spin network basis
In this section, we consider the case of a pant decomposition adjusted to Υ1. We show that, in this
case, the 2-handle constraints just pick out a subset of the fusion basis states in HΣH(4). Such a pant
decomposition can be obtained by first cutting the surface ΣH(4) along the triangle curves {Ct}t∈4.
This decomposes the surface into four-punctured spheres, each one of them being associated with a
3-simplex of the triangulation. These spheres are connected by cylinders which surround the edges of
the dual graph Υ1. Each four-punctured sphere can then be decomposed—in one of the three possible
ways—into two thrice-punctured spheres in order to obtain a pant decomposition.
The fusion basis associated with such pant decomposition will assign labels (Ce∗ , Re∗) to each
dual edge e∗ = t. Furthermore, to each vertex v∗ dual to a 3-simplex of the triangulation, we assign
a pair of labels (Cv∗ , Rv∗) which labels the virtual cylinder connecting the thrice-punctured spheres
after decomposing the four-punctured ones.
The Ce∗–labels provide the conjugacy classes associated with the holonomies going around the
dual edges, that is around the triangles of 4. This means that the 2-handle constraints are satisfied
if and only if {Ce∗ = {1}} for all the dual edges e∗. By doing so, for every thrice-punctured sphere,
two punctures carry labels with a trivial conjugacy class. It then follows from the fusion rules of the
conjugacy classes that the conjugacy classes associated with the remaining punctures must be trivial
as well, i.e. {Cv∗ = {1}} for all dual vertices v∗.
Since all conjugacy classes are trivial, the corresponding centralizer groups always coincide with
the full group G and a fortiori the representation labels {R} stand for irreducible representations
of this group. In summary, we have G-representation labels {Re∗} associated with the edges of the
dual graph together with representation labels {Rv∗} associated with the dual vertices. This latter
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set can be interpreted as a label for the four-valent intertwiner associated with a dual vertex.8 We
have therefore reconstructed the spin network basis [16]. This can be easily confirmed by considering
the group Fourier transform. Indeed, it follows from equations (3.27) and (3.33) that the irreducible
representations and the Clebsch-Grodan coefficients for D(G) reduce to the ones for the group G when
the conjugacy class is always trivial.
7.3.3 Dual magnetic basis
Let us now consider the case of a pant decomposition adjusted to 41. In this case, the projection
procedure is far more involved. In particular, it involves a sum over the R-labels of the basis states,
whereas the C labels ‘survive’ the projection.9 Nevertheless, in general, some information about the
set of R-labels is retained and added to the set of C-labels.
A pant decomposition associated with 41 can be obtained by cutting the Heegaard surface along
the set of curves {Ce}e∈4. By doing so, we associate with each m-valent vertex of the triangulation a m-
punctured sphere. We can again freely decompose these m-punctured spheres into thrice-punctured
ones. In order to discuss the imposition of the two-handle constraints, we will make use of the
parametrization of the space of flat connections developed in sec. 7.2.2 and 7.2.3.
Let us recall the definition of the holonomies used in the parametrization of the space of flat
connection. In particular, we want to clarify their meaning for the pant decomposition at hand.
We start from the picture where to each oriented cylinder a appearing in the pant decomposition,
we associate a holonomy ht(a) and a holonomy ga = gt(a)s(a). This determines another holonomy
associated with the source puncture of the cylinder whose expression reads hs(a) = g
−1
a h
−1
t(a)ga.
A subset of cylinders can be identified with the edges of the triangulation. We choose an orientation
for these edges and denote the corresponding cylinders by e instead of a. The remaining cylinders are
associated with the vertices of the triangulation. For each m-valent vertex of 4, we have (m−3) pairs
of variables (ht(v,j), gv,j)
m−3
j=1 arising from the decomposition of the associated m-punctured spheres
into thrice-punctured ones. These variables can be also interpreted as belonging to (oriented) cylinders
connecting the thrice-punctured spheres. We will refer to these as vertex-links and label them by (v, j)
with j = 1, . . . ,m− 3. So the ht(v,j) variables give the holonomies around a set of edges starting from
the same vertex v. The gv,j variables complete the information about the parallel transport on the
punctured spheres, so that the set of g–holonomies provide a graph connection along the blown-up
one-skeleton 41. Note that is important to keep track of how the g–holonomies wind around the
puntures of a given sphere.
The set of holonomies we just described can be used to define a flat connection on ΣH(4). It is
subject to contraints. Firstly we have all the flatness constraints (Bianchi identities) for the punctured
spheres involving the h–holonomies. As explained in sec. 7.2.3, these can be solved by associating to
each cylinder a = e or a = (v, j) conjugacy classes Ca so that the coupling conditions are satisfied.
Additionally, we have the 2-handle constraints which we impose so as to project the states in
HΣH(4) onto the Hilbert space HM\41 . To identify which holonomies are set to the identity, we need
to consider for each triangle t ∈ 4 the triangle curve Ct and isotopically deform this curve so that
it matches a path along the chosen graph Γ on Σ(4). Since the triangle curves necessarily go along
the edges of the triangulation, the 2-handle constraints must involve the g–holonomies. However, in
order to obtain paths which are isotopically equivalent to the triangle curves, it might be necessary to
8Remember that we assumed multiplicity freeness for the tensor product of two Drinfel’d double representations,
which implies multiplicity freeness for the tensor product of two group representations.
9In some exceptional cases constraints on the C–labels may arise.
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include some windings around the punctures. In such case, the 2-handle constraints will also involve
some h–holonomies.
In sec. 7.2.3, we described how, given a consistent set of conjugacy classes {Ca}a, we can construct
a partial gauge fixing that determines uniquely all the h–holonomies. This partial gauge fixing is such
that ga-holonomies are restricted to be of the form
ga = qιCa (ht)
· za · q−1ιCa (h−1s ) ≡ qιa · za · q
−1
ι′a
(7.27)
where the remaining freedom is parametrized by za ∈ ZCa and qιC(h) is defined as in (7.26). Henceforth,
we will make use of the shorthand notation qιa ≡ qιCa (ht) and qι′a ≡ qιCa (h−1s ). Recall finally that,
when performing the partial gauge fixing, for a given consistent set of conjugacy classes {Ca}a, there
is some remaining gauge freedom given by the groups ZC1C2C3 associated with the thrice-punctured
spheres.
For a given configuration {Ca}a of conjugacy classes, we will therefore understand the two-handle
constraints as (flatness) conditions on the variables {za ∈ ZCa}a. There are the following obvious
possibilities:
(1) The two-handle constraints admit no solution, in which case we have to exclude the configuration
{Ca}a. In this case we have to conclude that a basis state with a curvature configuration {Ca}a
does not exist.
(2) The two-handle constraints admit a unique solution modulo the gauge action given by the stabilizer
groups ZC1C2C3 associated to the thrice-punctured spheres. In this case we can conclude that there
is a unique basis state peaked on a curvature configuration {Ca}a.
(3) There are several (left-over gauge) orbits satisfying the two-handle constraints so that we need to
introduce additional quantum numbers {QN}N which label such orbits. We will use Q to label the
different solution orbits, i.e. Q summarizes all the possible values of the quantum numbers {Q}N .10
Intuitively, one would expect the scenario (3) to occur for manifolds M with non-trivial pi1(M).
Indeed, in the extreme case of vanishing magnetic excitations {Ca = {1}}, for all a, we should still
be left with the space of flat connections described by homomorphisms of pi1(M) into G (modulo the
adjoint action). Conversely, for a trivial pi1(M), one will find a unique basis state with configuration
{Ca = {1}}. We will however see in the next section that all three cases do appear when we choose
the three-dimensional surface to be the three-sphere S3 whose fundamental group is trivial.
7.4 Examples
In this section, we present several examples of our construction based on Heegaard splittings. In order
to perform the computations explicitly, we consider the non-abelian symmetry group of three elements
denoted by S3.
7.4.1 Preliminaries: Symmetric group S3
The symmetric group S3 is the simplest example of finite non-abelian group. It is the symmetry
group of an equilateral triangle. This group is generated by the rotations by 2pi/3 angle as well as
10One can define closed holonomy operators ON , i.e. operators measuring the conjugacy class of holonomies associated
to certain loops, that differentiate between these orbits. Furthermore, it is possible to choose such operators such that
they have eigenvalues given by {QN}N on the corresponding basis states.
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the reflections with respect to any of the three medians. The groups associated with these two sets
of symmetry transformations are the cyclic groups Z2 and Z3 so that the symmetry group S3 can be
expressed as the semi-direct product S3 = Z2 n Z3. We denote the generators of Z2 and Z3 by r and
s, respectively, such that r2 = 1 and s3 = 1. The six group elements of S3 then read
S3 = {risj}j=0,1,2i=0,1 = {1, r, rs, rs2, s, s2} . (7.28)
Using the defining relation of the generators r and s together with the relation rs = s2r, we can
generate the following multiplication table:
· 1 r rs rs2 s s2
1 1 r rs rs2 s s2
r r 1 s s2 rs rs2
rs rs s2 1 s rs2 r
rs2 rs2 s s2 1 r rs
s s rs2 r rs s2 1
s2 s2 rs rs2 r 1 s
The group elements can be classified according to whether they are odd or even, that is, whether
their expression contains an odd number of r elements or an even number. Correspondingly, the
determinant in the fundamental representation is equal to −1 for odd elements and equal to +1 for
even elements. There are only three distinct conjugacy classes
T = {1} , O = {r, rs, rs2} , E = {s, s2} , (7.29)
the trivial conjugacy class T , the conjugacy class O containing all odd elements and the conjugacy
class E containing the even elements except for the unit 1. The corresponding centralizers are
ZT ' S3 ,
ZO = {1, r} ' Z2 ,
ZE = {1, s, s2} ' Z3 (7.30)
which are defined with respect to the following conjugacy class representatives: c1(T ) = 1, c1(O) = r
and c1(E) = s.
Recall that the fusion rules for the conjugacy classes are defined as the number of orbits the set
{(h1, h2, h3) ∈ C1 × C2 × C3 |h3h2h1 = 1}
split into under simultaneous conjugation. For S3 there are 11 non-vanishing fusion rules for which
there exists a triplet (h1, h2, h3) of group elements with hi ∈ Ci and h3h2h1 = 1. Furthermore, for
the group S3 it holds that for a given (C1, C2, C3) all such triplets of group elements are related by a
common adjoint action transformation. Therefore there is a one-to-one correspondence between each
ordered triplet (h1, h2, h3) satisfying the flatness condition and the corresponding triplet of allowed
conjugacy classes (C1, C2, C3). We summarize below these 11 configurations
⊗ T O E
T T O E
O O T ⊕ E O
E E O T ⊕ E
(7.31)
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Figure 7.5. Example of embedded graph on a genus-2 surface. By cutting the surface along the curves going
around the cylinders, we obtain a pant decomposition.
Finally, we make a choice of basis in which the standard representation matrix of s is diagonal. In
this basis, the standard representation of the group elements r and s is
ρ2(r) =
(
0 1
1 0
)
, ρ2(s) =
(
exp( 2pii
3
) 0
0 exp(− 2pii
3
)
)
. (7.32)
The representations for each group element are summarized in the following table
Dρ(g) 1 r rs rs2 s s2
ρ = 0 1 1 1 1 1 1
ρ = 1 1 -1 -1 -1 1 1
ρ = 2
(
1 0
0 1
) (
0 1
1 0
) (
0 ω
ω 0
) (
0 ω
ω 0
) (
ω 0
0 ω
) (
ω 0
0 ω
) (7.33)
where ω = exp( 2pii3 ).
7.4.2 Genus-2 defect
In sec. 7.1, we considered the simplest example of our construction, namely a loop defect embedded in
the three-sphere. A slightly more complicated example consists in a genus 2 defect embedded in the
three-sphere.
Let us consider a graph embedded in S3 which consists of three edges and two vertices so as to form
a θ-shape. By blowing up this graph we obtain a double torus that defines a Heegaard surface ΣH(4).
The solid double torus corresponds to the manifold we denoted by 41 earlier, and its complement in
S3 is S3\41. This defines the so-called genus-2 Heegaard splitting of the three-sphere. We represent
fig. 7.5 the Heegaard surface together with an embedded graph. By cutting the surface along the links
going around the cylinders, we obtain a pant decomposition of the surface. Following sec. 7.2.4, we
can then construct basis states in the Drinfel’d double representation for the Hilbert space HΣH(4). To
each thrice-punctured two-sphere Y resulting from the pant decomposition, we associate 3ρM -symbols
which are then connected to each other via cylinder states. The result reads
|ρ1, ρ2, ρ3〉 :=
∑
{M,N}
|ρ1,M1N1〉I ⊗ |ρ2,M2N2〉I ⊗ |ρ3,M3N3〉I ⊗
(
ρ1 ρ2 ρ
∗
3
N1N2M3
)(
ρ∗2 ρ
∗
1 ρ3
M1M2N3
)
=
1
|G|3
∑
{g,h}
∑
{M,N}
( 3∏
i=1
√
dρiD
ρi
MiNi
(gi ⊗ δhi)
)(
ρ1 ρ2 ρ
∗
3
N1N2M3
)(
ρ∗2 ρ
∗
1 ρ3
M1M2N3
)
⊗3i=1 |gi, hi〉I . (7.34)
Using the invariance (3.37), we can perform a ‘gauge fixing’ so that the basis states now read
|ρ1, ρ2, ρ3〉 = 1|G|3
∑
{g,h}
∑
{M,N}
√
dρ1dρ2dρ3D
ρ1
M1N1
(g1g3 ⊗ δh1)D
ρ2
M2N2
(g2g3 ⊗ δh2)δ(h3, g3h1h2g
−1
3 )
×
(
ρ1 ρ2 ρ
∗
3
N1N2M3
)(
ρ∗2 ρ
∗
1 ρ3
M1M2N3
)
⊗3i=1 |gi, hi〉I . (7.35)
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We can now impose the 2-handle constraints so as to obtain a basis for the Hilbert space HM\41
which amounts to setting the holonomies labeled by g1g3 and g2g3 to be trivial. It is straightforward
to see that, after imposing the two-handle constraints, we naturally obtain a parameterization of the
Hilbert space of excited states in terms of the two holonomies h1 and h2 modulo adjoint action. For
S3, we find 11 such configurations. This is the holonomy parameterization presented in 7.2.2.
Now, from the expression (7.34) and projecting onto the subspace of states satisfying the two-
handle constraints, we can also obtain a parameterization of the Hilbert space HM\41 of excited states
in terms of conjugacy classes only. Basis states are then labeled by the conjugacy classes C1, C2 and
C3. Only the configurations of conjugacy classes allowed by the fusion rules are permitted. As seen
from the expression (7.34), and because for S3 the conjugacy classes of a group element and its inverse
are the same, the fusion rules at the thrice-punctured two-spheres are identical. We find therefore as
many excited states as non-vanishing fusion rules NC3C1C2 , namely 11 (see tab. (7.31)). As expected,
this matches the number obtained from the holonomy parameterization. This is a rare example where
we can obtain a more local parameterization in terms of conjugacy classes only. In general, we would
need to introduce additional quantum numbers {QN} as explained in details in sec. 7.3.3.
7.4.3 Defects along a tetrahedral skeleton
We now consider a tetrahedron 4 embedded into the three-sphere. We then perform a Heegaard
splitting of the three-sphere such that the Heeagaard surface ΣH(4) is obtained as the blow-up of
the one skeleton of the tetrahedon. The result is a genus-3 two-dimensional surface which we equip
with a flat connection. By performing a pant decomposition, we obtain ΣH(4) as a gluing of four Y
associated with the vertices of 4 labeled by k = 1, . . . , 4. For each sphere we choose a base node nk.
The spheres are glued to each other via tubes labeled by a = 21, 31, 41, 32, 42, 43. Each tube intersect
its source and target Y at punctures which possess a marked point on their boundary. These marked
points define the nodes ns(a) and nt(a) and between these nodes we have a link going from ns(a) to
nt(a). Furthermore, for each sphere k we choose a link from the base node k to all the ns(a) and nt(a)
on this sphere. Finally we choose links going around (clockwise) both ends of each tube and starting
and ending at ns(a) and nt(a). Putting everything together, we obtain a graph Γ on Σ(4). These
conventions are summarized in fig. 7.3.
We can now define a flat connection on ΣH(4) by assigning group elements {ga} to each link
running along the cylinders a from ns(a) to nt(a), as well as holonomies {ht(a)} going along the links
encircling the target punctures of the cylinders. The holonomies from nk to the adjacent ns(a) and
nt(b) are gauge fixed to the identity by using the gauge freedom at these latter nodes.
Following this procedure, we obtain a parametrization which depends on six pair of group elements
{ga, ht(a)}. This parametrization is over-complete since, on the one hand, there is a remaining gauge
freedom for the base nodes {nk} and, on the other hand, the Bianchi identity holds at each Y. To
express this systematically, it is convenient to introduce the holonomies around the source puctures of
the tubes, namely {hs(a) = g−1a h−1t(a)ga}. For instance, for the sphere no. 1 one has
hs(31)hs(41)hs(21) ⇒ ht(41) = g41g−121 ht(21)g21 g−131 ht(31)g31g−141 . (7.36)
Using the Bianchi identities for the spheres k = 1, 2, 3 we can solve for ht(41), ht(42) and ht(43) in terms
of ht(21, ht(32), ht(31) and the g–holonomies. The Bianchi identity for the remaining sphere k = 4
is then automatically satisfied. The resulting parameterization still has some gauge freedom. This
can be almost completely gauge fixed by imposing for instance the conditions g13 = g23 = g42 = 1.
Putting everything together, we are left with a parametrization in terms of three h-variables and three
g-variables. Only the residual global action is left to be taken into account.
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With this parameterization on the space of flat connections at hand, we can impose the two-handle
constraints—that is the constraints that impose flatness for the holonomies around the triangles of
4. There are four triangles but due to the Bianchi identity for the tetrahedron, we have only three
independent constraints. Furthermore, it is possible to choose the graph so that these constraints
involve only g–holonomies, e.g. for the triangle (124) we have g−141 g42g21 = 1. With our gauge fixing
we have a unique solution to these flatness constraints given by ga = 1 for all a.
Imposing the two-handle constraints leads to a first parametrization of the state space of flat
holonomies on the three-sphere with a tetrahedral defect structure: It is given by (ordered) triples of
group elements (ht(21), ht(32), ht(31)) up to a global adjoint action. For the group S3 there are 49 such
equivalence classes. Therefore, the Hilbert space of excited states possesses 49 basis states.
We now would like to derive a more local parametrization, which would in particular allow us to
read off directly the curvature (or magnetic charge) associated to each edge of the tetrahedral skeleton.
As in the case of the genus-2 defect structure we could hope that labeling the edges a of the tetrahedron
with the conjugacy classes Ca of the holonomies ht(a) gives a one-to-one parametrization of the set of
equivalence classes described above. These Ca would naturally have to satisfy the coupling rules (7.31)
at each vertex of the tetrahedron. However, it turns out that the number of all such configurations
allowed by the coupling rules is only 47. Therefore, such parameterization would not be enough to
capture the whole space of excited states.
To investigate in more detail the failure of the parametrization by the conjugacy classes, it is
convenient to write down explicitly the admissible configurations of the six holonomies {ht(a)} and
of the conjugacy classes {Ca}. Doing so we notice that the failure of the more local parametrization
in terms of conjugacy classes is due to the fact that for one configuration {Ca} there does not exist
a g-connection satisfying the 2-handle constraints (case (1) in sec. 7.3.3), and that for three other
configurations there are, modulo residual gauge transformation, two such g-connections (case (3)). For
all other (43) configurations there exists a unique (modulo residual gauge transformation) g-connection
satisfying the 2-handle constraints (case (2)).
7.4.4 Three-torus
Next, we wish to consider an example where the 3d manifold into which the defect structure is
embedded in has a non-trivial topology. We take this 3d manifold to be the three-torus T3, which
is discretized by a lattice consisting of only one cube with periodic boundary conditions. Due to the
periodic identification of the various elements, this lattice only has three faces, three edges associated
with the three non-contractible cycles, and one six-valent vertex. We allow for curvature defects
along the edges of this one-cube lattice. We are thus interested in the space of flat connection on the
three-torus with a thickening of the one-skeleton of the one-cube lattice removed.
The surface of the thickening of this one-skeleton defines a Heegaard surface for the three-torus.
A convenient representation of this surface is shown in fig. 7.6. The sphere surrounding the one vertex
with its six punctures is represented as a disk with five punctures, with the boundary of the disc
defining the sixth puncture. Pairs of punctures (i, i + 1) with i = 1, 3, 5 are connected by tubes (or
one-handles) and we have therefore a genus-3 surface. We can find a parametrization of the space of
flat connections on this surface by choosing a base node n0, links from n0 to the marked points nj ,
j = 1, . . . , 6 of the six punctures, links around the punctures starting and ending in nj , and links along
the tubes from ni to ni+1 (see fig. 7.6).
We associate holonomies hj , j = 1, . . . , 6 to the (clockwise) links around the punctures and
holonomies gi+1,i to the links from the puncture i = 1, 2, 3 to the puncture (i + 1). Furthermore,
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Figure 7.6. The three-torus can be discretized as a cube with opposite faces identified so that the discretization
contains one six-valent vertex, three edges associated with the non-contractible cycles and three faces. The
Heegaard surface is obtained by blowing-up the one skeleton of this discretization so that the single vertex
becomes a six-times punctured two-sphere as represented on the left panel. The edges are also blown-up into
cylinders connecting the spheres 1 to 2, 3 to 4 and 5 to 6, respectively. The same object is depicted in a different
representation on the right panel as a disk with five punctures, the boundary of the disk corresponding to the
sixth puncture.
holonomies from the base node n0 to the marked points nj are gauge fixed to the identity. Finally,
the holonomies {hj} are not independent since
hi+1 = gi+1,ih
−1
i g
−1
i+1,i . (7.37)
We have therefore a parametrization of the space of flat connections on the genus-3 Heegaard surface by
three pairs of holonomies {hi, gi+1,i}i=1,3,5. This set of holonomies is subject to the Bianchi constraint
associated with the six-times punctured two-sphere
g43h
−1
3 g
−1
43 g65h
−1
5 g
−1
65 g21h
−1
1 g
−1
21 h3 h2 h1 = 1 (7.38)
together with a left-over gauge action (at the base node n0) that results into a diagonal adjoint action
on the set {hi, gi+1,i}i=1,3,5.
We can now consider the 2-handle constraints, which demand that the holonomies around the faces
of the cube are flat. At this stage some care needs to be taken in determining a path that is homotopy
equivalent to the intersection of the Heegaard surface with the faces, see fig. 7.6. It turns out that such
a paths does not only involve links along the tubes but needs also to wind around one of the remaining
punctures. Thus, each of the three 2-handle constraints involves one of the hi-holonomies and can be
used to fix these hi-holonomies in terms of commutators of the corresponding g–holonomies:
h1 = g
−1
65 g43g65g
−1
43
h3 = g21g
−1
65 g
−1
21 g65
h5 = g
−1
65 g21g43g
−1
21 g
−1
43 g65 . (7.39)
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These relations impose automatically the Bianchi identity (7.38). These relations imply that the space
of flat connections on the 3-torus with the one-skeleton of the one-cube lattice removed is parametrized
by the set of three holonomies {g21, g43, g65} modulo a diagonal adjoint action. For the group S3 this
amounts to 49 configurations (the same number as for the tetrahedron).
In the case of the three-torus, the holonomies {gi+1,i} encode global topological observables, i.e.
they are associated with paths that are topologically non-trivial even without removing the blown-up
one-skeleton of the discretization. Due to the small lattice, it turns out that these observables also
determine completely the holonomies around the edges of the cubical discretization. Nevertheless, in
order to illustrate the effects of a non-trivial underlying three-dimensional manifold, we will discuss
what happens if we seek a more local parametrization. To this end, we choose to include the conjugacy
classes of the h–holonomies as parameters for the excited states:
C1 = Ch1 , C3 = Ch3 , C5 = Ch5 , C35 = Ch3h5 ,
C62 = Cg65h−15 g
−1
65 g21h
−1
1 g
−1
21
, C351 = Ch3h5h1 = C462 . (7.40)
The parameters {C1, C3, C5, C35, C62, C351} alone fail to give an effective description of the 3-torus
configurations due to again the appearances of the cases (1) and (3) listed in sec. 7.3.3.
Recall that case (1) refers to the impossibility of finding g-connections satisfying the 2-handle
constraints for certain configurations of conjugacy classes which are allowed by the coupling rules.
This is evident from the form of the h–holonomies (7.39) in terms of the g–holonomies: If a given
h–holonomy includes a g–holonomy, it must include its inverse as well. Therore, all h–holonomies have
to be even elements, hence the absence of the conjugacy class C = O of odd elements.
We also have occurences of case (3) appearing when there are several equivalence classes of g-
connections for a given configuration of conjugacy classes. But for a non-trivial topology, there can be
non-trivial g–holonomies along the non-contractible cycles even in the absence of excitations, that is
when all holonomies around the edges of the lattice are trivial. In the case of the three-torus, there are
21 such equivalence classes of g-connections for trivial h–holonomy configurations. This is the number
of locally flat holonomies on the three-torus for the group S3. Furthermore, degeneracies also appear
for non-trivial values for the set of conjugacy classes. As before, it is possible to add obervables to the
parameterization in order to resolve the degeneracy. In particular, we can choose to add the conjugacy
classes Cg21 , Cg43 , Cg65 and Cg21g43 , Cg43g65 , Cg21g65 . This does indeed get rid of all degeneracies, but
at the price of over-parametrization.
This example illustrates the ineffectiveness of such local parametrization in the case where all
the holonomies are determined by global parameters. If we would refine the lattice, we expect the
local parametrization to be more useful. Nevertheless, in the case of a non-trivial topology for the
three-manifold carrying the defects, we will always have to take into account the non-triviality of the
vacuum sector.
7.5 Ribbon operators
In this section, we present how the procedure defined previously for states also applies to operators.
In particular, we show how ribbon operators defined on the Heegaard surface can be lifted so as to
define excitation-generating operators for the 3d manifold. But before discussing this lifting, we briefly
review the construction of the ribbon operators in the present context. We first discuss the open ones
from which we can obtain the closed ones, which are the relevant ones for the 3d interpretation.
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7.5.1 Ribbon operators on the Heegaard surface
In chap. 4, ribbon operators were defined as the composition of a Wilson loop operator W fγ′ and a
translation operator Tk,γ [H] such that
(W fγ′ . ψ)(g1, . . . , gL) = f(hγ′)ψ(g1, . . . , gL), (7.41)
where hγ′ = glN · · · gl1 is the holonomy associated to the path γ′ = lN ◦ · · · ◦ l1 and
(Tk,γ [H] . ψ)(. . . , gk, . . .) = ψ(. . . , h
−1
γ H
−1hγgk, . . .) (7.42)
with hγ the holonomy along the path γ and k labels the holonomy crossed by the ribbon operator.
Let Γ be the graph embedded on ΣH(4). Let us assume that the path γ is such that it intersects
links of Γ transversally and does avoid the nodes of the graph. We also assume that all crossing
links have the same orientation with respect to γ, namely if the direction of γ is upwards, then the
links should cross from left to right. Note that by a variable transformation gl−1 = g
−1
l for the wave
functions we can always adjust the orientation of the links accordingly. We furthermore need to specify,
without loss of generaliy, one link l1 crossed by γ as initial link. To the path γ we associate a shadow
path γ′ which has to be isotopy equivalent to γ and to run along Γ, i.e. γ′ is composed from links of
Γ. More specifically γ′ has to connect the target nodes of the links l ⊂ Γ which are crossed by γ and
is not allowed to cross γ itself. In some rare case, these conditions cannot be satisfied for a given γ
and a given graph Γ. It is then necessary to refine Γ so as to obtain an appropriate γ′. With these
definitions, we can picture γ and γ′ as the left and right boundary of a ribbon, respectively, such that
the right boundary of this ribbon needs to be aligned to links of the graph Γ.
Let us now write down explicitly the action of the operators in this context. We denote the links
crossed by the closed path γ by li, i = 1, . . . , lN(γ) and the associated holonomies by gi. Furthermore
h′i := ht(l1)t(li) is the holonomy from the target node of the link li along and in the direction of γ
′ to
the target node of l1. For i = 1, we define h
′
1 = hγ′ to be the holonomy of γ
′ starting and ending at
the target node of l1. We can finally write the action of the operator Tγ [H] as
(Tγ [H] . ψ)({g}) = ψ
({(h′i)−1H−1h′igli}l=li , {gl}l 6=li) . (7.43)
Ultimately, we want to use this translation operator to define a ribbon operator on the space of
flat connections on ΣH(4). As such it must preserve the flatness constraints associated with the
contracticle cycles of ΣH(4). This requires closed ribbon operators. Recall from chap. 4, that the
operator (7.43) leaves almost all flatness constraints intact. The exceptional cycle is associated with
the face, into which γ enters via crossing the last link lN(γ). Thus γ leaves the same face by crossing
l1. The action of the shifts on two links usually cancels out for the face holonomy, but in this case one
might encounter a non-trivial result as the holonomy hf is changed by
hf = · · · g−1l1 h′N(γ)glN(γ) −→ · · · g−1l1 (h′1)−1Hh′1H−1h′N(γ) glN(γ) . (7.44)
This is due to the fact that the parallel transport for the shift of l1 involves h
′
1 = hγ′ , that is the
holonomy associated to the cylce γ, whereas the parallel transport for lN(γ) only involves h
′
N(γ), the
holonomy from the target node of lN(γ) to the target node of l1.
The flatness at such a face is preserved if H and hγ′ do commute. One way to ensure this is to
combine the translation operator Tγ [H] with a holonomy operator W
f
γ′ where f(•) = δ(G, •) and such
that G and H commute, i.e. [G,H] = 1. We are therefore working with ribbon operator of the form
Kγ [G,H] = δ(GH,HG)Wγ′ [G] ◦ Tγ [H] . (7.45)
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Figure 7.7. Example of ribbon operator along a non-contractible cycle on a one-torus. The dashed line
represents the path γ′.
If G 6= 1 and γ (and therefore γ′) is a contractible cycle, the ribbon operator (7.45) annihilates all
states in the Hilbert space. Recall, furthermore, that a gauge averaging must be enforced to ensure
that the ribbon operator preserves the gauge invariance at the node t(l1). The final result is the
so-called closed ribbon operator:
(Kγ [D, C] . ψ) ({gl}) :=
∑
u∈G
(Kγ [u−1Gu, u−1Hu] . ψ) ({gl}l) (7.46)
=
∑
u∈G
δ(G, uhγ′u
−1) ψ({(h′i)−1u−1H−1uh′igli}l=li , {gl}l 6=li)
with C the conjugacy class of H in G and D the conjugacy class of G in the centralizer ZH of H in G.
Since the ribbon operator preserves flatness for the contractible cycles. It can thus change only the
holonomies associated to non-contractible cycles, which are crossed by γ. Furthermore, one can see
that the action of the ribbon on the cycle holonomies is invariant under isotopic deformations of γ and
thus the ribbon operator does only depend on the isotopy class of γ. Ribbon operators with G = 1
(or D = {1}) with γ non-contractible plays a special role in our construction. In this case there is no
restriction on H or on the conjugacy class C.
7.5.2 Excitation-generating ribbons in 3d
Let us now lift the operators defined above on the Heegaard surface ΣH(4) to excitations-generations
ribbon operators for the manifold M\41. Remember that the space of flat connections on M\41
can be identified with the space of flat connections on ΣH(4) satisfying the two-handle constraints.
We will make use in the following of the non-minimal holonomy parameterization of the space of flat
connections as exposed in sec. 7.2.2. However, contrary to sec. 7.2.2, it will be more convenient not to
impose the holonomies along the links going from the based point nk of each Y to the marked points
nIs(a), n
I
t(a) to be trivial. These holonomies are denoted by k and their labeling follows from the one
of the g–holonomies.
The operators we are looking for are the ribbon operators defined on ΣH(4) which in addition
to leaving the flatness conditions associated with the contractible cycles in ΣH(4) intact, leaves the
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two-handle constraints associated with the contractible cycles in M\41 intact. An obvious class of
operators for which this holds are Wilson loop operators: These act by multiplication on the function
space of holonomies and thus commute with any flatness constraints. Another class is given by a
special kind of closed ribbon operators Kγ [G,H]: We choose γ (and a fortioti γ′) to be isotopic to the
curve t ∩ ΣH(4) for some triangle t of the triangulation.11 To preserve the constraints hγ′ = 1, we
will only consider the ribbon operators Kγ [D,C] with D = {1}. We denote the resulting operators by
Kt[C].
The operators Kt[C] leave all the two-handle constraints invariant: It is clear that Kt[C] leaves
the flatness constraint coming from t itself invariant. Furthermore the closed curves t ∩ ΣH(4) and
t′∩ΣH(4) for two different triangles t and t′ do not intersect each other on ΣH(4). Thus even if Kt[C]
goes along a curve γ that does intersect t′ ∩ΣH(4) it has to intersect it an even number of times as γ
needs to be isotopy equivalent to t∩ΣH(4) which does not intersect t′ ∩ΣH(4). Hence the holonomy
associated to t′ ∩ ΣH(4) (or to a curve isotopy equivalent to t′ ∩ ΣH(4)) will not be affected by the
translational part of the action of Kt[C]. We can thus associate to each triangle t ribbon operators
Kt[C], labeled by a conjugacy class C of G. This ribbon operator changes the holonomies around the
edges bounding the triangle t. This is the same action as for the (gauge averaged) integrated flux
operator associated to a triangle t and defined in [22, 86].
We can also consider ribbon operators associated to more general curves than thus arising from
one triangle t: For instance we can take two adjacent triangles t, t′ and consider their induced curves
t ∩ΣH(4) and t′ ∩ΣH(4). We can then isotopically deform e.g. t′ ∩ΣH(4) to a curve β such that β
agrees with t ∩ ΣH(4) on the part of the curve running on the cylinder surrounding the edge shared
by t and t′. This defines a merging of the curves t ∩ ΣH(4) and β, denoted by (t ◦ t′) ∩ ΣH(4) and
given by the set (t ∩ΣH(4)) ∪ β/((t ∩ΣH(4)) ∩ β). We can then consider a ribbon operator Kt◦t′ [C]
associated to the curve (t ◦ t′) ∩ΣH(4). This ribbon operator will shift the h–holonomies around the
edges adjacent to the triangles t and t′ but for the one edge shared by t and t′ and along which we
merged the two triangle curves to one curve. (Even if the two triangles have more than one edge in
common it might not be possible to merge further parts of their curve, see the following discussion.)
This procedure of merging the curves induced by the triangles can be generalized to an arbitrary
number of triangles. In this way we can consider ribbon operators associated to curves going around
a number of triangles. Note however that it is in general not possible to merge the curves arising
from triangles meeting at a sphere k, so that the merged curve does not visit this sphere anymore.
There might be punctures on k preventing such a merging. One can nevertheless consider a curve, e.g.
resulting from the maximally possible merging of three triangles t, t′, t′′ meeting at a vertex. However
even if the three triangles close around a sphere k to a surface we might not be able to merge the three
triangles along all the (three) shared edges.
In short, we see that the ribbon operators associated to the merging of several triangle curves will
not only depend on the triangles itself, but also on the details on how we merge the associated triangle
curves. This determines along which path the group element H is parallel transported, by which we
translate each of the holonomies that are crossed by the ribbon. Note that this dependence does also
appear for the integrated flux operators in (3+1)d defined in [22, 86]. There, the exponentiated flux
operators are associated to a surface glued from triangles. But for each such surface we also have to
specify a tree that describes the parallel transport of the translational parameter H for each of the
triangles of the surface.
In both, the Heegaard surface and the 3d description, we can also consider a closed surface made
11We will later consider more generalized operators.
∼ 127∼
CHAPTER 7. HEEGAARD SPLITTING AND MAGNETIC EXCITATIONS IN (3+1)D
out of triangles. However, for the reasons discussed above, in the ribbon case we will in general not
be able to merge the curves induced by the triangles, so that the merged curve is equivalent to a
contractible curve on ΣH(4) and the associated ribbon therefore trivial. We will rather have a merged
curve visiting some or (in general) all of the spheres adjacent to the triangles making up the glued
surface. In general the closed surface made out of triangles is cut open by a connected and spanning
tree made out of the edges of the surface. The merged curve runs along the tubes surrounding the
edges of the tree and furthermore traverses these tubes twice in opposite directions. The action of the
ribbon associated to the merged curve is only non-trivial because of the difference in parallel transport
for the two parts of the curve traversing each tube.
Also the exponentiated flux operators associated to closed surfaces as defined in [22, 96] have in
general a non-trivial action due to the difference in parallel transport along some cut of the surface.
This difference is only relevant if there is curvature, and, as the closed surface operators measure
torsion, this effect has been named curvature-induced torsion in [22].
7.6 Example: 4-simplex triangulation of S3
As an example we consider the three-sphere S3 triangulated by the boundary of a 4-simplex 4 = σ4.
We can identify S3 with the compactified space R3. This allows us to think of the boundary of the 4-
simplex as embedded into R3. The one-skeleton of the triangulation agrees then with the one-skeleton
obtained by subdividing one 3-simplex into four 3-simplices. The four 3-simplices agree with four of
the five 3-simplices of the 4-simplex, the fifth 3-simplex is given by the outside region of the subdivided
tetrahedron (or by the complement of the subdivided 3-simplex in S3). The Heegaard surface is finally
obtained by blowing-up this one-skeleton.
The cylinders carry one link of the graph that has to coincide with the part of a curve t ∩ΣH(4)
induced by one of the triangles. For each edge of the triangulation, that is for each cylinder of the
Heegaard surface, we have therefore to select one triangle t adjacent to this edge. We make the
following choice: For the edges of the subdivided 3-simplex we choose the links to go along the inside
facing part of the tubes. That is for a cylinder a = ij with i, j = 1, . . . , 4 we choose the triangle
t(ij5). For cylinders a = i5 with i = 1, 2, 3 we choose the triangle t(i54), and for a = 45 we choose
the triangle t(451).
In order to better represent the graph on the punctured spheres, we can draw the punctured
spheres associated each vertex of the triangulation in a planar way, see fig. 7.8. In all cases we have
four-times-punctured spheres. The four punctures are forming the four vertices of a flattened (on
top view of a) 3-simplex. The edges of this (auxiliary) 3-simplex do indeed represent the curves
resulting from the triangles of the triangulation cutting the punctured sphere in question. With our
choice of links along the cylinders connecting the spheres we have also chosen the marked points of
the punctures, that is the point on the boundary of the puncture at which the link coming from the
cylinder will emerge. For each punctured sphere, we have to choose one node and four links connecting
this node to the marked points on the punctures. We present such a choice in fig. 7.8.
There is one further choice to make, namely how to isotop the parts of the curves resulting from
triangles cutting the Heegaard surfaces, which do not run already along the links of the graphs. (This
has to be done in particular for the part of the curves running along the cylinders.) We indicate in
fig. 7.8 in which way the triangle curves are isotoped around the punctures of a given sphere.
For the sake of clarity, let us consider the sphere number 1 denoted by S1 in more detail. (As we
have made all choices similar for the other spheres the same conclusions will hold there.) The four
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Figure 7.8. This figure shows the five punctured spheres Si, i = 1, . . . , 5 (in a planar representation) and
the links of Γ on these spheres. The punctures are shown as grey disks. The spheres are glued to tubes,
surrounding the edges of the triangulation, via the punctures. Thus each puncture on the sphere Si can be
labeled by the sphere Sj to which the glued tubes lead. The punctures are surrounded by links oriented
clockwise as shown for the sphere S4. The thin lines connecting the punctures show how the triangles cut
through the punctured spheres and lead to curves on the Heegaard surface. In the picture for S3 we have
indicated how to deform the curves induced by the triangles so that these curves run along the links of the
graph Γ. The dashed line represents the path α defining the action of the ribbon operator R451[H].
punctures of the sphere can be labeled by the vertices which are connected (through tubes) to these
punctures. In trying to construct a path along the graph which is isotopic to the curve induced by a
given triangle we have to be careful in how the triangle curve, which emerges from one puncture and
goes to another one, surrounds the remaining punctures. For instance we see that the curve given by
t(214) ∩ S1 is isotopic to the following path along the graph Γ: We follow the link from puncture 4
to the 4-valent ‘central’ node and then follow the link to the marked point of the puncture 2. This
holds also for the triangles t(213), t(415), t(215). That is for four out of six triangles we can just follow
the canonical path along the graph. (Note that this holds only for the corners of the triangles at v1,
the same triangles will in general involve more complicated paths at other vertices.) To get however a
path along the graph that is isotopic to t(413) ∩S1, we do however have to—in addition to the link
from the puncture 4 to the central node and from the central node to the puncture 3—include a cycle
around the puncture 5. Also for the triangle t(513) we have to include a cycle around the puncture 5
itself.
In fact for each of the five spheres we have four triangles which induce curves which are already
isotopic to the canonical path along the graph. For the remaining two triangles we need however to
include a cycle around a puncture, which is always the central puncture in the figures 7.8.
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Absorbing the k–holonomies into the g– and h–holonomies as follows
g˜ij = k
−1
ij gijkji ,
h˜ij = k
−1
ij hijkij . (7.47)
we obtain holonomies g˜ and h˜ which start and end at the central nodes. We can now give the
holonomies along the curves induced by the triangles. With t(kji) we denote the curve going along
the cylinders ij, jk and ki. The flatness constraints induced by the triangles are as follows:
t(231) : g˜12g˜23g˜31 = 1 , t(125) : g˜25g˜51g˜12h˜25 = 1 ,
t(514) : g˜45g˜51g˜14 = 1 , t(234) : g˜34g˜42g˜23h˜35 = 1 ,
t(524) : g˜45g˜52g˜24h˜45 = 1 , t(314) : g˜14g˜43g˜31h˜15 = 1 ,
t(354) : g˜54g˜43g˜35h˜54 = 1 , t(315) : g˜15h˜
−1
54 g˜53g˜31h˜15 = 1 ,
t(235) : g˜35g˜52g˜23h˜35 = 1 , t(124) : g˜24h˜45g˜41g˜12h˜25 = 1 . (7.48)
These conditions determine 6 variables g˜ij in terms of the h˜ij and the remaining four g˜ij . Choosing
these four variables to be g˜12, g˜13, g˜14 and g˜15 (corresponding to an allowed gauge-fixing) we obtain
g˜23 = g˜21g˜13 (7.49)
g˜45 = g˜41g˜15 (7.50)
g˜43 = g˜41(h˜15)
−1g˜13 (7.51)
g˜24 = (h˜25)
−1g˜21g˜14(h˜45)−1 (7.52)
g˜25 = (h˜25)
−1g˜21g˜15 (7.53)
g˜35 = (h˜35)
−1g˜31g˜12(h˜25)−1g˜21g˜15 . (7.54)
The remaining 4 equations in (7.48) are redundant, for instance by leading to the Bianchi identity
h˜51h˜52h˜53h˜54 = 1.
Let us now discuss the action of the ribbon operators associated to the triangles. We start with a
simple case, the ribbon associated to the triangle t(431).
t(431):
Consider K431[C], the ribbon around the triangle t(431) with base node the marked point of puncture
1 so that we have a path γ given by the sequence of cylinders
13→ 34→ 41 . (7.55)
The corresponding two-handle flatness constraints is
1 = g˜14g˜43g˜31h˜15 . (7.56)
One can follow the path (7.55) such that the links of the graph are always to the right of γ. This path
will only cross hij-holonomies with i, j 6= 5. Thus all the triangle flatness constraints will be preserved.
More in detail, we can again express the shift of h˜ and g˜ variables performed by the ribbon operator
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K431[C]: 
h˜−113 → (g˜13g˜34g˜41)H−1 (g˜14g˜43g˜31) h˜−113
h˜31 → (g˜34g˜41)H−1 (g˜14g˜43) h˜31
h˜−134 → (g˜34g˜41)H−1 (g˜14g˜43) h˜−134
h˜43 → (g˜41)H−1 (g˜14) h˜43
h˜−141 → (g˜41)H−1 (g˜14) h˜−141
h˜14 → H−1 h˜14 .
(7.57)
To make the ribbon operator gauge invariant, the group element H is group averaged (by adjoint
action), so that only the information on the conjugacy class C remains. The ribbons K423,K124 and
K213 function analogously. Next we discuss a case in which the ribbon also affects h˜i5 holonomies and
thus might a priori violate the triangle flatness constraints.
t(451):
We consider the path γ
15→ 54→ 41 . (7.58)
We see that some h˜i5 holonomies are shifted but also the k42 and k43 holonomies. Despite this we can
again express everything in terms of h˜ and g˜ variables. The crossing of the ribbon over links carrying
h–holonomies leads to the following shifts: (We will make use of the triangle flatness constraint
g˜14g˜45g˜51 = 1.) 
h˜−115 → H−1 h˜−115
h˜51 → g˜51H−1 g˜15 h˜51
h˜−154 → g˜51H−1g˜15 h˜−154
h˜45 → g˜41H−1g˜14 h˜45
h˜−141 → g˜41H−1g˜14 h˜−141
h˜14 → H−1 h˜14 .
(7.59)
Furthermore the crossing of the k42 and k43 variables influences the following variables:
g˜24 → g˜24 g˜41Hg˜14
h˜42 → g˜41H−1g˜14h˜42g˜41Hg˜14
g˜34 → g˜34g˜41Hg˜14
h˜43 → g˜41H−1g˜14h˜43g˜41Hg˜14 .
(7.60)
The shifts do affect a priori the triangle flatness constraints (7.51) and (7.52). One can check however
that the shifts of the various holonomies involved cancel out, and thus the triangle flatness constraints
remain invariant. Again the ribbons associated to the triangles t(524), t(512), t(523) and t(354) work
similarly. As the last slightly more subtle case we discuss the ribbon associated to the triangle t(513).
t(513):
Let us now consider the ribbon operator whose path path γ is given by
53→ 31→ 15 . (7.61)
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The corresponding triangle flatness constraint reads
g˜51h˜
−1
15 g˜13g˜35h˜54 = 1 . (7.62)
This example is more cumbersome than the previous ones since the ribbon crosses the link h15 which
is part of the shadow path γ′. In order to circumvent this difficulty, we introduce additional links and
decorate them with auxiliary holonomies. Doing so we must ensure that the flatness constraint as well
as the gauge invariance are still satisfied and therefore the number of degrees of freedom is preserved.
This refining of the graph is performed around the puncture 5 and can be graphically represented as
follows
−→ . (7.63)
Furthermore, the enforcement of the constraints impose the following expressions between the original
variables and the auxiliary ones
k15 = b15a15 , h15 = c15d15 , e15c15b
−1
15 = 1 . (7.64)
It is now possible to define a ribbon which does not cross any holonomy appearing in the definition of
the path γ′. Indeed, let us for instance consider the following ribbon
(7.65)
which crosses the links decorated by the holonomies b15 and c15 whereas the corresponding path γ
′
is associated to the holonomy d−115 e15a15. Putting everything together, we obtain that the ribbon
operator produces the following shifts:
h˜−153 → (g˜53g˜31h˜15g˜15)H−1(g˜51h˜−115 g˜13g˜35)h˜−153
h˜35 → (g˜31h˜15g˜15)H−1(g˜51h˜−115 g˜13)h˜35
k−132 → (g˜31h˜15g˜15)H−1(g˜51h˜−115 g˜13)k−132
h˜−131 → (g˜31h˜15g˜15)H−1(g˜51h˜−115 g˜13)h˜−131
h˜13 → (h˜15g˜15)H−1(g˜51h˜−115 )h˜13
k−112 → (h˜15g˜15)H−1(g˜51h˜−115 )k−112
k−114 → (h˜15g˜15)H−1(g˜51h˜−115 )k˜−114
h˜51 → H−1h˜51
and
k15 → h15g15k51Hg˜51h˜
−1
15
h15 → h15g15k51Hk−151 g51
(7.66)
such that the shifts of the k–holonomies k32, k12, k14 and k15 and the h–holonomy h15 influence the
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following variables:
g˜32 → (g˜31h˜15g˜15)H−1(g˜51h˜−115 g˜13)g˜32
h˜32 → (g˜31h˜15g˜15)H−1(g˜51h˜−115 g˜13)h˜32(g˜31h˜15g˜15)H(g˜51h˜−115 g˜13)
g˜12 → (h˜15g˜15)H−1(g˜51h˜−115 )g˜12
h˜12 → (h˜15g˜15)H−1(g˜51h˜−115 )h˜12(h˜15g˜15)H(g˜51h˜−115 )
g˜14 → (h˜15g˜15)H−1(g˜51h˜−115 )g˜14
h˜14 → (h˜15g˜15)H−1(g˜51h˜−115 )h˜14(h˜15g˜15)H(g˜51h˜−115 )
g˜15 → (h˜15g˜15)H−1(g˜51h˜−115 )g˜15
h˜15 → h˜15h˜15g˜15Hg˜51h˜−115
(7.67)
Despite these additional shifts, the flatness constraints are not violated. Indeed, the different shifts
cancel each other such that all the flatness constraints presented earlier remain invariant. In particular,
we have the following trivial transformations
g˜12g˜23g˜31 = 1→ h˜15g˜15H−1g˜51h˜−115 g˜12g˜23g˜31h˜15g˜15Hg˜51h˜−115 g˜13g˜31 = 1
g˜35g˜52g˜23h˜35 = 1→ g˜35g˜52g˜23g˜31h˜15g˜15Hg˜51h˜−115 g˜13g˜31h˜15g˜15H−1g˜51h˜−115 g˜13h˜35 = 1
g˜15h˜
−1
54 g˜53g˜31h˜15 = 1→ h˜15g˜15H−1g˜51h˜−115 g˜15h˜−154 g˜53g˜31h˜15h˜15g˜15Hg˜51h˜−115 = 1
(7.68)
and one can check the remaining ones similarly.
Merging of two triangles:
We can now consider the case of a ribbon associated with the merging of two triangles. Let us for
instance consider the triangles t(431) and t(412) which have in common the tube going from the
puncture 1 to the puncture 4. We are looking for a ribbon operator K4312[H] associated to the curve
going around the two triangles so that we have the following path γ
21→ 13→ 34→ 42 . (7.69)
The flatness constraints for the triangle t(431) and t(412) are given by g˜14g˜43g˜31h˜15 = 1 and g˜24h˜45g˜41g˜12h˜25 =
1, respectively, so that the flatness constraint assiociated with the merging of the two triangles reads
g˜24h˜45g˜43g˜31h˜15g˜12h˜25 = 1 . (7.70)
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The action of the ribbon then produces the following shifts of holonomies
h˜−121 → (g˜21h˜−115 g˜13g˜34h˜−145 g˜42)H−1(g˜24h˜45g˜43g˜31h˜15g˜12)h˜−121
h˜12 → (h˜−115 g˜13g˜34h˜−145 g˜42)H−1(g˜24h˜45g˜43g˜31h˜15)h˜12
k−114 → (h˜−115 g˜13g˜34h˜−145 g˜42)H−1(g˜24h˜45g˜43g˜31h˜15)k−114
h˜−113 → (g˜13g˜34h˜−145 g˜42)H−1(g˜24h˜45g˜43g˜31)h˜−113
h˜31 → (g˜34h˜−145 g˜42)H−1(g˜24h˜45g˜43)h˜31
h˜−134 → (g˜34h˜−145 g˜42)H−1(g˜24h˜45g˜43)h˜−134
h˜43 → (h˜−145 g˜42)H−1(g˜24h˜45)h˜43
k−141 → (h˜−145 g˜42)H−1(g˜24h˜45)k−141
h˜−142 → g˜42H−1g˜24h˜−142
h˜24 → H−1h˜24
(7.71)
The only remarkable feature is the fact that the ribbon operator acts on both k−114 and k
−1
41 which is
not the case when considering the independent actions on triangles t(431) and t(412). For the action
of the ribbon on g˜14 both transformation compensate so that g˜14 remains unchanged. Indeed, we have
g˜14 → (h˜−115 g˜13g˜34h˜−145 g˜42)H−1(g˜24h˜45g˜43g˜31h˜15)g˜14(h˜−145 g˜42)H(g˜24h˜45) = g˜14 (7.72)
where we have used twice the flatness constraint on the triangle t(413). Also h14 and h41 are not
changed by the ribbon operator. We do have however a change of h˜14 = k
−1
14 h14k14 and h˜41 =
k−141 h41k41 due to the shift of k14 and k41. Note however that this change is by an adjoint action,
so the (gauge invariant) conjugacy classes of h˜14 and h˜41 do not change. Therefore, as previously
discussed in the general case, the ribbon operator changes the holonomies associated with the edges
adjacent to the triangles but for the edge shared by the triangles. Furthermore, since the remaining
shifts are only about h–holonomies which do not influence the flatness constraints, we can confirm
that the ribbon operator for the merging of two triangles as defined here is consistent.
7.7 Remarks
In this work, we explained how the Hilbert space and operators for a (2+1)d theory of flat connections
lead to a Hilbert space and operators for a (3+1)d theory of flat connections with curvature defects. A
crucial point is to use the Heegaard surface that arises from the Heegaard splitting of the 3d manifold,
describing the equal time hypersurface of a (3+1)d manifold. The Heegaard splitting can be based on a
triangulation (or other polyhedral lattice), the curvature defects are then confined to the one-skeleton
of this triangulation. The theory of flat connections on the 3d manifold can then be described in terms
of the theory of flat connections on the 2d Heegaard surface, but equipped with additional flatness
constraints. In particular, starting from the fusion basis on the 2d Heegaard surface, we obtain two
basis of 3d excited states, namely the spin network basis and the dual magnetic basis. The former is
obtained as a subset of the fusion basis states, while the latter is obtained via superpositions of fusion
basis states involving a sum over the R–labels. Furthermore, we can express operators generating
curvature defects for the 3d theory as (ribbon) operators acting on the space of flat connections on
the 2d surface, satisfying the additional flatness constraints.
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This presents an interesting example where a (2+1)d dimensional topological quantum field theory
can be used to construct a Hilbert space, with a (triangulation independent) vacuum state and excita-
tions for a (3+1)d dimensional theory. We believe that this technique can be applied to a wide range
of (2+1)d TQFTs and thus would allow the construction and understanding of a wide range of (3+1)d
TQFTs with defects. In [52], the same construction was applied to the case Turaev-Viro TQFT for
a modular fusion category. A similar analysis was carried out and the analogues of the spin network
basis and the dual magnetic basis were defined. Interestingly, in that case, the parameterization of the
basis states in both case is such that the local curvature content can be immediately read-off. This
situations does not quite occur in the finite group case considered in this chapter as the structure of
the excitations is more complicated. In the case of the magnetic basis, this translates into the fact
that conjugacy classes alone do not completely parametrize the space of 3d excited states.
Apart from generalizing this construction to additional (2+1)d TQFTs, there are several interest-
ing research directions. The most obvious one is to consider Heegaard splittings of three-dimensional
manifold with boundaries. This would result in Heegaard surfaces with punctures, which, as we have
extensively studied, allows for the introduction of torsion (or electric) defects. We could then use
this framework in order to define a gluing of 3d excited states. A special case of this constructions
should yield the quantum triple algebra presented in the previous chapter. Furthermore, following
chap. 5, this could also be used to define a notion of entanglement entropy for 3d topological phases
with defects.
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Appendix A
Technical details about the (2+1)d
fusion basis
A.1 Inductive limit on {Hp}
In this appendix, we explain how to construct an inductive limit of the Hilbert spaces Hp over the
number of punctures |p|. Here, the index p in Σ0p and Hp will not only denote the number of punctures
(which we here denote by |p|) but also the embedding information of the punctures. Importantly,
this embedding information includes not only the position of the punctures, which themselves are
infinitesimally small disks removed from the manifold, but also a marked point on the boundary of
each of these small disks. Alternatively, a puncture can be described by a point in the manifold
equipped with a tangent vector at this point [43]. The open links of the graphs have to end at the
marked points of the small disks (in one description) or to approach the punctures tangential to the
associated vector (in the other description). This additional structure of the punctures allows the
inclusion of torsion defects and is also crucial in order to make the gluing operation well defined. It
leads, however, to an entire family of continuum Hilbert spaces constructed via the inductive limit, as
we will now explain.
We fix once and for all a coordinate atlas for the two-sphere S2. For the inductive limit, we need
to specify a partial ordering of a label set. This label set will be given by the punctures, including
their embedding (and marked points) information. Given two punctured spheres Σ0p and Σ
0
p′ we say
that Σ0p′ is a refinement of Σ
0
p, denoted by p ≺ p′, if all the punctures of Σ0p are punctures of Σ0p′ . That
is there are |p| punctures in Σ0p′ whose positions and marked points agree with those of the punctures
in Σ0p. Therefore, we have a family of Hilbert spaces Hp, labelled by the embedding information p
of a set of |p| punctures. Theses labels are now equipped with a directed partial order ≺. What is
needed for completing the definition of an inductive Hilbert space is the specification of (consistent)
embedding maps ιpp′ : Hp → Hp′ for any pair p ≺ p′.
We construct such an embedding map as follows: Given a state ψ on Σ0p we can w.l.o.g. assume
that this state is defined on a minimal graph Γp. We add links and nodes to Γp so that is becomes
a minimal graph for Γp′ . This is done in |p′| − |p| steps and we denote the graph after each step by
Γp+i, i = 1, . . . , |p′| − |p|. We label the new punctures with i = 1, . . . , |p′| − |p|. For a new puncture
added in the i-th step we do the following: We enclose the new punctures with a cycle and furthermore
add a path (composed out of links) that connects the marked point of the puncture to some (new)
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Figure A.1. Adding a puncture and extending correspondingly the minimal graph.
node on the graph Γp+i−1, see fig. A.1.
The embedding map fromHp toHp′ can be given as a composition of maps ιp1p2 with |p2| = |p1|+1.
For |p′| = |p|+ 1 the refinement of the graph adds the following additional holonomies:
◦ One link l0 of Γp needs to be subdivided into two links l = l2 ◦ l1 with a new two-valent node n.
Correspondingly we will have two new holonomies gl1 , gl2 satisfying gl0 = gl2gl1 .
◦ There will be a new path consisting of three new links l′3 ◦ l′2 ◦ l′1 starting from the new node n
to the marked point of the puncture. We will denote the associated holonomies by k1, k2, k3.
◦ Furthermore there is one additional link l′4 starting at the target node of l′1 surrounding the new
puncture and ending at the target node of l′2. We denote the corresponding holonomy by k4.
The embedding ιpp′ : Hp → Hp′ mapping a state ψ(gl0 , {gl}l 6=l0) is then given as
ιpp′(ψ)(gl1 , gl2 , {gl}l 6=l0 , k1, . . . , k4) =
√G δ(e, k−12 k4) ψ(gl2gl1 , {gl}l 6=l0) . (A.1)
That is the refined state describes a trivial holonomy for the cycle around the new puncture, whereas
it is totally spread on the holonomy k = k3k2k1, that gives the parallel transport from the added node
on the coarser graph to the new puncture. In summary the new puncture carries neither a curvature
nor a torsion excitation. The embedding maps are consistent, that is reaching a given refinement via
different smaller steps, leads to the same result. We have further chosen the pre–factor in (A.1) so
that the embedding map is isometric.
Consider now a family of Hilbert spaces {Hp}{p∈P}, so that P carries a directed partial order.
The inductive limit Hilbert space HP is defined as the (closure) of the union over all Hilbert spaces
Hp with the following equivalence relation imposed: two states ψ ∈ Hp and ψ′ ∈ Hp′ if they can be
made equal under some refinement. That is, if there exist a p′′ with p ≺ p′′ and p ≺ p′ such that
ιpp′′(ψ) = ιp′p′′(ψ
′) . (A.2)
On this inductive limit Hilbert space one can define an inner product between as well as the addition
of two states ψ ∈ Hp and ψ′ ∈ Hp′ by first embedding these two states in a common refinement Hilbert
space Hp′′ with p ≺ p′′ and p′ ≺ p′′.
Note that the inductive limit Hilbert space HP depends on the set of labels P and that we
demanded that this set is directed. The latter property means that we can find for each two elements
p, p′ a common refinement p′′. By construction, this excludes the case that p, p′ have a puncture
position in common, for which the marked points disagree, since in this case there is no common
refinement.1 Also, for HP to describe a sensible continuum limit one can demand for P to include
some regular and infinite family of refinements.
1Alternatively, one can introduce a refinement of the punctures itself, i.e. allow that an arbitrary number of open
links end at a given puncture. We will discuss the consequences of this choice elsewhere.
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A.2 Properties of (2+1)d fusion basis
A.2.1 Diagonalization of the star-product
As an algebra, the Drinfel’d double is semi-simple so that a decomposition into irreducible modules is
provided via an idempotent decomposition with respect to the multiplication. Considering two basis
states labeled by the irreducible representations ρ1 and ρ2, respectively, we have indeed:
ψIf[ρ2,M2N2] ? ψ
I
f[ρ1,M1N1] =
=
√
dρ1dρ2
|G|2
∑
G1,H1
G2,H2
Dρ2M2N2(G2 ⊗ δH2)D
ρ1
M1N1
(G1 ⊗ δH1)ψ
I
G2,H2 ? ψ
I
G1,H1
=
√
dρ1dρ2
|G|2
∑
G1,H1
G2,H2
∑
ρ3
∑
M3,N3
Dρ2M2N2(G2 ⊗ δH2)D
ρ1
M1N1
(G1 ⊗ δH1)δ(G
−1
2 H2G2, H1)
×√dρ3ψIf[ρ3,M3N3]Dρ3M3N3(G2G1 ⊗ δH2)
=
√
dρ1dρ2
|G|2
∑
G1,H1
G2,H2
∑
ρ3
∑
M3,N3
∑
O3
Dρ2M2N2(G2 ⊗ δH2)D
ρ1
M1N1
(G1 ⊗ δH1)
√
dρ3
×Dρ3M3O3(G2 ⊗ δH2)D
ρ3
O3N3
(G1 ⊗ δH1)ψ
I
f[ρ3,M3N3]
=
δρ1,ρ2√
dρ1
δN2,M1 ψ
I
f[ρ1,M2N1] . (A.3)
A.2.2 Orthonormality of the fusion basis states
The basis states {ψYf } defined on the three-punctured sphere are orthonormal with respect to the inner
product of H3 (this is defined in (7.17) and the following pages):〈
ψYf
[
ρ1,M1
ρ2,M2
ρ3, N3
]
, ψYf
[
ρ˜1M˜1
ρ˜2, M˜2
ρ˜3, N˜3
]〉
=
=
1
|G|13
∑
g0,g1,...,g4
g′1,...,g′4
∑
G1,H1,G˜1,H˜1
G2,H2,G˜2,H˜2
∑
N1,N˜1
N2,N˜2
ψY{G},{H}({gk}, {g′k})ψY{G˜},{H˜}({gk}, {g′k})
×
2∏
k=1
√
dρkdρ˜k
2∏
k=1
DρkMkNk(Gk ⊗ δHk)D
ρ˜k
M˜kN˜k
(G˜k ⊗ δH˜k)C
ρ1ρ2ρ3
N1N2N3
· Cρ˜1ρ˜2ρ˜3
N˜1N˜2N˜3
=
1
|G|2
∑
G1,H1,G˜1,H˜1
G2,H2,G˜2,H˜2
∑
N1,N˜1
N2,N˜2
2∏
k=1
δ(Gk, G˜k)δ(Hk, H˜k)
×
2∏
k=1
√
dρkdρ˜k
2∏
k=1
DρkMkNk(Gk ⊗ δHk)D
ρ˜k
M˜kN˜k
(G˜k ⊗ δH˜k)C
ρ1ρ2ρ3
N1N2N3
· Cρ˜1ρ˜2ρ˜3
N˜1N˜2N˜3
=
1
|G|2
∑
G1,H1
G2,H2
∑
N1,N˜1
N2,N˜2
2∏
k=1
√
dρkdρ˜k
2∏
k=1
DρkMkNk(Gk ⊗ δHk)D
ρ˜k
M˜kN˜k
(Gk ⊗ δHk)Cρ1,ρ2,ρ3N1,N2,N3 · C
ρ˜1ρ˜2ρ˜3
N˜1N˜2N˜3
=
∑
N1,N2
Cρ1ρ2ρ3N1N2N3 · C
ρ1ρ2ρ˜3
N1N2N˜3
δM1,M˜1δM2,M˜2δρ1,ρ˜1δρ2,ρ˜2 = δN3,N˜3δM1,M˜1δM2,M˜2δρ3,ρ˜3δρ1,ρ˜1δρ2,ρ˜2 .
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Here, we used the orthogonality of the irreducible representations together with the orthogonality
relation (3.35) of the Clebsch-Gordan coefficients. Similarly, the completeness relation for the fusion
basis on the thrice-punctured sphere follows from the completeness relation of the twice-punctured
sphere together with the orthogonality relation (3.36)). These properties generalize to the fusion basis
states on the p-times-punctured sphere.
A.2.3 Gauge invariant projection of the fusion basis
Here we consider the Gauß constraint projector A applied to a fusion basis state on a cylinder:
A . ψS2f [CR, am, bn] = |G|−1/2
∑
h
∑
G,H
√
dCR δ(H, ca) δ(ca, GcbG
−1)DRmn(q
−1
a Gqb)
× δ(G, g3g2g1h−1)δ(H, g3g4g−12 g−13 )
= |G|−1/2
∑
h
∑
G,H
√
dCR δ(H, ca) δ(ca, Ghcbh
−1G−1)DRmn(q
−1
a Ghqb)
× δ(G, g3g2g1h)δ(H, g3g4g−12 g−13 ) . (A.4)
One now writes h as h = qezqb and splits the sum over h ∈ G into a sum over z ∈ ZC and qe ∈ QC .
We have thus
hcbh
−1 = ce , hqb = qez . (A.5)
Hence the summation variable z only appears in DRmn(q
−1
a Ghqb) = D
R
mn(q
−1
a Gqez) which gives (q
−1
a Gqe
is in ZC due to the delta function in (A.4))
1
|ZC |
∑
z∈ZC
DRmn(q
−1
a Gqez) = δR,0δm,0δn,0 δ(q
−1
a Gqe,1) . (A.6)
where we denote the trivial representation of ZC by R = 0. We are left with the summation over qe
which leads to the final result
A . ψIf[CR, am, bn] = |G|1/2
∑
G,H
√
dC0 δ(H, ca)
1
|QC |
∑
qe
δ(ca, Gqec1q
−1
e G
−1)
× δ(G, g3g2g1h−1)δ(H, g3g4g−12 g−13 )
= δR,0δm,0δn,0
1
|QC |
∑
e
ψIf[C0, a0, e0] . (A.7)
A.3 Generalized fusion basis
Here we discuss an extension of the fusion basis, resulting from a generalization of the gluing procedure
of sec. 4.3.3. There, using the fact that the gluing of two cylinders is another cylinder, we found that
such a gluing procedure defines at the level of the states (defined modulo appropriate equivalence
relations, as in sec. 4.2.2) a multiplication mirroring that of the Drinfel’d algebra:
G˜⊗ δH˜ ? G⊗ δH = δH˜,G˜HG˜−1G˜G⊗ δH˜ . (A.8)
In defining the gluing procedure of cylinders and states, it was necessary to specify a marked point on
the boundary of the punctures at which a link of the underlying graph terminates. This prescription
can be readily generalized by introducing several, say m ≥ 1, marked points at a given puncture,
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prescribing now where m different links can terminate. We will refer to such a puncture as a m-
puncture. We can then consider the gluing of manifolds along two m-punctures. As an example,
consider a cylinder with two 2-punctures denoted a and b. Labeling the marked points at a by a1, a2
and at b by b1, b2, we can associate four independent holonomies to such a cylinder such that
G = h(b1, a1) , H = h(b1, b2)h(b2, b1) , K
′ = h(b2, b1) , K = h(a2, a1) , (A.9)
where h(y, x) denotes the holonomy from the marked point x to the marked point y. All other
holonomies between the marked points can be reconstructed using the flatness condition, e.g.
h(a2, b2) = K
′GK−1 . (A.10)
Considering a minimal embedded graph for the cylinder with two marked points at each puncture, we
can define the following basis states via gauge fixing
ψIG,H,K′,K = , (A.11)
where the graphical notation is the same as in the main text. We can thus label a (basis) element
of the algebra describing these cylinder states by [G,H,K ′,K]. Compared to the cylinder basis state
with simple 1-punctures, these states contain additional information given by the holonomies between
the two marked points at each of the punctures. In this sense, these are ‘refined’ punctures. Consider
now gluing two such cylinders:
? = (A ◦ B) .
( )
(A.12)
= δH˜,G˜HG˜−1δK˜,K′ (A.13)
That is,
[G˜, H˜, K˜ ′, K˜] ? [G,H,K ′,K] = δK˜,K′δH˜,G˜HG˜−1 [G˜G, H˜, K˜
′,K] . (A.14)
Note that this new multiplication rule (A.12) is essentially the same as the original Drinfel’d algebra
multiplication (A.8): The [G,H; •, •] part multiply precisely as in the Drinfel’d algebra, while the
[•, •,K ′,K] part functions as a factor with trivial multiplication rule
[•, •, K˜ ′, K˜] ? [•, •,K ′,K] = δK˜,K′ [•, •, K˜
′,K] . (A.15)
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In a way, this part already behaves like matrix indices in a representation. It is therefore not difficult
to see, that the representations of this new algebra are given by a trivial extension of the Drinfel’d
algebra representations V (C,R). It is indeed enough to extend the representation spaces to V
(C,R)
ext
whose basis |ca,m, k〉 is the tensor product of the basis |ca,m〉 of V (C,R) with the basis |k〉 of the
group algebra C[G], k ∈ G. This leads to the matrix elements
(DC,Rext )amk′,bnk([G,H,K
′,K]) = δ(k,K)δ(k′,K ′)DC,Ram,bn(G, ⊗ δH) . (A.16)
It is easy to see that the representation property holds, as well as the generalizations of the or-
thogonality and completeness relations. Thus, it follows that the basis states for the cylinder with
(m = 2)-punctures carry an additional label k ∈ G, which can again be absorbed into an extended
multi-index M . This construction gives straightforwardly an extended fusion basis, which distinguishes
itself from the original one only by its extended index structure associated to the punctures.
Generalizations to (m > 2)-punctures is obvious: for each additional marked point at a given
puncture one obtains an additional index k ∈ G, describing the holonomy between two consecutive
marked points. The generalization of the cylinder algebra and its representations is also obvious. In
particular, the dimension of the corresponding extended representation is given by |C| × dim(R) ×
|G|m−1. Therefore, we see that the physical content of the states, which is encoded in the set of charges
ρ = (C,R), is not altered at all by a refined puncture structure. This mirrors the Morita equivalence
of tube algebras (with different number of open legs) discussed in [33]. What changes is only the
‘amount of information’ retained at the gluing interfaces.
A.4 Properties of ribbon operators
A.4.1 Gluing of Ribbons
Here we consider the gluing of two ribbons Ri[Gi, Hi], i = 1, 2 at a puncture. We assume that the
state does not carry charges at this puncture. Applying a ribbon R1 ending at a puncture p and then
a ribbon R2 starting at the puncture p we obtain
(R2[G2, H2]R1[G1, H1]) . ψ = (A.17)
= δ(G2, g8g7g6g
−1
2 g
−1
3 g
−1
4 ) δ(G1, g4g3g2g1)
× ψ(. . . , g−14 H−11 g4g5(g8g7g6g−12 )−1H2g8g7g6g−12 , . . . , g−18 H−12 g8g9)
= δ(G2G1, g8g7g6g1)δ(G1, g4g3g2g1)
× ψ(. . . , g−14 H−11 g4g5g−13 g−14 G−12 H2G2g4g3, . . . , g−18 H−12 g8g9) .
where R1 shifts g5 and R2 shifts g9 and g−15 .
A state without any charge at the puncture p2 would have a g5 dependence of the form δ(g
−1
3 g5).
For this factor to be left invariant we need H1 = G
−1
2 H2G2. Thus the flatness projector B at the
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puncture p leads to the corresponding delta function. Also, we can now use that g−12 g
−1
5 g3g2 = 1 in
the first delta–function on the (last) r.h.s of (A.17) so that for a state ψ = δ(g−13 g5)ψ
′ we have
(B ◦ R2[G2, H2]R1[G1, H1]) . (δ(g−13 g5)ψ′) (A.18)
= δ(H1, G
−1
2 H2G2)δ(G2G1, g8g7g6g
−1
2 g
−1
5 g3g2g1)
× δ(G1, g4g3g2g1)δ(g−13 g5)ψ′(· · · , g−18 H−12 g8g9) . (A.19)
We also apply a group averaging at the puncture
|G| (A ◦ B ◦ R2[G2, H2]R1[G1, H1]) . (δ(g−13 g5)ψ′) (A.20)
=
∑
h
δ(H1, G
−1
2 H2G2)δ(G2G1, g8g7g6g
−1
2 g
−1
5 g3g2g1) (A.21)
× δ(G1, hg4g3g2g1)δ(g−13 g5)ψ′(· · · , g−18 H−12 g8g9)
= δ(H1, G
−1
2 H2G2)δ(G2G1, g8g7g6g
−1
2 g
−1
5 g3g2g1)δ(g
−1
3 g5)ψ
′(· · · , g−18 H−12 g8g9) , (A.22)
where we used that ψ′ is gauge invariant at the target node of l4, i.e. cannot depend on g4. The r.h.s
of (A.20) can now be written as
δ(H1, G
−1
2 H2G2)R3[G2G1, H2](δ(g−13 g5)ψ′) , (A.23)
where the path underlying R3 is as follows
.
The ribbon does also cross the link l2 and hence should shift the holonomy g2. However we assumed
that ψ = δ(g−13 g5)ψ
′ does not carry charges at the puncture p and that means that ψ′ does not depend
on g2 (and also not on g4, as we used earlier). We conclude that for a gluing of ribbons at an (auxiliary)
puncture which does not carrying any charge, we have
|G|A ◦ B ◦ R2[G2, H2]R1[G1, H1] = δ(H1, G−12 H2G2)R3[G2G1, H2] . (A.24)
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A.4.2 Gluing of charge ribbon operators
Using the previous result, equation (A.24), we can now repeat the same construction in the case of
two charge ribbon operators
|G|A ◦ B ◦ R2[C2, R2; a2m2, b2n2]R2[C1, R1; a1m1, b1n1]
=
dR2
|ZC2 |
dR1
|ZC1 |
∑
z1,z2
DR2m2n2(z2)D
R1
m1n1(z1) δ(c
(1)
a1 , c
(2)
b2
)R[qa2z2q−1b2 qa1z1q−1b1 , c(2)a2 ]
= δC1,C2
dR2
|ZC2 |
dR1
|ZC1 |
∑
z1,z2
DR2m2n2(z2)D
R1
m1n1(z1)R[qa2z2z1q−1b1 , c(2)a2 ]
= δC1,C2
dR2
|ZC2 |
dR1
|ZC1 |
∑
z1,z,o2
DR2m2o2(z)D
R2
n2o2(z1)D
R1
m1n1(z1)R[qa2nq−1b1 , c(2)a2 ]
= δC1,C2δR2,R1δn2m1
dR2
|ZC2 |
∑
z
DR2m2n1(z) R[qa2nq−1b1 , c(2)a2 ]
= δC1,C2δR2,R1δb2a1δn2m1 R[C2, R2; a2m2, b1n1] . (A.25)
The delta function in the second line enforces b2 = a1, which we used in the third line. Furthermore,
it requires that C2 = C1. We then performed a variable transformation and used orthogonality of the
representation matrix elements.
A.4.3 Lateral product of closed ribbons
Here we consider the lateral product of two charge closed ribbons as defined in (4.81):
K[C,R]K[C ′, R′] = dR|ZC |
dR′
|ZC′ |
∑
D,D′
χR(D)χR
′
(D′)K[C,D]K[C ′, D′] (A.26)
= δC,C′
dRdR′
|ZC |2
∑
D,D′
∑
q∈QC
∑
d∈D
d′∈D′
χR(D)χR
′
(D′)R[qc1q−1, qdd′q−1] (A.27)
= δC,C′
dRdR′
|ZC |2
∑
q∈QC
∑
d,d′∈ZC
χR(d)χR
′
(d′) R[qcq−1, qdd′q−1]
= δC,C′
dRdR′
|ZC |2
∑
q∈QC
∑
d,d′′∈ZC
χR(d) χR
′
(d−1d′′) R[qcq−1, qd′′q−1]
= δC,C′δR,R′
dR
|ZC |
∑
q∈QC
∑
d′′∈ZC
χR(d′′) R[qcq−1, qd′′q−1]
= δC,C′δR,R′K[C,R] . (A.28)
In the first step we used the result (4.78). We then rearranged the sums according to
∑
D
∑
d∈D =∑
d∈ZC , together with the fact that χ
R(D) = χR(d) for all d ∈ D. Finally, we performed a change
of variables and used the orthogonality of the irreducible representations for the stabilizers. Thus,
we conclude that the closed ribbons K[C,R] define a family of orthogonal projectors under the above
lateral product.
A.4.4 Action of closed ribbons on cylinder states
Here we consider the action of a closed ribbon on a fusion basis state on the cylinder. The minimal
graph we use as well as the specific ribbon are indicated in fig. 4.4. Using the expression (4.84) for a
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fusion basis state on the cylinder and the definitions (4.76, 4.81) for the closed ribbon we obtain
K[C ′, R′] . ψIf[CR; am, bn] (A.29)
= |G|1/2√dR,C dR′|ZC′ | ∑
z∈ZC
∑
q∈QC′
∑
z′∈ZC′
χR
′
(z′)DRmn(z)δ(qc
′
1q
−1, g−12 g4) δ(ca, g3g4g
−1
2 g
−1
3 )
× δ(qazq−1b , g3g2g−14 g2q(z′)−1q−1g−12 g4g1) .
To lighten the formulas we will evaluate the resulting wave function in a gauge-fixed form s.t. g3 =
g2 = 1. Hence,(
K[C ′, R′] . ψS2f [CR; am, bn]
)
|g.f.
= |G|1/2√dR,C dR′|ZC′ | ∑
z∈ZC
∑
q∈QC′
∑
z′∈ZC′
χR
′
(z′)DRmn(z)δ(qc
′
1q
−1, g4) δ(ci′ , g4)
× δ(qi′zq−1i , g−14 q(z′)−1q−1g4g1) . (A.30)
The first two delta functions on the RHS of (A.30), enforce C = C ′, and also allow us to determine q
from the condition
qc′1q
−1 = qc1q−1 = qac1q−1a , (A.31)
which in turn follows from the definition ca = qac1q
−1
a . Indeed, we find q = qa (as now both q, qa ∈
QC).Next, we turn to the last delta function in (A.30). Using g4 = qc
′
1q
−1 = qc1q−1, one can show
that g4 and q(z
′)−1q−1 do commute (since z′ ∈ ZC). Therefore, the condition enforced by the last
delta function simplifies to
qazq
−1
b = q(z
′)−1q−1g1 . (A.32)
This can in turn be solved for z′:
z′ = q−1g1qbz−1q−1a q = q
−1
a g1qbz
−1 . (A.33)
Now, apart from determining n ∈ ZC , equation (A.33) also requires that
q−1i′ g1qi ∈ ZC . (A.34)
We encode this into a characteristic function
ΘZC (g) =
{
1 if g ∈ ZC
0 otherwise
(A.35)
Now, (A.30) can be written as(K[C ′, R′] . ψIf[CR; am, bn])|gf (A.36)
= δC,C′ |G|1/2
√
dR,C
dR′
|ZC′ |
∑
z∈ZC
χR′(q
−1
a g1qbn
−1)DRmn(z)δ(ca, g4) ΘZC (q
−1
a g1qb)
= δC,C′δR,R′ |G|1/2
√
dR,C D
R
mn(q
−1
a g1qb) ΘZC (q
−1
a g1qb) δ(ca, g4)
= δC,C′δR,R′ ψ
I
f[CR; am, bn]|gf . (A.37)
Thus the closed ribbon operator K[C,R] projects onto states ψ[CR; am, bn]. In particular, the pro-
jective cylinder states are eigenstates for the closed ribbons K.
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Figure A.2. Construction of the fusion basis states on the thrice-punctured sphere using charge ribbon
operators. An auxiliary puncture is introduced at which the three ribbons are fused via a Clebsch-Gordan
coefficient.
A.4.5 Constructing the fusion basis via charge ribbon operators
Here we construct the fusion basis on the three–punctured sphere by applying three charge ribbon
operators, ending at an auxiliary puncture, see fig. A.2.
We start with a vacuum on the three punctured sphere, which in gauge fixed form is given by
ψY0 |g.f. = δ(g4,1)δ(g
′
4,1) . (A.38)
We now introduce an auxiliary puncture, using the embedding map detailed in (A.1):
ψ3→40 |g.f. := (ιpp′(ψ
Y
0 ))|g.f. = |G|1/2δ(g4,1)δ(g′4,1)δ(g′′4 ,1) . (A.39)
This allows us to apply three ribbon operators, as indicated in figure A.2:(R1[G1, H1]R2[G2, H2]R3[G3, H3] . ψ3→40 )|g.f.
= |G|1/2δ(g′′1 g0, G3)δ(g′′4G−11 H1G1G−12 H2G2, H3) δ(g′1(g′′1 )−1, G2)δ(g′4, H2)
× δ(g1(g′′1 )−1, G1)δ(g4, H1) . (A.40)
To glue the ribbons together we apply the flatness projector B and the gauge averaging |G|A at the
auxiliary puncture. The flatness projector leads to an additional delta function δ(g′′4 ,1). We use its
solution in the second delta function factor on the r.h.s in (A.40). The gauge averaging leads in this
gauge fixed setting to a summation over g′′1 , that is we can solve e.g. the first delta function in (A.40)
for g′′1 . This results in
|G|A ◦ B ◦ (R1[G1, H1]R2[G2, H2]R3[G3, H3] . ψ3→40 )|g.f.
= |G|1/2δ(G−11 H1G1G−12 H2G2, H3) δ(g′′4 , e) δ(g′1g0, G2G3)δ(g′4, H2)
× δ(g1g0, G1G3)δ(g4, H1) . (A.41)
We have now projected away any charge contend at the auxiliary puncture, and can therefore use the
equivalence relations in sec. 4.2.2, to express the state on a minimal graph for the thrice-punctured
sphere. (The gauge fixing is the same as in (4.31)). We write this as(
(|G|A ◦ B ◦ (R1[G1, H1]R2[G2, H2]R3[G3, H3])) . ψY0
)
|g.f.
= δ(G−11 H1G1G
−1
2 H2G2, H3) δ(g
′
1, G2G3)δ(g
′
4, H2)δ(g1, G1G3)δ(g4, H1) . (A.42)
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We now transform the three ribbons to charge ribbons and contract the appropriate N -indices with a
Clebsch-Gordan coefficient. This gives((
|G|A ◦ B ◦
∑
N1,N2,M3
Cρ1ρ2ρ3N1N2M3R1[ρ1,M1N1]R2[ρ2,M2N2]R3[ρ3,M3N3]
)
. ψY0
)
|g.f.
=
∑
G1,G2,G3,
H1,H2,H3
∑
N1,N2,M3
(
3∏
α=1
dρα
|G| D
ρα
MαNα
(Gα ⊗ δHα)
)
Cρ1ρ2ρ3N1N2M3
× δ(G−11 H1G1G−12 H2G2, H3) δ(g′1g0, G2G3)δ(g′4, H2)δ(g1g0, G1G3)δ(g4, H1)
=
∑
G1,G2,G3,
H1,H2
∑
N1,N2,M3
dρ1dρ2dρ3
|G|3 D
ρ1
M1N1
(G1G
−1
3 ⊗ δH1)D
ρ2
M2N2
(G2G
−1
3 ⊗ δH2) Cρ1ρ2ρ3N1N2M3
×Dρ3M3N3(G3 ⊗ δG3G−11 H1G1G−12 H2G2G−13 ) δ(g
′
1g0, G2)δ(g
′
4, H2)δ(g1g0, G1)δ(g4, H1) . (A.43)
For the second equation we solved the delta function for H3, and furthermore translated the summation
variables G1 → G1G−13 and G2 → G2G−13 . We proceed by using eq. (4.38)∑
N1,N2,M3
Dρ1M1N1(G1G
−1
3 ⊗ δH1)D
ρ2
M2N2
(G2G
−1
3 ⊗ δH2) Cρ1ρ2ρ3N1N2M3 D
ρ3
M3N3
(G3 ⊗ δG3G−11 H1G1G−12 H2G2G−13 )
=
∑
N1,N2
Dρ1M1N1(G1 ⊗ δH1)D
ρ2
M2N2
(G2 ⊗ δH2) Cρ1ρ2ρ3N1N2N3 , (A.44)
and performing the (now trivial) summation over G3:((
|G|A ◦ B ◦
∑
N1,N2,M3
Cρ1ρ2ρ3N1N2M3R1[ρ1,M1N1]R2[ρ2,M2N2]R3[ρ3,M3N3]
)
. ψY0
)
|g.f.
=
∑
G1,G2
H1,H2
∑
N1,N2,M3
dρ1dρ2dρ3
|G|2 D
ρ1
M1N1
(G1 ⊗ δH1)D
ρ2
M2N2
(G2 ⊗ δH2) Cρ1ρ2ρ3N1N2N3
× δ(g′1g0, G2)δ(g′4, H2)δ(g1g0, G1)δ(g4, H1) . (A.45)
The right hand side of this equation can be compared with the definition of the fusion basis state in
(4.31) and (4.33). Note that ψYG1,H1|G2,H2 = |G|3δ(g′1g0, G2)δ(g′4, H2)δ(g1g0, G1)δ(g4, H1). We finally
obtain ( ∑
N1,N2,M3
(
R1[ρ1,M1N1]R2[ρ2,M2N2]Cρ1ρ2ρ3N1N2M3
)
?R3[ρ3,M3N3])
)
. ψY0
:=
(
|G|A ◦ B ◦
∑
N1,N2,M3
Cρ1ρ2ρ3N1N2M3R1[ρ1,M1N1]R2[ρ2,M2N2]R3[ρ3,M3N3]
)
. ψY0
=
√
dρ1dρ2dρ3
|G|3 ψ
Y
f
[
ρ1,M1
ρ2,M2
ρ3, N3
]
. (A.46)
A.5 The S-matrix
The S-matrix can be defined as [87, 170]
SCR,C′R′ =
1
|G|
∑
hi∈C,h′j∈C′
δ(hih
′
j , h
′
jhi) χ
R(q−1i h
′
jqi)χ
R′((q′j)−1hiq
′
j) . (A.47)
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with hi := qic1q
−1
i and h
′
j := qjc
′
1q
−1
j where c1 ∈ C, c′1 ∈ C ′ and qi ∈ QC , q′j ∈ QC′ . Since h′j
commutes with hi, it has to be of the form
q′jc
′
1(q
′
j)
−1 = h′j = qizq
−1
i with z ∈ ZC . (A.48)
Here, z is given by
z = q−1i qjc
′
1(q
′
j)
−1qi = qz,k c′1 q
−1
z,k . (A.49)
The second equation comes from (4.93) and defines qz,k. Note that we use c
′
1 = cz,1. Thus (q
′
j)
−1hiq′j =
q−1z,kc1 qz,k ∈ Dz,c1 . This shows that the summation over hi ∈ C is superfluous, and we can write
SCR,C′R′ =
1
|G|
∑
hi∈C
∑
z∈ZC
δC′,Cz χ
R(z)χR′(Dz,c1)
=
1
|ZC |
∑
z∈ZC
δC′,Cz χ
R(z)χR′(Dz,c1) . (A.50)
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Fusion basis states for the
computation of entanglement
entropy
B.1 Alternative fusion basis states
In this appendix, we construct an alternative fusion basis for states defined on the four-punctured
sphere. In sec. 4.4.3, the following basis states were introduced
ψ
Σ04
f [{ρi}5i=1, {Mk}3k=1, N4] = (B.1)
=
∑
{N}
ψIf[ρ1,M1N1]ψ
I
f[ρ2,M2N2]ψ
I
f[ρ3,M3N3] Cρ1ρ2ρ5N1N2N5 C
ρ5ρ3ρ4
N5N3N4
. (B.2)
These states form an orthonormal basis of the Hilbert space Hp=4. An alternative basis is
ψ̂
Σ04
f [{ρi}5i=1, {Mk}2k=1, {Nk}2k=1] = N (B.3)
= N
∑
{N}
ψIf[ρ1,M1N1]ψ
I
f[ρ2,M2N2]ψ
I
f[ρ3,M3N3] Cρ1ρ2ρ5N1N2N5 C
ρ4ρ3ρ5
N4M3N5
,
(B.4)
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where the factor N remains to be determined. To do so we ask the states ψ̂Σ04f to be orthonormal.
The orthonormality is defined with respect to the inner product (7.17) where the integral is over the
holonomy variables implicitly represented by the bold edges. It follows from the orthonormality of the
states ψIf and the orthogonality of the Clebsch-Gordan coefficients that the normalization factor must
satisfy the identity
= N−2 δρ4,ρ′4 (B.5)
which after contracting both side with the identity δN4,M ′4 gives
N−2 = = dρ5
dρ4
(B.6)
where we used the unitarity of the Clebsch-Gordan map. Explicitly, this can be rewritten∑
N3,N5
Cρ4ρ3ρ5N4N3N5 C
ρ′4ρ3ρ5
M4N3N5
=
dρ5
dρ4
δρ4ρ′4δN4M4 . (B.7)
Putting everything together, the alternative fusion basis states read
ψ̂
Σ04
f [{ρi}5i=1, {Mk}2k=1, {Nk}2k=1] (B.8)
=
√
dρ4
dρ5
∑
{M,N}
ψIf[ρ1,M1N1]ψ
I
f[ρ2,M2N2]ψ
I
f[ρ3, N3M3] Cρ1ρ2ρ5N1N2N5 C
ρ4ρ3ρ5
N4M3N5
. (B.9)
The same procedure can be easily employed in order to define the alternative fusion basis states ψ̂
Σ0n
f
on the n-times-punctured sphere.
B.2 States from ribbon operators
In this appendix, we study the states which are generated from the BF vacuum by non-intersecting
ribbon operators going from a region B to a region A. In particular, we are interested in the case
of two ribbon operators R1[ρ1] and R2[ρ2] acting on the vacuum state defined on the four-punctured
sphere as depicted in figure B.1.
The starting point is the vacuum on the four-times-punctured sphere which is expressed in its
gauge fixed form as
ψ
Σ04
0 |g.f. = δ(g4,1)δ(g
′
4,1)δ(g
′′
4 ,1) . (B.10)
We then apply two charge ribbon operators(R1[ρ1,M1N1]R2[ρ2,M2N2] . ψΣ040 ) (B.11)
=
1
|G|2
∑
G1,H1
G2,H2
√
dρ1dρ2D
ρ1
M1N1
(G1 ⊗ δH1)D
ρ2
M2N2
(G2 ⊗ δH2)
(R1[G1, H1] ◦ R2[G2, H2] . ψΣ040 ) .
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Figure B.1. The left panel depicts the situation where two non-intersecting ribbon operators go from a region
B to a region A respectively defined as a set of two punctures on a four-punctured sphere. The right panel
represents a topology equivalent to a four-punctured sphere. The solid lines represent the graph embedded on
the surface while the double lines correspond to the ribbon operators acting on the links they cross. We can
perform a gauge fixing by setting the group variables which are not labelled on the drawing to the identity.
Now, the action of the (holonomy) ribbon operators on the vacuum state gives(R1[G1, H1]R2[G2, H2] . ψΣ040 )|g.f. = δ(G1, g1)δ(H1, g4)δ(H2, g′4)δ(G2, g′1g′′1 )δ(H2, G2g′′4G−12 ) , (B.12)
which through the multiplication in D(G), G˜⊗ δH˜ ?G⊗ δH = δ(H˜, G˜HG˜−1)G˜G⊗ δH˜ , can be rewritten
as (R1[G1, H1]R2[G2, H2] . ψΣ040 ) = ∑
Ja2
Ja2 J
b
2=G2
(R1[G1, H1]Ra2 [Ja2 , H2] ?Rb2[Jb2 , (Ja2 )−1H2Ja2 ] . ψΣ040 ) .
(B.13)
Here, the ribbon operator Ra2 (Rb2) goes along the link l′1 (l′′1 , respectively) and intersects the link l′4 (l′′4 ,
respectively). Using the same factorization for the Drinfel’d double elements inside the representation
matrices as for the ribbon operators, we can rewrite the action of the charge ribbons as(R1[ρ1,M1N1]R2[ρ2,M2N2] . ψΣ040 ) (B.14)
=
1
|G|2
∑
G1,H1
G2,H2
Ja2
∑
O2
√
dρ1dρ2D
ρ1
M1N1
(G1 ⊗ δH1)D
ρ2
M2O2
(Ja2 ⊗ δH2)D
ρ2
O2N2
(Jb2 ⊗ δ(Ja2 )−1H2Ja2 )δ(J
a
2 J
b
2 , G2)
× (R1[G1, H1]Ra2 [Ja2 , H2] ?Rb2[Jb2 , (Ja2 )−1H2Ja2 ] . ψΣ040 ) . (B.15)
At this point it is useful to invoke the following identity∑
O2
Dρ2M2O2(J
a
2 ⊗ δH2)D
ρ2
O2N2
(Jb2 ⊗ δH˜2) =
∑
O2
Dρ2N2O2(J
a
2 ⊗ δH2)D
ρ2
O2N2
(Jb2 ⊗ δH˜2)δ(H˜2, (J
a
2 )
−1H2Ja2 ) ,
(B.16)
which shows that H˜2 = (J
a
2 )
−1H2Ja2 is automatically implemented by the contraction. This can be
proven by inserting the resolution of the identity δM,N =
∑
H˜∈G
∑
OD
ρ2
MO(1⊗ δH˜)D
ρ2
ON (1⊗ δH˜) in
the expression of the ?-multiplication in the Drinfel’d double representation ρ2. Using this relation
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together with an obvious change of summation variables, we finally obtain(R1[ρ1,M1N1]R2[ρ2, I ′2I2] . ψΣ040 ) (B.17)
=
1√
dρ2
|G|
|G|3
∑
G1,H1
Ja2 ,K
a
2
Jb2 ,K
b
2
∑
O2
√
dρ1dρ2D
ρ1
M1N1
(G1 ⊗ δH1)D
ρ2
M2O2
(Ja2 ⊗ δKa2 )D
ρ2
O2N2
(Jb2 ⊗ δKb2 )
× (R1[G1, H1]Ra2 [Ja2 ,Ka2 ] ?Rb2[Jb2 ,Kb2] . ψΣ040 ) (B.18)
=
|G|√
dρ2
∑
O2
(R1[ρ1,M1N1]Ra2 [ρ2,M2O2] ?Rb2[ρ2, O2N2] . ψΣ040 ) . (B.19)
Notice also that at this point the ? multiplication between ribbons in the last term is completely
redundant. Moreover, one could have guessed this result directly from the ? multiplication rules for
charge ribbons. We preferred, however, a more explicit approach which makes clear the underlying
path and graph structures, and the role of the generalized Fourier transforms as well.
Finally, we insert the resolution of the identity provided by the Clebsch-Gordan coefficients be-
tween the path associated to the ribbon operators Ra2 and Rb2 in order to obtain(R1[ρ1,M1N1]R2[ρ2,M2N2] . ψΣ040 ) (B.20)
=
|G|√
dρ2
∑
ρ3
∑
{N,O,P}
ψIf[ρ1,M1O1]ψ
I
f[ρ2,M2O2]ψ
I
f[ρ2, P2N2] Cρ1ρ2ρ3O1O2N3 C
ρ1ρ2ρ3
N1P2N3
(B.21)
= |G|
∑
ρ3
Nρ3ρ1ρ2
√
dρ3
dρ1dρ2
ψ̂
Σ04
f [ρ1, ρ2, ρ3, ρ2, ρ1;M1,M2, N1, N2] . (B.22)
where the state ψ̂
Σ04
f was defined in app. B.1. Note that the states (B.22) are not not normalized and
we therefore need to divide them by |G|.
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Irreducible representations of the
quantum triple
C.1 Defining property of the representations
The irreducible representations of the quantum triple are homomorphisms and as such they preserve
the algebraic structure. The following shows how the irreducible representations are compatible with
the multiplication rule ?:
∑
b,β,n
D℘aαm,bβn(g1 ⊗ δh1 ⊗ δk1)D
℘
bβn,cγo(g2 ⊗ δh2 ⊗ δk2)
=
∑
b,β,n
δ(k1, ca)δ(ca, g1cbg
−1
1 )δ(h1k1, k1h1)δ(dα, p
−1
a g1pbdβp
−1
b g
−1
1 pa)δ(p
−1
a h1pa, dα)
× δ(k2, cb)δ(cb, g2ccg−12 )δ(h2k2, k2h2)δ(dβ , p−1b g2pcdγp−1c g−12 pb)δ(p−1b h2pb, dβ)
×DRmn(q−1α p−1a g1pbqβ)DRno(q−1β p−1b g2pcqγ)
= δ(k1, ca)δ(ca, g1g2ccg
−1
2 g
−1
1 )δ(h1k1, k1h1)δ(dα, p
−1
a g1g2pcdγp
−1
c g
−1
2 g
−1
1 pa)δ(dα, p
−1
a h1p1)
× δ(k2, g2ccg−12 )︸ ︷︷ ︸
δ(k2,g
−1
1 k1g1)
δ(h2, g2pcdγp
−1
c g
−1
2 )︸ ︷︷ ︸
δ(h2,g
−1
1 h1g1)
DRmo(q
−1
α p
−1
a g1g2pcqγ)
= D℘aαm,cγo((g1 ⊗ δh1 ⊗ δk1) ? (g2 ⊗ δh2 ⊗ δk2)) (C.1)
where we used the fact that the irreducible representations of the stabilizer ZD preserve the group
multiplication rule.
C.2 Orthogonality of the irreducible representations
The space of functions on T (G) is equipped with an inner product defined by
〈ψ, φ〉 = 1|G|
∑
g,h,k∈G
ψ(g ⊗ δh ⊗ δk)φ(g ⊗ δh ⊗ δk) . (C.2)
∼ 161∼
APPENDIX C. IRREDUCIBLE REPRESENTATIONS OF THE QUANTUM TRIPLE
The matrix elements of the irreducible representations of the quantum triple form an orthogonal set
with respect to this inner product, i.e.
1
|G|
∑
g,h,k∈G
D℘aαm,bβn(g ⊗ δh ⊗ δk)D
℘˜
a˜α˜m˜,˜bβ˜n˜
(g ⊗ δh ⊗ δk)
=
1
|G|
∑
g,h,k∈G
δ(k, ca)δ(ca, gcbg
−1)δ(hk, kh)δ(p−1a hpa, dα)δ(dα, p
−1
a gpbdβp
−1
b g
−1pa)
× δ(k, c˜a˜)δ(c˜a˜, gc˜b˜g−1)δ(p˜−1a˜ hp˜a˜, d˜α˜)δ(d˜α˜, p˜−1a˜ gp˜b˜d˜β˜ p˜−1b˜ g
−1p˜a˜)
×DRmn(q−1α p−1a gpbqβ)DR˜m˜n˜(q˜−1α˜ p˜−1a˜ gp˜b˜q˜β˜)
=
1
|C||D||ZD|
∑
g∈G
δC,C˜δa,a˜δb,˜bδD,D˜δα,α˜δβ,β˜δ(ca, gcbg
−1)δ(dα, p−1a gpbdβp
−1
b g
−1pa)
×DRmn(q−1α p−1a gpbqβ)DR˜m˜n˜(q−1α p−1a gpbqβ)
=
δC,C˜δD,D˜δR,R˜
|C||D|dR δa,a˜δb,˜bδα,α˜δβ,β˜δm,m˜δn,n˜ =
δ℘,℘˜
d℘
δ
M,M˜
δN,N˜ (C.3)
where we used between the last two lines the orthogonality of the irreducible representations of the
stabilizer ZC and the fact that the cardinality of the group G decomposes as |G| = |C| · |D| · |ZD|.
C.3 Completeness of the set of irreducible representations
The irreducble representations form a complete set of representations, since they resolve the identity
on T (G):
∑
℘
∑
a,α,m
b,β,n
d℘D
℘
aαm,bβn(g1 ⊗ δh1 ⊗ δk1)D
℘
aαm,bβn(g2 ⊗ δh2 ⊗ δk2)
=
∑
℘
∑
a,α,m
b,β,n
δ(k1, ca)δ(ca, g1cbg
−1
1 )δ(h1k1, k1h1)δ(p
−1
a h1pa, dα)δ(dα, p
−1
a g1pbdβp
−1
b g
−1
1 pa)
× δ(k2, ca)δ(ca, g2cbg−12 )δ(h2k2, k2h2)δ(p−1a h2pa, dα)δ(dα, p−1a g2pbdβp−1b g−12 pa)
× |C||D|dRDRmn(q−1α p−1a g1pbqβ)DRmn(q−1α p−1a g2pbqβ)
= |G|
∑
C,D
∑
a,α
b,β
δ(k1, ca)δ(ca, g1cbg
−1
1 )δ(h1k1, k1h1)δ(p
−1
a h1pa, dα)δ(dα, p
−1
a g1pbdβp
−1
b g
−1
1 pa)
× δ(g1, g2)δ(k2, ca)δ(h2k2, k2h2)δ(p−1a h2pa, dα)
= |G|δg1,g2δh1,h2δk1,k2δh1k1,k1h1 (C.4)
where we used the completeness of the set of Wigner matrices.
C.4 Invariance property of the 3℘M–symbols
Let us focus on the case of the 3℘M–symbols defined with respect to the comultiplciation ∆I. The
defining equation for the Clebsch-Gordan coefficients IC of the quantum triple reads
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D℘1M1N1 ⊗I D
℘2
M2N2
(∆I(g ⊗ δh ⊗ δk)) =
∑
℘3
∑
M3,N3
IC℘1℘2℘3M1M2M3 D
℘3
M3N3
(g ⊗ δh ⊗ δk) IC℘1℘2℘3N1N2N3 (C.5)
which, using the unitarity of the map IC℘1℘2 , can be rewritten∑
N1,N2
D℘1M1N1 ⊗I D
℘2
M2N2
(∆I(g ⊗ δh ⊗ δk)) IC℘1℘2℘3N1N2N3 =
∑
M3
IC℘1℘2℘3M1M2M3 D
℘3
M3N3
(g ⊗ δh ⊗ δk) . (C.6)
We can now make use of the equation∑
N3
∑
h,k∈G
D℘3M3N3(g ⊗ δh ⊗ δk)D
℘3
N3O3
(g−1 ⊗ δg−1hg ⊗ δg−1kg)
=
∑
h,k∈G
D℘3M3O3(1G ⊗ δh ⊗ δk) = D
℘3
M3O3
(1T (G)) = δM3O3 (C.7)
by multiplying (C.6) from the right with D℘3N3O3(g
−1 ⊗ δg−1hg ⊗ δg−1kg) and summing over h, k. Re-
solving the comultiplication and remembering the definition (6.22) of the dual representation ℘∗I , we
finally obtain the invariance property of the Clebsch-Gordan coefficients:
IC℘1℘2℘3M1M2M3 =
∑
h1,h2
k
D℘1M1N1(g ⊗ δh1 ⊗ δk)D
℘2
M2N2
(g ⊗ δh2 ⊗ δk)D
℘
∗I
3
M3N3
(g ⊗ δh−12 h−11 ⊗ δk) IC
℘1℘2℘3
N1N2N3
(C.8)
from which, it is straightforward to deduce the invariance property of the 3℘M–symbols(
℘1 ℘2 ℘3
M1M2M3
)
I
=
∑
h1,h2
k
D℘1M1N1(g ⊗ δh1 ⊗ δk)D
℘2
M2N2
(g ⊗ δh2 ⊗ δk)D
℘3
M3N3
(g ⊗ δh−12 h−11 ⊗ δk)
(
℘1 ℘2 ℘3
N1N2N3
)
I
.
(C.9)
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