conclude that unemployed workers who owe more than their homes are worth would be less likely to apply for and accept positions that require them to sell their homes. 3 Yet Şahin et al. (2012) argue that geographic mismatch has played an insignificant role.
Whether mismatch has caused a significant increase in the unemployment rate is debated among economists and policymakers. In this article, we present a comprehensive review of five studies that have contributed to the historical development of mismatch indexes. For each index, we describe the theoretical framework, interpretation, and links to other indexes. We then compute the described mismatch indexes using (i) Conference Board Help Wanted OnLine® (HWOL) data, which provide information on online job advertisements nationwide by detailed occupations and industries, and (ii) Current Population Survey (CPS) data on unemployment and employment. Our analysis of the indexes includes comparisons within a given index's different types (here industrial and occupational mismatch) and disaggregations, as well as comparisons among the different indexes. We also separate the analysis into three time periods We find that the level of mismatch can vary significantly among indexes and within an index's different types and disaggregations. The choice of an index ultimately depends on the question that one seeks to answer, as well as the extent to which one desires a practical interpretation and application of the index. With these points in mind, we believe that one index in particular, developed by Jackman and Roper (JR, 1987) and recently extended by Şahin et al. (2012) , stands out as the most practical and intuitive measure of mismatch. What this index suggests is that industrial and occupational mismatch can account for at most 2.72 percentage points of the 5.30-percentage-point increase in the unemployment rate from the beginning of the recession to the unemployment rate peak.
MEASURES OF MISMATCH
Shortly after the development of the Beveridge curve, 4 economists became interested in the role of mismatch in the labor market. With persistently high unemployment in Europe during in the 1970s and 1980s, researchers began examining nontemporary imbalances between supply and demand for labor across industries, skill groups, regions, and age groups. 5 Over the past three decades, economists have developed various mismatch indexes to measure the level of sectoral imbalance in labor markets and the contribution of this imbalance to unemployment. In this section, we chronologically review eight mismatch indexes, providing the historical context that motivated the development of the index and summarizing the derivation.
Seeking to explain the high unemployment rates observed in the 1970s, Lilien (1982) points to volatility in employment demand over the period. He first notes that the composition of industry employment shares changed dramatically from 1969 to 1980: Manufacturing's share shrank 22.8 percent while the shares of retail trade; fire, insurance and real estate; and service industries grew a combined 47.6 percent. He then observes that (i) employment shocks to durable manufacturing employment coincided with the decade's so-called cyclical increases in unemployment and (ii) the durable manufacturing employment share did not increase significantly Canon, Chen, Marifian even when unemployment abated. 6 Given these two observations in the data, Lilien challenges what was then a common belief: That cyclical unemployment represents a deviation from a stable natural rate. He argues instead that most postwar-era unemployment is more accurately described as stemming from workers' attachment to sectors. He argues that this attachmentperhaps the result of wage premiums and industry-specific skills -reduces workers' willingness to look for the available positions in other sectors. As a result, when exogenous shocks create new patterns of sectoral demand, labor markets are slow to adjust and unemployment tends to be high during the transition.
To support his argument that labor's slow adjustment to sectoral employment demand shifts is the underlying source of the decade's high unemployment, Lilien (1982) develops an index to estimate the "dispersion of employment demand conditions throughout the labor market" or the "dispersion in hiring conditions" (p. 780). 7 Specifically, Lilien's dispersion index measures the sectoral employment share-weighted percent log deviations of sectoral employment from total employment, taking the following form:
where x it is the number of people employed in sector i at time t and X t is the total employment for all sectors. Of note, this index has been critiqued for its correlation with both sectoral shifts and aggregate demand fluctuations (see Abraham and Katz, 1986; Neelin, 1987; and Blanchard and Diamond, 1989) . Jackman and Roper (1987) produce the first study that formalizes the notion of mismatch, or "structural imbalance, " 8 which they define as a situation in which the characteristics of unemployed workers, such as skill, experience, or location, differ from those required for the vacant jobs. Structural imbalance between the pattern of labor supplied and demanded yields excess unemployment, which they call "structural unemployment. " More precisely, they specify that structural unemployment exists when, given the configuration of vacancies, it would be possible to reduce unemployment (increase the job hiring rate) by moving an unemployed worker from one sector to another. Jackman and Roper (1987) use a static matching model with an unemployment/vacancy framework to develop a measure of structural unemployment, from which they derive various indexes of structural imbalance. 9 In the context of their model, they define an absence of structural unemployment as the configuration of the existing stock of unemployment that maximizes aggregate hires, given the distribution of vacancies. Their maximization of aggregate hires implies that the unemployment-to-vacancies ratio is identical across sectors when the labor market is at structural balance. Structural unemployment (SU) is denoted by where U is the total stock of unemployed workers and û i and v i are sector i's share of the total stock of unemployed workers and vacancies, respectively. From there, Jackman and Roper's first two mismatch indexes can be derived by normalizing SU on total unemployment (JR index 1, where L is the size of the labor force. Jackman and Roper (1987) note that one disadvantage of these two indexes is that they do not indicate how much of the current unemployment is due to mismatch (or, alternatively, how much unemployment would fall if structural balance were achieved). To answer this question, they develop a third index (JR3), assuming that the hiring function is Cobb-Douglas. 11 They use an elasticity of substitution term a = 0.5, which is within the 0.5 to 0.7 range of estimates used in the literature . For this index, they define the levels of unemployment and vacancies at structural balance (U * and V * ) as the levels needed (i) to produce the current level of aggregate hires (which is given) and (ii) to equalize the unemployment and vacancy shares across sectors (û i = v i , for every i). 12 Their third index is denoted by and measures the proportion of the observed unemployment attributable to structural imbalance. I JR1 , I JR2 , and I JR3 are invariant to aggregate demand shocks that keep û t and v t constant.
Under a non-accelerating inflation rate of unemployment environment, Jackman, Layard, and Savouri (JLS, 2008) develop a framework in which the optimal unemployment rate is obtained when unemployment rates are equalized across sectors. In the current context, the authors define mismatch unemployment as the distance between the observed unemployment rate and the equilibrium rate. The derivation of their mismatch index relies on the critical assumptions for Cobb-Douglas production functions and double logarithmic wage functions of the form logw i = b i -g logu i . The index, which measures the proportional excess of actual unemployment over minimum unemployment, is defined as where u i is the unemployment rate in sector i and u is the mean of the sector-specific unemployment rates (see Jackman, Layard, and Savouri, 2008) . The index is a measure of the dispersion of relative unemployment rates (varu i /u) across sectors.
Motivated by the high levels of European unemployment in the 1980s and the shift in the U.K. Beveridge curve from 1963 to 1984 , Evans (1993 examines the extent to which mismatchwhich he calls "sectoral imbalance"-may have contributed to increased unemployment rates in the United Kingdom. Based on a framework with temporarily inflexible wages, Evans constructs a measure of sectoral imbalance that calculates the average deviation of the percentage difference
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between the supply and demand for labor across sectors (p. 442). This measure is approximated by where l i is the sector i's share of labor force; u i and v i are the unemployment and vacancy rates in sector i, respectively; and u and v are the aggregate rates. Evans notes that his index measures imbalance as a share of the sectoral labor forces. Accordingly, he states that unlike many other indexes, his index has the advantage of being invariant to a neutral change in aggregate demand for labor (i.e., the demand for labor in each sector changes by the same percentage). 13 In addition, he argues that his index, unlike Lilien's (1982) , measures the overall state of labor market imbalance and the contribution of the shocks to the state of imbalance. Evans's (1993) index is similar to the JR2 index (Jackman and Roper, 1987) in that both attempt to measure sectoral imbalance as a proportion of the labor force. Yet the two diverge in their definition of structural balance: For their second index, Jackman and Roper define structural balance in terms of equalizing the ratio of unemployment to vacancies across sectors, while Evans defines sectoral balance in terms of equalizing the absolute differences between sectoral and aggregate unemployment rate deviations from the sectoral and aggregate vacancy rates. Jackman and Roper state that, given their hiring function assumptions, the definition of structural balance suggested by Evans's index 14 does not maximize the outflow from unemployment (and thus, aggregate hires). They also suggest that the definition in terms of ratios (i.e., the number of unemployed per vacancy) is more natural than one in terms of absolute differences between the unemployment rate and the vacancy rate within a sector.
Most recently, Şahin et al. (SSTV, 2012) approach the mismatch topic motivated by the persistently high unemployment in the United States. Noting that the flow into unemployment has decreased to pre-recession levels, they argue that any theory to explain the recent dynamics in the labor market must explain the long-lasting decline in the rate at which workers find jobs. They hypothesize that sectoral mismatch between available jobs and unemployed workers could explain this lower aggregate job-finding rate. Building on the work of Jackman and Roper (1987) , Şahin et al. (2012) develop a dynamic stochastic environment that allows heterogeneity in sectoral matching and productivity efficiencies in the generalized model.
In Şahin et al. 's (2012) framework, the optimal allocation of unemployed workers is one that would be chosen by a planner who can move unemployed workers across sectors freely, subject only to the restrictions imposed by matching frictions within each labor market (sector). 15 In their benchmark environment, the solution to the planner's problem states that the planner allocates more unemployed workers to search in the markets with higher vacancies and matching efficiencies. The optimal allocation of unemployed workers across sectors is achieved when the matching efficiency-weighted vacancy-to-unemployment ratios are equalized across sectors. From the planner's allocation rule, they derive their benchmark mismatch index, with the additional assumption that the matching function is Cobb-Douglas. The benchmark index (M ft ) is denoted by
where v it and u it are the vacancies and unemployment in sector i at time t; v t and u t are the aggregate levels of vacancies and unemployment at time t; f it is the matching efficiency component for sector i at time t; f t is the aggregate matching efficiency component; and a is the elasticity of substitution. 17 I SSTV1f measures the fraction of hires in period t that are lost as a result of mis allocation, , where h * t is the planner's hires and h t is the observed level of aggregate hires.
In the absence of heterogeneities other than vacancies (i.e., matching efficiency, productivity, and job destruction rates), Şahin et al. (2012) refer to the index as M t . Specifically, Şahin et al. 's first index (I SSTV1 ) is mathematically equivalent to Jackman and Roper's third index (I JR3 ) when the elasticity term a = 0.5. It is important to note, however, that I JR3 and I SSTV1 are interpreted differently. When interpreting I JR3 , Jackman and Roper (1987) define aggregate unemployment without mismatch U * as the level of unemployment needed to equalize the unemployment and vacancy shares in each sector, assuming a given aggregate level of hires and a given aggregate ratio of unemployment to vacancies. It follows that I JR3 is given by the amount of unemployment (in the aggregate) that exceeds the level that would exist at structural balance (U -U * ) as a share of actual aggregate unemployment U (see Jackman and Roper, p. 14) . Alternatively, I SSTV1 is given by the difference between the number of hires that would result from a planner who could freely move workers across sectors (h * t ) and the observed level of hires h t , normalized by h * t . Şahin et al. (2012) mention three useful properties of their index: (i) It allows easy interpretation from 0 to 1, where 0 indicates no mismatch and 1 indicates maximum mismatch. (ii) It is invariant to aggregate shocks that raise or lower the aggregate number of vacancies and unemployed while leaving these shares unchanged across markets. And (iii) it is increasing in the level of disaggregation, which implies that statements regarding the role of mismatch should be qualified with respect to the degree of sectoral disaggregation that is used.
Although we do not provide a full review or computation of it in this article, it is worth noting that Şahin et al. (2012) also construct a second index (I SSTV2 ) in which they abandon the assumption that productivities and job destruction rates are identical across sectors. This change yields their generalized model, where sector heterogeneity exists in the matching efficiency, vacancy, productivity, and destruction rate components. This second index measures the fraction of hires lost because of job-seeker misallocation at time t and is denoted by Lastly, Şahin et al. (2012) attempt to quantify the contribution of mismatch unemployment to the aggregate unemployment rate. They construct a counterfactual unemployment rate u * that would exist if there were no mismatch:
where s t is the separation rate and f t * is the job-finding rate in the absence of mismatch:
where f t = h t /u t is the observed job-finding rate.
DATA
We need detailed information on employment, unemployment, and vacancies to compute the mismatch indexes. For employment and unemployment data, we use the Bureau of Labor Statistics' (BLS) Current Population Survey (CPS) estimates for national-and state-level employment and unemployment counts. 19 Our computations of the mismatch indexes use the counts of unemployed and employed workers by industries or occupations, and we seasonally adjust the data. 20 For vacancy counts, we use the Help Wanted OnLine Data Series (HWOL) published by the Conference Board, which we also seasonally adjust. The HWOL provides monthly measures of new and total 21 online job advertisements at various geographic levels for the entire United States. It also provides occupational and industrial classification for the job posts.
Current Population Survey Data
The CPS is a monthly survey of approximately 60,000 households that began in 1940. In addition to other data, the CPS provides detailed U.S. labor market statistics on employment, unemployment, earnings, labor force participation rates, and those not in the labor force. The CPS estimates are available by demographic characteristics, industry, and occupation. The monthly survey is conducted during the calendar week including the 19th day of the month, and questions are asked regarding the respondent's labor market activity during the previous calendar week (which included the 12th day of the month)-the reference week.
As noted, for the mismatch indexes we use the count of unemployed workers by industries or occupations. Using these data requires the assumption that unemployed workers are searching for jobs in the same sector as their previous job. Şahin et al. (2012) attempt to improve the accuracy of the count by following a method used by Hobijn (2012) that merges monthly CPS data to identify the sectors of the new jobs found by the previously unemployed workers. Şahin et al. 2012) show that this method is sufficient to infer the sectors in which unemployed workers were searching. Nevertheless, an unemployed worker could have past work experience in various sectors (i.e., he or she holds many sector-specific skills) and thus could look for jobs in many sectors, which would not be reflected in the CPS. Allocating this group of unemployed workers to the "wrong" sectors could overestimate the sector-specific mismatch indexes.
HWOL Vacancy Data 22
The HWOL is designed to provide monthly measures of labor demand as determined by advertised vacancies and is targeted to cover the entire universe of online job postings for the United States. Each month's HWOL data series provides detailed information for 3 million to 4 million unique active vacancy ads. Data in HWOL are collected by WANTED Technologies Corporation from more than 16,000 online job websites, including corporate job boards and smaller job boards that serve niche markets. 23 The historical data begin in May 2005 and the Conference Board publishes annual revisions with the January data. HWOL data are the sum of postings from mid-month to mid-month and are aligned with the CPS unemployment job search time period for straightforward comparison. Data are released around the first of the month following the completed mid-month to mid-month period. For example, data published on December 1 contain job ads from October 15 to November 14. Vacancy counts are obtained through real-time database queries. Queries can be made at geographic, occupational, and industry levels ( Figure 1 shows national aggregations). Although this section includes only what is most important for the indexes, more detailed information about the HWOL is included in Appendix B.
Unduplication. The HWOL attempts to reflect unduplicated ads. As the geographic level increases (e.g., from county to metropolitan area), an ad may appear more than once because neighboring counties may each have ads for the same job. Accordingly, a process is used for each query to eliminate duplicated ads across job sites using information such as a company's name, job title, and location. Approximately two-thirds of the ads are removed as duplicates.
Reliability. Because the HWOL is effectively a population count, 24 it is not subject to the standard sampling error and nonresponse errors embodied in the majority of statistical surveys. The HWOL data are subject to nonsampling error from (i) undercoverage resulting from missing a significant job board and smaller, local job boards and (ii) overcoverage resulting from the failure to eliminate all duplicate ads. Other errors could include ads incorrectly coded at the occupational, industrial, or geographic level. Approximately 40 percent of ads do not provide information about the employer. Accordingly, those ads do not have an industry recorded and thus could affect the reliability of calculations that use industry data.
RESULTS
In this section, we use the above-described data to compute six of the mismatch indexes described earlier: I Lilien , I JR1 , I JR2 , I JR3 (I SSTV1 ), I JLS , and I Evans . 25 We calculate the indexes between May 2005 and May 2012 for two types of mismatch-industrial and occupational-using two levels of disaggregation for each (Table 1) . We first review the mismatch trends by index to understand how changes in the indexes compare with one another over the course of the sample. We then analyze the data for three separate periods to determine whether mismatch has changed during the Great Recession and, if so, its implication for labor markets. The periods for our study are as follows: pre-recession ( . Lastly, we calculate the counterfactual unemployment rate described previously to infer the contribution of mismatch to the rise in the unemployment rate around the Great Recession. 26 For greater tractability, we focus our analysis on the 19-industry and 22-occupation breakdowns.
We follow Şahin et al. 's (2012) approach and apply a Hodrick-Prescott filter to the computed indexes to remove high-frequency movements. 27 Furthermore, because approximately 40 percent of ads do not provide information on the employer (see the previous section), only around 45 percent of the unduplicated ads are assigned industry codes (see Figure 1 ). To address this issue, we assume that the proportion of ads that cannot be assigned a North American Industry Classification System (NAICS) code is homogeneous across all industry categories used in this article. While this assumption may not be very realistic, the results for our industry mismatch indexes show trends similar to the results of Şahin et al. (2012) , who use Job Openings and Labor Turnover Survey (JOLTS) data (see Appendix B). Given this assumption, estimations of the I JR1 , (51) Arts, design, entertainment, sports, and media (27) Finance and insurance (52) Health care practitioners and technical (29) Real estate and rental and leasing (53) Health care support (31) Professional, scientific, and technical services (54) Protective service (33) Business services (55, 56) Food preparation and serving related (35) Education services (61) Building and grounds cleaning and maintenance (37) Health care and social assistance (61) Personal care and service (39) Arts, entertainment, and recreation (71) Sales and related (41) Accommodation and food services (72) Office and administrative support (43) Other services (81) Farming, fishing, and forestry (45) Public administration (92) Construction and extraction (47) Installation, maintenance, and repair (49) Production (51) Transportation and material moving (53) I JR2 , I Evans , and I JR3 (I SSTV1 ) indexes are not affected since sector i's share of total vacancies is unchanged from the missing ads. Figure 3 , which plots occupational mismatch changes in the six indexes (22 occupations) over the sample, shows that most of the occupation mismatch indexes follow trends similar to those of their respective industry indexes. The main difference between the industry and occupation calculations in a given index is generally a function of scale: In the I Evans , I JLS , and I Lilien cases, the occupation indexes appear to be somewhat muted versions of the industry index trends; the reverse is true for the others.
Mismatch Trends by Index
Perhaps the most noticeable feature from Figures 2 and 3 is that the I JR2 and I Evans indexes exhibit changes of magnitude considerably greater than the other indexes. If we consider the long-term changes in the I JR2 index in context with data on unemployment and the labor force, the index would be expected to increase rapidly, while I JR1 and I JR3 (I SSTV1 ) would not. The reason for this difference rests in the underlying calculations of the Jackman and Roper (1987) indexes. Recall that I JR1 is derived by normalizing structural unemployment by the total stock of unemployment, , whereas I JR2 is derived by normalizing structural unemployment by the labor force, . The second normalization results in I JR2 being equal to I JR1 scaled by U/L, the total stock of unemployed over the labor force. Therefore, the key to understanding the behavior of I JR2 is the U/L ratio at each point of the long-term change calculation; in Comparing underlying formulas can also help shed light on why I Evans increases more than I JR1 . The I JR1 index is calculated with just one deviation-namely, sectoral unemployment share deviations from sectoral vacancy shares. Alternatively, I Evans is calculated with two deviations: the deviation of sectoral differences from aggregate differences between the unemployment and vacancy rates. Therefore, I Evans adds an additional element of variation. If sectoral deviations are significantly different from the aggregate deviation, I Evans will capture additional volatility that I JR1 does not. In other words, the additional deviation can make I Evans more sensitive to unemployment or vacancy rate outliers, skewing the index relative to an index that is calculated with only one deviation, such as I JR1 .
We now review the behaviors of each index over three periods-pre-recession, Great Recession, and post-recession-to understand each index's behavior in the context of its theoretical interpretation (i.e., its implication for labor markets).
Pre-Recession Mismatch
Over the pre-recession period (May 2005 -November 2007 , the behaviors of the indexes, both among the different indexes and within a particular index (industrial versus occupational mismatch), vary significantly. The most important point from the pre-recession period is that, despite the diverging trends, most of the industry and occupation indexes share a common element. Namely, regardless of the overall behavior over the period, most indexes began to increase in the months preceding the recession. This point is important to remember when considering increases in mismatch during the Great Recession. An increase in mismatch during the Great Recession with no preceding mismatch increase could suggest a cyclical component to the indexes. On the other hand, an increase in mismatch preceded by other such increases could be more indicative of other labor market shifts underway even before the Great Recession began.
The I JR1 and I JR3 (I SSTV1 ) industry mismatch indexes exhibit similar behaviors during the pre-recession period. Figure C1 28 shows that the I JR1 industry index, which is essentially flat in the 19-industry breakdown, declines until January 2007, when it turns around and increases for the remainder of the period. Over the entire pre-recession period, the index falls a slight 1. On the other hand, these indexes would suggest that industrial mismatch was little changed over the period leading up to the recession and began to increase slightly only in the six months preceding the recession.
We next consider the behavior of the I JR2 and I Evans indexes during the pre-recession period. 29 The net changes of the 19-industry indexes contrast with one another, while the occupation indexes both exhibit net increases over the period. The I JR2 industry index, which measures the share of the labor force in the wrong sector, demonstrates a slightly downward trend for the majority of the pre-recession period, falling 5.38 percent from May 2005 to November 2007 ( Figure C5 ). This industry index reaches its minimum value of 1.652 in February 2007, after which it begins a period of acceleration that lasts for the remainder of the period. As described previously, the I JR2 index calculates imbalance as absolute deviations of sectoral unemployment shares from sectoral vacancy shares, weighted by one-half the aggregate unemployment-to-labor ratio. While I Evans is similar to I JR2 in that both indexes measure imbalance as a share of the labor force, I Evans calculates imbalance as one-half the deviation of the sectoral difference between unemployment rates and vacancy rates from the aggregate difference between the unemployment and vacancy rate, with each sector weighted by its labor force share (labor supply weights). The difference in calculations yields differing behaviors in the industry indexes, which do not share the same trends over the pre-recession period. In contrast to I JR2 , which falls on net from Figures C5 and C7 ).
As Figure C8 shows, the I Evans occupation index follows a trend similar to the I Evans industry index (see Figure C6 It is important to note that while many of the indexes did increase over the Great Recession, most already had begun increasing before the recession began (the I Lilien 19-industry index and the I JLS indexes are the exceptions) (see Figures 2 and 3) . Table 2 shows that all but two of the indexes increased during the Great Recession; the percentage increase over the Great Recession is listed in the far-right column. The table also shows the percentage by which each index increased before December 2007, when the Great Recession began. 31 As is clear from indexes, exhibited increases over the Great Recession of greater magnitude than the increases in the pre-recession period. For the other two indexes-namely, the I JR1 and I JR3 (I SSTV1 ) 22-occupation indexes-most of the increases were completed before the recession and increased only minimally during the Great Recession. Even though the Great Recession accelerated the degree of mismatch for six of the eight indexes, it was not the initial catalyst of the increases; positive increases preceded the increases during the Great Recession for all eight indexes listed in the table.
The 19-industry I JR1 index values, which began to increase at the end of the pre-recession period, continued to increase through the first half of the Great Recession period; the index takes on a concave shape throughout the majority of the period. The index reaches a sample maximum value of 0.432 in January 2009 (see Figure C1 ), but this value is only 3.52 percent greater than the index's initial value of 0.418 in May 2005. Following its maximum value, the index declines for the remainder of the period, yielding an overall increase of 3.49 percent from December 2007 to June 2009. The corresponding occupation index (see Figure C3 ) takes a different path during the Great Recession, increasing a mere 0.80 percent. Although this index also reaches its maximum value in January 2009, most of the movement responsible for the index's generally concave shape occurs during the pre-and post-recession periods. It is interesting to note that the I JR1 industry and occupation values, which appeared to be converging over the course of the pre-recession period, began to diverge, given that the industry index increases while the occupation index remains constant. Also worth noting is that this is one of two indexes for which the industry values are consistently greater than the occupation values during the Great Recession period.
The I JR3 (I SSTV1 ) industry index (see Figure C2 ) mirrors the I JR1 industry index, exhibiting a concave shape throughout the majority of the period. It increases to a sample maximum of 0. Figure C5 shows the I JR2 industry index during the Great Recession. Like most of the other industry indexes, the increase in this index begins a few months before the recession and continues to accelerate until August 2008, approximately the midpoint of the recession. After this inflection point, the index decelerates slightly for the remainder of the period, increasing to the period maximum of 3.535 by June 2009. The total increase over the period is a substantial 92.83 percent. It is important to note why I JR3 demonstrates this rapid incline while I JR1 and I JR3 (I SSTV1 ) do not. As stated previously, I JR2 is effectively the same as I JR1 scaled by U/L, the total stock of unemployed over the labor force. Since the unemployment level increases rapidly (specifically, by 7,465,000) from December 2007 to June 2009 and the labor force increases considerably less (875,000) over the same period, it is no surprise that the net effect is that I JR2 mirrors the unemployment level, while I JR1 and I JR3 (I SSTV1 ) increase only slightly over the period. As shown in Figure C7 , the behavior of the I JR2 22-occupation index during the Great Recession is very similar to the corresponding industry index (see Figure C5 ). Like the industry index, it accelerates throughout the recession period, slowing in approximately November 2008. Over the period, the occupation index increases 88.79 percent.
In contrast to their differing trends during the pre-recession period, over the Great Recession period the I Evans indexes follow a pattern very similar to that of the I JR2 indexes. Figure C6 shows the 19-industry I Evans index, which increases 73.32 percent from the beginning of the recession to the end. Like the I JR2 industry index, the I Evans index reaches its peak in December 2009, after the Great Recession ends. The trend of the I Evans occupation index (see Figure C8 ) is somewhat similar to the corresponding industry index, although the period increase of 39.69 percent is considerably less than the 73.32 percent increase at the industry level. Nevertheless, the I Evans occupational mismatch (22 occupations) value is 47 percent higher than the I Evans industrial measure (19 industries) at the beginning of the recession, although it falls to 20 percent by the end of the recession.
The I JLS indexes, shown in Figures C9 and C10 , exhibit little change over the period. The 19-industry index declines a modest 2.50 percent over the period, while the 22-occupation index changes even less, with an increase of 0.52 percent. As previously noted, both the I Lilien 19-industry and 22-occupation indexes declined over the pre-recession period. Yet over the Great Recession period, the behaviors of the I Lilien indexes diverge. For the last 9 months of the pre-recession period and the first 5 months of the Great Recession, the industry index values are greater than those of the occupation index. For the remainder of the Great Recession period, however, the opposite is true. The I Lilien 19-industry index is essentially flat over the Great Recession period, increasing a minimal 0.44 percent from December 2007 to June 2009 (see Figure C11 ). Figure C12 shows that, in contrast, the I Lilien 22-occupation index grows steadily over the period, resulting in a 14.09 percent increase from December 2007 to June 2009.
Post-Recession Mismatch
The labor market dynamics after the recession (July 2009 -May 2012 were such that a variety of measures would offer comparable trends in their behavior. Over the post-recession period, all 19-industry and 22-occupation mismatch indexes exhibit modest to significant declines, with the exception of the I Lilien indexes, which increase steadily over the period.
For the 19-industry mismatch calculations, the I JR1 , I JR2 , I JR3 (I SSTV1 ), I Evans , and I JLS indexes all decline during the post-recession period. While the I JR2 and I Evans indexes (see Figures C5 and  C6 ) reach their peaks a few months after the recession ends, I JR1 and I JR3 (I SSTV1 ) (see Figures C1  and C2 ) had already reached their sample maximums a few months before the end of the recession. As shown in Figure C1 , the I JR1 industry index declines 28.54 percent, while the I JR2 index declines 37.74 percent (see Figure C5 ). The I JR3 (I SSTV1 ) industry index declines the most over the period, at 41.95 percent (see Figure C2 ). Falling somewhere in the middle of the indexes, the I Evans industry index fell 31.87 percent (see Figure C6 ), while the I JLS 19-industry index declined 32.24 percent (see Figure C9 ). The only index that diverged from the industry group was the I Lilien 19-industry index; Figure C11 shows that this index rose 18.7 percent over the period, an increase that began immediately following the recession. This index indicates that sectoral employment's dispersion from the aggregate was increasing throughout the post-recession period, which implies that a greater number of workers would need to change sectors to adjust to shifts in employment demand. Yet despite the index's significant increase over the entire period, it began to taper in October 2011, and for the subsequent 8-month period it remained at a constant 1.777, suggesting a possible stagnation and perhaps the beginning stages of a trend reversal.
Like their corresponding 19-industry indexes, the 22-occupation indexes fall during the post-recession period in differing magnitudes. The I JR1 , I JR3 (I SSTV1 ), I JR2 , I Evans , and I JLS indexes fall 15.22 percent, 33.47 percent, 26 .51 percent, 13.39 percent, and 17.10 percent, respectively, from July 2009 to May 2012. The exception is the 22-occupation I Lilien index, which increases 5.36 percent over the period (see Figure C12) . Figure C3 shows that the I JR1 occupation index continues to exhibit slight concavity over the first half of the post-recession period, switching to a linear path in the second half of the period. This index's decline of 15.22 percent is over half the magnitude of the industry decline (see Figure C1 ). The I JR3 (I SSTV1 ) occupation index maintains its concave shape, as well as the declines that begin halfway through the recession (see Figure C4) .
Of all the indexes, the pattern of the I JR2 occupation index (see Figure C7 ) most resembles that of its corresponding industry index (see Figure C5 ). Like the industry index, in the beginning of the post-recession period the I JR2 occupation index increases at a decelerated rate before reaching its sample peak, although the occupation index peaks a few months later in February 2010, compared with November 2009 for the industry index. From the beginning to the end of the post-recession period, the I JR2 22-occupation index falls 26.51 percent. Of note, the convergence of the I JR2 index trends with other indexes such as I JR1 and I JR3 (I SSTV1 ) can be explained by the fact that U/L falls between 0.081 and 0.100 over the entire post-recession period.
The I Evans occupation indexes in Figure C8 follow a trend similar to the I Evans industry indexes. Also like the I JR2 occupation index (see Figure C7 ), the I Evans 22-occupation index increases in the first few months of the period before hitting its sample maximum of 2.076 in March 2010. The I Evans occupation index (see Figure C8 ) is much flatter than its corresponding industry index, falling only 13.39 percent, compared with the industry index's decline of 31.87 percent (see Figure C6 ). The I JLS occupation index (see Figure C10 ) falls 17.10 percent over the period, less than the 32.24 percent decline in the corresponding industry index (see Figure C9) . Part of this difference stems from the tapering off of the occupation index in the last four months of the sample, in contrast to the consistent declines seen in the industry index throughout the period.
The last occupation index, I Lilien , takes on trends somewhat similar to those of its corresponding industry index. Figure C12 shows that the 22-occupation index continues its increases from the recession period, reaching a sample maximum of 1.854 in March 2011. It subsequently declines for the remainder of the period, falling 7.16 percent from its maximum to its final value of 1.721 in May 2012, but still 5.36 percent higher than its value at the beginning of the period.
Counterfactual Unemployment
In addition to computing the indexes for industrial and occupational mismatch, we use I SSTV1 to compute the counterfactual unemployment rate (the unemployment rate that prevails when there is no mismatch) presented in the previous section. 32 Following Şahin et al. (2012) , we calculate the counterfactual unemployment rate, which, when subtracted from the actual unemployment rate, indicates how much of the recent rise in the unemployment rate can be attributed to mismatch. Figures 4 and 5 show the actual unemployment rate plotted with our two calculations of the counterfactual unemployment rates, which use (i) industries disaggregated into 12 and 19 categories and (ii) occupations disaggregated into 10 and 22 categories. The spread between the actual and the counterfactual unemployment rates is always greater than zero, even when the unemployment rate is low, indicating that mismatch unemployment exists throughout the sample. The counterfactuals tend to follow the path of the actual unemployment rate, with fluctuations appearing to lag the actual rate slightly. Figure 4 shows that the lesser-disaggregated indexes appear superimposed throughout the majority of the sample; alternatively, with the greater level of disaggregation, the industrial counterfactual unemployment rate generally falls at higher values than those for the occupational rate (see Figure 5) .
Again, we focus our description of the data on the greater disaggregations, 19 industries and 22 occupations (see Figure 5 ). At the beginning of the pre-recession period, both the industrial and occupational counterfactual unemployment rate calculations have the same value at 3.60 percent. Over the entire period, both rates exhibit convex behavior, declining to lows of 2.63 percent (19-industry) and 2.47 (22-occupation) percent in April 2007. From then until the beginning of the recession, the values increase by 11.08 percent and 9.40 percent, respectively, to 2.93 percent and 2.70 percent unemployment in the absence of mismatch.
The counterfactual unemployment rates begin their rapid growth during the Great Recession, following the trend of the actual unemployment rate. Over the entire recession period, the actual, industrial counterfactual, and occupational counterfactual unemployment rates increase 102.13 percent, 127.06 percent, and 133.07 percent, respectively, from their initial values in November 2007, which suggests that the counterfactual unemployment rates (the rates in the absence of mismatch) responded more sensitively during the recession than the actual values. Also worth comparing is the slope of the counterfactuals versus the slope of the actual unemployment rate, specifically over the six-month period when the paths appear linear. The actual unemployment rate exhibits a steep increase of 42.62 percent from its September 2008 value of 6.10 percent to its March 2009 value of 8.70, yet this increase is considerably less than the 65.21 percent increase exhibited by the occupation counterfactual unemployment rate from the October 2008 value of 3.55 percent to the April 2009 value of 5.87 percent.
From the beginning of the Great Recession to the unemployment rate peak in October 2009, the mismatch unemployment rate increased 1.28 percentage points in the industrial type and 1.44 percentage points in the occupational type. This result implies that the rise in industrial and occupational mismatch, as measured by I SSTV1 , can account for at most 2.72 percentage points of the 5.30-percentage-point increase in the unemployment rate from the start of the recession to the unemployment rate peak.
CONCLUSION
In this article, we provide an overview of five studies of labor market mismatch and use new U.S. vacancy data to calculate six of the corresponding indexes and a counterfactual unemployment rate. Similar to two decades ago, when the mismatch literature indicated that industrial and occupational mismatch played a nonnegligible role in the increase in European unemployment, we find notable increases in both industrial and occupational mismatch in the United States from May 2005 to November 2009. Our calculations of the counterfactual unemployment rates revealed that the total increase in industrial and occupational mismatch unemployment can account for at most 2.72 percentage points of the 5.30-percentage-point increase in the unemployment rate from the beginning of the Great Recession to the unemployment rate peak in October 2009. Perhaps the most suitable indexes for describing mismatch in the United States are the I JR3 and I SSTV1 indexes, thanks to their intuitive interpretations and their ability to offer a measurement of the contribution of mismatch to unemployment. Alternatively, the I JR2 index perhaps is the least effective in providing an indication of mismatch. Because the I JR2 index is scaled by the unemployment and labor market level, it is susceptible to volatility in these statistics, which could overshadow important trends that can be gleaned from the dispersion of unemployment rates from vacancy rates. Furthermore, although computing the I JLS index is simple and requires only unemployment data, Padoa-Schioppa (2008b) concludes from Freeman (2008) and Bean and Pissarides (2008) that the assumption on wage functions is not realistic for countries such as the United Kingdom and United States, and thus its results should be approached with caution.
Some general limitations of mismatch indexes are noteworthy. First, they do not provide any information on the sources of mismatch. As a result, the indexes have limited relevance for the design of demand stimulation policies because the root of the problem is not identified. As Diamond (2011) affirms, "Insofar as direct measures of frictional or structural unemployment are dependent on the tightness of the labor market, they have limited relevance for the design of demand stimulation policies" (p. 1069). Another important drawback to existing mismatch indexes is that they do not capture any newly emerged labor sectors, which may bias the observed level of mismatch. Almost every theoretical framework of mismatch indexes assumes that the aggregate labor market is divided into a fixed number of sectors that differ significantly in terms of skills, locations, and so on. None of the indexes, however, accounts for potential changes in the number and the composition of sectors. As an example from recent history, the emergence of information technology over the past three decades may have created some new sectors while destroying some old ones. Empirically, it is currently difficult for mismatch indexes to capture this issue because of data limitations, but it is worthwhile to consider this issue in the theoretical framework for future research.
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We end by considering a recent alternative explanation of the forces that resulted in the jobless recovery in the United States. In their 2012 paper, Jaimovich and Siu argue that the jobless recovery is due to job polarization and that job polarization is a business cycle phenomenon. Job polarization describes the scenario in which employment grows at the tails of the skills distribution (high-skill and low-skill) but disappears for occupations in the middle of the skills distribution (middle-skill). Central to their analysis is the classification of occupations as either routine (middle-skill) or nonroutine (high-skill and low-skill). They believe that the jobless recovery is caused by the downturn-induced job losses in middle-skill occupations over the past 30 years that result from technological advances and labor offshoring.
If Jaimovich and Siu (2012) are correct, then our understanding of industrial mismatch would need to be altered: Industrial mismatch has little or nothing to do with vacancies existing in growing industries with unemployment in other, distressed industries. Instead, the industrial mismatch that exists would be characterized by a scenario in which the unemployed belong to a certain occupational type (routine jobs) and the job vacancies are for the opposite occupational type (nonroutine jobs), regardless of the industry. Assuming Jaimovich and Siu's (2012) conclusions are accurate, such analysis would capture most effectively the degree of mismatch in the economy, because it approaches the mismatch analysis with a framework based on the changing dynamics of developed labor markets. We believe such examination is a worthwhile avenue for future research in mismatch using unemployment and vacancy data.
APPENDIX A: INDEXES

The Lilien Index
In "Sectoral Shifts and Cyclical Unemployment, " Lilien (1982) responds to work by Lucas and Prescott (1974) , pointing out that their derivation of the stationary equilibrium unemployment rate is dependent on the assumption that market-specific demands do not vary over different time periods. Lilien's analysis begins with the rejection of this assumption, which results in a time-variant equilibrium unemployment rate that moves with the quantity of labor reallocation (see p. 778).
To craft his dispersion index, Lilien (1982) first constructs hiring, separation, layoff, and accession functions that allow him to derive a model of the aggregate layoff rate. He assumes that the net hiring rate of a typical firm, h t , can be expressed as the sum of the aggregate hiring rate H t and a random disturbance ⑀ t . Specifically, the hiring function takes the form where ⑀ t is assumed to be distributed with mean zero and variance s t 2 according to the density function f(⑀ t |s t ); s t is the measure of sectoral dispersion of employment demand, whereby an increase in s t occurs when a shock has a varying impact on firms. Lilien (1982) proposes a proxy for s t , ŝ t , 33 which takes the following form:
where x it is the number of people employed in sector i at time t and X t is the total employment for all sectors. The index measures the dispersion of changes in sectoral employment from changes in aggregate employment. Lilien then uses the index to estimate the effect of dispersion on unemployment and aggregate layoffs. The unemployment equation is derived from a simple flow model, where the change of unemployment is equal to unemployment inflow 34 minus unemployment outflow. Jackman and Roper's (1987) job hiring function takes the form where U i and V i are the number of unemployed and vacancies in sector i, respectively. They maximize the sum of H i across all sectors, subject to the constant and the given V i .
The Jackman and Roper Indexes
When the first-order condition of the maximization problem is satisfied, the derivative of the hiring function is equal to a constant, indicating that the unemployment-to-vacancies ratio is identical across sectors, and they define this as a labor market at structural balance. From this maximization, a measure of structural unemployment directly follows, given by the number of
unemployed workers needed to move from one sector to another to maximize aggregate hires. Specifically, or, alternatively, where û i = (U i /U) and v i = (V i /V) are sector i's shares of unemployed and vacancies, respectively.
The Evans Index
Evans's (1993) framework assumes short-run disequilibrium and looks at the "aggregate impact of sectoral imbalance on labour markets" (p. 440, footnote 1). Evans states that his theoretical orientation differs from that of other papers discussing labor market imbalance, such as those by Jackman, Layard, and Pissarides (1989) and Jackman, Layard, and Savouri (2008) , who focus instead on equilibrium labor markets' frictional factors. Deviating from conventional macroeconomic models with aggregate supply and aggregate demand equations, 35 Evans's framework assumes that wages are predetermined; as a result, labor market vacancies and unemployment enter the model. Under this framework, a partial equilibrium analysis of the aggregate supply side (see Hansen, 1970) shows that the degree of sectoral imbalance affects the position of the Beveridge curve (unemployment-vacancy [UV] curve). Accordingly, a neutral variation in aggregate demand results in movement along the UV curve, while a change in sectoral imbalance alters the position of the UV curve.
However, Evans notes that if (i) the demand for labor exhibits a nonneutral change and (ii) there is simultaneously a correlation across sectors between the elasticities of labor demand with respect to aggregate output and the net unemployment rates, then the index of sectoral imbalance can exhibit a cyclical pattern. Specifically, he notes that positive correlations would result in countercyclical behavior by the index, which could result in fluctuations in the unemployment rate being attributed to changes in sectoral imbalance when they are actually a function of demand changes. In such a case, Evans attempts to correct for the problem by first estimating the sectoral elasticities of labor demand with respect to aggregate output, and then using those estimates to remove the effects of variations in aggregate output on the index of sectoral imbalance. This method is at a disadvantage because the cyclical pattern is not corrected within the model itself.
The Şahin et al. Indexes Şahin et al. 's (2012) benchmark economy 36 is composed of a large number of i distinct labor markets/sectors. New production opportunities arise exogenously in each sector and correspond to job vacancies. Individuals in the economy are risk neutral and can either be employed in sector i(e i ) or unemployed and searching for work in the same sector (u i ). The authors do not with vacancies v i . The variable F represents the aggregate efficiency component, which is the same for all sectors, while the sector-varying matching efficiency is given by f i ; together, F and f i measure the matching efficiency in sector i. The component m is assumed to be strictly concave, strictly increasing, and homogeneous of degree one. The authors also assume that (i) existing matches produce units of output Z (homogeneous sectoral labor productivities) and (ii) the rates of match-destroying Δ are the same for all sectors (homogeneous sectoral job-destruction rates). Therefore, in the benchmark model, the only two sources of heterogeneity across sectors come from the number of vacancies v i and the matching efficiency f i . In this environment, the model operates as follows: Z, Δ, and F are exogenous aggregate shocks, which are observed at the beginning of the period with aggregate vacancies v and matching efficiencies f. Also given at the beginning of the period is the distribution of active matches across labor markets, e = {e 1 ,…,e I }, and the total number of unemployed workers u. Unemployed workers freely choose a labor market, and then the matching process takes place according to the matching function, yielding h i in each market. Production occurs with existing matches e i and the new matches h i ; a share Δ of the matches are destroyed in each market i. Thus, at the end of the period, the employment distribution and the number of unemployed workers are determined for the next period.
Following Jackman and Roper (1987) , Şahin et al. (2012) assume that the individual-market matching function m(u it ,v it ) is Cobb-Douglas, taking the form where h it are hires in sector i at date t and a ∈ (0,1) is the vacancy share for all sectors. Then, the first index (for the benchmark environment) is where h t * is the planner's hires and h t is the observed level of aggregate hires.
APPENDIX B: DATA
HWOL Vacancy Data
General. Ad-scraping is very common and the HWOL program identifies and eliminates from collection any job boards that are simply aggregators of ads from other job boards (and therefore do not offer any new or unique ads). Each year the job board sources change to (i) stay up-to-date with new sources and (ii) drop existing sources that primarily maintain postings from other job boards. New job boards are identified based on independent research and recommendations from industry sources. Geographic, Occupational, and Industry Levels. Geographic levels available for the job posts include metropolitan area, state, regional, and national levels. Geographic identities are recorded using Federal Information Processing Standards (FIPS) codes for ads at the county level, and metropolitan levels use the 2005 Office of Management and Budget (OMB) countybased definitions for metropolitan statistical areas (MSAs); regional levels use U.S. Census Bureau region definitions. Counts by Census regions are the direct sum of the respective state counts (including the District of Columbia). The national count is a direct sum of the state counts, plus ads designated as nationwide for their location requirement. A job post's area code is assigned based on the location cited in the text of the ad itself. Approximately 93 percent of the ads are coded to a county or city level, 5 percent are coded as statewide ads, and 2 percent are coded as nationwide.
The job posts are also classified by occupation and industry. Occupation codes use the 2000 OMB Standard Occupational Classification (SOC) system. The codes are assigned to the ads by an autocoder 37 at the six-digit and the eight-digit O*Net level based on the job titles and job descriptions. The Conference Board periodically updates the O*Net classification of HWOL data and reclassifies the entire HWOL database with new federal government revisions to the SOC manual. Industry codes are determined using the advertiser's name listed on the ads. The advertiser's name is then searched in the Dun & Bradstreet database of companies, and six-digit North American Industry Classification System (NAICS) codes are taken from there. Because approximately 40 percent of ads do not provide information about the employer, it is difficult to identify the industry for these ads. For employers that can be identified, industry code assignments are very accurate.
Unduplication. Ads are first unduplicated at the Census Bureau's place code level (the lowest level of geographic coding). Additional unduplication is performed as geographic scope increases. If the identical ad appears in two different counties in the same MSA, it would be counted separately in each of the counties but would be counted only once at the MSA level (i.e., one of the ads would be treated as a duplicate in the MSA total). The same procedure applies to counting ads at the state level. Accordingly, there is no direct additivity from the county level to the MSA, state, or national level because summing the lower levels of geography (i.e., counties) produces a larger number of vacancies than will be retrieved by a query at higher geographic (i.e., MSA or state) levels.
In a limited number of instances, duplication can also occur from inaccurate coding of occupations. According to the Conference Board, the autocoder is able to assign occupation codes to 96 percent to 99 percent of all unduplicated ads. If two ads that are unduplicated in the U.S. total query are assigned different six-digit SOC codes, then they would both appear in their independent SOC code tabulations and thus would fail to be identified as duplicates in the occupation code query. 38 As such, the number of ads aggregated by adding all occupations is slightly larger (on average 1 percent) than the number obtained in the U.S. total query, even though not all ads are assigned an occupation code (see Figure 1 ). This problem is unlikely to have a significant effect on computation of mismatch indexes.
Other Data Series Relating to Vacancies. HWOL's national ads count trend is very similar to that indicated by another vacancy dataset, the Bureau of Labor Statistics' (BLS) Job Openings and Labor Turnover Survey (JOLTS) ( Figure B1 ). 39 JOLTS is a monthly series that attempts to provide a broad national picture of U.S. hiring activity. JOLTS collects monthly data of job openings, separations, and hires from a sampling of 16,000 of 7 million nonfarm business establishments. JOLTS data are released roughly a month after their reference period and are available for December 2000 onward. 40 The definition of a job opening in JOLTS also allows it to provide an accurate estimate for national job vacancies. 41 The JOLTS definition of hires includes rehires and hires of people who were previously not in the labor force. A disadvantage of JOLTS data is that they can be broken down into only 4 Census regions and 18 broad industries at the national level. In contrast, HWOL's geographic completeness and occupational detail enable the computation of regional and occupational mismatch; HWOL also provides sufficient vacancy information for computing mismatch at more-disaggregated levels.
An additional alternative source of vacancy data is the Conference Board's Help Wanted Index (HWI), which offers an index for the number of ads in 51 leading newspapers from their respective cities. 42 It is the only known source that provides estimates for national job vacancies before 2000. The HWI has data from 1951 to the second quarter of 2010, when it was discontinued. The series does not provide actual counts of newspaper ads and it does not offer any industrial or occupational information. 20 We seasonally adjust all series because some indexes, such as I JLS and I Lilien , use only unemployment and employment data, respectively. Therefore, these indexes could exhibit seasonal patterns that might not allow for comparison. 21 New ads are defined as unduplicated ads that did not appear in the previous reference period. Total ads are defined as unduplicated ads that appear in the reference period. Total ads include both new ads and ads from the previous month that have been reposted. 23 However, the Conference Board states that it may not target smaller local Internet job boards in an area with a limited number of ads. 24 The number of online ads from HWOL provides an estimate of the actual count of job openings. When an ad is posted for a position that has multiple openings, it is counted as only one ad in HWOL. 25 As mentioned previously, I JR3 is mathematically equivalent to I SSTV1 because of the assumption that vacancies are the only source of heterogeneity across sectors.
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26 Unlike Şahin et al. (2012) , who use I SSTV2 to calculate the counterfactual unemployment rate, we use I SSTV1 . 27 As an alternative to the Hodrick-Prescott filter, we also calculated a 3-month moving average for each of the indexes and the trends are consistent. We chose to use the Hodrick-Prescott filter because the trends are smoother. 28 Figure numbers that begin with "C" can be found in Appendix C, which provides a figure containing each index's 12-and 19-industry breakdowns, as well as a figure containing each index's 10-and 22-occupation breakdowns. 29 We multiply the I JR2 values by 100. 30 We multiply the I Lilien values by 100. 31 The starting point for this calculation is the pre-recession month when the index began an increase that lasted for the remainder of the period. The endpoint is November 2007. For example, the increase preceding the Great Recession for the I JR1 19-industry index is measured as the percentage change over the period May 2006-November 2007, because in May 2006 the index began to increase and continued this increase for the remainder of the prerecession period (see Figure C1 ). 32 In their paper, Şahin et al. use I SSTV2 to calculate the counterfactual unemployment rate. Since we do not compute I SSTV2 , we use I SSTV1 instead.
33 Padoa-Schioppa (2008b) refers to ŝ t as the "turbulence index" (see p. 2). 34 The term s t (dispersion) enters Lilien's equation of unemployment inflow through the layoff function. Layoffs, quits (including those who did not find employment before leaving their most recent job), and labor force entrants complete the flow into unemployment. 35 Evans explains that in traditional macroeconomic models (with aggregate supply and aggregate demand equations), sectoral imbalance functions through the aggregate supply side. Referencing Evans (1985a) and Evans (1989) , he writes:
For example, in a stochastic disaggregated model with temporary sectoral wage floors and a gradual movement of labor between sectors…the position of the aggregate supply curve, in both the short-run and the long-run, depends upon the extent of imbalance between sectors. The degree of imbalance, which is increased from random sectoral shocks and diminished by equilibrating changes in sectoral wages and labour supplies, is appropriately measured, in the stochastic steady state, by the standard deviation of sectoral excess demands for labor, computed at the (temporary) nominal wage floors.
[A]n increase in aggregate demand leads, in the short run, to a decrease in unemployment in excess supply sectors and an increase in wages and prices in excess demand sectors. There is no role for vacancies because of the assumed upward flexibility of wages (pp. 440-41).
