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Abstract
We solve the seventh problem of Oliver’s list [M. Aschbacher, R. Kessar, B. Oliver, Fusion
systems in algebra and topology, LMS Lecture Note Series: 31, Cambridge University Press,
2011] via an explicit signalizer functor construction in the sense of Aschbacher-Chermak for
various group models. Moreover we prove the existence of centric linking systems via group
models in certain cases which is the first problem and give applications to the fundamental
group which is the eighth problem of the list respectively. We illustrate with many examples.
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1 Introduction
Motivated by the Martino-Priddy Conjecture stated in [21] and proved by Oliver in [23], [24] the
theory of p−local finite groups introduced by Broto, Levi and Oliver [7] describes spaces which
are similar to p−completed classifying spaces of finite groups via p−local structure, at least up to
Fp-cohomology. A p-local finite group is a triple (S,F ,L) which encodes many properties similar to
those encoded in a finite group and every finite group gives rise to a p-local finite group. However
this is not true for all of them and a p-local finite group is not a group. It is therefore an interesting
and natural question to ask whether it is possible to find any group which encodes all the struc-
ture of a given p-local finite group and such that the p-local finite group can be recovered from
it. This means a group which has the appropriate Sylow p-subgroup and is model for the fusion
system and also a group model for the linking system induced by an explicit signalizer functor,
and in addition that the classifying space has Fp-cohomology isomorphic to the stable elements.
Every p-local finite group which is induced by a finite group has such a group model provided by
this finite group as shown by Broto, Levi, Oliver [7]. The general case remains open. The fact
that the linking system can be simply connected shows that it cannot always be equivalent to the
classifying space of a group model however there can still be a group model whose classifying space
has cohomology isomorphic to the stable elements. The world of groups is big which is why we
hope that such a group model could exists even though no explicit construction proves this so far.
We start by giving a review of various previous results putting our own work into perspective. Kan
and Thurston state [13] that for every connected space there is a map from a K(π, 1) which is an
isomorphism in homology for any system of local coefficients. The group they construct however
does not realize neither the Sylow p-subgroup, nor the fusion system nor the linking system nor has
a signalizer functor. The first infinite group model for a saturated fusion system was constructed
by Aschbacher and Chermak [1] realizing the Solomon groups [15]. They also gave the only explicit
description of a signalizer functor for a group model so far. The first conceptual treatment of group
models for fusion systems are due to Leary-Stancu [14] and Robinson [29]. These groups realize
the linking system as well induced by a signalizer functor as proved in [18] (where the signalizer
functor is not constructed explicitely) however both constructions fail to have the right cohomology
in the general case [31, Proposition 4.2] and Proposition 6.9 this article.
In this note we construct a new group model for saturated fusion systems involving amalgams to
generalize and overcome the shortcomings of previous constructions. (In Proposition 6.9 we discuss
why the method of iterated HNN-constructions seems to be less promising for our purposes.)
Moreover we construct an explicit signalizer functor for the Robinson and our new group model.
This is a more direct and most important complete solution to the seventh problem of Oliver’s
list [2] in the sense that it provides an explicit formula than the second author’s previous work
with Libman [18]. We believe that independently from our context signalizer functor constructions
are of great interest to group theorists. The continued study of group models for fusion systems
is motivated by the fact that a group model which has the cohomology of the saturated fusion
system provides an independent proof of the existence of a centric linking system for this saturated
fusion system. This is a much stronger version of the existence of centric linking systems which is
a theorem proved by Chermak [9] and Oliver [22] using the classification of finite simple groups.
In addition we give some applications to the fundamental group. The question whether for every
p-local finite group there exists a group model which has the Fp-cohomology isomorphic to the
stable elements remains and will be addressed in the last subsection. We prove this conjecture in
some special cases.
The author met Malte Leip at the Max-Planck-Institut fu¨r Mathematik in Bonn in August 2012.
He contributed results in some special cases and thanks the MPI for their hospitality during
that month, and the author for introducing him to this topic. The author was supported by ANR
BLAN08-2-338236, an Erwin-Schro¨dinger-Institute Junior-Research-Fellowship, a Mathematisches-
Forschungsinstitut-Oberwolfach Leibniz-Fellowship, an invitation to the Max-Planck-Institut fu¨r
Mathematik in Bonn, the Centre Recerca Matema`tica Barcelona, the Australian Research Council
Discovery Project DP120101399 at the ANU, and a fellowship from the University of Haifa.
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2 Preliminaries
2.1 Fusion Systems
We review basic definitions of fusion systems and linking systems and establish our notations. Our
main references are [7], [8] and [20]. Let S be a finite p-group. A fusion system F on S is a
category whose objects are all the subgroups of S, and which satisfies the following two properties
for all P,Q ≤ S: The set HomF (P,Q) contains injective group homomorphisms and amongst
them all morphisms induced by conjugation of elements in S and each element is the compos-
ite of an isomorphism in F followed by an inclusion. Two subgroups P,Q ≤ S will be called
F−conjugate if they are isomorphic in F . Define OutF (P ) = AutF(P )/Inn(P ) for all P ≤ S.
A subgroup P ≤ S is fully centralized resp. fully normalized in F if |CS(P )| ≥ |CS(P ′)| resp.
|NS(P )| ≥ |NS(P ′)| for all P ′ ≤ S which is F -conjugate to P . F is called saturated if for all
P ≤ S which is fully normalized in F , P is fully centralized in F and AutS(P ) ∈ Sylp(AutF (P ))
and moreover if P ≤ S and φ ∈ HomF (P, S) are such that φ(P ) is fully centralized, and if we set
Nφ = {g ∈ NS(P )|φcgφ−1 ∈ AutS(φ(P ))}, then there is φ ∈ HomF(Nφ, S) such that φ|P = φ.
A subgroup P ≤ S will be called F -centric if CS(P ′) ≤ P ′ for all P ′ which are F−conjugate
to P . Denote Fc the full subcategory of F with objects the F -centric subgroups of S. Let
O(F) be the orbit category of F with objects the same objects as F and morphisms the set
MorO(F)(P,Q) = MorF (P,Q)/Inn(Q). Let O
c(F) be the full subcategory of O(F) with objects
the F−centric subgroups of F . Let G be a discrete group. A finite subgroup S of G will be called
a Sylow p-subgroup of G if S is a p-subgroup of G and all p−subgroups of G are conjugate to
a subgroup of S. A group G is called p-perfect if it has no normal subgroup of index p. Let F
be a saturated fusion system over the finite p-group S. A subgroup P ≤ S is called F -radical if
Op(AutF(P )) = AutP (P ), where Op(−) denotes the maximal normal p−subgroup. A subgroup
P ≤ S which is both F -centric and F -radical is called F -centric-radical. Denote Fcr the full
subcategory of F with objects the F -centric-radical subgroups of S. A subgroup P ≤ S is called
F-essential if P is F -centric and AutF (P )/AutP (P ) has a strongly p−embedded subgroup, i. e.
there exists a proper subgroup Q < P which contains Sylow p−subgroup R of P and R 6= 1 but
Q∩xR = 1 for any x ∈ P −Q. A subgroup Q⊳S is normal in F if each α ∈ HomF(P,P ′) extends
to a morphism α ∈ HomF (PQ,P ′Q) which sends Q to itself. A saturated fusion system is called
constrained if there is some Q ⊳ S which is F -centric and normal in F .
Let F be a fusion system over a finite p-group S. A saturated fusion subsystem of F is a subcate-
gory E ⊆ F which is itself a saturated fusion system over a subgroup T ≤ S. A fusion subsystem
E ⊆ F over T E S is F -invariant if T is strongly closed in F , and αE = E for each α ∈ AutF (T ),
and for each P ≤ T and each φ ∈ HomF(P, T ), there are α ∈ AutF(T ) and φ0 ∈ HomE(P, T )
such that φ = α ◦ φ0. A fusion subsystem E ⊆ F over T E S is normal E E F if E is weakly
normal, and each α ∈ AutE(T ) extends to some α ∈ AutF(TCS(T )) such that [α,CS(T )] ≤ Z(T ).
The fusion system is simple if it contains no proper nontrivial normal fusion subsystem. Let
S be a finite p−group and let P1, ..., Pr, Q1, ..., Qr be subgroups of S. Let φ1, ..., φr be injective
group homomorphisms φi : Pi → Qi ∀i. The fusion system generated by φ1, ..., φr is the min-
imal fusion system F over S containing φ1, ..., φr . Let P1, . . . , Pn be a collection of F -centric
subgroups of S, which might contain multiples. Let K1, . . .Kn be groups with Ki is a subgroup
of AutL(Pi) containing δ(Pi) for all i = 1, · · · , n. We say that K = {K1, . . .Kn} is generating if
π(K1), . . . , π(Kn) generate F . Let F be a fusion system on a finite p−group S. A subgroup T ≤ S
is strongly closed in S with respect to F , if for each subgroup P of T , each Q ≤ S, and each
φ ∈MorF (P,Q), φ(P ) ≤ T . Fix any pair S ≤ G, whereG is a (possibly infinite) group and S is a fi-
nite p−subgroup. Define FS(G) to be the category whose objects are the subgroups of S, and where
MorFS(G)(P,Q) = HomG(P,Q) = {cg ∈ Hom(P,Q)|g ∈ G, gPg
−1 ≤ Q} ∼= NG(P,Q)/CG(P ).
Here cg denotes the homomorphism conjugation by g (x 7→ gxg
−1). For each P ≤ S, let
C′G(P ) be the maximal p−perfect subgroup of CG(P ).Let F be a fusion system over a p-group
S. For a discrete group G and any finite set H of finite subgroups of G, let TH(G) denote
the transporter category of G: the category with Ob(TH(G)) = H, and where for each
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P,Q ∈ H, MorTH(G)(P,Q) = NG(P,Q) = {g ∈ G|gPg
−1 ≤ Q} the transporter set. The
category T cS (G) is the full subcategory of TS(G) with objects the FS(G)-centric subgroups of
S. A linking system L associated with F is a finite category together with a pair of func-
tors TOb(L)(S)
δ
−→ L
π
−→ F such that the following conditions are satisfied: Ob(L) is a set of
subgroups of S closed under F -conjugacy and overgroups, and includes all subgroups which are
F -centric and F -radical. Also δ is the identity on objects, and π is the inclusion on objects. and
surjective on morphisms. For each pair of objects P,Q ∈ ob(L) such that P is fully centralized
in F , CS(P ) acts freely on MorL(P,Q) via δP,P by right composition and πP,Q induces a bi-
jection MorL(P,Q)/CS(P )
≃
−→ HomF(P,Q). For each P,Q ∈ ob(L) and each g ∈ NS(P,Q),
πP,Q sends δP,Q ∈ MorL(P,Q) to = cg ∈ HomF (P,Q). For all φ ∈ MorL(P,Q) and all
g ∈ P, φ ◦ δP,P (g) = δQ,Q(π(φ(g))) ◦ φ. A centric linking system associated with a satu-
rated fusion system F is a linking system with objects the set of F -centric subgroups of S. For
every saturated fusion system there exists one associated centric linking system up to isomorphism
[9]. Let LcS(G) be the category whose objects are the FS(G)−centric subgroups of S, and where
MorLc
S
(G)(P,Q) = NG(P,Q)/C
′
G(P ). Let π : L
c
S(G) → FS(G) be the functor which is the inclu-
sion on objects and sends the class of g ∈ NG(P,Q) to conjugation by g. For each FS(G)−centric
subgroup P ≤ G, let δP : P → AutLc
S
(G)(P ) be the monomorphism induced by the inclusion
P ≤ NG(P ). A triple (S,F ,L) where S is a finite p−group, F is a saturated fusion system on
S, and L is an associated centric linking system with F , is called a p−local finite group. Its
classifying space is |L|∧p where (−)
∧
p denotes the p−completion functor in the sense of Bousfield
and Kan. A space X is called p−good if the natural map H∗(X ;Fp) → H∗(X∧p ;Fp) is an iso-
morphism. Examples of spaces which are p−good are classifying spaces of finite groups. A finite
group G gives canonically rise to a p−local finite group (S,FS(G),LcS(G)) and BG
∧
p ≃ |L
c
S(G)|
∧
p
[4]. In particular, all fusion systems coming from finite groups are saturated. In analogy with
the Cartan-Eilenberg theorem the cohomology of a saturated fusion system is defined to be the
inverse limit over the orbit category. Recall [7] there exists an isomorphism of unstable algebras
between the cohomology of the classifying space of a p−local finite group and the cohomology of
the fusion system. Let F be a fusion system on the the finite p−group S. F is called Alperin
fusion system if there are subgroups P1, P2, · · ·Pr of S and finite groups L1, · · · , Lr such that for
each i, NS(Pi) ∈ Sylp(Li), FNS(Pi)(Li) is contained in F and F is generated by all the FNS(Pi)(Li).
Every saturated fusion system is Alperin [6, Section 4]. The groups Li = AutL(Pi) are known and
unique up to isomorphism for i = 1, · · · , n regardless of the existence of L and also denoted LPi .
A ring homomorphism f : A→ B is called F−monomorphism [27] if every element in the kernel is
nilpotent and F−epimorphism if every element in the cokernel is nilpotent and F−isomorphism
if it is F−monomorphism and F−epimorphism.
2.2 Group models for fusion systems
A saturated fusion system F on a finite p−group S for which there exists no finite group G such
that FS = FS(G) is called exotic (see [7], chapter 9 for example). A discrete group G is a group
model for F if S is a Sylow p−subgroup of G and FS(G) = F in the sense that all morphisms of F
are induced by conjugation of elements in G. Contrary to the finite case infinite groups need not to
have Sylow p-subgroups. For constrained fusion systems there exists finite group models [5]. We
review all general constructions for group models for fusion systems known so far [14], [29], [18].
The group model constructed by Leary and Stancu is an iterated HNN-construction.
Theorem 2.1 ([14], Theorem 2) Let F be a fusion system on S generated by Φ = {φ1, · · · , φr}
with φi : Pi → Qi a morphism in F for Pi, Qi subgroups of S for i = 1, · · · , r. Let T be a free
group with free generators t1, . . . , tr, and define πLS as the quotient of the free product S ∗ T by
the relations t−1i uti = φi(u) for all i and for all u ∈ Pi. Then πLS is a group model for F .
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The group models of Robinson type are iterated amalgams of automorphism groups in the linking
system over the S−normalizers of the respective F -centric subgroups of S.
Theorem 2.2 ([29], Theorem 2) Let F be an Alperin fusion system on a finite p−group S with
AutL(P1), ..., AutL(Pn). The group ΓR = AutL(P1) ∗
NS(P2)
AutL(P2) ∗
NS(P3)
·. ∗
NS(Pn)
AutL(P1) is a
group model for F where the maps used to define the amalgamations are δS : NS(Rj)→ AutL(S)
and δRj : NS(Rj)→ AutL(Rj).
Corresponding to the various versions of Alperin’s fusion theorem (F -essential subgroups, F -centric
subgroups, F -centric-radical subgroups) there exist several choices for the groups generating F .
The group model constructed by the second author together with Libman [[14], Theorem 1.1 and
Proposition 4.1] is related to the normalizer decomposition and can be described as follows.
Theorem 2.3 Let F be a saturated fusion system on the finite p−group S. The finitely generated
group G = AutL(S) ∗
AutL(P2<S)
AutL(P2) · · · ∗
AutL(Pn<S)
AutL(Pn) is a group model for F where
AutL(Pi < S) = NAutL(S)(Pi) for i = 1, · · · , n and we amalgamate via the natural inclusion maps.
The finite group G = S ≀Σe(X) constructed by Park [26] is not a group model since S in the general
case is not a Sylow p−subgroup of G, where e(X) is a certain characteristic biset associated with F .
We define a group model to be minimal if the map in the following theorem is an isomorphism.
Theorem 2.4 ([31]) Let F be a saturated fusion system over the finite p−group S and G a group
model for F . Then there exist a natural map of unstable algebras H∗(BG)
q
→ H∗(F) making
H∗(F) a module over H∗(BG).
We have a formula for the cohomology ring H∗(BG;Fp) which is always F -isomorphic to H∗(F).
Theorem 2.5 ([32], Theorem 3.6) Let F be a saturated fusion system over the finite p−group
S and G one of the above group models for F . Then there exist natural maps of algebras over the
Steenrod algebra q : H∗(BG)→ H∗(F) and r∗ : H∗(F)→ H∗(BG) such that we obtain a split short
exact sequence of unstable modules over the Steenrod algebra 0 → W → H∗(BG)
←
→ H∗(F) → 0,
where W ∼= Ker(ResGS) ∈ N il1 and the map q is an F -isomorphism in the sense of Quillen [27].
The question of the existence of minimal group models for saturated fusion systems is related to
the existence of the centric linking systems in the following way. One can define fusion systems and
centric linking systems in a topological setting. We will need this when we make use of the fact that
a group realizes a given fusion system if and only if its classifying space has a certain homotopy
type. Recall [8] that an associated centric linking system exists if there exists a space which has
the homology of the linking system. This motivates our search for minimal group models.
A signalizer functor in the sense of Aschbacher-Chermak on a group model G is an assignment
P 7→ θ(P ) for every F−centric subgroup P ≤ S such that θ(P ) is a complement of Z(P ) in CG(P )
and such that if gPg−1 ≤ Q for g ∈ G then θ(Q) ≤ gθ(P )g−1. A signalizer functor gives rise to
a centric linking system if it exists [18]. In [18] Libman and the author show that all previously
discussed group models have a signalizer functor however without an explicit construction. This
is one of the main results of this article.
All the group models presented above and the new construction in this article are equipped with a
map BG→ |L| which is not necessarily true in the case in general. For a finite group G we usually
do not have a map BG→ |LcS(G)|, the symmetric group on five elements is a counterexample for
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the classifying space of its 2-local finite group. In the case that we have for a group G and and
moreover there is a map BG→ |L| which is an equivalence we solve the eighth problem of Oliver’s
list [2] with G ∼= π1(|L|). For this to happen the group G does not have to be a group model for
F as the linking system can be simply connected (e.g. the Solomon groups) but can be as for the
general linear groups. There is no obvious pattern and we hope that our work on group models
will allow to get better insight.
2.3 Graphs of groups
We give a brief introduction to graphs of groups stating results we need. A finite directed graph
Γ consists of two sets, the vertices V and the directed edges E, together with two functions
ι, τ : E → V . For e ∈ E, ι(e) is called the initial vertex of e and τ(e) is the terminal vertex of
e. Multiple edges and loops are allowed in this definition. The graph Γ is connected if the only
equivalence relation on V that contains all (ι(e), τ(e)) is the relation with just one class. A graph
Γ may be viewed as a category, with objects the disjoint union of V and E and two non-identity
morphisms with domain e for each e ∈ E, one morphism e→ ι(e) and one morphism e→ τ(e). A
graph Γ of groups is a connected graph Γ together with groups Gv, Ge for each vertex and edge
and injective group homomorphism fe,ι : Ge → Gι(e) and fe,τ(e) : Ge → Gτ(e) for each edge e. Let
(S,F ,L) be a p-local finite group, P1, . . . , Pn a collection of F -centric subgroups of S which might
contain multiples, with a generating collectionK = {K1, . . . ,Kn} whereKi ≤ AutL(Pi). We define
a graph of groups ΓK associated with K. Let Fi,j be the subgroup of AutF(〈Pi, Pj〉) consisting
of automorphisms that restrict in F to both an automorphism of Pi contained in π(Ki) and an
automorphism of Pj contained in π(Kj). Define Ki,j as the preimage of Fi,j in AutL(〈Pi, Pj〉).
Note that Ki,j = Kj,i. By [19, Prop 2.11.] we can define an injective restriction homomorphism
ki,j : Ki,j → Kj. A graph of groups ΓK will be called a graph associated with K, if there exist
Sylow p-subgroupsHi ≤ Ki andHi,j < Ki,j such that ΓK has n vertices, with corresponding groups
Ki and such that there is a directed edge from Ki to Kj in ΓK if and only if Hj < ki,j(Hi,j), and
to this edge correspond the injective group homomorphisms kj,i : Ki,j → Ki and ki,j : Ki,j → Kj
for a subgroup Hi,j ≤ Ki,j ≤ Ki,j . In our applications we will need to choose a special subgraph
of ΓK . An aborescence is a directed graph in which, for a vertex u called the root and any other
vertex v, there is exactly one directed path from u to v. Let ΓK be a graph associated with K.
A subgraph T of ΓK which is an aborescence with root t is called a generating tree of ΓK , if
Pt ⊳ S and Ht = S < Kt. It might not always be possible to find a generating tree for ΓK .
3 A new family realizing saturated fusion systems
We aim to give a family of group models for saturated fusion systems. This family of group models
contains versions of classical group models as special cases. The main advantage over previous
constructions will be discussed at the end of this article.
Theorem 3.1 Let K = {K1, . . . ,Kn} be a generating collection, ΓK the associated graph for some
choice of H’s and T a generating tree in ΓK . Then the amalgam πK,T over the graph of groups T
is a group with the following properties:
1. S is a Sylow p-subgroup of πK,T .
2. F = FS(πK,T ).
3. There is a signalizer functor on πK,T which induces L.
4. H∗(|L|,Fp) is a retract of H∗(BπK,T ) in the category of unstable algebras. It is equal to the
image of H∗(πK,T ,Fp)→ H∗(S,Fp), the product of any two elements in the kernel is zero.
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5. BπK,T is p-good.
6. H∗(BπK,T ) is finitely generated.
7. |L|∧p is a stable retract of (BπK,T )
∧
p .
8. H∗(BπK,T ) is F−isomorphic to the stable elements in the sense of Quillen.
Proof: The proof is based on results of Libman and ourselves [18]. Consider the category C consist-
ing of objects l0, . . . , ln as well as li,j for those i, j such that Ki,j is in T . Those objects correspond
to the groups mentioned above (i.e. K0, . . .Kn and the Ki,j in T ). In C let there be a unique
morphism from li,j to li and lj . We have a functor γ from this category into hoTop, which sends
li to BKi and li,j to BKi,j , and the morphisms to those induced by the monomorphisms kj,i and
ki,j . We can include each of the classifying spaces into |L| (induced by an inclusion of categories
BKi → BAutL(Pi)→ L). We now want to show that this commutes up to homotopy with the the
morphisms from C, i.e. we want the outer diagram to commute up to homotopy:
BKi
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
BKi,j
77♦♦♦♦♦♦♦♦♦♦♦♦
''❖❖
❖❖
❖❖
❖❖
❖❖
❖❖
// BAutL(〈Pi, Pj〉) // |L|.
BKj
88♣♣♣♣♣♣♣♣♣♣♣♣
To see this consider the functors F1 : BKi,j → BKi → L and F2 : BKi,j → BAutL(〈Pi, Pj〉 → L.
There is a natural transformation η : F1 → F2, which maps the unique object to the morphism
ê = δ(e) ∈MorL(Pi, 〈Pi, Pj〉). The following diagram commutes by the definition of kj,i:
Pi
ê //
kj,i(f)=F1(f)

〈Pi, Pj〉
F2(f)=f

Pi
ê
// // 〈Pi, Pj〉.
Thus η is a natural transformation. Taking realizations shows that the two triangles in the diagram
above are homotopy commutative. By the universal property, this gives a map f : hocolimγ → |L|.
We claim that the composition with |L| → |L|∧p and restriction to BS ≤ BKt is homotopic to
θ : BS → |L|∧p (where we use notation as in [18]). To see this, consider the following diagram
BKt
$$❏
❏❏
❏❏
❏❏
❏❏
❏
BS
BδS //
BδPt
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
BδS ++❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱ BKt,0
Bk0,t
88rrrrrrrrrr
Bkt,0
%%▲▲
▲▲
▲▲
▲▲
▲▲
|L|
BAutL(S)
::✉✉✉✉✉✉✉✉✉✉
where we set K0 = AutL(S) for the purpose of this diagram. The morphism δPt : S → AutL(Pt)
makes sense because we required Pt ⊳ S. The image lies in Kt by another condition on generating
trees. Thus the upper left morphism makes sense. The diagram
Pt
ê //
δPt (g)

S
δS(g)

Pt
ê
// // S
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commutes for all g ∈ S because δ is a functor and ê = δPt,S(e). Thus k0,t ◦ δS = δPt , and so the
upper triangle strictly commutes. We have 〈Pt, S〉 = S, so Kt,0 is a subgroup of AutL(S), so the
restriction kt,0 is really the inclusion. Thus the lower triangle also commutes strictly, consisting
of morphisms whose restriction to Pt is in Kt. By the reasoning employed at the beginning of
this proof, the right square commutes up to homotopy. Composition with |L| → |L|∧p yields the
claim. We have a graph of groups T which we can regard as a category. Note that the functor
BG : T → hoTop is isomorphic to γ discussed above. All the groups involved have a Sylow
p-subgroup and the map from a chosen Sylow p-subgroup of Ki,j to a Sylow p-subgroup of Kj is
surjective if Ki,j is in T . Furthermore, T is a tree and contains a path from v0 = Kt to every
other vertex. Thus we can apply [18, Proposition 3.3]. This immediately proves claims 1, 5 and
the last part of 4, as well as the fact that hocolim γ ≃ BπK,T . By combining this with the result
above, we get a map f : BπK,T ≃ hocolim γ → |L|∧p , whose restriction to BS is homotopic to θ.
We want to use [18, Theorem 1.1], so we need F ⊂ FS(πK,T ). This is the case, as πK,T contains
all Ki, so FS(π) contains all K
′
i. But then FS(πK,T ) also contains the fusion system generated by
the K ′i, which is F , as K is generating. Thus [18, Theorem 1.1] yields that the group model πK,T
also has the properties 2,3 and 4. The group πK,T is a finite amalgam of finite groups which is
generated by elements of p′-order and S. LetM be the subgroup of πK,T generated by all elements
of p′ -order. Note that πK,T and S surjects on πK,T /M and therefore πK,T /M is a finite p-group.
The group M is p-perfect since it is generated by p′-elements. Let X be the cover of BπK,T with
fundamental group M . Using the results from [4, VII.3.2], we have that X is p-good and X∧p is
simply connected. Hence the sequence X∧p → (BπK,T )
∧
p → B(πK,T /M) is a fibration sequence and
so (BπK,T )
∧
p is p-complete by [4, II.5.2(iv)]. So BπK,T is p-good. Recall that Hi ∈ Sylp(Ki) for
all i = 1, ..., n. It follows from [6, Lemma 2.3.] and [7, Theorem 4.4.(a)] that H∗(B(Ki)) is finitely
generated over H∗(|L|) for all i = 1, ..., n, and H∗(|L|) is noetherian as follows from [7, Proposition
1.1. and Theorem 5.8.]. Therefore the Bousfield-Kan spectral sequence for H∗(BG) is a spectral
sequence of finitely generated H∗(|L|)−modules, the E2 term with E
s,t
2 = lim
s
C
Ht(F (−);Fp) is
concentrated in the first two columns and E2 = E∞ for placement reasons. Therefore H
∗(BπK,T )
is a finitely generated module over H∗(|L|). For property 7 recall we have a commutative dia-
gram Σ∞BS∧p Σ∞Bincl∧p
((❘❘❘
❘❘
❘Σ
∞B(δS)
∧
p
ww♣♣♣
♣
Σ∞|L|∧p Σ
∞(BπK,T )
∧
p .
Σ∞q∧p
oo
By Ragnarsson’s work [28] there is a map of spectra
σF : Σ
∞|L|∧p → Σ
∞BS∧p such that the composition Σ
∞|L|∧p
σF−→ Σ∞BS∧p
Σ∞B(δS)
∧
p
−→ Σ∞|L|∧p
is the identity. Since Σ∞B(δS)
∧
p ◦ σF = Σ
∞q∧p ◦ Σ
∞Bincl∧p ◦ σF we have that the simplicial set
|L|∧p is a stable retract of (BπK,T )
∧
p . Point 8 follows from the definition of F−isomorphism and 4.
We can use group models to compute the fundamental group of |L|∧p under certain conditions.
Proposition 3.1 If f : BπK,T → |L|∧p is a homotopy equivalence then π1(|L|
∧
p )
∼= πK,T /M .
Proof: The statement follows from [2, Prop 1.11] since in this case M is the maximal p-perfect
subgroup of πK,T ∼= π1(|L|). 
Conjecture 3.1 Let F be a saturated fusion system over the finite p-group S and G a group model
for F with trivial signalizer functor ( which implies G contains subgroups isomorphic to AutL(P )
for all F-centric subgroups P ≤ S). Then π1(|L|∧p ) ∼= BG
∧
p .
3.1 The group model ΓR
Let (S,F ,L) be a p-local finite group. Let R1, . . . , Rn be fully normalized representatives of
isomorphism classes of the centric-radical subgroups of S. Fix R1 = S, set Ki = Hi = NS(Ri).
8
In this case ΓK contains a directed star graph T with root AutL(S). We obtain a group model
ΓR ∼= AutL(S) ∗
NS(Ri)
AutL(R1)∗ . . . ∗
NS(Ri)
AutL(Rn) ∼= πR , recovering results from Robinson [29].
Theorem 3.1 shows that it was not crucial that AutL(S) was used as root - any Ki works as long
as Ri ⊳ S.
3.2 The group model piR
Let (S,F ,L) be a p-local finite group, R1, . . . , Rn F -centric subgroups of S. Fix R1 = S, set Ki =
AutL(Ri), Ki,j = Ki,j and Hi = NS(Ri). In this case ΓK contains a directed star graph T with
root AutL(S). We obtain πK,T ∼= AutL(S) ∗
AutL(R1<S)
AutL(R1) ∗ . . . ∗
AutL(Rn<S)
AutL(Rn) ∼= πR
which is a group model for F recovering results from Libman and the second author [18]. Theorem
3.1 shows that it was not crucial that AutL(S) was used as root - any Ki works as long as Ri ⊳ S.
3.3 Splitting up the AutL(Ri)
We can generalize πR in the following way. Let R1, . . . , Rn be as above, and Li = AutL(Ri).
Assume K1, . . . ,Km to be a collection of subgroups of the Li’s (ordered so that Kji , . . . ,Kji+1−1 <
Li for suitable j’s, with j1 = 1, jn+1 = m+ 1), and such that Li is generated by Kji , . . . ,Kji+1−1
and NS(Ri) < Kj for ji ≤ j < ji+1. In this case, K is a generating collection. Let Pj = Ri if
Kj < Li. Clearly P1 = S. Thus K1,j consists of the elements of K1 whose restriction to Pj is in
Kj , or in other words the elements of Kj, which are extendable to automorphisms of S that lie in
K1. By the third axiom of linking systems, all elements of NS(Pj) < AutL(Pj) are extendable, and
their extension lies in S < AutL(S), so in K1. We can chose Hj = NS(Pj), and our assumptions
as well as the comment just made show that ΓK contains a directed star graph T with root K1
and edges directed away from it. As P1 = S, T is a generating tree, and we get a group model:
πK,T = K1 ∗
K1,2
K2 ∗ . . . ∗
K1,m
Km.
3.4 The group model pi′LS
We can modify the Leary-Stancu group model in the following way.
Theorem 3.2 Let (S,F ,L) be a p-local finite group, and let φ1, . . . , φn generate F . Assume as
we can that all φi have order coprime to p and that they are automorphisms of F-centric subgroups
of S. Then π′LS = S ∗ Fr(t1, . . . , tn)/〈t
ord(φi)
i = 1, tiut
−1
i = φi(u)〉 is a group model of the type
described in Theorem 3.1.
Proof: Denote the subgroup of S that φi is an automorphism of by Pi. Let K
′
i = 〈Pi/Z(Pi), φi〉 as
a subgroup of AutF(Pi), and let Ki be the preimage in AutL(Pi). The kernel of π : AutL(Pi) →
AutF(Pi) is a p-group, so as φi has order prime to p we can find a preimage ti of φi which
also has order ord(φi). Clearly Ki = 〈Pi, ti〉. Set K0 = S < AutL(S). By construction, the
collection K0, . . .Kn is generating. By the third axiom of linking spaces, tiut
−1
i = φi(u) for
u ∈ Pi. In particular, Pi ⊳ Ki. Thus the order of Ki is |Pi| · ord(φi), so we can set Hi = Pi
and H0 = S. Clearly K0,i = Pi, so the directed star graph T with root K0 is a generating tree.
Theorem 3.1 yields a group model πK,T = S ∗
P1
〈P1, t1〉 ∗ . . . ∗
Pn
〈Pn, tn〉. We claim that this group
is π′LS as given in the statement of this proposition. Consider the obvious group homomorphism
S ∗ Fr(t1, . . . , tn) → πK,T . It was already noted that the relations which are divided out for
π′LS also hold in πK,T . Thus this homomorphism descends to ψ : π
′
LS → πK,T . For the inverse
direction, first note that Ki = 〈Pi, ti〉 ∼= Pi ∗ Cord(φi)〈ti〉/〈tiut
−1
i = φi(u)〉, as there is a surjective
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group homomorphism from the right side to the left and both groups have the same order. Thus
the obvious group homomorphism Ki → π′LS is well-defined. Clearly all these homomorphisms
make the necessary diagrams commute so that by the universal property of pushouts they combine
to a group homomorphism ψ−1 : πK,T → π′LS which is an inverse for ψ. Thus πK,T
∼= π′LS . 
4 Signalizer functor constructions
Each p-local finite group (S,F ,L) can be realized by some group and some choice of signalizer
functor in the sense of Aschbacher-Chermak. This was proved in [18] however without an explicit
construction which we give in this section.
4.1 Signalizer functor for ΓR
Let (S,F ,L) be a p-local finite group and R1, · · · , Rn be F -centric subgroups of S such that the
group ΓR = AutL(S) ∗ . . . ∗
NS(Rn)
AutL(Rn) is a Robinson group model for F . We construct
a signalizer functor for ΓR using the algebraic structure of L. This means choosing subgoups
C∗ΓR(P ) ≤ CΓR(P ) for each P ∈ F
c such thatMorL(P,Q) ∼= NΓR(P,Q)/C
∗
ΓR
(P ) for each P and Q
which are F−centric subgroups of S and provides the complete solution to Oliver’s seventh problem
[2] whether every centric linking system is the centric linking system of a group. The signalizer
functor is defined as the kernel of a collection of maps {ψP : Autτc
S
(ΓR)(P ) → AutL(P )}P∈Fc .
The difference to prior results obtained by Libman and the author [18] is that they define what
we call {ψP : AutT c
S
(ΓR)(P )→ AutL(P )}P∈Fc via topological maps, whereas we use the algebraic
structure of the categories involved directly.
We write δS(NS(Rj)) or δRj (NS(Rj)) instead of NS(Rj) to distinguish between the elements
NS(Rj) as a part of AutL(S) and AutL(Rj). The maps used to define the amalgamations are
δS : NS(Rj)→ AutL(S) and δRj : NS(Rj)→ AutL(Rj). We define ψP : AutT cS (ΓR)(P )→ AutL(P )
for every F -centric P ≤ S. Here, AutT c
S
(ΓR)(P ) = NΓR(P ), where P is embedded into ΓR via
P ≤ S ≤ AutL(S) ≤ ΓR. From [29, Lemma 1] applied to iterated amalgams it follows that elements
of NΓR(P ) must have the form a1 . . . ak such that there exists subgroups Pi ≤ S, i = 1, · · · k with:
ai ∈ AutL(Rj(i)) for a j(i), Pi, Pi−1 ≤ NS(Rj(i)), Pk = P , aiδRj(i)(Pi)a
−1
i = δRj(i)(Pi−1), P0 = P .
Proposition 4.1 Let g = a1a2 . . . ak be such an element in NΓR(P ) as above. Then for every i,
ai has a unique extension a˜i : 〈Rj(i), Pi〉 → 〈Rj(i), Pi−1〉 as a morphism in L. Furthermore, a˜i is
an isomorphism and has a unique restriction âi : Pi → Pi−1, which is also an isomorphism.
Proof: We have ai ∈ NΓR(Pi, Pi−1) and ai ∈ AutL(Rj(i)). As Pi ≤ NS(Rj(i)) and Pi−1 ≤
NS(Rj(i)) we get Rj(i) ⊳ 〈Rj(i), Pi〉 and Rj(i) ⊳ 〈Rj(i), Pi−1〉. Furthermore as the way we iden-
tify NS(Rj(i)) in AutL(S) and AutL(Rj(i)) is via δS,S and δRj(i),Rj(i) , we have: aiδRj(i)(Pi)a
−1
i =
δRj(i)(Pi−1) ≤ δRj(i)(〈Rj(i), Pi−1〉) and aiδRj(i)(Rj(i))a
−1
i ≤ δRj(i) (Rj(i)) ≤ δRj(i)(〈Rj(i), Pi−1〉),
where the first part of the second inequality follows from the third axiom of linking systems. We
obtain aiδRj(i)(〈Rj(i), Pi〉)a
−1
i ≤ δRj(i) (〈Rj(i), Pi−1〉) and therefore [25, Proposition 4 (c)] can find
a unique extension a˜i in the diagram in L below:
Rj(i)
ai //
ι

Rj(i)
ι

〈Rj(i), Pi〉
a˜i
// // 〈Rj(i), Pi−1〉.
Analogously we obtain a˜−1i for a
−1
i which has the property a
−1
i δRj(i)(Pi−1)ai = δRj(i)(Pi). After
extending δRj(i)(1) and uniqueness we obtain that a˜i is an isomorphism in L with inverse a˜
−1
i . In
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order to define âi : Pi → Pi−1 as the unique restriction of a˜i, by [25, Proposition 4 (b)] we have
to check that π(a˜i)(Pi) ≤ Pi−1. So let p ∈ Pi. Because aiδRj(i)(Pi)a
−1
i = δRj(i)(Pi−1), there is a
p′ ∈ Pi−1 with aiδRj(i)(p)a
−1
i = δRj(i)(p
′). Consider the following diagram in L:
Rj(i) Rj(i)
Rj(i) Rj(i)
〈Pi, Rj(i)〉 〈Pi−1, Rj(i)〉
〈Pi, Rj(i)〉 〈Pi−1, Rj(i)〉
δRj(i) (p)
ai
δRj(i) (p
′)
ai
δ〈Rj(i),Pi〉
(p)
a˜i
δ〈Rj(i),Pi−1〉
(p′)
a˜i
where the four unlabeled morphisms are ι = δ(1). The top square commutes by definition of p′.
The squares on the left and right commute because δ is a functor. The front and back squares
commute by definition of a˜i. In L all morphisms are epimorphisms [25, Proposition 4 (d)], making
extensions unique, so δ〈Rj(i),Pi−1〉(p
′) ◦ a˜i is an extension of δRj(i)(p
′) ◦ ai, which is the same as
ai ◦ δRj(i) (p), which has extension a˜i ◦ δ〈Rj(i),Pi〉(p). Thus the lower square also commutes. We
want to show that π(a˜i)(p) = p
′. As δ is injective on morphism sets, this follows now from
δ〈Rj(i),Pi−1〉(π(a˜i)(p)) = a˜i ◦ δ〈Rj(i),Pi〉(p) ◦ a˜i
−1 = δ〈Rj,i,Pi−1〉(p
′), where in the first step the third
axiom of linking systems was used. Thus the restriction âi of a˜i exists and is unique. As above we
can get a restriction â−1i of a˜i
−1, and by uniqueness of the restriction of i˜d we get that â−1i = âi
−1,
so âi is an isomorphism in L. 
This allows to define a map ψP : AutT c
S
(ΓR)(P )→ AutL(P ) for every F -centric P ≤ S.
Proposition 4.2 For every a1a2 . . . an ∈ NΓR(P ) given in the form above set ψP (a1a2 . . . an) =
â1 ◦ â2 ◦ · · · ◦ ân where on the right we compose morphisms in L. This is well-defined and makes
ψP into a group homomorphism ψP : AutT c
S
(ΓR)(P )→ AutL(P ).
Proof: Passing from a1, . . . , an to ψP (a1 . . . an) is well-defined. We only need to show independence
of the factorization of g ∈ NΓR(P ). By Serre’s form of reduced words [34, Theorem 1] for this it
suffices to show that for a ∈ NS(Ri) ∩ NS(Rj) we have that â : Q → Q′ is independent of the
choice of δRi(a) ∈ AutL(Ri) or δRj (a) ∈ AutL(Rj), and that if b, c ∈ AutL(R), then b̂ · c = b̂ ◦ ĉ.
If a ∈ NS(R) and δR(a)δR(Q)δR(a)−1 = δR(Q′), so aQa−1 = Q′, then a ∈ NS(〈R,Q〉, 〈R,Q′〉).
As δ is a functor, δ〈R,Q〉,〈R,Q′〉(a) is an extension of δR(a) and is thus the unique choice for δ˜R(a).
Restricting δ〈R,Q〉,〈R,Q′〉(a) to Q,Q
′ we obtain δQ,Q′(a). Thus δ̂R(a) = δQ,Q′(a). This does not
depend on R, so yields the same result for δRi(a) ∈ AutL(Ri) and δRj (a) ∈ AutL(Rj) in case that
a ∈ NS(Ri)∩NS(Rj). Let b, c ∈ AutL(R), andQ′′, Q′, Q ≤ NS(R), with cQc−1 = Q′, bQ′b−1 = Q′′.
By joining the two respective commutative diagrams
R
b //

R

c // R

〈R,Q〉
b˜ // 〈R,Q′〉
c˜ // 〈R,Q′′〉
Q
OO
b̂
// Q′
OO
ĉ
// Q′′
OO
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we can easily see that b˜◦ c˜ is an extension of b◦c, so by uniqueness b˜c = b˜◦ c˜. Restriction of b˜◦ c˜ is the
composition of the individual restrictions, so the statement follows. Since ψ(a1 ·· · ··an ·b1 ·· · ··cm) =
â1 ◦ · · · ◦ ân ◦ b̂1 ◦ · · · ◦ b̂m = ψ(a1 . . . an) ◦ ψ(b1 . . . bm) we have: ψP is a group homomorphism. 
Proposition 4.3 Let P ≤ S be F-centric and let Θ(P ) = Ker
(
ψP : AutT c
S
(ΓR)(P )→ AutL(P )
)
.
Then Θ is a signalizer functor for ΓR.
Proof: We have to show that Θ(P ) is a complement of Z(P ) in CΓR(P ), and for g ∈ ΓR and
F -centric subgroups P,Q ≤ S with gPg−1 ≤ Q, then Θ(Q) ≤ gΘ(P )g−1. We use notation as if
ΓR = AutL(S) ∗ · · · ∗NS(Rn)AutL(Rn) ∗ · · · ∗NS(Pi)NS(Pi) ∗ . . . . This way δP (p) ∈ ΓR makes sense
for every F -centric P (and is equal to δS(p)). We begin by analyzing how we can write aδS(p)a−1,
where p ∈ P , aδR(P )a−1 = δR(Q) and P,Q ≤ NS(R), a ∈ AutL(R). By these assumptions there
must be a q ∈ Q with δS(q) = δR(q) = aδR(p)a−1 = aδS(p)a−1. Using results from the proposition
above, we see that δQ(q) = δ̂R(q) = ̂aδR(p)a−1 = âδR(p)â−1 = âδP (p)â−1. From the third
axiom of linking systems it follows that δQ(π(â)(p)) = âδP (p)â
−1 = δQ(q). Thus in ΓR we have
aδS(p)a
−1 = aδR(p)a
−1 = δR(q) = δQ(q) = δQ(π(â)(p)) = δS(π(â)(p)). Using this we can show
that Θ(P ) ≤ CΓR(P ). So let g ∈ Θ(P ), ie. g ∈ NΓR(P ) with ψP (g) = id. We have a decomposition
of g as g = a1 . . . an and Pi etc. as discussed at the beginning of this section. For every p ∈ P
we have: gδS(p)g
−1 = a1 . . . anδS(p)a
−1
n . . . a
−1
1 = a1 . . . an−1δS(π(ân)(p))a
−1
n−1 . . . a
−1
1 = · · · =
δS(π(â1) ◦ · · · ◦ π(ân)(p)) = δS(π(â1 ◦ · · · ◦ ân)(p)) = δS(π(id)(p)) = δS(p). We need to show
that Θ(P ) is a complement of Z(P ) in CΓR(P ). For this it suffices to show that ψP |Z(P ) is an
isomorphism onto the image of ψP |CΓR (P ). If z ∈ Z(P ), then δ̂S(z) = δP (z), so ψP is injective on
Z(P ) because δ is. For surjectivity, assume that g = a1 . . . an ∈ CΓR(P ). Then for every p ∈ P
we have δS(p) = gδS(p)g
−1, so by our prior work we see that δS(p) = δS(π(â1 ◦ · · · ◦ ân)(p)),
so we have id = π(â1 ◦ · · · ◦ ân). The Kernel of π is δP (Z(P )), so there is a z ∈ Z(P ) with
δP (z) = â1 ◦ · · · ◦ ân. This means that ψP (g) = â1 ◦ · · · ◦ ân = δP (z) = δ̂S(z) = ψP (δS(z)). This
finishes the proof of the first property. Assume that g = a1 . . . an ∈ ΓR, P,Q are F -centric and
gPg−1 ≤ Q. We need to show that Θ(Q) ≤ gΘ(P )g−1. So let b = b1 . . . bm ∈ Θ(Q). We are to
show that g−1bg ∈ Θ(P ). Note that we can restrict the b̂i used to obtain ψQ(b) in order to get
composable morphisms yielding ψgPg−1 (b). It follows that as ψQ(b) = id, also ψgPg−1 (b) = id. Thus
ψP (g
−1bg) = ân
−1◦· · ·◦ â1
−1◦ b̂1◦· · ·◦ b̂m◦ â1◦· · ·◦ ân = ân
−1◦· · ·◦ â1
−1◦ψgPg−1(b)◦ â1◦· · ·◦ ân =
ân
−1 ◦ · · · ◦ â1
−1 ◦ â1 ◦ · · · ◦ ân = id. This concludes the proof that Θ is a signalizer functor. 
In the special case that our p-local finite group is the associated one to a finite group G and under
the extra assumption that the signalizer functor for G is trivial, ie. for all centric subgroups P we
have CG(P ) ≤ P the Robinson model has the following shape:
ΓR = NG(S) ∗NS(R1) NG(R1) ∗ · · · ∗NS(Rn) NG(Rn).
Let a ∈ AutL(R) ∼= NG(R) and P < S be F -centric. Assume that aPa−1 = Q < S. Then
a ∈ NG(〈R,P 〉, 〈R,Q〉) = MorL(〈R,P 〉, 〈R,Q〉). We can see that the way we identify morphisms
in L with elements in G identifies a˜ with a again. This happens also after restricting, so â is actually
again a, only that a was considered as an element in NG(R) and â is considered an element in
NG(P,Q). Thus, all ψP are restrictions of the map ΓR → G given by the inclusions, to NΓR(P ).
This means that Θ(P ) = NΓR(P ) ∩Ker(ΓR → G).
4.2 Signalizer functor for piK,T
The previous argument can be adapted to the group model πK,T . The crucial observation is that
δP labels elements in AutL(P ) and conjugation via ai never moves elements out of S. Then Θ is a
signalizer functor for πK,T . The signalizer functor for πK can be also computed from the signalizer
functor for ΓK since πK is a quotient group of ΓK . We omit the details to the interested reader.
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5 Euler-Poincare´ characteristic
We give formulas for the Euler-Poincare´ Characteristic for the classifying spaces of groups that
realize a prescribed fusion system.
Before we state our results we recall basic properties about the Euler characteristic of finite groups
and amalgamated products.
1. If A is free of rank r (the possiblity r = 0 is allowed), then χ(A) = 1− r.
2. If A has a free subgroup B of index s, then χ(A) = χ(B)
s
.
3. If A = B ∗
C
D for groups B, D with a common subgroup C, then χ(A) = χ(B)+χ(D)−χ(C)
whenever the three rightmost quantities are defined.
Notice that χ(A) > 0 if and only if A is finite, and χ(A) = 0 if and only if A has an infinite cyclic
subgroup of finite index.
Theorem 5.1 Let F be a fusion system over the finite p−group S and πLS a model of Leary-
Stancu type for F . Then we have the following formula
χ(πLS) =
1
|S|
− (
∑
1≤i≤n
1
|Pi|
)
for the Euler characteristic of πLS.
Proof: A model for the classifying space BπLS can be obtained as gluing the spaces BPi × I to
a model for the space BS. The Mayer-Vietoris-Sequence for the classifying space of this group
proves the statement.
Theorem 5.2 Let F be a saturated fusion system over the finite p−group S and πK,T and π′LS be
group models for F as above. Then
χ(πK,T ) =
n∑
i=1
1
|Ki|
−
∑
(i,j) with Ki,j∈T
1
|Ki,j |
and χ(π′LS) =
1
|S|
+
n∑
i=1
1− ord(φi)
|Pi| · | ord(φi)|
.
for the Euler characteristic of πK,T . Moreover we have
χ(πK,T ) =
dF
|S|lcm{Ki : K1,i, 1 ≤ i ≤ n}
for some negative integer dF .
Proof: The statement about the Euler characteristic is just a fact about the Euler characteristic of
amalgams and of finite groups [34]. The Euler characteristic of π′LS satisfies
χ(π′LS) =
1
|S|
+
n∑
i=1
1
|〈Pi, ti〉|
−
1
|Pi|
=
1
|S|
+
n∑
i=1
1
|Pi| · | ord(φi)|
−
1
|Pi|
=
1
|S|
+
n∑
i=1
1− ord(φi)
|Pi| · | ord(φi)|
.
Theorem 5.3 Let G = S ≀ Σe(X) constructed by Park [26]. Then we have χ(G) =
1
|S||˙e(X)||˙e(X)|!
.
Proof: For a finite group G we have χ(G) = 1|G| . So in this case we obtain χ(G) =
1
|G| =
1
|(S×···×S)Σe(X)|
= 1
|S||˙e(X)||˙e(X)|!
.
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6 Examples
We illustrate our results with examples for group models, explicit signalizer functors, applications
to the fundamental group of |L| and |L|∧p , existence of centric linking systems via group models.
6.1 Comparison of ΓR and piR
We compare the two group models ΓR and πR taken over the collection of F -centric-radical or
F -essential subgroups. For the fusion system of ASL(2, 3) at the prime 3 the two models differ,
with ΓR an infinite group, while πR = ASL(2, 3).
Proposition 6.1 Let F be a saturated fusion system over the finite p-group S with OutF (S) = 1
or S abelian. Then ΓR = πR.
Proof: Let R1, . . . Rn be the F−centric-radical proper subgroups of S. We show AutL(Ri < S) ∼=
NS(Ri). By definition AutL(Ri < S) is the preimage in AutL(S) of the subgroup AutF (Ri < S)
of AutF(S), which leaves Ri invariant. So in this case we have AutL(S) = LS ∼= S and AutF (S) ∼=
S/Z(S). The map AutL(S) → AutF(S) is the canonical one S → S/Z(S). Conjugation by an
element of S leaves Ri invariant iff that element is in NS(Ri). So AutF(Ri < S) ∼= NS(Ri)/Z(S).
Taking the preimage, we see AutL(Ri < S) is generated by Z(S) andNS(Ri), so as Z(S) < NS(Ri)
we have AutL(Ri < S) ∼= NS(Ri). Thus, πR and ΓR coincide. If S is abelian for no proper subgroup
R < S we have CS(R) = S is not contained in R there are no proper F−centric-radical subgroups.
So πR = LS = ΓR. 
Proposition 6.2 Let (S,F ,L) be the 3-local finite group associated with G = ASL(2, 3). Then
πR 6= ΓR, where the models are taken over the F-essential subgroups.
Proof: Recall G = C23 ⋊ SL(2, 3) and S is an extraspecial group of order 3
3 and exponent 3
generated by the elements ((1, 0)t, I), ((0, 1)t, I), where I is the identity matrix and ((0, 0), D) with
D =
(
−1 −1
1 0
)
.There is a unique proper F−centric-radical subgroup denoted R. We claim
that R is the normal subgroup C23 of G. We can first see that CG(R) = R so CG(R) = Z(R), and in
particular R is 3-centric in G. As R is normal in S, it is fully normalized. So R is F -centric. As R is
abelian, Inn(R) = 1. So OutF (R) = AutF (R) = NG(R)/CG(R) = G/R ∼= SL2(3). This group has
a strongly 3-embedded subgroup, so R is F -essential and in particular F -radical. Since CG(R) < S
we have CG(S) < S. So CG(S) = Z(S) and thus LS = TG(S, S) = NG(S) =< S, ((0, 0)
t,−I) >.
For ΓR we amalgamate over NS(R) = S. So ΓR = LS ∗S LR =< S, ((0, 0),−I) > ∗SG. Denote the
copy of ((0, 0)t,−I) in G by t and the copy in the LS by t′. Then t′t is a cyclically reduced element,
and thus is of infinite order [34, page 5]. However, for πR we amalgamate over AutL(R < S). The
restriction of conjugation by an element of NG(S) to R is also an automorphism, as NG(R) = G.
So AutF(R < S) = AutF (S) and the preimage is the full group, AutL(R < S) = AutL(S) = LS.
So πR = LS ∗LS LR ∼= LR = G. Thus in this case πR is finite while ΓR is infinite. 
6.2 Examples of signalizer functors and the fundamental group
We describe signalizer functors for various group models by giving generators for the groups Θ(P )
and illustrate the relations with the fundamental group. It is of particular interest in relation to
the eighth problem of Oliver’s list [2] that we can relate group models for fusion systems and the
fundamental group since there is no structural pattern for the fundamental group known so far.
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Proposition 6.3 For all fusion systems over D8 we have ΓR = πR. For an appropriate choice of
Fc-centric subgroups ΓR = πR ∼= π1(|L|), and the signalizer functor for these models is trivial. For
the trivial fusion system over D8 we have ΓR = πR = D8 ∼= π1(|L|) and π1(|LcD8 (D8)|
∧
2 )
∼= D8.
For ΓR = πR = Σ4 ∼= π1(|L|) a group model for the 2-local finite group associated with Σ4 we
obtain π1(|LcD8(Σ4)|
∧
2 )
∼= C2. For ΓR = πR = Σ4 ∗
D8
Σ4 ∼= π1(|L|) a model for the 2-local finite
group associated with PSL2(7) we have π1(|LcD8 (PSL2(7))|
∧
2 )
∼= 1.
Proof: It follows from Proposition 6.1 that for all fusion systems over D8 we have ΓR = πR.
The signalizer functor for the trivial fusion system over D8 is trivial since D8 is a 2−group and
π1(|LcD8(D8)|
∧
2 )
∼= (BD8)∧2
∼= D8. For the 2-fusion system of Σ4 we have π1(|LcD8(Σ4)|
∧
2 )
∼= (Σ4)∧2
∼=
C2. Recall that PSL2(7) has a 2-Sylow subgroup isomorphic to the dihedral group of eight elements
D8 and denote by V andW two representatives of the respective conjugacy classes of the F -centric-
radical subgroups ofD8. We know [20, Example 8.8] that AutF (V ) = AutF(W ) = Σ3 and therefore
we have that AutL(V ) = AutL(W ) = Σ4 and G = Σ4 ∗
D8
Σ4 is a model of Robinson type for the
2-local finite group associated to PSL(2, 7). Since NG(V ) = NG(W ) = Σ4 and NG(D8) = D8 we
have Θ(V ) = Θ(W ) = Θ(S) = 1. It follows from [3, Theorem 3.5] that BG is weakly equivalent to
|LcD8(PSL2(7))| and therefore we obtain π1(|L
c
D8
(PSL2(7))|∧2 )
∼= π1(BG∧2 )
∼= (Σ4 ∗
D8
Σ4)
∧
2
∼= 1. 
Proposition 6.4 Let (S,F ,L) be the 3-local finite group associated with G = ASL(2, 3) and S,R
as in Proposition 6.2. The four proper F-centric subgroups of S are R and C00, C10, C01, where
Cij = 〈((1, 1)
t, I), ((i, j)t, D)〉, and form three F-conjugacy classes. The groups C10 and C01 are
F-conjugate. Furthermore ΓR = C23 ⋊ 〈D,− id〉 ∗S G. A signalizer functor Θ for ΓR is given
by Θ(S) = Θ(C00) = Θ(C10) = Θ(C01) = 〈tt′〉. The group Θ(R) will be described below. The
signalizer functor for πR is trivial.
Proof: There are 4 rank 2 elementary abelian F -centric proper subgroups of S [33, Lemma 3.2].
Since D(1, 1)t = (1, 1)t, we have that Z(S) = 〈((1, 1)t, I)〉. Any element of the set R − Z(S) and
Z(S) generate R. We are reduced to subgroups generated by Z(S) and an element of the form
((i, j)t, D). Because ((1, 1)t, I) ∈ Z(S) we need only consider (i, j) ∈ {(0, 0), (1, 0), (0, 1)}. This
proves the first part of the statement. The group S is its own F -conjugacy class. As R ⊳ G,
R also is its own F -conjugacy class. It remains to consider the F -centric subgroups of the form
Cij . If two of them are F -conjugate via ((a1, a2)t, A) ∈ G, then A ∈ NH(〈D〉) = CH(〈D〉)
with H = SL(2, 3). Direct calculation shows ((a1, a2)
t, A)((b1, b2)
t, D)(−A−1(a1, a2)t, A−1) =
((a2 − a1, a2 − a1)t, I) · (A(b1, b2)t, D). We can read off that C00 is F -conjugated only to itself.
As (−I(1, 0)t, D) = ((−1,−1)t, I) · ((0, 1), D) we also obtain that C10 and C01 are F -conjugate via
((0, 0)t,−I). Recall the Robinson model for G is ΓR = 〈S, t
′〉 ∗S G where t
′ = ((0, 0)t,−I). Denote
by t the respective element in the G part of the amalgam. As S is its own conjugacy class, we have
NΓ(S) = NLS(S) ∗S NLR(S) = 〈S, t
′〉 ∗S 〈S, t〉. All elements in this amalgam can be written as a
reduced word [34], which in this case where 〈S, t〉 has only two classes mod S leads to elements of
the form st′αtt′t . . . t′β where α, β ∈ {0, 1} and s ∈ S. Multiplying this as an element in G we ob-
tain s · (0,−I)m, where m is the number of characters after the s in the word st′αtt′t . . . t′β . This is
(0, I) iff s = (0, I) and m = 2n, n ≥ 0. Thus as (tt′)−1 = t′t, we conclude Θ(S) = 〈tt′〉. The group
H ∈ Syl3(〈D〉) has a normal complement generated by E1 =
(
1 1
1 −1
)
, E2 =
(
−1 1
1 1
)
,
−I. We have NΓ(R) = NLS (R) ∗S NLR(R) = LS ∗S LR = Γ. Again, reduced words have
the form ((s1, s2)
t, Dλ)t′α(0, A1)t
′(0, A2)t
′ . . . t′(0, An)t
′β . Here α, β ∈ {0, 1}, λ ∈ {0, 1, 2} and
Ai ∈ 〈−I, E1, E2〉. Here we consider all the elements except the t′ as elements in LR. If we
multiply this together in G we get ((s1, s2)
t, Dλ · (− id)α+β+n−1A1 . . . An). If this is to be (0, I),
then certainly s1 = s2 = 0, λ = 0. It remains to determine for which A1, . . . , An the product
is I or −I. As tt′ ∈ Θ(R) is already clear, we can reduce to the case A1 . . . An = I, where
Ai ∈ 〈−I, E1, E2〉. Consider this latter group as a monoid, and consider the presentation with
generators −I, E1, E2. Let V be a set of generators of the relations. An element of V is of the form
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B1 . . . Bn with Bi ∈ {−I, E1, E2}, and clearly all the elements t′α0B1t′α1 . . . Bnt′αn are in Θ(R),
where αi ∈ {0, 1} such that Σαi is even. Conversely, if we have A1, . . . , An with Ai ∈ 〈−I, E1, E2〉
and such that the product is I, then first write Ai = Bi1 . . . Bili with Bi ∈ {−I, E1, E2}. Then
t′αA1t
′ . . . t′Ant
′β = t′αB11 . . . B1l1t
′ . . . t′Bn1 . . . Bnlnt
′β = t′αB11 . . . t
′B1l1t
′ . . . t′Bn1 . . . Bnlnt
′β .
The product B11 . . . Bnln is I, so it can be written as the product of elements in V . Thus (re-
call that t′2 = I) we can also write t′αA1t
′ . . . t′Ant
′β as the product of elements of the form
t′α0B1t
′α1 . . . Bnt
′αn just discussed. Thus Θ(R) is generated by these elements and tt′. We
have NH(〈D〉) = 〈D,−I〉, and therefore NG(C0,0) = C23 ⋊ 〈D,−I〉 and NΓ(C00) = NLS(C00) ∗S
NLR(C00) = LS ∗S LS. We see that the normalizer is identical to the one of S. Thus, Θ(C00) =
Θ(S) = 〈tt′〉. Next, 〈NG(C10), NG(C1,0, C0,1), NG(C0,1, C1,0), NG(, C0,1)〉 = 〈S, t〉. Conjugation
with t or t′ switches C0,1 and C1,0. Thus as above NΓ(C0,1) = NΓ(C1,0) contain exactly the ele-
ments of the form stt′ . . . tt′ and st′t . . . t′t. We have Θ(C10) = Θ(C01) = 〈tt′〉.
The signalizer functor for πR is trivial because πR = ASL(2, 3) as proved in Proposition 6.2 and
in ASL(2, 3) all F -centric subgroups contain their centralizers. 
Proposition 6.5 Let F be a nontrivial saturated fusion system over the finite p-group S and G a
simple (possibly infinite) group model for F with BG ≃ |L|. Then π1(|L|∧p ) is trivial.
Proof: This follows from Proposition 3.1 and the fact that G is simple since in this case π1(|L|∧p ∼=
G/M where M is the nontrivial maximal p-perfect subgroup of G. 
We can show that the fundamental group of the Solomon groups ist trivial because the group
model constructed by Libman and the second author [18] fulfills the conditions of the previous
Proposition and the Solomon fusion systems are simple.
If G is a finite group then one can detect the p-quotients of G from the fusion system of G. A
p-quotient yields a normal subgroup of index p, which corresponds to a normal subsystem. If G
has a simple fusion system it has no normal subsystems, so has no p-quotients.
Proposition 6.6 Let F be a saturated fusion system over the finite p-group S and G be the Leary-
Stancu model with the set of morphisms a set of morphisms in the associated centric linking system
which fulfill Alperin’s theorem. Then we have a surjective map G → π1(|L|).
Proof: This follows from Alperin’s fusion theorem for linking systems and the construction of the
map r in this case. 
Since BG is p−bad in general as we will show below this does not allow to compute the fundamental
group of |L|∧p .
6.3 Existence of classifying spaces via group models for fusion systems
The group model πR taken over the collection of F -centric-radical subgroups provides a solution
to the existence of centric linking systems for saturated fusion systems over p-groups of order p3.
Proposition 6.7 Let F be a saturated fusion system over the finite p-group S and |S| = p3. Then
BπR ≃ |L|.
Proof: Let R1, · · · , Rn be representatives of proper F -centric-radical subgroups S. Since |Ri| = p2
we have NS(Ri) = S for all i = 1, · · · , n. By [5, Theorem 3.5] we have BπR ≃ |L|.
Note that this in particular applies to the exotic Ruiz-Viruel examples [33] and therefore allows an
easy computations of the fundamental groups which is trivial in all three cases since they are all
simple fusion systems.
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The following Proposition illustrates that the homotopy type of the group model πK,T changes
depending on the which groups one amalgamates over in contrast with [5, Theorem 3.5]. It is
however not a proof that πK,T does not provide a solution to the existence conjecture. This
remains open.
Proposition 6.8 Consider the 2-local finite group of C32 ⋊GL(3, 2). Then H
∗(πR,F2) ≇ H∗(F).
Proof: We prove that H2(πR;F2) ≇ H2(C32 ⋊GL(3, 2);F2). The proof will begin by stating some
general facts about the groups involved, and then go on to first determine the F -centric-radical
subgroups. Afterwards, individual cohomology groups will be calculated and used to derive a con-
tradiction. Elements of G are of the form ((a1, a2, a3)
t, A) with ((a1, a2, a3)
t, A) · ((b1, b2, b3)
t, B) =
((a1, a2, a3) + A(b1, b2, b3)
t, AB). The group GL(3, 2) has generators A2 =

 1 1 00 1 0
0 0 1

 , A3 =
 0 0 11 0 0
0 1 0

 with A22 = 1, A33 = 1, (A2A3)7 = 1, [A2, A3]4 = 1. A Sylow 2-subgroup T of
GL(3, 2) is given by the subgroup of upper triangular matrices in GL(3, 2) with generators A2 and
A4 =

 1 1 10 1 1
0 0 1

 satisfying A22 = 1, A44 = 1, A2A4A2A4 = 1.We have C32 ⋊ T = S ∈ Syl2(G).
Lemma 6.1 Every centric-radical subgroup of S contains C32 , no subgroup of S of order 16 is
F-radical, and the group C32 ⋊ 〈A4〉 is not F-radical.
Proof: A simple calculation shows that ((1, 0, 0)t, id) ∈ Z(S). Assume R to be centric-radical.
Thus NG(R)/CG(R) · R has no proper normal 2-subgroup. Let Z := C32 ∩ NG(R). Then as
C32 ⊳ G, we see that Z/CG(R) · R is a normal 2-subgroup of NG(R)/CG(R) · R. Assume there is
a z = ((z1, z2, z3), id) /∈ R, and chose this element so that z3 = 1 only if all elements of this form
with z3 = 0 are already in R. We wish to show that this element is nontrivial in Z/CG(R) · R,
contradicting the fact that R is radical. As R is centric, CS(R) < R. As z /∈ R, but z ∈ S, we
obtain z /∈ CG(R) · R. It remains to show that z ∈ NG(R). This can be done by calculation:
((z1, z2, z3)
t, id) ·

(a1, a2, a3)t,

 1 a12 a130 1 a23
0 0 1



 · ((z1, z2, z3)t, id)
= ((a12z2 + a13z3, a23z3, 0), id) ·

(a1, a2, a3),

 1 a12 a130 1 a23
0 0 1



 .
By our assumptions on the value of z3 we can conclude that this is again an element in NG(R).
Thus the groups that remain as potential centric-radical subgroups of S must have oder 8, 16, 32
or 64 and have the form C32 ⋊H with H < T . Such a subgroup would have the form C
3
2 ⋊ 〈A〉 with
A ∈ T of order 2. Since GL(3, 2) ∼= PSL(3, 2) ∼= PSL(2, 7) = LF (2, 7) is a CIT-group [35], as 7 is
Mersenne prime, which means that the centralizer of any involution is a 2-group. In our case we
obtain: NG(C
3
2 ⋊ 〈A〉) = C
3
2 ⋊NGL(3,2)(〈A〉) = C
3
2 ⋊ CGL(3,2)(A) is a 2-group, too. From this we
can conclude that no such subgroup can be F -radical. The group 〈A4〉 has exactly one element of
order 2 so NGL(3,2)(〈A4〉) < CGL(3,2)(〈A
2
4〉), which is a 2-group as GL(3, 2) is a CIT-group. This
means that NG(C
3
2 ⋊ 〈A4〉) is a 2-group, and thus C
3
2 ⋊ 〈A4〉 is not F -radical. 
We compute normalizers and centralizers of C32 ⋊Hi and prove that they are F -centric-radical.
17
Lemma 6.2 There are four subgroups of S left, which are not ruled out as centric-radical by the
previous arguments: R1 = C
3
2 ⋊H1, R2 = C
3
2 ⋊H2, R3 = C
3
2 ⋊H3, R4 = C
3
2 ⋊H4 = S. These
are indeed centric-radical.
Proof: We need only consider subgroups of the form C32 ⋊ H with H < T ∼= D8, and |H | 6= 2,
H 6= 〈A4〉. There are four such subgroups, H1 = {id}, H2 = 〈A2, A24〉, H3 = 〈A2A4, A
2
4〉, H4 =
T with |H1| = 1, |H2| = 4, |H3| = 4, |H4| = 8. Let Az := A24 and A
′
2 = A2A4. Suppose
that ((z1, z2, z3), Z) ∈ CG(R1). A calculation shows that Z(a1, a2, a3)t = (a1, a2, a3)t for all
(a1, a2, a3)
t ∈ C32 . So we can conclude that Z = id must hold. Since C
3
2 is abelian, we have
CG(R1) = R1, so R1 is F -centric. NG(R1)/R1 · CG(R1) = G/R1 ∼= GL(3, 2). This has no
proper normal 2-subgroups. Indeed, one Sylow subgroup is given by the upper triangular ma-
trices, another by the lower triangular matrices, and their intersection is trivial. Thus R1 is
F -centric-radical. The group S is always centric-radical. We claim NG(S) = S. As NG(S) =
NG(C
3
2 ⋊ T ) = C
3
2 ⋊ NGL(3,2)(T ), we only need that NGL(3,2)(T ) = T . There are only two ele-
ments in T ∼= D8 of order 4, and they have the same square, an element of order 2, Az . So any
element in GL(3, 2) normalizing T must leave Az fixed, ie. NGL(3,2)(T ) < CGL(3,2)(Az), which
is a 2-group. So we must have NGL(3,2)(T ) = T . With NG(S) = S, we have that CG(S) < S
and thus C′G(S) = 1. Thus, AutL(R4) = S/1 = S. In the following statements containing i
are meant for both i = 2 and i = 3. Let A3r =

 1 0 00 0 1
0 1 1

 , A3l =

 1 1 01 0 0
0 0 1

 . These
are elements of order 3. We claim that NGL(3,2)(H2) = 〈T,A3r〉 and NGL(3,2)(H3) = 〈T,A3l〉.
Firstly, Hi ⊳ T , as it is of index 2. We can show by calculation that A3r normalizes H2 and A3l
normalizes H3, eg. A3r · Az · A
−1
3r = A2, A3l · Az · A
−1
3l = Az · A
′
2. Thus the normalizers contain
the subgroups given above. The group already given must have order at least 24, as |T | = 8 and
A3l and A3r are of order 3. Thus the normalizers are either those claimed or the whole group
GL(3,F2). Direct calculation shows that A3r does not normalize H3 and A3l does not normal-
ize A3l, as eg. A3l · A2·. Since R1 < Ri, and R1 is F -centric, the Ri are F -centric, too. Thus
|NG(Ri)/CG(Ri) · Ri| = |NG(Ri)|/|Ri| =
8·24
8·4 = 6. The group NG(Ri)/CG(Ri) · Ri is thus either
S3 or C6. For it to be 2-reduced, we need it to be S3. It suffices to show that it is not abelian.
For i = 2: A−13r ·A4 ·A3r ·A
−1
4 /∈ S, for i = 3: A
−1
3l ·A4 ·A3l ·A
−1
4 /∈ S. This shows that the above
group is S3, which has no normal 2-subgroup. Thus R2 and R3 are F -radical.
The above calculations show that C′G(Ri) = 1 for i ∈ {1, 2, 3, 4}, and the following table holds:
i |Ri| Ri AutL(Ri)
1 8 C32 ⋊ 1 G = C
3
2 ⋊GL(3, 2)
2 32 C32 ⋊ 〈Az , A2〉 C
3
2 ⋊ 〈T,A3r〉
3 32 C32 ⋊ 〈Az , A
′
2〉 C
3
2 ⋊ 〈T,A3l〉
4 64 C32 ⋊ T S = C
3
2 ⋊ T
As AutL(S) = S is contained in AutL(Ri) for all i, we get:
πR =
(
(S ∗S G) ∗S (C
3
2 ⋊ 〈T,A3r〉)
)
∗S (C
3
2 ⋊ 〈T,A3l〉) ∼= G ∗S
(
C32 ⋊ 〈T,A3r〉
)
∗S (C
3
2 ⋊ 〈T,A3l〉).
Lemma 6.3 We have the following results about cohomology groups: H1(G) ∼= 0, H1(S) ∼= C32 ,
H1(C32 ⋊ 〈T,A3r〉) ∼= C2, H
1(C32 ⋊ 〈T,A3l〉) ∼= C
2
2 , and H
2(G) ≤ C22 .
Proof: We have H1(G) ∼= Hom(G,C2). Let ϕ : G → C2 be a group homomorphism. All elements
of order coprime to 2 must be mapped to 0. The group GL(3, 2) is generated by A3 of order
3 and A2A3 of order 7. Thus, (0, A3) and (0, A2A3) are elements of order coprime to 2 which
generate 0⋊GL(3, 2). As there is always a linear isomorphism sending a specific nonzero element
of C32 to another nonzero element, we get that all nonzero elements of the form ((z1, z2, z3)
t, id)
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are sent to the same element by ϕ, which thus must be 0. These elements together with (0, A3)
and (0, A2A3) generate G, we can conclude that ϕ = 0, and so H
1(G) ∼= C02 . The derived
subgroup of S = C32 ⋊ T is the normal closure of the subgroup generated by commutators of
its generators. The group S is generated by C32 , A2 and A
′
2. A calculation shows that S
′ is the
normal closure of the subgroup U of elements of the form ((z1, z2, 0)
t, Aǫz). Since Az ≤ Z(T )
we can check by calculation that S normalizes U . From all this we know that Sab = S/S
′ has
64/8 = 8 elements. A calculation shows that all nonzero elements have order 2 in Sab. It follows
that Sab = C
3
2 , so H
1(S) ∼= Hom(C32 , C2) ∼= C
3
2 . Denotel L2 = C
3
2 ⋊ 〈T,A3r〉. Some calculations
similar to the case above show that L′2 is the normal closure of C
3
2 ⋊ 〈A3r, Az〉. The group
〈A3r , Az〉 has order at least 12, as it contains a subgroup of order 4 generated by Az and A3r
of order 3. It cannot be 〈T,A3r〉 (of order 24), as this group is not perfect, and so 〈A3r .Az, 〉
is a normal subgroup of index 2. Thus, |L2ab| = 2, and so H
1(L2) ∼= Hom(C2, C2) ∼= C2. Let
L3 = C
3
2 ⋊ 〈T,A3l〉. Then L
′
3 is the normal closure of (C
2
2 × 0) ⋊ 〈A3l, Az〉.Reasoning as above,
〈A3l, Az〉 has order 12 and is normal in 〈T,A3l〉. Since elements in T fix the last coordinate, we
conclude that L′3 = (C
2
2 × 0) ⋊ 〈A3l, Az〉. Thus, |L3ab| =
8·24
4·12 = 4. Every element in L3ab is
of order 2, as A22 = id. We conclude H
1(L3) ∼= Hom(L3ab, C2) ∼= Hom(C
2
2 , C2)
∼= C22 . Since
G = C32 ⋊ GL(3, 2) using [36] we have H
2(G,F2) ∼= H2(GL(3, 2),F2) ⊕ H˜2(G,F2) where the
following sequence is exact: 0 → H1(GL(3, 2), H1(C32 )) → H˜
2(G,F2) → H2(C32 ,F2)
GL(3,2). By
[12] and the universal coefficient theorem we have H1(GL(3, 2),F2) ∼= C2. By direct calculation
H2(C32 ,F2)
GL(3,2) ∼= 0 so we have 0 → H1(GL(3, 2), H1(C32 )) → H˜
2(G,F2) → 0 and we only
need to show H1(GL(3, 2), H1(C32 )) ≤ C2. Since H
1(GL(3, 2), H1(C32 ))
∼= H1(GL(3, 2), C32 ) can be
identified with the group we get by dividing the principal crossed homomorphism from GL(3, 2)
to C32 out of the crossed homomorphism. Let ϕ be a crossed homomorphism. The group GL(3, 2)
is generated by A2 and A3, with the relations given at the beginning. Since
0 = ϕ(A22) = (A2 + id)ϕ(A2) =

 0 1 00 0 0
0 0 0

ϕ(A2)
ϕ(A2) must be of the form (∗, 0, ∗)t. By similar calculations with A33 = id we obtain that the three
coordinates of ϕ(A3) must add up to 0. As a crossed homomorphism is already fixed by the image
of generators, we see that there can be a maximum of 4 · 4 = 16 crossed homomorphisms. There
are 8 different principal crossed homomorphisms, given by C32 . Thus, |H
2(GL(3, C32 ))| ≤ 2. 
Lemma 6.4 H2(G) ≇ H2(πR).
Proof: Assume H2(G) ∼= H2(πR). Then we get a long exact Mayer-Vietoris sequence:
H1(πR)→ H
1(G) ×H1(L2)×H
1(L3)→ H
1(S)×H1(S)→ H2(G)→ · · ·
which reduces to 0→ H1(πR)→ C12 × C
2
2 → C
3
2 × C
3
2 → H
2(G)→ · · · . The image of the second
map has rank at most 3, so the fourth map must have rank at least (3 + 3) − 3 = 3. However,
H2(G) has rank at most 2 by the above calculations which is a contradiction. 
Recall that the Leary-Stancu model allows to assign a group model to a fusion system in a functorial
way. The following proposition however ruins the hope that it could be minimal in almost all cases.
Proposition 6.9 Let G be a group model for a fusion system F over the finite p-group S associated
with a graph of groups Γ which is a one-dimensional category and contains at least 2 loops and
such that BG ≃ hocolimΓB(−). Then the classifying space BG is p-bad for any prime p.
Proof: It follows from [11, Theorem 1.1]that the space BG contains a wedge of spheres as a retract
which is p−bad for all primes [3]. A space which contains a p-bad space as a retract is p-bad. 
In the special case of a Leary-Stancu model we obtain that the classifying space is p-bad as soon
as the group is more than a single HNN-extension.
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