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Abstract
The class of haploid population models with non-overlapping generations and 1xed population
size N is considered such that the family sizes 1; : : : ; N within a generation are exchangeable
random variables. A criterion for weak convergence in the Skorohod sense is established for a
properly time- and space-scaled process counting the number of descendants forward in time.
The generator A of the limit process X is constructed using the joint moments of the o#spring
variables 1; : : : ; N . In particular, the Wright–Fisher di#usion with generator Af(x) = 12 x(1 −
x)f′′(x) appears in the limit as the population size N tends to in1nity if and only if the condition
limN→∞ E((1 − 1)3)=(N Var(1)) = 0 is satis1ed.
Using the concept of duality, these convergence results are compared with the limit theorems
known for the coalescent processes with simultaneous and multiple collisions arising when the
models are considered backward in time. In particular the Wright–Fisher di#usion appears for-
ward in time if and only if the Kingman coalescent appears backward in time as N tends to
in1nity. A commutative diagram leads to a full understanding of the model considered forward
and backward in time for 1nite population size and in the limit as N tends to in1nity. c© 2001
Elsevier Science B.V. All rights reserved.
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1. Introduction
In 1974 Cannings introduced a class of haploid population models with non-over-
lapping generations and 1xed population size N ∈N := {1; 2; : : :}. Each model in this
class is characterized by exchangeable random variables 1; : : : ; N , where i denotes
the number of o#spring of the ith individual. As the population size is assumed to be
1xed the equation 1 + · · ·+ N = N has to be satis1ed.
Sample a certain number of individuals from the current generation and for r ∈
N0 := {0; 1; 2; : : :} let Xr denote the (random) number of descendants of the sampled
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individuals r generations forward in time. It is well known (Cannings, 1974, 1975)
that X := (Xr)r ∈N0 is a time-homogeneous Markov chain with state space {0; : : : ; N}
and transition probabilities ij :=P(Xr+1 = j |Xr = i) given by
ij = P(1 + · · ·+ i = j); (1)
i; j∈{0; : : : ; N}. The process X is called the forward process or descendant process.
The most celebrated example is the so-called Wright–Fisher model formulated implicitly
by Fisher (1922) and explicitly by Wright (1931), where (1; : : : ; N ) has a symmetric
multinomial distribution. For the Wright–Fisher model it is known that the time- and
space-scaled forward process (X[Nt]=N )t¿ 0 converges to a limit di#usion process on
E := [0; 1] as the population size N tends to in1nity. This process, called the Wright–
Fisher di5usion (with no mutation or selection), has a generator given by
Af(x) = 12x(1− x)f′′(x); (2)
x∈E; f∈C2(E). The Wright–Fisher di#usion and similar di#usion approximations
have been obtained and studied by various authors, for example by Crow and Kimura
(1970), Ethier and Nagylaki (1980), Norman (1972) and Trotter (1958). Sato (1976)
studied the more general multi-allelic case. The novelty in this paper is that the com-
plete class of models with exchangeable reproduction is treated simultaneously, leading
to a full classi1cation of all possible limit processes for the case of exchangeable re-
production. A criterion is presented (Theorem 2.3) which ensures that the process(
X[t=cN ]
N
)
t¿ 0
(3)
converges in DE([0;∞)), i.e. in the Skorohod sense, to a limit process X := (Xt)t¿ 0
on E, where DE([0;∞)) denotes the set of all E-valued functions on [0;∞) which
are right continuous and have left limits. Here the time has to be measured in units
of [1=cN ] generations, where cN denotes the so-called coalescence probability de1ned
precisely in (7). The possible limit processes X are characterized via their generators.
The criterion is based on an analysis of the functions
j(k1; : : : ; kj) :=
(N )
j (k1; : : : ; kj) :=
(N )j
(N )k
E((1)k1 · · · (j)kj); (4)
j; k1; : : : ; kj ∈N with k := k1 + · · · + kj6N , where (x)k := x(x − 1) · · · (x − k + 1) for
x∈R and k ∈N0. These quantities are well known from ancestral population genetics
(Kingman, 1982b; M)ohle, 1998). More precisely, j(k1; : : : ; kj) is the probability that
k children, chosen randomly from some generation, have exactly j ancestors (parents)
one generation backward in time, k1 of them descended from one parent, k2 from
another parent and so on.
As a corollary it is shown (Theorem 3.3) that the Wright–Fisher di#usion with
generator (2) appears in the limit as N tends to in1nity if and only if the condition
lim
N→∞
E((1 − 1)3)
N Var(1)
= 0 (5)
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or equivalently (see Lemma 3.2)
1(3) := lim
N→∞
(N )1 (3)
cN
= lim
N→∞
E((1)3)
N E((1)2)
= 0 (6)
is satis1ed, where
cN :=
(N )
1 (2) =
E((1)2)
N − 1 = P(2 children have same parent) (7)
denotes the so-called coalescence probability, i.e. the probability that two individuals,
chosen randomly without replacement from some generation, have a common ancestor
one generation backward in time. Condition (6) says that
P(3 children have same parent) = (N )1 (3) ∼ o(cN )
or in other words that triple mergers of ancestral lines are asymptotically negligible in
comparison with binary mergers.
While the probabilities (4) are the proper quantities to analyse the model backward
in time, it turns out that for an analysis of the forward process X it is (mainly for
computational convenience) more helpful to consider a kind of centered version of the
functions (4) de1ned via
j(k1; : : : ; kj) :=
(N )
j (k1; : : : ; kj) :=
(N )j
(N )k
E((1 − 1)k1 · · · (j − 1)kj); (8)
j; k1; : : : ; kj ∈N with k := k1+· · ·+kj6N . The exchangeability of the o#spring variables
1; : : : ; N and 1 + · · ·+ N = N ensure that
(N − j)E((1 − 1)k1 · · · (j − 1)kj (j+1 − 1))
=E((1 − 1)k1 · · · (j − 1)kj ((j+1 − 1) + · · ·+ (N − 1)))
=E((1 − 1)k1 · · · (j − 1)kj (−(1 − 1)− · · · − (j − 1)))
=−
j∑
i=1
E((1 − 1)k1 · · · (i − 1)ki+1 · · · (j − 1)kj):
Multiplication of both sides by (N )j=(N )k+1 leads to the recursion
j+1(k1; : : : ; kj; 1) =−
j∑
i=1
j(k1; : : : ; ki−1; ki + 1; ki+1; : : : ; kj); (9)
j; k1; : : : ; kj ∈N with k +16N . Note that the coalescence probability (7) is expressed
in terms of the functions (8) via
cN =
(N )
1 (2) =
E((1 − 1)2)
N − 1 =
Var(1)
N − 1 : (10)
The coalescence probability is of fundamental interest in population genetics as
Ne := [1=cN ] is the proper time scale for processes de1ned forward in time and also
for processes de1ned backward in time (see for example, M)ohle (2000b)) in order to
reach convergence as the population size N tends to in1nity. Ne is called the e5ective
population size or e5ective population number (Crow and Kimura, 1970). It is as-
sumed that cN ¿ 0 or equivalently the trivial reproduction law P(1 = · · ·= N =1)=1
is excluded.
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Section 2 presents the main convergence theorem. Section 3 considers the case when
the limit process X is the Wright–Fisher di#usion. In Section 4 the concept of duality
is used to compare the model forward and backward in time and to connect the limit
process X with ancestral processes known from the coalescent theory going back to
Kingman (1982a,b,c). The paper 1nishes with examples presented in Section 5.
2. The limit theorem
This section presents the main convergence theorem (Theorem 2.3). Its proof is based
on an application of semigroup theory well described in Ethier and Kurtz (1986). The
theorem provides a criterion under which the process (3) converges as the population
size N tends to in1nity in the Skorohod sense to a limit process X characterized via
a certain generator A. The criterion is based on the existence of the limits
 j(k1; : : : ; kj) := lim
N→∞
(N )j (k1; : : : ; kj)
cN
= lim
N→∞
E((1 − 1)k1 · · · (j − 1)kj)
Nk1+···+kj−jcN
; (11)
j; k1; : : : ; kj ∈N. Note that if the limits (11) exist for all j∈N and k1¿ · · · ¿ kj¿ 2,
then the recursion (9) ensures that the limits (11) exist for all j; k1; : : : ; kj ∈N and the
limits (11) satisfy the same recursion. The following lemma provides the existence of
certain polynomials ak(x), which play a crucial role in constructing the generator A of
the limit process X . For i∈{0; : : : ; N} let
Ci :=
i∑
j=1
j (12)
denote the number of children of the parents 1; : : : ; i.
Lemma 2.1. If the limits (11) exist for all j∈N and k1¿ · · · ¿ kj¿ 2 then also the
limits
ak(x) := lim
N→∞
1
cN
E



 1
N
[Nx]∑
j=1
(j − 1)


k


= lim
N→∞
1
cN
E
((
C[Nx]
N
− [Nx]
N
)k)
(13)
exist for all k ∈N and x∈E; where for 8xed k this convergence holds uniformly in
x∈E.
Remark. Note that (13) is equivalent to
E
((
C[Nx]
N
− E(C[Nx])
N
)k)
∼ cN ak(x);
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saying that the kth centered moment of the relative number of children of [Nx] parents
is asymptotically equal to the coalescence probability cN times a constant, namely
ak(x).
Proof of Lemma 2.1. Fix k ∈N. For i∈{0; : : : ; N} consider
E((Ci − i)k) = E



 i∑
j=1
(j − 1)


k


=
∑
k1 ;:::; ki ∈N0
k1+···+ki=k
k!
k1! · · · ki!E((1 − 1)
k1 · · · (i − 1)ki)
=
k∑
j=1
(
i
j
) ∑
k1 ;:::; kj ∈N
k1+···+kj=k
k!
k1! · · · kj!E((1 − 1)
k1 · · · (j − 1)kj):
Note that this is in particular satis1ed for i = 0 as empty sums are de1ned as zero. A
multiplication of the last chain of equations with 1=(N )k (N¿ k) leads to
E((Ci − i)k)
(N )k
=
k∑
j=1
(
i
j
) ∑
k1 ;:::; kj ∈N
k1+···+kj=k
k!
k1! · · · kj!
E((1 − 1)k1 · · · (j − 1)kj)
(N )k
=
k∑
j=1
(
i
j
)
(N )j
∑
k1 ;:::; kj ∈N
k1+···+kj=k
k!
k1! · · · kj!
(N )
j (k1; : : : ; kj); (14)
where
(
i
j
)
:= 0 for j ¿ i. Now multiply with 1=cN , choose i := [Nx] with x∈E and
let N tend to in1nity in the last chain of equalities to verify that the limit (13) exists
and is a polynomial of the form
ak(x) =
k∑
j=1
xj
j!
∑
k1 ;:::; kj ∈N
k1+···+kj=k
k!
k1! · · · kj! j(k1; : : : ; kj); (15)
where  j(k1; : : : ; kj) is given by (11). Note that for 1xed k ∈N the convergence is
uniformly in x∈ [0; 1] as ( [Nx]j )=(N )j converges uniformly to xj=j! on E and as all the
sums on the right hand side of the appearing equations are 1nite.
Remarks.
1. In this remark the polynomials a1(x); a2(x) and a3(x) are calculated. Note that
1(1) = E(1 − 1) = 0, i.e. a1(x) = x 1(1) = 0. The recursion (9) yields 2(1; 1) =
−1(2) =−cN . Thus from (14) with k = 2 it follows that:
E((Ci − i)2)
(N )2
=
i
N
1(2) +
(i)2
(N )2
2(1; 1) =
i(N − i)
(N )2
cN
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or equivalently N−2E((Ci − i)2) = i=N (1 − i=N )cN . In particular a2(x) = x(1 − x).
The larger k is, the more complicated is the structure of ak(x). For example for the
case k = 3 it follows from (14) that
E((Ci − i)3)
(N )3
=
i
N
1(3) + 3
(i)2
(N )2
2(2; 1) +
(i)3
(N )3
3(1; 1; 1):
The recursion (9) shows that 2(2; 1)=−1(3) and that 3(1; 1; 1)=−22(2; 1)=
21(3) and it follows that
E((Ci − i)3)
(N )3
=
(
i
N
− 3 (i)2
(N )2
+ 2
(i)3
(N )3
)
1(3)
=
i(N − i)(N − 2i)
(N )3
1(3)
or equivalently N−3E((Ci − i)3) = i=N (1 − i=N ) (1 − 2i=N )1(3). Thus a3(x) =
x(1− x) (1− 2x) 1(3) depends already on the limit  1(3). Note that a3( 12 ) = 0 and
that a3(x)¿ 0 for x∈ (0; 12 ) and a3(x)¡ 0 for x∈ ( 12 ; 1) whenever  1(3)¿ 0. If the
condition (5) (or equivalently (6)) holds, then we have a3(x)=0 and, moreover, the
forthcoming monotonicity in Lemma 3.1 and equivalence of the limits in Lemma
3.2 yield ak(x) = 0 for all k¿ 3. In this case the generator A de1ned later (see
(18)) reduces to the generator (2) of the Wright–Fisher di#usion.
From (13) and |Ci− i|=N6 1 almost surely it follows that 06 a2k+2(x)6 a2k(x)
and |a2k+1(x)|6 a2k(x) for all k ∈N. In particular |ak(x)|6 a2(x) and ak(0) =
ak(1) = 0 for all k ∈N.
2. For x∈E and ∈B(E) de1ne N (x; ) :=P(C[Nx]=N ∈). Obviously
f(y) =
n∑
k=0
f(k)(x)
k!
(y − x)k (16)
for all polynomials f of degree less than or equal to n. Therefore∫
E
f(y)N (x; dy) =
n∑
k=0
f(k)(x)
k!
∫
E
(y − x)k N (x; dy)
=
n∑
k=0
f(k)(x)
k!
E
((
C[Nx]
N
− x
)k)
:
If the limits (11) exist for all j∈N and k1¿ · · · ¿ kj¿ 2 and if furthermore the
limit c := limN→∞cN exists then Lemma 2.1 ensures that
lim
N→∞
∫
E
f(y)N (x; dy) = f(x) + c
n∑
k=1
f(k)(x)
k!
ak(x):
The choice f(x) := xn shows that the nth moment of the probability measure N (x; :)
converges to
xn + c
n∑
k=1
(
n
k
)
xn−kak(x): (17)
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This convergence of moments implies (see Feller, 1971, Chapter 8, Section 1) the
weak convergence of the sequence of probability measures N (x; :) (N ∈N) to some
limit probability measure (x; :) with moments (17). If c=0 then this limit measure
is the unit point mass at x.
Let L :=C(E) denote the space of all real-valued, continuous (and hence Borel
measurable) functions on E. As E is compact all the functions f∈L are bounded
and we can supply L with the norm ‖f‖ := supx ∈ E |f(x)|. The subspace of L of all
polynomials on E is denoted by D. Assume now that the limits (11) exist for all j∈N
and k1¿ · · · ¿ kj¿ 2. De1ne a linear operator A on L with domain D via
Af(x) :=
∞∑
k=1
f(k)(x)
k!
ak(x); (18)
where the ak(x) are de1ned via (13). Note that the sum on the right in (18) is 1nite as
long as f is a polynomial, i.e. A is well de1ned on D. The following lemma presents
another representation of the generator A.
Lemma 2.2. For x∈E and f∈D the formula
Af(x) = lim
N→∞
1
cN
E
(
f
(
x +
C[Nx] − [Nx]
N
)
− f(x)
)
= lim
N→∞
1
cN
E
(
f
(
C[Nx]
N
)
− f
(
[Nx]
N
))
holds; where the Ci; i∈{0; : : : ; N} are de8ned via (12).
Proof. Fix x∈E and de1ne i := [Nx]. Applying (16) to the random point y := x +
(Ci − i)=N yields
c−1N E
(
f
(
x +
Ci − i
N
)
− f(x)
)
=
n∑
k=1
f(k)(x)
k!
c−1N E
((
Ci − i
N
)k)
;
where n denotes the degree of the polynomial f. Lemma 2.1 ensures that the last sum,
with i = [Nx], converges to
∑n
k=1 f
(k)(x)ak(x)=k! = Af(x) as N tends to in1nity. The
second formula follows in a similar way applying (16) to the point y=Ci=N and i=N
instead of x.
In order to apply the Hille–Yosida theorem (Ethier and Kurtz, 1986, p. 165, Theorem
2:2) we have to verify that
(a) D is dense in L,
(b) A satis1es the positive maximum principle, i.e. Af(x)6 0 for all f∈D, x∈E with
supy ∈ Ef(y) = f(x)¿ 0, and that
(c) the range of "− A is dense in L for some "¿ 0.
Obviously (a) is satis1ed (Stone–WeierstraO). The condition (b) follows from the rep-
resentation of A given in Lemma 2.2. In order to verify (c) let Ln ⊂ L denote the
set of all polynomials with degree less or equal than n, n∈N. Obviously L1; L2; : : : is
a sequence of 1nite-dimensional subspaces of D such that
⋃
n∈N Ln = D. As the ak
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de1ned via (13) are polynomials of the form (15), i.e. ak ∈Lk , we see that Af∈Ln
for all f∈Ln, i.e. A : Ln → Ln. Obviously (" − A) (Ln) = Ln for all " not belonging
to the set of eigenvalues of A|Ln, i.e. for all but at most 1nitely many "¿ 0. Thus
(" − A) (D) = (" − A) (⋃n∈N Ln) = ⋃n∈N Ln = D is dense in L for all but at most
countable many "¿ 0. In particular (c) is satis1ed.
Thus the Hille–Yosida theorem ensures that the closure PA of A on L is single-valued
and generates a strongly continuous, positive, contraction semigroup {T (t)} on L. Note
that from (c) it follows that D is a core for PA. (see Ethier and Kurtz, 1986, p. 17,
Proposition 3:1). For the special case of the Wright–Fisher generator (2) this is for
example also mentioned in Ethier and Kurtz (1986, p. 375, Theorem 2:8). Obviously
A maps constant functions to the zero function, i.e. A is conservative. Thus {T (t)} is
a Feller semigroup (see Ethier and Kurtz, 1986, p. 166) and corresponds to a Markov
process X = (Xt)t¿ 0 with sample paths in DE([0;∞)).
Theorem 2.3. Assume that X0=N converges in distribution to some probability mea-
sure  as N tends to in8nity. Assume further that all the limits (11); j∈N; k1¿ · · ·
¿ kj¿ 2 exist and that furthermore the limit c := limN→∞cN exists.
(a) If c¿ 0 then the process (Xr=N )r ∈N0 converges weakly as N tends to in8nity
to a discrete-time Markov process (Xr)r ∈N0 in E with initial distribution  (i.e.
P(X0 ∈) = () for all ∈B(E)) and transition function
P(Xr+1 ∈ |Xr = x) = (x; );
where (x; :); the probability measure uniquely determined via its moments (17);
is the weak limit of the probability measures N (x; :) de8ned in the second remark
after the proof of Lemma 2:1.
(b) If c = 0 then the process (X[t=cN ]=N )t¿ 0 converges weakly in DE([0;∞)) as N
tends to in8nity to a continuous-time Markov process X = (Xt)t¿ 0 in E with
initial distribution  and generator (18).
Proof. For x∈EN := {0; 1=N; 2=N; : : : ; 1} and f∈D consider
TNf(x) := E
(
f
(
Xr+1
N
) ∣∣∣∣XrN = x
)
=
N∑
j=0
f
(
j
N
)
P(Xr+1 = j |Xr = i)
=
N∑
j=0
f
(
j
N
)
P (1 + · · ·+ i = j) = E
(
f
(
Ci
N
))
;
where i :=Nx and Ci :=
∑i
j=1 j for all i∈{0; : : : ; N}. Note that C0 = 0 and CN = N .
If n denotes the degree of the polynomial f then an application of (16) to the random
point y :=Ci=N leads to
TNf(x) =
n∑
k=0
f(k)(x)
k!
E
((
Ci
N
− x
)k)
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and hence∣∣∣∣TNf(x)− f(x)cN − Af(x)
∣∣∣∣
=
∣∣∣∣∣
n∑
k=1
f(k)(x)
k!
E((Ci=N − x)k)
cN
−
n∑
k=1
f(k)(x)
k!
ak(x)
∣∣∣∣∣
6
n∑
k=1
|f(k)(x)|
k!
∣∣∣∣E((Ci=N − x)k)cN − ak(x)
∣∣∣∣ :
As all the derivatives f(k) are bounded on E, i.e. ‖f(k)‖ = supx ∈ E |f(k)(x)|¡∞ the
previous Lemma 2.1 shows that
lim
N→∞
sup
x ∈ EN
∣∣∣∣TNf(x)− f(x)cN − Af(x)
∣∣∣∣= 0 (19)
for all f∈D. Part (b) follows now from Ethier and Kurtz (1986, p. 233, Corollary
8:9).
Part (a) follows also as in this case TNf(x) = E(f(Ci=N )) =
∫
E f(y)N (x; dy) con-
verges to
∫
E f(y)(x; dy)=:Tf(x) for all f∈L as N tends to in1nity. From (19) it
follows that in this case the generator A in (18) has the form
Af(x) =
Tf(x)− f(x)
c
=
1
c
∫
E
(f(y)− f(x))(x; dy): (20)
Remark. Generators having an integral representation (20) are well known (Ethier and
Kurtz, 1986, p. 162, Eq. (2:1)). They correspond to Markov jump processes. Note that
such generators are bounded, while the generator (2) of the Wright–Fisher di#usion is
unbounded.
3. The Wright–Fisher di usion
The Wright–Fisher di#usion occurs when the limits (13) are equal to zero for all k¿ 3
such that the generator A in (18) has the form (2). Note that the Wright–Fisher di#usion
corresponds to the stochastic di#erential equation dXt=
√
Xt(1− Xt) dBt , where (Bt)t¿ 0
denotes standard Brownian motion. This representation is not needed in this paper. All
the proofs are based on the characterization of the Wright–Fisher di#usion via the
generator (2).
The main theorem in this section (Theorem 3.3) shows that the Wright–Fisher dif-
fusion appears in the limit as the population size N tends to in1nity if and only if the
condition (5) or equivalently (6) is satis1ed. For the proof of this theorem it turns out
to be helpful to compare the functions j(k1; : : : ; kj) de1ned in (4) with the functions
j(k1; : : : ; kj) de1ned in (8).
Lemma 3.1. The functions (4) are monotone in the sense that
j(k1; : : : ; kj)6l(m1; : : : ; ml) (21)
whenever j¿ l and k1¿m1; : : : ; kl¿ml.
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Proof. Note 1rst that for a 1nite set M , xi ∈N0 for i∈M , n∈N and k1; : : : ; kn ∈N0
the inequality∑
i1 ;:::; in ∈M
all distinct
(xi1 )k1 · · · (xin)kn6 (s)k (22)
holds, where s :=
∑
i ∈M xi and k := k1 + · · ·+ kn.
Fix j¿ l and k1; : : : ; kj, m1; : : : ; ml such that k1¿m1; : : : ; kl¿ml. De1ne k := k1 +
· · ·+ kj and m :=m1 + · · ·+ ml. Note that j6 k and l6m. Now
N∑
i1 ;:::; ij=1
all distinct
(i1 )k1 · · · (ij)kj
=
N∑
i1 ;:::; il=1
all distinct
(i1 )k1 · · · (il)kl
N∑
il+1 ;:::; ij=1
il+1 ;:::; ij ∈{i1 ;:::; il}
all distinct
(il+1)kl+1 · · · (ij)kj
(22)
6
N∑
i1 ;:::; il=1
all distinct
(i1 )k1 · · · (il)kl(1 + · · ·+ N − i1 − · · · − il)kl+1+···+kj
=
N∑
i1 ;:::; il=1
all distinct
(i1 )m1 (i1 − m1)k1−m1 · · · (il)ml(il − ml)kl−ml
×(N − i1 − · · · − il)kl+1+···+kj
6 (N − m)k−m
N∑
i1 ;:::; il=1
all distinct
(i1 )m1 · · · (il)ml ;
as
(i1 − m1)k1−m1 · · · (il − ml)kl−ml(N − i1 − · · · − il)kl+1+···+kj6 (N − m)k−m
whenever i1¿m1; : : : ; il¿ml, which follows from the general formula (x1)k1 · · · (xr)kr
6 (x1 + · · · + xr)k1+···+kr , r ∈N, x1; : : : ; xr ; k1; : : : ; kr ∈N0. Together with the equation
(N )m(N − m)k−m = (N )k this leads to
1
(N )k
N∑
i1 ;:::; ij=1
all distinct
(i1 )k1 · · · (ij)kj6
1
(N )m
N∑
i1 ;:::; il=1
all distinct
(i1 )m1 · · · (il)ml : (23)
Now take expectations and use the exchangeability of the o#sping variables 1; : : : ; N
to verify that j(k1; : : : ; kj)6l(m1; : : : ; ml).
Remark. Note that Lemma 3.1 with l= 1 and m1 = 2 leads to
lim sup
N→∞
(N )j (k1; : : : ; kj)
cN
6 1
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whenever at least one of the k1; : : : ; kj is greater than or equal to 2.
For j; k1; : : : ; kj ∈N de1ne
j(k1; : : : ; kj) := lim
N→∞
(N )j (k1; : : : ; kj)
cN
= lim
N→∞
E((1)k1 · · · (j)kj)
Nk1+···+kj−jcN
; (24)
whenever the limit exists. The proof of the following lemma is given in M)ohle and
Sagitov (1999a).
Lemma 3.2. Fix j∈N and k1; : : : ; kj¿ 2. The limit (24) exists if and only if the limit
(11) exists and in this case these two limits are equal.
Remark. In particular, the lemma shows that  1(3)=0 if and only if 1(3)=0, i.e. that
the conditions (5) and (6) are equivalent. Note that the lemma is only valid if all the
k1; : : : ; kj are greater or equal than 2. In general the equation j(k1; : : : ; kj)= j(k1; : : : ; kj)
is not satis1ed if some of the k1; : : : ; kj are equal to 1.
Theorem 3.3. The process (3) converges in DE([0;∞)) to the Wright–Fisher di5usion
with generator (2) if and only if the condition (5) (or equivalently (6)) is satis8ed.
Proof. Assume 1rst that the condition (5) or equivalently (6) is satis1ed, i.e. 1(3)=0.
A similar proof as presented for Lemma 5:5 in M)ohle and Sagitov (1999b) shows that
this condition implies that limN→∞ cN=0 and also that 2(2; 2) := limN→∞2(2; 2)=cN=
0. From Lemma 3.1 it follows that j(k1; : : : ; kj) = 0 for all k1; : : : ; kj¿ 2 except for
the case when j = 1 and k1 = 2 where we have 1(2) = 1. Thus by Lemma 3.2 the
same holds for the limits  j(k1; : : : ; kj) whenever k1; : : : ; kj¿ 2. The recursion (9) yields
now that all the  j(k1; : : : ; kj) (k1; : : : ; kj ∈N) are equal to zero except  1(2) = 1 and
 2(1; 1)=−1. Now conclude from (15) that ak(x)=0 for all k¿ 3. Thus the generator
(18) has the form (2). Now apply Theorem 2.3(b).
In order to prove the converse of the theorem note that for i∈EN = {0; 1=N; : : : ; 1}
and with the notation x := i=N it is already known from the second remark after
Lemma 2.1 that E(Ci=N − x) = 0, E((Ci=N − x)2) = x(1− x)cN and E((Ci=N − x)3) =
x(1− x) (1− 2x)1(3). Choosing f(x) := x3 it follows that
TNf(x)− f(x) =
3∑
k=1
f(k)(x)
k!
E
((
Ci
N
− x
)k)
= 3x2(1− x)cN + x(1− x) (1− 2x)1(3)
and Af(x) = 12x(1− x)f′′(x) = 3x2(1− x) leads to
TNf(x)− f(x)
cN
− Af(x) = x(1− x) (1− 2x)1(3)
cN
:
By assumption the process (X[t=cN ]=N )t¿ 0 converges in DE([0;∞)) to the Wright–
Fisher di#usion with generator (2), i.e. (19) is satis1ed (in particular for the polynomial
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f(x) = x3 considered here). Thus we have
0 = lim
N→∞
sup
x ∈ EN
∣∣∣∣x(1− x) (1− 2x)1(3)cN
∣∣∣∣
and hence  1(3) = limN→∞1(3)=cN = 0, i.e. the condition (5) is satis1ed.
4. Looking backward in time and the concept of duality
The results in this section are based on coalescent theory going back to Kingman
(1982a, b, c) and further developed by many authors (see Donnelly and TavarRe, 1995;
Hudson, 1991; Li and Fu, 1999; M)ohle, 2000a for some reviews). The coalescent
theory has been extended to coalescents with multiple collisions (Pitman, 1999; Sagitov,
1999) and recently to coalescents with simultaneous multiple mergers of ancestral lines
(M)ohle and Sagitov, 1999a, b; Schweinsberg, 2000a, b). Furthermore the concept of
duality (Liggett, 1985) is used to couple the forward process X with the ancestral
process D := (Dr)r ∈N0 arising when considering the population backward in time. By
de1nition Dr counts the number of ancestors r generations backward in time. Recall
(M)ohle, 1999) that the process X is dual in the sense of Liggett (1985) to the process
D with respect to the function HN given by
HN (i; k) :=
( ik )
(Nk )
=
k−1∏
j=0
i − j
N − j =
N−i−1∏
j=0
N − k − j
N − j ; (25)
i.e.
E(HN (Xr ; k) |X0 = i) = E(HN (i;Dr) |D0 = k); (26)
where r ∈N0 and i; k ∈{0; : : : ; N}. Assume now that the conditions of Theorem 2.3 are
satis1ed. We consider the case c := limN→∞ cN =0. The case c¿ 0 is studied in a sim-
ilar way. From the theory recently developed for the coalescent with simultaneous and
multiple mergers (M)ohle and Sagitov, 1999a) it follows that the time-scaled ancestral
process (D[t=cN ])t¿ 0 converges in the Skorohod sense to a death process D := (Dt)t¿ 0
as N tends to in1nity. Based on the transition rates known for the coalescent with
simultaneous and multiple mergers it is straightforward to verify that the rates of the
process D are given by
lim
h↘0
P(Dt+h = j |Dt = k)
h
=
k!
j!
∑
k1 ;:::; kj ∈N
k1+···+kj=k
j(k1; : : : ; kj)
k1! · · · kj! ; (27)
j; k ∈N with j¡k. Note (see for example M)ohle, 2000b) that the Kingman coalescent
appears in the limit, i.e. that D is a pure death process with rates dk = k(k − 1)=2 if
and only if the condition (5) (or equivalently (6)) is satis1ed, i.e. if and only if X is
the Wright–Fisher di#usion with generator (2).
Choosing r := [t=cN ] with t¿ 0 and assuming that i=N converges to some x∈E as
N tends to in1nity we conclude from (26) that the limit process X and the limit death
process D satisfy the duality relation
E(X kt |X0 = x) = E(xDt |D0 = k): (28)
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Shortly written this means Ex(X kt )=E
k(xDt ) for all t¿ 0, x∈E and k ∈N0. The same
formula (28) is valid for the case c¿ 0 replacing t¿ 0 by r ∈N0. Thus X is dual to D
with respect to the measurable bounded function H on E×N0 given by H (x; k) := xk .
In particular Ex(Xt)=x and Var x(Xt)=(1−e−t)x(1−x) as P(Dt=1 |D0=2)=1−e−t .
As an application of the duality relation (28) it is shown in the following lemma
how the joint moments of X are related to the distribution of the death process D.
For convenience only the case c=0 (when the limit processes are time-continuous) is
considered. Similar results in which joint moments are expressed in terms of the dual
process have been obtained for Fleming–Viot superprocesses, an in1nite-dimensional
analogue of the Wright–Fisher di#usion (Ethier and Krone, 1995, Lemma 2.1).
Lemma 4.1. For x∈E; m∈N; t1; : : : ; tm ∈R with 06 t1 ¡ · · ·¡tm and k1; : : : ; km ∈N0
we have
Ex(X k1t1 · · ·X kmtm )
=
km+lm+1∑
lm=0
km−1+lm∑
lm−1=0
· · ·
k1+l2∑
l1=0
xl1
m∏
j=1
P(Dtj = lj |Dtj−1 = kj + lj+1);
where t0 := 0 and lm+1 :=0 and Ex :=E(: |X0 = x) denotes the expectation given the
process X starts in X0 = x.
Proof. Induction on m. For m= 1 the formula is equivalent to
Ex(X k1t1 ) =
k1∑
l1=0
xl1P(Dt1 = l1 |D0 = k1);
which follows directly from the duality relation (28). To verify the step from m to
m+ 1 note that
Ex(X k1t1 · · ·X km+1tm+1 ) =
∫
Em+1
xk11 · · · xkm+1m+1Px(Xt1 ∈ dx1; : : : ; Xtm+1 ∈ dxm+1)
=
∫
Em
xk11 · · · xkmm Px(Xt1 ∈ dx1; : : : ; Xtm ∈ dxm)
×
∫
E
xkm+1m+1P
xm(Xtm+1−tm ∈ dxm+1):
Using∫
Em
xkm+1m+1P
xm(Xtm+1−tm ∈ dxm+1) = Exm(X km+1tm+1−tm)
(28)
= Ekm+1(x
Dtm+1−tm
m )
=
km+1∑
lm+1=0
xlm+1m P(Dtm+1−tm = lm+1 |D0 = km+1)
=
km+1∑
lm+1=0
xlm+1m P(Dtm+1 = lm+1 |Dtm = km+1)
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we conclude that
Ex(X k1t1 · · ·X km+1tm+1 )
=
km+1∑
lm+1=0
P(Dtm+1 = lm+1 |Dtm = km+1)
×
∫
Em
xk11 · · · xkm−1m−1xkm+lm+1m Px(Xt1 ∈ dx1; : : : ; Xtm ∈ dxm)
=
km+1∑
lm+1=0
P(Dtm+1 = lm+1 |Dtm = km+1)Ex(X k1t1 · · ·X
km−1
tm−1 X
km+lm+1
tm )
and by induction the lemma is established.
Remark. The previous lemma ensures that the 1nite-dimensional distributions of the
death process D determine those of the forward process X and vice versa. The following
commutative diagram summarizes the results. The arrows are explained below.
(i) duality of X and D with respect to the function HN (i; k) :=
( i
k
)
=
(N
k
)
;
(ii) weak convergence in D[0;1]([0;∞));
(iii) weak convergence in DN0 ([0;∞));
(iv) duality of X and D with respect to the function H (x; k) := xk .
M. Mohle / Stochastic Processes and their Applications 95 (2001) 133–149 147
5. Examples
Models such that condition (5) is satis1ed, i.e. such that the limit process is the
Wright–Fisher di#usion are well known. For example for the classical Wright–Fisher
model, where it is assumed that the family size vector (1; : : : ; N ) has a symmetrical
multinomial distribution, it follows that j(k1; : : : ; kj)=(N )jN−k . Thus 1(3)=cN =1=N
and hence  1(3)=1(3)=0, i.e. the condition (5) is satis1ed. Even simpler is the situ-
ation for the Moran model where it is assumed that one (randomly chosen) individual
has exactly two o#spring, another (randomly chosen) individual has no o#spring and
all the other N − 2 individuals have exactly one o#spring. In this case the coalescence
probability is given by cN=1=(
N
2 )=2=(N (N−1)). From 16 2 almost surely it follows
immediately that 1(3)=0. In particular (5) is satis1ed and Theorem 3.3 is applicable.
We now focus on models where the assumptions of Theorem 2.3 are satis1ed but
not the condition (5), i.e. where the limit process X exists but is not equal to the
Wright–Fisher di#usion.
Assume that with some probability q∈ (0; 1) each individual has exactly one o#spring
and with probability p := 1−q each individual has either N o#spring (with probability
1=N ) or no o#spring (with probability 1 − 1=N ). The coalescence probability for this
model is p. As 1 + · · ·+ i takes the values 0; i; N with probabilities p(1− i=N ); q
and pi=N , respectively, we conclude that
ak(x) = (−x)k(1− x) + (1− x)kx =
∫
E
(y − x)k (x; dy)
with (x; ) := (1 − x).0() + x.1(), where .y denotes the point measure in y∈E.
The generator (18) is therefore given by
Af(x) =
∞∑
k=1
f(k)(x)
k!
ak(x)
= (1− x)
∞∑
k=1
f(k)(x)
k!
(0− x)k + x
∞∑
k=1
f(k)(x)
k!
(1− x)k
= (1− x) (f(0)− f(x)) + x(f(1)− f(x))
=
∫
E
(f(y)− f(x)) (x; dy);
which follows also from TNf(x) = f(0)p(1− x) + f(x)q+ f(1)px, i.e.
TNf(x)− f(x)
p
= (1− x) (f(0)− f(x)) + x(f(1)− f(x)):
Note that if p does not depend on N we are in the situation (a) of Theorem 2.3 with
(x; :) =p(1− x).0 + q.x +px.1. If p=pN depends on N such that pN converges to
zero as N tends to in1nity then we are in the situation (b) of Theorem 2.3.
Finally a model similar to the example in M)ohle and Sagitov (1999a) is discussed.
Fix a constant l∈N and assume for convenience that N is a multiple of l. Con-
sider such an exchangeable population model where exactly l individuals have N=l
o#spring while all the other N − l family sizes are zero. In this case (1 + · · · +
i)=N takes the value j=l with the hypergeometric probability (
l
j ) (i)j(N − i)l−j=(N )l.
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Choosing i = [Nx] with x∈E this probability converges to the Binomial probability
B(l; x) (j) := ( lj )x
j(1− x)l−j as N tends to in1nity, i.e. the measure N (x; :) de1ned in
the second remark after Lemma 2.1 converges weakly to the measure (x; :) given by
(x; j=l) :=B(l; x) (j); j∈{0; : : : ; l}. From E((1)2) = (N=l)2 l=N = (N − l)=l it follows
that the coalescence probability is given by cN = (N − l)=(l(N − 1)) which converges
to c := l−1 ¿ 0 as N tends to in1nity. The corresponding polynomials ak(x) have the
form
ak(x) =
1
c
∫
E
(y − x)k(x; dy) = l
l∑
j=0
(
j
l
− x
)k ( l
j
)
xj(1− x)l−j
and the generator (20) is given by
Af(x) =
1
c
∫
E
(f(y)− f(x))(x; dy) = l
l∑
j=0
f
(
j
l
)(
l
j
)
xj(1− x)l−j − lf(x):
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