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Abstract
Given a strictly convex, smooth, and bounded domain Ω in Rn we establish the existence of a negative convex solution in
C∞(Ω) ∩ C(Ω) with zero boundary value to the singular Monge–Ampère equation det(D2u) = p(x)g(−u). An associated
Dirichlet problem will be employed to provide a necessary and sufficient condition for the solvability of the singular boundary
value problem. Estimates of solutions will also be given and regularity of solutions will be deduced from the estimates.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let g : (0,∞) → (0,∞) be a nonincreasing, smooth function and p ∈ C∞(Ω) be positive where Ω ⊆ Rn is a
bounded and strictly convex smooth domain. We are interested in a convex solution to the singular boundary value
problem
det
(
D2u
)= p(x)g(−u) in Ω,
u = 0 on ∂Ω, (1.1)
that belongs to C∞(Ω) ∩ C(Ω). The construction of a Riemannian metric on Ω that is invariant under projective
transformations leads to the problem of solving the Dirichlet problem (1.1) with g(t) = t−(n+2) and p(x) ≡ 1. This
problem was investigated in [17] for n = 2 and in [2] for n 2. Later in the paper [16], Lazer and McKenna consider
the boundary value problem (1.1) with g(t) = t−γ , γ > 0 and a positive p ∈ C∞(Ω). In this paper we study the
problem (1.1) for p ∈ C∞(Ω) and more general nonlinearities g. In particular p may be unbounded on Ω or may
vanish on the boundary ∂Ω . Following the paper [4], estimate of the modulus of continuity for solutions will also
be investigated. The analogous problems for the Laplace operator were investigated by several authors. We refer the
reader to the papers [3–11,14,18,19,21–23] and references therein.
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In Section 3 we will present a necessary and sufficient condition on p in terms of the solvability of an auxiliary
Dirichlet problem associated with p. In Section 4 we will give a modulus of continuity for solutions of (1.1) for
nonnegative p ∈ C∞(Ω) and a wide class of nonincreasing functions g. The proof relies on estimates of solutions to
the corresponding problem in terms of the distance function to the boundary.
2. Existence of solutions
Throughout this paper we shall take Ω to be a strictly convex, smooth bounded domain in Rn (n  2). More
explicitly, we will assume that Ω is a bounded domain that admits a defining function w ∈ C2(Ω) such that
D2w > 0 on Ω, and w = 0 on ∂Ω. (2.1)
By the Hopf maximum principle we can find positive constants b1 and b2 such that
b1 dist(x, ∂Ω)−w(x) b2 dist(x, ∂Ω) (x ∈ Ω). (2.2)
For later reference we also note the following. Let u be a strictly convex C2 function in a convex domain in Rn and
η be a smooth function defined on an interval containing the range of u. If w = η(u), then it can be shown (cf. [16,
Proof of Proposition 2.4]) that
det
(
D2w
)= (η′(u))n det(D2u)+ η′′(u)(η′(u))n−1(det(D2u))(Du)T (D2u)−1Du, (2.3)
where AT denotes the transpose of matrix A.
In this paper we consider the singular boundary value problem (1.1) where p ∈ C∞(Ω) is positive on Ω and g is
a positive function on (0,∞). Throughout it will be assumed that g is nonincreasing on (0,∞).
Our first result relates the existence of a solution to (1.1) to that of the following Dirichlet problem:
det
(
D2w
)= p(x) in Ω,
w = 0 on ∂Ω. (2.4)
We will be interested in a convex solution of (2.4) in C∞(Ω)∩ C(Ω).
Theorem 2.1. Let p ∈ C∞(Ω) be positive on Ω . Problem (1.1) admits a convex solution if and only if the prob-
lem (2.4) admits a convex solution.
Proof. We suppose first that (2.4) admits a convex solution on Ω . Let us define η : (0,∞) → (0,∞) by
η(t) :=
t∫
0
1
g(s)1/n
ds,
then we see that
η′(t) = 1
g(t)1/n
and η′′(t) = −1
n
g′(t)
g(t)(n+1)/n
.
Let z be the strictly convex solution of (2.4) and for each positive integer k let
Ωk :=
{
x ∈ Ω: z(x) < −η(k−1)}.
On each Ωk we define vk = −η(−uk) where uk is the convex solution of
det
(
D2u
)= p(x)g(−u) in Ωk,
u = −1/k on ∂Ωk. (2.5)
Note that the convex solution of (2.5) with the right-hand side replaced by p(x)g(1/k) is a subsolution of (2.5)
and hence problem (2.5) does indeed admit a solution [1, Theorem 7.1]. By a standard comparison principle [12,
Theorem 17.1], we note that uk  uk+1 on Ωk . Using (2.3) and recalling that g is nonincreasing we see that
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(
D2vk
)= det(D2uk)
g(−uk) +
1
n
g′(−uk)
g2(−uk) det
(
D2uk
)
(Duk)
T
(
D2uk
)−1
(Duk) p(x).
By comparison principle we conclude that
z−η(−uk) or −η−1(−z) uk on Ωk.
To find a uniform upper bound for {uk} let Mz := max{−z(x): x ∈ Ω}. Since g(t)t−1 → ∞ as t → 0+ we can find
0 < α < 1 small enough such that g(αMz) α and α/g1/n(1) 1. Then v = αz satisfies
det
(
D2v
)= αnp  pg(αMz) pg(−v).
Note that η(t) t/g1/n(1) for 0 < t  1. Thus on ∂Ωk we have
αz = −αη
(
1
k
)
− α
kg1/n(1)
−1
k
.
By comparison principle we have uk  αz on Ωk . Therefore we have shown that
−η−1(−z) uk  αz on Ωk.
For each x ∈ Ω , let
u(x) = lim
k→∞uk(x).
To see that u ∈ C∞(Ω) let us take Ω ′ Ω . By [20, Proposition 2] we observe that for any positive integer m there is
a positive constant C independent of k such that
‖uk‖Cm+1(Ω ′)  C
for sufficiently big k. Thus a subsequence converges uniformly to u in Cm(Ω ′).
Moreover we note that
−η−1(−z(x)) u(x) αz(x) (x ∈ Ω).
Thus u ∈ C∞(Ω) ∩C(Ω) is a solution of (1.1) as desired.
For the converse let u ∈ C∞(Ω)∩C(Ω) be a convex solution of (1.1). Suppose that 0 < α := g(Mu), where Mu =
max{−u(x): x ∈ Ω}. Let {Ωk} be a sequence of strictly convex domains such that Ωk ⊂ Ωk+1 and ⋃∞k=1 Ωk = Ω.
For each k, let zk be the convex solution of the Dirichlet problem
det
(
D2w
)= p(x) in Ωk,
w = α−1/nu on ∂Ωk. (2.6)
Since det(D2u) = pg(−u) pg(Mu), we note that α−1/nu is a subsolution of (2.6). Thus α−1/nu zk  0 on Ωk .
Then, by a diagonal argument, we can find a subsequence, still denoted by {zk} such that zk → z with z ∈ C∞(Ω) ∩
C(Ω) that solves (2.4). 
Since (2.4) is known to admit a convex solution when p ∈ C∞(Ω) is positive the above theorem leads to the
following corollary.
Corollary 2.2. Let p ∈ C∞(Ω) be positive on Ω . Then (1.1) admits a convex solution.
In the sequel we shall use the notation.
d(x) := dist(x, ∂Ω).
In the next theorem we consider the case when p ∈ C∞(Ω) may not be bounded on Ω or p may vanish on ∂Ω .
Theorem 2.3. Let p ∈ C∞(Ω) be a positive function. If p(x)  Cd(x)δ−n−1 for some positive constants δ and C,
then the problem (1.1) has a convex solution. On the other hand, if p(x) Cd(x)−n−1 for some positive constant C,
then (1.1) has no convex solution.
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(2.4) has a solution in C∞(Ω)∩C(Ω), by [2, Theorem 3]. Therefore the conclusion follows from Theorem 2.1 above.
So suppose now that p(x) Cd(x)−n−1 for some positive constant C and all x ∈ Ω . Let w be a defining function of
the strictly convex bounded domain Ω . Then it follows from (2.2) that p(x) C(−w(x))−n−1 for x ∈ Ω and some
positive constant C. For 0 < α < 1 let us consider
uα(x) := βα−1
(−w(x))α (x ∈ Ω),
where β will be determined. Then using (2.3), direct computation shows that
(−1)n det(D2uα)= βn(−w)n(α−1)−1 det(D2w)[−w − (α − 1)(Dw)T (D2w)−1Dw]
Mβn(−w)−n−1,
where
M = max
Ω
[
(−w)αn{−w − (α − 1)(Dw)T (D2w)−1Dw}det(D2w)].
By choosing β such that Mβn C, we see that
(−1)n det(D2uα) p(x) (x ∈ Ω) and uα(x) = 0 (x ∈ ∂Ω).
Thus if (2.4) has a solution z ∈ C∞(Ω)∩ C(Ω), then by comparison principle we would have
uα(x)−z(x) (x ∈ Ω), that is β
α
(−w(x))α −z(x) (x ∈ Ω)
for all 0 < α < 1 which is an obvious contradiction. Therefore (2.4) cannot have a solution and hence once again by
Theorem 2.1 problem (1.1) has no solution. 
3. Boundary estimates of solutions
In this section we would like to obtain boundary estimates of u and |Du| for solutions u of the boundary value
problem (1.1). Recall that g is a nonincreasing, smooth positive function on (0,∞). Let 0 < b∞ such that
G(t) :=
b∫
t
g(s) ds (3.1)
is finite for 0 < t < b. Let ψ : [0, b] → [0,ψ(b)] denote the increasing function
ψ(t) =
t∫
0
1
G(s)1/(n+1)
ds. (3.2)
Let a = ψ(b) and ϕ : [0, a] → [0, b] be the inverse function to ψ . The following remark about ϕ will be useful.
Remark 3.1.
(1) ϕ satisfies the equation −(n + 1)|ϕ′|n−1ϕ′′ = g(ϕ) on (0, a). Moreover, ϕ(0) = 0, ϕ(t) > 0 on (0, a].
(2) Since ϕ′′ < 0 on (0, a), it follows that ϕ′ is decreasing on (0, a). Since ϕ(t) > 0 on (0, a) we conclude that
ϕ′(0+) > 0. Similarly ϕ′(t) > 0 on (0, a) and hence ϕ is increasing there.
(3) Since ϕ′ is decreasing on (0, a), h(t) = ϕ(ct) − cϕ(t) is decreasing on (0, a) for any constant c  1, and it is
increasing on (0, a) for any constant 0 < c  1. Since h(0) = 0, we conclude that ϕ(ct) cϕ(t) for 0 < t < a/c
if c > 1, and ϕ(ct) cϕ(t) for 0 < t < a if 0 < c < 1.
(4) Since ϕ′(0+) ∈ (0,∞] and
lim+
G(t) = 0
t→0 g(t)
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−ϕ′(t)
ϕ′′(t)
= G(ϕ(t)
g(ϕ(t))
· 1
ϕ′(t)
is bounded on (0, a].
To proceed further we need the following condition on the nonlinearity g:
(G1): lim
t→0+
g(t) = ∞.
In the following theorem we provide boundary estimates of solutions to (1.1) in terms of the distance function to the
boundary. We use the notation
Ωϕ :=
{
x ∈ Ω: d(x) < a},
where d(x) := dist(x, ∂Ω).
Theorem 3.2. Let g satisfy condition (G1) and p ∈ C∞(Ω) be positive. Let u be a convex solution of (1.1). There are
positive constants C1 and C2 such that
(1) C1ϕ(d(x))−u(x) C2ϕ
(
d(x)
)
(x ∈ Ωϕ).
(2) ∣∣Du(x)∣∣ C2 ϕ(d(x))
d(x)
(x ∈ Ωϕ).
Proof. We start with (1). Let w be a defining function of the strictly convex domain Ω as in (2.1). By multiplying
both sides of (2.2) by a sufficiently small positive constant, if necessary, we can suppose that 0 < b2 < 1. We let
zj (x) = −cjϕ(−w(x)) where the cj (j = 1,2) are positive constants to be determined later. Recalling (2.3) we see
that
det
(
D2zj
)= cnj det(D2w)[(ϕ′(−w))n − ϕ′′(−w)(ϕ′(−w))n−1(Dw)T (D2w)−1Dw].
Now,
detD2zj =
cnj
n+ 1 det
(
D2w
)(
g
(
ϕ(−w)))[−ϕ′(−w)
ϕ′′(−w) + (Dw)
T
(
D2w
)−1
Dw
]
= cnj g
(
ϕ(−w))H,
where
H(x) = 1
n+ 1 det
(
D2w(x)
)[−ϕ′(−w(x))
ϕ′′(−w(x)) +
(
Dw(x)
)T (
D2w(x)
)−1
Dw(x)
]
.
Since Dw = 0 on ∂Ω , and (D2w)−1 is positive definite on Ω , we notice that (Dw)T (D2w)−1Dw > 0 on a
neighborhood of ∂Ω . Consequently, taking (4) of Remark 3.1 into account, we observe that H is a bounded, positive
and smooth function on Ω . Therefore we can choose c1 > 1 sufficiently big and 0 < c2 < 1 sufficiently small such
that
cn1H(x)max
{
p(y): y ∈ Ω} and cn2H(x)min{p(y): y ∈ Ω},
for all x ∈ Ω . Thus for such choices of c1 and c2 and recalling that g is nonincreasing we get
det
(
D2z2
)
 p(x)g(−z2) and det
(
D2z1
)
 p(x)g(−z1) (x ∈ Ω).
Thus by comparison principle we see that z1(x) u(x) z2(x) on Ω . Hence we conclude, taking (2.2) into consid-
eration, that
c2ϕ
(
b1d(x)
)
−u(x) c1ϕ
(
b2d(x)
)
(x ∈ Ωϕ).
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C1ϕ
(
d(x)
)
−u(x) C2ϕ
(
d(x)
)
(x ∈ Ωϕ),
where C1 := b1c2 and C2 := c1, thereby verifying (1).
The estimate (2) follows easily from (1). By Lemma 2.1 of [13] we note that∣∣Du(x)∣∣−u(x)
d(x)
(x ∈ Ω).
Thus, by (1) we have∣∣Du(x)∣∣−u(x)
d(x)
 C2
ϕ(d(x))
d(x)
(x ∈ Ωϕ). 
Remark 3.3. The lower bound estimate in (1) holds for p ∈ C∞(Ω) that is positive. In particular p may be unbounded
on Ω . Similarly we only need p ∈ C∞(Ω) to be nonnegative on Ω for the upper bound in (1) to hold. Consequently
estimate (2) holds for nonnegative p ∈ C∞(Ω).
Corollary 3.4. Let g satisfy condition (G1) and p ∈ C∞(Ω) be positive on Ω . Let u ∈ C∞(Ω)∩C(Ω) be a solution
of (1.1). Then u ∈ C0,1(Ω) if and only if ∫ 10 g(τ) dτ < ∞.
Proof. Suppose
∫ 1
0 g(s) ds < ∞. Since (ϕ′(t))n+1 = G(ϕ(t)) (0 < t < a), it follows that ϕ′(0+) < ∞. This together
with (2) of the above theorem shows that |Du| C on Ω for some C > 0. Hence u ∈ C0,1(Ω). The converse is proved
by the same argument given in the proof of Theorem 2.25 of [4]. 
For the next result we need the following condition on g:
(G2): lim
t→0+
( b∫
t
g(τ )
g(t)
dτ
)′
= α for some α ∈ (−1,∞].
Remark 3.5. Let us remark that since g is nonincreasing the limit in condition (G2), when it exists, is no less than −1.
Some examples of nonincreasing nonlinearities that satisfy conditions (G1) and (G2) with their corresponding α
values for the limit in (G2) are:
(1) g(t) = ct−γ exp(∫ b
t
y(s)
s
ds), 0 < t < b, where b and c are positive constants, and y ∈ C([0, b]), y(0) = 0 with
α = ∞ for 0 < γ < 1, and α = (γ − 1)−1 for γ > 1.
(2) g(t) = (et − 1)−γ , with α given as in (1).
(3) g(t) = (t lnγ (t + 1))−1, with α = 1/γ for γ > 0.
Let us first prove the following technical lemma.
Lemma 3.6. If g satisfies conditions (G1) and (G2), then
lim
t→0+
t∫ t
0 (
G(t)
G(s)
)
1
n+1 ds
exists.
Proof. By L’Hopital’s rule we have
lim
t→0+
t∫ t
0 (
G(t)
G(s)
)
1
n+1 ds
= lim
t→0+
1
1 − 1
n+1 (
∫ t
0
1
G(s)1/(n+1) ds)G(t)
−n/(n+1)g(t)
,
provided that the last limit exists. We now proceed to show that this is indeed the case.
1232 A. Mohammed / J. Math. Anal. Appl. 340 (2008) 1226–1234Since g is nonincreasing and satisfies condition (G1), by Lemma 2.1 of [15] we have
lim
t→0+
G(t)n/(n+1)
g(t)
= lim
t→0+
1
G(t)1/(n+1)
· lim
t→0+
G(t)
g(t)
= 0.
Therefore, by L’Hopital’s rule again, we evaluate
lim
t→0+
( t∫
0
1
G(s)1/(n+1)
ds
)
G(s)−n/(n+1)g(t) = lim
t→0+
∫ t
0
1
G(s)1/(n+1) ds
G(t)n/(n+1)/g(t)
= lim
t→0+
g2(t)
n
n+1g(t)− g′(t)G(t)
= lim
t→0+
1
n
n+1 · 1g(t) − g
′(t)G(t)
g2(t)
. (3.3)
On observing that
lim
t→0+
−g′(t)G(t)
g2(t)
= 1 + lim
t→0+
( b∫
t
g(τ )
g(t)
dτ
)′
,
the limit in (3.3) exists on account of conditions (G1) and (G2). 
Remark 3.7. Note that the limit in Lemma 3.6 is actually equal to
1 + [(n + 1)α + n]−1,
where −1 < α ∞ is the constant given in condition (G2).
In the following theorem we provide a modulus of continuity for solutions of (1.1).
Theorem 3.8. Suppose g satisfies conditions (G1), (G2) and p ∈ C∞(Ω) is nonnegative on Ω . If u is a convex
solution of (1.1), we have∣∣u(x) − u(y)∣∣ Cϕ(|x − y|) (x, y ∈ Ωδ = {x ∈ Ω: d(x) < δ}),
for some positive constants δ and C.
Proof. Let
w(x) = ψ(−C−12 u(x)) (x ∈ Ωϕ),
where C2 is the constant in (1) of Theorem 3.2, and ψ is given by (3.2). Then∣∣∇w(x)∣∣= C−12 ∣∣ψ ′(−C−12 u(x))∣∣∣∣∇u(x)∣∣ (x ∈ Ωϕ). (3.4)
But since ψ is increasing on (0, ϕ(a)) and 0 < −C−12 u(x) ϕ(d(x)) by (1) of Theorem 3.2 we note that
ψ ′
(−C−12 u(x))= 1
ϕ′(ψ(−C−12 u(x)))
 1
ϕ′(d(x))
(x ∈ Ωϕ). (3.5)
In the last inequality, we have used the fact that ϕ′ is decreasing on (0, a). Using (3.5) in (3.4) and applying
estimate (2) of Theorem 3.2 we find∣∣∇w(x)∣∣ ϕ(d(x))
d(x)ϕ′(d(x))
(x ∈ Ωϕ).
To show that the expression on the right is bounded it is enough to show that
lim
t→0+
ϕ(t)
tϕ′(t)
exists. (The limit is easily seen to be unity if ϕ′(0+) < ∞.)
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ϕ(t)∫
0
1
G(s)1/(n+1)
ds = t,
where G is given by (3.1).
Therefore,
ϕ(t)
tϕ′(t)
= ϕ(t)
(
∫ ϕ(t)
0
1
G(s)1/(n+1) ds)G(ϕ(t))
1/(n+1) .
Thus it is enough to ensure that
lim
t→0+
t
(
∫ t
0
1
G(s)1/(n+1) ds)G(t)
1/(n+1)
exists. But, under the conditions assumed on g, this limit exists by Lemma 3.6.
Therefore w is in C0,1(Ω). Since ϕ(0) = 0, ϕ is nondecreasing and positive on (0, a) with ϕ′ decreasing on (0, a),
the inequality∣∣ϕ(t)− ϕ(s)∣∣ ϕ(|t − s|) (0 < s, t < a)
holds. On using this fact we obtain
C−12
∣∣u(x)− u(y)∣∣= ∣∣ϕ(w(x))− ϕ(w(y))∣∣ ϕ(∣∣w(x)− w(y)∣∣) ϕ(C|x − y|)Cϕ(|x − y|)
provided that |x − y| < a/C, by (2) of Remark 3.1. Here C is the Lipschitz constant of w on Ω . This proves the
estimate in the theorem with δ = a/C. 
Remark 3.9. If g(t) = t−σ for σ > 1, then for an appropriate positive constant C = C(n,σ ) we note that ϕ(t) =
Ct(n+1)/(n+σ), t ∈ (0,∞) with ϕ′(∞) = 0. Thus, by the above theorem the solution of (1.1) with g(t) = t−σ and
nonnegative p ∈ C∞(Ω) is Hölder continuous on Ω with exponent (n + 1)/(n + σ). See [4, p. 211] for a similar
result when the Monge–Ampère operator is replaced by the Laplacian.
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