A frequency-domain delay estimator has been used as the basis of a microphone-array talker location and beamforming system Brandstein, M.S., and Silverman, H.F., Technical Report LEMS-116, (1993)] . While the estimator has advantages over previously employed correlation-based delay estimation methods Silverman, H.F. and Kirtman, S.E., Computer Speech and Language, 6, 129-152 (1990)], including a shorter analysis window and greater accuracy at lower computational cost, it has the disadvantage that since delays between microphone pairs are estimated independently of one another, there is nothing to ensure that a set of estimated delays corresponds to a single location. This not only introduces errors in talker location but degrades the performance of the beamformer. A method for talker-location with a microphone array is described that preserves the low computational complexity and rapid tracking ability that motivated the frequency-domain delay estimator. This real-time algorithm is compared to a more computationally intensive searchbased location method to provide a best-case reference. Experimental results using data from a real 16-element array are presented to demonstrate the performance of the algorithms.
Introduction
A steerable array of microphones has the potential to replace the traditional head-mounted or deskstand microphone as the input transducer system for acquiring speech data in many applications. An array of microphones has a number of advantages over a single-microphone system. First, it may be electronically aimed to provide a high-quality signal from a desired source location while it simultaneously attenuates interfering talkers and ambient noise. In this regard, an array has the potential to outperform a single, well-aimed, highly directional microphone. Second, an array system does not necessitate local placement of transducers, will not encumber the talker with a hand-held or head-mounted microphone, and does not require physical movement to alter its direction of reception. These features make it advantageous in settings involving multiple or moving sources. Finally, it has potential capabilities that a single microphone does not; namely automatic detection, location, and tracking of active talkers in its reception region. Existing array systems have been used in a number of applications. These include teleconferencing (Flanagan 1985; Kellerman 1991) , speech recognition (Silverman 1987) , an automobile environment (Grenier 1992; Oh, Viswanathan, and Papamichalis 1992) , large-room recording-conferencing (Flanagan, Johnson, Zahn, and Elko 1985) , and hearing aid devices (Greenberg and Zurek 1992) . systems also have the potential to be bene cial in several other environments, the performing arts and sporting communities, for instance.
A fundamental requirement of any speech-array application is the ability to determine the relative time delay between signal arrivals at distinct microphone locations. The precision and robustness of these estimates is a crucial factor in the quality of an associated source-location scheme. In addition to high accuracy, these delay estimates must be updated quite frequently in order to be useful in tracking and beamforming applications. Consider the problem of beamforming to a moving source. It has been shown that the array aiming location must be accurate to within a few centimeters to prevent high-frequency rollo in the received signal (Flanagan and Silverman 1992) . An e ective beamformer must therefore be capable of including a continuous and accurate location procedure within the beamforming algorithm. This requirement necessitates the use of a delay estimator capable of ne resolution at a high update rate. Any such estimator would also have to be computationally non-demanding to make it practical for real-time systems.
In general, correlation strategies have been used for estimating the time delay between signals received at two spatially distinct sensors. Speci cally, the cross-correlation function of the two signals is computed, ltered in some \optimal" sense, and the maximum is found with a peak detector (Hassab 1989; Knapp and Carter 1976) . While the ltering criteria and the methods used for peak detection vary considerably, these techniques are all based on maximizing the crosscorrelation function. Estimate resolution is limited by the sampling period unless some kind of interpolation method is employed. These methods range from upsampling the signal to parabolic tting of the cross-correlation function (Hassab 1989) ; for each there is a general trade-o between the increased accuracy achieved and the computational expense incurred by the procedure. This genre of delay estimation has been applied to the same problem addressed in this paper, talker location in the near eld of a microphone array. In (Alvarado 1990 ) a search method was employed to localize the source position through maximizing a cross-correlation over the x-y positions in the room. More recently, a talker location algorithm (Silverman and Kirtman 1992) based on multirate interpolation of the cross-correlations of many microphone pairs has been developed. This algorithm has been implemented in conjunction with a real-time beamformer, but is too computationally intensive at present to produce the desired accuracy and update rate required for e ective beamforming in real-time; this situation typi es the di culty of applying correlationbased time-delay estimation techniques without a great deal of intelligent pruning (Silverman and Kirtman 1992) .
In the next section a frequency-domain delay estimator appropriate for this speci c application is described. It is designed to provide high resolution estimates in a single-source environment, to have minimal computational requirements, and to be capable of providing independent delay estimates many times ( 70) a second. An accompanying source-location algorithm is presented that also has a relatively low computational cost. This algorithm is then compared to a \best-case" source-location algorithm based on the same basic frequency-domain delay estimation paradigm, but with a much larger computational cost, to provide insight into the upper limits of sourcelocation accuracy possible within this particular delay estimation framework.
The Delay Estimator
Consider two microphone receivers in the near-eld of a single audio source. Assuming that microphone placement is such that relative signal attenuation between the microphones due to propagation distance and source size and orientation are negligible, the sampled received signals, r 1 (l) and r 2 (l), may be expressed as:
where l is the discrete-time index, n 1 (l) and n 2 (l) are uncorrelated background noise sources with known statistical characteristics, and is the relative delay in sample units of the source wavefront between the receivers. Note that is not restricted to integer values.
The problem here is to estimate from nite-duration sequences of the processes r 1 (l) and r 2 (l). In typical situations this delay will vary dramatically with time. These variations should be due to the physical movement, (e.g. body and head motion) of the audio source. Measurement consistency is a ected by the time-varying nature of the source signal. For instance, a typical speech source may only be considered statistically stationary over short time frame ( 30 ms) and will have periods of signal production interspersed with durations of silence. For these reasons it is advantageous to estimate periodically using a small analysis window and to avoid inter-frame averaging in the signal analysis. In what follows, a restriction is imposed that the proposed delay estimator must compute an independent estimate of from a single 20-30 ms frame of data.
The DFT coe cients of the N-point, windowed received signals in equation (1) are given by
where W(k) is the N-point DFT of the analysis window, k = 0; 1; : : :; N 2 , and ! k = 2 k N . The phase of the cross-spectrum may be expressed as
Here k is a random variable that summarizes the contributions of the noise terms and analysis window to the overall phase term at each discrete frequency. Given that k is zero-mean for all k the expected value of the phase term is directly proportional to the discrete radian frequency with the constant of proportionality being the signal delay, . i.e.
In this sense may be interpreted as the slope of the line that \ ts" the series of phase terms. Assuming that the k terms are uncorrelated (In the case of Gaussian noise sources, this assumption is valid for the wideband speech signals and observation intervals considered here. See (Hodgkiss and Nolte 1976) .), the best linear unbiased estimator of is given by (Kay 1993): 
The above analytical expression for calculating^ has several advantages over its time-domain counterpart. It is computationally simple, does not necessitate the use of search methods, and is capable of inter-sample precision.
In practice, the variance terms required for equations (3) and (4) are unavailable a priori and must be evaluated directly from the data. The error variance is estimated independently for each data frame using the following approximation.
with M 1j (k) and M 2j (k) being the DFT coe cients of individual windowed frames of the background noise sources n 1 (l) and n 2 (l). The variance estimate may be interpreted as the sum of the approximate inverse SNR's at each receiver. Equation (5) was derived assuming relatively large S/N ratios and that the M 1j (k) and M 2j (k) terms have uniformly random phases.
A Source of Error in the Delay Estimator
A practical issue that must be considered when applying the proposed estimator is that of phase continuity. The cross-spectrum phase k as evaluated by equation (2) is modulo 2 whereas the delay estimator in equation (3) requires a phase angle that varies in a continuous linear fashion with the radian frequency. This situation necessitates the use of a \phase-unwrapping" algorithm to remove the 2 discontinuities from the initial k before evaluating^ . Several such algorithms are available from cepstral processing applications, (Tribolet 1977) is typical. An alternative solution to the phase discontinuity problem is given in (Brandstein and Silverman 1993) .
The \phase-unwrapping" technique used in the following experiments is along the lines of (Tribolet 1977) but less general since the phase di erence function is assumed to be linear. As the linear t in equation (3) is performed, summing from low frequencies to high frequencies, the intermediate slope estimate at frequency bin k is used to predict the value of k+1 . The measured value at k+1
is unwrapped around this predicted value (by adding an integer multiple of 2 to minimize their correct values of k that may been improperly unwrapped due to the variation of the slope estimate over the course of the linear-t/phase-unwrapping process. While this predictive-unwrapper is an improvement over earlier methods (Brandstein and Silverman 1993) , it does not always nd the minimum of the line-t error function. This error is characterized in a following section.
A Source Location Algorithm
One application of the delay estimator described in the previous section is as the basis of a sourcelocation algorithm. The procedure used obtains a talker's position through a series of triangulation calculations which require knowledge of the signal's relative delay when projecting onto a pair of microphone receivers. The frequency-based delay estimator is particularly e ective in such a scheme for a number of reasons. First, it is highly accurate. The source-location procedure is extremely sensitive to errors in the delay estimate, particularly with distant sources, and therefore precision positional estimates require ne resolution in the delay gure. Second, the computational simplicity and small time window (10-30 msec) associated with the estimator makes it possible to generate location estimates at a very high rate. Being able to update a source's location many times a second is essential for tracking rapidly varying sources and for e ective beamforming. A timedomain based delay estimator operating at the required resolution and same update rate would require an order of magnitude more computing resources to compute the delay estimates. It would also require a larger time-window size thereby making it less sensitive to short-time events and incapable of accurately following rapidly moving sources. A third feature of the delay estimator presented above is the error gure associated with each estimate. This extra information provides a measure of the precision of the individual estimates. The location algorithm incorporates this data in evaluating the signi cance of a potential source location.
The delay estimate between each pair of microphones is used to determine a source bearing for that pair of microphones. The intersection of the bearing lines from di erent microphone pairs determine the location. For a point source with perfectly estimated delays all the bearing lines intersect at a single point. Strictly speaking, for a pair of microphones the set of points with a particular inter-microphone delay is a hyperbola, but the error introduced by using a linear bearing estimate is negligible especially when the microphone baseline is small compared to the distance to the source, and nding the intersections of straight lines is signi cantly easier than nding the intersections of hyperbolae. In the presence of non-point sources and noise, the bearings derived from the more than 2 delay estimates will not intersect at a single point. The \optimal" location can be found by nding the point that minimizes the weighted distance from the candidate point to each of the bearing lines. Since the delay estimator employed here generates an estimate of the delay variance we can make an estimate of the spatial variance to use in weighting the squared distance from a candidate point to each bearing line.
An estimate of the variance of the estimated angle^ between the microphone baseline and the source bearing is given by (Papoulis 1984 
The reciprocal of this variance is used to form the weighted sum of the squared distance to each bearing line. The position that minimizes this weighted sum is the \optimal" location estimate.
The weighted error for a given point (x; y) and a set of N delay estimates^ k is given by: While a general-purpose search would su ce to nd the global minimum of the error function in Equation (11), the procedure outlined below uses the intersections between pairs of estimated bearings to determine a set of points over which to minimize the weighted error. This restricts the number of evaluations of Equation (11) to a small number.
A Source Location Experiment
A 2-dimensional \orthogonal array" is used in the experiment. 8 microphones are placed along each of two orthogonal walls of a 3.5 by 4.5 meter room. Within each 8-microphone sub-array the microphones are uniformly spaced at 16.5 cm intervals. These two linear arrays of microphones de ne the x and y axes and the intersection of the two walls determines the origin of the coordinate space.
A speaker is used to play back a recording of the spoken phrase \abc". The speaker has a 5 cm diameter cone and is contained in an enclosure 17 cm on a side and 8 cm deep. The front ba e of the speaker enclosure is covered with sound absorbing foam. The speaker is placed at 20 locations in the room at 70 cm spacings and the recorded phrase simultaneously played back and digitally recorded by the 16 microphones at a 20 kHz sampling rate. The 20 recordings are repeated for each of 3 di erent speaker orientations: facing the x-axis, facing the y-axis, facing the origin. For each location, inter-microphone delays are estimated using the delay estimator described above with a 25.6 msec window and a half-window shift. With these restrictions in place, the location algorithm proceeds as follows:
1. Calculate the delay estimate^ and corresponding source bearing angle^ for each pair of adjacent microphones on the x and y axes. This yields 14 bearing estimates. 2. For each of the 7 x-axis bearings, nd the intersection point with each of the 7 y-axis bearings.
This yields N=49 candidate points.
3. Evaluate the weighted error E x;y of each of the N intersection points. 4. Sort the points by E x;y and choose the N=2 points with the lowest error. 5. The nal location (x; y) is given by nding the mean point of this low-error subset. 6. A \location-error" estimate is also taken to be the mean of the N=2 lowest weighted errors.
Frames with a \location-error" exceeding a threshold have no location reported. Figure 3 shows the layout of the array and the room along with the speaker positions and the 2 contour for a Gaussian distribution estimated from each set of location estimates. The speaker was placed at each location by hand, so the \true" locations are only accurate to a few centimeters. The distribution of position estimates is estimated using only those analysis frames whose \location-error" falls below a threshold so the number of valid frames varies for each location with central locations producing more valid frames and peripheral locations fewer. The entire recording contains 69 frames approximately 15 of which are non-speech, yielding an upper limit of 54 valid frames. An average of 30 frames were used to estimate the distribution for each position. For di cult positions (positions not directly in front of either array) as few as 5 valid position estimates were returned while for the easiest positions (positions contained within the dimensions of both linear arrays) the maximum number of valid position estimates was reached. 
Tracking a Moving Source
The short-time window and high update rate associated with the location algorithm presented above makes it amenable to the problem of tracking a moving speech source. With a 512-point half-overlap rectangular window and sampling rate of 20 kHz, the location algorithm is capable of updating the position estimate 78 times every second. Since each frame is only 25 msec in duration, the source's change of location within the estimation period is insubstantial and has minimal impact on the precision of the calculated position. Figure 5 demonstrates the e ectiveness of the tracking algorithm. In this example, a talker speaks the phrase \One-Two-Three-Four" while walking towards the x-axis of the orthogonal array. Figure 5 a shows the time signal received at a single microphone. The horizontal axis is labeled from zero to 60000 samples, corresponding to three seconds of 20 kHz sampled speech. The bottom graph shows the x and y coordinates of the estimated source position on the same time scale. Note that during periods of silence there is no valid location detected. The x-coordinate remains constant at approximately 1.9 meters, while the y-coordinate decreases gradually throughout the interval, starting at 2.5 meters and concluding near 1.3 meters. Figure 6 shows these same (x,y) pairs of the location estimates plotted on the grid of the room with the linear t to these locations as well. The standard deviation of the distance from the estimated locations to the linear t is .02 m. While this example does not thoroughly analyze the characteristics of the tracking algorithm, it does demonstrate its potential. The solution to the problem presented in the introduction of beamforming to a moving source requires the incorporation of an e cient, precise, and rapidly updated source tracker into the beamforming procedure. The tracking system presented here ful lls all these criteria.
Performance of the Source-Location Algorithm
In this section the source-location algorithm presented in the previous section will be compared against two other scenarios based on the same frequency-domain delay-estimation paradigm.
A \Best-case" Delay Estimator
As mentioned previously, because of the phase-discontinuity problem, the delays determined by our linear-t delay estimator may be in error. More speci cally, the^ we estimate by linear-t may not be the global minimum of the weighted linear-t error function in equation (12).
In an attempt to analyze the circumstances under which our predictive-unwrapping of k fails, delays were estimated from the same data used in the experiment of the previous section, but instead of using the linear-t method the delay was estimated by explicitly minimizing equation (12) to nd^ . This is roughly equivalent to peak-picking in the time-domain cross correlation. Figure 7 shows the probability of a delay-estimation error for both the unwrapping/linear-t method and the search based method as a function of delay. The total probability of a delay-estimation error for the linear-t method is 0.175, and for the search method is 0.131. For the purposes of this analysis an estimated delay is considered to be in error when it varies by more than some generous threshold from the ideal delay for a point source at the candidate position. Both methods are more likely to be in error when estimating larger delays. This is an expected phenomena since the pressure-gradient microphone elements used in the array reject o -axis sources and the signal-to-noise ratio for o -axis sources will be reduced. Figure 8 shows the conditional probability of encountering an error in the two methods. The probability that the unwrapper/linear-t method does not nd the global minimum of the t-error function increases with larger delays. This is expected since larger delays correspond to more discontinuities in k .
The delays estimated with the search-method were used with the proposed source-location algorithm of section (4.1) to determine the impact on source-location performance. This delayestimation method is intended to provide an upper-limit on the accuracy attainable with the proposed source-location algorithm by using the search to eliminate the delay-estimation errors caused by the failure of the predictive phase unwrapping scheme. The results of this source-location experiment are shown section (5.3).
A \Best-case" Location Algorithm
As seen above, even when searching the t-error space explicitly, the estimated delay^ may not correspond at all to the ideal delay for a source at that position. Rather than estimate each delay Err( x;y;m ; m) (13) Where x;y;m is the ideal delay at microphone pair m for a source at (x; y), and Err( ; m) is the t-error from equation (12) for a delay of samples at microphone pair m. Figure 9 shows an example of the resulting error surface. The multi-modal nature of this error surface is similar to that found with correlation surfaces and requires innovative techniques to make search methods computationally tractable (Alvarado 1990; Silverman and Kirtman 1992) . No special search techniques were employed here. This source-location method is intended to provide a sort of upper-limit on the accuracy attainable within the frame-based frequency-domain delay-estimator used herein. The source-location experiment of section (4.1) was repeated with this global-search sourcelocation algorithm. Results and comparison of source-location performance from all 3 techniques are presented in the following section.
Benchmark Comparison
This section compares the performance of the proposed source-location algorithm to the 2 more computationally costly algorithms described in the previous sections: the source-locator using delays found by search, and the global t-error minimization algorithm. Figure 10 shows the probability of getting a location estimate close to the actual source position for each of the 20 speaker positions in the experiment. This is estimated by rst using the location error to nd a subset of accurate location estimates from which to generate a mean, and then counting the estimates which fall within a 7cm radius of this mean. This is performed independently for each of the 3 location algorithms. The mean location was estimated from the computed locations rather than using the known position of the source so that the biases of the di erent locators would not factor into this statistic. The results are not surprising. The global-search locator produces Figure 10: Probability of getting a location estimate within 7cm of the mean as a function of the source location. Solid line is for delays found by unwrapping/linear-t. Dotted line is for delays found by search. Dashed line is for global location search. a good location more than 90% of the time for most locations in the experiment. The global search locator has a greater chance of nding a good location than either of the two intersection based locators and the locator using delays found by search has a greater chance of nding a good location than the locator using the delays found by unwrapping/linear-t. The performance of all methods degrades for less centrally located positions in the room, with the performance of the unwrapper/linear-t based locator degrading more quickly than the other two methods. Figure 11 shows the area of the 2 contour of the normal distribution estimated from the locations falling within the 7cm radius for each of the 20 speaker locations. The upper limit of this area is (7cm) 2 = 153cm 2 . It shows that the global-search method produces much tighter distributions than either of the other two algorithms under almost all conditions, failing only for cases where the 2 intersection-based location methods produce very few valid location estimates. While the global-search locator performs much better than the intersection based locators, it should be noted that this comes at the cost of approximately 2 orders of magnitude more work. This estimate is based upon having to evaluate the t error in equation (12) on the order of 100 times for each microphone pair rather than just 1 time for each microphone pair for the proposed intersection based algorithm of section (4.1). Along the same lines, nding the delays by search rather than unwrapping/linear-t requires on the order of 10 evaluations of (12) for each microphone pair.
Summary
In this paper a source-location algorithm based upon a frequency-domain delay estimator has been described. It is shown to be capable of obtaining precision position estimates and is computationally simple enough to make it practical for real-time systems. With this algorithm it is possible to localize talker positions to a region only a few centimeters in diameter and to track moving sources. This source-location algorithm was compared against 2 enhanced and far more computationally costly algorithms, providing a benchmark for the source-location performance achievable within the framework of the frequency-domain delay estimator. The performance of the proposed sourcelocation algorithm compares well to the benchmarks given its low computational cost relative to the benchmarks. Future work will focus on the development of an enhanced source-location algorithm that preserves the modest computational cost of the one presented herein, and a beamformer which incorporates the source-tracking algorithm.
