In Part I of this work, using a one-dimensional (1D) representation of the two-dimensional (2D) electrostatic and ion concentration fields, we showed that highly selective adhesion can be achieved between two charged surfaces separated by an electrolyte. In Part II of this work, we provide a detailed theoretical justification of our 1D model by solving the electrostatic problem in a 2D configuration. We establish the conditions under which a 1D approximation is accurate in terms of material and geometrical parameters. We provide the full 2D solution that can be used to analyze other physical phenomena involving migration and separation of particles under the influence of fixed surface charges.
I. INTRODUCTION
Adhesion selectivity via complementarity involves matching of pairs of surfaces endowed with certain properties allowing many interaction modes to occur so that any competitive combination other than the resulting aggregate is rejected. Nature presents various types of complementarities, e.g., shape, charge, magnetic, and hydrogen-bonding, all of which are important features for recognition. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] For example, for protein-protein recognition, the topology of the two surfaces and the nature of interacting atom groups are essential. 11 Although the physical principles of complementarities in nature are quite well understood, the deliberate control of adhesion selectivity of material surfaces by complementarity has not been studied much because of the complexity of the systems involved. In Part I of this article, the possibility of adhesion selectivity between two flat surfaces with striped patterns of alternating positive and negative surface charges separated by an electrolyte was analyzed using a one-dimensional (1D) model. It was shown that strong adhesion can be achieved by exact complementarity between two such pattern-charged surfaces. It was also shown that deformability of the materials strongly alters adhesion selectivity. Specifically, by allowing the surfaces to deform, many more compositions are found to have good adhesion.
The charged system being studied is shown schematically in Fig. 1 . In Part I of this work, it was assumed that the electrostatic interaction between the two charged strips is zero if they are not directly facing each other. In addition, their interaction per unit area is quantified by the solution of two infinite flat surfaces with fixed and uniform surface charge densities. For example, the electrostatic field at any point within Strip A, as shown in Fig. 1 , is given by the interaction between Strip A and Strip B, ignoring the interaction with all the neighbors of Strip A on the same plate, as well as all the neighbors of Strip B in the other plate.
By a priori making the approximation in Part I that a model based on 1D electrostatic interactions is adequate, we were unable to specify if and under what conditions of geometrical and materials parameters the approximation is valid. For example, the 1D solution neglects to satisfy electrochemical equilibrium in the plane of the surfaces and the consequences of this approximation on the accuracy of the 1D model are not clear. The objective of the theoretical work presented in this article is to examine the predictions of the 1D model presented by Part I and to understand the validity of its application in experiments with different choices of material and geometrical parameters, such as dielectric constants, stripe dimensions, and separation between the surfaces. The strength of our analysis relies on the comprehensive two-dimensional (2D) analysis of different factors contributing to the interaction force and energy between two patterncharged surfaces.
Our 2D solution for the electrostatic fields between charged surfaces is also applicable to other problems of physical and practical interest. For example, there are several known techniques for separation of charged and uncharged dielectric particles that rely on flow near spatially varying fixed surface charges. 12, 13 The specific solution we obtain for the electrostatic fields between surfaces with periodic distributions of charge would allow analysis and design of processes for the separation of charged and uncharged particles. For example, if one had a dispersion of charged bacterial particles and uncharged viral particles in water, the charged particles would be attracted electrophoretically to the surface, whereas uncharged dielectric particles (with dielectric constant typically much smaller than that of the aqueous medium) would be repelled toward the center of the gap between two surfaces. periodically charged plates immersed in an electrolyte solution is derived in 2D configuration; second, this expression is used to derive in a consistent manner expressions for the interaction force and energy; finally, numerical results are presented and compared with the analysis in Part I to examine the applicability and effectiveness of the 1D formulation. The difference between the 1D and 2D models is investigated in detail.
II. PROBLEM FORMULATION

A. Equations governing electrostatic interaction between two charged plates
The geometry is shown in Fig. 1 : two flat, parallel, charged plates, infinitely long in the y-direction and the outof-plane direction, have fixed surface charge densities, r 1 and r 2 , which are periodic functions of y. The spacing between the two plates is denoted by a. The electrolyte inside the gap is denoted as Medium 3. The dielectric constants of the two plates, i.e., Medium 1 and Medium 2, are denoted by 1 and 2 , which are typically small compared to that of the electrolyte, i.e., 3 . Note that the dielectric constant in Part II of this paper, 1 , equals e 1 e 0 in Part I. Throughout this paper, subscript i is used to designate physical quantities that belong to Medium i (i = 1, 2, or 3).
As in Part I, we computed the electrostatic fields in Medium 3 using the Debye-Hückel (DH) theory. 15 Note that in Medium 1 and Medium 2 where the charge density is zero, the distribution of potential u is governed by Laplace equation. The governing equations are
where l D is the Debye screening length 16 (see Part I)
On the interfaces x = 0 and x = a, there are fixed surface charges r 1 ðx ¼ 0Þ ¼ f ðyÞ; r 2 ðx ¼ aÞ ¼ gðyÞ:
Continuity of electric potentials and displacements normal to the interfaces lead to the following boundary conditions:
We are interested in solving Eqs. (1) and (2) when the charge densities are periodic. Instead of using the notations 2b and 2c for the periods as in Part I of this work, we shall use P i (i = 1, or 2) in this paper. Without loss in generality, we assume that the charge density on the plate at x = 0 is an even function of y, with period P 1 ¼ 2c. For the time being, we assume that the two charge distributions are perfectly aligned (see Fig. 1 ), so that the charge density on the plate at x = a is of the same form but with different period, P 2 ¼ 2b, and amplitude. Periodicity allows the charge densities to be represented as the Fourier series with coefficients A n and B n , respectively.
A n cos 2npy
where
f ðyÞ cos 2npy P 1 dy; n ¼ 1; 2; :::; (3c)
gðyÞ cos 2npy P 2 dy; n ¼ 1; 2; :::; (3e)
So far, we have assumed that the two distributions are perfectly aligned. In the following, we allow the distribution g(y) to be shifted by 0 s < P 2 relative to the distribution f(y), i.e., gðyÞ ! gðy þ sÞ. After this shift, the charge distribution at x = a has the following form:
To reduce the number of material and geometric parameters, we normalized distances by the Debye screening length l D , the potentials by A 1 l D =e 3 and denote the ratios of dielectric constants by c 1 and c 2 , respectively. 
Note that, for mathematical convenience, we use normalization for the potential different from Part I.
B. Electric potential
Equations (1a)- (1c) and (2a)-2(c) can be solved in closed form. Details of our solution procedure are given in Appendix A. The potential in each medium can be represented by an infinite series of elementary functions u
where u
In Part I of this work, we consider the case where we have uniform charge densities on both surfaces. This solution can be recovered (see Appendix A) by keeping only the n = 1 term in series expansion (6) and letting
C. Interaction force and energy
In this section we derive an expression for the interaction force between the two plates. The volume charge density can be represented as
, where the superscripts m and f refer to the mobile and fixed charge components, respectively. The distribution of the mobile charges is affected by thermal motion, i.e., they are subject to thermodynamic averaging, and their mean position is yet to be determined. On the other hand, fixed charges are not subject to the averaging, and their positions are assumed to be known exactly. Sharp and Honig 17 have shown that
represents the total free energy of the system. The term
is represented as a smeared surface charge or as a collection of point charges q j . In our problem, the fixed charges are the surface charges, r 1 and r 2 , on the interfaces S 1 : x ¼ 0 and
With the aid of the electrostatic identity:
which is an expression of Gauss's law, 17 the electrostatic free energy (8a) is simplified to
On the surface S 1 : x ¼ 0 and S 2 : x ¼ a, the surface charge densities are given by Eqs. (3a) and (4a), respectively. The surface potentials on S 1 : x ¼ 0 and S 2 : x ¼ a can be found using Eqs. (6) and (7b), they are 
As in Part I of this work, the surface comprises of repeats of a periodic unit cell with length L, i.e., the periods satisfy the following relation:
where N and M are positive integers with no common divisors other than unity. The interaction energy W can be computed by calculating the work done per unit area as follows:
where we assume that each surface has thickness h out-ofplane. The normalized interaction energy is defined by
where L ¼ L=l D . Substituting Eqs. (10a) and (10b) into Eq. (13) gives the following interaction energy:
where h kN ð Þ kNh. The interaction force per unit area f is defined as follows:
A positive sign indicates that the force is repulsive, whereas a negative sign indicates it is attractive. In normalized form, the interaction force is
Substituting Eq. (14) into Eq. (15b), the normalized interaction force is found to be
where M and N are defined by Eq. (11). Equation (16) can be obtained alternatively by calculating a path-independent J integral 18 as shown in Appendix B. In Part I we consider the special case where we have uniform charge densities on both surfaces. To recover this case, we let n = 1, M = N = 1, and
Making use of the upcoming Eq. (A7a), we obtain from Eq. (16) f
Substituting h ¼ 0 and A 1 ¼ B 1 into Eq. (17a), the force per unit area between plates with equal charge density becomes
Substituting h ¼ 0 and A 1 ¼ ÀB 1 into Eq. (17a), the force per unit area between plates with equal and opposite charge density becomes
Note that the results shown in Eqs. (17b) and (17c) are exactly one-half of the uniform charge result obtained in Part I of this work. This is because the net charge on each surface in our system is always zero. Indeed, if we replace the uniform charge in the 1D problem by the charge density A 1 cos 2py=P 1 ð Þ and solve for the average normalized force in a period, we obtain the same force as given by Eqs. (17b) and (17c).
III. INTERACTION BETWEEN RIGID SURFACES WITH STRIPED PATTERNS OF CHARGE
A. Comparison between 1D and 2D models
So far our result is valid for any form of surface charge densities that are even periodic functions, as shown in Eqs. (3a) and (4a). To make contact with Part I, we specialize to the case where the charge densities are step functions, as shown in Fig. 2 , which gives
where q i are the maximum value of r i (i = 1,2). Note that in Part I of this work, we only consider the case where q 1 ¼ q 2 .
In the following we use subscripts 1D and 2D to represent the results of 1D (Part I) and 2D models, respectively. For arbitrary combinations of M and N, the normalized work can be obtained by substituting Eqs. (18a) and (18b) into Eqs. (16) and (14) . There are two cases: (i) either M or N is even and (ii) both M and N are odd. We first consider case (i).
Case (i): either M or N is even: For this case, both the interaction force f 2D and energy W 2D are independent of h (the amount of shift between two aligned charge distributions). They are f 2D ¼ 1 4
X 1 n¼1;3;5;:::
By making use of c (19a) shows that f 2D > 0, i.e., the overall interaction force is always repulsive. It also shows that the interaction force and energy do not depend on h. These findings are consistent with the results in Part I. The corresponding results obtained in Part I are:
To compare the 2D and 1D solutions, we substitute Eqs. 
As the dielectric constants of the two plates are typically very small compared to that of the electrolyte, we take the limit c 1 ¼ c 2 ! 0, and Eq. (21a) becomes
n¼1;3;5;:::
Substituting Eq. (9) 
The 1D solution corresponds to the limit of P 1 ! þ1 and P 2 ! þ1. Substituting P 1 n¼1;3;5;::: 1=n 2 ¼ p 2 =8 into Eq. (21b) and taking the limit of P i ! þ1 (i = 1, 2), Eq. (21c) becomes
where F 1 denotes the normalized 1D interaction force determined in Part I.
The difference between Eqs. (21c) and (21d) is due to the fact that the 1D analysis in Part I is based on Eqs. (17b) and (17c), which differs from the 2D solutions exactly by a factor of 1=2. As noted earlier, this discrepancy is due to the fact that the 2D solution takes into account that the net charge on each surface is always zero. Figure 3 64, 128 , and 256. It shows that when M increases, i.e., P 2 decreases, the difference between f 1D and f 2D becomes larger. Nevertheless, the 2D and 1D predictions are practically identical when a ! 3, that is, when the separation is greater than three times the Debye length. These results are consistent with our assumptions in Part I.
Case (ii): both M and N are odd: For this case both the interaction force f 2D and energy W 2D depend on h (the amount of shift between two aligned charge distributions, see Fig. 2 ) and are given by f 2D ¼ 1 4
k¼1;3;5;:::
k¼1;3;5;::: Figure 4 plots f 2D as a function of h when 
As M and N are both odd, they belong to either X 1 or X 2 , where X 1 ¼ f4k þ 1; 8k 2 Zg and X 2 ¼ f4k þ 3; 8k 2 Zg, where Z denotes the set of all non-negative integers. From Eq. (22d), we deduce the following situations in Table I . The results shown in Table I are consistent with the position of maximum=minimum values of the curves shown in Fig. 4 . Part I of this work shows that interaction energy is minimized if each unit cell begins with aligned regions of
FIG. 3. (Color online) (a)
f 1D and f 2D for the case q 1 ¼ q 2 , Table I , it can be seen that the conclusion obtained from 1D analysis is consistent with that obtained from the 2D analysis. It should be noted, however, that the scenario where each unit cell begins with aligned regions of opposite charge is not the only favorable configuration for adhesion (minimization of interaction energy). For example, for the case N = 3 and M = 5, Table I shows that the minimum interaction energy occurs at h ¼ 0 and 2p=3. The minimized interaction energy and the corresponding force obtained in Part I of this work are
and 
Letting P 1 ! þ1 and P 2 ! þ1 and substituting P 1 n¼1;3;5;::: 1=n 2 ¼ p 2 =8 into Eq. (24a), we obtain f 1D ¼ lim
As before, the interaction force based on 1D analysis in Part I, F 1 , differs from f 1D , which is obtained by taking the limit of wavelength to infinity in the 2D analysis, by a constant factor of p 2 =16 % 0:6. Figure 6 (a) plots f 1D and
p=2; p, and 3p=2. Note that, when N ¼ 1 and M ¼ 3, Table 1 shows that the interaction energy is minimized when h ¼ 0. As f 2D ðhÞ is symmetrical with respect to h ¼ p, the two curves for h ¼ p=2 and h ¼ 3p=2 overlap. Figure 6 (a) shows that at h ¼ 0,
and f 2D show good agreement, i.e., the 1D result F 1 is in good agreement with the 2D result when the separation is small in comparison with the period.
The behavior of the curves in Fig. 6(a) near the minimum is shown in Fig. 6(b) . It shows that when h ¼ p=2; p, 
and 3p=2, the overall interaction is always repulsive from a ¼ 0-5. However, at h ¼ 0, at large distances, the interaction is attractive and decreases significantly with distance; at short distances, there is always repulsion, and f 2D ! þ1 as a ! 0. This applies to any combination of M and N (when they are both odd) except when M = N = 1. Figure 6 (b) also shows that there is a critical separation a e at which the force becomes zero and the two surfaces will come to rest naturally. From Eq. (24b), we obtain a e ¼ cosh À1 MN ð Þ, and for this case a e ¼ cosh À1 3 ð Þ % 1:77. This result is also consistent with the analysis in Part I of this work.
Finally, for the special case M = N = 1, Table 1 shows that the interaction energy is minimized when h ¼ p. Figure  7 plots f 1D and f 2D for the case q 1 ¼ q 2 ,
, and p. It shows that when h ¼ p the force is always attractive, and within this model the surfaces come to rest in contact.
IV. CONCLUDING REMARKS
To investigate the possibility to achieve high selectivity using relatively smooth and flat extended surfaces patterned with stripes of charge, we have analyzed the interaction force and energy between two such surfaces in a 2D configuration. We have shown that strong adhesion can be achieved by exact complementarity between two such pattern-charged surfaces. In the limit of small separations or large periods, the interaction force between the two surfaces in our 2D analysis is found to differ from the prediction of the 1D model in Part I of this work by a constant factor of p 2 =16 % 0:6. Thus, the 1D and 2D analysis can be brought into perfect agreement in this limit by a simple rescaling of the interaction force. Using this rescaling, we have found that most of the 1D predictions are in good agreement with our 2D model. However, there are some differences between the two models, e.g., we show that the situation where a unit cell begins with aligned region of opposite charge is not the only favorable configuration for adhesion. Our 2D solution can be applied to experiments with different choices of material and geometrical parameters. These findings can assist researchers in designing and implementing experiments on deliberate control of adhesion selectivity of pattern-charged surfaces by complementarity. In addition, the closed-form solution for electrostatic fields between surfaces with fixed Table I. periodic charge distribution is applicable to several physical phenomena and applications involving the electrophoretic and dielectrophoretic separation of charged and uncharged particles.
APPENDIX A: DETAILS OF SOLUTION PROCEDURE
Linearity also allows us to break the problem of finding u n ð Þ i into two simpler problems with modified boundary conditions given by Eqs. (8a) and (8b), respectively. Problem 1:
Problem 2:
is simply the summation of the solutions of the previous two problems, with boundary conditions (2b), (2c), (A1a), and (A1b). The form of surface density r 1 in problem 1 suggests us to look for a solution of the form: u
Enforcing the boundary conditions at x = 0 and x = a gives u
The coefficients a i (i = 1, 2, 3, 4) are determined by solving linear equations (A3a)-(A3d). Similarly for problem 2, the solution has the form: u
Enforcing the boundary conditions at x = 0 and x = a gives u f 1D and f 2D for the case q 1 ¼ q 2 ,
We determine a i (i = 1, 2, 3, 4) 
To recover the special case when we have uniform charge densities on both surfaces, let n=1, and
show that the result will not depend on c 1 or c 2 .
Substituting Eq. (A7a) into Eq. (7b) gives u
Substituting h ¼ 0 and A 1 ¼ B 1 into Eq. (A7b), the potential between plates with the same charge density becomes u
Substituting h ¼ 0 and A 1 ¼ ÀB 1 into Eq. (A7b), the potential between plates with equal and opposite charge density becomes u
As expected, the expressions for the normalized potentials in Eqs. (A7c) and (A7d) are exactly the same as the corresponding results obtained in Part I of this work.
APPENDIX B: CALCULATING FORCE BY A PATH-INDEPENDENT INTEGRAL
The expression for f , as shown in Eq. (16), can be obtained alternatively by the following procedure. By drawing on an analogy with antiplane shear deformations of solids, Ref. 18 showed that the interaction force per unit area f is related to a path-independent J integral by
. n i is the vector normal to the curve C, and C is the directed path QRST as shown in Fig. 1 . The path-independence property allows us to move R and S to infinity to simplify the calculation as the field along RS is essentially zero. The periodic boundary condition makes the two integrals along segments QR and ST cancel, so that we need to consider segment TQ only, where the field depends only on y, and hence Eq. (B1) reduces to a 1D integral. As the 1-direction is the x-direction and the normal to segment TQ is (1,0), i.e., n 1 ¼ 1 and n 2 ¼ 0, we thus obtain the force per unit area as
Or in a dimensionless form:
From Eq. (7b), the normalized form of u 3 can be written as follows:
Taking the derivative of Eq. (B4a) gives
where P 0 n x ð Þ dP=d x (i = 1 or 2) and P 0 in y ð Þ dP=d y (i = 3 or 4).
For any two functions f 1 and f 2 , we define
A simple calculation shows that 
By making use of Eq. (11), from n=P 1 ð Þ¼ m=P 2 ð Þ, we obtain n ¼ mP 1 =P 2 ð Þ¼mM=N. As N and M are positive integers with no common divisors other than unity, nN ¼ mM indicates that n ¼ kM and m ¼ kN, where k is any positive integer.
As u 
The path independence of the J integral allow us to pick x ¼ 0. Using Eqs. (B4b) and (B4c), we obtain P 1n ð0Þ ¼ C 1n P 2n ð0Þ ¼ C 2n 
From Eqs. (5) and (11), we obtain the following equations: 
which is exactly the same as the expression obtained by using energy method, i.e., Eq. (16).
