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1. Introduction
The interaction of light with matter is a universal aspect of our experience in
every moment. The absorption of photons in retinal photoreceptors of a human
eye allows us to see different shapes and colors, which makes it easier to navigate
our bodies in the course of our lives. Since the beginning of modern science and
until today light-matter interaction has also served as a major tool for a more
abstract and systematic exploration of nature.
The quest to understand fast processes at the atomic and molecular scale
has inspired the development of laser physics and technology. Today, bursts
of coherent light can be produced with the duration in the femto- and even
attosecond1 range (Brabec and Krausz, 2000; Krausz and Ivanov, 2009). Fem-
tosecond laser pulses allow us to explore ion dynamics in molecules (Zewail,
2001). Furthermore, their combination with shorter attosecond pulses enables
one to study electron dynamics in atoms by performing a real-time measure-
ment using various kinds of pump-probe schemes. For example, the relaxation
of an inner shell vacancy (Drescher et al., 2002) and the process of tunneling
ionization (Uiberacker et al., 2007) have been observed in this way.
In a femtosecond pulse, whose frequency is usually in the near-infrared range
(about 800 nm wavelength), a high concentration of electro-magnetic energy in
space and time is achieved. The pulse energy can be increased using the chirped
pulse amplification technique (Strickland and Mourou, 1985). As a result, the
light is produced with the magnitude of the electric field comparable or even
much larger than electric fields inside atoms. Laser pulses with peak intensities
of up to 1021W/cm2 are available nowadays (Mourou et al., 2006).
The samples of our interest are atomic and molecular clusters. These are
aggregates of atoms or molecules ranging in size from a few up to millions of
atoms. Clusters can be formed from almost all elements and are ubiquitous in
nature: whenever a gas becomes supersaturated due to adiabatic expansion or
cooling, clusters may be formed. When atoms are bound together to form a
clusters, novel and often unexpected properties emerge (Baletto and Ferrando,
2005). A prominent example is the non-monotonous variation of the melting
point in sodium clusters as a function of the cluster size (Schmidt et al., 1998).
For these reasons, cluster physics is at the heart of nanoscience.
One of the main directions of research in cluster physics is to investigate
the change of cluster properties (thermodynamic, optical etc.) as a function of
size. More specifically, the question is “How do the properties of bulk materials
11 fs= 10−15 s; 1 as= 10−18 s.
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arise from an aggregation of single atoms or small molecules ?” For composite
clusters, consisting of different atoms or molecules, which are at the focus of
this thesis, there is an additional degree of freedom, the ratio between different
species. Hence, another question can be posed: “How do cluster properties
change as a function of the ratio between different species?” Composite clusters
also posses an additional structural feature: the spatial distribution of different
species. Hence, they exhibit more diverse behavior and offer more opportunities
to tune the properties of matter at the nano-scale.
The behavior of clusters under the action of coherent light is of major interest.
When the electric field of a laser pulse is much lower than fields inside atoms,
the interaction is relatively “harmless”. Although clusters may change, become
ionized, undergo a structural transition, they either endure the interaction or
undergo a slow (several picoseconds), low-energy disintegration.
On the contrary, when the field of the laser pulse becomes comparable with
atomic fields, fundamental, irreversible changes take place: clusters turn al-
most instantaneously (within a few optical cycles) into nano-scale plasmas, or
nanoplasmas, and finally disintegrate into separate ions and electrons. Due
to this radical transformation, remarkable new features arise: transient cluster
nanoplasmas are capable of absorbing enormous amounts of laser energy. In
some cases more than 90% of incident laser energy is absorbed by a gas of
clusters with a density smaller than that of a solid. After the efficient absorp-
tion, the energy is transformed into production of energetic ions (Ditmire et al.,
1997), electrons (Shao et al., 1996), photons (McPherson et al., 1994; Ditmire
et al., 1996) and even neutrons (Ditmire et al., 1999). Remarkably, neutrons
appear from nuclear fusion reactions induced by energetic collisions between
ions originating from different clusters.
Composite clusters show interesting behavior not only in terms of structural
properties discussed above, but especially when they interact with intense laser
pulses. Nanoplasmas formed in composite clusters may absorb even more laser
energy, than those formed in homogeneous clusters, as we will demonstrate
in this work. This can be caused by several special properties of composite
clusters. Since different atomic species constituting the cluster have different
ionization potentials, they can become ionized at different times during the laser
pulse. They also have different number of electrons, leading to the saturation
of ionization for certain elements. Besides that, atoms with different masses
move at different velocities during the cluster explosion. Furthermore, studying
dynamics of composite clusters in response to intense laser pulses is a step
towards understanding it in more complex nano-objects, such as biomolecules
or viruses. This is of great interest in the context of x-ray diffractive imaging
of biomolecules with atomic resolution (Gaffney and Chapman, 2007), which is
one of the main goals of new x-ray free electron laser facilities (XFEL, 2007).
Several recent experiments reported that composite clusters are advantageous
as compared to homogeneous ones with respect to x-ray emission (Jha et al.,
2005), production of energetic electrons (Jha and Krishnamurthy, 2008, 2009)
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and ions (Hohenberger et al., 2005). According to Jha et al. (2005), when argon
clusters are doped with water, the yield of the x-ray emission from argon K-shell
increases by about an order of magnitude as compared to pure argon clusters.
The origin of this dramatic enhancement is still not clear.
Helium droplets doped with other species represent a special kind of composite
clusters. They are usually considered as nanoscopic thermostats, which isolate
single molecules or clusters at an ultralow temperature of 0.37K (Hartmann
et al., 1995). This possibility has opened a multitude of fascinating research
directions, including studies on a microscopic origin of superfluidity (Hartmann
et al., 1996; Grebenev et al., 1998) and high-resolution spectroscopy (Toennies
and Vilesov, 2004; Stienkemeier and Lehmann, 2006). Clusters doped in he-
lium droplets under the influence of intense laser pulses, which is one of the key
themes of this work, have also become an object of active experimental inves-
tigations (Do¨ppner et al., 2001, 2003, 2005, 2007; Do¨ppner et al., 2010; Truong
et al., 2010). However, dedicated efforts to elucidate the effect of xenon-helium
interaction on the nanoplasma dynamics were not conclusive (Do¨ppner et al.,
2003) and no theoretical studies of this problem have been performed before the
present work.
As a result of the interaction with intense laser pulses, clusters explode. The
mode of explosion is determined by the degree, to which a cluster is ionized.
If it is fully stripped of electrons, a Coulomb explosion occurs due to repulsion
between ions (Last et al., 1997; Nishihara et al., 2001). Another extreme case
is realized when most of the ionized electrons stay in the nanoplasma making
it quasi-neutral. Then, the explosion draws its energy from thermal motion of
quasi-free electrons and is significantly slower (Crow et al., 1975; Ditmire et al.,
1996).
The interest in cluster explosions is twofold. First, a Coulomb explosion imag-
ing technique realized for small molecules (Vager et al., 1989) could be gener-
alized in order to obtain some information about the initial state of clusters
or other nano-objects, such as biomolecule or viruses. Second, cluster explo-
sions with appropriately adjusted parameters may lead to monoenergetic ion
beams, which have promising applications for materials science and medicine
(Tikhonchuk, 2010).
This thesis is structured in the following way. In Chapter 2 we provide the
necessary background on intense laser-cluster interaction with a particular em-
phasis on composite clusters. Chapter 3 describes theoretical methods used
to treat clusters under the action of intense laser pulses. Chapter 4 presents a
general framework of Vlasov-Poisson equations, which the basis of the analyti-
cal treatment of cluster nanoplasmas. The power of this approach is illustrated
using two examples: we obtain analytically the distribution of electrons in the
nanoplasma with respect to their total energy and derive the harmonic oscilla-
tor model describing the electronic dynamics of the nanoplasma. Chapter 5
is concerned with composite xenon-helium clusters irradiated by intense laser
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pulses. Xenon-helium clusters are shown to exhibit novel features: a new type of
the plasma resonance, which occurs within just a few optical cycles and a double
plasma resonance during the cluster explosion. In Chapter 6 we investigate
Coulomb explosions of atomic and molecular clusters both analytically and nu-
merically. The analysis of kinetic energy distributions of ions resulting from
explosions reveals significant differences between atomic and molecular clusters.
Furthermore, the alignment of molecules inside clusters is found to influence the
process of explosion.
The results on ionization and energy absorption in composite xenon-helium
clusters have been recently published (Mikaberidze et al., 2008, 2009).
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2. Interaction of clusters with
intense laser pulses
In this chapter we provide some background information necessary to under-
stand the main results of this thesis (Chapters 4, 5, 6) and place them in a wider
context of cluster physics and physics of intense laser pulses. First we consider
cluster formation and structure (Sec. 2.1), then discuss the behavior of atoms
and molecules under intense laser fields (Sec. 2.2). We summarize the current
understanding of physical processes in laser-irradiated clusters (Sec. 2.3) and
consider scenarios of cluster expansion (Sec. 2.4). Finally we discuss the possi-
bilities and problems of comparison between theoretical and experimental results
in this field (Sec. 2.5).
2.1. Cluster formation and structure
Clusters are aggregates of atoms or molecules with a wide range of sizes from
tens, thousands and up to millions of atoms. They are ubiquitous in nature:
For example, we see water clusters every day in a form of clouds or fog. In
order to understand their properties in a quantitative manner, clusters need
to be prepared in a controlled way, which ensures their composition and other
properties to be defined as precisely as possible. Hence, in the next section we
discuss the experimental techniques to produce cluster beams and the structural
properties of the resulting clusters.
2.1.1. Cluster formation
When a gas flows out of a nozzle and expands into a vacuum the energy of its
random thermal motion is transformed into a directed kinetic energy. In this
way the adiabatically expanding gas cools down and, under certain stagnation
conditions, becomes supersaturated. As a result, condensation takes place and
a beam of clusters is formed.
In spite of more than fifty years of active research, there is so far no quan-
titative theory that describes the process of cluster formation during the adi-
abatic expansion. Hence, a sound theoretical prediction of the properties of
cluster beams (cluster size distribution, structure, etc.) given the source param-
eters (initial temperature and pressure, nozzle width) is not available. Usually,
Raleigh scattering measurements in combination with an empirical scaling law
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(Hagena and Obert, 1972) are used to estimate the mean cluster size (Kumarap-
pan et al., 2001; Toma and Muller, 2002). This empirical procedure allows for
a certain degree of control over the cluster size distribution by adjusting the
nozzle width and the source pressure.
Clusters produced in this way have a wide size distribution, which can be
approximated by a log-normal function (Granqvist and Buhrman, 1976)
g(N) =
1√
2piσN
exp
(
− ln
2 (N/N0)
2σ2
)
, (2.1)
where N is the number of atoms in a cluster, σ is the distribution width and
N0 is the most likely number of atoms.
The large width of the distribution Eq. (2.1) presents a significant difficulty
when one tries to compare experimental and theoretical results on intense laser-
cluster interaction (see Sec. 2.5). To overcome this problem, mass selection
techniques could be used (Binns, 2001), but this strongly reduces the cluster
density and makes the signals from the interaction with an intense laser pulse
difficult to detect. A novel way of “oﬄine” mass selection was demonstrated re-
cently [Mo¨ller (2010), see also Sec. 2.5 for more discussion] using x-ray diffraction
measurements.
Formation of clusters through adiabatic expansion is a universal process: clus-
ters of different species, such as noble gases, metals, molecules (for example, H2,
H2O, CH4) can be produced in this way.
2.1.2. Cluster structure
The structure of free clusters is determined by three factors (Baletto and Fer-
rando, 2005). The first one is the global minimum on the potential energy
surface (PES) of the cluster (Wales et al., 2007). The PES is determined by the
interactions between atoms or molecules and depends strongly on the cluster
size (Wales and Doye, 1997; Doye et al., 1999). An actual cluster may exhibit
a structure corresponding to the global energy minimum only at temperatures
close to zero. This is, however, not guaranteed, since the cluster can also be
trapped at a local minimum on the PES, corresponding to a metastable state.
Therefore, the second factor, the effect of a finite temperature needs to be con-
sidered. It may result in solid-solid structural transitions or melting of clusters
(Berry and Smirnov, 2009). Finally, kinetic effects during the cluster formation
have been shown to influence final cluster structures [see Baletto and Ferrando
(2005), and references therein].
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2.1.3. Composite clusters
The situation becomes more interesting and complicated in composite1 clusters
that contain two or more different atomic elements. While in homogeneous2
clusters the main interest is to study how their properties evolve as a function
of the cluster size, in composite clusters the ratio between different species is an
additional degree of freedom. Moreover, composite clusters have an additional
structural property: spatial distribution of different species. Hence, compos-
ite clusters exhibit richer behavior and offer more opportunities to control the
properties of matter at the nano-scale.
We first discuss the formation and structure of composite clusters consisting
of noble gas atoms in general and then consider a special case of doped helium
droplets, since it is at the focus of this thesis (Chapter 5).
Formation and structure of composite clusters
To produce composite clusters of different noble gas atoms (for example, XenArm
or XenHem), two techniques can be used. The first one is the coexpansion of
a previously mixed gas (Tchaplyguine et al., 2004). Alternatively, the cluster
beam of one species is produced first and then crossed with an atomic beam of
another species. This causes cluster-atom collisions with a subsequent capture
of atoms (Rutzen et al., 1996).
How are different species spatially distributed in binary noble gas clusters?
Condensation of a group of atoms is accompanied by a release of energy, which is
called the cohesive energy. It characterizes the magnitude of attraction between
atoms. In composite clusters atoms with lower cohesive energies favorably reside
at the cluster surface Thus, if cohesive energies of different atomic elements in
the cluster have similar values, different elements are expected to be randomly
intermixed throughout the cluster volume. On the contrary, if there is a signifi-
cant difference in cohesive energies, atoms in the cluster are expected to form a
core-shell structure. Atoms with a higher cohesive energy are at the center and
those with a lower cohesive energy are at the surface.
For example, Tchaplyguine et al. (2004) have produced mixed xenon-argon
clusters by coexpansion of a gas mixture. The structure of the resulting clusters
was studied using x-ray photoelectron spectroscopy as a function of the xenon-
argon ratio. The photoelectron spectra indicate that a core-shell structure is
formed, in which xenon atoms reside at the center and argon ones form a shell
around. This is in agreement with the criterion above, since argon atoms have
a lower cohesive energy than xenon atoms.
1Also called “mixed”, “heterogeneous” or “heteronuclear”.
2Those clusters, consisting of only one atomic element, also called “homonuclear”.
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Figure 2.1.: A beam of helium droplets doped with other atomic species. Note,
that the dopant cluster resides at the center of the droplet (original image c© E.
Bru¨nermann).
Doped helium clusters
Helium droplets are fascinating objects due to their multi-faceted properties,
ranging from superfluidity itself (Hartmann et al., 1996; Grebenev et al., 1998)
to unusual electron dynamics upon photon impact (Peterka et al., 2003). Most
widely, however, helium droplets are viewed as isothermal nanoscopic ther-
mostats, which isolate single molecules, clusters, or even single reactive en-
counters at ultralow temperatures [0.37K (Hartmann et al., 1995)]. A prime
example is the cooling of molecules inside a droplet for high-resolution spec-
troscopy (Toennies and Vilesov, 2004; Stienkemeier and Lehmann, 2006), the
creation of unusual molecules on the droplet surface (Higgins et al., 1996), but
also the assembly and transport of clusters inside a helium droplet (Mozhayskiy
et al., 2007). The catalytic property originates from the high ionization poten-
tial of helium in connection with the almost frictionless, superfluid environment
it provides.
Clusters of other species are grown inside helium droplets, when the beam
of helium clusters is crossed an atomic beam. Noble gas atoms are known
(Lewerenz et al., 1995) to penetrate inside the droplet after the collision. In
this way, successive encounters of a droplet with atoms lead to a growth of a
cluster inside the droplet. Each time an atom is captured by a helium droplet
a bonding energy of several eV is released through evaporation of helium atoms
(Lewerenz et al., 1995; Lehmann and Dokter, 2004). Lewerenz et al. (1995)
have measured the number of evaporated helium atoms per one captured xenon
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atom to be about 200-300. As a result of evaporation, the dopant is kept at an
ultracold temperature of 0.37K.
Having considered the formation of clusters and their structural properties,
we now discuss their response to intense laser irradiation.
2.2. Matter in intense light fields
We first consider the sources of intense femtosecond laser pulses in the near-IR
frequency range in Sec. 2.2.1. Then, the basic features of interaction of atoms
(Sec. 2.2.2) with intense laser light will be explained. Clusters will be discussed
in the following Sec. 2.3.
2.2.1. Laser sources
Remarkable progress in the field of laser technology in the last several decades
has enabled ultrashort, intense laser pulses to be routinely produced in many
laboratories around the world. The chirped pulse amplification (CPA) technique
(Strickland and Mourou, 1985) allows to generate laser pulses, in which the
electric field exceeds by several orders of magnitude the field inside atoms. Cur-
rently, lasers with peak intensities of about 1021W/cm2 are available (Mourou
et al., 2006). These pulses are usually produced by a titan-sapphire laser system
with a wavelength of about 800 nm, which corresponds to a photon energy of
1.55 eV and a period of the laser cycle of about 2.7 fs.
The size of a sample under investigation (an atom, a molecule or a cluster) is
typically much smaller than the laser wavelength and the size of the laser focus.
Therefore, the electric field of the laser can be written as only depending on
time without considering the spatial dependence (dipole approximation)
E(t) = E0(t)ez cos (ωt+ ϕ) . (2.2)
Here E0(t) describes the time-dependence of the pulse envelope, ez is a unit
vector along the z-axis, ω is the laser frequency, ϕ is the carrier-envelope (CE)
phase. The pulse duration may be varied in a range between a few hundred
femtoseconds down to several femtoseconds, corresponding to a few optical cy-
cles. The value of the CE phase can be controlled with a great precision [see
Krausz and Ivanov (2009) and the references therein]. Besides that, modern
pulse-shaping technology (Weiner, 2000) allows to adjust phase, amplitude and
polarization (Brixner et al., 2004) of individual spectral components which con-
stitute a pulse.
Having discussed the properties of the laser pulses to be used we now turn to
a sample of interest. In order to understand how clusters are ionized by intense
laser pulses, one should first consider this process in atoms.
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2.2.2. Atoms
A bound electron can escape from an atom by absorbing a photon if its energy
exceeds the binding energy of an electron (Einstein, 1905). At high light in-
tensities, however, also photons with lower energy may ionize an atom through
a process involving many photons. This process is called multiphoton ioniza-
tion (MPI). The way MPI occurs in atoms depends on the laser frequency and
intensity.
When the intensity is much lower than the characteristic atomic intensity
(Iat = 3.51× 1016W/cm2), corresponding to the electric field inside a hydrogen
atom, MPI occurs through the ’vertical’ channel [Fig. 2.2(a)], via several tran-
sitions through virtual states. Ionization rate may be significantly enhanced if
any intermediate resonances are present. A classical analogy maybe useful for
understanding this process: an electron is ’heated’ by bouncing with oscillating
potential walls and climbs up in the classically allowed region (Ivanov et al.,
2005). It is effective when the laser frequency is close to the characteristic re-
sponse frequency of a bound electron. Energy is absorbed in small portions
during many laser cycles, i. e. in a perturbative fashion.
At higher intensities and lower frequencies tunneling ionization is more likely
to occur [Fig. 2.2(a)], which is inherently a quantum process. Here the electric
field of the laser is large enough to bend down the Coulomb potential and form a
barrier. The electron tunnels through the barrier, which is more likely to occur
if the barrier does not move too much during tunneling.
The Keldysh (1965) adiabaticity parameter is usually used to distinguish be-
tween these two regimes:
γ =
√
Eip/2Up, Up = E2/4ω2, (2.3)
where Up is the ponderomotive energy, i. e. the cycle-averaged energy of a free
electron oscillations. The tunneling channel prevails at γ  1 and the vertical
channel at γ > 1.
However, there is no clear distinction between these two regimes: the tunnel-
ing component is also present in the vertical ionization regime γ > 1 and, the
vertical MPI may occur during tunneling (Ivanov et al., 2005).
If the laser intensity is increased further and exceeds a certain critical value,
the maximum of the barrier becomes lower than the energy level of the electron.
Then, the bound state can no longer exist and the electron is ionized [Fig. 2.2(c)].
This process is called barrier-suppression (BS) ionization or over-the-barrier
ionization. It is at the basis of our treatment of ionization in the molecular
dynamics simulations described in Chapter 3.
In order to find out the critical intensity necessary for the BS, we consider
the one-dimensional problem in which the potential is written as
V (z) = −q/z + Ez. (2.4)
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Figure 2.2.: Three channels of multiphoton ionization of atoms: (a) ’vertical’ pertur-
bative; (b) tunneling; (c) barrier suppression. The curves show the Coulomb potential
of an ion (grey dashed) perturbed by the interaction with the electric field of the laser
(red). The total potential is shown as a black solid curve, according to Eq. (2.4). Blue
circle represents the outer-most bound electron.
Here q is the charge of an ion and E is the static external electric field. The
position the top of the barrier zmax can be found by solving the equation
∂V (z)/∂z = 0. Setting V (zmax) equal to the ionization potential Eip gives
an expression for the critical electric field (Bethe and Salpeter, 1957) for the BS
EBS = E2ip/4q. (2.5)
The corresponding critical intensity reads
IBS =
c
128pi
E4ip
q2
. (2.6)
In the above derivation we neglected the stark-shift of the initial state and
assumed zero magnetic quantum number of the electron m = 0. In fact, IBS
depends on the initial magnetic quantum number m of the electron and the
corresponding expression was given by Shakeshaft et al. (1990).
So far we discussed ionization of atoms in the framework of the single active
electron (SAE) approximation, which assumes only the outermost bound elec-
tron to respond to the laser pulse. This approximation is quite successful for
describing single ionization of atoms under intense laser pulses. However, the
understanding of double ionization of atoms or ionization of molecules requires
an insight into the correlated many-electron dynamics.
2.3. Clusters under intense laser pulses
When atoms get together to form clusters, novel properties emerge with respect
to their interaction with intense laser pulses. These properties depend not only
on the type of atoms, but also on the cluster size.
One of such properties is the effective absorption of energy from the laser
pulse (Fennel et al., 2010; Saalmann et al., 2006; Krainov and Smirnov, 2002;
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Posthumus, 2001). Remarkably, absorption of energy is more efficient in clusters
than in single atoms, and even in solids. Because of the high local density of
cluster gas, laser radiation couples to it as strongly as to solids. However, in
contrast to solids, there are no ways to dissipate the absorbed energy. That
is why the energy goes into the production of fast ions (Ditmire et al., 1997),
electrons (Shao et al., 1996) and high-frequency photons (McPherson et al.,
1994; Ditmire et al., 1996) and neutrons (Ditmire et al., 1999) (see Fig. 2.3).
These pioneering experiments are covered in details in recent reviews (Fennel
et al., 2010; Saalmann et al., 2006) and doctoral theses (Islam, 2006; Marchenko,
2008) In this section we focus on physical processes during the laser-cluster
interaction (Sec. 2.3.1, Sec. 2.3.2) and discuss the specific features of composite
clusters (Sec. 2.3.3).
Figure 2.3.: Interaction of clusters with intense femtosecond laser pulses. Clusters
absorb energy more efficiently than atoms or solids, which leads to production of
energetic electrons, ions and high-frequency photons.
In order to understand the extraordinary energy absorption by clusters, we
need to get an insight into their time-dependent behavior under intense laser
pulses. This requires time-resolved measurements on both femtosecond and
attosecond timescales.
2.3.1. Three stages of intense laser-cluster interaction
It is helpful to divide the process of intense laser-cluster interaction into three
stages (Saalmann et al., 2006). At the first stage, called “atomic ionization”,
pulse atoms are ionized independently of each other by the electric field at lead-
ing edge of the laser pulse. Ionization at this stage is called inner ionization and
occurs mainly through tunnelling or barrier suppression. Some of the ionized
electrons acquire positive total energy and leave the cluster, i. e. they undergo
outer ionization. Other ionized electrons stay inside the cluster attracted to
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its positive ion background. Since they are free to travel inside the cluster vol-
ume, they are called quasi-free (Last and Jortner, 1999). Thus, after the first
stage and the cluster nanoplasma is formed that consists of ions and quasi-free
electrons.
At the second stage the nanoplasma expands while still interacting with the
laser field. A number of processes responsible for energy absorption take place
at this stage. Ions are further ionized by a combined force of the laser and
other ions [ionization ignition (Rose-Petruck et al., 1997)]. Quasi-free electrons
oscillate driven by the laser pulse and are heated to high temperatures. The
heating becomes extremely efficient and leads to significant outer ionization
when the collective oscillations of quasi-free electrons become resonant with the
laser pulse (plasma resonance, see Sec. 2.3.2 below).
At the third stage, when the laser pulse has ceased, the ions continue to ex-
pand. Then, the cluster potential becomes shallower, resulting in the rise of
potential barriers between the ions and thus hindering inner ionization. How-
ever, this makes it easier for the hot quasi-free electrons to leave the cluster.
Quasi-free electrons that reside inside the cluster recombine with the ions pro-
ducing x rays. At this stage experimentally observable distributions of particles
are formed.
Now we discuss in more details how the energy absorption takes place.
2.3.2. Pathways of cluster ionization and energy absorption
Two ingredients are crucial for efficient energy absorption in clusters. The first
is ionization ignition, which enables effective inner ionization. Second one is the
plasma resonance, which is powerful enough to drive the quasi-free electrons out
of the cluster, i. e. outer ionize them. Both of these aspects are absent in single
atoms, while only on of them, the ionization ignition, occurs also in solids [it is
called “hole-assisted energy deposition” (Gaier et al., 2005)]. Hence, there is no
efficient means for outer ionization during intense laser-solid interaction.
Ionization ignition takes place in the following way. Since at the leading edge
of the laser pulse every atom in the cluster becomes at least singly ionized by
the laser, a strong electric field is rapidly built up in the cluster. The combined
action of the laser field and the static field of ions leads to further ionization.
If the electrons ionized this way would perfectly screen the background charge,
then the ionization would stop as soon as the ion charges are screened enough.
However, there are several factors, which make the screening imperfect and thus
enhance the ionization ignition. First, the laser field drives quasi-free electrons
back and forth and “unscreens” parts of the cluster. Second, since the quasi-free
electrons form a thermal distribution with a certain temperature, they occupy
larger volume than the ions. Besides, those electrons at the high-energy tail of
the distribution leave the cluster. Ionization ignition comes to an end because of
cluster expansion or because ion charge states, in which the ionization potential
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is too high, are reached. Alternatively, the removal of all electrons from an
atom (for light atoms) limits this process. Thus, due to ionization ignition
many quasi-free electrons are produced in the cluster.
A plasma resonance occurs if the laser pulse is long enough, so that the cluster
expands significantly already during the pulse. Initially the eigenfrequency of
the ion background is much larger, than the laser frequency, due to a high
charge density of ions. The cluster expansion leads to a decrease in the charge
density of ions, hence the eigenfrequency also goes down. Therefore, at some
point the eigenfrequency matches with the laser frequency. Then, the plasma
resonance occurs, during which quasi-free electrons are driven resonantly and
absorb energy very efficiently (Saalmann and Rost, 2003). It will be considered
from a theoretical point of view in Sec. 4.3 of Chapter 4.
The plasma resonance has been observed experimentally by measuring the
absorbed energy as a function of the pulse duration or, alternatively, as a func-
tion of the delay between the two pulses in a pump-probe scheme [for example,
Zweiback et al. (1999)].
While it is generally agreed that the resonance of collective electron oscilla-
tions (plasma resonance) is the most efficient way to transfer energy from the
laser pulse into the cluster (Ditmire et al., 1996; Ko¨ller et al., 1999; Saalmann
and Rost, 2003), different variants of resonant heating or new subtle effects are
being discussed (Jungreuthmayer et al., 2004; Kundu and Bauer, 2006; Deiss
et al., 2006; Fennel et al., 2007a).
2.3.3. Composite clusters in intense laser fields
Composite clusters exhibit a richer dynamics under strong laser pulses. Different
atomic species constituting composite clusters may have different ionization
potentials, therefore they can be ionized at different times during the laser pulse.
They may also have different number of electrons, which leads to saturation of
the ionization for certain atomic species. Besides that, atoms with different
masses expand at different velocities during the cluster explosion.
Several experimental studies reported that composite clusters are advanta-
geous as compared to homogeneous ones with respect to x-ray emission (Jha
et al., 2005), production of energetic electrons (Jha and Krishnamurthy, 2008,
2009) and ions (Hohenberger et al., 2005). The experimental results indicate
(Jha et al., 2005) that when argon clusters are doped with water, the time-
integrated yield of the x-ray emission from argon K-shell is enhanced by approx-
imately a factor of twelve as compared to pure argon clusters. These findings
were supported by additional experiments, where water-doped argon clusters
were found to yield more energetic electrons than pure argon clusters (Jha and
Krishnamurthy, 2008). Yet another set of experiments performed with a differ-
ent dopant (CS2 molecules) has given similar results (Jha and Krishnamurthy,
2009).
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Jha et al. (2005) argue that an increase in the electron density due to the
presence of easily ionizable water causes the observed enhancement. However,
our preliminary simulations have not confirmed this explanation. Hence, the
reason for a dramatic enhancement of the energy absorption is still not un-
derstood. Extensive additional simulations are necessary to shed light on this
phenomenon.
Besides that, xenon-argon clusters with a core-shell structure exhibit inter-
esting electron dynamics under the action of intense UV laser pulses (Hoener
et al., 2008). In another scenario, deuterons, fast enough to induce nuclear fu-
sion (Ditmire et al., 1999) can be generated more efficiently in heteronuclear
clusters (Last and Jortner, 2001; Hohenberger et al., 2005).
Dinh et al. (2010) review recent results on composite clusters, as well as
clusters embedded in a matrix or deposited at a solid surface, in a somewhat
lower intensity regime.
2.4. Scenarios of cluster explosion
After the interaction with an intense laser pulse the cluster explodes. The regime
of explosion depends on the degree of ionization of the cluster nanoplasma, which
is, in turn, determined by the cluster size and the parameters of the laser pulse
(intensity and duration).
2.4.1. Coulomb explosion vs. quasi-neutral expansion
There are two limiting cases of the cluster explosion. First, the quasi-neutral
expansion occurs when most of quasi-free electrons remain in the cluster. In this
case, the thermal energy of quasi-free electrons is converted into the directed
motion of both electrons and ions (Gurevich et al., 1966; Crow et al., 1975;
Kovalev and Bychenkov, 2003; Mora and Grismayer, 2009). [This regime is
also called in the literature “hydrodynamic expansion” (Ditmire et al., 1996)].
In contrast, when most of quasi-free electrons are removed from the cluster,
bare ions repell each other and undergo Coulomb explosion (Last et al., 1997;
Nishihara et al., 2001). We first explore the conditions at which these two
limiting cases are realized and their characteristic features. Then, we discuss
an intermediate case between these two limits, which is most often realized in
experiment.
For simplicity we consider laser pulses much shorter than the characteristic
timescale of ion motion. Then, the details of the interaction during the pulse
do not affect the explosion and only the degree of ionization at the end of the
pulse plays a role. Moreover, plasma resonance does not occur in this case and
the main channel of outer ionization is the cluster barrier suppression (BS) (see
AppendixA). Consequently, the regime of explosion depends only on the cluster
size and the laser intensity.
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This dependence is illustrated in Fig. 2.4. The dark-grey area above the “clus-
ter BS” line corresponds to the pure Coulomb explosion, while the light-grey area
shows the domain of “nanoplasma expansion”, which includes the quasi-neutral
plasma expansion (just above the “atomic BS” line) and the intermediate case.
In the white area below the “atomic BS” line, atoms are not ionized significantly
and no explosion occurs.
The laser field needed to suppress the Coulomb barrier of the cluster in order
to remove all ionized electrons is given by ECBS = Q/R
2 [Eq. (A.5)], where
Q = qN is the total charge of all ions, q is the charge per atom (q = 1 for
hydrogen), N is the number of atoms in the cluster and R is the cluster radius.
We express the cluster radius R in terms of the number of atoms N and the
atomic density ρat and write the corresponding barrier suppression intensity
ICBS(N) as a function of the number of atoms N
ICBS(N) = AN
2/3, (2.7)
where A = (4piρat/3)
4/3cq2/(8pi). The dependence ICBS(N) [Eq. (2.7)] is shown
in Fig. 2.4 as a solid blue line (“cluster BS”). The intensity ICBS(N) increases
as a function of the number of atoms, since larger clusters create a deeper ion
background potential, which is more difficult to suppress by the laser field.
Hence, higher intensities are needed.
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Figure 2.4.: Regimes of cluster explosion in terms of the laser intensity I and the
number of atoms in the cluster N . Blue lines show the barrier suppression (BS) in-
tensities for the hydrogen atoms (“atomic BS”), according to Eq. (2.6), and hydrogen
clusters (“cluster BS”), according to Eq. (2.7). All curves correspond to atomic hydro-
gen clusters with the charge per atom q = 1 and the atomic density ρat = 0.01436 a. u.
The theoretical description of the cluster explosion is considerably easier in
the case of pure Coulomb explosion (Last et al., 1997), since only ions need to
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be taken into account. This approximation is called “cluster vertical ionization”
(CVI).
However, CVI applies fully only for clusters consisting of light elements, such
as hydrogen or helium. In this case, the laser intensity can be high enough to
ionize atoms up to their maximum charge state. It is not the case for heavier
atoms, in which there will still be bound electrons left. Then, ions at the cluster
surface, which experience the strongest internal electric field from other ions,
may become ionized and released electrons reside in the cluster as quasi-free.
This brings the system away from the CVI to the nanoplasma expansion regime.
In order to realize one of the limits (Coulomb explosion or quasi-neutral ex-
pansion) in practice, one needs to have a precise control over the experimental
parameters, such as the cluster size and the laser intensity (see also Sec. 2.5
below). Since this is usually not the case, an intermediate regime is most often
realized. In this regime, the system has a strong positive charge, but there is
also a significant number of quasi-free electrons inside the cluster, which screen
the cluster center. This leads to the Coulomb explosion of ions at the cluster
surface and the quasi-neutral expansion of the central part, as recently studied
experimentally (Thomas et al., 2009).
2.4.2. Anisotropic explosion
We have considered above the laser pulse shorter than the timescale of ion
motion. Hence, the processes during the pulse do not influence the cluster
explosion. Specifically, if the cluster was spherically symmetric initially, the
explosion would also be spherically symmetric or isotropic.
When longer pulses are applied, the dynamics during the pulse affects the
explosion. As a result, the spherical symmetry of the exploding cluster is broken
by the oscillations of quasi-free electrons driven by the laser pulse. This leads to
an anisotropic explosion, which was observed by measuring the anisotrpopy of
kinetic energy distributions of ions (Springate et al., 2000; Kumarappan et al.,
2001, 2002; Krishnamurthy et al., 2004; Hirokane et al., 2004; Symes et al.,
2007). Higher kinetic energies of ions are observed in the direction of the laser
polarization.
Kumarappan et al. (2001) proposed an explanation for the anisotropic ion
emission: dipole fields created by an oscillating cloud of quasi-free electrons
create higher ion charge states near the poles of the cluster. This leads to
higher Coulomb repulsion for these ions and makes them faster.
Another reason for the anisotropy could be the effect of a plasma filament
formed due to spreading out of ions and electrons after the explosion of individ-
ual clusters, as discussed by Breizman et al. (2005). However, there was so far
neither theoretical, nor experimental investigations performed in order to dis-
tinguish the anisotropy due to macroscopic plasma effects, from the anisotropy
in single cluster explosions.
In the case of molecular clusters, anisotropy may be caused by the alignment
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of molecules along the laser polarization during the leading edge of the main
laser pulse, or during a weaker pre-pulse. This effect will be discussed in more
details in Sec. 6.3.1 of Chapter 6.
In contrast to all previous studies, Skopalova´ et al. (2010) have recently re-
ported the anisotropic ion emission with more energetic ions coming in the
direction perpendicular to the laser polarization. The main difference of this
study from previous ones is that regime of ultrashort pulse durations was ex-
tensively explored here. The pulse duration was varied in the range of 8-160 fs.
The anisotropy was found to increase with the pulse duration at first, reaching
its maximum at around 30 fs, and then diminish.
Although the gross features of cluster explosions and their qualitative regimes
are reasonably well understood, the question concerning the origin of the explo-
sion anisotropy remains open. The progress in this particular issue and in the
field in general is quite difficult, because of several problems related to compar-
ison between experimental and theoretical results.
2.5. Comparison between experiment and theory
While a typical calculation deals with a single cluster under a laser pulse with
fixed parameters, a typical measurement result is a characteristic of a macro-
scopic interaction region, in which the laser beam intersects with the cluster
beam. This region contains many clusters with different sizes and laser inten-
sity there depends on the position. We first describe the effect of the cluster
size distribution and intensity distribution on the observables. Then, we discuss
possible ways to improve the calculations or the experimental setups in order
to enable direct comparison.
As we have seen above (Sec. 2.4.1), the regime of cluster explosion depends on
the cluster size. Hence, clusters with different sizes explode in a different fashion.
Each of them not only produces ions with different maximum kinetic energies,
but may also have a qualitatively different shape of the whole kinetic energy
distribution of ions (KEDI). Hence, the measured KEDI is a convolution of all
these different distributions and it is hard to extract meaningful information
about explosion of individual clusters from this measurement. The distribution
of intensities in the laser focus leads to similar problems in the measurement
of KEDI, because the regime of cluster explosion depends also on the laser
intensity.
A solution to the latter problem was demonstrated in recent experiments per-
formed by Do¨ppner et al. (2007, 2010). In these studies, the width of the cluster
beam was made smaller than the focal volume of the laser beam. Therefore,
it was possible to scan the cluster beam through the focal volume along the
propagation direction of the laser beam by changing the lense position. In this
way a well-defined intensity dependence of the cluster ionization was determined
(Do¨ppner et al., 2010).
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The problem of the wide cluster size distribution can be resolved by perform-
ing additional mass selection in the cluster beam. However, the density of the
cluster beam will be significantly reduced in this case and much more sensitive
particle detectors need to be used. An alternative to the actual mass selection,
can be an “oﬄine” mass selection, in which the cluster size is measured inde-
pendently, for example, by x-ray diffraction [according to preliminary results of
Mo¨ller (2010)].
There are also persistent efforts to overcome these problems from the theory
side. So far no microscopic simulation has been performed, which would include
averaging over both the cluster size distribution and the laser intensity distri-
bution, because of tremendous computational efforts required. However, both
these effects have been accounted for analytically assuming that single-cluster
KEDI arise from pure Coulomb explosion (Islam et al., 2006).
Since the beginning of this thriving field of research the interaction between
experiment and theory was at a merely qualitative level. In contrast, today it
is progressing towards a direct quantitative comparison, due to rapid develop-
ment of experimental tools and computational methods. Although the problems
mentioned above are quite difficult to overcome, they are not fundamental but
merely technical.
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3. Theoretical methods for intense
laser-cluster interaction
There is a variety of theoretical approaches to describe interaction of intense
laser pulses with clusters. In this chapter we first discuss a general Hamilto-
nian of the problem (Sec. 3.1) and review theoretical methods available in the
literature (Sec. 3.2). Then, in Sec. 3.3 we describe the microscopic molecular dy-
namics (MD) method we have used and, finally, discuss the validity of classical
approximation and examine possible quantum effects in Sec. 3.4.
3.1. The Hamiltonian
The Hamiltonian of the system of N particles (ions and electrons) with pair-wise
Coulomb interactions under the action of an external time-dependent electric
field has the form:
H =
∑
1≤i≤N
p2i
2mi
+
∑
1≤i<j≤N
qiqj
|ri − rj| +
∑
1≤i≤N
qiriE(t), (3.1)
where ri, pi and qi are coordinates, momenta and charges of the particles. The
last term in Eq. (3.1) accounts for the interaction with the classical electric field
E(t) of the laser pulse in the length gauge, using the dipole approximation. It is
valid for cluster sizes much smaller than the laser wavelength, that is for clusters
with less than about 106 atoms. For larger clusters effects due to the laser pulse
propagation must be considered.
The electric field of the laser pulse [Eq. (2.2)]
E(t) = E0(t)ez cos (ωt+ ϕ) . (3.2)
oscillates in time. Here E0(t) gives the time-dependence of the pulse envelope, ez
is a unit vector along the z-axis, ω is the laser frequency, ϕ is the carrier-envelope
phase. We use the non-relativistic approximation and neglect contributions from
magnetic fields. The classical description of the laser field is a good approxima-
tion for intense enough pulses, i. e. when there is a large number of photons in
the pulse. Otherwise, quantum electrodynamics description is necessary.
We consider here the Eq. (3.1) as a classical Hamilton function, since classical
mechanics is the basis of our description of the laser-cluster interaction (Sec. 3.3).
However, it can also be seen as a quantum-mechanical Hamilton operator if
we replace the positions ri and momenta pi of particles by the corresponding
quantum operators.
21
3.2. Survey of simulation methods
Here we briefly review theoretical methods to describe intense laser-cluster in-
teraction. We focus on problems relevant to the results of this thesis and com-
parison with the methods we use. For more vast and detailed overview consult
the recent papers by Saalmann et al. (2006); Fennel et al. (2010).
Due to tremendous complexity of the dynamics described by the Hamiltonian
Eq. (3.1) exact analytical solution is not possible. Hence, a vast variety of ap-
proximate analytical and numerical methods for describing intense laser-cluster
interaction have emerged. They can be classified in several ways according to
their scope and level of approximation. They can be classical or quantum, mi-
croscopic or macroscopic, relativistic or non-relativistic with a whole range of
intermediate cases in between of these three categories. The choice of method
is determined by the parameter regime of interest, i. e. cluster size, composition
and laser parameters, also by processes of interest.
3.2.1. Quantum methods
An exact approach to the problem described by the Hamiltonian Eq. (3.1) is the
solution of the time-dependent Schro¨dinger equation (TDSE) (if we consider the
positions ri and momenta pi as quantum operators). The analytical solution is
available only for N = 1. That is the Volkov plane-wave state of a free electron
under the action of the electro-magnetic field (Volkov, 1935). In order to describe
more than one particle, numerical computations are necessary. Although even
numerically, a full solution is only possible for simplest atoms (H, He) and
molecules (H+2 , H2). Because of that, a range of approximations is used.
For example, quantum density functional theory calculations, which were suc-
cessfully applied to stationary many-electron states in solids, were generalized
to treat time-dependent problems related to atoms, molecules and small clus-
ters under laser irradiation (Brewczyk et al., 1998; Suraud and Reinhard, 2000).
Using the time-dependent density functional theory (TDDFT) approach the
breathing motion of ions in small sodium clusters was studied using this ap-
proach by Andrae et al. (2002). Similarly, Isla and Alonso (2005) used this
method to explore fragmentation and Coulomb explosion of a deuterium cluster
ion D+13.
However, the time-dependent formulation of the DFT involves problems re-
lated to memory effects (Maitra et al., 2002). An alternative approach, a mul-
ticonfiguration time-dependent Hartree-Fock (MCTDHF) (Zanghellini et al.,
2003; Caillat et al., 2005), which overcomes such difficulties, was demonstrated
only for a 1D model system with up to 8 electrons and so far has not been used
for clusters under intense laser pulses. Therefore, a more drastic approximation
is usually made, in which the ionized electrons are described classically.
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3.2.2. Classical methods
Even classical description is quite difficult, because the Coulomb forces are of
long-range nature, so that the interaction cannot be cut off at a certain distance.
Analytical solutions of the classical equations of motion originating from the
Hamiltonian Eq. (3.1) are possible only in trivial cases and are certainly not
available for N > 1. Since the system described by Eq. (3.1) is strongly driven
by the laser field, it is far from thermodynamic equilibrium. Therefore, one
must be careful when applying methods and notions of equilibrium statistical
mechanics.
In an attempt to describe spectacular pioneering experimental results on in-
tense laser-cluster interaction (Ditmire et al., 1997, 1999)], a phenomenological
nanoplasma model was proposed by Ditmire et al. (1996). In this model the clus-
ter is treated as a homogeneous plasma sphere. Ionization and electron heating
are included using the corresponding rate equations. In spite of a large number
of parameters and drastic simplifying assumptions, the model was successful in
qualitatively explaining the efficient energy absorption by clusters. However,
the nanoplasma model did not provide the desired level of understanding and
the underlying assumptions were difficult to verify.
Therefore, several groups have developed classical microscopic MD methods
(Rose-Petruck et al., 1997; Ditmire, 1998; Ishikawa and Blenski, 2000; Last
and Jortner, 1999; Fomichev et al., 2005) with the inclusion of ionization via
tunneling rates, direct evaluation of the tunneling integral (Siedschlag and Rost,
2002) or classical barrier-suppression (Saalmann and Rost, 2003). Recently,
this method was also generalized for the case of intense VUV laser pulses by
introducing a sophisticated treatment of screening plasma electrons (Georgescu
et al., 2007; Georgescu, 2008). In addition, understanding of the results of
microscopic MD simulations in terms of very simple models proved to be fruitful
(Saalmann and Rost, 2003; Breizman et al., 2005).
Currently, the microscopic MD simulations are agreed to be an optimal com-
promise between the computational feasibility and the level of approximations.
In spite of that, interesting complimentary approaches are proposed. For exam-
ple, Deiss et al. (2006) have described electron-ion scattering more exactly, while
other details of the laser-cluster interaction were included in a less detailed sta-
tistical manner. In order to reach larger clusters, Jungreuthmayer et al. (2004)
have used a three-dimensional microscopic particle-in-cell (PIC) method to treat
the laser-driven dynamics of xenon and argon clusters. In a somewhat higher
intensity regime Peano et al. (2005) performed relativistic PIC simulations of
laser-cluster dynamics and reported the formation of shock waves during the
cluster explosions.
Theoretical description becomes simpler for treating cluster expansion after
the laser pulse is over. Analytical solutions have been found using the kinetic de-
scription for the two limiting cases: purely Coulomb explosion (Kovalev and By-
chenkov, 2005) and quasi-neutral plasma expansion (Dorozhkina and Semenov,
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1998; Kovalev and Bychenkov, 2003).
Current theoretical methods have been reasonably successful for understand-
ing the processes in cluster nanoplasmas created and driven by intense laser
pulses and explaining the experimental results. Nevertheless, a more system-
atic, reliable and unified description of the interplay between the dynamics in
single atoms and molecules and in the cluster nanoplasma is still missing. A
possible solution to bridge this gap is the development of semiclassical methods.
There is also a hope for the further development of the computer power, in which
case a quantum methods with full inclusion of correlations such as MCTDHF
would become feasible.
3.3. Our method: classical microscopic molecular
dynamics
Our approach (Saalmann and Rost, 2003; Saalmann, 2006) is to trace in time
the motion of all particles in the cluster nanoplasma using classical MD method
in a fully microscopic manner. While usually, the MD simulations are used to
investigate equilibrium or transport propreties of systems close to equilibrium
(Allen and Tildesley, 1991; Frenkel and Smit, 2002), here we are concerned with
studying strongly-driven dynamics far from thermodynamic equilibrium.
From a mathematical point of view, MD simulation is an initial value problem.
Hence, we will first discuss our choice of initial positions for atoms in the cluster
(Sec. 3.3.1). Then, in Sec. 3.3.2 we will consider details of our MD calculations:
computation of forces (Sec. 3.3.2), treatment of ionization (Sec. 3.3.2).
3.3.1. Initial configuration
In this study we will investigate pure xenon clusters and those embedded in
helium droplets (Chapter 5), as well as molecular hydrogen clusters (Chapter
6). Therefore, we describe the way we obtained the coordinates of atoms in
these clusters, which serve as initial condition for the MD calculations.
For xenon clusters atomic positions are chosen according to the lowest energy
configuration (Wales et al., 2007) assuming the interatomic interaction to be of
Lennard-Jones (LJ) type. The LJ potential for two particles at a distance r from
each other is given by VLJ(r) = 4ε [(σ/r)
12 − (σ/r)6], where ε is the depth of the
potential well, σ is the characteristic length. We take it to be σ = 7.649 a. u.
(Assael, 1996). (This value is determined by measuring viscosity of a xenon
liquid.)
While the structure of xenon clusters is well described classically using the
LJ interatomic potential, helium clusters are of essentially quantum nature, be-
cause the zero-point energy is almost as high as the cluster binding energy.
However, it is quite easy to determine structures of pure helium clusters with
arbitrarily large sizes using the variational Monte Carlo technique (VMC) [see,
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for example, Kalos and Whitlock (2008)]. In the case of a doped helium cluster,
VMC becomes difficult, because the trial wavefunction must have a more com-
plicated shape, than for the pure helium cluster. Therefore, more elaborated
and computationally heavier methods such as quantum diffusion Monte Carlo
(QDMC) are used (Hammond et al., 1994) for an exact quantum description.
Clearly, only small clusters with less than a few hundred atoms can be handled
in this way.
Since we need to describe considerably larger clusters with several thousands
of atoms, approximate methods are used. One of them is based on random
placement (RP) of helium atoms (see AppendixB), another one is a hybrid
quantum-classical (QC) approach (Bonhommeau et al., 2008). In AppendixB
we compare the results obtained using these two methods with an exact QDMC
calculation. Despite of the discrepancies in the radial density, the results of the
MD simulations describing the dynamics induced by an intense laser pulse agree
well for all three methods. Thus, both the RP and QC techniques are valid ways
to generate structures of doped helium clusters for the purpose of studying their
interaction with intense laser pulses.
In Chapter 5 we used the RP technique to generate xenon-helium clusters,
because it is faster and simpler than the QC method. However, it is not suited
to treat non-spherical dopants, in which case, the QC approach can be used.
Similarly to helium clusters, hydrogen clusters are also essentially quantum.
Therefore, we obtain the initial positions of atoms and molecules in hydrogen
clusters in the same way as we did for helium clusters, using the RP technique
(see AppendixB). In order to invesigate the effect of the molecular nature
of hydrogen clusters on their explosions in Chapter 6, we construct artificial
atomic hydrogen clusters with the same density of atoms. To do this, we place
the atoms randomly. For molecular hydrogen clusters, we first specify randomly
the molecular CM coordinates and then place two hydrogen atoms around the
CM of each molecule so that the distance between them is equal to the average
interatomic distance in a hydrogen molecule. The orientation of the molecule
is either also chosen randomly, or a particular ordered orientation is chosen (all
molecules aligned along one axis or radially).
We assume all atoms in the cluster to be initially at rest, since their motion
close to the ground state is negligible as compared to the subsequent dynamics
under intense laser irradiation. Therefore, all atoms have zero initial velocities.
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3.3.2. Integrating the equations of motion
Knowing the initial state of the system, specified by coordinates and velocities1
of all particles at t = 0, we want to find out how it changes in time. For this we
solve the classical Newton’s equations of motion in the following way.
First, forces fi(t) acting on every particle from all other particles and the
external laser field are calculated (see below). Then, positions of particles are
advanced according to
ri(t+∆t) = ri(t) + vi(t)∆t+ fi(t)∆t
2/(2mi). (3.3)
Using the new values of positions ri(t+∆t), new forces fi(t+∆t) acting on all
particles are evaluated. This allows to compute the velocities at the next time
step:
vi(t+∆t) = vi(t) + [fi(t+∆t) + fi(t)]∆t/(2mi). (3.4)
Equations (3.3) and (3.4) were proposed by Swope et al. (1982) and are called
the velocity Verlet scheme. It is a modification of the Verlet (1967) algorithm.
Both algorithms are discussed in details by Allen and Tildesley (1991). The
advantage of the velocity Verlet scheme is that it is symplectic, (preserves phase
space volume) and time-reversible (Frenkel and Smit, 2002). It is also stable
and conserves energy well over long times even when relatively large time steps
are used (Allen and Tildesley, 1991).
For simulating the nanoplasma dynamics (Chapter 5), where the shortest time
scale is determined by electron motion we typically use ∆t = 0.07 a.u. When
considering purely ion dynamics of cluster Coulomb explosion (Chapter 6) a
significantly longer time step is used ∆t = 1a.u.
A Coulomb potential has a singularity at a zero interparticle separation, which
in the case of electron-ion interaction leads to unphysical classical recombination.
In order to prevent it, we use a smoothened Coulomb potential for electron-ion
interaction
Uij(r) =
qiqj√
r2 + a2
, (3.5)
where a is the smoothing parameter. We typically choose it to be around 1 a.u..
For electron-electron and ion-ion interactions we use bare Coulomb potential,
since for the repulsive interaction the singularity does not cause problems if the
time step is sufficiently small.
Computation of forces
The calculation of long-range Coulomb forces between all particles at each time
step is the most computationally expensive part of the simulation. When the
1The Hamiltonian Eq. (3.1) was defined in terms of momenta of particles, because they play
a role of the canonical coordinates in the corresponding Hamilton equations of motion.
But here, it is more natural to use velocities, instead of momenta. In all considered cases
there is a simple connection between momenta and velocities pi = mivi, where mi is the
mass of a particle.
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number of particles is of the order of 104 − 105, direct force calculation, which
involves going through all pairs of particles becomes prohibitively slow.
In this case, we calculate forces using the implementation (Dachsel, 2009)
of the fast multipole method (FMM) originally proposed by Greengard and
Rokhlin (1987). The basic idea of the FMM is to decrease the number of explicit
force calculations by employing the fact that a force from a group of distant
charges resembles the force from a single point particle with the same total
charge. Consequently, the computation time for force calculation with FMM
scales linearly with the number of particles N , in contrast to N2 scaling of the
direct calculation.
However, FMM has a computational overhead, which is comparable with
the gain in performance for a small number of particles. According to our
experience, it makes sense to use FMM only for systems withN & 5000 particles.
Treatment of ionization
Ionization of atoms in the cluster is a key process leading to the formation of
the nanoplasma. We include it using a single active electron approximation
(SAE), which assumes that only an outer-most bound electron may become
ionized. It is done by assigning to every atom its outer-most bound electron
as a classical particle. An electron placed in a smoothened Coulomb potential
Eq. (3.5) with an initial velocity chosen such that the binding energy equals to
its correct quantum-mechanical value. When the external electric field acting
on an atom becomes large enough, the Coulomb barrier becomes lower than the
electron energy. Hence, an electron escapes from its atom (Saalmann, 2006).
A distinctive feature here, as compared to the barrier suppression ionization
of a single atom (Sec. 2.2.2), is a strong effect of the cluster environment, which
cannot be neglected. In our approach, the most important ways in which the
cluster environment influences the ionization are naturally included. First, the
potential barrier for an electron is lowered by the presence of neighboring ions.
Second, the ionization may also occur due to electron-impact, during which
the momentum is transfered from a projectile electron to a bound one. Third,
electric fields from other electrons and ions lead to energy shifts of (classically)
bound electrons affecting the ionization. Besides that, classical analogues of the
double ionization due to rescattering and the vertical multiphoton ionization
(Sec. 2.2.2) are also included in this treatment.
This is in contrast to other MD-based approaches [for example (Fennel et al.,
2007b)], where different processes such as tunneling or barrier suppression ion-
ization, electron-impact ionization, etc. are included separately using different
rates. The rates are usually defined for a single atom and it is often not clear
how they are affected by a rapidly changing charged cluster environment.
Furthermore, approximate rates for tunneling ionization proposed by Am-
mosov et al. (1986) (ADK formula) are often used to include the ionization
during the intense laser-cluster interaction. Bauer and Mulser (1999) argue
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that the use of the ADK formula is not allowed when the external electric field
exceeds the barrier suppression threshold [Eq. (2.5)]. They have compared the
ionization rates of atomic hydrogen calculated using the ADK formula with
those from the solution of the time-dependent Schro¨dinger equation (TDSE)
in the barrier suppression regime. A significant discrepancy between the two
results was found.
In cluster nanoplasmas there are strong local electric fields. Hence, even when
the laser intensity is still in the tunneling regime, the sum of the local field and
the laser field typically exceeds the barrier suppression threshold. Thus, the use
of ADK rates for the ionization of atoms in clusters has a strong drawback.
However, the disadvantage of our approach is that it neglects tunneling ion-
ization and electron impact ionization of deeper bound electrons. The latter
may happen due to energetic quasi-free electrons in the cluster nanoplasma.
Therefore, we expect our treatment of ionization to underestimate the degree of
ionization.
Recombination is not taken into account in our approach, but can be esti-
mated using additional assumptions (Fennel et al., 2007b). Additional effects,
such as quantum reflection from the barrier, interferences of different parts of
the electron wave-packet that are ionized at different times, are neglected in our
approach.
When using this way to treat the atomic ionization, one needs to be careful
with the choice of the smoothing parameter a in Eq. (3.5). If it is too large,
electrons would revolve around ions along large orbits. As a result, the dipole-
dipole interaction between the ’classical atoms’ may lead to artificial ionization.
Hence, the stability of the initial cluster configuration with respect to artificial
ionization must be tested for a sufficiently long time comparable with the total
simulation time.
3.3.3. Observables
The raw output of an MD calculation is the positions and momenta of all ions
and electrons at every time step as well as the charge states of all ions. But the
information about trajectories of individual particles is not physically relevant,
since the dynamics is typically chaotic, i. e. the trajectories depend sensitively on
the initial conditions, which are not known very precisely. Similarly, the charge
states of individual ions are not meaningful, because the ionization depends on
the chaotic motion. Only more “global”, averaged variables, which characterize
the system as a whole have a physical meaning. Hence, we use this data to
calculate some other quantities, or observables, which are fewer in number and
are physically meaningful.
All observables can be calculated as functions of time during the pulse, or their
final values immediately after the pulse may be taken as a characteristic. None
of these are, however, experimentally accessible. In order to calculate quantities
which can be measured, one needs to propagate the particles of interest for times
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much longer than the pulse duration (several picoseconds or more), until they
reach a virtual detector. As a result, the values of these observables may be
influenced by post-pulse effects not related to the laser-cluster interaction.
Here we discuss the observables from the theoretical point of view and do not
restrict ourselves to those measurable in experiment. Our methodology is to first
obtain a detailed understanding of the processes in the microscopic simulation
and only then attempt to make a connection with the experiment.
Some observables characterize the state of the nanoplasma as a whole, such as
energy absorption or its rate. Others show what is happening with the electron
subsystem (number of electrons, electron temperature), or the ion one (cluster
radius). It can be calculated as the distance of the furthermost ion from the
CM or the mean standard deviation of all ions from the CM, and characterizes
the ion expansion.
The average charge per atom can be defined in two ways. First, the average
ionic charge q, taken as a sum of all ion charges divided by the number of
ions, characterizes the inner ionization. Second, the average total charge qtot,
calculated as a sum of charges of all ions and quasi-free electrons divided by
the number of ions, indicates the degree of outer ionization. Note, that the
total average charge qtot is smaller than the ionic one, because it includes the
screening effect of quasi-free electrons.
The center-of-mass (CM) motion of quasi-free electrons, characterized by their
CM velocity vCM tells us something about their driving by the laser. The phase
shift of the CM velocity with respect to the electric field of the laser φt indicates
whether the system is at resonance.
Composite clusters, which are at the focus of this thesis, have several specific
features in terms of observables. In composite clusters the nanoplasma can
temporarily encompass only parts of the cluster, which contain easily ionizable
species. Therefore, additional observables, such as nanoplasma extensions, can
be used to trace the shape of the transient nanoplasma in time. The map of
the electric field inside the cluster provides a more detailed information about
the shape of the transient nanoplasma and the motion of the electron cloud.
Moreover, the enhancement of the local electric fields at resonance is clearly
seen on this map. In composite clusters observables can also be studied as
functions of the size of cluster parts containing different species.
Another important observable, is the kinetic energy distribution of ions (KEDI).
It characterizes the process of cluster explosion and is directly measurable in ex-
periment. As we will show in Chapter 6, in some cases measuring KEDI allows
one to obtain information about the initial cluster structure. Furthermore, it
can be measured with angular resolution, which indicates whether the explosion
is isotropic or not.
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Distinction between bound, quasi-free and outer ionized electrons
Electrons in cluster nanoplasmas behave differently depending on how much
energy they have. Accordingly, one can classify them into bound, quasi-free
and outer ionized ones (see Sec. 2.3.1). In order to characterize the cluster
nanoplasma, we need to make a quantitative distinction between them. It is
needed, for example, to determine the total average charge per atom, CM ve-
locity and temperature of quasi-free electrons etc. Since all electrons in the
simulation are treated on an equal footing, we need an additional procedure to
make this distinction.
Most simply, outer ionized electrons are identified by having positive total
energy. They are either already outside the cluster or will leave it in a short
time. Both classically bound and quasi-free electrons have negative total energy.
Hence, it is more difficult to distinguish between them. It could be done by
considering the interaction energy between an electron and its closest ion: an
electron is bound if the interaction energy is negative. However, this criterion
can be misleading: in spite of positive interaction energy electrons often behave
as bound (Georgescu, 2008). That is because our system consists of many
particles interacting through long-range forces.
Therefore, we use a better, dynamical criterion proposed by Georgescu (2008).
For every electron with negative total energy we mark an ion, which is its closest
neighbour. The revolution angle α of an electron around this ion is recorded at
every time step. When an electron first comes into the vicinity of this ion, we
set the winding angle α = 0. At every subsequent time step we calculate the
increment of the winding angle ∆α and add its to the current value. For this
we first transform coordinate and velocity vectors of an electron re, ve to the
reference frame of the ion
r′e = re − ri, v′e = ve − vi, (3.6)
where ri, vi are the coordinate and velocity vectors of the ion in the lab frame.
Then, we calculate instantaneous angular velocity of the electron with respect
to its closest ion
ω = [r′e × v′e] /|r′e|2, (3.7)
where r2ei is the electron-ion distance. Then, the increment of the winding num-
ber at the current time step is given by
∆α = |ω|∆t. (3.8)
If an electron comes closer to another ion, the angle α is again reset to zero.
We define an electron to be bound if α > αmin (we take αmin = 3pi). It means
that it circles around the same ion long enough. Otherwise, we mark it as quasi-
free. This criterion is not very sensitive to the exact value of αmin: choosing it
in a range between 2pi and 4pi leads to very similar results (Georgescu, 2008).
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Thus, calculation of observables is a crucial part of the simulation. The
choice of observables constitutes the way we filter the simulation data in order
to make sense of it. The art here is to choose from the numerous possibilities
the observables, which elucidate the effects of interest.
Having described the method we use to investigate clusters under the action
of intense laser pulses based on the classical MD technique, we proceed to the
discussion of the validity of the classical approximation and possible quantum
effects.
3.4. The role of quantum effects
Classical mechanics is a limit at ~ → 0 of a more general description given by
quantum mechanics. In this section we examine specific conditions, at which
classical mechanics can be applied to describe interaction of intense laser pulses
with clusters.
Classical approximation in quantum mechanics is based on the Ehrenfest the-
orem
d
dt
〈q〉 =
〈
∂H
∂p
〉
, (3.9)
d
dt
〈p〉 = −
〈
∂H
∂q
〉
. (3.10)
It describes the law of motion for the mean values of coordinates q and conjugate
momenta p of a quantum system. Equations (3.9), (3.10) are formally identical
to the classical Hamilton equations. However, the mean values 〈q〉, 〈p〉 follow
the classical dynamics only if the mean values of the functions of the right-hand
sides in (3.9), (3.10) can be replaced by the functions of the mean values [see, for
example (Messiah, 1958)]. This condition is fulfilled for ions, since their large
mass makes the wavefunctions to be strongly localized. Hence, the discussion
below is concerned only with electrons.
An essential quantum element in laser-cluster dynamics is the atomic ion-
ization. Being important thoughout all the three stages of intense laser-cluster
interaction (Sec. 2.3.1), it is especially crucial at the first stage, since it is respon-
sible for the nanoplasma formation. Possibilities to include atomic ionization in
the classical MD calculation were discussed in Sec. 3.3.2. The third stage, ’re-
laxation’, also involves an important quantum feature, namely recombination.
We do not discuss it here, because we do not consider this stage explicitly in our
calculations. Therefore, we evaluate here the importance of quantum effects at
the second stage, ’critical expansion’, during which the nanoplasma is already
formed, but is still quite compact and interacts with the laser field.
At this stage, possible quantum effects are related to quantum degeneracy of
quasi-free electrons and become important when the de Broglie thermal wave-
length of an electron λdB = ~/
√
2pimekBTe is comparable or larger than the
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average distance between electrons, that is when
λdBn
1/3
e & 1. (3.11)
Equation (3.11) is equivalent to the condition for the electron temperature to
be of similar or smaller value than the Fermi temperature
Te .
4pi2~2
3mekB
n3/2e . (3.12)
In this case, the kinetic energy due to quantum uncertainty is comparable or
larger than the thermal energy. Therefore, quantum effects are negligible when
the electrons are hot and dilute enough.
Typically, during the interaction with the laser pulse the temperature of quasi-
free electrons is Te ' 30 eV and their density equals the atomic density times
the degree of ionization q. Then, for helium clusters with q = 2, ne = 0.04/A˚
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and λdBn
1/3
e / 0.08. Therefore, to a good approximation the effects of quantum
degeneracy of electrons can be neglected.
However, at the leading edge of the laser pulse electrons, which have just
been ionized, can still be cold, so that the condition Eq. (3.12) is not fulfilled.
Although, the electrons are then rapidly heated to high temperatures, the effect
of this initial ’quantumness’ should be investigated. It is especially relevant
for the interaction with intense VUV or x-ray laser pulses, where the electron
heating is much less efficient than for the visible laser light.
In addition, Deiss et al. (2006) claim that a more accurate quantum treatment
of large-angle elastic electron-ion scattering using realistic atomic potentials is
necessary to explain heating of quasi-free electrons in large clusters. Another
possible effect is related to quantum interference. Burenkov and Tikhonova
(2010) argue that after the inner ionization an electron appears in the quasi-
continuum with a broad momentum distribution. This leads to interference
during electron-ion scattering, which contributes to electron heating through
laser-stimulated bremsstrahlung (Burenkov and Tikhonova, 2010).
While microscopic classical MD currently seems to be the best compromise
between the computational feasibility and exactness of the description, there is
an urgent need for more sound approaches. The desirable feature of a better
approach would be the unified description of both many-electron correlated
dynamics in atoms and the motion of the quasi-free electrons in the nanoplasma.
Then, we would be able to study the influence of the nanoplasma enviroment
on processes inside atoms and vice versa. Work in this direction is important in
view of rapid development of new light sources, which allows us to gain insights
into completely new regimes of light-matter interaction, in which many of the
usual assumptions do not hold anymore.
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4. Cluster nanoplasma: a
statistical approach
In this chapter we introduce a statistical approach to describe electron and ion
processes in the cluster nanoplasma. This approach is useful for a better un-
derstanding and interpretation of the results of microscopic molecular dynamics
(MD) simulations, which will be presented in the next Chapter 5. Moreover, it
allows to obtain analytical results. Since, this approach is not limited by the
cluster size, it can be used to gain insight into the behavior of larger clusters
for which the MD is not tractable numerically.
We will first outline the Vlasov-Poisson approach in Sec. 4.1, consider the
quasi-equilibrium situation in Sec. 4.2 and then use the approach to retrieve
analytically global characteristics of the cluster nanoplasma such as the distri-
bution of quasi-free electrons over the total energy (Sec. 4.2.2). In particular, we
find an analytical expression for this distribution which qualitatively explains
the results of microscopic MD calculations. Finally, we consider the laser-driven
center-of-mass (CM) motion of the electron cloud (Sec. 4.3).
4.1. Vlasov-Poisson formalism
We approximate the full microscopic dynamics described by the Hamiltonian
(3.1) and the corresponding Hamilton equations of motion using the kinetic ap-
proach in the mean field approximation. It assumes that the binary interactions
between the particles are less important than the interaction of a given particle
with the mean field created by all other particles. This leads to Vlasov equations
for the distribution functions of ions fi = fi(r,v, t) and electrons fe = fe(r,v, t)
(Vlasov, 1968)
∂fi
∂t
+ v · ∂fi
∂r
− q
mi
∂ϕ
∂r
· ∂fi
v
= 0, (4.1)
and electrons
∂fe
∂t
+ v · ∂fe
∂r
+
∂ϕ
∂r
· ∂fe
∂v
= 0, (4.2)
where the dot represents a scalar product. Equations (4.1), (4.2) are considered
with the initial conditions
fi(r,v, t = 0) =fi0(r,v),
fe(r,v, t = 0) =fe0(r,v).
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Here the potential ϕ = ϕSC+ϕlas consists of the self-consistent potential created
by ions and electrons and the potential due to the external laser field. In order to
close the system, we use the Poisson equation, which connects the self-consistent
potential ϕSC to the distribution functions
∆ϕSC = −4piq
∫
(fi + fe) d
3v, (4.3)
The system of equations (4.1-4.3) is the basis for the analytical treatment of
the laser-driven cluster nanoplasma in this chapter and the process of Coulomb
explosion of clusters in Chapter 6.
4.2. Nanoplasma electrons at quasi-equilibrium
Since cluster nanoplasmas are transient and finite, one needs to be careful in
applying the language of thermodynamics to describe them. In particular, the
thermodynamical equilibrium is not possible here in a strict sense, because the
nanoplasma is not stationary due to two processes: (i) the ion expansion (see
Sec. 2.4) and (ii) the evaporation of the quasi-free electrons. The evaporation
occurs because the electrons are trapped in a potential with a finite depth.
However, if both of these processes occur slower than the time it takes for the
quasi-free electrons to equilibrate, a temporary quasi-equilibrium is achieved.
Furthermore, the long-range nature of the Coulomb interaction makes the
system non-additive (Dauxois et al., 2002). If we consider a function of state of a
non-additive system (for example, entropy), the sum of its values corresponding
to parts of the system is not equal to the value for the whole system.
We use thermodynamical notions in this section and assume quasi-free elec-
trons to obey the canonical Gibbs distribution in spite of precautions above.
This is justified, because the MD calculations demonstrate (Saalmann et al.,
2008; Georgescu, 2008) that once the cluster nanoplasma is formed, its electron
subsystem rapidly reaches a quasi-equilibrium state: the quasi-free electrons
reach the velocity distribution close to a Maxwellian one within a couple of
femtoseconds.
4.2.1. Self-consistent potential and electron density
The ion dynamics occurs at a much slower timescale of 10-100 fs. Hence, to
simplify the treatment we fix the ions in space and time. We also resort to a
particular simple case of ion background, a continuous spherically symmetric
density with a steplike profile
%i(r) =
{
3Q/ (4piR3) , r ≤ R,
0, r > R,
(4.4)
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where Q is the total charge of all ions and R is the cluster radius. The spherical
symmetry of Eq. (4.4) makes the whole problem spherically symmetric. The
charge distribution Eq. (4.4) gives rise to the potential
φi(r) =
{
−Q(3R2 − r2)/(2R3), r < R,
−Q/r, r ≥ R, (4.5)
which has has two characteristic energies:
V0 = −3Q/(2R) (4.6)
is the energy at the bottom of the potential and
V1 = −Q/R (4.7)
is the energy, at which the harmonic part of the potential turns into the Coulomb
part.
The ion distribution function then becomes fi = δ(v)%i(r). The equilibrium
distribution function of electrons is obtained from Eq. (4.2) in the stationary
case by setting ∂fe/∂t = 0 and is given by the canonical Gibbs distribution
fe(r, v) ∝ exp [−E(r, v)/kBTe] , (4.8)
where Te is the electron temperature and
E(r, v) =
v2
2
+ ϕSC(r), (4.9)
is the total energy of an electron. The density of electrons is obtained by inte-
grating Eq. (4.8) over the velocities
%e(r) = %e0 exp [−ϕSC(r)/kBTe] , (4.10)
where %e0 is a normalization constant.
Therefore, the Poisson equation Eq. (4.3) for spherical systems is simplified:
d2ϕSC(r)
dr2
+
2
r
dϕSC(r)
dr
= −4pi [%e(r) + %i(r)] . (4.11)
However, the application of Eq. (4.10) to finite systems is problematic, since
the electrons having velocities larger than a certain value vesc escape from the
system. This results in a non-normalizable electron density. To overcome this
problem, fast electrons may be excluded from the Maxwell distribution, which
leads to the so-called Michie-King distribution (King, 1966; Pohl et al., 2004)
%e(r) = %e0 exp
[
−ϕSC(r)
kBTe
]
IMK(r), (4.12)
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where
IMK(r) =
∫ χ(r)
0
exp(−x)x3/2dx, χ(r) = v2esc(r)/(2kBTe), (4.13)
where vesc is the escape velocity of an electron defined as
v2esc(r)/2 = max
r′≥r
[ϕSC(r
′)− ϕSC(r)] . (4.14)
If the potential ϕSC(r) is a monotonous function of the radial coordinate, then
the escape velocity is simply vesc(r) =
√
−2ϕSC(r) and χ(r) = −ϕSC(r)/(kBTe).
By substituting the electron density %e(r) from (4.12) into (4.11) we obtain:
d2ϕSC(r)
dr2
+
2
r
dϕSC(r)
dr
= −4pi
(
%i(r)− n0 exp
[
−ϕSC(r)
kBTe
]
IMK(r)
)
. (4.15)
By solving Eq. (4.15) one can find out the self-consistent potential ϕSC(r) and
obtain the electron density %e(r) using Eq. (4.12). This can be done numerically
using an iterative procedure (Pohl, 2005).
The shape of the electron density profile %e(r) is determined by the interplay
between electron-ion attraction on the one hand, and electron-electron repulsion
together with their thermal spreading on the other hand. While the former pulls
electrons toward the center, the latter stretches the electron density beyond
the cluster border. The higher the electron temperature, the more volume the
electrons occupy.
4.2.2. Energy distribution of nanoplasma electrons
Now we will derive the distribution of quasi-free electrons over their total energy
Etot(r, v). Since it depends on the self-consistent potential ϕSC(r), we first need
to solve Eq. (4.11) for ϕSC(r). This can only be done numerically, if the electron-
electron interaction is considered. However, we will solve it analytically under
the assumption of non-interacting electrons. Surprisingly, this result explains
qualitatively the total energy spectra obtained in MD simulations (Saalmann
and Rost, 2005; Gnodtke et al., 2011).
At equilibrium the probability for an electron to have its coordinate between
r and r + dr and velocity between v and v + dv is given by
P (r, v) ∝ r2v2 exp [−Etot(r, v)/kBTe] drdv, (4.16)
The probability Eq. (4.16) is obtained from the distribution function Eq. (4.8).
In order to determine the distribution of electrons with respect to their total
energy E, we first transform the variables in Eq. (4.8) from (r, v) to (r, E),
and then, integrate the resulting expression over the radial coordinate r in the
classically allowed region, i. e. from 0 to rm, where rm is the position of the
classical turning point determined from the equation
E(r = rm, v)− ϕSC(r = rm) = 0. (4.17)
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Finally, we obtain the probability for the ith electron to have a total energy
between E and E + dE
P (E)dE ∝ I(E) exp(−E/kBTe)dE, (4.18)
where
I(E) =
∫ rm(E)
0
r2
√
2(E − ϕSC(r))dr. (4.19)
Thus, knowing the self-consistent potential, we can obtain the total energy
distribution Eq. (4.18).
We consider only those electrons with V0 < E < 0, where V0 = −3Q/(2R)
[Eq. (4.6)], since only this range corresponds to a classically allowed region, in
which the integral Eq. (4.19) converges.1 Therefore, there is no need to addition-
ally exclude the escaping electrons with the help of the Michie-King distribution
Eq. (4.12).
In order to get an analytical expression for the total energy distribution
P (Etot) we assume that the Ne electrons trapped by the ion background po-
tential do not interact with each other.2 Then, the self-consistent potential in
Eq. (4.19) is equal to the bare ion potential ϕSC(r) = φi(r) [Eq. (4.5)]. In this
case Eq. (4.19) becomes simpler
I(E) =
∫ rm(E)
0
r2
√
2(E − φi(r))dr, (4.20)
and it is possible to integrate it analytically. Here φi(r) is given by Eq. (4.5)
and rm(E), according to Eq. (4.17), has the following expression:
rm(E) =
{
rm1 = R
√
2RE/Q+ 3, V0 ≤ E < V1,
rm2 = −Q/E, V1 ≤ E ≤ 0,
(4.21)
where V0, and V1 are given by Eqs. (4.6), (4.7).
Then, the integral in Eq. (4.20) assumes the form
I(E) =
{
IR(E), V0 ≤ E < V1;
IC(E), V1 ≤ E < 0,
(4.22)
where, the index ”R” refers to the energy range of the harmonic part of the
potential, V0 ≤ E < V1, and index ”C” corresponds to the energy range of
Coulomb tails, V1 ≤ E < 0,
IR(E) =
∫ rm1
0
r2
√
E − V0 − Q
2R3
r2dr, (4.23)
1Energies E < V0 correspond to a classically forbidden region, E > 0 is classicaly allowed,
but the integral Eq. (4.19) diverges, because the motion becomes unbound.
2As we will see below, in spite of this crude approximation the resulting expression surpris-
ingly well the qualitative shape of an exact distribution, obtained numerically. However,
for a quantitative agreement, an introduction of a reduced, effective ion charge is necessary.
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and
IC(E) = IC1(E) + IC2(E). (4.24)
Here
IC1(E) =
∫ R
0
r2
√
E − V0 − Q
2R3
r2dr (4.25)
and
IC2(E) =
∫ rm2
R
r2
√
E +
Q
r
dr. (4.26)
The integration of (4.23) and (4.24) yields:
IR(E) =
pi
16
(
2R3
Q
)3/2
(E − V0)2 , (4.27)
IC1(E) =− R
4
8Q
√
E − V1 (2E − 3V1) + R
3
4
√
E − V1
+
1
8
√
2
(
R3
Q
)3/2
(2E − 3V1)2×
arctan
[
2
(
1− E
V1
)]−1/2
(4.28)
IC2(E) =
R3
24E2
√
E − V1
[−8E2 + 2V1E + 3V 21 ]
+
Q3
8(−E)5/2 arccos
√
E
V1
,
(4.29)
Thus, Eqs. (4.18), (4.22) and (4.27-4.29) determine the distribution of quasi-
free electrons over total energy.
In order to compare the above results for different temperatures and also
to enable the comparison with the MD simulations, we need to normalize the
obtained distributions. We cannot perform the normalization over the whole
energy range, since the integral in Eq. (4.18) diverges when considering the en-
ergies in the Coulomb tail of the cluster potential. Therefore, we normalize P (E)
[Eq. (4.18)] in such a way, that there are Ne electrons with energies between V0
and V1: ∫ V1
V0
P (E)dE = Ne. (4.30)
In Fig. 4.1 the distribution of the quasi-free electrons with respect to the total
energy is presented for the different values of the electron temperature according
to Eq. (4.18) and using Eqs. (4.22), (4.27-4.29). The characteristic feature of the
distribution is the maximum at lower energies and the steep increase at energies
close to zero. When we increase the electron temperature Te, the maximum
moves to higher energies (cf. yellow and green curves in Fig. 4.1). Further
increase of Te leads to disappearence of the maximum. At some point the
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distribution becomes a monotonously growing function of the energy (red curve
in Fig. 4.1).
The energy Em corresponding to the maximum is given by
Em = 2kBTe − V0 (4.31)
if Em ∈ (V0, V1), which is true for sufficiently low temperatures i. e. when kBTe <
Q/(4R). In this case, the probability P (E) is determined by Eq. (4.18) and
Eq. (4.27). Then, Eq. (4.31) is obtained by differentiating Eq. (4.18) with respect
to E and equating the result to zero. The value of Em for higher temperatures,
when Em ∈ (V1, 0) cannot be expressed analytically, but one can easily find it
numerically.
Total energy distributions of quasi-free electrons in the cluster nanoplasma
were calculated by Saalmann and Rost (2005) with the help of MD simulations
(Fig. 4.2). It was found that there are two preferred energy regions for the
electrons: the first region is close to energy zero, and the second one is close to
the bottom of the cluster potential. This behavior is qualitatively the same for
various parameter regimes of strong laser-cluster interaction.
The comparison of the distributions in Fig. 4.1 and Fig. 4.2 shows that the
two-lobe structure of the spectra is predicted by the analytics. Also, the lower
energy maximum in Fig. 4.2 is asymmetric: the rise before the maximum is
much steeper than the subsequent decrease after the maximum. This behavior
is also captured by the analytical results in Fig. 4.1.
The influence of the driving laser manifests itself in the wiggles in the spectra
(see Fig. 4.2), which is an inherently non-equilibrium effect and is, of course,
absent in the analytical model results. Moreover, the equilibrium analytical
approach is not capable of describing electrons with positive energy, which are
seen in the MD calculation in Fig. 4.2. Those electrons are outer ionized, i. e.
they do not belong to the cluster anymore.
Thus, a very simple model, that of independent electrons in a fixed back-
ground ion potential, allows us to obtain an explicit analytical expression for
the distribution of quasi-free electrons over their total energy. This model ex-
plains qualitatively main features of the electron spectra observed in the full
MD simulations. In order to achieve a quantitative agreement, it is necessary
to introduce a reduced effective cluster charge Qeff < Q, which accounts for the
mean-field contribution to the electron-electron interaction (Mikaberidze et al.,
2011).
These findings are interesting, since they lead to several further research posi-
bilities. First, one could solve the Poisson-Boltzmann Eq. (4.15) numerically
with the electron-electron interaction included and obtain the total energy dis-
tribution according to Eq. (4.18). This would allow to find out the effect of
electron-electron interaction on the shape of the distribution and to evaluate
the quality of the analytical expressions. In addition, examining the discrep-
ancies between the quasi-equilibrium results and the full MD calculation would
help to identify the effects of the system’s finiteness and non-equilibrium nature.
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Figure 4.1.: Distribution of the quasi-free electrons with respect to the total energy
P (E), according to Eq. (4.18) with the cluster charge Q = 100, the cluster radius
R = 10.58 A˚ and the electron temperature Te = 6.8 eV (yellow), 13.6 eV (green) and
38.1 eV (red). For a better comparison, the distributions are normalized to have an
equal number of electrons in the harmonic part of the ion potential, i. e. the areas
below the curves between the solid vertical lines are equal.
Figure 4.2: Distribution of
quasi-free and outer ionized elec-
trons over their total energy Etot
as a function of time. A Xe9093
cluster was illuminated by a laser
pulse with a Gaussian profile
(shown as a gray-shaded figure),
peak intensity 16 × 1015W/cm2,
duration 25 fs. [Microscopic MD
simulations by Saalmann and
Rost (2005).]
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It is desirable to compare the theoretical results obtained above with the
experimental ones. This could be possible by applying a strong quasi-static
electric field, for example in the form of an intense mid-infrared laser pulse, to
the cluster nanoplasma. The electric field should be strong enough to outer-
ionize all quasi-free electrons. Then, by measuring their final kinetic energies
one could obtain information about their total energy distribution inside the
nanoplasma.
We now turn to the discussion of the harmonic oscillator model, where we
examine the effect of the laser field by including it explicitely in our description.
In addition, we drop the assumption of quasi-equilibrium for the electrons.
4.3. Harmonic oscillator model
This section is concerned with a simple model, in which the CM dynamics of the
quasi-free electron cloud is seen as that of a driven damped harmonic oscillater
(Parks et al., 2001; Fomichev et al., 2003a,b; Saalmann and Rost, 2003). Using
this model, it was demonstrated that the plasma resonance is the most efficient
way to couple clusters with intense laser light (see Sec. 2.3.2).
While the model was already discussed in the context of the intense laser
light-cluster interaction (Parks et al., 2001) even with the inclusion of higher-
order nonlinear terms (Fomichev et al., 2003a,b), the novel idea of Saalmann
and Rost (2003) was to directly compare the model parameters with the results
of microscopic MD calculations. Surprisingly good agreement was seen, and
in this way the validity of the harmonic oscillator model for the nanoplasma
dynamics was unequivocally established.
Whereas Parks et al. (2001) have obtained the harmonic oscillator model by
assuming electrons and ions to be rigid, uniformly charged spheres from the
very beginning, Fomichev et al. (2003b) have derived the model from the hy-
drodynamic equations. We derive it in a way similar to that of Fomichev et al.
(2003b), but our starting point is a more basic kinetic description [Eqs. (4.2),
(4.3)]. The way we do it is useful, since it clarifies the approximations made in
the process. This approach could also be helpful for developing more compre-
hensive models, because at every step of the derivation, the assumptions made
can be critically examined.
We will first derive the ’global’ harmonic oscillator model from the ’local’
microscopic kinetic equations. Then, we will present the comparison with the
microscopic MD calculations according to Saalmann and Rost (2003). We de-
vote much attention to the harmonic oscillator model, because it is crucial for
understanding the results of Chapter 5. There, it will be generalized to the case
of composite clusters and non-spherical nanoplasmas.
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4.3.1. Derivation from kinetic equations
In order to obtain the harmonic oscillator model, we first consider the time
evolution of the electron density
ne(r, t) =
∫
fe(t, r,v)d
3v, (4.32)
and velocity fields
uα(r, t) = n
−1
e (r, t)
∫
vαfe(t, r,v)d
3v. (4.33)
Here and below Greek indices like α run through cartesian coordinates x, y, z.
We obtain equations describing the time evolution of these quantities from the
Vlasov equation Eq. (4.2) using a standard technique (Lifshitz and Pitaevskii,
1981)
∂ne(r, t)
∂t
+
∂
∂rα
[uα(r, t)ne(r, t)] = 0, (4.34)
∂uβ(r, t)
∂t
+ uα(r, t)
∂uβ(r, t)
∂rα
=
∂
∂rβ
(ϕSC + ϕlas)− 1
ne(r, t)
∂
∂rα
Pαβ(r, t). (4.35)
Here, repeated indices imply summation over them and
Pαβ(r, t) = ne(r, t)
∫
(vα − uα(r, t)) (vβ − uβ(r, t)) fe(t, r,v)d3v (4.36)
is the pressure tensor.
The right-hand side of Eq. (4.35) shows the local force F(r, t) acting on the
liquid of quasi-free electrons, which has contributions from the laser field E(t),
the self-consistent mean-field potential of both ions and electrons ϕSC = φi+φe
and the electron pressure Pαβ. As in the previous section, we assume the ions
to have a steplike radial density [Eq. (4.4)] and be fixed in space. In this case,
the ion potential is again given by Eq. (4.5).
The self-consistent potential ϕSC(r, t) can be determined from the Poisson
equation (4.3). For convenience, we separate the electronic contribution from the
total self-consistent potential and obtain the Poisson equation only for electrons:
∆ϕe(r, t) = 4pine(r, t). (4.37)
Now, we simplify the problem by reducing the spatially local equations (4.34)
and (4.35) to a global equation describing the CM motion of the electron cloud.
We define the CM coordinate of the electrons
x(t) =
∫
d3r ne(r)r/Ne (4.38)
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and notice that
Ne
d2x(t)
dt2
=
∫
d3r
∂2ne(r, t)
∂t2
r =
∫
d3r
(
∂u
∂t
+ (u · O)u
)
ne(r, t). (4.39)
The second equality in Eq. (4.39) is obtained by differentiating the continuity
equation (4.34) by time and integrating the result by parts twice.
Then, after integrating Eq. (4.35) over the spatial coordinates, we obtain:
x¨(t) = 〈F(r, t)〉/Ne. (4.40)
Here 〈F(r, t)〉 is the average force acting on the electrons. To further simplify
the problem, we assume that the electron liquid is incompressible, i. e. the local
displacement of electrons from their equilibrium position X(r, t) coincides with
the CM displacement x(t). This holds when |X(r, t) − x(t)|  |x(t)|. Then,
the electron density, potential and pressure tensor are functions of only one
argument: ξ = |r− x(t)|, i. e. ne(r, t) = n0e(ξ), ϕe(r, t) = ϕ0e(ξ) and Pαβ(r, t) =
P 0αβ(ξ). The superscript “0” refers to quantities at t = 0.
In this case, the average force can be expressed explicitly:
〈F(r, t)〉 = NeE(t)− ∂
∂x
[∫
d3rϕ0i (r)n
0
e(ξ)
]
. (4.41)
The first term on the right-hand side of ...
Note, that we do not assume a quasi-equilibrium state for the electrons, but
rather restrict the electron cloud to be spherically symmetric and move as a
whole without deformations.
We consider the cluster to be quasi-neutral, i. e. the total charge of all ions
is equal to the number of electrons Q ≈ Ne. We also assume that the electron
density follows the ion density ne(r) = qni(r), where q is the average charge
per ion. In this case, the integral in Eq. (4.41) is calculated analytically and
Eq. (4.40) now becomes (Fomichev et al., 2003b)
x¨+ 2Γx˙+ Ω2x− 9Ω
2
16R
x|x|+ Ω
2
32R3
x|x|3 = E(t), (4.42)
where
Ω =
√
4pi%i/3 =
√
Q/R3 (4.43)
is the cluster eigenfrequency, %i is the charge density of ions, Q is the total
charge of all ions and R is the cluster radius.
The phenomenological relaxation constant Γ introduced here accounts for the
internal heating of the quasi-free electrons. The quadratic and fourth order
nonlinear terms in (4.39) lead to the appearance of odd harmonics in the time-
dependence of the solution x(t) of Eq. (4.42).
On the other hand, if the cluster nanoplasma undergoes a significant outer
ionization and acquires the positive charge Q−Ne, an equation similar to (4.39)
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can be derived (Fomichev et al., 2003b), which differs from it only in the non-
linear terms.
Thus, we have obtained the equation (4.39) for the CM motion of quasi-free
electrons from Vlasov-Poisson equations (4.1-4.3).
4.3.2. Comparison with the molecular dynamics results
We will now demonstrate that Eq. (4.39) is useful to understand the efficient
energy absorption of the cluster nanoplasma. We rewrite it, assuming that
|x|/R is small enough, so that we can neglect the nonlinear terms
x¨+ 2Γtx˙+ Ω
2
tx = E(t), (4.44)
where Γt and Ωt now depend parametrically on time due to the cluster ionization
and explosion. The displacement x is now a scalar, since we consider the linearly
polarized laser field E(t). It turns out that the solution to Eq. (4.44)
x(t) = At cos(ωt− φt) (4.45)
describes reasonably well the entire CM electron dynamics. The amplitude At,
phase φt, damping Γt and eigenfrequency Ωt are slowly varying functions of
time, as indicated by the index t. Their change in time is much slower, than
the laser period 2pi/ω. Since only two of the four variables are independent, one
can express Γt and Ωt in terms of At and φt
Ω2t = ω
2 + (F0/At) cosφt, (4.46)
Γt = F0/(2Atω) sinφt. (4.47)
In Fig. 4.4, the cluster eigenfrequency is shown as a function of time using
two different ways to calculate it. The solid line is calculated using Eq. (4.43),
where Q(t) and R(t) are taken from the MD calculation [Fig. 4.3(a) and (b)].
On the other hand, the blue circles are the result of the calculation using the
relation Eq. (4.46), which implies the validity of the harmonic oscillator model.
In Eq. (4.46) the oscillation amplitude At and the phase shift φt are taken from
the MD simulation [Fig. 4.3(c) and (d)]. The two results for Ωt agree reasonably
well, which confirms the validity of the harmonic oscillator model.
Having established that the harmonic oscillator model describes well the
nanoplasma dynamics, we can now understand how the nanoplasma efficiently
absorbs energy from the laser pulse. Consider the laser-cluster dynamics shown
in Fig. 4.3. The charging rate, indicated as a grey area reaches two maxima
during the interaction. The first one is at the leading edge of the laser pulse,
when all the atoms in the cluster become at least singly ionized by the laser.
The second maximum occurs later in the pulse, when the cluster has expanded
considerably.
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Figure 4.3: Dynamics of Xe923 under a
strong laser pulse (λ = 780 nm, I =
9 × 1014W/cm2, rise and fall time 20 fs,
plateau betweent = −80 and +80 fs). All
quantities are shown as functions of time.
(a) Average charge per atom (circles, left
axis) and the corresponding charging rate
(grey-filled area, right axis). (b) Radii R
of all cluster shells in units of their initial
radii R0. (c) CM velocity vCM of the elec-
tron cloud inside the cluster volume. The
electron oscillations occur mostly along the
linear polarization of the laser, whereas the
electron velocity perpendicular is small and
barely seen in the figure. (d) Phase shift φt
of of the collective oscillations with respect
to the driving laser. [The figure is taken
from (Saalmann and Rost, 2003)]
Figure 4.4.: Parameters of the harmonic oscillator model as functions of time cal-
culated from Xe923 dynamics in Fig. 4.3. The cluster eigenfrequency Ωt is plotted
according to Eq. (4.43) as a solid line and according to Eq. (4.46) as blue circles. The
damping rate Γt is plotted using Eq. (4.46) with red diamonds. The laser frequency
is represented by a horizontal dotted line. [MD simulations by Saalmann and Rost
(2003)].
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This second maximum is related to the main mechanism of energy absorption
through the plasma resonance, which occurs when the cluster eigenfrequency Ωt
coincides with the laser frequency ω. However, the maximum in the amplitude of
the electron oscillations is not reached at the plasma resonance, if the damping
rate is too high, as it is in our case. Hence, the phase shift φt between the
driving laser field and the oscillations of the electron cloud is a better means
to find out when the resonance occurs. Namely, it occurs when φt = pi/2 at
any value of the damping rate. The resonance in the MD simulation coincides
with the maximum of the charging rate [cf. Fig. 4.3(a) and (d)]. The phase
shift φt will play an important role in the analysis of the plasma resonances in
composite xenon-helium clusters considered in Chapter 5. It can be conveniently
calculated using a Hilbert transformation (see AppendixC).
Moreover, by looking at the time dependence of the phase shift for a certain
group of quasi-free electrons we can say whether most of them are strongly
bound to the cluster, or are free. For the strongly bound electrons, the phase
shift is close to 0, while for the free ones it is close to pi.
Thus, important insight into the laser-driven nanoplasma dynamics has been
gained by a direct comparison between the results of the microscopic MD cal-
culations and those of the harmonic oscillator model.
4.4. Conclusions
To summarize, we have shown using two examples that the system of Vlasov-
Poisson equations (4.1-4.3) provides a unified framework for describing a range
of problems related to laser-driven cluster nanoplasmas. In particular, we have
determined analytically the distribution of the quasi-free electrons with respect
to the total energy. This novel result provided an understanding of the shape of
the distribution observed in the MD calculations by Saalmann and Rost (2005).
Also, the harmonic oscillator model was explicitly derived from Eqs. (4.1-4.3).
In this way, we have demonstrated the connection between the two formalisms
and clarified the approximations used in the model.
Moreover, this approach is complimentary to the one in the next Chapter 5,
based on detailed microscopic MD calculations. The comparison of the results
obtained using these two approaches is useful in two ways. First, since the
statistical framework describes the motion of a many-particle system in terms
of several quantities, it can be used to understand and interpret the MD results.
Second, such a comparison may help to check the validity of the approximations
made in the statistical approach.
Importantly, crucial concepts related to the cluster nanoplasma were intro-
duced: the harmonic oscillator model, the phase shift between the electron
motion and the driving laser, the cluster eigenfrequency, etc. They provide
the reader with a necessary background for understanding the next Chapter 5,
devoted to intense laser irradiation of composite xenon-helium clusters.
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5. Ionization and energy absorption
in helium droplets doped with
xenon clusters
Helium droplets are ultracold quantum clusters, which are usually used to merely
isolate and cool the embedded species (see Sec. 2.1.3). In contrast to that, a
powerful interaction takes place between a doped species and a helium droplet
when irradiated with an intense laser pulse. Understanding this interaction is
crucial for the correct interpretation of experimental results. In this chapter
we will elucidate different aspects of this interaction by studying the ionization
and energy absorption of xenon clusters embedded in helium droplets under the
action of intense laser pulses.
The chapter is organized as follows. First, in Sec. 5.1 we consider the case of
a few xenon atoms embedded in large helium droplets. We consider ultrashort
laser pulses to be able to neglect the motion of ions, since they remain static
on the timescale of several femtoseconds. Hence, we concentrate here purely
on electron dynamics in the nanoplasma and discover an unexpected and quite
dramatic ionization ignition phenomenon. It stems from the composite nature
of the cluster. The result is important even beyond cluster physics because it
hints at a generic mechanism of radiation damage in transparent solids.
Then, in Sec. 5.2 we proceed to the case of medium-sized (100 atoms) xenon
clusters also at an ultrashort time scale. Helium droplet here leads to generation
of many more quasi-free electrons. As a consequence, the effective charge of
the xenon cluster is strongly reduced and the cluster explosion is slower. This
result has opened a new way to overcome the radiation damage problem when
performing x-ray diffractive imaging of biomolecules (Gnodtke et al., 2009; Hau-
Riege et al., 2010).
Finally, in Sec. 5.3 we discuss the ionization and expansion of helium droplets
doped with medium-sized xenon clusters under intense laser irradiation over a
longer timescale of hundreds of femtoseconds. An intriguing double resonance
feature that appears during the nanoplasma expansion is revealed with the help
of pump-probe simulations.
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5.1. Local ignition and anisotropic nanoplasma
growth
We first emphasize the main points of this section and then proceed with a
detailed quantitative explanation of the results.
By doping a helium droplet with a handful of heavier rare-gas atoms the inert
and transparent helium droplet can be turned into a highly reactive object,
which absorbs infrared light very effectively. This finding is quite surprising
since the pristine droplet cannot be ionized at all with laser light of 780 nm
wavelength at an intensity of I ∼ 1014W/cm2, which we will apply. Yet, with
a few xenon atoms inside, all electrons from the helium atoms are removed
so that the entire droplet containing as many as 105 helium atoms turns into
a nanoplasma. The efficient ionization requires two elements, an initial seed
and a resonant energy absorption process. The latter occurs on an ultrafast
electronic time scale, in contrast to the well known resonant absorption during
the explosion of a homogenous cluster, which occurs on the much slower time
scale of nuclear motion [Sec. 2.3.2, Ditmire et al. (1996); Saalmann and Rost
(2003)].
The embedded xenon cluster here takes the role of a nanoplasma seed, since
the ionization potential of xenon is lower (Eip=12.1 eV) than that of helium
(Eip=24.6 eV) and it resides at the cluster center (see Sec. 2.1.3). Therefore,
when the laser pulse is ramped up, xenon is ionized first producing a strong
static electric field, which is capable to significantly ionize helium in combination
with the laser field. Then, electrons from the droplet migrate to the center of
the cluster. However, the degree of ionization per helium atom that can be
achieved with field ionization decreases rapidly with the helium droplet size,
since the static field of the ion charge falls off quadratically with the distance
from the center.
Hence, to turn very large droplets into completely stripped atoms, something
more powerful needs to happen. We have found that it is a new kind of plasma
resonance that leads to the striking ionization avalanche. It seems at first that
resonant plasma absorption should not be possible because the dipole plasmon
frequency Ω of a spherical helium nanoplasma is too high to come into resonance
with a short laser pulse of frequency ω. However, since the ionization starts from
a small seed at the droplet center and is driven by a linearly polarized laser,
a non-spherical, cigar-shaped nanoplasma forms. It has a plasmon frequency
along the longer axis lower than that of a sphere with an equal charge density.
Therefore, resonance with the laser frequency is possible.
In order to demonstrate the two elements necessary for the avalanche ioniza-
tion and in particular the new resonance due to anisotropic nanoplasma growth,
we will present calculations for λ = 780 nm and for λ = 200 nm laser light. First,
we will show that the avalanche ionization effect occurs over a wide range of
sizes of embedded xenon cluster n – starting from a very few atoms – and also
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Figure 5.1: Ionization
and energy absorption of
a He2500 droplet doped
with a Xen cluster. (a)
Charge per helium atom
and (b) absorbed energy
as a function of the num-
ber of xenon atoms n.
The charge q refers to
the average number of
electrons released from
a droplet atom. Both
quantities are shown
for two different laser
wavelengths: λ = 780 nm
(circles) and λ = 200 nm
(squares). The other
laser parameters were
identical: peak intensity
I = 7 × 1014W/cm2,
Gaussian pulse
exp(− ln 2(t/T )2) with
a duration T = 20 fs, linear
polarization.
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Figure 5.2.: Charge per helium atom as in Fig. 5.1(a) for helium droplets doped with
a Xe13 core as a function of the droplet size m. The laser parameters are the same as
in Fig. 5.1. The black circle marks the droplet shown in Figs. 5.4 and 5.3.
over a wide range of helium droplet sizes m, spanning more than two orders
of magnitude (Figs. 5.1 and 5.2). Second, we will analyze the ionization dy-
namics of a particular cluster to understand the peculiarities of the resonance
mechanism here at work.
5.1.1. Cluster size dependence
Figure 5.1 summarizes the dependence of the helium cluster ionization on the
xenon core size n for a fixed droplet containing m = 2500 helium atoms. As can
be seen in Fig. 5.1, already very few embedded xenon atoms lead to complete
inner ionization, where inner ionization refers to the (average) number q of
electrons released from a droplet atom (see Sec. 3.3.3) with the maximum value
q = 2 for helium. Of course, these electrons may still be trapped by the global
droplet potential forming a nanoplasma as discussed below. Outer ionization,
i. e., the removal of electrons from the entire cluster, is determined by the plasma
dynamics and may depend on post-pulse effects (Fennel et al., 2007b)
The average charge of q = 2 indicates that the entire droplet has turned into
a nanoplasma, i. e. there are neither neutral atoms nor singly charged helium
ions left. How dramatic this effect is, becomes also evident by looking at the
absorbed energy, cf. Fig. 5.1b. Whereas the absorption for one xenon atom is
negligible, it reaches a few hundred keV for cores with n = 4 . . . 13 xenon atoms
due to the ignition of the droplet. The increase occurs more abruptly for the
longer wavelength (λ = 780 nm, circles in Fig. 5.1) than for the shorter one
(λ = 200 nm, squares in Fig. 5.1) as can be seen for the charge q in panel (a) as
well as for the absorbed energy in panel (b). The energy increases further for
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Figure 5.3: Ionization dynamics of
Xen@Hem (n = 13, m ≈ 20000) clus-
ter under an intense laser pulse with
780 nm wavelength. Other pulse pa-
rameters are the same as in Fig. 5.1.
(a) Charge per xenon atom: ionic q
(solid curve) and total qtot (dashed
curve); (b) CM velocity of quasi-free
electrons; (c) phase shift between the
CM oscillations of quasi-free electrons
and the driving laser field. Dashed
vertical lines indicate the moments at
which the snapshots of the electric
field inside the cluster are shown in
Fig. 5.6. The electric field of the laser
pulse is shown on top of the graphs.
cores with n = 55 . . . 135 xenon atoms up to values of about 1MeV. Here the
xenon core itself contributes considerably to the absorption.
The difference in absorption between the two laser wavelengths becomes much
clearer from the dependence on the helium droplet size m in Fig. 5.2, where the
size of the core Xe13 was kept constant. Increasing the droplet size m by almost
two orders of magnitude does not change the behavior for the larger wavelength
(circles in Fig. 5.2): up to a size of m ∼ 105 we find complete inner ionization.
We recall that not a single of these helium atoms would be ionized without the
xenon core. In contrast, at shorter wavelength the charge per atom decreases
for larger droplets (squares in Fig. 5.2) since the static field generated by the
xenon core ions can only ionize a droplet of a certain size as the field strength
drops quadratically with the distance.
Obviously, the Xe/He ratio is crucial. For smaller droplets m 104 the core
ions alone drive the complete helium ionization, for larger droplets m  104
they do not. The reason for the different behavior at the two laser frequencies is
resonant absorption. We will discuss it in detail since it exhibits novel features
which do not occur in homo-nuclear clusters.
5.1.2. Nanoplasma resonance during its anisotropic growth
Figure 5.3 shows the dynamics of a large Xen@Hem cluster with n = 13, m =
20000 under the action of a laser pulse with the peak intensity of 7×1014W/cm2,
20 fs pulse duration (FWHM) and 780 nm wavelength. The ionic charge per
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Figure 5.4: Anisotropic cigar-
shaped nanoplasma formation.
(a) Extensions L‖ and L⊥ of the
nanoplasma parallel (blue line) and
perpendicular (red) to z-axis as
functions of time for the droplet
marked in Fig. 5.2. The laser pulse
polarized linearly along the z-axis
has the same parameters as in
Fig. 5.1. Lines are averaged over a
laser cycle. The gray-shaded area
sketches the laser pulse envelope.
(b) Ratio L‖/L⊥ as obtained for
the smoothed curves from panel
(a).
helium atom, q, starts to grow rapidly shortly after the maximum of the pulse
[Fig. 5.3(a), solid curve] and reaches its maximal possible value of two, indicating
that each helium atom is doubly ionized. In contrast, the total charge per helium
atom, qtot, which includes the charge of quasi-free electrons (see Sec. 3.3.3), only
slightly increases, reaching approximately 0.2 [Fig. 5.3(a), dashed curve]. It
means that around 90% of electrons ionized from helium atoms remain in the
cluster as quasi-free.
The cloud of quasi-free electrons oscillates driven by the laser field as seen
from the time dependence of their center-of-mass (CM) velocity in Fig. 5.3(b).
The phase shift of these oscillations with respect to the driving laser field is
shown in Fig. 5.3(c). See AppendixC for details on the calculation of the phase
shift. It reaches the value of pi/2 at t ≈ t3 (indicated by one of the dashed
vertical lines in Fig. 5.3). Also, the charge q in Fig. 5.3(c) grows most rapidly
at about the same time. These are clear indications that electron oscillations
become resonant at t ≈ t3. But how does the resonance occur at such short
times?
Helium’s nuclear charge of two does not allow for charge densities %i larger
than two times the particle density of the droplet. The corresponding eigen-
frequency of a uniformly charged sphere Ω =
√
4pi%i/3 is given by Eq. (4.43).
It equals 0.16 a.u. for a completely inner-ionized helium droplet. This estimate
is smaller than the laser frequency ω = 0.23 a.u. for the shorter wavelength
λ = 200 nm. Hence, the resonance does not occur in this case. On the other
hand, the estimate is considerably larger than ω = 0.058 a.u., the laser frequency
for λ = 780 nm. To reach the resonance at 780 nm, the eigenfrequency of the
droplet could be lowered by expansion of the spherical cluster, which is the case
for the usual nanoplasma resonance (Ditmire et al., 1996; Saalmann and Rost,
2003). This, however, can be ruled out here, since we observe resonant absorp-
tion for a pulse length of 20 fs which is too short for sufficient droplet expansion,
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Figure 5.5.: Elongated nanoplasma geometry. Eigenfrequency Ω‖ for an ellipsoidal
nanoplasma in the direction of the long axis z in terms of the eigenfrequency for
a spherical nanoplasma Ω as a function of its aspect ratio α = R‖/R⊥ according to
Eq. (D.4). Upper inset: cross section of the nanoplasma (red atoms) around the xenon
core (blue atoms) in the helium droplet (lightgray atoms). The arrow marks the laser
polarization. Lower insets: cross sections of equipotential surfaces in homogeneously
charged ellipsoids with aspect ratios of α=2 and α=4, respectively.
even for the light helium nuclei. In fact, the nuclei are almost frozen during the
pulse. Consequently, the eigenfrequency must be lowered by some other means,
in order to come into agreement with the laser frequency.
The key to understand the eigenfrequency lowering is the geometry of the
nanoplasma formed. Our calculations reveal that ionization starts from the
doped core in the center of the droplet and subsequently spreads towards the
droplet surface. Most importantly, this spreading occurs anisotropically, namely
faster along the laser polarization than perpendicular to it, as shown in Fig. 5.4.
There, we have plotted the three-dimensional spatial extensions of the nanoplasma
using
Lx(t) =
n+m∑
i=1
qi(t) |xi(t)|
/ n+m∑
i=1
qi(t) (5.1)
and corresponding definitions for Ly and Lz, where qi(t) is the charge state of
the ith atom located at ri = (xi, yi, zi). The sum runs over all atoms. Since
our system is axially symmetric for a laser linearly polarized in z-direction, we
plot the extension L‖ = Lz along the laser polarization ez and perpendicular to
it, L⊥ = (Lx+Ly)/2. Figure 5.4(a) shows clearly that the nanoplasma spreads
much faster along the laser polarization axis with little extension perpendicularly
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Figure 5.6: Evolution of the electric
field inside the cluster. The electric
field magnitude E is shown by color
along the plane cutting through the
center of the cluster (Xe13@He20000)
at different times. The electric field
is created by electrons, ions and the
laser, which is linearly polarized in
the horizontal direction. The inner
grey circle divides the doped xenon
cluster and the helium droplet, while
the outer circle is the outer border of
the helium droplet.
to it until the peak of the laser pulse at t = 0 is reached. After the laser
peak for times t > 0 the plasma grows with increased rate perpendicularly to
the polarization. At the same time, the extension along the polarization axis
decreases, since more atoms close to the “equatorial plane” with z ≈ 0 are
ionized. From about t = 15 fs on the whole droplet is ionized giving rise to a
spherical nanoplasma for which L⊥ = L‖. The slight increase of both values for
t > 15 fs reflects the onset of droplet expansion.
Curiously, the amplitude of the electron cloud oscillations reaches its max-
imum at around the time of resonance [Fig. 5.3(b)]. This is in stark contrast
to the usual plasma resonance caused by the cluster expansion discussed in
Sec. 4.3.2, where the amplitude does not exhibit a maximum at resonance be-
cause of strong damping. Hence, either the damping is weaker in our case, or it
is the nanoplasma growth that leads to the maximum.
In addition, the geometry of the ionization process is visualized by plotting
the distribution of the electric field inside the cluster at different points in time
(Fig. 5.6). We see that the ionization starts from the few xenon atoms in the
center of the droplet. Subsequently an axially symmetric plasma channel is
formed. It gradually elongates and reaches the surface of the droplet. Only
after that, the ionization spreads into the whole droplet.
To get an estimate on the plasma frequencies involved, we approximate the
elongated plasma channel by a cigar-shaped spheroid with a semi-axis R‖ =
Rα2/3 along the laser polarization and a R⊥ = R/α
1/3 perpendicular to it.
Here, R is the radius of a corresponding spherical nanoplasma with the same
volume and α = R‖/R⊥ ≥ 1 the aspect ratio of the ellipsoid axes. We assume
that the ion background is charged homogeneously. This background induces a
potential which depends on the aspect ratio α [Eq. (D.2) in AppendixD]. Since
the potential Eq. (D.2) is harmonic in both coordinates ρ and z, equipotential
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surfaces are also spheroids [cf. lower insets of Fig. 5.5]. However, the shape of
these spheroids does not coincide with the plasma shape, and, therefore, the
ratio of the eigenfrequencies differs from the aspect ratio of the nanoplasma.
The eigenfrequency along the longer z-axis, i. e. along the laser polarization,
Ω‖ is given by Eq. (D.4) at and is shown in Fig. 5.5. For all values α > 1 the
eigenfrequency is lower than Ω, with a reduction of almost 50% for an aspect
ratio of α = 3.
This explains the resonant energy absorption: as the plasma channel elon-
gates along the polarization direction, the aspect ratio grows, hence, the eigen-
frequency Ω‖ decreases. At aspect ratios of α ≈ 3 . . . 4, cf. Fig. 5.4(b), the
ellipsoidal eigenfrequency Ω‖ is two times smaller than the corresponding eigen-
frequency Ω of a sphere. Around this aspect ratio, Ω‖ coincides with the laser
frequency giving rise to the plasma resonance. As a consequence, enough laser
energy is absorbed by the plasma electrons, so that the ionization continues in
the perpendicular direction and encompasses the whole droplet. This happens
very fast, since the resonance condition on the aspect ratio of the nanoplasma
is fulfilled through an electronic process. It does not rely on the slower nu-
clear motion of an exploding droplet as is the case in the conventional resonant
heating of a cluster.
5.1.3. Range of laser frequencies and intensities
The ultrafast plasma resonance in a xenon-helium cluster can be induced by
laser pulses in a wide range of frequencies. This range is limited from above
by the eigenfrequency of the embedded xenon cluster, given by Eq. (4.43), since
the nanoplasma is first formed in xenon and its elongation can only decrease
the eigenfrequency. This high-frequency limit depends only on the ionic charge
density of the embedded xenon cluster and does not depend on the droplet size.
In contrast, the low-frequency limit is determinded by the maximum aspect
ratio αmax = RHe/RXe achievable for a given cluster configuration. It depends
on both the radius of the helium droplet RHe and that of the xenon cluster RXe.
Hence, the minimum laser frequency for which the resonance is still possible is
ωmin = Ω‖(αmax). For example, in a Xen@Hem cluster with n = 13, m = 10
5,
cluster radii are RXe = 4.29 A˚, RHe = 102.6 A˚, yielding αmax = 23.9. This
gives the minimum laser frequency ωmin = 0.0196 a.u., corresponding to the
wavelength of about 2.3µm.
There are two requirements for the laser intensity. On one hand, it should
be high enough to produce a sufficient number of quasi-free electrons for the
seeding nanoplasma. On the other hand, it should be lower than the ionization
threshold of helium, so that the nanoplasma is first created only at the cluster
center where the easy ionizable dopant sits. In the present study we used a
laser intensity of 7 × 1014W/cm2 just below the barrier suppression ionization
threshold of helium. To confirm this analysis, more simulations are needed
which would explore a wider range of laser intensities and frequencies.
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Figure 5.7: Anisotropic
pancake-like nanoplasma for-
mation. (a) Extensions L‖ and
L⊥ of the nanoplasma parallel
(red) and perpendicular (blue)
to the z-axis as functions
of time for the Xen@Hem
(n = 13, m = 10000) cluster
in the case of circular laser
polarization (polarized in the
xy-plane). The curves are
averaged over the laser period
in order to smoothen the
sub-cycle structures. (b) Ratio
of the nanoplasma extensions
α = L‖/L⊥. The laser pulse
parameters are the same as in
Fig. 5.8.
5.1.4. Plasma resonance for circular polarization
Surprisingly, the ultrafast plasma resonance is invoked not only by a linearly
polarized laser pulse, but also by a circularly polarized one. In this case the
electric field of the laser pulse is given by
E(t) = E0(t) [ex cos (ωt+ ϕ) + ey sin (ωt+ ϕ)] , (5.2)
where we have chosen the maxima of oscillating the electric field to have the
same values as for the case of the linear polarization [Eq. (3.2)]. This choice
is appropriate in our case, because the threshold of the barrier suppression
ionization is determined by the maximum field and not by the total energy of
the pulse.
The time-dependence of the cluster ionization in the latter case is shown
in Fig. 5.8 for Xen@Hem cluster with n = 13, m = 10000. The dynamics is
similar to the case of the linear laser polarization in Fig. 5.3. The matching of
the phase shift with its resonant value of pi/2 at the time of the fastest inner
ionization indicates that the plasma resonance indeed takes place [cf. Fig. 5.8(a)
and Fig. 5.8(c)].
By looking at Fig. 5.7, where the nanoplasma extensions are shown versus
time, we see that the nanoplasma shape is significantly non-spherical: the
nanoplasma extensions along x- and y-axes are larger than the extension along
z-axis. This is because a laser pulse polarized in the xy-plane causes preferential
inner ionization in this plane.
We again approximate the shape of the nanoplasma by a spheroid, but now
an oblate (pancake-like) one. The ion background is assumed to be uniformly
charged. Then, the eigenfrequency Ω⊥ along the longer x- and y-axes is given
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(a) Figure 5.8: Ionization dynamics of
Xen@Hem (n = 13, m = 10000)
cluster under a circularly polarized
laser pulse with 780 nm wavelength,
3.5 × 1014W/cm2 peak intensity and
20 fs duration . (a) Charge per xenon
atom: ionic q (solid curve) and to-
tal qtot (dashed curve); (b) CM veloc-
ity vx of quasi-free electrons along x-
axis; (c) phase shift between the CM
oscillations of quasi-free electrons and
the driving laser field along x-axis.
The electric fields Ex (solid) and Ey
(dashed) of the laser pulse are shown
on top of the graphs.
by Eq. (D.5). It is shown as a function of the aspect ratio α in the lower left
quadrant of Fig.D.1 at α < 1. As seen from Fig.D.1, the eigenfrequency Ω⊥
grows monotonously with α.
We assume that during the resonance, the average charge per helium ion is
one. Then, the charge density of the corresponding nanoplasma would be equal
to the particle density of helium atoms, i. e. %i = 0.02/A˚
3. This yields a spherical
eigenfrequency of Ω =
√
4pi%i/3 = 0.11 a. u., which is about two times larger
than the laser frequency ωlas = 0.058 a. u.. Therefore, to reach the resonance,
we need to decrease the spherical eigenfrequency by a factor of two, and for this,
we need to reach aspect ratios of about 0.2 (see Fig.D.1). However, in our case
α is only around 0.5 at the time of resonance t ≈ 5 fs (cf. Fig. 5.7 and Fig. 5.8).
Although the simple model of a spheroid-like uniformly charged ion back-
ground goes in the right direction and offers a qualitative explanation for the
plasma resonance, it is not capable of a quantitative description. The reason
for the discrepancy here could be that the shape of the nanoplasma is different
from the ellipsoidal, or that the ion background is non-uniformly charged. In
any case, further work needs to be done to better understand the nature of the
ultrafast plasma resonance in the case of the circularly polarized laser pulse.
5.1.5. Summary and future work
We have shown that a helium droplet doped with just a few xenon atoms turns
completely into a nanoplasma after irradiation by a laser pulse of moderate
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intensity for which the pristine droplet is fully transparent. This surprisingly
powerful ionization becomes possible due to a plasma resonance caused by a
non-spherical nanoplasma shape during the pulse. The resonance leads to an
ionization avalanche on a fast timescale of a few femtoseconds and occurs for
both linear and circular laser polarizations. The phenomenon is expected to be
robust over a wide range of laser pulse parameters. Recently, dedicated exper-
imental studies of this effect were performed by Ramakrishnan et al. (2010).
Preliminary results are consistent with our predictions.
It is also interesting to study the local ignition phenomena in helium droplets
doped with other species (Ne, Ar, Kr). In fact, we expect a neon dopant to
be more efficient in sparking the nanoplasma and invoking the subsequent res-
onance than a xenon one. First, since neon atoms are smaller than xenon, the
He-Ne distance would be smaller. This would lead to a more a efficient static
field induced ionization of the surrounding helium. Second, as neon is lighter
than xenon, an embedded neon cluster would expand slightly already during
several laser cycles after the initial ionization. This would make the static field
ionization of helium even more efficient and enable the nanoplasma ignition at
a smaller number of doped neon atoms.
In an even wider perspective, the ionization avalanche effect in non-spherical
plasmas which we have discovered may be of interest far beyond cluster physics.
It could serve as a generic mechanism of radiation damage in transparent solids
under ultrashort laser irradiation, which is of increasing interest due to its nu-
merous applications for material processing, microfluidic devices, nanosurgery
and many others [see Gattass and Mazur (2008) and references therein]. On the
other hand, it limits the transmission and deposition of laser energy. However,
there is a fundamental lack of understanding of the radiation damage process on
an ultrashort femtosecond timescale. The experimental results show that per-
manent modification of the refractive index occurs at quite moderate laser in-
tensities below the self-focusing and optical breakdown thresholds (Taylor et al.,
2003).
The results of this section offer a scenario of radiation damage in transparent
solids on an ultrashort timescale. The nanoplasma seed can also arise in a trans-
parent solid and its elongation would similarly lead to the plasma resonance and
efficient inner ionization. This would damage the material irreversibly and in
this way permanently modify its refractive index. The difference here, however,
is that the nanoplasma seed originates not from an easy-ionizable impurity, but
rather due to the tunelling ionization of a random atom in the volume of a solid.
Although, the ultrashort radiation damage in dielectrics was recently studied
numerically (Petrov and Davis, 2008) and similar ideas were discussed in several
other studies (Gaier et al., 2004, 2005), the possibility of a resonance due to a
non-spherical nanoplasma shape was not considered.
Obviously, extensive simulations of the radiation damage in solids are needed
to check the feasibility of this scenario. Simulation methods should account
for both tunneling and barrier suppression ionization due to the laser and the
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electric field of the holes at the atomic level.
5.2. Electron migration and its influence on the
cluster expansion
The expansion of clusters under intense laser irradiation can be driven by two
processes: Coulomb explosion and quasi-neutral plasma expansion (see Sec. 2.4).
Coulomb explosion is faster and occurs due to mutual repulsion of ions, when
all ionized electrons are expelled from the cluster. In contrast, quasi-neutral
plasma expansion takes place when the majority of the ionized electrons stay in
the cluster as quasi-free. Then, the explosion is driven by a charge imbalance
at the cluster surface and is, consequently, much slower. Thus, the number of
quasi-free electrons in the cluster determines the expansion rate.
In contrast to the previous Sec. 5.1, where we considered the case of just a
few xenon atoms embedded in a helium cluster, here we investigate a larger
number of embedded xenon atoms (n = 100). We study the effect of the helium
embedment on the expansion of the xenon cluster. The MD results indicate that
in the presence of helium many more quasi-free electrons are produced. They
shield the xenon cluster and turn its rapid Coulomb explosion into a slower
quasi-neutral nanoplasma expansion (Mikaberidze et al., 2008; Gnodtke et al.,
2009).
5.2.1. Charging dynamics
We begin by comparing the dynamics in pure and helium-embedded xenon clus-
ters driven by a few-cycle laser pulse. Consider the average charge per xenon
atom qtot, which equals to the sum of charges of all ions and quasi-free electrons
inside the xenon cluster volume divided by the number of xenon atoms (see
Sec. 3.3.3). It characterizes the degree of ionization of the xenon cluster and its
value immediately after the pulse can be related to the experimentally observed
ion spectra.
Figure 5.9 shows qtot versus time for Xe100 (yellow) and Xe100@He1000 (green)
clusters under the laser pulse of 10 fs duration and 3.51× 1015W/cm2 intensity.
At first, both the pure and the embedded cluster are charged in the same way.
Then, at around t = 0, corresponding to the maximum of the laser pulse, qtot(t)
of the embedded cluster stops increasing and oscillates around a constant value
of around 2. In contrast, for the pure xenon cluster qtot(t) continues to grow
until it reaches a larger value of about 3.5 and stays there afterwards. Thus,
for the case of an ultrashort laser pulse, the presence of the helium shell around
the xenon cluster significantly lowers its charging.
Helium embedding leads to a lower charge of the xenon cluster because the
electrons migrate from helium to xenon. This happens in the same way the
nanoplasma seed is formed in Sec. 5.1. Xenon is ionized by the laser first, while
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Figure 5.9.: The charge per xenon atom as a function of time for Xe100 (yellow)
and Xe100@He1000 (green) clusters. The laser pulse duration 10 fs, intensity 3.51 ×
1015W/cm2.
helium still remains neutral, then, helium also becomes ionized due to the com-
bined force induced by the laser pulse and the static electric field from xenon
ions. Most of the electrons removed from the helium atoms become quasi-free
and tend to move to the cluster center, where the xenon atoms are located. The
migration of electrons decreases the positive charge in the xenon cluster, hence
the difference between qtot(t) for the pure and embedded xenon clusters.
For the efficient screening to occur, it is important that xenon is ionized
earlier than helium due to its lower ionization potential. If, on the contrary, the
“shell” species would have the same ionization potential as the “core” species,
then both of them would be ionized at the same time by the laser. Therefore, a
large fraction of the electrons ionized from helium atoms would leave the cluster
and will not be able to screen the xenon core of the cluster. On the contrary,
in our case xenon is ionized earlier than helium, hence, these electrons are not
lost but remain in the nanoplasma.
Note, that the charge per xenon atom qtot(t) oscillates with twice the laser
frequency for both pure and embedded clusters (Fig. 5.9). Since the electron
cloud oscillates driven by the laser pulse, its edges protrude from the volume of
the xenon cluster, leaving the opposite side unscreened, hence, qtot(t) also oscil-
lates. The amplitude of the oscillations is significantly larger for the embedded
cluster, since it has many more quasi-free electrons.
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5.2.2. Explosion dynamics
Obviously, the lower charge of the embedded xenon cluster results in its slower
explosion. It is demonstrated in Fig. 5.10, where the process of the cluster explo-
sion is shown for the same two systems, pure Xe100 and composite Xe100@He1000
clusters, but now in a somewhat simpler and clearer setting. We do not ex-
plicitly consider the laser pulse here, but rather assume that at time zero a
certain external influence (laser irradiation or particle impact) brings about an
instantaneous ionization of all xenon atoms to a particular charge state. All the
ionized electrons are immediately removed from the cluster. This scenario is
particularly relevant for the interaction with a 12 keV X-ray laser pulse, which
is likely to ionize only xenon and not helium because of large difference in the
ionization cross-sections.
With no helium droplet around the xenon ions explode due their mutual
Coulomb repulsion. But if helium is present, the xenon ions are neutralized by
electrons from helium, which leads to a slower quasi-neutral expansion.
The radii of the pure and embedded xenon cluster are shown in time in
Fig. 5.10. (We define the radius here as the distance from the cluster center
of mass to the furthermost xenon ion). It is seen from Fig. 5.10 that the em-
bedded xenon cluster explodes much slower than the pure one (cf. green and
yellow curves). While the pure xenon cluster reaches about five times its original
size during the first hundred femtoseconds of explosion, the helium-embedded
cluster barely increases by one fifth. A closer look at Fig. 5.10 reveals that the
difference in the explosion rate between the pure and the embedded xenon clus-
ter is larger when xenon is initially stronger charged (cf. solid and dashed curves
in Fig. 5.10).
Interestingly, if a helium-embedded xenon cluster has a larger charge in the
beginning, it explodes slightly slower than the cluster with a smaller initial
charge (cf. yellow and green dashed curve in Fig. 5.10). This result seems at the
first glance counterintuitive, since we would naturally expect a stronger charged
cluster to explode faster. However, this is not so, because a larger initial charge
of xenon leads to more ionization of the surrounding helium, since higher electric
field is able to overcome the barrier for ionization for more distant helium atoms.
This leads to production of more quasi-free electrons and more efficient screening
of the xenon cluster. Therefore, the xenon cluster, which was charged stronger
initially, expands slower.
The quality of shielding and, correspondingly, the rate of cluster explosion is
determined by three factors. First, the helium droplet should be large enough
to provide a sufficient number of quasi-free electrons for shielding. Second, even
if there are enough electrons to completely screen the xenon cluster, it will still
expand. The reason is that the quasi-free electrons, once produced, rapidly
form a quasi-equilibrium thermal distribution [see Saalmann et al. (2008) and
Sec. 4.2]. Consequently, they occupy a larger volume than the ions, which leads
to a charge imbalance at the surface. This charge imbalance causes the so-
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Figure 5.10.: Slower explosion of helium-embedded clusters. The radius of the Xe100
cluster R(t) is shown as a function of time for the case when all xenon atoms are
initially four times charged (solid curves) and singly charged (dashed curves). Green
curves show R(t) for the pure Xe100 and yellow curves for Xe100 cluster embedded in
the He1000 droplet.
called quasi-neutral plasma expansion (Crow et al., 1975; Mora and Grismayer,
2009). The lower the electron temperature, the smaller the charge imbalance.
Finally, the initial charge of the xenon cluster must be large enough in order to
create a sufficiently strong static electric field needed to ionize helium. This is
illustrated in Fig. 5.10, where the xenon cluster embedded in a helium droplet
explodes slightly slower if its initial charge was larger (cf. green and yellow
dashed curves in Fig. 5.10).
This effect of screening and slower explosion of a helium-embedded cluster
does not depend on the particular way in which the xenon cluster was ionized,
be it an IR or an x-ray laser pulse. Hence, the results are directly relevant
for the coherent x-ray diffractive imaging of nanoscale objects, where the fast
explosion of the irradiated sample is one of the main obstacles.
Although the first fundamental understanding of this phenomenon has come
from the studies presented here, a more elaborate investigation with explicit
inclusion of the cluster dynamics under an intense x-ray laser pulse and the ex-
tensive investigation of the cluster size dependence were performed by Gnodtke
et al. (2009). Similar ideas were discussed in an earlier paper by Hau-Riege
et al. (2007), but the crucial advance here is that we have taken into account
the field ionization due to the static electric field of ions. A recent paper (Hau-
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Figure 5.11.: Cluster radii as functions of time for the helium droplet in
Xe100@He1000 (dotted, inner and outer edge), for the xenon cluster in Xe100@He1000
(solid), and for the bare Xe100 cluster (dashed).
Riege et al., 2010) presents a direct experimental evidence that the presence of
a tamper around a sample slows down its explosion under an intense x-ray laser
pulse.
In the next section we will consider the nanoplasma dynamics over a longer
timescale, on which cluster expansion becomes significant during the laser pulse.
5.3. Interplay between nanoplasma expansion and
its electronic response
The cluster ionization, considered in previous sections, is only a part of a more
general energy absorption process in the cluster nanoplasma. The energy ab-
sorption is caused by inner and outer ionization as well as electron heating; it
is also influenced by electron migration and cluster expansion. These different
channels of energy absorption are mutually connected, thus by looking sepa-
rately at each of them we do not capture the whole picture. Therefore, we will
now focus on the overal energy absorption which includes all the above pro-
cesses. This will allow us to find out how the ion expansion affects the energy
absorption, caused by electron dynamics.
First, in Sec. 5.3.1 we will consider the dynamics during a single laser pulse.
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Then, in order to propose future experiments, we will discuss our pump-probe
simulation results in Sec. 5.3.2.
5.3.1. Single pulse: time-dependence
We discuss the ionization and energy absorption of an embedded Xe100@He1000
cluster from a single laser pulse of 100 fs duration (FWHM), 780 nm wavelength
with the intensity I = 3.51 × 1014W/cm2. The cluster is ionized by this pulse
and expands. Every helium atom is doubly ionized, while the average charge of
xenon is around 11+ per ion by the end of the pulse. The expansion is much
faster for the light helium ions than for the heavier xenon ions (see Fig. 5.11).
A thorough examination of Fig. 5.11 reveals, that the xenon cluster explodes
differently depending on wether it is embedded in helium or not (cf. dashed and
solid curves in Fig. 5.11). At first, the embedded xenon cluster explodes slower,
because of its lower charge due to the screening electrons (see Sec. 5.2). But
after a while the composite xenon-helium cluster gets resonantly ionized so the
charge of its xenon part becomes higher than in the pure cluster. Hence, the
explosion of the embedded xenon cluster overtakes that of the pure one.
While the cluster expands, the rate of energy absorption changes dramatically,
reaching two maxima, as can be seen from Fig. 5.12(a). The first maximum is
much higher than the second one. Comparison with the single maximum of the
pure cluster (dashed line), indicates that the second maximum of the composite
cluster is caused by the resonant absorption due to the expanding xenon cluster
(see Sec. 4.3).
This conclusion is confirmed by looking at the phase shift φ(t) between the
electron CM oscillations and the driving laser: it matches with its resonant value
φ(t?) = pi/2 [Fig. 5.12(b, c)]. The corresponding times t? are indicated by the
two vertical lines in Fig. 5.12 for the embedded (solid) and the pure (dashed)
cluster.
For the first and the dominant absorption feature, i. e. the time when the
absorption rate is maximal, the phase shift of the CM motion of all quasi-free
electrons increases and passes pi/2 on its way up [solid curve in Fig. 5.12(b)].
Excluding the quasi-free electrons inside the xenon core of the cluster gives
the same result [dotted curve in Fig. 5.12(c)], which clarifies that the quasi-free
electrons in the extended potential of helium ions are those that oscillate in
resonance with the laser pulse.
This result also explains why the early resonance is much stronger than the
later one. It is simply because there are many more helium ions than xenon ones
so that a larger number of electrons participate in the resonant absorption in
helium shell than in xenon core. Note, that for a larger helium droplet of 5000
atoms the second resonance is hidden by the first one and not seen in the energy
absorption rate. Therefore, by changing the size of the helium droplet, we can
control the relative weight of the first resonance with respect to the second one.
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Figure 5.12: Signatures of
plasma resonances in the en-
ergy absorption dynamics. (a)
Energy absorption rate. (b)
Phase shift of CM oscilla-
tions of the quasi-free electrons
with respect to laser field for
Xe100@He1000 (solid) and Xe100
(dashed). (c) Phase shifts for
spatially selected electrons in
Xe100@He1000: those in the he-
lium shell (dotted) and in the
xenon core (dash-dotted). The
laser pulse with the peak inten-
sity I = 3.51×1014W/cm2, du-
ration 100 fs and wavelength of
λ = 780 nm is shown on top of
the figure.
On the other hand, by looking separately at the oscillations of the electrons be-
longing to the xenon part of the mixed cluster [dash-dotted curve in Fig. 5.12(c)].
We see that it crosses its resonant value of pi/2 at approximately the time when
the energy absorption rate reaches its second maximum. This result confirms
that the second maximum in the absorption rate of the embedded cluster is
indeed caused by the plasma resonance in its xenon part.
To gain a deeper insight into the processes in the cluster nanoplasma and the
role of the composite cluster, we take a look at the total energy distribution of
quasi-free electrons (Fig. 5.13, color plots) as a function of time. For both pure
and composite clusters, there are two energetically distinct groups of electrons
at almost all times. While one group has energies slightly below the ionization
threshold Etot . 0, another one is close to the bottom of the potential well.
Therefore, its energy corresponds to the depth of the cluster potential. This
behavior was already discussed in Sec. 4.2.2 and can be explained by a simple
analytical model in the context of homonuclear clusters. Here, however, we
compare the spectra for homonuclear and composite clusters. Although the
spectra look qualitatively the same for these two cases, there is a significant
quantitative difference: the lower energy fraction of electrons moves rapidly
towards larger negative energies at the time of helium resonance (Xe100He1000
color plot in Fig. 5.13). That is because the cluster potential becomes deeper
when helium gets inner ionized.
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Figure 5.13.: The contour plots show the total energy spectrum of quasi-free elec-
trons as a function of time for the pure Xe100 and the embedded Xe100He1000 clusters.
The lower graph shows the number of quasi-free electrons versus time for Xe100 (yel-
low dashed) and for Xe100He1000 (green solid). The laser pulse parameters are the
same as in Fig. 5.12. The vertical lines represent the times of the resonances in the
helium droplet (solid) and in the pure xenon cluster (dashed). Zero time corresponds
to the maximum of the laser pulse envelope. The curves were averaged over the laser
cycle in order to smoothen the sub-cycle dynamics.
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Besides that, the number of quasi-free electrons is significantly larger in the
composite cluster (Fig. 5.13, lower graph). This leads to both efficient screening
before the resonance (Sec. 5.2) and stronger energy absorption at times of reso-
nances. In fact, the resonances are also clearly seen in the time-dependence of
NQF, the number of quasi-free electrons. For both pure and composite clusters,
the steep decreases in NQF match in time with the resonance features (vertical
lines in Fig. 5.13).
In order to better understand the resonant absorption and propose future
experiments we will now analyze the effect of a double pulse with variable delay
on the same system as before.
5.3.2. Two pulses: a pump-probe study
For that we have used two identical pulses with a duration of 10 fs (FWHM)
and a delay between 10 and 250 fs. Results for two different laser intensities
(I = 8.8 × 1014W/cm2 and I = 3.5 × 1014W/cm2) are shown in Fig. 5.14.
Surprisingly, for the same cluster as before (Xe100@He1000), one only sees the
early helium resonance [Fig. 5.14(a,b)].
For the higher intensity [Fig. 5.14(a) red solid] the absorption peak is rather
asymmetric having a shoulder towards longer delays where the second resonance
due to xenon is expected to be, but is masked by the helium resonance. There
are several ways to check this assumption: one way is to increase the number of
xenon atoms relative to helium atoms (it can also be realized experimentally).
We did so by reducing the number of helium atoms. Indeed, for 500 helium
atoms the second resonance appears already at the higher intensity [Fig. 5.14(c)
red solid], and for 300 helium atoms, the second resonance is visible at both
laser intensities [Fig. 5.14(e,f) red solid]. This result shows the need to select
the laser parameters carefully in order to get the full information on energy
absorption of a particular embedded cluster.
Why is the xenon resonance seen more clearly when there are less helium
atoms? First, the relative weight of the xenon resonance increases in this case.
Therefore, the value at the maximum for the xenon peak becomes comparable
with the helium one. Another reason is that a smaller helium shell explodes
faster. Hence, the first resonance peak due to helium becomes narrower and it
becomes easier to resolve the second peak. This is seen in Fig. 5.14: the first
peak narrows down as we go from the upper graphs to the lower graphs in each
of the columns.
At the higher laser intensity both xenon and helium ions explode faster, so
both resonances occur sooner and the delay between them decreases. Also, for
both of them the resonance condition persists during a shorter time, making
the peaks narrower. Faster appearance of the resonances makes it harder to
distinguish the two peaks, while the narrowing of peaks simplifies the distinction.
The simulation results show the peaks to be easier to distinguish at a higher
intensity [cf. left and right columns in Fig. 5.14]. Thus, the effect of the peak
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Figure 5.14.: Absorbed energy as a function of the pump-probe delay for Xe100@Hem
(red solid) and Xe100 (grey solid) cluster. In order to evaluate the effect of the
Xe100 part of the composite cluster, we present the artificial absorption curves for
Xe100@Hem with fixed xenon atoms (blue dashed). The difference between the full
absorption and absorption with fixed xenon atoms (green dotted) represents the con-
tribution of xenon resonance. The panels (a) and (b) represent the case of m = 1000
helium atoms, (c) and (d) – the case of m = 500, (e) and (f) – the case of m = 300.
Black circles on red curves show the actual data points.
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narrowing at a higher intensity dominates the decrease of the delay between the
peaks.
Notice also, that a higher energy absorption at zero delays seen for all cases
in Fig. 5.14 is due to a complete overlap of the two pulses, in which case the
intensity is twice as high. Since, the ionization probability is a rapidly growing
nonlinear function of the laser intensity, more ionization and, as a result, higher
absorption is achieved at zero delays.
To further elucidate the nature of the second, smaller energy absorption peak,
we have fixed the xenon atoms in space. Of course, it is only possible in a cal-
culation. For such a situation we can exclude resonant absorption by the xenon
core since the ion charge density there is too high to match its eigenfrequency
with the laser frequency (Fig. 5.14 blue dashed). Consequently, under none of
the parameter combinations energy absorption for fixed xenon exhibits a second
peak in Fig. 5.14. Moreover, the first peak due to the helium resonance does
not change much when we fix the xenon atoms (cf. red solid and blue dashed
curves in Fig. 5.14). Therefore, the motion of xenon ions does not influence the
helium resonance.
We now demonstrate that the xenon resonance occurs in all considered cases,
even though it is not always seen in the energy absorption. To do this, we have
constructed an artificial absorption curve (green dotted) by subtracting from
the full dynamical absorption (red solid) the absorption at fixed xenon atoms
(blue dashed). The second resonance due to xenon shows up in the difference
curve (green dotted). Thus, it is present in the full dynamical energy absorption
(red solid), but masked by the helium signal.
Furthermore, this difference curve bares similarity with the energy absorption
for a pure xenon cluster (cf. green dotted and grey solid curves in Fig. 5.14).
However, the xenon resonance in the embedded cluster is somewhat stronger
and appears later. It is stronger due to the larger number of quasi-free electrons
participating in the resonant absorption. They give rise to a slightly higher ion
charge Q of the embedded xenon cluster. Consequently, a longer expansion time
is needed to reach the critical ion charge density corresponding to resonance.
We finally take a look at the phase shift between the CM oscillations of the
quasi-free electrons and the laser driving. It is shown in Fig. 5.15 as a function
of the pump-probe delay for the same clusters as in Fig. 5.14 (Xe100@Hem with
m = 1000, 500, 300). We have separated the quasi-free electrons contributing to
the helium resonance and to the xenon one by spatial selection of the respective
electrons. (We did it in the same way in the previous Sec. 5.3.1). The result
confirms our picture: the second, weaker absorption peak is due to the electrons
in the xenon core. Their collective phase shift passes pi/2 at about the same
time, at which the energy absorption of the xenon part of the cluster exhibits a
peak. To verify this, compare the positions of peaks in green dotted curves in
Fig. 5.14 with the times, at which green dotted curves cross pi/2 in Fig. 5.15.
From these results one could get the impression, that in a composite cluster
of two atomic species the two resonances occur independently according to the
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Figure 5.15.: Phase shift φt of the CM oscillation of quasi-free electrons with respect
to the driving laser field as a function of delay between pulses. The value of φt is taken
at the maximum of the second, probe pulse. The phase shift of all quasi-free electrons
(red solid), of quasi-free electrons in the helium shell only (blue dashed) and in the
xenon core (green dotted) is shown for Xe100@Hem, wherem = 1000 for panels (a),(b);
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Fig. 5.14
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respective two resonance frequencies. Specifically in our case, it appears as if the
resonance in the helium droplet is almost not influenced by the xenon core. This
is, however, by no means true: we have verified that without the xenon core,
helium is not ionized at all for the laser intensities used. This is clear, recalling
that the intensities are not large enough to ionize helium by barrier suppression,
while multiphoton ionization requires some 20 photons and is very unlikely.
Thus, it is only the composite cluster (xenon cluster in a helium droplet) that
exhibits the earlier resonance leading to very strong energy absorption. Neither
the helium, nor the xenon cluster by itself has this property.
To conclude, we have demonstrated that a mixed xenon-helium cluster ex-
hibits two plasma resonances, the first one occurs in the helium part of the
cluster, while the second – in the xenon part. Therefore, embedding a xenon
cluster in a helium droplet environment strongly influences its response to an
intense laser pulse. The relative weight of the helium resonance with respect to
the xenon one depends on the helium-xenon size ratio.
This study should allow to choose the parameters such that an observation of
both resonances can be realized in one double-pulse experiment. This requires
experimental control over the sizes of the xenon and helium parts of the cluster.
Unless such control is achieved, helium embedding is quite dangerous if one is
interested in the properties of the embedded clusters (Do¨ppner et al., 2005),
since the dynamics of the helium droplet dominates the absorption properties
of the composite cluster in most cases.
5.4. Conclusions and outlook
When a cluster consists of two different atomic species its laser-driven dynamics
changes drastically as compared to a homonuclear cluster. The application of
an intense laser pulse leads to significant interaction between the xenon cluster
and the surrounding helium droplet, which affects both the ion and electron
dynamics and strongly increases the energy absorption.
Being a central topic across the vast field of cluster physics, the cluster size
dependence is also important in every section of this chapter. It becomes more
rich and multi-faceted in composite xenon-helium clusters, than in homonuclear
clusters. This is due to the strong interplay between the xenon cluster and
the helium droplet. For example, in Sec. 5.3, the relation of the xenon cluster
size with respect to the helium droplet size determines the relative weights of
corresponding resonances. Also, in Sec. 5.2, the quality of shielding due to quasi-
free electrons strongly depends on the xenon-helium size ratio.
In contrast to that, a remarkable feature of the results in Sec. 5.1 is the in-
dependence of the cluster size for one of the variables. Specifically, the charge
per helium atom q in Fig. 5.2 remains constant at its maximum value while the
helium droplet size is varied by almost two orders of magnitude. This shows
how powerful the resonant ionization is.
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At the same time, there is a strong dependence on the size of the embedded
xenon cluster. The ignition phenomenon requires a certain minimal number of
xenon atoms so that the nanoplasma ’seed’ has enough quasi-free electrons to
drive the plasma elongation. Furthermore, the effect disappears when the xenon
cluster becomes too large, since it is no longer possible to reach the aspect ratio
required for the plasma resonance at a given droplet size.
The interplay between electron and ion dynamics is crucial for most of the
results in this chapter. Electron migration (Sec. 5.2) significantly slows down
the cluster explosion. In Sec. 5.3, on the contrary, the ion motion affects the
electron dynamics: the change in the ion background potential due to the clus-
ter explosion causes the electronic plasma resonances. Only in Sec. 5.1 purely
electron dynamics occurs and no significant interplay between the motion of
ions and electrons is seen.
Having discussed the interplay between electron dynamics and the cluster
size dependence as generic features in this chapter, we will now address the
universality of the results. Several issues arise in this respect.
Are the results of this chapter unique properties of composite clusters, or
can they also be observed in homonuclear clusters? The local ignition of the
nanoplasma and subsequent ultrafast resonance (Sec. 5.1) are likely to occur
also in large homogeneous clusters. However, the nanoplasma seed would in
this case be created due to tunneling ionization of a random atom in the cluster
(see Sec. 5.1.5). Similarly, the shielding mechanism of Sec. 5.2 is also at work for
homogeneous clusters, but is significantly weaker (Gnodtke et al., 2009). Thus,
it is only the double plasma resonance described in Sec. 5.3 that unequivocally
requires the cluster to be composite.
We expect the phenomena discovered here to occur also for composite clusters
of other species. All the effects require that the two species have considerably
different ionization potentials. The difference in masses is only needed for the
double plasma resonance in Sec. 5.3 to occur and the difference in the number
of electrons, namely that helium has only two electrons, is important for the
local ignition phenomenon.
Shielding and local ignition effects require that the different atomic species in
the cluster are arranged in a core-shell geometry. The double plasma resonance
could also occur when an inhomogeneity is uniformly distributed throughout
the cluster. This is an interesting topic of further studies.
Finally, the results of this section have motivated extensive theoretical and
experimental research in several directions. First, the experimental studies of
both the local nanoplasma ignition phenomenon and the double plasma reso-
nance in composite xenon-helium clusters are currently in progress at several
leading laboratories. Recently, the preliminary experimental data was obtained
by Ramakrishnan et al. (2010), which confirms our predictions in Sec. 5.1. While
this research is valuable and novel in the field of cluster physics, it also goes far
beyond, since it hints at a novel mechanism of radiation damage in transparent
solids. On the other hand, the use of a sacrificial around a sample in order to
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slow down its Coulomb explosion, was confirmed to be important in the con-
text of x-ray diffractive imaging both theoretically (Gnodtke et al., 2009) and
experimentally (Hau-Riege et al., 2010).
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6. Coulomb explosions of atomic
and molecular clusters
6.1. Introduction
When every atom in a cluster is ionized and all the ionized electrons are removed
from the cluster, the ions suddenly find themselves in a strongly repulsive po-
tential energy landscape and rapidly undergo Coulomb explosion (CE). In this
chapter we will investigate CE of atomic and molecular clusters in the regime
of the cluster vertical ionization (CVI). It implies that the timescale on which
the electrons are removed from the cluster is much shorter than the timescale of
ion motion. This picture holds for intense enough laser pulses and sufficiently
small clusters (see Sec. 2.4.1). Although, without electrons the theoretical treat-
ment becomes significantly simpler, CE of clusters is a complicated many-body
problem, which is still far from being completely understood.
Much effort was devoted to this problem in the last several years both the-
oretically (Nishihara et al., 2001; Kaplan et al., 2003; Last and Jortner, 2004;
Kovalev and Bychenkov, 2005; Bychenkov and Kovalev, 2005; Peano et al., 2005;
Islam et al., 2006; Kovalev et al., 2007; Novikov et al., 2008) and experimentally
(Sakabe et al., 2004; Madison et al., 2004; Symes et al., 2007). It is of continuing
interest because of its promising potential applications as a source of energetic
ions and fusion neutrons (Ditmire et al., 1997, 1999).
Equally important, there are several open fundamental questions about CE
of clusters. First, a simple model of a spherical cluster with a steplike initial
density profile [(Nishihara et al., 2001), Sec. 6.2.1] describes the experimental
results very well when the effects of cluster size distribution, spatial profile
of the laser beam and saturation effects in the cluster ionization are considered
(Islam et al., 2006). However, a number of studies have reported deviations from
the square-root dependence of the kinetic energy distribution of ions (KEDI)
predicted by this model. Namely, Kovalev and Bychenkov (2005) and Peano
et al. (2005) have shown that a sharp peak for the ions with highest energies
appears in the KEDI for a spherical cluster with a gradually decreasing radial
density. We will gain an additional insight about the origin of this peak by
comparing the KEDI with the potential energy distribution of ions (PEDI) at
the beginning of the explosion.
Second, CE of molecular clusters are of great interest. In a molecular cluster,
atoms in each molecule are strongly bound; on the contrary, the intermolecular
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forces are of a much weaker Van der Waals type. Hence, the interatomic dis-
tances within one molecule are smaller than the distanes between the molecules.
This introduces another energy and time scale in CE. In this respect, we will
call local effects those caused by the Coulomb repulsion of the atoms within
the same molecule, as opposed to global effects, related to the mean-field force
acting on every ion from all other ions in the cluster. It is the influence of
local effects that makes the explosion of molecular clusters different from the
atomic ones. In this chapter we will consider hydrogen clusters as an example
of a simple molecular cluster. Local effects will be explored by comparing CE
of molecular and atomic hydrogen clusters and by changing the alignment of
molecules inside the molecular clusters.
First, in Sec. 6.2 we will treat the Coulomb explosion of spherical atomic
clusters analytically. In Sec. 6.2.1 the basic features of CE will be illustrated
using a simple analytically solvable model – a spherical cluster with a steplike
density profile. Then, we will consider the analytical solution of the Vlasov-
Poisson equations describing CE of a spherical cluster with an arbitrary radial
density profile (Sec. 6.2.2) and discuss the effect of the smooth cluster border
on the final kinetic energy distribution of ions (Sec. 6.2.3). Finally, our results
on CE of molecular hydrogen clusters obtained with the help of microscopic
molecular dynamics calculations will be presented in Sec. 6.3.
6.2. Analytical treatment of the Coulomb
explosion
6.2.1. Steplike density profile
Consider CE of a spherical cluster with an initially steplike radial density fol-
lowing Nishihara et al. (2001)
n0(r) =
{
n0 = 3N/ (4piR
3) , r ≤ R,
0, r > R,
(6.1)
where R is the cluster radius and N – the number of atoms in the cluster. [The
density profile Eq. (6.1) is shown in Fig. 6.2, left side].
We assume each atom to be instantaneously charged to a charge state q so
that the charge density of ions is qn0(r). It has the same shape as the atomic
density Eq. (6.1). Since the density is radially symmetric, according to the Gauss
theorem, the force acting on an ion at a distance r(t) from the center depends
only on the number of ions N [r(t)] inside the sphere with the radius r(t). Then,
the equation of motion for this ion reads
m
d2r(t)
dt2
=
q2N [r(t)]
r2(t)
, (6.2)
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where all ions have equal masses m.
Since the density is constant inside the cluster, ions located further from
the cluster center experience a stronger repulsive force than those closer to
the center. This is because the charge enclosed in a sphere with the radius r is
proportional to r3, while the Coulomb force drops down only as 1/r2. Therefore,
the ions do not overtake each other during the explosion and N [r(t)] remains
constant, equal to its initial value N(r0). The Eq. (6.2) thus simplifies:
m
d2r(t)
dt2
=
q2N(r0)
r2(t)
. (6.3)
If the ions do not move at t = 0, Eq. (6.3) can be solved analytically. Its first
integral reflects the energy conservation (Kaplan et al., 2003)
(
dr(t)
dt
)2
=
2q2N(r0)
m
(
1
r0
− 1
r(t)
)
. (6.4)
The trajectory r(t) is obtained from Eq. (6.4) as an implicit function of time
t =
√
3
2
1
ωi
(√
x(x− 1) + ln (√x+√x− 1)) , (6.5)
where ωi =
√
4pin0q2/m is the plasma frequency of ions, x = r(t)/r0.
At small times t  ω−1i we expand the right-hand side of Eq. (6.5) in a
Taylor series with respect to x − 1 and retain only first two terms. Then,
Eq. (6.5) assumes the form
r(t) = r0(1 + ω
2
i t
2/6). (6.6)
At the other limit of t ω−1i the ion position grows linearly with time
r(t) ∝
√
2
3
r0ωit. (6.7)
The ion trajectory, according to Eq. (6.5), is shown versus time in Fig. 6.1 to-
gether with the two limiting cases Eq. (6.6) and Eq. (6.7).
While the quadratic time-dependence [Eq. (6.6)] corresponds to initial stage
of explosion when ions are still close together and strongly repel each other, at
large times the explosion comes to a linear regime [Eq. (6.7)], in which ions are
frozen in their trajectories and barely interact. At this stage of the explosion,
most of the ion initial potential energy has been transformed into kinetic energy.
An important observable in studies of cluster CE is the kinetic energy distri-
bution of ions (KEDI) at t→∞, since it characterizes the explosion and can be
easily measured experimentally (Sec. 3.3.3). The simple model discussed here
allows us to obtain an analytical expression for it.
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Figure 6.1.: Coulomb explosion of a spherical cluster with a steplike initial density
Eq. (6.1). The radial coordinate r(t)/r0 of an ion is shown as a function of time,
where r0 = r(t = 0). The yellow solid curve is plotted according to Eq. (6.5), the red
dashed one for ωit 1, using Eq. (6.6) and the green dashed curve for ωit 1, using
Eq. (6.7).
The probability density dP/dr of finding an atom at a distance r from the
cluster center is given by
dP
dr
=
3r2N
R3
Θ(R− r), (6.8)
where N is the number of ions in the cluster and Θ(x) is the step function,
which is one for x ≥ 0 and zero otherwise. The probability density in Eq. (6.8)
is normalized to N .
We set t → ∞ in Eq. (6.4), so that the term proportional to 1/r(t) goes to
zero. Then, the kinetic energy of an ion, which was initially at a radius r0 ≤ R
reads
Ekin(r0, q, N) = Nq
2r20/R
3, (6.9)
where the expression N(r0) = Nr
3
0/R
3 is used.
Obviously, the ions at the cluster surface, at r0 = R, obtain the highest
energy, which provides an energy scale Em = Ekin(r0 = R, q,N) = q
2N/R. It is
convenient to express Em in terms of the density n0 of atoms in the cluster
Em =
(
4pin0
3
)1/3
q2N2/3. (6.10)
Then, we obtain the KEDI using Eqs. (6.8) and (6.9)
dP
dε
=
3
2
√
εΘ(1− ε), (6.11)
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Figure 6.2.: Simple model of the Coulomb explosion. The initial radial density of
an ideal cluster: uniform with a sharp cut-off at the border (left). The corresponding
final kinetic energy distribution of ions (right).
where ε = Ekin/Em. The KEDI according to Eq. (6.11) is shown on the right
side of Fig. 6.2. The growth of the distribution function is followed by a sharp
cutoff at Ekin = Em.
In this section, we considered the basic features of CE of a cluster with a
steplike radial density, examined the time-dependence of the explosion and found
the final KEDI. In the next section, we will consider a more general case of CE of
a spherically symmetric cluster with an arbitrary radial density profile following
Kovalev and Bychenkov (2005); Kovalev et al. (2007).
6.2.2. Kinetic approach
We now describe the process of CE using the Vlasov kinetic equation (4.1) for
the ion distribution function fi and and the Poisson equation (4.3) for the self-
consistent potential ϕSC . We assume the initial cluster density n0(r) to be
spherically symmetric and neglect the transverse motion of ions. Consequently,
the ion distribution function fi = fi(r, v, t) depends on the radial coordinate r,
the radial velocity v and time. In this case Eqs. (4.1) and (4.3) take the form:
∂fi
∂t
+ v
∂fi
∂r
+
q
mi
ESC
∂fi
∂v
= 0, (6.12)
∂
∂r
(
r2ESC
)− 4piqr2 ∫ ∞
−∞
fidv = 0, (6.13)
where ESC = ESC(r, t) is the electric field corresponding to the self-consistent
potential ϕSC(r, t). The initial conditions specify the distribution function fi
and the electric field ESC at t = 0:
fi(r, v, t = 0) = δ(v)n0(r) (6.14)
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ESC(r, t = 0) =
4piq
r2
∫ r
0
dr′r′2n0(r
′). (6.15)
We consider the case of initially immobile ions. Hence, the initial distribution
function Eq. (6.14) is the product of a delta function in velocity and the initial
cluster density.
The Vlasov-Poisson equations (6.12), (6.13) with the initial conditions (6.14),
(6.15) constitute a Cauchy problem. Its solution can be represented in an in-
tegral form by introducing Lagrangian variables1 for the radial coordinate and
the radial velocity (Kovalev and Bychenkov, 2005):
fi(r, v, t) = r
−2
∫ ∞
0
dh h2n0(h)δ[r −R(h, t)]δ[v − U(h, t)], (6.16)
where the functions R(h, t) and U(h, t) are solutions of
∂R(h, t)
∂t
= U(h, t),
∂U(h, t)
∂t
= w[R(h, t), t]/R2(h, t) (6.17)
with the initial conditions
R(h, t = 0) = h, U(h, t = 0) = 0. (6.18)
Here w[R(h, t), t] = (q/mi)r
2ESC(r, t) and the electric field ESC(r, t) is given by
ESC(r, t) =
4piq
r2
∫
dh h2n0(h)θ[r −R(h, t)], (6.19)
where the step function θ means that the integral in Eq. (6.19) should be taken
over the values of h, for which the condition r ≥ R(h, t) is fulfulled.
In order to obtain an approximate analytical solution for the initial value
problem (6.17), (6.18) the function w[R(h, t), t] in Eq. (6.17) is replaced by its
initial value w[R(h, t), t = 0]→ w(h) (Kovalev et al., 2007), where
w(h) =
4piq2
mi
∫ h
0
dy y2n0(y) (6.20)
is proportional to the charge enclosed by a sphere with the radius h. The range
of validity of this approximation is discussed by Kovalev et al. (2007).
Now, we transform the δ-functions in Eq. (6.16) using the relation
δ[g(x)] =
∑
k
δ(x− xk)
|∂g/∂xk| ,
1In the Lagrangian formulation fluid dynamics is described in terms of velocities and positions
of identifiable material elements. This is in contrast to the Eulerian formulation, which
where the flow quantities, such as density or velocity fields are considered as functions of
a fixed position and time (Batchelor, 1973).
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where xk are the roots of g(x), and integrate Eq. (6.16) over the coordinate h.
Finally, the ion distribution function assumes the form:
fi(r, v, t) =
∑
k
(2αk − 1)2n0(hk)
α4k|∂R(h, t)/∂h|h=hk
δ [v − U(hk, t)] , (6.21)
where
R(h, t) = hα(h, t)2/(2α(h, t)− 1), (6.22)
U(h, t) =
√
2w(h)/h(α(h, t)− 1)/α(h, t), (6.23)
Here αk = α(hk, t) and the function α(h, t) is determined from the implicit
relation2
t
√
2w(h)
h3
=
α(α− 1)
2α− 1 +
1
2
ln(2α− 1). (6.24)
The summation in (6.21) is over all possible roots h = hk(r, t) of the equation
α2h
2α− 1 − r = 0. (6.25)
In the solution (6.21) various groups of particles are allowed to pass through
one another. This was not accounted for in the hydrodynamic model (Bychenkov
and Kovalev, 2005), which exhibits unphysical singularities in the ion density
as soon as a multi-stream flow occurs. In fact, multi-stream flows are a generic
feature of the CE of clusters whose initial ion density n0(r) is a decreasing
function of the radial coordinate r. This is the case for all real clusters, since in
the vicinity of the cluster surface there always exists a transitory layer with the
smoothly decreasing density. Therefore, the kinetic approach described here is
advantageous over the hydrodynamic one.
The ion density n(r, t) and mean velocity u(r, t) are determined from the
distribution function (6.21) using the standard definitions Eq. (4.33), Eq. (4.33)
n(r, t) =
∑
k
(2αk − 1)3n0(hk)
α6k|∆(hk, t)|
, (6.26)
u(r, t) =
1
n(r, t)
∑
k
U(hk, t)
(2αk − 1)3n0(hk)
|α6k∆(hk, t)|
, (6.27)
where
∆(hk, t) = 1− 3t(2αk − 1)
2hkα2k
U(hk, t)
(
1− h
3
kω
2
i (hk)
3w(hk)
)
, (6.28)
2At large times t → ∞, it is better to use the variable α = 1/(1 − q) instead of q used by
Kovalev and Bychenkov (2005), in order to avoid numerical difficulties when solving the
transcendental equations (6.24), (6.25). That is because as t tends to infinity, q approaches
one, while α also tends to infinity.
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where ωi(h) =
√
4piq2n0(r)/mi is the initial plasma frequency of ions. Equa-
tions (6.26), (6.27) represent the time evolution of the density and velocity fields.
However, in order to get the actual numbers, we first need to solve transcen-
dental equations (6.24), (6.25) numerically. The sequence of steps necessary for
obtaining n(t, r) and u(t, r) is given by the following algorithm:
1) Choose the initial density n0(r).
2) Define a grid in h, compute w(h) on this grid, according to Eq. (6.20).
3) Determine α(h, t) numerically from Eq. (6.24).
4) Find hk(r, t) as roots of Eq. (6.25) using α(h, t) from the previous step
5) Finally, compute n(r, t) and u(r, t) according to Eq. (6.26) and Eq. (6.27)
Now we will obtain the ion distributions by kinetic and potential energy. The
probability density of an ion to have the kinetic energy Ekin is given by
dP
dEkin
(Ekin, t) = 4pir
2n(r, t)
(
dEkin
dr
)−1
, (6.29)
where
Ekin = mu
2(r, t)/2, (6.30)
By substituting Eq. (6.30) into Eq. (6.29), and using Eqs. (6.26), (6.27) we obtain
the kinetic energy distribution
dP
dEkin
(Ekin, t) =2pi
∑
l
h4l n0(hl)
w(hl)
×
∣∣∣∣1− h3l ω2i (hl)w(hl) +
3(2αl − 1)2
2α2l (αl − 1)2hl
(
1− h
3
l ω
2
i (hl)
3w(hl)
)
U(hl, t)t
∣∣∣∣
−1
,
(6.31)
where U(h, t) is given by Eq. (6.22) and the sum is taken over all roots hl of the
equation
Ekin − 2(α− 1)
2w(h)
α2h
= 0. (6.32)
In Eq. (6.31) αl = α(hl, t) and the function α(h, t) is again determined from the
implicit expression Eq. (6.24).
Our prime interest here is with the ion spectrum Eq. (6.31) at t→∞, because
it is measurable in experiment. As seen from Eq. (6.24), at t→∞ the function
α(t, h) also goes to infinity. Therefore, by taking the limit t → ∞ and α → ∞
simultaneously, we obtain the asymptotic distribution
dP
dEkin
(Ekin) = 2pi
∑
l
h4l nc(hl)
w(hl)|1− h3l ω2i (hl)/w(hl)|
, (6.33)
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where the sum is over all roots hl of the equation 2w(hl)/hl−Ekin = 0 and w(h)
is given by Eq. (6.20). This useful expression did not appear in (Kovalev and
Bychenkov, 2005) and was derived here.
In a similar fashion, we obtain the potential energy distributon of ions at
t = 0
dP
dEpot
(Epot, t = 0) = 4pir
2n0(r)
(
dEpot
dr
)−1
, (6.34)
where
Epot = Q(r)/r, Q(r) = 4piq
∫ r
0
n0(y)y
2dy. (6.35)
To sum up, we examined here the solution for the CE problem of a spherical
cluster with an arbitrary density profile, considered the density and velocity
profiles as well as the KEDI as functions of time. Importantly, we have obtained
a simple analytical expression for the KEDI at t→∞ [Eq. (6.33)].
Now we will use Eq. (6.33) and Eq. (6.34) to explore the effect of a gradually
decreasing initial density profile on the PEDI and KEDI as opposed to the
steplike initial density.
6.2.3. Gradually decreasing initial density
We take the initial radial density profile n0(r) to be constant in the vicinity of
the cluster center and a linearly decreasing function near the cluster surface
n0(r) =


n0, r ≤ R− d/2,
−n0r/d+ n0(1/2 +R/d), R− d/2 < r ≤ R + d/2,
0, r > R + d/2,
(6.36)
where R is the cluster radius and d is the extension of the transitory layer at the
surface. The density profile is shown in the inset of Fig. 6.3. We have verified
that the results of this section do not change if the initial density has a form
of a Fermi-function and we expect them to be universal for any monotonously
decreasing density.
Figure 6.3 shows the PEDI at t = 0 according to Eq. (6.34) and KEDI at
t → ∞ according to Eq. (6.33), resulting from the analytical solution of the
Vlasov-Poisson equations in the previous section Their behavior illustrates sev-
eral important properties of the CE. First, for the steplike initial density, the
initial PEDI and the final KEDI have exactly the same square-root dependence
(black dotted curve in Fig. 6.3). This is because, ions do not overtake each other
and the steplike density retains its shape during the explosion, as explained in
Sec. 6.2.1.
The introduction of a gradually decreasing density region at the cluster surface
leads to a pronounced peak in the final KEDI at highest ion energies (red curve
in Fig. 6.3). The origin of this peak becomes clear when we compare the final
KEDI with the initial PEDI for this case (cf. red solid and green dashed curves
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Figure 6.3: The origin of the
peak at high energies in the
KEDI for a gradually decreas-
ing density. PEDI at t = 0
is compared with the KEDI at
t → ∞ for a spherical cluster
with two different initial den-
sity profiles: a steplike (black
dotted) and a linearly decreas-
ing one (green dashed), shown
in the inset. In the main graph,
the black dotted curve repre-
sents both PEDI and KEDI for
the steplike initial density. The
green dashed curve shows PEDI
and the red solid one – KEDI
for the linearly decreasing den-
sity. The extension of the lin-
early decreasing region in the
density profile with respect to
the cluster radius is d/R = 0.2.
in Fig. 6.3). They are almost on top of each other with only a slight deviation,
which indicates that similarly to the case of the steplike initial density, the
initial PEDI is projected to the final KEDI. (Note, however, that for a thicker
transitory layer d, the deviation becomes larger, but the shape of the curve
remains qualitatively the same.) Hence, the peak in KEDI simply results from
the initial PEDI and is not necessarily related to ion overtaking or shock waves,
in contrast to a common notion (Peano et al., 2005).
While the discussion above was concerned with the CE of atomic clusters, we
will now consider it also for molecular clusters.
6.3. Coulomb explosions of atomic and molecular
hydrogen clusters: a molecular dynamics study
In contrast to atomic clusters, CE of molecular clusters is influenced by local
interactions, those between ions from the same molecule. As a result, CE of
molecular clusters depends on whether the molecules in the cluster are oriented
randomly or aligned.
Alignment of molecules inside clusters is a novel idea, which has not been
investigated, neither theoretically, nor experimentally. We briefly discuss it in
Appendix E. Based on the literature devoted to the laser-alignment of molecules
and the structure of hydrogen molecule clusters, we argue that molecular align-
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ment inside clusters is a realistic possibility.
When local interactions must be taken into account, the mean-field Vlasov-
Poisson formalism used in the previous section is not applicable, since binary
ion-ion interactions become crucially important. In this section we investigate
these effects in details using an example of hydrogen atomic and molecular
clusters with the help of our classical microscopic MD calculations (Sec. 3.3.2),
which fully take into account binary ion-ion interactions.
First, in Sec. 6.3.1 we present the kinetic energy distributions of ions (KEDI)
resulting from CE of atomic and molecular clusters. Then, we use various
types of analysis in order to understand these results. Namely, in Sec. 6.3.2 we
compare the final KEDI with the potential energy distributions of ions (PEDI)
at the beginning of the explosion. The deviation between these two characterizes
the information loss during CE. Further, in Sec. 6.3.3 and Sec. 6.3.4 we analyse
the underlying scenarios of information loss. Finally, in Sec. 6.3.5 we consider
a simple three-body model describing CE of molecular clusters, which explains
the different behavior as compared to atomic clusters.
6.3.1. Kinetic energy distributions of ions (KEDI)
The KEDI resulting from CE of atomic and molecular hydrogen clusters are the
central result of this chapter. They are shown in Figs. 6.4 in comparison with
the prediction of the analytical model of the CE of a uniformly charged sphere
[Eq. (6.11)] for clusters with N = 1000 hydrogen atoms. The initial positions of
atoms in the cluster were obtained using a simple random placement technique
described in AppendixB.
While the MD result agrees well with the model for low proton energies, there
is a significant discrepancy in the high-energy part of the spectrum, as seen by
comparing the histograms and solid red lines in Fig. 6.4. The KEDI obtained
using the MD exhibit peaks at highest proton energies, which are absent in the
model curves. The MD results also exhibit a somewhat lower maximum kinetic
energies than those predicted by the model.
The peak at highest proton energies reaches its largest value for the atomic
hydrogen cluster [Fig. 6.4(a)]. It becomes much smaller for the molecular hydro-
gen cluster with randomly aligned molecules [Fig. 6.4(b)], but reappears again
for the cases when all molecules are aligned along one axis [Fig. 6.4(c)] and radi-
ally [Fig. 6.4(d)]. Notice, that a second, smaller peak at slightly lower energies is
seen in all cases. It is most prominent for the case of radially aligned molecules
in Figs. 6.4(d).
According to the analytical results of Sec. 6.2.3, the peak at highest energies
in KEDI appears when there is a layer at the cluster surface in which the radial
density decreases gradually. The peak is absent if the density has a steplike
shape (constant inside the cluster an abrupt cutoff at the surface).
When generating the initial coordinates of atoms in hydrogen clusters, we
required the radial density to have a steplike shape (see Sec. 3.3.1). However,
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this requirement cannot be fulfilled exactly, because of the discrete nature of
atoms: if we take a look at the actual radial density of the cluster with atomic
coordinates generated in this way, there is a layer at the cluster surface, in which
the density decreases gradually. Its thickness is about the average interatomic
distance. Thus, the peak in KEDI for atomic hydrogen clusters in Fig. 6.4(a)
stems from this inevitable surface layer, and is a universal feature for any real
cluster.
In addition, a moderately intense pre-pulse or a density “spill out” effect in
quantum clusters could also cause the radial density to decrease gradually at
the cluster surface. In this case, the extension of this surface region is larger
than the average interatomic distance. The investigation of the effect of such a
density profile on the CE using MD simulations is a topic for future studies.
Now that we understand the origin of the peak for an atomic cluster, it is
quite surprising that it almost disappears for a molecular hydrogen cluster with
randomly oriented molecules [Fig. 6.4(b)]. What is the reason for that? We
will address this question in two ways. First, we will argue that there is a
similarity between CE of a cluster with randomly oriented molecules and an
atomic cluster, in which ions have an initial temperature. Hence, the result is
consistent with a recent study by Novikov et al. (2008). Second, we will explain
this effect qualitatively using a simple three-body model of the cluster CE in
Sec. 6.3.5.
In a cluster consisting of randomly oriented hydrogen molecules the distance
between the atoms from the same molecule is much smaller than an average in-
termolecular distance. Therefore, Coulomb repulsion between the corresponding
ions is large and the resulting motion is fast. Since the molecules are oriented
randomly inside the cluster, this motion occurs in a random direction. Hence,
it is analogous to ions having an initial temperature.
The CE of ions with a finite initial temperature was studied (Novikov et al.,
2008) numerically by solving the Vlasov-Poisson Eqs. (6.12)-(6.15). Sharp peaks
in the KEDI that arise during the CE of initially cold ions are smoothened out
at a non-zero initial temperature, according to their calculation. The larger
the initial temperature, the less pronounced are the peaks. This conclusion is
consistent with our MD results.
It is interesting to note that the explosion of atomic clusters, molecular clus-
ters with randomly and radially aligned molecules is isotropic, since the kinetic
energy distributions for ions flying in different directions have the same shape.
In contrast to that, when the molecules are aligned along one axis, the CE be-
comes anisotropic with a larger number of energetic ions going in the direction
of alignment. This might help to observe experimentally the molecular align-
ment inside clusters, since the anisotropy in explosion can be easily measured
(Kumarappan et al., 2001; Skopalova´ et al., 2010). This is in spite of the fact
that the shape of the distribution from a single cluster explosion which we con-
sider here can be hidden due to the distribution of the laser intensity in the
focus and the cluster size distribution (Islam et al., 2006).
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Figure 6.4.: Kinetic energy distributions of ions (KEDI) from a Coulomb explosion
of atomic (a) and molecular (b-d) hydrogen clusters with 1000 atoms. Molecular
hydrogen clusters contain molecules (b) oriented randomly, (c) aligned along one
axis, and (d) aligned radially. Histograms were averaged over ten MD realizations.
Analytical model curve, according to Eq. (6.11), is shown in red, with the maximum
energy indicated by a vertical dashed line according to Eq. (6.10). Both the histograms
and the model curves are normalized to unity.
Besides, we have also calculated the KEDI resulting from CE of larger clusters
containing N = 5000 hydrogen atoms, while keeping the same density. All the
dependencies are qualitatively the same as for a smaller cluster with 1000 atoms
in Fig. 6.4. The difference is that the peak at highest ion energies is somewhat
narrower relative to the maximum energy Em.
6.3.2. Information loss during the explosion
In order to find out the origin of peaks at highest energies in KEDI and explore
processes of information loss during the CE, we have calculated the initial po-
tential energy distribution of ions (PEDI). To understand whether information
about the initial potential energy landscape is retained in the final KEDI is of
crucial importance in the context of Coulomb explosion imaging.
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Obviously, summing the Coulomb interaction energies of a given ion with all
other ions in order to obtain the potential energy does not make sense. In this
case, the ions at the cluster center would have the highest energies, since they
have the largest number of close neighbours. But this large potential energy
is not converted into motion during the explosion, because the corresponding
forces act in different directions and compensate each other. Hence, we use
another, more meaningful way to calculate potential energies, which involves
the computation of forces.
By definition, the potential energy of a particle is the work performed in order
to bring the particle from the infinity to its current position r. Therefore, for
each ion i, the potential energy is given by
Epot,i =
∫
S
Fidr, (6.37)
where Fi is the force acting on ith ion from all other ions. The result of the
integration in Eq. (6.37) does not depend on the direction of the path S (up to
a sign), whether it brings the particles from infinity to their current positions,
or, on the contrary, from their current positions to infinity. Hence, we choose it
as the radial scaling of initial ion positions in the following way.
The starting point of the path is the initial ion positions. At each scaling
step, the radial coordinate ri of every atom is multiplied by a factor 1+ , where
 is a small number. The scaling continues until the potential energies of all
ions Epot,i converge to constant values.
The PEDI at t = 0, calculated according to Eq. (6.37), is shown in Fig. 6.5 for
the same four cases as the KEDI in Fig. 6.4: for the atomic cluster (a), for the
molecular cluster with all molecules oriented randomly (b), aligned along one
axis (c), and aligned radially (d).
For the atomic cluster, the shape of the PEDI is very similar to that of the
KEDI with only a slight deviation [cf. Fig. 6.4(a) and Fig. 6.5(a)]. In contrast,
for all the three cases of molecular clusters the KEDI significantly differs from
the PEDI [cf. Fig. 6.4(b-d) and Fig. 6.5(b-d)]. Starting from energies of about
0.6 keV the overal shape of PEDI deviates strongly from that of KEDI. At
around that point PEDI reach their maxima and start to decrease monotonously.
On the contrary, KEDI continue to increase until they reach their maxima at
the highest energies, followed by an abrupt cutoff. The maximum energy in
PEDI is considerably larger than in KEDI.
Intriguingly, the KEDI at the initial stages of explosion have shapes very
similar to those of the PEDI at t = 0, obtained using Eq. (6.37). As well as the
initial PEDI, the KEDI in the beginning of the explosion of molecular clusters
exhibits no abrupt cutoff at highest energies, but rather a smooth decrease.
Likewise, the maximum energy is higher for molecular clusters than for atomic
ones for both PEDI and KEDI.
Thus, the comparison between the PEDI at t = 0, KEDI at small t and
KEDI at t→∞ suggests the following picture of CE. During the CE of atomic
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clusters the initial PEDI is projected to KEDI at the early stage of explosion.
This KEDI is in turn projected into the final KEDI at t → ∞ in the course
of explosion without any significant change. The situation is quite different
for molecular clusters. While the initial PEDI is projected to the early stage
KEDI in a similar fashion, the KEDI undergoes a substantial transformation
later during the explosion. Therefore, the final KEDI is quite different from the
initial PEDI.
At which time scale does this transformation occur? Our MD calculations
indicate that KEDI reach their final shape at times less than about 20 fs for
molecular clusters with N = 1000 atoms. Exploration of the time of ’equilibra-
tion’ of the KEDI as a function of the cluster size, molecular orientation and
other parameters is an interesting direction for further studies.
0
1
2
3
4
(a)
0
1
2
3
4
(b)
0
1
2
3
4
(c)
0.0 0.2 0.4 0.6 0.8 1.0 1.2
potential energy [keV]
0
1
2
3
4
io
n
 y
ie
ld
(d)
Figure 6.5.: Initial potential energy distributions of ions obtained from radial scaling
of the initial coordinates in atomic (a) and molecular hydrogen clusters in which all
molecules were oriented randomly (b), along x-axis (c), and radially (d). The result
is averaged over ten realizations of initial cluster coordinates.
In addition, PEDI for all three cases of molecular hydrogen clusters look
similar, with only the case of radial alignment exhibiting a slight difference
[Fig. 6.5(d)]. In this case, the maximum at about 0.5Em is more pronounced
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and is followed by a plateau, which then diminishes rapidly around the highest
ion energy.
Thus, we have shown that while the KEDI for an atomic cluster represents
may still carry some information about the initial potential energy landscape,
for a molecular cluster its shape is defined during the explosion. Therefore, the
information about the initial cluster structure contained in PEDI is lost during
the CE.
The PEDI calculated according to Eq. (6.37) can be also seen as the KEDI
resulting from an ’ideal’ explosion, which is restricted in such a way that the ions
do not overtake each other and move strictly in the radial direction. Therefore,
the ion overtake processes or their non-radial motion are responsible for any
differences between PEDI and KEDI, i. e. for the information loss during the
CE. Which of these two effects is more important for the loss of information?
We will address this question by analyzing each of these in the next two sections.
6.3.3. Ion overtake processes
For a molecular hydrogen cluster the initial PEDI differs from the final KEDI.
However, the KEDI at the initial stage of explosion has the same shape as the
initial PEDI, as our MD calculations show. Only somewhat later the KEDI
changes and at a certain time acquires its final form seen in Fig. 6.4(b,c,d). The
shape of the KEDI changes, because some of the ions which were initially closer
to the center overtake those which were initially further from the center. In order
to visualize this effect, we mark the ions, which belonged initially to different
spherical shells in the cluster. Then, in the KEDI we show ions originating from
different spherical shells using different colors (Fig. 6.6).
If the ions did not overtake each other, we would have seen sharp borders in
energy between the proton spectra corresponding to different spherical shells.
In other words, the protons initially closer to the center would never be faster
than those initially further from the center.
We observe quite the opposite in Fig. 6.6. In all cases, there are energy re-
gions, in which the distribution contains ions from different spherical shells.
These regions are wider for molecular clusters than for atomic ones. The largest
extension of such ’mixed’ regions is achieved when the hydrogen molecules are
aligned radially Fig. 6.6(d). Therefore, it is the local repulsion between protons
from the same molecules acting in the radial direction that is responsible for the
ion overtake effects.
From the comparison of the initial PEDI in Fig. 6.5 and the final KEDI with
marked spherical shells in Fig. 6.6, we see that when the KEDI strongly differs
from PEDI (three cases of molecular clusters [Fig. 6.5(b-d)], there is also signif-
icant ion overtaking. Likewise, when the KEDI looks the same as the PEDI,
the ion overtaking is considerably smaller. This correlation suggests that the
ion overtake processes play a role in the information loss during the CE.
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Figure 6.6.: KEDI from radial shells: indications for ion overtaking. The graphs
show KEDI from Coulomb explosions of atomic (a) and molecular (b)-(d) hydrogen
clusters with 5000 atoms. Parameters are the same as in Fig. 6.4, but here only
a single realization was used. Inset shows the cut through the cluster with radial
slices shown in different shades of blue, which correspond to the colors in KEDI. The
intersection of KEDIs from different radial slices indicates the that ions overtake each
other during the explosion. The length of the black dash in the upper graph represents
the Coulomb repulsion between protons belonging to the same H2 molecule.
However, the information could also be lost due to non-radial ion motion,
which we consider in the next section.
6.3.4. Non-radial motion of ions
The simplified models of CE typically assume a purely radial explosion (Sec. 6.2.1,
6.2.2). In this section we focus on the non-radial motion of ions during the ex-
plosion. It can be characterized by an effective temperature defined as
T⊥(t) =
1
N
n∑
i=1
miv
2
i,⊥/2, (6.38)
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where N is the number of atoms in the cluster, vi,⊥ is the velocity of ith ion in
the direction perpendicular to the radial one.
The temperature T⊥(t) is shown as a function of time in Fig. 6.7 for the
same four cases as in Fig. 6.4(a-d). In all cases, the temperature first increases,
reaches a maximum and then goes down. For clusters with molecules randomly
oriented or aligned along one axis, the curves lie almost on top of each other.
The temperature values are larger at all times for these two cases than for an
atomic cluster or a cluster with radially aligned molecules. The largest difference
is observed at the time of the maximum, which is approximately the same in all
cases. The similar behavior can be understood using the following arguments.
The dependence T⊥(t) starts at zero, since at the beginning all ions are at rest.
Then, as the potential energy starts being transferred to the non-radial motion,
the temperature T⊥(t) grows. After a while, it does not grow anymore, because
all the potential energy is gradually converted into the kinetic one. Then, we
would expect T⊥(t) to remain constant. But why does it decrease in all cases?
There could be two reasons for its decrease. First is a purely geometric effect.
If a particle is moving away from the center with a constant velocity, which
has both radial and non-radial components, as it moves further, the non-radial
component becomes smaller. Second, there is also a possibility of ’cooling’ of the
non-radial degree of freedom during the explosion. In this case, the energy of
the non-radial motion is transfered into the radial degree of freedom. However,
to explore this effect, we need another way to characterize the non-radial motion
in such a way as to exclude a merely geometric decrease.
We analyze the differences in T⊥(t) for atomic and molecular clusters (the
same four cases as in Fig. 6.6). The magnitude of T⊥(t) is determined by the
extent to which the local forces (those between protons from the same molecule)
act orthogonally with respect to the radial direction. For cluster with randomly
aligned molecules, the local forces have random directions. Hence, they make
a large non-radial contribution. The same holds for the cluster with molecules
aligned along one axis. In contrast, for the case of an atomic cluster or a cluster
with radially aligned molecules, the perpendicular conributions from the local
forces are absent. Therefore, the temperature T⊥ is smaller in these two cases.
Now, we consider the CE of a cluster with molecules aligned along one axis
(Fig. 6.7, green curves). The temperature T⊥(t) is smaller for protons moving
along the alignment axis3 than for those moving perpendicularly to it (cf. upper
and lower dashed curves in Fig. 6.7). This difference arises because local forces
are directed radially for protons moving along the alignment. In contrast, for
protons moving perpendicularly to the alignment axis, local forces act in a non-
radial direction and make a larger contribution to T⊥(t).
Thus, we have quantified the nonradial motion of ions during CE and analysed
it as a function of time for atomic and molecular hydrogen clusters. Now, we
3These are protons, whose velocity vectors deviate from the alignment axis by less than than
pi/4.
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Figure 6.7.: Temperature of the non-radial ion motion T⊥(t) during the CE as a
function of time for an atomic hydrogen cluster (yellow), molecular hydrogen clus-
ter with randomly oriented molecules (red), with molecules aligned along one axis
(green) and with radially aligned ones (blue). Green dashed curves for the case of
molecules aligned along one axis show the ion fractions flying along this axis (lower)
and perpendicular to it (upper).
evaluate the effect of the nonradial ion motion on the information loss during
the explosion.
For this we take a look at the behavior of a cluster that consists of hydrogen
molecules aligned radially. In this case, there is a significant loss of information
about the initial potential energy landscape (the final KEDI strongly differs
from the initial PEDI, see Sec. 6.3.2). At the same time, we see from Fig. 6.7
that T⊥(t) is in this case almost as small as for the atomic cluster, for which the
information is retained during the CE. Therefore, nonradial motion of ions has
a negligible role and only the ion overtake processes contribute considerably to
the information loss during the explosion.
Having concentrated on the information loss during the explosion and its
causes, we have not so far presented a clear explanation of the difference in
KEDI resulting from the CE of atomic and molecular clusters. This is a purpose
of the next section.
6.3.5. Three-body effects in Coulomb explosion
Consider the initial moment of the explosion t = 0 and focus on two protons
from the same hydrogen molecule at the cluster surface. Their motion will be
driven mainly by (i) the repulsion between them and (ii) the mean force from
all other protons. Hence, we describe this motion, assuming that they interact
only with each other and with an immobile point charge Q at the cluster center,
which represents the total charge of all other protons.
Intuitively, one expects the molecular nature of the cluster to affect the explo-
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sion on an energy scale of the Coulomb repulsion between protons from the same
molecule 1/dH−H = 18.7 eV. (Here dH−H = 0.767 A˚ is the mean interatomic
distance in a hydrogen molecule). Surprisingly, the effect of the molecular na-
ture of the cluster on its explosion manifests on a much larger energy scale of
the order of hundreds electron-volts. We will explain this effect using a simple
model.
According to classical trajectory calculations for the two protons from the
same molecule in the field of a point charge Q  1, their motion depends on
the initial orientation of the molecule. In particular, the ratio β = Ek1/Ek2
between the kinetic energies of the two protons at t → ∞ strongly depends on
the angle α between the cluster surface and the molecular axis (see Fig. 6.8). If
the molecule is parallel to the surface, α = 0, the energy sharing is equal and
β = 1. In this case, protons follow mirror-symmetric trajectories. Whenever
the molecule is not parallel to the surface, the trajectories loose their symmetry
and the energy sharing becomes unequal. As α increases, the energy sharing
ratio β also grows, exhibits a sharp peak at α = pi/2 [see Fig. 6.8(a)]. When the
molecule is not parallel to the cluster surface, one of the protons is further from
the cluster center than the other one. In addition to the average repulsion from
the cluster as a whole, this outer protons receives a ’kick’ from its neighbour.
The value of β at the maximum decreases with the cluster size [Fig. 6.8(b)].
It is about 1.2 for a small cluster with the charge Q = 500 and decreases with
the cluster size to about 1.06 for Q = 20000. (We kept the cluster density
%i = 3Q/(4piR
3) constant while varying the cluster charge Q).
The dependence of the energy sharing ratio β on the molecular orientation an-
gle α explains the difference between KEDI for atomic and molecular hydrogen
clusters [cf. Fig. 6.4(a,b)], as well as the effect of the molecular orientation [cf.
Fig. 6.4(b-d)]. In particular, it explains the disappearance of the peak at high
proton energies in KEDI for clusters with randomly oriented molecules. When
all molecules are oriented randomly, there is a probability to find a molecule at
the cluster surface with any alignment angle α ∈ (0, pi). Hence, different energy
sharing scenarios are realized: from equal sharing at α = 0, pi up to maximal
inequality at α = pi/2. This introduces an additional uncertainty in proton
kinetic energies ∆E = max [|Ek1 − Ek2|].
For a cluster with N = 1000 atoms the energy uncertainty ∆E for the protons
originating from cluster surface, responsible for the high energy part of the
spectrum, corresponds approximately to the width of the high-energy peak in
KEDI [Fig. 6.4(a)] and is about 150 eV. Hence, the peak is smoothened out when
the molecules are oriented randomly. The same behavior is also seen for a larger
cluster with N = 5000 hydrogen atoms.
When all molecules are aligned along one axis, there are more molecules which
are perpendicular to the cluster surface with α ≈ pi/2 as compared to the case
of random alignment. Therefore, the uncertainty in the kinetic energy ∆E is
suppressed, the peak is not smoothened any more and reappears in the KEDI
[Fig. 6.4(c)].
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Figure 6.8.: A three-body effect in CE of a molecular hydrogen cluster: Two protons
from the same molecule at the cluster surface share the Coulomb energy 2qQ/R of
the cluster unequally. Here q is the charge of each proton, Q is the cluster charge, R
– the cluster radius. (a) Ratio between final kinetic energies of two protons Ek1/Ek2
as a function of the angle α between the cluster surface and the molecular axis. (b)
Maximum energy sharing ratio (at α = pi/2) as a function of the cluster charge Q.
The charge density of ions %i = 3Q/(4piR
3) was kept constant. The data was obtained
by computing classical trajectories of the two protons in the potential of the spherical
cluster (see text).
In the case of radial alignment of molecules [Fig. 6.4(d)], the energy sharing is
maximally unequal, since α = pi/2 for all molecules, and there is no uncertainty
due to different energy sharing values. Therefore, a sharp peak at a maximum
kinetic energy is seen in the KEDI [Fig. 6.4(d)].
Besides, an additional, smaller peak shows up at a somewhat lower energy.
Its origin becomes clear when we trace back the initial positions of ions forming
the two peaks. We find that all the ions which form the two peaks originate
from the molecules at the cluster surface. Being radially aligned, each of these
molecules has a distinct ’outer’ proton, the one further from the center and an
’inner’ one, which is closer to the center. While the peak at a higher energy is
formed by ’outer’ protons, the lower-energy peak is formed by ’inner’ ones.
Thus, during the CE of a diatomic molecular cluster two ions belonging to
the same molecule share unequally the Coulomb energy of the whole cluster.
The energy sharing ratio depends on the initial orientation of a molecule inside
the cluster and is maximal when the molecule is perpendicular to the cluster
surface. The unequal energy sharing affects the final KEDI on an energy scale
much larger, than the local repulsion. This leads to a smoothening of a peak
at highest energies in the KEDI of a cluster with randomly oriented molecules
[Fig. 6.4(b)].
In this section we have learned something fundamentally new about CE of
molecular clusters. We have shown that some of its important features can only
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be explained in terms of local ion-ion interactions. This is in contrast to the
usual mean-field approach to CE, where it is considered effectively as a two
body problem, in which a given ion interacts with the mean field of all other
ions.
6.4. Conclusions and outlook
In this chapter we have shown that in atomic clusters the peak at highest energies
in the final KEDI originates from an initial potential energy distribution and
is not necessarily related to ion overtake processes. It was demonstrated both
analytically using approximate solutions of Vlasov-Poisson equations (Sec. 6.2.3)
and numerically with the help of microscopic MD simulations (Sec. 6.3.2).
On the contrary, for CE of molecular hydrogen clusters local interaction be-
tween protons belonging to the same molecule becomes important. It leads to
significant changes in the final KEDI and results in the loss of information about
the initial cluster structure during the explosion. This conclusion may at first
seem counter-intuitive, since one would expect the effects of local interaction to
be negligible as compared to stronger global repulsive forces. Accordingly, the
local effects were usually neglected in studies of CE of clusters and laser-induced
ion acceleration [see for example (Peano et al., 2005)].
These results have several important implications. First, the fact that the
final KEDI corresponds to the initial PEDI for atomic clusters could be used
to tailor the KEDI by engineering the radial density of the cluster. It may be
possible to achieve a monoenergetic ion energy distribution for an appropriately
chosen density profile.
Besides, the dependence of the shape of the KEDI on the orientation of the
molecules could be used to observe molecular alignment inside clusters. It even
seems feasible to perform such measurements in a time-resolved manner using
a pump-probe technique. in which a weak alignment pulse (pump) is followed
by a super-intense, ultrashort probe pulse. This would be a novel application
of the Coulomb explosion imaging approach to nanoscale systems. So far, this
idea was used to image only small molecules (Vager et al., 1989; Kella et al.,
1993).
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7. Conclusions and outlook
We use two approaches in order to draw conclusions from the results of this
thesis. First, in Sec. 7.1 the main question is “What have we learnt about the
physics from the present study?”. Then, in Sec. 7.2 we present conclusions from
a methodological point of view and the question there is “What did we find out
about the methodology by examining the process of our research?”. Finally, we
discuss new research perspectives based on the present work in Sec. 7.3.
7.1. Physical conclusions
In this thesis we have extensively investigated processes of ionization, energy
absorption and subsequent explosion of atomic and molecular clusters under
intense laser illumination using numerical as well as analytical methods.
One of the most important results is the identification of a novel type of
plasma resonance. This resonance is enabled by an elongated shape of the
nanoplasma created during the ionization process in a helium droplet doped with
just a few xenon atoms. In contrast to the conventional plasma resonance, which
requires significant ion motion, here, the resonant energy absorption occurs at
a remarkably fast rate, within a few laser cycles. Therefore, this resonance is
not only the most efficient (like the conventional resonance), but also, perhaps,
the fastest way to transfer laser energy to clusters.
The significance of this result goes far beyond specific properties of composite
clusters, since it is expected to be relevant also for homogeneous clusters. It
also transcends the domain of cluster physics, because this resonance may also
serve as a universal mechanism of ultrafast damage in solids.
A conventional plasma resonance, which relies on the cluster explosion, also
exhibits interesting new properties when it occurs in a composite xenon-helium
cluster with a core-shell geometry. We have indeed revealed an intriguing double
plasma resonance in this system. At first, the helium shell explodes, since helium
ions are lighter than xenon ions, and the charge density of helium ions reaches
its resonant value. Then, much later, the same happens for heavier xenon ions.
The relative weight of the xenon resonance with respect to the helium one is
determined by the xenon/helium ratio (taken with respect to the number of
atoms).
Both results share two common features. First, the application of an intense
laser pulse leads to a powerful interaction between xenon and helium parts of
the cluster. The static electric field of xenon atoms, which are ionized earlier,
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leads to the ionization of helium, which in its turn, creates a deeper potential ca-
pable of holding more quasi-free electrons and leads to the additional ionization
of xenon. Thus, the interaction results in a much stronger energy absorption as
compared to corresponding pure helium or xenon clusters. Second, the inves-
tigation of the cluster size dependence has played a crucial role in establishing
both of the results.
We have elucidated several important properties of Coulomb explosion in
atomic and molecular clusters by assuming a sudden ionization of all atoms or
molecules in the cluster (Chapter 6).
Specifically, it was found that the kinetic energy distribution of ions after the
Coulomb explosion of an atomic cluster is quite similar to the initial potential
energy distribution of ions and is only weakly influenced by ion overtake effects.
Thus, by measuring the KEDI, one can obtain some information about the
initial state of the cluster.
For the case ofmolecular hydrogen clusters, we have shown that the alignment
of molecules inside the cluster affects its Coulomb explosion. In particular, the
final KEDI depends qualitatively on whether the molecules are aligned or not.
This dependence indicates that local interactions, i. e. those between ions from
the same molecule, play a role in the process of explosion. This conclusion is
quite surprising, since local interactions are energetically weaker than global,
mean-field interactions. During the explosion of a molecular hydrogen cluster
the KEDI changes considerably due to local interactions. Hence, unlike the case
of atomic clusters, the final KEDI does not correspond to the initial PEDI.
These results offer a way to detect molecular alignment inside clusters. They
also provide an opportunity to tailor the shape of the KEDI either by engineer-
ing the radial cluster density in atomic clusters, or by controlling the molecular
orientation in molecular clusters. This is very promising in the context of the
laser-induced acceleration of ions, which has applications in medicine and ma-
terial science. The goal there is to obtain a monoenergetic KEDI in a bunch of
ions with low angular dispersion.
In this thesis we have restricted ourselves to consideration of near-IR laser
pulses with about 800 nm wavelength. However, certain features of cluster
nanoplasmas discussed here are independent of the laser wavelength and are
also seen when clusters are irradiated with shorter wavelength lasers (VUV or
x-ray), as long as the pulses are intense enough to ionize all atoms in the cluster.
An example of such a feature is the distribution of quasi-free electrons with re-
spect to their total energy, which was determined analytically in Sec. 4.2.2. This
distribution is a general property of a cluster potential, which has Coulomb tails
outside the cluster [Eq. (4.5)].
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7.2. Methodological conclusions
In the presentation of our research results above, we did not follow a chronologi-
cal sequence of events that has led us to a new understanding. On the contrary,
we have sorted and organized the results in order to present them according to
their inner logic. In other words, we have performed a rational reconstruction
of the actual history (Lakatos, 1970).1 This is done to emphasize what we think
is important and to avoid unnecessary details.
However, the actual process of obtaining results [Lakatos (1970) calls it “ex-
ternal history”] could sometimes be of interest, since there may be certain uni-
versal patterns in it, which could be used to solve other problems. Therefore,
we now consider several examples of the “external history” of this thesis and
draw conclusions from them.
A microscopic molecular dynamics simulation gives as an output a large set
of data, which consists of positions and velocities of all particles at every time
step (Sec. 3.3.3). This enormous amount of data is neither comprehensible, nor
physically relevant. Our task is, therefore, to make sense of it by performing
additional calculations resulting in a few key quantities or observables, which
describe the processes of interest. For example, two of such observables discussed
in Chapter 5 are the charge per atom and the absorbed energy.
After obtaining the observables, one can either be satisfied and conclude,
for example, that a composite cluster absorbs more energy than a pure one.
Alternatively, one can go one step further and try to find out the laws governing
the change of observables, as we did in Sec. 5.3 by considering the center-of-
mass motion of quasi-free electrons in an ellipsoidal nanoplasma in terms of a
harmonic oscillator model. This allows us to obtain a deeper understanding and
explanation of the essential processes occuring in simulations.
The most difficult and creative part is to identify appropriate observables.
Here, a proper graphical representation of the simulation data using pictures or
animations is extremely useful. For example, the color plots in Fig. 5.6 depicting
the distribution of electric fields inside of the cluster were crucial for understand-
ing that the resonance in the nanoplasma occurs due to its elongation. Further
analysis, which included the calculation of nanoplasma extensions shown in
Fig. 5.4 and estimation of the eigenfrequencies of a spheroidal nanoplasma, con-
firmed our initial intuition. Similarly, a decisive insight for identifying the dou-
ble plasma resonance in Sec. 5.3 came from an animation, in which the motion
of quasi-free electrons was illustrated by moving spheres. From the animation
we figured out that the quasi-free electrons form two spatially distinct groups
oscillating with different phases.
These examples demonstrate that an appropriate visualization of the simula-
1According to Lakatos (1970), a rational reconstruction of the history of science is performed
with the help of a certain theory of rationality, which in our case remains implicit: we used
our common sense and followed the usual practices of our community (as the majority of
researchers does).
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tion data has played a crucial role in obtaining the results of Sec. 5.1 and 5.3.
Therefore, the visualization of data is not merely a trivial, technical task, but
can often be instrumental in obtaining major results. Thus, one should try
various visualization methods and attentively examine the resulting pictures or
animations.
7.3. Research perspectives
We first discuss a possible experimental detection of the ultrafast resonance
due to the nanoplasma elongation (Sec. 5.1). Then, we consider the prospect of
using the shape of the laser pulse as an observable to characterize laser-cluster
dynamics.
The process of the nanoplasma elongation may be traced in time in a care-
fully designed pump-probe experiment. In this setup, a 780 nm linearly polar-
ized pulse (the same as the one applied in Sec. 5.1) serves as a pump to drive
the dynamics. A much shorter probe pulse in the UV frequency range is sent
with a variable delay on top of the pump pulse with a polarization perpendic-
ular to the pump. The measurement of the probe absorption would provide
time-resolved information on the nanoplasma elongation. [Since the eigenfre-
quency of a spheroid perpendicular to its longer axis grows with the aspect
ratio (Fig.D.1).] Another possible way to detect the elongated nanoplasma in-
side doped helium droplets is to measure the anisotropy in the kinetic energy
distributions of helium ions. Ions exploding along the longer axis of a spheroid
are expected to obtain lower kinetic energies than those perpendicular to it
(Grech et al., 2011).
Due to tremendous recent progress in laser technology, it is now possible to
measure directly the time dependence of the electric field in a few-cycle laser
pulse (Kane and Trebino, 1993; Iaconis and Walmsley, 1998). This measure-
ment, performed before the laser pulse has interacted with a gas of clusters
and after that would reveal the change in the pulse caused by this interaction,
and thus contain valuable information on ultrafast nanoplasma dynamics. This
approach provides a cleaner probe than the measurement of ion or electron spec-
tra, since it excludes post-pulse effects related to recombination and features of
global cluster plasmas. In addition, it is a unique way to uncover the behavior
of large clusters, in which there is no direct access to electrons produced during
the interaction with the laser.
In order to compute the change in the laser pulse caused by the interaction
with a gas of clusters, a microscopic molecular dynamics calculation needs to
be supplemented with a solver of Maxwell’s equations, which accounts for the
propagation of the pulse. Although this scientific program is quite ambitious and
presents a major theoretical and computational challenge, it is within our reach
and its successful accomplishment may well lead to a significant advancement
in this field.
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A. Suppression of the cluster
barrier
When the external field of the laser becomes as strong as the electric field of
the ion background at the cluster surface, the Coulomb barrier is completely
suppressed and no bound state can exist in the cluster potential anymore. In
this case, all quasi-free electrons rapidly leave the cluster. The cluster barrier
suppression (CBS) is the main channel for outer ionization under the action of
very intense laser pulses.
Here, we derive the expressions for the laser field necessary to suppress the
cluster barrier for a quasi-free electron with the total energy Etot, as well as
the laser field, at which the barrier disappears and all quasi-free electrons are
removed. We adopt a quasi-static approximation, which assumes the laser field
to oscillate much slower than the characteristic time of electron motion.
Consider an electron trapped in a cluster potential perturbed by a static
electric field E
φi(r, z) =
{
−Q(3R2 − r2)/(2R3)− Ez, r < R;
−Q/r − Ez, r ≥ R. (A.1)
We assume an electron to move only along the z-axis, hence we set x = y = 0
e
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Figure A.1.: Outer ionization by cluster barrier suppression. The black curve shows
the cluster potential (Q = 100, R = 10.58 A˚) perturbed by the laser field E , according
to Eq. (A.1) for three different values of the field (a) E = 0.02 a. u., (b) E = 0.05 a. u.,
(c) E = 0.25 a. u. The latter value corresponds to the critical field ECBS [Eq. (A.5)],
at which the barrier disappears. The red line shows the interaction potential with
the laser field −Ez; the grey dashed curve shows the unperturbed cluster potential at
E = 0.0. Blue circles represent the quasi-free electrons.
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and r = z in Eq. (A.1). At E = 0, the equation (A.1) describes the potential of
a uniformly charged sphere with the charge Q and radius R. In order to find
the position of the barrier maximum [see Fig. A.1(b)], we differentiate Eq. (A.1)
with respect to the coordinate z
dφi(z)
dz
=
{
Qz/R3 − E , z < R;
Q/z2 − E , z ≥ R. (A.2)
We then obtain the position of the barrier peak zmax from the equation dφi(z)/dz =
0
zmax =
√
Q/E ≥ R. (A.3)
The barrier suppression field EBS, at which an electron with the total energy
E will be set free by the barrier suppression is the same as for the case of the
Coulomb potential with the charge Q [cf. Eq. (2.5)]
EBS = E2/4Q. (A.4)
Interestingly, Eq. (A.4) does not depend on the cluster size.
The critical electric field at which the barrier disappears [Fig. A.1(c)] is given
by
ECBS = Q/R2. (A.5)
For electric fields larger than ECBS no bound states exist in the cluster potential.
Therefore, all quasi-free electrons rapidly leave the cluster.
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B. Structure determination for
Xen@Hem clusters
In order to treat the dynamics of Xen@Hem clusters driven by intense laser
pulses using the microscopic MD method described in Sec. 3.3, we first need to
determine the initial positions of all atoms in the cluster.
It is relatively easy to determine the structures of both pure xenon clusters
(by classical energy minimization) and pure helium clusters [using variational
Monte Carlo (Kalos and Whitlock, 2008)]. In contrast, treatment of composite
Xen@Hem clusters is more complicated and requires heavy computational meth-
ods such as quantum diffusion Monte Carlo (QDMC) (Hammond et al., 1994).
It is only feasible for small clusters with not more than a few hundred atoms.
In this section we introduce a simple technique to generate Xen@Hem struc-
tures based on random placement (RP) of helium atoms, which can be used to
obtain structures of larger clusters with several thousands of atoms. In order
to establish the validity of this approach, we compare the results with those
obtained using exact QDMC and approximate hybrid quantum-classical (QC)
method (Bonhommeau et al., 2008). This comparison is done for a small system
(Xe13He338 cluster), where the exact QDMC calculation is still feasible.
We use the lowest energy configuration (Wales et al., 2007) for the dopant
xenon cluster and the RP to generate the positions of helium atoms in XenHem.
We first define the volume in a form of a spherical shell, in whichm helium atoms
will be placed. The inner radius of the shell is chosen such that the distance
between the outermost (with respect to the center of mass) xenon atom and the
inner shell coincides with an equilibrium interatomic separation of the xenon-
helium van der Waals dimer. This distance can be both calculated (Tang and
Toennies, 2003) and deduced from experimental data (Barrow and Aziz, 1988)
for any pair of noble gas atoms. For our case of xenon and helium, it is 7.51 a.u.
(Tang and Toennies, 2003). The outer shell radius is chosen in such a way
that the density of helium atoms is ρ = 0.02185 A˚−3, the density of bulk liquid
helium. Then, we place helium atoms one by one so that the probability to find
an atom inside the shell is uniformly random.
Before placing the ith helium atom, we check whether it is closer than a fixed
distance, dmin, to any other helium atom already placed, that is
min
j 6=i
[dij] > dmin, (B.1)
where dij is the distance between the ith and the jth helium atom and the index
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Figure B.1.: Radial density of helium in Xe13@He338 cluster as a function of the ra-
dial coordinate, obtained from cluster structures calculated by three methods: quan-
tum diffusion Monte-Carlo (solid green), hybrid quantum-classical approach (dashed
blue), random placement technique (yellow dotted). Horizontal line shows the density
of bulk liquid helium.
j runs through all helium atoms previously placed. If the condition Eq. (B.1)
is not fulfilled, we do not place the atom under consideration and repeat the
random generation of coordinates until Eq. (B.1) holds. As a rule, this procedure
works when dmin is by 10-20% smaller than the average distance between helium
atoms.
For larger clusters with m ≥ 5000 the random placement procedure requires
a long computation. Hence, in this case we have placed helium atoms within
a spherical shell in a simple cubic lattice. We have checked that the results of
test MD simulations of an intense-laser cluster interaction are the same for both
cases. The drawback of this technique to generate helium coordinates is that it
is limited to nearly spherical dopant xenon clusters.
We have obtained the structure of Xe13He338 using three methods: an exact
QDMC calculation (Lewerenz, 2010), a hybrid QC method (Bonhommeau et al.,
2008) and our RP technique. First, from the cluster structures obtained by these
three methods we calculate the radial densities and compare them (Fig. B.1).
Then, we look at the behavior of these cluster structures behave under an intense
laser pulse (Fig. B.2).
The radial density obtained with the help of an exact QDMC calculation
is shown as a solid green curve in Fig. B.1. It sharply rises at the radius of
about 5 A˚, exhibits decreasing oscillations and then, gradually goes down to
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Figure B.2.: Ionization dynamics of Xe13@He338 under intense laser pulse (upper
graph) with 780 nm wavelength, 7 × 1014W/cm2 peak intensity, Gaussian envelope
exp(− ln 2(t/T )2), T = 20 fs duration, polarized linearly. Lower graph shows the total
number of ionized electrons Ne as a function of time. Initial cluster structures were
obtained using three methods: quantum diffusion Monte-Carlo (solid green), hybrid
quantum-classical approach (dashed blue), random placement of He atoms (yellow
dotted).
zero. This behavior is quite different from a pure helium cluster, in which
the radial density is constant inside the cluster and smoothly decreases at the
cluster surface (Barranco et al., 2006). The difference is most significant at the
xenon-helium interface, where the dopant xenon cluster has the most influence.
There, it perturbs the helium radial density: leads to formation of a density
maximum at the interface and further oscillations of the density. At large radii
the oscillations die out and the density remains constant. Thus, the dopant
imprints its own classical character into the surrounding helium environment
with the oscillations being traces of the classical shell structure.
In contrast, at the cluster surface the influence of the dopant cluster is neg-
ligible. Hence, the behavior of a pure helium cluster and a doped one is quite
similar: they both exhibit a gradual decrease at a length exceeding the average
interatomic distance (quantum “spill-out” effect).
The radial density obtained using the hybrid QC method, shown in Fig. B.1
as a dotted yellow curve, exhibits a different behavior: the maximum at the
xenon-helium interface is larger and the oscillations are more pronounced than
for the QDMC curve. In addition, the density decreases quite abruptly to zero
at around 15 A˚, while the QDMC density goes down slowly between 15 and
20 A˚.
Surprisingly, the radial density obtained using an RP technique mimics quite
well the QDMC density at the xenon-helium interface (cf. dotted yellow and
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solid green curves in Fig. B.1). However, there is a considerable difference at
the cluster border.
In order to examine how important the differences in radial densities are for
the intense field dynamics, we used each of the cluster structures of Xe13He338
obtained by the three methods as an initial condition for our MD simulation.
In this simulation we subjected clusters to an intense laser pulse with the same
parameters as the one used in Sec. 5.1.
The dynamics is presented in Fig. B.2. Upper graph shows the the average
charge state of xenon atoms as a function of time qXe(t). As seen from Fig. B.2
all three curves, corresponding to initial cluster structures obtained by the three
methods, behave in a very similar way. Charge state qXe(t) is zero in the begin-
ning, since the cluster is neutral before the laser pulse arrives. Then, it rises,
because the xenon atoms become ionized by the laser, and, finally, reaches a con-
stant value, when the laser pulse is over. Curves corresponding to QMDC and
RP structures are almost on top of each other, while the curve corresponding
to hybrid QC calculation saturates at a slightly smaller value.
The total number ionized electrons Ne is shown in the lower graph as a func-
tion of time for the same three cases. The behavior is again quite similar for all
three cases: Ne rises from zero to a constant value during the pulse.
The lack of any significant difference in the ionization dynamics in Fig. B.2
indicates that it is neither sensitive to the variations of the helium radial den-
sity at the xenon-helium interface, nor to the details of the density decrease at
the cluster surface. Thus, both our simple RP technique and the hybrid QC
method are valid means to generate structures of mixed xenon-helium clusters
for the purpose of MD simulations of their interaction with intense laser pulses.
Although, the RP technique is easier and faster, it is not applicable for signif-
icantly non-spherical dopant clusters. In this case the hybrid QC method can
be used.
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C. Calculation of the
time-dependent phase shift
The phase shift between the driving laser field and the center-of-mass (CM)
velocity of the quasi-free electrons is calculated using the concept of an analytic
signal (Pikovsky et al., 2001). It can be constructed from a scalar time-series
using the definition
x(t) = xr(t) + ixh(t) = A(t) exp [iφ(t)] , (C.1)
where the real part xr(t) is the original time-series and the imaginary part xh(t)
is its Hilbert transform
xh(t) = P.V.
∫ ∞
−∞
xr(t
′)dt′
t′ − t , (C.2)
where P.V. stands for the principle value of the integral. The instantaneous
phase φ(t) and the amplitude A(t) is unambiguously given by Eq. (C.1).
Thus, we calculate the phase shift in the following way. First, we construct
the analytical signal for time-dependences of the laser field and the CM velocity
of the electrons according to Eqs. (C.1), (C.2). The computation for a discrete
time-series was performed using an algorithm given by Marple (1999). Then,
the phase for each of them is calculated. Finally, we take the difference between
the two phases.
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D. Potential of a uniformly
charged spheroid
A spheroid is an ellipsoid with two equal diameters. It is described by the
equation
ρ2
R2⊥
+
z2
R2‖
= 1, (D.1)
where ρ =
√
x2 + y2. The shape of the spheroid is entirely determined by its
aspect ratio α = R‖/R⊥. It is prolate (cigar-like) if α > 1 and oblate (pancake-
like) shape if α < 1. If the volume of a spheroid is uniformly charged with the
density %i then, the corresponding potential follows from a more general integral
expression (Landau and Lifshitz, 1980, § 99) and reads
φ(ρ, z;α) = pi%i
[
[1−g(α)] ρ2 + 2g(α)z2 − h(α)R2
]
, (D.2)
where
h(α) =
[
1+f 2(α)g(α)
]
/α2/3, (D.3)
and
g(α) = [α ln (α+f(α)) /f(α)− 1] /f 2(α),
f(α) =
√
α2−1
for the prolate case and
g(α) = [1− α arctan (f(α)/α) /f(α)] /f 2(α),
f(α) =
√
1− α2
for the oblate case. In the case when all diameters are equal (R⊥ = R‖) the po-
tential Eq. (D.2) reduces to that of a sphere φ(ρ, z;α→1) = 2pi%i [(ρ2+z2) /3−R2].
The separation of ρ and z in Eq. (D.2) makes it straight-forward to calculate
the eigenfrequency of a collective dipole oscillation along the z-axis, which is
the axis of cylindrical symmetry,
Ω‖(α)/Ω =
√
3g(α) , (D.4)
and perpendicular to it
Ω⊥(α)/Ω =
√
3 [1− g(α)] /2. (D.5)
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Figure D.1.: Eigenfrequencies of a spheroid shown as functions of the aspect ratio α.
Ω‖ is the eigenfrequency along the z-axis, which is the axis of cylindrical symmetry, Ω⊥
– the eigenfrequency along the perpendicular direction. Here Ω is the eigenfrequency
of a sphere with the same charge density of ions. Vertical dashed line indicates the
case of a sphere α = 1.
in terms of the spherical eigenfrequency Ω =
√
4pi%i/3 .
The eigenfrequencies Ω‖(α) and Ω⊥(α) are shown as functions of the aspect
ratio α in Fig.D.1. For a cigar-shaped spheroid (α > 1) Ω‖ < Ω < Ω⊥, while
for a pancake-like one (α < 1) it is the other way around Ω⊥ < Ω < Ω‖. We
see, therefore, that the eigenfrequency is higher in the direction in which the
spheroid is compressed and lower in the more extended direction. Interestingly,
the eigenfrequencies Eq. (D.4) and Eq. (D.5) can be expressed in terms of Leg-
endre functions (Dubin, 1996).
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E. On the possibility of molecular
alignment inside hydrogen
clusters
Alignment and orientation of single molecules in a gas phase induced by exter-
nal electric fields is an active field of research (Stapelfeldt and Seideman, 2003;
Herschbach, 2006). For molecules constituting clusters, alignment has so far
not been demonstrated neither in theory, nor in experiment. The purpose of
this Appendix is to present evidence from the literature that alignment of di-
atomic molecules inside molecular clusters [such as (H2)n, (N2)n] is nevertheless
a realistic possibility. We first discuss theoretical and experimental results on
alignment of isolated molecules in a gas phase. Then, arguments in favour of
molecular alignment inside clusters are given.
The anisotropic interaction of the electric field of a laser pulse with a dipole
moment induced in a polarizable molecule creates aligned pendular eigenstates
(Friedrich and Herschbach, 1995). They originate from field-free rotational
states.
Consider a non-polar molecule with no permanent dipole moment subjected
to a linearly polarized laser field [Eq. (2.2)]
E(t) = E0(t)ez cos (ωt+ ϕ) ,
where ez is a unit vector along z-axis, E0(t) is the amplitude of the pulse enve-
lope, ω is the laser frequency, ϕ is the carrier-envelope phase. We assume the
molecule to behave like a linear rigid rotor with no electronic angular momen-
tum. Then, the effective Hamiltonian, describing its interaction with the laser
pulse reads
Heff(t) = −1
2
E
2(t)
(
∆α cos2 θ + α⊥
)
, (E.1)
where ∆α = α‖ − α⊥ is the polarizability anisotropy, α‖ and α⊥ are parallel
and perpendicular components of the polarizability tensor in the initial vibronic
state, θ is the angle between the molecular axis and the electric field direction.
When the laser frequency ω is far from any resonances and is much larger than
the inverse of the pulse duration, ω  τ−1L , the interaction Hamiltonian Eq. (E.1)
can be averaged over the laser cycle. This allows to write E20(t)/2 instead of
E
2(t) in Eq. (E.1).
111
The angular-dependent part of the interaction Hamiltonian Eq. (E.1) is pro-
portional to cos2 θ. Hence, potential minima correspond to θ = 0 and θ = pi,
i. e. the cases when the molecule is aligned along the electric field.
For the alignment to be possible, the interaction with the laser should create a
sufficiently deep potential well, which can contain several energy levels. For this
the well depth Heff(t)|θ=0 = V0 should exceed the spacing between the rotational
energy levels, characterized by the rotational constant B = ~2/2I, where I is the
moment of inertia of the molecule. For H2 the rotational constant is B = 3.78×
10−3 eV, the polarizabilities are α‖ = 6.430 a.u., α⊥ = 4.612 a.u. [according to
ab initio calculations of Carmichael et al. (2004)]. The minimum laser intensity
necessary for the barrier depth V0 to be equal to the rotational constant B
is 5.37 × 1012W/cm2, which is low enough to avoid significant ionization of
H2. Hence, the alignment of a single H2 molecule should be possible from a
theoretical point of view. There is also a convincing experimental evidence
that H2 molecules can be aligned parallel to the electric field of the laser pulse
(Posthumus et al., 1998; Zhao et al., 2006).
Now we discuss the possibility to align H2 molecules inside clusters using
the results of calculations of the structures of small (H2)n clusters performed
by Carmichael et al. (2004). According to these calculations the equilibrium
structure of an H2–H2 dimer is that of T-shaped monomer orientations. The
potential barrier for conversion Vconv from a T-shaped structure to a slipped
parallel structure is less than 3.7× 10−4 eV, while the well depth of the H2–H2
interaction is around ten times larger 3.7 × 10−3 eV. Hence, the molecules can
rotate almost freely in a potential that has a small anisotropy.
The characteristic energy of interaction with an aligning laser pulse corre-
sponds approximately to the depth V0 of the interaction Hamiltonian Eq. (E.1).
As estimated above, at the laser intensity Ilas = 3.5×1014W/cm2, the potential
depth V0 = 1.24 × 10−2 eV, which is much smaller than the barrier for conver-
sion Vconv. Therefore, H2 molecules in a cluster are expected to behave as free
molecules in a gas phase with respect to interaction with an aligning laser pulse.
Thus, molecular alignment of H2 inside clusters should be possible.
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