Introduction
Let K be a compact classical group. The K-theoretic Nekrasov partition function is defined by Nekrasov and Shadchin as the formal sum of the equivariant integrations of K-theory classes on the ADHM quiver representation space associated to K-instantons [40] . Our previous result [12] says that it is the generating function of the Hilbert series of the coordinate rings of the framed K-instanton moduli spaces M K n over all instanton numbers n if K = USp(N/2) the real symplectic group where N ∈ 2Z ≥0 . We aim to prove the parallel result for K = SO(N, R). Note that such a result has been known for K = SU(N) essentially due to Crawley-Boevey [15] .
1.1. Main result. We state the main result of the paper in this subsection. For the purpose we need to describe the ADHM data of instantons following Donaldson's argument [16] . First we consider the vector space M of ordinary ADHM quiver representations coming from framed SU(N)-instantons with instanton number k. It is given as M = End(V ) ⊕2 ⊕ Hom(W, V ) ⊕ Hom(V, W ). M is a cotangent space, hence naturally a symplectic vector space. The adjoint GL(V )-action preserves the symplectic structure.
We fix an instanton number n. Let k = 2n, 4n or n according to K = SO(N, R) (N ≥ 4), SO(3, R) or USp(N/2). Let We call the quiver representations in µ −1 (0) as SO-data or Sp-data if K = SO(N, R) or USp(N/2) respectively.
An element x = (B 1 , B 2 , i, j) of M is defined to be stable (resp. costable) if there is no proper B 1 , B 2 -invariant subspace in V containing i(W ) (resp. there is no nonzero B 1 , B 2 -invariant subspace contained in Ker(j)). The regular locus M reg means the locus of stable-costable quiver representations in M. . Therefore M K (n 1 ,n 2 ) and its partial compactification admit respectively the scheme structures from the Uhlenbeck spaces.
Let n := n 1 + n 2 . Since the associated vector bundle of a K-instanton with instanton number (n 1 , n 2 ) is an orthogonal vector bundle with c 2 = 2n, the disjoint union
is realized as a quasi-affine scheme µ −1 (0) reg /G. Hence we have two scheme structures on M K (n 1 ,n 2 ) . These two scheme structures are isomorphic via the tensor product morphism between the associated framed vector bundles (F 1 , F 2 ) → F 1 ⊗ F 2 . Here F l , l = 1, 2, is a framed symplectic vector bundle with rank 2 and the second Chern class c 2 = n l and thus F 1 ⊗ F 2 is a framed orthogonal vector bundle with rank 4 and c 2 = 2n. However the natural partial compactification µ −1 (0)/ /G differs from the disjoint union of U USp(1) n 1
By the stratification (1.1)
we have also a set-theoretic description of the irreducible components and their intersection. The Zariski closure of M K (n 1 ,n 2 ) in µ −1 (0)/ /G is stratified by M
The intersection of those Zariski closures consists of the common strata.
1.3. K-theoretic Nekrasov partition function and Hilbert series of instanton moduli spaces. A motivation of the paper arises from Nekrasov-Shadchin's definition of the K-theoretic Nekrasov partition functions [40] . We do not give the precise definition here. See the original paper [40] or the expository part [12, § §1. 5-1.6 ]. An essential observation of the K-theoretic Nekrasov partition is that the normality of the Uhlenbeck space U K n assures that this partition function becomes the generating functions of Hilbert series of coordinate rings of the instanton spaces M K n . This interpretation was done for K = USp(N/2) in the author's previous work [12] . We also obtain a similar interpretation for SO(N, R), N ≥ 5 due to the normality result in Theorem 1.1 (2) . A similar argument also applies to the case K = SO(N, R) for N ≥ 4. But µ −1 (0)/ /G is not normal, so the parallel interpretation fails. We get back to this point later in this subsection.
There are naturally isomorphic instanton moduli spaces with different structure groups (see [12, §1.4] ). Such pairs are precisely (SU(2), USp(1)), (SU(2), SO(3, R)), (USp(1) × USp(1), SO(4, R)), (USp(2), SO(5, R)), (SU(4), SO(6, R)).
For each pair, ADHM descriptions of instantons are different. Here the ADHM data for USp(1)×USp(1) mean pairs of the ADHM data for USp (1) . The K-theoretic Nekrasov partition functions do not depend on the ADHM descriptions except the pairs (SU(2), SO(3, R)), (USp(1) × USp(1), SO(4, R)). This fact follows from that the scheme structures of the instanton spaces for the pairs (SU(2), USp(1)), (USp(2), SO(5, R)), (SU(4), SO(5, R)) are naturally mutually isomorphic, and that the above interpretation that the K-theoretic partition function is the generating function of the coordinate rings of the instanton spaces. See [12, §1.4] for these natural isomorphisms.
The cases of pairs (SU(2), SO(3, R)), (USp(1) × USp(1), SO(4, R)) are rather complicated. For the former pair (SU(2), SO(3, R)), the affine GIT quotient µ −1 (0)/ /G for SO(3, R) is not even irreducible in general. In contrast, U SU(2) n is an irreducible normal variety [15] . See [12, Theorem 4.3] .
For the latter pair (USp(1) × USp(1), SO(4, R)), µ −1 (0)/ /G for SO(4, R) is connected so the Hilbert series has the constant term 1. On the other hand the Zariski closure of M K (n 1 ,n 2 ) in the ADHM space for USp(1) × USp(1) becomes the product of Uhlenbeck spaces U USp(1) n 1 × U USp(1) n 2 . Hence we have many connected components according to the decomposition n = n 1 + n 2 . For each pair (n 1 , n 2 ) with n = n 1 + n 2 , the Hilbert series of M K (n 1 ,n 2 ) has the constant term 1. Thus the Hilbert series for the pairs do not coincide. In other words the K-theoretic partition function for SO(4, R) does not coincide with the square of the partition function for USp (1) . At this moment we do not know the precise geometric meaning of the difference between the two partition functions in both cases.
1.4.
Further motivation. The K-theoretic Nekrasov partition function is a counterpart in the Grothendieck groups of coherent sheaves, of the Nekrasov partition function which is originally defined topologically [37] : equivariant integration of the unit class in the in the equivariant cohomology ring of the ordinary Gieseker spaces of framed torsion-free sheaves when K = SU(N). A purpose of the latter topological partition function in [37] is to understand the 4-dimensional N = 2 supersymmetric gauge theory in physics related to the Seiberg-Witten prepotential [44] . The lowest degree coefficient of its logarithm turns out to be the Seiberg-Witten prepotential as was proven by Nakajima-Yoshioka [33] and Nekrasov-Okounkov [39] independently. For other compact groups it can be defined via equivariant integration over the Uhlenbeck spaces given by Braverman-FinkelbergGaitsgory [5] . In the case, a similar relation between the Nekrasov partition function and the Seiberg-Witten prepotential is shown by Braverman-Etingof [4] .
The K-theoretic Nekrasov partition function is proposed as a non-perturbative solution of 5-dimensional N = 1 gauge theory by Nekrasov [38] . This 5-dimensional gauge theory itself is interesting and appears in various other situations in mathematics. When K = SU(N), the F -terms give rise to the topological string partition function defined on a singular local Calabi-Yau via geometric engineering in physics terminology. To make precise mathematically, we consider first the local Calabi-Yau 3-fold O P 1 (−1)
⊕2 fibred over P 1 . By taking the quotient by the finite cyclic Z N -action l → (exp(2πl √ −1/N), exp(−2πl √ −1/N)) on the fibres C 2 , we obtain the singular CalabiYau 3-fold O P 1 (−1) ⊕2 /Z N mentioned above. Now the above statement in physics becomes the following: The K-theoretic Nekrasov partition function Z K after substitution = q
and multiplication by −2 , becomes the generating function of GromovWitten invariants on the crepant resolution of O P 1 (−1) ⊕2 /Z N . This was checked by Iqbal and Kashani-Poor [23] .
There is a perspective from Intriligator-Seiberg's mirror symmetry in 3-dimensional N = 4 theory in physics [22] . It says a certain duality between the two moduli spaces of ALE gravitational instantons and ADE instantons. In particular the K-theoretic Nekrasov partition function Z K corresponds to the Coulomb branch M C of 3-dimensional N = 4 theory via the Kaluza-Klein reductions (see Benini-Tachikawa-Xie [1] ). As an application of Theorem 1.1, Z K computes the mirror of M C for the type D quiver gauge theory. See a mathematical exposition of this theory due to Nakajima [31] [32] and BravermanFinkelberg-Nakajima [7] [8] .
Let us look at the aspect of the actual computation of Z K , which is now understood as the Hilbert series for any classical groups K except SO(4, R), SO(3, R) due to §1.2. For K = SU(N) there are two ways of computation of Z K : (1) a direct computation using Weyl's integral formula [18, App. A] (cf. [17] ), (2) a closed formula a.k.a. the blowup equation [35, Theorem 2.4] . For K = SO(N, R), USp(N/2), Z K is computed for small instanton numbers [2] . In the formulation of the blowup equation for K = SU(N) in [35] , it is essential to use two Gieseker spaces: one is the moduli space of framed torsion-free sheaves on P 2 while the other is defined over the blown-up P 2 . Nakajima and Yoshioka deduced the blowup equation by comparing the two formulas arising from the localization (with respect to the torus-action on the framings) and the push-forward of some line bundle defined on the Gieseker space over the blown-up P 2 . For other simple groups K, they also gave conjectures [34, (9. 2), (9. 3)] on the geometry of the Uhlenbeck spaces, under which the blowup equation holds again (cf. [34, (6.10 )-(6.14)]). In a similar context, the topological Nekrasov partition function for an arbitrary simple group K turns out to be approximately an eigenfunction of a Schrödinger operator due to §4] , cf. [3, §3.6]). A first observation is that N itself is a cotangent bundle if N is even. In the case the G-action is induced from the base of the cotangent bundle and thus it is Hamiltonian. The moment map µ coincides with the canonical one up to a linear isomorphism of N and thus the flatness of these two moment maps are equivalent. Recall that in the cases K = SU(N), USp(N/2) the corresponding spaces M, N are always cotangent spaces and the moment maps are induced by the action on the base. Thus our explanation from now on equally works for these cases.
In general the canonical moment map µ on the cotangent bundle T * V is not flat, where V is a G-module. E.g., the cases M and N for K = SU(0) and SO(0, R), SO(1, R), SO(2, R) (see [24] [28] for more general flatness results). In fact flatness of µ amounts to a dimension bound of the zero fibre dim µ
, where V ′ runs over the G-invariant locally closed subsets of V and tr.deg stands for transcendence degree ( [46] ; see also [42, §2.2] ). The latter summand max V ′ tr.deg(C(V ′ ) G ) is called modality of V and in our paper its definition is slightly different but equivalent (see §3.1). So the flatness of µ amounts to the inequality max
The above modality inequality for flatness for the space of symmetric pairs was used by Panyushev [42] (see also Brennan [9] ). It corresponds to the rank 0 case of USpinstantons. The flatness for USp-instantons with the higher ranks comes from the base change argument [12] . For K = SU(N), SO(N, R) the flatness does not any more follow from the first factor gl(V ) or p(V ) solely, but also needs the second factor Hom(W, V ). In a similar context Crawley-Boevey used the modality inequality to determine the flatness of the moment maps defined on the space of representations of the double of a general quiver [14, §3] .
We introduce a new aspect and approach used in the proof of flatness for SO(N)-data (N ≥ 4) compared to the above known cases K = SU(N), USp(N/2). Here SO(N)-data mean the ADHM data for SO(N, R)-instantons. In the even rank case, the base V of the cotangent space T * V can be written in the form V 1 ⊕ V 2 where V 1 ⊂ End(V ) and V 2 ⊂ Hom(W ′ , V ) for a maximal isotropic subspace W ′ in W (see §2.4). In fact the flatness of µ V with respect to G amounts to the flatness of µ V 2 with respect to the stabilizer subgroup G
x of a generic nilpotent endomorphism x ∈ V 1 due to a reciprocal property of modality (see §3.5). So the original flatness problem is replaced to the modality of V 2 with respect to G x . For the known cases K = SU(N), USp(N/2), this modality is rather easy to compute since G x is abelian (see §5.1). In contrast, if K = SO(N, R) with
. We compute the modality of (G x , V 2 ) (Theorem 3.6), which assures the flatness of the moment map.
Note that in the case of SO(3)-data, the above method does not work as N is not a cotangent space. Hence we will use a different approach to this problem in [13] .
1.6. Contents. This paper is organized as follows. In § §2.1-2.6, we first review the basic materials on moment maps µ for SO(N)-data. Then in §2.7, we prove Theorem 1.1 assuming the flatness of µ for N ≥ 4 (Lemma 2.2) and the normality of µ −1 (0) in the instanton number n = 2 case and N ≥ 5 (Lemma 2.10). In §2.8, we give a quiver description of each irreducible components of µ −1 (0) when N = 4. This will be done by giving a quiver-theoretic description of the tensor product morphism of framed vector bundles (Theorem 2.15).
In §3, we prove the flatness of µ. In § §3.1-3.3, we define modality of a Hamiltonian vector space and then deduce its basic properties, e.g. an inequality of modality equivalent to the flatness of the moment map. In §3.4, using the modality inequality we show the flatness of the moment map on a vector representation with respect to a truncated current algebra. Using this flatness, we show the flatness of the moment map for SO(N)-data in §3.5. In §4, we prove normality of µ −1 (0) for N ≥ 5. By the base change argument and the factorization property, our study reduces to the case N = 5, n = 2. The method is based on Kraft-Procesi's theory on nilpotent pairs.
In §5, we apply the argument similar to the known cases for the flatness and the normality: the ordinary ADHM data and the Sp-data. As a by-product we obtain a generalization of a result of Gan-Ginzburg [20, Proposition 2.3.2] .
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2. Moment maps µ for SO-data and the proof of Theorem 1.1
In this section we reformulate the moment maps µ for SO(N)-data, N ∈ 2Z ≥2 , so that it is defined over a cotangent space, and then prove the main theorem (Theorem 1.1). We also describe the tensor product isomorphism between an irreducible component of
(n 1 ,n 2 ) in terms of quiver representations.
In § §2.1-2.3, we give basic formulation and properties of the space of SO-data. In §2.4, we give the aforementioned reformulation of the moment map µ. In § §2.5-2.6, as preliminary steps toward the proof of Theorem 1.1, we study a stronger flatness assertion for µ (Lemma 2.2) and a factorization property of the zero scheme µ −1 (0) (Lemma 2.7). In §2.7, we give the proof of the theorem. In §2.8, we identify the irreducible components of µ −1 (0) via the tensor product morphism. For the purpose we use commutativity of the tensor product morphism and the factorization morphism. By this commutativity we will obtain a quiver description of the tensor product morphism (Theorem 2.15).
The conventions in the entire part of this paper are as follows. We are working over C. Schemes are of finite type and vector spaces are finite dimensional. Morphisms are called irreducible, normal, equi-dimensional, Cohen-Macaulay if all the nonempty fibres are so, respectively. Dimension of a scheme of finite type is defined to be the maximum of dimensions of irreducible components.
2.1. Symmetric and antisymmetric forms. Let V be a vector space with a nondegenerate form ( , ) V . We denote by G(V ) the subgroup of GL(V ) preserving ( ,
We define the space of symmetric forms:
Note that g(V ) is the space of antisymmetric forms. In this section we drop the notation V from p(V ), g(V ), gl(V ), sl(V ), etc. if no confusion arises.
For the commutator bracket [A, B] := AB − BA, we have the following relations by direct calculation:
For the anti-commutator bracket [A, B] + := AB + BA, we have the following relations by direct calculation:
* is a C-linear isomorphism. Further if V 3 is another vector space with a nondegenerate bilinear form, we have (ji)
Let us consider the composite * * which is an endomorphism of L(V 1 , V 2 ). We have * * = Id if both V 1 , V 2 are either symplectic or orthogonal −Id if one of V 1 , V 2 is symplectic and the other is orthogonal.
Hence in the case * * = −Id, we have i * i ∈ g(V 1 ) and ii * ∈ g(V 2 ). Similarly in the case * * = Id, we have i * i ∈ p(V 1 ) and ii * ∈ p(V 2 ).
2.3. Trace pairing. Suppose that V is either symplectic or orthogonal. Let us consider the trace pairing tr : g × g → C the restriction of the ordinary trace pairing for gl. We claim it is nondegenerate. As the trace pairing for gl is nondegenerate, for any A ∈ g there is B ∈ gl such that tr(AB) = 0. We have
We observe that B+B * 2 ∈ p and B−B * 2 ∈ g. So the claim follows from tr(AC) = 0 whenever C ∈ p. We notice that tr(AC) = The trace pairing tr : p × p → C is also nondegenerate by a similar proof.
Moment maps.
A purpose of the subsection is to identify the moment map for the SO-data with even rank ≥ 4 with a natural moment map on a cotangent space. Let us recall the definition of moment maps. Let (V, ω) be a symplectic vector space with a Hamiltonian group action by an algebraic group G. Then a map µ : V → g ∨ is called a moment map if it satisfies a condition on differential
It exists uniquely if we impose a constraint µ(0) = 0. It is given by µ(x) = 1 2 ω(•x, x). Let V be a (linear) G-representation. Then the moment map on the cotangent space V ⊕ V ∨ equipped with the standard symplectic form with respect to the diagonal G-action is given by (x, f ) → f (•.x). We denote this moment map by µ V to emphasize V.
However not all Hamiltonian actions on a symplectic vector space arise in this way, e.g. the SL 2 -action on C 2 . The same problem lies in the moment map on the space of ADHM quiver representations for SO(N)-data of odd rank N. The moment map cannot be written in the form µ V . Now we identify the moment maps defining SO-data with µ V for some V. Our argument also works for Sp-data with any rank.
We consider the space of usual ADHM quiver representations
for some vector spaces V, W as in §1.1. The space of ADHM quiver representations for SO-instantons (resp. Sp-instantons)
is a symplectic subspace of M V,W where (V, W ) is a pair of symplectic and orthogonal vector spaces (resp. orthogonal and symplectic vector spaces). Here we used that 
. We consider the two cases:
In the case (i), the right adjoint * sends the summand
to the half of the one on the symplectic subspace L(W, V ) of T * L(W, V ). As a consequence, the moment map µ defining the SO-data on N is identified with µ V composed with a linear isomorphism between N and T * V where
. This means that study of µ defined on N can be replaced by the study of the latter moment map µ V on T * V. In the case (ii), the right adjoint * maps L(W l , V ) onto its dual vector space L(V, W l ) for each l = 1, 2. Hence µ is the sum of the two moment maps on N V,W 1 and on L(W 2 , V ). We denote these two moment maps by µ 1 , µ 2 respectively.
Here is the strategy for study on the geometry of µ −1 (0) in the SO-case. If W has even dimension, we use a decomposition of W by two complementary maximal isotropic subspaces. Then µ is identified with µ V up to linear isomorphism and thus
If W has odd dimension, we use an orthogonal decomposition W = W 1 ⊕ W 2 with dim W 2 = 1. Then µ is the sum µ 1 + µ 2 . Thus µ −1 (0) is isomorphic to the fibre product of µ 1 and −µ 2 over g ∨ . Hence the geometry of µ −1 (0) comes from that of µ 1 by the base change. E.g., if µ −1 1 (0) is an irreducible normal variety, then so is µ −1 (0). See §A for the proof of this assertion.
Remark 2.1. In the Sp-case, we used the decomposition W = 0 ⊕ W to check that µ −1 (0) is a normal variety [12] .
2.5. a Stronger flatness assertion of moment maps for SO-data. The flatness of the moment maps µ for SO-data comes from a stronger flatness assertion (Lemma 2.2). This claim will be proven later ( §3.5), but with this we prove Theorem 1.1 in §2.7.
Let V, W be a symplectic and orthogonal vector spaces of dimensions k, N respectively. Let
where we used the identification via the obvious projection. Let µ be the moment map defined in N for SO(N)-data.
Let E k : p(V ) → S k C be the morphism sending B to the set of eigenvalues counted with multiplicities. It is nothing but the GIT quotient map by the adjoint action of Sp(V ) onto the image. Note that since the generalized eigenspaces of any endomorphism B ∈ p(V ) are even dimensional (Corollary C.3), the image of E k coincides with S k/2 C embedded in S k C as a closed subscheme by the diagonal map.
is flat.
The proof will appear in §3.5. As a corollary of the lemma, µ is flat for N ≥ 4 by composing the above morphism with the projection to g(V ).
Let
Proof. Note thatμ is equi-dimensional by the above lemma and also that µ
2.6. Local structure of µ −1 (0) via factorization property. We prove the assertions on µ −1 (0) in Theorem 1.1 other than the flatness of µ. We use Drinfeld's factorization property ( [5] ). This property is formulated for spaces of maps in [5, Proposition 2.17] (see Proposition B.1). In this section we follow the quiver-theoretic argument in [29, Lemma 12.3.2] .
For any given partition η = (η 1 , η 2 , ..., η e ) of k, we denote by S η C the product of S η l C. Let (S η C) 0 be the affine open subset of S η C consisting of the e-tuples (Z 1 , Z 2 , ..., Z e ) such that the supports Supp(Z l ) are mutually disjoint. Let ∆S η C be the Zariski closed subset of S η C consisting of (Z 1 , Z 2 , ..., Z e ) such that Supp(Z l ) is a one-point set respectively. Let
It is a quasi-finite map and the restriction
We notice that unless all η l are even, these fibre products are empty (Corollary C.3).
From now on we may assume η l are all even. We fix mutually orthogonal symplectic
These facts follow from that A η | (S η C) 0 is a finite morphism onto the image, hence affine.
Using the orthogonal decomposition
.., Z e ), where the matrix B 2 is determined so that its block matrix B (m,l) 2 Hence each matrix element of B 2 is given as a rational function in the matrix elements of B l,1 , B l,2 , i l which is defined on X ′ . Note also that B 2 ∈ p(V ). This can seen by taking the right adjoint to each equation in (2.7). We observe that the second equation of (2.7) is the non-diagonal block matrix parts of the equation µ(
be the affine coordinate rings of the affine schemes
We observe that the composite of π 
Hence x is regular if so is x l for each l.
Proof. The latter statement is a direct consequence of the former one since costability and stability are equivalent for the SO-data. We prove the former statement. Let K be a B 1 , B 2 -invariant subspace of Ker(i * ). By
Remark 2.6. In the above lemma, we did not use the second constraint of (2.7) on x.
Let us consider closed subschemes in X ′ , Y ′ defined as the moment map 0 loci as:
The composite of µ with π ′ η becomes the restriction of the product morphism
We denote by π η the restriction map from X to Y . We define G := Sp(V ) and its subgroup H := e l=1 Sp(V 0 l ). Let g, h be their Lie algebras respectively. There are natural G-actions on Y, Y ′ by giving the trivial G-action on the factor S η C. Similarly there are natural H-actions on X, X ′ . We consider another
is a surjective smooth morphism with fibres isomorphic to H.
To see the H-equivariancy, we check directly
The only nontrivial part is that the (m, l) th block matrix of the second factor, say
On the other hand, by multiplying h m from the left and h
−1
l from the right to the equations (2.7), we get
By comparing these two systems of equations, we obtain C
by uniqueness of solution.
(2) We denote the G-action map by
. We claim that σ ′ is a submersion onto the image Im(σ ′ ) with the fibres isomorphic to H. Let us finish the proof of the item (2) assuming for a while this claim. Recall that Im(σ ′ ) is a subscheme defined only by the second equation of (2.7) while Y is defined by the additional equations from µ = 0 on the diagonal block matrices. Therefore Y is a closed subscheme of Im(σ ′ ). It is clear that the pull-back via σ ′ of µ = 0 defines G × X. Hence σ is obtained by the base restriction of the H-fibration σ ′ : G × X ′ → Im(σ ′ ) to Y . We now prove the above claim in the rest of the proof. First we describe the set-
There is a set-theoretic identification
.
To prove this, we observe that this amounts to the fact that
Let us prove this fact. We write
Recall that the sum of generalized spaces of B 1 with eigenvalues in the set Z l is V 0 l for each l = 1, 2, ..., e.
The assumption g.π
l as the sum of generalized spaces with eigenvalues in Z l for each l. This forces
It remains to prove that σ ′ is submersive onto the image, equivalently the differential dσ ′ at any point has constant rank dim G + dim X ′ − dim H. This amounts to Ker(dσ x) . By the G-equivariancy we may assume that g is the identity element of G. It is direct to observe that both spaces Ker(dσ
This completes the proof.
In this case, the above lemma gives only the obvious isomorphism. Otherwise this lemma gives a properétale open subset of µ −1 (0) associated to η arising from the strictly lower instanton numbers. For the reason, we call this property on µ −1 (0) factorization property and π η factorization morphism. Since (S η C) 0 is an affine variety, both X, Y are also affine schemes. We denote by π η : X/ /H → Y / /G the induced morphism from π η between the affine GIT quotients. Lemma 2.7 (2) says the following:
We call π η factorization isomorphism. According to the original argument [29, Lemma 12.3.2] , factorization morphism was constructed from the ordinary ADHM data (for SU(N)-instantons). A similar argument works for USp(N/2)-instantons. In any cases we denote the factorization morphism and factorization isomorphism by the same symbols π η , π η respectively.
2.7.
Proof of Theorem 1.1. We prove the assertions in Theorem 1.1 other than the flatness of µ by studying scheme structure of theétale open subsets µ
The assertions in the theorem other than normality are deduced from the case η = (2 k/2 ). For, the projection image of
Hence by Corollary 2.3, the local geometric properties of µ −1 (0) outside codimension 1 locus in the assertions are equivalent to those of µ
Due to Lemma 2.7, the local geometry of µ −1 (0) × S k C (S η C) 0 now comes from the k = 2 case via the factorization morphism. Further in the k = 2 case (i.e., dim V = 2), we have the identification 
) is a complete intersection and its smooth locus consists of surjective maps.
Moreover the following assertions are true.
) is a reduced scheme with 2 irreducible components. These irreducible components are interchanged by the action of any element in O(W ) \ SO(W ). The smooth locus of
By this lemma the complement of the codimension 1 locus µ −1 (0) ≤k/2−1 in µ −1 (0) is a reduced variety. Therefore the whole scheme µ −1 (0) itself is also reduced since it is Cohen-Macaulay as a complete intersection ([19, Prop. 5.8.5]).
We prove the irreducibility of µ −1 (0) for N ≥ 5. Lemma 2.9 (2) (combined with the factorization property) says µ
itself is also irreducible. We prove the statement of the theorem that the regular locus µ
. We recall that the factorization morphism π η composed with the projection to µ −1 (0) maps the product of the stable-costable quiver representations to stable-costable ones (Lemma 2.5). Here we used the fact that stability and costability of N are equivalent. Thus we may assume k = 2. On the other hand, the surjective maps i in Lemma 2.9 give stable representations in X. Since the costable locus in ρ
. We describe the irreducible components when N = 4. We are still assuming η = (2 k/2 ). So V 0 l are all set to be mutually orthogonal 2-dimensional symplectic vector spaces for 1 ≤ l ≤ k/2. Let C 0 , C 1 be the two irreducible components of (µ l ) −1 (0) coming from those described in Lemma 2.9 (1) for each 1 ≤ l ≤ k/2, where µ l denotes the moment map on
.., , b k/2 ) coincide after permutation of coordinates. Therefore the irreducible components of µ −1 (0) bijectively correspond to the unordered k/2-tuples of 0, 1. This completes the proof of the assertions in the theorem except normality.
To prove normality of µ −1 (0) for N ≥ 5, we need to look at the case η = (4, 2
Thus by Corollary 2.3, the local geometric properties of µ −1 (0) outside codimension 2 locus in the assertions are equivalent to those of µ
Hence by Serre's criterion, the normality comes from that of µ −1 (0) in the two cases k = 2, 4. For k = 2, this is already done by Lemma 2.9 (2).
The proof of Lemma 2.10 will appear in §4. This finishes the proof of Theorem 1.1 assuming Lemmas 2.2, 2.10.
2.8.
Further description on irreducible components for N = 4 via tensor product. Let K = SO(4, R). In the previous subsection the irreducible components of µ −1 (0)/ /G are indexed by the S n -orbits of (a 1 , a 2 , ..., a n ) where a l ∈ {0, 1}, where S n denotes the symmetric group of n letters. Recall from §1.2 that the tensor product morphism gives an isomorphism from M K (n 1 ,n 2 ) to each irreducible component of µ −1 (0) reg /Sp(V ) for any instanton number (n 1 , n 2 ) with dim V = 2n = 2(n 1 + n 2 ). In this subsection we will find the explicit correspondence of the indices (a 1 , a 2 , . .., a n ) and the instanton numbers (n 1 , n 2 ) (see Corollary 2.12). We also express the tensor product morphism in terms of ADHM data (Theorem 2.15).
We denote by (1,0) ). Thus C 1 automatically satisfies C reg 1 /Sp(C 2 ) = Im(T (0,1) ). Here we need a care: (2)).
For general n, the description of irreducible components follows from the property 'tensor product commutes with factorization':
where the horizontal maps are factorization rational maps.
In fact it is more natural to understand this theorem in terms of the corresponding spaces of maps. In this formulation our factorization property is reinterpreted into Drinfeld's factorization property. We will review a relevant theory in §B. Thus the proof of Theorem 2.11 is postponed to the last part of §B. 1 , a 2 , ..., a n ) with n 1 = # {l|a l = 0}.
Proof. By Theorem 2.11, the image of the tensor product morphism T (n 1 ,n 2 ) is the image of
) n 2 via the factorization rational map (the lower horizontal map in the diagram (2.8)). According to the index rule in the previous subsection, this image maps via the factorization rational map to the irreducible component indexed by the unordered n-tuple in the statement.
We give a quiver description of the tensor product morphism (Theorem 2.15). Let W 1 , W 2 be C 2 the vector representation of USp(1). Let V 1 , V 2 be orthogonal vector spaces of dimensions n 1 , n 2 respectively. Let
Then V, W are symplectic and orthogonal vector spaces with the induced bilinear forms respectively. Now we have the symplectic vector spaces N V 1 ,W 1 , N V 2 ,W 2 , N V,W . Let us consider the following rational map:
where * in the above are n × n matrices are determined as the unique solutions of the equations similar to (2.7). The matrix elements of * are the rational functions in the ones of B l,m and i l . Hence T (n 1 ,n 2 ) is defined over the locus where the eigenvalue sets of B 1,1 , B 1,2 are mutually disjoint. T (n 1 ,n 2 ) commutes with the factorization rational maps as follows:
Lemma 2.13. There is a commutative diagram
Proof. This follows from the definition of the factorization morphisms and T (n 1 ,n 2 ) . We leave the details as an exercise (hint: use the uniqueness of solution of the equation (2.7)).
Let us regard O(V
Thus it induces a rational map from µ
, where µ n 1 , µ n 2 , µ are the moment maps on 
where the horizontal maps are factorization rational maps and the vertical maps are induced from T (1,0) ,
Theorem 2.15. The tensor product morphism T (n 1 ,n 2 ) is the induced map from T (n 1 ,n 2 ) on the quotients.
Proof. The assertion is automatic once we identify the diagrams (2.8) and (2.10) over the regular locus. As both diagrams (2.8) and (2.10) are commutative and the image of factorization morphism is Zariski open dense, it suffices to check that the induced morphisms from T (1,0) and T (0,1) are the tensor product morphisms F → F ⊗ O ⊕2 and O ⊕2 ⊗ F respectively. Let us check this for T (1, 0) first. In this case we have V 2 = 0. Looking at (2.9), the image ADHM datum of T (1,0) becomes (B In general for any classical groups, the tensor product morphism can be also defined in terms of ADHM data as in (2.9). In our case in this subsection, the tensor product morphism is an isomorphism. This was shown by the correspondence of instantons in §1.2, but not by the quiver description. In the context of spaces of maps, this is also clear. See (B.1) (cf. the proof of Theorem 2.11 in §B).
We do not know the purely quiver-theoretic proof of bijectivity of the tensor product morphism. A difficulty occurs as the quiver-theoretic tensor product morphism is not defined over the whole product space.
(2) Let us check the dominance of the tensor product morphism purely in terms of quiver representations. Due to Theorem 2.11, it suffices to consider the case n = 1. We only need to prove that the tensor product morphism map from M 
For, any instanton M
has the ADHM datum (B 1 , B 2 , i) such that B 1 , B 2 ∈ C and i is surjective. Here we used ii
. Let us prove the assertion. By Lemma 2.9,
-orbit in L(W, V ) since they are surjective maps. To see that they are contained in different irreducible components, we have to find τ ∈ O(W ) \ SO(W ) such that
by Lemma 2.9 (1).
Let W 1 = W 2 = C 2 = C e 1 , e 2 where e 1 , e 2 are the standard symplectic basis. We set i 1 , i 2 to be the same linear map given by e 1 → 1, e 2 → 0. (Any general surjective map in L(W 1 , V 1 ) is contained in the Sp(W 1 )-orbit of i 1 .) We define τ as a linear map exchanging the basis elements e 1 ⊗ e 1 and e 2 ⊗ e 2 . Then τ ∈ O(W ) but does not preserve the orientation, so that τ ∈ O(W ) \ SO(W ).
Flatness of µ via modality: proof of Lemma 2.2
The main purpose of the section is to give flatness criteria for moment maps in order to prove Lemma 2.2. We need dimension estimate of strata of µ −1 (0), which will be done in terms of modality in this section.
In §3.1- §3.3, we study flatness of moment maps under general setting. We consider two symplectic vector spaces V 1 , V 2 with Hamiltonian G-actions. We reduce the flatness problem for (G, V 1 ⊕ V 2 ) to (G x , V 2 ) for x ∈ V 1 using modality. In §3.4, we turn to our main interest, the SO(N)-data, N ≥ 4. Recall that the general setting includes
. Thus we will prove the flatness of the moment map for (Sp(V )
x , L(W, V )). As we will see in the proof of Lemma 2.2 in §3.5, the essential part is the flatness for (Sp(V )
x , L(W, V )) when x is a general nilpotent endomorphism in p(V ) (see Theorem 3.6 and Corollary 3.7).
3.1. Modality. Let G be an algebraic group and g := Lie(G) the Lie algebra of G. Let V be a G-scheme. Let G.x be the G-orbit and G x := {g ∈ G|g.x = x} the stabilizer subgroup of x ∈ V.
We denote by
, the stabilizer dimension is uppersemicontinuous. Thus V (G,s) is a locally closed subvariety of V for any s.
We define modality of (G, V) as
(cf. [43, p.198] ). Here we set dimension of empty set to be −∞. If V is a (linear) representation of G, there is also Lie algebra g-action on V. Let g.x be the orbit and g x := Lie(G x ) the stabilizer Lie algebra where x ∈ V. Then we have g x = {g ∈ g| g.x = 0}. We denote by V (g,s) := {x ∈ V| dim g.x = s} and V (g,s) := {x ∈ V| dim g x = s}. Clearly they coincide with V (G,s) and V (G,s) respectively.
Comparison results. We give basic comparison results of modalities. The first one is comparison with respect to a subgroup:
Proposition 3.1. Let H < G be an algebraic subgroup. Then mod(G : V) ≤ mod(H : V).
Since s is arbitrary we obtain mod(G : V) ≤ mod(H : V).
We have another comparison result of modalities of two schemes. Let (G 1 , V 1 ), (G 2 , V 2 ) be pairs of an algebraic group and a scheme with some group action.
Proposition 3.2. For any s
Proof. These are immediate from (
3.3. Flatness of moment maps via modality. The purpose of the subsection is to give criteria of flatness and irreducibility of moment maps in terms of modality. Let V be a G-representation and µ V be the moment map on T * V. Let p 1 , p 2 be the first and second projections from T * V = V ⊕ V ∨ . We use the abbreviated notations s) , V (G,s) in this section, as far as comparison with different groups does not appear.
Let us consider the scheme-theoretic inverse µ
It is a scheme cut out by the dim G equations given by the matrix elements of µ V . Hence for any given ξ ∈ g ∨ and x ∈ V (s) , p (1) µ
Hence if one of the above holds, µ V is equi-dimensional and Cohen-Macaulay.
Proof. We prove the equivalence (1)⇔(2). µ 
This proves the equivalence.
The equivalences (2)⇔(2') and (2)⇔(3) are obvious. By [21, Ch. III, Exer. 10.9], the flatness of µ V amounts to that every nonempty fibre has dimension 2 dim V − dim G. So (4)⇒(1) is immediate.
We prove (2)⇒(4). We notice that every nonempty fibre µ −1 V (ξ) has dimension ≥ 2 dim V − dim G because of the number of defining equations. So we need to prove its dimension ≤ 2 dim V − dim G. By Lemma 3.3, every nonempty fibre of the restriction of
with respect to the current Lie algebra of sl 2 . Let T := C 2 with the standard symplectic form. Let V n = T n = C k . Let r ≥ 2 and V n := L(C r , V n ). First we study the case when n = 1. This case will be the initial inductive step for n ≥ 1. Let G := Sp(V 1 ) = SL 2 .
Let us consider a stratification of V 1 by rank: The proof of the theorem will appear at the end of the subsection after preliminary steps. This theorem combined with Proposition 3.4 yields an immediate corollary:
In fact, g n will be realized as the Lie algebra Lie(Sp(V n ) x ) for a generic nilpotent endomorphism x ∈ p(V n ) as we will see in Lemma 3.14.
Remark 3.8. Note that any sl 2 [z]-orbits in V n and V n coincide with the g n -orbits respectively since z n annihilates any element. Thus Theorem 3.6 assures mod(
Since there are vector space identifications
the elements of V n , V n , g n are written as polynomials with coefficients in T, L(C r , T ), sl 2 respectively. So we use the notation x m = Coeff m (x) for the coefficient of z m in a given polynomial x.
We stratify V n as follows: V l n := {x ∈ V n |rank(x 0 ) = l} where l = 0, 1, 2. This is an immediate generalization of the stratification V l 1 of V 1 in the n = 1 case.
We consider the evaluation map V n ⊗ C r → V n . This map intertwines the gl 2 [z]-action on V n , so there is a natural map gl 2 [z] ⊗ V n ⊗ C r → V n . The image of ξ ⊗ x ⊗ w ∈ V n via this map will be denoted by ξxw, where ξ ∈ gl 2 [z], x ∈ V n and w ∈ C r . We also use the notation ξx ∈ V n and xw ∈ V n for the natural maps gl 2 
and the truncation map
are C[z]-module homomorphisms. These induce the multiplication maps by z and the truncation maps:
-module homomorphisms appropriately. From polynomial expression, the following identifications as vector spaces are clear:
for any l ≥ 0. We define the minimal degree of x ∈ g n and V n as follows:
It is nothing but the smallest exponent m of z m with nonzero coefficient in the polynomial expression of x, if x = 0. Note that min.deg x = n if and only if x = 0.
We use several vector space identifications of Ker(z) in V n :
This is immediate from the polynomial expressions. We have also a similar identification on g n . We now describe the stabilizer g x n or the orbit g n x for x ∈ V l n where l = 0, 1, 2. We start from l = 2 and then l = 0, 1. The last case to study is l = 1. It is more complicated than l = 0, 2. Let x ∈ V 1 n . We describe g x n first. Since x 0 : C r → T is of rank 1, there is a nonzero element t ∈ sl 2 such that sl 
if m x ≥ 1.
for short during the proof. Since τ Vn (x) ∈ V 1 n−1 , there is ξ ∈ g n−1 such that g ′ = C[z]ξ by Lemma 3.11. We need to show that such ξ can be chosen as in the statement. By Lemma 3.11, this amounts to showing that τ gn (ξ x ) and τ gn (ξ ′ x ) give the smallest minimal degree of elements of g ′ in the respective cases.
Truncation of both sides of the identity ξ x x = 0 gives τ gn (ξ x )τ Vn (x) = τ Vn (ξ x x) = 0, so τ gn (ξ x ) ∈ g ′ . If m x = 0 then τ gn (ξ x ) has minimal degree 0. So it generates g ′ as a C[z]-module by Lemma 3.11. If m x ≥ 1, it is direct to check that τ gn (ξ (gn,n) using the above equivalences. We use the following polynomial expressions:
By the equivalence (1) ⇔ (3), the above fibre τ
is isomorphic to the locus of y n−1 ∈ L(C r , T ) such that there exists ξ n−1 ∈ sl 2 satisfying ξy = 0. Note that
Thus our problem is reduced to the general question on the first order deformation of linear maps A : V 2 → V 3 and B : V 1 → V 2 with constraint AB = 0, where V 1 , V 2 , V 3 are finite dimensional vector spaces. We are looking for the first order deformations δA, δB of A, B respectively such that
We observe that a pair (δA, δB) is a solution of (3.1) if and only if δB(KerB) ⊂ KerA. So the second factor δB of the solutions (δA, δB) forms a vector space of dimension
Here the second summand comes from the choice of linear maps from a complementary subspace of KerB to V 2 . In our
Thus the dimension formula of the vector space of δB is computed as 1 · (r − 1) + 2 · 1 = r + 1. This completes the proof. Now we are ready to prove Theorem 3.6.
Proof of Theorem 3.6. The equality in the theorem amounts to the following inequality
for all s ≥ 0 and l = 0, 1, 2. We notice that Proposition 3.4 assures that the equality holds for at least one pair (s, l). Let l = 2 first. By Proposition 3.9, the equality holds for s = 0 and (V l n ) (gn,s) = ∅ for the other values s.
For l = 0, 1, we use the induction on n, so we assume that the inequality holds up to n − 1. The initial induction step n = 1 was proven in Proposition 3.5.
Suppose l = 1. There are the two subcases: s < n and s = n. We assume s < n first. Since the truncation map τ Vn : V n → V n−1 is a linear map with kernel dimension 2r and
We add s to both sides of this inequality. As a result we get
where we used the induction hypothesis to the second inequality. We get the inequality (3.2) for l = 1 and s < n. We assume s = n secondly. By Proposition 3.12,
. By Lemma 3.13, any fibre of the restriction of τ Vn to (V l n ) (gn,s) has dimension r + 1 (≤ 2r − 1). Thus a similar argument gives dim(
. This completes the proof for l = 1.
If l = 0, using Proposition 3.10, we rewrite (3.2) into the inequality dim V
+s ≤ 2rn. The left hand side is less than or equal to 2r(n − 1) + 3 by the induction hypothesis. Since 2r(n − 1) + 3 < 2rn, we obtain (3.2). 
for any nilpotent endomorphism B ∈ p(V ) where r ≥ 2. On the other hand there is a reciprocal equality:
This is deduced as follows:
.B be the projection where s ≥ 0. The fibre of this map at B is L(C r , V ) (Sp(V ) B ,s) and the other fibres are all isomorphic to this.
To both sides of this equality we add s − dim Sp(V ) = s − dim Sp(V ) B − dim Sp(V ).B. Then we obtain (3.4) .
By Lemma C.1, for any B ∈ p(V ) nilp , V is decomposed into symplectic subspaces V l such that B| V l is a generic nilpotent endomorphism in p(V l ). Then we have
where we used the two comparison results (Propositions 3.1, 3.2). Therefore by (3.3) and (3.4), it suffices to show mod(Sp(V ) B : L(C r , V )) = (2r − 3)n for a generic nilpotent endomorphism B ∈ p(V ).
The above equality is immediate from Theorem 3.6 under suitable identification of (V, B) as follows: Let G := Sp(V ) B for short. By Lemma C.1, we can identify (V, B) and
, where the symplectic form on the right hand side is given as
Here Lemma 3.14. Under the above identification of (V, B), the Lie algebra g = Lie(Sp(V ) B ) coincides with the truncated current algebra
Proof. For any ξ ∈ sl 2 [z]/(z n ) and f 1 , f 2 ∈ V , we have
Thus
is a subset of g. We show the opposite inclusion. Since any endomorphism ξ of V in g commutes with z, it is an element of gl 2 [z]/z n gl 2 [z]. Since ξ satisfies the above equalities for any pairs
This finishes the proof of Lemma 2.2.
Remark 3.15. Lemma 2.2 does not hold for N = 3 if k ≥ 4. For, by the factorization property it is enough to consider the case k = 4. By [12, Theorem 4.3] , µ −1 (0) is a complete intersection with two irreducible components. By [12, Corollary 8.9] , one irreducible component is contained in
is not equidimensional, which showsμ is not flat. Let V, W be a symplectic and orthogonal vector spaces of dimension 4, 5 respectively as before. In this case we prove normality of µ −1 (0) (Lemma 2.10). For dim W > 5, the normality of µ −1 (0) follows from the dim W = 5 case by the base change argument as was noticed in §2. 4 . See the proof of this argument in §A.
4.1.
Proof of normality in Lemma 2.10. In order to prove the normality of µ −1 (0), we will check that the regular locus µ −1 (0) reg has the complement of codimension ≥ 2 (use Serre's criterion as µ −1 (0) is Cohen-Macaulay). First we consider the locus of (B 1 , B 2 , i) such that ii * is not nilpotent endomorphism. This locus will turn out to be a Zariski open subset of µ −1 (0) reg . We will see also that the regular element outside this locus is Zariski dense open in the locus.
We will use the Kraft-Procesi theory on nilpotent pairs ( [26] [27]). A pair (i, i * ) is called nilpotent pair if ii * is a nilpotent endomorphism. We start the details from some basic properties on p(V ), L(W, V ). Let p := p(V ), g := g(V ) for short. For any (B 1 , B 2 ) ∈ p ⊕2 , the square of commutator ([B 1 , B 2 ]) 2 is always a scalar endomorphism by a direct calculation. So for (B 1 , B 2 , i) 
is also a scalar. Let V a , W a be the generalized a-eigenspaces of ii * , i * i respectively, where
. So by the fact that (ii * ) 2 is scalar, the set of eigenvalues of ii * is {±a} for some a ∈ C. Suppose first that a = 0. Then both i, i * are isomorphisms between V a and W a ([12,
⊥ is an eigenspace of i * i as it is 1-dimensional and i * i-invariant. Let b ∈ C \ {±a} be the eigenvalue of the restriction of i * i to (W a ⊕ W −a ) ⊥ . Then b should be 0 because otherwise i is isomorphism between W b , V b , which cannot happen as there is no eigenvalue b of ii * . We describe first
Proof. We consider a morphism Z → C * , i → (ii * ) 2 . We denote by Z a the fibre at a ∈ C * . We fix any a ∈ C * and i ∈ Z a 2 . We know that i gives rise to the 2-dimensional isotropic generalized eigenspaces V a , V −a , W a , W −a and the isomorphism i : L(W a , V a ). We observe further that (1) the isomorphism i| Wa :
Conversely given (V a , V −a , W a , W −a ), one can recover i once we specify an arbitrary isomorphism i| Wa : W a → V a . Thus we have
where we used dim Gr iso (2, V ) = 4, dim Gr iso (2, W ) = 2. Since the morphism Z → C * has the fibre dimension 16, Z has dimension 17.
Secondly we describe
which is the complement of Z. We apply Kraft-Procesi's theory on nilpotent pairs via abdiagrams [27] . We use the notations a, b as basis elements of W, V respectively. According to the theory ([27, Theorem 6.5]), there is a bijection between the set of Sp(V ) × O(V )-orbits of i in L(W, V ) with nilpotent ii * and the set of ab-diagrams satisfying some rules. We list all the possible ab-diagrams of i with (ii * ) 2 = 0 in Table 1 . In the table we used the abbreviated notations in ab-diagrams, for instance
According to the ab-diagrams in the 
(the commutator map). We claim that dimension of the nonempty m-fibre of any nonzero element (resp. m −1 (0)) is 5 (resp. 8). This claim is proven in the explanation in [12, (8.6) ], but we sketch the proof as we will use a similar argument in the proof of Proposition 5.2. Let p ′ be the space of trace-free endomorphisms in p. We have decomposition p = C ⊕ p ′ using splitting by the linear embedding of the scalar endomorphisms C in p and the trace map on p. We denote by m ′ the restriction of m to p ′⊕2 . By the universality of the exterior product, m ′ factors through the wedge product map
In fact the factored map Λ 2 p ′ → g is an isomorphism. See [12, (8.6) 
where p is the projection from N to L(W, V ). We further decompose the former locus using the decomposition of Z ′ into the eleven Sp(V ) × O(W )-orbits as above. We denote these orbits by O 1 , O 2 , ..., O 11 from the top in order in Table 1 . Note that for any i ∈ L(W, V ),
. Note also that the Young diagram corresponding to ii * is obtained by deleting a in the ab-diagram of i. Thus µ −1 (0)∩p , 20, 18, 20, 18, 18, 17, 14, 19, 15, 8 for l = 1, 2, ..., 11 respectively. Similarly the locus µ −1 (0) ∩ p −1 (Z) has dimension dim Z + 5 = 22. Now we show every element of µ
is costable because i * is injective. Since stability and costability are equivalent for SO-data, it is regular. Secondly we also prove ( We already proved in the above that any fibre of p : [12, proof of Corollary 8.9] ). Therefore every element of it is also regular.
This completes the proof of normality in Lemma 2.10.
Variants of Lemma 2.2 for various ADHM data
In this section we prove a similar statement with Lemma 2.2 for ordinary ADHM data and Sp-data. As an application we study geometry of µ −1 (0) in §5.2.
5.1. Lemma 2.2 for the ordinary ADHM data and Sp-data. For the ordinary ADHM data (resp. Sp-data), we fix vector spaces (resp. an orthogonal and symplectic vector spaces) V, W of dimensions k ≥ 0, N ≥ 1 (resp. k ≥ 0, N ∈ 2Z ≥0 ). Let E k : gl(V ) → S k C, B → the set of eigenvalues of B counted with multiplicities.
Lemma 5.1. The morphism
is flat. If V, W are orthogonal and symplectic vector spaces, the morphism N V,W → g(V )×S k C obtained by the restriction is also flat. Proof. The idea of proof goes as in §3.5. By smoothness of the target spaces and the method of associated cones, we need to show the dimensions of the zero fibres of the above morphisms are dim M V,W − k 2 − k and dim N V,W − k(k − 1)/2 − k respectively. Due to the reciprocal equality as in (3.4) , this amounts to the following inequalities on the modalities
for any nilpotent endomorphism B in gl(V ), p(V ) respectively, where W L is a maximal isotropic subspace of W . We prove the above inequality for usual ADHM data first. We set first B to be regular nilpotent. Then (V, B) is identified with
The stratum of elements with gl(V )
B -orbit dimension ≤ s is given as follows:
Since the above stratum has dimension sN for each s ≤ k, we obtain
If B is not regular, we decompose V into subspaces on which B gives a regular endomorphism by Jordan normal form. By the two comparison results as in (3.5), we also have mod(GL(V ) B : L(W, V )) ≤ kN − k. This finishes the proof for usual ADHM data. Next we prove the case of Sp-data. We set first B to be generic nilpotent. Then (V, B) and the orthogonal form on V are identified with (C[z]/(z k ), z) and (f , g) V = Res(f g/z k ) respectively (Lemma C.1). See §3.5 for the notation here. Since gl(V ) B = C[z]/(z k ) consists of only symmetric endomorphisms, we have g(V ) B = 0 and thus the modality inequality is automatic. If B is not generic, we decompose V into mutually orthogonal subspaces on which B gives a generic endomorphism (Lemma C.1). This finishes the proof for the Sp-data. Here we used the assumption that B 1 has only one eigenvalue. We need to show B 2 is a scalar multiple of X. Using the explicit form B 2 = aH + bX + cY , unless a = c = 0, it is direct to check that there is g ∈ SL(2) such that the first factor of g.(B 1 , B 2 ) has two distinct eigenvalues. This proves the linear dependency and nilpotency. By the linear dependency, for (B 1 , B 2 , i, j) ∈ µ f is a constant map, the Cartier divisor f −1 (T \ T 0 ) in C = P 1 \ ∞ defines a point of the symmetric product of C. Thus we obtain a morphism from the substack of non-constant maps to the symmetric product S ≥1 C = ≥1 S n C. Let Map n (P 1 , T ) be the inverse image via this morphism of S n C where n ≥ 1. We denote by Map
, which is a one-point scheme. We set S 0 C = Spec C. Thus we obtain a morphism E n T : Map
Here when n = 0, E 0 T is set to be the constant map. Taking the union over all n ≥ 0, we obtain E T : 
Here the notation are given as follows: If n 1 , n 2 ≥ 1, (S n 1 C × S n 2 C) 0 denotes the locus of divisors with disjoint supports ( §2.6) and
The map f ∪ g denotes the pasting of f, g defined as follows:
Otherwise, say n 2 = 0, the subscripts 0 of the products are set to be vacuous. And f ∪ g = f . Note that if either n 1 or n 2 is 0, ̟ n 1 ,n 2 T becomes the identity map. Taking the union over all n 1 , n 2 ≥ 0 to ̟ n 1 ,n 2 T , we obtain a natural isomorphism
We apply Drinfeld's factorization property to the product stack T × T . Note that the substack (T × T )
Thus we obtain the factorization isomorphism ̟ T ×T . On the other hand there is an obvious identification
Under this identification, the two factorization isomorphisms are equal:
This will be used in the proof of Theorem 2.11 later on. We give a more general rule for the factorization isomorphisms (Proposition B.2). Since this formulation will not be used in the proof of Theorem 2.11, the readers can skip safely Proposition B.2. Let T ′ be a stack as above with an open substack T ′0 ∼ = Spec C such that T ′ \ T ′0 is a Cartier divisor. We suppose that there is a morphism A : T → T ′ such that A(T 0 ) is a substack of T ′0 . Then we have the induced morphism between the spaces of based maps
Proposition B.2. The following composites are identical morphisms on
Proof. First we prove the composite ̟ T ′ (A * × A * ) is well-defined. In other words if
, so do Af, Ag. But this is obvious. Now to prove the proposition, we need to check that the pasted functions in both sides are identical, i.e. A(f ∪ g) = Af ∪ Ag. This is clear from the definition of pasting. v with a trivialization can be regarded as a principal G-bundle over P 2 with a trivialization using the isomorphism
. By identifying the principle G-bundles over P 2 with trivialization along l ∞ as framed K-instantons, we obtain an isomorphism Map(P 
n . Let G = SL(N) and K = SU(N). We fix an instanton number n. We interpret the morphism E n T in terms of ADHM data (B 1 , B 2 , i, j) ∈ M C n ,C N . We denote by E n : M Let α z , β z be the morphisms induced from α, β by restriction to P 1 z . The framed vector bundle V f | P 1 z is given as Ker(β z )/Im(α z ) (with a natural trivialization). Now by the above discussion the proposition amounts to the equivalence: Ker(β z )/Im(α z ) is a nontrivial framed vector bundle if and only if B 1 − z is non-invertible.
We take the restriction of the above monad to P So far the proof of the proposition at set-theoretic level has been done, i.e. E n (f ) = E n (V f ) as sets. To prove the general case, it suffices to check that any Cartier divisor E n (f ) is always a limit of Cartier divisors of the form E n (f ) consisting of points with only multiplicities 1. This fact follows from that the image of (µ Recall that as far as M K n has the ADHM description, the map E n is defined using the ADHM data. Thus the above proof also works for the classical groups:
Corollary B.5. For any classical group G and n ≥ 0, we have E n T = E n under the identification Map n (P (n 1 ,n 2 ) in the diagram (2.8). Recall here that the tensor product morphism is originally defined over the moduli spaces of vector bundles corresponding to the instanton spaces ( §1.2). Recall also that the associated vector bundle to a K-instanton is defined as P × K W , where W is the vector representation of K. In our case, the tensor product of two USp(1)-instantons P 1 , P 2 (or equally associated vector bundles) is nothing but the vector bundle (P 1 × S 4 P 2 ) × SO(4,R) (W 1 ⊗ W 2 ), where W 1 , W 2 are (identical) vector representations of USp(1), because W 1 ⊗ W 2 becomes the vector representation of SO(4, R). Now the commutativity of (2.8) is equivalent to (B.2), because the (horizontal) factorization rational maps in (2.8) can be rewritten in terms of ̟ T and ̟ T ×T due to Corollary B.6. This proves Theorem 2.11.
