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Résumé
Nos travaux portent sur les Expressions Numériques Approximatives (ENA), définies
comme des expressions linguistiques impliquant des valeurs numériques et illustrées par
des exemples tels que “environ 100 ”.
Nous nous intéressons d’abord à l’interprétation des ENA non contextualisées, définie
comme la détermination de la signification de la portée du modificateur numérique environ,
à la fois dans ses aspects humain et computationnel. Plus spécifiquement, après avoir
défini et formalisé les dimensions arithmétiques et cognitive pertinentes permettant de
caractériser les ENA, nous avons conduit une étude empirique pour collecter les intervalles
correspondant aux plages de valeurs dénotées de 24 ENA. Nous montrons ainsi que les
dimensions que nous proposons sont impliquées dans l’interprétation des ENA et qu’elles
rendent mieux compte des intervalles collectés que les modèles existant dans la littérature.
Ces résultats nous conduisent, dans un deuxième temps, à proposer un principe général
d’interprétation des ENA impliquant des nombres naturels, fondé sur l’hypothèse d’un
compromis entre la saillance cognitive des bornes des intervalles et leur distance à la valeur
numérique de référence impliquée dans l’ENA considérée. Ce principe général est ensuite
instancié dans deux types de modèles computationnels. Le premier est conçu pour estimer
l’intervalle de valeurs dénotées par une ENA alors que le second génère un intervalle flou
représentant l’imprécision qui lui est associée. Ces modèles sont validés expérimentalement
à partir des données collectées et nous montrons qu’ils offrent de meilleures performances
que les modèles d’interprétation existants. Nous montrons également l’intérêt du modèle
flou d’interprétation des ENA que nous proposons en l’implémentant dans le cadre de
moteurs de requêtes flexibles. Enfin, nous proposons une extension des modèles permettant
d’interpréter des ENA impliquant des nombres décimaux.
Nous avons également conduit une étude pour examiner l’effet d’un contexte sémantique
et les différences entre interprétations explicite et implicite d’une ENA. Nous montrons
que, bien que le contexte et le type d’interprétation considérés aient peu d’effet sur les
intervalles collectés, les dimensions arithmétiques et cognitive que nous proposons sont
bien impliquées dans l’interprétation des ENA.
Nous nous intéressons ensuite à la combinaison d’ENA dans le calcul arithmétique
imprécis, par exemple dans l’évaluation de la surface d’une pièce mesurant “environ 10
mètres” et “environ 20 mètres” de côtés. Plus précisément, nous considérons deux opéra-
tions arithmétiques, l’addition et la multiplication. Nous avons mené une étude empirique
pour collecter les résultats de calculs imprécis. Nous montrons que les imprécisions liées
aux opérandes ne semblent pas prises en compte lors de l’estimation de l’imprécision du
résultat ; en particulier, nous montrons que les résultats sont sensibles aux paradoxes so-
rites et qu’ils ne correspondent pas aux résultats fournis par l’arithmétique des intervalles
et l’arithmétique floue.
Mots-clés: Expressions numériques approximatives, Imprécisions, Interprétation cogni-
tive, Approximateurs, Calcul imprécis, Propagation de l’imprécision, Logique floue, Re-
quêtes approximatives
Abstract
Approximate Numerical Expressions (ANE) are imprecise linguistic expressions imply-
ing numerical values, illustrated by examples such as “about 100 ” and pervasive in everyday
communication between human beings. Our work focuses on two major tasks related to
ANE, namely their interpretation and their combination in arithmetical calculation.
We first focus on the interpretation of uncontextualised ANEs, defined as the determi-
nation of the signification of the numerical modifier about, both in its human and compu-
tational aspects. More specifically, after defining and formalising the relevant arithmetical
dimensions that allow to characterise ANEs, we conducted an empirical study to collect
intervals corresponding to range of values denoted by 24 ANEs. We show that the dimen-
sions we propose are involved in the interpretation of ANEs and that they better account
for the collected intervals than existing models.
These results lead us, in a second step, to propose a general principle to interpret ANEs
involving natural numbers, based on the assumption of a compromise between the cognitive
salience of the endpoints and their distance to the numerical value of the considered ANE.
This general principle is then instantiated in two types of computational models. The
first one is designed to estimate the interval of values denoted by an ANE. The second
one generates a fuzzy interval representing the imprecision it conveys. Both models are
experimentally validated using the collected data and we show that they offer better per-
formances than existing models. We also show the relevance of the proposed fuzzy model
by implementing it in the framework of flexible queries of numerical databases. Finally, we
propose an extension of the models to interpret ANEs involving decimal numbers.
We also conducted an empirical study to examine the effect of a semantic context and
the differences between implicit and explicit interpretations of ANEs. We show that, even
if the context and the type of interpretation have a weak effect on the collected intervals,
the arithmetic and cognitive dimensions we propose are involved in ANEs interpretation.
Finally, we consider the task of ANE combination, in imprecise arithmetic calculations,
for instance in the estimation of the area of a room whose are “about 10 meters” and
“about 20 meters” long. More specifically, we consider two arithmetic operations, additions
and products. We conducted an empirical study to collect the results of imprecise calcu-
lations. We show that the imprecision associated with the operands does not seem to be
taken into account during the estimation of the final imprecision. We show that the results
of the calculations are sensitive to the sorites paradox and that they do not correspond
to the operations performed in the formal frameworks of interval arithmetic nor of fuzzy
arithmetic.
Keywords: Approximate numerical expressions, Imprecisions, Cognitive interpretation,
Approximators, Imprecise calculation, Imprecision propagation, Fuzzy logic, Approxima-
tive queries
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Chapitre 1
Introduction générale
On n’écrit qu’à la pointe de son savoir, à cette pointe
extrême qui sépare notre savoir et notre ignorance, et
qui fait passer l’un dans l’autre.
Gilles DELEUZE
Différence et Répétition
Fraîchement débarqué à Paris, l’envie me prend de visiter et de me perdre dans les
ruelles labyrinthiques du quartier Saint-Michel. L’heure tourne et cela finit par arriver, les
ruelles s’assombrissent et je suis réellement perdu. Sans plan, sans smartphone, je demande
à un passant de m’indiquer le chemin menant à la station de métro la plus proche. Il me
répond : “Continuez sur 100 mètres puis tournez à droite et vous apercevrez la bouche de
métro”. Je le remercie, nous nous séparons avant que je ne prenne la direction que le passant
m’a indiquée.
A Saint-Michel l’organisation des rues relève de l’anarchie. Celle où je marche n’échappe
pas à la règle, sur ma droite, une ruelle toutes les dizaines de mètres. Pourtant, je n’ai
aucun mal à trouver la rue que je dois prendre. Non, bien sûr, elle ne se trouve pas à
exactement 100 mètres du lieu où j’ai interrogé le passant. A vue de nez, 90-95 mètres. La
précédente rue est quant à elle à 65-70 mètres, peut-être, et la suivante à 140-150 mètres.
Que s’est-il passé ? Comment ai-je pu trouver mon chemin malgré une description
imprécise ? Intuitivement, de manière tout à fait inconsciente, deux connaissances ont été
mobilisées. Tout d’abord, je n’ai pas pris au pied de la lettre l’expression 100 mètres. Je
savais que celle-ci n’exprime pas une exactitude mais plutôt une indication, entourée d’un
halo d’imprécision. Dans un second temps, j’ai interprété et construit une représentation
de cette imprécision. Je n’ai pas tourné dans la rue située à 65-70 mètres car elle n’entrait
pas dans cette représentation alors que celle que j’ai prise y entrait, elle.
Cette situation, toute personne ayant un tant soit peu voyagé en a fait l’expérience.
1
2 Chapitre 1. Introduction générale
D’autres exemples similaires peuvent être évoqués. Lorsque je prétends que j’arriverai à 18h,
personne ne s’attend à ce que j’arrive à exactement 18h, mais plutôt entre 17h50 et 18h10
par exemple. Ou encore, si je me fixe un budget de 100 euros, j’accepterais certainement
toute marchandise répondant à mes attentes et moins chères. Mais j’accepterais également
certains objets coûtant un peu plus cher.
Dans l’exemple introductif de la visite du quartier Saint-Michel, un robot mis à la place
du narrateur et dépourvu de tout algorithme traitant les imprécisions aurait cherché une
rue à exactement 100 mètres et n’aurait pas considéré la bonne rue comme pertinente. C’est
que le robot, en tant que système informatique, est conçu pour traiter des informations
précises.
Le passant informant le robot aurait pu rendre explicite la nature imprécise de l’ex-
pression 100 mètres en lui adjoignant un approximateur comme “environ” ou “approxima-
tivement” : “Continuez sur environ 100 mètres puis tournez à droite et vous apercevrez
la bouche de métro”. Ainsi, il aurait informé le robot que l’expression ne devrait pas être
considérée comme exacte. Toutefois, même si le système sait que l’information est impré-
cise, la question de la détermination de la plage de distances acceptables pour “environ 100
mètres” demeure problématique.
Ces exemples introduisent la notion d’Expression Numérique Approximative (ENA),
de la forme “environ x”, où x est un nombre, et la problématique, centrale dans les travaux
que nous présentons dans cette thèse, liée à leur interprétation, à la fois dans ses aspects
humain et informatique.
Les Expressions Numériques Approximatives
Dans cette thèse, nous nous intéressons à des expressions vagues, impliquant des valeurs
numériques : les Expressions Numériques Approximatives (ENA). Nous définissons celles-
ci comme des expressions linguistiques imprécises dont la forme générale est “environ x”,
où x est un nombre. Elles sont couramment utilisées dans la langue naturelle pour désigner
une plage imprécise de valeurs, par exemple “environ 100 mètres”. Plus précisément, nos
travaux portent principalement sur des ENA impliquant des nombres entiers, i.e., x ∈ N.
Trois champs : linguistique, informatique et psychologie cognitive L’étude des
expressions numériques approximatives implique trois champs disciplinaires : la linguis-
tique, l’informatique et la psychologie cognitive.
En linguistique, les ENA sont considérées comme faisant partie du champ plus vaste
des expressions vagues (Solt, 2014). Elles sont abordées différemment selon la manière
considérée de rendre compte de l’aspect vague du langage naturel et sont traitées sous
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& Stateva, 2011; Solt, 2014) : il s’agit de déterminer la plage de valeurs qu’elles dénotent.
En informatique, et plus particulièrement dans le champ de la représentation des
connaissances, les ENA sont considérées comme faisant partie du domaine des imprécisions,
par opposition aux incertitudes, qui sont deux formes que peut prendre une connaissance
imparfaite (Smets, 1991). L’incertitude porte sur le statut d’une proposition, le locuteur
ne peut attester de sa véracité, par exemple, “Il va peut-être pleuvoir demain”. L’impréci-
sion porte sur le contenu de la proposition : le locuteur est sûr quant à sa véracité mais
le contenu est imprécis, par exemple “Il est né à Paris ou à Lyon” ou “La distance entre
Paris et Berlin est approximativement de 900km”. Des formalismes ont été proposés pour
représenter et combiner les imprécisions, en particulier les intervalles (Moore, 1966) et la
logique floue (Zadeh, 1965), qui sont mis en œuvre dans cette thèse. En revanche, à notre
connaissance, ces formalismes ne spécifient pas comment quantifier les imprécisions. Nous
définissons la quantification de l’imprécision comme la détermination des bornes de la plage
de valeurs dénotées dans la représentation par intervalles et des fonctions d’appartenance
dans la représentation par sous-ensembles flous.
En psychologie cognitive, la majorité des travaux portant sur les imprécisions numé-
riques s’intéressent à des quantités représentées non-symboliquement, par exemple des
points dessinés dans un tableau (voir par ex., Gelman & Gallistel, 2004; Dehaene, 2003;
DeWind et al., 2015). En revanche, les imprécisions exprimées symboliquement, qui in-
cluent les ENA, sont à ce jour très peu explorées et font en partie l’objet de cette thèse.
Approche considérée : psychologie cognitive et informatique L’approche que
nous défendons dans cette thèse est la croisée des chemins entre psychologie cognitive et
informatique. Elle consiste, dans un premier temps, à comprendre et formaliser, à l’aide
d’études empiriques, la manière dont l’être humain traite les ENA. Dans un second temps,
nous proposons de modéliser computationnellement ces processus. Enfin, dans un dernier
temps, nous cherchons à valider expérimentalement les modèles computationnels à partir
de données réelles. Cette approche nous permet de proposer des modèles cohérents à la
fois avec la manière dont les individus se représentent les ENA et avec les formalismes
existants.
Au delà de l’aspect méthodologique global, nous avons à cœur d’intégrer ces deux
champs à chacune de nos propositions : s’appuyer sur des modèles formels pour représenter
et analyser des données empiriquement collectées et formaliser des notions relevant de
la cognition dans la modélisation computationnelle. Ainsi, nous cherchons à instiller du
raisonnement humain dans les systèmes intelligents de manière à ce que leur comportement
s’adapte intelligemment à ce qui est attendu par les utilisateurs.
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Contextualisation des expressions numériques approximatives Nos travaux se
veulent comme une approche systématique et générique de la quantification des impréci-
sions. Dans la mesure où, à notre connaissance, le traitement par le système cognitif humain
des imprécisions exprimées verbalement a été très peu étudié jusqu’à présent, nous nous
sommes fixé comme objectif de mettre en lumière les facteurs qui sont impliqués quel que
soit le contexte envisagé. Mettre en œuvre un ou plusieurs contextes particuliers rendrait
les résultats obtenus spécifiques à ceux-ci (Carraher et al., 1985; Lasersohn, 1999; Sadock,
1977; Williamson, 1994) et limiterait, selon nous, leur généralisation. Par conséquent, nous
avons fait le choix de ne pas contextualiser les expressions numériques approximatives que
nous utilisons, ni sémantiquement, ni pragmatiquement. Les modèles que nous proposons,
ainsi que la plupart des résultats que nous reportons, sont donc indépendants du domaine
sémantique considéré et peuvent donc être implémentés dans un large éventail d’applica-
tions impliquant le traitement d’ENA.
Deux types de traitement des ENA, en partie illustrés par les exemples introductifs, sont
abordés dans cette thèse : leur interprétation, c’est-à-dire la détermination de l’imprécision
qu’elles communiquent, et leur combinaison arithmétique dans le calcul. Les problématiques
que ces deux traitements soulèvent et que nous proposons d’explorer sont successivement
détaillées dans les prochaines sections.
Interprétation des expressions numériques approximatives
Une importante partie de nos travaux traite de l’interprétation automatique des expres-
sions numériques approximatives dans une situation de communication en langue naturelle
allant de l’utilisateur vers le système. Nous définissons l’interprétation d’une expression
numérique approximative comme la détermination de la signification de la portée du mo-
dificateur numérique environ.
Pouvoir interpréter automatiquement les expressions numériques approximatives d’une
manière qui soit cohérente avec la représentation cognitive que s’en font les êtres humains
est une problématique importante à l’heure où les systèmes intelligents dont le mode d’in-
teraction repose sur la langue naturelle se disséminent dans notre environnement quoti-
dien. Les domaines d’application incluent, entre autres, les systèmes d’information géogra-
phique (Bennett, 2010; Delboni et al., 2007), par exemple, pour rechercher une zone dont
la surface est d’environ 1000m2 ; les systèmes experts, en particulier médicaux (Strasze-
cka, 2006), par exemple, pour représenter l’information d’un patient affirmant qu’il se sent
fiévreux depuis à peu près une semaine ; ou encore les assistants personnels tels que Siri,
Cortana ou Alexa, par exemple, pour chercher un hôtel à environ 30km. Dans chaque cas,
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que dénote l’ENA.
L’approche que nous mettons en œuvre pour étudier l’interprétation des ENA s’ins-
crit dans celle, générale que nous défendons, à l’intersection entre psychologie cognitive et
informatique. Nous proposons, dans un premier temps, de définir formellement les carac-
téristiques arithmétiques et cognitive qui peuvent rendre compte de l’interprétation d’une
ENA. Dans un second temps, nous conduisons une étude empirique pour valider l’impli-
cation de ces caractéristique dans l’interprétation d’une ENA. Enfin, nous proposons des
modèles computationnels, expérimentalement validés, de l’interprétation des ENA.
Combinaison des expressions numériques approximatives
Au delà de l’interprétation des expressions numériques approximatives, nous nous inté-
ressons à leur combinaison arithmétique dans le calcul, par exemple, pour estimer la surface
d’une pièce dont les côtés mesurent “environ 10 ” en largeur et “environ 20 ” mètres en lon-
gueur, ou l’heure à laquelle peut finir un après-midi avec trois réunions durant chacune
“environ 1 heure”.
Nous étudions la manière dont l’être humain réalise des calculs impliquant des opé-
randes imprécis et le comparons aux formalismes mathématiques. Comme pour les autres
domaines du raisonnement humain (voir, par ex. Kahneman, 2003a), des biais peuvent
apparaître pendant la combinaison de données numériques imprécises. Par conséquent,
examiner la manière dont l’être humain traite et propage les imprécisions lors de telles
combinaisons est important pour identifier et prévenir ces biais.
L’incertitude a fait l’objet d’un nombre considérable d’études (voir, par ex., Samson
et al., 2009), dans des domaines appliqués impliquant des processus de prise de déci-
sion, comme l’économie (Kahneman, 2003a), la gestion de projet (Loch et al., 2011),
la santé (Hunink et al., 2014) et dans des domaines plus théoriques, comme la linguis-
tique (Teigen, 1988) ou la psychologie cognitive (Kahneman, 2003b; Cosmides & Tooby,
1996; Politzer & Baratgin, 2016). Plus spécifiquement, à la suite des travaux féconds de
Tversky et Kahneman (1974), de nombreuses études ont mis en évidence des biais dans
le raisonnement humain sur des données ou dans des conditions incertaines (Kahneman,
2003a; Cosmides & Tooby, 1996).
En revanche, la propagation des imprécisions dans le raisonnement et dans le calcul
impliquant des expressions numériques approximatives chez l’être humain n’a, à notre
connaissance, pas été traitée. Or, il se peut que, à l’instar du traitement des incertitudes,
le traitement des imprécisions par le système cognitif humain présente de nombreux biais.
Nous proposons dans cette thèse une étude qui se veut être une première approche de la
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propagation des imprécisions dans le calcul imprécis, dans laquelle nous mettons en œuvre
une méthodologie originale d’analyse des données.
Structure de la thèse
La thèse est structurée selon les deux problématiques traitées. Le chapitre 2 est dédié
à une présentation générale du contexte de nos travaux. Nous y traitons des concepts et
expressions vagues d’un point de vue linguistique et plus particulièrement la façon dont
les imprécisions sont exprimées dans le langage naturel. Dans ce chapitre, nous présentons
également la manière dont le système cognitif humain traite et représente les nombres et
quantités, imprécises ou non.
Le chapitre 3 décrit l’état de l’art portant sur la représentation formelle, l’interprétation
d’un point de vue computationnel, et le calcul des expressions numériques approximatives.
Dans le chapitre 4, nous proposons une formalisation des dimensions arithmétiques et
cognitive caractérisant les ENA. Nous détaillons ensuite l’étude empirique que nous avons
conduite pour montrer l’implication de ces dimensions dans l’interprétation des expressions
numériques approximatives.
Nos propositions de modèles computationnels d’interprétation, conçus à partir des ré-
sultats de l’étude empirique, sont décrites dans le chapitre 5. Nous y exposons d’abord le
principe général que nous proposons. Nous instancions ensuite ce principe dans deux types
de modèles computationnels d’interprétation des ENA : le premier consiste à estimer l’in-
tervalle de valeurs dénotées alors que le second produit un sous-ensemble flou représentant
l’imprécision exprimée par une ENA. Enfin, pour chacun des modèles, nous réalisons une
validation expérimentale basée sur des données collectées empiriquement.
Le chapitre 6 est dédié à l’implémentation du modèle d’interprétation produisant des
intervalles flous dans un système de requêtes flexibles dans des bases de données, ainsi
qu’à une extension des modèles que nous proposons, qui permet d’interpréter des ENA
impliquant des nombres décimaux.
Le chapitre 7 présente la seconde étude empirique de l’interprétation des expressions
numériques approximatives que nous avons conduite pour étendre et généraliser les résul-
tats de la première étude, selon deux axes : étudier l’effet de la présence d’un contexte
sémantique et comparer l’interprétation explicite d’une ENA avec son interprétation im-
plicite.
Le chapitre 8 est dédié à l’étude empirique de la propagation des imprécisions lors de
calculs imprécis, en particulier l’addition et la multiplication, réalisés par des être humains.
Enfin, le chapitre 9 présente les conclusions et les perspectives ouvertes par cette thèse.
Chapitre 2
Contexte
Dans ce chapitre, nous présentons le contexte théorique dans lequel nos travaux s’ins-
crivent. Les Expressions Numériques Approximatives du type “environ x”, où x est un
entier, sont des expressions vagues impliquant des valeurs numériques, elles se rattachent
à deux champs théoriques : les expressions linguistiques vagues et la représentation des
nombres et des quantités dans le système cognitif humain.
La section 2.1 introduit le champ des expressions vagues, d’un point de vue linguistique
d’abord et d’un point de vue informatique ensuite, dans leurs aspects général puis spécifi-
quement appliqué aux expressions numériques. La manière dont sont encodés et représentés
les nombres dans le système cognitif humain est présentée dans la section 2.2.
2.1 Aspects du vague dans le langage naturel
Dans une certaine mesure, tous les termes, toutes les expressions de la langue naturelle
sont vagues (Channell, 1994; Egré & Klinedist, 2011). Cela paraît évident pour certains
termes, comme jeune, grand, rouge ou certaines expressions, telles que “j’arrive souvent
en retard ” ou “il va sûrement pleuvoir demain”. Cela est moins évident pour d’autres
termes, comme on peut l’illustrer pour celui de chaise : à première vue, il est bien défini :
il s’agit d’un meuble sur lequel on peut s’asseoir, composé de quatre pieds, d’un fessier et
d’un dossier. Il paraît donc aisé de décider si, oui ou non, un objet donné est une chaise.
Néanmoins, des designers inventifs peuvent créer des fauteuils qui tendent à être des chaises,
ou vice-versa, des chaises qui tendent vers des fauteuils. Dans certains cas extrêmes, décider
si la création est une chaise ou un fauteuil constitue un jugement subjectif, qui ne fait pas
l’unanimité : pour certains, il s’agit d’un fauteuil, pour d’autres, d’une chaise. Un concept
apparemment bien défini, comme celui de chaise, peut donc se révéler vague dans certains
contextes, quoique dans une moindre mesure que d’autres, jeune par exemple.
L’aspect vague du langage naturel concerne différents domaines théoriques, en particu-
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lier la linguistique et l’informatique, qui peuvent traiter différemment cet aspect. Ainsi, en
informatique, on distingue classiquement les imprécisions des incertitudes (Smets, 1997),
sans que ces deux notions soient incluses dans celle, plus large, de vague. Au contraire, en
linguistique, les incertitudes constituent l’une des formes que peut prendre une expression
vague (Jucker et al., 2003). Dans cette section, nous présentons les éléments théoriques
relatifs au vague dans ces deux domaines. Dans un premier temps, nous nous intéressons
aux concepts vagues et leur définition philosophique et linguistique. Ensuite, au-delà des
concepts, les différentes formes que peuvent prendre les expressions linguistiques vagues
sont exposées. La section 2.1.3 est focalisée sur les imprécisions numériques comme cas
particuliers du vague. Enfin, la section 2.1.4 présente les formalismes mathématiques clas-
siquement utilisés pour représenter les concepts et expressions vagues, en particulier la
théorie des sous-ensembles flous (Zadeh, 1965).
2.1.1 Concepts vagues
D’un point de vue philosophique et linguistique, un concept est dit vague lorsque son
extension est difficile à spécifier intégralement (Williamson, 1994). Dans cette section, nous
détaillons en premier lieu les propriétés d’un concept vague. Dans un deuxième temps, nous
présentons les deux perspectives, épistémique et sémantique respectivement, proposées
dans la littérature pour rendre compte du vague.
2.1.1.1 Propriétés des concepts vagues
Un concept est considéré comme vague lorsqu’il présente trois caractéristiques liées
entre elles (Keefe, 2000; Kennedy, 2007; Smith, 2008) : (i) l’existence de cas limites, (ii)
l’absence de frontières nettes à son extension et (iii) la susceptibilité aux paradoxes sorites.
Nous détaillons tour à tour dans les prochains paragraphes chacune de ces trois caracté-
ristiques.
L’existence de cas limites Les cas limites sont ceux pour lesquels on ne peut pas
dire si le concept s’applique clairement ou ne s’applique clairement pas, comme la chaise-
fauteuil créée par le designer inventif de l’exemple introductif ou l’application du concept
de jeunesse à une personne de 35 ans.
Ces cas limites posent un problème vis-à-vis de la logique classique. En effet, le principe
de non contradiction pose que si p est une proposition logique, p et ¬p ne peuvent être
vraies en même temps. Or, dire que la création du designer inventif est à la fois un fauteuil
et une chaise peut être interprété comme le fait qu’il s’agit à la fois d’une chaise et d’une
non chaise.
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L’absence de frontières nettes Les cas limites mettent également en évidence l’ab-
sence de frontières nettes à l’extension du concept considéré. Cette caractéristique est
particulièrement évidente dans le cas d’adjectifs graduels. Considérons l’exemple de grand
appliqué à un adulte. Il ne fait aucun doute qu’une personne mesurant deux mètres peut
être qualifiée de grande, de même que quelqu’un mesurant 1m85. Il ne fait pas non plus de
doute qu’une taille de 1m60 ne correspond pas à grand. En revanche, il existe une plage
de tailles limites pour lesquelles l’application de grand est moins évidente et systématique.
Soyons plus spécifiques et considérons que l’on parle d’un homme. Peut-on considérer qu’un
homme dont la taille est 1m75 est grand ? Et qu’en est-il pour 1m70 ? Notons, et nous re-
viendrons sur ce point, que le contexte joue ici un grand rôle puisque dans le cas où l’on
considère les femmes, grand serait encore applicable pour une personne mesurant 1m75.
De même son applicabilité peut être différente selon la région du monde où l’on se place.
Quoi qu’il en soit, on voit qu’outre le contexte dans lequel est employé le terme grand,
l’extension de son application n’est pas claire et nette.
Les cas limites du paragraphe précédent sont ceux situés à proximité de la frontière
imprécise d’un concept. Il faut souligner que celle-ci pose également problème à la logique
classique. En effet, considérons cette fois non grand pour un homme adulte. Il est évident
que non grand est applicable à une personne mesurant 1m60 mais pas à une personne dont
la taille est 1m90. Et, comme pour grand, il existe une plage de valeurs pour lesquelles l’ap-
plication de non grand n’est pas évidente. Il se peut donc, pour cette plage de valeurs, que
grand et non grand soient applicables tous deux ou qu’aucun des deux ne soit applicable,
ce qui viole encore une fois le principe de non contradiction.
On pourrait penser qu’en pratique, ce n’est pas le cas et que lorsqu’on interroge quel-
qu’un sur le fait qu’un homme adulte mesurant 1m75 est grand ou non, il soit cohérent
et ne considère pas ces deux options comme simultanément vraies. Or, des études (Alxa-
tib & Pelletier, 2011; Bonini et al., 1999; Serchuk et al., 2011) ont montré qu’une telle
cohérence n’est pas systématique. En particulier, Bonini et al. (1999) ont demandé à des
participants à partir de quelle taille quelqu’un peut être considéré comme grand. Ils ont
également demandé, aux mêmes participants, en dessous de quelle taille quelqu’un ne peut
pas être considéré comme grand. Les résultats obtenus montrent qu’il existe bien une plage
de valeurs dans laquelle un individu n’est considéré ni comme grand ni comme non grand.
Par conséquent, les participants de cette étude ne semblent pas respecter le principe du
tiers exclu, équivalent en creux du principe de non contradiction, dans l’attribution de
grand.
Susceptibilité aux paradoxes sorites La troisième propriété est la plus citée dans
la littérature comme caractérisant les concepts vagues (Alxatib & Pelletier, 2011; Douven
10 Chapitre 2. Contexte
et al., 2013; Egré & Klinedist, 2011; Egré, 2013; Fisher, 2000; Keefe, 2000; Williamson,
1994).
Ce paradoxe, qui a été formulé par Eubulide au IVème siècle avant notre ère, décrit un
raisonnement par lequel on conclut à l’impossibilité d’un grand changement par accumu-
lation de petits changements. Classiquement, il prend la forme du paradoxe du tas (soros,
en grec) :
1. Un grain de sable ne constitue pas un tas de sable
2. L’ajout d’un unique grain ne modifie pas l’ensemble, qui ne constitue toujours pas
un tas
3. L’ajour d’un grain aux deux précédents ne provoque pas de changement et on n’ob-
tient toujours pas de tas
4. etc.
Par généralisation, on obtient l’argument suivant : si n grains de sable ne forment pas
un tas de sable, alors, comme l’ajout d’un unique, minuscule grain ne change pas la nature
de l’ensemble, n+ 1 grains ne forment pas non plus de tas. Par conséquent, les tas de sable
n’existent pas.
La prémisse de ce raisonnement est également appelée principe de tolérance, qui, pour
certains auteurs (Dummett, 1975; Wright, 1976) est, seul, caractéristique d’un concept
vague. Sans aller jusqu’à la formation d’un paradoxe, ce principe peut prendre la forme
simple suivante : un prédicat P , par exemple n’est pas un tas de sable dans le cas du
paradoxe du tas, est dit tolérant par rapport à Φ, l’ensemble de n grains de sable, s’il
existe un changement positif possible mais insuffisant dans Φ, l’ajout d’un grain de sable,
pour que l’application de P ne change pas (Wright, 1976). L’affranchissement d’une lettre
constitue une autre illustration du principe de tolérance : il est courant de considérer que
l’ajout d’un timbre à une lettre ne modifie pas assez le poids total pour devoir changer le
montant de l’affranchissement de celle-ci.
Le principe de tolérance peut prendre deux formes. La première est subjective et intra-
individuelle : une même personne tolère une faible variation sans remettre en cause l’ap-
plicabilité du prédicat ou du concept. La seconde forme, objective et inter-individuelle, est
une conséquence de la première : puisqu’une même personne est tolérante, son jugement
peut varier au cours du temps. Par conséquent, plusieurs personnes interrogées peuvent
avoir des jugement différents quant à l’applicabilité du prédicat ou du concept.
Ce paradoxe met en évidence le problème qu’il peut y avoir, pour les concepts vagues,
à articuler deux niveaux de granularité (Egré, 2013), le premier à l’échelle locale et in-
crémentale (chaque grain de sable pris individuellement), le second à l’échelle globale et
catégorielle (la catégorie du tas de sable).
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2.1.1.2 Deux perspectives du vague
Deux points de vue, successivement présentés dans les deux paragraphes suivants, ont
été proposés en linguistique et en philosophie pour rendre compte des paradoxes sorites :
le point de vue épistémique et le point de vue sémantique (Alxatib & Pelletier, 2011; Egré
& Klinedist, 2011; Egré, 2013; Fisher, 2000; Sauerland & Stateva, 2011). Ils s’articulent
autour du principe de non contradiction et correspondent, d’un point de vue formel, à la
différence entre incertitude et imprécision, telle que discutée dans la théorie des données
imparfaites et évoquée dans la section 2.1.4.
Point de vue épistémique Du point de vue épistémique du vague (Sainsbury, 1989;
Sorensen, 2001a; Williamson, 1994), les concepts possèdent une extension clairement limitée
et des frontières nettes, mais celles-ci ne sont pas connues 1. Ainsi, il existe bien une valeur n
seuil à partir de laquelle on passe de non tas à tas, mais celle-ci est inconnue.
Dans cette perspective, l’aspect vague d’un concept a son origine dans un défaut de
connaissance (Williamson, 1994). Pour un individu, à un moment donné, il existe une
conception claire de ce qui est un tas et de ce qui n’en est pas. Toutefois, d’un individu à
un autre et d’un moment à un autre, le seuil de passage entre non tas à tas peut varier.
Ce point de vue entraîne deux conséquences principales. D’abord, le principe de tolé-
rance est considéré comme faux (Sorensen, 2001b). En effet, il existe au moins un n, le seuil
entre non tas et tas, tel que ce principe n’est pas applicable. Deuxièmement, le problème
lié à la modélisation des paradoxes sorites ne porte plus sur la logique classique, puisque
le principe de non contradiction est préservé, mais sur la manière de modéliser le manque
de connaissance à propos du seuil de passage entre p et ¬p.
Point de vue sémantique Le point de vue sémantique du vague (Keefe, 2000; Lewis,
1986) repose sur une notion de gradualité et de transition progressive : il réfute l’idée d’un
unique seuil servant de pivot entre p et ¬p mais permet un passage plus doux entre les
deux.
L’absence de transition nette peut être formalisée par deux approches : le superva-
luationisme, proposé par Van Fraassen (1966) et appliqué au vague par Fine (1975),
Kamp (1975) et Varzi (2007) ; et la théorie des sous-ensembles flous, proposée par Zadeh
(1965) (Lakoff, 1973; Zadeh, 1975).
Dans cette perspective, le principe de non-contradiction n’est pas maintenu : p et ¬p
peuvent, dans une certaine mesure, être simultanément vrais. En effet, la véracité est
pondérée : p s’applique à un certain degré, ¬p aussi.
1. Ce lien avec la connaissance justifie le qualificatif épistémique associé à cette perspective.
12 Chapitre 2. Contexte
Dans le cas des paradoxes sorites, on peut dire que n + 1 grains forment un peu plus
un tas, même s’ils ne forment toujours pas clairement un tas, que n grains. Cette approche
permet par conséquent de passer graduellement de non tas à tas, préservant ainsi le principe
de tolérance. Contrairement au point de vue épistémique donc, le point de vue sémantique
considère qu’il n’existe pas de n tel que n grains ne forment absolument pas un tas mais
que n+ 1 en forment un absolument. En revanche, quel que soit le nombre n de grains, ils
forment toujours, à un certain degré, même minime, un tas (Lakoff, 1973).
2.1.2 Expressions linguistiques vagues
La dimension vague du langage se retrouve non seulement au niveau des concepts
et prédicats mais également au niveau des propositions. La définition de l’aspect vague
d’une proposition est moins consensuelle : alors que certains auteurs distinguent claire-
ment le vague, en particulier l’imprécision, de l’incertitude (Bennett, 2010; Smets, 1991;
Zadeh, 1975), d’autres considèrent que l’incertitude est l’une des formes que peut prendre
le vague (Jucker et al., 2003).
Vague et incertitude On peut considérer que le point de vue à adopter dépend de
l’application du critère de véracité vis-à-vis d’une proposition. En effet, dans l’incertitude
ce critère s’applique au statut de la proposition : le locuteur n’est pas en mesure d’attester
de la véracité de la proposition. Celle-ci ne peut donc être déclarée absolument vraie ou
absolument fausse du point de vue du locuteur (par ex., “je crois que son nom est Jean”).
Dans le vague, distingué de l’incertitude, le critère de véracité est au contraire appliqué
au contenu (Bennett, 2010; Smets, 1991; Smets, 1997). En effet, le locuteur exprimant une
proposition vague est sûr quant à sa véracité, c’est-à-dire qu’elle est considérée comme
vraie même si elle est ambiguë (par ex., “son prénom est Jean ou Paul ”) ou si l’information
transmise n’est pas assez précise (par ex., “Berlin se trouve à environ 900km de Paris”). De
ce point de vue, le vague recouvre la notion d’imprécision (Jucker et al., 2003; Williamson,
1994).
Toutefois, il peut être difficile en pratique de distinguer les deux. Ainsi, la proposition
“il pleuvra certainement demain” peut être considérée comme à la fois incertaine, car le
locuteur n’est pas totalement sûr qu’il pleuve demain, et vague, car son degré de confiance
en la véracité de la proposition, exprimé par le terme “certainement”, est lui-même imprécis.
Pragmatique du vague D’un point de vue pragmatique, les expressions vagues sont
définies par leur manque de précision (Jucker et al., 2003; Williamson, 1994). L’utilisation
du vague en général répond à un besoin d’économie d’effort. En effet, chercher à être
très précis peut résulter en une perte de temps et en une inflexibilité alors qu’en étant
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vague, un locuteur peut atteindre son but en minimisant l’effort requis (Grice, 1991).
Une proposition vague transmet davantage d’information contextuelle pertinente que ne
le ferait une expression précise pourvu que le contexte culturel soit partagé entre les deux
interlocuteurs (Shapiro, 2006). L’exemple paradigmatique à cet égard est la communication
de quantités. En effet, au quotidien, il est plus courant d’employer une approximation
qu’une valeur précise pour dénoter une quantité (Moxey & Sanford, 1997; Zhang, 1998).
Dans une perspective pragmatique, puisqu’il existe une infinité de façons de faire ré-
férence à une entité, une propriété, un événement ou à un état mental, le choix d’une
expression plus ou moins vague dépend du but du locuteur et tient lieu de stratégie inter-
actionnelle. En effet, la variation du degré de vague d’une proposition permet au locuteur
d’espérer produire les représentations attendues chez l’auditeur (Jucker et al., 2003; Sha-
piro, 2006).
Selon l’usage souhaité, six différents types d’expressions vagues peuvent être employés (Ju-
cker et al., 2003). Pour chaque type, un certain nombre de termes spécifiques sont utilisés
pour exprimer le caractère vague. Nous évoquons d’abord les termes exprimant une impré-
cision, puis ceux associés à une incertitude. Pour chacune de ces deux catégories, nous les
analysons selon leur dépendance au contexte.
Considérons d’abord les catégories d’incertitude et d’imprécision. Trois types de termes
communiquent une imprécision plutôt qu’une incertitude. Du moins dépendant au plus
dépendant au contexte, on trouve les quantificateurs, les approximateurs et les adaptateurs.
Les quantificateurs, comme “certains” ou “ la plupart”, et les approximateurs, par exemple
“environ” ou “au moins”, portent tous deux sur des quantités. Leur distinction réside dans
le fait que les quantificateurs sont relatifs et expriment des proportions là où les approxima-
teurs sont absolus et expriment, de manière vague, les quantités proprement dites (Chan-
nell, 1994). Par conséquent, les quantificateurs sont moins dépendants du contexte que les
approximateurs (Moxey & Sanford, 1997) : les proportions restent équivalentes, quels que
soient l’ensemble ou le domaine sur lesquels elles portent. Au contraire, les approximations
dépendent du domaine considéré. Par exemple, dans le cas de la température corporelle,
le domaine possible est grossièrement compris chez l’être humain entre 36˚et 43˚. Par
conséquent, une expression telle que “environ 40˚” exprime une imprécision moins impor-
tante que la même expression utilisée pour décrire la température estivale moyenne d’un
pays. Le cas des approximateurs, qui intéresse particulièrement nos travaux, est traité de
manière plus détaillée dans la section 2.1.3. Ajoutons que les quantificateurs dénotent un
ensemble qui peut être représenté sur une échelle et qu’ils donnent lieu à des implicatures
scalaires (Grice, 1975). Celles-ci sont définies comme des inférences réalisées par l’inter-
locuteur résultant non pas d’un raisonnement logique mais d’un processus pragmatique.
Dans le cas des quantificateurs, l’implicature scalaire dénote le fait qu’ils expriment ex-
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plicitement la proportion considérée et, en même temps, qu’ils expriment implicitement
la négation de cette proportion (Yule, 1996). Par exemple, l’usage de “certains” exprime
implicitement “mais pas tous”. Dans le domaine informatique, les quantificateurs ont fait
l’objet de nombreux travaux, notamment dans le cadre de la logique floue et des résu-
més linguistiques (Zadeh (1983), voir par ex. Moyse et Lesot (2016) pour une application
concrète).
Les adaptateurs, comme “en quelque sorte” ou “quelque chose comme ça”, sont des
termes permettant d’accentuer l’imprécision communiquée par une expression (Prince
et al., 1982). Ils marquent également une distance plus forte entre la pensée que le lo-
cuteur cherche à exprimer et ce qu’il ou elle exprime effectivement. Les adaptateurs sont
imprécis et très dépendants du contexte. En effet, une expression comme “quelque chose
comme ça” renvoie à un “ça” dénotant une entité spécifiée dans le contexte et ne saurait
être interprétée sans cette spécification.
Les trois autres types de termes renvoient plus à une incertitude qu’à une imprécision.
Dans cette catégorie, on trouve les boucliers, les adverbes de probabilité et les adverbes de
fréquence. Tous trois dépendent relativement peu du contexte.
Les boucliers, comme “je pense que” ou “il me semble que” expriment l’attitude pro-
positionnelle, c’est-à-dire l’attitude du locuteur vis-à-vis de la proposition qu’il commu-
nique (Blakemore, 1992; Prince et al., 1982; Stubbs, 1986). Ils permettent de faire varier
le degré d’engagement du locuteur vis-à-vis de la véracité du contenu exprimé et dépendent
donc très peu du contexte.
Les adverbes de probabilité, comme “probablement” ou “certainement”, expriment direc-
tement et clairement une incertitude sur l’occurrence d’un événement (Teigen, 1988). D’un
point de vue pragmatique, ces termes ne communiquent pas seulement un degré de probabi-
lité d’occurrence, leur rôle est également de gérer le focus de l’auditeur de manière à ce que
celui-ci renforce ou au contraire affaiblisse ses hypothèses quant à un événement (Jucker
et al., 2003).
Enfin, les adverbes de fréquence, comme “souvent” ou “rarement”, communiquent une
fréquence d’occurrence d’événements d’une manière absolue là où les adverbes de probabi-
lité les expriment de manière relative. Du point de vue de la représentation, les adverbes de
fréquence ont des caractéristiques proches de celles des quantificateurs (Channell, 1994;
Moxey & Sanford, 1997). Comme eux, ils peuvent être représentés sur une échelle et
donnent lieu à des implicatures scalaires. Par exemple, “souvent” exprime également de
manière implicite “mais pas toujours”.
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2.1.3 Les approximateurs
Après ce rapide tour d’horizon des termes pouvant rendre une proposition vague, nous
détaillons le cas des approximateurs, dont fait partie le terme “environ” qui fait l’objet de
nos travaux.
Pragmatique des approximateurs Comme indiqué dans la section précédente, les ap-
proximateurs, également appelés rounders (Prince et al., 1982), sont utilisés pour exprimer
de manière vague des quantités, par exemple “environ 100 ”, ou des plages de quantités,
par exemple, “au moins 100 ” (Channell, 1980; Wierzbicka, 1986).
L’emploi d’un approximateur pour exprimer une quantité n’est pas toujours nécessaire
et permet surtout d’expliciter l’aspect vague d’une proposition. En effet, le plus souvent,
un nombre rond est interprété comme une approximation d’une valeur plus précise (Krifka,
2007; Wachtel, 1980). Par exemple, la différence entre “Cette chaise coûte 100 euros” et
“Cette chaise coûte environ 100 euros” réside en ce que la nature vague du coût, 100
euros, est explicitement communiquée dans la seconde proposition, même si la première ne
prétend pas donner une information exacte.
Du point de vue de la pragmatique du langage, une approximation peut avoir deux
fonctions. La première permet au locuteur d’exprimer un ordre de grandeur relatif à une
quantité dont il ignore la valeur exacte. Par exemple, s’il sait que la population de Pa-
ris est d’environ 2 millions d’habitants et qu’il ignore que cette population est d’exacte-
ment 2 220 445 habitants 2, il n’a pas d’autre choix que d’utiliser une approximation pour
exprimer l’ordre de grandeur.
La deuxième fonction porte sur l’effort nécessaire à la production et à l’interprétation
d’une valeur numérique (Jucker et al., 2003; Krifka, 2007). Les approximations impliquent
le plus souvent des nombres ronds, qui sont plus simples à la fois au niveau représentation-
nel et au niveau verbal (Krifka, 2007). Par exemple, il est plus aisé de se représenter 100
que 118. De plus, verbalement, 100 ne contient qu’une seule syllabe, là où 118 en comprend
trois. Les simplicités représentationnelle et verbale ne se recouvrent toutefois pas nécessai-
rement. En effet, dans le cadre temporel, par exemple, une demi-heure, comprenant quatre
syllabes est moins simple verbalement que 10 minutes, comprenant trois syllabes. A l’in-
verse, elle est plus simple représentationnellement car elle correspond à la moitié d’une
heure (Krifka, 2007). Dans ce cas, la préférence du locuteur pour une expression simple
peut varier entre les dimensions représentationnelle et verbale, selon le contexte.
2. D’après le recensement de l’INSEE réalisé en 2013.
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Perspectives épistémique et sémantique des approximateurs Comme pour les
expressions vagues, les approximateurs peuvent être traités dans la perspective épistémique
ou dans la perspective sémantique (voir section 2.1.1).
Du point de vue d’une interprétation purement sémantique, et en accord avec la pers-
pective sémantique du vague, une proposition impliquant une approximation ne peut être
dite absolument vraie ou absolument fausse pour certaines valeurs qui se trouvent à proxi-
mité de la frontière de son extension (Lakoff, 1973). Pour surmonter cette difficulté, Lakoff
(1973) propose d’adopter une sémantique basée sur la logique floue. Dans ce cas, une pro-
position impliquant une approximation peut prendre des valeurs de vérité graduelles. Par
exemple, la population de Paris étant de 2 220 445 habitants en 2013, la proposition “ la
population de Paris est d’environ 2 millions d’habitants” est associée à une valeur de vérité
plus élevée que la proposition “ la population de Paris est d’environ 3 millions d’habitants”.
Du point de vue purement pragmatique, en revanche, une approximation ne peut en
soi recevoir une valeur de vérité, même graduelle. A la limite, une proposition impliquant
une approximation peut être infalsifiable (Sadock, 1977). En effet, une approximation est
sensible au contexte dans lequel elle est exprimée. La nature de l’entité pour laquelle une
approximation est réalisée et le but du locuteur ont tous deux un effet sur la manière dont
l’approximation est estimée (Sadock, 1977). La fonction qui fait correspondre à l’approxi-
mation une plage de valeurs dénotées doit donc prendre en paramètres les caractéristiques
du contexte. On retrouve donc ici la perspective épistémique sur le vague. En effet, du
point de vue pragmatique, il existe une plage de valeurs dénotées clairement définie mais
dont les bornes sont trop dépendantes au contexte pour être connues.
A la suite de Wachtel (1980), un compromis entre ces deux points de vue peut être
trouvé : on peut d’une part considérer que la valeur de vérité décroît graduellement avec
la distance à la valeur numérique impliquée dans l’approximation. D’autre part, on peut
également considérer que la manière dont décroît, et jusqu’où décroît cette fonction dépend
de paramètres liés au contexte.
Enfin, notons que dans cette thèse, nous nous intéressons en particulier à l’approxima-
teur “environ”. Toutefois, il a été montré (Channell, 1980; Ferson et al., 2015) que l’in-
terprétation d’expressions impliquant des approximateurs sémantiquement très proches,
comme “approximativement” ou “autour de”, est très similaire à celle impliquant “envi-
ron”. Sous réserve de confirmation empirique, les résultats que nous présentons, sont donc
généralisables aux approximateurs sémantiquement proches de “environ”.
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2.1.4 Représentations formelles du vague
Dans le domaine de la représentation des connaissances dans les systèmes informatiques,
qui traitent par nature des données précises, le vague est l’une des formes que peut prendre
une connaissance imparfaite (Smets 1991; 1997).
Dans ce champ théorique, on distingue essentiellement deux types de vague, comme
nous l’avons vu dans la section 2.1.2 : les imprécisions et les incertitudes. Alors que l’in-
certitude renvoie au statut de la proposition, l’imprécision porte sur le contenu de celle-ci
(Bennett, 2010 ; Smets 1991; 1997).
Deux types d’imprécisions peuvent à leur tour être distingués (Smets, 1997). Première-
ment, l’ambiguïté fait référence à une imprécision sémantique et qualitative, comme dans
la proposition “ce livre est très bon”, où “très bon” peut renvoyer à “bien écrit” ou à “cap-
tivant” par exemple. Dans ce cas, l’imprécision porte sur le sens même du terme.
Deuxièmement, l’approximation fait référence à une imprécision quantitative, lorsque
des expressions numériques sont impliquées. Dans ce cas, la valeur numérique exacte n’est
pas nécessairement connue par le locuteur bien que la plage ou l’intervalle de valeurs dans
laquelle elle se trouve le soit.
Il existe différentes manières de formaliser les incertitudes et les imprécisions, parmi
lesquelles la théorie des probabilités (Degroot, 1970; Fine, 1973), la théorie des possibi-
lités (Zadeh, 1978; Dubois & Prade, 1988) et la théorie des sous-ensembles flous (Zadeh
1965; 1975 ; Dubois & Prade, 1980).
La théorie des sous-ensembles flous (Zadeh 1965; 1975) a été développé dans le but
de formaliser les imprécisions. Dans cette perspective liée au point de vue sémantique
du vague, l’extension d’un concept vague n’est pas nettement limitée. Dans le cadre de
la théorie des sous-ensembles flous, le degré d’appartenance d’une entité à un ensemble,
n’est pas limité à vrai ou faux, ou 0 ou 1, mais peut prendre une valeur réelle dans tout
l’intervalle [0, 1] (voir annexe A p. 185). Par conséquent, dans le cadre de la théorie des
sous-ensembles flous, un concept est plus ou moins applicable à une entité.
2.2 Cognition humaine des nombres
Le deuxième champ théorique auquel peuvent être rattachées les Expressions Numé-
riques Approximatives, en plus de la notion intrinsèque de vague, est la manière dont les
individus se représentent et traitent cognitivement les nombres. Nous présentons dans cette
section les aspects cognitifs relatifs aux nombres. Dans un premier temps, nous proposons
un rapide tour d’horizon des usages des nombres dans la langue naturelle, par exemple le
dénombrement et la mesure. Dans un second temps, nous exposons l’état de l’art quant
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à la manière dont les nombres et les quantités sont traités et représentés par le système
cognitif humain.
2.2.1 L’usage des nombres
Dans la langue naturelle, les nombres peuvent être utilisés dans différents contextes et
à différentes fins. Dans la mesure où le contexte d’une approximation numérique, comme
une ENA, peut influencer son interprétation (Lasersohn, 1999; Sadock, 1977; Williamson,
1994), il nous paraît pertinent de présenter brièvement les différents usages des nombres
et de préciser quels sont ceux qui peuvent faire intervenir l’utilisation d’ENA.
Parmi l’ensemble des usages possibles d’un nombre, les plus courants sont la numéro-
tation, l’ordonnancement, la localisation, la mesure, le dénombrement et le calcul (Groza,
1968) : la numérotation consiste à affecter un nombre unique à chaque élément d’un en-
semble d’éléments. L’ordonnancement vise à classer les éléments d’un ensemble suivant un
nombre qui leur est affecté, du plus petit au plus grand ou du plus grand au plus petit, par
exemple. La mesure consiste à déterminer la valeur d’une grandeur physique, généralement
au moyen d’un instrument. Le dénombrement peut être rapproché de la mesure puisqu’il
s’agit de déterminer la quantité d’éléments présents dans un ensemble. Enfin, le calcul
consiste à effectuer des opérations mathématiques.
Intuitivement, les ENA peuvent s’appliquer dans le cadre de deux usages : le dénombre-
ment et la mesure. En effet, en tant qu’approximations, les ENA portent sur des quantités
et seuls ces deux usages en impliquent. On peut toutefois noter que ces deux types de
quantités ne sont pas représentés dans les mêmes ensembles de nombres : le dénombrement
est réalisé dans l’ensemble des entiers naturels, N, alors que la mesure peut être réalisée
dans l’ensemble des réels, R.
2.2.2 Représentation et traitement cognitifs des nombres
Deux sous-systèmes cognitifs différents sont impliqués dans la cognition des nombres
et des quantités (Dehaene 2003; 2009) : le système approximatif et le système exact des
nombres. Nous les présentons dans un premier temps avant d’exposer la notion de saillance
cognitive des nombres qui renvoie aux préférences des individus quant à certains nombres.
Deux sous-systèmes cognitifs Le premier sous-système cognitif responsable du trai-
tement des nombres, appelé système approximatif des nombres (Approximate Number Sys-
tem) repose sur des représentations approximatives, analogiques et non-symboliques (De-
haene, 2003). Les nombres y sont représentés sur une ligne mentale logarithmiquement
compressée, sur laquelle deux quantités x1 et x2 peuvent être distinguées si la valeur ab-
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solue de leur différence absolue est supérieure à une fraction c, appelée fraction de Weber,
de la plus grande des deux, formellement :
|x1 − x2|
max(x1, x2)
> c (2.1)
Cette indistinguabilité entre quantités proches conduit à des imprécisions lorsque des
estimations sont réalisées. Par exemple, en estimant, sans compter, le nombre de points
dans un tableau présenté visuellement, on ne peut distinguer s’il y en a 98 ou 101. La valeur
de la fraction de Weber c varie d’un individu à l’autre et selon l’âge (Halberda et al., 2008).
En moyenne, elle serait de 0, 11 (Halberda & Feigenson, 2008) ou 0, 12 (Pica et al., 2004).
Les représentations issues du système approximatif des nombres sont abstraites et indé-
pendantes de la modalité de présentation (Holyoak & Walker, 1976; Dehaene, 2003; Walsh,
2003). En effet, le rôle de ce sous-système est d’encoder la magnitude de la qualité considé-
rée (nombre, espace, temps, luminosité, volume sonore, etc.). Enfin, on peut noter que la
représentation des quantificateurs (voir section 2.1.2 p. 12) est réalisée sur la ligne mentale
des nombres du système approximatif des nombres (Coventry et al., 2010).
Les représentations du deuxième sous-système, le système exact des nombres, sont
exactes et symboliques (Dehaene, 2003; Gelman & Butterworth, 2005). Basées sur le lan-
gage, elles ne souffrent d’aucune imprécision. Le système exact des nombres est responsable
du traitement des faits arithmétiques.
Ces deux systèmes ne sont pas totalement indépendants l’un de l’autre. En effet, d’une
part, le système exact des nombres est, d’un point de vue évolutif, plus tardif (Gelman
& Gallistel, 2004; Gelman & Butterworth, 2005) et son développement est fondé sur le
système approximatif des nombres (Berteletti et al., 2010).
Enfin, la sémantique des nombres repose sur le système approximatif des nombres (De-
haene & Cohen, 1995). Autrement dit, une quantité exprimée verbalement ou communiquée
par écrit, bien que traitée dans un premier temps par le système exact des nombres, ne
prend sens que lorsque sa magnitude est encodée dans le système approximatif des nombres.
Aussi, mettre en relation deux nombres, par exemple, dans une tâche de comparaison, ne
peut se produire qu’au niveau des représentations analogiques du système approximatif
des nombres.
Saillance cognitive des nombres Du point de vue représentationnel, certains nombres
sont plus saillants que d’autres, c’est-à-dire sont plus facilement évoqués par le système
cognitif que d’autres. En effet, il a été observé, dans des corpus de textes et de jour-
naux quotidiens, que certains nombres apparaissent plus fréquemment que d’autres dans
la langue naturelle (Dehaene & Mehler, 1992; Jansen & Pollmann, 2001).
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Il a été montré que dans le système numérique arabe, deux caractéristiques des nombres
influencent leur fréquence d’apparition. D’abord, plus un nombre possède de chiffres signifi-
catifs, plus il est complexe à générer et moins il apparaît fréquemment (Dehaene & Mehler,
1992). D’un point de vue cognitif, les nombres fréquents seraient stockés en mémoire sous
forme d’information lexicale alors que les nombres moins fréquents seraient générés par
une procédure de type pas à pas (Dehaene & Mehler, 1992). Deuxièmement, les nombres
dont le dernier chiffre significatif est 5 et, dans une moindre mesure, 2, apparaissent plus
fréquemment (Jansen & Pollmann, 2001).
Ces nombres plus fréquents sont appelés nombres référents (Dehaene & Mehler, 1992)
et sont ceux qui couvrent une large part de la ligne mentale du système approximatif
des nombres, sur laquelle sont représentées les quantités. Ils sont donc particulièrement
adaptés pour servir de valeurs approchées dans le cadre de l’approximation de valeurs
précises (Dehaene & Mehler, 1992).
2.2.3 Les ENA à la lumière de la cognition des nombres
Du modèle de la cognition humaine des nombres, deux perspectives dans le traitement
des expressions numériques approximatives peuvent être considérées. Premièrement, inter-
préter une ENA consiste à estimer l’imprécision, c’est-à-dire la part couverte par la valeur
de référence de l’ENA sur la ligne mentale représentant les quantités dans le système ap-
proximatif des nombres. Cette perspective conduit à considérer la valeur numérique de
l’ENA comme pertinente puisqu’elle correspond à la magnitude encodée.
Deuxièmement, les ENA étant des expressions linguistiques et numériques, leur traite-
ment implique également le système exact des nombres. Cette perspective conduit à consi-
dérer ce traitement comme un problème formel, entendu comme un raisonnement arith-
métique, comme celui proposé par le modèle basé sur des échelles décrit dans le prochain
chapitre (voir section 3.2.2 p. 30). En effet, formellement, estimer l’imprécision dénotée
par une ENA relativement précise, par exemple “environ 4730 ”, uniquement à la lumière
de sa magnitude conduirait à une plage de valeurs beaucoup trop large, car comparable
à celle de “environ 4700 ” ou “environ 5000 ”. Or intuitivement, l’imprécision associée à
“environ 4730 ” devrait être nettement inférieure à celle associée à “environ 5000 ”.
Il nous semble par conséquent raisonnable de penser que l’attribution d’une imprécision
à une ENA résulte d’un compromis entre ces deux perspectives. Par exemple, dans le cas de
“environ 8150 ”, l’imprécision liée à sa représentation analogique devrait être importante,
proche de celle correspondant à “environ 8000 ” car l’ordre de grandeur de leur magnitude
est similaire. Au contraire, pour le système exact des nombres et en tant que fait numérique,
“environ 8150 ” est une description beaucoup plus précise de ce qui est évalué ou compté que
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“environ 8000 ”. Par conséquent, l’imprécision assignée à la première devrait être nettement
plus faible que celle assignée à la seconde.
Traiter une ENA nécessite donc de tenir compte à la fois de l’imprécision liée à sa
représentation analogique dans le système approximatif des nombres et de l’imprécision
logiquement liée à son niveau de précision, telle qu’elle peut être évaluée par le système
exact des nombres. On peut s’interroger sur la nature de ce compromis et dans quelle
mesure l’un des deux systèmes prend le pas sur l’autre.
2.3 Bilan
Dans ce chapitre, nous nous sommes intéressé au contexte théorique dans lequel s’ins-
crivent nos travaux portant sur l’interprétation et le calcul des expressions numériques
approximatives.
De l’étude du champ théorique relatif au vague, il ressort que deux perspectives princi-
pales peuvent être envisagées. Du point de vue épistémique, la difficulté à établir clairement
l’extension d’un concept vague prend sa source dans la variabilité des opinions, à la fois à
travers les individus, le temps et les contextes. Du point de vue sémantique, les frontières
de l’extension d’un concept vague sont par nature graduelles. Dans cette perspective, on se
propose d’abandonner le principe de non contradiction de la logique classique en s’appuyant
par exemple sur des logiques multivaluées, comme la logique floue. Ces deux perspectives
nous conduisent à considérer deux approches, détaillées dans le chapitre suivant et mises
en œuvre dans l’ensemble de nos travaux, pour représenter l’imprécision liée à une ENA :
une approche par intervalles et une approche par sous-ensembles flous, correspondant res-
pectivement aux deux perspectives.
Dans un second temps, nous avons présenté la manière dont les nombres et quantités
sont encodés et représentés dans le système cognitif humain. Il apparaît que deux sous-
systèmes en sont responsables, le système approximatif et le système exact des nombres,
ce qui nous conduit à considérer que la représentation et le traitement d’une ENA peuvent
résulter d’un compromis entre eux.
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Chapitre 3
Etat de l’art : représentation,
interprétation et calcul d’ENA
Ce chapitre propose un état de l’art portant sur trois aspects des Expressions Numé-
riques Approximatives : la section 3.1 présente la problématique de leur représentation
ainsi que les approches formelles qui ont été proposées pour les représenter. La section 3.2
considère la tâche d’interprétation des ENA et présente les trois modèles computationnels
que nous avons identifiés dans la littérature. La section 3.3 est dédiée aux études portant
sur le calcul imprécis. Enfin, nous proposons un bilan de cet état de l’art dans la dernière
section.
3.1 Représentation formelle des ENA
Dans cette section, nous présentons successivement deux formalismes utilisés dans la
littérature pour représenter les imprécisions sur des univers numériques : l’approche par
intervalles et l’approche par sous-ensembles flous. Nous les interprétons selon les deux
perspectives du vague présentées dans le chapitre précédent (voir section 2.1.1 p. 8), les
perspectives épistémique et sémantique respectivement. De plus, nous présentons briève-
ment la manière de construire ces représentations à partir de données collectées.
3.1.1 L’approche par intervalles
La notion de halo pragmatique a été introduite par Lasersohn (1999) pour formaliser
les expressions vagues en général, au delà des expressions numériques. Le halo pragmatique
d’une expression vague est défini comme un ensemble d’entités résultant de l’application
d’une fonction de dénotation à un terme vague. Parmi ces entités, l’une est explicitement
dénotée par l’expression vague alors que les autres le sont implicitement (Lasersohn, 1999).
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Par exemple, dans la proposition “je serai là autour de 18h”, l’expression vague “autour
de 18h” dénote explicitement l’heure précise 18h00 et implicitement un ensemble d’horaires
autour de 18h, par exemple, l’ensemble des instants compris entre 17h45 et 18h15.
D’un point de vue logique, la valeur de vérité d’une expression vague est vraie si l’entité
à laquelle elle fait référence est comprise dans son halo pragmatique (Krifka, 2007; Laser-
sohn, 1999). Par conséquent, si j’arrive à 17h49, la proposition “je serai là autour de 18h”
est vraie car 17h49 est compris dans le halo pragmatique de “autour de 18h”. En revanche,
si j’arrive à 18h27, cette même proposition est considérée comme fausse.
Cette approche, pragmatique, peut être interprétée comme une formalisation de la
perspective épistémique du vague. En effet, l’extension de l’expression vague est clairement
délimitée par les frontières du halo pragmatique et l’expression ne peut se voir affecter que
deux valeurs de vérité : vrai ou faux.
Appliquée aux ENA, la notion de halo pragmatique peut être formalisée par un inter-
valle. Plus spécifiquement, la fonction de dénotation prend en entrée une valeur numérique x
et renvoie un intervalle, [x−, x+]. Dans ce cadre, le rôle des approximateurs est de moduler
la forme et la taille des halos pragmatiques (Lasersohn, 1999). Par exemple, exactement
réduit le halo pragmatique à la seule quantité dénotée alors que environ l’élargit à des quan-
tités qui peuvent être éloignées de celle explicitement dénotée. A chaque approximateur
correspond donc une fonction de dénotation particulière. Ainsi dans l’exemple précédent,
le halo pragmatique de “autour de 18h” peut être formalisé par l’intervalle [17h45, 18h15].
Du point de vue de la méthodologie de la collecte des données, la représentation par
intervalles présente l’avantage d’être très intuitive même pour les non-experts (Chameau
& Santamarina, 1987). En effet, il suffit de demander la plage de valeurs, ou ses bornes,
correspondant à l’expression, par exemple, “selon vous, entre quelle heure et quelle heure
peut-on dire qu’on arrive autour de 18h ? ”
3.1.2 L’approche par sous-ensembles flous
Dès son introduction par Zadeh (1965), l’un des objectifs de la théorie des sous-
ensembles flous, dont un bref rappel est donné en annexe A p. 185, est de proposer un
formalisme permettant de modéliser le vague (voir par ex., Hersh & Caramazza, 1976;
Lakoff, 1973).
Principe de l’approche par sous-ensembles flous Dans la théorie des sous-ensembles
flous, l’appartenance d’une entité à un ensemble n’est pas binaire, oui/non, mais elle est
représentée par une valeur réelle comprise dans l’intervalle [0, 1], appelée degré d’appar-
tenance, où 0 correspond à la non-appartenance classique et 1 à l’appartenance classique
à un ensemble. Aussi, l’applicabilité d’un concept ou d’une expression, représenté par un
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Halo pragmatique
Sous-ensemble flou
Figure 3.1 – Illustration d’un halo pragmatique (en noir) et d’un sous-ensemble flou (en
rouge) représentant l’imprécision liée à l’expression “autour de 18h”. Les lignes en pointillés
montrent les valeurs pour lesquelles le degré d’appartenance au sous-ensemble flou est 0,5,
c’est-à-dire les valeurs qui rendent l’expression autant vraie que fausse.
sous-ensemble flou, à une entité est graduelle. Ce formalisme entre donc dans le cadre de
la perspective sémantique du vague, selon laquelle les limites de l’extension d’un concept
sont graduelles (voir section 2.1.1 p. 8 et Hersh & Caramazza, 1976; Lakoff, 1973).
Les sous-ensembles flous généralisent la notion d’ensembles. Lorsque l’univers considéré
est l’ensemble des réels R, les sous-ensembles flous généralisent les intervalles et la notion
de halo pragmatique : les entités comprises dans le halo pragmatique ont pour degré d’ap-
partenance 1 et toutes les entités qui en sont exclues ont un degré d’appartenance de 0.
La théorie des sous-ensemble flous permet donc de nuancer les halos pragmatiques : les
entités qui ne sont pas totalement exclues du halo pragmatique peuvent y être incluses à
différents degrés.
Ceci est illustré par la figure 3.1, représentant un halo pragmatique et un sous-ensemble
flou correspondants à l’expression “autour de 18h”. Deux observations peuvent être faites.
D’abord, on voit que dans le cadre des halos pragmatiques, le fait d’arriver à 17h45 rend
la proposition vraie alors que le fait d’arriver à 17h44 la rend fausse. Au contraire, dans
le cadre de la théorie des sous-ensembles flous, arriver 17h45 rend la proposition un peu
plus vraie que le fait d’arriver à 17h44. De même, si l’heure d’arrivée est 17h46, alors la
proposition est encore un peu plus vraie, et ainsi de suite, jusqu’au cas où le fait d’arriver
à 18h rende la proposition absolument vraie.
Deuxièmement, la figure 3.1 illustre le comportement de la représentation par inter-
valles et de la représentation par sous-ensembles flous vis-à-vis du principe de tolérance et
du principe de contradiction. L’approche par halos pragmatiques conserve le principe de
contradiction et abandonne le principe de tolérance. Une entité, ici un horaire, appartient
ou n’appartient pas au halo pragmatique et le passage de l’un à l’autre est brutal. Ainsi, le
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petit changement entre 17h44 et 17h45 fait passer de la non applicabilité à l’applicabilité de
l’expression “autour de 18h”. Au contraire, l’approche par sous-ensembles flous abandonne
le principe de non-contradiction mais conserve le principe de tolérance. En effet, le passage
de 17h44 à 17h45 ne change pas fondamentalement le degré d’applicabilité de l’expression
“autour de 18h”. On peut observer que cette expression est considérée comme aussi vraie
que fausse quand on considère l’horaire 17h52min30, pour lequel le degré d’appartenance
est 0,5, à mi-chemin entre le vrai absolu et le faux absolu.
Appliquée aux ENA, l’imprécision est formalisée par un sous-ensemble flou dont l’uni-
vers est l’ensemble des réels R. Plus précisément, les ENA sont représentées par des inter-
valles flous. Ceux-ci se définissent par deux caractéristiques (Zadeh, 1978) : (i) le noyau,
c’est-à-dire l’ensemble des valeurs dont le degré d’appartenance est 1, forme un intervalle ;
et (ii) de part et d’autre du noyau, le degré d’appartenance est une fonction décroissante
de la distance au noyau jusqu’à atteindre 0.
Dans cette approche par sous-ensembles flous, la fonction de dénotation d’une ENA
prend donc en entrée une valeur numérique x et renvoie une fonction d’appartenance µx(y)
respectant les contraintes d’un intervalle flou, où y est une valeur de l’univers sur lequel
est défini le sous-ensemble flou, R.
Construction de sous-ensembles flous Il existe cinq méthodes de construction de
sous-ensembles flous à partir de données collectées, correspondant à cinq interprétations
des degrés d’appartenance (Bilgiç & Türkşen, 2000). Nous illustrons ces méthodes dans le
cas de l’ENA “environ 100 ” en considérant la valeur 95 dont nous fixons arbitrairement
le degré d’appartenance à 0,6. Chaque interprétation ne permet de capturer qu’un seul
des deux types de tolérance, intra ou inter-individuel (voir section 2.1.1 p. 8), précisé dans
chaque cas ci-dessous. Cette limite n’est pas due au type d’interprétation considérée mais
à la nature même de la représentation par sous-ensembles flous, qui ne permet qu’un seul
degré de liberté.
Les degrés d’appartenance peuvent d’abord être interprétés comme décrivant le de-
gré de vraisemblance d’une valeur candidate vis-à-vis de l’ENA (Hisdal, 1985). Le degré
d’appartenance de 95, valant 0,6, est interprété comme “60% des personnes interrogées dé-
clarent que 95 entre dans la description d’environ 100”. Pour construire un sous-ensemble
flou correspondant à cette interprétation, il faut donc proposer plusieurs valeurs, 80, 85,
90, 95 par exemple, à chaque personne interrogée. Dans cette perspective, les deux types de
tolérance sont collectés : plusieurs personnes sont interrogées pour chaque ENA, permet-
tant de capturer la tolérance inter-individuelle et, dans la mesure où chaque personne se
voit proposer plusieurs valeurs, on capture la tolérance intra-individuelle. Toutefois, suite à
l’agrégation des données, une tolérance composite émerge dont il est difficile de déterminer
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les parts intra et inter-individuelle.
Dans la seconde interprétation, random set, un sous-ensemble flou est vu comme un
ensemble d’intervalles, les α-coupes, imbriqués (Dubois & Prade, 1989). Dans cette pers-
pective, le degré d’appartenance d’une valeur correspond à la fréquence relative cumulée
de personnes interrogées qui incluent cette valeur dans l’intervalle correspondant à “envi-
ron 100 ”. Le degré d’appartenance de 95 est donc interprété comme “60% des personnes
interrogées décrivent environ 100 par un intervalle contenant 95 ”. Par conséquent, les
personnes ne sont pas interrogées sur une valeur précise, ici 95, mais doivent chacune
donner un intervalle qui leur semble correspondre à l’ENA considérée pour construire le
sous-ensemble flou la représentant. Dans la mesure où chaque personne interrogée fixe
les bornes de l’intervalle correspondant à une ENA, cette perspective ne capture que la
tolérance inter-individuelle.
La troisième interprétation, de similarité, considère le degré d’appartenance comme une
distance à un prototype représentant la catégorie (Rosch & Mervis, 1975; Lakoff, 1987).
Dans le cas des ENA, le prototype est la valeur de référence, ici 100. Le degré d’appar-
tenance de 95 est par conséquent interprété comme “95 est éloigné de environ 100 à un
degré 0,4 ”. Comme dans l’interprétation de vraisemblance, construire un sous-ensemble flou
dans cette perspective suppose de proposer plusieurs valeurs à chaque personne interrogée :
“selon vous, à quel degré 95 est proche de environ 100 ?” Par conséquent, on capture dans
cette perspective la tolérance intra-individuelle.
La quatrième interprétation, d’utilité, consiste à interpréter le degré d’appartenance
comme “0,6 est le degré d’utilité de dire que 95 entre dans environ 100” (Bilgiç & Türkşen,
2000). L’adaptation de cette interprétation aux ENA présente des difficultés car elle est plus
appropriée aux prédicats. Dans cette perspective également, les personnes doivent chacune
être interrogée sur plusieurs valeurs et seule la tolérance intra-individuelle est capturée.
Enfin, dans la dernière interprétation, de mesure, le degré d’appartenance est déterminé
en prenant pour référence d’autre valeurs (Krantz et al., 1971). L’adaptation de cette in-
terprétation aux ENA présente également des difficultés car il faut pouvoir déterminer à
quelles autres valeurs celle qui est considérée doit être comparée. Le degré d’appartenance
de 95 peut toutefois être interprété comme “comparé aux autres, 95 est plus près de envi-
ron 100 et cela peut être encodé sur une échelle par la valeur 0,6 ” (Bilgiç & Türkşen, 2000).
Une telle interprétation peut poser de réelles difficultés quand à la manière d’interroger les
personnes.
Ainsi, parmi les cinq interprétations présentées, la perspective random set nous paraît
être la plus appropriée pour construire le sous-ensemble flou représentant une ENA et
elle présente un avantage indéniable en terme de méthode de collecte de donnée : si l’on
souhaite interroger des non-experts, fournir un intervalle par le biais de ses bornes est in-
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tuitivement une manière naturelle pour décrire une imprécision (Chameau & Santamarina,
1987). D’autre part, contrairement aux autres interprétations, elle n’exige pas d’interroger
plusieurs fois la même personne à propos de la même ENA. Elle permet donc de rendre
la tâche moins fastidieuse pour le participant et d’éviter les biais liés à la répétition des
questions (Gideon, 2012). Toutefois, si une collecte de données réalisée dans la perspective
random set capture la tolérance inter-individuelle (voir section 2.1.1 p. 8), elle ne permet
pas de capturer la tolérance intra-individuelle puisqu’une personne n’est interrogée qu’une
seule fois à propos d’une ENA.
Sous-ensembles flous de type 1 et de type 2 Les sous-ensembles flous que nous
avons évoqués jusqu’à présent sont dits de type 1 car ils ne donnent lieu qu’à un seul degré
de liberté pour une valeur, son degré d’appartenance. Par conséquent, l’utilisation de ce
type de sous-ensembles flous conduit à choisir entre capturer la tolérance intra-individuelle
ou la tolérance inter-individuelle.
Les sous-ensembles flous de type 2 permettent de surmonter cette difficulté (Zadeh,
1975). En effet, ceux-ci sont une généralisation des sous-ensembles flous de type 1 en ce
qu’ils donnent lieu à un deuxième degré de liberté pour une même valeur : le degré d’ap-
partenance d’une valeur est lui-même représenté par un sous-ensemble flou. On peut alors
représenter à la fois les deux types de tolérances, intra-individuelle et inter-individuelle,
pour une même ENA. Il existe deux méthodes de construction des sous-ensembles flous de
type 2 par collecte de données (Mendel, 2007a).
La première, par personne, consiste à demander aux individus interrogés de fournir un
sous-ensemble flou de type 1 représentant l’imprécision liée au terme vague considéré. On
capture ainsi dans un premier temps la tolérance intra-individuelle. Ces sous-ensembles
flous de type 1 sont ensuite agrégés, de manière à capturer la tolérance inter-individuelle,
pour construire un sous-ensemble flou de type 2 (Mendel, 2007b).
La seconde méthode, par bornes d’intervalles, se déroule en trois étapes. D’abord, il
s’agit de collecter auprès des personnes interrogées les intervalles correspondant à une
ENA, à la manière de la perspective random set de construction des sous-ensembles flous
de type 1 décrite précédemment. Dans un deuxième temps, des valeurs statistiques sont
établies pour les bornes des intervalles ainsi collectées. Enfin, ces valeurs statistiques sont
insérées dans des sous-ensembles flous de type 2 pré-paramétrés (Mendel, 2007b).
Ces deux méthodes présentent chacune des limites. Si l’on s’intéresse aux termes vagues
de la langue naturelle et que l’on souhaite interroger des personnes non-expertes, il peut
être difficile pour elles de comprendre ce que sont des sous-ensembles flous et la manière
de les construire. L’approche par personne peut par conséquent d’une part être fastidieuse
pour les participants et d’autre part conduire à des biais dus à une mauvaise compréhension
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des consignes.
L’approche par bornes d’intervalles permet de surmonter cette difficulté en ce qu’un
intervalle est une manière naturelle de représenter l’imprécision d’un terme, en particulier
numérique. Toutefois, elle repose sur un certain nombre d’hypothèses a priori sur la forme
que doit prendre le sous-ensemble flou ainsi que sur les statistiques à appliquer aux bornes
des intervalles.
3.2 Interprétation des ENA
La section précédente présente les différents formalismes de représentation de l’im-
précision liée à une ENA. Cette section considère plus spécifiquement le problème de leur
interprétation, dont l’objectif est de quantifier l’imprécision qu’elles dénotent. Elle présente
les trois modèles d’interprétation des ENA que nous avons pu identifier dans la littérature.
Les deux premiers modèles, le modèle proportionnel (Ratio Model, RM Krifka, 2007) et
le modèle basé sur des échelles (Scale-Based Model, SBM Sauerland & Stateva, 2007; Solt,
2014), se situent dans une approche théorique et linguistique alors que le troisième, le mo-
dèle régressif (REGressive Model, REGM Ferson et al., 2015), se situe dans une approche
empirique. Tous trois prennent le parti de l’approche par intervalles (voir section 3.1.1) :
étant donnée une ENA “environ x”, ils construisent un intervalle, noté I(x). Dans chaque
cas, nous soulignons les caractéristiques de x qui sont prises en compte. Les sous-sections
suivantes détaillent les principes et formalismes de ces trois modèles d’interprétation des
ENA. La dernière sous-section présente une synthèse de ces modèles.
3.2.1 Modèle proportionnel RM : la magnitude
Le Ratio Model, RM (Krifka, 2007) consiste à modéliser l’interprétation des ENA
comme des intervalles en définissant la taille de ceux-ci comme étant un pourcentage fixe,
défini par l’utilisateur, de la magnitude de la valeur de référence de l’ENA (Krifka, 2007,
p. 116). En notant s ce pourcentage, l’intervalle est formellement défini comme :
IRM (x) = [x− x · s, x+ x · s] (3.1)
Par exemple, en fixant s = 10%, “environ 300” est interprété comme l’intervalle
[270, 330].
Ce modèle proportionnel est inspiré par la loi de Weber-Fechner impliquée dans la
cognition humaine des nombres (voir section 2.2 p. 17). En effet, en conséquence de cette
loi, pour une valeur de référence de magnitude x, toutes les valeurs v dont la différence
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absolue à x est inférieure à s · x, c’est-à-dire telles que |v − x| ≤ s · x, où s est lié à la
fraction de Weber c, sont indistinguables de x.
On voit donc que ce modèle, en ne tenant compte que de la magnitude de la valeur de
référence des ENA, prend le parti d’une interprétation uniquement fondée sur la représen-
tation des nombres dans le système approximatif des nombres (voir section 2.2 p. 17) et
ne considère pas le système exact des nombres comme impliqué dans ce traitement.
Il peut produire des résultats contre intuitifs pour des ENA dont la valeur de référence
possède plusieurs chiffres significatifs. Par exemple, dans le cas où x = 8150, avec s = 10%,
on obtient IRM (8150) = [7335, 8965] : la taille de cet intervalle (1630) peut être considérée
comme trop élevée par rapport au degré de précision de x, représenté par son dernier chiffre
significatif et les zéros qui le suivent (50). Cette limite, qui n’apparaît pas pour les ENA
dont la valeur de référence ne possède qu’un seul chiffre significatif, est due au fait que
l’information communiquée par des nombres avec plusieurs chiffres significatifs est plus
précise que celle communiquée par les nombres avec un seul chiffre significatif. Le modèle
basé sur des échelles, présenté dans la sous-section suivante, traite de cette limite.
3.2.2 Modèle basé sur des échelles SBM : la granularité
L’approche pragmatique a été développée et formalisée par Sauerland et Stateva (2007)
et Solt (2014) dans le modèle d’interprétation des ENA basé sur des échelles (SBM).
Principe général Dans ce modèle, un système d’échelles est défini comme un ensemble
d’échelles exprimant différents niveaux de granularité de mesure. Par exemple, dans le
domaine temporel, le système d’échelles peut être, de la granularité la plus fine à la plus
grossière : minutes, quarts d’heure, demi-heures, heures, jours, etc. Dans le système décimal,
les échelles peuvent être les unités, dizaines, centaines, etc.
Formellement, le système d’échelles est défini comme S = {s1, . . . , sn}, où si est le
ième niveau de granularité, avec si+1 > si. Un système d’échelles est dit optimal si si+1 =
ai · si, avec ai ∈ N∗ (par ex., le système décimal S = {1, 10, 100, . . .}, où ∀i, ai = 10).
L’ensemble des niveaux de granularité Grans(x) = {g1(x), . . . , gm(x)} auxquels appartient
un nombre x est défini comme :
Grans(x) =
⋃
{si∈S|x mod si=0}
{si} (3.2)
Par exemple, dans le système décimal, le nombre 100 appartient à trois niveaux : 1, 10
et 100, alors que 112 n’appartient qu’au niveau de granularité 1.
L’intervalle de valeurs dénotées par une expression numérique impliquant un nombre x
dépend alors du niveau de granularité considéré : il contient les valeurs plus proches de x
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que de tout autre point au niveau de granularité gi(x), formellement :
IiSBM (x) =
[
x− gi(x)
2
, x+
gi(x)
2
]
(3.3)
L’interprétation d’une expression numérique peut être réalisée à tout niveau de granu-
larité auquel elle appartient (Solt, 2014).
Considérons, par exemple, le cas x = 200. Les niveaux de granularité auxquels il appar-
tient dans le système décimal sont Grans(200) = {1, 10, 100}. On peut penser comme rai-
sonnable que l’interprétation se fasse au niveau des dizaines, correspondant à I2SBM (200) =
[195, 205], ou au niveau des centaines, donnant lieu à l’intervalle I3SBM (200) = [150, 250].
Cas des ENA Dans le cas particulier des expressions numériques, les approximateurs
sont utilisés pour modifier leur halo pragmatique (voir section 3.1.1 p. 23). Le locuteur
peut s’en servir pour exprimer explicitement le niveau de granularité à utiliser pour l’inter-
prétation (Solt, 2014). Dans le cas des ENA, pour lesquelles l’approximateur est “environ”,
le niveau de granularité le plus grossier (Coarsest) GranC(x) est utilisé (Solt, 2014). For-
mellement, GranC(x) est calculé comme :
GranC(x) = sup
{si∈S|x mod si=0}
si (3.4)
L’intervalle de valeurs dénotées par une ENA “environ x” est alors être formellement
défini comme :
ISBM (x) =
[
x− GranC(x)
2
, x+
GranC(x)
2
]
(3.5)
Par exemple, ISBM (300) = [250, 350] et ISBM (340) = [335, 345].
Par conséquent, selon le modèle basé sur des échelles, la taille de l’intervalle correspon-
dant à une ENA est égale au niveau de granularité le plus grossier auquel appartient sa
valeur de référence.
Caractéristiques Cette approche théorique présente l’avantage de tenir compte de la
granularité d’une ENA à travers un système d’échelles. On voit donc que ce modèle prend le
parti de considérer que l’interprétation d’une ENA est réalisée au niveau du système exact
des nombres (voir section 2.2 p. 17) et n’implique pas la magnitude de la valeur de référence
et donc le système approximatif des nombres. Toutes les ENA appartenant au même niveau
de granularité, quelle que soit la magnitude de la valeur de référence, conduisent à la même
taille d’intervalle. Par exemple, |ISBM (8150)| = |ISBM (150)| = |ISBM (50)| = 10. Or, si le
système approximatif des nombres est également impliqué dans l’interprétation des ENA,
ces intervalles devraient être différents les uns des autres dans la mesure où la magnitude
de la valeur de référence varie.
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De plus, le modèle SBM est théorique et, à notre connaissance, n’a pas fait l’objet d’une
validation empirique.
3.2.3 Modèle régressif REGM : magnitude, granularité et fiveness
A notre connaissance, seuls Ferson et al. (2015) ont empiriquement collecté des données
pour proposer un modèle définissant quantitativement l’imprécision communiquée par des
approximateurs.
Leur étude a consisté à demander à des participants de donner les valeurs des bornes
des intervalles correspondant à différentes expressions numériques contenant des approxi-
mateurs, comme : “Greece enjoys more than 250 days of sunshine a year ” ou “Bats make
up about 20% of all classified mammal species globally”.
Le but des auteurs est de tester la pertinence de plusieurs dimensions arithmétiques de
la valeur de référence des ENA comme prédicteurs de la taille des intervalles, en se basant
sur des régressions linéaires.
Définitions Trois dimensions caractéristiques des nombres sont introduites pour rendre
compte de l’interprétation des ENA, dont les effets sont considérés individuellement, deux
à deux et tous ensemble : la rondeur (roundness), l’ordre de magnitude et la fiveness. La
rondeur R(x) est définie comme la position décimale du dernier chiffre significatif (par ex.,
R(13) = 1 et R(130) = 2) et est liée à la granularité définie dans la section précédente :
R(x) = log10(GranC(x)).
L’ordre de magnitude z(x) est lié à la valeur de référence x de l’ENA :Om(x) = log10(x).
Enfin, la fiveness f(x) dépend de la valeur du dernier chiffre significatif : elle vaut 1 si
le dernier chiffre significatif est 5 (par ex., 150) et 0 sinon (par ex., 140).
Dans ce modèle régressif REGM, l’intervalle correspondant à une ENA est formellement
défini comme :
IREGM (x) =
[
x− 10
L(x)
2
, x+
10L(x)
2
]
(3.6)
où L(x) est calculé comme :
L(x) = ω0 + ω1 ·Om(x) + ω2 ·R(x) + ω3 · f(x)
+ ω4 ·Om(x) ·R(x) + ω5 ·Om(x) · f(x) + ω6 ·R(x) · f(x)
+ ω7 ·Om(x) ·R(x) · f(x) (3.7)
où ω0 à ω7 sont des paramètres empiriquement déterminés en réalisant une régression
linéaire sur un ensemble de données collectées.
Les auteurs mettent en évidence que la combinaison de ces trois dimensions arithmé-
tiques est un bon prédicteur de la taille des intervalles correspondant à des ENA. De plus,
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ils montrent qu’elles sont impliquées dans l’interprétation des ENA à une échelle loga-
rithmique : la rondeur et l’ordre de magnitude sont calculés comme les logarithmes de la
granularité et de la magnitude de la valeur de référence.
Caractéristiques Ces résultats sont cohérents avec la manière dont sont traités les
nombres et les quantités par le système cognitif humain (voir section 2.2 p. 17). En effet,
l’ordre de magnitude correspond à la manière dont le système approximatif des nombres
encode les quantités et la rondeur, liée à la granularité, renvoie au traitement opéré par
le système exact des nombres en tant qu’interpréter une ENA est considéré comme un
problème formel. Ce modèle appuie par conséquent l’hypothèse d’un compromis réalisé
entre les deux sous-systèmes cognitifs responsables du traitement des nombres dans l’in-
terprétation des ENA. De plus, ces dimensions relatives à la valeur de référence semblent
impliquées à une échelle logarithmique, ce qui est cohérent avec le fait que la ligne mentale
des nombres du système approximatif des nombres est logarithmiquement compressée (voir
section 2.2 p. 17).
Toutefois, d’un point de vue méthodologique, une limite de l’étude de Ferson et al.
(2015) tient au fait que les auteurs ne contrôlent pas le contexte sémantique des ENA. En
effet, bien que le type d’unité auquel est rapportée chaque expression (discrète, longueur,
temps, etc.) soit contrôlé, le questionnaire utilisé mélange plusieurs contextes sémantiques,
ce qui peut conduire à différentes interprétations et donc à différents intervalles pour une
même valeur de référence (Lasersohn, 1999; Sadock, 1977; Williamson, 1994). Par consé-
quent, une étude dont le but est d’identifier les dimensions arithmétiques impliquées dans
l’interprétation des ENA devrait utiliser comme matériel des ENA non contextualisées ou
un contexte contrôlé.
3.2.4 Modèles d’interprétation des ENA : synthèse
De l’examen des trois modèles existants, RM (Krifka, 2007), SBM (Sauerland & Stateva,
2007; Solt, 2014) et REGM (Ferson et al., 2015), il ressort que la magnitude, la granularité
(liée à la rondeur dans Ferson et al., 2015), et le dernier chiffre significatif de la valeur
de référence d’une ENA sont des dimensions clés en jeu dans son interprétation. Cette
analyse est cohérente avec la manière dont le système cognitif humain traite les nombres
et les quantités (voir section 2.2 p. 17). En effet, la magnitude renvoie à l’encodage des
quantités dans le système approximatif des nombres alors que la granularité et le dernier
chiffre significatif renvoient au traitement opéré par le système exact des nombres lors de
l’interprétation des ENA.
On peut également noter que les trois modèles de la littérature considèrent implicite-
ment que les intervalles correspondant aux ENA sont symétriques, centrés autour de la
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valeur de référence (par ex., I(100) = [95, 105]).
Enfin, ces modèles se situent dans le cadre de l’approche épistémique du vague et ne
rendent pas compte du principe de tolérance lié aux expressions vagues. Par conséquent,
les intervalles qu’ils définissent sont supposés correspondre à l’interprétation de tout un
chacun. Or, qu’on se place dans la perspective épistémique ou la perspective sémantique
du vague, un intervalle peut sembler correct pour une personne dans un contexte donné
mais incorrect pour une autre personne ou dans un contexte.
3.3 Combinaison des ENA dans le calcul
Au delà de la question de la représentation et de l’interprétation des ENA, se pose celle
de leur combinaison dans le calcul. Nous examinons ici les études issues de la psychologie
cognitive qui traitent du calcul imprécis.
Les adultes, les enfants et les animaux dépourvus de langage verbal sont capables de
réaliser des calculs arithmétiques avec des opérandes approximatives (Barth et al. 2006;
2008 ; Gilmore et al., 2010; Knops et al., 2009), en particulier l’addition et la soustraction.
Ces habilités cognitives sont examinées dans le cadre d’études portant sur le système
approximatif des nombres (voir section 2.2 p. 17). Les méthodes mises en œuvre dans les
études portant sur le calcul approximatif se déroulent en deux étapes. La première consiste
à présenter deux tableaux de points aux sujets, correspondant à une représentation non-
symbolique des opérandes considérées. Dans la seconde étape, un ou plusieurs tableaux de
points sont présentés, correspondant au résultat du calcul considéré. Dans le premier cas,
les sujets doivent dire si le nombre de points présents dans le dernier tableau est inférieur
ou supérieur à la somme ou à la soustraction des deux opérandes (Barth et al. 2006;
2008 ; Gilmore et al., 2010). Dans le second cas, le sujet doit sélectionner parmi plusieurs
tableaux de points celui qui correspond au résultat de l’opération (Knops et al., 2009).
Ainsi, dans ces études, le problème de l’imprécision et de sa propagation n’est pas
directement traité. En effet, à aucun moment, l’imprécision associée aux opérandes n’est
évaluée, par exemple, en demandant au participant d’estimer la plage de quantités de
points que contient un tableau présenté. De plus, il ne lui est pas demandé de produire
lui-même le résultat d’un calcul imprécis. Les données ainsi collectées ne permettent donc
pas de mettre en relation l’imprécision associée aux opérandes et celle associée au résultat.
Pourtant, l’étude de la propagation des imprécisions dans le calcul imprécis, que nous nous
proposons de traiter dans cette thèse, ne peut faire l’économie d’une estimation, de la part
des participants, des imprécisions liées aux opérandes et au résultat d’un calcul.
De plus, les opérandes utilisées dans ces études sont représentées non-symboliquement,
contrairement aux ENA considérées dans cette thèse. A notre connaissance, aucune étude
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du calcul impliquant des opérandes symboliques, telles que les ENA, n’a été publiée.
Bien que la problématique de ces études diffère sensiblement de celle que nous nous
proposons de traiter, on peut relever que la loi de Weber-Fechner (voir section 2.2 p. 17)
apparaît comme valable pour les calculs imprécis (Knops et al., 2009) : ceci indique que le
système approximatif des nombres est impliqué dans le calcul imprécis, bien que le calcul
arithmétique soit une tâche qui relève typiquement du système exact des nombres (De-
haene, 2003).
3.4 Bilan
Dans ce chapitre, nous avons présenté un état de l’art portant sur le traitement des
ENA, selon trois axes : leur représentation formelle, leur interprétation et leur combinaison
dans le calcul.
En premier lieu, nous avons présenté deux approches formelles classiquement utilisées
pour représenter les imprécisions numériques : l’approche par intervalles, correspondant à
la perspective épistémique du vague et l’approche par sous-ensembles flous, correspondant
à la perspective sémantique. Ces deux approches sont celles qui sont mises en œuvre dans
nos travaux pour représenter l’imprécision dénotée par une ENA (voir chapitre 5).
Dans un deuxième temps, nous avons examiné trois modèles d’interprétation des ENA
identifiés dans la littérature. Cet examen suggère que trois dimensions arithmétiques de
la valeur de référence d’une ENA, formalisées différemment selon le modèle considéré,
seraient impliquées dans son interprétation : la magnitude, la granularité et le dernier
chiffre significatif. Il nous a également permis de souligner l’hypothèse implicite de ces
modèles, selon laquelle la plage de valeurs dénotées par une ENA est centrée sur sa valeur
de référence. Cet examen motive nos travaux présentés dans le chapitre 4, portant sur une
définition formelle des dimensions arithmétiques de la valeur de référence des ENA et sur
l’étude de leur implication dans l’interprétation des ENA.
Enfin, dans la dernière section de ce chapitre, nous avons présenté les études qui peuvent
être mises en rapport avec la problématique du calcul imprécis. Celles-ci portent essentiel-
lement sur l’arithmétique appliquée à des quantités imprécises représentées visuellement.
A notre connaissance, aucune étude portant sur le traitement et la propagation des impré-
cisions exprimées verbalement n’a été publiée à ce jour. Cette lacune théorique motive nos
travaux décrits dans le chapitre 8.
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Chapitre 4
Interprétation des ENA : définition
et validation empirique des
dimensions
Ce chapitre présente notre contribution à l’étude de l’interprétation des Expressions
Numériques Approximatives par l’être humain, selon deux axes. Le premier consiste à
définir et formaliser les dimensions arithmétiques et cognitive rendant compte de l’inter-
prétation des ENA, à partir de la revue de littérature et en tenant compte de la manière
dont l’être humain traite et représente cognitivement les nombres.
Le second axe est une étude empirique au cours de laquelle des données réelles sont col-
lectées auprès de non-experts, qui nous permettent de valider les dimensions arithmétiques
que nous proposons comme impliquées dans l’interprétation des ENA. Cette étude consti-
tue la première étape vers la modélisation computationnelle de l’interprétation : elles seront
ensuite combinées dans le cadre de modèles computationnels décrits et expérimentalement
validés dans le chapitre 5.
Dans la section 4.1, nous définissons et formalisons les dimensions arithmétiques et
cognitive des ENA que nous proposons pour rendre compte de leur interprétation. La
problématique et les hypothèses de cette étude sont détaillées dans la section 4.2. La
section 4.3 décrit les méthodes mises en œuvre pour collecter, nettoyer, pré-traiter et
analyser les données. La section 4.4 présente les résultats obtenus. Ceux-ci sont discutés à
la lumière de la littérature dans la section 4.5.
Plusieurs parties de ce chapitre ont fait l’objet d’une publication, Lefort et al. (2017c).
37
38Chapitre 4. Interprétation des ENA : définition et validation empirique des dimensions
Dimension Définition formelle Exemple
Magnitude x 8150
Granularité Gran(x) = 10i∗ où 10
i∗ = min{i|ai 6= 0}
Dernier chiffre significatif LSD(x) = ai∗ 5
Magnitude relative RelMag(x) = ai∗ · 10i∗ 50
Nombre de chiffres significatifs NSD(x) = q − i∗ + 1 3
Complexité Cpx(x) = NSD(x)−B(x) 2.5
TABLEAU 4.1 – Les six dimensions que nous proposons d’un entier positif x =
∑q
i=0 ai ·
10i, illustrées pour x = 8150 dans la dernière colonne. B(x), utilisé pour le calcul de la
complexité, est défini dans l’équation (4.1).
4.1 Définition et formalisation des dimensions des ENA
Cette section introduit les définitions et notations des dimensions caractérisant les ENA,
que nous avons conceptualisées à partir des caractéristiques sur lesquelles sont basés les
modèles de la littérature (voir section 3.2 p. 29) ainsi qu’en les rapportant à la manière dont
l’être humain traite et représente cognitivement les nombres et quantités (voir section 2.2
p. 17).
Les ENA considérées dans cette étude sont de la forme “environ x”, où x ∈ N∗.
Pour isoler les dimensions liées à la valeur de référence d’une ENA, nous proposons de
définir six caractéristiques d’un entier positif, résumées dans le tableau 4.1. Deux types,
faisant respectivement l’objet des sections 4.1.1 et 4.1.2 sont distingués : les dimensions
arithmétiques, en référence aux propriétés formelles des nombres et une dimensions cogni-
tive, en référence à la représentation des nombres dans le système cognitif humain.
4.1.1 Dimensions arithmétiques
Dans le système décimal, un entier positif x s’écrit comme une somme pondérée de
puissances de 10, x =
∑q
i=0 ai · 10i, où ai ∈ J0, 9K étant ses chiffres.
Nous proposons de considérer cinq dimensions arithmétiques de x dont les définitions
formelles sont données dans la deuxième colonne du tableau 4.1, avec un exemple pour le
cas x = 8150. Les trois premières, la magnitude, la granularité et le dernier chiffre significa-
tif sont celles dont nous supposons qu’elles sont impliquées dans l’interprétation des ENA
(voir section 4.2 p. 41). Les deux autres, le nombre de chiffres significatifs et la magnitude
relative sont utilisés dans la partie modélisation computationnelle (voir chapitre 5) comme
caractéristiques des ENA.
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Nous définissons la magnitude comme la valeur globale de x. Cette dimension est à
rapprocher de l’ordre de grandeur proposé par Ferson et al. (2015) : Om(x) = log10(x).
La granularité est définie comme l’ordre de grandeur auquel le dernier chiffre significatif
de x est associé dans le système décimal. Cette définition de la granularité peut être
rapprochée de celle issue du modèle SBM GranC(x) (voir section 3.2.2 p. 30). En effet,
GranC(x) = Gran(x) lorsque le système d’échelles sélectionné est le système décimal.
La granularité telle que définie ici est également liée à la notion de rondeur proposée par
Ferson et al. (2015) qui est égale à son logarithme en base 10 : Gran(x) = 10R(x).
Le dernier chiffre significatif, noté LSD(x) (Last Significant Digit) est une dimension
plus générale que la fiveness proposée par Ferson et al. (2015). En effet, les auteurs
considèrent le chiffre 5 comme un cas particulier de dernier chiffre significatif par rapport
aux autres, alors que nous proposons de considérer toutes ses valeurs possibles comme des
cas distincts.
La magnitude relative RelMag(x) est le produit de la granularité par le dernier chiffre
significatif. Enfin, le nombre de chiffres significatifs de x est noté NSD(x) (Number of
Significant Digits).
Parmi ces cinq dimensions, trois nous paraissent particulièrement pertinentes quant à
la représentation et à l’interprétation des ENA : la magnitude, la granularité et le der-
nier chiffre significatif. En effet, d’une part les travaux de Ferson et al. (2015) suggèrent
qu’elles sont impliquées dans l’interprétation des ENA. D’autre part, elles renvoient aux
deux sous-systèmes responsables de la cognition humaine des nombres (voir section 2.2
p. 17) : la magnitude correspond à la manière dont les quantités sont encodées dans le
système approximatif des nombres, qui ne tient compte que de la valeur de référence x.
La granularité et le dernier chiffre significatif renvoient quant à eux au système exact des
nombres dans la mesure où l’interprétation des ENA est traitée par ce système comme un
problème formel, à la manière du modèle SBM (voir section 3.2.2 p. 30).
4.1.2 Dimension cognitive : la complexité
Au-delà des dimensions arithmétiques, nous proposons d’introduire une mesure de com-
plexité, notée Cpx(x), pour capturer la notion de saillance cognitive des nombres, c’est-
à-dire le fait que certains nombres sont plus facilement évoqués que d’autres par les êtres
humains (voir section 2.2 p. 17).
Dans le système numérique arabe, deux caractéristiques des nombres influencent leur
fréquence d’apparition. Premièrement, plus un nombre possède de chiffres significatifs et
moins il apparaît fréquemment (Dehaene & Mehler, 1992). Deuxièmement, les nombres
dont le dernier chiffre significatif est 5 et, dans une moindre mesure, 2, apparaissent plus
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fréquemment (Jansen & Pollmann, 2001).
En prenant en compte ces observations, nous proposons de définir une mesure de com-
plexité pour les entiers positifs exprimés dans le système décimal qui dépend de leur nombre
de chiffres significatifs NSD(x) et de la valeur de leur dernier chiffre significatif LSD(x).
Plus précisément, nous proposons de formaliser la complexité d’un entier positif comme
son nombre de chiffres significatifs auquel est soustrait un bonus si la valeur de son dernier
chiffre significatif est 2 ou 5 et son nombre de chiffres significatifs supérieur ou égal à 2
(voir tableau 4.1 page précédente et équation 4.1 ci-dessous).
Pour des raisons de symétrie autour des multiples de 10, nous proposons de considérer
le cas des entiers dont le dernier chiffre significatif est 8 de la même manière que le cas des
entiers dont le dernier chiffre significatif est 2 : tous les entiers tels que LSD(x) = 2 sont de
la forme (10 ·k+2) ·10i∗ (par ex., 320 = (30+2) ·10). Nous proposons de traiter de la même
manière, dans la fonction de bonus B(x), leurs symétriques par rapport à (10 · k) · 10i∗ ,
c’est-à-dire les entiers tels que LSD(x) = 8, qui sont de la forme (10 · k − 2) · 10i∗ (par
ex., 280 = (30 − 2) · 10). Cet argument de symétrie n’a pas besoin d’être appliqué aux
entiers dont le dernier chiffre est significatif est 5 puisque leurs symétriques vérifient la
même propriété : LSD((10 · k − 5) · 10i∗) = LSD((10 · k + 5) · 10i∗) = 5.
La fonction de bonus B(x) distingue par conséquent trois catégories d’entiers et prend
trois valeurs différentes, selon la valeur du dernier chiffre significatif LSD(x), en respectant
l’ordre de la fréquence d’apparition des entiers : B(x1) > B(x2) > B(x3), pour x1, x2, x3 ∈
N∗ tels que LSD(x1) = 5, LSD(x2) ∈ {2, 8} et LSD(x3) /∈ {2, 5, 8}.
Comme l’exploitation proposée de la mesure de complexité est ordinale (voir section 5.1
p. 62), les valeurs choisies sont uniquement contraintes par l’ordre induit. Nous proposons
de les fixer arbitrairement à 0,5, 0,25 et 0. La fonction de bonus est dès lors formalisée
comme :
B(x) =

0, 5 si LSD(x) = 5 et NSD(x) > 1
0, 25 si LSD(x) ∈ {2, 8} et NSD(x) > 1
0 sinon
(4.1)
La figure 4.1 illustre les valeurs de la complexité Cpx(x) = NSD(x) − B(x) pour
tous les entiers x compris entre 400 et 500. La valeur minimale est 1, pour les entiers ne
possédant qu’un seul chiffre significatif, soit 400 et 500. Sur cette plage, la valeur maximale
de la complexité est 3, pour les entiers possédant trois chiffres significatifs et donnant lieu
à un bonus nul. On peut remarquer que 450 est l’unique valeur se voyant attribuer une
complexité égale à 1,5 car il s’agit de la seule de cette plage qui possède deux chiffres
significatifs, dont le dernier est 5, donnant lieu à un bonus de 0,5.
Un entier dont la complexité est moins élevée est considéré comme plus saillant qu’un
autre dont la complexité est plus élevée. Par exemple, 400 est plus saillant que 401 car
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Figure 4.1 – Complexité Cpx(x) des valeurs entières comprises entre 400 et 500.
Cpx(400) = 1 et Cpx(401) = 3.
4.2 Validation des dimensions arithmétiques : problématique
et hypothèses
L’objectif de l’étude présentée dans ce chapitre consiste à valider empiriquement l’im-
plication des dimensions arithmétiques proposées dans la section précédente dans l’inter-
prétation d’ENA sémantiquement non contextualisées. Plus précisément, le but est triple :
1. Valider empiriquement l’implication de la magnitude, de la granularité et du dernier
chiffre significatif dans l’interprétation des ENA (hypothèses H1 et H2).
2. Tester empiriquement l’hypothèse implicite des modèles de la littérature (Ferson
et al., 2015; Krifka, 2007; Sauerland & Stateva, 2007; Solt, 2014) de symétrie des
intervalles correspondant aux ENA (hypothèse H3).
3. Collecter explicitement les heuristiques de production déployées par des êtres hu-
mains pour estimer les bornes des intervalles correspondant à des ENA (hypothèse
H4).
Quatre hypothèses principales correspondant aux buts indiqués sont décrites ci-dessous,
avec les hypothèses dérivées.
Formellement, nous notons l’intervalle correspondant à l’ENA “environ x” I(x) = [x−
∆−(x), x+ ∆+(x)].
H1 - L’état de l’art (voir chapitre 3) suggère que la magnitude, la granularité et le dernier
chiffre significatif sont des dimensions clés de la valeur de référence d’une ENA en jeu dans
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son interprétation, on devrait donc observer l’implication individuelle de chacune de ces
trois dimensions :
H1.1 - Magnitude : Ferson et al. (2015) ont montré que la magnitude d’une ENA
est l’un des prédicteurs de la taille de l’intervalle correspondant (voir section 3.2.3 p. 32). De
plus, la magnitude correspond à la quantité qui est encodée dans le système approximatif
des nombres. Par conséquent, si ce système cognitif est impliqué dans la représentation et
l’interprétation des ENA, nous devrions observer un effet de la magnitude sur les intervalles
collectés. Nous prédisons donc qu’à granularité et dernier chiffre significatif constants, des
magnitudes différentes conduisent à des distances ∆(x) différentes entre les bornes des
intervalles et la valeur de référence x des ENA.
Plus précisément, plus la magnitude est élevée, plus la distance est importante, formel-
lement :
si x > y,Gran(x) = Gran(y) et LSD(x) = LSD(y), alors ∆(x) > ∆(y).
Par exemple, 8150 > 50, Gran(8150) = Gran(50) = 10 et LSD(8150) = LSD(50) = 5,
par conséquent ∆(8150) > ∆(50).
H1.2 - Granularité : selon le modèle SBM et le modèle REGM, la granularité est
l’une des dimensions en jeu dans l’interprétation des ENA. Plus spécifiquement, selon le
modèle SBM, une ENA est interprétée à son niveau de granularité le plus élevé et dénote
l’ensemble des valeurs qui sont plus proches de la valeur de référence de l’ENA que d’un
autre point situé à ce niveau de granularité.
De plus, du point de vue cognitif, cette dimension est celle qui correspond à l’interpré-
tation des ENA par le système exact des nombres.
Par conséquent, nous nous attendons à observer un effet de la granularité sur les inter-
valles : à dernier chiffre significatif constant, des granularités différentes donnent lieu à des
distances différentes entre les bornes de l’intervalle et la valeur de référence de l’ENA.
Plus précisément, l’hypothèse postule que plus la granularité est élevée, plus la distance
doit être importante, formellement :
si Gran(x) > Gran(y) et LSD(x) = LSD(y), alors ∆(x) > ∆(y).
Par exemple, Gran(5000) = 1000, Gran(500) = 100, LSD(5000) = LSD(500) = 5, par
conséquent ∆(5000) > ∆(500).
H1.3 - Dernier chiffre significatif : bien que cette dimension ne soit pas prise
en compte dans le modèle SBM, la manière dont le système exact des nombres traite
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l’interprétation des ENA comme un problème formel suggère qu’à granularité constante,
un dernier chiffre significatif différent devrait donner lieu à une distance différente entre
les bornes de l’intervalle et la valeur de référence d’une ENA (voir section 2.2 p. 17).
Plus spécifiquement, l’hypothèse postule que plus le dernier chiffre significatif est élevé,
plus la distance doit être importante, formellement :
si LSD(x) > LSD(y) et Gran(x) = Gran(y), alors ∆(x) > ∆(y).
Par exemple, LSD(80) = 8, LSD(50) = 5, Gran(80) = Gran(50) = 10 donc ∆(80) >
∆(50).
H2 - Pertinence d’un modèle tridimensionnel à l’échelle logarithmique pour l’interpréta-
tion des ENA.
H2.1 - Pertinence d’un modèle tridimensionnel : nous postulons qu’un modèle
qui tient compte à la fois de la magnitude, de la granularité et du dernier chiffre signifi-
catif devrait mieux rendre compte des intervalles observés que les modèles basés sur les
dimensions proposées dans la littérature.
H2.2 - Pertinence d’un modèle à l’échelle logarithmique : les travaux de Fer-
son et al. (2015) suggèrent que la relation entre les bornes des intervalles et les dimensions
arithmétiques des ENA se produit à une échelle logarithmique (par ex., log10(∆(x)) =
α · log10(Gran(x))). De plus, la ligne mentale du système approximatif des nombres, sur
laquelle sont encodés les nombres et quantités, est logarithmiquement compressée (voir sec-
tion 2.2 p. 17). Par conséquent, les modèles devraient mieux rendre compte des intervalles
collectés lorsque leurs variables sont à une échelle logarithmique.
H3 - Symétrie des intervalles Comme détaillé au chapitre 3, les modèles de la lit-
térature postulent que les intervalles correspondant aux ENA sont centrés autour de leur
valeur de référence.
Cela nous conduit à considérer l’hypothèse de symétrie des intervalles, c’est-à-dire que
la distance entre la borne inférieure de l’intervalle et la valeur de référence de l’ENA devrait
être égale à la distance entre la borne supérieure et la valeur de référence, formellement :
∆−(x) = ∆+(x). Par exemple, I(100) = [100− 10, 100 + 10] = [90, 110].
H4 - Heuristiques de production des intervalles Si la magnitude, la granularité,
et la valeur du dernier chiffre significatif sont les dimensions clés de l’interprétation des
ENA, les participants de l’étude empirique devraient évoquer explicitement celles-ci dans
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la description des heuristiques qu’ils mettent en place lorsque l’on leur demande s’ils ont
mis au point une stratégie pour élaborer leurs réponses.
Plus spécifiquement, nous nous attendons à ce que des termes comme “magnitude”,
“valeur globale” ou “précision” ou des synonymes apparaissent plus fréquemment dans les
descriptions que d’autres propriétés des nombres. Cependant, nous ne nous attendons pas
à ce que les participants emploient les termes techniques granularité ou dernier chiffre
significatif.
4.3 Méthodes
Nous décrivons dans cette section la méthodologie que nous avons mise en œuvre pour
collecter, pré-traiter, nettoyer et analyser les données nous permettant de tester les quatre
hypothèses considérées dans cette étude.
4.3.1 Population
146 adultes se sont portés volontaires pour cette étude, 102 femmes et 44 hommes, âgés
entre 20 et 70 ans (M = 38, 6 ; σ = 14, 2). Tous ont pour langue maternelle le français et
ont été recrutés via une liste de diffusion sur internet.
4.3.2 Matériel
Un questionnaire a été conçu pour collecter les intervalles correspondant à 24 ENA,
dont les valeurs de référence sont listées dans le tableau 4.2. Ce questionnaire comporte
trois parties.
La première vise à collecter les intervalles correspondant aux 24 ENA. Les valeurs de ré-
férence de celles-ci sont sélectionnées pour couvrir différentes combinaisons de dimensions,
de manière à tester les hypothèses considérées : plusieurs valeurs du dernier chiffre significa-
tif à granularité constante (dizaines : 20/30/40/50/80 ; centaines : 100/200/400/500/600/800 ;
milliers : 1000/2000/6000/8000) ; plusieurs granularités à dernier chiffre significatif constant
(20/200/2000 ; 40/400 ; 50/500 ; 600/6000 ; 80/800/8000) ; plusieurs magnitudes à gra-
nularité et dernier chiffre significatif constants (40/440 ; 100/1100 ; 500/1500 ; 30/4730 ;
50/150/8150).
Les ENA ne sont pas sémantiquement contextualisées, aucun indice n’est donné aux
participants quant à ce qui est mesuré ou compté. Il se peut que les participants apportent
leur propre contexte aux ENA présentées. Toutefois, il est raisonnable de penser que ce
contexte est le même pendant toute la durée de l’expérience, si bien que l’on peut détecter
les différences d’une ENA à l’autre. Lorsque les différences observées entre ENA sont si-
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x Gran(x) LSD(x) RelMag(x) NSD(x)
20 10 2 20 1
30 10 3 30 1
40 10 4 40 1
50 10 5 50 1
80 10 8 80 1
100 100 1 100 1
110 10 1 10 2
150 10 5 50 2
200 100 2 200 1
400 100 4 400 1
440 10 4 40 2
500 100 5 500 1
560 10 6 60 2
600 100 6 600 1
800 100 8 800 1
1000 1000 1 1000 1
1100 100 1 100 2
1500 100 5 500 2
2000 1000 2 2000 1
4700 100 7 700 2
4730 10 3 30 3
6000 1000 6 6000 1
8000 1000 8 8000 1
8150 10 5 50 3
TABLEAU 4.2 – Valeurs de référence des ENA utilisées dans le questionnaire et leurs
dimensions arithmétiques : magnitude (x), granularité (Gran), dernier chiffre significatif
(LSD), magnitude relative (RelMag) et nombre de chiffres significatifs (NSD), tels que
définis dans la section 4.1 p. 38.
milaires d’un participant à l’autre, elles suggèrent l’implication d’une dimension spécifique
à la valeur de référence des ENA, telle que celles que nous proposons, indépendamment
donc du contexte.
La consigne donnée aux participants est : “Selon vous, entre quelles valeurs MINIMALE
et MAXIMALE se trouve environ x ? ”, x étant la valeur de référence de l’ENA considérée.
La seconde partie du questionnaire comporte deux questions dont le but est de contrôler
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la variabilité inter-individuelle quant :
— à l’usage des mathématiques, de manière à contrôler si un usage quotidien des
mathématiques au travail ou dans les études affecte l’interprétation des ENA.
— au niveau subjectif en calcul mental : comme information complémentaire à la
précédente question, le participant estime, sur une échelle de type Likert graduée
de 1 à 5, son niveau en calcul mental.
La troisième et dernière partie du questionnaire porte sur la ou les stratégie(s) mise(s)
en place par les participants pour estimer les bornes des intervalles correspondant aux ENA.
La consigne de cette partie est : “Pensez-vous avoir utilisé une stratégie pour répondre aux
questions qui vous ont été posées ? Si oui, pouvez-vous la décrire ci-dessous ? ”
4.3.3 Procédure
L’ordre de présentation des ENA du questionnaire est aléatoirement tiré pour chaque
participant. Celui-ci répond en donnant les bornes inférieure et supérieure de l’intervalle
qu’il estime être dénoté en tapant leur valeur dans l’espace blanc dédié, en une seule fois.
Une fois qu’un participant a donné tous les intervalles, il lui est demandé de répondre
aux deux questions portant sur l’usage des mathématiques et le niveau subjectif en calcul
mental.
Enfin, il est demandé aux participants s’ils ont mis en place une ou des stratégie(s)
pour estimer les intervalles correspondant aux ENA proposées. Dans le cas d’une réponse
positive, le participant est invité à décrire librement cette ou ces stratégie(s).
4.3.4 Pré-traitement des données
L’intervalle donné par le participant p pour l’ENA “environ x” est noté Ip(x) =
[I−p (x), I+p (x)]. Les intervalles sont utilisés pour calculer deux distances absolues ∆P bp (x)
entre la valeur de référence x de l’ENA et les bornes b ∈ {−,+} de l’intervalle : ∆P bp (x) =
|Ibp(x)− x|. Par conséquent, Ip(x) = [x−∆P−p (x), x+ ∆P+p (x)].
Les analyses rapportées dans les sections suivantes sont réalisées sur les distances abso-
lues ∆P bp (x). Cette variable est plus pertinente que la taille de l’intervalle car elle permet
de comparer différents intervalles sans perdre l’information de symétrie. En effet, deux
tailles d’intervalle peuvent être égales alors que les valeurs des bornes sont différentes (par
ex., |[95, 110]| = |[90, 105]|).
4.3.5 Nettoyage des données
Pour exclure les paires de données aberrantes (bornes inférieure et supérieure) de l’en-
semble des données, celles-ci sont traitées selon une procédure en trois étapes :
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1. Les intervalles sont considérés comme aberrants si, soit :
— ils sont inadéquats ([0, infini[)
— la borne supérieure est en dessous de la valeur de référence ou la borne inférieure
est au dessus de la valeur de référence, formellement : I+p (x) < x ou I−p (x) > x
(par ex., IP (800) = [700, 750] ou IP (800) = [810, 850])
— une borne est dix fois supérieure ou dix fois inférieure à la valeur de référence,
formellement : I+p (x) > 10 · x ou I−p (x) < x10 (par ex., IP (100) = [9, 1101])
2. Pour chaque borne de chaque ENA, la moyenne et l’écart-type des données restantes
après l’étape 1 sont calculés. Toute borne au-delà de trois écart-types de la moyenne
est considérée comme aberrante et l’intervalle auquel elle appartient est exclu.
3. 10 participants sont considérés comme non fiables et tous leurs intervalles sont
exclus car 70% de ceux-ci sont manquants ou considérés comme aberrants.
Sur les 3504 intervalles collectés, 3177 (91%) sont utilisés dans les analyses statistiques.
4.3.6 Analyses statistiques
Quatre types d’analyses statistiques, détaillés ci-dessous, sont réalisés, selon l’hypothèse
considérée. Le seuil de significativité est fixé à p = 0, 01 dans chaque cas.
H1 - Magnitude, granularité et dernier chiffre significatif Pour tester les hypo-
thèses d’un effet individuel de la magnitude, de la granularité et du dernier chiffre signi-
ficatif, nous comparons la distribution des distances ∆P bp (x) de plusieurs ENA (par ex.,
“environ 20 ” vs. “environ 30 ”).
Dans la mesure où les distributions observées ne sont pas normales, les comparaisons
entre deux ENA sont réalisées en utilisant le test des rangs signés de Wilcoxon, conçu pour
des mesures répétées.
Lorsque les comparaisons impliquent plus de deux ENA, le test de Friedman est em-
ployé. En cas d’effet significatif détecté par celui-ci, des analyses post-hoc sont réalisées en
utilisant le test de Nemenyi, conçu pour des comparaisons multiples deux à deux.
H2 - Modèle tridimensionnel à l’échelle logarithmique Pour tester la pertinence
d’une combinaison des trois dimensions arithmétiques que nous proposons, la magnitude, la
granularité et le dernier chiffre significatif, dans l’interprétation des ENA, nous proposons
de construire un modèle combinant linéairement ces trois dimensions, noté MGLSD.
Nous comparons ce modèle linéaire à trois modèles correspondant aux approches de la
littérature détaillées dans le chapitre 3. Pour chacune d’entre elles, un modèle combinant
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linéairement les dimensions qu’elles prennent respectivement en compte est construit. La
comparaison est réalisée sur la base d’analyses bayésiennes.
Le modèle proportionnel RM (Krifka, 2007) est uniquement basé sur la magnitude, il
est donc de la forme : ∆P bp (x) = α0 + α1 · x.
Le modèle basé sur des échelles SBM (Sauerland & Stateva, 2007; Solt, 2014) ne tient
compte que de la granularité Gran(x), il est donc de la forme :
∆P bp (x) = β0 + β1 ·Gran(x).
Le modèle régressif REGM (Ferson et al., 2015) est basé sur une combinaison de la
magnitude, de la granularité et de la fiveness (voir section 3.2.3 p. 32), formellement :
∆P bp (x) = γ0 + γ1 · x+ γ2 ·Gran(x) + γ3 · f(x).
Enfin, l’approche MGLSD que nous proposons comme référence tient compte de la
magnitude, de la granularité et du dernier chiffre significatif, formellement :
∆P bp (x) = 0 + 1 · x+ 2 ·Gran(x) + 3 · LSD(x).
Pour chaque modèle, le facteur de Bayes résultant de sa comparaison à l’absence de
relation avec la variable dépendante, ∆P bp (x) est rapporté. Les facteurs obtenus par com-
paraison entre les modèles eux-mêmes sont ensuite présentés.
Pour tester l’hypothèse H2.2, prédisant que lorsque les modèles sont portés à l’échelle
logarithmique, ils rendent mieux compte des intervalles observés, une seconde itération de
la procédure décrite ci-dessus est réalisée, en utilisant le logarithme des variables.
On peut toutefois noter que le logarithme de la variable fiveness proposée par Ferson
et al. (2015) ne peut être calculé car la fonction ne peut prendre que deux valeurs : 0 et 1.
Pour cette hypothèse, les modèles prennent respectivement les formes suivantes :
— modèle proportionnel : log10(∆P bp (x)) = α0 + α1 · log10(x)
— modèle basé sur des échelles : log10(∆P bp (x)) = β0 + β1 · log10(Gran(x))
— modèle régressif :
log10(∆P
b
p (x)) = γ0 + γ1 · log10(x) + γ2 · log10(Gran(x)) + γ3 · f(x)
— modèle MGLSD proposé :
log10(∆P
b
p (x)) = 0 + 1 · log10(x) + 2 · log10(Gran(x)) + 3 · log10(LSD(x))
H3 - Symétrie des intervalles Pour tester l’hypothèse de symétrie des intervalles, nous
proposons de ne pas utiliser le test des rangs signés de Wilcoxon. En effet, ce test donne
un résultat significatif lorsque la différence moyenne des rangs entre les distributions est
significativement différente de zéro. Par conséquent, il n’est pas adapté pour détecter des
différences individuelles entre valeurs de bornes s’il n’y a pas de tendance claire de ces
différences dans un sens ou dans l’autre.
Nous proposons donc d’évaluer l’égalité entre la distribution des distances des bornes
inférieures à la valeur de référence x et la distribution des distances des bornes supérieures
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à la valeur de référence en comptant le nombre de celles-ci qui sont égales.
Formellement, nous proposons que l’égalité Eq entre des deux distances de bornes à la
valeur de référence, respectivement ∆1 et ∆2, tienne compte d’une erreur relative autorisée
de 10%, et soit calculée comme :
Eq(∆1,∆2) =
 1 si
|∆1 −∆2|
min(∆1,∆2)
≤ 0, 1
0 sinon
(4.2)
Le score de symétrie Sym(x) pour une ENA “environ x”, qui agrège l’égalité entre
distances de bornes sur l’ensemble des participants P(x) pour lesquels l’intervalle corres-
pondant à “environ x” n’est pas considéré comme aberrant, est calculé comme :
Sym(x) =
1
|P(x)|
∑
p∈P(x)
Eq(∆P−p (x),∆P
+
p (x)) (4.3)
Heuristiques mises en place par les participants Le dernier item du questionnaire
en ligne est dédié aux heuristiques mises en place par les participants pour estimer les
intervalles correspondant aux ENA proposées. Les réponses à cette question ouverte sont
codées et catégorisées selon les trois dimensions arithmétiques évoquées par les participants.
La magnitude relative étant la combinaison de la granularité et du dernier chiffre significatif,
nous considérons que l’emploi de termes se référant à cette dimension, comme “précision”
(8150 étant plus précis que 8000 ou 8100 par exemple), renvoie à ces deux dimensions.
Les réponses sont classées dans l’une des quatre catégories suivantes, nommées selon la
dimension correspondante :
1. Constante : cette heuristique consiste à placer les bornes de l’intervalle à une
distance constante de la valeur de référence, quelle que soit l’ENA considérée. Par
exemple, “fourchette systématique entre -5 et +5 ”.
2. Magnitude : les participants ayant rapporté cette heuristique lient la taille de
l’intervalle à la magnitude de la valeur de référence de l’ENA, par exemple, “marges
plus ou moins en proportion des grandeurs proposées”.
3. Magnitude relative : la magnitude relative, qui combine la granularité et le der-
nier chiffre significatif, apparaît comme la dimension clé dans cette heuristique : “je
pense que j’avais tendance à faire + ou -2 unités, dizaines, ou centaines, selon si
les nombres étaient arrondis à l’unité, la dizaine, la centaine, ou au millier ”.
4. Autre : bien qu’il ne s’agisse pas à proprement parler d’une heuristique, cette
catégorie regroupe toutes les réponses qui ne peuvent être incluses dans les trois
précédentes. Ces réponses concernent les heuristiques qui ne sont rapportées que
par un seul participant, par exemple : “pas vraiment, mais il me semblait que le
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nombre maximal devait être plus proche du nombre exact, comme s’il ne fallait pas
trop dépasser ”.
Variabilité inter-individuelle : compétences arithmétiques Deux items du ques-
tionnaires sont dédiés aux compétences en arithmétique. L’objectif est d’examiner si l’usage
régulier des mathématiques ou le niveau en calcul mental affectent l’interprétation des
ENA.
L’effet d’un usage régulier des mathématiques est étudié en utilisant le test de la somme
des rangs de Wilcoxon. Nous comparons les valeurs des bornes données par les participants
pour chaque ENA séparément pour examiner la différence entre les intervalles donnés par
les participants qui font un usage régulier des mathématiques et les intervalles donnés par
les autres.
L’effet du niveau en calcul mental est testé en utilisant le même test. Pour ce faire, dans
un premier temps, deux groupes sont créés, selon le niveau en calcul mental rapporté : les
participants donnant un score compris entre 1 et 3 inclus sont affectés au groupe “faible
niveau” ; le groupe “haut niveau” est composé de participants ayant rapporté un score de 4
ou 5.
4.4 Résultats
Dans cette section, nous présentons les résultats obtenus après la collecte et l’analyse
des données. Dans un premier temps, nous proposons quelques statistiques descriptives et
observations préliminaires. Ensuite, nous détaillons les résultats obtenus, pour chacune des
quatre hypothèses considérées dans cette étude, décrites dans la section 4.2 p. 41.
4.4.1 Statistiques descriptives et observation préliminaire
Le tableau B.1 p. 188 de l’annexe B présente les moyennes et médianes des valeurs
données par les participants comme bornes des intervalles correspondant aux 24 ENA de
l’étude. Les deux dernières colonnes du tableau donnent le nombre de valeurs observées
différentes pour chaque borne.
Alors que les modèles de la littérature présentés dans la section 3.2 p. 29 partent
de l’hypothèse que l’interprétation d’une ENA donne lieu à un unique intervalle, nous
observons une forte variabilité dans ceux donnés par les participants. En effet, de 9 à 22
(M = 15, 4) valeurs différentes sont données par borne d’intervalle d’une ENA.
Cette observation nous semble cohérente avec les deux perspectives du vague, séman-
tique et épistémique (voir section 2.1.1 p. 8). En effet, dans la perspective sémantique,
le principe de tolérance est maintenu. Méthodologiquement, le protocole mis en œuvre
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dans cette étude ne permet pas d’examiner ce principe au niveau intra-individuel puisque
chaque participant ne fournit qu’un seul intervalle par ENA. En revanche, la tolérance
inter-individuelle est observée puisque les participants ne sont pas d’accord entre eux et
que des valeurs proches semblent acceptées pour certains mais pas pour d’autres.
La variabilité des intervalles est également cohérente avec la perspective épistémique du
vague. En effet, dans cette perspective, il existe des limites nettes à l’extension d’une ENA.
Néanmoins, ces limites sont soumises à variation, dans le temps et à travers les contextes
et les individus, ce qui est observé.
4.4.2 Différence entre les intervalles selon l’usage des mathématiques et
le niveau en calcul mental
Sur les 136 participants inclus dans les analyses, 66 ont rapporté utiliser régulièrement
les mathématiques au travail ou dans leurs études et 70 ont rapporté ne pas les utiliser
régulièrement. Aucune différence significative entre les deux groupes n’est observée, quelle
que soit la borne de l’ENA considérée (W allant de 1867,5 à 2414,5 ; p = N.S.).
78 participants sont inclus dans le groupe “faible niveau” en calcul mental et 58 dans
le groupe “haut niveau”. Les analyses ne révèlent aucune différence entre les deux groupes,
quelle que soit la borne de l’ENA considérée (W allant de 1767,5 à 2614 ; p = N.S.).
Ces résultats indiquent donc qu’un usage régulier des mathématiques ou que le niveau
subjectif en calcul mental n’ont pas d’effet sur l’interprétation des ENA. Par conséquent,
les analyses qui suivent portent sur l’ensemble des intervalles collectés auprès de tous les
participants, sans distinction de niveau en calcul mental ou d’usage régulier des mathéma-
tiques.
4.4.3 Magnitude, granularité et dernier chiffre significatif (H1)
4.4.3.1 Magnitude
Pour tester l’effet de la magnitude sur les intervalles collectés, c’est-à-dire l’hypothèse
H1, nous comparons quatre couples et un triplet de distributions de bornes d’ENA dont la
magnitude diffère et dont la granularité et le dernier chiffre significatif sont constants.
Les analyses montrent un effet significatif de la magnitude sur la distance des bornes à
la valeur de référence des ENA à toutes les comparaisons (voir tableau 4.3). Les analyses
post-hoc réalisées pour le triplet révèlent quant à elles des différences significatives entre
les trois ENA du triplet (voir tableau B.2 p. 188 de l’annexe B).
Ces résultats nous invitent à accepter l’hypothèse H1.1 : à granularité et dernier chiffre
significatif constants, les intervalles d’ENA dont la magnitude diffère sont différents. Plus
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Comparaisons Test (V : Wilcoxon ; χ2 : Friedman)
40/440 V = 115, 5∗
100/1100 V = 87∗
500/1500 V = 237, 5∗
30/4730 V = 325∗
50/150/8150 χ2 = 297, 8∗
TABLEAU 4.3 – Effet de la magnitude : résultats des comparaisons entre ENA de même
granularité et dernier chiffre significatif et de magnitude différente.
∗ : différence significative observée à p < 0, 01.
Comparaisons Test (V : Wilcoxon ; χ2 : Friedman)
40/400 V = 92∗
50/500 V = 252, 5∗
100/1000 V = 265, 5∗
600/6000 V = 62∗
20/200/2000 χ2 = 388, 5∗
80/800/8000 χ2 = 407, 7∗
TABLEAU 4.4 – Effet de la granularité : résultats des comparaisons entre ENA de même
dernier chiffre significatif et de granularité différente.
∗ : différence significative observée à p < 0, 01.
précisément, plus la magnitude est élevée, plus les bornes sont éloignées de la valeur de
référence.
4.4.3.2 Granularité
Pour tester l’effet de la granularité, les distributions des bornes d’ENA à un seul chiffre
significatif dont la granularité diffère et dont le dernier chiffre significatif est le même sont
comparées (voir tableau 4.4) : quatre couples (40/400 ; 50/500 ; 100/1000 ; 600/6000) et
deux triplets (20/200/2000 ; 80/800/8000) sont considérés.
Les résultats montrent des différences significatives à toutes les comparaisons. De plus,
les analyses post-hoc réalisées pour les deux triplets révèlent que, dans tous les cas, tous
les niveaux de granularité diffèrent les uns des autres (voir tableaux B.3 et B.4, p. 189 de
l’annexe B).
Ces résultats appuient donc l’hypothèse H1.2, à savoir que la granularité a un effet
sur les intervalles correspondant aux ENA. Plus précisément, ils montrent que plus la
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Niveaux de granularité Test de Friedman
Dizaines (20/30/40/50/80) χ2 = 275, 6∗
Centaines (100/200/400/500/600/800) χ2 = 542, 5∗
Milliers (1000/2000/6000/8000) χ2 = 373, 2∗
TABLEAU 4.5 – Effet du dernier chiffre significatif : résultats des comparaisons entre ENA
de même niveau de granularité et dont le dernier chiffre significatif diffère.
∗ : différence significative observée à p < 0, 01.
granularité est élevée, plus l’intervalle de valeurs dénotées est large.
4.4.3.3 Dernier chiffre significatif
Les distributions des bornes d’ENA à un seul chiffre significatif, dont celui-ci diffère
et dont la granularité est constante, sont comparées pour tester l’hypothèse d’un effet du
dernier chiffre significatif : dizaines (20 / 30 / 40 / 50 / 80), centaines (100 / 200 / 400 /
500 / 600 / 800) et milliers (1000 / 2000 / 6000 / 8000).
Les tests de Friedman montrent un effet significatif du dernier chiffre significatif à
chaque niveau de granularité (voir tableau 4.5). Toutefois, les analyses post-hoc ne ré-
vèlent pas de différence significative à chaque comparaison (voir tableaux B.5 à B.7, p. 189
de l’annexe B). En effet, dans le cas des centaines, par exemple, on observe que les dis-
tances des bornes aux valeurs de référence correspondant à “environ 500 ”, “environ 600 ”
et “environ 800 ” ne diffèrent pas significativement les unes des autres. En revanche, on ob-
serve bien des différences significatives entre “environ 200 ” et “environ 400 ”, par exemple.
De même, aucune différence significative n’est observée au niveau des dizaines entre “envi-
ron 50 ” et “environ 80 ”, ni au niveau des milliers entre “environ 6000 ” et “environ 8000 ”.
Autrement dit, l’imprécision assignée à une ENA ne semble pas différer significativement à
chaque incrémentation du dernier chiffre significatif, bien que cette dimension ait un effet
global sur les intervalles.
Ces résultats semblent ambigus vis-à-vis de la troisième hypothèse dérivée. D’un côté,
l’effet du dernier chiffre significatif détecté par les tests de Friedman tend à l’appuyer. D’un
autre côté, les analyses post-hoc suggèrent la présence de paliers.
4.4.4 Modèle tridimensionnel à l’échelle logarithmique (H2)
Le tableau 4.6 présente les facteurs de Bayes obtenus par chacun des quatre modèles
considérés : modèle proportionnel RM, modèle basé sur des échelles SBM, modèle régressif
REGM et MGLSD. Plus ce score est élevé, mieux le modèle considéré rend compte des
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Facteurs de Bayes
Modèle Echelle linéaire Echelle logarithmique
Proportionnel 8, 99 · 10208 3, 07 · 10374
Basé sur des échelles 1, 63 · 10238 9, 60 · 10283
Régressif 1, 16 · 10319 6, 20 · 10445
MGLSD 1, 40 · 10329 4, 52 · 10446
TABLEAU 4.6 – Facteurs de Bayes obtenus par analyses bayésiennes des quatre modèles,
à l’échelle linéaire (colonne de gauche) et à l’échelle logarithmique (colonne de droite).
Facteurs de Bayes à l’échelle linéaire (ligne vs. colonne)
Modèle Proportionnel Basé sur des échelles Régressif
Basé sur des échelles 1, 81 · 1029 - -
Régressif 1, 29 · 10110 7, 12 · 1080 -
MGLSD 1, 55 · 10120 8, 59 · 1090 1, 21 · 1010
TABLEAU 4.7 – Facteurs de Bayes obtenus par comparaison des quatre modèles entre
eux, à l’échelle linéaire.
données collectées, validant l’implication des dimensions qu’il prend en compte.
On observe que MGLSD, le modèle que nous proposons, présente les facteurs de Bayes
les plus élevés. Cette observation est appuyée par le fait que les comparaisons des quatre
modèles entre eux (tableaux 4.7 et 4.8) montrent que le modèle MGLSD, qui tient compte
de la magnitude, de la granularité et du dernier chiffre significatif de la valeur de référence
des ENA, rend mieux compte des intervalles collectés.
Ces résultats sont valables aussi bien à l’échelle linéaire que logarithmique, appuyant
ainsi les dimensions dont nous proposons de tenir compte. Toutefois, à l’échelle logarith-
mique, l’écart entre le modèle MGLSD et le modèle régressif est plus faible (facteur de
Bayes : 7,28, voir tableau 4.8). Le modèle basé sur des échelles obtient les facteurs de
Bayes les moins élevés.
Enfin, les résultats des analyses bayésiennes montrent que les quatre modèles rendent
mieux compte des intervalles observés lorsqu’ils sont portés à l’échelle logarithmique. En
effet, on observe que les facteurs de Bayes sont plus élevés, quel que soit le modèle considéré,
lorsque les dimensions sont portées à l’échelle logarithmique (voir tableau 4.6, colonne de
droite) que lorsqu’elles sont à l’échelle linéaire (voir tableau 4.6, colonne de gauche).
Dans l’ensemble, ces résultats valident notre seconde hypothèse H2. La magnitude,
la granularité et du dernier chiffre significatif de la valeur de référence d’une ENA sont
simultanément impliqués dans son interprétation. Un modèle tenant compte de ces trois
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Facteurs de Bayes à l’échelle logarithmique (ligne vs. colonne)
Modèle Proportionnel Basé sur des échelles Régressif
Basé sur des échelles 3, 12 · 10−91 - -
Régressif 2, 02 · 1071 6, 46 · 10161 -
MGLSD 1, 47 · 1072 4, 71 · 10162 7, 28
TABLEAU 4.8 – Facteurs de Bayes obtenus par comparaison des quatre modèles entre
eux, à l’échelle logarithmique.
dimensions arithmétiques rend mieux compte des intervalles correspondant aux ENA, en
particulier lorsqu’elles sont portées à l’échelle logarithmique.
4.4.5 Symétrie des intervalles (H3)
En nous basant sur le critère défini dans la section 4.3.6 p. 47, nous testons dans quelle
mesure l’hypothèse de symétrie posée par les modèles de la littérature (Ferson et al.,
2015; Krifka, 2007; Sauerland & Stateva, 2007; Solt, 2014) est valable pour les intervalles
collectés.
Sur l’ensemble des données, 78,7% des intervalles sont symétriques. Ce score varie de
50,7% à 89,6%, selon l’ENA considérée (voir tableau B.8 p. 190 de l’annexe B pour les
scores détaillés).
Les scores bas, inférieurs à 70%, sont principalement observés pour les ENA dont la
valeur de référence possède au moins deux chiffres significatifs. Plus précisément, dans le
cas de deux chiffres significatifs, une asymétrie est observée si le dernier chiffre significatif
n’est ni 1, ni 5 : “environ 440 ” (61,5%), “environ 560 ” (67,7%) et “environ 4700 ” (65,7%).
Les deux ENA dont la valeur de référence possède trois chiffres significatifs, “environ 4730 ”
et “environ 8150 ”, donnent lieu à des intervalles plus souvent asymétriques que les autres,
50,7% pour “environ 4730 ” et 64,2% pour “environ 8150 ”, bien que le dernier chiffre signi-
ficatif de cette dernière soit 5.
Ces résultats suggèrent donc que l’hypothèse de symétrie des intervalles ne tient pas
pour toutes les valeurs de référence. En effet, celles possédant plusieurs chiffres significatifs
conduisent à des intervalles plus souvent asymétriques.
4.4.6 Heuristiques mises en place par les participants (H4)
Le dernier item du questionnaire en ligne est dédié aux heuristiques mises en place par
les participants pour estimer les intervalles correspondant aux ENA. Cet item est optionnel.
90 participants n’ont pas répondu ou ont rapporté ne pas avoir utilisé de stratégie. Nous
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Heuristique % de participants
Constante 6,5% (N = 3)
Magnitude 45,6% (N = 21)
Magnitude relative 26,0% (N = 12)
Autre 21,9% (N = 10)
TABLEAU 4.9 – Pourcentages et, entre parenthèses, nombres de participants ayant rap-
porté l’utilisation de l’une des quatre heuristiques pour estimer les bornes des intervalles
correspondant aux ENA.
avons donc analysé les données qualitatives fournies par 46 participants selon la méthode
décrite dans la section 4.3.6 p. 47. Le tableau 4.9 présente les pourcentages de réponses
incluses dans chacune des quatre catégories définies.
Les résultats montrent que les participants qui explicitent leurs heuristiques ont ten-
dance à considérer soit la magnitude, soit la magnitude relative de la valeur de référence
d’une ENA pour estimer les bornes de l’intervalle correspondant. Ces observations appuient
donc l’hypothèse H4 qui postule une implication de la magnitude, de la granularité et du
dernier chiffre significatif dans l’interprétation des ENA. En effet, la magnitude relative
étant le produit de la granularité par la valeur du dernier chiffre significatif (voir section 4.1
p. 38), ces deux dimensions, ajoutées à la magnitude, semblent être des dimensions clés de
l’interprétation des ENA, pour les participants eux-mêmes.
4.5 Discussion
Dans cette section, nous discutons des résultats présentés dans la section précédente,
selon deux axes : (i) les dimensions arithmétiques impliquées dans l’interprétation des ENA
et (ii) la symétrie de l’imprécision dénotée par ENA par rapport à sa valeur de référence.
Dimensions arithmétiques impliquées dans l’interprétation des ENA La littéra-
ture suggère que la magnitude, la granularité et le dernier chiffre significatif de la valeur de
référence des ENA sont les trois dimensions clés dans leur interprétation (voir chapitre 3).
Plus spécifiquement, le modèle d’interprétation des ENA basé sur des échelles (Sauer-
land & Stateva, 2007; Solt, 2014) définit la granularité comme la seule dimension arithmé-
tique à prendre en compte. Les travaux empiriques de Ferson et al. (2015) suggèrent quand
à eux que l’intervalle correspondant à une ENA est également affecté par sa magnitude
ainsi que par son dernier chiffre significatif, en particulier si sa valeur est 5.
Par ailleurs, la manière dont les nombres et les quantités sont traités et représentés
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dans le système cognitif humain suggère également l’implication des ces dimensions dans
l’interprétation des ENA (voir section 2.2 p. 17). En effet, de ce point de vue, la magnitude
correspondrait à la représentation des quantités dans le système approximatif des nombres
alors que la granularité et le dernier chiffre significatif seraient les deux dimensions prises
en compte par le système exact dans la mesure où l’interprétation d’une ENA est traitée
comme un problème formel.
Conformément à ce que nous attendions, nous observons l’implication de la magnitude,
de la granularité et du dernier chiffre significatif dans l’interprétation. Plus précisément,
trois types d’analyses réalisées appuient ce résultat. D’abord, nous observons un effet séparé
de chacune de ces trois dimensions arithmétiques sur les intervalles collectés. Ensuite, un
modèle qui combine les trois dimensions à l’échelle logarithmique rend mieux compte des
intervalles collectés que des modèles basés sur les dimensions proposées dans la littérature.
Enfin, en interrogeant les participants sur les stratégies qu’ils ont pu mettre en place,
leurs réponses évoquent majoritairement la magnitude, la granularité et le dernier chiffre
significatif de la valeur de référence d’une ENA.
Bien que nous mettions nettement en évidence l’effet de la magnitude et de la granu-
larité, le cas du dernier chiffre significatif est moins clair. En effet, en comparant plusieurs
ENA de même granularité (dizaines, centaines, milliers), nous avons trouvé des différences
significatives entre ENA dont le dernier chiffre significatif est différent. Toutefois, les résul-
tats obtenus suggèrent que la relation entre la distance des bornes à la valeur de référence et
la valeur du dernier chiffre significatif n’est pas linéaire. En effet, nous avons observé que
la distance n’augmente pas significativement à chaque incrémentation du dernier chiffre
significatif (par ex., entre 30 et 40, ou entre 400 et 500).
En outre, ces résultats portant sur le dernier chiffre significatif ne sont pas en accord
avec les conclusions de Ferson et al. (2015) en ce qui concerne la pertinence de la dimension
fiveness comme prédicteur de la taille des intervalles. Selon les auteurs, les ENA dont le
dernier chiffre significatif est 5 donnent lieu à des intervalles plus larges que les ENA dont
le dernier chiffre significatif est différent de 5 à granularité constante. Les analyses que
nous avons réalisées ne montrent pas de différence significative entre 50 et 80, ni entre 500
et 800. De plus, nos résultats montrent que des différences significatives apparaissent entre
des ENA dont le dernier chiffre significatif diffère. Par conséquent, la valeur 5 comme
dernier chiffre significatif ne semble pas être plus spécifique que les autres valeurs.
Enfin, le fait que les participants aient tendance à prendre en compte à la fois la
magnitude, la granularité et le dernier chiffre significatif peut être interprété comme un
compromis entre les deux systèmes cognitifs en jeu dans la représentation et le traitement
des nombres (voir section 2.2 p. 17).
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Symétrie de l’imprécision dénotée par une ENA Le deuxième objectif de cette
étude est d’examiner la pertinence cognitive de la symétrie des intervalles par rapport à
la valeur de référence des ENA, supposée par les modèles de la littérature (Ferson et al.,
2015; Krifka, 2007; Sauerland & Stateva, 2007; Solt, 2014). Nous avons testé cette symétrie
sur les intervalles collectés.
Bien que le score moyen de symétrie sur l’ensemble des données soit élevé, cinq ENA
donnent lieu à de faibles scores : “environ 440 ”, “environ 560 ”, “environ 4700 ”, “envi-
ron 4730 ” et “environ 8150 ”. Les valeurs de référence de ces ENA peuvent être caractérisées
par deux propriétés : (i) elles possèdent au moins deux chiffres significatifs ; (ii) quand elles
possèdent deux chiffres significatifs (par ex., “environ 440 ” et “environ 4700 ”), le dernier
d’entre eux n’est ni 1, ni 5 alors que lorsqu’elles en possèdent trois, la valeur du chiffre
significatif ne semble pas avoir d’effet.
Partant de ces deux observations, nous proposons une explication fondée sur la saillance
cognitive des nombres (voir section 4.1 p. 38). En effet, les ENA qui donnent lieu à des scores
de symétrie faibles sont proches de nombres plus saillants que leur valeur de référence. Par
exemple, 4700 est proche de 4500 et de 5000. De même, 8150 est proche de 8000 et de 8200.
Puisque les nombres saillants sont plus facilement évoqués, il se pourrait que les participants
soient biaisés à leur endroit. Autrement dit, les participants auraient tendance à donner
des valeurs plutôt rondes, avec peu de chiffres significatifs, donc peu complexes, comme
bornes des intervalles. Dans le cas où ces nombres saillants ne sont pas situés à la même
distance de la valeur de référence de l’ENA (par ex., 4700 et 4750 pour “environ 4730 ”),
les intervalles sont asymétriques.
4.6 Bilan
Ce chapitre a présenté l’étude empirique originale que nous avons conduite dans le but
d’examiner l’implication des dimensions arithmétiques des ENA dans leur interprétation.
Dans un premier temps, nous avons proposé une définition formelle de ces dimensions
sur la base de l’état de l’art, aussi bien dans le domaine de l’interprétation des ENA que
dans celui portant sur la cognition humaine des nombres. Dans un second temps, nous
avons analysé des données collectées au moyen d’un questionnaire en ligne pour examiner
l’implication de ces dimensions dans l’interprétation des ENA.
Nous avons ainsi pu mettre en évidence les effets de la magnitude, de la granularité et
du dernier chiffre significatif, en particulier lorsque ces dimensions sont portées à l’échelle
logarithmique, alors qu’aucun des modèles de la littérature ne tient compte de toutes les
trois à la fois. Leur implication dans l’interprétation des ENA nous invite à considérer
l’étendue de la plage de valeurs dénotées par une ENA comme résultant d’un compromis
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entre le système approximatif des nombres et le système exact des nombres.
De plus, bien que les modèles de la littérature fassent l’hypothèse que la plage de
valeurs dénotée par une ENA est centrée sur sa valeur de référence, nous avons pu mettre
en évidence le fait que cette hypothèse n’est pas toujours valable et que la symétrie dépend
des dimensions arithmétiques caractéristiques de l’ENA considérée et de la distribution des
nombres cognitivement saillants autour de sa valeur de référence.
Enfin, en accord avec les perspectives sémantique et épistémique du vague, la variabi-
lité observée dans les intervalles donnés par les participants nous conduit à interroger la
pertinence d’un modèle ne prédisant qu’un seul intervalle.
L’ensemble des résultats et observations issus de l’étude présentée dans ce chapitre nous
ont conduit à proposer d’autres modèles d’interprétation des ENA, décrits dans le chapitre
suivant.
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Chapitre 5
Interprétation des ENA :
modélisation computationnelle
Ce chapitre présente les modèles computationnels de l’interprétation des Expressions
Numériques Approximatives que nous proposons, qui tiennent compte de l’étude des mo-
dèles de la littérature, détaillée dans le chapitre 3, et des résultats de l’étude empirique
décrite dans le chapitre précédent.
Interpréter une ENA consiste à délimiter, nettement dans la perspective épistémique
du vague et de manière graduelle dans la perspective sémantique, la plage de valeurs
qu’elle dénote. Nous proposons dans ce chapitre deux types de modèles, correspondant
aux deux perspectives du vague : le premier s’inscrit dans la perspective épistémique et
estime un intervalle représentant la plage de valeurs dénotées ; le second type s’inscrit
dans la perspective sémantique et représente l’imprécision dénotée par une ENA par un
sous-ensemble flou.
Les modèles d’interprétation des ENA que nous proposons sont fondés sur un prin-
cipe général tenant compte de la saillance cognitive des nombres. Ce principe est décrit
dans la section 5.1. Nous développons deux modèles de l’approche par intervalles dans la
section 5.2. La section 5.3 décrit le modèle que nous proposons dans l’approche par sous-
ensembles flous. Ces deux approches font chacune l’objet d’une validation expérimentale
montrant leur intérêt par rapport aux modèles identifiés dans la littérature.
Plusieurs parties de ce chapitre ont été publiées dans les articles, Lefort et al. (2016a;
2016b; 2017b).
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5.1 Principe général : compromis entre saillance cognitive et
plage de valeurs dénotées
Les résultats de l’étude empirique présentée au chapitre précédent suggèrent que toutes
les valeurs n’ont pas la même pertinence cognitive pour être les bornes de la plage de valeurs
que dénote une ENA “environ x”. Par conséquent, la première étape de la modélisation
computationnelle de l’interprétation des ENA consiste à sélectionner les valeurs qui sont
pertinentes du point de vue du traitement cognitif humain. Les valeurs ainsi sélectionnées
sont par la suite utilisées comme candidates pour être les bornes des intervalles dans l’ap-
proche par intervalles, décrite dans la section 5.2, et les bornes des α-coupes des intervalles
flous dans l’approche par sous-ensembles flous, décrite dans la section 5.3.
Dans cette section, nous détaillons en premier lieu le principe général sur lequel repose
la sélection des valeurs cognitivement pertinentes. La mise en œuvre du principe proposé
est ensuite décrite dans la section 5.1.2.
5.1.1 Principe
La motivation du principe que nous proposons est que pour être une bonne candidate,
une borne doit simultanément satisfaire deux contraintes. La première est qu’elle doit
correspondre à la quantité d’imprécision qu’un individu se représente comme dénotée par
une ENA.
La seconde contrainte est que la valeur de la borne doit être la plus saillante possible.
Cette contrainte s’appuie sur le principe de tolérance (voir section 2.1.1 p. 8), selon lequel
modifier légèrement la valeur d’une borne de l’intervalle considérée par un individu comme
acceptable pour une ENA donnée ne devrait pas modifier le jugement d’acceptabilité. Par
exemple, si 132 est jugé comme borne acceptable pour “environ 150 ”, alors 131 ou 130
devraient l’être également. Nous pouvons donc considérer que les valeurs de bornes que
donne un individu pour une ENA sont des indications et qu’il existe une zone d’acceptabilité
autour de ces valeurs. Dans une perspective pragmatique, les individus tendent à préférer
une expression simple à une expression complexe pour dénoter la même entité (Grice,
1991). Appliqué aux ENA, cela implique que les individus tendent à préférer des nombres
plus saillants à des nombres moins saillants pour exprimer une plage de valeur ou une
indication. Par conséquent, du point de vue pragmatique, nous pouvons nous attendre à
ce que les individus fournissent des valeurs plutôt saillantes comme bornes des intervalles
correspondant à une ENA. Ainsi, selon cette contrainte, les individus préfèrent 130 comme
valeur de borne à 131 ou 132 pour “environ 150 ”, car 130 est plus saillant, donc plus simple,
et que la plage de valeurs dénotées par l’ENA “environ 150 ” n’est que très peu affectée par
5.1. Principe général : compromis entre saillance cognitive et plage de valeurs dénotées63
ce décalage.
Toutefois, les valeurs les plus saillantes, respectant la seconde contrainte, peuvent être
fortement éloignées de la valeur de référence de l’ENA. Par exemple, pour “environ 150 ”,
100 et 200 sont les deux valeurs les plus saillantes à proximité de la valeur de référence 150.
Or, si un individu considère la plage de valeurs entre ces deux bornes comme trop large
pour correspondre à l’imprécision dénotée par “environ 150 ”, il doit trouver un meilleur
compromis entre la saillance des bornes et la taille de la plage de valeurs dénotées. Ainsi, les
intervalles [120, 180] ou [145, 155] peuvent représenter un bon compromis pour certains in-
dividus. En revanche, pour des plages de valeurs dénotées similaires, [121, 181] ou [146, 154]
représentent de mauvais compromis. En effet, d’un point de vue pragmatique, ces deux in-
tervalles sont des mauvais choix puisqu’ils dénotent des plages de valeurs très similaires
aux deux premiers intervalles, [120, 180] et [145, 155], tout en étant moins saillants, donc
moins simples.
Ces exemples illustrent que les deux contraintes, à savoir que les bornes des intervalles
dénotés par une ENA doivent correspondre à la représentation de l’imprécision qu’elle
dénote, et que ces bornes doivent être autant que possible saillantes, peuvent être contra-
dictoires.
Par conséquent, un compromis doit être considéré : le principe général que nous pro-
posons repose sur l’hypothèse que lors de l’interprétation d’une ENA “environ x”, un com-
promis est réalisé entre la saillance des valeurs des bornes et leur distance à la valeur de
référence x.
Cette hypothèse implique que pour une distance donnée, la saillance des valeurs des
bornes est maximisée ; de même, pour une saillance donnée, la distance des valeurs des
bornes à la valeur de référence x est minimisée. Par exemple, étant donnée l’ENA “envi-
ron 500 ”, des intervalles tels que [499, 501], [490, 510] ou [450, 550] sont de bons candidats.
En effet, leurs bornes sont les plus proches de la valeur de référence x = 500 quand la com-
plexité des candidats est respectivement 3, 2 et 1,5. Au contraire, [497, 503] ou [460, 540]
ne sont pas considérés comme de bons candidats car ils sont dominés par d’autres inter-
valles, c’est-à-dire que d’autres intervalles existent qui représentent un meilleur compromis
entre saillance cognitive et distance des bornes à la valeur de référence : ainsi, [497, 503]
est dominé par [499, 501], dont les valeurs des bornes sont aussi saillantes tout en étant
plus proches de la valeur de référence 500. Pour la même raison, [460, 540] est dominé par
[490, 510], dont les valeurs des bornes sont à la fois aussi saillantes et plus proches de la
valeur de référence.
Les valeurs qui optimisent le compromis entre saillance cognitive et distance à la valeur
de référence, c’est-à-dire qui ne sont pas dominées par d’autres valeurs, sont de meilleures
candidates pour être les bornes de l’intervalle correspondant à l’ENA. La formalisation de
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ce principe de sélection est décrite dans la section suivante.
5.1.2 Mise en œuvre : construction de fronts de Pareto
Les bonnes valeurs candidates, optimisant le compromis entre saillance cognitive et
distance à la valeur de référence, sont celles qui ne sont pas dominées par d’autres valeurs.
Formellement, la notion de valeurs non dominées, pour au moins deux critères quelconques,
est capturée par le concept de front de Pareto. Cette section formalise les deux critères
qui définissent l’opérateur de comparaison proposé, puis la construction des deux fronts de
Pareto considérés, P−(x) pour la borne inférieure et P+(x) pour la borne supérieure de
l’intervalle dénoté par une ENA.
Pour construire un front de Pareto, nous considérons comme candidates toutes les
valeurs v ∈ V b(x) ⊂ N∗, avec b ∈ {−,+} et V −(x) = [1, x[ et V +(x) =]x,+∞[. Ces valeurs
sont comparées entre elles selon deux critères : (i) leur distance absolue à la valeur de
référence de l’ENA : dx(v) = |v−x| ; et (ii) leur complexité Cpx(v), capturant leur saillance
cognitive. Nous proposons de calculer la complexité Cpx(x) en utilisant la fonction définie
dans le tableau 4.1 p. 38.
La notion de dominance est un ordre partiel : formellement, v′ domine v (noté v′  v)
si et seulement si dx(v′) < dx(v) ∧ Cpx(v′) ≤ Cpx(v), c’est-à-dire si v′ est à la fois plus
proche et pas plus complexe que v.
L’ensemble des valeurs non dominées constitue le front de Pareto, formellement défini
pour b ∈ {−,+} comme :
P b(x) = {v ∈ V b(x)/∀v′ 6= v ∈ V b(x) v′  v} (5.1)
De plus, nous imposons un ordre sur ces valeurs et considérons la liste ordonnée par
distance croissante à la valeur de référence, que nous notons aussi P b(x) abusivement :
P b(x) = [yb1, . . . , y
b
n], avec b ∈ {−,+} et ∀i, dx(yi) < dx(yi+1).
On peut noter que P b(x) est fini car la complexité d’un candidat est bornée : d’une
part, elle ne peut être inférieure à 1, valeur obtenue pour les candidats ne possédant qu’un
seul chiffre significatif ; d’autre part, elle ne peut être supérieure au nombre de chiffres, en
incluant les zéros à droite du dernier chiffre significatif, de la valeur de référence de l’ENA.
Par exemple, dans le cas de “environ 560 ”, la complexité des candidats est comprise entre 1
(par ex., 500 ou 600) et 3 (par ex., 559 ou 561). Bien qu’il existe une infinité de candidats
dont la complexité est 1 ou 3, seul l’un d’entre eux, le plus proche de x, est sélectionné car
il domine tous les autres.
Enfin, on peut remarquer que pour une ENA “environ x”, les deux fronts de Pareto
comprennent toujours x−1 et x+1, valeurs qui sont les plus proches de x et qui optimisent
par conséquent toujours le compromis. De même, les deux fronts de Pareto comprennent
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Figure 5.1 – Complexité Cpx(v) (plus) des nombres entiers compris entre 500 et 600,
ainsi que les fronts de Pareto (lignes rouges) pour la borne inférieure (à gauche de la ligne
verticale verte) et supérieure (à droite de la ligne verticale) de l’ENA “environ 560 ”.
toujours les nombres à un seul chiffre significatif les plus proches, par exemple 500 et 600
pour “environ 560 ”, car leur complexité est minimale et par conséquent optimisent toujours
le compromis.
La figure 5.1 illustre les deux fronts de Pareto correspondant à l’ENA “environ 560 ” :
les signes + représentent la distribution des couples (v, Cpx(v)) pour toutes les valeurs v
comprises entre 500 et 600.
L’axe horizontal représentant les candidats v représente également, de manière indi-
recte, leur distance dx(v) : cette dernière croît linéairement depuis la ligne verticale verte
représentant x = 560. Par conséquent, la partie située à droite de la ligne verticale peut
également être vue comme représentant la distribution des (dx(v) +x,Cpx(v)) ; la partie à
gauche de la ligne verticale représente quant à elle la distribution des (x− dx(v), Cpx(v)).
P−(560) et P+(560) sont représentés par les points connectés encerclés en rouge,
respectivement à gauche et à droite de la ligne verticale. Comme résultat, on obtient
P−(560) = [559, 558, 555, 550, 500] et P+(560) = [561, 562, 565, 570, 580, 600].
Dans le cas de x = 560, 540 n’est pas considérée comme une bonne valeur candidate
pour la borne inférieure car elle est dominée par 550, qui est à la fois plus proche et plus
saillante : 550 représente un meilleur compromis entre saillance cognitive et distance à la
valeur de référence.
On peut remarquer que les fronts de Pareto P−(x) et P+(x) construits selon la méthode
que nous proposons, en tenant compte de la complexité des nombres, capturent naturel-
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lement l’asymétrie observée empiriquement (voir section 4.4 p. 50). En effet, dans le cas
où x possède plusieurs chiffres significatifs, les valeurs saillantes ne sont pas nécessairement
distribuées symétriquement autour de x. Ceci est illustré sur la figure 5.1 pour x = 560,
où 500 est plus éloigné de 560 que 600.
5.1.3 Validation préliminaire
Comme première validation du principe général du compromis entre saillance cognitive
et distance à la valeur de référence, nous examinons dans quelle mesure les bornes des
intervalles collectés lors de l’étude empirique décrite dans le chapitre précédent réalisent
ce compromis.
Sur l’ensemble des intervalles collectés, 84,4% des bornes sont situées sur les fronts
de Pareto. Le taux de capture, variant entre 74,1%, pour “environ 80 ” et 91,0%, pour
“environ 1100 ”, de chacune des 24 ENA considérées est détaillé dans le tableau C.1 p. 192
de l’annexe C.
Le principe général que nous proposons rend donc compte, dans leur variété, des in-
tervalles correspondant aux plages de valeurs dénotées par les 24 ENA, telles que données
par les participants de l’étude empirique.
Les deux exploitations décrites et validées expérimentalement dans les deux sections
suivantes considèrent les valeurs comprises dans les front de Pareto comme des candidats
pour être les bornes des intervalles dénotés par les ENA (section 5.2) et les bornes des
α-coupes des intervalles flous représentant les ENA (section 5.3).
5.2 Exploitation 1 : modèle d’interprétation à intervalles
Cette section présente la première approche de modélisation computationnelle de l’in-
terprétation des ENA que nous proposons, exploitant le principe général du compromis
entre saillance cognitive et plage de valeurs dénotée. Cette approche vise à estimer l’inter-
valle représentant l’imprécision dénotée par une ENA, noté I(x) = [x−∆−(x), x+∆+(x)],
où ∆−(x) et ∆+(x) sont les distances à la valeur de référence x des bornes inférieure
et supérieure, respectivement. Cette approche par intervalles s’inscrit dans le cadre de la
perspective épistémique du vague, telle que décrite dans la section 2.1.1 p. 8.
Plus précisément, deux modèles, successivement décrits dans les deux sous-sections sui-
vantes, sont proposés pour sélectionner les valeurs des bornes de l’intervalle parmi celles qui
sont situées sur les fronts de Pareto : le premier, appelé LLM, est basé sur la discrétisation
d’une régression préliminaire, le second, appelé RKM, exploite les rangs des candidats. La
validation expérimentale de ces deux modèles est décrite dans la sous-section 5.2.3.
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5.2.1 Modèle log-linéaire LLM
Comme le modèle régressif REGM (Ferson et al., 2015, voir section 3.2.3 p. 32), le
modèle log-linéaire LLM que nous proposons est basé sur une régression linéaire. Outre des
dimensions arithmétiques prises en compte différentes, son originalité réside dans l’utilisa-
tion d’une étape finale de discrétisation qui arrondit l’estimation fournie par la fonction de
régression à la valeur la plus proche située sur les fronts de Pareto P−(x) et P+(x).
Comme REGM, et contrairement au modèle basé sur des échelles SBM (Sauerland
& Stateva, 2007; Solt, 2014, voir section 3.2.2 p. 30), le modèle que nous proposons est
adaptable à différents contextes sémantiques : les coefficients de la fonction de régression
sont appris à partir d’un ensemble d’intervalles empiriquement collectés.
Le principe du modèle est dans un premier temps introduit, avant que la phase d’ap-
prentissage ne soit présentée.
5.2.1.1 Principe
Le modèle estime les bornes de l’intervalle à partir d’une fonction de régression. Comme
suggéré dans la section 4.1 p. 38 et dans la section 3.2 p. 29, la magnitude x et la magnitude
relative RelMag(x), qui combine la granularité et le dernier chiffre significatif, de la valeur
de référence d’une ENA sont impliquées dans son interprétation.
De plus, comme suggéré par la manière dont l’être humain encode les nombres et
les quantités (voir section 2.2 p. 17) et appuyé par les résultats de l’étude empirique de
l’interprétation des ENA (voir section 4.4 p. 50), nous proposons d’utiliser le logarithme
de ces deux dimensions comme variables d’une fonction de régression.
Les valeurs réelles fournies par cette régression sont ensuite discrétisées au candidat le
plus proche situé sur les fronts de Pareto correspondant à l’ENA considérée.
Formellement, la fonction de régression estime ∆C(x) qui représente la distance absolue
des bornes de l’intervalle à la valeur de référence x de l’ENA, elle est calculée comme :
log(∆C(x)) = α0 + α1 · log(x) + α2 · log(RelMag(x)) (5.2)
où α0, α1 et α2 sont les paramètres de la régression. Leur apprentissage est décrit dans la
sous-section suivante.
A cette étape, un intervalle symétrique dont les valeurs des bornes sont réelles peut
être construit comme I = [x−R, x
+
R] = [x − ∆C(x), x + ∆C(x)]. Puisque les valeurs des
bornes qui sont saillantes sont plus pertinentes que celles qui prennent une valeur réelle,
nous proposons de les discrétiser au candidat le plus proche sur les fronts de Pareto, selon
la fonction suivante :
D(v) = arg min
yi∈P (x)
|v − yi| (5.3)
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où P (x) est l’union des deux fronts de Pareto P (x) = P−(x) ∪ P+(x). L’intervalle final
correspondant à l’ENA “environ x” est alors :
ILLM (x) = [D(x
−
R), D(x
+
R)] (5.4)
On peut remarquer que l’intervalle ILLM (x) peut être asymétrique puisque la distri-
bution des candidats sur les fronts de Pareto peut être différente selon qu’on considère la
borne inférieure ou la borne supérieure, comme illustré sur la figure 5.1.
5.2.1.2 Paramètres de la régression
Les paramètres de la régression α0, α1, et α2 sont appris à partir d’une base empi-
riquement collectée d’intervalles correspondant à des ENA, comme celle décrite dans la
section 4.3 p. 44.
Pour chaque ENA “environ x”, les exemples collectés Ip(x) = [x−∆P−p (x), x+∆P+p (x)]
sont agrégés sur l’ensemble des participants en ∆−(x) et ∆+(x) puis donnent deux triplets
(x,RelMag(x); ∆b(x)), où b ∈ {−,+}. Dans la perspective épistémique du vague, le choix
de l’opérateur d’agrégation dépend de l’interprétation souhaitée de l’intervalle à retourner
(voir section 2.1.1 p. 8). Le choix que nous proposons de cet opérateur est spécifié dans la
section 5.2.3.2 p. 71.
Dans un second temps, une régression linéaire est réalisée selon la méthode des moindres
carrés pour trouver les valeurs optimales de α0, α1, et α2 (voir équation 5.2).
5.2.2 Modèle des rangs RKM
Le deuxième modèle que nous proposons, appelé RKM (RanK Model), exploite les
valeurs situées sur les fronts de Pareto d’une manière différente : il consiste à estimer
directement la position de la valeur retenue des bornes sur les fronts de Pareto. Pour ce
faire, le modèle sélectionne comme borne la valeur yrP (x) ∈ P b(x) = [y1, . . . , yn].
La question est dès lors d’estimer le rang rP (x) qui est le plus pertinent. Comme le mo-
dèle LLM présenté ci-dessus, RKM dépend à la fois de la magnitude relative RelMag(x) et
de la magnitude de la valeur de référence x de l’ENA considérée. Toutefois, au lieu d’utili-
ser directement la magnitude x, nous proposons d’utiliser son nombre de chiffres significa-
tifs NSD(x) : à magnitude relative constante, un entier dont le nombre de chiffres signifi-
catifs est supérieur à 1 présente une magnitude plus élevée. Par exemple, RelMag(8150) =
RelMag(150) = RelMag(50) = 50 ; NSD(8150) > NSD(150) > NSD(50) et 8150 >
150 > 50. L’avantage d’utiliser le nombre de chiffres significatifs ici est d’obtenir directe-
ment un nombre entier, puisque le rang doit en être un lui-même.
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Le rang de la valeur sélectionnée pour la borne est calculé selon l’équation suivante :
rP (x) = round
log(RelMag(x))− 1 + NSD(x)∑
k=1
k
 (5.5)
L’estimation de l’intervalle correspondant à l’ENA “environ x” est donc :
IRKM (x) = [y
−
rP (x)
, y+rP (x)] (5.6)
où rP (x) est limité dans [1, nb], c’est-à-dire :
rP (x) = min(max(1, rP (x)), n
b) (5.7)
avec b ∈ {−,+}, où n− et n+ sont respectivement la longueur de P−(x) et de P+(x).
5.2.3 Validation expérimentale : protocole
Les performances des deux modèles que nous proposons, LLM et RKM, sont comparées
à celles obtenues par les trois modèles de la littérature, présentés dans la section 3.2 p. 29 :
RM, SBM et REGM. Les données utilisées sont celles qui ont été collectées lors de l’étude
empirique de l’interprétation des ENA, décrite dans la section 4.3 p. 44.
Les deux premières sous-sections décrivent les quatre critères de qualité utilisés pour
évaluer les performances des cinq modèles : les deux premiers portent directement sur
l’estimation des bornes fournies par les participants de l’étude empirique tandis que les
deux autres se focalisent sur l’estimation des médianes des bornes, calculées sur l’ensemble
des participants. Les deux sous-sections suivantes sont dédiées à la procédure expérimentale
mise en œuvre pour comparer entre eux les modèles ainsi que leur paramétrisation. Enfin,
les résultats sont présentés et discutés dans la section 5.2.4.
5.2.3.1 Critères de prédiction de bornes
Nous proposons deux critères de qualité pour évaluer dans quelle mesure les intervalles
estimés par les modèles d’interprétation correspondent aux données collectées auprès des
participants de l’étude empirique : le taux de bonnes prédictions de bornes PA (Prediction
Accuracy) et la distance relative RD (Relative Distance).
X représente l’ensemble des ENA considérées et P(x) l’ensemble des participants dont
les intervalles sont pris en compte, c’est-à-dire ne sont pas considérés comme aberrants,
pour l’ENA “environ x” (voir section 4.3 p. 44). Pour un participant p et un modèle m,
nous notons respectivement ∆P bp (x) et ∆M bm(x) la distance absolue de la borne qu’ils
produisent, inférieure ou supérieure pour b = − et b = + respectivement, à la valeur de
référence x de l’ENA.
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Taux de bonnes prédictions de bornes Le taux de bonnes prédictions de bornes PA
est un critère conçu pour évaluer dans quelle mesure un modèle estime correctement les
intervalles fournis par les participants, en calculant la proportion d’intervalles bien prédits.
Une prédiction est considérée comme correcte lorsque la distance entre l’estimation et
la valeur de référence x de l’ENA est égale à celle du participant, en autorisant une erreur
relative de 10% 3.
Formellement, l’égalité Eq est calculée selon l’équation 4.2 (voir section 4.3.6, p. 49),
rappelée ici pour faciliter la lecture :
Eq(∆1,∆2) =
 1 si
|∆1 −∆2|
min(∆1,∆2)
≤ 0, 1
0 sinon
Elle est appliquée à ∆M bm(x) et ∆P bp (x) pour évaluer si le modèle m effectue une bonne
prédiction pour le participant p. Le score global du modèle est obtenu en moyennant ce
score d’égalité sur l’ensemble des ENA x ∈ X et des participants p ∈ P(x). Le taux de
bonnes prédictions, à maximiser, est donc défini comme :
PA(m) =
1
2 · |X |
∑
x∈X
∑
b∈{−,+}
1
|P(x)|
∑
p∈P(x)
Eq(∆M bm(x),∆P
b
p (x)) (5.8)
Il faut noter que les modèles considérés ne produisent qu’une seule estimation par
borne. Or, nous avons pu observer lors de l’étude empirique de l’interprétation des ENA
(voir section 4.4 p. 50) une variabilité dans les bornes données par les participants pour
une même ENA. Par conséquent, les modèles ne peuvent atteindre un taux de bonnes de
prédictions de 100%. Il est limité à la fréquence relative de la borne la plus fréquemment
donnée par les participants, autrement dit au mode des valeurs de bornes observées.
Distance relative Nous proposons de plus une mesure de distance afin d’évaluer la
proximité des bornes estimées par les modèles avec celles données par les participants. En
effet, en cas de mauvaise prédiction de la part d’un modèle, on souhaite pouvoir évaluer
le degré d’erreur, c’est-à-dire la distance entre l’estimation produite et la valeur de borne
observée.
Pour tenir compte de l’erreur en considérant les dimensions de l’ENA, nous proposons
de la définir relativement à la magnitude relative RelMag(x) de la valeur de référence. En
effet, une erreur de 10 unités par exemple apparaît comme plus significative pour x = 100
que pour x = 1000. Cependant, la même erreur doit être considérée comme aussi significa-
tive pour x = 8150 que pour x = 50. Ceci implique que le facteur de normalisation ne doit
3. Nous avons également effectué des tests avec une erreur relative de 5%, mais nous avons pu observer
que cette valeur pénalise fortement les modèles qui produisent comme estimations des nombres réels : le
modèle proportionnel RM et le modèle régressif REGM.
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pas dépendre de la magnitude mais de la magnitude relative de l’ENA, nous conduisant à
proposer :
RD(x,m, p, b) =
|∆M bm(x)−∆P bp (x)|
RelMag(x)
(5.9)
En moyennant sur les deux bornes b ∈ {−,+} et tous les participants p ∈ P(x),
comme pour PA, nous proposons de définir cette distance relative RD, à minimiser, pour
le modèle m comme :
RD(m) =
1
2 · |X |
∑
x∈X
∑
b∈{−,+}
1
|P(x)|
∑
p∈P(x)
RD(x,m, p, b) (5.10)
5.2.3.2 Critères de prédiction de médianes
Comme détaillé dans la section 4.4 p. 50, l’étude empirique montre qu’il n’y a pas de
consensus concernant l’interprétation des ENA et qu’une grande variabilité apparaît dans
les intervalles collectés pour une même ENA à travers les participants. Cette observation
est cohérente avec la perspective épistémique du vague (voir section 2.1.1 p. 8) dans la-
quelle l’extension d’une ENA possède des limites nettes mais non nécessairement connues.
Il nous semble donc pertinent de discuter de la définition de l’intervalle qu’un modèle
d’interprétation doit estimer.
Le premier paragraphe détaille les motivations de l’approche proposée, qui se focalise
sur la médiane des bornes observées. Les deux paragraphes suivants introduisent les critères
de qualité conçus pour évaluer dans quelle mesure ce but est atteint.
Motivation de l’intervalle médian Nous proposons de modéliser les valeurs des bornes
des intervalles correspondant à une ENA comme une distribution statistique pour tenir
compte de la variabilité observée dans les intervalles collectés à travers les participants.
La quantité de données nécessaire à l’apprentissage d’une telle distribution pouvant être
très importante, nous proposons d’estimer des paramètres de cette distribution, tels que la
moyenne ou la médiane.
Estimer l’intervalle médian plutôt que l’intervalle moyen en tant qu’indicateur central
des distributions des bornes présente deux avantages. En premier lieu, la médiane est
un indicateur qui prend une valeur observée dans la distribution. Comme remarqué dans
l’étude empirique de l’interprétation des ENA (voir section 4.4 p. 50), les participants
tendent à préférer les nombres saillants, c’est-à-dire plutôt ronds, comme valeurs de bornes.
Estimer la médiane revient à produire de tels nombres qui semblent naturels pour les
utilisateurs. Au contraire, la moyenne est une valeur qui n’est pas nécessairement observée
dans la distribution. De plus, elle prend le plus souvent une valeur qui n’est pas ronde et
qui peut, par conséquent, apparaître moins naturelle pour les utilisateurs. En second lieu,
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la médiane est un paramètre robuste vis-à-vis des valeurs extrêmes alors que la moyenne
y est sensible.
Taux de bonnes prédictions de médianes Dans un premier temps, nous proposons
d’utiliser le taux de bonnes prédictions de médianes comme critère de qualité vis-à-vis de
l’estimation de médiane. Nous notons ∆Medb(x) la médiane sur l’ensemble des participants
p ∈ P(x) des distances ∆P bp (x).
L’égalité entre la distance ∆M bm(x) de la borne b ∈ {−,+} estimée par le modèle m à
la valeur de référence b et la médiane des distances observée ∆Medb(x) est calculée, comme
pour PA, selon l’équation 4.2 (voir section 4.3.6, p. 49). Le score global du modèle m est
obtenu en moyennant ce score d’égalité sur l’ensemble des ENA x ∈ X . Le taux de bonnes
prédictions de médianes MA, à maximiser, est donc défini comme :
MA(m) =
1
2 · |X |
∑
x∈X
∑
b∈{−,+}
Eq(∆M bm(x),∆Med
b(x)) (5.11)
Score d’erreur de médiane En cas d’estimation incorrecte de la médiane, on souhaite
pouvoir évaluer le degré d’erreur, c’est-à-dire la distance entre l’estimation et la médiane
observée. Pour ce faire, nous proposons un critère de qualité qui évalue l’équilibre entre
la quantité de valeurs données par les participants qui sont en dessous et au dessus de
l’estimation de la borne considérée.
Ces quantités peuvent être respectivement définies comme
N−(x, b) = |{p ∈ P(x)|∆P bp (x) < ∆M bm(x)}| (5.12)
et N+(x, b) = |{p ∈ P(x)|∆P bp (x) > ∆M bm(x)}|. (5.13)
Le modèle m devrait produire une estimation telle que N+(x, b) = N−(x, b) pour toute
borne b ∈ {−,+} de toute ENA x ∈ X .
Toutefois, dans la mesure où les bornes des intervalles fournies par les participants ne
sont pas uniformément distribuées mais plutôt réparties sur quelques valeurs, un équilibre
parfait peut ne pas être atteignable. Par exemple, pour l’ENA “environ 50 ”, les valeurs des
bornes inférieures données par les participants pourraient être 40 (donnée par 20 partici-
pants), 45 (donnée par 30 participants) et 48 (donnée par 10 participants). La médiane de
cette distribution est ∆Med−(50) = 50 − 45 = 5. Même si le modèle prédit correctement
cette médiane, l’équilibre parfait n’est pas atteint car 20 bornes observées sont en dessous
et 10 sont au dessus. L’inégalité entre N−(x, b) et N+(x, b) ne reflète donc pas le fait que
la médiane est correctement estimée.
Pour surmonter cette faiblesse, nous proposons que le score d’équilibre de l’estimation
5.2. Exploitation 1 : modèle d’interprétation à intervalles 73
tienne compte de l’équilibre vis-à-vis de la médiane observée, c’est-à-dire des deux quantités
N∗−(x, b) = |{p ∈ P(x)|∆P bp (x) < ∆Medb(x)}| (5.14)
et N∗+(x, b) = |{p ∈ P(x)|∆P bp (x) > ∆Medb(x)}|. (5.15)
Le score du modèle dépend dès lors de la différence absolue entre N+(x, b) et N∗+(x, b)
ainsi que de la différence absolue entre N−(x, b) et N∗−(x, b). En moyennant sur les deux
bornes de toutes les ENA, le score d’erreur de médiane, à minimiser, est défini comme :
MErr(m) =
1
2 · |X |
∑
x∈X
∑
b∈{−,+}
1
|P(x)| · (|N+(x, b)−N
∗
+(x, b)|+ |N−(x, b)−N∗−(x, b)|)
(5.16)
5.2.3.3 Procédure expérimentale
En utilisant les quatre critères de qualité PA, RD, MA et MErr décrits ci-dessus,
ainsi que les intervalles collectés empiriquement décrits dans la section 4.4 p. 50, nous
comparons les performances des deux modèles que nous proposons (voir section 5.1 p. 62),
le modèle log-linéaire LLM et le modèle des rangs RKM, à celles des trois modèles de la
littérature discutés dans la section 3.2 p. 29 : RM, SBM et REGM.
Pour les modèles utilisant une phase d’apprentissage (i.e., REGM et LLM), une procé-
dure de validation croisée est réalisée sur deux benchmarks de 1000 exécutions des étapes
d’apprentissage et de test. Pour chaque exécution, tous les modèles, qu’ils nécessitent ou
non un apprentissage, sont évalués sur le même ensemble de test :
1. Participant : l’ensemble d’apprentissage est composé de tous les intervalles de 75%
des participants, aléatoirement sélectionnés. Les intervalles des 25% participants
restants forment l’ensemble de test. Le but de ce benchmark est d’évaluer dans
quelle mesure les modèles nécessitant un apprentissage sont capables de généraliser
sur les participants.
2. ENA : l’ensemble d’apprentissage est composé des intervalles donnés par tous les
participants à 17 (66,7%) des 24 ENA, aléatoirement tirées. Les intervalles de tous
les participants correspondant aux 7 ENA restantes forment l’ensemble de test.
Ce benchmark est conçu pour évaluer la robustesse de LLM car les paramètres de
régression y sont estimés à partir de seulement 17 · 2 = 34 triplets. Il a également
pour but d’évaluer la capacité de généralisation des modèles quant aux ENA.
Pour éviter tout biais vers les modèles qui sont avantagés par les valeurs de référence à
un seul ou à plusieurs chiffres significatifs, une contrainte est ajoutée à la sélection aléatoire
dans le benchmark ENA : les ensembles d’apprentissage et de test doivent tous deux inclure
à la fois des nombres à un seul et à plusieurs chiffres significatifs.
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Pour déterminer quel modèle offre les meilleures performances à chaque benchmark,
des tests ANOVA avec le modèle comme facteur sont réalisés. En cas d’effet significatif
observé, des tests post-hoc HSD de Tukey (Winer et al., 1991) sont réalisés. Le niveau de
significativité est fixé pour toutes ces analyses à p = 0, 01.
5.2.3.4 Paramétrisation des modèles
Plusieurs combinaisons de paramètres ont été testées pour les modèles paramétrés.
Les résultats présentés dans la section 5.2.4 sont ceux obtenus avec les paramètres qui
conduisent aux meilleurs scores pour les quatre critères de qualité. En effet, il a pu être
observé qu’une modification des paramètres d’un modèle avait toujours pour conséquence
un changement dans la même direction de tous les scores.
RM offre les meilleures performances lorsque le paramètre s = 5%. Pour SBM, le
système décimal S = {1, 10, 100, . . .} est celui qui permet au modèle de mieux correspondre
aux données.
Dans la mesure où REGM évalue la taille des intervalles et ne donne aucune information
sur leur position ou leur symétrie, nous faisons par défaut l’hypothèse que ceux-ci sont
centrés autour de la valeur de référence des ENA.
Lors de la phase d’apprentissage, LLM requiert le choix d’un représentant des intervalles
collectés correspondant à une ENA. Pour tenir compte de la variabilité observée (voir
section 4.4 p. 50), nous proposons d’utiliser la médiane comme opérateur d’agrégation des
intervalles pour constituer sa base de triplets d’apprentissage (voir section 5.2.1 p. 67).
5.2.3.5 Examen préliminaire du modèle régressif REGM
Parmi les trois modèles identifiés dans la littérature, seul REGM est basé sur une
régression linéaire. Nous proposons, dans un premier temps, un examen préliminaire de
ce modèle en testant la fonction de régression proposée par Ferson et al. (2015) (voir
équation 3.6 section 3.2.3 p. 32) sur l’ensemble des données considérées (voir section 4.4
p. 50).
Le tableau 5.1 présente les coefficients de régression obtenus et ceux rapportés par les
auteurs (Ferson et al., 2015). Quatre variables de la régression sur sept apparaissent comme
statistiquement significatives sur les données collectées : l’ordre de magnitude (Om(x),
associée à ω1), la rondeur (R(x), associée à ω2), le produit de l’ordre de magnitude par la
rondeur (Om(x)·R(x), associée à ω4), et le produit de la rondeur par la fiveness (R(x)·f(x),
associée à ω6). D’autre part, le coefficient de détermination est nettement plus faible sur
les données collectées (R2 = 0, 272) que celui rapporté par les auteurs (R2 = 0, 741).
Ces résultats suggèrent que le modèle régressif proposé par Ferson et al. (2015) ne
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Paramètre Variables Rapporté Obtenu sur les
(Ferson et al., 2015) données collectées
ω0 - -0,208 0,375
ω1 Om(x) 0,428 0,220
ω2 R(x) 0,281 -0,00485
ω3 f(x) 0,0940 0,977
ω4 Om(x) ·R(x) 0,0147 0,0807
ω5 Om(x) · f(x) -0,0640 -0,244
ω6 R(x) · f(x) -0,0102 -0,496
ω7 Om(x) ·R(x) · f(x) 0,0404 0,138
TABLEAU 5.1 – Coefficients de la fonction de régression de REGM (voir équation 3.6
section 3.2.3 p. 32), rapportés par Ferson et al. (2015) et obtenus à partir des données
collectées. Les valeurs en gras sont celles qui apparaissent comme significatives.
rend pas bien compte des intervalles que nous avons collectés. Ceci peut être dû à des
différences de méthodologie de collecte des intervalles : alors que Ferson et al. (2015)
incluent les ENA dans différents contextes sémantiques, celles de ce travail ne sont pas
contextualisées. De plus, les participants de l’étude empirique ont pour langue maternelle
le français alors que les participants de l’étude de Ferson et al. (2015) parlent anglais. Une
étude plus approfondie sur les raisons de ces différences constitue l’une des perspectives de
l’examen de REGM pour confirmer ces pistes.
Lors de l’exécution de notre protocole de validation expérimentale, il apparaît que cer-
tains tirages aléatoires dans le benchmark ENA conduisent à des coefficients de régression
aberrants pour REGM. Cette observation peut s’expliquer par la variable fiveness f , une
propriété qui n’apparaît que cinq fois dans les ENA de ce travail : certaines bases d’appren-
tissage ne possèdent pas assez d’ENA présentant cette propriété pour estimer correctement
les coefficients relatifs à f .
Les exécutions lors desquelles des coefficients aberrants sont observés, conduisant à des
bornes estimées au delà de 10 000 unités de la valeur de référence de l’ENA, ne sont pas
incluses dans les analyses et ne sont donc pas prises en compte dans les résultats présentés
dans la section suivante. Sur 1000 exécutions dans le benchmark ENA, des coefficients aber-
rants sont observés 88 fois. Par conséquent, les moyennes et écart-types des performances
de REGM au benchmark ENA sont calculés sur 912 exécutions.
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Scores au benchmark Participant
Prédiction de Distance Prédiction Erreur de
borne relative de médiane médiane
Modèle PA (%) RD MA (%) MErr
RM 8,9 (1,1) 0,78 (0,05) 18,4 (7,2) 0,76 (0,11)
SBM 19,5 (2,4) 0,43 (0,08) 28,0 (6,9) 0,76 (0,08)
REGM 7,9 (1,7) 0,39 (0,09) 20,0 (7,2) 0,67 (0,18)
LLM 22,4 (2,6) 0,38 (0,08) 54,1 (9,6) 0,38 (0,11)
RKM 22,2 (2,6) 0,39 (0,08) 58,3 (8,9) 0,35 (0,12)
TABLEAU 5.2 – Moyennes et, entre parenthèses, écart-types des scores obtenus au bench-
mark Participant par chaque modèle aux quatre critères de qualité. Les scores en gras sont
statistiquement les meilleurs, selon les tests ANOVA et post-hoc réalisés. Plusieurs scores
en gras pour un même critère indiquent une absence de différence significative lors des
analyses post-hoc.
5.2.4 Validation expérimentale : résultats
Les tableaux 5.2 et 5.3 présentent les performances des cinq modèles aux quatre critères
de qualité proposés, alors que les figures 5.2 et 5.3 les illustrent pour les deux benchmarks
respectivement (Participant : tableau 5.2 et figure 5.2, ENA : tableau 5.3 et figure 5.3).
On peut observer que les modèles LLM et RKM que nous proposons offrent les meilleures
performances. Comme les résultats aux deux benchmarks sont similaires, ils ne sont pas
commentés séparément. Les sous-sections suivantes discutent les résultats obtenus pour
chacun des quatre critères de qualité séparément.
5.2.4.1 Taux de bonnes prédictions de bornes, PA
Statistiquement, les scores PA obtenus par LLM et RKM sont les meilleurs et ne
diffèrent pas significativement l’un de l’autre selon les tests post-hoc réalisés. RM et REGM
offrent de faibles performances en prédiction de borne. On peut définir une valeur de
référence, calculée comme la moyenne des fréquences relatives du mode des bornes (voir
section 5.2.3.1 p. 69). Sur les données considérées, elle vaut 28,1% (σ = 6, 9), score dont
s’approchent LLM et RKM. On observe que LLM et RKM sont comparables, alors que les
performances des autres modèles sont significativement plus faibles.
Les scores élevés de LLM et RKM peuvent être dus au fait qu’ils produisent des in-
tervalles qui ne sont pas nécessairement symétriques alors que les trois autres modèles
produisent des intervalles toujours centrés autour de la valeur de référence des ENA.
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Figure 5.2 – Moyennes des scores de chaque modèle au benchmark Participant : prédiction
de borne PA (en haut, à gauche), distance relative RD (en haut, à droite), prédiction de
médiane MA (en bas, à gauche), et erreur de médiane MErr (en bas, à droite). Les deux
modèles que nous proposons, LLM et RKM, offrent les meilleures performances aux quatre
critères de qualité.
Les scores faibles de RM et REGM peuvent s’expliquer par le fait qu’ils ont tendance
à produire des valeurs réelles comme estimations de borne alors que les participants ont
tendance à donner des nombres entiers. De plus, RM est particulièrement adapté aux ENA
dont la valeur de référence ne possède qu’un seul chiffre significatif, conduisant à de faibles
performances sur les ENA dont la valeur de référence en possède plusieurs.
5.2.4.2 Distance relative, RD
Les tests ANOVA réalisés montrent un effet significatif du facteur modèle sur les
scores RD. Les tests post-hoc montrent quant à eux que cet effet est surtout dû à RM
puisque les scores des autres modèles ne différent pas significativement les uns des autres.
Comme pour la prédiction de bornes, le modèle RM offre de faibles performances car il
est peu adapté aux valeurs de référence à plusieurs chiffres significatifs. Ses performances
sont d’autant plus basses que la différence entre la magnitude et la magnitude relative de
la valeur de référence des ENA est élevée. En effet, les distances relatives les plus hautes
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Scores au benchmark ENA
Prédiction Distance Prédiction Erreur de
de borne relative de médiane médiane
Modèle PA (%) RD MA (%) MErr
RM 8,7 (3,0) 0,84 (0,65) 24,4 (13,0) 0,70 (0,17)
SBM 19,3 (2,7) 0,44 (0,23) 24,9 (14,5) 0,79 (0,18)
REGM 8,1 (4,1) 0,45 (0,64) 15,7 (13,2) 0,65 (0,14)
LLM 21,9 (3,2) 0,41 (0,25) 56,6 (15,3) 0,32 (0,14)
RKM 22,0 (3,1) 0,40 (0,22) 63,8 (14,0) 0,27 (0,16)
TABLEAU 5.3 – Moyennes et, entre parenthèses, écart-types des scores obtenus au bench-
mark ENA par chaque modèle aux quatre critères de qualité. Les scores en gras sont
statistiquement les meilleurs, selon les tests ANOVA et post-hoc réalisés. Plusieurs scores
en gras pour un même critère indiquent une absence de différence significative lors des
analyses post-hoc.
sont observées pour “environ 4730 ” (RD = 6, 92) et “environ 8150 ” (RD = 7, 46), les deux
ENA avec la plus grande différence entre l’ordre de grandeur de la magnitude et celui de
la magnitude relative, alors que les scores obtenus avec les autres ENA varient entre 0,06
et 0,73.
Une double explication peut rendre compte de l’absence de différence significative au
score de distance relative entre les quatre autres modèles. Premièrement, REGM et LLM
sont des modèles basés sur des fonctions de régression. Bien qu’ils ne tiennent pas compte
des mêmes dimensions des ENA, ils tendent tous les deux à minimiser la distance entre les
données d’apprentissage et la fonction apprise, conduisant à des estimations proches des
intervalles collectés.
Deuxièmement, pour SBM et REGM, les résultats montrent des différences entre des
ENA spécifiques, selon les dimensions prises en compte par le modèle : SBM offre de faibles
performances pour des ENA dont la magnitude et la magnitude relative sont très différentes
(par ex., x = 8150) car il ne considère pas la magnitude d’une ENA. L’absence de différence
significative entre le score de ce modèle et celui des autres modèles peut donc s’expliquer
par le faible nombre d’ENA présentant cette caractéristique dans notre corpus.
5.2.4.3 Taux de bonnes prédictions de médianes, MA, et erreur de médiane,
MErr
Les analyses statistiques montrent que RKM offre les meilleures performances, à la fois
en prédiction et en erreur de médiane, validant ainsi empiriquement ce modèle ainsi que
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Figure 5.3 – Moyennes des scores de chaque modèle au benchmark Participant : prédiction
de borne PA (en haut, à gauche), distance relative RD (en haut, à droite), prédiction de
médiane MA (en bas, à gauche), et erreur de médiane MErr (en bas, à droite). Les deux
modèles que nous proposons, LLM et RKM, offrent les meilleures performances aux quatre
critères de qualité.
le principe général du compromis entre saillance cognitive et taille de la plage de valeurs
dénotées que nous proposons.
REGM obtient un bon score en prédiction mais un score moyen en erreur. Comme pour
la prédiction de bornes, ceci peut être dû au fait que le modèle produit des valeurs réelles
comme estimations alors que les participants ont tendance à donner des entiers. Toute-
fois, le score d’erreur montre que ces estimations réelles sont plus proches des médianes
observées que les estimations fournies par SBM et RM. A l’inverse, et en cohérence avec
les observations précédentes, SBM est meilleur que REGM en taux de bonnes prédictions
alors que ses erreurs sont plus importantes.
5.2.4.4 Différences entre ENA à un seul et à plusieurs chiffres significatifs
Nous avons réalisé des analyses complémentaires pour examiner dans quelle mesure
les performances des modèles sur l’ensemble des ENA commentées dans dans les pages
précédentes sont également valables lorsqu’une distinction est faite entre ENA dont la
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valeur de référence ne possède qu’un seul chiffre significatif (par ex., “environ 50 ”) et
les ENA dont la valeur de référence en possède plusieurs (par ex., “environ 8150 ”). Les
tableaux C.2, p. 192 et C.3, p. 193 en annexe C présentent les résultats détaillés. Ils
montrent que les scores obtenus pour ces deux types d’ENA sont très similaires pour LLM,
RKM et REGM, au benchmark Participant.
RM offre de bonnes performances pour les ENA dont la valeur de référence ne possède
qu’un seul chiffre significatif et de mauvaises performances pour celles à plusieurs chiffres
significatifs, SBM présente le profil inverse. Ces résultats sont en accord avec les caracté-
ristiques de ces deux modèles : RM ne considère que la magnitude tandis que SBM ne tient
que compte que de la granularité.
Quant au benchmark ENA, on peut observer une différence entre les deux types d’ENA
pour tous les modèles, bien que cette différence soit moins marquée pour RKM. En effet, les
modèles offrent de moins bonnes performances avec des ENA dont la valeur de référence
possède plusieurs chiffres significatifs par rapport à celle n’en possédant qu’un seul. De
plus, les écart-types sont plus élevés pour les ENA à plusieurs chiffres significatifs.
Ces différences entre les deux benchmarks peuvent être dues au tirage aléatoire des
ENA dans le benchmark ENA. En effet, pour ce dernier, les modèles sont évalués sur
seulement 7 ENA : chaque erreur d’estimation contribue à hauteur de 14% du score final,
ce qui peut rapidement conduire à de faibles scores.
De plus, comme observé pour le benchmark Participant, RM et SBM sont plus ou moins
adaptés selon le nombre de chiffres significatifs de la valeur de référence de l’ENA considé-
rée. Leurs scores dépendent dès lors beaucoup du tirage aléatoire des ENA dans l’ensemble
de test. Concernant REGM et LLM, qui requièrent une phase d’apprentissage, l’ensemble
d’entraînement est réduit à 34 triplets au benchmark ENA alors qu’il comporte 48 triplets
dans le benchmark Participants. Les paramètres de régression appris peuvent donc être
moins robustes dans le benchmark ENA.
Il peut être conclu de ces résultats distinguant ENA à un seul et à plusieurs chiffres
significatifs que la capacité de généralisation des modèles est sensiblement meilleure sur
les participants que sur les ENA. Par conséquent, l’ensemble d’apprentissage doit être
attentivement constitué de manière à couvrir une large plage de combinaisons entre les
dimensions des ENA.
5.3 Exploitation 2 : modèle flou d’interprétation fRKM
L’approche des modèles présentés dans la section précédente s’inscrit dans la perspec-
tive épistémique du vague et consiste à estimer les bornes de l’intervalle correspondant à la
plage de valeurs dénotées par une ENA. Une autre approche, orientée vers la perspective
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sémantique du vague, consiste à modéliser l’aspect graduel de l’interprétation des bornes
d’une ENA sous la forme d’intervalles flous (Zadeh, 1983).
L’objectif de cette seconde exploitation du principe général du compromis entre saillance
cognitive et taille de la plage de valeurs dénotées est de caractériser le support, le noyau
et la 0,5-coupe des intervalles flous représentant les ENA, à partir des valeurs situées sur
les fronts de Pareto (voir section 5.1 p. 62).
La première sous-section décrit le modèle flou fRKM (fuzzy RanK Model) que nous pro-
posons. Dans un deuxième temps, nous détaillons le protocole de validation expérimentale
mis en œuvre. Enfin, nous présentons et discutons les résultats de cette validation.
5.3.1 Modèle proposé fRKM
L’objectif du modèle proposé est de caractériser le support, le noyau et la 0,5-coupe
d’un intervalle flou représentant une ENA “environ x”, à partir des valeurs situées sur
les fronts de Pareto (voir section 5.1 p. 62). Dans la mesure où le principe général du
compromis entre saillance cognitive et taille de la plage de valeurs dénotées rend compte
de l’asymétrie observée des intervalles correspondant aux ENA, le support, le noyau et
la 0,5 coupe ne sont pas nécessairement symétriques par rapport à la valeur de référence
d’une ENA.
Toute valeur en dehors de l’intervalle du support, noté IS(x), est considérée comme
absolument non dénotée par l’ENA. Nous proposons de définir les valeurs des fronts de
Pareto les plus éloignées de x comme bornes de cet intervalle, formellement :
IS(x) = [y
−
n− , y
+
n+
] (5.17)
Toute valeur à l’intérieur de l’intervalle du noyau, noté IK(x), est considérée comme
pleinement dénotée par l’ENA. Nous proposons de définir les valeurs des fronts de Pareto
les plus proches de x comme bornes de cet intervalle, formellement :
IK(x) = [y
−
1 , y
+
1 ] (5.18)
Dans la perspective random set d’élicitation de sous-ensembles flous proposée par Bil-
giç et Türkşen (2000), la 0,5-coupe correspond à l’intervalle médian (voir section 3.1.2
p. 24). Comme bornes de l’intervalle correspondant à la 0,5-coupe, noté IM (x), nous pro-
posons donc d’utiliser les estimations produites par le modèle des rangs RKM dont nous
avons montré qu’elles correspondent bien aux médianes observées (voir section 5.2.2 p. 68),
formellement :
IK(x) = [y
−
rP (x)
, y+rP (x)] (5.19)
Pour construire le sous-ensemble flou à partir du support, de la 0,5-coupe et du noyau
estimés, nous proposons d’interpoler linéairement ceux-ci, comme illustré dans la figure 5.4.
82 Chapitre 5. Interprétation des ENA : modélisation computationnelle
400 420 440 460 480 500
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Support
0,5−coupe
Noyau
Figure 5.4 – Support, noyau et 0,5-coupe du sous-ensemble flou représentant l’ENA “en-
viron 440 ”, à partir des valeurs situées sur les fronts de Pareto, reliés par interpolation
linéaire.
Par exemple, pour “environ 440 ”, illustré par la figure 5.4, on obtient :
IS(440) = [400, 500]
IK(440) = [439, 441]
IM (440) = [430, 450]
5.3.2 Validation expérimentale : protocole
Cette section présente l’étude expérimentale réalisée pour évaluer la qualité des trois
paramètres des intervalles flous correspondant aux ENA : le support, le noyau et la 0,5-
coupe. Dans la mesure où l’estimation de la 0,5-coupe correspond à celle de la médiane
de la distribution des bornes données par les participants, nous ne reproduisons pas ici la
validation expérimentale de ce paramètre (voir section 5.2.4 p. 76).
Evaluer la qualité des estimations du support et du noyau de la même manière que pour
la 0,5-coupe pose le problème des valeurs extrêmes. En effet, dans la perspective random
set, le support correspond à l’intervalle le plus large donné par les participants et le noyau
correspond à l’intervalle le plus réduit. Par conséquent, la présence d’une seule réponse
extrême aboutit à un support ou à un noyau aberrant. Le taux de bonnes prédictions ou
la distance à la valeur observée sont donc deux critères manquant de robustesse vis-à-vis
de ces réponses extrêmes.
Pour surmonter ce problème, nous proposons de construire une fonction d’appartenance
de référence, fEx˜ (y), élicitée à partir des données collectées. Cette dernière est construite
dans la perspective random set, définissant fEx˜ (y) comme la fréquence relative cumulée
des participants incluant y dans l’intervalle correspondant à “environ x”. La fonction d’ap-
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Figure 5.5 – Fonctions d’appartenance générées (en rouge) et élicitées (en noir) de quatre
des 24 ENA considérées dans cette étude : “environ 150 ” (en haut, à gauche), “envi-
ron 1100 ” (en haut, à droite), “environ 8150 ” (en bas, à gauche) et “environ 400 ” (en bas,
à droite).
partenance générée par le modèle, notée fGx˜ (y), est ensuite comparée à cette fonction de
référence.
Nous proposons de comparer fGx˜ (y) à f
E
x˜ (y) en utilisant l’aire de leur différence, relati-
vement à l’aire sous la fonction d’appartenance de référence fEx˜ (y). Ce critère, à minimiser
et noté MFQ (Membership Function Quality), peut être formalisé de la manière suivante :
MFQ(x) =
∫
y|fGx˜ (y)− fEx˜ (y)|∫
yf
E
x˜ (y)
(5.20)
5.3.3 Validation expérimentale : résultats
La figure 5.5 illustre quatre exemples de fonctions d’appartenance générées et élicitées
(voir figure C.1 p. 194 en annexe C pour les résultats détaillés de l’ensemble des 24 ENA).
On peut remarquer que la fonction générée s’accorde bien avec la fonction élicitée pour
l’ensemble des 24 ENA. De plus, l’asymétrie de fEx˜ (y) semble bien capturée par le modèle.
Les scores obtenus pour chacune des 24 ENA considérées sont présentés dans le ta-
bleau C.4 p. 193 de l’annexe C. En moyenne, le score de qualité est de 0,502, allant de
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0,211 pour “environ 150 ” à 0,950 pour “environ 1100 ”.
A partir de l’analyse visuelle de la correspondance entre les fonctions d’appartenance,
nous proposons de fixer un seuil de MFQ = 0, 6 pour considérer une estimation comme
bonne. Selon ce critère, 17 des 24 fonctions d’appartenance générées, soit 70,1%, peuvent
être considérées comme correctes, résultat qui tend à valider le modèle d’interprétation
flou proposé.
Comme attendu, la présence de valeurs extrêmes (par ex., 7500 et 10000 pour “envi-
ron 8150 ” ; 100 et 600 pour “environ 400 ”) tendent à faire baisser le score de certaines
ENA. Dans le cas particulier de “environ 1100 ” (figure 5.5, en haut, à droite), le faible
ajustement observé et la faible performance (MFQ = 0, 951) peuvent s’expliquer par le
fait que la dernière valeur du front de Pareto de la borne supérieure est 2000, une valeur
de borne qui n’a pas été donnée par les participants.
En détaillant les différences entre ENA dont la valeur de référence ne possède qu’un seul
chiffre significatif et celles qui en possèdent plusieurs, il apparaît que le score moyen obtenu
par les premières (MFQ = 0, 488) est similaire à celui obtenu par les secondes (MFQ =
0, 524). Toutefois, les écart-types montrent une variabilité nettement plus importante pour
les ENA dont la valeur de référence possède plusieurs chiffres significatifs (σ = 0, 272)
que pour celles n’en possédant qu’un seul (σ = 0, 087), indiquant que certaines ENA sont
mieux capturées que d’autres. En particulier, les scores de “environ 1100 ” (MFQ = 0, 951,
voir figure 5.5) et de “environ 4730 ” (MFQ = 0, 776, voir figure C.1 p. 194 de l’annexe C)
sont plus éloignés de la moyenne que les scores d’autres ENA.
5.4 Bilan
Dans ce chapitre, nous avons présenté notre contribution à la modélisation compu-
tationnelle de l’interprétation des ENA. Dans un premier temps, nous avons décrit un
principe général basé sur l’optimisation d’un compromis entre la saillance cognitive d’une
valeur de borne et sa distance à la valeur de référence. Ce principe permet de capturer
une grande majorité des données collectées lors de l’étude empirique de l’interprétation
des ENA décrite au chapitre précédent.
Nous avons ensuite décrit trois modèles d’interprétation des ENA basé sur ce principe
général. Les deux premiers, log-linéaire LLM et des rangs RKM, s’inscrivent dans la pers-
pective épistémique du vague et permettent d’estimer l’intervalle de valeurs dénotées par
une ENA. Les résultats de la comparaison entre les deux modèles que nous proposons et
ceux de la littérature ont validé la pertinence du point de vue cognitif de nos propositions :
ils rendent mieux compte des intervalles correspondant à des ENA collectées auprès de
non-experts.
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Le troisième modèle que nous proposons, fRKM s’inscrit dans la perspective séman-
tique du vague et est basé sur la représentation par sous-ensembles flous des ENA. Il permet
de générer des intervalles flous. La validation expérimentale que nous avons réalisée montre
que fRKM rend bien compte des intervalles collectés lors de l’étude empirique décrite au
chapitre précédent.
Nous présentons, dans le prochain chapitre, la mise en œuvre concrète du modèle flou
d’interprétation des ENA que nous avons réalisée dans le cadre d’une application de re-
quêtes flexibles dans des bases de données. Nous y décrivons également une extension
applicable aux trois modèles que nous avons proposés dans ce chapitre.
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Chapitre 6
Interprétation des ENA : application
et extension des modèles
Ce chapitre regroupe deux exploitations à caractère exploratoire, qui se situent à des
niveaux différents, des modèles proposés et décrits dans le chapitre précédent pour inter-
préter des expressions numériques approximatives.
La première exploitation, présentée dans la section 6.1, est de type applicatif : elle vise à
mettre en œuvre le modèle flou d’interprétation des ENA, fRKM, dans le cadre de moteurs
de requêtes flexibles. Dans le contexte d’interrogation de bases de données, ces dernières
augmentent l’expressivité des moteurs classiques en autorisant des requêtes imprécises :
par exemple, pour une base de données décrivant des voitures d’occasion, ils permettent à
l’utilisateur de rechercher les voitures ayant un kilométrage faible. L’exploitation du modèle
fRKM dans ce cadre permet de combiner cette expressivité accrue avec une formulation
d’expressions intuitives pour l’utilisateur, pour modéliser de façon pertinente une requête
visant, par exemple, à identifier les voitures dont le kilométrage est d’environ 140 000km.
La seconde exploitation, à un niveau plus théorique, vise à étendre les modèles proposés
au-delà du cadre initial des entiers naturels, en considérant deux généralisations décrites
dans la section 6.2. Il s’agit d’une part de proposer une méthode d’interprétation pour
des ENA impliquant des nombres décimaux, comme “environ 3,14 ”. D’autre part, la gé-
néralisation au-delà des entiers naturels vise aussi à ne pas imposer que les bornes des
intervalles produits soient des entiers. En effet, dans le cas par exemple de “environ 16 ”,
celle-ci permet d’envisager [15, 17] ou [14, 18], mais elle exclut la possibilité d’interpréter
l’expression avec [15, 5, 16, 5], qui peut néanmoins paraître pertinent.
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6.1 Application aux moteurs de requêtes flexibles
Cette section décrit une exploitation pratique du modèle flou d’interprétation des ENA
fRKM présenté dans le chapitre précédent, dans le contexte applicatif des moteurs de
requêtes flexibles : après avoir présenté le domaine et les problématiques associées, elle
décrit et illustre la mise en œuvre proposée ainsi que son implémentation dans le système
ReqFlex (Smits et al., 2013).
Nous remercions Gregory Smits et Olivier Pivert pour leur collaboration qui a permis
l’implémentation de cette application.
6.1.1 Contexte
Dans les systèmes classiques de bases de données, les requêtes sont exprimées en logique
binaire. Le résultat renvoyé est l’ensemble des données de la base qui rendent la requête
vraie. A titre d’exemple, considérons le cas d’une base de données gérée par les ressources
humaines d’une entreprise, décrivant ses salariés. Une requête typique serait de lister les
employés dont le salaire est compris entre 1900 et 2100 euros. Ce type de bases de données
nécessite que les connaissances quant à ce qui doit être trouvé soient précises et bien
connues.
Les requêtes flexibles reposent sur l’utilisation de la logique floue plutôt que de la logique
classique pour autoriser des degrés de vérité et donc identifier les résultats qui rendent la
requête vraie à différents degrés (Bosc & Pivert, 1992). Elles permettent de considérer
des réponses qui ne respectent pas, de peu, les contraintes exprimées par des requêtes
classiques, par exemple un employé dont le salaire est 1897 euros. Plus généralement, les
requêtes flexibles autorisent une gradualité dans le degré de vérité : plus on s’éloigne des
contraintes strictes, plus celui-ci diminue. Ce degré de vérité peut être interprété en terme
de préférences pondérées du côté utilisateur. Ainsi, dans l’exemple ci-dessus, le degré de
vérité des employés gagnant entre 1900 et 2100 euros peut être égal à 1, reflétant le fait
qu’ils correspondent parfaitement aux préférences de l’utilisateur ; le degré de vérité d’un
employé dont le salaire est 1850 peut être 0,7, reflétant le fait qu’il correspond un peu
moins à ses préférences.
Trois problématiques sont associées aux requêtes flexibles, à plusieurs niveaux. Au ni-
veau théorique, elles impliquent la formulation d’un langage de requête spécifique. SQLf (Bosc
& Pivert, 1995) est un langage étendant le langage classique d’interrogation de bases de
données SQL qui répond à cet objectif. Il permet d’utiliser, au delà des prédicats clas-
siques, des prédicats flous exprimés en langage naturel, tels que jeune et grand, plutôt que
des prédicats booléens, tels que inférieur à 30 ans et supérieur à 1,75m. Chaque prédicat
flou est représenté par une fonction d’appartenance. Une requête flexible peut comporter
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plusieurs prédicats, combinés selon les principes de la logique floue, par exemple jeune et
grand.
Au niveau algorithmique et pratique, ensuite, se pose la question d’une implémentation
efficace d’un moteur d’inférence (Bosc & Pivert, 2000). La dérivation (Bosc & Pivert, 1993)
est l’une des méthodes classiquement mises en œuvre pour y répondre. Elle comporte trois
étapes. La première consiste à traduire la requête flexible en requête classique. Celle-ci est
ensuite envoyée à un moteur de requête classique. Enfin, dans la troisième étape, le degré de
vérité des résultats renvoyés par le moteur sont calculés. Par exemple, PostgreSQLf (Smits
et al., 2012) a été développé dans cette optique en tant qu’extension du moteur de requêtes
PostgreSQL.
La troisième problématique concerne l’ergonomie. Les requêtes flexibles autorisent une
expressivité accrue pour l’utilisateur, mais celle-ci doit être formulable simplement et in-
tuitivement. Trois approches existent pour permettre à l’utilisateur de définir les prédicats
flous. La première approche consiste à lui soumettre un ensemble de prédicats prédéfinis,
parmi lesquels il peut choisir. Cette approche est illustrée dans la partie droite de la fi-
gure 6.1, qui illustre l’interface ReqFlex (Smits et al., 2013) : l’utilisateur peut sélectionner
un prédicat parmi ceux qui sont prédéfinis par le concepteur ou qui ont été enregistrés par
lui-même ou d’autres utilisateurs. Les prédicats peuvent également être construits dans
une approche guidée par les données pour veiller à la cohérence entre les souhaits de l’uti-
lisateur et le contenu de la base : les sous-ensembles flous sont construis dynamiquement
à partir des distributions des données dans la base, l’utilisateur attribuant dans un second
temps des étiquettes linguistiques décrivant les prédicats (Smits et al., 2014).
La seconde approche pour définir un prédicat flou consiste à donner une liberté absolue à
l’utilisateur : il peut choisir aussi bien la forme générale du sous-ensemble flou, triangulaire,
trapézoïdale ou gaussienne par exemple, que ses paramètres, support, noyau, etc. Cette
approche présente toutefois l’inconvénient d’être peu intuitive pour un non-expert. En effet,
elle implique un minimum de connaissance en logique floue que le tout-venant ne possède
généralement pas.
La troisième approche de définition d’un prédicat flou est une hybridation entre les deux
premières : le sous-ensemble flou représentant le prédicat est soumis à certaines contraintes,
restreignant ainsi les possibilités de l’utilisateur. Celui-ci peut dès lors se focaliser sur
les paramètres importants de la définition. Par exemple, comme illustré dans la partie
gauche de la figure 6.1, dans ReqFlex, les sous-ensembles flous représentant les prédicats
numériques sont tous de forme trapézoïdale. L’utilisateur n’a qu’à définir les valeurs qui
lui semblent acceptables et celles qui lui semblent idéales, correspondant respectivement
au support et au noyau du sous-ensemble flou trapézoïdal, qui interpole linéairement entre
les bornes de ces derniers.
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Figure 6.1 – Interface originale de ReqFlex (Smits et al., 2013). La partie gauche permet
de définir le sous-ensemble flou correspondant à un prédicat (environ 140 000km) d’un
attribut numérique, ici le kilométrage (mileage) de véhicules d’occasion. Le noyau (Ideal
values) est compris dans l’intervalle [135000, 145000] et le support (Acceptable values)
dans l’intervalle [125000, 155000]. La partie droite de l’interface fournit à l’utilisateur un
ensemble de prédicats prédéfinis ou précédemment sauvegardés.
6.1.2 Mise en œuvre du modèle flou fRKM proposé
La mise en œuvre du modèle flou d’interprétation des ENA, fRKM, que nous avons
décrit au chapitre précédent s’inscrit dans la problématique de la définition des prédicats
flous. Nous proposons définir un nouveau type de prédicat prenant la forme “environ x” :
partant d’une valeur de référence x, entrée par l’utilisateur, le modèle renvoie le support, le
noyau et la 0,5-coupe du sous-ensemble flou représentant le prédicat. Le support correspond
aux valeurs acceptables, le noyau aux valeurs idéales et la 0,5-coupe peut être interprétée
comme les valeurs intermédiaires entre acceptables et idéales. La validation expérimentale
du modèle fRKM détaillée dans le chapitre précédent (voir section 5.3.3 p. 83) permet de
s’assurer que les bornes générées par le modèle sont pertinentes d’un point de vue cognitif
pour l’utilisateur.
La définition d’un nouveau type de prédicat “environ x” est utile pour éviter la défi-
nition des sous-ensembles flous correspondant aux prédicats, qui peut rapidement devenir
fastidieuse pour l’utilisateur. En effet, dans l’exemple de la base de données de salariés, il
peut à un moment donné rechercher les employés dont le salaire est “environ 2000 euros”
puis ceux dont le salaire est “environ 3000 euros”, puis ceux dont le salaire est “environ 1500
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euros”, etc. Pour chaque requête, il doit définir le sous-ensemble flou correspondant, ce qui
résulte en une perte de temps non négligeable.
6.1.3 Implémentation de fRKM dans ReqFlex
Nous remercions chaleureusement Gregory Smits et Olivier Pivert pour nous avoir
fourni le code source de ReqFlex et avec qui nous avons eu l’occasion de collaborer en
vue de cette implémentation. Nous avons encadré deux étudiants, Anita Caron et Hassane
Belkacem, pour un projet logiciel de Master 1 Données, Apprentissage et Connaissances
(DAC), qui ont fourni les bases de cette implémentation.
ReqFlex (Smits et al., 2013) est une interface graphique permettant de définir et
d’exécuter des requêtes flexibles de manière intuitive et naturelle pour l’utilisateur. Cette
interface, qui permet de générer automatiquement des requêtes SQLf (Bosc & Pivert, 1995),
est conçue comme une surcouche du moteur de requêtes étendu PostgreSQLf (Smits et al.,
2012).
Notre contribution au développement de ReqFlex a été réalisée selon deux axes. Le
premier a consisté à implémenter un nouveau type d’éditeur de prédicat de type “environ x”,
où un seul champ est à remplir par l’utilisateur, correspondant à la valeur de référence de
l’ENA. Le second axe repose sur l’implémentation du modèle fRKM décrit dans le chapitre
précédent, qui renvoie le sous-ensemble flou représentant le prédicat. Celui-ci est exploité de
deux manières : d’une part, sa visualisation dans l’interface et, d’autre part, son utilisation
pour l’interrogation de la base de données.
La figure 6.2 illustre l’interface de l’implémentation que nous avons réalisée, dans le
cas d’une base de données de voitures d’occasions. La requête considérée est la recherche
de véhicules dont le kilométrage est d’“environ 140 000km”. On peut observer que le sous-
ensemble flou représentant le prédicat “environ 140 000km” n’est plus trapézoïdal comme
dans la figure 6.1. En effet, dans le cas d’attributs numériques, l’utilisateur donne le support
(valeurs acceptables) et le noyau (valeurs idéales) pour construire un sous-ensemble flou de
forme trapézoïdale. Le modèle fRKM spécifie davantage le sous-ensemble flou, en consi-
dérant la 0,5-coupe comme un troisième paramètre de celui-ci. On voit que l’utilisateur se
contente d’entrer la valeur de référence de l’ENA et n’a plus à définir lui-même le support
et le noyau du sous-ensemble flou. On peut également observer que celui-ci, contrairement
à ce qui aurait pu être intuitivement réalisé par l’utilisateur, n’est pas symétrique.
6.2 Interprétation des ENA à nombres décimaux
Cette section présente et illustre une extension des modèles proposés dans le chapitre
précédent pour l’interprétation d’ENA impliquant des nombres décimaux, i.e., avec un
92 Chapitre 6. Interprétation des ENA : application et extension des modèles
Figure 6.2 – Fenêtre d’édition des prédicats du type “environ x”, que nous avons déve-
loppée, illustrée dans le cas de “environ 140 000km”.
nombre fini de chiffres non nuls (par ex. “environ 3,14 ”), au-delà des entiers considérés
précédemment.
Elle montre ensuite comment employer cette extension pour s’affranchir de la contrainte
d’intervalles à bornes entières pour des ENA dont la valeur de référence est entière et de
granularité 1 (par ex., “environ 16 ”).
6.2.1 Principe
Nous considérons ici des nombres dits décimaux, c’est-à-dire avec un nombre fini de
chiffres non nuls après la virgule. Formellement, il s’écrivent x =
∑s
i=r ai ·10i, où ai ∈ J0, 9K,
s est la puissance de 10 du premier chiffre significatif, formellement s = max{i|ai 6= 0} et r
est la puissance de 10 du dernier chiffre significatif, formellement r = min{i|ai 6= 0}. Dans
le cas des nombres décimaux, r et s peuvent être négatifs, là où les entiers considérés dans
les chapitres précédents correspondent au cas où r et s ≥ 0.
On peut remarquer que cette méthode peut être appliquée aux nombres réels, si leur
valeur de référence est tronquée : pour une valeur x ∈ R, r peut être égal à moins l’infini,
la troncature permet de le rendre fini.
Cette section considère la tâche d’interprétation d’ENA contenant de tels nombres, par
exemple “environ 3,5 ”.
La méthode que nous proposons pour tenir compte des nombres décimaux ne nécessite
pas de généralisation de la notion de complexité et compte trois étapes. La première consiste
à transformer la valeur de référence, en la multipliant par une puissance de dix, pour
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obtenir un entier. Cet entier est dans un deuxième temps traité par les modèles présentés
au chapitre précédent. Enfin, la dernière étape consiste à appliquer la transformée inverse
aux estimations renvoyées par les modèles : les valeurs des bornes des intervalles (dans le
cas de LLM et RKM) et des α-coupes (dans le cas de fRKM) sont divisées par la puissance
de dix utilisée dans la première étape.
Formellement, la valeur de référence décimale, notée xD, est multipliée par une puis-
sance de 10 pour obtenir valeur de référence entière, notée xN si r ≤ 0 :
xN =
{
xD · 10−r+ω si r ≤ 0
xD sinon
(6.1)
où ω ∈ N∗ ≥ 1 est un paramètre défini par l’utilisateur. Ce paramètre permet de contrôler
la richesse d’interprétation. En effet, plus ω est important, plus la puissance de 10 corres-
pondant au dernier chiffre significatif de xN est élevée et plus il y a de candidats pour être
les bornes de l’intervalle dénoté par “environ xD”. Par exemple, pour “environ 0,5 ”, avec
ω = 1, xN = 50. Si ω = 2, xN = 500.
La seconde étape consiste à interpréter xN selon l’un des modèles proposés dans le
chapitre précédent. L’ensemble de valeurs renvoyées par l’interprétation est noté VN (xN ) =
{vN1, . . . , vNn}. VN peut d’abord être égal au fronts de Pareto formalisant le compromis
entre saillance cognitive et distance à la valeur de référence : VN (xN ) = P (xN ). Dans le cas
d’une interprétation par intervalles, par LLM ou RKM (voir section 5.2 p. 66), n = 2 et les
valeurs correspondent aux bornes de l’intervalle estimé. Dans le cas d’une interprétation
floue par fRKM (voir section 5.3 p. 80), n = 6 et les valeurs correspondent aux bornes du
support, de la 0, 5-coupe et du noyau de l’intervalle flou représentant l’ENA.
La troisième étape, enfin, consiste à appliquer la transformée inverse de la première
étape aux valeurs entières contenues dans VN pour obtenir les résultats attendus en valeurs
décimales VD, formellement :
vDi =
{
vNi · 10r−ω si r ≤ 0
vNi sinon
(6.2)
6.2.2 Résultats illustratifs
Pour illustrer la méthode d’interprétation des ENA impliquant des nombres décimaux,
nous proposons de considérer trois exemples : “environ 0,068 ”, “environ 0,4 ” et “envi-
ron 3,14 ”. Pour chacun des exemples, ω est fixé à 1.
La figure 6.3 illustre les valeurs candidates identifiées dans les fronts de Pareto, ainsi
que les fonctions d’appartenance générées par le modèle fRKM pour ces ENA. Le ta-
bleau 6.1 présente les intervalles estimés par le modèle des rangs RKM après application
de la méthode décrite dans la section précédente.
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Figure 6.3 – Interprétation d’ENA impliquant des nombres décimaux : “environ 0,068 ”
(haut), “environ 0,4 ” (centre) et “environ 3,14 ” (bas). A gauche : fronts de Pareto. A
droite : fonctions d’appartenance générées par le modèle d’interprétation floue des ENA
fRKM.
On peut observer que les résultats obtenus correspondent à ce qui peut être intuitive-
ment attendu pour chacun des trois exemples. Toutefois, une étude empirique ainsi qu’une
comparaison expérimentale avec les modèles existants seraient à conduire pour examiner
systématiquement la plausibilité cognitive des résultats renvoyés par cette méthode.
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ENA Intervalle estimé
environ 0,068 [0, 067, 0, 069]
environ 0,4 [0, 35, 0, 45]
environ 3,14 [3, 1, 3, 5]
TABLEAU 6.1 – Intervalles estimés par le modèle des rangs RKM (voir section 5.2.2 p. 68),
correspondant à trois ENA impliquant des nombres décimaux.
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Figure 6.4 – Interprétation d’ENA impliquant un entier dont la granularité est 1 : “en-
viron 5 ”. A gauche : fronts de Pareto. A droite : fonction d’appartenance générée par le
modèle d’interprétation floue des ENA fRKM.
6.2.3 Interprétation décimale d’ENA entières
La méthode que nous avons proposée pour interpréter des ENA impliquant des nombres
décimaux permet d’obtenir des valeurs de bornes et d’α-coupes qui ne sont pas entières.
Elle peut également être mise en œuvre pour affiner l’interprétation d’ENA dont la valeur
de référence est entière et de granularité 1 (par ex., “environ 5 ”). En effet, les modèles
décrits dans le chapitre précédent ne considèrent que les entiers naturels comme bornes
d’intervalles et d’α-coupes. Dans ce cadre, l’interprétation d’ENA dont la granularité est 1
peut donner lieu à des résultats inattendus. Par exemple, dans le cas de “environ 5 ”, seules
deux valeurs sont incluses dans les fronts de Pareto : 4 et 6. Par conséquent, les modèles ne
peuvent renvoyer qu’un seul intervalle, [4, 6]. Il semblerait donc raisonnable de considérer
également les nombres décimaux comme valeurs possibles de bornes, par exemple [4, 5, 5, 5]
pour “environ 5 ”.
Notons toutefois que le passage au système décimal peut ne pas être pertinent dans
certains contextes, en particulier quand les valeurs de référence représentent un dénom-
brement. En effet, il nous parait absurde de considérer comme pertinent, par exemple,
l’intervalle [14, 5, 15, 5] pour l’expression “environ 15 moutons”.
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La figure 6.4 illustre l’application de la méthode d’interprétation décimale au cas de
l’ENA “environ 5 ”. Comme attendu, on peut observer que, au-delà de 4 et 6, des valeurs
décimales sont incluses dans les fronts de Pareto (par ex., 4,8 et 5,5) et peuvent servir de
bornes pour le support, la 0, 5-coupe et le noyau de la fonction d’appartenance générée
par fRKM. L’intervalle estimé par le modèle RKM est également défini par des bornes
décimales : [4, 5, 5, 5].
6.3 Bilan
Dans ce chapitre, nous avons présenté la mise en œuvre concrète du modèle flou d’inter-
prétation des ENA que nous avons élaboré au chapitre précédent ainsi que deux extensions
des modèles d’interprétation des ENA, également présentés au chapitre précédent.
Nous avons implémenté le modèle flou d’interprétation des ENA dans le cadre d’un
système de requêtes flexibles, ReqFlex (Smits et al., 2013). Nous avons ainsi montré
l’intérêt concret du modèle que nous proposons en ce qu’il permet de se passer de l’étape
de définition des prédicats flous, qui peut être fastidieuse pour l’utilisateur.
Nous avons ensuite proposé une extension des modèles précédemment décrits de ma-
nière à pouvoir interpréter des ENA dont la valeur de référence est un nombre décimal.
Bien que les estimations produites grâce à cette extension paraissent intuitivement cohé-
rentes, une étude empirique ainsi qu’une validation expérimentale vis-à-vis des modèles
existants sont nécessaires pour en valider la plausibilité du point de vue cognitif.
Chapitre 7
Interprétation des ENA :
contextualisation et interprétation
implicite
Le cadre considéré dans les chapitres précédents porte sur les Expressions Numériques
Approximatives non contextualisées, à la fois pour l’identification des dimensions perti-
nentes et la construction de modèles computationnels. Ce chapitre présente une seconde
étude empirique que nous avons conduite pour compléter la première, selon deux axes. Le
premier porte sur l’effet de la présence d’un contexte sémantique sur l’interprétation des
ENA ; le second vise à examiner si l’interprétation implicite d’une ENA, pour laquelle nous
proposons une tâche originale aux participants de l’étude, diffère de son interprétation
explicite.
Nous détaillons dans la section 7.1 la problématique et les hypothèses motivant cette
étude. Les méthodes mises en œuvre pour collecter, nettoyer, pré-traiter et analyser les
données en vue de tester les hypothèses sont décrites dans la section 7.2. Les résultats des
analyses sont présentés dans la section 7.3 et discutés dans la section 7.4.
7.1 Problématique et hypothèses
Dans cette section, nous présentons en premier lieu la problématique motivant la
conduite de la seconde étude de l’interprétation des ENA. Les hypothèses que nous consi-
dérons pour traiter cette problématique sont décrites dans la seconde sous-section.
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7.1.1 Problématique
L’étude empirique que nous présentons dans ce chapitre est motivée par deux objectifs
originaux par rapport aux travaux présentés dans les chapitres précédents, et en particulier
l’étude décrite au chapitre 4 : (i) examiner l’effet de la présence d’un contexte sémantique
sur l’interprétation des ENA ; (ii) comparer l’interprétation explicite, telle que mise en
œuvre dans la première étude, avec une interprétation implicite des ENA.
Le premier objectif porte sur la contextualisation des ENA. En effet, dans la première
étude empirique, les ENA considérées, de la forme “environ x” ne sont pas contextualisées.
Or, il se peut que la présence d’un contexte sémantique influence la manière dont l’être
humain interprète une ENA (Lasersohn, 1999; Sadock, 1977; Williamson, 1994). Au delà
de l’implication des dimensions arithmétiques, qui a été examinée dans le chapitre 4, nous
nous intéressons dans ce chapitre à l’influence du contexte sémantique sur l’interprétation
d’une ENA : à titre illustratif, il s’agit d’examiner si des différences peuvent exister, par
exemple, entre “environ 30km” et “environ 30 euros”.
Le second objectif porte sur la nature de l’interprétation elle-même. Dans la première
étude, il a été demandé aux participants d’interpréter explicitement les ENA. Cette si-
tuation est particulière dans le sens où, dans une conversation normale, les locuteurs ne
se forment que rarement une représentation consciente de la plage de valeurs que dénote
une ENA (Cleeremans, 1997; Dienes & Perner, 1999). Il se peut donc que l’interprétation
implicite d’une ENA diffère de son interprétation explicite.
Dans ce chapitre, nous considérons qu’une ENA est représentée explicitement lorsque
les bornes de la plage de valeurs qu’elle dénote font l’objet d’une représentation explicite,
qui peut être l’aboutissement d’un raisonnement. Autrement dit, nous considérons qu’une
ENA est explicitement interprétée lorsque la décision quant à l’appartenance d’une valeur à
l’imprécision d’une ENA est prise en fonction d’une borne clairement réfléchie et représen-
tée. Par opposition, nous considérons qu’une ENA est représentée implicitement lorsque
les bornes de la plage de valeurs qu’elle dénote ne font pas l’objet d’une représentation
explicite, c’est-à-dire que la décision quant à l’appartenance d’une valeur à l’imprécision
d’une ENA n’est prise qu’en fonction d’une intuition par rapport à la valeur de référence
de l’ENA.
De plus, les données collectées lors de l’étude présentée dans ce chapitre nous permettent
(i) d’examiner si les résultats obtenus dans la première étude sont reproductibles et (ii)
de valider le principe général du compromis entre saillance cognitive et plage de valeurs
dénotées ainsi que le modèle des rangs RKM 4 d’interprétation que nous avons proposés
4. Dans cette étude, nous ne considérons pas le modèle d’interprétation log-linéaire LLM et le modèle
flou d’interprétation des ENA car la quantité de données collectées est trop faible pour que la régression
linéaire de LLM et les fonctions d’appartenance élicitées à partir des données, auxquelles sont comparées
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au chapitre 5 en nous basant sur un jeu de données indépendant.
7.1.2 Hypothèses
Pour traiter la problématique motivant la seconde étude de l’interprétation des ENA,
cinq hypothèses sont formulées et détaillées, avec leurs hypothèses dérivées, ci-dessous.
Formellement, nous notons l’intervalle correspondant à l’ENA “environ x” I(x) = [x −
∆−(x), x+ ∆+(x)].
H1 - L’interprétation des ENA serait dépendante du contexte dans lequel elle a lieu (La-
sersohn, 1999; Sadock, 1977; Williamson, 1994). Nous nous attendons donc à ce que les
intervalles correspondant à une ENA non contextualisée diffèrent des intervalles correspon-
dant à une ENA contextualisée pour une même valeur de référence.
H2 - Demander aux participants de fournir explicitement les bornes de la plage de valeurs
dénotées par une ENA s’inscrit dans la perspective épistémique du vague et fixe le principe
de tolérance. En effet, dans ce cas, il est difficile d’examiner dans quelle mesure des valeurs
proches des bornes fournies seraient également acceptées.
Au contraire, collecter implicitement les bornes de la plage de valeurs dénotées par une
ENA, en proposant plusieurs valeurs possiblement dénotées au participant, permet de ne
pas figer le processus à l’origine du principe de tolérance. Davantage de valeurs peuvent
alors être considérées comme bornes de l’intervalle et rien ne permet d’affirmer qu’elles
seront celles qu’aurait explicitement données le participant. Par conséquent, nous nous
attendons à ce que les intervalles collectés explicitement diffèrent des intervalles collectés
implicitement pour une même ENA.
H3 - La première étude de l’interprétation des ENA suggère que la magnitude, la gra-
nularité et le dernier chiffre significatif sont impliqués dans l’interprétation explicite des
ENA. On devrait donc observer l’implication individuelle de chacune de ces trois dimen-
sions aussi bien lors d’une interprétation explicite que lors d’une interprétation implicite.
Nous proposons par conséquent de considérer trois hypothèses similaires aux hypothèses
H1.1 à H1.3 de la première étude (voir section 4.2 p. 41) reproduites ici :
H3.1 - Magnitude : Nous prédisons qu’à granularité et dernier chiffre significatif
constants, deux ENA dont la magnitude diffère sont interprétées de manière différente,
aussi bien explicitement qu’implicitement, formellement :
si x > y et Gran(x) = Gran(y) et LSD(x) = LSD(y), alors ∆(x) 6= ∆(y).
celles générées par le modèle flou d’interprétation, soient robustes.
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H3.2 - Granularité : D’une manière similaire, nous prédisons qu’à dernier chiffre
significatif constant, deux ENA dont la granularité diffère sont interprétées de façon diffé-
rente, aussi bien explicitement qu’implicitement, formellement :
si Gran(x) > Gran(y) et LSD(x) = LSD(y), alors ∆(x) 6= ∆(y).
H3.3 - Dernier chiffre significatif : Enfin, nous prédisons qu’à granularité constante,
deux ENA dont le dernier chiffre significatif diffère sont interprétées de manière différente,
aussi bien explicitement qu’implicitement, formellement :
si LSD(x) > LSD(y) et Gran(x) = Gran(y), alors ∆(x) > ∆(y).
H4 - La première étude de l’interprétation des ENA a mis en évidence le fait que l’hypo-
thèse de symétrie des intervalles n’est pas observée pour toutes les ENA. Nous prédisons
donc que les intervalles collectés implicitement et explicitement ne sont pas toujours sy-
métriques. Formellement, ∆−(x) 6= ∆+(x).
H5 - Dans le chapitre 5, nous avons validé le principe général ainsi que les modèles
d’interprétation à intervalles des ENA que nous proposons en se basant sur les données
collectées lors de la première étude empirique de l’interprétation des ENA (voir section 5.2
p. 66). Nous nous attendons donc à ce que d’une part les intervalles collectés lors de la
présente étude soient capturés par le principe général des fronts de Pareto et, d’autre part,
que le modèle des rangs RKM que nous avons proposé (voir section 5.2.2 p. 68) prédise
correctement les médianes des bornes collectées.
7.2 Méthodes
Nous décrivons dans cette section la méthodologie que nous avons mise en œuvre pour
collecter, pré-traiter, nettoyer et analyser les données nous permettant de tester les cinq
hypothèses considérées dans cette étude.
7.2.1 Population
37 adultes se sont portés volontaires pour cette étude, 18 femmes et 19 hommes, dont
l’âge est compris entre 18 et 37 ans (M = 21, 0 ; σ = 4, 11). Tous ont pour langue maternelle
le français et ont été recrutés sur le campus de l’Université d’Angers.
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ENA x Gran(x) LSD(x) RelMag(x) NSD(x)
environ 30 30 10 3 30 1
environ 70 70 10 7 70 1
environ 100 100 100 1 100 1
environ 110 110 10 1 10 2
environ 150 150 10 5 50 2
environ 500 500 100 5 500 1
environ 800 800 100 8 800 1
environ 1000 1000 1000 1 1000 1
environ 1100 1100 100 1 100 2
environ 1500 1500 100 5 500 2
environ 4700 4700 100 7 700 2
environ 4730 4730 10 3 30 3
environ 8000 8000 1000 8 8000 1
environ 8150 8150 10 5 50 3
environ 30 euros en poche 30 10 3 30 1
hôtel à environ 30km 30 10 3 30 1
environ 500km séparent deux villes 500 100 5 500 1
terrain d’environ 800 hectares 800 100 8 800 1
ville d’environ 1000 habitants 1000 1000 1 1000 1
TABLEAU 7.1 – ENA utilisées dans la seconde étude empirique de l’interprétation des
ENA et leurs dimensions arithmétiques : magnitude (x), granularité (Gran), dernier chiffre
significatif (LSD), magnitude relative (RelMag) et nombre de chiffres significatifs (NSD),
telles que définies dans la section 4.1 p. 38.
7.2.2 Matériel
19 ENA, listées dans le tableau 7.1, sont considérées dans cette étude. 14 d’entre elles ne
sont pas sémantiquement contextualisées. Leur valeur de référence est choisie pour répondre
à l’hypothèse H3, portant sur l’implication des dimensions arithmétiques des ENA dans
leur interprétation. Les 5 autres ENA sont sémantiquement contextualisées pour tester
l’hypothèse H1 portant sur un effet du contexte. A chacune d’entre elles correspond une
ENA de même valeur de référence mais non contextualisée.
Outre les items portant sur les 19 ENA, le questionnaire comporte également une
question visant à contrôler la variabilité inter-individuelle quant à l’usage quotidien des
mathématiques. La consigne correspondante est : “Manipulez-vous très régulièrement des
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nombres dans le cadre de votre travail ou de vos études ? ”. Le participant doit répondre à
cette question par oui ou par non.
7.2.3 Procédure
Trois tâches sont proposées l’une après l’autre à chaque participant : (i) une tâche
d’entraînement pour le familiariser avec le matériel informatique, (ii) une tâche informatisée
de collecte implicite des intervalles correspondant aux 19 ENA considérées et enfin (iii) une
tâche de collecte explicite des intervalles correspondant aux mêmes 19 ENA.
Alors que dans la première étude, les deux bornes d’un intervalle collecté sont deman-
dées comme une seule réponse (voir section 4.3.3 p. 46), dans les deux tâches de collecte de
cette étude, les bornes supérieure et inférieure des intervalles sont données par un même
participant de manière séparée et non consécutive. Autrement dit, la collecte d’un inter-
valle repose sur deux items qui ne se suivent pas dans le questionnaire et deux essais non
consécutifs dans la tâche de collecte implicite.
L’ensemble des épreuves dure environ 30 minutes. Les prochaines sous-sections dé-
crivent tour à tour les trois tâches exécutées par les participants.
7.2.3.1 Tâche d’entraînement
La première tâche exécutée par un participant a pour but de le familiariser avec le
matériel informatique, les touches du clavier à utiliser ainsi que de l’entraîner à répondre
le plus rapidement possible en vue de la tâche de collecte implicite des intervalles. La tâche
consiste à juger de la parité de nombres affichés à l’écran. Ces nombres sont différents
des valeurs de référence des ENA considérées dans cette étude afin de ne pas induire
d’interférence avec les tâches de collecte d’intervalles.
En début de tâche, le participant voit apparaître la consigne suivante : “Vous allez voir
apparaître des nombres. Pour chacun d’entre eux, vous devez dire s’il est pair ou non :
Appuyez sur la touche S s’il est pair. Appuyez sur la touche L sinon. Essayez de répondre
le plus rapidement et le plus correctement possible. Appuyez sur une touche lorsque vous
êtes prêt...” Le participant appuie sur une touche quelconque du clavier lorsqu’il se sent
prêt et la tâche proprement dite commence.
35 nombres sont présentés au participant, dans un ordre aléatoire. Pour chacun d’entre
eux, la procédure, illustrée par la figure 7.1, est la suivante. D’abord l’écran reste noir
durant 500 millisecondes. Ensuite un masque apparaît pendant 500 millisecondes. Enfin,
le nombre apparaît au centre de l’écran et le participant doit juger le plus rapidement
possible s’il est pair ou non. S’il est pair, il doit appuyer sur la touche S. S’il est impair, il
doit appuyer sur la touche L.
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Figure 7.1 – Illustration de la tâche d’entraînement. Pour chacun des nombres pour les-
quels le participant doit réaliser un jugement de parité : 1. l’écran reste noir pendant 500ms,
2. un masque apparaît durant 500ms. 3. le nombre proposé au participant est affiché jusqu’à
l’appui de la touche correspondant à la réponse : S pour pair et L pour impair.
7.2.3.2 Tâche de collecte implicite des intervalles
Pour collecter implicitement les intervalles, nous proposons une tâche originale, dérivée
du modèle de la recherche par partition binaire modifiée (Tyrrell & Owens, 1988) déve-
loppée dans le cadre d’études psychophysiques pour déterminer les seuils d’intensité de
détection de stimuli.
Le principe général permettant d’évaluer la valeur d’une borne de l’intervalle correspon-
dant à une ENA est le suivant. Plusieurs valeurs sont proposées au participant et celui-ci
doit, pour chacune d’entre elles, dire si elle correspond à l’ENA considérée. Les valeurs
proposées sont générées en temps réel et dépendent des réponses précédentes du partici-
pant. Ces réponses permettent d’obtenir un intervalle dans lequel se trouve la valeur de la
borne recherchée. La valeur exacte n’étant pas connue, une estimation de cette valeur de
borne est réalisée, en prenant le centre de l’intervalle renvoyé par l’algorithme.
Nous décrivons dans un premier temps la tâche telle qu’elle est présentée au participant.
Ensuite, nous décrivons la méthode utilisée pour générer en temps réel les valeurs proposées
au participant durant l’exécution de la tâche.
Description de la tâche En début de tâche, le participant voit apparaître la consigne
suivante : “Vous allez voir apparaître une phrase contenant une expression numérique ap-
proximative suivie de plusieurs nombres. Pour chaque nombre, vous devrez dire si oui ou
non il peut être approximé par l’expression numérique contenue dans la phrase. Appuyez
sur S pour oui. Appuyez sur L pour non. Essayez de répondre le plus rapidement possible, il
n’y a pas de bonne ou de mauvaise réponse. Prêt(e) ? ” Le participant peut alors demander
des précisions à l’expérimentateur. Lorsqu’il est prêt, le participant appuie sur une touche
quelconque et la tâche proprement dite commence.
Chaque borne de chacune des 19 ENA est collectée séparément et l’ordre de leur pré-
sentation est tiré aléatoirement pour chaque participant. Par conséquent, la procédure
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Proposition
1
Touche clavier
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Figure 7.2 – Illustration de la tâche de collecte implicite des intervalles. (1) Une propo-
sition contenant l’ENA considérée apparaît d’abord à l’écran. Une fois que le participant
a appuyé sur une touche quelconque, l’algorithme de recherche de la valeur de la borne
produit des nombres. (2) Pour chacun de ces nombres, l’écran reste noir pendant 500ms.
(3) Un masque apparaît ensuite durant 500ms. (4) Le nombre proposé au participant est
affiché jusqu’à l’appui de la touche correspondant à la réponse : S pour oui et L pour non.
suivante, illustrée par la figure 7.2 est répétée 38 fois pour chaque participant.
Lorsque le participant est prêt à commencer, une proposition contenant l’une des ENA
est présentée à l’écran : “Les nombres suivants vous paraissent-ils correspondre à envi-
ron x ? ”, où x est la valeur de référence, lorsque l’ENA n’est pas contextualisée. Lorsque
celle-ci est contextualisée, la proposition contenant l’ENA qui apparaît à l’écran prend la
forme des propositions présentée dans le tableau 7.2. Le participant appuie ensuite sur
une touche quelconque du clavier pour lancer la série de nombres proposés pour l’ENA
considérée.
Avant la présentation de chaque nombre, l’écran reste noir durant 500 millisecondes
puis un masque apparaît (voir figure 7.2) pendant 500 millisecondes. Le nombre proposé
est ensuite affiché. Le participant doit alors répondre le plus rapidement possible si oui,
en appuyant sur la touche S du clavier, ou non, en appuyant sur la touche L du clavier, le
nombre correspond à l’ENA.
Des nombres sont proposés au participant jusqu’à ce que l’intervalle dans lequel se
trouve la valeur de borne recherchée soit suffisamment étroit, comme décrit dans le para-
graphe suivant.
Algorithme de génération des valeurs proposées La longueur de la liste des nombres
présentés ainsi que leurs valeurs sont générées en temps réel et dépendent des réponses pré-
cédentes du participant, selon le principe d’une recherche par partition binaire. Pour ce
faire, nous reprenons l’algorithme proposé et validé par Tyrrell et Owens (1988), dont une
illustration du déroulement est donnée en annexe D.1 p. 195. Cet algorithme permet de
déterminer l’intervalle dans lequel se trouve la valeur de la borne recherchée et comporte six
règles. Comme exemple, nous proposons de considérer la recherche de la borne inférieure
correspondant à “environ 400 ”.
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ENA Proposition
environ 30 euros “Il vous reste environ 30 euros en poche.
en poche Les sommes suivantes vous paraissent-elles
rendre cette proposition vraie ? ”
hôtel à environ 30km “Vous cherchez un hôtel à environ 30km de Paris.
Les distances suivantes vous paraissent-elles
satisfaisantes comme réponses à cette recherche ? ”
environ 500km “Environ 500km séparent deux villes.
séparent deux villes Les distances suivantes vous paraissent-elles
rendre cette proposition vraie ? ”
terrain d’environ 800 “Vous recherchez la liste des terrains d’environ 800 hectares.
hectares Les surfaces suivantes vous paraissent-elles
satisfaisantes comme réponses à cette recherche ? ”
ville d’environ 1000 “Vous recherchez la liste des villes d’environ 1000 habitants.
habitants Les populations suivantes vous paraissent-elles
satisfaisantes comme réponses à cette recherche ?”
TABLEAU 7.2 – Consignes affichées à l’écran pour collecter implicitement les intervalles
correspondant aux 5 ENA contextualisées.
1. La plage de valeurs possibles pour la cible, c’est-à-dire la borne recherchée, est définie
par deux bornes. A chacune des deux bornes est associée une pile de trois éléments. Le
haut de la pile représente la valeur actuelle de la borne alors que les éléments plus bas dans
la pile représentent ses précédentes valeurs.
Initialement, tous les éléments d’une pile représentent une extrémité des valeurs pos-
sibles alors que tous les éléments de l’autre pile représentent l’autre extrémité. Ces extré-
mités sont dépendantes du domaine auquel s’applique l’algorithme. Dans le cas des ENA,
nous proposons de les représenter par l’intervalle IE(x) et de les calculer comme 5 :
IE(x) =
[
x−max
(
5,
3 ·Gran(x)
2
)
, x− 1
]
(7.1)
5. Le choix d’un intervalle initial dont la taille est 3 ·Gran(x)/2 a été fait indépendamment des résultats
de la première étude empirique de l’interprétation. En effet, d’un point de vue chronologique, l’étude que
nous présentons dans ce chapitre a été menée avant celle présentée au chapitre 4. Comme détaillé dans la
présentation et la discussion des résultats (voir sections 7.3 et 7.4), cette taille s’est a posteriori révélée
problématique pour deux ENA, “environ 4730 ” et “environ 8150 ”, puisque les résultats de l’étude présentée
au chapitre 4 montrent que les participants auraient pu avoir tendance à accepter des bornes d’intervalles
au-delà de celles qui sont proposées. Ce choix n’affecte par conséquent qu’une partie très restreinte des
résultats obtenus, ceux portant sur les intervalles implicites collectés pour ces deux ENA. Une nouvelle
étude serait à conduire pour corriger ce biais vis-à-vis de ces ENA.
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dans le cas d’une recherche de borne inférieure et comme :
IE(x) =
[
x+ 1, x+ max
(
5,
3 ·Gran(x)
2
)]
(7.2)
dans le cas d’une recherche de borne supérieure. Par exemple, dans le cas d’une recherche
de la borne inférieure pour “environ 400 ”, IE(400) = [250, 399]. A chaque présentation
d’un nombre, l’une des deux piles est mise à jour.
2. Le nombre proposé correspond à la moyenne des valeurs du haut des deux piles.
Dans le cas de “environ 400 ”, le premier entier proposé est (250 + 399)/2 = 325.
3. Lorsque le participant donne une réponse oui ou non, l’une des piles est mise à jour.
Si le participant pense que le nombre ne correspond pas à l’ENA, ce nombre est placé
en haut de la pile des valeurs les plus éloignées. Les valeurs déjà présentes dans la pile
descendent d’un cran et occupent les deuxième et troisième places de la pile. La mise à
jour des piles permet de scinder en deux la plage de recherche de la cible après chaque
réponse tout en conservant les valeurs précédentes. Dans l’exemple de “environ 400 ”, si
le participant considère que 325 n’est pas dénoté par “environ 400 ”, l’intervalle de travail
est recalculé comme [325, 399]. S’il considère que 325 est dénoté, l’intervalle est [250, 325].
Dans ce dernier cas, l’entier proposé suivant est (250 + 325)/2 = 287.
4. Lorsque deux réponses consécutives sont identiques (i.e., oui-oui ou non-non), un
test est implémenté pour confirmer la validité de la borne opposée. Par exemple, après
deux réponses non, le nombre présenté au test suivant correspond à la valeur du haut de la
pile des valeurs proches. Dans le cas de “environ 400 ”, si le participant considère que 325
et 287 sont dénotés, l’entier proposé suivant est 250.
Tester la borne opposée permet de valider que la cible se trouve toujours dans l’intervalle
de travail. Si ce n’est pas le cas, la borne opposée est considérée comme invalide et est mise
à jour selon la règle 5 :
5. Si la cible se trouve au-delà d’une borne, la valeur de cette borne est mise à jour à
sa valeur précédente. Pour ce faire, le haut de la pile correspondante est supprimé et les
deux valeurs du dessous sont remontées d’un cran. La valeur la plus en bas de cette pile
est réinitialisée selon la règle 1. Cet événement est appelé régression. Dans l’exemple de
“environ 400 ”, si le participant considère que 250 est également dénoté, la borne inférieure
de l’intervalle de travail est réinitialisée, aboutissant à [250, 287]. Cet exemple est particulier
puisque la borne ne change pas car 250 est déjà la valeur initiale. Toutefois, comme illustré
dans le déroulement donné en exemple en annexe D.1 p. 195, la règle 5 est pertinente dans
le cas où l’intervalle de travail courant diffère de celui qui a été initialisé.
6. Cette procédure se poursuit tant que deux critères d’arrêt ne sont pas remplis. Le
premier critère est que deux revirements soient observés. Un revirement est défini comme
deux réponses consécutives différentes (oui-non ou non-oui). Le second critère est que
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la distance entre les deux bornes actuelles soit inférieure ou égale à 1% de la taille de
l’intervalle IE(x) ou bien inférieure ou égale à 1.
Une fois ces deux critères atteints, la cible se calcule comme la moyenne des deux bornes
actuelles de l’intervalle de travail.
7.2.3.3 Tâche de collecte explicite des intervalles
La dernière tâche prend la forme d’un questionnaire qui comporte 38 questions, corres-
pondant chacune à une borne de l’une des 19 ENA considérées.
Pour que la collecte des intervalles soit similaire à celle mise en œuvre dans la tâche
implicite, les bornes supérieures et inférieures des intervalles correspondant aux ENA sont
collectées séparément. On peut noter que cette procédure est différente de celle mise en
œuvre dans la première étude (voir section 4.3.3 p. 46), où les participants étaient invités
à donner en une même réponse les deux bornes de l’intervalle correspondant à une ENA.
Pour les ENA non contextualisées, la consigne est : “Selon vous, quelle est la valeur
MINIMALE/MAXIMALE correspondant à environ x ? ”, où x est la valeur de référence.
Le participant doit donner explicitement, dans la case prévue à cet effet, la valeur de la
borne, inférieure quand la consigne comporte le terme MINIMALE, et supérieure quand la
consigne comporte le terme MAXIMALE. Le tableau 7.3 présente les consignes relatives
aux 5 ENA contextualisées.
Une fois que le participant a répondu aux 38 items portant sur les ENA, il est invité à
répondre à une question dont le but est de contrôler la variabilité inter-individuelle quant
à l’usage des mathématiques.
7.2.4 Pré-traitement et nettoyage des données
L’intervalle implicite donné par le participant p pour l’ENA “environ x” est noté
IIp(x) = [II
−
p (x), II
+
p (x)]. L’intervalle explicite correspondant est noté quant à lui IEp(x) =
[IE−p (x), IE+p (x)].
Comme dans la première étude (voir section 4.3.6 p. 47), les intervalles sont utilisés
pour calculer deux distances absolues ∆Ibp(x) et ∆Ebp(x) entre la valeur de référence x de
l’ENA et les bornes IIbp(x) et IEbp(x) pour b ∈ {−,+} des intervalles implicites et explicites
respectivement : ∆Ibp(x) = |IIbp(x)− x| et ∆Ebp(x) = |IEbp(x)− x|.
Les données sont ensuite nettoyées pour exclure les valeurs aberrantes ou extrêmes. La
procédure de nettoyage est celle détaillée dans l’étude du chapitre 4 de l’interprétation des
ENA (voir section 4.3.5 p. 46).
Sur les 1444 intervalles collectés, 1336 (92,5%) sont conservés pour les analyses. Un
participant a été exclu de l’étude.
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ENA Proposition
environ 30 euros “Il vous reste environ 30 euros en poche.
en poche Quelle est, selon vous, la somme MINIMALE/MAXIMALE
qui rend cette proposition vraie ? ”
hôtel à environ 30km “Vous cherchez un hôtel a environ 30km de Paris.
Quelle est, selon vous, la distance MINIMALE/MAXIMALE
qui vous parait satisfaisante pour cette recherche ? ”
environ 500km “Environ 500 km séparent deux villes.
séparent deux villes Quelle est, selon vous, la distance MINIMALE/MAXIMALE
qui rend cette proposition vraie ? ”
terrain d’environ 800 “Vous recherchez la liste des terrains d’environ 800ha.
hectares Quelle est, selon vous, la surface MINIMALE/MAXIMALE
qui vous parait satisfaisante pour cette recherche ? ”
ville d’environ 1000 “Vous recherchez la liste des villes d’environ 1000 habitants.
habitants Quelle est, selon vous, la population MINIMALE/MAXIMALE
qui vous parait satisfaisante pour cette recherche ? ”
TABLEAU 7.3 – Consignes du questionnaire correspondant aux 5 ENA contextualisées.
7.2.5 Analyses statistiques
Cinq types d’analyses sont réalisés, successivement décrits dans les paragraphes sui-
vants, selon l’hypothèse considérée. Elles permettent respectivement de comparer (i) deux
ENA de même valeur de référence ; (ii) deux ENA de valeurs de référence différentes ; (iii)
les bornes supérieure et inférieure d’une même ENA ; (iv) les bornes recueillies à celles pré-
dites par les modèles d’interprétation proposés ; et (v) les bornes données par deux groupes
de participants.
Le seuil de significativité pour tous les tests statistiques est fixé à p = 0, 01.
Comparaisons entre deux ENA de même valeur de référence Le premier type
d’analyse consiste à comparer deux distributions de bornes correspondant à deux ENA dont
la valeur de référence est égale. Ces analyses nous permettent de tester les deux premières
hypothèses : (i) H1, qui prédit une différence entre ENA sémantiquement contextualisées
et ENA non contextualisées ; et (ii) H2, qui prédit une différence entre intervalles implici-
tement et explicitement collectés.
Pour chaque comparaison, les bornes inférieures et supérieures sont analysées séparé-
ment. Nous comparons la distribution des distances entre les bornes inférieures, ∆P−p , ou
supérieures, ∆P+p , des intervalles et la valeur de référence des deux ENA, par exemple,
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“environ 30 ” vs. “environ 30 euros”. Pour faciliter la lecture, nous notons abusivement
“environ x1” et “environ x2” les deux ENA comparées bien que leur valeur de référence soit
égale.
Dans la mesure où les distributions observées ne sont pas normales, les comparaisons
entre deux ENA sont réalisées en utilisant le test des rangs signés de Wilcoxon, conçu pour
des mesures répétées.
En complément des tests de Wilcoxon, nous proposons d’évaluer l’égalité entre les deux
distributions de distances des bornes considérées aux valeurs de références des ENA. Ce
score d’égalité permet d’apprécier dans quelle mesure les valeurs des deux bornes considé-
rées sont réellement proches ou non. Nous considérons que deux distances de bornes ∆1
et ∆2 à leur valeur de référence sont égales si leur différence absolue n’excède pas 10% de la
plus petite des deux, ou si leur différence absolue est inférieure ou égale à 1, formellement :
Eq′(∆1,∆2) =
 1 si
|∆1 −∆2|
min(∆1,∆2)
≤ 0, 1 ou |∆1 −∆2| ≤ 1
0 sinon
(7.3)
Ce critère d’égalité est proche de celui défini dans l’équation 4.2 (voir section 4.3.6, p. 49).
Il s’en différencie dans la mesure où dans cette étude, nous considérons aussi comme égales
deux distances dont la différence absolue est inférieure ou égale à 1 car les valeurs des
bornes implicites peuvent être décimales.
Le score d’égalité Eq′(x1, x2, b) entre deux distributions de bornes b ∈ {−,+} aux ENA
“environ x1” et “environ x2” respectivement, correspond à l’agrégation des valeurs obtenues
participant par participant, par la moyenne, formellement :
Eq′(x1, x2, b) =
1
|P(x1, x2)|
∑
p∈P(x1,x2)
Eq′(∆P bp (x1),∆P
b
p (x2)) (7.4)
où P(x1, x2) est l’ensemble des participants pour lesquels les intervalles correspondant à
“environ x1” et “environ x2” ne sont pas considérés comme aberrants.
Comparaisons entre deux ENA de valeurs de référence différentes Le deuxième
type d’analyses consiste à comparer deux distributions de bornes correspondant à deux
ENA dont les valeurs de référence diffèrent, par exemple “environ 30 ” vs. “environ 70 ”, en
traitant séparément les cas des bornes inférieures et supérieures. Nous proposons pour ce
faire de réaliser des tests de Wilcoxon pour mesures répétées.
Ces analyses sont utilisées pour tester les trois hypothèses dérivées de l’hypothèse H3
prédisant un effet de la magnitude, de la granularité et du dernier chiffre significatif sur
l’interprétation des ENA.
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Toutes les comparaisons réalisées pour tester les hypothèse H3.1 à H3.3 impliquent
uniquement des ENA non contextualisées. En effet, d’une part le nombre d’ENA séman-
tiquement contextualisées n’est pas assez conséquent pour réaliser des analyses robustes.
D’autre part, ces hypothèses reposent sur un isolement des facteurs liés à la valeur de
référence d’une ENA. Or, utiliser des ENA contextualisées résulterait en une interaction
entre ces facteurs et ceux liés au contexte.
Comparaisons entre bornes supérieures et inférieures d’une même ENA Le
troisième type d’analyses est mis en œuvre pour tester l’hypothèse H4, prédisant que les
intervalles collectés ne sont pas nécessairement symétriques.
Comme dans le chapitre 4, nous proposons d’évaluer l’égalité stricte entre les distances
des bornes inférieures à la valeur de référence x et les distances des bornes supérieures à
la valeur de référence en comptant le nombre de celles-ci qui sont égales. Nous reprenons
le critère d’égalité entre deux distances à la valeur de référence défini dans l’équation 7.3
ci-dessus.
Le score de symétrie d’une ENA “environ x”, noté Sym′(x), qui correspond au taux de
bornes collectées qui sont égales, est formellement défini comme :
Sym′(x) =
1
|P(x)|
∑
p∈P(x)
Eq′(∆P−p (x),∆P
+
p (x)) (7.5)
où P(x) est l’ensemble des participants pour lesquels l’intervalle correspondant à “envi-
ron x” n’est pas considéré comme aberrant.
Comparaisons des bornes recueillies avec les bornes prédites par les modèles
d’interprétation proposés L’hypothèse H5 prédit que le principe général du compro-
mis entre saillance cognitive et plage de valeurs dénotées que nous avons proposé (voir
section 5.1 p. 62) rend compte des intervalles collectés et que le modèle des rangs RKM
que nous avons élaboré (voir section 5.2.2 p. 68) estime correctement les médianes des
bornes observées.
Pour ces analyses, nous ne considérons que les intervalles explicitement collectés. En
effet, l’une des hypothèses sur lesquelles les modèles d’interprétation que nous proposons
sont fondés est que les participants tendent à préférer des nombres ronds. Or, la méthode
de collecte des intervalles implicites peut renvoyer des valeurs réelles comme bornes des
intervalles (voir section 7.2.3). Par conséquent, les estimations des modèles que nous pro-
posons, qui sont rondes, peuvent être considérées comme inexactes même si très proches
des bornes observées.
Pour tester H5, nous comptons d’abord le nombre de valeurs de bornes collectées qui
sont comprises dans les fronts de Pareto (voir section 5.1 p. 62). Formellement, pour l’ENA
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“environ x”, le score de capture des réponses PFC(x) (Pareto Frontier Capture) est calculé
comme :
PFC(x) =
1
2 · |P(x)|
∑
b∈{−,+}
|{p ∈ P(x)|IEbp(x) ∈ P−(x) ∪ P+(x)}| (7.6)
où P(x) est l’ensemble des participants p pour lesquels l’intervalle explicite IEbp, pour b ∈
{−,+}, correspondant à “environ x” n’est pas considéré comme aberrant, et P−(x) et
P+(x) les fronts de Pareto correspondant respectivement à la borne inférieure et à la
borne supérieure de l’ENA “environ x”.
Pour tester dans quelle mesure le modèle des rangs RKM que nous proposons (voir
section 5.2.2 p. 68) estime correctement les médianes observées des bornes explicitement
collectées, nous utilisons le critère de précision MA défini dans la section 5.2.3 p. 69.
Comparaisons entre deux groupes de participants Le dernier item du question-
naire de collecte explicite des intervalles est dédié au contrôle de l’usage quotidien des
mathématiques. L’objectif est d’examiner si un usage régulier des mathématiques affecte
l’interprétation des ENA.
L’effet de cette variable est testé en utilisant le test de la somme des rangs de Wilcoxon.
Nous comparons les bornes données par deux groupes de participants, constitués selon qu’ils
font un usage régulier ou non des mathématiques. Chaque borne de chaque ENA est traitée
séparément.
7.3 Résultats
Dans cette section, nous présentons les résultats obtenus en analysant les données
collectées. La première sous-section est dédiée à l’examen de l’effet d’un usage régulier des
mathématiques sur les intervalles fournis par les participants. Les sous-sections suivantes
décrivent les résultats portant successivement sur chacune des cinq hypothèses considérées
dans cette étude.
Le tableau D.2 p. 197 de l’annexe D présente les moyennes et médianes des valeurs don-
nées par les participants comme bornes des intervalles explicites et implicites correspondant
aux 19 ENA de l’étude.
7.3.1 Différence entre les intervalles selon l’usage des mathématiques
Sur les 37 participants inclus dans les analyses, 21 ont rapporté utiliser régulièrement
les mathématiques au travail ou dans leurs études et 16 ont rapporté ne pas les utiliser
régulièrement.
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Aucune différence significative entre les deux groupes n’est observée, quelle que soit
la borne de l’ENA considérée et la méthode de recueil employée (W allant de 96 à 225 ;
p = N.S.).
Ces résultats indiquent donc qu’un usage régulier des mathématiques n’a pas d’effet
sur l’interprétation des ENA, implicite comme explicite. Par conséquent, les analyses qui
suivent portent sur l’ensemble des intervalles collectés auprès de tous les participants, sans
distinction quant à l’usage régulier des mathématiques.
7.3.2 Effet du contexte (H1)
Pour tester l’effet du contexte, nous comparons cinq couples d’ENA de même valeur de
référence, où l’une des ENA est sémantiquement contextualisée alors que l’autre ne l’est
pas.
Le tableau 7.4 présente les résultats de ces cinq comparaisons. Sur l’ensemble de celles-
ci, 49,2% des intervalles correspondant aux ENA sémantiquement contextualisées sont
égaux à ceux correspondant aux ENA non contextualisées. Six différences significatives
sont observées sur les 20 tests réalisés (voir tableau 7.4).
A un niveau d’analyse plus fin, on observe une différence entre les deux intervalles
implicitement et explicitement collectés : 61,1% des intervalles explicites sont égaux lors-
qu’on compare ENA contextualisées et non contextualisées, alors qu’une seule différence
significative sur 10 comparaisons est observée entre distributions de bornes (“environ 1000
habitants” / “environ 1000 ”, borne inférieure). Concernant les intervalles collectés implici-
tement, le score d’égalité est de 38,9% alors que 5 différences significatives sont observées
sur les 10 tests de Wilcoxon réalisés (voir tableau 7.4).
Ces résultats nous invitent à nuancer l’hypothèse H1 selon laquelle l’interprétation
d’une ENA sémantiquement contextualisée diffère de celle d’une ENA non contextualisée.
En effet, le contexte sémantique semble avoir un effet plus important lors d’une interpré-
tation implicite que lors d’une interprétation explicite.
7.3.3 Interprétations implicite et explicite (H2)
La seconde hypothèse prédit que les interprétations implicite et explicite diffèrent. Pour
tester cette hypothèse, nous comparons les intervalles implicites aux intervalles explicites.
Le tableau 7.5 présente les résultats obtenus pour chacune des 19 ENA. Le score d’éga-
lité pour l’ensemble des intervalles est de 32,7% et 11 tests de Wilcoxon sur 38 révèlent
des différences significatives.
Une analyse plus détaillée permet de regrouper les ENA en trois catégories. La pre-
mière concerne les ENA sémantiquement contextualisées, pour lesquelles le score d’égalité
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Comparaison Méthode Borne Test de Score
Wilcoxon d’égalité
environ 30 euros / Explicite Inférieure V = 1, 5 80,8%
environ 30 Supérieure V = 12 72,0%
Implicite Inférieure V = 158 61,1%
Supérieure V = 70∗ 41,2%
environ 30km / Explicite Inférieure V = 64 65,6%
environ 30 Supérieure V = 105, 5 63,6%
Implicite Inférieure V = 360, 5∗ 50,0%
Supérieure V = 352, 5∗ 45,7%
environ 500km / Explicite Inférieure V = 65 61,3%
environ 500 Supérieure V = 42, 5 64,5%
Implicite Inférieure V = 328 28,6%
Supérieure V = 378, 5∗ 34,3%
environ 800 hectares / Explicite Inférieure V = 55 67,7%
environ 800 Supérieure V = 90, 5 52,9%
Implicite Inférieure V = 277 41,7%
Supérieure V = 268 31,4%
environ 1000 habitants / Explicite Inférieure V = 61, 5 60,7%
environ 1000 Supérieure V = 228∗ 24,1%
Implicite Inférieure V = 349 28,6%
Supérieure V = 402, 5∗ 25,7%
TABLEAU 7.4 – Effet du contexte sémantique : résultats des comparaisons entre ENA
sémantiquement contextualisées et non contextualisées, de même valeur de référence.
∗ : différence significative observée à p < 0, 01.
est 39,4%, soit un score légèrement plus élevé que dans le cas d’ENA non contextualisées.
D’autre part, les tests de Wilcoxon montrent des différences significatives pour 6 compa-
raisons de distributions de bornes sur 10.
La seconde catégorie concerne les deux ENA non contextualisées pour lesquelles l’ordre
de grandeur de la magnitude relative est très inférieur à celui de la magnitude : 4730
(RelMag(4730) = 30 << 4730) et 8150 (RelMag(8150) = 50 << 8150). Pour ces ENA,
un score d’égalité de 14,6%, soit très inférieur à la moyenne est observé (voir tableau 7.5).
De plus, des différences significatives apparaissent pour chacune des bornes de ces ENA.
La forte différence entre interprétations implicite et explicite pourrait être attribuée à un
biais méthodologique lié à la manière dont sont générées les tailles des intervalles de départ
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Borne supérieure Borne inférieure
ENA Test de Score d’ Test de Score d’
Wilcoxon égalité Wilcoxon égalité
environ 30 V = 188 52,8% V = 213 48,5%
environ 70 V = 215 36,4% V = 250, 5 39,4%
environ 100 V = 156, 5 39,4% V = 269, 5 32,4%
environ 110 V = 335, 5 47,1% V = 361, 5 32,4%
environ 150 V = 333 27,3% V = 435∗ 24,2%
environ 500 V = 119 39,4% V = 346, 5 31,3%
environ 800 V = 280, 5 26,5% V = 284 38,2%
environ 1000 V = 161, 5 24,1% V = 132 16,7%
environ 1100 V = 211 35,5% V = 279 29,0%
environ 1500 V = 331, 5 37,1% V = 269 29,4%
environ 4700 V = 227 28,1% V = 315 18,2%
environ 4730 V = 389, 5∗ 22,6% V = 385, 5∗ 12,9%
environ 8000 V = 307, 5 28,6% V = 248 20,0%
environ 8150 V = 516∗ 8,8% V = 554∗ 14,7%
environ 30 euros V = 54∗ 62,7% V = 196, 5 53,9%
en poche
hôtel à V = 124, 5∗ 42,4% V = 112∗ 42,4%
environ 30km
environ 500km V = 53∗ 43,3% V = 212 39,4%
séparent deux villes
terrain d’environ V = 163, 5 41,2% V = 227, 5 29,4%
800 hectares
ville d’environ 1000 V = 111∗ 18,8% V = 105∗ 18,8%
habitants
TABLEAU 7.5 – Différence entre interprétations implicite et explicite pour des ENA de
même valeur de référence.
∗ : différence significative observée à p < 0, 01.
dans l’algorithme de recherche par dichotomie. En effet, ceux-ci sont de petite taille. Il se
peut donc que les participants aient été limités dans leurs possibilités de réponses alors
que ce n’est pas le cas dans le questionnaire, dans lequel ils sont libres de fixer la valeur
qui leur convient.
Enfin, la troisième catégorie concerne les autres ENA non contextualisées, dont l’ordre
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de grandeur de la magnitude relative est comparable à celui de la magnitude. Leur score
d’égalité est de 33,0% et une seule différence significative est observée (“environ 150 ”, borne
supérieure).
L’hétérogénéité observée sur l’ensemble des comparaisons réalisées sur les 19 ENA entre
intervalles implicitement et explicitement collectés nous invite à nuancer l’hypothèse H2.
Il apparaît globalement que l’interprétation implicite ne diffère pas de l’interprétation ex-
plicite. Cette absence de différence semble toutefois plus marquée pour les ENA sémanti-
quement contextualisées que pour les ENA non contextualisées, pour lesquelles une seule
différence significative apparaît, bien que les scores d’égalité soient faibles.
7.3.4 Effet de la magnitude, de la granularité et du dernier chiffre signi-
ficatif (H3)
L’hypothèse H3 consiste à généraliser les résultats de la première étude empirique de
l’interprétation des ENA (voir chapitre 4) quant à l’implication de la magnitude, de la
granularité et du dernier chiffre significatif dans celle-ci.
7.3.4.1 Effet de la magnitude (H3.1)
Pour tester l’effet de la magnitude sur les intervalles collectés, nous comparons 4 couples
d’ENA. Dans chaque couple, la magnitude de la valeur de référence diffère alors que sa
granularité et son dernier chiffre significatif sont constants, par exemple “environ 8150 ”
vs. “environ 150 ”. Nous traitons séparément les intervalles implicitement et explicitement
collectés. De même, les bornes inférieures et supérieures sont analysées indépendamment.
Le tableau 7.6 présente les résultats de ces comparaisons. Seule l’une d’entre elles donne
lieu à une différence non significative entre les deux distributions de bornes : “environ 500 ”
vs. “environ 1500 ” pour la borne inférieure des intervalles implicites.
Ces résultats nous invitent donc à accepter l’hypothèse 3.1, et à confirmer les résultats
de la première étude de l’interprétation des ENA (voir section 4.4 p. 50) : la magnitude
d’une ENA a un effet sur son interprétation, que celle-ci soit implicite ou explicite.
7.3.4.2 Effet de la granularité (H3.2)
Pour tester l’hypothèse d’un effet de la granularité, deux couples d’ENA sont comparés.
Pour chaque couple, le dernier chiffre significatif est identique alors que la granularité
varie. Comme pour le test du rôle de la magnitude dans l’interprétation des ENA, les
intervalles implicites et explicites ainsi que les bornes inférieures et supérieures sont traités
séparément.
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Tests de Wilcoxon
Comparaison Méthode Borne inférieure Borne supérieure
30 vs. 4730 Explicite V = 1∗ V = 0∗
Implicite V = 19, 5∗ V = 41∗
100 vs. 1100 Explicite V = 7∗ V = 3∗
Implicite V = 16∗ V = 15∗
150 vs. 8150 Explicite V = 0∗ V = 7, 5∗
Implicite V = 82∗ V = 40∗
500 vs. 1500 Explicite V = 22∗ V = 25∗
Implicite V = 112, 5 V = 45, 5∗
TABLEAU 7.6 – Effet de la magnitude : résultats des comparaisons entre ENA de même
granularité et dernier chiffre significatif mais de magnitude différente.
∗ : différence significative observée à p < 0, 01.
Tests de Wilcoxon
Comparaison Méthode Borne inférieure Borne supérieure
100 vs. 1000 Explicite V = 0∗ V = 12∗
Implicite V = 13∗ V = 13∗
800 vs. 8000 Explicite V = 6, 5∗ V = 12∗
Implicite V = 15∗ V = 24∗
TABLEAU 7.7 – Effet de la granularité : résultats des comparaisons entre ENA de même
dernier chiffre significatif mais de granularité différente.
∗ : différence significative observée à p < 0, 01.
Le tableau 7.7 présente les résultats de ces comparaisons. Pour chacune d’entre elles,
les tests de Wilcoxon montrent une différence significative. Ces résultats appuient donc
l’hypothèse H3.2. En effet, la granularité d’une ENA a effet sur son interprétation, aussi
bien implicite qu’explicite.
7.3.4.3 Effet du dernier chiffre significatif (H3.3)
L’hypothèse H3.3 prédit un effet du dernier chiffre significatif sur l’interprétation des
ENA. Pour la tester, nous comparons trois couples d’ENA. Dans chaque couple, la granula-
rité de la valeur de référence est la même et le dernier chiffre significatif varie. Comme pour
les hypothèses H3.1 et H3.2, les intervalles implicites et explicites sont analysés séparément,
tout comme les bornes inférieures et supérieures.
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Tests de Wilcoxon
Comparaison Méthode Borne inférieure Borne supérieure
30 vs. 70 Explicite V = 2∗ V = 35, 5
Implicite V = 79∗ V = 216, 5
100 vs. 500 Explicite V = 11∗ V = 10, 5∗
Implicite V = 22∗ V = 52, 5∗
500 vs. 800 Explicite V = 13, 5 V = 51
Implicite V = 177, 5 V = 76, 5∗
TABLEAU 7.8 – Effet du dernier chiffre significatif : résultats des comparaisons entre ENA
de même granularité mais dont le dernier chiffre significatif diffère.
∗ : différence significative observée à p < 0, 01.
Le tableau 7.8 présente les résultats des comparaisons. Les tests de Wilcoxon montrent 7
différences significatives sur les 12 comparaisons réalisées. Comme lors de la première étude
empirique de l’interprétation des ENA (voir section 4.4 p. 50), on observe un effet de pa-
lier. En effet, alors que les bornes de “environ 100 ” et de “environ 500 ” diffèrent signi-
ficativement, aucune différence n’est observée entre cette dernière et “environ 800 ” (voir
tableau 7.8).
Si nous retrouvons des résultats similaires à ceux obtenus lors de la première étude, le
nombre limité de comparaisons réalisables à partir des données collectées dans la présente
étude ne permet pas d’effectuer de généralisation quant à l’hypothèse H3.3.
7.3.5 Symétrie des intervalles (H4)
La quatrième hypothèse prédit que toutes les ENA ne donnent pas lieu à des intervalles
symétriques. En nous basant sur le critère d’égalité défini dans la section 7.2.5 p. 108, nous
testons dans quelle mesure cette hypothèse est valable pour les intervalles implicitement
et explicitement collectés.
Le tableau 7.9 présente les résultats des comparaisons, pour chacune des 19 ENA. Le
score de symétrie de l’ensemble des intervalles explicites est 54,3%, plus élevé que dans
le cas implicite, 36,2%. Ces scores sont plus faibles que ceux observés lors de la première
étude de l’interprétation des ENA (voir chapitre 4), qui est de 78,7%.
D’autre part, on ne retrouve pas les mêmes particularités que dans la première étude.
En effet, lors de celle-ci, nous avons observé que les ENA dont l’ordre de grandeur de
la magnitude relative est très inférieur à celui de la magnitude (par ex., “environ 8150 ”)
donnent lieu à des scores de symétrie nettement moins élevés. Dans la présente étude, au
contraire, les scores de symétrie de ces ENA ne sont pas particulièrement moins élevés
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Scores de symétrie
ENA Explicite Implicite
environ 30 76,5% 68,6%
environ 70 58,8% 61,1%
environ 100 42,9% 30,3%
environ 110 62,9% 47,2%
environ 150 60,6% 22,2%
environ 500 58,5% 28,6%
environ 800 42,9% 36,1%
environ 1000 35,5% 8,8%
environ 1100 48,4% 22,2%
environ 1500 37,1% 30,6%
environ 4700 54,6% 27,8%
environ 4730 45,5% 44,1%
environ 8000 41,7% 30,6%
environ 8150 60,0% 47,2%
environ 30 euros en poche 81,5% 48,6%
hôtel à environ 30km 66,7% 47,2%
environ 500km séparent deux villes 71,9% 34,3%
terrain d’environ 800 hectares 60,0% 37,1%
ville d’environ 1000 habitants 30,3% 13,9%
TABLEAU 7.9 – Symétrie des intervalles : résultats des comparaisons entre bornes infé-
rieures et supérieures, pour les intervalles explicites et implicites.
que ceux des autres ENA. Par exemple, le score des intervalles explicites correspondant à
“environ 8150 ” est de 60% alors que le score de “environ 1500 ” est de 37,1%.
La méthode de calcul des intervalles implicites peut ici aussi expliquer les faibles scores
de symétrie de ceux-ci. En effet, la valeur de la borne recherchée est calculée comme le
centre d’un intervalle devant la contenir. La connaissance de cette valeur n’est pas exacte et
peut donc conduire, si l’intervalle renvoyé par l’algorithme pour l’une des deux bornes est
trop large, à des estimations moins fiables et entraîner ainsi une asymétrie de l’intervalle
correspondant à l’ENA.
L’ensemble de ces résultats nous invite donc à valider l’hypothèse H4 : la tendance à
la symétrie apparaît comme plus faible que dans la première étude.
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ENA Bornes contenues dans
les fronts de Pareto
environ 30 67,6%
environ 70 67,6%
environ 100 63,5%
environ 110 60,8%
environ 150 55,4%
environ 500 70,3%
environ 800 70,3%
environ 1000 59,5%
environ 1100 67,6%
environ 1500 70,3%
environ 4700 65,9%
environ 4730 67,6%
environ 8000 70,3%
environ 8150 63,5%
environ 30 euros en poche 48,7%
hôtel à environ 30km 73,0%
environ 500km séparent deux villes 68,9%
terrain d’environ 800 hectares 75,7%
ville d’environ 1000 habitants 67,6%
TABLEAU 7.10 – Pourcentages de bornes explicites données par les participants et conte-
nues dans les fronts de Pareto (voir section 5.1 p. 62).
7.3.6 Performances du principe général d’interprétation des ENA et du
modèle RKM (H5)
L’hypothèse H5 prédit que le principe général du compromis entre saillance cognitive et
plage de valeurs dénotées que nous avons proposé (voir section 5.1 p. 62) rend compte des
intervalles explicitement collectés et que le modèle des rangs RKM que nous avons élaboré
(voir section 5.2.2 p. 68) estime correctement les médianes des bornes explicites observées.
Le tableau 7.10 présente le pourcentage de bornes explicites données par les participants
qui sont capturées par les fronts de Pareto pour chacune des 19 ENA. Ce pourcentage est
de 65,9% pour l’ensemble des bornes données par les participants. Il est similaire pour
les ENA sémantiquement contextualisées (66,8%) et pour les ENA non contextualisées
(65,6%). Ce score est toutefois inférieur à celui obtenu sur les données de la première
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étude : 84,4% (voir section 4.4 p. 50).
En outre, le taux de bonne prédiction de médiane (MA) obtenu par le modèle des rangs
RKM que nous proposons est de 39,5%, plus faible que celui obtenu avec le corpus issu de
la première étude de l’interprétation des ENA.
Ces résultats nous invitent à l’hypothèse H5. En effet, le principe du compromis entre
saillance cognitive et plage de valeurs dénotées ainsi que le modèle des rangs RKM que
nous proposons rendent compte des intervalles collectés, quoique dans une moindre mesure
que lors de leur validation expérimentale décrite au chapitre 5, réalisée à partir des données
collectées dans la première étude empirique de l’interprétation des ENA.
7.4 Discussion
La première étude empirique de l’interprétation des ENA, décrite au chapitre 4, que
nous avons menée se focalisait sur les dimensions arithmétiques impliquées dans l’inter-
prétation d’une ENA. L’étude présentée dans ce chapitre avait pour but de compléter la
première en considérant, outre la reproduction des résultats obtenus précédemment et une
seconde validation des modèles d’interprétation que nous proposons, deux objectifs ori-
ginaux : (i) examiner l’effet de la présence d’un contexte sémantique sur l’interprétation
des ENA ; et (ii) comparer l’interprétation implicite et explicite de ces expressions. Pour
répondre au deuxième objectif et combler les lacunes méthodologiques de la littérature,
nous avons proposé une tâche originale, dérivée des méthodes utilisées en psychophysique
pour collecter implicitement les intervalles.
Dans les paragraphes suivants, nous discutons d’abord des biais induits par la tâche de
collecte implicite avant d’aborder les résultats obtenus pour chacune des cinq hypothèses
considérées dans cette étude.
Tâche de collecte implicite des intervalles La tâche de collecte implicite des inter-
valles que nous avons conçue est dérivée de celles utilisées en psychophysique pour déter-
miner des seuils de détection de stimuli (Tyrrell & Owens, 1988). Elle consiste à proposer
plusieurs valeurs au participant, qui doit dire si elles sont dénotées ou non par une ENA,
pour déterminer la valeur d’une borne d’un intervalle. Les valeurs proposées sont générées
en temps réel, en fonction des réponses précédentes, et selon le principe d’une recherche par
partition binaire (voir section 7.2.3.2 p. 103). Ce type de tâche n’a, à notre connaissance,
pas été utilisé à ce jour dans le cadre des expressions numériques.
Après sa mise en œuvre, trois observations principales peuvent être faites. Première-
ment, l’algorithme de recherche renvoie un intervalle dans lequel se trouve la borne re-
cherchée, nous avons considéré le centre de cet intervalle comme valeur de borne. Aussi,
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la valeur exacte de la borne n’est pas connue et la marge d’erreur peut être variable :
par exemple, pour le participant 35, l’intervalle renvoyé par l’algorithme pour la borne
inférieure de l’ENA “environ 500 ” est [458, 459] alors qu’il est de [905, 912] pour la borne
inférieure de “environ 1000 ”, résultant en une valeur de borne de 908, 5. Dans le second
cas, la marge d’erreur peut biaiser les comparaisons entre bornes implicites et explicites ou
entre les bornes implicites. Par conséquent, les résultats impliquant de telles comparaisons
sont à prendre avec prudence.
Deuxièmement, un biais peut apparaître en lien avec la répétition des valeurs proposées
pour une même ENA. En effet, il se peut qu’après quelques valeurs proposées, le participant
forme une représentation explicite de la borne recherchée pour automatiser ses réponses
par la suite (Schneider & Chein, 2003) : il se fixe explicitement une limite en dessous de
laquelle il répondra toujours oui et toujours non au dessus, ou vice-versa. Aussi, au delà
de quelques nombres proposés, la valeur estimée de la borne relèverait davantage de la
représentation explicite qu’implicite. Ce biais potentiel nous invite donc à prendre avec
prudence les comparaisons entre intervalles implicites et explicites, qui peut être en réalité
des comparaisons entre deux intervalles explicites collectés différemment.
Troisièmement, l’intervalle de recherche défini lors de l’initialisation de l’algorithme
(voir section 7.2.3.2 p. 103) s’est révélé trop étroit pour deux ENA : “environ 4730 ” et
“environ 8150 ”. Les résultats de la première étude de l’interprétation des ENA montrent
qu’il se peut que certains participants aient souhaité accepter des valeurs au-delà des
bornes de cet intervalle. Par conséquent, les résultats impliquant les intervalles implicites
correspondant à ces deux ENA doivent être considérés avec prudence.
Le troisième biais est aisément surmontable, en élargissant l’intervalle de recherche, il
nous paraît en revanche difficile de surmonter simultanément les deux autres biais. En effet,
pour affiner l’intervalle renvoyé par l’algorithme, il serait nécessaire de proposer davantage
de valeurs aux participants. Ceci aurait pour effet d’accentuer le biais de répétition condui-
sant à une représentation explicite. Inversement, pour réduire ce biais, il serait nécessaire
de limiter le nombre de valeurs proposées, ce qui conduirait en revanche à augmenter la
marge d’erreur liée à l’intervalle renvoyé par l’algorithme.
Aussi, il nous parait intéressant d’explorer d’autres types de tâches pour collecter im-
plicitement les intervalles correspondant à des ENA. Une piste serait d’utiliser une appli-
cation telle que ReqFlex, présentée au chapitre précédent, qui présente trois avantages.
Le premier est qu’elle permet d’obtenir les données qu’un utilisateur considère comme
satisfaisantes vis-à-vis d’une requête exprimée sous la forme d’une ENA : par exemple,
l’ensemble des voitures dont le kilométrage est compris entre 140 000 et 160 000km pour
“environ 150 000km”. Le second avantage est que la collecte des données est écologique et
totalement transparente à l’utilisateur puisqu’il n’est pas mis en condition expérimentale.
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Le troisième avantage, enfin, est qu’il est simultanément possible d’étudier l’effet de plu-
sieurs contextes, à la fois sémantiques et pragmatiques : sémantiques en faisant varier la
base de données considérée (par ex., voitures vs. salariés) ; pragmatiques en considérant
différents rôles de l’utilisateur lors des requêtes (par ex., acheteur vs. vendeur). Toutefois,
un point mérite une attention particulière : la distribution des données contenues dans la
base doit être prise en compte. En effet, dans l’exemple précédent, s’il n’y pas de véhi-
cule avec un kilométrage compris entre 130 000 et 148 000km, on pourrait être amené à
conclure que l’utilisateur considère 148 000km comme la borne inférieure de l’intervalle
alors qu’il aurait sélectionné d’autres voitures, au kilométrage moins élevé, si elles avaient
été présentes dans la base.
Effet du contexte sur les intervalles L’analyse détaillée que nous avons réalisée pour
examiner l’effet du contexte sur les intervalles collectés met en évidence qu’il n’est pas tou-
jours observé, et semble dépendre plus de la méthode de recueil que du contexte sémantique
lui même. A la lumière de la littérature (Lasersohn, 1999; Sadock, 1977; Solt, 2014), l’ab-
sence d’effet clair du contexte peut paraître surprenant. En effet, outre le domaine des
imprécisions, les études portant sur l’incertitude (Clark, 1990; Moxey & Sanford, 2000)
montrent que la présence d’un contexte conduit souvent à une implication plus importante
de l’individu vis-à-vis de l’événement incertain proposé dans la tâche. On observe ainsi
que le contexte des événements incertains décrits peut encourager un raisonnement basé
sur une opinion personnelle quant à la signification de l’évènement lié à une thématique
(par ex., l’argent, la distance) plutôt que sur la signification des expressions d’incertitude
elles-mêmes. Selon ces résultats, nous aurions dû observer une différence entre les aux ENA
contextualisées non contextualisées.
Dans le cadre des études sur le raisonnement sous incertitude (Wallsten & Budescu,
1995), il est remarqué que si le contexte n’est pas défini avec une précision suffisante, les
participants peuvent ajouter leur propre interprétation (par ex., traiter “environ 30 euros”
du point de vue d’un vendeur ou d’un acheteur). De plus, un biais de raisonnement reconnu
est que les individus ont une tendance générale à n’être pas très bons lors de la production
d‘un jugement précis, et qu’ils ont souvent tendance à résoudre l’ambiguïté en penchant
vers leurs désirs ou attentes (Gilovich et al., 2002). Ces deux facteurs peuvent conduire
à une grande variabilité dans leurs réponses et ainsi à une apparente absence d’effet du
contexte.
Nos analyses montrent que lorsqu’on compare deux ENA de même valeur de référence,
l’une étant contextualisée et l’autre non, les intervalles collectés de manière explicite ont
davantage tendance à être égaux que les intervalles implicitement collectés. Compte tenu
des biais liés à la méthodologie de recueil implicite des intervalles, il serait hasardeux de
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tirer des conclusions tranchées. On peut toutefois noter que ces résultats sont en accord
avec ce qui est décrit dans la littérature : par exemple, selon le principe qui sous-tend la
cognition sociale implicite (Greenwald & Banaji, 1995), l’expérience passée et son contexte
influenceraient automatiquement les évaluations des individus et leurs prises de décisions
sans qu’ils en aient vraiment conscience.
De plus, la différence observée sur l’effet du contexte entre interprétation implicite et
explicite des ENA peut être expliquée par le fait que la présence d’un contexte sémantique
rende la tâche plus concrète et moins formelle pour les participants (Anderson et al.,
1996). En effet, interpréter une ENA non contextualisée pourrait davantage s’apparenter à
un problème abstrait à résoudre, faisant par conséquent l’objet d’un raisonnement explicite.
Au contraire, la contextualisation des ENA pourrait rendre leur interprétation plus intuitive
dans la mesure où, si le participant est familier avec le contexte proposé, cette interprétation
renvoie à des expériences passées (Carraher et al., 1985).
Ainsi malgré les analyses détaillées que nous avons réalisées pour examiner un éventuel
effet du contexte sémantique sur la production d’intervalles et à la lumière de la littérature,
il nous semble nécessaire à ce stade de notre étude de considérer avec beaucoup de prudence
nos résultats tendant à nier un rôle du contexte en imputant cette absence d’effet à un
biais induits par le dispositif expérimental générant les bornes implicites.
Interprétation implicite vs. explicite La seconde question que nous avons abordée a
été celle d’examiner dans quelle mesure l’interprétation implicite des ENA diffère de leur
interprétation explicite. Nous nous focalisons sur les tests statistiques et non sur les scores
d’égalités : ces derniers sont plus sensibles aux biais méthodologiques discutés ci-dessus que
les premiers. Les résultats que nous avons obtenus suggèrent que l’interprétation implicite
des ENA diffère peu de leur interprétation explicite.
Deux explications peuvent rendre compte de cette observation. On peut d’abord consi-
dérer que les résultats obtenus sont le reflet d’une équivalence entre les interprétations im-
plicite et explicite des ENA. Cette explication apparaît toutefois peu vraisemblable : dans
de nombreux domaines du raisonnent humain, il est montré que les traitements implicites et
explicites différent (Frensch & Rünger, 2003; Nosek, 2007). La seconde explication consiste
à considérer que les participants construisent, comme décrit ci-dessus, une représentation
explicite même lors de la tâche implicite, nous conduisant ainsi à réaliser des comparaisons
entre deux interprétations explicites collectées différemment.
De ce point de vue, nos résultats ne refléteraient donc pas une équivalence entre in-
terprétations implicite et explicite des ENA en terme de processus sous-jacents mais té-
moigneraient peut-être d’une difficulté à produire chez les participants une interprétation
strictement implicite.
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Implication de la magnitude, de la granularité et du dernier chiffre signifi-
catif dans l’interprétation des ENA Conformément à ce que nous attendions, nous
avons également pu reproduire et généraliser les résultats obtenus lors de la première étude
concernant l’implication de la magnitude, de la granularité et du dernier chiffre significatif
dans l’interprétation des ENA (voir section 4.4 p. 50). En effet, nous avons observé qu’elles
sont impliquées non seulement dans l’interprétation explicite des ENA mais également dans
leur interprétation implicite.
Ces observations appuient d’autre part notre hypothèse d’un compromis entre les deux
sous-systèmes cognitifs responsables de la représentation et du traitement des nombres et
quantités, le système approximatif des nombres et le système exact des nombres (voir sec-
tion 2.2 p. 17), dans la représentation des ENA. En effet, la magnitude renvoie à l’encodage
analogique dans le système approximatif des nombres alors que la granularité et le dernier
chiffre significatif de la valeur de référence renvoient au traitement opéré par le système
exact des nombres en tant que l’interprétation d’une ENA peut être envisagée comme un
problème formel.
Toutefois, l’implication du dernier chiffre significatif est moins claire que celle de la
magnitude et de la granularité. En effet, des différences significatives n’apparaissent pas
dans toutes les comparaisons le mettant en jeu, ce qui est cohérent avec l’effet de palier
précédemment observé (voir section 4.4 p. 50). Le faible nombre de comparaisons possibles
impliquant cette dimension à partir du matériel proposé aux participants peut rendre
compte de cette absence d’effet systématique.
Symétrie des intervalles Nous avons également examiné dans quelle mesure l’hypo-
thèse de symétrie des intervalles est valable sur les nouvelles données collectées, qu’elles
soient implicites ou explicites. Les résultats montrent que le taux de symétrie est plus
faible que celui observé lors de la première étude. Cette observation peut s’expliquer par la
différence de méthodologie de recueil des intervalles. En effet, lors de la première étude, il
était demandé aux participants de donner simultanément les deux bornes d’un intervalle.
Le participant devait alors former une seule représentation de la plage de valeurs dénotées
(voir section 4.3 p. 44). Au contraire, dans l’étude que nous présentons dans ce chapitre,
les participants devaient ne donner qu’une seule valeur de borne à la fois. Chaque intervalle
est donc construit à partir de réponses à deux questions qui ne sont pas consécutives dans
chacune des deux tâches de collecte. Par conséquent, les participants devaient former deux
représentations, à deux moments différents d’une tâche, de la même plage de valeurs. L’in-
tervalle final, formé par deux bornes dont chacune renvoie à une représentation différente,
peut donc être asymétrique bien que les deux représentations prises individuellement soit
symétriques.
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Evaluation des modèles d’interprétation La dernière hypothèse examinée se place
du point de vue de la modélisation computationnelle. Nous avons mis en évidence la per-
tinence du principe général du compromis entre saillance cognitive et plage de valeurs
dénotées (voir section 5.1 p. 62), et du modèle des rangs RKM (voir section 5.2.2 p. 68)
pour rendre compte des données collectées. En effet, il apparaît que 66% des valeurs de
bornes données par les participants sont incluses dans les fronts de Pareto. Ce score, quoique
inférieur à celui obtenu sur les données précédemment collectées, apporte une validation
supplémentaire au principe général.
En revanche, le taux de bonnes prédictions du modèle RKM est plus faible que celui
observé sur les données de la première étude. Cette faiblesse peut s’expliquer par le nombre
plus limité de participants à l’étude. En effet, un participant ayant été exclu des analyses, au
mieux 37 réponses sont disponibles pour calculer la médiane des distributions des bornes,
rendant celles-ci peu robustes. Dans la présente étude, on peut observer que les médianes
correspondent fréquemment à des valeurs de bornes peu données par les participants. Un
plus grand nombre de participants peut rendre plus robuste l’estimation des médianes dans
la population, offrant ainsi la possibilité au modèle d’interprétation d’obtenir de meilleures
performances.
7.5 Bilan
Dans ce chapitre, nous avons présenté une étude empirique originale de l’interprétation
des ENA, complémentaire à la première décrite au chapitre 4, dans laquelle nous nous
sommes focalisé sur la contextualisation sémantique des ENA ainsi que sur leur interpréta-
tion implicite, pour laquelle nous avons exploré une méthodologie originale de collecte des
données. Nous avons montré que l’interprétation des ENA contextualisées diffère peu de
celle d’ENA non contextualisées. D’autre part, nos analyses montrent que l’interprétation
implicite est semblable à l’interprétation explicite des ENA.
L’étude que nous avons présentée dans ce chapitre est aussi une reproduction et un
prolongement de la première étude, présentée dans le chapitre 4. Elle nous a permis de
vérifier la robustesse des résultats quant (i) aux dimensions arithmétiques de la valeur de
référence des ENA impliquées dans leur interprétation ; (ii) à l’hypothèse de symétrie des
intervalles représentant l’imprécision dénotée par les ENA ; et (iii) aux performances du
modèle computationnel d’interprétation des ENA RKM que nous avons proposés dans le
chapitre 5.
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Chapitre 8
Combinaison des ENA : calcul
arithmétique
Dans ce chapitre, nous nous intéressons à un traitement différent lié aux Expressions
Numériques Approximatives : au-delà de leur interprétation, nous examinons la probléma-
tique de leur composition, qui vise à étudier la manière dont elles sont combinées arithmé-
tiquement par l’être humain : la question est par exemple, d’estimer la surface d’une pièce
dont les côtés mesurent “environ 5 ” et “environ 10 ” mètres.
La tâche de combinaison d’ENA par des calculs arithmétiques peut être interprétée
comme une question de propagation des imprécisions à partir d’opérandes symboliques,
c’est-à-dire reposant sur le langage, dans le raisonnement. Nous présentons une étude em-
pirique qui constitue une première approche de la compréhension de cette propagation.
Plus spécifiquement, notre objectif est double : (i) évaluer dans quelle mesure la propaga-
tion des imprécisions lors d’additions et de multiplications d’ENA correspond aux forma-
lismes mathématiques de la représentation des imprécisions, l’arithmétique des intervalles
et l’arithmétique floue, et (ii) identifier les heuristiques utilisées pour produire l’estimation
de l’imprécision résultant du calcul.
Du point de vue méthodologique, cette problématique ouvre la question de la qua-
lification et de la quantification de la propagation des imprécisions. Nous l’abordons en
proposant deux méthodes originales d’analyse des données, correspondant respectivement
à aux perspectives épistémique et sémantique du vague. La première consiste à examiner
la propagation des imprécisions en se basant sur une représentation par intervalles des
opérandes et des résultats des calculs. La seconde consiste à examiner cette propagation
en se basant sur une représentation par sous-ensembles flous des opérandes et résultats.
Ce chapitre est structuré de la manière suivante. Nous introduisons dans la section 8.1
les définitions formelles et notations utilisées. La problématique et les hypothèses motivant
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Intervalle Description Exemple
IpC(z) Résultats des Calculs imprécis “environ 20 ” · “environ 30 ”
IpP (z) Approximations des résultats exacts z “environ 600 ”
données par le Participant p
IpP (x) et Approximations des opérandes x et y “environ 20 ” et
IpP (y) données par le Participant p “environ 30 ”
IpA(z) Calculé par application de l’Arithmétique
des intervalles à IpP (x) et I
p
P (y)
TABLEAU 8.1 – Notations et descriptions des quatre intervalles considérés, illustrés pour
le calcul “environ 20 ” · “environ 30 ” dans la troisième colonne.
l’étude empirique sont détaillées dans la section 8.2. Nous décrivons dans la section 8.3 la
méthodologie mise au point pour collecter les données et les pré-traiter. La section 8.4 dé-
taille les deux méthodes originales d’analyses des données que nous proposons pour tester
les hypothèses. Les résultats de l’examen épistémique de la propagation des imprécisions
sont présentés dans la section 8.5. La section 8.6 expose les résultats de l’examen séman-
tique. Enfin, nous discutons de l’ensemble des résultats obtenus dans la section 8.7.
Plusieurs parties de ce chapitre ont fait l’objet d’une publication (Lefort et al., 2017a).
8.1 Définitions et notations
Cette étude se focalise sur l’addition et la multiplication d’ENA. Les calculs imprécis
considérés sont de la forme “environ x”  “environ y”, où “environ x” et “environ y”
sont les opérandes symboliques imprécises, avec x et y ∈ N∗. Le symbole  correspond à
l’opération arithmétique, addition ou multiplication. Nous utilisons le terme résultat exact
pour signifier z, le résultat du calcul exact, sans imprécision, de x y.
Dans cette étude, deux types de représentation formelle des ENA sont utilisés : l’ap-
proche par intervalles (voir section 3.1.1 p. 23), correspondant à la perspective épistémique
du vague et l’approche par sous-ensembles flous (voir section 3.1.2 p. 24), correspondant à
la perspective sémantique du vague. Ces deux approches ne sont pas indépendantes dans la
mesure où les sous-ensembles flous sont construits à partir des intervalles (voir section 3.1.2
p. 24).
Cinq types d’intervalles et de sous-ensembles flous, respectivement présentés dans les
tableaux 8.1 et 8.2 sont considérés. Nous notons IpP (x) et I
p
P (y) les intervalles donnés par
le Participant p qui correspondent aux ENA utilisées comme opérandes imprécises, c’est-
à-dire à “environ x” et “environ y”. Les sous-ensembles flous représentant ces opérandes
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Fonction Description
d’appartenance
µCz Elicitée à partir des résultats des Calculs imprécis I
p
C(z)
µPz Elicitée à partir des approximations des résultats exacts
données par les Participants IpP (z)
µPx et Elicitées à partir des approximations des opérandes
µPy données par les Participants I
p
P (x) et I
p
P (y)
µAz Calculée par application de l’Arithmétique floue
à µPx et µPy
µMz Estimée par le Modèle flou d’interprétation
des ENA (voir section 5.3)
TABLEAU 8.2 – Notations et descriptions des fonctions d’appartenance des quatre types
de sous-ensembles flous considérés.
imprécises sont notés respectivement µPx et µPy.
IpP (z) est l’intervalle correspondant à l’approximation du résultat exact z, c’est-à-dire
l’intervalle correspondant à “environ z”, donnés par le Participant p. µPz est le sous-
ensemble flou représentant cette approximation.
L’intervalle IpC(z) correspond au résultat fourni par le participant p au Calcul imprécis,
“environ x”  “environ y”. µCz est le sous-ensemble flou représentant les résultats au calcul.
IpA(z) est l’intervalle calculé en appliquant l’Arithmétique des intervalles (Moore, 1966)
aux intervalles IpP (x) et I
p
P (y) correspondant aux opérandes imprécises. De même, µAz est
le sous-ensemble flou obtenu par application de l’Arithmétique floue aux opérandes µPx
et µPy.
Enfin, l’examen de la propagation des imprécisions dans la perspective sémantique du
vague tient également compte des intervalles flous produits par le Modèle flou d’interpré-
tation des ENA fRKM (voir section 5.3 p. 80). Ces intervalles flous sont notés ici µMz.
8.2 Problématique et hypothèses
A notre connaissance, il n’existe pas, à ce jour, d’étude publiée portant sur la propaga-
tion des imprécisions dans le calcul imprécis réalisé par l’être humain. Cette problématique
soulève pourtant la question des rôles joués par les systèmes approximatif et exact des
nombres (voir section 2.2 p. 17) dans le calcul imprécis. En effet, d’un côté, le calcul arith-
métique implique le système exact et, de l’autre, l’estimation des imprécisions implique le
système approximatif (Dehaene, 2003).
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Selon nous, deux hypothèses antagonistes peuvent être considérées pour rendre compte
des traitements cognitifs opérés lors d’un calcul imprécis. Dans la première, le système
exact des nombres prend en charge à la fois le calcul exact, c’est-à-dire x y, par exemple
20 · 30 pour “environ 20 ” · “environ 30 ”, et la propagation des imprécisions. Dans ce
cas, le système approximatif des nombres ne joue aucun rôle spécifique et la propagation
des imprécisions dans le calcul est conforme à ce qui serait attendu selon les formalismes
mathématiques.
Dans la seconde hypothèse, le système exact des nombres prend en charge le calcul
exact, par exemple 20 · 30 pour “environ 20 ” · “environ 30 ”. L’estimation de l’imprécision
résultant du calcul est quant à elle, comme pour l’interprétation des ENA, le produit d’un
compromis entre les deux systèmes cognitifs. Autrement dit, l’imprécision finale est équi-
valente à celle estimée pour l’approximation du résultat exact, par exemple “environ 600 ”
pour “environ 20 ” · “environ 30 ”. Dans ce cas, l’imprécision résultant du calcul devrait
être indépendante des opérandes et de l’opération arithmétique considérées et ne devrait
pas correspondre à ce qui est attendu selon les formalismes mathématiques.
Nous avons mis en évidence dans les études empiriques de l’interprétation des ENA
(voir chapitres 4 et 7) que les deux sous-systèmes responsables de la cognition des nombres
sont tous les deux impliqués dans le traitement des ENA. Nous prenons par conséquent
le parti de considérer a priori la seconde hypothèse, à savoir que lors d’une combinaison
arithmétique d’opérandes imprécises, les individus réalisent dans un premier temps le calcul
exact avant d’en produire une approximation. Par exemple, dans le cas de “environ 150 ” +
“environ 8000 ”, ils calculent d’abord 150+8000 = 8150, sans tenir compte des imprécisions
de “environ 150 ” et “environ 8000 ”. Ensuite, ils estiment l’imprécision autour de 8150,
comme ils le feraient pour “environ 8150 ”.
Pour tester cette hypothèse principale, quatre propositions peuvent être formulées. La
version formelle des hypothèses est donnée pour les intervalles. Elle s’applique identique-
ment aux sous-ensembles flous.
H1 - Résultat du calcul semblable à l’approximation du résultat exact : si
l’imprécision assignée au résultat dépend uniquement du résultat exact, nous devrions
observer que ce résultat est égal à l’approximation du résultat exact.
Formellement, cette hypothèse s’écrit : IpC(z) = I
p
P (z).
H2 - Calcul non conforme aux formalismes mathématiques : si l’imprécision
des opérandes n’est pas prise en compte, nous devrions observer que le résultat du calcul
imprécis ne correspond pas à celui obtenu par application de l’arithmétique des intervalles
ou de l’arithmétique floue.
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Formellement, cette hypothèse s’écrit : IpC(z) 6= IpA(z).
H3 - Insensibilité au calcul : si les participants ne tiennent pas compte de l’imprécision
assignée aux opérandes, mais réalisent le calcul exact avant de produire une approximation
du résultat, nous devrions observer la même imprécision finale dans les cas où deux opé-
rations différentes donnent le même résultat exact, qu’elles varient selon les opérandes ou
l’opérateur (addition ou multiplication). Plus spécifiquement, nous distinguons deux cas :
H3.1 - Insensibilité à la granularité : comme nous l’avons montré dans les deux
études empiriques de l’interprétation des ENA, l’imprécision assignée à une ENA dépend,
entre autres, de sa granularité (voir section 4.4 p. 50 et section 7.3 p. 111). Plus précisément,
plus la granularité est importante, plus l’imprécision est grande.
Par conséquent, si les participants tiennent compte de l’imprécision des opérandes,
les calculs dont les opérandes présentent une granularité plus importante (par ex., “en-
viron 400 ” + “environ 600 ”, où Gran(400) = Gran(600) = 100) devraient aboutir à
une imprécision plus grande par rapport aux calculs dont les opérandes sont caractérisées
par une granularité plus faible (par ex., “environ 440 ” + “environ 560 ”, où Gran(440) =
Gran(560) = 10).
Au contraire, si l’imprécision assignée aux opérandes n’est pas prise en compte, ces
différents calculs devraient aboutir à la même imprécision.
Formellement, cette hypothèse s’écrit : IpC(x1+y1) = I
p
C(x2+y2), avec x1+y1 = x2+y2,
Gran(x1) 6= Gran(x2) et Gran(y1) 6= Gran(y2) 6.
H3.2 - Insensibilité à l’opération arithmétique : comme pour l’hypothèse H3.1, si
les participants tiennent compte de l’imprécision assignée aux opérandes, celle assignée au
résultat devrait être différente lorsqu’on considère deux calculs dont à la fois les opérandes
et l’opérateur diffèrent mais dont le résultat exact est le même (par ex., “environ 20 ” ·
“environ 50 ” vs. “environ 400 ” + “environ 600 ”).
Au contraire, si les imprécisions ne sont pas prises en compte, l’imprécision assignée au
résultat devrait être la même, quelle que soit l’opération considérée.
Formellement, cette hypothèse s’écrit : IpC(x1 · y1) = IpC(x2 + y2), avec x1 · y1 = x2 + y2.
6. Pour cette hypothèse, nous ne considérons que le cas des additions. En effet, il existe davantage de
combinaisons possibles de granularité pour aboutir au même résultat dans le cas des additions que dans
celui des multiplications. Par conséquent, tester cette hypothèse à partir de multiplications conduirait à
considérer une plus grande quantité d’items dans le questionnaire que nous avons conçu pour collecter les
données (voir section 8.3 p. 132).
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H4 - Sensibilité aux paradoxes sorites : Les paradoxes sorites expriment une insen-
sibilité à des petits changements conduisant à l’impossibilité d’un grand changement (voir
section 2.1.1 p. 8). Ces paradoxes, caractéristiques des expressions vagues, peuvent être
appliqués aux calculs imprécis. En effet, l’imprécision assignée à une ENA dont la granu-
larité est importante (par ex., “environ 6000 ”) ne devrait être que peu affectée lorsqu’on
lui ajoute une ENA dont l’ordre de grandeur de la granularité est beaucoup plus faible
(par ex., “environ 10 ”) car l’imprécision de cette dernière se trouve noyée dans celle de la
première. Ainsi, l’imprécision assignée à “environ 6000 ” + “environ 10 ” devrait être très
proche de celle assignée à “environ 6000 ”.
Au contraire, si les imprécisions ne sont pas prises en compte dans le calcul imprécis,
l’imprécision assignée à “environ 6000 ” + “environ 10 ” devrait être proche de celle assignée
à “environ 6010 ” et, par conséquent, nettement inférieure à celle assignée à “environ 6000 ”.
Formellement, cette hypothèse s’écrit : |IpC(z)| << |IpP (x)|, où x est l’opérande dont la
granularité est élevée et z est le résultat exact du calcul.
8.3 Méthodes
Nous décrivons dans cette section la méthodologie que nous avons mise en œuvre pour
collecter et nettoyer les données relatives à l’étude du calcul imprécis chez l’être humain
de manière à tester les quatre hypothèses considérées.
8.3.1 Population
146 participants se sont portés volontaires pour participer à cette étude : 102 femmes
et 44 hommes, dont l’âge est compris entre 20 et 74 ans (M = 38, 6;σ = 14, 2). Ils ont
été recrutés par une annonce diffusée sur une liste de diffusion et tous ont pour langue
maternelle le français.
8.3.2 Matériel
Un questionnaire en ligne a été conçu pour collecter de manière explicite les données.
Il se compose de trois parties. La première permet de collecter les résultats de 23 calculs
imprécis, listés dans le tableau 8.3, 5 multiplications et 18 additions. Ils ont été sélectionnés
pour minimiser le niveau nécessaire en calcul mental et pour éviter tout effet de taille du
problème (Zbrodoff & Logan, 2005). Pour être réalisées, les additions ne nécessitent pas de
retenue et leurs opérandes ne possèdent pas plus de deux chiffres significatifs. Les opérandes
des multiplications ne possèdent quant à elles qu’un seul chiffre significatif.
De plus, les opérandes ont été sélectionnées de manière à pouvoir tester les hypothèses
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Calcul Résultat exact
environ 20 · environ 30 600
environ 20 · environ 400 8000
environ 20 · environ 50 1000
environ 30 · environ 50 1500
environ 40 · environ 50 2000
environ 20 + environ 30 50
environ 20 + environ 80 100
environ 30 + environ 4700 4730
environ 40 + environ 110 150
environ 40 + environ 400 440
environ 50 + environ 100 150
environ 100 + environ 500 600
environ 150 + environ 8000 8150
environ 200 + environ 400 600
environ 200 + environ 800 1000
environ 400 + environ 600 1000
environ 400 + environ 1100 1500
environ 440 + environ 560 1000
environ 500 + environ 1000 1500
environ 500 + environ 1500 2000
environ 2000 + environ 6000 8000
environ 10 + environ 6000 6010∗
environ 20 + environ 8000 8020∗
TABLEAU 8.3 – Calculs proposés dans le questionnaire.
∗ : ces deux items sont dédiés à l’hypothèse H4 portant sur la sensibilité aux paradoxes
sorites. Ce sont ceux pour lesquels l’approximation du résultat exact n’est pas demandée.
considérées. En effet, plusieurs calculs aboutissent au même résultat exact bien que leur
opération soit différente (par ex., “environ 20 ” · “environ 50 ” et “environ 400 ” + “en-
viron 600 ”) ou que leurs opérandes diffèrent en granularité (par ex., “environ 440 ” +
“environ 560 ” et “environ 400 ” + “environ 600 ”).
La consigne est : “selon vous, entre quelles valeurs MINIMALE et MAXIMALE se
trouve le résultat de environ x  environ y ? ”, où “environ x” et “environ y” sont les
opérandes, avec x, y ∈ N∗, et  l’opération arithmétique considérée. Cette partie du ques-
tionnaire permet de collecter les intervalles IpC(z).
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La seconde partie du questionnaire est conçue pour collecter les intervalles correspon-
dant aux approximations des 24 opérandes imprécises et résultats exacts de 21 des 23
calculs. Elle permet de collecter les intervalles IpP (x), I
p
P (y) et I
p
P (z). Par exemple, “envi-
ron 200 ”, “environ 400 ” et “environ 600 ” pour le calcul “environ 200 ” + “environ 400 ”.
Les approximations des résultats exacts des deux calculs utilisés pour tester l’hypothèse H4
concernant les paradoxes sorites, “environ 6010 ” et “environ 8020 ”, ne sont pas demandées
aux participants pour être certain que ceux-ci ne sont pas biaisés par celles-ci lorsqu’ils
réalisent les calculs. En effet, il se peut qu’en donnant d’abord l’approximation du résul-
tat exact, par exemple “environ 6010 ”, les participants soient induits à donner les mêmes
intervalles comme résultats aux calculs, par exemple “environ 10 ” + “environ 6000 ”.
La consigne de cette partie est “selon vous, entre quelles valeurs MINIMALE et MAXI-
MALE se trouve environ x ? ”, où x est la valeur de référence de l’opérande ou du résultat
exact considéré.
Tous les items du questionnaire, qu’ils portent sur les résultats des calculs ou sur les
approximations des opérandes et résultats exacts, ne sont pas sémantiquement contextua-
lisés.
Enfin, la troisième partie du questionnaire comporte deux questions dont le but est de
contrôler, comme lors de l’étude de l’interprétation des ENA (voir section 4.3.2 p. 44), la
variabilité interindividuelle quant :
— à l’usage des mathématiques, de manière à contrôler si un usage quotidien des
mathématiques au travail ou dans les études affecte la combinaison des ENA.
— au niveau subjectif en calcul mental : comme information complémentaire à la
précédente question, le participant estime, sur une échelle de type Likert graduée
de 1 à 5, son niveau en calcul mental.
8.3.3 Procédure
Pour chacune des trois parties du questionnaire, l’ordre des questions est aléatoirement
tiré pour chaque participant. De même, l’ordre dans lequel un participant remplit la partie
calculs et la partie approximations est aléatoirement tiré. La troisième partie, comprenant
les questions sur l’usage des mathématiques et le niveau subjectif en calcul mental, est
toujours la dernière à être remplie.
Dans les deux premières parties, calculs et approximations, les participants doivent,
comme dans la première étude de l’interprétation des ENA (voir section 4.3.3 p. 46), donner
les valeurs des bornes inférieure et supérieure d’un intervalle comme une seule réponse, en
entrant ces valeurs dans l’espace dédié.
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8.3.4 Nettoyage des données
Pour exclure les intervalles extrêmes ou aberrants des données, celles-ci ont été nettoyées
selon une procédure en quatre étapes. Les trois premières étapes sont identiques à celles
décrites dans les deux études empiriques de l’interprétation des ENA (voir sections 4.3.5
p. 46 et 7.2.4 p. 107). Les étapes 1 à 3 sont exécutées pour IpP (x), I
p
P (y), I
p
P (z) et I
p
C(z).
La quatrième étape consiste à exclure tout calcul pour lequel au moins un des quatre
intervalles collectés est manquant, extrême ou aberrant.
Sur les 3358 calculs présents dans le corpus original, 2516 (74,9%) sont utilisés dans les
analyses. 28 participants ont été exclus.
8.4 Analyses des données
Dans la mesure où, à notre connaissance, aucune étude portant sur le calcul imprécis
à partir d’opérandes symboliques n’a été publiée à ce jour, nous manquons d’une métho-
dologie d’analyse des données. Pour combler cette lacune méthodologique de la littéra-
ture, nous proposons deux types d’analyses originales, successivement détaillés dans cette
section, pour tirer partie des données collectées. Le premier s’inscrit dans la perspective
épistémique du vague et est basé sur une représentation par intervalles des ENA. Le second
type est basé sur une représentation par sous-ensembles flous des ENA et s’inscrit donc
dans la perspective sémantique du vague.
8.4.1 Analyse dans la perspective épistémique du vague : intervalles
Dans la perspective épistémique du vague, où les imprécisions sont représentées par
des intervalles, toute l’analyse des données s’écrit comme des comparaisons d’intervalles.
Cette section décrit les analyses réalisées dans cette perspective en vue de tester les quatre
hypothèses considérées. En premier lieu, nous présentons brièvement l’arithmétique des
intervalles (Moore, 1966), utilisée pour calculer IpA(z). Dans un deuxième temps, nous
détaillons les tests sur lesquels reposent les comparaisons des intervalles. Ensuite, nous
montrons comment ces analyses s’appliquent aux hypothèses.
8.4.1.1 Arithmétique des intervalles
L’arithmétique des intervalles a été formalisée par Moore (1966). Nous en rappelons ici
les résultats utiles pour les intervalles que nous considérons, qui ont la particularité d’avoir
des bornes strictement positives, ce qui les place dans un cas plus simple que le cas général.
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En notant deux intervalles I1 = [s, t] et I2 = [u, v] avec s, t, u, v > 0, on a (Moore, 1966) :
I1 + I2 = [s+ u, t+ v]
et I1 · I2 = [s · u, t · v]
Ces opérations permettent, dans notre cas, de définir IpA(z) à partir de I
p
P (x) et I
p
P (y),
c’est-à-dire ce que donne ce modèle formel de propagation des imprécisions à partir de la
représentation qu’ont les participants de l’imprécision des opérandes.
Il faut souligner la différence essentielle de propagation des imprécisions observée entre
les deux opérations. Si on note I1 = [x−∆−1 , x+∆+1 ] et I2 = [y−∆−2 , y+∆+2 ], les équations
ci-dessus donnent :
I1 + I2 = [x+ y− (∆−1 + ∆−2 ), x+ y+ (∆+1 + ∆+2 )]
et I1 · I2 = [x · y− (x ·∆−2 + y ·∆−1 −∆−1 ·∆−2 ), x · y+ (x ·∆+2 + y ·∆+1 + ∆+1 ·∆+2 )]
(8.1)
Aussi, pour les additions, les imprécisions se propagent linéairement. Pour les multiplica-
tions, la propagation est quadratique du fait des produits ∆−1 ·∆−2 et ∆+1 ·∆+2 . De plus,
elle est influencée par les valeurs de référence x et y, alors que ce n’est pas le cas pour
l’addition.
Au regard de notre hypothèse générale, selon laquelle les participants ne tiennent pas
compte des imprécisions liées aux opérandes pour estimer l’imprécision résultant du calcul,
la différence dans la propagation des imprécisions entre multiplications et additions devrait
donner lieu à un peu plus grand écart entre ce qui est attendu selon l’arithmétique des
intervalles et les réponses fournies par les participants pour les multiplications que pour
les additions.
8.4.1.2 Comparaisons d’intervalles
Dans cette section, nous présentons les analyses réalisées pour comparer les intervalles
entre eux, ainsi que les distributions de leurs bornes entre elles. Dans un premier temps,
nous introduisons les représentations utilisées. Les comparaisons numériques entre distribu-
tions de bornes d’intervalles sont ensuite détaillées. Enfin, nous décrivons les comparaisons
topologiques réalisées pour caractériser les relations entre intervalles. Le seuil de significa-
tivité pour tous les tests statistiques est fixé à p = 0, 01.
Représentation des intervalles Comme pour les analyses réalisées dans les études de
l’interprétation des ENA (voir chapitres 4 et 7), nous transformons les intervalles collectés
de manière à obtenir deux distances absolues, ∆− et ∆+, entre la valeur de référence de
l’ENA considérée et les bornes de l’intervalle correspondant. En notant I(x) = [x−, x+]
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l’intervalle considéré, ∆−(x) = x− x− et ∆+(x) = x+ − x. Par exemple, ∆−C(z) = z − z−C
et ∆+C(z) = z
+
C − z.
Comparaisons numériques Ce paragraphe présente les analyses réalisées pour com-
parer deux distributions d’intervalles, par exemple IpC(z) et I
p
P (z) fournis par tous les
participants p pour un calcul dont le résultat exact z est fixé. Dans chacune des analyses,
les bornes inférieures et supérieures sont traitées séparément.
Dans ce qui suit, nous notons I1 et I2 deux distributions d’intervalles, indexées par les
participants : I(p) désigne l’intervalle fourni par le participant p, il peut par exemple s’agir
de IpC(z). ∆
−(p) désigne la distance de la borne inférieure de cet intervalle à la valeur de
référence du résultat exact z. De même, ∆+(p) désigne la distance de la borne supérieure
de cet intervalle à la valeur de référence du résultat exact z. Par exemple, ∆−(p) = z− z−
et ∆+(p) = z+− z si I(p) est IpC(z) = [z− z−, z+ z+]. Ces deux distributions contiennent
le même nombre d’intervalles, correspondant au nombre de participants dont les intervalles
considérés ne sont pas exclus.
Nous proposons trois critères de comparaison numérique. Le premier évalue la proximité
des deux distributions : elle est calculée comme la proportion de bornes suffisamment
proches et elle repose d’abord sur la notion d’égalité entre deux distances à la valeur de
référence que nous avons définie dans l’équation 4.2 (voir section 4.3.6, p. 49), rappelée ici
pour faciliter la lecture :
Eq(∆1,∆2) =
 1 si
|∆1 −∆2|
min(∆1,∆2)
≤ 0, 1
0 sinon
Aussi deux bornes sont considérées comme égales si la valeur absolue de la différence
entre leurs distances à la valeur de référence z ne dépasse pas 10% de la plus petite de ces
deux distances 7. La proximité entre les distributions de bornes b ∈ {−,+} des intervalles I1
et I2, que nous nommons par abus de langage score d’égalité entre deux distributions, est
alors formellement définie comme :
Eq(I1, I2, b) = 1|I1|
∑
p
Eq(∆b1(p),∆
b
2(p)) (8.2)
Le deuxième critère que nous utilisons permet d’évaluer dans quelle mesure les diffé-
rences observées, s’il y en a, tendent vers l’inclusion de l’un des deux intervalles dans l’autre
(par ex., si IpP (z) tend à être inclus dans I
p
C(z)). Pour ce faire, nous examinons si des tests
7. Nous avons également réalisé l’ensemble des analyses sans autoriser une erreur relative de 10%. Dans
la mesure où les scores obtenus ne diffèrent pas de plus de 4% de ceux obtenus avec une erreur relative
autorisée, nous ne reportons dans les résultats que ces derniers.
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statistiques montrent des différences significatives entre les ∆ des deux intervalles. En ef-
fet, une différence significative indique que les bornes de l’un des deux intervalles tendent
systématiquement à être plus éloignées ou plus proches de la valeur de référence que les
bornes de l’autre intervalle. Les distributions des ∆ n’étant pas normales, nous utilisons le
test des rangs signés de Wilcoxon, conçu pour les mesures répétées.
Le troisième critère, enfin, est complémentaire au précédent et consiste à calculer la
médiane de la distribution des différences entre les bornes b ∈ {−,+} des deux intervalles
comparés I1 et I2. Celle-ci est calculé comme :
MD(I1, I2, b) = medianp(∆b2(p)−∆b1(p)) (8.3)
Comparaisons topologiques Pour examiner plus précisément la manière dont les par-
ticipants réalisent les calculs imprécis, nous proposons d’une façon originale d’utiliser une
autre famille de critères, basée sur les relations topologiques entre intervalles. Ces analyses
permettent d’examiner, par exemple, si les participants compensent les résultats des calculs
imprécis pour tendre vers les intervalles IpA(z).
Pour ce faire, nous nous appuyons sur l’algèbre des relations topologiques entre inter-
valles proposée par Allen (1983), qui caractérise la position relative de deux intervalles en
distinguant treize cas possibles, détaillés dans le tableau E.1 p. 200 de l’annexe E. Nous
proposons d’en utiliser une version simplifiée à neuf cas. En effet, la valeur du résultat
exact z étant nécessairement incluse dans les intervalles, quatre relations ne peuvent pas
apparaître dans nos données : meets, meets inverse, before et after.
De plus, nous proposons de simplifier les 9 relations restantes, en réduisant l’expres-
sivité, pour restreindre le nombre de combinaisons possibles de relations entre les trois
intervalles considérés dans nos analyses, IpC(z), I
p
P (z) et I
p
A(z). En effet, prendre en compte
les 9 relations aboutirait à 93 = 729 combinaisons possibles. Nous proposons les simpli-
fications suivantes. Les relations starts et finishes ne sont pas distinguées de la relation
during car dans les trois cas, un intervalle est inclus dans l’autre. De même, starts inverse
et finishes inverse ne sont pas distinguées de la relation during inverse. De plus, overlaps et
overlaps inverse sont regroupées dans la relation overlaps. Nous utilisons, abusivement, les
noms during, during inverse et overlaps pour chacun de ces regroupements respectivement.
Par conséquent, quatre relations, illustrées dans le tableau 8.4, sont considérées dans
cette étude : during (d), during inverse (di), overlaps (o) et equals (eq). Formellement,
en notant I1 = [s, t] et I2 = [u, v] les deux intervalles à comparer, celle-ci, notée RA(I1, I2)
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Relation Illustration
I1 eq I2 (equals)
I1
I2
I1 d I2 (during)
I1
I2
I1
I2
I1
I2
I1 di I2 (during inverse)
I1
I2
I1
I2
I1
I2
I1 o I2 (overlaps)
I1
I2
I1
I2
TABLEAU 8.4 – Relations utilisées pour caractériser la relation topologique entre deux
intervalles.
est calculée comme :
RA(I1, I2) =

eq si s = u ∧ t = v
d si (s ≥ u ∧ t < v) ∨ (s > u ∧ t ≤ v)
di si (s ≤ u ∧ t > v) ∨ (s < u ∧ t ≥ v)
o sinon
(8.4)
Comme pour le score d’égalité (voir équation 8.2), deux bornes sont considérées comme
égales quand leur différence absolue n’excède pas un dixième de la plus petite des deux.
8.4.1.3 Analyses des hypothèses H1 à H3
Pour tester l’hypothèse H1, prédisant que le résultat du calcul imprécis est égal à
l’approximation du résultat exact, nous comparons les intervalles IpC(z) correspondant aux
résultats des calculs imprécis (par ex., “environ 20 ” · “environ 30 ”), collectés dans la
première partie du questionnaire, aux IpP (z), correspondant aux approximations du résultat
exact (par ex., “environ 600 ”), collectés dans la seconde partie du questionnaire.
Pour tester l’hypothèse H2, prédisant que le résultat du calcul imprécis est différent du
résultat attendu selon l’arithmétique des intervalles, les intervalles IpC(z) sont comparés aux
intervalles IpA(z), obtenus par application de l’arithmétique des intervalles aux intervalles
correspondant aux approximations des deux opérandes du calcul (par ex., “environ 20 ” et
“environ 30 ”), collectés dans la seconde partie du questionnaire.
Enfin, pour tester l’hypothèse H3.1, prédisant une insensibilité à la granularité des
opérandes, et l’hypothèse H3.2, prédisant une insensibilité à l’opération, nous comparons
les intervalles IpC(z) correspondant à deux calculs différents dont les résultats exacts z sont
égaux.
140 Chapitre 8. Combinaison des ENA : calcul arithmétique
Combinaison Illustration
C1 IpC(z) d I
p
P (z) I
p
P (z) d I
p
A(z) I
p
C(z) d I
p
A(z)
IC
IP
IA
C2 IpC(z) di I
p
P (z) I
p
P (z) d I
p
A(z) I
p
C(z) d I
p
A(z)
IC
IP
IA
C3 IpC(z) di I
p
P (z) I
p
P (z) d I
p
A(z) I
p
C(z) di I
p
A(z)
IC
IP
IA
C4 IpC(z) eq I
p
P (z) I
p
P (z) d I
p
A(z) I
p
C(z) d I
p
A(z)
IC
IP
IA
C5 IpC(z) eq I
p
P (z) I
p
P (z) di I
p
A(z) I
p
C(z) di I
p
A(z)
IC
IP
IA
C6 IpC(z) d I
p
P (z) I
p
P (z) di I
p
A(z) I
p
C(z) d I
p
A(z)
IC
IP
IA
TABLEAU 8.5 – Combinaisons de relations topologiques entre les trois intervalles IpC(z),
IpP (z) et I
p
A(z) qui apparaissent avec une fréquence relative supérieure à 5% dans les données
collectées.
Ces trois hypothèses sont testées indépendamment les unes des autres en comparant
numériquement les intervalles selon la méthodologie proposée ci-dessus.
Dans un second temps, nous examinons les combinaisons de relations topologiques
entre les trois intervalles considérés : IpC(z), I
p
P (z) et I
p
A(z). Pour ce faire, nous nous basons
sur les 4 cas de relation entre deux intervalles présentés ci-dessus. Parmi les 43 = 64
combinaisons possibles de relations entre les trois intervalles, seules 6 apparaissent avec
une fréquence relative de plus de 5% dans les données collectées. Nous nous focalisons
donc sur ces 6 combinaisons, notées C1 à C6, qui sont illustrées dans le tableau 8.5.
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Par exemple, dans C4 et C5, l’imprécision assignée au résultat du calcul imprécis est
égale à celle assignée à l’approximation du résultat exact. Dans le premier cas, C4, ces
imprécisions sont moins importantes que celle attendue selon le calcul des intervalles ; elles
sont supérieures à cette dernière dans le cas de C5. C4 et C5 sont donc les combinaisons
qui correspondent à notre hypothèse générale, qui prédit que, lors d’un calcul imprécis,
les participants ne tiennent pas compte de l’imprécision des opérandes mais réalisent une
approximation du résultat exact.
8.4.1.4 Analyses de l’hypothèse H4
Pour tester l’hypothèse H4, prédisant une sensibilité aux paradoxes sorites, nous com-
parons l’imprécision assignée au résultat du calcul imprécis, représentée par ∆C(z), à celle
assignée à l’opérande la plus grande, ∆P (x). Pour comparer ces imprécisions, nous réali-
sons deux tests des rangs signés de Wilcoxon pour mesures répétées, le premier testant la
différence entre ∆−C(z) et ∆
−
P (x) et le second testant la différence entre ∆
+
C(z) et ∆
+
P (x).
Aucune comparaison n’implique l’approximation du résultat exact, c’est-à-dire les in-
tervalles IpP (z), car ceux-ci ne sont volontairement pas demandés dans le questionnaire,
comme discuté dans la section 8.3.2 p. 132.
8.4.1.5 Analyses de la variabilité inter-individuelle
Les derniers items du questionnaire permettent d’évaluer dans quelle mesure les parti-
cipants utilisent régulièrement les mathématiques ainsi que leur niveau subjectif en calcul
mental. Nous pouvons ainsi examiner si ces variables inter-individuelles sont impliquées
dans la réalisation des calculs imprécis.
L’effet d’un usage régulier des mathématiques est testé en utilisant le test des rangs
sommés de Wilcoxon en distinguant deux groupes : les participants rapportant un usage
régulier des mathématiques et les participants rapportant ne pas les utiliser régulièrement.
Une comparaison entre les deux groupes est réalisée pour chaque borne de chaque intervalle
correspondant à chaque calcul imprécis
De même, nous testons l’effet du niveau subjectif en calcul mental en utilisant des
tests des rangs sommés de Wilcoxon. Pour ce faire, dans un premier temps, deux groupes
sont créés, selon le niveau en calcul mental rapporté. Les participants rapportant un score
compris entre 1 et 3 inclus forment le groupe faible niveau tandis que ceux rapportant un
niveau de 4 ou 5 composent le groupe haut niveau.
Enfin, nous examinons si l’ordre dans lequel les participants remplissent les deux parties
du questionnaire a un effet sur les intervalles donnés comme résultats aux calculs imprécis.
Pour ce faire, deux groupes sont créés, le premier remplissant d’abord la partie dédiée aux
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calculs et le second, celle dédiée aux approximations des opérandes et résultats exacts.
Comme pour le niveau en calcul mental, des tests des rangs sommés de Wilcoxon sont
réalisés, pour chaque borne de chaque calcul.
8.4.2 Analyse dans la perspective sémantique du vague : sous-ensembles
flous
La seconde approche d’analyse des données que nous proposons s’inscrit dans la pers-
pective sémantique du vague et repose sur la comparaison de sous-ensembles flous construits
à partir des intervalles collectés. Dans la première partie de cette section, nous décrivons
les deux manières dont ces constructions sont réalisées : par élicitation et par application
de l’arithmétique floue. Dans un second temps, nous définissons le critère quantitatif de
comparaison utilisé.
8.4.2.1 Construction des sous-ensembles flous
Nous détaillons dans cette section les méthode mises en œuvre pour construire les
quatre fonctions d’appartenance considérées dans cette étude (voir tableau 8.2 p. 129). La
première partie décrit la méthode employée pour éliciter les fonctions d’appartenance µP
et µCz à partir des intervalles collectés. L’addition et le produit flous qui définissent µAz
sont présentés dans la seconde partie. La construction de µMz est réalisée selon le modèle
flou d’interprétation des ENA fRKM, détaillé dans la section 5.3 p. 80.
Calcul de µP et µC : élicitation à partir d’intervalles Parmi les interprétations
classiques des fonctions d’appartenance (Bilgiç & Türkşen, 2000), la perspective random set
apparaît comme la plus pertinente vis-à-vis de la manière dont les données sont collectées
dans cette étude (voir section 3.1.2 p. 24).
Par conséquent, dans notre étude, le degré d’appartenance d’une valeur candidate x à la
plage de valeurs est défini comme la fréquence relative cumulée de participants donnant un
intervalle contenant x. Ainsi, si la moitié des participants incluent 595 dans “environ 20 ”
· “environ 30 ”, le degré d’appartenance de 595 est 0,5.
La figure 8.1 illustre les fonctions d’appartenance élicitées pour le calcul “environ 200 ”
+ “environ 400 ” : µP200 et µP400, correspondant aux opérandes, et µC600, correspondant
au résultat du calcul imprécis.
Calcul de µA : addition et multiplication floues L’arithmétique floue est un domaine
de la théorie des sous-ensembles flous qui étend le calcul pour les nombres imprécis (Hanss,
2005), de la même façon que l’arithmétique des intervalles pour des plages de valeurs.
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Figure 8.1 – Fonctions d’appartenance construites pour le calcul imprécis “environ 200 ” +
“environ 400 ” : les fonctions d’appartenance élicitées à partir des intervalles collectés pour
les opérandes µP200 (en haut, à gauche) et µP400 (en haut, à droite) et le résultat du calcul
imprécis, µC600 (en bas, à gauche) ; et µA600 (en bas, à droite), obtenu par application de
l’addition floue à µP200 et µP400.
Deux approches principales peuvent être considérées pour réaliser des opérations arith-
métiques sur des sous-ensembles flous. La première est basée sur le principe d’extension de
Zadeh (Yager, 1986), la seconde repose sur l’utilisation de la représentation en α−coupes
des fonctions d’appartenance (Kauffman & Gupta, 1991). C’est cette dernière que nous
utilisons pour calculer les sous-ensembles flous µAz. Le résultat est obtenu en trois étapes.
Dans un premier temps, les fonctions d’appartenance µPx et µPy, correspondant aux
opérandes “environ x” et “environ y” respectivement, sont décomposées en 100 α-coupes
[µPx]α = [s, t]α et [µPy]α = [u, v]α (en omettant α en indice de s, t, u et v pour alléger la
notation).
Ensuite, [µPx]α et [µPy]α sont combinées pour obtenir [µAz]α, les α-coupes correspon-
dant au sous-ensemble flou µAz. Cette combinaison est réalisée selon le calcul des inter-
valles, présenté dans la section 8.4.1.1 p. 135. Aussi, dans le cas des additions, [µAz]α =
[s+ u, t+ v] et dans le cas de multiplications, [µAz]α = [s · u, t · v].
Comme pour l’arithmétique des intervalles, la propagation des imprécisions est qua-
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dratique dans le cas des multiplications floues et linéaire dans le cas des additions floues.
Enfin, la fonction d’appartenance µAz est obtenue en interpolant linéairement les
bornes de ses α-coupes, [µAz]α. La figure 8.1 (en bas, à droite) illustre le sous-ensemble
flou obtenu par application de l’addition floue aux opérandes µP200 et µP400.
8.4.2.2 Etude comparative : méthodes
Cette section décrit les comparaisons expérimentales réalisées pour tester les hypothèses
H1 et H2 de cette étude 8, qui prédisent respectivement que les participants donnent comme
résultat du calcul imprécis l’approximation du résultat exact et que les résultats des calculs
ne sont pas conformes à ce qui serait attendu selon l’arithmétique floue (voir section 8.2
p. 129).
Comparaisons réalisées Pour tester l’hypothèse H1, nous comparons µCz à µPz ainsi
qu’à µMz.
Si les participants réalisent d’abord le calcul exact avant de produire une approxima-
tion, µCz devrait être proche de µPz et de µMz. On peut de plus noter que la comparaison
de µCz avec µMz permet également d’évaluer dans quelle mesure le modèle fRKM per-
met d’estimer le résultat d’un calcul imprécis, fournissant ainsi une étude expérimentale
complémentaire de celle proposée dans le chapitre 5, p. 83.
Pour tester l’hypothèse H2, selon laquelle les résultats des calculs imprécis diffèrent de
ceux attendus selon les formalismes mathématiques, ici l’arithmétique floue, nous compa-
rons µCz et µAz.
Nous proposons de réaliser deux types de comparaisons : la première, qualitative et
visuelle, porte sur la globalité des deux fonctions d’appartenance considérées, la seconde
quantifie la distance entre les deux fonctions d’appartenance. Le paragraphe suivant décrit
le critère de qualité αCmp que nous proposons pour cette évaluation quantitative.
Comparaison numérique Pour comparer deux sous-ensembles flous quelconques, plu-
sieurs mesures ont été proposées dans la littérature, comme les mesures de comparaison et
de ressemblance (Rifqi et al., 2000). Les sous-ensembles flous que nous comparons de ce
travail présentent la particularité d’être au moins partiellement superposés. En effet, leurs
noyaux incluent toujours le résultat exact du calcul, comme illustré dans la figure 8.1.
Par conséquent, utiliser les mesures classiques de comparaison amènerait à conclure que
8. Nous nous focalisons dans l’analyse par sous-ensembles flous aux deux premières hypothèses, sans
traiter l’hypothèse H3 pour ne pas alourdir la présentation des résultats. Ce choix ne remet pas en cause les
conclusions auxquelles nous arrivons. En effet, les deux premières hypothèses, impliquant les comparaisons
des fonctions d’appartenance µCz, µPz et µAz sont les plus informatives vis-à-vis notre hypothèse générale.
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ceux-ci sont proches et ne rendrait pas compte des différences plus subtiles qui nous inté-
ressent. Nous proposons donc une méthode originale d’évaluation de la proximité de deux
sous-ensemble flous.
Plutôt que de produire un unique score tenant compte de l’ensemble de chacune des
deux fonctions d’appartenance, nous proposons d’évaluer plusieurs α-coupes. En effet, la
différence entre deux fonctions d’appartenance n’est pas nécessairement constante sur l’en-
semble des α-coupes. Chaque α-coupe reçoit par conséquent son propre score et, à la fin,
un graphique montrant le score de comparaison en fonction d’α est produit.
Ce score est calculé comme la somme normalisée des différences absolues entre les
bornes des deux α-coupes comparées :
αCmp(µ1z, µ2z, α) =
|u1 − u2|+ |v1 − v2|
RelMag(z)
(8.5)
où µ1z et µ2z sont les deux fonctions d’appartenance comparées et [µ1z]α = [u1, v1],
[µ2z]α = [u2, v2] leurs α-coupes respectives.
La normalisation est requise car le score n’est pas comparable d’un calcul à l’autre :
une différence de 10 unités doit être considérée comme plus importante pour le calcul
“environ 20 ” · “environ 30 ” que pour le calcul “environ 500 ” + “environ 1500 ”, par exemple.
Par conséquent, le score doit être normalisé par la valeur de référence du résultat exact z.
Toutefois, considérer la valeur de z elle-même peut conduire à un autre biais. En effet,
la même différence doit être considérée comme plus importante pour 4730, par exemple,
que pour 4700. Nous proposons donc d’utiliser la magnitude relative RelMag(z) de la
valeur de référence comme facteur de normalisation.
Un score αCmp élevé indique une grande différence. La comparaison de deux sous-
ensembles flous est réalisée sur la base de 100 α-coupes (α ∈ {0, 01, 0, 02, . . . , 1}). Un
score global, obtenu en moyennant les scores des 100 α-coupes est également proposé
comme mesure synthétique.
8.5 Résultats des analyses par intervalles
Nous présentons dans cette section les résultats de l’analyse reposant sur les intervalles
collectés, décrite dans la section précédente. Dans un premier temps, nous examinons l’effet
de l’ordre de passation et du niveau en calcul mental. Ensuite, les résultats portant sur
chacune des quatre hypothèses (voir section 8.2 p. 129) sont tour à tour détaillés. Enfin,
après ces analyses basées sur des critères numériques, les résultats de l’analyse topologique
sont décrits.
A titre d’illustration, le tableau 8.6 présente la médiane des bornes inférieure et supé-
rieure des intervalles fournis par les participants comme résultats aux 23 calculs imprécis
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Calcul Résultat exact Intervalle médian
environ 20 · environ 30 600 [550, 650]
environ 20 · environ 400 8000 [7500, 8500]
environ 20 · environ 50 1000 [900, 1100]
environ 30 · environ 50 1500 [1400, 1600]
environ 40 · environ 50 2000 [1900, 2100]
environ 20 + environ 30 50 [45, 55]
environ 20 + environ 80 100 [90, 110]
environ 30 + environ 4700 4730 [4700, 4750]
environ 40 + environ 110 150 [140, 160]
environ 40 + environ 400 440 [420, 458]
environ 50 + environ 100 150 [140, 160]
environ 100 + environ 500 600 [550, 650]
environ 150 + environ 8000 8150 [8087, 5, 8200]
environ 200 + environ 400 600 [550, 650]
environ 200 + environ 800 1000 [900, 1100]
environ 400 + environ 600 1000 [950, 1100]
environ 400 + environ 1100 1500 [1400, 1600]
environ 440 + environ 560 1000 [950, 1050]
environ 500 + environ 1000 1500 [1400, 1600]
environ 500 + environ 1500 2000 [1900, 2100]
environ 2000 + environ 6000 8000 [7500, 8500]
environ 10 + environ 6000 6010 [6000, 6020]
environ 20 + environ 8000 8020 [8000, 8040]
TABLEAU 8.6 – Intervalles formés par les médianes des bornes fournies par les participants
comme résultats aux calculs imprécis.
du questionnaire. Elles sont données comme indications des imprécisions.
8.5.1 Variabilité inter-individuelle : usage des mathématiques, niveau
en calcul mental et ordre de passation
Parmi les 118 participants inclus dans les analyses, 70 ont d’abord rempli la partie
calculs du questionnaire et 48 ont d’abord rempli la partie approximations. En com-
parant les intervalles donnés comme résultats des calculs imprécis, une seule différence
significative est observée, pour la borne supérieure de “environ 500 ” + “environ 1500 ”
(W = 1338, 5; p < 0, 01). Aucune autre différence significative n’est observée (W compris
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entre 743 et 1766 ; p = N.S.).
Sur les 118 participants, 56 ont rapporté utiliser régulièrement les mathématiques dans
leur travail ou dans leurs études alors que 62 ont rapporté ne pas les utiliser régulièrement.
Les tests statistiques ne montrent aucune différence significative entre les deux groupes
pour aucune borne (W compris entre 606 et 1393,5 ; p = N.S.).
Concernant le niveau subjectif en calcul mental, 68 participants sont inclus dans le
groupe faible niveau et 50 dans le groupe haut niveau. Comme pour l’usage régulier des
mathématiques, aucune différence significative n’est observée entre les deux groupes, quelle
que soit la borne considérée (W compris entre 754,5 et 1467 ; p = N.S.).
Par conséquent, pas plus l’ordre dans lequel est rempli le questionnaire qu’un usage
régulier des mathématiques ou que le niveau subjectif en calcul mental ne semblent avoir
d’effet sur les résultats des calculs imprécis. Les analyses qui suivent portent donc sur
l’ensemble des intervalles collectés auprès de tous les participants, sans distinction de niveau
en calcul mental, d’usage régulier des mathématiques ou d’ordre de passation.
8.5.2 Résultat du calcul semblable à l’approximation du résultat exact
(H1)
Pour tester la première hypothèse, prédisant que les participants ne prennent pas en
compte les imprécisions assignées aux opérandes durant le calcul imprécis, nous comparons
les intervalles donnés comme résultats à ces calculs et les intervalles fournis par les 118
participants comme approximations des résultats exacts, c’est-à-dire IpC(z) et I
p
P (z) (par
ex., “environ 20 ” · “environ 30 ” vs. “environ 600 ”).
Le tableau 8.7 présente les résultats de ces comparaisons. Trois observations peuvent
être faites. Premièrement, les participants ne semblent pas donner strictement les mêmes
valeurs de bornes aux intervalles IpC(z) et I
p
P (z). En effet, le score d’égalité varie entre 22,6%,
pour “environ 150 ” + “environ 8000 ”, et 46,3%, pour “environ 20 ” + “environ 80 ”, il vaut
34,6% en moyenne.
Deuxièmement, les tests de Wilcoxon montrent des différences significatives pour 7
des 21 calculs considérés. Ces différences significatives sont particulièrement observées dans
le cas des multiplications (4 sur 5). Ces résultats indiquent que les distributions des bornes
tendent à être similaires pour les additions mais pas pour les multiplications, ce qui est
cohérent avec les scores d’égalité observés, qui sont plus faibles pour les multiplications
que pour les additions.
Enfin, la médiane des différences entre les valeurs des bornes ne diffère de zéro que pour
deux calculs : “environ 20 ” · “environ 30 ” (bornes inférieure et supérieure) et “environ 200 ”
+ “environ 400 ” (borne supérieure seulement).
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Bornes inférieures Bornes supérieures
Calcul Test de Eq MD Test de Eq MD
Wilcoxon Wilcoxon
20 · 30 V = 1756, 5∗ 26,6% -7 V = 1962, 5∗ 23,4% -10
20 · 400 V = 1357, 5∗ 32,2% 0 V = 1202, 5∗ 28,8% 0
20 · 50 V = 1337∗ 34,5% 0 V = 1257, 5∗ 31,0% 0
30 · 50 V = 1298, 5∗ 34,5% 0 V = 1201∗ 31,2% 0
40 · 50 V = 847 31,8% 0 V = 878, 5 27,0% 0
20 + 30 V = 1123∗ 40,1% 0 V = 1248, 5∗ 38,3% 0
20 + 80 V = 913, 5 46,3% 0 V = 869, 5 40,0% 0
30 + 4700 V = 1269, 5 30,1% 0 V = 1345 22,7% 0
40 + 110 V = 876 41,6% 0 V = 898 39,0% 0
40 + 400 V = 1498∗ 35,3% 0 V = 1401, 5∗ 27,4% 0
50 + 100 V = 1049, 5 37,0% 0 V = 1116 32,3% 0
100 + 500 V = 1278, 5∗ 34,2% 0 V = 1331, 5 28,4% 0
150 + 8000 V = 1922, 5 32,1% 0 V = 1730, 5 22,6% 0
200 + 400 V = 1466, 5∗ 31,4% 0 V = 1693∗ 26,8% -1
200 + 800 V = 788 42,1% 0 V = 720 38,2% 0
400 + 600 V = 986, 5 41,1% 0 V = 899, 5 38,9% 0
400 + 1100 V = 983, 5 43,2% 0 V = 762 39,6% 0
440 + 560 V = 515, 5 43,8% 0 V = 449, 5 40,9% 0
500 + 1000 V = 957, 5 45,5% 0 V = 1016 43,4% 0
500 + 1500 V = 954, 5 36,6% 0 V = 768 21,2% 0
2000 + 6000 V = 1496 31,3% 0 V = 1358, 5 29,2% 0
TABLEAU 8.7 – Comparaisons entre IpC(z) et I
p
P (z) (H1). Pour chaque borne, la première
colonne donne les résultats aux tests de Wilcoxon, la seconde la valeur du score d’égalité
défini dans l’équation 8.2 p. 137 et la troisième la médiane des différence (voir équation 8.3
p. 138).
∗ : différence significative observée à p < 0, 01.
L’ensemble de ces résultats nous invitent à nuancer la première hypothèse. En effet, les
participants ne semblent pas donner strictement les mêmes intervalles comme résultats aux
calculs imprécis et comme approximations des résultats exacts. Toutefois, comme le montre
la médiane des différences entre les valeurs des bornes, il ne semble pas y avoir de tendance
claire concernant une inclusion systématique des IpC(z) dans les I
p
P (z) ou vice-versa.
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Bornes inférieures Bornes supérieures
Calcul Test de Eq MD Test de Eq MD
Wilcoxon Wilcoxon
20 · 30 V = 316∗ 7,5% 75,5 V = 219, 5∗ 7,5% 90
20 · 400 V = 447, 5∗ 4,6% 700 V = 270, 5∗ 2,3% 1040
20 · 50 V = 501, 5∗ 8,9% 90 V = 727, 5∗ 6,0% 110
30 · 50 V = 563∗ 8,6% 136 V = 429∗ 6,9% 144
40 · 50 V = 536∗ 12,8% 112,5 V = 331, 5∗ 5,4% 165
20 + 30 V = 1418 16,0% 1 V = 1314, 5 12,8% 1
20 + 80 V = 2263∗ 13,2% 0 V = 2437∗ 9,5% 0
30 + 4700 V = 1075, 5∗ 5,2% 25 V = 763∗ 2,1% 35
40 + 110 V = 2232 16,8% 0 V = 2021, 5 13,7% 0
40 + 400 V = 1218, 5∗ 7,4% 5 V = 1121, 5∗ 4,2% 9
50 + 100 V = 1933 10,4% 1 V = 1924 8,3% 1
100 + 500 V = 2074 11,6% 1 V = 1893, 5 7,4% 1
150 + 8000 V = 845∗ 3,8% 109,5 V = 400∗ 2,8% 172,5
200 + 400 V = 1750, 5 10,8% 1 V = 1716, 5 8,3% 0
200 + 800 V = 1675, 5 11,2% 0 V = 1973, 5 9,0% -3
400 + 600 V = 1960 13,2% 0 V = 1796 12,6% 0
400 + 1100 V = 2530, 5 9,9% 0 V = 1986, 5 7,3% 1
440 + 560 V = 2270∗ 12,5% -10 V = 2597∗ 8,0% -20
500 + 1000 V = 1662 12,6% 0 V = 1696 10,1% 0
500 + 1500 V = 1845 12,4% 1 V = 1882 10,8% 1
2000 + 6000 V = 2280, 5 12,0% 0 V = 2005, 5 7,3% 0
TABLEAU 8.8 – Comparaisons entre IpC(z) et I
p
A(z) (H2). Pour chaque borne, la première
colonne donne les résultats aux tests de Wilcoxon, la seconde la valeur du score d’égalité
défini dans l’équation 8.2 p. 137 et la troisième la médiane des différence (voir équation 8.3
p. 138).
∗ : différence significative observée à p < 0, 01.
8.5.3 Calculs non conformes à l’arithmétique des intervalles (H2)
Notre seconde hypothèse prédit que les calculs imprécis réalisés par les participants ne
correspondent pas à ce qui est attendu selon l’arithmétique des intervalles.
Pour tester cette hypothèse, nous comparons les intervalles IpC(z) et I
p
A(z). Le ta-
bleau 8.8 présente les résultats de ces comparaisons.
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Le score d’égalité entre IpC(z) et I
p
A(z) varie entre 2,1%, pour “environ 30 ” + “envi-
ron 4700 ”, et 16,8%, pour “environ 40 ” + “environ 110 ”. En moyenne, sur l’ensemble des
calculs, ce score est de 9,1%, indiquant que la manière dont les participants traitent le
calcul imprécis ne correspond pas à l’arithmétique des intervalles.
Trois cas peuvent être distingués. Le premier comprend les multiplications, pour les-
quelles le score d’égalité est inférieur à la moyenne alors que les distributions des bornes
diffèrent significativement pour chaque calcul. De plus la médiane des différences entre les
valeurs des bornes montre que les participants tendent à sous-estimer systématiquement
l’imprécision du résultat. Cette observation est cohérente avec le fait que l’imprécision est
propagée quadratiquement dans la multiplication des intervalles, ce qui tend à biaiser da-
vantage les participants vers une sous-estimation de l’imprécision résultante que dans le
cas des additions (voir section 8.4.1.1 p. 135).
Le second cas est composé des additions pour lesquelles l’ordre de grandeur de la
granularité du résultat exact est comparable à celui de la granularité des opérandes (par
ex., “environ 200 ” + “environ 800 ” ou “environ 500 ” + “environ 1500 ”). Dans ce cas, le
score d’égalité est plus élevé que la moyenne et les tests de Wilcoxon ne montrent pas de
différence significative entre les distributions de bornes. De plus, la médiane des différences
entre ces valeurs est basse. La propagation de l’imprécision étant linéaire dans le cas des
additions, il se peut que l’imprécision assignée aux résultats coïncide avec celle attendue
selon l’arithmétique des intervalles.
Enfin, le dernier cas porte sur les additions pour lesquelles l’ordre de grandeur de la
granularité du résultat exact diffère significativement de celui de la granularité de l’une
ou des deux opérandes (par ex., “environ 150 ” + “environ 8000 ” ou “environ 440 ” +
“environ 560 ”). Ces calculs donnent lieu au même profil que les multiplications. En effet,
on observe des différences significatives dans la distributions des bornes, des scores d’égalité
plus bas que la moyenne et des différences de médianes élevées.
Ces résultats appuient notre seconde hypothèse, prédisant que le calcul imprécis réalisé
par les participants ne correspond pas à l’arithmétique des intervalles. Plus précisément,
les participants tendent à sous-estimer l’imprécision du résultat, en particulier dans le cas
des multiplications et des additions pour lesquelles l’ordre de grandeur de la granularité
du résultat exact diffère significativement de celui de la granularité des opérandes.
8.5.4 Insensibilité au calcul (H3)
La troisième hypothèse prédit que l’imprécision assignée au résultat d’un calcul imprécis
est indépendante des opérandes et de l’opération arithmétique considérées. En effet, si
l’imprécision n’est pas prise en compte, les participants doivent donner le même intervalle
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Bornes inférieures Bornes supérieures
Comparaison Test de Eq MD Test de Eq MD
Wilcoxon Wilcoxon
50 + 100 vs. V = 260 65,5% 0 V = 230, 5 62,1% 0
40 + 110
200 + 800 vs. V = 248, 5 63,2% 0 V = 273, 5 59,2% 0
440 + 560
400 + 600 vs. V = 327 66,7% 0 V = 291 65,4% 0
440 + 560
400 + 1100 vs. V = 322 60,4% 0 V = 259 57,1% 0
500 + 1000
TABLEAU 8.9 – Comparaisons entre IpC(z) de deux calculs dont le résultat exact est le
même et dont la granularité des opérandes diffère (H3.1). Pour chaque borne, la première
colonne donne les résultats aux tests de Wilcoxon, la seconde la valeur du score d’égalité
défini dans l’équation 8.2 p. 137 et la troisième la médiane des différence (voir équation 8.3
p. 138).
∗ : différence significative observée à p < 0, 01.
pour un même résultat exact, quel que soit le calcul y menant.
Pour tester cette hypothèse, nous comparons les résultats de différents calculs dont
le résultat exact est le même. Deux cas sont en particulier considérés : (i) lorsque la
granularité des opérandes diffère d’un calcul à l’autre et (ii) lorsque l’opération arithmétique
est différente.
8.5.4.1 Insensibilité à la granularité (H3.1)
Le premier cas consiste à comparer différents calculs imprécis dont la granularité
des opérandes est différente (par ex., “environ 440 ” + “environ 560 ”, où Gran(440) =
Gran(560) = 10 vs. “environ 400 ” + “environ 600 ”, où Gran(400) = Gran(600) = 100).
Quatre comparaisons, dont les résultats sont présentés dans le tableau 8.9, sont considérées.
Le score d’égalité varie entre 57,1% et 66,7%. En moyenne, il est de 62,5%. De plus, les
tests de Wilcoxon ne montrent pas de différence significative et la médiane des différences
entre valeurs de bornes est égale à zéro dans chaque cas.
Ces résultats nous invitent donc à accepter l’hypothèse H3.1. En effet, les participants
tendent à donner les mêmes intervalles comme résultats des deux calculs imprécis de chaque
comparaison, ce qui indique que la granularité des opérandes ne semble pas influencer
l’imprécision assignée au résultat.
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Bornes inférieures Bornes supérieures
Comparaison Test de Eq MD Test de Eq MD
Wilcoxon Wilcoxon
20 · 30 vs. V = 391 56,0% 0 V = 521, 5 50,0% 0
200 + 400
20 · 50 vs. V = 532∗ 52,1% 0 V = 624∗ 46,6% 0
200 + 800
20 · 50 vs. V = 629∗ 47,1% 0 V = 611∗ 42,9% 0
440 + 560
20 · 400 vs. V = 534∗ 44,8% 0 V = 561 40,3% 0
2000 + 6000
30 · 50 vs. V = 589∗ 54,4% 0 V = 568∗ 49,4% 0
400 + 1100
30 · 50 vs. V = 532, 5∗ 56,2% 0 V = 575∗ 54,3% 0
500 + 1000
40 · 50 vs. V = 577, 5∗ 44,1% 0 V = 640∗ 38,2% 0
500 + 1500
TABLEAU 8.10 – Comparaisons entre IpC(z) de deux calculs dont le résultat exact est le
même et dont l’opération diffère (H3.2). Pour chaque borne, la première colonne donne
les résultats aux tests de Wilcoxon, la seconde la valeur du score d’égalité défini dans
l’équation 8.2 p. 137 et la troisième la médiane des différence (voir équation 8.3 p. 138).
∗ : différence significative observée à p < 0, 01.
8.5.4.2 Insensibilité à l’opération (H3.2)
Le second cas de la troisième hypothèse est testé en comparant les résultats de calculs
imprécis dont les résultats exacts sont égaux mais qui impliquent des opérations arithmé-
tiques différentes (par ex., “environ 40 ” · “environ 50 ” vs. “environ 500 ” + “environ 1500 ”).
Sept comparaisons, dont les résultats sont présentés dans le tableau 8.10, sont considérées.
Le score d’égalité varie entre 38,2% et 56,2%. En moyenne, il est de 48,3%, plus bas
que dans le cas de l’insensibilité à la granularité. Les tests de Wilcoxon montrent des
différences significatives entre les distributions des bornes pour quatre comparaisons sur
les sept réalisées. Toutefois, la médiane des différences entre bornes est égale à zéro dans
chaque cas.
Ces résultats appuient l’hypothèse H3.2. En effet, bien que les scores d’égalité soient plus
bas que dans le cas de l’insensibilité à la granularité, ils demeurent élevés et la médiane des
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Bornes inférieures Bornes supérieures
Comparaison Médiane Médiane Test de Médiane Médiane Test de
des ∆P des ∆C Wilcoxon des ∆P des ∆C Wilcoxon
10 + 6000 410 10 V = 16022∗ 225 10 V = 16663∗
20 + 8000 400 20 V = 16022∗ 450 20 V = 16663∗
TABLEAU 8.11 – Sensibilité aux paradoxes sorites (H4). Comparaisons entre l’imprécision
assignée au résultat, ∆C(z), et celle assignée à la grande opérande des calculs, ∆P (y).
∗ : différence significative observée à p < 0, 01.
différences entre bornes ne montre aucune tendance claire. Le fait que les tests de Wilcoxon
s’avèrent significatifs peut être expliqué par une forte variabilité dans les valeurs de bornes
lorsque celles-ci diffèrent entre les deux calculs d’une même comparaison.
8.5.5 Sensibilité aux paradoxes sorites (H4)
La quatrième hypothèse prédit que les participants présentent une sensibilité aux pa-
radoxes sorites lors du calcul imprécis : lorsqu’ils additionnent deux opérandes dont l’une
est caractérisée par une granularité d’ordre de grandeur beaucoup plus élevée que la se-
conde (par ex., “environ 10 ” + “environ 6000 ”), ils ne tiennent pas compte de l’imprécision
assignée à la grande opérande.
Pour tester cette hypothèse, nous comparons les imprécisions assignées aux résultats
de deux additions, “environ 10 ” + “environ 6000 ” et “environ 20 ” + “environ 8000 ”, aux
imprécisions assignées aux grandes opérandes impliquées, “environ 6000 ” et “environ 8000 ”,
respectivement. Le tableau 8.11 présente les résultats de ces comparaisons.
Ceux-ci montrent que l’imprécision assignée au résultat du calcul imprécis est nettement
inférieure à celle assignée à la grande opérande. Par conséquent, l’imprécision de cette
dernière ne semble pas être prise en compte durant le calcul imprécis, validant l’hypothèse
H4.
8.5.6 Examen des relations topologiques entre les trois intervalles
Afin de mieux caractériser la manière dont les participants traitent les calculs imprécis,
nous analysons topologiquement les relations entre les trois types d’intervalles, IpC(z), I
p
P (z)
et IpA(z).
Comme indiqué dans la section 8.4 p. 135, six combinaisons émergent avec une fré-
quence relative supérieure à 5%. Le tableau 8.12 présente la fréquence relative ainsi que
le nombre d’occurrences observées de chacune d’entre elles, en distinguant les additions
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Fréquence relative
Combinaison Multiplications Additions
C1 19,1% (N = 97) 8,6% (N = 131)
C2 29,9% (N = 152) 7,9% (N = 121)
C3 11,8% (N = 60) 19,1% (N = 291)
C4 26,9% (N = 137) 21,0% (N = 321)
C5 1,0% (N = 5) 8,7% (N = 132)
C6 0,8% (N = 4) 7,3% (N = 112)
Total 89,5% (N = 455/509) 72,6% (N = 1108/1526)
TABLEAU 8.12 – Fréquence relative et, entre parenthèses, nombre d’occurrences des six
combinaisons les plus fréquentes de relations topologiques entre les intervalles IpC(z), I
p
P (z)
et IpA(z). Voir tableau 8.5 p. 140 pour la définition illustrée de ces combinaisons.
des multiplications. On peut noter que ces six combinaisons représentent 89,5% de celles
observées dans le cas des multiplications et 72,6% dans le cas des additions. Les 58 autres
combinaisons ne sont pas considérées comme significatives car elles sont rares.
Trois observations peuvent être faites. D’abord, C1 et C2 apparaissent plus fréquem-
ment dans le cas des multiplications que dans le cas des additions. Dans ces combinaisons,
à la fois IpC(z) et I
p
P (z) sont inclus dans I
p
A(z), indiquant que l’imprécision attendue selon
l’arithmétique des intervalles est plus importante que celle assignée par les participants.
Dans le cas de C1, l’imprécision assignée à IpC(z) est plus faible que celle assignée à I
p
P (z)
alors que C2 représente le cas inverse. Le fait que ces combinaisons soient plus fréquentes
dans le cas des multiplications est cohérent avec l’arithmétique des intervalles. En effet,
lors de la multiplication d’intervalles, l’imprécision est quadratiquement propagée. Par
conséquent, les participants peuvent plus facilement sous-estimer l’imprécision du résultat.
Deuxièmement, C4 est la combinaison la plus fréquente dans les additions et la seconde
plus fréquente dans les multiplications. Dans ce cas, IpC(z) et I
p
P (z) sont égaux tandis qu’ils
sont tous deux inclus dans IpA(z). Le fait que C4 soit la plus fréquente tend à supporter
notre hypothèse principale, à savoir que l’imprécision des opérandes n’est pas prise en
compte durant le calcul imprécis et que le résultat de celui-ci correspond à l’approximation
du résultat exact.
Troisièmement, C3 apparaît plus fréquemment dans les additions que dans les mul-
tiplications. Dans ce cas, les participants tendent à surestimer l’imprécision résultant du
calcul, comparée à celle attendue selon l’arithmétique des intervalles. Ceci peut être dû
aux additions pour lesquelles la granularité des opérandes est plus faible que celle du ré-
sultat exact (par ex., “environ 440 ” + “environ 560 ”, où Gran(440) = Gran(560) = 10 et
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Figure 8.2 – Sous-ensembles flous correspondant à quatre calculs. Première ligne : µCz
(ligne pleine) et µAz (en tirets) ; deuxième ligne : µCz (ligne pleine), µPz (en tirets) et
µMz (en pointillés).
Gran(1000) = 1000). En effet, dans ce cas, la propagation linéaire des imprécisions selon
l’arithmétique des intervalles implique une faible imprécision liée au résultat. La granula-
rité élevée des résultats correspondant peut par conséquent biaiser les participants vers une
forte imprécision autour du résultat, biais qui tend à supporter notre hypothèse principale.
Cette explication est également valable pour les combinaisons C5 et C6, qui n’apparaissent
presque pas dans le cas des multiplications.
Enfin, on peut noter que l’imprécision assignée au résultat est très fréquemment in-
férieure à celle attendue selon l’arithmétique des intervalles dans les multiplications. En
effet, en considérant à la fois C1, C2 et C4, qui représentent ce cas, leur fréquence d’appa-
rition est de 75,9% alors que toutes les combinaisons prises ensemble représentent 89,5%
des observations. Si l’on considère les additions, la distribution des combinaisons n’est pas
aussi claire que dans le cas des multiplications. Les deux combinaisons les plus fréquentes
sont C3 et C4 et représentent 40,1% de l’ensemble des observations. Comme indiqué plus
haut, la fréquence élevée de C3 peut être due aux calculs pour lesquels la granularité des
opérandes est nettement plus faible que celle du résultat exact.
8.6 Résultats des analyses par sous-ensembles flous
Cette section présente les résultats de l’analyse du calcul imprécis avec la représen-
tation des ENA par sous-ensembles flous. Ceux portant sur les comparaisons qualitatives
des fonctions d’appartenance sont détaillés dans un premier temps. En second lieu sont
présentés les résultats des analyses quantitatives.
La figure 8.2 illustre les quatre types de sous-ensembles flous considérés : µCz, µAz, µPz
et µMz. Ils correspondent à quatre calculs imprécis : “environ 20 ” · “environ 400 ”, “envi-
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Figure 8.3 – Moyennes sur l’ensemble des multiplications (à gauche) et des additions (à
droite) des scores de comparaison αCmp (voir équation 8.5 p. 145) entre µAz (ligne pleine),
µPz (en pointillés) et µMz (tirets) et µCz, en fonction d’α.
ron 30 ” · “environ 50 ”, “environ 50 ” + “environ 100 ” et “environ 150 ” + “environ 8000 ”.
Les figures E.1, p. 201 et E.2, p. 202 de l’annexe E illustrent ces fonctions d’apparte-
nance pour les 21 calculs considérés.
8.6.1 Comparaisons qualitatives entre µCz, µPz et µMz (H1)
Pour tester la première hypothèse, selon laquelle les participants donnent un résul-
tat aux calculs imprécis correspondant à l’approximation du résultat exact, nous compa-
rons µCz à µPz et µMz.
On observe, sur la seconde ligne de la figure 8.2 que µCz tend à être très proche de µPz,
et ce de manière indépendante des opérandes menant au résultat. Par conséquent, il semble
que les participants ne tiennent pas compte des imprécisions qu’ils assignent aux opérandes.
Ceci est particulièrement visible dans le cas d’additions comme “environ 30 ” + “en-
viron 4700 ” (voir figures E.1, p. 201 et E.2, p. 202 de l’annexe E) et “environ 150 ” +
“environ 8000 ” (voir colonne de droite de la figure 8.2). L’imprécision résultant du cal-
cul (4730 et 8150) est nettement plus faible que celle assignée à la grande opérande (4700
et 8000). L’imprécision de cette dernière ne semble donc pas prise en compte dans le calcul.
Enfin, la second ligne de la figure 8.2 montre également que les sous-ensembles flous
générés par le modèle d’interprétation floue des ENA, µMz, sont proches de ceux élicités
à partir des résultats aux calculs imprécis, µCz.
8.6.2 Comparaisons qualitatives entre µCz et µAz (H2)
Pour tester la seconde hypothèse, selon laquelle les résultats des calculs imprécis réalisés
par les participants ne sont pas conformes à ce qui est attendu selon l’arithmétique floue,
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nous comparons µCz à µAz.
L’évaluation visuelle des fonctions d’appartenance montre que les sous-ensembles flous
calculés d’après l’arithmétique floue, µAz, tendent à être plus larges et à surestimer le
degré d’appartenance des valeurs, comparé aux fonctions d’appartenance élicitées à partir
des calculs des participants, µCz.
Les résultats obtenus sont similaires à ceux observés lors de l’analyse portant sur les
intervalles, décrits dans la section précédente. En effet, nous pouvons distinguer les trois
mêmes cas. Premièrement, une imprécision plus importante est particulièrement observée
dans le cas des multiplications. Cette observation est cohérente avec le fait que l’imprécision
est propagée quadratiquement lors de multiplications alors qu’elle est propagée linéairement
dans le cas d’additions.
Deuxièmement, µAz est proche de µCz dans le cas d’additions pour lesquelles la gra-
nularité de chacune des deux opérandes est comparable. Ce cas est illustré par le calcul
“environ 50 ” + “environ 100 ” (voir troisième colonne de la figure 8.2), où Gran(50) = 10
et Gran(100) = 100.
Les additions pour lesquelles la granularité de l’une des deux opérandes est nettement
plus élevée que la granularité de la seconde compose le second cas. Il est illustré par le calcul
“environ 150 ” + “environ 8000 ” (voir dernière colonne de la figure 8.2), où Gran(150) =
10 et Gran(8000) = 1000. Dans ce cas, on observe que l’arithmétique floue produit des
imprécisions plus importantes que celles données par les participants, plus importantes
encore que dans le cas des multiplications.
Enfin, la surestimation de l’imprécision croît significativement lorsqu’on considère les
α-coupes pour lesquelles α est petit, c’est-à-dire lorsqu’on s’approche du support. Cette
observation est également cohérente avec la manière dont sont propagées les imprécisions
dans l’arithmétique floue. En effet, l’imprécision assignée aux opérandes est plus importante
près du support que près du noyau du fait que les intervalles les plus larges donnés par
les participants constituent les α-coupes les plus proches du support. Par conséquent,
l’imprécision résultante de l’application de l’arithmétique floue est d’autant plus importante
que α tend vers 0, résultant en une plus grande surestimation de l’imprécision.
Nous pouvons donc conclure de ces observations que l’arithmétique floue diffère de la
manière dont l’être humain propage les imprécisions lors de multiplications et d’additions
imprécises.
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Sous-ensembles flous Scores de comparaison αCmp
comparés à µCz Multiplications Additions
µAz 0, 564 2, 057
µPz 0, 170 0, 378
µMz 0, 209 0, 771
TABLEAU 8.13 – Scores de comparaison αCmp moyens obtenus dans le cas des multipli-
cations et des additions.
8.6.3 Comparaisons quantitatives de µCz avec µAz, µPz et µMz (H1 et
H2)
La figure 8.3 illustre les scores de comparaison αCmp moyens sur l’ensemble des multi-
plications et des additions, en fonction de α. Le tableau 8.13 présente ces scores moyennés
sur α.
Les résultats sont cohérents avec l’analyse qualitative visuelle. En effet, les scores
montrent que µPz et µMz sont plus proches de µCz que µAz.
Ils montrent également que les scores tendent à être plus bas dans le cas des multiplica-
tions, particulièrement en ce qui concerne µAz. Cette observation peut être expliquée par
le fait que, contrairement aux additions, les multiplications proposées aux participants ne
comprennent pas de calculs dont les opérandes diffèrent grandement en granularité (par
ex., “environ 150 ” · “environ 8000 ”). En effet, comme le montrent les analyses visuelles,
les additions dont les opérandes sont très différentes en terme de granularité donnent lieu
à une surestimation significative de l’imprécision lorsqu’on applique l’arithmétique floue.
De plus, cette observation appuie notre hypothèse principale prédisant que les parti-
cipants ne prennent pas en compte les imprécisions assignées aux opérandes pour réaliser
les calculs imprécis mais produisent une approximation du résultat exact. En effet, si les
imprécisions étaient prises en compte, les scores de comparaison devraient être plus bas
pour µAz que pour µPz et µMz. Au contraire, on observe que les sous-ensembles flous ob-
tenus par application de l’arithmétique floue, µAz, sont les plus éloignés de µCz. De plus, à
la fois les sous-ensembles flous générés par le modèle fRKM, µMz, et ceux élicités à partir
des approximations des résultats exacts, µPz sont proches de µCz. Ces sous-ensembles flous
rendent donc mieux compte des résultats aux calculs imprécis observés que ceux obtenus
par application de l’arithmétique floue.
L’ensemble des résultats des analyses qualitatives et quantitatives nous invite à accepter
les hypothèses H1 et H2. En effet, µCz est plus proche de µPz et µMz que de µAz, indiquant
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que les participants tendent à donner l’approximation du résultat exact comme résultat
du calcul imprécis. De plus, ce dernier n’est pas conforme à ce qui est attendu selon
l’arithmétique floue.
8.7 Discussion
Cette étude se veut être une première approche de la compréhension de la manière
dont sont propagées les imprécisions lors de tâches arithmétiques imprécises. La littérature
portant sur l’arithmétique approximative (voir section 3.3 p. 34) montre que les adultes, les
enfants et les animaux ne disposant pas de langage verbal peuvent additionner et soustraire
deux tableaux de points (Barth et al. 2006; 2008 ; Gilmore et al., 2010; Knops et al., 2009).
Toutefois, ces études ne permettent pas d’évaluer le lien entre l’imprécision des opérandes
et celle du résultat. De plus, les opérandes utilisées dans ces travaux sont non-symboliques,
c’est-à-dire ne sont pas exprimées via le langage. Or, comme pour les autres domaines du
raisonnement humain, des biais peuvent apparaître pendant la combinaison de données
numériques imprécises.
Les résultats que nous avons détaillés dans les sections précédentes vont dans le sens
de notre hypothèse principale, à savoir que les participants ne tiennent pas compte de
l’imprécision assignée aux opérandes lors des calculs imprécis, mais réalisent les calculs
exacts avant d’en approximer le résultat. Par exemple, pour “environ 20 ” · “environ 30 ”,
ils calculent d’abord 20 · 30 = 600 puis estiment “environ 600 ”.
Nous avons mis en lumière cinq éléments appuyant cette hypothèse. Tout d’abord, nous
avons montré que les participants ont tendance à assigner la même imprécision à l’approxi-
mation du résultat exact qu’au résultat du calcul imprécis, que celle-ci soit représentée par
des intervalles ou par des sous-ensembles flous.
Ensuite, nous avons observé que la combinaison des imprécisions assignées aux opé-
randes n’est pas conforme à l’arithmétique des intervalles ni à l’arithmétique floue. Ces
différences entre résultats fournis et résultats attendus sont particulièrement visibles dans
le cas des multiplications. Cette observation est cohérente avec l’arithmétique des inter-
valles et l’arithmétique floue. En effet, dans le cas des multiplications, les imprécisions sont
propagées quadratiquement alors qu’elles le sont linéairement dans le cas des additions. Les
multiplications imprécises ont par conséquent plus de chance de biaiser les participants si
ceux-ci ne tiennent pas compte des imprécisions assignées aux opérandes.
Dans un troisième temps, nous avons montré que l’imprécision résultant d’un calcul
imprécis ne dépend ni des opérandes ni de l’opération arithmétique considérées. Les résul-
tats montrent qu’en effet, dans les deux-tiers des comparaisons, les intervalles ne varient
pas d’un calcul à l’autre. Cette tendance apparaît toutefois plus importante dans le pre-
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mier cas, lorsque la granularité des opérandes diffère, que dans le deuxième cas, lorsqu’une
addition et une multiplication sont comparées.
Quatrièmement, nous avons mis en perspective les résultats des trois premières hypo-
thèses, en proposant d’examiner la combinaison des relations topologiques entre les trois
intervalles considérés dans cette étude. Nous montrons que la combinaison la plus fréquente
est celle qui correspond à notre hypothèse principale : le résultat du calcul imprécis cor-
respond à l’approximation du résultat exact et tous deux sont sous-estimés par rapport à
l’arithmétique des intervalles. Concernant les multiplications, nous avons observé que la
combinaison la plus fréquente est celle pour laquelle l’imprécision résultant du calcul est
plus importante que celle assignée à l’approximation du résultat, alors que toutes deux sont
sous-estimées par rapport à l’arithmétique des intervalles. D’autre part, cette combinai-
son apparaît nettement moins fréquemment dans le cas des additions. Par conséquent, il
semble, au moins pour les multiplications, que les participants tendent à ajuster le résultat
vers davantage d’imprécision.
Cinquièmement, par l’intermédiaire des paradoxes sorites, nous avons mis clairement
en évidence que l’imprécision des opérandes n’est pas prise en compte durant le calcul
imprécis. Toutefois, la méthodologie mise en œuvre ne nous permet pas d’évaluer dans
quelle mesure l’imprécision du résultat correspond à celle assignée à l’approximation du
résultat exact ou à celle assignée à la petite opérande, ces deux dernières n’étant pas
demandées dans le questionnaire.
Enfin, grâce à l’analyse dans la perspective sémantique du vague, nous avons montré
que les sous-ensembles flous générés par le modèle flou d’interprétation des ENA fRKM
que nous avons proposé (voir section 5.3 p. 80) correspondent bien à ceux élicités à par-
tir des intervalles donnés comme résultats des calculs imprécis. Ainsi, notre modèle flou
d’interprétation permet également d’estimer le résultat d’un calcul imprécis là où l’arith-
métique floue ne semble pas pertinente. D’autre part, ces résultats confortent les résultats
de la validation expérimentale de ce modèle, présentés dans la section 5.3.3 p. 83.
L’ensemble des résultats que nous avons obtenus nous invite à proposer le traitement
suivant pour rendre compte du calcul imprécis à partir d’opérandes symboliques chez l’être
humain. Les individus, plutôt que de combiner les imprécisions dans le calcul imprécis, réa-
lisent le calcul à partir des opérandes exactes, obtiennent ainsi le résultat exact, procèdent
à son approximation et, selon les cas, réalisent un ajustement. Par exemple, en considérant
le calcul “environ 30 ” + “environ 4700 ”, ces trois étapes sont : (i) 30 + 4700 = 4730 ; (ii)
“environ 4730 ”= [4720, 4740] et (iii) “environ 30 ” + “environ 4700 ”= [4710, 4750].
Du point de vue cognitif, cette hypothèse implique que, comme pour l’interprétation
des ENA, les deux sous-systèmes responsables de la cognition des nombres, les systèmes
approximatif et exact des nombres sont impliqués dans le calcul imprécis. D’une part, le
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système exact prend en charge le calcul exact et, éventuellement l’ajustement de l’impréci-
sion finale. D’autre part, le système approximatif est responsable de la première estimation
de l’imprécision résultant du calcul imprécis, à partir du résultat exact.
8.8 Bilan
Dans ce chapitre, nous avons présenté l’étude empirique que nous avons conduite en
vue d’étudier le calcul imprécis symbolique tel que réalisé par l’être humain.
Nous avons collecté des données relatives à 5 multiplications et 18 additions impliquant
des opérandes imprécises sous la forme d’ENA.
Nous avons proposé deux types d’analyses originales pour traiter les données collectées.
Nous avons ainsi montré que les participants tendent à ne pas tenir compte de l’impré-
cision assignée aux opérandes durant le calcul imprécis mais à donner comme réponse
l’approximation du résultat exact.
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Chapitre 9
Conclusion et perspectives
Si vous saviez, lorsque vous commencez à écrire un
livre, ce que vous allez dire à la fin, croyez-vous que
vous auriez le courage de l’écrire ?
Michel FOUCAULT
Dits et écrits
Nous présentons dans cette conclusion les différentes contributions de cette thèse ainsi
que les perspectives qu’elle ouvre, dans les domaines théorique, méthodologique et appli-
catif.
Contributions
Nos contributions s’articulent autour de deux problématiques concernant les Expres-
sions Numériques Approximatives, respectivement leur interprétation, aussi bien d’un point
de vue cognitif que computationnel, et leurs combinaisons dans le calcul imprécis.
Interprétation des ENA
Nos contributions à l’étude de l’interprétation des ENA portent sur les deux aspects
traités dans cette thèse : un aspect cognitif, c’est-à-dire la manière dont l’être humain se
représente et interprète les ENA, et un aspect computationnel, avec nos propositions de
modèles générant des plages de valeurs cohérentes avec l’interprétation humaine.
Aspects cognitifs de l’interprétation des ENA
La première contribution de cette thèse pour l’interprétation des ENA est la définition
et la formalisation, à partir de l’état de l’art, des dimensions, à la fois arithmétiques et
cognitive, caractérisant la valeur de référence d’une ENA. Les premières comprennent la
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magnitude, la granularité et le dernier chiffre significatif. La complexité d’un nombre est
la dimension cognitive que nous avons proposée comme contribution originale qui permet
d’évaluer la saillance cognitive d’une valeur, c’est-à-dire le fait que certains nombres sont
plus facilement évoqués que d’autres par les êtres humains.
Nous avons conduit une première étude empirique, au cours de laquelle nous avons
collecté les intervalles correspondant à des ENA non contextualisées. Nous avons ainsi
mis en question les modèles existants dans la littérature et montré que les dimensions
arithmétiques que nous avons formalisées sont impliquées dans l’interprétation des ENA,
à la fois séparément et en les combinant. Par cette même étude, nous avons également
montré que l’hypothèse de symétrie, sur laquelle reposent les modèles de la littérature,
n’est pas toujours valable et dépend des dimensions arithmétiques de l’ENA considérée.
Dans cette première étude, les ENA présentées aux participants étaient dénuées de
contexte alors que celui-ci peut jouer un rôle dans leur interprétation. De plus, les intervalles
correspondant aux ENA étaient collectés en interrogeant explicitement les participants sur
ceux-ci. Dans la continuité de ces premiers résultats, nous avons examiné l’effet du contexte
sur l’interprétation et nous avons étudié si une méthode de recueil implicite des intervalles
pouvait donner lieu à une interprétation différente des ENA. Pour ce faire, nous avons
conduit une seconde étude empirique de l’interprétation des ENA, pour laquelle nous avons
proposé une tâche originale de collecte implicite des intervalles.
Bien que les résultats que nous avons obtenus doivent être pris avec prudence du fait
de biais méthodologiques liés à la tâche de collecte implicite, nous avons pu observer que,
contrairement à ce qui était attendu d’après la littérature, l’interprétation d’ENA séman-
tiquement contextualisées diffère peu de l’interprétation d’ENA non contextualisées. De
même, nous n’avons observé une faible différence entre interprétations explicite et impli-
cite. Enfin, cette seconde étude nous a permis de reproduire et généraliser les résultats
obtenus lors de la première quant à l’implication des dimensions arithmétiques que nous
avons proposées dans l’interprétation des ENA.
Finalement, d’un point de vue strictement cognitif, nous proposons de rendre compte de
l’implication de la magnitude, de la granularité et du dernier chiffre significatif de la valeur
de référence d’une ENA dans son interprétation, par le fait que les deux sous-systèmes
cognitifs responsables de la cognition numérique chez l’être humain seraient sollicités :
le système approximatif des nombres et le système exact. En effet, la magnitude est la
dimensions qui est encodée dans le système approximatif des nombres. La granularité et
le dernier chiffre significatif seraient liés aux traitements réalisés par le système exact
des nombres en tant que l’interprétation d’une ENA représente un problème formel. Il se
pourrait donc que l’interprétation, qu’elle soit implicite ou explicite, d’une ENA repose sur
un compromis réalisé entre ces deux sous-systèmes, compromis observé par l’implication
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des trois dimensions arithmétiques.
Modélisation computationnelle de l’interprétation des ENA
Le deuxième aspect de nos contributions à l’interprétation des ENA porte sur sa mo-
délisation computationnelle.
Nous avons proposé un principe général fondé sur l’hypothèse que pour l’interprétation
d’une ENA, les individus tendent à réaliser un compromis optimal entre la saillance cog-
nitive, formalisée par la mesure de complexité que nous avons proposée, et la distance des
bornes de la plage de valeurs dénotées à la valeur de référence de l’ENA.
Nous avons conforté l’hypothèse sous-jacente à ce principe en montrant qu’il permet de
rendre compte de la plupart des intervalles recueillis auprès des participants lors des deux
études empiriques que nous avons conduites.
Nous avons instancié ce principe dans deux types de modèles d’interprétation des ENA,
correspondant respectivement à deux représentations des ENA : par intervalles et par
sous-ensembles flous. Le premier type, comprenant les modèles log-linéaire (LLM) et des
rangs (RKM), s’inscrit dans la perspective épistémique du vague et consiste à renvoyer un
intervalle représentant la plage de valeurs dénotées. Les deux modèles LLM et RKM que
nous avons élaborés tiennent compte des trois dimensions arithmétiques dont nous avons
montré l’implication dans l’interprétation des ENA. Nous avons validé expérimentalement
ces deux modèles en les comparant aux trois modèles d’interprétation identifiés dans la
littérature : ils offrent de meilleures performances que ces derniers aux quatre critères de
qualité utilisés.
Le second type de modèle que nous avons proposé, fRKM, s’inscrit dans la perspec-
tive sémantique du vague : il repose sur le formalisme de la logique floue et construit un
intervalle flou représentant l’imprécision associée à une ENA. A l’aide d’une validation
expérimentale, nous avons montré que les intervalles flous ainsi générés correspondent bien
aux sous-ensembles flous élicités à partir des intervalles collectés lors de l’étude empirique
de l’interprétation des ENA.
Nous avons ensuite proposé une méthode pour étendre les modèles LLM, RKM et
fRKM de manière à interpréter des ENA impliquant des nombres décimaux. Les résultats
illustratifs que nous avons obtenus montrent l’intérêt et la validité formelle de cette mé-
thode. Cependant, une étude empirique serait à mener pour en valider la plausibilité du
point de vue cognitif.
Enfin, nous avons implémenté le modèle flou d’interprétation des ENA fRKM dans une
application de requêtes flexibles dans des bases de données. Nous avons ainsi concrètement
mis en œuvre nos contributions et montré l’intérêt de notre modèle flou d’interprétation
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pour se passer de l’étape de définition d’un sous-ensemble flou, qui peut être répétitive et
fastidieuse pour l’utilisateur.
Combinaisons des ENA dans le calcul
La seconde problématique que nous avons traitée porte sur la combinaison des ENA
dans le calcul chez l’être humain, en particulier dans le cas de multiplications et d’ad-
ditions. Les contributions à cette problématique se focalisent sur les aspects cognitif et
méthodologique.
Nous avons conduit une étude empirique pour collecter les résultats de multiplications et
d’additions imprécises. D’un point de vue méthodologique, nous avons proposé deux types
d’analyses originales pour les deux perspectives, épistémique et sémantique, du vague, soit
à la fois pour les intervalles et pour les sous-ensembles flous.
Nous avons montré que les résultats des calculs tendent à correspondre aux approxi-
mations des résultats exacts. De plus, nous avons mis en évidence que les résultats des
calculs imprécis ne dépendent pas des opérandes ou des opérations arithmétiques et ne
correspondent pas à ce qui est attendu selon l’arithmétique des intervalles ou l’arithmé-
tique floue. Nous avons également montré que les participants présentent une sensibilité
aux paradoxes sorites.
L’hypothèse explicative que nous proposons pour rendre compte de l’ensemble de ces
résultats est que les participants réalisent le calcul exact, produisent une approximation
du résultat exact et ajustent ensuite celle-ci. Du point de vue cognitif, le système exact
des nombres prendrait en charge le traitement du calcul exact et la phase d’ajustement
de l’imprécision. Le système approximatif des nombres serait, quant à lui, responsable de
l’estimation de l’imprécision avant ajustement.
Perspectives
Les différentes contributions de cette thèse ouvrent de multiples perspectives à la fois
cognitives et computationnelles. Elles s’inscrivent dans le cadre d’interactions homme-
machine basées sur le langage naturel, pour faciliter et fluidifier à la fois l’interaction et
l’extraction intelligente d’informations. L’objectif principal est de proposer un ajustement
cognitif en s’adaptant au mode de raisonnement de l’utilisateur.
Les perspectives s’articulent selon trois axes, successivement discutés dans les sections
suivantes : la contextualisation des modèles d’interprétation, dans ses aspects cognitif,
computationnel et lié aux données ; l’interprétation des expressions temporelles ; et la pro-
duction d’approximations.
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Adaptation aux utilisateurs : contextualisation des ENA
Dans cette thèse, nous avons étudié et mis en évidence les dimensions de l’interprétation
des ENA qui ne dépendent ni du contexte, ni de l’individu considérés, et nous avons proposé
des modèles génériques qui peuvent être instanciés dans différents contextes. Les travaux
futurs pourront traiter la question essentielle du contexte, qui peut avoir un effet sur
l’interprétation (Lasersohn, 1999; Sadock, 1977; Williamson, 1994), dans ses aspects à la
fois cognitif et computationnel.
Aspects cognitifs de la contextualisation des ENA D’un point de vue cognitif,
il nous semble intéressant de reproduire et d’approfondir la seconde étude empirique de
l’interprétation des ENA que nous avons conduite (voir chapitre 7). Pour ce faire, il nous
semble nécessaire de considérer une autre tâche que celle que nous avons proposée pour
collecter implicitement les intervalles. Une piste qui nous semble pertinente est de s’appuyer
sur une application concrète de requêtes flexibles, telle que ReqFlex (Smits et al., 2013), qui
peut présenter trois avantages. Le premier est qu’elle permettrait de collecter, de manière
transparente pour l’utilisateur, à la fois les requêtes, sous la forme d’ENA, et les réponses
qui lui semblent satisfaisantes. Le deuxième avantage est qu’une telle application permet
de contrôler le contexte sémantique via le choix de la base de données considérée, par
exemple, une base de voitures d’occasions, ou de salariés. Enfin, le troisième avantage tient
à la nature écologique de la tâche : celle-ci serait réalisée au plus près des conditions réelles
d’utilisation et non dans un cadre expérimental, qui peut biaiser les participants (Brewer,
2000).
Au delà du contexte sémantique, il nous semble intéressant de prendre en compte et
d’étudier le contexte pragmatique de l’interprétation d’une ENA. Dans le cadre des incer-
titudes, il a été montré que ce dernier, et plus particulièrement le but et l’intention d’un
participant, peut avoir un effet sur l’interprétation d’une expression incertaine (Teigen &
Brun, 1999). Nous pouvons donc penser que les buts et intentions des participants peuvent
avoir également un effet sur l’interprétation d’expressions imprécises et plus particulière-
ment des ENA. Les travaux futurs devront traiter cette problématique en contrôlant le
but des participants en les plaçant dans des rôles différents. Par exemple, dans le cas de la
vente de voiture, le rôle d’acheteur devrait susciter le but d’obtenir un véhicule le moins
cher possible, alors que le rôle de vendeur devrait susciter le but de vendre un véhicule le
plus cher possible.
Aspects computationnels de la contextualisation des ENA D’un point de vue
computationnel, deux approches peuvent être considérées pour une adaptation au contexte
sémantique. La première consiste à instancier les modèles que nous avons proposés dans
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chaque contexte spécifique. Il faut alors reproduire la méthode que nous avons mise en
œuvre dans nos travaux : étudier l’interprétation réalisée par des individus dans le contexte
considéré et modifier les modèles pour en rendre compte. Cette méthode peut s’avérer
rapidement limitée du fait de sa fastidiosité.
La seconde approche, plus flexible, consiste à permettre aux modèles d’interprétation
d’apprendre le contexte sémantique. Ainsi, le même modèle pourrait être instancié dans
chaque contexte spécifique sans qu’il soit nécessaire de le modifier. Le modèle log-linéaire
LLM que nous avons proposé et détaillé dans le chapitre 5, est particulièrement adapté
à l’apprentissage du contexte. En effet, il repose sur une régression linéaire qui peut être
mise à jour si nécessaire à l’aide de nouvelles données, celles-ci prenant la forme de l’asso-
ciation entre la requête d’une part, sous la forme d’ENA, et les réponses sélectionnées par
l’utilisateur d’autre part.
Plusieurs choix sont à réaliser pour mettre au point la méthode d’apprentissage du
contexte, en particulier sur deux points. Le premier point concerne la manière de construire
les intervalles à partir desquels LLM peut réaliser l’apprentissage, par exemple en considé-
rant les minimum et maximum des valeurs comprises dans les réponses sélectionnées, avec
ou sans marge de tolérance. Le second point concerne le type d’apprentissage à considé-
rer : il peut être effectué en temps réel, en mettant à jour les paramètres de la régression à
chaque nouvelle donnée, ou consister à recalculer ces paramètres une fois qu’une certaine
quantité de nouvelles données est rendue disponible au système. Les travaux futurs devront
envisager et évaluer à la fois les pistes évoquées ici et les méthodes issues de l’état de l’art.
Adaptation aux données : contextualisation des modèles
Dans le cadre applicatif des bases de données, un autre type de contextualisation que
celui décrit ci-dessus nous semble intéressant à explorer : l’adaptation automatique aux
données. Celles-ci peuvent être pertinentes pour guider les modèles d’interprétation de
manière à ce que les résultats qu’ils renvoient s’ajustent non seulement à l’utilisateur et au
contexte sémantique, mais également à la distribution des données contenues dans la base.
En effet, les modèles que nous avons proposés sont basé sur l’hypothèse que la distribution
des données est uniforme. Or, en condition réelles, il se peut que ce ne soit pas le cas : la
requête “environ 100 ”, par exemple, peut n’avoir aucune réponse, ou les données peuvent
être denses entre 80 et 100 et moins denses après 100, ce qui ne correspond pas exactement
à la plage de valeurs renvoyée par le modèle. Cette problématique est en lien avec celles des
réponses vides et pléthoriques (Gaasterland et al., 1992; Bosc et al., 2008; Bosc et al.,
2012). La première correspond à l’absence de réponse à une requête, la seconde à une
quantité trop importante.
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Les travaux futurs devront donc explorer les méthodes permettant d’adapter les bornes
renvoyées par les modèles que nous avons proposés à ces informations. Pour ce faire, deux
transformations peuvent être en particulier considérées et combinées : la mise à l’échelle,
pour élargir ou rétrécir la plage de valeurs dénotées, par exemple [95, 105] ou [80, 120]
plutôt que [90, 110] pour “environ 100 ”, et la translation, pour décaler la plage de valeurs,
par exemple [85, 105] plutôt que [90, 110].
Interprétation des expressions temporelles imprécises
Les modèles d’interprétation que nous avons proposés requièrent que les valeurs de
référence des ENA soient exprimées dans le système d’échelles décimal. Or, certaines ex-
pressions numériques impliquent d’autres systèmes d’échelles, en particulier les expressions
temporelles, par exemple “environ 2 heures” ou “environ 15 minutes”. Outre les aspects
contextuels, qui entrent dans le cadre des perspectives exposées ci-dessus, il nous semble
pertinent d’envisager d’étendre les modèles que nous avons proposés pour tenir compte de
tels systèmes d’échelles.
Pour parvenir à cet objectif, il nous semble nécessaire d’étendre la notion de granularité
que nous avons formalisée dans le chapitre 4. En effet, la définition de la granularité sur
laquelle reposent les modèles d’interprétation correspond au système d’échelles décimal,
pour lequel les coefficients de passage d’un niveau de granularité à l’autre sont constants
et valent 10. Dans le cas d’expressions temporelles, ces coefficients entre unités ne sont
pas constants (par ex., 1s = 1000ms ; 1min = 60s ; 1 jour = 24h). De plus, au sein de
chaque unité, différents niveaux de granularité peuvent être envisagés. Par exemple, pour
les minutes, les niveaux 15 et 30, correspondant aux quarts d’heure et aux demi-heures,
jouent un rôle particulier.
De même, la mesure de complexité devrait être révisée à la lumière du système d’échelles
temporel. En effet, la mesure de complexité telle que nous l’avons définie repose sur l’ob-
servation que certains nombres sont cognitivement plus saillants que d’autres. Or, une
même valeur numérique dans le système décimal peut être plus ou moins complexe dans
un autre système d’échelles (Krifka, 2007). Par exemple, alors que 15 est plus complexe
que 10 dans le système décimal, c’est l’inverse qui se produit au niveau des minutes dans
le système temporel puisque 15 minutes correspond au quart d’heure, qui est à un niveau
de granularité supérieur à celui des dizaines de minutes.
La complexité d’une même valeur peut de plus varier entre deux unités au sein d’un
même système. En effet, alors que 15 appartient à un niveau de granularité pertinent pour
les minutes, ce n’est pas le cas pour les heures. Au contraire, 12 appartient à un niveau de
granularité pertinent pour les heures, car correspondant à une demi-journée, alors que ce
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n’est pas le cas pour les minutes.
La composition des unités dans les expressions temporelles soulève un autre problème
quant à la définition de la complexité. En effet, par exemple 1h1min et 1h1s sont, d’un
point de vue verbal aussi complexes l’un que l’autre. En revanche, la seconde expression
est beaucoup plus précise que la première. Nous pouvons donc nous interroger quant à
la pertinence à ne considérer que les valeurs numériques incluses dans l’expression pour
calculer sa complexité. Une piste pour surmonter cette difficulté serait, à la suite de Krifka
(2007), de distinguer deux types de complexité. Le premier est celui que nous avons mis
en œuvre dans notre travail et est lié à la représentation de l’expression considérée dans
le système d’échelles sélectionné. Dans cette perspective, “24 heures” est plus saillante et
moins complexe que “23 heures” car 24 heures correspondent à la durée d’une journée. Le
second type de complexité serait davantage lié à la plus ou moins importante simplicité de
l’expression du point de vue verbal, en tenant compte, par exemple, du nombre de syllabes
qu’elle comporte (Krifka, 2007). Dans cette perspective, par exemple “23 heures” et “24
heures” sont équivalents en terme de complexité puisque les deux expressions comportent
chacune quatre syllabes. Autrement dit, prononcer “23 heures” n’est ni plus long ni plus
difficile que prononcer “24 heures”.
Enfin, une quatrième problématique est soulevée par les expressions temporelles, du fait
qu’une même durée peut être exprimée de différentes manières. Ainsi, 2h et 120 minutes
sont strictement équivalents du point de vue quantitatif. En revanche, d’un point de vue
pragmatique, nous pouvons considérer comme différent de dire “ le film dure environ 2
heures” et “ le film dure environ 120 minutes”. En effet, nous pouvons nous attendre à ce
que l’imprécision associée à la première soit plus importante que celle associée à la seconde.
On voit donc les multiples difficultés qui sont soulevées par une généralisation des
notions de granularité et de complexité sur lesquelles reposent les modèles d’interprétation
des ENA que nous avons proposés. Les travaux futurs pourront s’attacher à surmonter ces
difficultés en formalisant ces deux notions tout en tenant compte des contraintes évoquées
ici.
Composition des ENA dans le calcul
Nous avons montré, lors de l’étude empirique du calcul imprécis, que les être humains
ne tiennent pas compte de l’imprécision assignée aux opérandes pour estimer l’imprécision
du résultat. Cette étude ouvre plusieurs perspectives d’un point de vue cognitif.
D’abord, il nous semble intéressant d’étudier l’effet de la présence d’un contexte sé-
mantique sur le calcul imprécis. En effet, il a été montré (Carraher et al., 1985) que le
fait d’instancier un calcul dans un cadre concret améliore les performances des individus.
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On peut donc s’attendre à ce qu’un contexte sémantique familier des participants, par
exemple l’estimation d’une somme de coûts approchés, conduise les participants à donner
des résultats aux calculs imprécis plus proches de ceux attendus selon l’arithmétique des
intervalles et l’arithmétique floue.
Ensuite, explorer le cas de calculs imprécis impliquant plus de deux opérandes nous
semble intéressant, par exemple pour estimer la durée totale d’un trajet comportant plu-
sieurs segments dont les durées sont elles-mêmes imprécises, ou l’heure de fin estimée d’une
après-midi comprenant plusieurs réunions d’“environ 1 heure”. En effet, il se pourrait que
les individus mettent en place des stratégies de compensation, du type : “il y a des chances
pour qu’une réunion soit plus courte et qu’une autre dure plus longtemps”. Dans ce cas,
il devrait être observé une nette absence de relation entre les imprécisions de départ et
l’imprécision résultante.
Enfin, plus généralement, il nous paraît pertinent d’examiner plus en détails les stra-
tégies de compensation mises en œuvre par les participants lors de calculs imprécis. En
effet, l’analyse topologique que nous avons réalisée met en évidence que les participants
ne donnent pas exactement le même intervalle comme résultat d’un calcul imprécis et
comme approximation du résultat exact correspondant, en particulier dans le cas des mul-
tiplications. Une analyse basée sur les distances entres les bornes de ces deux intervalles
permettrait de mieux caractériser les compensations réalisées par les participants et éven-
tuellement de faire émerger des profils de participants. Une telle analyse, pour être robuste,
nécessite toutefois une grande quantité de données, à la fois en terme de participants et de
calculs imprécis proposés.
Production d’Expressions Numériques Approximatives
Enfin, la situation considérée dans cette thèse était celle d’une communication allant de
l’utilisateur vers le système. De nombreuses problématiques actuelles concernent le résumé
et la présentation de données, dans une situation de communication allant du système vers
l’utilisateur. Deux cas peuvent être considérés en lien avec les Expressions Numériques
Approximatives : la production d’approximations à partir de valeurs numériques précises
et la description d’une distribution de données numériques. Dans ce cadre, et à plus long
terme, les principes que nous avons proposés peuvent être mis en œuvre.
En effet, cette problématique recoupe celles qui concernent l’interprétation des Expres-
sions Numériques Approximatives que nous avons traitées dans le cadre de cette thèse et
celles que nous avons exposées comme perspectives : le compromis entre saillance cognitive
et distance à la valeur de référence, le contexte sémantique, les systèmes d’échelles et le
contexte des données.
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D’un point de vue pragmatique, produire une approximation consiste à simplifier la
valeur numérique précise (Bautista et al. 2013), par exemple “environ 3,1 ” pour 3,141592.
La notion de complexité d’un nombre que nous proposons peut dans ce cadre être utilisée
pour évaluer dans quelle mesure les valeurs candidates pour être l’approximation répondent
à l’exigence de simplicité. De plus, la valeur choisie pour être l’approximation doit commu-
niquer l’information de manière pertinente et donc ne pas être trop éloignée de la valeur
précise et ne pas couvrir une plage de valeur trop large. Aussi, le principe du compro-
mis entre saillance cognitive et distance à la valeur de référence, que nous avons proposé,
peut être mis en œuve pour sélectionner les valeurs approchées qui réalisent le meilleur
compromis entre ces deux contraintes.
Le choix d’une approximation peut également dépendre du contexte sémantique, et
plus particulièrement du domaine considéré (Moxey & Sanford, 1997). En effet, dans le
cas de la température corporelle, par exemple, le domaine est compris chez l’être humain
entre 36˚et 43˚. Dans le cas d’un haut fourneau, le domaine comprend plusieurs milliers
de degrés. Aussi, 37,9˚peut être une bonne approximation de 37,89˚dans le premier cas,
alors que 40˚peut être acceptable dans le second.
En lien avec la problématique du contexte se pose celle du système d’échelles. En
effet, dans le cas d’expressions temporelles, une valeur précise peut être approchée par
plusieurs expressions dénotant une quantité identique. Par exemple, à 112 minutes peut
correspondre, outre “environ 110 minutes”, “environ 120 minutes” et “environ 2 heures”.
Enfin, le résumé d’une distribution de données pose le problème de la couverture, c’est-
à-dire la taille et la place de la plage de valeurs dénotées, d’une approximation. Dans nos
travaux, nous avons proposé des modèles qui estiment les bornes de cette plage. En situation
réelle, il est toutefois possible qu’un groupe dense de données soit observé auquel aucune
ENA ne correspond, par exemple, un groupe compris entre 70 et 100, qui ne correspond ni à
“environ 80 ”, 90 ou 100. Dans ce cas, il faut pouvoir produire une description qui désigne
ce groupe et non pas un autre et, par conséquent, envisager la description de manière
approchée non pas de valeurs précises mais d’intervalles.
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Annexe A
Quelques éléments de la théorie des
sous-ensembles flous
Dans la théorie classique des ensembles, un objet appartient ou n’appartient pas à
un ensemble : son degré d’appartenance est 0 ou 1. Ainsi, dans le cas des Expressions
Numériques Approximatives, par exemple “environ 100 ”, une valeur, par exemple 95, est
dénotée ou n’est pas dénotée par celle-ci.
Principe général Dans le cadre de la théorie des sous-ensembles flous, introduite par
Zadeh en 1965, un objet peut appartenir plus ou moins à un ensemble : son degré d’ap-
partenance prend une valeur réelle dans l’intervalle [0, 1]. Appliquée aux ENA, une valeur
peut donc être plus ou moins dénotée par celle-ci. Par exemple, 95 peut être dénoté à 0,6
ou 0,7 par “environ 100 ”.
Formellement, soit une variable v (par ex., une valeur possiblement dénotée par une
ENA) et un univers de référence U (les réels R dans le cas des ENA). Un sous-ensemble
flou A, par exemple le sous-ensemble des valeurs dénotées par l’ENA “environ x”, est défini
par une fonction d’appartenance µA qui décrit le degré avec lequel la valeur v appartient à
(est dénotée par, dans le cas des ENA) A (Zadeh, 1975). La figure A.1 illustre les différences
entre la théorie classique, où le degré d’appartenance d’une valeur v à une ENA “environ x”
ne peut être que 0 ou 1, et la théorie floue, dans laquelle le degré d’appartenance de v à
“environ x” prend une valeur réelle dans l’intervalle [0, 1].
Caractérisation de sous-ensembles flous Soit une fonction d’appartenance µA décri-
vant le sous-ensemble flou A défini sur l’univers X, représentant la dénotation d’une ENA
“environ x”. Une α-coupe de A est le sous-ensemble classique des valeurs ayant un degré
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µ(v)
1
0 v
90 100 110
µ(v)
1
0 v
90 100 110
Figure A.1 – Comparaison entre ensembles classiques (à gauche) et sous-ensembles flous
(à droite), illustrée pour l’ENA “environ 100 ”.
d’appartenance supérieur ou égal à α, formellement :
α-coupe(A) = {v ∈ X | µA(v) ≥ α}.
Deux α-coupes particulières peuvent être définies. Le noyau correspond à la 1-coupe, for-
mellement :
noy(A) = {v ∈ X | µA(v) = 1}.
Le support est défini comme l’ensemble des valeurs v dont le degré d’appartenance est non
nul, formellement :
supp(A) = {v ∈ X | µA(v) > 0}.
Annexe B
Validation des dimensions
d’interprétation des ENA : résultats
détaillés
Dans cette annexe, nous reportons les résultats détaillés de l’étude empirique de l’in-
terprétation des ENA présentée au chapitre 4.
Le tableau B.1 donne les intervalles formés par la moyenne et la médiane des bornes
collectées auprès des 146 participants. Les tableaux B.2 à B.7 présentent les résultats
obtenus aux tests post-hoc réalisés pour tester l’effet de la magnitude, de la granularité et
du dernier chiffre significatif sur l’interprétation des ENA. Enfin, le tableau B.8 donne les
taux de symétrie observés pour chacune des 24 ENA considérées dans cette étude.
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x Intervalle moyen Intervalle médian Nombre de valeurs
différentes par borne
(inférieure, supérieure)
20 [16, 2, 24, 5] [18, 22] 9, 10
30 [24, 5, 35, 5] [25, 35] 11, 12
40 [34, 0, 44, 8] [35, 45] 12, 10
50 [40, 9, 59, 1] [45, 55] 14, 12
80 [71, 0, 87, 6] [75, 85] 12, 10
100 [86, 7, 113, 4] [90, 110] 14, 13
110 [102, 3, 123, 0] [100, 117] 16, 13
150 [131, 5, 167, 3] [140, 160] 17, 13
200 [171, 8, 232, 9] [185, 210] 14, 15
400 [357, 8, 439, 1] [380, 420] 16, 15
440 [419, 4, 457, 4] [430, 450] 14, 14
500 [458, 6, 541, 1] [470, 530] 16, 17
560 [540, 6, 577, 2] [550, 570] 14, 13
600 [552, 7, 649, 0] [570, 630] 16, 17
800 [733, 1, 858, 5] [750, 850] 16, 17
1000 [878, 0, 1131, 4] [950, 1050] 20, 18
1100 [1038, 4, 1168, 0] [1050, 1150] 16, 14
1500 [1351, 9, 1643, 7] [1400, 1600] 16, 17
2000 [1774, 3, 2266, 6] [1900, 2100] 19, 20
4700 [4543, 7, 4826, 9] [4600, 4800] 17, 17
4730 [4632, 1, 4794, 2] [4712, 4742] 17, 20
6000 [5574, 8, 6589, 8] [5725, 6200] 19, 19
8000 [7423, 8, 8514, 8] [7800, 8200] 20, 16
8150 [8021, 4, 8301, 7] [8100, 8200] 21, 22
TABLEAU B.1 – Description des intervalles collectés, correspondant aux 24 ENA propo-
sées dans l’étude empirique : intervalles moyens, intervalles médians et nombre de valeurs
différentes données par les participants comme bornes des intervalles.
50 150
150 ∗ -
8150 ∗ ∗
TABLEAU B.2 – Effet de la magnitude : résultats des tests post-hoc pour la comparaison
du triplet 50/150/8150. ∗ : p < 0, 01.
189
20 200
200 ∗ -
2000 ∗ ∗
TABLEAU B.3 – Effet de la granularité : résultats des tests post-hoc pour la comparaison
du triplet 20/200/2000. ∗ : p < 0, 01.
80 800
800 ∗ -
8000 ∗ ∗
TABLEAU B.4 – Effet de la granularité : résultats des tests post-hoc pour la comparaison
du triplet 80/800/8000. ∗ : p < 0, 01.
20 30 40 50
30 ∗ - - -
40 ∗ N.S. - -
50 ∗ ∗ ∗ -
80 ∗ ∗ ∗ N.S.
TABLEAU B.5 – Effet du dernier chiffre significatif : résultats des tests post-hoc pour les
dizaines. ∗ : p < 0, 01.
100 200 400 500 600
200 ∗ - - - -
400 ∗ ∗ - - -
500 ∗ ∗ N.S. - -
600 ∗ ∗ ∗ N.S. -
800 ∗ ∗ ∗ N.S. N.S.
TABLEAU B.6 – Effet du dernier chiffre significatif : résultats des tests post-hoc pour les
centaines. ∗ : p < 0, 01.
1000 2000 6000
2000 ∗ - -
6000 ∗ ∗ -
8000 ∗ ∗ N.S.
TABLEAU B.7 – Effet du dernier chiffre significatif : résultats des tests post-hoc pour les
milliers. ∗ : p < 0, 01.
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Valeur de référence x 20 30 40 50 80 100 110 150
Sym(x) (%) 88,1 82,7 79,7 86,8 75,9 87,8 77,8 82,4
Valeur de référence x 200 400 440 500 560 600 800 1000
Sym(x) (%) 85,0 84,6 61,5 88,1 67,7 85,8 78,6 83,3
Valeur de référence x 1100 1500 2000 4700 4730 6000 8000 8150
Sym(x) (%) 82,0 89,6 82,0 65,7 50,7 80,3 78,4 64,2
TABLEAU B.8 – Scores de symétrie observés pour chacune des 24 ENA proposées dans
l’étude empirique.
Annexe C
Modèles d’interprétation des ENA :
résultats détaillés
Dans cette annexe, nous présentons les résultats détaillés de l’étude expérimentale des
modèles d’interprétation que nous proposons dans le chapitre 5.
Le tableau C.1 présente, pour chacune des 24 ENA, les taux de bornes des intervalles
fournis par les participants de l’étude empirique qui sont capturées par les fronts de Pareto.
Nous détaillons ensuite les résultats obtenus par les cinq modèles d’interprétation des
ENA comparés sur la base des quatre critères de qualité utilisés. Plus précisément, nous
distinguons le cas des ENA dont la valeur de référence ne possède qu’un seul chiffre signi-
ficatif des autres. Le tableau C.2 présente les résultats détaillés au benchmark Participant
alors que le tableau C.3 présente les résultats détaillés relatifs au benchmark ENA.
Enfin, nous présentons les résultats de l’évaluation des fonctions d’appartenance gé-
nérées par le modèle flou d’interprétation des ENA fRKM. Le tableau C.4 présente les
scores obtenus par le modèle pour chaque ENA alors que la figure C.1 illustre à la fois les
fonctions d’appartenance générées par le modèle et celles obtenues par élicitation à partir
des intervalles collectés.
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Valeur de référence 20 30 40 50 80 100 110 150
Taux (%) 88,1 82,0 85,7 77,9 74,1 84,4 86,7 78,7
Valeur de référence 200 400 440 500 560 600 800 1000
Taux (%) 90,2 88,5 83,5 83,3 87,6 86,6 78,6 83,7
Valeur de référence 1100 1500 2000 4700 4730 6000 8000 8150
Taux (%) 91,0 87,0 88,0 89,6 83,6 86,4 80,2 81,3
TABLEAU C.1 – Taux, en pourcentage, de bornes données par les participants aux inter-
valles correspondant aux 24 ENA de l’étude empirique qui sont capturées par les fronts de
Pareto.
Scores au benchmark Participant - Détails
NSD = 1 Prédiction de Distance Prédiction Erreur de
borne relative de médiane médiane
Modèle PA (%) RD MA (%) MErr
RM 10,2 (1,4) 0,10 (0,02) 22,2 (9,0) 0,63 (0,14)
SBM 21,5 (3,1) 0,15 (0,01) 34,5 (15,4) 0,70 (0,18)
REGM 7,2 (1,8) 0,10 (0,02) 18,6 (7,5) 0,64 (0,19)
LLM 22,9 (3,1) 0,09 (0,02) 53,6 (11,9) 0,36 (0,13)
RKM 22,8 (3,1) 0,09 (0,02) 59,1 (11,9) 0,30 (0,13)
NSD > 1 Prédiction de Distance Prédiction Erreur de
borne relative de médiane médiane
Modèle PA (%) RD MA (%) MErr
RM 6,7 (1,2) 1,91 (0,11) 11,9 (7,8) 0,97 (0,10)
SBM 16,2 (3,3) 0,89 (0,22) 17,3 (14,8) 0,86 (0,22)
REGM 9,2 (3,0) 0,87 (0,21) 22,4 (11,1) 0,72 (0,19)
LLM 21,5 (2,9) 0,86 (0,20) 54,9 (11,3) 0,40 (0,14)
RKM 21,0 (2,8) 0,87 (0,20) 57,1 (10,3) 0,43 (0,13)
TABLEAU C.2 – Moyennes et, entre parenthèses, écart-types des scores obtenus au bench-
mark Participant par chaque modèle aux quatre critères de qualité. Ces paramètres sont
calculés sur deux groupes d’ENA : celles dont la valeur de référence ne possède qu’un seul
chiffre significatif (en haut, NSD = 1) et celles en possédant plusieurs (en bas, NSD > 1).
Les scores en gras sont statistiquement les meilleurs, selon les tests ANOVA et post-hoc.
Plusieurs scores en gras indiquent une absence de différence significative lors des analyses
post-hoc.
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Scores au benchmark ENA - Détails
NSD = 1 Prédiction de Distance Prédiction Erreur de
borne relative de médiane médiane
Modèle PA (%) RD MA (%) MErr
RM 10,0 (4,2) 0,10 (0,01) 32,0 (19,1) 0,54 (0,25)
SBM 21,2 (4,4) 0,15 (0,05) 33,4 (21,4) 0,72 (0,27)
REGM 7,7 (5,2) 0,10 (0,06) 17,2 (17,7) 0,59 (0,14)
LLM 22,6 (4,3) 0,09 (0,01) 64,1 (19,3) 0,22 (0,15)
RKM 22,7 (4,4) 0,09 (0,01) 69,4 (17,8) 0,17 (0,14)
NSD > 1 Prédiction de Distance Prédiction Erreur de
borne relative de médiane médiane
Modèle PA (%) RD MA (%) MErr
RM 6,6 (5,3) 2,03 (1,84) 11,8 (19,8) 0,94 (0,25)
SBM 16,3 (2,5) 0,92 (0,64) 11,8 (19,8) 0,91 (0,24)
REGM 8,9 (7,8) 1,06 (2,20) 12,8 (21,4) 0,74 (0,25)
LLM 20,9 (5,6) 0,91 (0,62) 45,7 (30,4) 0,45 (0,29)
RKM 21,1 (6,1) 0,90 (0,60) 55,2 (30,3) 0,41 (0,38)
TABLEAU C.3 – Moyennes et, entre parenthèses, écart-types des scores obtenus au bench-
mark ENA par chaque modèle aux quatre critères de qualité. Ces paramètres sont calculés
sur deux groupes d’ENA : celles dont la valeur de référence ne possède qu’un seul chiffre
significatif (en haut, NSD = 1) et celles en possédant plusieurs (en bas, NSD > 1).
Les scores en gras sont statistiquement les meilleurs, selon les tests ANOVA et post-hoc.
Plusieurs scores en gras indiquent une absence de différence significative lors des analyses
post-hoc.
Valeur de référence x 20 30 40 50 80 100 110 150
MFQ(x) 0,198 0,342 0,185 0,244 0,242 0,517 0,614 0,204
Valeur de référence x 200 400 440 500 560 600 800 1000
MFQ(x) 0,266 0,216 0,199 0,250 0,295 0,312 0,283 0,601
Valeur de référence x 1100 1500 2000 4700 4730 6000 8000 8150
MFQ(x) 0,951 0,249 0,357 0,378 0,776 0,279 0,298 0,467
TABLEAU C.4 – Scores d’adéquation MFQ entre fonctions d’appartenance générées par
le modèle flou d’interprétation des ENA fRKM (voir section 5.3 p. 80) et fonctions d’ap-
partenance élicitées à partir des intervalles collectés, pour chacune des 24 ENA.
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Figure C.1 – Fonctions d’appartenance générées par le modèle flou d’interprétation des
ENA fRKM (en rouge) et élicitées (en noir) des 24 ENA considérées dans ce travail.
Annexe D
Contextualisation et interprétation
implicite des ENA : résultats
détaillés
Dans cette annexe, nous illustrons dans un premier temps le déroulement de l’algo-
rithme de recherche par dichotomie, mis en œuvre pour collecter implicitement les inter-
valles correspondant aux 19 ENA de la seconde étude empirique de l’interprétation des
ENA décrite au chapitre 7. Dans un second temps, les statistiques descriptives des inter-
valles implicites et explicites collectés sont présentées.
D.1 Algorithme de recherche par dichotomie
Le tableau D.1 présente l’exemple d’un déroulement de recherche par dichotomie selon
l’algorithme MOBS (Tyrrell & Owens, 1988) pour la borne inférieure de l’ENA “envi-
ron 800 ”. L’intervalle de départ est [650, 799]. La deuxième colonne donne les nombres
successivement proposés au participant. Ses réponses sont présentées dans la troisième co-
lonne. Le numéro de la règle qui est appliquée pour générer le nombre proposé d’une ligne
est donné dans la quatrième colonne. La dernière colonne, enfin, correspond à l’intervalle
dans lequel se trouve la valeur de borne recherchée, mis à jour après que le participant ait
répondu.
On peut remarquer que l’algorithme met à jour une borne de l’intervalle de recherche
par nombre proposé. A l’étape 5 et à l’étape 8, le même nombre, 746, est affiché. Aux
étapes 4 et 5, le participant a répondu oui, déclenchant ainsi la règle 4, selon laquelle après
deux réponses successives identiques, le prochain nombre proposé sera l’une des bornes de
l’intervalle de recherche. Le nombre suivant est 742, que le participant ne considère pas
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dénoté par “environ 800 ”. La valeur de la borne doit donc se trouver entre 742 et 746. A
l’étape 7, le participant considère que 744 n’est pas dénoté non plus. Ces deux réponses
identiques déclenchent à nouveau la règle 4 et le nombre suivant est 746, la borne supérieure
de l’intervalle de recherche. Le participant considère cette fois que 746 n’est pas dénoté
par “environ 800 ”. Par conséquent, l’algorithme retrouve la précédente valeur de la borne
supérieure, 751. La recherche par dichotomie se poursuit ensuite, sans incohérence de la
part du participant, pour aboutir à l’intervalle [749, 750]. La valeur estimée de la borne
inférieure de l’intervalle correspondant à “environ 800 ” est calculée comme le centre de cet
intervalle, 749,5.
Etape Nombre Réponse Règle Nouvel
proposé appliquée intervalle
1 724 Non 2 [724, 799]
2 761 Oui 2 [724, 761]
3 742 Non 2 [742, 761]
4 751 Oui 2 [742, 751]
5 746 Oui 2 [742, 746]
6 742 Non 4 [744, 746]
7 744 Non 2 [744, 751]
8 746 Non 5 [744, 751]
9 751 Oui 4 [744, 751]
10 747 Non 2 [747, 751]
11 749 Non 2 [749, 751]
12 751 Oui 4 [749, 751]
13 750 Oui 2 [749, 750]
TABLEAU D.1 – Exemple d’un déroulement de recherche par partition binaire selon l’al-
gorithme MOBS (Tyrrell & Owens, 1988) de la borne inférieure de l’ENA “environ 800 ”.
L’intervalle de départ est [650, 799].
D.2 Résultats détaillés
Le tableau B.1 donne les intervalles formés par la moyenne et la médiane des bornes
collectées explicitement et implicitement auprès des 37 participants non experts.
D.2. Résultats détaillés 197
ENA Intervalle Intervalle Intervalle Intervalle
explicite explicite implicite implicite
moyen médian moyen médian
environ 30 [25, 9, 34, 9] [25, 35] [25, 2, 35, 3] [25, 5, 35, 5]
environ 70 [64, 6, 75, 6] [65, 75] [63, 7, 75, 7] [64, 5, 75, 5]
environ 100 [90, 7, 115, 8] [90, 110] [87, 2, 114, 3] [89, 5, 110, 5]
environ 110 [102, 0, 117, 5] [104, 115] [103, 3, 116, 5] [104, 5, 115, 5]
environ 150 [136, 9, 161, 6] [140, 160] [140, 9, 157, 3] [139, 5, 156, 5]
environ 500 [470, 1, 535, 5] [475, 535] [464, 8, 527, 4] [469, 521, 5]
environ 800 [763, 4, 834, 6] [775, 830] [766, 9, 835, 8] [772, 5, 832, 5
environ 1000 [944, 2, 1073, 3] [950, 1050] [925, 3, 1124, 2] [932, 1037, 5]
environ 1100 [1062, 6, 1149, 8] [1063, 1150] [1060, 4, 1146, 0] [1075, 5, 1148, 5]
environ 1500 [1436, 8, 1550, 6] [1450, 1550] [1451, 1, 1553, 6] [1450, 1549, 5]
environ 4700 [4636, 1, 4760, 1] [4650, 4750] [4643, 0, 4751, 9] [4650, 4739, 5]
environ 4730 [4708, 2, 4749, 1] [4715, 4749] [4720, 5, 4739, 6] [4719, 5, 4740, 5]
environ 8000 [7716, 5, 8178, 2] [7840, 8060] [7758, 0, 8218, 0] [7805, 8117]
environ 8150 [8115, 6, 8197, 0] [8125, 8175] [8139, 2, 8159, 7] [8137, 5, 8161]
environ 30 euros [26, 3, 34, 0] [27, 35] [24, 7, 33, 9] [25, 33, 5]
en poche
hôtel à [24, 9, 35, 6] [25, 35] [23, 0, 37, 2] [24, 38]
environ 30km
environ 500km [468, 3, 537, 0] [470, 550] [452, 1, 538, 3] [450, 543, 5]
séparent deux villes
terrain d’environ [758, 1, 840, 0] [750, 850] [752, 5, 842, 3] [750, 840, 5]
800 hectares
ville d’environ 1000 [933, 1, 1154, 0] [950, 1100] [880, 8, 1203, 8] [904, 5, 1190, 5]
habitants
TABLEAU D.2 – Description des intervalles implicites et explicites collectés, correspondant
aux 19 ENA proposées dans la seconde étude empirique, décrite au chapitre 7 : intervalles
moyens, intervalles médians.
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Annexe E
Composition des ENA : résultats
détaillés
Dans cette annexe, nous rappelons en premier lieu les 13 relations originales propo-
sées par Allen (1983) pour décrire les relations topologiques entre deux intervalles. Le
tableau E.1 les illustre.
Dans un second temps, nous détaillons les résultats des analyses réalisées lors de l’étude
empirique du calcul imprécis. La figure E.1 illustre les fonctions d’appartenance µCz et µAz
alors que la figure E.2 illustre les fonctions µCz, µPz et µMz pour 21 des 23 calculs proposés
aux participants. Les deux autres calculs, utilisés pour tester l’hypothèse de sensibilité aux
paradoxes sorites, ne sont pas représentés car l’approximation du résultat exact n’est pas
demandée dans le questionnaire.
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Relation Illustration
I1 before I2
I1
I2
I1 before inverse I2
I1
I2
I1 meets I2
I1
I2
I1 meets inverse I2
I1
I2
I1 overlaps I2
I1
I2
I1 overlaps inverse I2
I1
I2
I1 starts I2
I1
I2
I1 starts inverse I2
I1
I2
I1 during I2
I1
I2
I1 during inverse I2
I1
I2
I1 finishes I2
I1
I2
I1 finishes inverse I2
I1
I2
I1 equals I2
I1
I2
TABLEAU E.1 – Les 13 relations originales d’Allen (1983).
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Figure E.1 – Comparaisons entre µCz (ligne pleine) et µAz (en tirets) pour 21 des 23
calculs proposés aux participants.
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Figure E.2 – Comparaisons entre µCz (ligne pleine), µPz (en tirets) et µMz (en pointillés)
pour 21 des 23 calculs proposés aux participants.
