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DESCENT VIA KOSZUL EXTENSIONS
LARS WINTHER CHRISTENSEN AND SEAN SATHER-WAGSTAFF
Dedicated to Paul C. Roberts on the occasion of his sixtieth birthday
Abstract. Let R be a commutative noetherian local ring with completion bR.
We apply differential graded (DG) algebra techniques to study descent of mod-
ules and complexes from bR to R′ where R′ is either the henselization of R or
a pointed e´tale neighborhood of R: We extend a given bR-complex to a DG
module over a Koszul complex; we describe this DG module equationally and
apply Artin approximation to descend it to R′.
This descent result for Koszul extensions has several applications. When
R is excellent, we use it to descend the dualizing complex from bR to a pointed
e´tale neighborhood of R; this yields a new version of P. Roberts’ theorem on
uniform annihilation of homology modules of perfect complexes. As another
application we prove that the Auslander Condition on uniform vanishing of
cohomology ascends to bR when R is excellent, henselian, and Cohen–Macaulay.
Introduction
Let (R,m) be a commutative noetherian local ring with m-adic completion R̂.
We investigate a pervasive question in local algebra: When is a given R̂-module N
extended from R, i.e., when is there an R-module M such that N ∼= R̂⊗RM?
If R is Cohen–Macaulay, a classical approach to this question is a two-step anal-
ysis that treats the ring and the module separately. Let x be a maximal R-regular
sequence and consider the commutative diagram of local ring homomorphisms
(∗)
R //

R̂

R/(x)
∼=
// R̂/(x).
The bottom map is an isomorphism because x is a system of parameters. For every
finitely generated R̂-module N , the module N/xN is finitely generated over R/(x)
and, hence, also over R. The first step is to identify conditions on R guaranteeing
that N/xN has the form M/xM for some finitely generated R-module M . The
next step is to identify conditions on N such that the isomorphismN/xN ∼= M/xM
forces an isomorphism N ∼= R̂⊗RM . Often, this second step hinges on the good
homological properties of the vertical maps.
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If R is not Cohen–Macaulay, then this construction is problematic. A maximal
R-regular sequence is not a system of parameters, so the map R/(x)→ R̂/(x) will
not be an isomorphism in general. This could be remedied by replacing x with
a system of parameters, but then the good homological properties of the vertical
maps would be lost. To circumvent these problems, we leave the realm of rings.
We replace the rings R/(x) and R̂/(x) in (∗) with Koszul complexes KR(a) and
K
bR(a) where a is a list of elements in m such that R/(a) is complete. For example,
a can be a system of parameters or a generating sequence for m. The natural
morphism KR(a)→ K
bR(a) is a homology isomorphism and induces an equivalence
between the derived categories D(KR(a)) and D(K
bR(a)) of differential graded (DG)
modules. Hence the resulting commutative diagram of differential graded algebra
homomorphisms supports a two-step analysis parallel to the one described above.
In step one, contained in (3.3), we identify conditions on R under which a DG
module over K
bR(a) that is extended from R̂ is also extended from R.
Theorem A. Let (R,m) be an excellent henselian local ring and a ∈ m a list of
elements such that R/(a) is complete. For every R̂-complex N whose homology is
finitely generated over R̂, there is a complexM of finitely generatedR-modules such
that K
bR(a)⊗RM is isomorphic to K
bR(a)⊗bRN in the derived category D(K
bR(a)).
In this theorem, if N is a module then, under additional conditions on a or N ,
also M is a module. As applications we obtain the next two theorems. The first is
contained in (4.2); it extends (the commutative case of) lifting results of Auslander,
Ding, and Solberg [4]; for definitions see (4.1).
Theorem B. Let (R,m) be an excellent henselian local ring and x ∈ m an R-
regular sequence such that S = R/(x) is complete. Let N be a finitely generated
S-module. If Ext2S(N,N) = 0, then N has a lifting to R. If Ext
1
S(N,N) = 0, then
any two liftings of N to R are isomorphic.
The second application, contained in (4.4), is an ascent result for Auslander’s
conditions on vanishing of cohomology for finitely generated modules; see (4.3).
Theorem C. Let R be an excellent henselian Cohen–Macaulay local ring. If R
satisfies the (Uniform) Auslander Condition, then so does R̂.
In step two of the analysis, we give a condition on N sufficient to ensure that an
isomorphism of DG modules K
bR(a)⊗RM ≃ K
bR(a)⊗bRN forces an isomorphism of
complexes R̂⊗RM ∼= N . Semidualizing R̂-complexes (5.3) satisfy this condition,
and we obtain Theorem D, which is part of (5.4). It subsumes Hinich’s result [19]
that an excellent henselian ring admits a dualizing complex; see also Rotthaus [29].
Theorem D. Let R be an excellent henselian local ring. There is a bijective corre-
spondence, induced by the functor R̂⊗R−, between the sets of (shift-)isomorphism
classes of semidualizing complexes in the derived categories D(R) and D(R̂).
Semidualizing complexes also furnish an example of how the conclusion of The-
orem A may fail for rings that are not excellent and henselian; see (5.5).
Much of this work is done in a setting broader than suggested by the above re-
sults. In (5.4) we show that, if R is excellent, then every semidualizing R̂-complex
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descends to the henselization Rh and, moreover, that any finite collection of semi-
dualizing R̂-complexes descends to a pointed e´tale neighborhood of R. This allows
us to prove, in (6.1), a new version of Roberts’ theorem [27] on uniform annihila-
tion of homology modules of perfect complexes. This, in turn, applies to recover a
recent result of Zhou [36] on uniform annihilation of local cohomology modules.
As to the organization of the paper, background material is collected in Section 1,
and Theorem A is proved in Sections 2–3. Applications, including Theorems B
and C, are given in Sections 4 and 6. Theorem D is proved in Section 5.
1. Algebra and module structures
In this paper, (R,m, k) is a commutative noetherian local ring with m-adic com-
pletion (R̂, m̂, k). For a list of elements a = a1, . . . , ae in m, we denote the Koszul
complex on a byKR(a). If R/(a) is complete, then we call a a co-complete sequence.
For the rest of this section, fix a list of elements a ∈ m and set KR = KR(a).
(1.1) Complexes. We employ homological grading for complexes of R-modules
M = · · ·
∂Mn+2
−−−→Mn+1
∂Mn+1
−−−→Mn
∂Mn−−→Mn−1
∂Mn−1
−−−→ · · ·
and call them R-complexes for short. Let M be an R-complex and m an integer.
The m-fold shift of M is denoted ΣmM ; it is the complex with (ΣmM)n = Mn−m
and ∂Σ
mM
n = (−1)
m∂Mn−m. The hard right truncation of M at m, denoted M>m, is
given by
(M>m)n =
{
Mn if n > m
0 if n < m
and ∂
M>m
n =
{
∂Mn if n > m
0 if n 6 m.
The hard left truncation of M at m is denoted M6m and defined similarly.
A complex M is bounded if Mn = 0 when |n| ≫ 0. The quantities supM and
infM are the supremum and infimum, respectively, of the set {n ∈ Z | Hn(M) 6= 0}.
We say that M is homologically bounded if H(M) is bounded, and M is homolo-
gically degreewise finite if each module Hn(M) is finitely generated. A complex is
homologically finite if it is homologically both bounded and degreewise finite.
Isomorphisms in the category of R-complexes are identified by the symbol ∼=.
Isomorphisms in D(R), the derived category of the category of R-modules, are
identified by the symbol ≃. A morphism α between R-complexes corresponds to
an isomorphism in D(R) if and only if the induced morphism H(α) in homology
is an isomorphism or, equivalently, the mapping cone Coneα is exact; when these
conditions are satisfied, α is called a quasiisomorphism.
Every R-complexM has a semifree resolution P
≃
−−→M ; see [12, prop. 6.6]. Such
resolutions allow definition of derived tensor product and Hom functors − ⊗LR −
and RHomR(−,−) because the functors P ⊗R− and HomR(P,−) preserve quasi-
isomorphisms of R-complexes.
The Koszul complex KR is a bounded complex of finite rank free R-modules, in
particular, it is semifree and so the functors KR⊗R− and K
R ⊗LR − are naturally
isomorphic. This fact will be used without further mention. If M is homologically
degreewise finite, then [13, 1.3] provides the (in)equalities
(1.1.1) infKR⊗RM = infM and supM 6 supK
R⊗RM 6 e+ supM.
Hence, the complexes M and KR⊗RM are simultaneously homologically bounded.
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It is straightforward to verify the following special case of tensor-evaluation. For
R-complexes M and N there is an isomorphism in D(R)
(1.1.2) KR⊗RRHomR(M,N)
≃
−−→ RHomR(M,K
R⊗RN).
(1.2) DG modules over Koszul complexes. The Koszul complex KR can be
realized as an exterior algebra, and the wedge product endows it with a differential
graded (DG)1 algebra structure that is commutative; see e.g. [8, prop. 1.6.2]. That
is, the product is unitary and associative, and it satisfies
uv = (−1)|u||v|vu and u2 = 0 when |u| is odd
∂K
R
(uv) = ∂K
R
(u)v + (−1)|u|u∂K
R
(v)
for all u, v in KR, where |u| denotes the degree of u.
A DG KR-module is an R-complex M equipped with a KR-multiplication: a
morphism of R-complexes KR⊗RM → M , written u ⊗m 7→ um, that is unitary
and associative and satisfies the Leibniz rule
∂M (um) = ∂K
R
(u)m+ (−1)|u|u∂M (m)
for all u ∈ KR and m ∈ M . A DG KR-module M is homologically finite if the
homology module H(M) is finitely generated over H0(K
R) ∼= R/(a), equivalently if
M is homologically finite as an R-complex.
If M is an R-complex, then KR⊗RM has a DG K
R-module structure given by
u(v ⊗ x) = (uv) ⊗ x. Moreover, if M is a homologically finite R-complex, then
KR⊗RM is a homologically finite DG K
R-module.
A morphism of DG KR-modules is a morphism of R-complexes that is also
KR-linear. Isomorphisms in the category of DG KR-modules are identified by the
symbol ∼=. The derived category of the category of DG KR-modules is denoted
D(KR); isomorphisms in this category are identified by the symbol ≃. A morphism
of DG KR-modules corresponds to an isomorphism in D(KR) if and only if it does
so in D(R) and is then called a quasiisomorphism.
Every DG KR-module M has a semifree resolution P
≃
−−→M ; see [12, prop. 6.6].
Such resolutions allow definition of derived tensor product and Hom functors,
− ⊗L
KR
− and RHomKR(−,−) because the functors P ⊗KR− and HomKR(P,−)
preserve quasiisomorphisms of DG KR-modules.
(1.3) Local homomorphisms and Koszul complexes. Let ϑ : (R,m)→ (S, n)
be a local ring homomorphism, that is, ϑ(m) ⊆ n. Set KS = KS(ϑ(a)); there is
then an isomorphism of S-complexes and of DG KR-modules
(1.3.1) S⊗RK
R ∼= KS.
Assume ϑ is flat, i.e. it gives S the structure of a flat R-module, and assume R̂ ∼= Ŝ.
If a is co-complete, then ϑ induces an isomorphism of rings R/(a) ∼= S/(ϑ(a)) and,
further, a quasiisomorphism of R-complexes
(1.3.2) KR
≃
−−→ KS
which also respects the DG algebra structures. In particular, every (homologically
finite) DG KS-module is a (homologically finite) DG KR-module. Moreover, the
1Once available, [7] will be an authoritative reference for DG algebra.
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functor KS⊗KR − is an equivalence between D(K
R) and D(KS); it conspires with
(1.3.2) to yield an isomorphism in D(KS)
(1.3.3) KS
≃
−−→ KS⊗KR K
S.
The homology inverse is the multiplication morphism.
2. Equational descriptions of Koszul extensions
The next lemma is a crucial step towards Theorem A from the introduction.
(2.1) Lemma. Let (R,m) be a local ring, m a positive integer, and P a complex
of finite rank free R̂-modules such that Pn = 0 when n < 0 or n > m. Fix a
co-complete sequence a ∈ m and set KR = KR(a) and K
bR = K
bR(a). There exists
a finite system S of polynomial equations with coefficients in R such that:
(a) The system S has a solution in R̂.
(b) A solution to S in R yields a complex A of finite rank free R-modules such
that An = 0 when n < 0 or n > m, and K
bR⊗RA ≃ K
bR⊗bR P in D(K
bR).
The rest of the section is devoted to the proof of this result; the argument
proceeds in ten steps, the first of which sets up notation.
(2.2) Differentials on KR and K
bR. Fix a basis ε1, . . . , ε2e for K
R over R. For
each i = 1, . . . , 2e set εˆi = 1⊗ εi ∈ K
bR, cf. (1.3.1). The elements εˆ1, . . . , εˆ2e form a
basis for K
bR over R̂. The differential ∂K
R
n is given by a matrix of size
(
e
n−1
)
×
(
e
n
)
with entries in R
KRn
[dnij]
−−−→ KRn−1.
Note that ∂K
R
n = [dnij ] = 0 when n < 1 or n > e. By (1.3.1) the matrix [dnij ] also
describes the nth differential on K
bR.
Multiplication on the degree n component of KR by a basis vector εh is given
by a matrix of size
(
e
n+|εh|
)
×
(
e
n
)
with entries in R
KRn
[thnij ]
−−−→ KRn+|εh|.
By (1.3.1) the matrices [thnij ] also describe multiplication by εˆh on K
bR.
(2.3) A resolution of K
bR ⊗ bR P over K
R. Without loss of generality, we can
assume the complex P is minimal; that is, ∂P (P ) ⊆ mP . The DG K
bR-module
K
bR⊗bRP is a homologically finite DG K
R-module through (1.3.2). By [1, prop. 2]
there exists a KR-semifree resolution F
≃
−−→ K
bR⊗bR P , such that the differential
of k⊗KR F is 0 and F
♮ =
∐
i>0 Σ
i((KR)♮)βi with βi ∈ N0. (Here F
♮ denotes
the graded R-module underlying the DG KR-module F .) Applying the functor
K
bR⊗KR − yields a K
bR-semifree resolution
K
bR⊗KR F
≃
−−→ K
bR⊗KR K
bR⊗bRP ,
and (1.3.3) induces a quasiisomorphism of DG K
bR-modules
K
bR⊗bR P
≃
−−→ K
bR⊗KR K
bR⊗bR P .
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As K
bR⊗KR F is K
bR-semifree, [12, prop. 6.4] provides a K
bR-morphism
(2.3.1) ϕ : K
bR⊗KR F
≃
−−→ K
bR⊗bR P .
Since ϕ is a map between semifree DG K
bR-modules, the induced map
k⊗
K bR
ϕ : k⊗
K bR
(K
bR⊗KR F ) −→ k⊗K bR (K
bR⊗bR P )
is a quasi-isomorphism; see [12, prop. 6.7]. Each of these complexes has zero differ-
ential (P is minimal), so k⊗
K bR
ϕ is an isomorphism, hence the underlying graded
k-vector spaces have the same rank. The semifreeness of K
bR⊗KR F and K
bR⊗bR P
over K
bR implies
(2.3.2) rankR Fn = rankbR(K
bR⊗KR F )n = rankbR(K
bR⊗bR P )n
for all n. In particular, Fn = 0 when n < 0 or n > m+ e.
(2.4)DG structures on F and K
bR⊗KRF . For each integer n, set rn = rankR Fn
and fix an R-basis for Fn. The differential ∂
F
n is given by an rn−1 × rn matrix
Fn
[unij]
−−−→ Fn−1
with entries in R. Note that [unij ] = 0 when n < 1 or n > m + e. There is an
isomorphism of DG K
bR-modules
(2.4.1) K
bR⊗KR F ∼= R̂⊗RF
cf. (1.3.1). In the R̂-basis induced by the R-basis for F , the nth differential on
K
bR⊗KR F is also given by the matrix [unij ].
For each basis vector εh ∈ K
R, cf. (2.2), multiplication by εh on F is given by
matrices with entries in R
Fn
[vhnij ]
−−−→ Fn+|εh|.
By (2.4.1) the matrices [vhnij ] also describe multiplication by εˆh on K
bR⊗KR F .
(2.5) DG structure on K
bR⊗ bRP . For each integer n, fix a basis for the free R̂-
module Pn and set sn = rankbR Pn. The nth differential of P is then given by an
sn−1 × sn matrix with entries in R̂
Pn
[xnij ]
−−−→ Pn−1
which is zero when n > m or n < 1. In the basis on K
bR⊗bR P , coming from the
bases chosen for K
bR and the modules P0, . . . , Pm, the differential
∂
K
bR⊗ bRP
n :
m⊕
p=0
K
bR
n−p⊗bR Pp −→
m⊕
q=0
K
bR
n−1−q⊗bR Pq
is given by a block matrix
(2.5.1) ∂
K
bR⊗ bRP
n =
[b
00
nij ] · · · [b
0m
nij ]
...
...
[bm0nij ] · · · [b
mm
nij ]
 = [bqpnij ]
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where
(2.5.2) bqpnij =

d(n−p)ij if p = q
(−1)n−pxpij if p = q + 1
0 otherwise.
Note that ∂
K
bR⊗ bRP
n = 0 when n < 1 or n > m+ e.
For each basis vector εˆh ∈ K
bR, cf. (2.2), multiplication by εˆh onK
bR⊗bR P is given
by the formula εˆh(f ⊗ g) = (εˆf) ⊗ g; see (1.2). In the chosen basis for K
bR⊗bR P ,
multiplication by εˆh on the degree n component is given by
m⊕
p=0
[th(n−p)ij ]⊗bR Pp :
m⊕
p=0
K
bR
n−p⊗bRPp −→
m⊕
p=0
K
bR
n−p+|εˆh|
⊗bR Pp.
Hence, multiplication by εˆh on K
bR⊗bR P is given by matrices with entries in R
(K
bR⊗bR P )n
[whnij ]
−−−−→ (K
bR⊗bR P )n+|εh|.
(2.6) First set of variables. We introduce a finite set of variables
{Xnij | n = 1, . . . ,m; i = 1, . . . , sn−1; j = 1, . . . , sn}.
The equality ∂Pn ∂
P
n+1 = 0 says that the elements xnij ∈ R̂ satisfy a system S1
of quadratic equations in the variables Xnij with coefficients 1 and 0, namely the
system coming from the matrix equations
(2.6.1) [Xnij ][X(n+1)ij ] = [0] for n = 1, . . . ,m− 1.
For later reference, define [Bqpnij ] for p, q = 0, . . . ,m and n = 1, . . . ,m to be the
block matrix described as in (2.5.1) and (2.5.2) by
Bqpnij =

d(n−p)ij if p = q
(−1)n−pXpij if p = q + 1
0 otherwise.
(2.7) The map ϕ. Since ϕ is a morphism, it satisfies the equation
(2.7.1) ϕn−1∂
K
bR⊗
KR
F
n − ∂
K
bR⊗ bRP
n ϕn = 0
for each n. The K
bR-linearity of ϕ means that there are equalities
ϕ(εˆhf) = εˆhϕ(f)
for all f ∈ K
bR⊗KR F and h = 1, . . . , 2
e. Each map ϕn is between free R̂-modules
of rank rn, cf. (2.3.2), so it is given by an rn × rn matrix with entries in R̂
(K
bR⊗KR F )n
[ynij]
−−−→ (K
bR⊗bRP )n
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which is 0 when n < 0 or n > m + e. The K
bR-linearity of ϕ can, therefore, be
expressed by commutativity of diagrams
(K
bR⊗KR F )n
[ynij]
//
[vhnij]

(K
bR⊗bR P )n
[whnij ]

(K
bR⊗KR F )n+|εh|
[y(n+|εh|)ij ]
// (K
bR⊗bRP )n+|εh|
(2.7.2)
for n = 0, . . . ,m+ e and h = 1, . . . , 2e.
(2.8) Second set of variables. We introduce another finite set of variables
{Ynij | n = 0, . . . ,m+ e; i = 1, . . . , rn; j = 1, . . . , rn}.
By (2.7.1) the elements xnij , ynij ∈ R̂ satisfy a system S2 of equations in the
variables Xnij , Ynij with coefficients in R, namely the system coming from the
matrix equations
(2.8.1) [Y(n−1)ij ][unij ]− [B
qp
nij ][Ynij ] = [0] for n = 1, . . . ,m+ e.
By (2.7.2) the elements ynij satisfy a second system S3 of equations in Ynij with
coefficients in R, namely those coming from the matrix equations
(2.8.2) [Y(n+|εh|)ij ][v
h
nij ]− [w
h
nij ][Ynij ] = [0]
for h = 1, . . . , 2e and n = 0, . . . ,m+ e− |eh|.
(2.9) The mapping cone of ϕ. The complex Coneϕ consists of finite rank free
R̂-modules. In the basis for Coneϕ coming from the bases chosen for K
bR⊗KR F
and K
bR⊗bR P , the nth differential is given by the block matrix
∂Coneϕn =
(
[bqpnij ] [y(n−1)ij ]
[0] −[u(n−1)ij ]
)
which is zero when n < 1 or n > m + e + 1. Since ϕ is a quasiisomorphism,
the mapping cone is an exact complex of free R̂-modules and bounded (below).
Hence, there exists a homotopy between 0 and the identity on Coneϕ, i.e. a degree
1 homomorphism σ on Coneϕ such that
(2.9.1) σn−1∂
Coneϕ
n + ∂
Coneϕ
n+1 σn = 1
Coneϕ
n
for every n. Each map σn is given by a matrix of size (rn+1 + rn) × (rn + rn−1)
with entries in R̂
(Coneϕ)n
[znij]
−−−→ (Coneϕ)n+1
which is 0 when n < 0 or n > m+ e.
(2.10) Third set of variables. We introduce a third finite set of variables
{Znij | n = 0, . . . ,m+ e; i = 1, . . . , rn+1 + rn; j = 1, . . . , rn + rn−1}.
The equation (2.9.1) means that the elements xnij , ynij , and znij satisfy a system
of equations in Xnij , Ynij , and Znij with coefficients in R, namely the system S4
coming from the matrix equations
(2.10.1) [Z(n−1)ij)]
(
[Bqpnij ] [Y(n−1)ij ]
[0] −[u(n−1)ij]
)
+
(
[Bqp(n+1)ij ] [Ynij ]
[0] −[unij]
)
[Znij ] = [δij ]
for n = 0, . . . ,m+ e+ 1, where δij is the Kronecker delta.
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(2.11) Solutions to S. By construction, the system S = ⊔i=4i=1Si has a solution in
R̂, namely xnij , ynij , znij ; see (2.6.1), (2.8.1), (2.8.2), and (2.10.1). This proves (a).
For part (b), assume that S has a solution x˜nij , y˜nij , z˜nij in R. In view of the
isomorphism ϕ, see (2.3.1), it suffices to show that this yields a complex A of finite
rank free R-modules such that KR⊗RA ≃ F in D(K
R) and An = 0 when n < 0 or
n > m. For each n, let An be a free R-module of rank sn = rankbR Pn and fix an
R-basis for An; note that An = 0 when n < 0 or n > m. For each n let
∂An : An −→ An−1 be given by ∂
A
n = [x˜nij ]
ϕ˜n : Fn −→ (K
R⊗RA)n be given by ϕ˜n = [y˜nij ]
σ˜n : (Cone ϕ˜)n −→ (Cone ϕ˜)n+1 be given by σ˜n = [z˜nij ].
Since the elements x˜nij satisfy S1, one has ∂
A
n ∂
A
n+1 = 0; so A is a complex. The
elements x˜nij , y˜nij satisfy S2 and S3, so the map ϕ˜ is a K
R-linear morphism of
R-complexes. Moreover, the elements x˜nij , y˜nij , z˜nij satisfy S4, so the map σ˜ is a
homotopy between 0 and the identity on Cone ϕ˜. In particular, the cone is exact
and, therefore, ϕ˜ is the desired quasiisomorphism. 
3. Descent of Koszul extensions
In this section we accomplish step one of the analysis described in the introduc-
tion. In particular, Theorem A is a special case of (3.3)(a).
(3.1) The approximation property. The ring R is said to have the approxima-
tion property if it satisfies the following: Given any finite system S of polynomial
equations with coefficients in R and any positive integer t, if S has a solution in R̂
then it also has a solution in R, and the solutions are congruent modulo m̂t.
By work of D. Popescu [25, thm. (1.3)], Rotthaus [28, thm. 1], and Spivakovsky
[32, thm. 11.3], a local ring has the approximation property if and only if it is
excellent and henselian. For example, every local analytic algebra over a perfect
field has the approximation property [31]; see also [34, (1.19)].
(3.2) Henselization. A pointed e´tale neighborhood of R is a flat local homomor-
phism R → R′ = R[X ]n/(f), where f is a monic polynomial whose derivative is a
unit in R[X ]n, and n is a prime ideal lying over m. The set of pointed e´tale neigh-
borhoods of R forms a filtered direct system {Rλ | λ ∈ Λ}, and the henselization
of R is the limit Rh = lim
−→λ
Rλ. The natural map R → R
h is a flat local ring
homomorphism, and there is an isomorphism R̂h ∼= R̂. See [16, §18] and [26].
Assume R is excellent; by [16, cor. (18.7.6)] and (3.1) the henselization Rh then
has the approximation property. Let S be a finite set of polynomial equations with
coefficients in R. If S has a solution in R̂, then S has a solution in Rh, and it follows
that there is a pointed e´tale neighborhood R→ R′, such that S has a solution in R′.
(3.3) Theorem. Let (R,m) be an excellent local ring. Fix a co-complete sequence
a ∈ m and set K
bR = K
bR(a).
(a) For every homologically finite R̂-complexN , there exists a homologically finite
Rh-complex M such that K
bR⊗Rh M ≃ K
bR⊗bRN in D(K
bR).
(b) For every list of homologically finite R̂-complexes N (1), . . . , N (t) there exists
a pointed e´tale neighborhood R → R′ and homologically finite R′-complexes
M (1), . . . ,M (t) such that K
bR⊗R′M
(i) ≃ K
bR⊗bRN
(i) in D(K
bR).
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Proof. Let N be any homologically finite R̂ complex and identify it with its mini-
mal semifree resolution; see [1, prop. 2]. After a shift, we may assume that Nn = 0
for n < 0. Set s = supN and m = s + 2e + 1. Consider the complex P = N6m
and the system S of equations, whose existence and solvability in R̂ is given by
Lemma (2.1). It is sufficient to prove the following:
(3.3.1)Claim. If the system S has a solution in R, then there exists a homologically
finite R-complex M such that K
bR⊗RM ≃ K
bR⊗bRN in D(K
bR).
Indeed, Rh has the approximation property, see (3.1), so part (a) follows by applying
(3.3.1) to R = Rh. A list N (1), . . . , N (t) of homologically finite R̂-complexes also
results in a finite system S(1)⊔· · ·⊔S(t) of polynomial equations. As noted in (3.2),
there is a pointed e´tale neighborhood R→ R′, such that the compound system and,
in particular, each subsystem S(i) has a solution in R′. Part (b) now follows by
applying (3.3.1) to R = R′.
Proof of (3.3.1). By Lemma (2.1) there exists a complex A of finite rank free
R-modules such that An = 0 when n < 0 or n > m, and
(1) K
bR⊗RA ≃ K
bR⊗bRN6m
in D(K
bR). Augment A by an R-free resolution of Ker ∂Am; this yields a complex M
of finite rank free R-modules with supM < m and M6m ∼= A. In particular, the
isomorphism (1) can be rewritten as
(2) K
bR⊗RM6m ≃ K
bR⊗bRN6m.
Next we show that sup (K
bR⊗RM) < m. Apply K
bR⊗bR− to the triangle
N6m
ξNm−−→ N −→ N>m+1 −→ ΣN6m
and inspect the long exact homology sequence
. . . −→ Hi+1(K
bR⊗bRN>m+1) −→ Hi(K
bR⊗bRN6m) −→ Hi(K
bR⊗bRN) −→ · · · .
The module Hi+1(K
bR⊗bRN>m+1) vanishes for i < m while Hi(K
bR⊗bRN) vanishes
for i > s+ e by (1.1.1). Hence
(3) Hi(K
bR⊗bRN6m) = 0 when s+ e < i < m.
The isomorphisms (K
bR⊗RM)i ∼= (K
bR⊗RM6m)i for i 6 m yield the first isomor-
phism in the next chain; the second is by (2), and the vanishing is by (3).
Hi(K
bR⊗RM) ∼= Hi(K
bR⊗RM6m) ∼= Hi(K
bR⊗bRN6m) = 0 when s+ e < i < m.
Since the modules Hi(M) are finitely generated, Nakayama’s lemma implies that
Hi(M) = 0 when s+ e < i < m.
As supM < m it follows that supM 6 s+ e. Hence sup (K
bR⊗RM) 6 s+2e < m.
Next we construct a commutative diagram in the category of DG K
bR-modules
K
bR⊗RM6m
α
≃
//
K
bR⊗ξMm

K
bR⊗bRN6m
K
bR⊗ξNm

K
bR⊗RM
ρ
// K
bR⊗bRN.
(4)
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The top horizontal map exists by (2) and [12, prop. 6.4] as K
bR⊗RM6m is K
bR-
semifree. To find a morphism ρ making the diagram commute, consider the triangle
K
bR⊗RM6m −→ K
bR⊗RM −→ K
bR⊗RM>m+1 −→ ΣK
bR⊗RM6m
and apply the functor MorD(K bR)(−,K
bR⊗bRN)
∼= H0(RHomK bR(−,K
bR⊗bRN)) to
obtain the exact sequence of abelian groups
MorD(K bR)(K
bR⊗RM,K
bR⊗bRN)
ζ
−−→ MorD(K bR)(K
bR⊗RM6m,K
bR⊗bRN)
−→ MorD(K bR)(Σ
−1K
bR⊗RM>m+1,K
bR⊗bRN).
Note that MorD(K bR)(Σ
−1K
bR⊗RM>m+1,K
bR⊗bRN) = 0 because
inf (Σ−1K
bR⊗RM>m+1) > m and sup (K
bR⊗bRN) 6 s+ e < m.
Now ρ can be chosen as any preimage of (K
bR⊗R ξ
N
m) ◦ α under ζ. The map ρ is
a quasiisomorphism, as the vertical maps in (4) induce isomorphisms on homology
in degrees less than m and Hi(K
bR⊗RM) = 0 = Hi(K
bR⊗bRN) for i > m. 
(3.4) Remark. By the existence of minimal semifree resolutions [1, prop. 2] and
the equality of infima (1.1.1), the complex M in (3.3.1) can be chosen as a minimal
complex of finite rank free R-modules with Mn = 0 for n < inf N .
Recall that a finitely generated R-module M is maximal Cohen–Macaulay if the
depth of M equals the Krull dimension of R.
(3.5) Proposition. Let (R,m) be an excellent local ring. Fix a co-complete se-
quence a ∈ m and set K
bR = K
bR(a).
(a) For every maximal Cohen–Macaulay R̂-module N , there exists a maximal
Cohen–Macaulay Rh-module M such that K
bR⊗Rh M ≃ K
bR⊗bRN in D(K
bR).
(b) For every list of maximal Cohen–Macaulay R̂-modules N (1), . . . , N (t) there
exists a pointed e´tale neighborhood R → R′ and maximal Cohen–Macaulay
R′-modules M (1), . . . ,M (t) such that K
bR⊗R′ M
(i) ≃ K
bR⊗bRN
(i) in D(K
bR).
Proof. (a) By Theorem (3.3)(a) there is a homologically finite Rh-complexM such
that K
bR⊗Rh M ≃ K
bR⊗bRN in D(K
bR). It suffices to show that M is (isomorphic
in D(Rh) to) a maximal Cohen–Macaulay Rh-module.
Assume for the moment that the sequence a ∈ m is a system of parameters for
R. Then a is an N -regular sequence, and so the depth-sensitivity of K
bR implies
that Hi(K
bR⊗bRN) = 0 for i > 0. Combining this with (1.1.1) it readily follows
that M is (isomorphic in D(Rh) to) a module:
0 = inf (K
bR⊗bRN) = inf (K
bR⊗Rh M) = infM
6 supM 6 sup (K
bR⊗Rh M) = sup (K
bR⊗bRN) = 0.
By depth-sensitivity of the Koszul complex KR
h
, the equality
0 = sup (K
bR⊗Rh M) = sup (K
Rh⊗Rh M)
implies that M is a maximal Cohen–Macaulay Rh-module.
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Now consider the general situation, wherein we assume only that R/(a) is com-
plete. Let x be a system of parameters for R. Applying K
bR(x)⊗bR− to the isomor-
phism K
bR⊗Rh M ≃ K
bR⊗bRN yields the first isomorphism below, while the second
one uses associativity and commutativity of tensor products.
K
bR(x)⊗bR (K
bR⊗Rh M) ≃ K
bR(x)⊗bR (K
bR⊗bRN)
K
bR⊗bR (K
bR(x)⊗Rh M) ≃ K
bR⊗bR (K
bR(x)⊗bRN)
The computations from the previous paragraph show that K
bR(x)⊗bRN is isomor-
phic in D(R̂) to the finite-length module N/(x)N . The second isomorphism above
and [22, thm. 2.3] now yield the next sequence of equalities
sup (K
bR⊗bR (K
bR(x)⊗Rh M)) = sup (K
bR⊗bR (K
bR(x)⊗bRN)) = e.
The complex K
bR(x)⊗Rh M has total homology of finite length, and so another
application of [22, thm. 2.3] yields
sup (K
bR⊗bR (K
bR(x)⊗Rh M)) = e+ sup (K
bR(x)⊗Rh M).
It follows that sup (K
bR(x)⊗Rh M) = 0, and as in the previous argument we con-
clude that M is (isomorphic in D(Rh) to) a maximal Cohen–Macaulay Rh-module.
Part (b) is proved similarly using Theorem (3.3)(b). 
4. Applications I: Vanishing of cohomology
(4.1) Liftings. Let x ∈ m be an R-regular sequence and set S = R/(x). A lifting
of a homologically finite S-complex N to R is a homologically finite R-complex M
such that N ≃ S⊗LRM in D(S). Note that, if N is a module, then a lifting of N to
R is (isomorphic in D(R) to) a moduleM with N ∼= S⊗RM and Tor
R
≥1(S,M) = 0.
In [4] Auslander, Ding, and Solberg show that vanishing of the cohomology
modules ExtiS(N,N) for i = 1, 2 guarantees existence and uniqueness of a lifting of
N to R when R is complete. Yoshino extended these results to complexes in [35].
The next result uses Theorem (3.3) to relax the conditions on the ring in [4, 35];
it contains Theorem B from the introduction. Note that the assumption that x is
co-complete yields isomorphisms R̂/(x) ∼= Rh/(x) ∼= R/(x).
(4.2) Theorem. Let (R,m) be an excellent local ring. Fix a co-complete R-regular
sequence x ∈ m and set S = R/(x).
(a) Every homologically finite S-complex N with Ext2S(N,N) = 0 lifts to R
h. If
Ext1S(N,N) = 0, then any two liftings of N to R
h are isomorphic in D(Rh).
(b) Let N (1), . . . , N (t) be homologically finite S-complexes. If Ext2S(N
(i), N (i)) =
0 for each i = 1, . . . , t, then there is a pointed e´tale neighborhood R → R′
such that each N (i) lifts to R′. If Ext1S(N
(i), N (i)) = 0, then any two liftings
of N (i) to R′ are isomorphic in D(R′).
Proof. (a) First, assume Ext2S(N,N) = 0. By [35, lem. (3.2)] there is a homo-
logically finite R̂-complex L, such that N ≃ S ⊗L
bR
L in D(S). As R is excel-
lent, Theorem (3.3)(a) provides a homologically finite Rh-complex M such that
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K
bR(x)⊗Rh M ≃ K
bR(x)⊗bRL in D(K
bR(x)). Now the augmentation morphism
K
bR(x)
≃
−−→ S yields the second of the following isomorphisms in D(S)
N ≃ S ⊗LbR L ≃ S ⊗
L
Rh M.
By the isomorphism S ∼= Rh/(x) this shows that M is a lifting of N to Rh.
Next, assume Ext1S(N,N) = 0 and let M and M
′ be liftings of N to Rh. It
follows that R̂ ⊗L
Rh
M and R̂ ⊗L
Rh
M ′ are both liftings of N to R̂, and so [35,
lem. (3.3)] implies R̂ ⊗L
Rh
M ≃ R̂ ⊗L
Rh
M ′ in D(R̂). Now [14, lem. 1.10] yields the
desired isomorphism M ≃M ′ in D(Rh).
(b) The proof is similar, using Theorem (3.3)(b). 
(4.3) Auslander Conditions. The ring R is said to satisfy the Auslander Con-
dition if for every finitely generated R-module M there exists an integer bM such
that Ext≫0R (M,X) = 0 implies Ext
>bM
R (M,X) = 0 for every finitely generated R-
module X . Moreover, R satisfies the Uniform Auslander Condition if there is an
integer b > 0 such that Ext≫0R (M,X) = 0 implies Ext
>b
R (M,X) = 0 for all finitely
generated R-modules M and X . Examples of rings that do not satisfy the Auslan-
der Condition were first given by Jorgensen and S¸ega [23]. For a list of rings that
are known to satisfy the Auslander Condition, see [10, app. A].
The next result contains Theorem C from the introduction.
(4.4) Theorem. Let R be an excellent henselian Cohen–Macaulay local ring. The
completion R̂ satisfies the (Uniform) Auslander Condition if and only if R satisfies
the (Uniform) Auslander Condition.
Proof. It is straightforward to verify the “only if” part, cf. [10, prop. (5.5)].
For the “if” part, let N and Y be finitely generated R̂-modules and assume
that Ext≫0
bR
(N, Y ) = 0. By a standard argument we can without loss of generality
assume that N and Y are maximal Cohen–Macaulay R̂-modules; see [11]. This
reduction involves replacing N by a high syzygy and Y by a maximal Cohen–
Macaulay R̂-module that approximates it in the sense of [3, thm. A].
Fix a co-complete sequence a ∈ m and set K
bR = K
bR(a). By Proposition (3.5)
there exist finitely generated R-modulesM and X such that K
bR⊗RM ≃ K
bR⊗bRN
and K
bR⊗RX ≃ K
bR⊗bR Y in D(K
bR). This accounts for the last equality in the
computation below; the first three follow by (1.1.1), (1.1.2), and adjointness.
infRHombR(N, Y ) = inf (K
bR⊗bRRHombR(N, Y ))
= infRHom bR(N,K
bR⊗bR Y )
= infRHom
K
bR(K
bR⊗bRN,K
bR⊗bR Y )
= infRHom
K bR
(K
bR⊗RM,K
bR⊗RX)
Combined with a parallel computation starting from RHomR(M,X), this yields
the second equality in the next sequence
(1)
sup{m ∈ Z | ExtmbR (N, Y ) = 0} = − infRHombR(N, Y )
= − infRHomR(M,X)
= sup{m ∈ Z | ExtmR (M,X) = 0}.
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In particular, we have Ext≫0R (M,X) = 0. If R satisfies the Auslander Condition,
then there is an integer b = bM such that Ext
>b
R (M,X) = 0, and (1) shows that
Ext>b
bR
(N, Y ) = 0. It follows that R̂ satisfies the Auslander Condition. Ascent of
the Uniform Auslander Condition follows from the same argument. 
5. Descent of semidualizing complexes
We now focus on step two of the analysis described in the introduction, namely,
transfer of information from Koszul extensions to R̂-complexes.
(5.1) Definition. Fix a co-complete sequence a ∈ m and set KR = KR(a). A
class C of homologically finite R-complexes is KR-distinguishable if it satisfies the
following property: Given homologically finite R-complexes C and X , if C is in C
and KR⊗RX ≃ K
R⊗RC in D(K
R), then X ≃ C in D(R).
(5.2) Lemma. Let (R,m) be a local ring. Fix a co-complete sequence a ∈ m and
set K
bR = K
bR(a). Given a K
bR-distinguishable class C of homologically finite R̂-
complexes, if C is in C and there is a homologically finite R-complex B such that
K
bR⊗RB ≃ K
bR⊗bRC in D(K
bR), then R̂⊗RB ≃ C in D(R̂).
Proof. By the assumption on C, the claim is immediate from the isomorphisms
K
bR⊗bR (R̂⊗RB) ≃ K
bR⊗RB ≃ K
bR⊗bRC. 
The main result of this section concerns semidualizing complexes; the definition
is recalled below. This notion is wide enough to encompass dualizing complexes in
the sense of Grothendieck [17] and the relative dualizing complexes of Avramov and
Foxby [6]; yet it is narrow enough to admit a rich theory [9]. This notion has been
introduced independently by several authors; for example in Wakamatsu’s work on
generalized tilting modules [33].
(5.3) Semidualizing complexes. A homologically finite R-complex C is semi-
dualizing if the homothety morphism χRC : R→ RHomR(C,C) is an isomorphism
in D(R). Further, C is dualizing in the sense of [17, V.§2] if it is semidualizing and
isomorphic in D(R) to a bounded complex of injective modules.
Theorem D from the introduction is a special case of part (a) in the next result.
(5.4) Theorem. Let R be an excellent local ring.
(a) For every semidualizing R̂-complex C there exists a semidualizing Rh-complex
B such that C ≃ R̂⊗Rh B. In particular, R
h has a dualizing complex.
(b) For every list of semidualizing R̂-complexes C(1), . . . , C(t) there is a pointed
e´tale neighborhood R → R′ and semidualizing R′-complexes B(1), . . . , B(t)
such that C(i) ≃ R̂⊗R′ B
(i) for i = 1, . . . , t. In particular, there exists a
pointed e´tale neighborhood R→ R′ such that R′ admits a dualizing complex.
Proof. (a) Let C be a semidualizing R̂-complex. Fix a co-complete sequence a ∈ m
and set K
bR = K
bR(a). By Theorem (3.3)(a) there exists a homologically finite Rh-
complex B such thatK
bR⊗Rh B ≃ K
bR⊗bRC in D(K
bR). The class C of semidualizing
R̂-complexes is K
bR-distinguishable by Lemma (A.3), so Lemma (5.2) yields an
isomorphism R̂⊗Rh B ≃ C in D(R̂), and it follows by (A.1) that the complex B is
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semidualizing for Rh. Because R̂ admits a dualizing complex, this shows that Rh
also admits a dualizing complex; see [5, thm. (5.1)].
(b) The proof is similar, using Theorem (3.3)(b). 
The next example demonstrates how badly the conclusion of Theorem (5.4) (and
hence Theorem (3.3)) can fail when R is not excellent.
(5.5) Example. Let S0 be a field of characteristic zero. For n > 0 let [Vnij ] be a
2× 3 matrix of indeterminants and consider the complete normal Cohen–Macaulay
local domain
Sn = Sn−1[[Vnij ]]
/
I2(Vnij).
By [30, cor. 4.9(c)] there are exactly 2n distinct shift-isomorphism classes of semi-
dualizing complexes in D(Sn); by [9, cor. (3.7)] each class contains a module. For
each n > 0 there exists, by [18, thm. 8], a Cohen–Macaulay local unique factor-
ization domain Rn such that Sn ∼= R̂n. By [30, prop. 3.4] each ring Rn has only
the trivial semidualizing complex Rn up to shift-isomorphism. Hence, the only
semidualizing R̂n-complex that descends to Rn is the trivial one R̂n.
Also Theorem (4.2) has an application to semidualizing complexes. The next
result extends part of [15, prop. 4.2].
(5.6) Proposition. Let (R,m) be an excellent henselian local ring and x ∈ m a
co-complete R-regular sequence. There is a bijective correspondence, induced by
the functor R/(x)⊗LR −, between the sets of (shift-)isomorphism classes of semi-
dualizing complexes in D(R) and D(R/(x)).
Proof. This follows directly from (A.1) and Theorem (4.2)(a). 
6. Applications II: Annihilation of (co)homology
For every local ringR, the completion R̂ has a dualizing complex. If R is excellent
then, by Theorem (5.4), a dualizing complex is available much closer to R. This is
the key to the next result; if R itself has a dualizing complex, then the conclusion
holds by a result of Roberts [27, thm. 1].
(6.1) Theorem. Let R be an excellent local ring of Krull dimension d. There exists
a chain of ideals bd ⊆ · · · ⊆ b1 ⊆ b0 satisfying the following conditions:
(a) For each i = 0, . . . , d there is an inequality dimR/bi 6 i.
(b) If F = 0 → Fr → · · · → F0 → 0 is a complex of finite rank free R-modules
with lengthR H(F ) <∞, then bi annihilates Hj(F ) for each j > r − i.
Proof. By Theorem (5.4)(b) there exists a pointed e´tale neighborhood R → R′
such that R′ admits a dualizing complex. Note that dimR′ = d. By [27, thm. 1
and preceding prop. and def.] there exists a chain of ideals b′d ⊆ · · · ⊆ b
′
1 ⊆ b
′
0 in
R′ such that: (a′) dimR′/b′i 6 i, and (b
′) if F ′ = 0 → F ′r → · · · → F
′
0 → 0 is a
complex of finite rank free R′-modules with lengthR′ H(F
′) <∞, then b′iHj(F
′) = 0
for j > r − i.
For each i = 0, . . . , d set bi = b
′
i ∩R. It is not difficult to verify that dimR/bi =
dimR′/b′i 6 i. Let F be a complex satisfying the hypothesis of (b). The complex
F ′ = R′⊗RF satisfies the hypothesis of (b
′). Indeed, the isomorphisms R′/mR′ ∼=
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k and Hj(F
′) ∼= Hj(F )⊗RR
′ guarantee lengthR′ H(F
′) < ∞. This provides R-
isomorphisms Hj(F
′) ∼= Hj(F ). The ideal b
′
i annihilates Hj(F
′) for j > r − i and
contains bi; hence bi annihilates Hj(F ) for j > r − i. 
(6.2)Remark. By unpublished examples of Nishimura, an excellent local ring need
not possess a dualizing complex [24, exa. 6.1], and a ring with a dualizing complex
need not be excellent [24, exa. 4.2]. In view of this, the hypothesis in (6.1) is neither
stronger nor weaker than the hypothesis in [27, thm. 1].
A classical application of Roberts’ theorem [27, thm. 1] is to find uniform an-
nihilators of local cohomology modules Hj
m
(R). Hochster and Huneke [20, 21], for
instance, do this when R is an equidimensional local ring that admits a dualiz-
ing complex or is unmixed and excellent. Theorem (6.1) allows us to drop the
unmixedness condition, thus recovering a recent result of Zhou [36, cor. 3.3(ii)]:
(6.3)Remark. Let R be an equidimensional excellent local ring of Krull dimension
d > 1. For each j the local cohomology module Hj
m
(R) is a direct limit of homology
modules in degree d− j of Koszul complexes on powers of a system of parameters.
Thus, for each i = 0, . . . , d the ideal bi annihilates H
j
m
(R) for j 6 i. In particular,
bd−1 annihilates H
j
m
(R) for j < d and dimR/bd−1 6 d−1. If R is equidimensional,
then bd−1 is not contained in any minimal prime of R. In the terminology of [36],
this means that bd−1 contains a uniform cohomological annihilator for R.
Appendix. Semidualizing complexes are KR-distinguishable
We start by recalling a few facts about semidualizing complexes; see (5.3).
(A.1)Ascent and descent. Let R→ S be a local ring homomorphism such that S
has finite flat dimension as an R-module and let C,C′ be degreewise homologically
finite R-complexes. The complex S ⊗LR C is S-semidualizing if and only if C is
R-semidualizing. Furthermore, if C and C′ are semidualizing R-complexes such
that S ⊗LR C ≃ S ⊗
L
R C
′ in D(S), then C ≃ C′ in D(R); see [14, thm. 4.5 and 4.9].
The following definition is introduced as a convenience for Lemma (A.3).
(A.2) Definition. Fix a list of elements a ∈ m and set KR = KR(a). A semidua-
lizing DG KR-module is a homologically finite DG KR-module M such that the
homothety morphism χK
R
M : K
R → RHomKR(M,M) is an isomorphism in D(K
R).
The next lemma shows that the class of semidualizing R-complexes is KR-
distinguishable, as defined in (5.1).
(A.3) Lemma. Let (R,m) be a local ring and let C and C′ be degreewise homolo-
gically finite R-complexes. Fix a list of elements a ∈ m and set KR = KR(a).
(a) The DG KR-module KR⊗RC is K
R-semidualizing if and only if C is R-
semidualizing.
(b) If C and C′ are semidualizing and KR⊗RC ≃ K
R⊗RC
′ in D(KR), then
C ≃ C′ in D(R).
Proof. For brevity set K = KR. Recall from [9] that a homologically finite R-
complex X is C-reflexive if RHomR(X,C) is homologically bounded and the bidu-
ality morphism δCX : X → RHomR(RHomR(X,C), C) is an isomorphism in D(R).
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(a) Recall from (1.2) that K⊗RC is homologically finite over K if and only if
C is homologically finite over R. In the commutative diagram
K⊗RR
K⊗χRC

∼=
// K
χKK⊗C
// RHomK(K⊗RC,K⊗RC)
≃

K⊗RRHomR(C,C)
≃
// RHomR(C,K⊗RC)
the right-hand vertical isomorphism is by adjointness, and the lower horizontal one
is tensor-evaluation (1.1.2). The diagram shows that χKK⊗RC is an isomorphism
in D(K) if and only if K⊗R χ
R
C is so. The latter is tantamount to χ
R
C being an
isomorphism in D(R); to see this apply (1.1.1) to Cone (K⊗R χ
R
C)
∼= K⊗RConeχ
R
C .
(b) Assume K⊗RC ≃ K⊗RC
′ in D(K). The first isomorphism in the following
diagram is the homothety morphism
K
≃
−−→ RHomK(K⊗RC
′,K⊗RC)
≃
←−−
β
K⊗RRHomR(C
′, C)
while the second is the composition of adjunction and tensor-evaluation (1.1.2).
It follows that K⊗RRHomR(C
′, C) is homologically bounded, and hence so is
RHomR(C
′, C) by (1.1.1). In the commutative diagram
K⊗RC
′
δ
K⊗C
K⊗C′
≃
//
K⊗δC
C′

RHomK(RHomK(K⊗RC
′,K ⊗C),K ⊗C)
≃ RHom(β,K⊗RC)

K⊗RRHomR(RHomR(C
′, C), C)
≃
// RHomK(K⊗RRHomR(C
′, C),K⊗RC)
the lower horizontal arrow is the composition of adjointness and tensor-evaluation.
The diagram shows that K⊗R δ
C
C′ is an isomorphism in D(K). An application of
(1.1.1) to Cone (K⊗R δ
C
C′)
∼= K⊗RCone δ
C
C′ implies that δ
C
C′ is an isomorphism in
D(R). This proves that C′ is C-reflexive. Symmetrically, C is C′-reflexive, and by
[2, thm. 5.3] it then follows that C and C′ are isomorphic up to shift in D(R). From
(1.1.1) we have C ≃ C′. 
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