In this paper, we have studied the global attractivity of the equilibrium of Cohen-Grossberg model with both finite and infinite delays. Criteria for global attractivity are also derived by means of Lyapunov functionals. As a corollary, we show that if the delayed system is dissipative and the coefficient matrix is VL-stable, then the global attractivity of the unique equilibrium is maintained provided the delays are small. Estimates on the allowable sizes of delays are also given. Applications to the Hopfield neural networks with discrete delays are included.  2005 Elsevier Inc. All rights reserved.
Introduction
In general, the Cohen-Grossberg neural network model is described by the set of ordinary differential equations [2] : 
where J i , i = 1, 2, . . . , n, denote the constant inputs from outside of the system and w ij , i, j = 1, 2, . . . , n, represent the connection weights. a i (x i ) and b i (x i ), i = 1, 2, . . . , n, are the amplification functions and the self-signal functions, respectively, while s j (x j ), j = 1, 2, . . . , n, are the activation functions. Cohen and Grossberg proved that a large class of neural networks can function as stable content addressable memories or CAMs [2, 7] . These Cohen-Grossberg networks were designed to include additive neural networks, later studied by Hopfield [8, 9] , and shunting neural networks. In Cohen and Grossberg's analysis [2] , the weight matrix W = (w ij ) n×n is assumed to be symmetric and the amplification functions a i (x i ) > 0. Moreover, the activation functions s j are assumed to be continuous, differentiable, monotonically increasing and bounded, such as the sigmoid-type function. However, the monotonicity or smoothness of s j is not assumed in [22] , neither the symmetric connection requirement. As a result, a much broader connection topology for the network is allowed. Note that the functions a i , b i and s j are subject to certain fairly restrictive conditions, interested readers please refer to [22] .
In reality, time delays inevitably exist in biological and artificial neural networks due to the finite switching speed of neurons and amplifiers [20] . It is also important to incorporate time delay in some networks such as delayed cellular neural network, which can be used to solve problems like the processing of moving images [15, 16] . Discrete delays were introduced into system (1) by considering the following system [23] : 
where the matrix T k = (t (k) ij ) n×n represents the interconnections associated with delay τ k of which τ k , k = 0, 1, . . . , K, are arranged such that 0 = τ 0 < τ 1 < · · · < τ K . Furthermore, their global limit property needs to satisfy the requirements that the connection should possess certain amount of symmetry and the discrete delays are sufficiently small, i.e., the delays are not harmless. However, for the delayed Hopfield networks, cellular neural networks as well as BAM networks, some delay independent criteria for the global asymptotic stability are established without assuming the monotonicity and the differentiability of the activation functions and also the symmetry of the connections [1, [3] [4] [5] [6] 10, [12] [13] [14] [15] [17] [18] [19] 21] . Wang and Zou [22] studied the following system:
where J i 's denote the constant inputs from outside of the system, τ ij 0 are delays caused during the switching and transmission processes. By constructing the Lyapunov functional, some delay-independent criteria for the exponential stability of a unique equilibrium are obtained.
Although the use of finite delays in models with delayed feedback provides a good approximation to simple circuits consisting of a small number of neurons, neural networks usually should have a spatial extent due to the presence of a multitude of parallel pathways with a variety of axon sizes and lengths. Thus, there will be a distributed of propagation dealys in finite and infinite time. In the case, the signal propagation is no longer instantaneous and cannot be modeled with finite delays or infinite delays [1, [4] [5] [6] 10, [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] . A more appropriate and ideal way is to incorporate finite delays and infinite delays. However, in all works [1, [4] [5] [6] 10, [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] , only networks with finite delays or infinite delays are investigated respectively.
On the other hand, the effects of delays on the stability are more complicated. Depending on whether the stability criterion itself contains the delay argument as a parameter, the stability criteria for time-lag systems can be classified into two categories, namely delay-independent criteria and delay-dependent criteria. In the past, most of the investigations on neural systems with various types of delays are confined to the delay-independent analysis (see [1, 3, 5, 6, [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] ). For the most general delayed neural systems such as the Cohen-Grossberg model (see the following Eq. (4)), it is believed that small delays are also harmless for the global attractivity, but this has not been proved yet (see [22] ), particularly for the Cohen-Grossberg model with finite and infinite delays.
The purpose of this paper is to study the effect of delays on the global attractivity of the equilibrium of Cohen-Grossberg models with finite and infinite delays. An effective technique to construct Lyapunov functionals for such models with both finite and infinite delays is presented. By means of Lyapunov functionals, we are able to establish the global attractivity of the equilibrium of such Cohen-Grossberg systems. As a corollary, we show that if the delayed system is dissipative and the coefficient matrix is VL-stable, then the global attractivity of the unique equilibrium is maintained provided the delays are small. Consequently, when the coefficient matrix is VL-stable, we confirm the common believe that small delays are harmless for the global attractivity of delayed Cohen-Grossberg systems provided the system has an equilibrium.
The organization of this paper is as follows. In the next section, we first describe our model in detail and give the main result by constructing suitable Lyapunov functionals. And then, as applications of the main results, we consider the Hopfield neural networks with finite discrete delays. Some explicit estimates on the allowable delays are derived. Finally, some conclusions are drawn in Section 4.
Main results
In this paper, we consider the following general autonomous Cohen-Grossberg system of pure-delay type:
In system (4), we always assume that, for i, j ∈ I ≡ {1, 2, . . . , n}, 
(H 5 ) System (4) has an isolated equilibrium state
(Volterra-Lyapunov stable), see [11] , that is, there exists a positively diagonal matrix
(H 7 ) µ ij , η ij are nondecreasing for s 0 and satisfy
Also, we assume system (4) is supplemented with initial conditions of the form
and φ i is bounded and continuous, i = 1, 2, . . . , n. Then system (4) with initial condition (6) has a unique solution.
In this paper, we say that the equilibrium x * is globally attractive if all the solutions x(t) satisfy lim t→∞ x(t) = x * . We say that system (4) is dissipative with an uni- (4) with (6) satisfy lim t→∞ sup |x i (t)| M i (i = 1, 2, . . . , n). We now state the main result of this paper.
Theorem 1. In addition to (H 1 )-(H 7 ), assume that (H 8 ) system (4) is dissipative with a uniform upper bound
Then the equilibrium x * of system (4) is globally attractive.
. . , x n (t)) be any solution of (4) and
Hence, we can easily obtain the following differential inequality:
If we let y i (t) = |u i (t)|, then we have
We define the following Lyapunov functional:
where
2 dp dq dµ ij (s)
2 dp dq dη ij (s)
For i ∈ I , we have V i1 0, and
For t τ = max 1 i,j n {τ ij }, using (H 7 ) and m ij = a i F j |w ij | + a i G j |v ij | (i, j ∈ I ), we can rewrite (15) in the following form:
j (p) dp dµ ij (s)
Substituting (9) into (16) and using inequality ab
, and (H 7 ), we derive for t τ thaṫ
a j b j y j (p) dp dµ ij (s)
2 dp dµ ij (s)
2 dp dη ij (s)
2 dη jk (s 1 ) dp dµ ij (s 1 )
2 dη jk (s 1 ) dp dη ij (s 1 )
From (H 7 ), we know that
Hence, we havė
2 dη jk (s 1 ) dp dµ ij (s)
It then follows from (13) and (15) that for t τ
a j b j y j (t) 2 dp dµ ij (s)
m ij y i (t)y j (t)
Then it turns out from (10)- (14) and (H 7 ) that for all large t,
From (H 6 ) we know that there exist
Let
with V i (y t ) defined by (11) . Then, from (21)- (24),
From (H 9 ), γ 0 > 0. Noting that 
(t) + Z(t) for t T , where
From (H 7 ) and the boundedness of the initial functions, one can see that
Therefore, we have from (25) and (26) thaṫ
Then one can show from (27) (see Kuang [11] ) that lim t→∞ y(t) = 0. This completes the proof of the theorem. 2
Remark 1.
In (18), we use the estimate
However, for the first two terms in the summation, since the delays are finite, we can have a different estimate
for all large t and p. Then, correspondingly, one would get different expressions for e ij .
Remark 2.
Using the idea of the above proof and the technique used in [13, 15] , one can derive a similar result for the systems with variable delays. In our assumption (H 9 ), α ij and β ij (i, j ∈ I ) measure the size of the finite and infinite delays in (4), respectively. One can see that (H 9 ) is always satisfied provided the sizes of the delays are small. The estimates on the allowable sizes of delays can be obtained from (H 9 ). Therefore, from Theorem 1 we have the following corollary.
Corollary 1. Assume the delayed system (4) is dissipative and the coefficient matrix M is VL-stable. Then the global attractivity of the unique equilibrium is maintained provided the delays are (sufficiently) small.
In other words, when the coefficient matrix is VL-stable, small delays do not matter for the global attractivity of the unique equilibrium (if any) of Cohen-Grossberg systems. In practice, estimates on the allowable sizes of delays may be need.
Remark 3.
In [23] , the authors obtained asymptotic stability for system (1) when time delays τ k , k = 1, 2, . . . , K are small. But, they need the symmetry of connection weights t (k) ij . However, our approach do not require the symmetric connection weights. Moreover, our results are less conservative and restrictive than that of [23] . In the meantime, we also note that the authors [22] discussed the delay-independent stability criteria for system (3). General speaking, the delay effects on stability or attractivity of dynamical system are obvious. Moreover, the delay-independent stability criteria are more conservative than the delay-dependent stability criteria. Hence, our results are less restrictive than that of [23] .
Applications to Hopfield neural networks with discrete delays
In this section, we consider the following Hopfield neural networks with discrete delays
in which i = 1, 2, . . . , n, b i represents the rate with which the ith unit will reset its potential to the resting state in isolation when disconnected from the network and external inputs, a ij denotes the strength of the j th unit on the ith unit at time t, τ ij corresponds to the transmission delay of the ith unit along the axon of the j th unit at time t, I i denotes the external bias or clamped input form outside the network to the ith unit, x i corresponds to the membrane potential of the ith at time t, f j (x j ) denotes the conversion of the membrane potential of the j th unit into its firing rate. Throughout this section, we assume that b i > 0, τ ij > 0, a ij ∈ R and I i ∈ R are constants. In this section, we consider solution of (28) with the initial values of the type
where τ = max 1 i,j n {τ ij } and ϕ i is a bounded continuous function on (−∞, t 0 ]. It follows step by step that every solution of (28) exists in the future. Our aim is to give an estimation of the upper bound of delays τ ij for the global asymptotic stability of the delayed Hopfield neural network model (28). We prove rigorously that the unique equilibrium of system (28) is globally asymptotic stable under two simple assumptions when the delays are smaller than the bound. Such a result has important significance in both theory and application for the design of the globally stable networks. Our results are expressed as follows.
Theorem 2.
Assume that the function f j (x) satisfies:
is a bounded function for x ∈ R and j = 1, 2, . . . , n; (H 2 ) There exists a constant µ j > 0 such that |f j (x) − f j (y)| µ j |x − y| for x, y ∈ R, j = 1, 2, . . . , n.
Moreover, assume that
Then the system (28) has a unique equilibrium that is globally stable if the delays τ ij (i, j = 1, 2, . . . , n) are less than or equal to the value τ * , i.e.,
Proof. By lemma [14, 17] , system (28) has an equilibrium, say
Hence, we have
If let y i (t) = |u i (t)|, then
Clearly, the globally asymptotic stability of the problem (28) implies the uniqueness of equilibrium of (28). Therefore, it is sufficient to prove that all solutions of (31) satisfying lim t→∞ y i (t) = 0. We define the following Lyapunov functional: 
We can also calculate
Hence,
|a jk |µ k y 
This, together with V (t) 0, implies that V (t) is bounded on (t 0 , +∞); moreover, 
Again, from (28), (H 1 ) and the lemma [14, 17] , it follows that x i (t) and dx i /dt are bounded for t > t 0 . Hence, y i (t) is a uniformly continuous function for t > t 0 . The uniform continuity of y i (t) on together with (36) implies lim t→+∞ y i (t) = 0. The proof is complete. 2 Example. We consider an example given in [1] . It is easy to calculate the value τ * when the values of b i and a ij are given for all i, j = 1, 2. The calculated results are given in Table 1 .
In Table 1 , τ * is calculated by means of Theorem 2. However, τ * [1] is the results of [1] . Then, from Table 1 , we can easily see that our results are better than those given in [1] .
Conclusions
The attractivity of delayed systems has attracted a large amount of attention since they represent a natural way to describe certain processes, like neuron signal transmission. Moreover, a network with apparently finite delays or infinite delays is only an ideal and simplified model. In most situations, the delays should have finite and infinite time natures.
In this paper, we have shown that time delays are not negligible for the global attractivity of the delayed Cohen-Grossberg systems provided the coefficient matrix is VL-stable. Some criteria are also derived by means of Lyapunov functionals. The proposed model has generalized classical Cohen-Grossberg model, Hopfield neural networks. The presented results have also generalized and extended the previously known results for various neural networks with time delays.
