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We have studied survival and rotational excitation probabilities of H2(vi = 1, Ji = 1) and D2(vi
= 1, Ji = 2) upon scattering from Cu(111) using six-dimensional (6D) adiabatic (quantum and
quasi-classical) and non-adiabatic (quasi-classical) dynamics. Non-adiabatic dynamics, based on
a friction model, has been used to analyze the role of electron-hole pair excitations. Comparison
between adiabatic and non-adiabatic calculations reveals a smaller influence of non-adiabatic effects
on the energy dependence of the vibrational deexcitation mechanism than previously suggested
by low-dimensional dynamics calculations. Specifically, we show that 6D adiabatic dynamics can
account for the increase of vibrational deexcitation as a function of the incidence energy, as well
as for the isotope effect observed experimentally in the energy dependence for H2(D2)/Cu(100).
Furthermore, a detailed analysis, based on classical trajectories, reveals that in trajectories leading
to vibrational deexcitation, the minimum classical turning point is close to the top site, reflecting the
multidimensionally of this mechanism. On this site, the reaction path curvature favors vibrational
inelastic scattering. Finally, we show that the probability for a molecule to get close to the top site is
higher for H2 than for D2, which explains the isotope effect found experimentally. © 2012 American
Institute of Physics. [http://dx.doi.org/10.1063/1.4742907]
I. INTRODUCTION
The presence of electronic excitations during the inter-
action of diatomic molecules with metal surfaces is indis-
putable. Experiments developed during the last few years have
measured, for example, chemicurrents and creation of hot
electrons during the chemisorption of atoms and molecules
on metal films and surfaces,1–5 highly efficient multi-quantum
vibrational relaxation of highly vibrationally excited NO
molecules scattered from metal surfaces,6, 7 and even elec-
tron emission upon scattering of highly vibrationally excited
NO from a low work function metal surface.8 Nevertheless,
the fundamental question to be answered now is: how much
does the presence of electronic excitations influence the in-
teractions between molecules and metal surfaces? And more
generally, to what extent can the Born-Oppenheimer approxi-
mation (BOA) be used?
The adsorption of O2 on metal surfaces, such as Al(111)
(Refs. 9 and 10) and Ag(100),11 is an intriguing example for
which the adiabatic approximation can fail. Behler et al. have
been able to reproduce the sticking curve of O2 on Al(111) by
performing state-of-the-art classical dynamics simulations in
which O2 is assumed to remain in an excited spin-triplet state
along its approach to the surface.10 Non-adiabatic effects are
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also expected in the interaction of surfaces with initially vi-
brationally excited molecules. Thus, Shenvi et al.12, 13 have
been able to explain the observed multi-quantum vibrational
relaxation of NO scattered from Au(111) using a model that
incorporates electron hopping between the surface and the
molecule. More recently, low dimensional calculations per-
formed by Monturet et al.14 suggest that an electronic friction
model may also account for many of the results obtained in
this kind of experiment.
The role of electron-hole (e-h) pair excitations is more
controversial for the scattering of closed-shell molecules,
which are initially in their ground electronic state.15 Moti-
vated by this controversy, an important number of theoretical
methods that include electronic excitations have been recently
developed.16–24 In some cases, non-adiabatic dynamics based
on low-dimensional calculations has resulted in overesti-
mation of the effects associated with e-h pair excitations.
For example, for N2/Ru(0001) it was claimed,16 based on
low-dimensional non-adiabatic calculations, that the huge
discrepancy between low-dimensional adiabatic calculations
and experiment was mostly due to e-h pair excitations,
whereas a subsequent adiabatic high-dimensional dynamics
study25, 26 showed that most of the discrepancy vanishes
when the six degrees of freedom of the molecule are taken
into account in the dynamics. Six-dimensional (6D) adiabatic
calculations have also been able to reproduce, for instance,
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experimental measurements of reactive and non-reactive
scattering of H2 from Pt(111) (Ref. 27) or rotational state
distributions of N2 molecules scattered from W(110).28
Non-adiabatic 6D dynamics calculations, based on electronic
friction coefficients computed with density functional theory
(DFT) using different approximations, show that within
this approach, e-h pair excitations play a minor role in the
dissociative adsorption of H2 on Cu(110), N2 on various
tungsten surfaces, and O2 on Pd(100).22, 29, 30 A similar
conclusion has been recently reached for the scattering of N2
from W(110) and N from Ag(111).24
In the particular case of H2 interacting with copper,
adiabatic calculations have been shown to give good re-
sults in comparison with experiments for H2/Cu(100),31, 32
H2/Cu(110) (Ref. 33), and H2/Cu(111).34–36 In fact, for
H2/Cu(111) it has been shown35, 36 that the choice of an ap-
propriate functional in a high dimensional adiabatic calcula-
tion leads to a chemically accurate description of experiments
on the dependence of reaction on incidence energy and initial
rovibrational state, and of experiments on rotationally inelas-
tic scattering. Nevertheless, the role of e-h pair excitations in
the interaction of H2 with copper surfaces has been studied
not only indirectly through comparison between experiment
and adiabatic theory, but also directly through non-adiabatic
dynamics calculations. For example, Luntz et al.17 have com-
puted ab initio friction coefficients along the reaction path for
the dissociative adsorption of H2 on Cu(111) showing that
non-adiabatic effects on dissociative chemisorption are min-
imal in this case. And Juaristi et al.22 have computed non-
adiabatic sticking probabilities for H2/Cu(110), which closely
resemble the adiabatic ones.
Although, as discussed above, non-adiabatic effects have
been found to be negligible for several H2/Cu(111) scatter-
ing processes, it has been suggested37 that they may play a
prominent role in the vibrational deexcitation of H2(D2) scat-
tered from Cu(100) and Cu(110). Vibrational excitation and
deexcitation have been widely studied both theoretically and
experimentally. Theoretically, it has been found that London-
Eyring-Polyani-Sato (LEPS) potentials38 may lead to too
low vibrational excitation39 and deexcitation40 probabilities,
which may be attributed to an underestimation of the curva-
ture in the reaction path at surface sites important to vibra-
tionally inelastic scattering.40 In fact, as shown by Holloway
and co.,41, 42 there is a close relationship between the vibra-
tionally inelastic scattering and the presence of a large curva-
ture in the reaction path in front of an especially late barrier.
This is the case, for example, for H2/Cu(100).43 The influence
of surface temperature on vibrationally inelastic scattering has
also been studied experimentally44 and theoretically,45 sug-
gesting small effects of surface temperature, and therefore, an
adiabatic mechanism. On the other hand, Sitz and co.46 have
found that a significant amount of energy in H2 is lost to the
surface upon scattering from Cu(100). Recently,47 it has been
hypothesized, based on an exhaustive analysis of experimen-
tal data, that phonons may play a significant role in promoting
vibrational excitation.
In summary, there is a considerable evidence that
scattering of H2 from Cu surfaces is not much af-
fected by non-adiabatic effects. Nevertheless, it has been
conjectured,37 based on the comparison between experiment
for H2(D2)/Cu(100) (Refs. 46 and 48) and low-dimensional
adiabatic and non-adiabatic theory for H2(D2)/Cu(111), that
the different behavior observed for vibrational deexcitation
of H2 and D2 represents indirect evidence of a non-adiabatic
mechanism. Experiments on vibrational deexcitation of
H2 (Ref. 46) and D2 (Ref. 48) scattering from Cu(100)
show a strong isotope effect in the energy dependence of
the vibrational survival probability that exhibits a steeper
decrease with incidence energy for H2 than for D2. This
phenomenon has been considered as an example of a BOA
breakdown.37 This conclusion was based on the comparison
between the experimental data of Refs. 46 and 48, and the
results obtained for scattering of H2(D2) from Cu(111) with
non-adiabatic calculations based on a friction model and a
three-dimensional potential energy surface (PES). In that 3D
PW91-PES, only two degrees of freedom of the molecule (r
and Z) and a single lattice coordinate (to take into account
phonons) were included. Therefore, these calculations cannot
account for rotational excitation or deexcitation, or for the
impact site (X, Y) dependence.
Here, we expand upon the analysis performed by Luntz
et al.,37 by performing dynamics calculations on vibrational
deexcitation of H2 and D2 including all six degrees of
freedom of the molecule. Similarly, to Luntz et al.,37 we
have used the (111) surface in our analysis, instead of the
(100) and (110) surfaces for which scattering of vibrationally
excited H2 was investigated experimentally. We study the
(111) surface because an accurate 6D PES for this surface
is already available in the literature.35 Also in view of the
rather similar experimental results obtained for the (100) and
(110) surfaces, no major discrepancies would be expected
between low-Miller-indices Cu surfaces. Keeping in mind
that we perform our study for the (111) surface whereas
the experiments we compare to were done for the (100)
surface, we do not attempt a quantitative comparison with
experiment. Rather, the emphasis is on experimental trends,
in particular on understanding the isotope effect in the energy
dependence of the vibrational survival probability that was
also addressed by the work of Luntz et al. Our 6D dynamics
calculations show that, contrary to what is suggested by low
dimensional calculations, the observed difference in this
energy dependence between H2 and D2 (Refs. 46 and 48)
can be qualitatively reproduced by adiabatic calculations if
the multidimensionality of the system is taken into account.
Inclusion of non-adiabatic effects is not needed to explain this
trend. In fact, our analysis shows that the vibrational deexcita-
tion process occurs close to the top site, whereas the previous
low dimensional calculations37 only took into account
scattering from the lowest reaction barrier site, the bridge
site, explaining the lack of vibrational deexcitation found
in the adiabatic calculations presented in Ref. 37. We have
also performed non-adiabatic 6D dynamics calculations22
showing explicitly that e-h pair excitations play a very minor
role in scattering from Cu(111) in general, and in the isotope
effect found experimentally in the energy dependence for
H2(D2)/Cu vibrationally inelastic scattering in particular.
This paper is organized as follows. In Sec. II, we de-
scribe briefly the theoretical methods employed. In Sec. III,
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we show and discuss our results. And, finally, conclusions are
presented in Sec. IV.
II. METHODOLOGY
The theoretical methods used to carry out this study
have been described in detail previously, therefore, only a
brief summary is provided here. The 6D potential energy
surface (PES) (Ref. 49) was obtained by applying the cor-
rugation reducing procedure (CRP) method50 to a set of
density functional theory/generalized gradient approximation
(DFT/GGA) data points, sampled throughout the configu-
ration space. In performing the DFT/GGA calculations, we
have used the exchange-correlation functional PW91,51 which
yields a semi-quantitative description of the H2/Cu(111)
system.36 We also show results obtained with the specific re-
action parameter (SRP) functional developed by Díaz et al.,35
which has been shown to give chemical accuracy for a signif-
icant number of H2/Cu(111) observables.
Based on these 6D-PESs and within the adiabatic and
static surface approximations, we have performed both quan-
tum (Q) (Ref. 52) and quasi-classical (QC) dynamics.53 State-
to-state quantum scattering probabilities have been obtained
using a time-dependent wave packet method.54 In the imple-
mentation used,52 the wave packet is propagated according to
the time-dependent Schrödinger equation using the split op-
erator method.55 The method uses a direct product discrete
variable representation (DVR) to represent the dependence of
the wave function on the center of mass coordinates (X, Y, Z)
and the internuclear distance r (see Fig. 1), and fast Fourier
transforms56 are used to transform the wave function from
the DVR to a direct product finite representation (FBR) in
momentum space, and vice versa. To represent the depen-
dence of the wave function on the molecular orientation (θ
and ϕ), a non-direct product FBR of spherical harmonics is
used. Gauss-Legendre and Fourier transformations are used
to switch between the FBR and the DVR representation57 in θ
and ϕ, respectively, and vice versa. The reflected wave packet
is analyzed by computing S-matrix elements using a scatter-
ing amplitude formalism.58
The QC dynamics refers to the classical approach in
which the initial zero point energy of the molecule is included.
In general, QC dynamics yields accurate results for activated
FIG. 1. Coordinate system used to define the position and orientation of H2
relative to the Cu surface.
H2-surface systems (see, for example, Refs. 36 and 59–63).
Within the QC framework, the scattering probabilities, for
each initial rovibrational state (vi , Ji) and initial collision en-
ergy, are computed as an average over the molecular initial
internal coordinates and internal conjugate momenta, which
are obtained through a conventional Monte Carlo sampling
method. In order to ensure low statistical errors, we have com-
puted on the order of 104 trajectories for each collision energy
and rovibrational state. At the end of a classical trajectory, a
molecule is considered as scattered whenever the molecule-
surface distance (Z) becomes equal to the initial Z distance
(5.5 Å), with the molecule’s velocity vector pointing to-
wards the vacuum. To assign vibrational and rotational quan-
tum numbers vf and Jf to a scattered molecule, we evaluate
the closest integer that satisfies Jf = 12 [−1 + (1 + 4L
2
¯ )1/2],
where L is the classical angular momentum, and the closest
integer that satisfies vf = Srπ − 12 , Sr being the action vari-
able. We should also point out that to mimic quantum selec-
tion rules, according to which only Jf = 2 transition are al-
lowed for diatomic homonuclear molecules, our continuous
classical distributions are transformed to discrete representa-
tions using the same interval Jf = 2.
Non-adiabatic e-h pair excitation effects are incorporated
into the QC calculation following the method presented in
Refs. 22 and 29. In the following, we will refer these cal-
culations as non-adiabatic. Briefly, for each of the atom con-
stituents of the molecule, a separate friction force proportional
to the atom velocity is incorporated in the classical equations
of motion. Thus, for each atom, we solve the equation
mi
d2ri
dt2
+ η(ri)dri
dt
+ ∇iV (ri , rj ) = 0, (1)
where mi is the mass of the atom, ri is the position along the
trajectory, ∇iV (ri , rj ) the adiabatic force obtained from the
6D PES, and η is the friction coefficient for each atom, which
is calculated within the local density friction approximation
(LDFA). In the LDFA, the friction coefficient at each point of
the trajectory is approximated by that corresponding to a free
electron gas (FEG) with electronic density equal to that of
the surface at the point in which the atom is placed. Finally,
the friction coefficient for a slow atom traveling through a
FEG is obtained from the scattering properties of the Kohn-
Sham wave functions in a static density functional theory cal-
culation of the coupled atom-FEG system (see Refs. 22 and
29 and references therein). The model we use to calculate
the friction coefficients has been found to be an efficient and
sufficiently accurate tool to describe multidimensional adsor-
bate dynamics driven by hot electrons in an application to
femtosecond-laser induced associative desorption of dihydro-
gen from Ru(0001).64
As a result of our simulations, we analyze the final
state of the scattered molecules. This allows us to compute
the state-to-state scattering probabilities P (vi, Ji → vf , Jf )
from the initial state (vi, Ji) to the final state (vf , Jf ). The
vibrational deexcitation probability, independent of the final
rotational state, is defined as
Pdeex(vi, Ji → vf ) =
∑
Jf
P (vi, Ji → vf , Jf ). (2)
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FIG. 2. Vibrational survival probability obtained after considering all pos-
sible transitions from H2(vi = 1, Ji = 1) to H2(vf = 1,
∑
Jf) (a) and from
D2(vi = 1, Ji = 2) to D2(vf = 1,
∑
Jf) (b) as a function of the incidence en-
ergy. H2 experiment from Ref. 46, D2 experiment from Ref. 48, and 3D QC
non-adiabatic calculations using a PW91-PES, from Ref. 37.
III. RESULTS AND DISCUSSION
In Fig. 2, we compare the experimental vibrational sur-
vival probabilities measured for a specific initial H2 and D2
rotational quantum number46, 48 with low-dimensional vibra-
tional survival probabilities from Ref. 37, which were meant
to describe the transitions (vi, Ji) →
∑
Jf
(vf = vi,Jf), and with
our 6D quasi-classical results. The latter results were obtained
by summing over all final rotational states and describe tran-
sitions from the actual initial rovibrational state, the measure-
ments were done for. From this figure, it can be seen that 6D
PW91-PES adiabatic and non-adiabatic results are very sim-
ilar, and comparable with those obtained from non-adiabatic
low-dimensional calculations (3D PW91-PES). The new the-
oretical calculations show that the vibrational survival proba-
bility decreases faster with incidence energy for H2 than for
D2, as in experiment. At this point, it is worth noticing that
the friction coefficients used in our 6D non-adiabatic dynam-
ics are of the same order of magnitude as those computed in
Ref. 17 and used in Ref. 37. In Ref. 37, it was claimed that
adiabatic dynamics on this 3D PW91-PES predicted no vi-
brational deexcitation for either H2, or D2, and therefore that
the isotope effect considered was the result of a non-adiabatic
process. However, our 6D adiabatic calculations, showing vi-
brational deexcitation probabilities higher than zero, and de-
creasing faster for H2 than for D2, contradict this hypothe-
sis. In fact, the lack of vibrational deexcitation obtained in
low dimensional adiabatic dynamics calculations should be
considered as an indication of the multidimensionality of the
problem, as discussed below.
To fully understand the significance of the results pre-
sented in Fig. 2, a few remarks are in order. As emphasized
in the Introduction, the aim of this paper is not to quantita-
tively compare with experiment. Rather, the goal is to show
that the isotope effect found for vibrational deexcitation, i.e,
its stronger dependence on incidence energy for H2 than for
D2, can be explained without invoking e-h pair excitation pro-
cesses. There are several reasons that explain why no quanti-
tative agreement between theory and experiment should be
expected. Although the comparison between trends in the
Cu(100) experiment and the Cu(111) theory is appropriate be-
cause no major differences in scattering from the Cu(100) rel-
ative to Cu(111) are expected,37, 46 deviations in the absolute
values of the measured quantities are to be expected. In fact,
this is what we observe when comparing the PW91 and the
SRP results in Fig. 2(c): the subtle differences in the PESs
change absolute values, but not the qualitative behavior.
We also should take into account that the experiments
have been performed at a surface temperature of 500 K,
whereas a static surface model has been used to perform our
dynamics calculations. Thus, our calculations cannot account
for any possible influence of phonon excitations/deexcitations
on the survival probabilities. Here, we should point out that al-
though it has been previously shown65 that including phonons
may lead to absolute values in quantitative agreement with
experimental data (when the same surface is considered), the
qualitative behavior is essentially the same. Therefore, taking
into account this fact and the huge computational cost of in-
cluding, properly, surface motion, in this work, we stick to the
use of surface static approximation. Finally, we should take
into account the dispersion of the experimental data. Measure-
ments at the same energies show data differing up to 20% (see
Figs. 2 and 3). Therefore, as a first approximation, this num-
ber could be taken as the experimental error bar. However,
even taking this number as error bar, the difference in the en-
ergy dependence of survival probabilities between H2 and D2
remains.
Figure 2 also shows that the isotope effect in the energy
dependence of the survival probability is observed in the 6D
simulations independently of the PES used. Both the PW91-
PES and the SRP-PES yield qualitatively similar results, i.e.,
the vibrational survival probability decreases faster with the
energy for H2 than for D2. This vibrational deexcitation prob-
ability is higher for the PW91-PES than for the SRP-PES,
which means that subtle differences in the PES, for instance
in the barriers heights, may yield quantitatively, though not
qualitatively, different results.
Contrary to low dimensional calculations, our 6D simula-
tions also allow one to study the rovibrational survival proba-
bilities actually measured, i.e., the probability that a molecule
in an initial quantum state (Ji, vi) remains in the same state.
Rovibrational survival probabilities for H2(vi = 1, Ji = 1) and
D2(vi = 1, Ji = 2) upon scattering from Cu(111) are shown
in Fig. 3. In this figure, we show quasi-classical results com-
puted using both adiabatic and non-adiabatic 6D dynamics,
and also using two PESs, the PW91-PES, and the SRP-PES.
As in the case of vibrational survival probabilities, all
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FIG. 3. Rovibrational survival probability for H2(vi = 1, Ji = 1) (a) and
D2(vi = 1, Ji = 2) (b) as a function of the incidence energy. Experimental
data from Refs. 46 and 48. In panel (c), we compare H2 and D2 results.
calculations show the same trend, a faster decrease for H2
than for D2, although the absolute values depend on the PES.
For example, the SRP-PES simulations yield absolute values
higher for H2 than for D2, whereas the opposite is observed
experimentally. Nevertheless, the dependence of the survival
probability on the incidence energy, which is the quantity of
interest in our analysis, is well reproduced by the SRP-PES
results.
In Fig. 4, we compare QC rotational excita-
tion/deexcitation probabilities for H2(D2)/Cu(111) with
experimental results for H2(D2)/Cu(100).46, 48 The exper-
imental measurements46 show an increase of rotational
excitation from H2(vi = 1, Ji = 1) to H2(vf = 1, Jf = 3)
as a function of the incidence energy, from almost 0 at
0.07 eV to 0.06 at 0.2 eV. Our simulated rotational probabili-
ties reproduce qualitatively this experimental trend, although
they overestimate this increase. For D2(vi = 1, Ji = 2), it
has been found experimentally48 that rotational deexcitation
from D2(vi = 1, Ji = 2) to D2(vf = 1, Jf = 0) does not show a
strong dependence on incidence energy, and a similar trend is
obtained from our simulations. In this case, it is worth noting
that the experimental data might suggest a sharp decrease
at low incidence energy, but there is too much noise in the
data to make this certain. Finally, rotational excitation from
D2(vi = 1, Ji = 2) to D2(vf = 1, Jf = 4) has been found,
experimentally, to increase with incidence energy, a trend that
is also reproduced by our simulations, although once again
we overestimate the effect. Here, it should be also taken into
account that the classical discretization method (see Sec. II)
used to obtain classical state-to-state probabilities tends to
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FIG. 4. Rotational excitation/deexcitation probability as a function of the
incidence energy. (a) H2(vi = 1, Ji = 1) → H2(vf = 1, Jf = 3); (b) D2(vi
= 1, Ji = 2) → D2(vf = 1, Jf = 0); (c) D2(vi = 1, Ji = 2) → D2(vf = 1, Jf
= 4). Black solid circles: experiment from Refs. 46 and 48. Black solid line:
6D QC adiabatic calculations using the SRP-PES; Black solid line with stars:
6D QC non-adiabatic calculations using the SRP-PES; Red dashed line: 6D
QC adiabatic calculations using the PW91-PES; Red dashed line with stars:
6D QC non-adiabatic calculations using the PW91-PES.
overestimate probabilities for rotationally inelastic scattering,
especially for rotational excitation, but also for deexcitation.
To rule out spurious effects on our results due to the use
of classical dynamics, we have also performed 6D adiabatic
quantum calculations. Quantum survival probabilities for H2
and D2 are shown in Fig. 5. Quantum results resemble the
quasi-classical ones, and therefore they also reproduce the
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FIG. 5. Rovibrational survival probability as a function of the incidence en-
ergy for H2(vi = 1, Ji = 1) (upper panel) and D2(vi = 1, Ji = 2) (lower panel).
Black solid circles: experiment from Refs. 46 and 48. Black solid line: SRP
6D Q adiabatic calculations. Black solid line with stars: SRP 6D QC adiabatic
calculations.
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adiabatic calculations.
isotope effect found experimentally. Quantum dynamics also
allows one to analyze the rotational excitation (deexcitation)
probabilities. From Fig. 6, we can see that rotational excita-
tion from H2(vi = 1, Ji = 1) to H2(vf = 1, Jf = 3) and from
D2(vi = 1, Ji = 2) to D2(vf = 1, Jf = 4) increases with inci-
dence energy within the energy range where the experimental
data were recorded. Quantitative differences between classi-
cal and quantum results are due in large part to the classical
discretization method (see Sec. II), which tends to overesti-
mate excitation and deexcitation probabilities. Note that the
quantum dynamics SRP results are in better agreement with
experiment for rotational excitation of H2(v = 1, J = 1) than
the quasi-classical SRP results, and that in some instances, a
better agreement of the quasi-classical method with quantum
dynamics is obtained for H2 surface scattering using a dis-
cretization procedure based on Jf = 1 binning.66
In order to understand the underlying mechanisms be-
hind the isotope effect on H2(D2) scattering from low-Miller-
indices Cu surfaces, we have analyzed the possible reactive
and non-reactive scattering channels for both H2(vi = 1, Ji
= 1) and D2(vi = 1, Ji = 2). The corresponding quantum
adiabatic probabilities are shown in Fig. 7. Comparing the
two main channels that take away molecules from the ini-
tial vibrational state vi = 1, i.e., the reaction and the vibra-
tional deexcitation channels, we can understand the difference
for the vibrational survival probabilities between H2 and D2.
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Figure 7 shows that the vibrational deexcitation channel (vi
= 1, Ji = 1, 2) → (vf = 0, Jf) increases faster for H2 than for
D2 over the whole energy range investigated. Furthermore,
for H2, the reaction probability increases with the incidence
energy from zero at 0.16 eV to ≈0.2 at 0.35 eV, whereas the
reaction probability for D2 is negligible over the whole energy
range. Thus, the results shown in Fig. 7 allow us to understand
the experimental observations. The survival vibrational prob-
ability decreases faster for H2 than for D2 because both the vi-
brational deexcitation and the dissociation channels are more
effective in the former case. At this point, it is worth noting
that the experimental upper bounds to the reaction probabili-
ties of H2 on Cu(100), 0.064 and 0.17 at 0.074 eV and 0.2 eV,
respectively,67 are much higher than the values here computed
for Cu(111), which have been found to be close to zero up to
about 0.23 eV (see Fig. 7). As noted by the experimentalists,67
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these experimental results for Cu(100) suggest that, at least,
at low energies (≤ 0.2 eV), the vibrational deexcitation chan-
nel (vf = 0, Jf = 1,3) takes more molecules out of the initial
vibrational state than the reaction channel, similarly to our
theoretical results for Cu(111) (see Fig. 7).
To further analyze the origin of the difference between
H2 and D2, we have taken advantage of the classical trajec-
tory method. Our analysis allows us to understand, first, the
reason why vibrational deexcitation is more efficient for the
PW91-PES than for the SRP-PES. Although the energetic
and the geometric corrugation are similar for the two PESs,49
the PW91-PES presents lower barriers. Therefore, for the
same incidence conditions, the molecules get closer to the
surface on the PW91-PES (see Fig. 8), which favors the
coupling through the curvature of the reaction path from
the initial rovibrational state to a different final vibrational
state.41, 42 Figure 8 shows that for incidence energies ≥0.2 eV,
at which the difference between H2 and D2 becomes clearly
measurable, the H2 molecules scatter closer to the surface
than D2. This fact may, in principle, explain the isotope effect.
We also observe that the distribution of the classical turn-
ing point (Zscat) presents a double peak. The peak closest
to the surface in Fig. 8 corresponds to molecules that scat-
ter from the top site, as shown in Fig. 9 for H2 and Fig. 10
for D2 for the slightly higher energy of 0.23 eV (this energy
has been chosen to better show the differences between H2
and D2). Note that the top site is not the site with the min-
imum reaction barrier, in fact, the minimum energy reaction
barrier for H2/Cu(111) is located at the bridge site.49 Thus,
Figs. 9 and 10 show that vibrationally excited molecules get-
ting closer to surface do not follow the minimum energy re-
action path. This phenomenon has been already described for
dissociative adsorption of vibrationally excited H2 molecules
on Cu(100).68 The top site reaction path for H2/Cu(111), as
in the case for H2/Cu(100),43 presents a large curvature in
front of the barrier,49 which promotes vibrationally inelas-
tic scattering.41, 42 Thus, the higher the number of molecules
closely approaching the surface and scattered close to the top
site, the more vibrational inelastic scattering is expected. If
we compare the left bottom panels of Figs. 9 and 10, we see
that the number of H2 molecules scattered from close to the
top site, which is at (Xcm,Ycm) = (0,0), is markedly higher
than the number of D2 molecules scattered from the same site,
which explains why vibrational deexcitation is higher for H2
than for D2. In fact, the insets in Figs. 9 and 10 show that vi-
brationally deexcited molecules are always scattered from the
nearby top site. This phenomenon is observed independently
of the PES, PW91, or SRP. The importance of the top site in
the vibrational deexcitation process explains the lack of vibra-
tional deexcitation in the 3D adiabatic calculations by Luntz
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and co.,37 who only considered impacts on the bridge site in
their calculations.
A question that still remains is why do more H2
molecules get close to the top site. This phenomenon is linked
to vibrational softening, i.e., to the adiabatic energy transfer
from the vibrational mode perpendicular to the reaction path
to motion along the reaction path. Vibrational energies of H2
are 1.4 times larger than vibrational energies of D2, thus, the
energy transfer is expected to be higher for H2 (more energy
available) than for D2, i.e., H2 molecules may have more en-
ergy to get closer to the barriers than D2. This is the reason
why on average, more H2 molecules get close to the top site.
A similar argument has also been used by Sitz and co-workers
to rationalise their finding of the larger survival probability for
D2 than for H2 at equal collision energies.48
Finally, it is worth commenting on the experimental
results for H2 at low energy, (∼0.05 eV). The sum of all the
rotational channels for vf = 1 was found to be less than 1. In
Ref. 46, it was suggested that, disregarding the dissociation
channel, this result could be due to a large probability for
vibrational relaxation into the states (vf = 0, Jf = 1) and (vf
= 0, Jf = 3). However, our results do not show a significant
vibrational deexcitation probability at these low incidence
energies. Thus, our results do not support this hypothesis.
In fact, the sum of our theoretical rotational probabilities
for vf = 1 is equal to 1, no matter the kind of dynamics,
quantum or quasi-classical, adiabatic or non-adiabatic; or the
functional used. Thus, the question why experimentally the
probability for H2(vi = 1, Ji = 1) → H2(vf = 1, Jf) was found
to be less than 1, at low energy, remains an open question.
At this point, we should also point out that, although it
has been suggested that survival and rotational excitation
probabilities for H2(vi = 1, Ji = 0)/Cu(111) are almost
independent of surface temperature,45 quantitative agreement
with experiment may require quantum calculations beyond
the static surface approximation for the same face of copper
as used in the experiments.
IV. CONCLUSIONS
We have performed adiabatic and non-adiabatic six-
dimensional (6D) dynamics calculations of vibrational sur-
vival and rotational excitation/deexcitation probabilities for
H2(vi = 1, Ji = 1) and D2(vi = 1, Ji = 2) scattering from
Cu(111). We have shown that both 6D adiabatic and non-
adiabatic dynamics reproduce qualitatively the experimental
findings on the similar systems H2/Cu(100) and D2/Cu(100),
according to which, vibrational survival probabilities de-
crease with collision energy, the decrease being more pro-
nounced for H2 than for D2. Therefore, our results support the
idea that energy transfer to electron-hole (e-h) pair excitations
plays a minor role in the energy dependence of the vibrational
deexcitation of H2 and D2 scattering from Cu(111).
Our detailed analysis, performed by means of classical
trajectories, shows that molecules scattered from close to the
top site are responsible for vibrational deexcitation, which is
due to the large curvature of the reaction path in front of the
top-barrier. We have also shown that the number of molecules
scattered from the top site is larger for H2 than for D2 be-
cause the amount of energy in vibration available for conver-
sion to motion along the reaction path is larger in H2(vi = 1)
than in D2(vi = 1), which explains the isotope effect found
experimentally in the energy dependence of the rovibrational
survival probability.
Results presented in this paper also point out the impor-
tance of performing multidimensional dynamics, including, at
least, all the degrees of freedom of the molecule, in order to
understand phenomena such as the isotope effect on rovibra-
tionally inelastic scattering of H2 from metal surfaces. Low
dimensional adiabatic calculations that only consider the reac-
tion path containing the lowest energy barrier geometry (im-
pact on the bridge site) cannot describe a process that occurs
predominantly at another site, as shown in our 6D calcula-
tions.
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