In a recent paper [M. Cristelli, A. Zaccaria, and L. Pietronero, Phys. Rev. E 85, 066108 (2012)], the authors analyzed the relation between skewness and kurtosis for complex dynamical systems, and they identified two power-law regimes of non-Gaussianity, one of which scales with an exponent of 2 and the other with 4/3. They concluded that the observed relation is a universal fact in complex dynamical systems. In this Comment, we test the proposed universal relation between skewness and kurtosis with a large number of synthetic data, and we show that in fact it is not a universal relation and originates only due to the small number of data points in the datasets considered. The proposed relation is tested using a family of non-Gaussian distribution known as q-Gaussians. We show that this relation disappears for sufficiently large datasets provided that the fourth moment of the distribution is finite. We find that kurtosis saturates to a single value, which is of course different from the Gaussian case (K = 3), as the number of data is increased, and this indicates that the kurtosis will converge to a finite single value if all moments of the distribution up to fourth are finite. The converged kurtosis value for the finite fourth-moment distributions and the number of data points needed to reach this value depend on the deviation of the original distribution from the Gaussian case.
In a recent paper [M. Cristelli, A. Zaccaria, and L. Pietronero, Phys. Rev. E 85, 066108 (2012)], the authors analyzed the relation between skewness and kurtosis for complex dynamical systems, and they identified two power-law regimes of non-Gaussianity, one of which scales with an exponent of 2 and the other with 4/3. They concluded that the observed relation is a universal fact in complex dynamical systems. In this Comment, we test the proposed universal relation between skewness and kurtosis with a large number of synthetic data, and we show that in fact it is not a universal relation and originates only due to the small number of data points in the datasets considered. The proposed relation is tested using a family of non-Gaussian distribution known as q-Gaussians. We show that this relation disappears for sufficiently large datasets provided that the fourth moment of the distribution is finite. We find that kurtosis saturates to a single value, which is of course different from the Gaussian case (K = 3), as the number of data is increased, and this indicates that the kurtosis will converge to a finite single value if all moments of the distribution up to fourth are finite. The converged kurtosis value for the finite fourth-moment distributions and the number of data points needed to reach this value depend on the deviation of the original distribution from the Gaussian case. In a recent work, the relation between skewness and kurtosis was studied by Cristelli et al. [1] . The authors analyzed three different non-Gaussian empirical datasets. Two of them were taken from the Global Centroid-Moment-Tensor (CMT) and ISIDe (Italian catalog) earthquake catalogs. For the third dataset, they focused on the daily price returns from the S&P 500 index. The procedure used to analyze the datasets is to divide them into subsamples and calculate skewness (S) and kurtosis (K) for each subsample window using the standard definitions of these quantities given by
and
where N is the number of data points, μ is the mean of the sample, and σ is the standard deviation. The largest dataset (financial data) is divided into subsamples of length N = 250, and as clearly seen in Fig. 2 [2] .
Outside this regime, the relation between skewness and kurtosis turns out to be a power-law with an exponent of 4/3. The argument given in [1] in order to explain this behavior is the following. If there is a sufficiently extreme event in the dataset, this event dominates the summation, and the contribution of other points can be considered as negligible. Therefore, moments are given approximately as
where x is the value of the extreme event. One can easily find from Eq. (4) that (x − μ)/σ (NS) 1/3 , and using this expression in Eq. (5), the power-law relation can be obtained as
The value of N is 100 for earthquakes and 250 for financial time series [1] . At this point, the crucial question that should be asked is whether the behavior remains the same as N increases.
Our main purpose here is to test the relation between skewness and kurtosis proposed as being universal in [1] using very large synthetic datasets that are known to be non-Gaussian. To test this relation, we have generated a family of a non-Gaussian distribution, namely q-Gaussians [3, 4] , which are defined as width of the distribution. These parameters are defined as follows:
To generate q-Gaussian distributions, we use the generalized Box-Muller method [5] . If 1 < q < 3, q-Gaussian distributions are long-tailed non-Gaussian distributions similar to those as observed for daily price returns of economics [6, 7] as well as return distributions of earthquakes [8, 9] . Therefore, they are very good candidates to use in order to achieve our purposes explained above. These distributions are known to have finite (infinite) second moments for 1 < q < 5/3 (5/3 < q < 3).
Using the generalized Box-Muller method, we have generated large datasets that are distributed as q-Gaussians for various q values. Then, we divided these datasets into subsamples and calculated skewness and kurtosis values for each subsample window, which is exactly the same procedure used in [1] . To mimic exactly the results given in Fig. 2 of  [1] , we take N = 250 for each window and plot kurtosis as a function of skewness for q-Gaussian distribution with q = 1.5 in Fig. 1 , where each point refers to a window. If Fig. 2 of [1] and our Fig. 1 are compared, one can easily see that they are almost the same. If a zoom is made to the region very close to S = 0, it is seen that, for this very narrow region, data points obey a power-law relation with exponent 2. In this regime, it seems that the distributions obtained from each window are not very far away from Gaussian. In fact, even if we generate q-Gaussian distribution, since the number of data points is very small, the tails of the distribution are poorly sampled, whereas its central part is sampled highly. Since we generate symmetric q-Gaussian distributions, one can easily find points with zero skewness, but kurtosis values are greater than 3 for all points in Fig. 1 due to non-Gaussianity. When extreme events happen to appear (i.e., data comes from the tails) and become dominant in any window, the data point corresponding to this window in the S-K plane starts to move away from the S = 0 and K = 3 point. As we explained before [see Eqs. (4)- (6)], if there are sufficiently many extreme events, they dominate all of the summation, and the relation turns out to be another power law with exponent 4/3. The dashed black line in Fig. 1 represents the power-law relation with exponent 2 [Eq. (3)], and it corresponds to the lower bound of the points in the S-K plane. As shown in Fig. 1 , the solid blue line [Eq. (6) ] corresponds quite well with the points away from this region. Thus our synthetic data for q = 1.5 mimic exactly the behavior of the economics data given in [1] if the same number of data points is used.
As seen in Figs. 1 and 2(a) , although all data in each window are selected from the same distribution (each window is a part of the same dataset), some windows that have frequently more 066801-2 data from the tails have larger kurtosis values. This result does not necessarily indicate that the distributions with a larger kurtosis value are more long-tailed and therefore much farther away from the Gaussian. It only indicates that the distributions are not sampled sufficiently well in order to characterize them correctly. This problem can only be overcome by using sufficiently large N.
The next step at this point must be to check whether the kurtosis approaches a finite value for any finite N . We systematically checked several datasets that were distributed as q-Gaussians with q ∈ [1,7/5] (it is known that the fourth moment of q-Gaussian distributions is finite in this interval [10] ), and we observed that the kurtosis steadily increases with increasing N and then it achieves a constant value. This value of N at which K saturates and also the value to which K saturates increase with increasing q as the distribution gets more and more distant from the Gaussian, whereas the kurtosis values are infinite in the range of q ∈ [7/5,3) since the fourth moments of q-Gaussians are infinite in this region. Therefore, for sufficiently large N , if q < 7/5, kurtosis will always reach a constant value.
The final question that needs to be answered is whether these two different power-law regimes are still valid for large N for a q-Gaussian with 1 < q < 7/5. To clarify this situation, we plot again kurtosis as a function of skewness for N = 10 2 and 10 7 in Fig. 2 . The q is chosen as 1.3 in order to reach the saturation of the kurtosis at an attainable N . As seen from Fig.  2(a) , for the small-N case, two regimes are still valid since the kurtosis has not yet saturated to a constant value. On the other hand, in Fig. 2(b) , for the large-N case, all points in the S-K plane seem to converge to a single point, and both regimes seem to disappear. One might only argue that the power-law relation with exponent 2 is valid as a lower bound. This behavior will be exactly the same for all other q values in 1 < q < 7/5, and the saturated kurtosis value will be obtained for smaller N values as q decreases to 1. Moreover, even for the Gaussian case (q = 1), for a very small N , one can still detect the aforementioned power-law relations again as a finite-size effect, which disappears immediately (as also mentioned by the authors of [1] ).
To conclude, we checked the relation between skewness and kurtosis in complex dynamics proposed in [1] using synthetic large datasets for a family of a non-Gaussian distribution, namely q-Gaussians. Our results clearly show that the relation, proposed as being universal, is in fact not universal. It is just a finite-size effect for the datasets that have finite fourth moments, whereas it might be considered as a ubiquitous relation for the sample kurtosis and sample skewness if the fourth moments are infinite. This behavior happens to occur due to an insufficient number of data points used in the analysis regardless of the finiteness of any moment of the distribution. This is just because the original distribution is not sampled sufficiently well for small-N values. We also verify that, as N increases, the kurtosis value also increases up to some value of N after which it remains constant. This N value is postponed to larger values as the non-Gaussian distribution under consideration becomes more and more distant from Gaussian. If the fourth moment of the distribution is infinite, then this N value diverges. Pearson has introduced kurtosis of a given distribution as a criterion of being Gaussian or not [11] . This means that, if a distribution is non-Gaussian, the meaningful statement is that its kurtosis value calculated from the standard definition of kurtosis will differ from 3. But the calculated value itself has no meaning, especially when the dataset used is short. The appropriate value of kurtosis for a non-Gaussian distribution should be calculated from the appropriate definition of kurtosis for that specific nonGaussian distribution. This type of analysis for the q-Gaussian distributions will be reported elsewhere [12] .
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