Recently, pre-trained deep convolutional neural networks (DCNNs or ConvNets) have proven that the high-level features extracted at the top fully connected (FC) layer can improve the accuracy of various image understanding, recognition, and classification tasks. However, it has not been explored if such high-level features from different DCNN architectures contain complementary cues for image representation. Thence, in this paper, we further investigate a feature embedding strategy to exploit high-level features from multiple DCNNs in a framework of image-based object/action classification. We derive a generalized feature space by embedding different high-level features extracted through three ConvNets under Principal component analysis (PCA)-based reconstruction, energy level-based normalization, and five different fusion rules. Test outcomes on four different object classification datasets and an action classification dataset show that regardless of variation in image statistics and tasks the proposed multi-DCNN high-level feature embedding is well suited for the aforesaid tasks and it can be an effective complement of DCNN. In general, we observe that the proposed strategy is highly competitive with other approaches and tends to produce improvement in the classification accuracy.
INTRODUCTION
The traditional classification models using single feature representation suffers from the inability to tackle intra-class variations and global variants such as color, lightings and orientation of image statistics. Therefore, it is an intuitive process to fuse multiple features to meliorate the classification accuracy because multiple features can plausibly create This work was made possible by the facilities of the Shared Hierarchical Academic Research Computing Network (SHARCNET:www.sharcnet.ca) and Compute/Calcul Canada. a well generalized feature space. Researchers in the computer vision community also have shown interest in multiple feature fusion. For example, Park [1] utilizes the Multipartitioned feature-based classifier (MPFC) to fuse features such as Hue-saturation-value (HSV), Discrete cosine transformation (DCT) coefficients, Wavelet packet transform (WPT) and Hough transform (HT) with specific decision characteristic table of local classifiers. Similarly, Kwon et al. [2] take the advantage of multiple features for efficient object tracking, where they dissever the task into multiple constituents and combine multiple features through sparse PCA to select the most important features, by which the appearance variations are captured.
On the other hand, researchers in [3] , [4] , [5] , [6] also merge multiple hand-engineered-features to improve classification accuracy. Fernando et al. [3] merge Hue-histograms, Color name (CN) descriptors, Scale-invariant feature transform (SIFT) and Color-SIFT, while Gehler and Nowozin [4] achieve some success of improving classification accuracy by combining the basic SIFT feature with another eight different features: Histogram of gradients (HOG), Local binary pattern (LBP), Color-SIFT and so forth through Multiple-kernel learning (MKL) to combine 49 different kernel matrices. Khan et al. [5] employ multiple cues by individually processing shape and color information then fuse the cues by modulating the SIFT shape features with category-specific color attention. They use a standardized multi-scale grid detector with Harris-laplace point detector and a blob detector to create feature description, then they normalize all the patches to a predefined size and compute descriptors for all regions. Dixit et al. [6] embed features from a CNN with Semantic Fisher Vector (SFV), where the SFV is ciphered as parameters of a multi-nominal Gaussian mixture Fisher Vector.
In the aforesaid literature, however, the features fused are mainly hand-engineered features or such features with highlevel CNN features 1 from a single ConvNet. Hence, utilizing such features extracted through an off-the-shelf pre-trained DCNN, significantly, outperforms a majority of the baseline state-of-the-art methods [7] , [8] . Hence, several researchers present that such high-level CNN features generalize well for wealth of tasks, such as object recognition/classification, detection [9] , and segmentation [10] , [11] .
Thus, one may ponder the following questions: (i) If multiple high-level features extracted from different deep ConvNets, can they possess complementary detail? If so, (ii) what can be an acceptable approach to fuse them so that the classification accuracy will improve? We address these questions by carrying out experiments on various datasets with three different pre-trained DCNNs as feature extractors, PCA-based dimension reduction and reconstruction technique, energy level-based normalization and five different feature embedding schemes for feature space transformation, and a multi-class SVM as classifier. The experimental results have strengthened our idea of fusing multiple high-level DCNN features to improve the classification accuracy.
DCNN as Feature Extractor
A DCNN pre-trained on large-scale image database like Im-ageNet 2 [12] can be exploited as generic feature extractor through transfer learning process [13] . Generally, in transfer learning, learned weights and biases of first n layers of source ConvNet are transferred to the first n layers of target ConvNet and left without updates during training on target dataset, while the rest of the layers known as adaptation layers of target task are randomly initialized and updated through training. In this experiment, we employ three pre-trained ConvNets: Inception-v3, VGG-16, and AlexNet and extract features from their respective penultimate layers namely pool 3:0, FC2, and FC7. These networks have been trained on ImageNet, where the final logits layer of each network has 1000 output neurons. That final layer of a respective DCNN is decapitated, then rest of the network is employed as fixed feature extractor for the target task. The following intermezzo highlights the properties of the selected ConvNets.
The Inception-v3 [9] is an improved version of GoogLeNet 3 , which is the winner of 2014 ILSVRC the classification task. It produces 21.2% top-1 and 5.6% top-5 error rates on the benchmark ILSVRC 2012 classification challenge validation set. We extract features of the target datasets from a maxpooling layer named pool 3:0 that has 2048 output channels. Similarly, the VGG-16 [14] is the winner of 2014 ILSVRC challenge for the localization task with 25.3% error and runner-up in the classification task with 24.8% and 7.5% top-1 and top-5 error rates respectively. It has 16 Conv layers with maxpooling layers after each set of two or more Conv layers, 2 FC layers, and a final softmax output layer. The 2 It contains more than 14 million images which are hand labeled with the presence/absence of 21000+ categories. 3 A 22 layers deep network, was used to assess its quality in the context of object detection and classification.
penultimate layer FC2 has 4096 channels of output.
On the other hand, the AlexNet [15] is the winner of 2012 ImageNet Large Scale Visual Recognition Challenge (ILSVRC) with 37.5% and 17.0% top-1 and top-5 object classification error rates respectively. It subsumes 5 convolutional (Conv) layers occasionally interspersed with maxpooling layers, 3 fully-connected (FC) layers and the last softmax classifier with 1000 output neurons trained on 1.2 million images in the ImageNet-2010 database. The penultimate layer referred as FC7 has 4096 output channels.
Rest of this paper is organized as follows. Section 2 expatiates on the main ideas: feature extraction, feature embedding, and classification. Section 3 details the experimental results through quantitative and qualitative analysis. Finally, Section 4 concludes the paper with final remarks on future directions.
SYSTEM OVERVIEW
As described in Section 1.1, using the selected DCNN models and their associated learned parameters a forward-pass operation (without back-propagation) is carried out on the image statistics of the target datasets to extract the high-level features. Depending on the size of the dataset, feature extraction process may take several hours; however, it will be considerably little time than training or fine-tuning a deep ConvNet completely. For instance, on a Intel(R) Core(TM) i7-3770 CPU @ 3.40GHz machine with 16.0GB RAM, it would take about 5-6 hours to get the features from CIFAR10 dataset through Inception-v3.
Feature Embedding
For any problem domain of classification or recognition, a single feature is generally incapable of handling the wide variability of image statistics. Thus, modern classification techniques combine multiple features, whereby the accuracy is expected to improve. However, the features are needed to be Fig. 1 . The Proposed System Overview: f i n,l refers the feature extracted through the i th ConvNet, where n is the sample ID and l is the true label and Y 1,...,k refers the predicted class probabilities.
transformed into a generalized feature space, since m different feature extractors can generate m different features with different dimensions and spaces. Some instances, canonical correlation analysis based methods are used for joint dimensionality reduction [16] . In this work, PCA based reconstruction technique is exploited to transform the features into a generalized feature space, under which the manifold margin of different features is maximized such a way that both discriminative and class-specific information are enhanced. Since the high-level feature representation F (f i n,l ) in Fig. 1 is generated through similar operations like convolution, spatial sampling, and non-linear rectification, it is an effective way to take advantage of PCA for dimensionality reduction and transformation. Here, noted that the feature dimension of the generalized feature space is maintained to be 2048, which is the smallest dimension among the high-level features extracted through the chosen three architectures. Then, the individual generalized features are normalized based on their energy levels as given by F i = Ω i · F i , where the weight Ω i is computed as
Note that F i is generalized feature representation of a sample originally extracted by i th feature extractor and its energy normalized feature vector is F i , while Ω i is computed based on the energy level the feature poses i.e. the area under the curve of feature F i denoted as E Fi and m is the number of feature extractors used. Then, the energy normalized features are merged according to five different fusion rules to form a fused feature vector Ψ: Baseline concatenation as
element-wise feature product as
element-wise feature summation as
average pooling as
and max pooling as
where the superscripted T refers transpose of the corresponding feature. Finally, a multi-class SVM is trained on the Ψ to achieve a multi-class classifier linear |C| based on one-versusrest (OVR) classifiers. In this work, the Scikit-learn Python multi-class linear SVM using Crammer and Singer's strategy with L2 penalty and squared hinge loss is employed. It is worth to mention that the high-level feature representation of DCNN is, usually, linearly separable. The workflow consists of all the procedures discussed above are shown by a succinct draft in Fig. 1 , while the following intermezzo summarizes the procedures in five steps:
1: Multi-model CNN feature extraction.
2: Generalized feature subspace transformation.
3: Energy-based weighted feature computation.
4: Feature fusion with appropriate fusion rule.
5: Classifier training.
EXPERIMENTAL RESULTS
Experiments are carried out on five different benchmark datasets, among those CIFAR-10, CIFAR-100 [17] , Cal-tech101, and Caltech256 [18] are object oriented datasets, while Pascal VOC 2012 [19] is an action oriented dataset. Figure 2 shows three sample statistics from each dataset and Table 1 provides key information of the datasets. In Pascal VOC 2012, as the action boundaries are given we extract the action statistics within the boundaries and zero pad to make their dimension spatially square and resize to meet the requirement of the DCNN architectures' input layer. For other datasets, images are taken as they are and resized to meet the networks' input layer dimension, since the raw samples have square shaped spatial dimension already. The results of the proposed feature embedding approach are compared in Table 2 with some recently reported results in the literature. Where, the fusion rules: baseline concatenation, feature product, feature summation, average pooling and max pooling are denoted as R1, R2, R3, R4 and R5 respectively. The table also lists the performance of individual high-level features of the ConvNets used in this work for quantitative analysis. In Table 2 , the best results are in boldface font and second best results are underlined. The appropriate results of the different fusion rules are analyzed through box plots in Fig. 3 as a comparison among the different highlevel features and the best results of other methods from the literature listed in Table 2 (R2) is omitted, since it is evident in Table 2 that its performance is the poorest among all the fusion techniques. From these comparisons, one can understand that the high-level features from Inception-v3 architecture provides the best classification accuracy when considering single high-level feature representation. However, when it is embedded with other two high-level features from AlexNet and VGG-16 the classification accuracy is boosted by 1.2% -8.5% without any data-augmentation applied prior to feature extraction. Among the various fusion rules, it is found that the average pooling (R4) performs closely to the baseline concatenation (R1) than other fusion techniques, meanwhile its training time is quicker than R1 since it reduces the feature dimension to 1/3 of the feature dimension in R1. Note that in Table 2 , [1] , [4] , [5] , and [6] use feature fusion of multiple hand-crafted features or hand-crafted feature(s) with a single CNN feature; OXFORD 4 [19] computes appearance features (SIFT + HOG + color) and location features (aspect ratio + relative position) to align feature descriptors; [21] uses Data-augmentation + latent model ensemble with single CNN feature; [22] , and [23] do not use any feature fusion; [24] trains a task specific ConvNet with Bayesianbased parameter optimization; [25] tracted though pre-trained AlexNet on Places205/365, similarly [13] also uses CNN features extracted by using a pretrained AlexNet on 1512-class dataset of ImageNet.
CONCLUSION
This work analyzes a feature embedding strategy to harness multiple high-level CNN representations through PCA-based feature space transformation, energy level based normalization, and five different fusion rules. The test results on various datasets show that it outperforms the state-of-the-art handcrafted feature fusion methods and produces very competitive results to fully trained (dataset specific) DCNN, as well. It accords with our hypothesis that the high-level features from multiple DCNNs can be complementary to each other and a fusion of such features can be a well-generalized representation of images that is appearance invariant. In general, it is observed that the proposed strategy is highly competitive with other approaches and tends to produce improvement in the classification accuracy.
Although the proposed feature embedding method enhances the classification accuracy, how to fuse multiple features is still an open problem. As for the future work, metric learning approaches can be exploited to capture facet in the high-level features that to differentiate classes and inter-classes. Hence, this work can be extended for dynamic texture and video activity detection and classification, as well.
