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POSTERIOR CONSISTENCY AND CONVERGENCE
RATES FOR BAYESIAN INVERSION WITH
HYPOELLIPTIC OPERATORS
HANNE KEKKONEN, MATTI LASSAS AND SAMULI SILTANEN
Abstract. Bayesian approach to inverse problems is studied in the
case where the forward map is a linear hypoelliptic pseudodifferential
operator and measurement error is additive white Gaussian noise. The
measurement model for an unknown Gaussian random variable U(x, ω)
is
Mδ(y, ω) = A(U(x, ω)) + δE(y, ω),
where A is a finitely many orders smoothing linear hypoelliptic operator
and δ > 0 is the noise magnitude. The covariance operator CU of U is
smoothing of order 2r, self-adjoint, injective and elliptic pseudodifferen-
tial operator.
If E was taking values in L2 then in Gaussian case solving the con-
ditional mean (and maximum a posteriori) estimate is linked to solving
the minimisation problem
Tδ(mδ) = arg min
u∈Hr
{‖Au−mδ‖2L2 + δ2‖C−1/2U u‖2L2}.
However, Gaussian white noise does not take values in L2 but in H−s
where s > 0 is big enough. A modification of the above approach to
solve the inverse problem is presented, covering the case of white Gauss-
ian measurement noise. Furthermore, the convergence of conditional
mean estimate to the correct solution as δ → 0 is proven in appropriate
function spaces using microlocal analysis. Also the frequentist posterior
contractions rates are studied.
Keywords: Posterior consistency, convergence rate, Bayesian inverse prob-
lem, white noise, pseudodifferential operator
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1. Introduction
Practical inverse problems arise from the need to extract information from
indirect data. For example, consider a device designed for measuring point
values of a physical quantity u(x). Technological imperfections cause the
values of u at nearby points to merge together in the measurement. Math-
ematically this corresponds to convolution Φ ∗ u by a point spread function
Φ. The inverse problem is to recover the function u approximately from a
finite number of point values of Φ ∗ u corrupted by random white noise.
Computational inversion requires a finite representation of the quantity
u(x). In this paper we promote the view that it is a good idea to design a
continuous model for u which then can be discretized with a desired number
of degrees of freedom. This paves the way for the analysis of convergence
as the discretization becomes finer. Such convergence enables switching
between different discretizations consistently; this is crucial for multigrid
methods and for certain parameter-choice strategies.
In ill-posed inverse problems the measurement data alone is not sufficient
for noise-robust recovery of the quantity of interest. For instance, Fourier
transforming Φ∗u gives Φ̂û, so frequency-domain information is lost in areas
where Φ̂ is very close to zero. Therefore, successful computational inversion
requires some a priori information in addition to the measurement data.
Practical inversion is all about combining measurement data and a priori
information in a noise-robust way. The classical approach to do this is reg-
ularization that assumes that the noise is deterministic and small in norm.
Regularization involves defining a family of continuous maps, parametrized
by the norm ‖noise‖L2 , from the data space to the space of unknown quan-
tities. This must be done so that as ‖noise‖L2 → 0, the reconstruction
approaches the true solution along a stable path. This methodology was
originated by Tikhonov [53, 54]. Both continuous and discrete cases have
been studied in depth in [9, 16, 24, 40, 38, 55, 47].
There is a serious drawback in the above noise model in the continuous
limit. Namely, continuous white noise on Rd is not square integrable. We
discuss this in detail below in Section 3.1. The goal of this paper is to use
Bayesian inversion to construct a consistent continuous-discrete framework
covering the case of white noise.
Bayesian inversion is a flexible framework for combining measurement
data and a priori information in the form of a posterior distribution [6, 10,
22, 33, 50]. Computational exploration of the finite-dimensional posterior
distribution yields useful estimates of the quantity of interest and enables
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uncertainty quantification. Furthermore, analytic results about the contin-
uous model can then be restricted to a given resolution in a discretization-
invariant way.
Our approach to Bayesian inversion follows a general strategy of compu-
tational mathematics: we consider a continuous model which can be dis-
cretized for any practical setting.
We study the following continuous model for indirect measurements:
(1.1) Mδ = AU + Eδ,
where the random variables Mδ (data) and U (quantity of interest) take
values in the Sobolev spaces H−s(N) and Hτ (N), respectively. Here N
is a d-dimensional compact manifold e.g. a torus corresponding to a d-
dimensional cube with opposite sides glued together. The real parameter τ
is related to our a priori information about the smoothness of the unknown
quantity of interest.
The measurement operator A in our model (1.1) is quite general: we
assume it to be a finitely smoothing, injective hypoelliptic pseudodifferential
operator (ΨDO). See section 4 for precise definition. This class includes
convolution operators with finitely smooth kernel Φ. One example of an
operator that is hypoelliptic but not elliptic is the heat operator. For more
examples of hypoelliptic operators see Appendix A. The measurement noise
E is assumed to be normalised white Gaussian noise with mean zero and
unit variance, and δ > 0 models the noise amplitude.
We model practical measurement data by
(1.2) Mk = Pk(AU) + Pk(E)δ.
Here Pk is a linear operator related to measurement device; we assume that
Pk is an orthogonal projection with k-dimensional range. We discretize the
unknown U using some computationally feasible approximation of the form
Un = SnU . Now we can study an inverse problem
given a realisation of Mk, estimate Un.(1.3)
We are interested to know what happens to the approximated solutions
of (1.1) when δ → 0. The analysis of small noise limit, also known as
the theory of posterior consistency, has attracted a lot of interest in the
last decade. Posterior convergence rates were first studied in [14, 48] and
further in papers [1, 2, 7, 18, 21, 25, 26, 28, 42, 48, 51, 58]. However, much
remains to be done. Developing a comprehensive theory is important since
posterior consistency justifies the use of the Bayesian approach the same
way as convergence results justify the use of regularisation techniques.
In the above mentioned papers the problem is studied from the frequentist
point of view, that is, the data is thought to be generated by a fixed ’true’
solution u† instead of random draw U(ω) from the prior distribution. This
means that all the randomness in M comes from the randomness of the
noise E . The interest is then on the contraction of the posterior distribution
around the ’true’ solution u† as the noise goes to zero, see Subsection 2.1.2
and Theorem 3. The main emphasis of this paper, however, is in the purely
Bayesian approach where it is assumed that also U is random. Since U and
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E are assumed independent we can write
(1.4) Mδ(ω) = AU(ω1) + E(ω2)δ,
where ω = (ω1, ω2) ∈ Ω1 × Ω2. In Bayesian case the posterior distribution
is a function of (ω1, ω2). Also the probability measure dP can be written in
the following form
dP = dP1(ω1)dP2(ω2).
We will denote the expected value over the joint distribution of U and E by
E. The expected value over the noise is defined by
EU (F (ω1, ω2)) =
∫
Ω2
F (ω1, ω2)dP2(ω2).(1.5)
Our paper provides a conceptual advantage over much of the existing lit-
erature. In many earlier studies A and CU are perturbations of negative
powers of operator (I−∆). Our assumption, formulated in terms of hypoel-
liptic operators, means roughly speaking that the measurement operator A
and the covariance operator CU do not need to have a common basis in their
singular value decomposition.
The rest of this paper is organised as follows. In section 2 we will intro-
duce the Bayesian setting we are using and present our main result about
convergence rates. In section 3 we take a closer look to the generalised
Gaussian random variables in Sobolev spaces and introduce so called white
noise paradox. We will also show that the distribution U takes values in
Hτ , where τ is related to the smoothness of the solution and depends on the
dimension of the space and the covariance of the prior. In section 4 we will
introduce hypoelliptic operators and prove Theorems 1 and 2. In section 5
we characterise credible sets and frequentist confidence regions and present
and prove two theorems about the contraction of them. In Appendix A we
will give examples of some hypoelliptic operators and in Appendix B we give
a computational example.
Notations.
Sm Class of pseudodifferential symbols of order m. See Defini-
tion 1.
Ψm Space of pseudodifferential operators (ΨDO) of order m.
See Definition 2.
HΨm,m0 Space of hypoelliptic ΨDOs of type (m,m0). See Definition
3.
Ψmp Space of ΨDOs of order m depending on spectral variable
with order p. See Definition 4.
HΨm,m0p Space of hypoelliptic ΨDOs of type (m,m0) depending on
spectral variable with order p. See Definition 5.
TrHq→HqC The trace of the operator C : Hq → Hq. See (3.8).
2. Convergence results
Let us return to our indirect measurement problem
Mδ = AU + Eδ,
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where we model U = U(x, ω), Mδ = Mδ(y, ω) and E = E(y, ω) as random
functions. Here ω ∈ Ω is an element of a complete probability space (Ω,Σ,P)
and x and y denote the variables in domains of Euclidean spaces. The reason
why we model also U as a random variable is that even though the unknown
quantity is assumed to be deterministic we have only incomplete data of it.
All information available about U before performing the measurements is
included in a prior distribution that is independent of the measurement.
The Bayesian inversion theory is based on the Bayes formula. To solve
the inverse problem (1.3) we have to express available a priori information
of Un in the form of a prior distribution pipr in an n-dimensional subspace.
Let Mk and Ek be random vectors taking values in Rk, and denote their dis-
tributions by piMk and piEk , respectively. The solution of the inverse problem
after performing the measurements is the posterior distribution of the un-
known random variable. Given a realisation of the discrete measurement
the posterior density for Un taking values in the n-dimensional subspace is
given by the Bayes formula
pi(u |mδ) = pipr(u)piEk(mδ | u)
piMk(mδ)
= cpipr(u) exp
(
− 1
2δ2
‖mδ −Au‖22
)
, u ∈ Rn, mδ ∈ Rk
(2.1)
where A = PkASn is a k × n matrix approximation to the operator A.
An approximated solution for the inverse problem is often given as a point
estimate for (2.1). Let us assume that also Un has Gaussian distribution.
The maximum a posteriori (MAP) estimate TMAPδ : Rk → Rn is defined by
(2.2) TMAPδ (Mk(ω)) := arg max
u∈Rn
pi(u |Mk(ω)).
Note that the MAP estimate depends on ω through the realisation of the
noise Ek(ω) and unknown Un(ω). When Un is Gaussian distributed the MAP
estimate coincides almost surely with the conditional mean estimate (CM)
(2.3) TCMδ (Mk(ω)) = E(Un|Mk)(ω) a.s.
where Mk is the σ-algebra generated by Mk.
Since in our case CM=MAP a.s. we will consider below the MAP es-
timate. Let us denote the covariance matrix of Un by CUn . Solving the
maximisation problem (2.2) with a fixed realisation of noise and unknown
corresponds to solving the minimisation problem
(2.4) Tδ(mδ) = arg min
u∈Rn
{ 1
2δ2
‖Au−mδ‖22 +
1
2
‖C−1/2Un u‖22
}
.
Constructing Sn and pipr is the core difficulty in Bayesian inversion. In
many inverse problems there is no natural discretisation for the continuum
quantity U , so n can be freely chosen. Consequently, Sn and pipr should in
principle be described for all n > 0. This raises the following questions: do
the chosen Sn and pipr represent the same a priori knowledge consistently at
all resolutions n > 0? Does the estimate Tδ(mδ) converge as n → ∞? See
e.g. [29, 34] Also, the number of data points may change, for example due to
an updated measurement device. The aim of this paper is to build a rigorous
6 HANNE KEKKONEN, MATTI LASSAS AND SAMULI SILTANEN
theory that allows us to connect discrete models to their infinite-dimensional
limit models in a consistent way.
We achieve consistent representation of a priori knowledge by construct-
ing the prior distribution for U in the infinite-dimensional space X. Then
the random variable Un = SnU takes values in the finite-dimensional sub-
space Xn ⊂ X and represents approximately the same a priori knowledge
as U . The same way we construct distributions for M and E in the infinite-
dimensional space Y in which case the random variables Mk and Ek take
values in the finite-dimensional subspace Yk ⊂ Y .
The finite-dimensional problem (2.4) Γ-converges as n, k → ∞, under
certain assumptions (including that m should be an L2-function), to the
following infinite-dimensional minimisation problem in a Sobolev space Hr:
(2.5) arg min
u∈Hr
{ 1
2δ2
‖mδ −Au‖2L2(N) +
1
2
‖C−1/2U u‖2L2(N)
}
.
Above C
−1/2
U ∈ Ψr, that is, C−1/2U is −r orders smoothing pseudodifferential
operator. See [23] for a proof. If we are thinking the above as a MAP
estimate to a Bayesian problem we have to assume that U has formally the
following distribution
pipr(u) =
formally
c exp
(
− 1
2
‖C−1/2U u‖2L2(N)
)
.
Formula (2.5) only makes sense if the noise is square integrable. Even though
‖εk‖`2 <∞
with any k ∈ N the limit, when k →∞, is infinity. We will return to this so
called ‘white noise paradox’ in section 3.1.
2.1. Main result. Let us now modify formula (2.5) to arrive at something
useful for white Gaussian noise. When ε ∈ L2 we can write
(2.6) ‖mδ −Au‖2L2(N) = ‖Au‖2L2(N) − 2(mδ, Au)L2(N) + ‖mδ‖2L2(N).
Now omitting the infinite ‘constant term’ ‖mδ‖2L2(N) we get a new minimi-
sation problem which is well-defined also when m is not an L2 function
(2.7) Tδ(mδ) := arg min
u∈Hr(N)
{‖Au‖2L2(N) − 2〈mδ, Au〉+ δ2‖C−1/2U u‖2L},
where 〈mδ, Au〉 is interpreted as a suitable duality pairing instead of L2(N)
inner product. When A ∈ Ψ−t, t ≥ −τ + s, we can define 〈mδ, Au〉 =
〈mδ, Au〉H−s(N)×Hs(N). Note that the forward operator A, the prior dis-
tribution and the noise depend on on each other only through assumption
t ≥ −τ + s.
It is well-known that the solution of the finite-dimensional problem (2.4)
can be calculated using the following formula:
(2.8) Tδ(mδ) = (A
TA + δ2C−1Un)
−1ATmδ.
We can write the approximated solution uδ := Tδ(mδ) of the continuous
problem (2.7) by
(2.9) Tδ(mδ) = (A
∗A+ δ2C−1U )
−1A∗mδ.
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Before the main result of the paper we will study a simple example to
give a reader an insight to Bayesian settings.
Example 1. Let N be a 1-dimensional torus T1. We are interested of the
inverse problem
Mδ = AU + δE
where we assume that E ∼ N(0, I) and U ∼ N(0, I), that is both the noise
and the unknown are assumed to be normalised white Gaussian noise, see
section 3 for rigorous definition. The white noise takes values in Hτ with
some τ < −1/2. On the other hand white noise has formally the following
distribution
pipr(u) =
formally
c exp
(
− 1
2
‖u‖2L2(T1)
)
.
Hence we want to solve
arg min
u∈L2
{‖Au‖2L2 − 2〈mδ, Au〉+ δ2‖u‖2L2(T1)}.
Note that we are looking for a solution in L2(T1) even though the realisations
of U are in L2(T1) with probability zero. In general if we are interested in
finding a solution in Hr(N) then we can show that the prior should take
values in Hτ (N) where τ = r − s, see section 3.
2.1.1. Convergence results in Bayesian setting. We will now formulate the
main theorem of this paper about the convergence of the continuous solution
(2.9). The precise definitions are discussed in more detail in section 3 and
Theorem 1 is proved in section 4.
Theorem 1. Let r, s ∈ [0,∞) and N be a d-dimensional closed manifold.
Let U(x, ω) be a generalised Gaussian random function taking values in
Hτ (N), τ = r − s, with zero mean and covariance operator CU . Assume
that the operator CU is a self-adjoint, injective and elliptic pseudodifferential
operator (ΨDO) of order −2r. Let E(y, ω) be white Gaussian noise on N .
Consider the measurement
Mδ(y, ω) = A(U(·, ω)) + δE(y, ω), ω ∈ Ω,
where A ∈ HΨ−t,−t0, t > max{0,−τ+s} and t ≤ t0 < 2t+r, is a hypoelliptic
pseudodifferential operator on the manifold N and A : L2(N) → L2(N) is
injective. Above δ ∈ R+ is the noise level and E takes values in H−s(N)
with some s > d/2.
Take ζ < τ − 3(t0 − t). Then we have the following convergence
E‖Uδ(ω)− U(ω)‖Hζ → 0, as δ → 0.(2.10)
The expectation is taken with respect to the joint distribution of (U, E). We
have the following estimates for the speed of convergence:
(i) If ζ ≤ t− s− 2t0 then there is such C > 0 independent of δ that
E‖Uδ(ω)− U(ω)‖Hζ ≤ Cδ
2t−t0+r
t0+r .(2.11)
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(ii) If t−s−2t0 ≤ ζ < τ−3(t0− t) then there is such C > 0 independent
of δ that
E‖Uδ(ω)− U(ω)‖Hζ ≤ Cδ−
ζ−τ+3(t0−t)
t0+r .(2.12)
The different convergence speeds (i) and (ii) show the trade-off between
the smoothness of the space and the speed of convergence. In case (i) we
get better convergence rates but in case (ii) we can use a stronger norm. We
see also that the smoother the forward operator A is the worse convergence
rates we get.
We note that instead of the estimates (2.11) or (2.12), we could alterna-
tively take the expected value only with respect to the noise in which case
the constant C would depend on the realisation of U(ω). That is, proof of
Theorem 1 also shows that, we have almost surely
lim sup
δ→0
EU‖Uδ(ω)− U(ω)‖Hζ
δν
<∞(2.13)
where ν = 2t−t0+rt0+r when ζ ≤ t− s− 2t0 and ν = −
ζ−τ+3(t0−t)
t0+r
when t− s−
2t0 ≤ ζ < τ − 3(t0 − t).
Remark 1. The MAP-estimate Uδ takes values in the Cameron-Martin
space of the prior. The Cameron-Martin space is the intersection of all
linear subspaces where the random variable U belongs with probability one,
and since there may be uncountable many such linear spaces, the Cameron-
Martin space may be a zero measurable subset of the space where U takes
values, see [3]. In the above settings where U ∼ N(0, CU ) and CU is of order
−2r the random variable U takes values in Hτ , τ = r − s where s > d/2,
and the Cameron-Martin space containing the MAP-estimate is Hr. In the
Bayesian setting it is natural that the MAP-estimate can not converge in a
smaller space than the one U takes values. However, the same behaviour
can be seen also in the deterministic setting when the unknown is in Hr and
the MAP-estimate is thought as a Tikhonov regularised solution, see [23].
Example 2. Let us study a simple example in two dimensional torus T2.
We consider a problem
Mδ = (I −∆)−1U + δE
where E is normalised white Gaussian noise that takes values in H−s(T2),
s > 1 and δ > 0 is the noise amplitude. The model operator A = (I −∆)−1
is elliptic operator, smoothing of order 2. Let us consider the case when U
has a priori distribution N(0, CU ) where CU = (I − ∆)−2, that is, r = 2.
Then U takes values in Hτ (T2), where τ = r − s < 1, almost surely and
Uδ ∈ H2. Theorem 1 guarantees us convergence rate Cδ when ζ ≤ −3 and
(2.12) when −3 ≤ ζ ≤ 1. For example we get the following convergence in
L2(T2)
E‖Uδ(ω)− U(ω)‖L2(T2) ≤ Cδ
1
4
−
with  > 0 arbitrarily small.
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2.1.2. Convergence results in frequentists setting. In the frequentist case one
is often interested in the model
M †δ (ω) = A(u
†) + δE(ω)(2.14)
where the data M †δ is generated by a ‘true’ solution u
† ∈ Hτ (N). Above E
is normalised white Gaussian noise and δ ∈ R+ is the noise level. In (2.14)
all the randomness of the M †δ comes from the randomness of the noise E .
We denote
U †δ (ω) = Tδ(M
†
δ (ω)).(2.15)
In the frequentist setting we consider the case where u† is an arbitrary ele-
ment of the space Hτ (N) where the random variable U takes values, instead
of considering almost every element. Note that even though a set is measure-
theoretically large, that is, has probability 1, it can sill be topologically small
(meager, or a set of first Baire category). For a discussion on these issues
see [13].
We can then study the convergence Eu†‖U †δ (ω) − u†‖Hζ or in more fre-
quentist spirit Eu†‖U †δ (ω)− u†‖2Hζ where we use notation
Eu†F (U
†
δ (ω), u
†, ω) =
∫
Ω
F (Tδ(Au
† + δE(ω)), u†, ω)dP(ω),(2.16)
that is, the expectation Eu† is taken with respect to the noise E(ω) and the
other terms depending on ω, and u† is considered as a fixed parameter, c.f.
(1.5). This means that after computing the estimator U †δ using Bayesian
methods we will consider the convergence of the estimator U †δ to the ‘true’
solution u† which is not thought to be a random draw from the prior any
more.
Remark 2. Next we consider the frequentist case when in addition it is
assumed that u† ∈ Hτ (N) where τ ≥ 0. Note that then r ≥ d2 . The mean
integrated squared error (MISE) of an estimator Û is defined
R(Û , u†) = Eu†‖Û − u†‖2L2 .(2.17)
The minimax risk rδ(H
τ (N)) on the Sobolev space Hτ (N) is then given by
rδ(H
τ (N)) = inf
Û
sup
u†∈Hτ (N)
R(Û , u†)
where the infimum is taken over all estimators of the form Û = g(M †δ ) where
g ∈ B(H−s, Hτ ). Here B(H−s, Hτ ) is the set of Borel measurable functions
from H−s to Hτ .
Theorem 2. Let r > s > d/2 and N be a d-dimensional closed manifold.
Let u† ∈ Hτ (N) where τ = r − s > 0. Assume that CU , the covariance
operator of the Gaussian prior, is a self-adjoint, injective and elliptic pseu-
dodifferential operator of order −2r. Let E(y, ω) be white Gaussian noise on
N . Consider the measurement
M †δ (y, ω) = A(u
†(·)) + δE(y, ω), ω ∈ Ω,
where A ∈ HΨ−t,−t0, t > max{0,−τ + s} and t ≤ t0 ≤ t + τ/3, is a
hypoelliptic pseudodifferential operator on the manifold N and A : L2(N)→
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L2(N) is injective. Above δ ∈ R+ is the noise level and E takes values in
H−s(N) with some s > d/2.
Then there is C > 0, independent of δ and u†, such that
Eu†‖U †δ (ω)− u†‖2L2 ≤ C(1 + ‖u†‖2Hτ )δ
2(τ−3(t0−t))
t0+r .(2.18)
Note that the assumptions on CU in Theorem 2 imply that CU is a co-
variance operator of a random variable taking values in Hτ (N), see Remark
3 below.
In the elliptic case t = t0 we can write (2.18) as
Eu†‖U †δ (ω)− u†‖2L2 ≤ C(1 + ‖u†‖2Hτ )δ
2τ
s+τ+t .(2.19)
Since s = d2 +  the above convergence rate (2.19) agrees, up to  > 0 arbi-
trarily small, with the minimax convergence rate, see [6]. The convergence
of confidence regions is considered in Section 5.
3. Generalised random variables
This section is largely based on the work of Lasanen [31, 32]; see also
Piiroinen [41].
For any s ∈ R, let Hs(N) be the L2-based Sobolev space equipped with
Hilbert space inner product
(φ, ψ)Hs(N) =
∫
N
((I −∆)s/2φ)(x) ((I −∆)s/2ψ)(x) dx.(3.1)
We also define a dual pairing between H−s(N) and Hs(N)
〈φ, ψ〉H−s(N)×Hs(N) =
∫
N
φ(x)ψ(x) dx(3.2)
when φ, ψ ∈ C∞0 (N). Note that H0(N) = L2(N). We often denote Hs =
Hs(N) and L2 = L2(N).
A generalised Gaussian random variable V takes values in the space of
generalised functions, and the pairing 〈V, φ〉 with any test function φ ∈ D =
C∞(N) is a Gaussian random variable taking values in Rd, see [45]. The
generalised Gaussian random variables we will consider below are assumed
to take values in some Hilbert space, typically in a Sobolev space Hs(N),
where the smoothness index s ∈ R may also be negative. Now, if V takes
values in Hs we say that V has the covariance operator BV : H
s → Hs if
(3.3) E
(
(V − EV, φ)Hs (V − EV, ψ)Hs
)
= (BV φ, ψ)Hs ,
with any φ, ψ ∈ Hs, see [45]. We can also define covariance operator to be
a mapping CV : H
−s → Hs
(3.4) E
(
〈V − EV, φ〉Hs×H−s 〈V − EV, ψ〉Hs×H−s
)
= 〈CV φ, ψ〉Hs×H−s ,
with any φ, ψ ∈ H−s, see [3]. The connection between BV and CV is
BV = CV (I −∆)s : Hs → Hs.
Next we will take a closer look to the generalised white Gaussian noise and
introduce the ’white noise paradox’ by a simple example.
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3.1. White noise paradox. White noise E can be considered as a mea-
surable map E : Ω → D′(N) where Ω is the probability space. Then nor-
malised white noise is a random generalised function E(y, ω) on N for which
the pairings 〈E , φ〉D′×D are Gaussian random variables for all test functions
φ ∈ D = C∞(N), EE = 0, and
(3.5) E
(
〈E , φ〉D′×D〈E , ψ〉D′×D
)
= 〈Iφ, ψ〉D′×D for φ, ψ ∈ D.
We will denote this by E ∼ N(0, I). A realisation of E is the generalised
function ε = E( · , ω0) on N with a fixed ω0 ∈ Ω.
The probability density function of white noise E is often formally written
in the form
(3.6) piE(ε) =
formally
c exp
(
− 1
2
‖ε‖2L2(N)
)
.
However, the realisations of the white Gaussian noise are almost surely not
in L2(N). This brings us back to the problem in formula (2.5).
Example 3. Let E be normalised white Gaussian noise defined on the d-
dimensional flat torus Td = (R/(2piZ))d. Let e~` ∈ L2(Td), ~`= (`1, `2, . . . , `d)
∈ Zd be an orthonormal basis of L2(Td) consisting of eigenfunctions of Lapla-
cian, numbered so that −∆e~` = |~`|2e~`. Such functions e~`(x) can be chosen
to be normalised products of the sine and cosine functions sin(`jxj) and
cos(`jxj) that form the standard Fourier basis of L
2(Td). The Fourier coef-
ficients of E with respect to this basis are independent, normally distributed
R-valued random variables with variance one, that is, 〈E , e~`〉 ∼ N(0, 1).
Then
E‖E‖2L2(Td) =
∑
~`∈Zd
E|〈E , e~`〉|2 =
∑
~`∈Zd
1 =∞.
This implies that realisations of E are in L2(Td) with probability zero. How-
ever, when s > d/2
(3.7) E‖E‖2H−s(Td) =
∑
~k∈Zd
(1 + |~`|2)−sE|〈E , e`〉|2 <∞
and hence E takes values in H−s(Td) almost surely (that is, with probability
one)
On the other hand [44, Theorem 2] implies that if ‖E‖2
H−s(Td) <∞ almost
surely then E‖E‖2
H−s(Td) < ∞ which yields s > d/2. This concludes that
the realisations of white noise E are almost surely in the space H−s(Td) if
and only if s > d/2. In particular for s ≤ d/2 the function x 7→ E(x, ω) is in
H−s(Td) only when ω ∈ Ω0 ⊂ Ω where P(Ω0) = 0.
3.2. The smoothness of the prior. Consider the continuum measure-
ment model Mδ = AU + Eδ where the operator is now viewed as a smooth-
ing map A : Hτ (N) → Hτ+t(N) for all τ ∈ R. We construct the prior
by choosing U to be a generalised Gaussian random variable taking values
in Hτ (N) and having expectation EU = 0. First we will, however, give a
definition for pseudodifferential operators.
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Definition 1. Let m ∈ R. We define the symbol class Sm(Rd,Rd) to consist
of a(x, ξ) ∈ C∞(Rd,Rd) such that for all multi-indices α and β and any
compact set K ⊂ Rd there is such constant Cα,β,K > 0 that
|∂αξ ∂βxa(x, ξ)| ≤ Cα,β,K(1 + |ξ|)m−|α|, ξ ∈ Rd, x ∈ K.
Definition 2. Let Y : U → Rd be local coordinates of the manifold N . A
bounded linear operator A : D′(N) → D′(N) is called a pseudodifferential
operator if for any local coordinates Y : U → Rd, U ⊂ N , there is a symbol
a ∈ Sm(Rd × Rd) such that for u ∈ C∞0 (U) we have
Au(y1) =
∫
N
kA(y1, y2)u(y2)dVg(y2)
where kA|N×N\diag(N) ∈ C∞(N×N \diag(N)) and diag(N) = {(y, y) ∈ N×
N | y ∈ N}. Also when Y : U → V ⊂ Rd are local C∞-smooth coordinates
kA(y1, y2) is given on U × U by
kA(Y
−1(x1), Y −1(x2)) =
∫
Rd
ei(x1−x2)·ξa(x1, ξ)dξ
where x1, x2 ∈ V ⊂ Rd and a = aV ∈ Sm(V,Rd). In this case we will write
A ∈ Ψm(N),
and say that in local coordinates Y : U → V ⊂ Rd the operator A has the
symbol a(x, ξ) ∈ Sm(V × Rd).
We assume that the covariance operator CU ∈ Ψ−2r, that is CU is smooth-
ing of order 2r, self-adjoint and elliptic. With given r ∈ R we have to choose
τ ∈ R so that BU = CU (I −∆)τ ∈ Ψ−2(r−τ) is a trace class operator. An
operator BU is in the trace class S
1(Hτ ) if
(3.8) TrHτ→Hτ (BU ) =
∞∑
j=1
|λj | <∞
where λj are the eigenvalues of the operator BU . Condition BU ∈ S1(Hτ )
guarantees that E(U,U)Hτ <∞.
Let νj be the eigenvalues of B
−1
U ∈ Ψ2(r−τ). Counting the geometric mul-
tiplicity of the eigenvalues, we arrange the eigenvalues of B−1U in ascending
order as
ν1 ≤ ν2 ≤ · · · ≤ νk ≤ · · ·
Since B−1U is a self-adjoint elliptic operator with smooth coefficients Weyl’s
law for elliptic operators tells us that the number N(ν) = #{νj | νj ≤ ν}
of the eigenvalues of B−1U in a closed manifold less than or equal to ν has
asymptotics
N(ν) ∼ cν d2(r−τ) (1 +O(ν− 12(r−τ) )) when ν →∞.
Hence for the eigenvalues λ of the operator BU ∈ Ψ−2(r−τ)
λj ∼ c′j−
2(r−τ)
d (1 + o(1)) when j →∞.
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To satisfy condition (3.8) we require
∞∑
j=1
|λj | ≤ C
∞∑
j=1
j−
2(r−τ)
d <∞
which gives us the condition τ < −(d/2− r). From here on we will assume
that τ = r − s < r − d/2.
Remark 3. Any elliptic operator CU ∈ Ψ−2r that defines a non-negative
symmetric operator CU : D(N) = C∞(N) → D′(N) has the property that
BU = CU (I −∆)τ is in S1(Hτ (N)). By [3], these yield that CU is a covari-
ance operator of a random variable taking values in Hτ (N).
The operator BU corresponds formally to the smoothness prior
pipr(u) =
formally
c exp
(
− 1
2
(B−1U u, u)Hτ
)
= c exp
(
− 1
2
‖C−1/2U u‖2L2
)
Notice that the realisations of U are almost surely not r times differentiable.
In a case r < d/2 the realisations of U are almost surely not even in L2 let
alone differentiable. This is why we need to consider U as taking values in
some space Hτ (N) with possible negative smoothness index τ .
4. Proof of the main Theorems
Before we move to prove theorem 1 we will give a short introduction to
hypoelliptic pseudodifferential operators.
Definition 3. Let t, t0 ∈ R. We define symbol class HS−t,−t0(Rd,Rd) to
consist of a(x, ξ) ∈ C∞(Rd,Rd) for which
(1) For an arbitrary compact set K ⊂ Rd we can find such positive
constants R, c1 and c2 that
c1(1 + |ξ|)−t0 ≤ |a(x, ξ)| ≤ c2(1 + |ξ|)−t, |ξ| ≥ R, x ∈ K.
(2) For any compact set K ⊂ Rd there exist constants R and Cα,β,K
such that for all multi-indices α and β
|∂αξ ∂βxa(x, ξ)| ≤ Cα,β,K |a(x, ξ)|(1 + |ξ|)−|α|, |ξ| ≥ R, x ∈ K.
We will denote by HΨ−t,−t0(N) the class of ΨDO with local symbol a(x, ξ) ∈
HS−t,−t0(V × Rd), see Definition 2.
We denote Hr(N) = Hr and L2(N) = L2 where N is a closed manifold
and dimN = d.
The proof of Theorem 1 is rather long and technical so we will start by
going through the main steps of it in a nutshell. The approximated solution
we are studying is of the form
Tδ(mδ) := arg min
u∈Hr(N)
{‖Au‖2L2(N) − 2〈mδ, Au〉+ δ2‖C−1/2U u‖2L2(N)}.
As mentioned before the solution to this is
(4.1) Tδ(mδ) = (A
∗A+ δ2C−1U )
−1A∗mδ.
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We can rewrite the above as
Tδ(mδ) = Z
−1
δ A
∗Au+ Z−1δ A
∗(εδ)
= u− δ2Z−1δ C−1U u+ Z−1δ A∗(εδ)
(4.2)
where Zδ = A
∗A+ δ2C−1U .
To study the convergence of the last term on the right hand side of (4.2)
we would like to write it in the form
Z−1δ A
∗(εδ) = δ−1F−1δ (A
∗A)−1A∗ε(4.3)
where Fδ = (A
∗A)−1C−1U + δ
−2. In order to show that (4.3) is well-defined
we first need to prove that A∗A and Fδ are invertible.
Lastly we study the converge of δ2Z−1δ C
−1
U u and δ
−1F−1δ (A
∗A)−1A∗ε to
zero in appropriate Sobolev spaces and show that the latter term is always
dominating.
We will start by showing thatA∗A ∈ HΨ−2t,−2t0 is invertible and (A∗A)−1 ∈
HΨ2t0,2t. Define A∗ : L2(N) → L2(N) as the adjoint of an operator
A : L2 → L2. We assumed in Theorem 1 that A : L2 → L2 is one-to-
one. Since A∗A : Hr → Hr+2t, r ∈ R, is hypoelliptic [49, Propositions 5.2
and 5.3] A∗Au = 0 ∈ C∞ implies that u ∈ C∞ and hence Au ∈ L2. Now we
see that if A∗Au = 0 then
0 = (A∗Au, u)L2 = (Au,Au)L2 = ‖Au‖2L2
which implies Au = 0 and furthermore u = 0. Thus the operator A∗A :
Hr(N)→ Hr+2t(N) is one-to-one.
To study the mapping A∗A ∈ HΨ−2t,−2t0 from some Sobolev space Hr,
r ∈ R, we define Lr = A∗A : Hr → Hr+2t. The adjoint of Lr is denoted by
L′r = (A∗A)′ : H−(r+2t) → H−r. Let φ, ψ ∈ C∞. Then
〈A∗Aφ,ψ〉Hr+2t×H−(r+2t) = 〈φ,A∗Aψ〉Hr×H−r ,
that is, L′r = L−(r+2t) and hence the adjoint is one-to-one. Now we can
conclude that Lr(H
r) ⊂ Hr+2t is a dense subset. Next we will prove two
lemmas that show that the operator A∗A : D′ → D′ is also surjective.
Since A∗A ∈ HΨ−2t,−2t0 is a hypoelliptic pseudodifferential operator it
has a parametrix B1 ∈ HΨ2t0,2t [49, Theorem 5.1]. Hence for any r0 > 0 we
get norm estimates
(4.4)
{ ‖A∗Au‖Hr+2t ≤ C1‖u‖Hr
‖u‖Hr ≤ C2‖A∗Au‖Hr+2t0 + C3‖u‖Hr−r0
for all u ∈ C∞. Next we will show that C3 is zero.
Lemma 1. Let A∗A ∈ HΨ−2t,−2t0 be an injective hypoelliptic pseudodiffer-
ential operator. Then we have the following estimates
C1‖A∗Au‖Hr+2t ≤ ‖u‖Hr ≤ C2‖A∗Au‖Hr+2t0
Proof. We get the first inequality since A∗A is continuous linear operator.
If the second estimate in (4.4) is not valid with C3 = 0 for any C2 > 0
then we can choose a sequence uj such that ‖uj‖Hr−r0 = 1 and ‖uj‖Hr ≥
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j‖A∗Auj‖Hr+2t0 . When j > 2C2 then
‖uj‖Hr ≤ C2‖A∗Auj‖Hr+2t0 + C3‖uj‖Hr−r0
≤ 1
2
‖uj‖Hr + C3‖uj‖Hr−r0 .
This gives us
‖uj‖Hr ≤ 2C3‖uj‖Hr−r0 = 2C3.
Since r0 > 0, the embedding H
r ↪→ Hr−r0 is compact. Now there exists a
subsequence uj` and such a w ∈ Hr−r0 that lim`→∞ uj` = w in Hr−r0 . We
assumed that ‖uj`‖r−r0 = 1 which implies ‖w‖r−r0 = 1. On the other hand
j`‖A∗Auj`‖r+2t0 ≤ ‖uj`‖r ≤ 2C3,
that is, lim`→∞ ‖A∗Auj`‖r+2t0 = 0 and because −r0 + 2t ≤ 2t0
lim
`→∞
‖A∗Auj`‖r−r0+2t = 0.
Since uj` → w in Hr−r0 we also have A∗Auj` → A∗Aw in Hr−r0+2t. Com-
bining the above results we see that ‖A∗Aw‖Hr−r0+2t = 0. Operator A∗A is
one to one and hence w = 0. This is a contradiction since ‖w‖Hr−r0 = 1. 
Lemma 2. Let A∗A : Hr → Hr+2t be an injective hypoelliptic operator.
Then the image of Hr in the map A∗A satisfies
Hr+2t0 ⊂ A∗A(Hr) ⊂ Hr+2t.
Proof. The second inclusion is a direct consequence of the mapping prop-
erties of A∗A. Let f ∈ Hr+2t0 . Since C∞ ⊂ Hr+2t0 is a dense subset we
can find such a sequence fj ∈ C∞ that limj→∞ fj = f in Hr+2t0 . Since
A∗A(Hr) ⊂ Hr+2t is dense we can also choose a sequence hj,` = A∗Agj,` ∈
A∗A(Hr) such that lim`→∞ hj,` = fj in Hr+2t0 . Denote gj = gj,`j ∈ Hr for
which limj→∞A∗Agj = f in Hr+2t0 . Using Lemma 1 we see
lim
j,k→∞
‖gj − gk‖Hr ≤ C2 lim
j,k→∞
‖A∗Agj −A∗Agk‖Hr+2t0 = 0.
Hence also gj ∈ Hr is a Cauchy sequence. Thus there exists such g ∈ Hr
that limj→∞ gj = g in Hr. On the other hand,
lim
j→∞
‖A∗Agj −A∗Ag‖Hr+2t ≤ C1 lim
k→∞
‖gj − g‖Hr = 0.
Combining the above we get A∗Ag = f . 
Using Lemma 2 we see that A∗A(D′) = D′, that is the operator A∗A
is also onto. Now we can conclude that there exists an inverse operator
(A∗A)−1 : D′ → D′. It remains to show that the inverse operator is a
hypoelliptic pseudodifferential operator.
Lemma 3. A self-adjoint, smoothing, one-to-one hypoelliptic operator A∗A ∈
HΨ−2t,−2t0 has an inverse operator (A∗A)−1 ∈ HΨ2t0,2t.
Proof. Denote B = (A∗A)−1 : D′ → D′. For an operator A∗A : Hr → Hr+2t
we define B0 ⊂ B with domain
D(B0) = {f ∈ Hr+2t | Bf ∈ Hr} = A∗A(Hr).
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Using the hypoellipticity of A∗A we see that A∗Au = f ∈ C∞ implies
u ∈ C∞. This gives us B0 : C∞ → C∞. Since C∞ is a Freche´t space and
A∗A is continuous and linear A∗A : C∞ → C∞ is an open mapping [46,
Theorem 2.11]. Hence the operator B0 : C
∞ → C∞ is continuous.
Since A∗A is hypoelliptic it has a parametrix B1 ∈ HΨ2t0,2t [49, Theorem
5.1] {
B1(A
∗A) = I +K1, K1 ∈ Ψ−∞
(A∗A)B1 = I +K2, K2 ∈ Ψ−∞
and we can write
B0 = B0((A
∗A)B1 −K2) = B1 −B0K2.
The operator B0K2 : D′ → C∞ is continuous and thus we have shown that
B0 = B1 mod Ψ
−∞.
That is B0 ∈ HΨ2t0,2t. 
Next we will examine ΨDOs that depend on spectral variable λ = δ−2.
For the general theory see [49].
Definition 4. The symbol class Smp (Rd × Rd,R+) consist of the functions
a(x, ξ, λ) such that
(1) a(x, ξ, λ0) ∈ C∞(Rd × Rd) for every fixed λ0 ≥ 0 and
(2) for arbitrary multi-indices α and β and any compact set K ⊂ Rd
there exists a constant Cα,β,K such that
|∂αξ ∂βxa(x, ξ, λ)| ≤ Cα,β,K(1 + |ξ|+ |λ|1/p)m−|α|
for x ∈ K, ξ ∈ Rd and λ ≥ 0.
We denote by Ψmp (N,R+) the class of pseudodifferential operators Aλ for
which the local symbol a(x, ξ, λ) ∈ Smp (V × Rd,R+), see Definition 2.
Definition 5. If there are constants C1, C2, R > 0 such that the symbol
a(x, ξ, λ) ∈ Smp (Rd × Rd,R+) satisfies
C1(|ξ|+ |λ|1/p)m0 ≤ |a(x, ξ, λ)| ≤ C2(|ξ|+ |λ|1/p)m,
for |ξ|+ |λ| ≥ R, we say that a is hypoelliptic with parameter λ and denote
a(x, ξ, λ) ∈ HSm,m0p (Rd × Rd,R+). We will denote by HΨm,m0p (N,R+) the
class of ΨDOs depending on the parameter λ whose local symbol belongs to
HSm,m0p (V × Rd,R+), see Definition 2.
Next we will prove that
Fλ = (A
∗A)−1C−1U + λ
is invertible. Operator Fλ ∈ HΨ2(t0+r),2(t+r)(N) is hypoelliptic since (A∗A)−1C−1U ∈
HΨ2(t0+r),2(t+r)(N) is hypoelliptic and λ I ∈ Ψ0(N). DenoteQ = (A∗A)−1C−1U
and its symbol q(x, ξ) ∈ HS2(t0+r),2(t+r)(N). Then for the symbol σ(Fλ)(x, ξ) =
q(x, ξ) + λ of the operator Fλ
|∂αξ ∂βx (q(x, ξ) + λ)| ≤ Cα,β(1 + |ξ|+ |λ|1/(2(t0+r)))2(t0+r)−|α|.
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By [49, Theorem 9.2.] there exist R > 0 such that for |λ| ∈ [R,∞) the
operator Fλ ∈ HΨ2(t0+r),2(t+r)2(t0+r) (N,R+) is invertible with
F−1λ ∈ HΨ−2(t+r),−2(t0+r)2(t0+r) (N, [R,∞)).
We have now shown that the operator Zδ can be written
(4.5) Z−1δ = λ
(
(A∗A)−1C−1U + λI
)−1
(A∗A)−1
where λ = δ−2. Hence we can rewrite (4.2)
Tλ(m) = u− λ−1Z−1δ C−1U u+
√
λF−1λ (A
∗A)−1A∗ε.(4.6)
Now we will proceed to study the convergence of the second and third
term on the right hand side of (4.6). For the third term of (4.6) we have
(A∗A)−1A∗ : H−s → Hk, k = −s + t − 2t0 and F−1λ : Hk → Hk+2(t+r).
Hence when ζ ≤ k + 2(t+ r) we have
‖F−1λ (A∗A)−1A∗ε‖Hζ ≤ ‖F−1λ ‖k,ζ‖(A∗A)−1A∗ε‖Hk
where ‖F−1λ ‖k,ζ is the norm of F−1λ : Hk(N) → Hζ(N) and k, ζ ∈ R. Next
we want to study what happens to the norm when λ→∞.
We have the following norm estimates for F−1λ ∈ Ψmp (N,R+) when ` ≥ m
and λ large enough [49, Theorem 9.1.]
‖F−1λ ‖k,k−` ≤ Ck,`(1 + |λ|1/p)m, if ` ≥ 0(4.7)
‖F−1λ ‖k,k−` ≤ Ck,`(1 + |λ|1/p)−(`−m), if ` ≤ 0.(4.8)
In our case F−1λ ∈ Ψmp where m = −2(t+r) and p = 2(t0 +r). We will write
‖F−1λ ‖k,ζ = ‖F−1λ ‖k,k−` where ` = k − ζ ≥ m.
First we study the case when ` ≥ 0 that is ζ ≤ k. Inequality (4.7) gives
us the norm estimate
‖F−1λ ‖k,k−` ≤ C(1 + |λ|1/p)m.
Because we want
√
λ‖F−1λ (A∗A)−1A∗ε‖Hζ to converge when λ → ∞ we
have to require that
m
p
=
−2(t+ r)
2(t0 + r)
< −1
2
.
This is true when t0 < 2t+ r.
When ` ≤ 0 we have k ≤ ζ ≤ k + 2(t+ r) and can use (4.8)
‖F−1λ ‖k,k−` ≤ C(1 + |λ|1/p)−(`−m).
For convergence we need
m− `
p
=
−2(t+ r)− k + ζ
2(t0 + r)
< −1
2
that is k ≤ ζ < k + 2t+ r − t0 = r − s− 3(t0 − t) which can be true only if
t0 < 2t+ r.
Next we will prove the convergence of the term δ2Z−1δ C
−1
U u in H
ζ . Since
we got above that ζ < τ − 3(t0 − t) we can write ζ = τ − θ where θ ≥
3(t0 − t) ≥ 0. We need to find such η ≥ 0 and γ ≥ 0 that γ + η = 1 and
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t0γ− rη+ r− θ/2 = 0. Define γ = θ/2(t0 + r) and η = 1− θ/2(t0 + r). Now
η ≥ 0 only if θ ≤ 2(t0 + r). Hence we will choose θ = min{τ − ζ, 2(t0 + r)}.
Since Zδ = A
∗A + δ2C−1U where A
∗A ≥ c1(I − ∆)−t0 and c2(I − ∆)r ≤
C−1U ≤ c3(I −∆)r we get
‖δ2Z−1δ C−1U u‖Hζ ≤ δ2‖(A∗A)−γ(δ2C−1U )−ηc3(I −∆)r+
ζ
2u‖L2
≤ δ2‖(c1(I −∆)−t0)−γ(c2δ2(I −∆)r)−η(I −∆)r− θ2+ τ2 u‖L2
= Cδ
θ
t0+r ‖u‖Hτ
(4.9)
where θ = min{τ − ζ, 2(t0 + r)}.
Adding the above results together we can prove Theorem 1.
Proof of Theorem 1. To get the speed of convergence we use the fact that
U and E are independent. Similarly to (4.6) we get
Uδ(ω)− U(ω) = −δ2Z−1δ C−1U U(ω) +
1
δ
F−1
δ−2(A
∗A)−1A∗E(ω),(4.10)
where by (4.9),
‖δ2Z−1δ C−1U U‖Hζ ≤Cδ
θ
t0+r ‖U‖Hτ .(4.11)
For the second part on the right hand side of (4.10) we can write
E‖1
δ
F−1
δ−2(A
∗A)−1A∗E(ω)‖p
Hζ
≤‖1
δ
F−1
δ−2(A
∗A)−1A∗‖p
H−s→Hζ E‖E(ω)‖
p
H−s ,(4.12)
with p ∈ {1, 2} and θ = min{τ − ζ, 2(t0 + r)}.
When ζ ≤ t− s− 2t0 we get
E‖Uδ(ω)− U(ω)‖Hζ ≤ δ2E‖Z−1δ C−1U U(ω)‖Hζ + δ−1E‖F−1δ (A∗A)−1A∗E(ω)‖Hζ
≤ C1δ
θ
t0+rE‖U(ω)‖Hτ + C2δ−1+
2(t+r)
t0+r E‖E‖H−s
≤ C max
{
δ
θ
t0+r , δ
2t+r−t0
t0+r
}
where θ = min{τ − ζ, 2(t0 + r)}. Next we will study which of the terms is
dominating. The noise term δ−1F−1δ (A
∗A)−1A∗E(ω) is dominating if
2t+ r − t0 ≤ θ.
Assume first that θ = τ − ζ. Then
θ = τ − ζ ≥ 2t0 + r − t ≥ 2t+ r − t0.
If θ = 2(t0 + r) we get
θ = 2(t0 + r) ≥ 2t0 + t0 − 2t+ r ≥ 2t+ r − t0
since t ≤ t0 < 2t+ r. Hence the noise term is dominating in both cases and
we have proven
E‖Uδ(ω)− U(ω)‖Hζ ≤ Cδ
2t−t0+r
t0+r .
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If t− s− 2t0 ≤ ζ < τ − 3(t0 − t) we get
E‖Uδ(ω)− U(ω)‖Hζ ≤ δ2E‖Z−1δ C−1U U(ω)‖Hζ + δ−1E‖F−1δ (A∗A)−1A∗E(ω)‖Hζ
≤ C1δ
τ−ζ
t0+rE‖U(ω)‖Hτ + C2δ−1+
2(t+r)+`
t0+r E‖E(ω)‖H−s
≤ C max
{
δ
τ−ζ
t0+r , δ
2t+r−t0+`
t0+r
}
Above ` = t−s−2t0−ζ. Note that when ζ ≥ t−s−2t0 then τ−ζ ≤ 2(r+t0).
The noise term is dominating if
2t+ r − t0 + ` ≤ τ − ζ.
This is always true since τ = r − s and
2t+ r − t0 + ` = r − s− ζ − 3(t0 − t) ≤ τ − ζ.
Hence we can conclude
E‖Uδ(ω)− U(ω)‖Hζ ≤ Cδ
2t+r−t0+`
t0+r .

Proof of Theorem 2. Similarly to (4.10) we get
U †δ (ω)− u† = −δ2Z−1δ C−1U u† +
1
δ
F−1
δ−2(A
∗A)−1A∗E(ω),(4.13)
where the first term on the right side satisfies, by (4.9),
‖δ2Z−1δ C−1U u†‖Hζ ≤Cδ
θ
t0+r ‖u†‖Hτ(4.14)
with θ = min{τ − ζ, 2(t0 + r)}. The expectation of the second term in the
right side is estimated in (4.12). Analysing the obtained terms as in the
proof of Theorem 1, we obtain
E‖U †δ (ω)− u†‖2Hζ ≤ C(1 + ‖u†‖2Hτ )δ
2(τ−3(t0−t))
t0+r .

5. Posterior distribution and confidence regions
One advantage Bayesian inversion offers over deterministic regularization
is uncertainty quantification. Since the solution to the Bayesian inverse
problem is the posterior distribution of the unknown we can study its cred-
ible sets and their contraction in some Sobolev space Hζ when δ → 0. A
Bayesian credible set is a region in the posterior distribution that contains a
large fraction of the posterior mass, for instance, 95%. We are dealing with
Gaussian distributions so we define the credible sets to be central regions.
This means these sets are defined as central balls with uδ as a centre.
The above mentioned credible sets are often used to visualise the remain-
ing Bayesian uncertainty in the estimate. Frequentists use another kind of
uncertainty quantification called confidence region. A confidence region is
a range of values that frequently includes the unknown of interest if the ex-
periment is repeated. We can define confidence regions as central balls with
u†δ as the centre. Here u
†
δ is the frequentist approximated solution generated
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by a true solution u†. How frequently the ball around the approximated
solution, with different realisation of the noise, contains the true solution is
determined by the confidence level. See for example [15, 56].
In the finite-dimensional parametric case and under mild conditions on
the prior Bernstein–von Mises theorem provides that the credible sets of
smooth models are asymptotically equivalent with the frequentist confidence
regions based on the maximum likelihood estimator, see [56]. In infinite-
dimensional case there is no corresponding theorem and Bayesian credible
sets are not automatically frequentist confidence sets. This means that
if we assume that the data is generated by a ‘true parameter’, it is not
automatically true that credible sets contain that truth with probability
at least the credible level. However the correspondence of Bayesian and
frequentist uncertainty has been studied in many recent papers see e.g. [4,
5, 27, 35, 43, 52]. These results are important since they show that some
credible sets can give a good idea of the uncertainty of the estimate in
the classical sense. In this section we show that the posterior distribution
converges and we give some convergence rates. We also prove that in the
elliptic case the frequentist posterior contractions rates agrees, up to ε > 0
arbitrarily small, with the minimax convergence rate. We do not address
the question about the frequentist coverage of the credible sets.
We will start by studying the convergence of the posterior covariance
Cδ which, with the convergence of the posterior mean Uδ, guarantees the
convergence of the posterior distribution.
When U ∼ N(0, CU ), E ∼ N(0, I) and
Mδ = AU + δE(5.1)
the conditional probability distribution of U with respect to the measure-
ment Mδ is a Gaussian measure with mean Uδ and covariance [36, 37]
Cδ = CU − CUA∗(ACUA∗ + δ2I)−1ACU .(5.2)
If A∗ : D′(N)→ D′(N) is invertible we can rewrite the above
Cδ = δ
2
(
A∗A+ δ2C−1U
)−1
=
(
(A∗A)−1C−1U + δ
−2I
)−1
(A∗A)−1.
(5.3)
Note that the covariance operator is deterministic and thus independent of
Mδ.
We define Fλ = (A
∗A)−1C−1U + λI, where λ = δ
−2, as in section 4. Then
F−1λ ∈ Ψmp (N, [R,∞))
where m = −2(t + r) and p = 2(t0 + r). Using the norm estimate (4.8) we
get
‖δ2Z−1δ ‖−τ,τ = ‖
(
(A∗A)−1C−1U + δ
−2I
)−1‖−τ−2t,τ‖(A∗A)−1‖−τ,−τ−2t
≤ c‖F−1λ ‖k,k−`
≤ c(1 + λ 1p )−(`−m).
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Above k = −τ − 2t and ` = −2(τ + t) < 0. Since τ = r − s we can write
`−m
p
=
−τ + r
t0 + r
=
s
t0 + r
and hence we get the following convergence rate for the posterior covariance
‖Cδ‖−τ,τ ≤ cδ
2s
t0+r(5.4)
≤ cδ dt0+r .
We see that the more smoothing the forward operator A is the worse
convergence we get. Note that r and s do not only affect the convergence
speed but also the spaces between which the norm is taken.
Remark 4. Observe that the random variable U takes values in Hτ and the
estimate (5.4) concerns the mapping properties of the posterior covariance
operator Cδ from the dual space H
−τ = (Hτ )′ to the space Hτ . For strictly
positive δ > 0 the MAP estimator Uδ belongs to the space H
r, r = τ+s ≥ τ ,
but as δ → 0, the MAP estimators Uδ converge in a less regular space Hζ ,
ζ < τ − 3(t0 − t) ≤ τ , see (2.10).
5.1. Contraction of the posterior distribution. Next we consider the
inverse problem using the frequentist setting described in Subsection 2.1.2
with the additional assumption that τ > 0. We assume below that CU
satisfies the assumptions in Theorem 2 that in particular imply that CU is
the covariance operator of a random variable U taking values in Hτ (N), see
Remark 3. We recall that we consider a fixed ‘true’ solution u† ∈ Hτ (N)
and the noise model M †δ (ω) = Au
†+ δE(ω) as in (2.14). Also, note that the
MAP-estimate is then U †δ = Tδ(M
†
δ ).
In the frequentist case one is often interested in the the limiting behaviour
of the posterior measure P
M†δ
when δ → 0. Here, P
M†δ
is a random measure in
Hτ (N), depending on δ and the MAP estimator U †δ = U
†
δ (ω) = Tδ(M
†
δ (ω))
(that further depends on the deterministic variable u† and the realisation
E(ω) of the random noise). Let Wδ be a Gaussian random variable, taking
values in Hτ (N), that is independent of the noise E , has zero mean and
the covariance operator Cδ, see (3.4). For a measurable set B ⊂ Hτ (N) we
define
P
M†δ
(B) = µδ
({
wδ ∈ Hτ (N) |wδ = b− U †δ (ω) with b ∈ B
})
(5.5)
where µδ = N(0, Cδ). Roughly speaking, PM†δ
is a Gaussian measure in
Hτ (N) with the mean U †δ and the covariance operator Cδ.
Recall that we consider the probability space (Ω,Σ,P) and denote by χS
the indicator function of S. Let S ∈ Σ. We use the notations
E
M†δ
(F (ω, u†)) := E(F (ω, u†)|F), P
M†δ
(S) := P(S|F) = E(χS |F),(5.6)
for the conditional expectation and conditional probability. Above F ⊂ Σ is
the σ-algebra generated by random variable M †δ (ω) or equivalently, the noise
E(ω). Roughly speaking, in the notation Eu†F the subindex u† reminds that
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u† is a fixed parameter and the expectation is taken only with respect the
noise. The notation P
M†δ
(B) indicates that the measure of B is computed
using the posterior probability measure which mean U †δ = Tδ(M
†
δ ) depends
on the measurement M †δ . Since the random variable Wδ has distribution µδ,
we have by (5.5)
P
M†δ
(B) =
∫
Hτ (N)
χB(wδ + U
†
δ ) dµδ(wδ) = PM†δ ({Wδ + U
†
δ ∈ B}).(5.7)
Following the approach in [11, 14, 27, 57] we next show that the posterior
measure contracts to a Dirac measure centred on the fixed true solution u†.
Theorem 3. Let r > s > d/2 and N be a d-dimensional closed manifold.
Let u† ∈ Hτ (N) where τ = r − s > 0. Assume that CU , the covariance
operator of the Gaussian prior, is a self-adjoint, injective and elliptic pseu-
dodifferential operator of order −2r. Let E(y, ω) be white Gaussian noise on
N . Consider the measurement
M †δ (y, ω) = A(u
†(·)) + δE(y, ω), ω ∈ Ω,
where A ∈ HΨ−t,−t0, t > max{0,−τ + s} and t ≤ t0 ≤ t + τ/3, is a
hypoelliptic pseudodifferential operator on the manifold N and A : L2(N)→
L2(N) is injective. We assume also that A∗ : D′(N)→ D′(N) is invertible.
Above δ ∈ R+ is the noise level and E takes values in H−s(N) with some
s > d/2. Let U †δ be the MAP estimated given by (2.15).
Let κ < κ0 =
2(τ−3(t0−t))
t0+r
, c0 > 0, and R > 0. Then there is c1 > 0 such
that
sup
‖u†‖Hτ≤R
Eu†PM†δ
{
u ∈ Hτ (N) ∣∣ ‖u− u†‖L2(N) ≥ c0δκ} ≤ c1δ2(κ0−κ) → 0,(5.8)
as δ → 0.
Proof. Let u† ∈ Hτ (N) and Wδ be the Gaussian variable defined above.
Using the Markov inequality and (5.7), we get
P
M†δ
{
u ∈ Hτ (N) ∣∣ ‖u− u†‖L2 ≥ c0δκ} = PM†δ({‖Wδ + U †δ − u†‖L2(N) ≥ c0δκ})
≤ 1
(c0δκ)2
E
M†δ
(‖Wδ + U †δ − u†‖2L2(N)).(5.9)
Since Wδ and U
†
δ are independent and Wδ has the covariance operator Cδ,
we obtain using notations (5.6)
Eu†EM†δ (‖Wδ + U
†
δ − u†‖2L2(N)) = Eu†EM†δ ‖Wδ‖
2
L2 + Eu†EM†δ ‖U
†
δ − u†‖2L2
= TrL2(N)→L2(N)(Cδ) + Eu†‖U †δ − u†‖2L2(N).(5.10)
We have shown in Theorem 2 that the second term on the right side of
(5.10) can be estimated by c2(1 + R
2)δ2κ0 with some c2 > 0. Hence it is
enough to show that
TrL2→L2(Cδ) ≤ cδ2κ0
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with κ0 =
2(τ−3(t0−t))
t0+r
. We can estimate the trace by writing
TrL2→L2(Cδ) = TrL2→L2
(
(I −∆)−s(I −∆)sCδ
)
≤ TrL2→L2
(
(I −∆)−s)‖(I −∆)sCδ‖L2→L2
Above (I −∆)−s is trace class operator in L2 since
∞∑
j=1
(j2/d)−s <∞ when s > d/2.
As before we get
‖(I −∆)sCδ‖0,0 = ‖(I −∆)s‖2s,0‖F−1λ ‖−2t,2s‖(A∗A)−1‖0,−2t
≤ c‖F−1λ ‖−2t,−2t−`
≤ c(1 + λ 1p )−(`−m).
Above ` = −2(s+ t) < 0. We can write
`−m
p
=
τ
t0 + r
and hence
TrL2→L2(Cδ) ≤ cδ
2τ
t0+r ≤ cδ2κ0 .

Note that in the elliptic case t0 = t we get contraction
Eu†PM†δ
{
u ∈ Hτ (N) ∣∣ ‖u− u†‖L2(N) ≥ c0δκ}→ 0
when δ → 0 for all c0 > 0 and κ < 2τs+τ+t . Since s = d2 +  the above
convergence rate agrees, up to  > 0 arbitrarily small, with the minimax
convergence rate.
Remark 5. Above we have assumed that u† is in Hτ . This correspond
to the fact that the random variable U , having the covariance operator
CU ∈ Ψ−2r, takes values in Hτ . The L2(N) norm in the contraction formula
(5.8) can be considered as a loss function on Hτ (N). Note that the loss
function d(v1, v2) = ‖v1 − v2‖L2 defines a distance function in the Hτ (N),
but the obtained metric space is not complete. When the direct map A is
the identity map, similar estimates with different loss functions have been
studied in a general setting in [18]. However, from the point of view of
inverse problems [18] corresponds to the case when the direct operator and
the covariance operator of the prior commute. This differs from the problem
analysed in our paper, where covariance operator CU and the operator A
may not commute, and are of quite different type in the sense that CU is an
elliptic operator but A is hypoelliptic operator. The phenomenon that the
solution u† is assumed to be in a smoother space, in our case in Hτ , and the
convergence of the posterior distribution is analysed using a loss function
given by a less strict norm, in our case L2-norm, appears in many frequentist
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studies, see e.g. Theorems 2.2 and 2.3 and Remark 3.6 in [1]. Conditions
similar to the smoothness requirement u† ∈ Hτ are also encountered in
classical regularisation theory [9] where this type of conditions are called
source conditions.
5.2. Convergence of the posterior distribution in Bayesian settings.
Next we will proceed to study the contraction of the posterior distribution
using Bayesian techniques, the measurement model Mδ = AU + δE and the
MAP estimator Uδ = Tδ(Mδ). Let us write
Vδ = Uδ +Wδ
where Wδ ∼ N(0, Cδ) is a Gaussian variable having the covariance operator
Cδ given in (5.3) and the zero mean. Random variables Wδ and Uδ are
assumed to be independent. Let Mδ = σ(Mδ) be the σ-algebra generated
by the random variable Mδ. Then the distribution of the random variable Vδ
is the same as the posterior distribution of U with respect to the σ-algebra
Mδ.
Let νδ be the posterior distribution of U with respect to the σ-algebra
Mδ. Equivalently νδ is the distribution of Vδ in the Sobolev space Hζ1(N)
where ζ1 ≤ τ . Let µδ be the distribution of the random variable Wδ which
is independent of Uδ = Tδ(Mδ). Then the conditional expectation of the
indicator function χBζ1 (Uδ(ω),R(δ))(U(ω)) with respect to Mδ is
E
(
χBζ1 (Uδ,R(δ)) |Mδ
)
(ω) = P
({U ∈ Bζ1(Uδ, R(δ)), R(δ))} |Mδ)(ω)
= P
({Wδ ∈ Bζ1(0, R(δ))})(ω)
= µδ
(
Bζ1(0, R(δ))
)
(ω).
(5.11)
Above Bζ1(0, R(δ)) denotes a ball in H
ζ1 of radius R(δ).
Let U be the σ-algebra generated by U . By [8, Theorem 10.2.2] there
are regular conditional probabilities P(K |Mδ)(ω) for all K ∈ B(Hζ1) and
ω ∈ Ω such that
P(K |Mδ)(ω) = E(χK(U) |Mδ)(ω) a.s.
Moreover, by applying [8, Theorem 10.2.1] to the joint distribution of (U,Mδ)
we see that there are such functions
(m,K) 7→ Pm(K) =: P
({U ∈ K} |Mδ = m),
defined for m ∈ H−s and K ∈ B(Hζ1), that
PMδ(ω)(K) = P(K |Mδ)(ω) a.s.(5.12)
Using (5.11) and (5.12) we see that
P
({
U ∈ Bζ1(Tδ(m), R(δ))
} |Mδ = m) = µδ(Bζ1(0, R(δ))).
Note that the right hand side is in fact independent of m and depends only
on δ. Next we will give a theorem for the credible sets
P
({
Vδ ∈ Bζ1(Uδ, R(δ))
})
= P
({
U ∈ Bζ1(Tδ(mδ), R(δ))
} |Mδ = mδ).
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Theorem 4. Let U , E, Mδ and A be defined as in Theorem 1 and assume
that A∗ : D′(N)→ D′(N) is invertible.
Let Mδ = σ(Mδ) and U = σ(U) be the σ-algebras generated by the ran-
dom variable Mδ and U respectively. Then the posterior distribution of the
random variable U with respect to the σ-algebra Mδ can be given in terms
of function
(m,K) 7→ P({U ∈ K} |Mδ = m),
where m ∈ H−s(N) and K ∈ B(Hζ1), cf. (5.12).
Take ζ1 < τ + t − t0 and α < γ/2. Then if R(δ) = C1δα we have the
following contraction:
P
({
U ∈ Bζ1(Tδ(mδ), R(δ))
} |Mδ = mδ) ≥ 1− Cδγ−2α → 1
when δ → 0. The speed of contraction depends on ζ1:
(i) If ζ1 ≤ −s− t0 then γ = 2(t+ r)/(t0 + r).
(ii) If −s− t0 ≤ ζ1 < τ + t− t0 then γ = 2(τ + t− t0 − ζ1)/(t0 + r).
Proof. We use below R = R(δ) = C1δ
α with some α > 0 and denote
pδ = 1− µδ(Bζ1(0, R(δ))).
To study what happens to pδ we first notice that
E
(‖Wδ‖2Hζ1) = ∫
Hζ1
‖w‖2
Hζ1
dµδ(w)
≥
∫
‖w‖2
Hζ1
>(R(δ))2
‖w‖2
Hζ1
dµδ(w)
≥ R(δ)2
∫
‖w‖2
Hζ1
>(R(δ))2
dµδ(w)
= (R(δ))2pδ.
(5.13)
Next we will prove that
E
(‖Wδ‖2Hζ1) = TrHζ1→Hζ1BWδ ≤ Cδγ
with some γ that depends on ζ1. Above we use the definition BWδ = CWδ(I−
∆)ζ1 where CWδ : H
−ζ1 → Hζ1 and
〈CWδφ, ψ〉Hζ1×H−ζ1 = E
(
〈Wδ, φ〉Hζ1×H−ζ1 〈Wδ, ψ〉Hζ1×H−ζ1
)
.
As noted before when A∗ is invertible we can write
CWδ = F
−1
λ (A
∗A)−1(5.14)
where Fλ = (A
∗A)−1C−1U + λI and λ = δ
−2.
We want to estimate
E
(‖Wδ‖2Hζ1) = E(‖(I −∆)ζ1/2Wδ‖2L2).
Let us define
Wδ,ζ1 = (I −∆)ζ1/2Wδ : Ω→ L2(N).
We can write the covariance operator of Wδ,ζ1
CWδ,ζ1 = (I −∆)ζ1/2CWδ(I −∆)ζ1/2 : L2 → L2.
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Note that in L2 we have BWδ,ζ1 = CWδ,ζ1 . Now we get for the trace
TrL2→L2((I −∆)ζ1/2CWδ(I −∆)ζ1/2) = TrL2→L2((I −∆)ζ1CWδ)
= TrL2→L2((I −∆)−s(I −∆)ζ1+sCWδ)
≤ TrL2→L2((I −∆)−s)‖(I −∆)ζ1+sCWδ‖L2→L2 .
Using (5.14) we get
‖(I −∆)ζ1+sCWδ‖L2→L2 = ‖(I −∆)ζ1+sF−1λ (A∗A)−1‖0,0
≤ ‖(I −∆)ζ1+s‖2(ζ1+s),0‖F−1λ ‖−2t0,2(ζ1+s)‖(A∗A)−1‖0,−2t0
≤ C‖F−1λ ‖−2t0,2(ζ1+s).
Above F−1λ = ((A
∗A)−1C−1U + λ)
−1 ∈ Ψmp where m = −2(t + r) and p =
2(t0 + r). We want to use the norm estimates (4.7) and (4.8) so we write
‖F−1λ ‖−2t0,2(ζ1+s) = ‖F−1λ ‖−2t0,−2t0−`
where ` = −2(s + ζ1 + t0). To use the norm estimates we need to assume
` ≥ m, that is, ζ1 ≤ r − s+ t− t0 = τ + t− t0.
First we assume that ` ≥ 0 which is true when ζ ≤ −s− t0. Then
‖F−1λ ‖−2t0,−2t0−` ≤ C(1 + λ
1
2(t0+r) )−2(t+r)
and ‖F−1λ ‖−2t0,−2t0−` → 0 when λ→∞ with all t, t0 > 0 and r ≥ 0.
Next we assume ` ≤ 0. Then for −s− t0 ≤ ζ1 ≤ τ + t− t0 we get
‖F−1λ ‖−2t0,−2t0−` ≤ C(1 + λ
1
2(t0+r) )2(s+ζ1+t0)−2(t+r).
Now ‖F−1λ ‖−2t0,−2t0−` → 0 when λ→∞ if ζ1 < τ + t− t0.
We have proven that
E
(‖Wδ‖2Hζ1) ≤ Cδγ
where γ = 2(t+ r)/(t0 + r) if ζ1 ≤ −s− t0 and γ = 2(τ + t− to− ζ1)/(t0 + r)
if −s − t0 ≤ ζ < τ + t − t0. Hence using the above estimate and (5.13) we
see that
pδ ≤ Cδ
γ
(C1δα)2
= Cδγ−2α.
Above we have to assume α < γ/2 to have convergence pδ → 0 when δ → 0.
Finally, since we have denoted uδ = Tδ(mδ), we can conclude that with
above choices for R(δ), γ and α
P
({
Vδ ∈ Bζ1(Uδ, R(δ))
})
= P
({
U ∈ Bζ1(Tδ(mδ), R(δ))
} |Mδ = mδ)
≥ 1− Cδγ−2α → 1
when δ → 0. 
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5.3. Discussion. Above, we have considered in the frequentist setting the
case when the solution u† is an element of Hτ (N) with τ > 0 and stud-
ied in Theorems 2 and 3 the convergence of the MAP estimators and the
contraction of the posterior distribution in L2(N).
In the Bayesian setting we have examined the case when the solution
is a realisation of the random variable U . In Theorems 1 and 4 we have
studied the the convergence of the MAP estimators and the contraction of
the posterior distribution in Hζ(N) with various values of ζ.
In classical regularisation theory for linear inverse problems, one is usually
interested in the convergence of the optimisers of the minimisation problem
(2.5) to the true solution in the space Hr(N), r > τ +d/2, as the noise level
δ goes to zero. This gives restrictions to the measurement noise that can be
considered. Summarising, our above statistical considerations concern the
case where unknown and the noise are significantly less smooth than in the
standard setting of the regularisation theory. In the recent regularisation
theory inverse problems where the direct map A and the regularisation term
are non-linear have been studied extensively. It is interesting to ask how our
analysis on the contraction of the posterior distribution could be generalised
for such non-linear inverse problems that corresponds to non-Gaussian sta-
tistical problems.
Appendix A. Some examples of hypoelliptic operators
A linear partial differential operator P is hypoelliptic if for every distri-
bution u such that P (u) is C∞ smooth also u is C∞. Every elliptic operator
with smooths coefficients is hypoelliptic. The heat operator
Pu(x, t) = ∂tu− k∆xu, (x, t) ∈ Rd × R
and Kolmogorov operator [30, 19]
Pu(x, y, t) = ∂xxu+ x∂yu− ∂tu, (x, y, t) ∈ R3(A.1)
are examples of operators that are hypoelliptic but not elliptic. General
Kolmogorov type hypoelliptic diffusion operators are used e.g. in the theory
of kinetic equations, statistical physics and mathematical finance [17, 39].
The fact that (A.1) is hypoelliptic follows from Ho¨rmander’s theorem on
hypoelliptic PDEs. Let (X0, X1, . . . , Xp) be real C
∞ vector fields in the d
dimensional manifold N . If X and Y are two vector fields we define the
bracket of X and Y by
[X,Y ]f = X(Y f)− Y (Xf).
Note that [X,Y ] is a new vector field.
Definition 6 (Ho¨rmander Condition). We say that the Ho¨rmander condi-
tion is satisfied if the real C∞ vector fields (X0, X1, . . . , Xp), p ≤ n, in the
manifold N generate a Lie algebra of rank n = dimN at every point x ∈ N .
This means that the vector fields
Xj , [Xj1 , Xj2 ], [Xj1 , [Xj2 , Xj3 ]], . . .
span a space that has the same dimension n as the manifold N at every
point x ∈ N . Now we can formulate Ho¨rmander’s classical theorem [20].
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Theorem 5 (Ho¨rmander’s theorem). The operator
P =
p∑
j=1
X2j +X0
defined on n dimensional manifold N is hypoelliptic if the vector fields
(X0, X1, . . . , Xp) satisfy the Ho¨rmander condition.
By writing
X1 = ∂x, X0 = x∂y − ∂t, [X1, X0] = ∂y
we see that (A.1) is indeed hypoelliptic in R3. Next we will give another,
important example of vector fields satisfying Ho¨rmander’s condition
Example 4. Let us study Heisenberg group H. Let Γ be a discrete sub-
group of Heisenberg group H such that H/Γ is compact,see e.g. [12] The
orthonormal frame on R3 is given by the Lie vector fields
X = ∂x +
1
2
y∂t
Y = ∂y − 1
2
x∂t
Z = ∂t
We can easily see that
[X,Y ] = Z.
Using Theorem 5 we get that the sub-Laplacian
P =
1
2
(X2 + Y 2)
on H/Γ is hypoelliptic.
Example 5. One example of hypoelliptic inverse problem is the heat equa-
tion on a compact manifold N = M×R where M is a closed two-dimensional
manifold. Note that in this paper we have considered the problem on a
compact manifold, that is, our results are applicable in the case when the
equation is periodic in time. We are interested in solving the heat sources
U(x, t) from the noisy measurements Mδ(x, t) of temperature T (x, t), that
is we want to solve U from
(∂t −∆x)T (x, t) = U(x, t),(A.2)
Mδ(x, t) = (∂t −∆x)−1U(x, t) + δE .(A.3)
The operator A = (∂t − ∆x)−1 is not elliptic but it is hypoelliptic of type
(1,2).
Such situations arise in non-invasive monitoring. Consider, for example,
using a thermal camera to record video footage of a car with engine run-
ning. Let us model the metal surface of the car as a compact and closed
two-dimensional manifold M . The running engine produces heat which we
observe in the video data. The temperature on the car surface is modelled
as the solution T (x, t) defined on N = M × R. Equation (A.2) describes
the conduction of heat along the car surface. The effect of the engine is
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simply modelled as the heat source term U(x, t); recovering U will provide
information about the state of the engine.
Appendix B. Computational example
Since the operator A does not have a continuous inverse operator L2 →
L2, the condition number of the matrix approximation A of the operator
A grows when the discretisation is refined. This is the very reason why
regularisation is need in the (numerical) solutions of the inverse problems.
Next we demonstrate the above results numerically and consider two-
dimensional deblurring problem on T2,
M = AU + δE ,
where E(ω) ∈ H−s, s > 1 a.s. is normalised white noise and A is elliptic
operator, smoothing of order 2,
(Au)(x) = F−1((1 + |n|2)−1(Fu)(n))(x).
The true solution u† ∈ H1(T2), see Subsection 2.1.2 for the frequentist
interpretation, is a piecewise linear function presented in Figure 1. We
choose a priori distribution N(0, CU ) where CU = (I−∆)−1. Then a random
draw U(ω) from the prior distribution belongs to Hτ , where τ < 0, with
probability one. The Cameron-Martin space ZU of a measurable mapping
U : Ω→ X is defined by
ZU =
{
φ ∈ X ∣∣ ‖φ‖2ZU = 〈C−1U φ, φ〉X∗×X <∞}.
Cameron-Martin space can also be defined as
ZU =
⋂{
Y
∣∣Y ⊂ Hτ linear subspace,P({U ∈ Y }) = 1}.
The approximated solutions Uδ belongs to ZU and with the chosen a priori
distribution we have ZU = H
1(T2).
Figure 1. On the left the original piecewise linear function
u†. On the right side the noiseless data m† = Au†.
Solving u from Au(x) = m(x) corresponds to the solution of ordinary
differential equation (1 − ∂2x)m(x) = u(x) so A can be thought e.g. as a
blurring operator.
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The approximated solution to the problem is
u†δ = (A
∗A+ δ2(I −∆))−1A∗m†.
We get from Subsection 2.1.2 that
lim
δ→0
Eu‖u† − U †δ ‖Hζ = 0
when ζ < τ < 0. This behaviour can be seen even in numerical simulations
when the discretisation is fine enough, see Figure 2. In Figure 3 we have
compared the expected convergence rates given in formula (2.12) in Theo-
rem 1 to the computational convergence rates. In the numerical simulations
in Figures 2 and 3 we see that for the test case presented in Figure 1 the
convergence u†δ → u† in different Sobolev spaces follows well the mean con-
vergence predicted by Theorem 1.
Figure 2. Normalised errors c(ζ)‖u† − u†δ‖Hζ(T2) in loga-
rithmic scale with different values of ζ. We use normalisa-
tion constants c(ζ) = 1/‖u† − u†
5·10−6‖Hζ . We observe that
u†δ ∈ H1 does not converge to u† ∈ H1 in Hζ when ζ > 0.
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Figure 3. Normalised errors c(ζ)‖u† − u†δ‖Hζ(T2) in log-
arithmic scale with different values of ζ. The normal-
ized bounds (2.12) given in Theorem 1 for the expectations
c1(ζ)E‖U−Uδ‖Hζ(T2) are plotted with dashed lines. The nor-
malized errors c(ζ)‖u† − u†δ‖Hζ(T2), for the example u† given
in Figure 1, are plotted with solid lines.
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