Abstract-The modern healthcare landscape has seen the rapid emergence of techniques and devices that temporally monitor and record physiological signals. The prevalence of time-series data within the healthcare field necessitates the development of methods that can analyze the data in order to draw meaningful conclusions. Time-series behavior is notoriously difficult to intuitively understand due to its intrinsic high-dimensionality, which is compounded in the case of analyzing groups of time series collected from different patients. Our framework, which we call transition icons, renders common patterns in a visual format useful for understanding the shared behavior within groups of time series. Transition icons are adept at detecting and displaying subtle differences and similarities, e.g., between measurements taken from patients receiving different treatment strategies or stratified by demographics. We introduce various methods that collectively allow for exploratory analysis of groups of time series, while being free of distribution assumptions and including simple heuristics for parameter determination. Our technique extracts discrete transition patterns from symbolic aggregate approXimation representations, and compiles transition frequencies into a bag of patterns constructed for each group. These transition frequencies are normalized and aligned in icon form to intuitively display the underlying patterns. We demonstrate the transition icon technique for two time-series datasets-postoperative pain scores, and hip-worn accelerometer activity counts. We believe transition icons can be an important tool for researchers approaching time-series data, as they give rich and intuitive information about collective time-series behaviors.
I. INTRODUCTION
T IME series data sets are widely encountered in the health care field. In a hospital setting, vital signs measurementse.g., heart-rate, pulse oximetry blood O2 saturation, postoperative pain measurements, etc. -are recorded and frequently stored in Electronic Health Record (EHR) databases along with patient outcome [1] . These circumstances offer the opportunity to develop intelligent systems which detect the early warning signs of adverse events in order to intervene and mitigate potential crises.
Prior to the development of these systems, researchers must define and train models that accurately predict future outcomes based on retrospective analyses of time series records. Time series data, being intrinsically high-dimensional, present researchers with a variety of challenges. Among these is the difficulty involved in exploring similarities and differences between groups of time series. In this paper we describe a novel framework for determining collective behavior among multiple time series samples collected from various patient groups, where a group is loosely defined as a collection of patients who share a common demographic, intervention, or treatment factor. Transition Icons are an improvement upon a technique developed by Kumar et al. called Time Series Bitmaps [2] which allows time series to be visualized using a square icon, with each pixel representing the occurrence of a specific pattern. Our framework improves upon the Time Series Bitmaps procedure in several meaningful ways: 1) In contrast to Time Series Bitmaps which utilize a single time series to generate an icon, our technique generates an icon for a group of time series. This allows exploration of behavior between e.g., groups of multiple patients distinguished by demographic or surgical procedure. 2) We modified the icon pixel arrangement strategy to place similar patterns in close proximity, which allows the icons to give intuitive information about the underlying time series behaviors. 3) The discretization procedure, Symbolic Aggregate approXimation (SAX), assumes a Gaussian distribution of time series values, an assumption which was violated in many of our experiments. We modified the SAX technique to remove distribution assumptions.
4) We demonstrate a technique for choosing plausible values
for the dimensionality reduction parameter value utilized by SAX, taking some of the guess-work out of parameter selection. To form Transition Icons, we first acquired SAX representations of groups of time series and used a sliding window to extract commonly-occurring short patterns, or "transitions." We utilized non-parametric statistical methods to establish the importance of these transitions to the various groups, and arrange them in an intuitive fashion in image format, which we call a Transition Icon.
Our framework addresses one of the difficulties involved in exploring complex data sets, namely visualizing the data in a meaningful manner. A Transition Icon is generated for each group; thus similarities between time series within a group can be inferred by examining the layout of an individual icon, and differences between groups can be inferred by comparing multiple Transition Icons.
In the next section, we give some background on the prior work upon which we have built. Following that, in the methods section, we describe the Transition Icon procedure, including preprocessing, parameter value determination, and icon construction. Finally, in the experiments section, we demonstrate the Transition Icon procedure using two health-related time series data sets comprised of different scales, ranges, and variance patterns -post-operative pain scores, and hip-worn accelerometer activity counts.
II. BACKGROUND
Time series analysis is a common endeavor in many different domains. The goal of analysis varies from finding simple statistical structures of the data such as minimum, maximum or average; applying more complex exploration such as correlation analysis or clustering; and extracting frequent patterns on the data of interest. Several analytical techniques for characterizing, indexing, and correlating the time series are explored in [3] ; clustering methods are summarized in [4] ; and visualization of groups of time series is surveyed in [5] . Our paper is focusing on visualization of common patterns that are present in time series. In [6] the authors used a matrix-based approach for screening the correlations among various intervals in time. While producing a colored matrix as the output is similar to our approach, the difference is that our method produces a cumulative distribution function of predefined length transitions in a group of time series. Although researchers have proposed many approaches for visualizing time series data, most of them are domain-specific. For example, stock exchange data has been visualized using Flocking Boids in [7] ; census data can be visualized by the method described in [8] . Our method can reveal important trends and transitions in general data using simple visual icons that can be easily compared with other icons in an intuitive manner.
One technique which has gained particular favor within the time series community [9] is a method developed by Lin et al. called Symbolic Aggregate approXimation (SAX) [10] . SAX is a modern method of representing a time series which decomposes signals in the data into normalized "musical Fig. 1 . Illustration of the transition icon procedure as described in the methods section. Piecewise aggregate approximation is applied using each of a range of resolutions, and the following steps are performed on each of the results, as illustrated by the multiple stacked diagram boxes. A statistical procedure (see Section III-E, "Automatic PAA frame length selection") aids in selecting a PAA frame length with the highest trend saliency. It is with this representation that icons are constructed.
notes." In particular, it simultaneously offers the power to reduce the dimensionality (i.e., the number of measurements in the time series) as well as the cardinality (i.e., the range of possible values for each measurement) to manageable levels while retaining the underlying behavior of the data. The SAX approach thus "snaps" the high-dimensional, continuous representation of the time series into a lower-dimensional, discrete one. This presents an opportunity to apply a variety of data mining strategies -clustering [11] , motif detection [12] , natural language processing [13] , etc -to the time series domain. While there are many approaches which claim to reduce time series dimensionality and cardinality [14] , SAX offers a lower bounding guarantee, implying that, bit for bit, its representation most closely reproduces the original signal [10] .
The Time Series Bitmap procedure developed by Kumar et al. converts individual time series into their discrete SAX representation, and then uses a sliding window to extract instances of SAX letter patterns. Pattern frequencies are normalized to elucidate differences from the underlying distribution, and these normalized frequencies are then aligned in an icon format to allow for comparing time series. The primary utility of the Time Series Bitmaps procedure is to cluster and detect anomalies within a set of individual time series samples. In contrast to Time Series Bitmap's utility for visualizing individual time series, our procedure reveals aggregate information of multiple time series to allow comparisons of group behavior.
III. METHODS
This section is structured in sequential order for the Transition Icon procedure. We start by describing the necessary preprocessing steps. We then give a brief overview of the SAX procedure including our modifications. Next we outline the transition-extraction process, the non-parametric normalization method, and a technique for quantifying group similarity. Finally, we demonstrate the construction of the Transition Icon. Fig. 1 shows a flowchart illustrating each step in the procedure. Table I summarizes common notations and parameters used in this document.
A. Interpolation
The SAX procedure has no concept of time intervals -each data point simply follows the prior one. Given that measurements are frequently recorded at irregular intervals, these must Empirical cumulative distribution function of the transition importance for a group κ |V |
The number of components in vector V x
Ceiling(x) r 1 Desired time interval between individual points for linear interpolation during pre-processing r 2 PAA frame length; i.e., the amount of time captured within a single PAA frame and eventually represented by a single SAX letter β
The domain of alphabet letters available for the SAX representation. Also denotes icon side lengths.
be pre-processed before the SAX procedure can process them natively. We chose to linearly interpolate the measurements along regular intervals, due to linear interpolation's simplicity and satisfactory performance in our tested data sets; however, a more sophisticated approach could also be used, e.g., cubic spline interpolation [15] or single-or multi-task Gaussian processes [16] . Only the interpolated values are kept while the original values are discarded; therefore, the interpolation interval should be set as small as possible to increase information (i.e., add new data points where there were none before) while avoiding loss of information (i.e., interpolated values should overlap all or most original values). Ideally the interpolation resolution should be set to the finest measurement resolution (1 second, 1 minute, etc.); however, a tradeoff may be encountered between interpolating the data to a sufficiently fine resolution while conforming to the limitations of memory and disk space. We denote an interpolated time series having d interpolated values asS = (s 1 , ...,s d ). Let r 1 be the interpolation interval.
B. Piecewise Aggregation Approximation
Time series data have varying ascending/descending behaviors depending on the length of the trends being examined. For example, examining a five-minute intraday stock price will give much different information than a week-long trend. After linear interpolation renders fine-resolution measurements, we must devise a method to examine trends of arbitrary length. One option is to "squish" many subsequent data points within a window into a single measurement which quantifies the aggregate level for that window, a procedure referred to as dimensionality reduction. Subsequent measurements within this reduced dimensionality representation thus represent longer trends within the original time series and are easier to analyze. Keogh et al. described a method called Piecewise Aggregation Approximation (PAA), which is adept at reducing the previously-defined interpolated time series having d data points,S = (s 1 , ...,s d ), to one with w data points,S = (s 1 , ...,s w ), where w < d, while adequately preserving the underlying signal [17] . This is done by dividing the original time series into w equi-sized "frames,"
and then taking the mean value for each frame. Formally, the ith value ofS is given bȳ
It is desirable for frames to span sufficient durations to enable potentially large changes in mean score between frames, while being narrow enough to capture shorter trends. This depends on the behavior of the time series. Choosing a PAA frame length can either be done experimentally by trial and error, or with a technique which we introduce later in the paper (see Section III-E, in which calculation is performed over a range of PAA frame lengths and the most salient one is retained). Given a PAA frame length, r 2 , denoting the target time span for each frame (that is, the length of the trend being examined), calculate w as
In the case that a time series contains less than w points, the dimensionality would be reduced to one, and that time series would be summarily discarded because further analysis requires at least two data points.
C. Discretization
While PAA is a continuous function, a further step can be taken to transform that to a discrete representation, called the Symbolic Aggregate Approximation (SAX). To do so, we assign each PAA value to one of a fixed domain of equi-probable "bins," representing discrete categories of, e.g., pain intensity. For convenience, each bin is labeled with a single alphabet letter. The bin corresponding to the lowest values in the time series is labeled a, the bin with the next-lowest values is b, and so on. The user may choose the number of bins, denoted β, such that if β = 3, the possible bins would be a, b, and c. Furthermore, β determines the resolution of the final icons in that it is the number of pixels in both the height and width of each icon.
Bin assignment should be equiprobable [10] ; thus each bin should contain an approximately equal number of data points. Because normality was assumed in their description of SAX, Keogh et al. assigned the bin boundaries -or "breakpoints" -so as to encompass equal areas under the Gaussian curve. However, many biomedical signal time series are decidedly non-normal; e.g., the "zero" score was disproportionately over-represented in the post-operative pain scores data set, accelerometry activity counts resemble an exponential distribution, etc. To mitigate this difficulty, we non-parametrically assign breakpoints using β number of quantiles from the entire collection of time series from each patient in our data set. Formally, the breakpoint vector, (b 1 , ..., b β +1 ), is defined such that the breakpoints b i and b i+1 bound equal areas under the empirical distribution of all PAA values. The last component, b β +1 , should be set to infinity for reasons that will be made clear momentarily.
In the case of a greatly over-represented PAA value, one or more bins may have more data points than the others, especially given a high value for β. For example, in the pain score data set, some PAA parameters resulted in more than 10% of PAA scores being zero; thus, when β = 10, the first bin contained only zeros and was larger than the other bins. As a rule of thumb, β should be set as high as possible while avoiding this exception, since all values of β will reveal the same information but higher values will show more detail.
The series of bin letters representing a single time series is called a SAX word. Thus the PAA vector,S = (s 1 , ...,s w ), is transformed to a SAX representation with the same number of elements,Ŝ = (ŝ 1 , ...,ŝ w ):
It is now clear why the last breakpoint, b β +1 , should be infinity -the last bin must contain the highest PAA score. Fig. 2 illustrates the complete formation of SAX word, including interpolation, PAA, and discretization.
D. Identifying Transitions
Transitions are subsequences of specific letters within a SAX word which indicate specific patterns. For example, the 3-letter transition cba indicates a downward trend. To extract all transitions of length from the SAX wordŜ, we place an -sized sliding window at the start of the word and move it, one letter at a time, to the end, incrementing a counter specific to a given transition for each encountered instance of that transition. In our analysis, we limited transition length to two subsequent letters ( = 2).
Given transition counts for every patient's SAX word, a matrix can be defined, M, such that M p,m refers to the count of transition m within patient p's SAX word (in this case, m is both the transition identifier and a vector position, which will be defined momentarily). Given a transition of length , its sequence can be represented as a vector of alphabet letter indices (k 1 , ..., k ), 1-based so that transition cb would be (3, 2). Therefore, a transition's position, m, within patient p's transition occurrence count vector, M p,· is Fig. 3 demonstrates the resulting layout of these transitions in icon format. 
E. Automatic PAA Frame Length Selection
At this point, we refer back to the problem of selecting an ideal resolution to capture salient time series trends for PAA. Defining κ as a criterion which groups patients by their characteristics (demographics, surgery type, outcome, etc.), and P κ as the set of patients fulfilling that criterion, we can extract frequency vectors from the aforementioned matrix M and separate them into groups, then use statistical techniques to gauge the saliency of identified trends. The optimal PAA frame length is one which maximizes trend saliency.
Define n sets, (χ 1 , ..., χ n ), corresponding to n grouping criteria, such that χ i = {M p,· | p ∈ P κ i } contains the transition frequency vectors for all patients fulfilling criterion κ i . For example, (χ 1 , χ 2 ) might contain transition frequency vectors for male and female patients (n = 2).
Since we plan to use non-parametric permutation methodology, any multivariate test statistic which quantifies the difference between multiple groups of samples should suffice for testing trend saliency [19] . The groups are defined by the patient grouping criteria, and the variables in each group are the transition frequencies of the patients in the group. In the case of two groups, Hotelling's T-squared statistic is an option [20] ; in the case of three or more groups, Pillai Trace (generally utilized for MANOVA tests) may be used [21] . Note that our reliance on permutation methodology obviates distribution requirements of the chosen test statistic.
The procedure is as follows. Define a range of PAA frame lengths that is, let r 2 take on many different values (see the previous section "Piecewise Aggregation Approximation"). For each resolution, separate transition frequencies into groups, then obtain a value for the test statistic, T orig , defining the variables as the vectorized transition frequencies. Randomly shuffle samples between the various groups a high number of times, obtaining a test statistic at each permutation. LetT shuffl ed be the average of the shuffled test statistic values. Define the trend saliency, saliency = T orig −T shuffl ed . The ideal PAA frame length is thus the resolution which maximizes the value of the trend saliency. Generally, in the case of a valid pattern, a saliency Fig. 4 . Trend saliency plotted for many PAA frame lengths using the accelerometry data set (see the "Accelerometer activity counts and age group" under Section IV-B), with a peak centered around the ideal PAA frame length, determined to be 78.
peak can be observed centered around the ideal resolution (see Fig. 4 ).
This procedure does not necessarily guarantee that the PAA value selected is the best of all possible values, since that is subjective. Rather, it offers an automated way to locate a candidate which elucidates a region where salient patterns can be seen. This is particularly useful in exploratory analysis where one does not have pre-existing domain knowledge.
F. Transition Importance
Denote the importance of a given transition to a group as x κ,m , and calculate it as
that is, the proportion of all transition occurrence counts across all patients in the group which belong to the transition in question. Thus x κ,· is a probability vector in which each component describes P (transition | group) [22] . The transition importance values should be normalized to bring their distributions into alignment [23] . In order to ensure a generalizable, distribution-free process, we utilized a nonparametric approach and estimated the empirical cumulative distribution function (ECDF) of each x κ,m , denotedF κ,m . Thus, a transition having a higherF κ,m value implies a higher importance of that transition to a particular group relative to other groups. As formalized in Algorithm 1, the ECDF was determined by repeatedly sampling patients into artificial groups, with replacement, then calculating transition importance values for each group, and finally comparing the observed value against the resampled values. This essentially uses the bootstrap methodology to estimate the ECDF [19] . Our analysis relied upon 10,000 resampling replications. We recommend setting a minimum group size, e.g., 30 patients, to ensure there are sufficient observations with which to determine the distribution. The ECDF has the benefit of being bound to the interval [0, 1]. This is helpful because, when drawing a group's Transition Icon, each pixel will correspond to an individualF κ,m value; thus, knowing the range makes assigning a pixel color straightforward.
G. Generating Transition Icons
As mentioned previously,F κ,· is the lexicographicallyordered vector of normalized transition importance values for the set of patients in the group constructed from criterion κ. The number of elements inF κ,· is β ; therefore, since our analysis was limited to transitions with two letters ( = 2), these components can be reshaped to a square matrix with side lengths equal to β, as shown in Fig. 5 . Since each component inF κ,· is constrained to [0, 1], the matrix entries can be scaled to correspond to pixels in an icon. As Fig. 3 demonstrates, our positioning strategy has the effect of placing pixels representing transitions with similar behavior in close vicinity to each other. The icons thus make it easy to visualize general behavior for time series in each group. Fig. 3 shows an example icon for the group of patients who underwent cardiovascular surgery in the pain score data set.
IV. EXPERIMENTS

A. Pain Scores and Post-Operative Day
1) Dataset Description:
This was a retrospective cohort study, approved by the University of Florida (UF) Institutional Review Board and conducted in accordance with STROBE guidelines [24] . The dataset contained de-identified patient demographics and post-operative pain scores and was acquired from UF's Integrated Data Repository. Subjects were those patients age 21 and over undergoing non-ambulatory surgery at UF Health over a one year period starting in May 2011. Patients were excluded who underwent obstetric surgery as well as those patients who underwent multiple surgeries in order to avoid contamination of pain score behavior. Pain scores were documented by clinical staff using a 11-point scale ranging from 0 (no pain) to 10 (unbearable pain) and were entered into the EPIC electronic medical record system. Separate values for asleep were included. Scores were linearly interpolated to one minute intervals, the finest resolution used for measurements. Note: we previously published clinical results while developing the Transition Icons technique [18] [25] .
2) Results: Fig. 6 shows Transition Icons for pain scores grouped by post-operative day (POD). The most salient PAA frame length was determined to be 29 minutes. POD 0 and 1 demonstrate transitions which collectively indicate a focus on higher-intensity pain; however, POD 0 shows a stronger degree of variation between lower and higher scores, while pain on POD 1 tends to be more stable in the higher regions. Days 2-5 indicate a gradual diminishment of pain intensity, along with low pain variation. Scores on POD 5 center at the lowest levels with very little variation, as indicated by the single dark pixel in the upper-left. Days 6 and 7 show a return to a heightened degree of score variation, perhaps a behavior that arises because scores are still being measured so far removed from surgery.
3) Validating the Icons: In order to validate that icons are indeed a proper representation of the transition distributions, we produced three sets of random samples from the transition importance ECDF for each post-operative day, labeled as Sample 1 to Sample 3. We then used hierarchical clustering with cosine distance applied on the random samples. Cosine distance was chosen because the way that we treat transition frequencies as a bag of patterns is analogous to the method by which document terms are vectorized into a bag of words in the field of natural language processing, which has adopted cosine distance as the de facto document similarity metric [26] .
The connectivity results of the hierarchical clustering confirm the patterns in the icons. POD 0 and 1 express a high degree of similarity, and as pain gradually decreases in intensity in days 2-7, the pain score distributions decrease in similarity. The results are shown in Fig. 7 .
B. Accelerometer Activity Counts and Age Group 1) Dataset Description:
The National Health and Nutrition Examination Survey (NHANES) is an ongoing, crosssectional, observational study which implements a stratified, complex, multistage probability design to collect data from a national, representative sample of noninstitutionalized US citizens. Participant data is collected through questionnaires via home interviews and health assessments measured at mobility examination centers (MECs). During the 2003-2004 and 2005-2006 cohorts, accelerometry data was collected from eligible participants (e.g., 6 years and older, ambulatory, willing to wear the device). Participants were asked to wear a custom-fit belt with a physical activity monitor (accelerometer) positioned the right hip for seven sequential days after assessments conducted in the MECs. These devices collect movement in terms of accelerations and produce a quantifiable unit called activity count, where the higher the activity count over a time interval indicates higher intensity of movement. Activity counts were summed over a 1-minute epoch/interval. In 2003-2004 and 2005-2006 cohorts, accelerometer data was collected in a total of 20,470 participants. Since participants were asked to take off the monitor during sleep and water-related activities, accelerometer data was processed for non-wear times (intervals of 90 minutes or more of consecutive zero counts with an allowance of up to 2 minutes of movement < 99 counts/min). After identifying nonwear periods, participants with at least 4 days of 10+ hours of recorded valid wear periods were included in the final analysis (n=10,107) [27] .
An individual time series was defined to be a contiguous period of measurements during wear time, and these time series were stratified based on participant age groups: under 18, 18-24, 25-44, 45-59, and 60+. Interpolation was not necessary for this experiment as all measurements were contiguous and utilized a consistent interval. Transition Icons were generated to illustrate age effect on activity. 
2) Results:
The optimal PAA frame length was determined to be 78 minutes. The resulting icon sets, shown in Fig. 8 present a story relating age with activity levels. Transition Icons for younger individuals demonstrate a high degree of activity level variation, as well as sustained levels of higher activity. In their early twenties, individuals continue to show high activity level variation, but sustained activity begins to diminish as illustrated by migration of the darker region from lower-right to the center of the icon. As the individual advances to mid-life age, activity level variation begins to diminish, and a greater degree of low-to mid-range sustained levels are exhibited. Finally, as later years are reached, activity is sustained at lower levels, with relatively low variation in mid-range levels and no variation or sustained levels in the higher ranges.
3) Validating the Icons: Here again we produced 3 sets of random samples from the transition importance ECDF in each predefined group, labeled as Sample 1 to Sample 3. Hierarchical clustering was applied to these groups with cosine similarity distance measure. The connectivity results of the hierarchical clustering revealed the similarity of random distributions related to a common group. The results suggest that although time series recorded from different individuals experience varying distributions, they are similar enough in the same group of age to be considered as a unique group. The results are shown in Fig. 9 .
C. Discussion and Future Work
We demonstrated a process for visualizing groups of time series in an intuitive manner that allows for exploratory analysis and interpretation of differences and similarities between groups. We calculated SAX representations (words) for grouped time series using a distribution-free method. Transitions were extracted from these SAX words using a sliding window, and vectors were prepared describing the probability of choosing a given transition from a random sample of the transitions in each group. These vectors were normalized using a nonparametric method similar to bootstrapping, thus giving vectors representing group transition importance relative to other groups. These vectors were strategically reshaped to square matrices for convenient visualization, and their values were scaled to pixel colors. The visual, and thus behavioral, similarity of these icons was demonstrated using the cosine distance measure ubiquitous in natural language processing.
One drawback of our method is that, besides the transitions themselves, the technique is time-invariant. That is, the only temporal behaviors that are modeled are the transitions themselves. The procedure does not reveal changes in transition density over time. This information may be valuable and further analysis would be required to elucidate it.
The proposed approach utilizes several different sub-routines, each with their own time complexity. Optimizing some of the more expensive procedures would allow the approach to scale to very large data sets. One notable component is the bootstrapping method with a time complexity of O(Bn), i.e., the number of bootstrap samples B by size of the dataset n, used to estimate the empirical cumulative distribution function. While the bootstrapping method typically suffers from high complexity -especially for large data sets -more recent extensions tackle this problem and make the statistical analysis of massive data sets tractable. For example, the bag of little bootstraps (BLB) [28] and the fast and robust bootstrap (FRB) [29] methods both extend the bootstrap to huge data sets. BLB functions by combining the results of bootstrapping multiple small subsets of a larger original datasets; therefore its complexity scales by b, rather than n, where b is the subset size. In FRB, low complexity is achieved by avoiding (re)computation of fixed-point equations through recursive approximation, for each subset in BLB. The other notable sub-routine is the SAX component, with a time complexity of O(md), i.e., number of series m by their length d. Similar to the bootstrapping approach, faster extensions of SAX such as iSAX [30] can be used to offer better scalability if needed.
Among the advantages of Transition Icons is the ability to explore trends of varying length by setting the PAA resolution parameter r 2 . We showed that by defining a range of possible values for this parameter, a statistical method can be used to select a candidate value which presents the most salient trends.
We explored various avenues for extending this framework, which may prove valuable as a basis for future work. One of these possible directions involves hypothesis testing to determine whether groups of time series are different with statistical significance. As discussed in the section "Automatic PAA Resolution Selection," a test statistic can be derived which quantifies the difference between groups of time series, T orig . These groups can furthermore be shuffled many times and a new test statistic calculated for each permutation, (T shuffl ed 1 , . .., T shuffl ed n ). While we used this method to determine the most salient PAA resolution, a p-value can instead be calculated,p = 1 n n j =1 1 T shuffl ed j ≥ T orig , allowing the user to determine with statistical significance whether groups of time series are different. A rigorous statistical treatment is warranted to determine the utility of such a method.
Transition Icons are a new way of analyzing time series which makes no assumptions about the distribution of values and offers simple heuristics to choose parameter values (which are themselves intuitive and interpretable). The icons produced by this procedure are rich and can elucidate subtle time series patterns, providing an important tool for analyzing time series.
