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COMBINATORIAL MODELS FOR THE VARIETY OF COMPLETE
QUADRICS
SOUMYA D. BANERJEE, MAHIR BILEN CAN, AND MICHAEL JOYCE
Abstract. We develop several combinatorial models that are used in the study of the variety of
complete quadrics X. We introduce the notion of a degenerate involution and barred permutation
that parametrize geometrically meaningful subsets of X. Using these combinatorial objects, we
characterize particular families of curves and surfaces on X that are important for equivariant-
cohomology calculations. We investigate the Bruhat order on Borel orbits in X and describe
it in terms of (reverse) W-sets. Moreover, we prove (by a counter example) that the Bruhat
order induced from the symmetric group on µ-involutions is not isomorphic to the geometric
Bruhat order on Borel orbits, unlike the case of ordinary involutions in symmetric group. We also
describe the Bia lynicki-Birula cell decomposition for X in terms of the combinatorics of degenerate
involutions.
1. Introduction
The variety of complete quadrics X has a venerable place in classical algebraic geometry alongside
Grassmanians and flag varieties. It sits at the crossroads of algebraic geometry and representation
theory appearing on one hand as a parameter space in classical enumerative problems [Cha64] and
on the other hand as an early motivating example of the wonderful compactification of a symmetric
space [DCP83]. However, our knowledge about the geometry of this variety is not nearly as extensive
as Grassmanians or flag varieties. Indeed, the geometry of this variety is much more intricate than
that of the Grassmanian or the complete flag variety.
In this paper we introduce several elementary combinatorial objects that are natural generalizations
of involutions in the symmetric group. We call them degenerate involutions, see below. These
objects are naturally associated to the geometry of X. On one hand, the goal of this paper is to
understand the geometry of X in terms of the combinatorics of these degenerate involutions and on
Ben-Gurion University of the Negev
Tulane University
E-mail addresses: soumya@math.bgu.ac.il, mcan@tulane.edu and mjoyce3@tulane.edu.
Date: May 21, 2018.
2010 Mathematics Subject Classification. 19E08, 14M27.
Key words and phrases. complete quadrics, Bia lynicki-Birula decomposition, Bruhat order, Richardson-Springer
monoid.
1
2 COMPLETE QUADRICS
the other hand we wish to understand the combinatorial properties of degenerate involutions that
arise from geometry of wonderful compactifications.
The variety of complete quadrics Xn is the wonderful compactification of the homogeneous space
SLn{SOn, for n ě 2, in the sense of De Concini and Procesi (see [DCP83]). The SLn-orbits in Xn
are naturally indexed by compositions of n and for a fixed composition µ the SLn-orbit O
µ admits
a finer decomposition into Borel orbits. To fix ideas, we work with the Borel subgroup B of the
upper triangular matrices in SLn and the maximal torus T Ă B of diagonal matrices in SLn. The
Borel orbits are parametrized by combinatorial objects called µ-involutions. Roughly, these are
permutations of 1, 2, . . . , n that, when subdivided into strings whose lengths are given by the parts
of µ, have each string represent an involution of its alphabet. A degenerate involution of length n
is just a µ-involution for some specified composition µ of n.
Extrapolating from the observation that the Bruhat order on the symmetric group Sn can be
identified with the inclusion order on Schubert varieties in the complete flag variety, we define
an analogue of Bruhat order on the set of degenerate involutions. Namely, denoting the B-orbit
corresponding to the degenerate involution π by X π , we introduce the ordering
(1) π ď π1 if and only if X π Ď X π1 .
One of our main results in this paper is to gain an understanding of the relationship between the
induced Bruhat order from Sn on µ-involutions and the geometric Bruhat order that is defined by
the above ordering.
The next combinatorial object that we introduce is the notion of a barred permutation. Barred
permutations parametrize the finitely many torus fixed points of Xn. Since each B-orbit has at
most one torus fixed point, barred permutations can be thought of as certain degenerate involutions
and we characterize these degenerate involutions in Proposition 4.5.
Further, we use these combinatorial objects to study a Bia lynicki-Birula decomposition of Xn. The
structure of Bia lynicki-Birula cells for spherical varieties is studied in various degrees of generality:
for smooth projective spherical varieties, by Brion and Luna [BL87]; for wonderful compactifications
of symmetric varieties, by De Concini and Springer [DCS85] and for the particular case of complete
quadrics, by Strickland [Str86]. We construct two combinatorial maps, σ and τ , on the set of all
B-orbits in a Bia lynicki-Birula cell. Given a B-orbit associated to a degenerate involution π, τpπq
is the degenerate permutation parametrizing the unique T -fixed point in the cell containing the
B-orbit of π, see Proposition 6.4. Conversely, given a barred permutation γ, σpγq provides the
degenerate involution corresponding to the B-orbit which is dense in the cell flowing to the T -fixed
point parametrized by γ, see Proposition 6.9.
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Building on the ideas of Richardson-Springer [RS90], Timashev [Tim94] and Brion [Bri98] we study
the Bruhat order described in Eq. (1) above. Roughly speaking, the W-set (resp. the reverse W-
set) of a B-orbit Y in X, denoted by WpY q (resp. W´1pY q), is the set of Weyl group elements
which encode the saturated chains in the weak-order starting at Y and terminating at the dense
B-orbit of its SLn-orbit (resp. starting at the closed B-orbit its SLn-orbit and ending at Y ).
The Richardson-Springer monoid, which is a natural generalization of the Weyl group, acts on the
set of B-orbits contained in G-orbit. We denote the action of this monoid by ‹ below; and Lµp¨q
denote the length function on the poset of Bruhat cells contained in the SLn-orbit associated to a
composition µ. We have the following theorem.
Theorem 1.1 (Theorem 5.10). Let π be a µ-involution and ρ be a ν-involution. Then ρ covers π
in Bruhat order if and only if one of the following holds:
(i) µ is covered by ν in the refinement ordering (see Definition 7) and Wpπq ĂWpρq.
(ii) The compositions ν “ µ. Moreover, there exist a simple reflection sα and an element ̟ PW
such that
(a) Lµpπq ´ Lµp̟ ‹ πq “ Lµpρq ´ Lµp̟ ‹ ρq “ ℓp̟q;
(b) sα ¨ p̟ ¨ πq “ ̟ ¨ ρ (equivalently, sα ‹ p̟ ‹ ρq “ ̟ ‹ π);
(c) sαW
´1p̟ ‹ πq XW´1p̟ ‹ ρq ‰ H where sαW´1p̟ ‹ πq is the translation by group
action i.e. tsαw PW |w PW´1p̟ ‹ πqu.
When µ “ p1, 1, . . . , 1q, the degenerate involutions are identified with permutations and when
µ “ pnq, then the degenerate involutions are identified with ordinary involutions [RS94]. In both
these extreme cases, the restriction of the Bruhat order to µ-involutions coincides with the opposite
of the usual Bruhat order on permutations. However, we show that the same property does not
hold for all µ in general.
We now describe the contents of the paper. In Section 2 we introduce notations and basic con-
structions that are used freely throughout the paper. In Section 3 we introduce µ-involutions that
provide the enumerate B-orbits of Xn. We also discuss the length functions on the Bruhat poset and
action of Richardson-Springer monoid on the poset of B-orbits. In the subsequent section, Section
4, we introduce barred permutations and their basic properties. One of our initial goals was to
use Brion’s presentation of equivariant Chow rings and equivariant formality of smooth projective
varieties to deduce a presentation of the cohomology ring of complete quadrics. It has been studied
using intricate geometric arguments in [DC+88]. We could only achieve partial success and our
results are described in Section 4.1. The proof of Theorem 5.10 is presented in Section 5. Finally
in Section 6, we study the Bia lnicki-Birula decomposition of Xn.
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2. Preliminaries
In this section we will introduce the notation that will be used throughout this paper. We also
recall some background material along the way.
Notations. We will use the structure theory of the algebraic group SLn over a field k. The
Borel subgroup B will be the subgroup of upper triangular matrices, the maximal torus T the
subgroup of diagonal matrices and the Weyl group W “ the group of permutation matrices Sn.
The corresponding root system will be denoted by Φ, positive (resp. negative roots) by Φ` (resp.,
Φ´) and the simple roots by ∆. Given any standard parabolic P (resp. the unipotent radical UP
) the opposite parabolic will be denoted by P´ (resp. unipotent radical of P´ will be denoted by
U´P ). The Lie algebras will be denoted by Gothic fonts e.g., t, sl2 etc.
We work over a base field k. The construction of wonderful compactification is known in all
characteristics. The discussion in §4.1 and §6 requires that charpkq “ 0.
A permutation σ P Sn will be represented interchangeably using the cycle notation and the one-line
notation. For example let n “ 5 and σ P S5 be the permutation that interchanges 3 and 5 but
leaves the other items unchanged. In cycle notation σ will be denoted by p3, 5q or (equivalently
p1qp2qp3, 5qp4q) and in one-line notation it will be denoted by r12543s. An alphabet for a permutation
σ P Sn is any ordered subset of natural numbers, with its natural order, of cardinality n on which
σ acts; for example consider alphabets p1, 2, 3q and p2, 4, 8q for S3, then in one line notation the
permutation r132s and r284s are equivalent.
Finite posets will play an important role in this paper. We recommend the Chapter 3 of [Sta12] as
a reference. A poset P is graded if every maximal chain in P has the same length. A rank function
on a poset is a function rk : P Ñ Zě0 which maps any element x P P the length a maximal chain
from the minimal element to x. The rank of a graded poset P , denoted by rkpP q, is defined to
be the rank of the maximal element. The posets that we will study in this paper arise from the
following geometric situation: a solvable group B acts on a projective variety with finitely many
orbits, and the poset on the set of orbits is generated by the inclusion order on the closures. It is
true that in general such posets are always graded with the minor caveat that there may be more
than one minimal element, see Exercise 8.9.12 of [Ren05]. This will not be an issue for the posets
we consider in this paper and hence we will completely ignore it.
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The Bruhat-Chevalley (BC) ordering on symmetric groups (or more generally any Coxeter group)
is well known, see [BB05, Chapter 2]. The rank function for this poset structure is called the length
function and is denoted by ℓp´q. The length of a permutation σ P Sn is defined by
ℓpσq ..“ number of inversion of σ
where an inversion is an ordered pair pi, jq such that 1 ď i ă j ď n and σpiq ą σpjq. Geometrically
this is related to the poset structure of the B-orbits in the flag variety SLn{B. More precisely, the
B-orbits are indexed by Sn, and we say two orbits O
σ ď Oτ if and only if Oτ is in the topological
closure of Oσ. This poset structure (which exists more generally for any spherical variety) is called
the Bruhat ordering. The BC ordering is opposite of the Bruhat ordering 1. For general Weyl
groups the Bruhat decomposition theorem relates the BC ordering and the Bruhat ordering.
We consider another case. An involution is an element of Sn of order ď 2. We denote by In the
set of involutions in Sn. The restriction of the BC ordering on Sn induces an ordering on In. We
call this the BC ordering on involutions In. This ordering is graded, but somewhat surprisingly,
with a different rank function. The rank function, discovered by Incitti (see Theorem 5.2 [Inc04]),
is explicitly given by
(2) Lpπq ..“ ℓpπq ` excpπq
2
, for π P In,
where excpwq is the exceedance of w P Sn. It is defined by
excpwq :“ #ti P rns : wpiq ą iu.
The exceedance of an involution is the number of 2-cycles that appear in its cycle decomposition.
Suppose an element π P In has a a cycle decomposition
pa1, b1q, ¨ ¨ ¨ , pak, bkqlooooooooooomooooooooooon
two-cycles
one-cycleshkkkkikkkkj
c1, ¨ ¨ ¨ , cm .
We associate to π a quadric hypersurface in Pn´1 given by
Qπ :“ xa1xb1 ` ¨ ¨ ¨ ` xakxbk ` x2c1 ` ¨ ¨ ¨ ` x2cm .
Let V ..“ kn denote the standard representation of SLn and V _ denote the dual space. The
collection of all quadric hyper-surfaces in V is identified with the representation Sym2pV _q. One
can study the Bruhat order induced on the Borel orbits of PpSym2pV _qq. It follows from the work
of Richardson and Springer (see [RS94]) that the BC ordering on In is again the opposite of the
1The confusing nomenclature is deeply entrenched in the literature. We will use BC ordering and Bruhat ordering
to avoid confusion.
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Bruhat order. In particular, the function given by Eq. (2) becomes the co-rank function of the
Bruhat order.
2.1. The variety of complete quadrics. Let us assume n ě 3 for simplicity. The variety of
complete quadrics, denoted by Xn has a long and rich history. To the best of our knowledge,
there are three independent ways to construct this variety. The first two are algebro-geometric
in nature, and the third one is representation theoretic. Roughly speaking, the algebro-geometric
method starts with a simple variety and then repeatedly applies geometric constructions (blow-ups
or taking Zariski closure) on this initial variety (see-below) to arrive at Xn. On the other hand the
representation theoretic construction presents the variety as a subvariety of a projective space of
much bigger dimension. We will use the representation theoretic construction. We briefly recall the
geometric construction for its historical significance.
2.1.1. Algebro-geometric construction. Let us denote by X0 the space of isomorphism classes of
symmetric, non-degenerate quadratic forms on the n-dimensional affine space kn or equivalently non-
singular quadric hypersurface in Pn´1k . Let P
N denote PpHomkpkn, knqq and identifying a quadratic
form with the associated matrix we have a natural embedding of X0 Ă PN . Given any quadric
Q P X0 and any integer i ď n´ 1 one can define an incidence variety ΓQ Ă Pn´1ˆk Grpi, nq, where
Grpi, nq is the Grassmanian of i-dimensional sub-spaces of kn, called the variety of i-dimensional
tangent spaces to Q. Let Gr ..“śn´1i“1 Grpi, nq. Then we have constructed a double fibration
(3)
PN ˆk Gr
X0 Ă PN Gr
π1
π2
and the variety of complete quadrics is defined as the image π´11 pX0q. This construction was realized
by Tyrrell using higher adjugates, see [TK88].
The second construction, due to Vainsencher, starts with X0 Ă PN and then realizes Xn as a
transform of iterated successive blowups of PN with cleverly chosen centers. This rather intri-
cate construction has been generalized by many authors; we recommend the article [TK88] for a
comprehensive overview and detailed proofs.
2.1.2. Representation-theoretic construction. The representation-theoretic construction of Xn is a
consequence of the more general construction of wonderful compactifications of De Concini and
Procesi. In literature, this construction is presented in an abstract way which handles all Lie-group
types uniformly; see [DCP83; DCS99; Fal97]. We will recall the important parts of this construction
for complete quadrics and fix a specific model (all models are G-equivariantly isomorphic). We will
closely follow the notation of [DCS99].
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We set G “ SLnpkq and an involution θ on G given by θpτq “ pτ´1qt, where t denotes the transpose
of a matrix. The fixed points Gθ is identified with SOpnq. The map G{Gθ Ñ X0 taking τ ÞÑ τ ¨ τt
connects the homogeneous space G{Gθ and the space X0 in §2.1.1 above. The space Xn is then
obtained as an wonderful compactification of the space G{Gθ.
The key point, in the construction of Xn, is that one can single out a (non-empty!) class of finite
dimensional algebraic representations tViu with the property that there is a non-zero vector vi P Vi
such that the closure of the orbit G ¨ vi Ă PpViq, where pStabGpviq “ Gθq. By a model, we mean
fixing such a representation Vi and a spherical vector vi.
Concretely, given G and the involution θ as above, let T denote the standard maximal torus of G
consisting of the diagonal matrices, B denote the upper triangular matrices; clearly θpBq “ B´.
Let Φ denote the roots of G (with respect to this choice of Borel subgroup B and T ), and ∆ “
tα1, . . . αn´1u the standard simple roots of Φ. Let W “ Sn denote the Weyl group of G.
We let kn denote the standard representation of G and consider V ..“ ‘ni“0Λipknq with the induced
representation of G. We let θV denote the representation of G on V twisted by the automorphism
θ. Consider the k-vector space V ..“ HomkpθV, V q as a representation of G. Let h P V denote the
the identity map. We note that h is a spherical vector (invariant under Gθ action). The wonderful
compactification Xn is the closure of the G-orbit G¨rhs in PpVq. The key properties of the wonderful
compactification, outlined in Theorem 2.1 below, rests on the following crucial observation.
The highest weight vector in V has weight ρ “ řn´1i“1 2αi and let prρ : PpVq Ñ k denote the
projection onto the line spanned by the highest weight vector. The non-vanishing locus XnXtprρ ‰
0u is the affine space U´ˆkT ¨ h and the toric variety T ¨ h is equivariantly isomorphic to the pn´1q
affine space An´1 with T action given by t ¨pv1, . . . vn´1q “ pt´2α1 ¨v1, . . . , t´2αn´1 ¨vn´1q, and under
this identification the vector p1, . . . , 1qq corresponds to h. All G orbits closures in Xn intersect T ¨ h
along a T -stratum in An´1.
More precisely, the G-orbit closures in Xn are in one-to-one correspondence with subsets of ∆; for
any subset S Ă ∆ the corresponding G-orbit closure XS fibers over the partial flag variety G{PS
(PS = standard parabolic containing B corresponding to S). The G-orbit closure X
S intersects
An´1 along the toric stratum
AS “ tpx1, . . . , xn´1q P An´1 : xi “ 0 for i R Su.(4)
Summarizing, the main features of the wonderful compactification Xn are outlined below.
Theorem 2.1 (See [DCP83; DCS99] ). The variety Xn has the following properties.
(ii) Xn is smooth and projective.
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(iii) The complement XnzX0 is a union of smooth normal crossing divisors Xi, where i varies
over the subsets of ∆, and any G-orbit closure XS ..“ XiPSXi where S Ă ∆ fibers over
the partial flag variety G{PS. Note PS is uniquely determined by S and the requirement
B Ă PS.
(iiii) The variety Xn is uniquely determined by a unique G-equivariant isomorphism.
Remark 2.2. A remarkable (wonderful!) aspect of the construction of Xn is the following. Given
any subset S Ă ∆, the corresponding G-orbit closure XS and the dense open G-orbit OS in XS fit
into a diagram
(5)
O
S
X
S
G{PS .
jS
πS
Let LssS denote the semi-simplification of Levi-component of PS containing T . We have L
ss
S “ś
SLmi p
ř
mi “ nq and each the involution θ on SLn induces the same involution on each SLmi .
Let OS denote the direct product of SLmi-homogeneous spaces
ś
k SLmi{SOmi and XS denote the
direct product of wonderful compactifications
ś
k Xmi. Then, after extending the component-wise
LssS actions trivially to unipotent radical of PS , we get PS actions on O
S (resp XS). We have unique
G-equivariant isomorphisms OS “ G ˆPS OS and XS “ G ˆPS XS . This is very useful for certain
inductive arguments.
Remark 2.3. In the light of the previous remark, a point in Xn can be intuitively thought of a pair
pF‚, QF‚q. Where F‚ “ tV0 Ă . . . Ă Vku is a partial flag variety of kn and QF‚ is a collection of non-
degenerate quadric hypersurface in the successive (projective) sub-quotients Vi`1{Vi. Sometimes,
when the flag is clear from the context, we will loosely say Qπ is a complete quadric.
2.2. Bia lynicki-Birula decomposition. The Bia lynicki-Birula decomposition (BB decomposi-
tion for short) is an important tool for studying algebraic actions of torus on projective algebraic
varieties. We recall a version of the BB-decomposition theorem, which will be sufficient for our
requirements.
Theorem 2.4 (Theorem 4.3 [Bir73]). Suppose X is a smooth connected complete variety with
an algebraic action of the torus Gm. Suppose X has finitely many torus fixed points tx1, . . . , xru.
Then there exists locally closed (in the Zariski topology) Gm-invariant subschemes X
`
i satisfying
the following properties.
˝ The schemes X`i partition X, i.e. X “ Yri“1X`i and X`i XX`j “ H.
˝ The subschemes X`i are (locally closed) affine spaces and for each index i, we have xi P X`i .
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We will call the affine spaces X`i the BB-cell attached to xi.
The BB-decomposition should be seen as an algebraic version of Morse stratification and it has
many important and similar consequences. Perhaps the most important one is that the partitions 
X`i
(
provide a topological filtration of X into affine cells and hence the classes of the closures!
X`i
)
form a basis in H˚pX ;Zq. Likewise, the Poincare´ duals of these classes form a basis in
cohomology.
3. Parametrization of SLn Orbits in Xn
In this section we describe combinatorial indexing of SLn-orbits and B-orbits in Xn.
Definition 3.1. A composition of a positive integer n is an ordered sequence µ “ pµ1, . . . , µkq of
positive integers that sum to n. The elements of the sequence µi are called the parts of µ.
The compositions of n corresponds to subsets of t1, 3, . . . , n´ 1u via the bijection
(6) µ “ pµ1, . . . , µkq ÐÑ Ipµq :“ t1, 2, . . . , n´ 1u z tµ1, µ1 ` µ2, . . . , µ1 ` ¨ ¨ ¨ ` µk´1u .
This correspondence gives a simple way to describe the refinement order on compositions of n. The
refinement order on compositions of n is defined by: µ ĺ ν if and only if Ipµq Ď Ipνq. Informally,
µ refines ν if µ can be obtained from ν by subdividing its parts. It follows that the most refined
composition, p1, 1, . . . , 1q is the unique minimal element of this ordering and the trivial composition
pnq is the maximal element.
We recall from Theorem 2.1 that the closed G-orbits of Xn are in bijective correspondence with
the subsets of simple roots of G. This allows us to label the G-orbit closures by compositions. A
G-orbit closure Xµ, corresponding to a composition µ, contains a unique open G-orbit denoted by
Oµ. The refinement order on compositions correspond to the inclusion order on the orbit-closures:
(7) Xµ Ď Xν ðñ µ ĺ ν.
The maximal element, with this poset structure, corresponds to the whole space Xn and the minimal
element corresponds to the variety of complete flags in kn.
A G-orbit Oµ is a union of finitely many B-orbits. We denote B-orbits of Xn by script letters O
(resp. X ) to distinguish from G-orbits O (resp. X). It turns out that B-orbit closures (and hence
their orbits) in Oµ are parametrized by combinatorial objects called µ-involutions.
Definition 3.2. A µ-involution π is a permutation of the set rns, which when written in one-line
notation and partitioned into strings of size given by µ, that is π “ rπ1|π2| . . . |πks with πj a string
of length µj , has the property that each πj is an involution when viewed as the one-line notation of
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a permutation of its alphabet. We will sometimes refer to the sub-strings πi as a the components
of π.
Example 3.3. For example, π “ r26|8351|7|94s is a p2, 4, 1, 2q-involution and the string 8351 is
viewed as one-line notation for the involution p1, 8qp3qp5q of its alphabet. (We adopt the non-
standard convention of including one-cycles when writing a permutation in cycle notation, since we
have to keep track of what alphabet is being permuted when working with µ-involutions.)
Definition 3.4. Suppose µ “ pµ1, . . . , µkq is a composition of n. Let π “ rπ1|π2| . . . |πks be a
µ-involution. Let Aj Ă rns denote the alphabet of the permutation πj . A distinguished complete
quadric Qπ associated to π is the complete quadric Qπ given by the following data.
(i) A partial flag
Fπ : 0 “ V0 Ă V1 Ă V2 Ă ¨ ¨ ¨ Ă Vk´1 Ă Vk “ kn
where Vj is spanned by the standard basis vectors eai for ai P Ai with i ď j. Note that
dimVj “ µ1 ` µ2 ` ¨ ¨ ¨ ` µj .
(ii) On each successive quotient Vj{Vj´1 a non-degenerate quadric Qπj is given by the recipe: if
Aj is the alphabet underlying the involution πj and suppose πj has a cycle decomposition
(in this alphabet) of the form pa1, b1q . . . pas, bsqpc1q . . . pctq then Qπj is the quadric xa1xb1 `
¨ ¨ ¨ ` xasxbs ` x2c1 ` . . . x2ct .
Example 3.5. For example consider the µ-involution π as in Example 3.3 above. Then the flag
Fπ is given by
0 Ă V26 Ă V123568 Ă V1235678 Ă V
and the associated sequence of non-degenerate quadrics is x22 ` x26, x1x8 ` x23 ` x25, x27, x4x9.
3.1. Weak Order for µ-involutions. The Richardson-Springer (RS) monoid, associated to Sn
and denoted by MpSnq, is the monoid generated by elements xs1, . . . , sn´1y subject to the relations
s2i “ si for all i,
si ¨ sj “ sj ¨ si if |i´ j| ą 1,
si ¨ si`1 ¨ si “ si`1 ¨ si ¨ si`1 for 1 ď i ă n´ 1.
The set theoretic mapping taking the transposition pi, i` 1q P Sn to si P MpSnq extends to a well
defined map to all of Sn. In other words, if w P Sn admits a reduced expression si1 . . . sik then the
corresponding element si1 ¨ . . . ¨ sik P MpSnq is independent of the choice of reduced expression of
w. The action of Sn on a set and the action of MpSnq on the same set are quite different because
the set theoretic bijection between Sn and MpSnq is not a monoid morphism. In the sequel, the
intended action will be clear from the context.
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There is a natural action of the Richardson-Springer monoid of Sn on the set of all B-orbits and
consequently on the set of all µ-involutions, see [RS90] for details. In the case where π is an ordinary
involution of Sn (i.e., when µ “ pnq or equivalently a B-orbit in the open G-orbit of Xn), the action
of the generator si corresponding to the simple transposition pi, i` 1q is explicitly given by
(8) si ¨ π “
$’’’&’’%
siπsi if ℓpsiπsiq “ ℓpπq ´ 2
siπ if siπsi “ π and ℓpsiπq “ ℓpπq ´ 1
π otherwise
,
where the multiplication in the right-hand-side is the group multiplication in Sn.
If π “ rπ1|π2| . . . |πks is a general µ-involution, then the action of si is as follows.
(Case i) If there is a sub-string, say πr of π, whose alphabet contains the letters i, i` 1 then
si ¨ π “ si ¨ rπ1| . . . |πks ..“ rπ1|π2| . . . |si ¨ πr| . . . |πks
where si ¨ πr is defined by Eq. (8) considering each πr as an involution of its alphabet.
(Case ii) If no sub-string of π is of the above form then
si ¨ π ..“
$&% interchange letters i and i` 1 if i` 1 precedes i in ππ otherwise
The action w ¨ π of an arbitrary w P MpSnq and arbitrary µ-involution π is defined recursively: if
w “ si1si2 ¨ ¨ ¨ siℓ be any reduced expression then
w ¨ π ..“ si1 ¨ psi2 ¨ ¨ ¨ ¨ psiℓ ¨ πq ¨ ¨ ¨ q.
Definition 3.6. Given any µ-involution π “ rπ1|π2| . . . |πks. Consider the length function Lµpπq is
defined by the formula
(9) Lµpπq :“ ℓpwpπqq `
kÿ
i“1
Lpπiq,
where wpπq is the permutation obtained by rearranging the elements in each string πi in increasing
order and Lpπiq is the length of the corresponding involution πi as defined by (2).
Example 3.7. If π “ r5326|41s a p4, 2q-involution. Then wpπq “ 235614 and Lp4,2qpπq “ 6`2`1 “
9.
We define the weak order on two µ-involutions. The poset gives a partial order between the B-orbits
appearing in a fixed G-orbit.
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Definition 3.8. The weak order on two µ-involutions π and ρ is given by
π ďW ρ if and only if ρ “ w ¨ π
for some element w in the RS-monoid MpSnq.
The covering relations in weak order are labeled by simple roots. The associated poset has a
maximal and minimal element (denoted by min and max respectively). The minimum and maximum
elements, in the weak order, also admit explicit descriptions: min (resp, max) denote the string
n . . . 21 (resp., 12 . . . n) partitioned according to µ.
Starting from any element π one can construct maximal chains recursively by successively picking
simple transpositions and letting them act on a previous element of the chain. Roughly speaking
this leads us to the idea of a W-set of π, denoted by Wpπq. It is the set of all elements w P Sn such
that the w ¨π “ max and moreover Lµpmaxq´Lµpπq “ ℓpwq forms a chain in the weak order poset.
For our purposes, we will consider a slight generalization of this notion, see Definition 3.9 below.
Definition 3.9 (see [CJ13; CJW16a; CJW16b]). Let π, ρ be two µ-involutions. The W-set of the
pair pπ, ρq is the subset of Sn defined by
Wpπ, ρq :“ tw P Sn : w ¨ π “ ρ and ℓpwq “ Lµpπq ´ Lµpρqu.
The W-set Wpπ,maxq will be denoted by Wpπq. In this case the reverse W-set of π, denoted by
W´1pπq is the W-set Wpmin, πq.
Note the Wpπ, ρq ‰ H if and only if π ď ρ in weak order.
The function Lµpminq ´ Lµpπq defines the rank function on the weak order poset of µ-involutions.
It is a generalization of the order on ordinary involutions defined in see Eq. (2).
Remark 3.10. Some remarks about the Definition 3.9 are in order.
(1) The inverse of an element in W pπ, ρq in Definition 3.9 is referred to as an atom and the set
of atoms are described concretely by Theorems 5.10 and 5.11 in [HMP16].
(2) The W-sets have geometric significance. This has been thoroughly investigated by Brion in
[Bri98].
4. Barred permutations
In this section we introduce barred permutations which parametrize the torus fixed points in Xn.
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Definition 4.1. A composition µ of n is called special if every part µi of µ has length at-most 2.
Equivalently, µ is special if the associated subset Ipµq (see Eq. (6)) does not contain any consecutive
integers.
Note that the refinement of a special composition is also a special composition.
Definition 4.2. Let µ “ rµ1|µ2| . . . |µks be a special composition. A µ-involution π “ rπ1| . . . |πks
is called a barred permutation if whenever µk has length two the string πk is of the form πk “ ji
with j ą i. For example r1|32s is a barred permutation but r1|23s is not.
The set of all barred permutations associated to a composition of type µ will be denoted by Bµ and
we let Bn denote all possible barred permutations on rns.
In particular, given any special composition µ of n, the ordered sequence p1, 2, . . . , nq corresponds
to a unique barred permutation in Bµ. We call it the special element of Bµ.
Lemma 4.3. Let bn ..“ #Bn. Then sequence bn satisfies the following recurrence relation.
bn`1 “
ˆ
n` 1
2
˙
bn´1 ` pn` 1qbn for n ě 1,(10)
and the initial conditions b0 “ b1 “ 1.
Proof. Let π “ rπ1| ¨ ¨ ¨ |πk´1|πks be a barred permutation on rn ` 1s. We count possibilities for
π according to its last string πk. The first term in the recurrence counts the number of barred
permutations where the length of πk is 2 and the second term in the recurrence counts the number
of barred permutations where the length of πk is 1. 
Proposition 4.4. The exponential generating series F pxq “ řně0 bnn! xn for the number of barred
permutations of length n is given by
F pxq “ 1
1´ x´ x2{2 “
8ÿ
n“0
1?
3
ˆ p1`?3qn`1 ´ p1´?3qn`1
2n`1
˙
xn.
Hence, the number of barred permutations (equivalently the number of T -fixed points in Xn) is
bn “ n!
2n
tn{2uÿ
i“0
ˆ
n` 1
2i` 1
˙
3i.
Proof. In the light of Lemma 4.3, we substitute ak :“ bk{k! in the Eq. (10) above. This leads to
the new linear recurrence relation
ak “ ak´1 ` 1
2
ak´2 for k ě 2(11)
with initial conditions a0 “ a1 “ 1.
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The proposition follows from solving the resulting linear recurrence relation. 
Proposition 4.5. Let µ “ pµ1, . . . , µkq be a given composition and π “ rπ1| ¨ ¨ ¨ |πks a µ-involution.
Then the B-orbit Oπ contains a T -fixed point if and only if π is a barred permutation. Moreover,
in this case the torus fixed point is the distinguished quadric Qπ.
Proof. It follows from the work of Strickland, see [Str86], that each component µi ď 2.
Let Qπ ..“ pF‚π, QF‚q denote the complete quadric associated to π, see Remark 2.3 for the notation.
We set F‚ “ 0 Ă V1 Ă . . . Ă Vk “ kn and let QiF‚ denote the quadric hypersurface on the
projectivized sub-quotient Vi{Vi´1. The projection map from the open SLn-orbit Oµ containing
Qπ to the partial flag-variety G{Pµ is SLn-equivariant and hence Qπ is T -fixed if and only if its
projection F‚π is T -fixed and the point QFπ is fixed by the induced T -action on the fiber.
The description of T -fixed flags in a partial flag variety is well-known – these correspond to permu-
tation of the standard flag. It is clear from the description of the fibers of Oµ Ñ G{Pµ that the
T -action on the fiber QF‚ is given by diagonal action on each factor Q
i
F‚
. The induced T -action on
each factor Qi
F‚
is given by the action of diagonal matrices on symmetric µiˆµi matrices associated
to Qi
F‚
(explicitly, D ÞÑ Dt ¨ rQi
F‚
s ¨D).
We have µi “ dimkpVi{Vi´1q ď 2. When µi “ 1 the only T -invariant quadric hypersurface is given
by x2; when µi “ 2, direct computation shows that the T -invariant quadric hypersurface is xy (and
not x2 ` y2). In other words, when µi “ 2, the vector space Vi{Vi´1 is generated by the projection
of standard basis vectors eαi , eβi for αi ă βi and the factor QiF‚ corresponds to the involution
which, in one-line notation, must be rβi, αis. This shows that indeed if Qπ is T -fixed then π must
be a barred permutation.
Conversely, if π is a barred permutation then the distinguished quadric associated to Qπ is evidently
T -fixed. This proves the proposition.

4.0.1. Weyl group action. Let µ be any special composition of n. Given any σ P Sn consider the
automorphism σ : Bµ Ñ Bµ defined on elements by associating π ÞÑ σpπq where σpπq is obtained
in the following way.
‚ Remove all bars from π and consider the resulting ordered string π1.
‚ Apply the permutation σ to the string π1 and consider the resulting string σpπ1q.
‚ Reintroduce the bars on the ordered string σpπ1q, making it into a µ-involution, and adjust
length two strings, if necessary, to get a barred permutation.
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In the light of Proposition 4.5 the following lemma is immediate.
Lemma 4.6. The automorphisms σ define an action of Sn on Bµ. Moreover, let Sµ denote the
parabolic subgroup of Sn, corresponding to the canonical map of the G-orbit X
µ to the partial flag
variety G{PIpµq. Then we have an Sn-equivariant bijection between S{Sµ and Bµ which sends rWµs
to the special element of Bµ.
4.0.2. Subdivision operator. Given any integer 1 ď i ă j ď n we will associate a subdivision
operator sdji : Bn Ñ Bn as follows.
Definition 4.7. Suppose π “ rπ1| . . . |πks is any barred permutation. Then
(12) sdjipπq “
$’’&’’%
π if no component πr is of the form ji
rπ1| . . . |j|i|lomon
πℓ
. . . |πks if the component string πℓ is of the form ji.
We extend sdij for i ă j by declaring sdij ..“ sdji. In particular if α is the standard positive simple
root of SLn then sdα makes sense.
The subdivision operator can change the composition type of a barred permutation. Moreover, it
is fairly easy to see that sdij is not Sn-equivariant with the action described in Lemma 4.6 i.e.,
sdij ˝σ ‰ σ ˝ sdij on Bn.
4.1. Towards a GKM theory of complete quadrics. GKM theory and its extension to al-
gebraic varieties by Brion provides a powerful tool to calculate equivariant and (in many cases)
non-equivariant cohomology. To apply this theory in the context of complete quadrics one needs to
answer the following two questions.
Question 1. Given a codimension one algebraic subtorus T 1 Ă T classify the positive dimensional
irreducible components Y of the fixed point varieties XT
1
n Ă Xn.
An important feature of smooth, projective, spherical varieties is that such components Y are either
isomorphic to P1 or when T 1 “ Kerpαq, for some positive simple root α, then Y is either isomorphic
to P1 or it is a SL2-spherical variety isomorphic to P
2 or a rational ruled surface, see [BC16; Bri97]
for details. In the particular case of complete quadrics we can precisely work out the irreducible
components of the T 1-fixed subvarieties.
Notation 4.8. We introduce some notation that will be used throughout the rest of this section.
Consider a torus fixed point π P Xn. Let µpπq denote the (special) composition indexing the G-
orbit G ¨ π, i.e. Xµpπq “ G ¨ π. Let Ipπq denote the subset of simple roots ∆ corresponding to µpπq
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and pπ : X
µpπq Ñ G{PIpπq denote the canonical projection2. We denote the parabolic subgroup of
the Weyl group W by WIpπq and W
Ipπq ..“W {WIpπq. We call a torus fixed point π special if pπpπq
is the coset of the standard parabolic subgroup PIpπq in G{PIpπq.
Let T 1 “ Kerpδq denote a codimension one subtorus of T for some root δ.
It follows from [DCP83, §7] that the tangent space Tπ at π in Xn admits a T -stable direct sum
decomposition
(13) Tπ “ T hπ ‘ T vπ ‘ T nπ ,
where
(1) T hπ is isomorphic to the tangent space of G{PIpπq at the point pπpπq;
(2) T vπ is the tangent space of the fiber p
´1
π ppπpπqq;
(3) T nπ is the stalk of the normal bundle to X
µpπq
ãÑ Xn at the point π.
The general idea is that when the point π is special the summands in Eq. (13) can be explicitly
computed in terms of certain subsets of the root system Φ. When π is not special we can always
find a special point π1 such that π “ wpπ1q for some, possibly non-unique, w PW , and at the level
of tangent spaces we get Tπ “ wpTπ1q. All such possible choices of w P W correspond to a unique
element of W Ipπq. In this case a T 1 “ Kerpδq fixed subspace at Tπ corresponds to a Kerpw´1 ¨ δq
fixes subspace at Tπ1 .
When π is special, T hπ is isomorphic to the Lie-algebra of the unipotent radical UpP´Ipπqq of the
opposite parabolic subgroup P´
Ipπq. Denoting the roots appearing in UpP´Ipπqq by Φh, any T 1-fixed
subvariety has tangent space contained in T hπ if and only if ˘δ P Φ´h and all such subvarieties are
isomorphic to P1 with T acting by weight δ.
Lemma 4.9. Assume π is special, then we have a T -equivariant decomposition
T vπ “ ‘αPIpπqsl2,α{so2,α “ ‘αPIpπqpk´α ‘ kαq
where sl2,α corresponds to the unique sl2 pair in the Lie algebra sln corresponding to the simple root
α.
Let Φv denote the set of negative roots tα : α P Ipπqu. Then we have T 1-fixed subvariety if and
only if δ “ ˘α. In this case all such T 1-fixed subvarieties are isomorphic to P2 and the maximal
torus T acts on a generic point with weight ˘2α.
2Note: we deviate from denoting the projection as pip as in Remark 2.2 to avoid the awkward notation pipi.
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Lemma 4.10. When π is a special, we have T -weight space decomposition
T nπ “ ‘αP∆zIpπqk´pα`wIpπqpαqq,
where wIpπq is the longest element in the Weyl-group WIpπq.
Let Φn denote the set of roots t´pα` wIpπqpαqq : α P ∆zIpπqu. Then we have T 1-fixed subvariety
if and only if δ “ ˘pα ` wIpπqpαqq. In this case all such T 1-fixed subvarieties are isomorphic to P1
and the maximal torus T acts on a generic point with weight δ.
Remark 4.11. In the case of quadrics, we refer the reader to [Str86, §2] for detailed proofs of
Lemma 4.9 and Lemma 4.10. Note that the set Ipπq in our notation corresponds to J in loc. cit.
The general case for any symmetric space is discussed in [DCS85].
Remark 4.12. We point out that by structure theory of An-root systems, the simple reflections sβ
corresponding to β P Ipπq commute. So wIpπq “
ś
βPIpπq sβ where the product is taken in any
order.
Remark 4.13. The above analysis shows that the only two dimensional T 1 fixed varieties are along the
fibers of the projection map pπ and it is isomorphic to P
2 viewed as an equivariant compactification
of SL2{SO2.
The second question that one needs to answer is the following.
Question 2. Suppose Y Ă XT 1n is an any such component and π is a given torus fixed point on Y .
Then what are the other torus fixed points on Y ?
Unfortunately, we do not have a complete satisfactory answer to this question. It is enough to
consider the particular case when π is a special barred permutation. In this case, let us denote the
irreducible component Y by Yδ where δ belongs to one of the subsets Φ
˚, where ˚ P th, v, nu, as
above. If δ is contained in Φh then pπpYδq projects to a T -fixed curve in the flag variety G{PIpπq
passing through pπpπq. The structure of such curves are known, see [CK03, Lemma 2.2], and it
follows that the other torus fixed point is π1 “ rδ ¨ π where rδ PW is the reflection associated to δ.
If δ P Φv, then thanks to the product structure of the fibers of pπ, we can reduce to the case of
SL2{SO2 and show that the other two torus fixed points are given by sdδpπq and rδpsdδpπqq, where
sdδ is the subdivision operation and rδ is the reflection associated to δ.
When δ P Φn we do not have a characterization of the other torus fixed point on Yδ.
Remark 4.14. We note that a complete description of the torus fixed points in the T 1-fixed curves
Yδ corresponding ˘δ P Φn will immediately give us a presentation of the T -equivariant Chow
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cohomology ring, using the results of Brion in [Bri97, §7]. Combined with well known results about
the isomorphism of cycle-class maps for smooth, projective varieties and equivariant formality of
algebraic varieties we will get a new presentation of the cohomology ring of complete quadrics.
5. A geometric order on degenerate involutions
In this section we aim to study the Bruhat order on all B-orbits or equivalently the order on all
µ-involutions as µ-varies over all compositions of n. The covering relations in this order come in
two flavors: (a) covering relations between µ-involutions for a fixed composition, and (b) covering
relations between involutions corresponding to different compositions.
There is a general recursive characterization of the Bruhat order on any spherical variety due to
Timashev [Tim94] using the action of the Richardson-Springer (RS) monoid. In the first case, this
provides enough information. In the second case we use W-sets (see [Bri98]) to get sharper results.
5.1. Geometric ordering on µ-involutions: composition µ is fixed. Let us fix a composition
µ “ pµ1, . . . , µkq of n and let π be any µ-involution. The B-orbit (resp. its closure) indexed by π
is denoted by Oπ (resp., X π). The Bruhat-order on µ-involutions is given by
π ď π1 if and only if X π Ď X π1 .
This is a ranked poset with unique maximum and minimum elements and rank function
rankpπq :“ Lµpminq ´ Lµpπq.
where Lµp´q is the length function on a µ-involution defined in Eq. (9). Timashev’s recursive
description on µ-involutions (for a fixed composition) is as follows.
Proposition 5.1. Let π and ρ be two µ-involutions. Then π ď ρ in the Bruhat order if and only if
(i) π “ ρ; or
(ii) there exists µ-involutions π˚ ď ρ˚ and a simple transposition sα such that under the RS-
monoid actions we have ρ “ sα ¨ ρ˚, π “ sα ¨ π˚ and ρ˚ ‰ ρ.
The proposition follows from §2.9 of [Tim94]. The covering relations have the following concrete
description. Let π, ρ be two µ-involutions then π Ì ρ is a covering relation if and only if there exists
a permutation w P Sn, a simple transposition sα P Sn and two µ-involutions π˚, ρ˚ satisfying all of
the following conditions.
(i) π “ w ¨ π˚;
(ii) ρ “ w ¨ ρ˚;
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(iii) compatibility with the length function Lµ and ℓ:
Lµpπq “ Lµpπ˚q ` ℓpwq, Lµpρq “ Lpρ˚q ` ℓpwq and
(iv) a weak covering relation ρ˚ “ sα ¨ π˚.
Remark 5.2. This description above is concrete but it is not well suited for computations. As we
observe below the poset structure for general compositions can be very different than special ones.
Consider two extreme compositions: µ “ p1, 1, . . . , 1q and µ “ pnq. In the first case, µ-involutions
are the same as elements of Sn and in the second case they are the involutions in Sn. The restriction
of the Bruhat order on Sn to involutions and the Bruhat order on involutions agree (see [Inc04]).
This fails for a general µ-involution. A µ-involution is easily identified with a permutation in Sn -
in one-line notation this is simply the concatenation of the underlying components of µ. But the
Bruhat order in the µ-involutions differs from the restriction of the Bruhat order on Sn. The former
must be graded,see [Ren05], but as illustrated in Figure 1 in the case of S4 and µ “ p3, 1q, the latter
is not always graded. Consider the interval from r432|1s to r321|4s in the bottom right portion of
the figure.
5.2. Geometric order on µ-involutions for different compositions µ. We begin with some
general remarks that apply for arbitrary connected, reductive algebraic group G and a fixed Borel
subgroup B. We consider the order relations between two B-orbits contained in two different
G-orbits. We begin by recalling cancellative group actions on spherical varieties.
Definition 5.3. The G-action on a spherical G-variety X is called cancellative if for any two
distinct B-orbit closures Y1 and Y2 in X , and for any minimal parabolic subgroup Pα, associated
to a simple root α of G (with respect to B), such that Pα ¨ Y1 ‰ Y1, PαY2 ‰ Y2, we have
Pα ¨ Y1 ‰ Pα ¨ Y2.
Remark 5.4. The G-action on flag varieties is cancellative, as is the GˆG-action on G. However,
the diagonal action of G “ SL2 on P1 ˆ P1 is not cancellative, see [Bri98].
Proposition 5.5. The SLn-action on Xn is cancellative.
Proof. We set G “ SLn. The proof will use induction on n. The case of n “ 1 is clear because it
is vacuously true.
In general, suppose Y is any B-orbit closure in Xn. Then there are two possibilities.
(i) The intersection of Y with the dense open G-orbit X0 is nonempty. In this case, the
intersection Y X X0 is open dense and B-stable in Y .
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r432|1s
r243|1s r324|1s r431|2s
r143|2s r234|1s r314|2s r421|3s
r134|2s r142|3s r214|3s r321|4s
r124|3s r132|4s r213|4s
r123|4s
r432|1s
r243|1s r324|1s r431|2s
r143|2s r234|1s r314|2s r421|3s
r134|2s r142|3s r214|3s r321|4s
r124|3s r132|4s r213|4s
r123|4s
Figure 1. The left hand side depicts the poset of p3, 1q-involutions with induced ordering from
S4. It is not graded. The right hand side depicts the geometric ordering on p3, 1q-involutions. It
is graded.
(ii) Y is contained in the boundary XnzX0.
The group action commutes with taking closures. So to show that the action of G on Xn is
cancellative it suffices to show that the action of G on X0 is cancellative, as well as the action of G
in each stratum Xµ, where µ varies over compositions of n with more than one part.
In the first case, the weak order on the set of involutions is cancellative so the action of G on X0
is cancellative as well. In the second case, we recall (see Remark 2.2) that we have G-equivariant
isomorphisms Xµ – G ˆPµ Xµ. Using Lemma 1.2 of [Bri98] it suffices to show that the the Lssµ
action on Xµ is cancellative. But Lssµ is a product of SLm for m ď n and Xµ is a product of smaller
rank symmetric spaces of same type. Direct product of cancellative action remains cancellative so
the proposition follows from the inductive hypothesis.

Cancellativeness is useful in the study of W-sets. In the context of complete quadrics, consider the
intersection of of a B-stable subvariety X π and G-stable subvariety Xµ, where π is a ν-involution
and µ is not necessarily not equal to ν. Then the decomposition of X π X Xµ into irreducible
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components is given by intersection
(14) X π X Xµ “
ď
γ
X
γ ,
where γ runs over the set of all µ-involutions such that the W-setsWpρq ĂWpπq and Lµpγq “ Lνpγq;
see [Bri98, Theorem 1.4].
Lemma 5.6. Let π be a µ-involution and ρ be a ν-involution and assume ν ň µ. Then ρ ď π if
and only if there exists a ν-involution γ with W pγq ĎW pπq and ρ ď γ.
Proof. It is clear that if Wpγq Ă Wpπq, for some ν-involution γ, then X γ is contained in the
intersection X π X Xν, and hence in X γ Ă X π). Moreover ρ ď γ so X ρ Ă X γ . This is proves
the sufficiency.
On the other hand, from Eq. (14), the intersection X π X Xµ is a union of X γ such that W pγq Ă
W pπq. So if ρ ď π, i.e. X ρ Ă X π, then clearly ρ Ă γ, for some ν-involution γ and Wpρq Ă
Wpπq. 
In Timashev’s characterization, one starts with weak order covering relations in a fixed G-orbit
and then builds covering relations going ‘upward’. We construct a new order, based on the same
principle, but going in the opposite direction i.e., starting from an opposite weak covering and
moving ‘downward’ recursively.
More precisely consider the relation Ìr on the set of µ-involutions defined below. Let ‹ denote the
opposite action of the RS-monoid on µ-involutions, i.e. s‹ρ “ π if and only if s ¨π “ ρ (see Eq. (8)).
Note that this is well defined because the original action of the RS-monoid is cancellative.
Definition 5.7. If π and ρ are two µ-involutions. Let ď (without the subscript r) denote the
Bruhat order. We define ρ Ìr π if and only if either π ÌW ρ in the weak order, or there exist
µ-involutions π˚, ρ˚, w in the RS-monoid, and simple transposition s such that
‚ ρ “ w ‹ ρ˚ with Lµpρ˚q “ Lµpρq ` ℓpwq;
‚ π “ w ‹ π˚ and Lµpπ˚q “ Lµpπq ` ℓpwq;
‚ ρ˚ Ìr π˚ and π˚ “ s ¨ ρ˚.
Let us denote the partial order ďr on the set of µ-involutions such with transitive closure of Ìr
above. The partial order ďr is compatible with the ‹ action of the RS-monoid (see Definition 5.3
[RS90]). We call the partial order ďr the reverse Bruhat order. It is not clear apriori that the
reverse Bruhat order is equal to the opposite Bruhat order and this will be established below.
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Theorem 5.8. The reverse Bruhat order on µ-involutions is the equal to the opposite of the Bruhat
order.
Proof. We will show that given two µ-involutions ρ and π if π Ì ρ (i.e. ρ covers π in the Bruhat
order) then ρ Ìr π is a covering relation in the reverse Bruhat order and vice-versa. Throughout this
proof We will use max (resp. min) as the maximum and minimum element of the µ-involutions in the
Bruhat order. The strategy of proof is to systematically apply Timashev’s recursive characterization
while keeping the while moving along chains; we believe the depiction in Figure 2 will aid the reader
through the proof.
Concretely, We want to show that if π Ì ρ then π Ìr ρ. Suppose π “ max. Then ρ must also be
max and there is nothing to prove. So, inductively we may assume that the hypothesis is true for
all µ-involutions with rank ě ℵ ` 1 ( with respect to the rank function (9). We consider the case
when Lµpπq “ ℵ.
We define recursively µ-involutions π˚k , ρ
˚
k , and simple reflections sik`1 in MpSnq (the RS-monoid).
(i) We set π˚0 “ π, ρ˚0 “ ρ. Clearly π˚0 Ì ρ˚0 and if moreover it is a weak order cover then
we must have for some simple reflection s0 such that s0 ¨ π˚0 “ ρ˚0 and we set si1 “ 1 and
terminate.
(ii) At stage k ě 0, π˚k and ρ˚k are given such that π˚k Ì ρ˚k and if moreover there is a weak
order cover then we must have simple reflection sk such that sk ¨ π˚k “ ρ˚k . We set sik`1 “ 1
and and terminate.
(iii) Otherwise we let sik`1 denote a simple reflection such that π
˚
k`1 “ sik`1 ¨π˚k and π˚k`1 ‰ πk;
ρ˚k`1 “ sik`1 ¨ ρ˚k and ρ˚k`1 ‰ ρ˚k and repeat the previous step. The existence of sik`1 is
guaranteed by Timashev’s characterization.
Let us suppose that, for the given ρ and π the algorithm terminates after m-steps i.e., we have a
weak order covering relation π˚m Ì ρ˚m (in the Bruhat order) and a simple reflection sm such that
sm ¨ π˚m “ ρ˚m.
Let ̟ be an element of the W-set of Wpπq and we fix a reduced expression ̟ “ sj1sj2 ¨ ¨ ¨ sjk . The
co-rank of π must be k.
Consider the element in the RS-monoid given by
(15) w ..“ sj1 ¨ ¨ ¨ sjk ¨ sim ¨ ¨ ¨ si1 .
The element w, by construction, is a member of the W-set Wpπ˚mq and we also have sm ¨ π˚m “ ρ˚m.
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In the opposite Bruhat order the action of the RS-monoid gives us the following equations.
sm ‹ ρ˚m “ π˚m (by definition)
w ‹max “ π˚m (by definition).
We apply the exchange property, [RS90, PROPERTY 5.12(e)], to the opposite Bruhat order. In
the notation of loc. cit. we let x “ π˚m, y “ ρ˚m, s “ sm and we conclude that there is an element
w1 in the RS-monoid with the following properties.
‚ w1 ‹max “ ρ˚m;
‚ w1 “ sj1 ¨ ¨ ¨xsα ¨ ¨ ¨ sjksim ¨ ¨ ¨ si1 ¨ ¨ ¨ sm where xsα is a deleted simple reflection from the ex-
pression in Eq. (15). (In other words we have established that in Figure 2 that Ăsjl “ sjl for
at-most one jl ‰ α.)
Note that sα cannot belong to the set tsi1 , . . . , simu because we have the constraint |Lµpρq ´
Lµpρ˚mq| “ m. So sα belongs to the set tsj1 , . . . , sjku. In this case we have new elements ρ1 and π1,
depending on α, defined below (also see Figure 2).
(a) If α “ j1 then π “ π1 and ρ “ ρ1 and π1 Ìr ρ1 as intended.
(b) If α ‰ j1, then set ρ1 “ sjd´1 ¨ . . . ¨ sj1 ¨ ρ and π1 “ sjd´1 ¨ ¨ ¨ sj1 ¨π. The induction hypothesis
on rank, Lµpπ1q ą Lµpπq implies that π1 Ìr ρ1 and thus π Ìr ρ.
The argument we have used is reversible. This is because they only depend on the abstract properties
of RS-monoids and compatibility of the orderings with the monoid action. So we can repeat it
verbatim to show that if ρ Ìr π then π Ì ρ. This proves the result. 
π˚m
sm
ρ˚m
sim
sim
‚‚
‚‚
‚
‚
sim´1
sim´1
‚
‚
π˚1
ρ˚1
si1
si1
‚
‚
π
ρ
sj1
Ăsj1
‚
‚
ρ1
‚
π1
‚
‚
‚
‚
sjk´1
‚
sjk
Ăsjkmax
Bruhat order ù
Ð reverse Bruhat order
Figure 2. The initial covering relation is depicted in red. The solid lines (and dotted lines)
indicate weak order cover relations. The dashed lines are Bruhat order covers but they are not
necessarily covers of the weak order.
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Corollary 5.9. Let π and ρ be two µ-involutions. Then π is covered by ρ in the Bruhat order if
and only if given any element ̟ P W´1pπq then we can find a simple reflection sα and elements
w1, w2 PW with the following property.
‚ Factorization: ̟ “ w1 ¨ w2 and w1 ¨ sα ¨ w2 PW´1pρq; and
‚ length constraint:
(16) ℓpw1 ¨ w2q “ ℓpw1q ` ℓpw2q.
Proof. Let min (resp. max) denote the minimum (resp. maximum) elements of µ-involutions with
the Bruhat order.
Given a covering relation π Ì ρ in the Bruhat order, we have ρ Ìr π in the reverse. Applying the
description of the covering relations in the reverse Bruhat order (see Definition 5.7) we obtain the
following (see Figure 3 for an illustration).
(i) An element w2 P W such that ρm ..“ w2 ‹ ρ, πm ..“ w2 ‹ π, and a simple reflection sα such
that sα ‹ ρm “ πm (i.e. the covering relation ρm Ìr πm is a weak covering relation).
(ii) Let w1 P W be any element of the W-set Wpπmq in the reverse order. In other words we
get w1w2 ‹ π “ min and w1sα ¨ w2 ‹ ρ “ min.
The length constraint is a simple consequence of the properties of the rank (resp. co-rank) function
Lµ of the reverse Bruhat order (resp., Bruhat order).
Conversely, suppose we have elements w1, w2, sα as asserted. We set π
˚
m “ w2 ¨ min and ρ˚m “
sα ¨ w2 ¨min. Then clearly π˚m ď ρ˚m in the weak order. The recursive definition of the weak order
then implies π ď ρ. 
‚ ‚ ‚
min
πm
ρm
sm
sim
sim
‚‚
‚‚
‚
‚
sim´1
sim´1
‚
‚
π1
ρ1
si1
si1
‚
‚
π
ρ
Bruhat order ù
Ð reverse Bruhat order
Figure 3. The solid and dotted arrows represent weak order covers the dashed arrows represent
covering relations.
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Now we present a complete description of the covering relations in Bruhat order.
Theorem 5.10. Let π be a µ-involution and ρ be a ν-involution. Then ρ covers π in Bruhat order
if and only if one of the following holds:
(i) µ is covered by ν in the refinement ordering (see Definition 7) and Wpπq ĂWpρq.
(ii) The compositions ν “ µ. Moreover, there exist a simple reflection sα and an element ̟ PW
such that
(a) Lµpπq ´ Lµp̟ ‹ πq “ Lµpρq ´ Lµp̟ ‹ ρq “ ℓp̟q;
(b) sα ¨ p̟ ¨ πq “ ̟ ¨ ρ (equivalently in the reverse Bruhat order sα ‹ p̟ ‹ ρq “ ̟ ‹ π);
(c) sαW
´1p̟ ‹ πq XW´1p̟ ‹ ρq ‰ H where sαW´1p̟ ‹ πq is the translation by group
action i.e.
tsαw PW | w PW´1p̟ ‹ πqu.
Proof. The first characterization follows easily from the description of W-sets and Proposition 5.6.
We prove the second characterization. Since π Ì ρ we have ρ Ìr π. We set ̟ “ w1 where w1, w2, sα
exist from Corollary 5.9. It follows that Condition ((ii)a) is clear. Condition ((ii)b) follows because
ℓpw1sαw2q ď ℓpw1q ` 1` ℓpw2q “ Lµpπq ` 1 “ Lpρq,
so sα PWp̟ ¨ρ,̟ ¨πq. Finally Condition ((ii)c) follows because sαw2 P sαW´1p̟‹ρqXW´1p̟‹πq.
Conversely, suppose we are given elements ̟, sα as above. Then we set w1 “ ̟ and choose any
element w2 PW´1p̟‹πqXsαW´1p̟‹ρq. Then w2 PW´1p̟‹πq and so w1w2 PW´1pπq. Similarly
w1sαw2 PW´1pρq. The length constraint follows from the Condition ((ii)a) above. This proves the
proposition. 
Example 5.11. Consider π “ r21|3s. It is easily computed that W´1pr21|3sq “ t312u. π covers
two p2, 1q-involutions ρ1 “ r31|2s and ρ2 “ r23|1s. Note that W´1pρ1q “ t213u, W´1pρ2q “ t132u.
For the covering ρ1 Ì π, the transposition is s “ 132 and for the covering ρ2 Ì π, the transposition
is s “ 321. Finally, the W-set of π is t213u, and the only composition that is finer than 2 ` 1 is
1` 1` 1. Among all p1, 1, 1q-involutions, the only degenerate involution whose W-set is a subset of
t213u is ρ3 “ r2|1|3s. Therefore, we found all degenerate involutions that are covered by π; these
are ρ1, ρ2 and ρ3.
6. Cell decomposition and barred permutations
In the case of Xn (more generally for any spherical variety) the finitely many Borel orbits provide
a stratification of Xn with each stratum indexed by degenerate involutions. The BB-decomposition
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produces cells that also provide a geometrically meaningful paving of Xn. Unfortunately, the BB-
decomposition is rarely a stratification (i.e., the closure of a BB-cell is not necessarily the union of
other BB-cells). Nonetheless, one can still define a partial order on the T -fixed points by closure
relations. Given barred permutations π, π1 we define the BB-ordering
(17) π ď π1 ðñ X`π Ă X`π1 ,
where X`π (resp. X
`
π1) are the corresponding BB-cells. In particular cases, the order complex of
such orderings have been investigated by Knutson, see [Knu10].
However, a Borel orbit is contained in a unique BB-cell and as a result, in the spherical case, there
is a maximal dimensional B-orbit which is contained in a given BB-cell of Xn. This information
will be encoded by two combinatorial maps
t degenerate involutions u t barred permutations u
τ
σ
that we describe below.
6.0.1. The map τ .
Definition 6.1. Consider the following function
τ : tdegenerate involutionsu Ñ tbarred permutationsu.
‚ Let π “ rπ1|π2| . . . |πks be a degenrate involution. For each πj , order its cycles in lexico-
graphic order by the smallest value in each cycle.
‚ Since π is a µ-involution, every cycle that occurs in each πj has length one or two. Then
add bars between each cycle.
‚ Take the equivalence class of the resulting µ-involution. Concretely, we will remove braces
from one-cycles piq and for a two-cycle pijq with i ă j will be converted into a string ji.
It is easy to see that the process is well defined. For example, τpp68q|p25qp4qp9q|p13qp7qq “
r86|4|52|9|31|7s.
We will now show how this map is connected to the BB-decomposition under the action of a generic
one-parameter subgroup.
Definition 6.2. A sequence pa1, a2, . . . , anq of integers satisfying the following conditions is called
an admissible sequence of length n.
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(1)
řn
i“1 ai “ 0;
(2) the sequence ai is monotonically increasing;
(3) given indices i ď j ď k ď l we have
aj ´ ai ď al ´ ak.
Lemma 6.3. Equivalently admissible sequences have the following properties:
(a)
řn
i“1 ai “ 0;
(b) a1 ă a2 ă ¨ ¨ ¨ ă an;
(c) if i, j, k ă l, then ai ` aj ă ak ` al;
(d) if i, j ă k, then 2ai ă aj ` ak.
Admissible sequences exist. In particular, for any positive integer n the sequence
`
n` 2i ´ 2n˘ for
0 ď i ď n´ 1 is an admissible sequence.
Proof. The first assertion is trivial. The second assertion follows from the following observations.
(i) The sequence p2i ´ 1q satisfies all conditions of admissibility, in Definition 6.2, except the
condition (1). This follows from binary expansion of these integers.
(ii) The conditions (1) and (2) are translation invariant. In other words, if any finite ordered
sequence of integers paiq satisfies these conditions then for any integer b the sequence pai`bq
also satisfies these conditions.

An admissible sequence a ..“ pa1, . . . , anq defines an admissible one-parameter subgroup (1-psg),
denoted by λa : Gm Ñ SLn.
Proposition 6.4. Given any µ-involution π, and any admissible 1-psg λ, the point Qπ P Xn flows
to the torus fixed point Qτpπq. In other words
lim
tÑ0
λptq ¨Qπ “ Qτpπq.
Proof. Let tǫi : i “ 1, . . . nu denote the fundamental weights of SLn. Given any admissible 1-psg
λa we scale the bilinear pairing between roots and co-roots such that xλa, ǫiy “ ai.
It suffices to understand the flow under an admissible 1-psg inside a closed G-orbit Xπ. Consider
the barred permutations corresponding to π “ rπ1| . . . |πks, and the limit point τpπq “ rπ11| . . . |π1ms.
Using the description of the structure of the orbits Xπ, see Remark 2.2, it is clear that under the
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flow of a generic one parameter subgroup each component πi of π will independently fragment into
sub-components rπ1i1 | . . . |π1ij s and τpπq will be obtained by concatenating these sub-components.
In other words the barred permutation τpπq will be obtained by successively subdividing π and it
suffices to show that the process outlined in Definition 6.1 is indeed the right one.
The allows us to reduce to the special case where Qπ itself is a non-degenerate quadric. Precisely,
we assume the following.
(:) π an involution in Sn. If π “ pa1, b1q, . . . , pak, bkqpc1q . . . pcmq in cycle representation then Qπ “řk
i“1 xaixbi `
řm
j“1 x
2
cj
.
In this special case it is possible to calculate the limit using the higher adjugate map, see Section 2.1.
We will present an alternate calculation. We will use heavily use the notation introduced in §2.1.2.
Let us first assume that π “ r1, 2, . . . , ns is the trivial permutation in Sn so Qπ “
ř
x2i . In this
case the complete quadric Qπ corresponds to h in the G-representation V, and h corresponds to
vector p1, . . . , 1q in An´1. Concretely, under this correspondence, we get
(18) λptq ¨ hÐÑ
ÿ
αP∆
txλ,´2αyeα.
Note that the fundamental weights and simple roots of SLn are related by αi “ ǫi ´ ǫi`1. Substi-
tuting this in Eq. (18) we note that for any admissible 1-psg the limit as tÑ 0 is the origin in An´1.
The correspondence between the toric stratum in An´1 and the G-orbit closures in Xn shows that
the origin corresponds to the minimal closed orbit (see Eq. (4)). This proves the assertion when π
is the trivial permutation.
When π is an arbitrary involution, still satisfying condition (:) above, we note that π is of the form
w ¨ r1, 2, . . . , ns for some involution w P Sn. In this case π belongs to T ¨ h (from highest weight
consideration), so acting by a 1-psg λ “ λa we get
(19) λptq ¨ pw ¨ hq “
ÿ
µ
txλ,w¨pµ´ρqyhµ Ø
ÿ
α
txλ,´2pw¨αqy ¨ eα “
n´1ÿ
i“1
t2pawpi`1q´awpiqq ¨ eαi
The last equality above follows from the Weyl group action – w ¨ ǫi “ ǫwpiq.Consider the limit
(20) lim
tÑ0
˜
n´1ÿ
i“1
t2pawpi`1q´awpiqq ¨ eαi
¸
.
Whenever wpi`1q ą wpiq, the coefficient of eαi is zero, and hence the limit point will belong to the
strata S Ă ∆ which is the complement of descent set of the permutation w. This shows that the
COMPLETE QUADRICS 29
barred permuation corresponding to the limit point indeed matches the description of τpπq. This
proves the assertion. 
Example 6.5. Let π “ p68q|p25qp4qp9q|p13qp7q. Then the flag underlying Qπ is a two step flag
F : 0 “ V0 Ă V1 Ă V2 Ă k9 where successive quotients are spanned respectively by the standard
basis vectors te6, e8u, te2, e4, e5, e9u and te1, e3, e7u. The non-degenerate quadrics on the successive
quotients are given by Q1 “ x6x8, Q2 “ x2x5`x24`x29 and Q3 “ x1x3`x27. The quadric Q1 “ x6x8
is T -fixed so it is also λ-fixed. The quadric Q2 “ x2x5 ` x24 ` x29 is not λ-fixed and
λptq ¨Q2 “ t´pa2`a5qx2x5 ` t´2a4x24 ` t´2a9x29.
Since λ is admissible, 2a9 ą a2`a5 ą 2a4 and it follows that lim
tÑ0
λptq¨Q2 is the sequence of quadrics
x24, x2x5, x
2
9. A similar calculation for Q3 “ x1x3 ` x27 yields
lim
tÑ0
Qπ “ Qπ1
where π1 “ p68q|p4q|p25q|p9q|p13q|p7q corresponding to the barred permutation r86|4|52|9|31|7s.
Remark 6.6. As the proof of Proposition 6.4 illustrates, our adhoc definition admissible 1-psg is not
conceptually necessary. Any other choice, as long as it is sufficiently generic, will be related to our
choice by the action of a Weyl group element. In our experience, the choice we have made leads to
simplest results in terms of the indices.
6.0.2. The map σ. Next, we define a map in the opposite direction
σ : tbarred permutationsu Ñ tdegenerate involutionsu
which describes the maximal dimensional B-orbit contained in a BB-cell.
Definition 6.7. Let α “ rα1|α2| . . . |αks be a barred permutation. Let dj denote the largest value
occurring in αj , giving rise to a sequence dπ “ pd1, d2, . . . , dkq. For example, if α “ r86|9|52|4|7|31s,
then dα “ p8, 9, 5, 4, 7, 3q. We say that π has a descent (resp., ascent) at position i if dπ has a
descent (resp., ascent) at position i.
Definition 6.8. The function σ is constructed by the following recipe.
‚ Given a barred permutation π, construct σpπq by adding one-cycle piq for every length one
string i appearing in π and the two cycle pijq for every length two string ji appearing in π.
‚ Remove bars from positions of ascent in π and retain the bars at positions of descent at π.
Proposition 6.9. Given any barred permutation π, there is a unique B-orbit of maximum di-
mension that is contained in the BB-cell X`π . The µ-involution indexing this B-orbit is given by
σpπq.
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Proof. Note that τpσpπqq “ π, so it follows from Proposition 6.4 that the B-orbit indexed by σpπq
is contained in the correct BB-cell. So we need to show that the B-orbit indexed by the σpπq has
the maximum dimension. It follows from the work of Brion and Luna, see [BL87], we know that
the intersection of a G-orbit and a BB-cell is either trivial or is an entire B-orbit, and moreover
given any BB-cell there is a maximum dimensional G-orbit such that the that the intersection is a
dense B-orbit.
Note that Proposition (6.4) shows that the index corresponding to any B-orbit, contained in the BB-
cell flowing to π, must be obtained from π by removing bars. The largest B-orbit will correspond
to the degenrate involution obtained by removing the maximum number of bars.
Consider the sequence dπ associated to π “ rπ1| . . . |πks, see Definition 6.7. We will show that we
can always remove a bar at the position of ascent of dπ where as removing a bar at a descent is
forbidden. Suppose a bar is removed at location j of π, the resulting degenrate permuation π1 is
shown below.
(21) π “ rπ1| . . . |πj´1|πj | . . . |πks π1 ..“ rπ1| . . . | πj´1 πjlooomooon
Del. bar atj
| . . . |πks
Suppose dπ has ascent at j, then clearly τpπ1q “ τ . On the other hand, if dπ has a descent at j,
then
τpπ1q “ rπ1| . . . |πj |πj´1| . . . |πks ‰ π.
So we are only allowed to remove bars at locations of ascent of dπ. This shows that σpπq is indeed
as claimed. 
We consider an example to illustrate the proof of Proposition 6.9.
Example 6.10. Consider the barred permutation π “ r86|4|52|9|31|7s then as predicted by Def-
inition 6.8 we have σpπq “ p68q|p25qp4qp9q|p13qp7q. Let us consider the degenerate involution
π1 “ rp86qp4q|52|9|31|7s. We wish to show that the distinguished quadric Qπ1 will not flow to
Qπ under an admissible 1 -psg. This is clear because the only non-degenerate quadric, which is not
T -fixed, appearing in Qπ1 is x8x6 ` x24. Under the flow of an admissible 1-psg, see Example 6.5, it
will flow to the point r4|86|52|9|3|7s ‰ π.
Given a barred permutation π, let wpπq denote the unique permutation in Sn which in one-line
notation is obtained by removing all bars.
We let invpπq denote the number of length two strings that occur in π and let ascpπq denote the
number of ascents in dπ. Let w0 denote the element of maximal length in Sn.
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Lemma 6.11. The dimension of the B-orbit τpπq, corresponding to a barred permutation π, is
given by ℓpw0q ´ ℓpwpπqq ` invpπq ` ascpπq, where ℓp´q is the length function on Sn.
Proof. Since wpπq belongs to the W-set of the B-orbit containing Qπ, the codimension of the B-
orbit containing Qπ in its G-orbit is ℓpwpπqq; see [CJW16b]. The codimension of the closed B-orbit
in the G-orbit containing Qπ is invpπq and the dimension of the closed G-orbit is ℓpw0q, it follows
that the dimension of the B-orbit containing Qπ is ℓpw0q ` invpαq ´ ℓpwpαqq. The result follows
from the fact that the codimension of the B-orbit containing Qπ in its closure is ascpπq. 
6.0.3. Concluding Remarks. In Figure 4, we depict the cell decomposition of X3, each colored
rectangle represents a B-orbit parametrized by its corresponding µ-involution, and the edges stand
for the covering relations in Bruhat order. A BB-cell is a union of all Borel orbits of the same color.
We illustrate the resulting cell decomposition, when n “ 3, in Figure 5. The dimension of a cell
corresponding to a vertex in the figure is equal to the length of any chain from the bottom cell. A
vertex corresponding to a cell X`π is connected by an edge to a vertex of a cell X
`
π1 of dimension
one lower if and only if X`π1 Ď X`π .
r3|2|1s
r3|21s
r32|1s
r2|3|1s
r3|1|2s
r2|31s
r3|12s
r23|1s
r31|2s
r1|3|2s
r2|1|3s
r321s
r1|32s
r2|13s
r13|2s
r21|3s
r1|2|3s
r132s
r213s
r1|23s
r12|3s
r123s
Figure 4. Cell decomposition and the Bruhat order for X3.
For n ě 3, the Bia lynicki-Birula decomposition of Xn is not a stratification. To see this, we consider
the Bruhat order on X3, depicted in Figure 4. The closure of the pink cell X
`
r1|3|2s intersects the
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r3|2|1s
r3|21s r32|1s
r3|1|2s r31|2s r2|3|1s
r2|1|3s r2|31s r1|3|2s
r21|3s r1|32s
r1|2|3s
Figure 5. Poset of BB-cells of X3 r4|321s
r3|421s r4|132s r4|213s
r2|431s r3|142s r3|214s r4|123s
r1|432s r2|143s r2|314s r3|124s
r1|243s r1|324s r2|134s
r1|234s
Figure 6. The dense B-orbits of BB-cells in X3 wrt closure order.
orange cell X`r3|1|2s in the B-orbit O
r3|1|2s, which is non-empty, but not equal to the entire orange
cell which also includes Or3|12s.
It is desirable to have a combinatorial rule determining the (covering) relations of Bruhat order
which does not go through the costly inductive procedure given in Section 5. Given a composition
µ of n, let us denote by BCellpµq the set of all µ-involutions πµ such that Borel orbit Oπµ is dense
in its corresponding BB-cell.
Experimentally, we have observed that the inclusion order restricted to BCellpµq is a ranked poset
with a minimal and a maximal element. For example this is depicted in Figure 6 where we consider
the BCellp1, 3q as an embedded sub-poset in the closure order on all p1, 3q-involutions. However we
are unable to establish it in general and we pose it as a conjecture.
Conjecture 6.12. Fix a BB-cell decomposition of Xn and consider all the Borel-orbits in Xn which
are dense in some BB-cell. Denote this set by BCellpXq. Then the Bruhat order on Borel orbit
restricted to BCellpXq is a graded poset with a maximum and a minimum element.
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