We consider two continuous Itô semimartingales observed with noise and sampled at stopping times in a nonsynchronous manner. In this article we establish a central limit theorem for the pre-averaged Hayashi-Yoshida estimator of their integrated covariance in a general endogenous time setting. In particular, we show that the time endogeneity has no impact on the asymptotic distribution of the pre-averaged Hayashi-Yoshida estimator, which contrasts the case for the realized volatility in a pure diffusion setting. We also establish a central limit theorem for the modulated realized covariance, which is another pre-averaging based integrated covariance estimator, and demonstrate the above property seems to be a special feature of the pre-averaging technique.
Introduction
Let X = (X t ) t∈R+ be a continuous semimartingale on a stochastic basis (Ω, F , (F t ), P ). Suppose that for each n we have a sequence (t n i ) i∈Z+ of (F t )-stopping times such that t n 0 = 0 and t n i ↑ ∞ as i → ∞. Then, as is well known, for any t ∈ R + the quantity RV n t := i:t n i ≤t (X t n i − X t n i−1 ) 2 converges to the quadratic variation
[X] t of X in probability as n → ∞, provided that ∆ n (t) := sup i (t n i ∧ t − t n i−1 ∧ t) → p 0 (see Theorem I-4.47 in [29] for instance). Here, the notation → p means convergence in probability. In recent years this classic result has been highlighted in the context of a high-frequency data analysis. In the econometric literature, the quantities RV n t and [X] t are called the realized volatility (RV) and integrated volatility (IV) (up to the time t) respectively. Then, the above result is equivalent to say that the RV is a consistent estimator for the IV if ∆ n (t) → p 0 as n → ∞. Because the importance of the IV as an index of the volatility of assets has been recognized since a series of studies by Andersen and Bollerslev [1, 2] and the increasing availability of high-frequency data in finance makes the assumption ∆ n (t) → p 0 reliable, the statistical theory for the estimation of the IV has been developed by many authors recently.
One of the interesting topics after the consistency is the asymptotic distribution theory. In the context of the statistical estimation of diffusion parameters, such a theory has already appeared in Dohnal [12] and Genon-Catalot and Jacod [19, 20] . See also the recent works of Uchida and Yoshida [48] and Ogihara and Yoshida [40] . Also, the early limit theory for the RV was developed in Jacod [26] , Jacod and Protter [28] and Zhang [51] in different contexts. In the present situation, under some regularity conditions Barndorff-Nielsen and Shephard [5] developed a "feasible" central limit theorem 
)
4 is sometimes called the realized quarticity. In this case, even the second-order asymptotic expansion of the statistic in the left-hand side of (1.1) was developed in Yoshida [50] .
It is natural to ask what happens when we consider more general stopping times as the sampling times (t n i ). In fact, Barndorff-Nielsen and Shephard [6] and Mykland and Zhang [38] showed that the convergence (1.1) is also valid with more general deterministic sampling times. Moreover, even in the case that the sampling times could be random and endogenous (i.e., path-dependent) (1.1) is still valid as long as (t n i ) satisfies a kind of strong predictability condition, as shown in Hayashi et al. [23] , Hayashi and Yoshida [25] and Phillips and Yu [42] . Here, the strong predictability condition intuitively means that the future sampling times are determined with delay. See [23] and [25] for more precise definitions. Such a kind of condition has already appeared in [20] and [26] . Dropping the strong predictability condition is much difficult. For some special hitting-time-based sampling schemes, (1.1) was verified by Fukasawa [16] and Fukasawa and Rosenbaum [18] . However, the convergence (1.1) could fail for general endogenous sampling times. In fact, Fukasawa [15, 17] showed that the asymptotic distribution of the RV is determined by the asymptotic skewness and kurtosis of observed returns. More precisely, suppose that X is a continuous local martingale with E[ X where W is a standard Wiener process independent of F . See Theorem 3.10 of [17] for details. This type of result was also obtained by Li et al. [34] . We call the first integral in (1.2) limiting bias, following [18] . Though the limit theory viewed in the above provides us a beautiful framework for estimating the IV from high-frequency financial data, we encounter another problem called market microstructure noise when we focus on ultra high-frequencies. For this reason, recently many authors have proposed alternative estimators for the IV in consideration of microstructure noise e.g., the two-time scale realized volatility of [53] , realized kernel of [3] , pre-averaging estimator of [43, 27] and realized quasi-maximum likelihood estimator of [49] . The aim of this article is to answer a natural question that what happens in the asymptotic distribution of such a kind of estimator when sampling times are random and endogenous. This type of problem has been well studied in recent years when sampling times are deterministic or random but independent of observations in connection with the problem of nonsynchronous observations, which is another important problem for analyzing high-frequency data of multiple assets. See [4, 8, 11, 46] for example. The case that both of the microstructure noise and the time endogeneity are present was considered in Li et al. [35] , and in that article they constructed a new estimator and developed an asymptotic distribution theory of it.
In this article we will focus on the pre-averaging estimators, especially the pre-averaged Hayashi-Yoshida estimator (PHY) proposed in Christensen et al. [10] , which is a pre-averaging version of the Hayashi-Yoshida estimator proposed in Hayashi and Yoshida [24] . For the case with deterministic sampling times, the asymptotic distribution of this estimator was derived in [11] . The case that a kind of strong predictability condition holds true was also developed in [32] . In both cases no limiting bias appears, which is of course naturally predicted from the RV case. Interestingly, in this article we will show that nothing happens even if we drop the strong predictability condition in the above (more precisely, we can replace the strong predictability condition in [32] by a kind of continuity for the conditionally expected durations). That is, the asymptotic distribution of the PHY does not change even in the presence of the time endogeneity, in particular any limiting bias does not appear. This is quite different from the RV. Furthermore, we will show our result in the bivariate setting with nonsynchronous observations because it causes no difficulty compared with the univariate setting. This is completely different from the no-noise case and reflects the fact that the nonsynchronicity of observation times is less important in the presence of noise, as shown in [9] .
Compared with the estimator proposed in [35] , the PHY has three advantages, except we can apply it to nonsynchronous data. First, it attains the optimal convergence rate. Second, it is robust to a certain kind of autocorrelated noise (see Section 5.2) . Third, we do not need to correct the limiting bias of the estimator, so that it is easier for implementation.
The plan of this article is as follows. Section 2 presents the mathematical model and the construction of the pre-averaged Hayashi-Yoshida estimator. Section 3 is devoted to the main result of this article. Section 4 provides some concrete examples of sampling times which are possibly endogenous. Section 5 discusses Studentization, autocorrelated noise and a comparison between some existing approaches, and Section 6 uses Monte Carlo simulations to verify the conclusions obtained from the previous sections. Most of the proofs are given in the Appendix.
Notation
We denote by D(R + ) the space of càdlàg functions on R + equipped with the Skorokhod topology. A sequence of random elements X n defined on a probability space (Ω, F , P ) is said to converge stably in law to a random element X defined on an appropriate extension (Ω,F ,P ) of (Ω, F , P ) if E[Y g(X n )] → E[Y g(X)] for any F -measurable and bounded random variable Y and any bounded and continuous function g. We then write X n → ds X. A sequence (X n ) of stochastic processes is said to converge to a process X uniformly on compacts in probability (abbreviated ucp) if, for each t > 0, sup 0≤s≤t |X n s − X s | → p 0 as n → ∞. If a process V is (pathwise) absolutely continuous, we denote its density process by V ′ . | · | denotes the Lebesgue measure. For a (random) interval I and a time t ∈ R + , we write I(t) = I ∩ [0, t).
The setting

Model
) be a stochastic basis. For any t ∈ R + we have a transition
t ) into R 2 , which satisfies zQ t (ω (0) , dz) = 0. We endow the space
[0,∞) with the product Borel σ-field F (1) and with the probability Q(ω (0) , dω (1) ) which is the product ⊗ t∈R+ Q t (ω (0) , ·). We also call (ǫ t ) t∈R+ the "canonical process" on (Ω (1) , F (1) ) and the filtaration
Then we consider the stochastic basis B = (Ω, F , F = (F t ) t∈R+ , P ) defined as follows:
Any variable or process which is defined on either Ω (0) or Ω (1) can be considered in the usual way as a variable or a process on Ω.
Now we introduce our observation data. Let X and Y be two continuous semimartingales on B (0) . Also, we have two sequences of F (0) -stopping times (S i ) i∈Z+ and (T j ) j∈Z+ that are increasing a.s.,
As a matter of convenience we set S −1 = T −1 = 0. These stopping times implicitly depend on a parameter n ∈ N, which represents the frequency of the observations. Denote by (b n ) a sequence of positive numbers tending to 0 as n → ∞ (typically b n = n −1 ). Let ξ ′ be a constant satisfying 0 < ξ ′ < 1. In this paper, we will always assume that
as n → ∞ for any t ∈ R + . The processes X and Y are observed at the sampling times (S i ) and (T j ) with observation errors (U
Here, ǫ t = (ǫ X t , ǫ Y t ) for each t, while X and Y are two continuous semimartingales on B (0) . We can take X = φ X X and Y = φ Y Y for some constants φ X and φ Y , so that the observation errors can be correlated with the returns of the latent processes X and Y . Moreover, X and Y could also depend on the sampling times. For these reasons we will refer to (b
) j∈Z+ as the endogenous noise. The factor b −1/2 n is necessary for the endogenous noise not to degenerate asymptotically. Such a kind of noise appears in e.g., [4] and [31] . After all, we have the observation data X = (X S i ) i∈Z+ and Y = (Y T j ) j∈Z+ of the forms
Construction of the estimator
In this subsection we explain the construction of the pre-averaged Hayashi-Yoshida estimator. First we introduce a concept called the pre-averaging, which was originally proposed by [43] and generalized by [27] . We choose a sequence k n of positive integers and a number θ ∈ (0, ∞) satisfying
We associate the random intervals
with the sampling scheme (S i ) and (T j ) and refer to I = (I i ) i∈N and J = (J j ) j∈N as the sampling designs for X and Y . For a function α on R + , we introduce the pre-averaging observation data of X and Y with the weight function α and based on the sampling designs I and J respectively as follows:
In the following we fix a continuous function g : [0, 1] → R which is piecewise C 1 with a piecewise Lipschitz derivative g ′ and satisfies g(0) = g(1) = 0 and ψ HY := 1 0 g(x)dx = 0 (for example g(x) = x ∧ (1 − x)). The following quantity was introduced in Christensen et al. [10] : Definition 2.1 (Pre-averaged Hayashi-Yoshida estimator). The pre-averaged Hayashi-Yoshida estimator (PHY) of X and Y associated with sampling designs I and J is the process
For a technical reason explained in [32] , we modify the above estimator as follows. The following notion was introduced to this area in Barndorff-Nielsen et al. [4] : Definition 2.2 (Refresh time). The first refresh time of sampling designs I and J is defined as R 0 = S 0 ∨T 0 , and then subsequent refresh times as
We introduce new sampling schemes by a kind of the next-tick interpolations to the refresh times. That is, we define S 0 := S 0 , T 0 := T 0 , and
Here, for a stopping time T with respect to filtration (F t ) and a set A ∈ F T , we define T A by T A (ω) = T (ω) if ω ∈ A; T A (ω) = ∞ otherwise (see I-1.15 of [29] ). Similarly T k is also an F (0) -stopping time, hence so is R k . Then, we create new sampling designs as follows:
For the sampling designs I and J obtained in such a manner, we consider the pre-averaging observation data X( I) i and Y( J ) j of X and Y based on the sampling designs I and J respectively i.e.,
We refer to these quantities as the pre-averaging data in refresh time. Finally, our objective estimator is given by P HY (X, Y) n := P HY (X, Y; I, J ) n . More precisely, we have
3 Main results
Conditions
We start with introducing some notation and conditions in order to state our main result. First, for any continuous semimartingale Z on B (0) , we write its canonical decomposition as Z = A Z + M Z , where A Z is a continuous F (0) -adapted process with a locally finite variation and M Z is a continuous
for each k ∈ N. Here, for each t ∈ R + we writeŠ
T k may not be stopping times. Let H n = (H n t ) t∈R+ be a sequence of filtrations of F (0) to which N n , N n,1 and N n,2 are adapted. For each n, we also assume that A Z and M Z are adapted to H n for every Z ∈ {X, Y, X, Y }. Then, for each n and each ρ ≥ 0 we define the processes
The following condition is necessary to compute the asymptotic variance of the estimation error of our estimator explicitly.
[H1] (i) For each n, we have a càdlàg 
is tight for all t > 0. (iii) For each n, we have a càdlàg F (0) -adapted process χ ′n and a random subset 
is tight for all t > 0 and l = 1, 2.
The following condition is a sufficient one for the condition [H1]:
There exists a numberρ > 1/ξ ′ such that for every l = 1, 2 and every
] type condition appears in Hayashi et al. [23] (see assumptions E(q) and E ′ (q) of [23] ). The reason why we introduce a kind of exceptional sets N l n (l = 0, 1, 2, 1 * 2, ′ ) is that the condition [H1] without them is too local. To explain this, we focus on the univariate case. Note that in this case we have
Let τ be a positive number and suppose that (S i ) be a sequence of Poisson arrival times whose intensity is λ before the time τ and λ after τ . Then the structure of the process G (1) n becomes very complex around the time τ (of course if λ = λ), so that it will be difficult to verify the convergence G (1) n ucp − − → G because it requires a kind of uniformity. See also Example 4.4.
Next we introduce a kind of continuity of a stochastic process which we mentioned in the introduction. (i) V is of class (A λ ) if there is a positive constant C satisfying
for any bounded F (0) -stopping times τ 1 and τ 2 . (ii) V is of class (AL λ ) if there is a sequence (σ k ) of F (0) -stopping times such that σ k ↑ ∞ as k → ∞ and the stopped process V σ k is of class (A λ ) for every k.
If both of processes V and W are of class (AL λ ) for some λ ∈ [0, 1], then the process V + W is obviously of class (AL λ ). Moreover, the class (AL λ ) is non-increasing in λ. That is, if 0 ≤ λ 1 ≤ λ 2 ≤ 1 and a process V is of class (AL λ1 ), then V is also of class (AL λ2 ). In fact, if τ is an F (0) -stopping time such that V τ is of class (A λ1 ), then V τ ∧K is of class (A λ2 ) for any K > 0. This implies V is of class (AL λ2 ).
Remark 3.2. If a càdlàg F (0) -adapted process V is of class (AL λ ) for some λ ∈ [0, 1), then evidently V satisfies the Aldous tightness criterion condition (this is why we use the letter "A" for the definition). More precisely, for all K > 0 and η > 0 we have lim θ↓0 sup σ,τ ∈TK:σ≤τ ≤σ+θ P (|V τ − V σ | ≥ η) = 0, where T K denotes the set of all F (0) -stopping times bounded by K. This also implies that V is quasi-left continuous (see Remark VI-4.7 of [29] ).
In the following processes of class (AL λ ) for any λ ∈ (0, 1] play an important role. Here we give some examples of such ones. Instead of a kind of strong predictability, we impose the following condition on the sampling times:
[H2] (i) S i and T i are F (0) -predictable times for every i.
(ii) The process G in the condition [H1] is of the form
G is an adapted point process and (γ (iii) We also remark that in the econometric literature conditionally expected durations are often modeled by GARCH-type models (such as the ACD model of [13] ) or SV-type models (such as the SCD model of [7] ). Since such models can be approximated by Itô semimartingales (see [36] and references therein), [H2] is also not restricted from the econometric point of view in the light of Example 3.1-3.2.
The volatility processes should also have a kind of continuity: In consideration of Example 3.1-3.3, [H3] is standard in the literature; see e.g., [23] and [25] .
The maximum of the durations need to have a fairly fast convergence speed.
[H4] 5 6 < ξ ′ < 1 and (2.2) holds for every t ∈ R + .
An [H4]-type condition often appears in the literature (e.g., [8, 25, 34] is tight as n → ∞ for all t > 0.
Proof. By an argument similar to the proof of Lemma 10.4 of [32] , we can show that
Therefore, the Lenglart inequality and
we complete the proof of the lemma.
we obtain the following result:
We impose the following regularity conditions on the drift processes and the noise process: [29] for more details on the concepts appearing here.
Finally, we introduce constants appearing in the representation of the asymptotic variance of our estimator. For any real-valued bounded measurable functions α, β on R, we define the function ψ α,β on R by
Then, we extend the functions g and g ′ to the whole real line by setting g(x) = g ′ (x) = 0 for x / ∈ [0, 1] and put
Results
Now we are ready to state the main theorem of this article.
as n → ∞, whereW is a one-dimensional standard Wiener process (defined on an extension of B) independent of F and w is given by
are satisfied. Then (3.1) holds as n → ∞, whereW is as in the above and w is given by
s . Proof of this theorem is given in Appendix A. As was announced in the introduction, the time endogeneity has no impact on the asymptotic distribution of the pre-averaged Hayashi-Yoshida estimator, compared with Theorem 3.1 of [32] . It is also worth noting that the endogeneity of the noise pushes down the asymptotic variance.
In the univariate case, we have
[H1](i)-(ii) and [H2](ii) implies that [H1](iv)-(v) and [H2](iv) respectively, and [H1](iii) and [H2]
(iii) are automatically satisfied because χ n ≡ 1. Consequently, we obtain the following result:
as n → ∞, whereW is as in the above and w is given by
Interestingly, both of the endogeneity of the sampling times and the noise have no impact on the asymptotic distribution.
Remark 3.5. (i) A brief explanation of the reason why the asymptotic skewness of returns has no impact on the asymptotic variance of the PHY can be given in the following way. For simplicity we focus on the univariate case without the noise and drift. Then, the predictable quadratic covariation of the estimation error of the PHY and the martingale X is given by the sum of terms like
In such a term, variables corresponding to the third power of returns (i.e., terms involving variables like [X](I k )X(I k )) have no impact in the first order. By a similar reason the asymptotic kurtosis of returns also has no impact on the asymptotic variance of the PHY.
(ii) Due to Lemma 3.1 of [32] , in the estimation error of the PHY we can replace the (pre-averaging version of) Hayashi-Yoshida type sampling design kernel 1 {[ S i , S i+kn )∩[ T j , T j+kn ) =∅} by a certain deterministic function. This enables us to handle the nonsynchronous case with no difficulty. This is quite different from the case for the Hayashi-Yoshida estimator in a pure diffusion setting, in which the Hayashi-Yoshida sampling design kernel plays a central role in the first order calculus.
Examples
Univariate case
Example 4.1 (Times generated by hitting barriers). This example was treated in Section 4.4 of [17] and Example 4 of [34] .
Suppose that [H3] is satisfied and both [X]
′ and [X] ′ − do not vanish. Define
for positive constants u, v. Then, using a representation of a continuous local martingale with Brownian motion, we have
Combining the above formula with Proposition 2.1 of [39] (again using a representation of a continuous local martingale with Brownian motion), we obtain the following result: for each r ≥ 1 there exists a positive constant .1) by X. This can be shown by the following way: first, by a localization argument it is sufficient to consider processes stopped at some positive number T . Let
. As is well known, Z t is a positive continuous local martingale. Therefore, again by a localization argument we may assume that both Z and 1/Z are bounded. In particular, Z is a martingale, so that we can define a probability measure P T on (Ω, F T ) by P T (E) = P (1 E Z T ). P T is obviously equivalent to the probability measure P restricted to (Ω, F T ). Then, by Girsanov's theorem X is a continuous
hence [H1], [H2] and [H4] hold true under P T . Moreover, [H3] and [H5]-[H6]
are also satisfied under P T due to the Bayes rule. Therefore, (3.1) holds true under P T . Since the stable convergence is stable by equivalent changes of probability measures, (3.1) also holds true under the original probability measure P . Further, in this case we do not need (A X ) ′ is of class (AL λ ) for some λ ∈ (0, 1 4 ). Example 4.2 (General return distribution). This example was considered in Section 4.3 of [15] and Example 5 of [34] , and can be regarded as a generalization of Example 4.1.
Let W be a one-dimensional standard Wiener process on a stochastic basis (
. Suppose that Ψ is adapted to the filtration (F ′ t ). Let µ be a probability measure on R with mean 0, and suppose that µ is not a Dirac measure i.e., µ({0}) < 1. Then, by Lemma 108 in Chapter 1 of [14] we can construct an i.i.d. random vectors (U 0 , V 0 ), (U 1 , V 1 ), . . . on a probability space (Ω ′′ , F ′′ , P ′′ ) satisfying the following conditions for every i:
Now construct the stochastic basis B
(0) by
Then, we define (S i ) sequentially by S 0 = 0 and
By construction S
i is an F (0) -predictable time for every i and (W S i+1 −W S i ) i∈Z+ is a sequence of independent random variables. Furthermore, Lemma 115 in Chapter 1 of [14] implies that (2.1), b
. This is known as the Skorohod representation, which is closely related to the so-called Skorohod stopping problem (see [39] for details). In the present situation we need the predictability of S i , so that we give the precise construction of S 
On the other hand, let (ζ i ) i∈Z+ be positive i.i.d. random variables with mean 1 on an auxiliary probability space (Ω ′′ , F ′′ , P ′′ ). Then we define the stochastic basis B (0) by (4.2). We define the sampling scheme (S i ) sequentially by S 0 = 0 and
, where the probability density function of the inverse Gaussian distribution IG(δ, γ) is given by
In order to verify the conditions [H1]-[H2] and [H4]
, we additionally make the following assumptions: both c − and µ − do not vanish, ψ := c/µ is of class (AL λ ) for any λ > 0 and E[|ζ i | ρ ] < ∞ for some ρ > 6. Then, letting H n t being the σ-field generated by F ′ t and the random variable i 1 {S i ≤t} for each t ∈ R + , we have
by Eq. (2.16) of [30] , where K λ is the modified Bessel function of the third kind and with index λ. Now we notice that the following properties of the function K λ . First, Theorem 1.2 of [33] implies that for any λ > 0 there exist a positive constant C λ such that
is strictly increasing in λ for λ > 0. This follows form Eq. (2.12) of [33] . These facts yields the condition [K ρ ], hence Lemma 3.1 implies that [H4] holds true. Moreover, by construction H n S i is independent of ζ i , hence we have [H1] with G = ψ. From this we also obtain [H2] . From this model we can obtain endogenous sampling times by giving a correlation between X and W .
Nonsynchronous case
Example 4.4 (Poisson sampling with a random change point). This example is a version of the model discussed in Section 8.3 of Hayashi and Yoshida [25] .
As in the preceding example, we first construct an appropriate stochastic basis 
is defined in the same way using N n,2 = (N 2 np 2 t ), N n,2 = (N 2 np 2 t ) and τ 2 instead of N n,1 , N n,1 and τ 1 respectively. Let H n be the filtration generated by the σ-field F ′ and the processes N n,1 , N n,2 . Then, in a similar manner to Section 5.2 of [32] we can show that [H1] and [H4] are satisfied with b n = n −1 , χ ≡ 0 and
Example 4.5 (Continuous-time analog of the Lo-MacKinlay model). In Lo and MacKinlay [37] they regarded the nonsynchronicity of observations as a kind of missing observations. That is, they first considered a series r 1 , r 2 , . . . of completely synchronous latent returns. Here, the random vector r t = (r 1 − p k of taking values 1 and 0, which are independent of the latent returns. In the following we consider a continuous-time analog of this model.
be a stochastic basis as in the preceding example. Suppose that there exists a sequence (τ m ) m∈Z+ of (F ′ t )-predictable times (which will depend on n) such that τ 0 = 0 and τ m ↑ ∞ as m → ∞. On the other hand, suppose that we have two sequences (δ 1 m ) m∈Z+ and (δ 2 m ) m∈Z+ of i.i.d. random variables on a probability space (Ω ′′ , F ′′ , P ′′ ). Suppose also that they are mutually independent and P (δ 
. By including endogeneity in (τ m ), we can also obtain endogenous sampling times. For example, let W be a one-dimensional Wiener process on (Ω ′ , F ′ , (F ′ t ), P ′ ) and let (ζ m ) m∈Z+ be a sequence of i.i.d. positive random variables on (Ω ′′ , F ′′ , P ′′ ). We assume they are independent of ((δ 
where ψ = c/µ.
Application and discussion
Asymptotic variance estimation
The central limit theorem derived in Section 3 is infeasible in the sense that the asymptotic variance of the estimation error is unobservable. In order to derive a feasible central limit theorem, we therefore need an estimator for the asymptotic variance. In this subsection we implement this with a kernel-based approach as in Section 8.2 of [25] and the second estimator in Section 4 of [11] .
For this purpose we need to construct global estimators for (i) the integrated (co-)volatility processes [X] , [Y ] and [X, Y ], (ii) the covariance matrix process Ψ of the noise process and (iii) the asymptotic variance process
s ds due to the presence of the endogenous noise. We have already established a class of estimators for the case (i) i.e., the PHY, so that in the following we construct estimators for the cases (ii) and (iii).
For the case (ii) we know several consistent estimators when the noise process is i.i.d. One of the most familiar estimators in such ones is the re-scaled realized covariance:
In the present situation, however, this estimator is not appropriate because X S k and Y T k−1 are possibly correlated due to the endogenous noise, for instance. Instead, we use the (scaled) symmetric first-order realized autocovariance estimator proposed by Oomen [41] :
Similarly we define
for each t ∈ R + . For the case (iii), we use a pre-averaging based estimator. First, for measurable bounded functions α, β on R we introduce the following quantity:
2 for x ∈ [0, 1]) and extend it to the whole real line by setting
2 ), where f
2 dx. Now we construct local estimators for the quantities appearing in the asymptotic variance (3.3) from the global ones introduced in the above. Let (h n ) n∈N be a sequence of positive numbers tending to 0 as n → ∞, and define
for each s ∈ R + . Then, we obtain the following result:
We give a proof of Lemma 5.1 in Appendix B. According to the above proposition, we can construct a kernel-based estimator for the asymptotic variance as follows. Set 
as n → ∞ for any t ∈ R + whenever t 0 w 2 s ds > 0 a.s.
Autocorrelated noise
We have so far assumed that the observation noise is not autocorrelated, conditionally on F (0) . In empirical studies of financial high-frequency data, however, there are a lot of evidence that microstructure noise is autocorrelated (see [22] and [47] for instance). In this subsection we shall briefly discuss the case that the observation noise is autocorrelated conditionally on F (0) . We focus on the synchronous case. That is, we assume that S i = T i for all i. Note that in this case it holds that We assume that the observation data (X S i ) and (Y S i ) are of the form
,
In other words, the observation noise follows a kind of linear processes. Under such a situation the asymptotic mixed normality of our estimators is still valid: We give a proof of Theorem 5.2 in Appendix C. The proof is based on a Beveridge-Nelson type decomposition for the noise. In the nonsynchronous case, we will need to model the autocorrelation structure of the noise on the time dependence in calender time (as [47] did) rather than tick time (as in the above). This is because we have two axes of tick time, (S i ) and (T j ), in the nonsynchronous case and this fact complicates the analysis of our estimator. However, this topic is beyond the scope of this paper, so that we postpone it to further research.
Comparison to other approaches
In this subsection we shall briefly discuss the behaviors of other noise-robust volatility estimators in the presence of time endogeneity.
First we focus on the modulated realized covariance (MRC) proposed in Christensen et al. [10] , which is another pre-averaging based covariance estimator. It can be basically considered as a pre-averaging version of the realized covariance i.e., Ξ g,g (X, Y) n (with an appropriate scaling). This quantity, however, has a bias which is given by the covariance of the noise multiplied by some constant, so that we need to involve a bias correction term. For the reason presented in Section 5.1, we use the estimator γ n t (1) 12 for estimating the covariance of the noise. More precisely, we define the process MRC(X, Y) n by
where
For any α, β ∈ Υ, we define the function φ α,β on R by φ α,β (s) =
After that, we set
Then we obtain the following result:
as n → ∞, whereW is the same one in Theorem 3.1 and w is given by
The proof is in Appendix D. The above result tells us that the time endogeneity also has no impact on the first order asymptotic property of the MRC. In this sense the MRC is better than the PHY because the former has usually smaller asymptotic variance than the later. However, the MRC is not robust to autocorrelated noise, so that in this article we mainly focus on the PHY for practical application.
On the other hand, in general the time endogeneity seems to have some impacts on the asymptotic distribution of noise-robust volatility estimators. That is, the "robustness to the time endogeneity" is presumably a special feature of the pre-averaging technique. One of the evidences for this conjecture is the analysis in [35] . We give another heuristic evidence in the following.
For simplicity we focus on the univariate case and suppose that U X S i ≡ 0. We also assume that [H1](i) holds and S 0 , S 1 , . . . are independent of X. We further assume that there exists a constantρ > 2 such that for each ρ ∈ [0,ρ] the processes G(ρ) n converges to a càdlàg process G(ρ) uniformly on compacts in probability as n → ∞. We shall consider the multiscale realized volatility (MSRV) proposed in Zhang [52] . The MSRV is given by the following formula: 5) where N = #{i ∈ N|S i ≤ 1}, M n = ⌈c multi √ N ⌉ with a positive constant c multi and
This specification follows from Bibinger [8] . 
under some regularity conditions, where ζ is a standard normal random variable independent of F . The term G(2) s /G(1) s appearing in the above seems to reflect the asymptotic kurtosis of returns, so that time endogeneity seems to have an impact on the asymptotic distribution of the MSRV. Although the verification of this conjecture is left to future research, we will examine it numerically by a Monte Carlo study in the next section.
Remark 5.1. (i) The term G(2) s /G(1) s also appears in the asymptotic variance of the realized kernel; see [4] for details. On the other hand, it is known that the asymptotic distribution of the realized quasi-maximum likelihood estimator is not affected by the irregularity of sampling times at least for renewal sampling schemes independent of observed processes, which is similar to our approach; see Section 4.3.2 of [49] and Corollary 1 of [46] .
(ii) The "robustness to the time endogeneity" property in the above has a good aspect and bad aspect. The good aspect is that we do not need to pay attention to the structure of sampling times precisely for statistical application of the estimator. The bad aspect is that we miss a chance to seek more efficient sampling schemes, as manifested in Section 5 of [17] for the RV case. This can be seen as a common trade-off between efficiency and robustness.
(iii) It would be interesting to compare our approach with the model with uncertainty zones of [45] , which is another approach allowing us to deal with endogenous noise, endogenous times and nonsynchronous observations simultaneously.
Simulation study
In this section we conduct a simulation analysis to illustrate the finite sample accuracy of some of the asymptotic results developed above. We focus on the univariate PHY.
Simulation design
We simulate data for one day (t ∈ [0, 1]). Following [34, 35] , we consider sampling times generated by hitting barriers illustrated in Example 4.1. Specifically, we define the sampling times (S i ) by Eq. (4.1) with setting u = 0.01, v = 0.04, b n = n −1 = 3600 −1 and M X t = σW t , where σ = 0.02 and W t is a one-dimensional Wiener process. This specification follows from Section 5 of [34] . For a comparison we also consider an equidistant sampling scheme i.e., S i = i/n. We will refer to the former as the hitting sampling and the later as the equidistant sampling, respectively.
One of the novel findings of this article is that the PHY has no limiting bias even if the asymptotic skewness of the latent returns does not vanish, which contrasts the realized volatility. Therefore, it will be a good illustration to consider a situation that the limiting bias of the realized volatility significantly affects its asymptotic distribution. For this reason we adopt the bridge setting for the latent process, following [35] . Specifically, X is generated by a Brownian bridge with between 0 and x 1 . An SDE specification for X can be written as
While the limiting bias of the realized volatility is proportionate to the value of x 1 in the light of (1.2), an overlarge value will cause a significant bias due to the drift term. In consideration of this trade-off, we set
To generate the microstructure noise process (U X S i ), we consider the following three scenarios: Scenario 1: U X S i ≡ 0 i.e., the microstructure noise is absent.
2 ), where we set γ = 0.001. Scenario 3:
, where we set δ = − √ 0.001.
The choices of the parameters in the above reflect the empirical findings reported in Hansen and Lunde [22] . That is, the variance of the noise is at most 0.1% of the integrated volatility and the noise is negatively correlated with the latent returns. Simulation results are based on 5000 Monte Carlo iterations for each model. The implementation of the PHY is as follows. Following [11] , we use θ = 0.15 and g(x) = x ∧ (1 − x) and set k n = ⌈θ √ N ⌉ for pre-averaging. Here, N represents the number of the observed returns. We also computed the Studentized statistic
where the estimator AVAR n 1 of the asymptotic variance is constructed as in Section 5.1 with using h n = N −0.2 . Note that we do not need to specify the function f for computing it because the process ∂Ξ[f ] n is identical to 0 in the univariate case.
For a comparison purpose we also computed the RV and the MSRV defined by (5.5) as well as their Studentization. The Studentization S RV of the RV was computed by the left-hand side of Eq. (1.1) (with t = 1). The tuning parameter c multi and the estimator AVAR multi for the asymptotic variance of the MSRV were computed on the basis of Algorithm 2 of [8] . Then the Studentization of the MSRV is given by Table 1 reports the relative bias and the root mean squared error (rmse) of each estimator. That is, we report the sample mean and root mean squared error divided by σ of each estimator in Table 1 . Since the RV is inconsistent in the presence of noise, it does not perform at all in Scenario 2 and 3. As expected from the discussions until the preceding sections, the PHY has the smallest bias in the presence of the time endogeneity. Interestingly, even in the absence of noise the PHY has the smaller bias than the RV when the sampling times are endogenous. On the other hand, in each scenario the difference between the rmse values of two sampling schemes for each estimator (of course except for the RV in the noisy settings) is small, at least compared with those of the bias values. This is also implied by the theory developed above and the formula (1.2).
Simulation results
Next we turn to the accuracy of the asymptotic approximation, which is the main theme of this article. In Figure 1 we plot the kernel densities of the Studentized statistics S PHY , S RV and S MSRV for Scenario 1 with the equidistant sampling (on the left panel) and the hitting sampling (on the right panel). In the equidistant sampling case, all of the standard normal approximations perform fairly well. As expected from the asymptotic theory, S RV offers the best approximation. On the other hand, the standard normal approximations of S RV and S MSRV completely fail in the hitting sampling case. In fact, their densities shift to the right and become long and narrow to the lengthwise direction. This is exactly as expected from the asymptotic distribution (1.2) for the RV, while it is conjectured from the discussion in Section 5.3 for the MSRV. In contrast, the approximation of S PHY still perform fairly well. This is in line with the theory developed in this article.
To test the normality of the Studentized statistics quantitatively, we compare their quantiles with those of the standard normal distribution for each scenario. The results are reported in Table 2 -4. We also report the sample mean and standard deviation as well as the 95% coverage. Note that for Scenario 2 and 3 we do not report the results for the RV because of the lack of the consistency. As the tables reveal, we can again observe that the distributions of S RV and S MSRV shift to the right in the hitting sampling cases. Also, the quantiles of S PHY (and S MSRV for the equidistant sampling case) don't look good enough, but this is not surprising because they have rather slower convergence speeds than S RV . In fact, such an observation has already achieved in the literature (e.g., [3] and [27] ). It is worth mentioning that the 95% coverage of S PHY seems to be fairly good in practice. It is also interesting to observe that the performance of S PHY in the hitting sampling case is superior to that in the equidistant sampling case. Now we make some efforts to improve the finite sample performance of the asymptotic approximation for the estimation error of the PHY. For this purpose we consider the log-transform
By the delta method we have S log
It is well-known that this type of transformation often improves the finite sample performance of asymptotic approximations for volatility estimators based on high-frequency data (see [21] and [3] for instance). In fact, this phenomenon can be explained theoretically by higher-order asymptotic properties in some cases; see [21] for details. Furthermore, [21] pointed out that there exist alternative transforms outperforming the log-transform. Motivated by this study, we also consider the inverse transform
following the suggestion of [21] for the RV. We show the results for these statistics in Table 5 -7. We can see that the accuracy of asymptotic approximation is surprisingly improved across all the scenarios, compared with the raw statistic case. Further, in the equidistant sampling case S inv seems to work better than S log as predicted from the study of [21] , while this observation looks reverse in the hitting sampling case. To understand these findings theoretically, we are likely to need a higher-order asymptotic theory for the PHY. This is more involved and of course beyond the scope of this article.
Finally, in Figure 2 we present the QQ plots of the statistics S PHY , S log and S inv for Scenario 1 to complement these results visually. Note. We plot the QQ plots of the Studentized statistics for Scenario 1. The upper panels are for the equidistant sampling case and the lower panels are for the hitting sampling. The left panels refer to SPHY, the middle panels refer to S log and the right panels refer to Sinv.
Appendix
A Proof of Theorem 3.1
We start by introducing some notation. Firstly we explain some generic notation. For processes V and W , V •W denotes the integral (either stochastic or ordinary) of V with respect to W . For any semimartingale V and any (random) interval I, we define the processes V (I) t and I t by V (I) t = t 0 1 I (s−)dV s and I t = 1 I (t) respectively. We denote by Υ the set of all real-valued piecewise Lipschitz functions α on R satisfying α(x) = 0 for any x / ∈ [0, 1]. For a function α on R we write α n p = α(p/k n ) for each n ∈ N and p ∈ Z. For any semimartingale V , any sampling design D = (D i ) i∈N and any α ∈ Υ, we define the processV (D)
Then, for any semimartingales V, W and any α, β ∈ Υ, set
for each i, j ∈ N. Furthermore, for any locally square-integrable martingales
Secondly we introduce some notation related to the noise processes. Let 
On the other hand, thoughŠ k andŤ k may not be stopping times, we have the following result:
t -measurable for every k, t.
Proof. Since {Ǐ 
Then we set
Finally, for every i, j we define the processK
where we set
for any semimartingales V, W and any α, β ∈ Υ. Note that the process M n t is a locally square-integrable martingale with respect to the filtration F under the condition [H6] due to Lemma 4.3 of [32] .
In the next step we will strengthen some assumptions by a localization argument. First of all, we remark the following lemma: Our proof is based on the following lemma:
Then we have (3.1) with that W is the same one in Theorem 3.1 and w is given by (3.2) , provided that the following three conditions are satisfied:
as n → ∞ for every t ∈ R + . Proof. Combining a representation of a continuous local martingale with Brownian motion and Lévy's theorem on the uniform modulus of continuity of Brownian motion, we obtain the desired result.
We can strengthen Lemma A.4 by a localization in the following way. Suppose there exists a positive
Then τ k is a stopping time since M is continuous and adapted, and τ k ↑ ∞ a.s. by Lemma A. 4 . This implies that if we have [SH3] then we can always assume that there exist positive constants K and δ such that
for all ω ∈ Ω localized by (τ k ). In the remainder of this section, we always assume that we have postive constants K and δ satisfying (A.2), if we have [SH3]. Moreover, whenever we assume ξ ′ > 1/2, we only consider sufficiently large n such that 4k nrn < δ, where we writer n = b
On the other hand, the second one is as follows. Fix a positive number γ, and define υ n by
By construction each υ n is an
due to Lemma 10.4 of [32] , we have P (υ n ≤ T ) → 0 as n → ∞ under the assumptions of the theorem. In the following we will only consider processes stopped at time υ n , so that we always assume that r n (t) ≤r n for any t ∈ R + and any n ∈ N (A. . Now we proceed to derive some consequences of these assumptions. In the following we fix M,
for each p, q. Note that (A.2), (A.4) and [SH6] implies that for any r ∈ [0, 8] and t ∈ R + there exists a positive constant C such that
(A.6) for every p ∈ Z + , where we denote by E 0 the conditional expectation given
The following lemma is useful for obtaining various estimates in the proof. Throughout the discussions, for (random) sequences (x n ) and (y n ), x n y n means that there exists a (non-random) constant C ∈ [0, ∞) such that x n ≤ Cy n for large n. 
for any q, r ∈ Z + . (b) There exists a positive constant C 2 such that
Then, Abel's partial summation formula yields
hence by (A.2) and (A.4) we have
Next suppose that M = (E X ) υn . Then, the Burkholder-Davis-Gundy inequality yields
Suppose that ̟ ≤ 2. Then, the Lyapunov inequality implies that
, hence, by [SH6] and the fact that ψ α,β is equal to 0 outside of (−2, 2) we obtain
On the other hand, if ̟ > 2, then the Jensen inequality and the fact that ψ α,β is equal to 0 outside of (−2, 2) imply that
hence, again by [SH6] and the fact that ψ α,β is equal to 0 outside of (−2, 2) we obtain (A.9). Consequently,
Similarly we can also show The following lemma is a generalization of Lemma 2.3 of Fukasawa [17] .
Lemma A.6. Consider a sequence F n = (F n j ) j∈Z+ of filtrations and random variables (ζ n j ) j∈N adapted to the filtration F n for each n. Let N n (λ) be an F n -stopping time for each n ∈ N and λ which is an element of a set Λ. If it holds that there exists an element
where η n j = ζ n j − E ζ n j F n j−1 . Let T be a bounded stopping time with respect the filtration F n . Then the Burkholder-Davis-Gundy inequality and the C p inequality yield
by the optional stopping theorem and E ζ
by the Hölder inequality, we obtain
Therefore, we obtain the desired result due to the Lenglart inequality.
Now we cope with the main body of the proof. The following lemma is a version of Lemma 12.1 of [32] .
for each t ∈ R + . Then
Proof. (a) By an argument similar to the proof of Lemma 12.1(a) of [32] we can prove b
Note that for the proof we do not need the strong predictability condition [A2] of [32] and it is sufficient to hold that ξ ′ > 3/4. (b) By an argument similar to the proof of Lemma 4.3 of [32] , we can show that
hence it is sufficient to show that sup 0≤t≤T
by Lemma A.5(a), (A.4) and [SH5] . In addition, we also have
by (A.6), [SH5] and Lemma 3.1 of [32] . Consequently, we conclude that (A.10) holds true. Therefore, by integration by parts we obtainĨI t = p q:
Moreover, since Abel's partial summation formula yields
due to (A.6) and the Lipschitz continuity of ψ α,β . Now we show that
Lemma A.5(a) and the Schwarz inequality yield
Further, (A.4), [SH5] and (A.5) imply that 
Since ρ(ξ ′ + 1) > 2, we conclude that
Furthermore, with taking ̟ = ρ ∧ 2 and
for each t ∈ R + , we have 
Moreover, note that M ( J q ) t = 0 if t ≤ T q−1 , R k < T k+1 and the fact that ψ α,β is equal to 0 out side of (−2, 2), Lemma A.5(a), [SH2] (ii) and [SH5] imply that
hence we obtain
Here we show that 
for some λ ∈ (0, 1 4 ), where n p
T q−1 -measurable and we have A t = b 3 4 n q H q M ( J q ) t . This implies that the process A t is a locally square-integrable martingale with respect to the filtration F and its predictable quadratic variation is given by
. Consequently, the Lenglart inequality completes the proof of the lemma. 
Proof. (a) We decompose the target quantity as
Consider ∆ 1,t first. By the use of associativity and linearity of integration, we can rewrite ∆ 1,t as
Moreover, by an argument similar to the proof of Lemma 4.3 of [32] , we can show that
Therefore, we obtain
hence it is sufficient to show that∆ 1,t :=
by Lemma A.5(b), (A.3) and [H4] . Moreover, by an argument similar to the proof of (A.10), we can show that∆
Therefore, integration by parts yields
Now we separately consider the following two cases:
υn . First, by an argument similar to the proof of (A.11) (using Lemma A.5(b) instead of (A.6)) we can show that
Next we show that
by Lemma A.5(a) and (A.5). Since 
by Lemma A.5(c) and [H1](i), we obtaiñ
Moreover, by an argument similar to the proof of (A.14) we can concludẽ
Further, an argument similar to the proof of (A.15) yields
Now we show that
where k ′ n = 2k n + 1 and F = N, N ′ ′ G. By an argument similar to the proof of (A.16), we can prove
υn . In this case we have N,
Therefore, an argument similar to the latter half of Case 1 yields∆
Next we consider ∆ 3,t . By the use of associativity and linearity of integration, we have
Therefore, by an argument similar to the above we obtain ∆ 3,t = k
we obtain ∆ 3,t = k Proof of Theorem 3.1. First, the condition (III) immediately follows from Lemma A.8. Next, Lemma A.7 and integration by parts imply that the condition (I) is satisfied. Finally, since for any locally squaredintegrable martingales L, M, N and any α, β ∈ Υ we have 
as n → ∞ for any t > 0.
Proof. Since the assumptions yield
by Lemma A.6 we obtain sup 0≤s≤t b as n → ∞ for every t > 0.
Proof. We can consider each of (B.1) and (B.2) as a special case of (B.3) by taking X = Y and S k = T k , hence it is sufficient to prove (B.3). Furthermore, by symmetry it is sufficient to show that 
Next, integration by parts yields by integration by parts we can decompose the target quantity as 
Therefore, by an argument similar to the proof of Lemma 4.6 of [32] we can show that b
α,β (M, N ) n t converges to a random variable in probability. In particular, M 
