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ABSTRAKT
Ky punim diplome analizon menaxhimin e një aplikacioni të ndarë në mikroservise me anë
të Kubernetes si orchestration platformë dhe Docker si containerization platformë. Pasi që
Cloud po shkon drejt mikroserviseve atëherë do të ishte ide e mirë qe kjo temë të mirrej me
këtë problem. Pasi që aplikacionet monolithic janë vështirë të menaxhueshme dhe kanë
vështirësi të shkallëzohen kur ka kërkesë të madhe për atë aplikacion atëherë ndarja e tij në
mikroservise dhe orkestrimi i tij me anë të Kubernetes e lehtëson punën për System Admin
(DevOps Engineer).
Në këtë temë ceken se si funksionojnë platformat e containerization si p.sh Docker,
gjithashtu edhe për Kubernetes si platformë për orkestrimin e containers dhe automatizimin
e deployment të aplikacioneve, shkallezimit dhe menaxhimit të tyre.
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HYRJE

Para se të ekzistonin teknologjitë e virtualizimit dhe Cloud Computing që është e bazuar në
virtualizim, lansimi i një aplikacioni ka qenë shumë i vështirë dhe ka marrë shumë kohë
pasi që është dashur të bëhej manualisht. Mirëpo kontinierizimi e ka bërë shumë më të lehtë
lansimin e aplikacioneve të mëdha duke i kaluar sfidat e virtualizimit siç janë
shkallzueshmëria, kostoja e madhe, koha për implementim, varshmëria në një sistem
operativ etj. Kontinieri është një lloj mini VM i cili për dallim nga virtualizimi, nuk ka
drivera, shfrytëzon sistemin operativ të hostit, gjë që e bën më fleksibil dhe mund të bartet
më lehtë në çdo mjedis duke e bërë atë kontinier të rishfrytëzueshëm. Aplikacioni mund të
lansohet në një teknologji kontinierizuese siç është Docker dhe t’i ketë të gjitha
dependencies brenda tij. [1]

Tani aplikacionet po shkojnë dhe po bëhen më të mëdha dhe më komplekse, për këtë arsye
është më mirë qe ai aplikacion të ndahet në pjesë më të vogla të ndërlidhura si servise të
vogla. Aplikacionet e ndara në mikroservise kanë më shumë përparësi në krahasim me
aplikacionet me arkitekturë monolitike. Secili mikroservis e ka logjikën e vet të zhvillimit,
disa duke e ekspozuar vetën përmes API dhe disa tjerë duke e konsumuar atë API. Kjo gjë e
bën zhvilluesin e aplikacionit më fleksibil duke krijuar një aplikacion i cili mund të krijohet
për të gjitha platformat si mobile, web apo edhe desktop. Gjithashtu një lehtësim tjetër qe ju
bëhet zhvilluesve është që ata merren me zhvillimin e vetëm njërit nga serviset dhe bën të
mundur lansimin e tyre në mënyrë të pavarur nga mikroserviset e tjera gjithashtu bën të
mundur shkallëzimin e tyre në mënyrë të pavarur. [2]

Por edhe arkitektura e ndarë në mikroservise i ka disavantazhet e saj, siç është
implementimi dhe ndërlidhja e mikroserviseve mes vete. Pasi që implementimi i një
aplikacioni të ndarë në mikroservise ka vështirësitë e veta, Docker dhe Kubernetes e kanë
lehtësuar këtë proces.
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Docker është një teknologji e shkëlqyeshme për menaxhimin dhe lansimin e
mikroserviseve. Secili mikroservis mund të startohet në një Docker kontinier të vecantë.
Me anë të Docker krijojmë Docker imazhet të cilat janë paketë softuerike me madhësi
shumë të vogël të cilat kanë gjithcka që i nevojitet një aplikacioni të lansohet siç janë: kodi,
libraritë, runtime environment, system tools dhe settings. Docker imazhet përdoren nga
Dockerfile i cili ka të gjitha instruksionet se si të krijohet një imazh final i aplikacionit tonë,
imazhin final e përdor Kubernetes për t’a lansuar dhe orkestruar atë mikroservis. [3]

Dobitë e Docker janë si p.sh rishfrytëzueshmëria e resurseve të krijuara, pra nuk kemi
nevojë që të krijojmë resurse të reja gjithmonë, mundësia e implementimit të shpejtë në
platforma dhe ambiente të ndryshme. Kurse Kubernetes nga ana tjetër është sistem opensource që ndihmon në lansimin, menaxhimin dhe shkallëzimin e aplikacioneve apo
mikroserviseve të kontinierizuara. Kubernetes i lanson aplikacionet e kontinierizuara në një
grup apo cluster të servereve të cilët mund të jenë fizik apo edhe virtual, gjë që mundëson
load balancing dhe HA të aplikacioneve. Për këto arsye tani Kubernetes është bërë standard
për lansimin dhe menaxhimin e aplikacioneve në Cloud. [3]

2

2

SHQYRTIMI I LITERATURËS (HISTORIKU)
2.1 Docker

Kontinierët janë tip virtualizimi që shumë njerëz i keqinterpretojnë me makinat virtuale gjë
që është sa e vërtet aq edhe e gabuar, pasi që kontinierët përmbajnë vetëm libraritë dhe
pjesët tjera të nevojshme për atë aplikacion kështu që janë me lightweight, për dallim nga
VM që kanë edhe sistemin operativ dhe driveret përkatës që i bëjnë VM me heavyweight.
[4]

Docker është një teknologji open-source që mundëson krijimin, lansimin dhe menaxhimin e
kontinierëve. Docker është një vegël që i paketon dhe provisionon kontinierët pavarësisht
sistemit operativ. Një kontinier përmban një aplikacion, shërbim apo funksion me të gjitha
libraritë, konfigurimet, dhe të gjitha pjesët tjera të nevojshme për të operuar ai servis. [4]

Avantazhi kryesor i Docker është mundësia e krijimit të shpejt dhe lansimi i tij në çdo
ambient pa marrë parasysh sistemin operativ. Një tjetër avantazh është izolimi i atij
aplikacioni apo shërbimi nga ambienti ku lansohet. [4]
2.1.1 Krahasimi mes Docker dhe Linux Containers (LXC)
Kur u shfaq për herë të parë Docker, kontinierët e bazuar në Linux kishin qenë në funksion
mirëpo teknologjitë të cilat ata kontinierë i kanë përdorur nuk kanë qenë teknologji të reja,
Në fillim qëllimi i Docker ka qenë të ndërtonte një Linux Container (LXC) të specializuar.
Por më pas Docker u shkëput nga kjo dhe krijoi platformën e vet. Në nivelin më themelor
kur krahasohen këto dy teknologji ekzistojnë disa ngjashmëri. [5]
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Table 1. LXC vs Docker [6]
Parameter

LXC

Docker

Process isolation

Uses PID namespace

Uses PID namespace

Resource isolation

Uses cgroups

Uses cgroups

Network isolation

Uses net namespace

Uses net namespace

Filesystem isolation

Using chroot

Using chroot

Container lifecycle

Tools lxc-create, lxc-stop,
lxs-start to create, start and
stop a container

Uses docker daemon and a
client to manage the con

Dytë janë mekanizma për virtualizimin e hapësirës së përdorimit në mënyrë më të lehtë dhe
të dy përdorin grupe (grupe kontrolli) si dhe namespaces për menaxhimin e resurseve. [7]
Kur bëhet fjalë për kuptimin e kontinierëve së pari duhet që të jenë të kjarta konceptet e
chroot, cgroup dhe namespaces. Këto janë funksione apo features të Linux kernelit që
krijojnë kufijtë në mes kontinierëve si dhe proceseve që funksionojnë në host. [7]
Sipas Wang, Linux namespaces marrin një pjesë të resurseve të sistemit si dhe u japin atyre
një proces të vetëm, duke e bërë atë të duken që ato i janë kushtuar këtij procesi specifik.
[7]
Linux Control Groups ose cgroups – lejojnë të ndajmë resurset për një grup të caktuar të
proceseve. Nëse eksizton shembull një aplikacion i cili përdor shumë resurse të
kompjuterit, atëherë ato mund të rivendosen me një grup. Në këtë mënyrë mund të
përcaktohet edhe përdorimi i cikleve të CPU-së si dhe memories RAM. [7]
Dallimi mes namespaces si dhe cgroups qëndron në atë se namespaces kanë të bëjnë vetëm
me një proces të vetëm përderisa cgroups alokojnë resurset për një grup të caktuar
procesesh. [7] Me ndarjen e e resurseve për çdo proces ose grup procesesh, është e mundur
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të bëhet shkallzueshmëria e sasisë së nevojshme të resurseve, për shembull gjatë traffic
peaks. Kjo mundëson shfrytëzimin e fuqisë përpunuese të kompjuterit fizik si dhe më e
rëndësishmja është efikasiteti.
Chroot (change root) – përdoret për të ndryshuar working directory të aplikacionit.
Qëllimi i tij është që të izolohen aplikacionet e caktuara nga sistemi operativ. Kjo njihet si
Chroot Jil. Kjo është vecanërisht e dobishme kur testohet një program që mund të dëmtojë
potencialisht kompjuterin ose është i pasigurtë. Një tjetër gjë e cila është për tu mbajtur në
mend është mos lejimi i të drejtës në root (root permissions) prej aplikacionit që është i
vendosur brenda jail, në mënyrë që të mos mund të zbatojë komanda të privilegjuara. Raste
tjera të cilat mund të përdoren janë: shembull: ekzekutimi i aplikacioneve 32-bit në sistem
opertiv 64-bit duke ekzekutuar versione të vjetra të aplikacioneve të caktuara në sisteme
operative moderne. [8]
LXC (Linux Containers) është teknologji virtualizimi në nivelin e SO që lejon krijimin
dhe ekzekutimin e mjediseve të shumta virtuale të izoluara Linux në një control host të
vetëm. Këto nivele izolimi ose kontinierë mund të përdoren për aplikacione specifike
sandbox ose për të emuluar një host krejtësisht të ri. [9]
LXC përdor funksionalitetin batch Linux i cili u prezantua në versionin 2.6.24 për të lejuar
host CPU të bëjë ndarjen më të mirë të memories në nivele të izolimit të quajtuara
namespaces. [9]
Docker i cili më parë është quajtur dotCloud, kishte filluar si një projekt anësor dhe opensource në vitin 2013. Është extension i LXC. Kjo arrihet duke përdorur API të nivelit të
lartë që ofron zgjidhje lightweight virtualizimi për të realizuar procese izolimi. Docker
është zhvilluar në gjuhën Go dhe përdor LXC, cgroups dhe Linux kernelin. Pasi që bazohet
në LCX, një Docker Container nuk përfshin sistem operativ të vecantë, në vend të kësaj
mbështetet në funksionalitetin e vetë sistemit operativ siç parashikohet nga insfrastruktura
themelore. Pra, Docker vepron si një container engine, duke paketuar aplikacionin dhe të
gjitha varësitë e tij në një container virtual që mund të funksionoj në çdo Linux Server. [9]
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2.1.1.1

VE vs VM

Dallimi kryesor mes VE dhe VM është se VE nuk ka softuer preloaded për menaxhimin e
emulimit sikurse që ka VM. Në VE, aplikacioni (ose Sistemi Operativ) gjendet në një
container dhe ekzekutohet (run) pa rrugë shtesë, përvec procesit fillestar minuscule VE.
Nuk ka emulim të harduerit që do të thotë se përvec softuerit për penalizim të memories së
vogël (small memory penalty software), LCX ka karakteristika të performancës së zhveshur
metalike sepse paketon vetëm aplikacionet e kërkuara. Sistemi Operativ është gjithashtu një
tjetër aplikacion i cili mund të paketohet. Për dallim nga VE, VM paketon gjithë sistemin
operativ si dhe konfigurimin e makines (machine setup) duke përfshirë hard drive,
procesorët virtual si dhe network interfaces. Kjo zakonisht rezulton në kohë më të gjatë për
boot si dhe konsumon më shumë CPU dhe RAM. [10]
Problemi me VE është se të paktën deri më tani nuk ka qenë e mundur të paketohen
mjeshtërisht në makina të gatshme dhe të shpejta, nëse marrim parasysh fleksibilitetin dhe
kursimin e kohës gjatë konfigurimit të një AWS machine të Amazon-ës. Gjithashtu,
menaxhimin përmes GUI Management consoles nuk është i lehtë për t’u bërë. Nëse e
krahasojmë me LXC kjo jo vetëm që lejon izolimin e aplikacioneve, por edhe gjithë
sistemin operativ. Skriptat ndihmëse janë të përqendruara në krijimin e kontinierëve si dhe
lightweight machines – serverë që mundësojnë boot më të shpejtë si dhe kanë nevojë për
më pak RAM. [10]
Ekzistojnë dy user-space për implementimin e kontinierëve, secila duke shfrytëzuar të
njëjtat karakterisitka të kernelit:
● Libvirt, i cili lejon përdorimin e kontinierëve përmes LXC driver duke e
konektuar me “lxc:///”. Kjo është shumë e përshtatshme pasi që mbështet të
njëjtin përdorim sikurse drivers të tjerë.
● Zbatim tjetër, i quajtur ‘LXC’, nuk është kompatibil me libvirt por është më
fleksibil me më shumë userspace vegla. Është e mundur të kalosh nga njëri tek
tjetri megjithëse ekzistojnë vecori të cilat mund të shkaktojnë konfuzion. [10]
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2.1.1.2

Përparësitë e Docker

Për dallim nga LXC Docker ofron aftësitë e mëposhtme:
● Portable deployment rreth makinave: Docker mund të përdoret për të krijuar
një objekt të vetëm i cili përmban të gjitha bundled aplikacionet. I cili më pas
mund të transferohet dhe instalohet në mënyrë të shpejt në çdo host tjetër Linux të
aktivizuar me Docker.
● Versioni: Docker përshin aftësi të ngjashme me git për gjurmimin e versioneve të
njëpasnjëshme të kontinierit, inspektimin e ndryshimeve mes versioneve, kryerjen
e versioneve të reja (commiting), kthimin mbrapa etj.
● Ripërdorimi i komponentave: Docker lejon ndërtimin ose grumbullimin e
paketave të cilat tashmë janë të krijuara. Për shembull, nëse kemi nevojë të
krijojmë disa makina të gjitha kërkojnë Apache Server dhe databazë MySQL, ne
mund të krijojmë “base image – imazh bazë” që përmban këto dyja, pastaj bëjmë
build dhe krijojmë makinat e reja duke përdorur këto të cilat janë të instaluara
tashmë.
●

Shared libraries: Ekziston regjistër public (http://index.docker.io/) ku ka të
upload-uara mijëra kontinierë të krijuar të cilët janë të dobishme.

LXC ofron avantazhet e VE në Linux, kyesisht aftësinë për të izoluar ngarkesat tuaja
personale të punës nga njëra-tjetra. Është zgjidhje më e lirë dhe më e shpejtë sesa VM, por
kërkon pak mësim dhe ekspertizë shtesë.
Ndërsa Docker është përmirësim i aftësive LXC. Përparësitë e Docker janë të dukshme.
Aftësia e Docker për transferim është shumë më e shpejt dhe e lehtë si dhe kopjimi i
paketave gjithashtu. [10]
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2.1.1.3

Vendosja e Sistemit Operativ për Docker vs. Linux Containers

LXC është kontinier vegël për sistemin. Ky tip i kontinierit bën që sistemin e vetëm Linux
të veproj si me qenë shumë sisteme. LXC jep kontinierë që përshijnë sistem të plotë Linux,
sikur një VM, me sistemin e vet të file-ave, rrjetëzimin si dhe aplikacionet e shumta. Të tre
nivelet e web aplikacioneve mund të shpërndaj një LXC kontinier, megjithëse nuk
konsiderohet si përdorim i synuar. Në mënyrë tipike, përdoruesi vendos serverët e web-it si
dhe aplikacionit në një LXC kontinier të vetëm si dhe rrotullon kopje të shumta për të
siguruar shkallëzim si dhe redundance (tepricë). Pastaj databaza ekzekutohet në një tjetër
LXC kontinier si dhe shkallëzohet në mënyrë të pavarur nga nivelet e tjera në kontinierin e
përbashkët. [11]
Kompanitë e hostimit të web-ave përdorin LXC për t’i siguruar secilit klient server të
pavarur Linux pa servera fizik të dedikuar për secilin. LXC zë vendin e VM si një mundësi
e lehtë për të konsumuar burime për izolimin e ngarkesës në punë. [11]
Docker fillimisht u mbështet në LXC si interface, por për shkak se LXC siguron çdo
kontinier me sistem të plotë Linux në namespace të izoluar, Docker zhvilloi kohën e
funksionimit të kontinierit si zëvendësim. Kur krahasojmë Docker me LXC duhet të kemi
parasysh ndryshimin kryesor që kontinieri përdoret vetëm për kontinierë të vetëm të
aplikacioneve, përderisa LXC është në gjendje të ekzekutoj shumë aplikacione brenda
kontinierëve të sistemit. [11]
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Figure 1. Containerized Applications [12]
2.1.2 Docker Engine
Docker Engine është komponenta kryesore që i krijon dhe lanson kontinieret në anën e
klientit duke përdorur serviset tjera të Docker. Docker Engine ndihmon në krijimin dhe
lansimin e aplikacioneve të bazuara në kontinier. Kjo engine krijon në server-side daemon
proces që i hoston imazhet, kontinieret, rrjetin dhe volumet e të dhënave. Kjo engine
gjithashtu ofron edhe CLI që mundëson interaktivitetin me daemon dhe n’a lejon që të kemi
qasje në kontinier, në krijimin e imazheve, krijimin e kontinierëve të bazuar në imazhe etj.
Docker Engine së pari ishte krijuar vetëm për Linux OS, por pasi popullariteti i Docker u
rrit shumë atëherë kjo engine u bë e mundur edhe ne Windows dhe Mac OS. [13]
2.1.2.1

Docker Engine plugin-ins dhe volumet e të dhënave

Docker Engine mund të përdor plug-in të ndryshëm të cilët mund të jenë official nga vetë
Docker Inc. por edhe plugin që komuniteti i Docker i ka krijuar. Këta plug-in mund të
gjinden si imazhe të gatshme apo edhe si kod burimor në platforma si GitHub. [14]
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Këta plug-in krijojnë volume të të dhënave të cilat janë në formë të direktorive në kontinier.
Docker Engine i krijon volumet e të dhënave bashkë me krijimin e imazheve njëkohësisht.
Këto volume kanë mundësi edhe të ndahen dhe të ripërdoren mes kontinierëve të ndryshëm,
dhe nuk fshihen me fshirjen e kontinierit. [14]

Janë 3 lloje të volumeve: volumi i hostit që jeton në filesistem, volumet e emëruara që
menaxhohen nga Docker në disk dhe volumet anonime që janë njëlloj si volumet e
emëruara por vështirë të referencueshme për shkak të anonimitetit. [14]
2.1.2.2

Docker Engine Networking

Docker Engine përfshin 3 modele të rrjetit: bridge që referohet si docker dhe është default,
ky tip mund të përdoret në rastet kur kemi kontinier standalone, none që i fut kontinieret në
një stack specifik të rrjetit dhe e bllokon të gjithë rrjetin dhe host që i fut kontinieret në
stack të rrjetit të hostit dhe nuk ka izolim mes hostit dhe kontiniereve. [15]
Kontinieret mund të lidhen në shumë rrjete apo asnjë, dhe mund të lidhen apo edhe t’a
këpusin lidhjen pa pasur efekte negative në proceset që ai kontinier po i zhvillon. Edhe për
rrjet ekzistojnë plug-in të ndryshëm siç ishte rasti edhe te volumet. Nëse 3 tipet e
specifikuara nga Docker Inc. nuk i përmbushin nevojat e përdoruesit atëherë ata mund të
shfrytëzojnë një nga plug-ins të shumtë apo edhe të zhvillojnë një plug-in të vetin. [15]

Gjithashtu në pjesën e rrjetit ekziston edhe një komponente e quajtur macvlan e cila është
përgjegjëse për caktimin e MAC adresave për kontinierët, e cila i bënë kontinierët të duken
si pajisje fizike. [15]

2.1.3 Docker Images
Një Docker imazh është një file i cili përmban disa shtresa që mundësojnë ekzekutimin e
kodit në një Docker kontinier. Një imazh është i krijuar nga instruksionet për t’a ekzekutuar
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një aplikacion i cili varet në kernelin e sistemit operativ të hostit. Kur përdoruesi e
ekzekuton atë file në një ambient ku ka Docker atëherë ai imazh shëndrrohet në kontinier.
[16]

Përdoruesi krijon Docker imazhe ashtu që ato të kenë libraritë, veglat dhe gjithë files të
nevojshëm për t’a ekzekutuar kodin (aplikacionin). Docker imazhet janë edhe të
ripërdorshme kështu që përdoruesi nuk ka nevojë që gjithnjë të krijoj imazh të ri, dhe kjo
kursen shumë kohë. [16]
Shumica e Docker imazheve fillojnë me një imazh bazë edhe pse përdoruesi mund t’a krijoj
komplet nga fillimi, por ideja është që të jetë sa më e lehtë të krijohen imazhe për arsye
specifike duke përdorur një imazh bazë. Secili imazh ka një shtresë të sipërme e cila është e
lexueshme/shkrueshme. Këto shtresa vendosen sipër imazhit bazë që të jetë e mundur që të
ekzekutohet kodi në kontinier. Kur një kontinier krijohet nga një imazh një shtresë e
shkrueshme krijohet dhe kjo shtresë quhet shtresa e kontinierit dhe përmban të gjitha
konfigurimet dhe ndryshimet e atij kontinieri që ekzekutohet. Pasi që kjo shtresë është e
shkrueshme ajo bën të mundur edhe modifikimin më të lehtë të kontiniereve në bazë të
nevojave të perdoruesit. Disa kontinier mund të kenë të njëjtin imazh bazë dhe të kenë
statusin e vecantë të të dhënave për shkak të shtresave të shkrueshme. [16]

Me anë të Docker CLI përdoruesi e ka të mundur të ketë interaktivitet me imazhet. Disa
nga komandat më të përdorshme janë: docker history e cila shfaq historinë e një imazhi,
docker update që i mundëson përdoruesit të përditësoj konfigurimin, docker tag që bën të
mundur vendosjen e etiketave për t'i identifikuar imazhet, docker build që krijon imazhin
nga një Dockerfile, docker rmi që bën fshirjen e imazheve etj.
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Figure 2. Image Layers [17]

2.1.3.1

Docker File

Docker mund të krijoj imazhe në mënyrë automatike duke i lexuar instruksionet se si të
krijohet ai imazh në një file të quajtur Dockerfile.
Dockerfile është një tekst dokument i cili përmban të gjitha komandat që të krijohet një
imazh. Instruksionet lexohen prej lart poshtë kur imazhi krijohet prandaj duhet pasur kujdes
se si i shkruajmë Dockerfiles. [18]

Disa nga instruksionet kryesore që e përbëjnë një Dockerfile janë: FROM që specifikon
imazhin bazë, ENV që vendos një variabël, RUN ekzekuton një komandë zakonisht
përdoret për instalim të ndonjë pakete specifike që nuk e përmban imazhi bazë, COPY që
kopjon file apo direktori në kontinier, WORKDIR cakton direktorin punuese,
Figure SEQ Figure \* ARABIC 2. Container (based on
ENTRYPOINT cakton se ku duhet
të nis punën
ubuntu:
15.04 kontinieri,
image) EXPOSE që ekspozon porte të
caktuara, VOLUME që krijon një direktori për të ruajtur të dhëna persistente. [18]
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Një shembull i Dockerfile është si ky:
Ku si imazh bazë e ka Ubuntu me tag 18.04, kopjon direktorin app, e ekzekuton komandën
make në atë direktori dhe lanson aplikacionin në python

FROM ubuntu:18.04
COPY . /app
RUN make /app
CMD python /app/app.py
2.1.4 Docker Swarm
Docker Swarm është një vegël për skedulimin dhe grupimin e Docker kontiniereve. Me anë
të Swarm IT administratorët dhe zhvilluesit e aplikacioneve mund të krijojnë dhe
menaxhojnë një grup të Docker kontinierve si një sistem i tërë virtual. Gjithashtu në Docker
Engine e reja me anë të Swarm mund edhe të bëhet orkestrimi i kontinierëve. [19]

Grupimi i kontinierëve është një karakteristikë shumë e nevojshme pasi krijon një sistem
më kooperativ që mund të ofroj redundancë nëse ndonjë node përjeton probleme. Një
Docker Swarm grupim i’u ofron administratorëve dhe zhvilluesve të aplikacioneve që të
mund të shtojnë apo largojnë kontinier varësisht prej nevojave. [19]

Një IT administrator mund të kontrolloj Swarm nëpërmjet swarm menaxherit, i cili
orkestron dhe skedulon kontinierët. Swarm menaxheri lejon përdoruesit të krijoj një
instancë master dhe replika të tij në raste të problemeve që master instanca mund të ketë.
[19]

Docker Swarm gjithashtu ofron mundësi për load balancing. Swarm përdor mundësitë e tij
skeduluese për t’u siguruar që ka resurse të mjaftueshme për kontinierët e distribuar.
Swarm i’u cakton nodave kontinierët dhe i optimizon resurset në mënyrë automatike ashtu
që ata kontinierë të ekzekutohen në hostin më të përshtatshëm. Ky orkestrim balancon
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aplikacionet e kontinierizuara dhe siguron qe ato janë lansuar në një sistem me resurse
adekuate dhe duke e mbajtur nivelin e lart të performancës. [19]

Docker Swarm përdor 3 strategji të ndryshme për të caktuar se në cilin host cili kontinier
duhet të lansohet. Këto strategji janë: Spread që rregullon dhe balancon kontinierët në të
gjithë nodat në grupim duke u bazuar në CPU dhe RAM të hostit por gjithashtu edhe në
numrin e kontinerëve të cilët janë të lansuar në atë host përparësia e Spread është që nëse
një node ka probleme atëherë vetëm disa kontinierë humbin, BinPack që i skedulon
kontinierët që t’a përdorin maksimalisht secilin node dhe kur node mbushet atëherë kalon të
node tjetër përparësia e kësaj strategjie është që shfrytëzon më pak infrastrukturë kjo
strategji zakonisht përdoret nëse resurset i kemi të hostuara dhe dëshirojmë që të mos
shpenzojmë shumë, dhe metoda e fundit që është random që i zgjedh hostet në mënyrë të
rastësishme. [19]

Docker Swarm gjithashtu përdor 5 lloje të ndryshme të filterave që ndihmojnë në
skedulimin e kontinierëve, siç janë: Constraint që janë cifte celës/vlerë të cilat i asocojnë
kontinierët me hoste të caktuara, Affinity që është filter i cili u tregon kontinierëve që të
lansohen pranë njëri tjetrit në bazë të një ID, imazhi apo etiketë, Port mundëson që nëse një
kontinier dëshiron të ekzekutohet në një port të caktuar por hosti atë port e ka të zënë
atëherë ai kalon tek hosti tjetër, Dependency mundëson që nëse një kontinier është i varur
nga një kontinier tjetër atëherë ata skedulohen në të njëjtin host dhe Health që ofron
mundësinë që një kontinier të skedulohet në një host tjetër nëse hosti që ai është nuk
funksionon në mënyrë të duhur. [19]

Figure 3. Docker Swarm Architecture [46]
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2.2 Kubernetes
Kubernetes apo k8s është një platformë open-source për menaxhimin dhe orkestrimin e
kontiniereve. Kubernetes eliminon shumë procese manual që ndodhin në lansimin dhe
shkallëzimin e aplikacioneve të kontinierizuara. Me fjalë të tjera ju mund t’i gruponi një
numër të hosteve që kanë kontinier të lansuar në to dhe Kubernetes i’u ndihmon që ta
menxhoni me lehtësi atë grumbull të hosteve. Këto hoste mund të jenë në cloud publik,
privat apo edhe në atë hybrid, prandaj kjo e bën Kubernetes një platformë ideale për
hostimin e aplikacioneve që quhen cloud-native applications dhe kërkojne shkallëzim në
kohë reale. [20]

Kubernetes është platforma lidere për orkestrimin e kontiniereve. Kjo platformë është
zhvilluar nga Google dhe së pari ka dal në vitin 2014. Kubernetes është bazuar në sistemet
paraprake të Google për menaxhim të kontinierëve siç janë Borg dhe Omega. Edhe pse
Borg ishte zhvilluar për arsye specifike të Google ai arriti të bëhet influencues për një
sistem sa më gjeneral për orkestrim të kontiniereve. Tani Kubernetes është open-source dhe
mirëmbahet nga CNCF por edhe nga komuniteti i gjerë që kontribon gjatë gjithë kohës me
zhvillim të mëtutjeshëm por edhe me zhvillimin e veglave që ndihmojnë në menaxhimin sa
më të lehtë te Kuberentes cluster. [20]
Shumë kompani të mëdha dhe të njohura tani po përdorin Kubernetes me Docker për t’i
lansuar serviset e tyre. Kuberenetes ofron shumë përparësi si p.sh: 100% free dhe opensoure, lehtë i menxhueshëm, ofron automatizim, zhvillohet dita ditës edhe më shumë, pra
ofron features të ndryshme por më e rëndësishmja është përkrahja e të gjitha aplikacioneve
dhe serviseve. [20]

2.2.1 Përse Kubernetes?
Aplikacionet reale në production environment zgjerohen në shumë kontinierë, këta
kontinierë duhen të shpërndahen në disa server, siguria në këta kontinier është shume
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komplekse. Prandaj këtu na ndihmon Kubernetes, ai na ofron mundësitë menaxhuese dhe
orkestruese që nevojiten për lansim, shkallëzim të këtyre kontinierëve. Orkestrimi përmes
Kubernetes i’u lejon të krijoni aplikacione që përhapen në shumë kontinierë të cilët
skedulohen në shumë hoste, gjithshtu duke monitoruar aktivitetin dhe shëndetin e
aplikacioneve, kontinierëve por edhe të hosteve. Kubernetes gjithashtu integrohet me
rrjetin, të dhënat, sigurinë, telemetrinë për të ofruar një infrastrukturë gjithëpërfshirëse.
[21]

Figure 4. Kubernetes Integrations [22]
2.2.2 Arkitektura dhe Komponentat e Kubernetes
Arkitektura e Kubernetes ofron një mekanizëm fleksibil loosely–coupled për zbulimin e
serviseve. Koncepti i nivelit më të lartë në Kubernetes është cluster. Një Kubernetes
Cluster përbëhet të paktën nga një master që kontrollon makina të shumta të puntorëve të
cilat quhen nodes apo worker. Clusters i bëjnë abstrakte burimet e tyre kompjuterike, duke
i lejuar përdoruesit të vendosin ngarkesat e punës në gjithë Clusterin në krahasim me nyjet
(nodes) të veçanta. [20]

Master-i është përgjegjës për ekspozimin e API, caktimin e deployment si dhe menaxhimin
e Cluster-it të përgjithshëm. Secila node ekzekuton një kontinier në kohën e ekzekutimit,
siç është Docker ose rkt, së bashku me një agjent që komunikon me Master-in. Node
gjithashtu ekzekuton komponenta shtesë për logging, monitorim, zbulim të shërbimeve si
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dhe shtesa opsionale. Nyjet janë “puntorët” e një Kubernetes Cluster-i. Ato bëjnë
llogaritjet, rrjetëzimin si dhe ruajnë resurset në aplikacione. [23]

Nodes mund të jenë makina virtuale (VM) që funksionojnë në një server cloud ose server të
“zhveshur” metalikë që funksionojnë brenda qendrës së të dhënave. [24]

Kubernetes Master është përgjegjës për përcaktimin se cilat pods janë bërë deployed në
cilat nodes bazuar në kërkesat si dhe aftësitë e tyre përkatëse, ky proces njihet si
scheduling. Master-i mirëmban “shëndetin” e përgjithshëm të Cluster-it duke i bërë rescheduling pods për të reaguar ndaj gabimeve të tilla siç është dështimi i Serverit. [25]

Komponentat kryesore të master-it janë:
•

etcd cluster – që është një storage e distribuar e vlerave dhe çelësave që ruan të
dhënat për cluster-in e Kubernetes (siç janë: numri i pods, statusi i tyre,
namespaces etj.), API objektet dhe detajet mbi serviset. etcd është i çasshëm
vetëm nga API server për arsye sigurie pasi që aty ruhen të dhëna sensitive. etcd
mundëson lajmërimin e cluster-it për ndryshimet që ndodhin në konfigurim, këtë
e bënë me ndihmën e shikuesve apo të ashtuquajtur “watchers”. [25]

•

kube-apiserver – është qendra kryesore e menxhmentit që i pranon të gjitha
kërkesat REST për modifikime (tek pods, serviset, replication sets dhe tjerat).
Gjithashtu kube-apiserver është e vetmja komponentë që komunikon me etcd
cluster-in, duke siguruar që të dhënat janë ruajtur në etcd. [25]

•

kube-controller-manager – lëshon një numër të proceseve të kontrollerit në
prapavijë (si p.sh kontroller të replikimit që kontrollojnë numrin e replikave të një
pod-i, kontroller të pikave fundore që i popullon pikat fundore me objekte si
serviset apo pods) që rregullojnë gjendjen e cluster-it dhe performojnë detyra
rutinore. Kur ndodhë një ndryshim në konfigurimin e një servisi (si p.sh ndërrimi
i imazheve apo ndërrimi i parametrave në konfigurim që është YAML file)
kontrolleri e detekton ndryshimin dhe fillon të punoj në atë drejtim për të arritur
gjendjen e dëshiruar. [25]
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•

cloud-controller-manager – është përgjegjës për menaxhimin e proceseve të
kontrollerit me të gjitha kërkesat e cloud provider (nëse Kubernetes është e
hostuar në cloud). Për shembull nëse kontrolleri ka nevojë të shikoj nëse një nyje
është ndalur ose është ndërruar load balancer-i, volume në infrastrukturën në
cloud atëherë me këtë merret cloud-controller-manager. [25]

•

kube-scheduler – ndihmon në skedulimin e pods në nyje duke utilizuar resurset e
nyjeve. kube-scheduler lexon kërkesat operacionale të serviseve dhe i skedulon
ato në nyjet që i’u përshtatet më së shumti. kube-scheduler lansohet çdo herë kur
ka nevojë për skedulim të pods. Ky skedulues duhet të dijë totalin e resurseve të
lira por edhe resurset e alokuara për serviset e ndryshme në secilën nyje. [25]

Figure 5. Kubernetes Master [26]
Nodes në Kubernetes Cluster presin instruksione prej Master-it dhe krijojnë, ekzekutojnë
ose shkatërrojnë kontinierë në përputhje me rrethanat. Kjo kërkon prezencën e një
kontinieri në kohën e ekzekutimit, siç është Docker që funksionon në secilën node. [24]

Për të ekzekutuar një ngarkesë punë në Kubernetes Cluster, përdoruesi bën një plan i cili
përcakton se cilat pods do të krijohen dhe si t’i menaxhoj ato. Ky plan mund të specifikohet
përmes një dokument konfigurimi i cili më pas dërgohet në Cluster përmes Kubernetes
API-ve ose Client Libraries. [24]
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Kur Master-i merr planin e ri, shqyrton kërkesat si dhe i krahason ato me gjendjen aktuale
të sistemit. Pastaj ndërmerr veprimet e kërkuara për të konvertuar gjendjet e vëzhguara dhe
të dëshiruara. Kur pods planifikohen (bëhen schedule) tek një node, node tërheq imazhet e
përshtatshme të kontinierit nga një regjister imazhi (image registry) dhe koordinon me
kohën e ekzekutimit të kontinierit lokal për të nisur (startuar) kontinierin. [24]

Komponentat kryesore të (nodes) worker janë:
•

kubelet – që është servisi kryesor në worker, që merr regullisht ndryshimet e reja
për pods (nëpërmjet kube-apiserver) dhe siguron që pods dhe kontinierat e tij janë
në gjendjen e dëshiruar dhe të shëndoshë. Kjo komponentë gjithashtu raporton te
master-i për shëndetin e hostit ku gjendet. [27]

•

kube-proxy – është një proxy servis që lansohet në çdo worker node dhe merret
me subnetting por edhe me ekspozimin e serviseve në botën e jashtme. kubeproxy i bën forward kërkesat në pods/kontinierët e duhur në rrjetin e izoluar në
cluster. [27]

Figure 6. Kubernetes Worker Node [26]
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Komponenta e fundit e arkitekturës së Kubernetes është kubectl që është një vegël CLI që
ka interaktivitet me kube-apiserver dhe dërgon komanda në master. Çdo komandë
shëndrrohet në API call. Me anë të kësaj komande mund të bëjmë ndryshime në Kubernetes
cluster.

Figure 7. Kubernetes Architecture [28]
2.2.3

Konceptet e Kubenetes

Për ta përdorur Kubernetes duhet ditur dhe kuptuar të gjitha abstraksionet që ai përdor për
t’i reprezentuar gjendjet e sistemit siç janë: serviset, pods, volume, namespaces,
deployments etj.
•

Pod është koleksion i një apo më shumë kontinierëve që e ndajnë rrjetin, storage
dhe namespace-in. Pod shërben si njësi themelore e menaxhimit të Kubernetes.
Pods veprojnë si kufi logjik për kontinierët të cilët ndajnë të njëjtin kontekst dhe
resurse. Mekanizmi i grupimit të pods përbën ndryshimet mes kontinierizimit si
dhe virtualizimit duke bërë të mundur ekzekutimin e shumë proceseve të varura
së bashku. Në kohën e funksionimit të pods mund të shkallëzohen duke krijuar
replica sets, të cilat mundësojnë që deployment gjithmonë të ekzekutoj numrin e
dëshiruar të pods. Një Pod modelon një host logjik për aplikacionin, ajo
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përmban një apo më shumë kontinierë të aplikacioneve që janë shumë të lidhur
mes vete. Kontinierët brenda një Pod ndajnë të njejtën IP adresë dhe numër të
porteve dhe mund të komunikojnë me njëri tjetrin me anë të localhost.
Kontinierët në Pods të ndryshëm zakonisht komunikojnë me njëri tjetrin me anë
të Pod IP adresës. [29]
•

Replica Sets ofrojnë shkallën e dëshiruar si dhe disponueshmërinë e kërkuar
duke ruajtur një grup të paracaktuar të pods në çdo kohë. Një Replica Set
definohet nga fushat, duke marrë parasysh selektorin i cili specifikon numrin e
pods që duhen replikuar dhe mirëmbajtur. Kur Replica Set duhet të krijoj pods
të rinj për të plotësuar kriterin atëherë ajo përdor shabllonin e atij pod-i për ta
krijuar. [30]

•

Deployments janë mbikqyrës të pods. Ato ofrojnë update deklarativ për Pods
dhe Replica Sets. Ju mund të përshkruani statusin e dëshiruar të një Deployment
dhe kontrolleri i Deployment e ndryshon gjendjen aktuale në gjendjen e
dëshiruar. [31]

Rastet tipike se ku përdoren Deployments janë:
o Krijimi i Deployment për të lansuar një Replica Set (ReplicaSet krijon
Pods në prapavijë) dhe shikon gjendjen e tyre nëse lansimi ka qenë i
sukseshëm apo jo.
o Deklarimi i gjendjes së re të Pods duke përditësuar PodTemplateSpec.
o Shkallëzimi i Deployment. Kthimi prapa te një Deployment i kaluar.
•

StatefulSet është workload API objekt i cili përdoret për të menaxhuar
aplikacionet që kanë gjendje. StatefulSet menaxhon deployment si dhe
shkallëzueshmërinë e një grupi Pods. Sikurse deployment, edhe StatefulSet
menaxhon Pods të cilët bazohen në specifikat e kontinierit. Për dallim nga
deployment, StatefulSet ka identifikues të njëjtë për të gjithë pod-at e tij. Këta
pods janë të krijuar nga të njëjtat specifika, por nuk janë të këmbyeshme, secili
ka një identifikues persistent i cili menaxhohet pas çdo rescheduling. [32]
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StatefulSet janë të përshtatëm për aplikacionet të cilat kërkojnë:
o Identifikues persistent dhe unik të rrjetit
o Storage persistente
o Deployment dhe Shkallëzueshmëri
o Përditësime automatike
•

Services Një pod i vetëm ose një replica sets mund të ekspozohen tek
konsumatorët e jashtëm apo të brendshëm përmes serviseve. Serviset
mundësojnë zbulimin e pods duke shoqëruar një grup pods në një kriter specifik.
Pods janë të lidhur me servise përmes cifteve celës-vlerë (key-value) të quajtura
etiketa (labels) dhe selektorë (selectors). Çdo pod i ri me etiketë që përputhen
me selektorin automatikisht zbulohen nga servisi. Kjo arkitekturë siguron
mekanizëm fleksibil, loosely - coupled për zbulimin e serviseve. Serviset janë
abstraksion të pods, duke mundësuar të ashtuquajturën VIP apo IP adresë
virtuale. Pods mund të largohen apo të shtohen me IP adresën e tyre por servisi
i’u lejon klientave të qasen në mënyrë të besueshme me kontinierët në pod duke
përdorur VIP. VIP nuk është IP adresë e lidhur për një interfejs të rrjetit, por
qëllimi i saj është të përcjellë trafikun tek një apo më shumë pods. kube-proxy
është përgjegjës për mapimin mes VIP dhe pods. [33]
Tipet kryesore të serviseve janë:
o ClusterIP
ClusterIP është IP fikse e brendshme mund të krijohet përpara pod-it
ose replikes varësisht nga nevoja dhe e ekzpozon servisin vetëm në
IP e brendshme të cluster-it. ClusterIP ka IP adresë të load balancing.
Një ose më shumë pods që përputhen me selektorin e etiketës mund
të përcjellin trafikun në IP adresë. Shërbimi ClusterIP duhet të
përcaktoj një ose më shumë porte për të përcjell trafikun TCP/UDP
në kontinierë. [34]
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Figure 8. ClusterIP [35]

o NodePort
Shërbimet e tipit NodePort ndërtohen mbi tipin ClusterIP duke ekspozuar
servisin ClusterIP jashtë cluster-it në portet statike të larta (default 3000032767). Nëse nuk specifikohet asnjë port, Kubernetes automatikisht
zgjedh portin e lirë. [36]
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Figure 9. NodePort [35]
o LoadBalancer
Servisi LoadBalancer ndërtohet mbi servisin NodePort duke provisionuar
dhe konfigurar një load balancer të jashtëm. Ai i ekspozon serviset në
cluster duke përcjellur shtresën e 4 të trafikut në node. [36]
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Figure 10. Load Balancer [35]
•

Ingress është një API objekt që menaxhon aksesin e jashtëm në servise në
cluster, ky akses më së shpeshti është i llojit HTTP. Ingress-i ofron load
balancing, SSL termination dhe hostim virtual i bazuar në emra.
Ingress-i ekspozon HTTP dhe HTTPS rrugët nga jashtë cluster-it tek serviset
brenda cluster-it. Rrugëtimi i trafikut kontrollohet prej rregullave të definuara në
resurset e Ingress-it. Ingress-i mund të konfigurohet që t’iu jap serviseve URL
që mund të qasen nga jashtë, load balancim të trafikut, terminim të SSL/TLS
dhe të ofroj hostim virtual bazuar në emra. Për dallim nga NodePort dhe
LoadBalancer që i ekspozojnë serviset duke specifikuar tipin e servisit, Ingress-i
në anën tjetër është komplet resurs i pavarur, d.m.th deklarohet, krijohet dhe
shkatërrohet ndamas nga serviset. Kjo e bën të ndarë dhe të izoluar nga serviset
që duam ti ekspozojmë, gjithashtu ndihmon në konsolidimin e regullave të
rrugëtimit në një vend. E meta e vetme e Ingress-it është krijimi i një Ingress
kontrolleri për cluster, por edhe ajo është shumë e lehtë duke përdorur Nginx,
GCE apo edhe kontroller të tjerë siç janë: AWS ALB, Envoy, Istio, Traefik etj.
[37]
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Figure 11. Ingress [47]
•

Namespaces janë të destinuara për përdorim në mjedise me përdorues të shumtë
të shpërndarë në ekipe ose projekte të shumta. Për një grup prej disa deri dhjetra
përdorues preferohet të përdoren namespaces pa u menduar fare pasi që ofrojnë
aftësi të shumta. Emrat e resurseve duhet të jenë unike brenda një namespace-i,
por jo në të gjithë namespaces. Namespaces nuk mund të vendosen brenda njëritjetrit dhe secili resurs Kubernetes mund të jetë vetëm me një namespace.
Namespaces preferohet të përdoren për ndarjen e grupit në njësi më të vogla,
mund të mendohet si hapësirë e punës që ndahet me të tjerët. Shumë resurse të
tilla si pods ose shërbimet përdorin namespaces, ndërsa disa të tjera si nodes nuk
përdorin namespaces. Si zhvillues zakonisht duhet të përdorni namespace,
megjithëse administratorët i menaxhojnë ato psh, vendosja e kontrollit të çasjes
ose kuotat e resurseve. [38]

•

Persistent Volumes (Volumet persistente) janë volume cikli jetësor i të cilave
menaxhohet në nivelin e Cluster-it në krahasim me nivelin e pod-it. Volumet
persistente ofrojnë një mënyrë për administratorët e cluster-ave të konfigurojnë
dhe mirëmbajnë në mënyrë të qëndrore lidhjet apo koneksionet në resurset e
jashtme të të dhënave dhe sigurojnë mekanizëm për lejimin e çasjes së pods në
to. Kubernetes Volumes ofrojnë abstraksion fleksibil për të hyrë në një larmi të
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gjerë të sistemeve të ruajtjes (Storage System) nga ngarkesat e punës me
kontinierë.
Drivers e volumeve të para dhe të treta (first and third-party volume drivers)
lejojnë përdoruesit e Kubernetes të hyjnë në një larmi të gjerë të tipeve të
volumeve duke përfshirë local disk, iSCSI, NFS, vSphere, major cloud
provider’s block dhe object storage systems, “liqenet dhe depot” e të dhënave,
distributed storage systems etj. [24]

Figure 12. Persistent Volumes [39]
•

Secrets është objekt i cili përmban sasi të vogël të të dhënave sensitive të tilla
si password, tokenat ose key. Secrets mundësojnë ruajtjen dhe menaxhimin e
këtyre informacioneve sensitive. Vendosja e këtij informacioni në secret
është e sigurt dhe më fleksibile. Sekretet janë të nevojshme në kontinier për
t’u qasur në resurset e brendshme si Kubernetes Master-i ose resurse të
jashtme të tilla si git repositorat, databazat etj. Për t’a përdorur një secret, pod
nevojitet të referencohet në secret. Secret mund të përdoret me pod në dy
mënyra: [40]
o Si files në volumes të vendosur në një ose më shumë kontinierë
o Duke përdorur kubelet kur tërheqim imazhe për pod.
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•

Jobs në Kubernetes janë mbikqyrës për podat që kryejnë batch procese,
proces i cili ekzekutohet në kohë të caktuar për t’u përfunduar, p.sh llogaritja
ose operacioni për backup. Job krijon një ose më shumë pods dhe sigurohet
që një numër i caktuar i tyre të përfundohet me sukses. Pasi që pods kryhen
me sukses, jobs gjithmonë merr (gjurmon) përfundimet e suksesshme. Kur
arrihet një numër i caktuar i punëve që janë kryer me sukses, vetë job ka
përfunduar. Fshirja e një Job pastron pods të cilët janë krijuar.
Rast i thjeshtë është krijimi i një Job objekti në mënyrë që të ekzekutohet një
Pod derisa të përfundohet. Job objekti starton një Pod të ri nëse Pod i parë
dështon ose fshihet (p.sh për shkak të dështimit të një node hardueri ose node
reboot. Jobs mund të përdoren edhe për të ekzekutuar shumë Pods paralelisht.
[41]

2.2.4 Menaxhimi dhe Administrimi i Kubernetes Cluster
Administrimi i një Kubernets cluster nuk është më i lehti, të gjitha konfiguracionet që duam
t’i bëjmë duhen të shkruhen nëpër YAML files duke përdorur konceptet e listuara më lartë.
P.sh nëse duam të krijojmë një pod atëherë duhet të tregojmë tipin që është pod dhe pastaj ti
listojmë të gjitha karakteristikat që një pod mund të ketë siç janë: emri, imazhi i kontinierit,
namespace
apiVersion: v1
kind: Pod
metadata:
name: myapp-pod
labels:
app: myapp
spec:
containers:
- name: myapp-container
image: busybox
command: ['sh', '-c', 'echo Hello Kubernetes! && sleep
3600']

Por nëse duam të krijojmë një deployment atëherë karakteristikat e tij ndryshojnë si p.sh
numri i replikave
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apiVersion: apps/v1
kind: Deployment
metadata:
name: nginx-deployment
labels:
app: nginx
spec:
replicas: 3
selector:
matchLabels:
app: nginx
template:
metadata:
labels:
app: nginx
spec:
containers:
- name: nginx
image: nginx:1.7.9
ports:
- containerPort: 80

Varësisht pra prej tipit të resurseve që duam t’i krijojmë atëherë ndryshojnë edhe
karakteristikat për të.

Kur ne shkruajmë një YAML file për ta krijuar një resurs në Kubernetes ne duhet edhe ta
ekzekutojmë, kjo bëhet përmes komandës kubectl apply dhe emrin e YAML file si p.sh
kubectl apply -f deployment.yaml, përveç YAML kubectl komanda i pranon edhe JSON file
apo edhe URL që përmbajnë resurse të Kubernetes. Nëse duam të krijojmë vetëm një
instancë, ta zëmë me imazh të nginx atëher mund ta përdorim komandën kubectl create
deployment nginx –image=nginx.
Kubectl komanda përdoret shumë në Kubernetes cluster edhe kur duam t’i shohim resurset
në cluster-in tone. P.sh nëse duam t’i listojmë të gjitha serviset e përdorim komandën
kubectl get services ose nëse duam t’i listojmë të gjithë pods shkruajmë kubectl get pods.
Kur duam të dijmë më shumë për një resurs të caktuar atëherë përdorim opsionin describe
p.sh kubectl describe pods my-pods.
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Komanda kubectl ka shumë opsione për menaxhim të cluster-it, ka opsionin set-image nëse
duam ta ndryshojmë imazhin për një pod ose deployment, p.sh nëse duam ta përditsojmë
imazhin e një deployment të quajtur frontend shkruajmë kubectl set image
deployment/frontend www=image:v2. Gjithashtu mund të shohim edhe historinë e atij
resursi përmes komandës kubectl rollout history deployment/frontend dhe mund të
kthehemi në versione më të vjetra nëse imazhi që e kemi përditsuar ka probleme përmes
komandës kubectl rollout undo deployment/frontend –to-revision=1.

Opsioni scale dhe autoscale i komandës kubectl na mundëson që të bëjmë shkallëzimin e
resurseve sipas nevojës, p.sh nëse duam që resurset të shkallëzohen në mënyrë automatike
atëherë përdorim kubectl autoscal deployment frontend –min=1 –max=5 dhe caktojmë që
minimalisht duhet të jetë një replikë dhe kur rritet ngarkesa në atë deployment atëherë të
rritet gradualisht deri në pesë replica. Nëse duam t’i menaxhojmë vetë replikat atëherë
përdorim kubectl scale –replicas=3 deployment/frontend dhe gjithmonë do t’i kemi tre
replika për atë deployment.

Opsioni delete përdoret për fshirjen e resurseve nga cluster-i pra nëse e bëjmë kubectl
delete deployment/frontend atëherë ky resurs do të fshihet nga cluster-i. Gjithashtu ne mund
t’i marrim edhe logs prej resurseve që ne duam përmes opsionit logs duke përdorur
komandën kubectl logs my-pod.

Komanda kubectl na ndihmon shumë në menaxhim të cluster-it por është vështirë të
mbahen mend gjithë ato opsione prandaj ka vegla të ndryshme të krijuar nga komuniteti i
madh i Kubernetes duke na bërë jetën më të lehtë. Shumica nga ato vegla janë open-source
por janë gjithashtu CLI, një vegël e mirë GUI për menaxhim dhe administrim të Kubernetes
cluster është Rancher.

Rancher komunikon direkt me API e cluster-it tonë në Kubernetes dhe na lejon që përmes
GUI ta menaxhojmë cluster-in. Gjithashtu Rancher ka edhe një engine të saj për krijimin e
Kubernets cluster të quajtur RKE, engine të tilla kanë edhe gjigandët e Google (GKE),
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Amazon (EKS) e Microsoft (AKS) që mundësojnë lansimin e një Kubernetes cluster-i
shumë lehtë por edhe të hostuar në cloud.
2.2.5 Krahasimi i Kubernetes me Docker Swarm
Kubernetes vs. Docker Swarm. Cili është më i mirë?
Orkestrimi i kontinierëve është duke u zhvilluar shumë shpejt, Kubernetes dhe Docker
Swarm janë dy “lojtarët” kryesor në këtë fushë. Të dy, Kubernetes dhe Docker Swarm janë
mjete të rëndësishme të cilat përdoren për të vendosur kontinierët brenda një cluster-i.
Kubernetes dhe Docker Swarm kanë të mirat dhe të këqijat e tyre në këtë fushë. Edhe pse të
dytë për t’i përmbushur qëllimet e tyre kanë mënyra të ndryshme, në fund të ditës
përfundimi mbetet mjaft i njejtë. [42]
Nëse të dyjat janë të njëjta, cilën t’a përdorim?
Edhe pse të dy mjetet e orkestrimit janë mjaft të ngjashme, ekzistojnë disa dallime teknike
dhe funksionale, dallime të cilat i bëjnë të dallohen si të mirat ashtu edhe të këqijat. Disa
prej tyre janë:
•

Instalimi dhe Konfigurimi

Në Kubernetes, instalimi është manual si dhe duhet një planifikim serioz në mënyrë
që Kubernetes të funksionoj. Udhëzimet e instalimit ndryshojnë nga njëri sistem
operativ tek tjetri. Konfigurimi i Cluster-it si psh, IP Adresa e një node-i, ose çfarë
roli merr cila node gjë që duhet të dihet paraprakisht në Kubernetes. Paketa të
ndryshme të palëve të treta (3d party packages) si minikube/microk8s dhe
kubectl/kubeadm janë të nevojshme të instalohen për punën dhe zhvillimin e
Kubernetes.
Ndërsa, Docker Swarm është i thjeshtë sa i përket instalimit krahasuar me
Kubernetes. Për të ndërtuar mjedisin si dhe për të bërë konfigurimin te Docker
kërkohet me i mësu vetëm një grup mjetesh. Docker Swarm gjithashtu ofron
fleksibilitet pasi që lejon që çdo nyje e re t’i bashkohet cluster-it ekzistues si
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menaxher ose punëtor. Avantazhi i Docker Swarm është se përdor Docker API,
komanda të përbashkëta si dhe arkitektura themelore mbetet e njëjtë. [42]
•

Puna në dy sisteme

Për të ekzekutuar Kubernetes kërkon njohen e CLI (Command Line Interface). Për të
naviguar brenda strukturës dhe për të plotësuar infrastrukurën gjuhësore të
Kubernetes që të ekzekutohen programet kërkohet të dini Docker CLI.
Pasi që Docker Swarm është mjet i Docker, përdor gjuhën e zakonshme për të
naviguar brenda strukturës. Kjo ofron ndryshueshmëri si dhe shpejtësi tek ky mjet si
dhe i jep Docker-it avatazh të konsiderueshëm sa i përket përdorshmërisë. [42]
•

Regjistrimi dhe monitorimi (logging and monitoring)

Kubernetes përkrah versione të shumta të regjistrimit si dhe monitiorimit kur serviset
vendosen në Cluster:
o ELK Stack – ElasticSearch, Logstash, Kibana
o Heapster/Grafana/ Fluksi i monitorimit në kontinier
Docker Swarm mbështet vetëm third-party aplikacione. Rekomandohet
me përdor Docker me Reimann për monitorim, pasi që Docker Swarm
ka API të hapur, e bën më të lehtë lidhjen me shumë aplikcione. [42]
•

Shkallzueshmëria

Kubernetes është framework të gjitha në një për sisteme të shpërndara. Është sistem
kompleks pasi që ofron grup të unifikuar të API-ve dhe ofron garancion sa i përket
gjendjes së cluster-it, i cili ngadalëson vendosjen dhe shkallzueshmërinë e kontinierit.
Krahasuar me Kubernetes, Docker Swam mund të vendos (bëj deploy) kontinierët më
shpejt, kjo lejon reagime të shpejta sa i përket shkallzueshmërisë varësisht prej
kërkesës. [42]
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•

Kubernetes Network

Kubernetes Network është i sheshtë, pasi që lejon që të gjitha pods të komunikojnë
me njëra tjetrën. Në Kubernetes, modeli kërkon dy CIDR (Classless Inter-Domain
Routing). E para kërkon që podet të kenë IP adresë, ndërsa tjetra është për servise.

Në Docker Swarm, node që i caktohet cluster-it krijon një rrjet mbivendosje servisesh
që përfshin të gjitha hostet në Swarm dhe një host si Docker rrjet “urë” për
kontinierët. Në Docker Swarm, përdoruesit kanë mundësi të enkriptojnë të dhënat
trafikore në kontinier kur krijojnë një rrjet mbivendosje sipas mënyrës së tyre. [42]
2.2.5.1 Të mirat dhe të metat e Kubernetes
Të mirat e Kubernetes:
•

Mbështet nga Fondacioni Cloud Native Computing (CNCF)

•

Komunitet mbreslënës sa i përket mjeteve për orkestrim të kontinierëve. Mbi
50,000 commits dhe 1200 kontribues.

•

Mjet open-source dhe modular që funksionon me shumicën e sistemeve operative.

•

Organizim më i lehtë i serviseve përmes pods. [43]

Të metat e Kubernetes:
•

Instalimi kompleks

•

Në Kubernetes kërkohet që të përdoret bashkësi mjetesh të ndryshme për
menaxhim, duke përfshirë kubectl CLI.

•

Është e papajtueshme me mjetet ekzistuese Docker CLI dhe Compose. [43]

2.2.5.2 Të mirat dhe të metat e Docker Swarm
Të mirat e Docker Swarm
•

Instalim të lehtë dhe konfigurim të shpejtë

•

Instalimin e ka lightweight. Vendosja (deploy) është e lehtë. Swarm mode
përfshihet në Docker Engine.
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•

Mësohet më lehtë.

•

Integron pa problem Docker Compose dhe Docker CLI për arsye se këto janë
mjete të Docker. Shumica e CLI komandave funksionojë me Swarm. [43]

Të metat e Docker Swarm:
•

Funksionalitet të limituar

•

Tolerancë të limituar të gabimeve

•

Komunitet dhe projekte të vogla krahasuar me Kubernetes

•

Serviset mund të shkallëzohen manualisht. [43]

Nuk është e lehtë të bëhet krahasimi mes Kubernetes dhe Docker Swarm, pasi që Docker
Swarm është zgjidhje e lehtë dhe e thjeshtë për të punuar me të, përderisa Kubernetes i
targetohet atyre që dëshirojnë të realizojnë diçka komplekse. Docker Swarm përdoret në
mjedise ku preferohet thjeshtësia dhe zhvillimi më i shpejtë, përderisa Kubernetes është e
përshtatshme për mjedise në të cilat cluster-at ekzekutohen në aplikacione komplekse prej
cluster-it mesatar deri tek ai më i madh.
Table 2. Swarm vs. Kubernetes
Docker Swarm

Kubernetes

I optimizuar për cluster të

I optimizuar për cluster të

vegjël

mëdhenjë

Mbështetja e node-s

Mbështet 2000+ node-s

Mbështet 5000+ nodes

Limitimi i kontinierëve

I limituar deri në 95,000

I limituar deri në 300,000

kontinier

kontinier

Shkallëzimi

Jo-Automatik

Automatik

Komuniteti

I vogël

Shumë i madh

Optimizimi
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DEKLARIMI I PROBLEMIT

Kubernetes dhe Docker kanë gjetur përdorim të madh në epokën e re të zhvillimit të
aplikacioneve. Tani zhvilluesit duan që të kenë një aplikacion që mund të lansohet shpejt
por edhe në mjedise të ndryshme pa pasur nevojë të bëhen shumë ndryshime në
konfigurim.

Docker na mundëson që ta paketojmë aplikacionin ashtu që vetëm pjesët që i nevojiten
aplikacionit të jenë aty pa pasur overhead, kurse në anën tjetër Kubernetes na mundëson
menaxhimin sa më të lehtë të këtyre aplikacioneve të kontinierizuara.

Zhvilluesit e aplikacioneve në kohët e sotme po e adaptojnë gjithnjë e më shumë mënyrën
agile të zhvillimit. Më herët kjo ka qenë problem pasi është dashur të krijohet një ambient I
veqantë për testim të aplikacionit me modulet e reja të zhvilluara. Tani me anë të Docker,
Kubernetes dhe vegla të tjera të njohura si CI/CD tools zhvilluesve i’u mundësojnë të
ofrojnë CI/CD. Me anë të Kubernetes ne mund të krijojmë disa ambiente si p.sh ambientin
për zhvillim dhe atë për testim. Kjo mënyrë e lansimit të aplikacioneve jo vetëm që e
kursen kohën por edhe financat e një kompanie pasi që nuk ka nevojë të shpenzojë në
server të rinj për çdo ambient të lansimit të aplikacionit.

Problemet me lansimin e aplikacioneve në server fizikë gjithmonë ka qenë problem
sidomos kur është dashur të lansohen për përdorim nga klientët. Lehtësimin që e bën
Kubernetes në lansim të aplikacioneve me shpejtësi është arsyeja kryesore për përdorim.
Kubernetes gjithashtu na mundëson në shkallëzimin e aplikacioneve në bazë të nevojës, pra
nëse një aplikacion ka shumë kërkesa brenda një kohe ai mund të shkallëzohet dhe të
krijohen disa replika që mund të i’u shërbejnë klientëve njëkohësisht dhe kur kërkesat
zvogëlohen njëkohësisht zvoglohen edhe replikat. Në mënyrat e vjetra çdo replikë e atij
aplikacion është shpenzim pasi që duhet të krijohet një server i ri për lansim, kjo metodë
merr shumë kohë por edhe ka shpenzime dhe kur zvogëlohen kërkesat serverët janë te pa
utilizuar.
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METODOLGJIA

Metodologjia e hulumtimit të këtij punimi diplome përfshin përmbledhje të gjerë të
literaturës, materialeve dhe testimeve bazuar në studimin e Kubernetes në mikroservise.
Studimi përshkruan krahasimin e aplikacionit monolithic me aplikacionin e ndarë në
mikroservise.
Pasi që ky punim diplome është më tepër i karakterit krahasues atëherë edhe metodologjia e
përdorur i përket tipit krahasues. Metodologjia krahasuese është përdorur kryesisht për të
shpjeguar dhe për të dhënë një kuptim më të mirë të Kubernetes dhe roli i saj në
mikroservise, duke e krahasuar atë me single server deployment, benefitet dhe mangësitë.

Për grumbullimin e të dhënave është përdorur metoda sasiore ku janë marrur artikuj të
ndryshëm shkencor duke n’a dhënë rezultate të cilat kanë qenë më të lehta për t’u
përmbledhur, krahasuar dhe për të arritur deri tek rezultati.

Për demonstrimin e komandave është zhvilluar një demo aplikacion në të cilin është lansuar
një Kubernetes cluster për të cilin janë përdorur këto mjete zhvillimi: Command Prompt
dhe Visual Studio Code.
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REZULTATET

4.1

Shkallëzimi në Kubernetes

Shkallëzimi në Kubernetes është shumë i thjeshtë si në implementim ashtu edhe në
menagjim. Ngase me raste kemi nevojë për disa server në të njejtën kohë sidomos kur ka
kërkersa të shumta që ta zvoglojmë ngarkesën në një server, atëherë duhet që këta server të
jenë të shkallëzueshëm lehtë. Me sever fizik shkallëzimi në kohë reale është i pamundshëm
por edhe i kushtueshëm, kurse në VM nuk është i kushtueshëm por duhet të bëhet shumë
punë manuale si p.sh instalimi i sistemit operativ, i paketave të ndryshme, librarive, kodit të
aplikacionit etj.

Ne Kubernetes është krejt e kundërta, pasi Kubernetes përdor Docker kontinierët atëherë
shkallëzimi është shumë lehtë i mundshëm. Kur kemi nevojë për disa instanca të të njetit
servis atëherë mund t’i krijojmë disa replika të tij varësisht prej nevojës të cilat mund të
shfrytëzohen nga klientet, dhe këto replika do te gjinden në server (worker nodes) të
ndryshëm që janë pjesë e Kubernetes cluster-it. Pods mund të shkallëzohen në dy mënyra,
njëra manuale ku ne i tregojmë se kur dhe sa replika duhen të krijohen dhe tjetra mënyrë
është automatike ku i caktojmë limitet se sa replika minimale dhe maksimale duhet të ketë.
Shkallëzimi automatik është i nevojshëm në raste kur nuk kemi shumë të dhëna për
kërkesat e klientëve në servise, atëherë e konfigurojmë një Horizontal Pod Autoscaler
(HPA) ku i trgojmë se sa replika duhet të ketë minimalisht dhe maksimalisht, pastaj në bazë
të ngarkesës shkallëzohen automatikisht.

Figure 13. kubectl autoscale deployment
Me anë të komandës kubectl autoscale mund të krijojmë një HPA e cila ka minimum 2
pods dhe maksimumi 10.
Për momentin e kemi vetëm një instance,
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Figure 14. kubectl get deployment
pas ekzekutimit të komandës për shkallëzim automatik atëherë kjo ndryshon në:

Figure 15. kubectl get deployment V_2
Tani do të bëjmë një simulim të ngarkesës, ku do të simulojmë disa përdorues që qasen
njëkohësisht në servisin tone. Me anë të një vegle të quajtur siege mund të simulojmë disa
përdorues njëkohësisht për një kohë të caktuar, ku në rastin tonë i kemi simuluar 300
përdorues për 100 sekonda në serverin tonë.

Figure 16. siege command
Pas kësaj komande mund të shohim se si në kohë reale ky pod po shkallëzohet duke mos
pasur downtime në servisin tonë, gjë që do të ndodhte në rastin kur e kemi vetëm një server

Figure 17. kubectl get deployment V_3
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Dhe kur mbaron ngarkesa atëherë servisi jonë bëhet scaled-down dhe kthehet prap në
numrin minimal të replikave që ja kemi specifikuar në konfigurim.

Figure 18. kubectl get deployment (scaled-down)
Kurse në rastin kur bëjmë shkallëzim manual atëherë numri i replikave do të jetë static deri
në momentin kur ne vendosim ta ndryshojmë atë përsëri në mënyrë manuale.
Me anë të komandës scale caktojmë numrin e replikave si në vijim

Figure 19. kubectl scale --replicas=5
Dhe shohim që numri i replikave është konstant i pa ndryshueshëm pavarsisht ngarkesës

Figure 20. kubectl get deployment
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4.2 Migrimi i Pods në Kubernetes
Çka e bën Kubernetes aq të shfrytëzueshëm është aftësia e tij për t’i migruar pods nga një
Node që nuk është e qasshme në tjetrën. Kur e kemi insfrastukturën një server me një
aplikacion atëherë nëse ndodh ndonjë fatkeqsi në serverët tanë edhe aplikacioni do të jetë jo
i qasshëm për përdoruesit, kjo nuk ndodh nëse kemi kontinier dhe i orkestrojmë me anë të
Kubernetes. Kur një Kubernetes node bie atëherë të gjitha resurset që ai i posedon
migrohen automatikisht në node tjera. Kjo mund të ndodh pasi që Kubernetes master ka një
database të quajtur etcd e cila i mban të gjitha resurset dhe statusin e tyre.
Në rastin tonë i kemi listuar të gjithë pods dhe nodat përkatëse se ku gjinden pods.

Figure 21. kubectl get pods

Tani e simulojmë se noda me IP 192.168.1.102 fiket, me anë të komandës kubectl get nodes
e shohim se kjo node nuk është në gjendje të rregullt.

Figure 22. kubectl get nodes
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Tani shohim se të gjithë pods që kanë qenë ne node me IP 192.168.1.102 janë në gjendjen
Terminating nga ajo node dhe janë zhvendosur në node tjera dhe kanë statusin Running

Figure 23. kubectl get pods -n sock-shop -o wide
Kjo e bën Kubernetes shumë të shfrytëzueshëm në këto situata, pasi që migrimin e kryen
automatikisht pa pasur down-time në aplikacionet tona.
4.3

Menaxhimi i Resurseve në Kubernetes

Në Kubernetes menaxhimi i resurseve është shumë i lehtë me disa komanda të thjeshta
mund ta shohim gjendjen e pods, load balancer, serviseve etj. Përveq statusit të tyre ne
mund të shohim edhe detaje tjera pëmes komandës kubectl describe <emri>. Tani kur
zhvillimi është shumë i shpejt i produkteve, zhvilluesit duhet të lansojnë sa më shpesh
versione të reja të produktit të tyre, me anë të Kubernetes ata vetëm e paketojnë
aplikacionin e tyre si një imazh dhe menjëherë imazhi i vjetër mund të zëvendësohet me
imazhin e ri.
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Figure 24. describe deployment/front-end

Me anë të komandës describe mund të shohim edhe imazhin të cilin e ka ky pod. Nëse
duam ta ndërrojmë imazhin e vjetër me të ri atëherë me anë të komandës kubectl set image
mund ta ndërrojmë.

Figure 25. kubectl set image

Por nëse imazhi i ri me kodin e ri ka ndonjë bug atëherë përmes Kubernetes ne menjëherë
Mund të kthehemi tek verzioni i kaluar apo edhe te verzionet më të vjetra.
Para se ta ndërrojmë imazhin mund ta shohim historinë e ndryshimeve përmes komandës
Kubectl rollout history dhe shohim që e kemi vetëm gjendjen aktuale.
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Figure 26. kubectl rollout history
Dhe pas ndryshimit të imazhit mund të shohim që kemi edhe versionin e dytë në të cilin
mund të kthehemi lehtësisht

Figure 27. kubectl rollout history V_2
Nëse duam të dijmë edhe arsyen e ndryshimeve që kanë ndodhur atëherë kur bëjmë
ndryshime mund ta vendim flagon --record-true

Figure 28. kubectl set image -- record=true
Dhe kur e shohim tani historinë shohim edhe arsyen e këtij ndryshimi

Figure 29. kubectl rollout history (Revision change-cause)
Kur duam të kthehemi prapa pra nëse ka ndodhur ndonjë bug dhe duam të kthehemi në
versionin paraprak që ka qenë stabil atëherë me anë të komandës kubectl rollout undo
kthehemi një version prapa po gjithashtu mund të kthehemi disa versione pas me anë të
flagut –to-revision dhe duke caktuar se në cilin version duam të kthehemi.
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Figure 30. kubectl rollout undo
Dhe kur kthehemi në versionin e kaluar shohim se version i tanishëm rritet një më shumë,
pra shohim që është bërë version 5

Figure 31. kubectl set image deployment (revision change-cause V_5)
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5

DISKUTIME DHE PËRFUNDIME

Qëllimi i kësaj teme ka qenë lansimi i një aplikacioni në Kubernetes të ndarë në
mikroservise dhe të realizohen teste të ndryshme në të. Aplikacioni ka qenë një dyqan
online ku është ndarë në mikroservise si p.sh pjesa e front-end, shporta e blerjeve, databaza,
porositë, pagesat dhe dërgesat.

Me anë të testeve të bëra kemi arritur të tregojmë që secili mikroservis shkallëzohet
pavarësisht mikroserviseve të tjera në bazë të ngarkesës. Gjithashtu kemi testuar se migrimi
prej një serveri tek tjetri është më i lehtë dhe më i shpejtë, pra nëse kemi ndonjë problem
me serverin apo duam t’a vendosim në mirëmbajtje atëherë migrimi i mikroserviseve nga
njëri server në tjetrin bëhet shumë shpejtë. Një tjetër rezultat që kemi arritur me anë të kësaj
teme është edhe mundësia për t’i menaxhuar mikroserviset tona, kemi spjeguar se sa lehtë
është të përditësohen kontinierët me imazhe të reja por edhe të kthehemi pas me versione
nëse kemi probleme.

Në vitet e fundit Kubernetes ka fituar interes të madh nga shumë kompani si të vogla ashtu
edhe të mëdha. Kuberentes ju ka ofruar zhvilluesve lehtësi shumë të mëdha në zhvillimin
rapid të aplikacioneve. Dobitë e tij vërehen sidomos kur kemi aplikacione komplekse dhe të
ndijshme, ku infrastruktura nuk duhet të jetë fragjile dhe duhet të kemi uptime 99% të
kohës. Përparësitë e Kubernetes në thjestësinë për tu implementuar dhe menaxhuar por dhe
në përshtatshmërinë e tij në kohën e zhvillimit agjil ku lansimet e aplikacionit janë të
shpeshta e kanë bërë atë shumë të përhapur.

Kubernetes ka përfshirje të madhe me shumë vegla të ndryshme që e lehtëson punën në
lansimin e aplikacioneve, sidomos me CI/CD vegla që e bën punën e zhvilluesve dhe
DevOps inxhinierëve më të lehtë por edhe më intuziazmuese pasi që çdo gjë mund të
automatizohet.
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Kubernetes është open-source gjë që e bën edhe më të përdorshëm për nevojat tona të
ndryshme në lidhje me lansimin e aplikacioneve. Kjo na mundëson që të shkruajmë vegla
tona për lansimin e aplikacioneve apo edhe për menaxhim të tyre dhe të infrastrukturës.

Kubernetes është shumë i përdorshëm në fushën e zhvillimit të aplikacioneve për shkak të
natyrës së tij, dhe është një vegël e re që shumica e zhvilluesve duhet ta dijnë për të qenë në
trendin e zhvillimit dhe lansimit rapid të aplikacioneve

Si përfundim do të doja që kjo temë të ndihmonte sado pak studentët e rinjë që të kuptojnë
konceptet e Kuberenetes dhe Docker që t’i shfrytëzojnë përparësitë dhe mundësitë e tyre në
aplikacionet që do t’i zhvillojnë.
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