A class of linear sets investigated by Besicovitch and Taylor is related to the critical set of differentiable mappings of a specified degree of smoothness. An example is constructed to show that certain results on Hausdorff measure are nearly best-possible.
Let F be a compact set of real numbers and [a, b] the smallest interval containing F. The complement [a, b] ~F is composed of a countable sequence of disjoint open intervals, of lengths /». We investigate sets F of Lebesgue measure 0 with the property that 2Jln< °° for some c in (0, 1). These sets were considered by Besicovitch and Taylor in [l] but our theorems are in a different direction.
We require a class of functions O3 defined for each number 8>l: a real function / on an interval is of class C" provided it is n times continuously differentiable, where n<B^n-\-l, and Dnf is of class Lip^~n. When 8 = n-\-l this conflicts with the usual definition of Cn+1, but no confusion is to be expected; in fact by allowing a larger class Cn+1 we obtain a slightly sharper result.
Theorem
1. 7,e/ / belong to CB, let Z be the zero-set of Df, and let F=f(Z). Then F has Hausdorff l/B-measure 0, and the lengths ln fulfill the condition ^ ^/ff < °° • Theorem 2. Conversely, let F be a compact set of Lebesgue measure 0, whose contiguous intervals fulfill the convergence condition above. Then F=f(Z) for some function f in C" for which Df^O and whose zeroset Z has Lebesgue measure 0. When 8 = n-\-l,f can be made n +1 times continuously differentiable.
Notation. The diameter of a set E is written | E\, and its Lebesgue measure m(£). The modulus of continuity of a function/ on a set T is defined for u > 0 as w{u) = sup I fih) -fih) I : | h -h | ^ u.
Then w(m)«wc defines the class Lipc, 0<c^l.
the object being to exploit the extra information on the highest-order derivative.
Lemma 1. Let f be k times continuously differentiable on an interval [c, d ] and let Df, ■ • • , Dhf vanish at least once in the interval. Then
where w is the modulus of continuity of Dkf.
Proof. For k = 1 and Df(£) = 0, c ^^d, we have
Assuming the truth of the lemma for £ -1^1,
Because Df has a zero in [c, d] , \Df\ g/* | D2f(t)\dt and the lemma follows from this.
To prove Theorem 1, we observe first that each interval I'= (/i, /2) contiguous to /(Z) has the form /(/) for some interval / contiguous to Z. Indeed, let siG/_1(^i) ar,d s2Ef_1(t2) be so chosen that |si -s2| attains its minimum value. Then the interval J between si and s2 is mapped into I, and therefore onto I. Thus it is sufficient to prove that 2^|/(/)| 1/3< °°, where the summation is extended to intervals J contiguous to Z. To obtain the result on the l//3-measure of f(Z) we select A =Z' and note that Z~Z' is countable. It is worth remarking that if Df^ 0 and m(Z) =0 then/ is strictly monotone and f(Z~Z') is the set of isolated points oi f(Z).
2. In this section we suppose that F is a set described in Theorem 2. Let g be absolutely continuous on [a, b]^F, and linear on each contiguous interval /, with derivative | j\ 1^_1. The mapping inverse to g, say h, is increasing and continuous because Dg > 0 almost everywhere. But h is also absolutely continuous because it maps each (Lebesgue) null set onto a null set. Thus F is subject to the previous lemma, since | g(J) \ =\j\ I"3 and m(g(F)) = 0.
In the proof of Theorem 2 we keep the function h, but regard it solely as a mapping of g(F) onto F. We now extend h to a mapping of class C^. On each interval (h, t2) contiguous to g(F) we define f(s) = h(h) + (t2 -tiYxi \s-h\ Ht2 -h)), h<s < t2.
Then fih+)=hiti), fit2-)=hik) + it2-tiy = hit2). When l^ife<oo, D*fis) = ih -tiY-«D«xi \s-h\ Hh -h)).
In particular the &th derivative of/, on the complement of g(F), is uniformly bounded for l^j&^SjS. Now / is absolutely continuous, for it is monotone-increasing and continuous, and preserves null sets. Hence its derivative is given by Df (extended to all of hi\a, b]). Also, the functions Df, ■ • • , £»"-1/ are continuous on h[a, b], vanish on hiF), and have uniformly bounded derivatives on the complement of hiF). It follows that each is the derivative of its predecessor; for the same reasons Dnf is the derivative of Dn~xf, and/is n times continuously differentiable. From the formula for D"f, it vanishes continuously on hiF), and when B<n + 1, Dnf satisfies a Lipschitz condition of order B -n, on the contiguous intervals. From these facts the Lipschitz condition for all of hi [a, b] ) is easily deduced.
To improve this result for B = n + 1, we proceed as follows. Writing h^h^ ' • • s=l»^ • • ' for the lengths of intervals 7" complementary to F, we find numbers Kci<c2< • • • <c"->+oo such that 2~l(c"ln)llff< c°. We then modify the function g, so that 7n is mapped onto an interval of length (c"l")llB. The function h inverse to g is also modified and so ultimately is the function/ (constructed with the aid of the auxiliary mapping %)• We consider in detail this function,/. Writing (/i, t2) for the transform by g of the interval 7", we have t»=k+ (CJn)W, fis) = Kh) + Fn ih ~ hf xi | S -t2 | /it2 -h)), h<S < t2,
Since the factor c~l converges to 0 with the length of the interval ih, t2),f belongs to the conventional class Cn+1.
3. In this section we show that the vanishing of the l//3-measure of f(Z) cannot be strengthened very much. Let q be a function on (0, =o) such that qit) and tllB/q(t) are increasing, 2^ii 2(2~m) < °° • Theorem 3. There exists a function f satisfying the conditions of Theorem 1, for which f = FiZ) has positive Hausdorff measure with respect to the function (pit) = tUB/q(t).
Choosing qit) = log2(2_l) for small t, we find that FiZ) can have dimension l/B.
Proof. Without loss of generality we can suppose 2li q(2~m)<l. 
