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A new approach to group classification problems and more general investigations on transfor-
mational properties of classes of differential equations is proposed. It is based on mappings
between classes of differential equations, generated by families of point transformations.
A class of variable coefficient (1+1)-dimensional semilinear reaction–diffusion equations of
the general form f(x)ut = (g(x)ux)x + h(x)u
m (m 6= 0, 1) is studied from the symmetry
point of view in the framework of the approach proposed. The singular subclass of the
equations with m = 2 is singled out. The group classifications of the entire class, the
singular subclass and their images are performed with respect to both the corresponding
(generalized extended) equivalence groups and all point transformations. The set of admis-
sible transformations of the imaged class is exhaustively described in the general casem 6= 2.
The procedure of classification of nonclassical symmetries, which involves mappings between
classes of differential equations, is discussed. Wide families of new exact solutions are also
constructed for equations from the classes under consideration by the classical method of
Lie reductions and by generation of new solutions from known ones for other equations with
point transformations of different kinds (such as additional equivalence transformations and
mappings between classes of equations).
1 Introduction
Investigation of diffusion equations (with reaction or convection terms or without them) is
important since they are often used as mathematical models of various processes in nature and
society. For example, in biology [36] one can consider cells, bacteria, chemicals, animals and so
on as particles each of which usually moves around in a random way. Then, a regular motion
of their group is assumed as a diffusion process and often it is not a simple diffusion since there
may be an interaction between particles. For simplicity, biologists often use (1+1)-dimensional
continuum model equations for the description of global behaviour in terms of particle density or
concentration. Exact solutions of the model equations allow one to study particle concentration
distribution and character of diffusing. Such solutions can be constructed in a regular way by
the reduction method using Lie symmetry operators. It is one of the reasons for choosing model
equations with nontrivial symmetry properties, i.e., equations admitting Lie symmetry algebra of
the maximally possible dimension. Group classification of a class of reaction–diffusion equations
helps to make appropriate choice of model equations and then to obtain exact solutions.
In the present paper we investigate, from the symmetry point of view, the class of variable
coefficient (1+1)-dimensional semilinear reaction–diffusion equations of the general form
f(x)ut = (g(x)ux)x + h(x)u
m, (1)
where f = f(x), g = g(x) and h = h(x) are arbitrary smooth functions of the variable x,
f(x)g(x)h(x) 6= 0, m is an arbitrary constant. The linear case is excluded from consideration
as well-investigated [22, 33, 40]. One more reason for this exclusion is that the linear case is
singular from the symmetry point of view and is not connected with the nonlinear case via point
transformations. For this reason we assume through the paper that m 6= 0, 1. Lie symmetries of
equations from class (1) with constant arbitrary elements f , g and h were found in [14,39] within
the group classification of the class of equations having the form ut = (k(u)ux)x+q(u). Class (1)
is included in the wider class of quasilinear reaction–diffusion equations with power nonlinearities
f(x)ut = (g(x)u
nux)x + h(x)u
m, (2)
investigated for n 6= 0 in [51]. A number of special equations from class (2) were successfully used
to model phenomenon in physics, chemistry and biology [13,26,36,42,50]. The semilinear sub-
class (1) is singular in class (2) with respect to symmetry properties and cannot be classified with
the same method as the subclass with n 6= 0. Hence it was excluded from consideration in [51].
Extended group analysis of class (1) is first carried out in this paper. Equivalence groups
of different kinds are found for class (1), its subclasses and some related classes. All the point
transformations between cases of Lie symmetry extensions, which are additional to the trans-
formations from the equivalence groups, are constructed. As a result, two group classification
problems are really solved for each from the above classes—with respect to the corresponding
extended equivalence group and up to general point-transformation equivalence. The set of
admissible transformations in the case m 6= 0, 1, 2 is exhaustively described. Some nonclassical
symmetries of equations from class (1) are constructed. A special procedure of the exhaustive
classification of nonclassical symmetries is proposed for this class. Wide families of exact solu-
tions for the equations under consideration are obtained by the classical Lie reduction method
or generated from known solutions by additional equivalence transformations or via mappings
between classes of equations.
There are two main approaches in studying group classification problems in the literature.
The first one is more algebraic and based on subgroup analysis of the equivalence group asso-
ciated with a class of differential equations under consideration. It can be applied if the class
is normalized, i.e., if any admissible point transformation in this class is generated by a trans-
formation from its equivalence group. See [46] for rigorous definitions of normalized classes and
related notions. If the class is sufficiently general and possesses a wide equivalence group then
the problem is reduced to the description of inequivalent realizations of Lie algebras in certain
set of vector fields. The corresponding theoretical background is presented in detail in [6, 55].
It is the approach that was applied by S. Lie to solve the best known classical group classifica-
tion problems such as the classifications of second order ordinary differential equations [34]
and of second order two-dimensional linear partial differential equations [22, 33]. Recently
many classes of (1 + 1)-dimensional evolution equations and other important classes of dif-
ferential equations arising in different sciences were classified within the framework of the above
method [2,6,19,30–32,46,55,56]. The second approach is based on the investigation of compat-
ibility and the direct integration, up to the equivalence relation generated by the corresponding
equivalence group, of determining equations implied by the infinitesimal invariance criterion [40].
This is the most applicable approach but it is efficient only for classes of a simple structure, e.g.,
which have a few arbitrary elements of one or two same arguments or whose equivalence groups
are finite-dimensional. A number of results on group classification problems investigated within
the framework of this approach are collected in [8,22,40] and other books on the subject. At the
same time, normalized or simple classes do not exhaust all classes of differential equations, which
are interesting for applications and with the mathematical point of view. To solve more group
classification problems and to present results in an optimal way, different tools and notions (ad-
ditional equivalence transformations, extended and generalized equivalence groups, conditional
equivalence group, gauging of arbitrary elements by equivalence transformations, partition of a
class to normalized subclasses etc.) were recently proposed [22,24,35,46,51]. Their usage had the
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critical value, in particular, for the complete group classifications of class (2), where n 6= 0, [51]
and a class of variable coefficient diffusion–convection equations [24]. Unfortunately, all the
methods existing in the literature are not powerful enough to exhaustively classify class (1).
In fact, the ultimate goal of the paper is to present a new approach to group classification
problems and more general investigations on transformational properties of classes of differential
equations; and the group analysis of equations from class (1) is only an illustrative example on
application of different techniques within the framework of the approach proposed. Mappings
between classes of differential equations, generated by families of point transformations, are
involved in the consideration. The approach proposed is based on the simple fact, that sym-
metry, transformational and other related properties of differential equations are changed in a
predictable way under such mappings. A particular case of the mappings between classes of
differential equations is given by mappings of a class into itself, generated by transformations
from the corresponding equivalence group or admissible transformations of the class.
The structure of the paper is as follows:
A necessary theoretical background on mappings between classes of differential equations and
applications of such mappings to group classification problems is developed in section 2.
In section 3 we construct both the usual and the generalized extended equivalence groups for
class (1) as well as for related classes arising later under the implementation of the proposed
approach to group classification. The first related class is a subclass of class (1) obtained with
the gauge g = f . It is the gauge that allows us to perform a further gauging via mapping
to other classes in the simplest way. Since all results on symmetries and exact solutions of
class (1) can be obtained from the analogous results for the its subclass associated with the
gauge g = f , we restrict ourselves by investigation of this subclass and call it the initial class.
The second related class is the image of the initial class with respect to a family of nondegenerate
point transformations parameterized by arbitrary elements. So, it is called the imaged class. It
appears that Lie symmetries of the imaged class are capable to be directly classified only for
values of m 6= 2. Hence an additional gauge via mapping onto another class is needed for m = 2.
Such gauge is found and the imaged class with m = 2 is transformed to the double-imaged one
which is the third related class arising in our consideration.
Results of section 2 are applied in section 4 to justify the techniques used for the investigation
of class (1).
In section 5 we carry out, at first, the group classifications of the imaged and double-imaged
classes (subsections 5.1 and 5.2, respectively) and then extend the obtained results in subsec-
tion 5.3 to the classification of Lie symmetries of the initial class.
In section 6 additional equivalence transformations between equations, having extensions of
Lie symmetries, are found and used for performing the group classifications of the imaged classes
as well as of the initial class with respect to all point transformations.
The form-preserving (admissible) transformations of the imaged class for the case m 6= 0, 1, 2
are studied in section 7. As a result, the structure of the sets of admissible transformations
of the imaged class, the initial class and class (1) is described exhaustively for the nonsingular
values of m.
In section 8 the approach based on gauging is extended to study nonclassical symmetries.
The properties of equivalence relations on sets of reduction operators and mappings between
such sets are investigated for general classes of differential equations. A procedure of nonclas-
sical symmetry classification of equations from class (1) is discussed. We also single out their
subclasses for which reduction operators are derived from known ones for constant coefficient
equations from other classes. The main idea of the classification procedure is to look for non-
classical symmetries using the same gauges as for the classification of Lie symmetries, i.e., to
find them for the imaged classes and then reconstruct the corresponding reduction operators for
the equations from the initial class.
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Both Lie and non-Lie exact solutions for equations from the initial class and related ones
are constructed in section 9 as an illustration of possible applications of the above classification
results. Namely, in subsection 9.1 solutions are obtained by Lie reductions involving Lie sym-
metries found under the group classification. It is shown in subsection 9.2 how to use gauging
transformations between classes and additional equivalence transformations for generating exact
solutions for equations from the initial class using known solutions of equations with constant
coefficients, belonging to the imaged class.
In the conclusion the obtained results are summarized and the problem of group classification
of a more general class of variable coefficient reaction–diffusion equations is discussed.
2 Application of class mappings to group classification
Following the procedure of [44,46], we discuss mappings between classes of systems of differential
equations, generated by point transformations. The behavior of transformational properties of
classes under such mappings is studied. These results form the foundation of our approach to
group classification of class (1).
Let Lθ be a system L(x, u(p), θ(x, u(p))) = 0 of l differential equations form unknown functions
u = (u1, . . . , um) and of n independent variables x = (x1, . . . , xn). Here u(p) denotes the set of
all derivatives of u with respect to x of order no greater than p, including u as the derivatives
of order zero. L = (L1, . . . , Ll) is a tuple of l fixed functions depending on x, u(p) and θ, where
θ denotes the tuple of arbitrary (parametric) functions θ(x, u(n)) = (θ
1(x, u(p)), . . . , θ
k(x, u(p)))
called arbitrary elements and running the set S of solutions of the auxiliary system
S(x, u(p), θ(q)(x, u(p))) = 0, Σ(x, u(p), θ(q)(x, u(p))) 6= 0.
This system consists of differential equations and inequalities with respect to θ, where x and u(p)
play the role of independent variables and θ(q) stands for the set of all the partial derivatives of θ
of order no greater than q with respect to the variables x and u(p). (This inequality means that
no components of Σ vanish. For simplicity the tuple Σ can be replaced by a single differential
function coinciding with the product of its components.) The tuples S or Σ may be empty. We
denote the class of systems Lθ with the arbitrary elements θ running through S as L|S .
Let Liθ denote the set of all algebraically independent differential consequences of Lθ, which
have, as differential equations, orders no greater than i. We identify Liθ with the manifold deter-
mined by Liθ in the jet space J (i). In particular, Lθ is identified with the manifold determined
by Lpθ in J (p). Then L|S can be interpreted as a family of manifolds in J (p), parametrized with
the arbitrary elements θ ∈ S.
Subclasses are singled out in the class L|S with additional auxiliary systems of equations
and/or non-vanish conditions which are attached to the main auxiliary system.
The above definition of a class of differential equations is not really complete. Gauge equiv-
alence and other nuances have to be taken into account. See [44,46] for details.
For θ, θ˜ ∈ S we call the set of point transformations which map the system Lθ into the
system Lθ˜ the set of admissible transformations from Lθ into Lθ˜ and denote it by T(θ, θ˜). The
maximal point symmetry group Gθ of the system Lθ coincides with T(θ, θ). If the systems Lθ
and Lθ˜ are equivalent with respect to point transformations then T(θ, θ˜) = ϕ0 ◦ Gθ = Gθ˜ ◦ ϕ0,
where ϕ0 is a fixed transformation from T(θ, θ˜). Otherwise, T(θ, θ˜) = ∅. Analogously, the set
T(θ,L|S) = { (θ˜, ϕ) | θ˜ ∈ S, ϕ ∈ T(θ, θ˜) } is called the set of admissible transformations of the
system Lθ into the class L|S .
Definition 1. T(L|S) = {(θ, θ˜, ϕ) | θ, θ˜ ∈ S, ϕ ∈ T(θ, θ˜)} is called the set of admissible trans-
formations in L|S .
4
Note 1. The set of admissible transformations was first described by Kingston and Sophocleous
for a class of generalized Burgers equations [27]. These authors call transformations of such
type form-preserving [27–29]. The notion of admissible transformations can be considered as a
formalization of their approach.
Now, we introduce notations and notions which are necessary for presentation of the classical
formulation of group classification problems. Aθ denotes the maximal Lie invariance (or prin-
cipal) algebra of infinitesimal symmetry operators of Lθ for a fixed θ ∈ S. The common part
A∩ = A∩(L|S) =
⋂
θ∈S Aθ of all Aθ, θ ∈ S, is called the kernel of the maximal Lie invariance
algebras of systems from the class L|S . The equivalence group of the class L|S is denoted by
G∼ = G∼(L|S). Roughly speaking, G∼ is the set of admissible transformations which can be
applied to any θ ∈ S.
In the framework of the infinitesimal approach, the problem of group classification is re-
formulated as finding all possible inequivalent cases of extensions for Aθ, i.e., as listing all
G∼-inequivalent values of the arbitrary parameters θ together with Aθ satisfying the condition
Aθ 6= A∩ [3, 40]. More precisely, the solution of the group classification problem is a list of
pairs (Sγ , {Aθ, θ ∈ Sγ}), γ ∈ Γ. Here {Sγ , γ ∈ Γ} is a family of subsets of S,
⋃
γ∈Γ Sγ contains
only G∼-inequivalent values of θ with Aθ 6= A∩, and for any θ ∈ S with Aθ 6= A∩ there exists
γ ∈ Γ such that θ ∈ Sγ mod G∼. The structures of the Aθ are similar for different values of
θ ∈ Sγ under fixed γ. In particular, all Aθ, θ ∈ Sγ , have the same dimension or display the same
arbitrariness of algebra parameters in the infinite-dimensional case.
The notion of similar differential equations [40] can be extended to classes of (systems of)
differential equations in a number of ways. The most direct and evident generalization is given
by the following definition.
Definition 2. The classes L|S and L′|S′ are called similar if n = n′, m = m′, p = p′, k = k′
and there exists a point transformation Ψ: (x, u(p), θ)→ (x′, u′(p), θ′) which is projectable on the
space of (x, u(q)) for any 0 ≤ q ≤ p, and Ψ|(x,u(q)) being the q-th order prolongation of Ψ|(x,u),
ΨS = S ′ and Ψ|(x,u(p))Lθ = L′Ψθ for any θ ∈ S.
Here and in what follows the action of such point transformation Ψ in the space of (x, u(p), θ)
on arbitrary elements from S as pth-order differential functions is given by the formula:
θ˜ = Ψθ if θ˜(x, u(p)) = Ψ
θ
(
Θ(x, u(p)), θ
(
Θ(x, u(p))
))
,
where Θ = (prpΨ|(x,u))−1 and prp denotes the operation of standard prolongation of a point
transformations to the derivatives of orders not greater than p.
Roughly speaking, similar classes consist of similar equations with the same similarity trans-
formation.
Proposition 1. Similar classes have similar sets of admissible transformations. Namely, a
similarity transformation Ψ from the class L|S into the class L′|S′ generates a one-to-one map-
ping ΨT from T(L|S) into T(L′|S′) via the rule (θ′, θ˜′, ϕ′) = ΨT(θ, θ˜, ϕ) if θ′ = Ψθ, θ˜′ = Ψθ˜ and
ϕ′ = Ψ|(x,u) ◦ ϕ ◦Ψ|(x,u)−1. Here (θ, θ˜, ϕ) ∈ T(L|S), (θ′, θ˜′, ϕ′) ∈ T(L′|S′).
Similar classes of differential equations have also similar equivalence groups. More precisely,
if classes are similar with respect to a transformation of a certain kind (e.g., a point transforma-
tion of the independent variables, the dependent variables, their derivatives and the arbitrary
elements) then equivalence groups formed by the equivalence transformations of the same kind
are similar with respect to this transformation.
It is obvious that lists of Lie symmetries under group classification with respect to any of the
above equivalence relations are similar for similar classes. Namely, if a transformation Ψ realizes
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the similarity of the class L′|S′ to the class L|S (see definition 2) and
{{(θ,Aθ), θ ∈ Sγ},Sγ ⊂ S, γ ∈ Γ}
is a classification list for the class L|S then
{{(Ψθ, (Ψ|(x,u))∗Aθ),Ψθ ∈ ΨSγ},ΨSγ ⊂ S ′, γ ∈ Γ}
is a classification list for the class L′|S′ . Here (Ψ|(x,u))∗ is the mapping induced by the transfor-
mation Ψ in the set of vector fields on the space (x, u) (push-forward of vector fields). Aθ is the
maximal Lie invariance (or principal) algebra of infinitesimal symmetry operators of Lθ.
The set of transformations used in definition 2 can be extended via admitting different kinds
of dependence on arbitrary elements as in the case of equivalence groups. As a rule, similar
classes of systems have similar properties from the group analysis point of view. In the case
of point similarity transformations, the properties really are the same up to similarity. If Ψ is
a point transformation in the space of (x, u(p), θ) then these classes practically have the same
transformational properties.
If the transformation Ψ is identical with respect to x and u then L′Ψθ = Lθ for any θ ∈ S,
i.e., in fact the classes L|S and L′|S′ coincide as sets of manifolds in a jet space. We will say
that the class L′|S′ is a re-parametrization of the class L|S , associated with the re-parametrizing
transformation Ψ. In the most general approach, Ψ can be assumed an arbitrary one-to-one
mapping from S to S ′, satisfying the condition L′Ψθ = Lθ for any θ ∈ S. Note that the number
of arbitrary elements in S ′ might not coincide with the one in S. Transformational properties
may be broken under generalized re-parametrizations.
An example of non-point re-parametrization often applied in group analysis is given by the
classes {I = θ(J )} and {J = θˆ(I)}, where I and J are k-tuples of fixed functionally inde-
pendent expressions of x and u(p), θ and θˆ are arbitrary k-ary k-vector functions with nonzero
Jacobians. The corresponding mapping between the sets of arbitrary elements is to take the
inverse function to each set element. The advantage of such re-parametrization is that preserves
transformational properties of classes.
Similarity of classes implies a one-to-one correspondence between the associated sets of arbi-
trary elements. If this feature is neglected, we result to a more general and complicated notion
of mappings between classes of differential equations.
Definition 3. The class L′|S′ is called a point-transformation image of the class L|S if n = n′,
m = m′, p = p′, k = k′ and there exists a family ϕ¯ of point transformations ϕθ : (x, u)→ (x′, u′)
parametrized by θ ∈ S and satisfying the following condition: For any θ ∈ S there exists θ′ ∈ S ′
and, conversely, for any θ′ ∈ S ′ there exists θ ∈ S such that prpϕθLθ = L′θ′ .
We will say that the family ϕ¯ realizes the point-transformation mapping of the class L|S onto
the class L′|S′ , and will identify the family with the mapping of classes and with the associated
mapping of the sets of arbitrary elements. Thus, the formula prpϕθLθ = L′θ′ can be abbreviated
as ϕ¯θ = θ′.
In the case of similar classes the family realizing the corresponding point-transformation
mapping in fact consists of a unique element, i.e., the transformation does not depend on the
arbitrary elements.
A point-transformation image inherits certain transformational properties from its class-
preimage. There is also a converse connection. For example, equations from the class-preimage
are equivalent with respect to point transformations if and only if their images are.
Proposition 2. A point-transformation mapping between classes of differential equations in-
duces a mapping between the corresponding sets of admissible transformations. Namely, if the
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class L′|S′ is the point-transformation image of the class L|S under the family of point transfor-
mations ϕθ : (x, u)→ (x′, u′), θ ∈ S, then the image of (θ, θ˜, ϕ) ∈ T(L|S) is (θ′, θ˜′, ϕ′) ∈ T(L′|S′),
where L′θ′ = prpϕθLθ, L′θ˜′ = prpϕθ˜Lθ and ϕ′ = ϕθ˜ ◦ ϕ ◦ (ϕθ)−1.
Moreover, the similar statement in the opposite direction is also true.
Proposition 3. The set of admissible transformations of the initial class L|S is reconstructed
from the one of its point-transformation image L′|S′.
Proof. Suppose that the family of point transformations ϕθ : (x, u) → (x′, u′), θ ∈ S, maps the
class L|S onto the class L′|S′ . Let (θ′, θ˜′, ϕ′) ∈ T(L′|S′) and let Lθ and Lθ˜ be some equations
mapped to L′θ′ and L′θ˜′ , respectively. Then (θ, θ˜, ϕ) ∈ T(L|S), where ϕ = (ϕθ˜)−1 ◦ ϕ ◦ ϕθ. Each
admissible transformation of L|S is obtainable in the above way.
If the class L′|S′ is only a point-transformation image of the class L|S in the sense of defini-
tion 3 without the similarity in the sense of definition 2 then the similarity of their classifications
may be broken. Only in the case of classifications with respect to the entire sets of admissible
transformations there always exists a one-to-one correspondence to hold between the classifica-
tion lists for the class-image and the class-preimage. For such a correspondence to hold in the
case of classifications with respect to the equivalence groups, we need additionally to require
that the image of each orbit of G∼(L|S) in S coincides with an orbit of G∼(L′|S′) in S ′. These
facts can be applied for the simplification of solving group classification problems. If one of the
classes is classified in a simpler way, possessing, e.g., a set of arbitrary elements (resp. equiva-
lence group, resp. set of admissible transformations, etc.) of a simpler structure then its group
classification can be carried out first and can subsequently be used to derive the classification of
the other class. It is an approach that is applied in the present paper for the group classification
of class (1).
A specific kind of mappings between classes of differential equations is given by mappings
of classes to their subclasses. If the class L|S is mapped onto its subclass L|S′ by the trans-
formation family ϕ¯ = {ϕθ, θ ∈ S} then the tuple (θ, ϕ¯θ, ϕθ) is an admissible transformation
in the class L|S . In a particular case, the mapping ϕ¯ is associated with a subgroup H of the
equivalence group G∼(L|S). Namely, the mapping is constructed in the following way. We
choose a subclass L|S′ of L|S in such a way that each orbit of the action of H in S intersects
S ′ in one element sharp. Then we put ϕ¯θ = θ′, where {θ′} = S ′ ∩Hθ, i.e., any element of an
orbit is mapped to the element of the intersection of the orbit and S ′. As a realization of the
transformation ϕθ we choose h|θ(x,u), where h is an element of H mapping θ to θ′. It is useful
to identify ϕθ and h. The system of additional auxiliary conditions S
′ = 0, Σ′ 6= 0 singled out
the subclass L|S′ from the class L|S is called a gauge of arbitrary elements, generated by the
subgroup H. It is obvious that the preimages of each arbitrary element from S ′ with respect
to the mapping ϕ¯ associated with H are G∼(L|S)-equivalent. The mapping ϕ¯ also establishes
a stronger connection between the generalized extended equivalence groups of the initial and
imaged classes under certain conditions on H.
Proposition 4. Suppose that H is a normal subgroup of the generalized extended equivalence
group G∼(L|S) of the class L|S; and each orbit of H in S intersects S ′ ⊂ S in one element sharp.
Let ϕ¯ be the mapping from L|S to L|S′, associated with H and G∼(L|S′) denote the generalized
extended equivalence group of the subclass L|S′. Then equations from L|S are G∼(L|S)-equivalent
if and only if their images under the mapping ϕ¯ are G∼(L|S′)-equivalent.
Proof. We recall that if the mapping ϕ¯ is associated with H then the transformation ϕθ for each
θ ∈ S is interpreted as the element of H realizing the projection of θ to S ′.
For arbitrary θ ∈ S and each Φ ∈ G∼(L|S) there exists Φ′ ∈ G∼(L|S′) such that Φ′ϕθθ =
ϕΦθΦθ. Indeed, we can define Φ
′ by the formulas Φ′θ′ = ϕΦθ′Φθ′ and Φ′|θ′(x,u) = ϕΦθ′ |Φθ
′
(x,u)◦Φ|θ
′
(x,u)
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for each θ′ ∈ S ′. The transformation Φ′ is a point transformation with respect to (x, u) for each
θ′ ∈ S ′ as a composition of point transformations ϕΦθ′ |Φθ′(x,u) and Φ|θ
′
(x,u). Since H is a normal
subgroup of G∼(L|S), any transformation fromG∼(L|S) maps each orbit ofH onto an orbit ofH.
So, if θ′, θ˜′ ∈ S ′ and θ′ 6= θ˜′ then Φθ′ and Φθ˜′ belong to different orbits of H. HΦθ′∩S ′ = {Φ′θ′},
HΦθ˜′ ∩S ′ = {Φ′θ˜′}. Therefore, Φ′θ′ 6= Φ′θ˜′, i.e., Φ′ generates a one-to-one mapping on S ′. This
means that Φ′ ∈ G∼(L|S′). In other words, we have proved that images of G∼(L|S)-equivalent
equations with respect to the mapping ϕ¯ are G∼(L|S′)-equivalent.
If θ0, θ˜0 ∈ S and Φ′ϕθ0θ0 = ϕθ˜0 θ˜0 for some Φ′ ∈ G∼(L|S′) then there exists Φ ∈ G∼(L|S)
such that Φθ0 = θ˜0. Indeed, we can consider the transformation Φˆ defined by the formula
Φˆθ = ϕ−1θ Φ
′ϕθθ for each θ ∈ S. It generates a one-to-one mapping on S, is a point transformation
with respect to (x, u) as a composition of point transformations and, therefore, belongs to
G∼(L|S). Now Φˆθ0 = ϕ−1θ0 ϕθ˜0 θ˜0, i.e., Φθ0 = θ˜0 if we put Φ = (ϕθ˜0)−1ϕθ0Φˆ. Therefore, we
have proved that preimages of G∼(L|S′)-equivalent equations with respect to the mapping ϕ¯ are
G∼(L|S)-equivalent. This completes the proof of the proposition.
This means that the group classification in class L|S up to G∼(L|S)-equivalence is reduced
to the group classification in the subclass L|S′ with respect to its equivalence group G∼(L|S′).
Proposition 4 extends to the case of a gauge of arbitrary elements, generated by a subgroup
which are not normal.
Proposition 5. Suppose that {Hγ , γ ∈ Γ} is a family of subgroups of the generalized extended
equivalence group G∼(L|S) of the class L|S ; each transformation from G∼(L|S) induces a simi-
larity relation on this family; and for any γ ∈ Γ each orbit of Hγ in S intersects S ′ ⊂ S in one
element sharp. Let ϕ¯ be the mapping from L|S to L|S′, associated with Hγ0 for a fixed value
γ0 ∈ Γ and G∼(L|S′) denotes the generalized extended equivalence group of the subclass L|S′.
Then equations from L|S are G∼(L|S)-equivalent if and only if their images under the mapping
ϕ¯ are G∼(L|S′)-equivalent.
Proof. It is enough to appropriately modify only first part of the proof of proposition 4 on
that images of G∼(L|S)-equivalent equations with respect to the mapping ϕ¯ are G∼(L|S′)-
equivalent. The difference is in the demonstration of that the transformation Φ′ defined in
the same way generates a one-to-one mapping on S ′. Here we use the rule of contraries. Let
θ′, θ˜′ ∈ S ′, θ′ 6= θ˜′ and Φ′θ′ = Φ′θ˜′. The last equality means that Φθ˜′ = hΦθ′ for some h ∈ Hγ0 .
Then θ˜′ = Φ−1hΦθ′ = hΦθ′, where hΦ = Φ−1hΦ belongs to a subgroup Hγ1 from the family
{Hγ , γ ∈ Γ}, i.e., θ′ and θ˜′ lie on the same orbit of Hγ1 in S. In view of a proposition’s condition,
the orbit intersects S ′ in one element sharp. Therefore, θ′ = θ˜′ and we have a contradiction.
3 Equivalence groups and choice of classes for investigation
The first step to solve a group classification problem is to derive the point transformations which
preserve the general form of equations from the class investigated and transform only arbitrary
elements. Such transformations are called equivalence transformations and form a group [3,40].
The usual equivalence group G∼ of class (1) consists of the nondegenerate point transforma-
tions in the space of (t, x, u, f, g, h,m), which possess the following additional properties. Firstly,
they are projectible on the space of (t, x, u), i.e., they have the form
(t˜, x˜, u˜) = (T t, T x, T u)(t, x, u),
(f˜ , g˜, h˜, m˜) = (T f , T g, T h, Tm)(t, x, u, f, g, h,m).
Secondly, they transform any equation from class (1) for the function u = u(t, x) with the
arbitrary elements (f, g, h,m) to an equation from the same class for the function u˜ = u˜(t˜, x˜)
with the new arbitrary elements (f˜ , g˜, h˜, m˜).
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Theorem 1. G∼ consists of the transformations
t˜ = δ1t+ δ2, x˜ = ϕ(x), u˜ = δ3u,
f˜ =
δ0δ1
δ3ϕx
f, g˜ =
δ0ϕx
δ3
g, h˜ =
δ0
δm3 ϕx
h, m˜ = m,
where δj , j = 0, . . . , 3, are arbitrary constants, δ0δ1δ3 6= 0, ϕ is an arbitrary smooth function
of x with ϕx 6= 0.
It appears that class (1) admits other equivalence transformations which do not belong to G∼
and form, together with the usual equivalence transformations, a generalized extended equiva-
lence group. Restrictions on transformations can be weakened in two directions. We admit
that transformations of the variables t, x and u can depend on arbitrary elements (the prefix
“generalized” [35]), and this dependence are not necessarily point and have to become point
with respect to (t, x, u) after fixing values of arbitrary elements. The explicit form of the new
arbitrary elements (f˜ , g˜, h˜, m˜) is determined via (t, x, u, f, g, h,m) in some non-fixed (possibly,
nonlocal) way (the prefix “extended”). We construct the complete (in this sense) generalized
extended equivalence group Gˆ∼ of class (1), using the direct method [28,45].
Theorem 2. The generalized extended equivalence group Gˆ∼ of class (1) is formed by the
transformations
t˜ = δ1t+ δ2, x˜ = ϕ(x), u˜ = ψ(x)u,
f˜ =
δ0δ1
ϕxψ2
f, g˜ =
δ0ϕx
ψ2
g, h˜ =
δ0
ϕxψm+1
h, m˜ = m,
where ϕ is an arbitrary smooth function of x with ϕx 6= 0, δj , j = 0, 1, 2, are arbitrary constants,
δ0δ1 6= 0, and ψ = ψ(x) is a (nonvanishing) solution of the second-order nonlinear ODE(
gψx
ψ2
)
x
= 0. (3)
The usual equivalence group G∼ of class (1) is the subgroup of the generalized extended
equivalence group Gˆ∼, which is singled out with the condition ψ = const.
Note 2. Each solution of equation (3) has the form ψ(x) =
(
δ3
∫
dx/g(x) + δ4
)−1
, where δ3
and δ4 are constants, (δ3, δ4) 6= (0, 0), and the integral denotes a fixed antiderivative of 1/g(x).
Generally speaking, the constants and the way of taking antiderivative in ψ can depend on
arbitrary elements. Hence it seems better to work with the representation of ψ as a solution of
equation (3).
Theorems 1 and 2 imply that the arbitrary element m is invariant under the transformations
from Gˆ∼. This allows us to partition class (1) in the subclasses each of which corresponds to a
fixed value of m. The equivalence groups of the subclasses are conditional equivalence groups for
the whole class (1). Only the conditional equivalence group for the value m = 2 is nontrivial.
For all the other values of m the corresponding conditional equivalence groups are trivial since
they coincide with the restrictions of Gˆ∼ to such fixed values of m.
Theorem 3. The class of equations
f(x)ut = (g(x)ux)x + h(x)u
2 (4)
admits the generalized extended equivalence group Gˆ∼m=2 consisting of the transformations
t˜ = δ1t+ δ2, x˜ = ϕ(x), u˜ = ψ(x)u + χ(x),
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f˜ =
δ0δ1
ϕxψ2
f, g˜ =
δ0ϕx
ψ2
g, h˜ =
δ0
ϕxψ3
h,
where δj , j = 0, 1, 2, are arbitrary constants, δ0δ1 6= 0, ϕ is an arbitrary smooth function of x
with ϕx 6= 0, ψ = ψ(x) is a (nonvanishing) solution of the fourth-order nonlinear ODE[
g
ψ2
(
ψ2
2h
(
gψx
ψ2
)
x
)
x
]
x
=
ψ
4h
[(
gψx
ψ2
)
x
]2
(5)
and χ = −ψ
2
2h
(
gψx
ψ2
)
x
.
The group Gˆ∼m=2 is the generalized extended conditional equivalence group of class (1) under
the condition m = 2. It is really a nontrivial conditional equivalence group since the equivalence
group Gˆ∼ of the whole class (1) restricted to the value m = 2 is obviously narrower than Gˆ∼m=2,
Gˆ∼|m=2  Gˆ∼m=2. (Every solution of equation (3) is a particular solution of equation (5).) Note
that G∼|m=2 = G∼m=2, i.e., the condition m = 2 gives no extension for the usual equivalence
group.
The presence of the arbitrary function ϕ(x) in the equivalence transformations from G∼ and
Gˆ∼ allows us to simplify the problem of group classification of class (1) via reducing the number
of arbitrary functions. For example, the transformation from the group G∼
t˜ = t, x˜ =
∫ x
x0
dy
g(y)
+ x0, u˜ = u
maps each equation from class (1) to the equation f˜(x˜)u˜t˜ = u˜x˜x˜+ h˜(x˜)u˜
m of the same form with
the new arbitrary elements f˜(x˜) = f(x)g(x), g˜(x˜) = 1 and h˜(x˜) = g(x)h(x). In other words, we
put the gauge g = 1 on the arbitrary elements of class (1).
Generally speaking, every arbitrary functional element of class (1) (i.e., f , g or h) can be
gauged to the unity or other chosen function by transformations from G∼. Despite the fact that
the gauge g = 1 seems most successful, the problem of group classification under this gauge
remains complicated. In fact, the appropriate way of dealing with class (1) consists of two main
steps. Namely, they are the gauge of the arbitrary elements by equivalence transformations
with another auxiliary condition (which is quite nonobvious) and the subsequent mapping of
the gauged subclass to a different class by a family of point transformations parameterized with
arbitrary elements. The problem of group classification for the resulting class is solved much
easier than the similar problem for class (1).
In the first step we put the gauge f = g on the arbitrary elements. In view of theorem 1, this
gauge can be provided for each equation from class (1) by the transformation
t′ = sign(f(x)g(x))t, x′ =
∫ x
x0
√∣∣∣∣f(y)g(y)
∣∣∣∣ dy + x0, u′ = u (6)
for some fixed value x0. The arbitrary elements of corresponding gauged equation in the primed
variables take the values
f ′(x′) = g′(x′) = sign(g(x)) |f(x)g(x)| 12 , h′(x′) =
√∣∣∣∣ g(x)f(x)
∣∣∣∣h(x).
For this reason we can restrict ourselves, without loss of generality, to investigation of the class
f(x)ut = (f(x)ux)x + h(x)u
m, (7)
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since all results on Lie symmetries and solutions for this class can be extended to class (1) with
the use of transformation (6). (See section 4 for detailed explanations.)
It is easy to deduce the generalized extended equivalence group for class (7) from theorem 2
and conditional one for the value m = 2 from theorem 3 by setting f˜ = g˜ and f = g. The results
are summarized in the following theorems.
Theorem 4. The generalized extended equivalence group Gˆ∼f=g of class (7) consists of the trans-
formations
t˜ = δ1
2t+ δ2, x˜ = δ1x+ δ3, u˜ = ψ(x)u, f˜ =
δ0δ1
ψ2
f, h˜ =
δ0
δ1ψm+1
h, m˜ = m,
where δj , j = 0, . . . , 3, are arbitrary constants, δ0δ1 6= 0, and ψ = ψ(x) is a (nonvanishing)
solution of the second-order nonlinear ODE(
fψx
ψ2
)
x
= 0. (8)
Theorem 5. The class of equations
f(x)ut = (f(x)ux)x + h(x)u
2 (9)
admits the generalized extended equivalence group Gˆ∼f=g,m=2 consisting of the transformations
t˜ = δ1
2t+ δ2, x˜ = δ1x+ δ3, u˜ = ψ(x)u + χ(x), f˜ =
δ0δ1
ψ2
f, h˜ =
δ0
δ1ψ3
h,
where δj , j = 0, . . . , 3, are arbitrary constants, δ0δ1 6= 0. The function ψ = ψ(x) is a (nonvan-
ishing) solution of the fourth-order nonlinear ODE[
f
ψ2
(
ψ2
2h
(
fψx
ψ2
)
x
)
x
]
x
=
ψ
4h
[(
fψx
ψ2
)
x
]2
(10)
and χ = −ψ
2
2h
(
fψx
ψ2
)
x
.
Similarly to the situation with class (1), the conditional equivalence group Gˆ∼f=g,m=2 of
class (7) under the condition m = 2 is wider than the restriction Gˆ∼f=g|m=2 of the equivalence
group Gˆ∼f=g to the valuem = 2. The usage of equivalence transformations from theorems 4 and 5
instead of usual equivalence transformations allows us to essentially simplify the solution of the
group classification problem for class (7). Note that the usual equivalence groups of classes (7)
and (9) are obtained by means of putting ψ = const in Gˆ∼f=g and Gˆ
∼
f=g,m=2, respectively. It is
obvious that G∼f=g|m=2 and G∼f=g,m=2 coincide.
The next step is to make the following change of the dependent variable in class (7),
v(t, x) =
√
|f(x)|u(t, x). (11)
As a result, the class of related equations of the form
vt = vxx +H(x)v
m + F (x)v (12)
is obtained, where the new arbitrary elements F and H are expressed via the formulas
F (x) = −(
√
|f(x)|)xx√
|f(x)| , H(x) =
h(x) sign f(x)
(
√
|f(x)|)m+1 . (13)
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Since class (12) is an image of class (7) with respect to the family of the transformations (11)
parameterized by the arbitrary element f , we will call them the imaged class and the initial
class, respectively.
The family of transformations (11) which is parameterized by the arbitrary element f gen-
erates a peculiar gauge of the arbitrary elements of class (7). Namely, every fixed pair (F,H)
is an image of a multitude of pairs (f, h). Moreover, all results on Lie symmetries and exact
solutions of class (12) can be extended to class (7) by the inversion of transformation (11).
Using the direct method, we found the generalized extended equivalence groups of the whole
class (12) and its subclass associated with the constraint m = 2. An interpretation of these
results is given in the next section.
Theorem 6. The generalized extended equivalence group Gˆ∼FH of class (12) coincides with the
usual equivalence group G∼FH of the same class and is formed by the transformations
t˜ = δ1
2t+ δ2, x˜ = δ1x+ δ3, v˜ = δ4v, F˜ =
F
δ1
2 , H˜ =
H
δ1
2δ4
m−1 , m˜ = m,
where δj , j = 1, . . . , 4, are arbitrary constants, δ1δ4 6= 0.
Theorem 7. The class of equations
vt = vxx +H(x)v
2 + F (x)v (14)
admits the generalized extended equivalence group Gˆ∼FH,m=2 consisting of the transformations
t˜ = δ1
2t+ δ2, x˜ = δ1x+ δ3, v˜ = δ4v + χ(x), F˜ =
F
δ1
2 −
2H
δ1
2δ4
χ, H˜ =
H
δ1
2δ4
,
where δj , j = 1, . . . , 4, are arbitrary constants, δ1δ4 6= 0, χ = χ(x) is a solution of the second-
order nonlinear ODE χxx = δ
−1
4 Hχ
2 − Fχ.
Analogously to classes (1) and (7), we have that
G∼FH
∣∣
m=2
= Gˆ∼FH
∣∣
m=2
= G∼FH,m=2  Gˆ
∼
FH,m=2.
The sequential gauges finally reduce the group classification problem for class (1) with m 6= 2
to the simpler group classification problem for class (12).
In the case m = 2 an additional gauge via mapping is needed. This gauge has to be chosen
so that the residuary complicated equivalence transformations containing the function ψ will be
mapped to the identical transformation on the set of the new variables and arbitrary elements.
The gauge can be made with the family of the transformations
w(t, x) = v(t, x) +
F (x)
2H(x)
, (15)
which maps class (14) onto the class of equations having the form
wt = wxx +H(x)w
2 +G(x), (16)
where
G(x) = −
(
F (x)
2H(x)
)
xx
− F (x)
2
4H(x)
. (17)
We will call class (16) the double-imaged class. Note that transformations (15) are parameterized
by the two arbitrary elements F and H.
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Theorem 8. The generalized extended equivalence group of class (16) coincides with the usual
equivalence group G∼HG of the same class and is formed by the transformations
t˜ = δ1
2t+ δ2, x˜ = δ1x+ δ3, w˜ = δ4w, G˜ =
δ4G
δ1
2 , H˜ =
H
δ1
2δ4
,
where δj , j = 1, . . . , 4, are arbitrary constants, δ1δ4 6= 0.
The exhaustive group classifications for classes (12) and (16) and then for class (7) are carried
out in section 5.
Note 3. Due to physical sense of equation (1), the function u should satisfy the condition u ≥ 0.
In this case we have to demand for the multipliers of u to be positive in all transformations. If
we avoid positiveness of u then we have to use the modular of u as base of powers which are
not determined for negative values of base. The same statement is true for similar expressions
in transformations and other places. The necessary changes in formulas are obvious.
4 Mappings between classes and group classification of class (1)
We interpret the results of section 3 on the general class (1) with m 6= 0, 1 in the framework of
mappings between classes of differential equations, presented in section 2. The interpretation for
the subclass (4) corresponding to the singular value m = 2 is analogous but more complicated.
At first we take the discrete subgroup of the generalized extended equivalence group Gˆ∼,
formed by the equivalence transformations with δ1 = ±1, δ0 = 1, δ2 = 0, ψ = 1 and ϕ = x.
Using the alternating of the sign of t, we can always reduce each equation from class (1) to an
equation from the same class, in which the arbitrary elements f and g (locally) have equal signs.
The corresponding mapping is given by the formula
t˜ = sign(f(x)g(x))t, x˜ = x, u˜ = u, f˜ = sign(f(x)g(x))f, g˜ = g, h˜ = h, m˜ = m.
The subclass of equations satisfying the gauge sign f = sign g will be marked by (1′). Its
generalized extended equivalence group Gˇ∼ consists of the transformations from Gˆ∼ with δ1 > 0.
It is obvious that equations from class (1) are Gˆ∼-equivalent if and only if their images in class (1′)
are Gˇ∼-equivalent.
Consider the subgroup Hx0 of the group Gˇ
∼, which is formed by the equivalence transfor-
mations, where δ0 = δ1 = 1, δ2 = 0, ψ = 1 and ϕ runs through the set of smooth functions
having positive derivatives and the same fixed point x0. Each transformation from Gˇ
∼ induces
a similarity relation on the subgroup family {Hx}, where x runs through the set of its values.
This fact is not trivial in view of that transformations become point only after we fixed the
arbitrary elements. To prove it, we take an arbitrary equivalence transformation Φ of the form
adduced in theorem 2 and an arbitrary transformation Ω:
t˜ = t, x˜ = ω(x), u˜ = u, f˜ =
1
ωx
f, g˜ = ωxg, h˜ =
1
ωx
h, m˜ = m
from Hx0 . Note that the transformation Φ¯ = Φ
−1 which is the inverse of a transformation Φ
from Gˇ∼ has the same form with the value
δ¯0 =
1
δ0
, δ¯1 =
1
δ1
, δ¯2 = −δ2
δ1
, ϕ¯ = ϕ−1, ψ¯g˜ =
1
ψg ◦ ϕ−1 .
Here ϕ−1 is the inverse function of ϕ. The superscripts of ψ’s denote the values of the arbitrary
element g appearing in the corresponding equations of form (3). Indeed,(
g˜ψ¯g˜x¯
(ψ¯g˜)2
)
x¯
= − δ0
ϕx
(
ϕx
(ψg)2
g
ψgx
ϕx
)
x
= − δ0
ϕx
(
gψgx
(ψg)2
)
x
= 0.
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We show that Φ−1ΩΦ ∈ Hϕ¯(x0). We mark the values transformed by Φ, ΩΦ and Φ−1ΩΦ with
the signs of tilde, hat and check, respectively.
tˇ = δ¯1tˆ+ δ¯2 =
t˜− δ2
δ1
= t, xˇ = ϕ¯(xˆ) = (ϕ¯ ◦ ω)(x˜) = (ϕ¯ ◦ ω ◦ ϕ)(x),
uˇ =
uˆ
ζˆ
=
u˜
ζˆ
=
ψ
ζˆ
u = u,
fˇ =
δ¯1δ¯0
ϕ¯xˆ
ζˆ2fˆ =
δ¯1δ¯0
ϕ¯x˜
ζˆ2f˜ =
δ¯1δ¯0
ϕ¯x˜
δ1δ0
ϕx
ζˆ2
ψ2
f = f,
gˇ = δ¯0ϕ¯xˆζˆ
2gˆ = δ¯0ϕ¯x˜ζˆ
2g˜ = δ¯0δ0ϕ¯x˜ϕx
ζˆ2
ψ2
g = g,
hˇ =
δ¯0
ϕ¯xˆ
ζˆm+1hˆ =
δ¯0
ϕ¯x˜
ζˆm+1h˜ =
δ¯0
ϕ¯x˜
δ0
ϕx
ζˆm+1
ψm+1
h = h,
where
ζˆ =
1
ψ¯gˆ
=
1
ψ¯g˜ ◦ ω−1 = ψ
g ◦ ϕ¯ ◦ ω−1,
and, therefore, ζˆ(xˆ) = ψg(x). Note that ψ¯gˆ is a solution of the equation (3) associated with the
value gˆ of the arbitrary element since(
gˆψ¯gˆxˆ
(ψ¯gˆ)2
)
xˆ
=
1
ωx˜
(
ωx˜
g˜ψ¯g˜x˜
(ψ¯g˜)2
1
ωx˜
)
x˜
= 0.
The function ϕ¯ ◦ ω ◦ ϕ has ϕ¯(x0) as a fixed point. Hence, the above formulas mean that
Φ−1ΩΦ ∈ Hϕ¯(x0).
For each equation from class (1′) there exists a unique transformation from Hx0 , which trans-
forms this equation to an equation from class (7), i.e., with arbitrary elements constrained by
the gauge f˜ = g˜. The transformation corresponds to ω(x) =
∫ x
x0
√
f(y)/g(y) dy+x0. Therefore,
each orbit of Hx0 in the sets of arbitrary elements of class (1
′) intersects the sets of arbitrary
elements of class (7) in one element sharp. This implies in view of proposition 5 that equations
from class (1′) are Gˇ∼-equivalent if and only if their images in class (7) are Gˆ∼f=g-equivalent.
The last statement also can be checked directly.
The family of equivalence transformations (6) induces a nontrivial mapping from Gˇ∼ onto the
generalized extended equivalence group Gˆ∼f=g of class (7). Indeed, the transformation presented
in theorem 2 implies the following transformation for the variables and arbitrary elements with
prime, depending on values of f and g:
t˜′ = |δ1|t′ + sign(δ1fg)δ2,
x˜′ = sign(ϕx)|δ1|
1
2x′ + sign(ϕx)|δ1|
1
2
∫ x0
ϕ−1(x0)
√∣∣∣∣f(y)g(y)
∣∣∣∣ dy + x0 − sign(ϕx)|δ1| 12x0,
u˜′ = ψf
′
u′, ψf
′
(x′) = ψg(x),
f˜ ′ = sign(ϕx)
|δ1| 12
ψ2
f ′, h˜′ =
δ0 sign(ϕx)
|δ1| 12ψm+1
h′.
The function ψf
′
satisfies equation (8) associated with the value f ′ of the arbitrary element f
since (
f ′ψf
′
x′
(ψf
′
x′ )
2
)
x′
= sign(g)
∣∣∣ g
f
∣∣∣ 12 (|fg| 12 ∣∣∣ g
f
∣∣∣ 12 ψgx
(ψg)2
)
x
=
∣∣∣ g
f
∣∣∣ 12 ( gψgx
(ψg)2
)
x
= 0.
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In section 3 class (7) is further mapped onto class (12) by means of the transformation defined
by formulas (11) and (13). The set of preimages of each equation from class (12) coincides with
an orbit of the subgroup H ′ of the group Gˆ∼f=g in class (7), where the subgroup H
′ is formed by
the transformation from Gˆ∼f=g with δ0 = δ1 = 1 and δ2 = δ3 = 0 (see theorem 4). Indeed, the
conditions
−(|f(x)|
1
2 )xx
|f(x)| 12
= −(|f˜(x)|
1
2 )xx
|f˜(x)| 12
,
h(x)
|f(x)|m+12
=
h˜(x)
|f˜(x)|m+12
imply that f˜ = ζ2f and h˜ = ζm+1h, where ζ = δ4
∫
dx
f(x) + δ5 for some constants δ4 and δ5.
Moreover, two equations from class (7) are connected by a transformation from Gˆ∼f=g if and
only if their images in class (12) are connected by a transformation from G∼FH . Let us recall
that the generalized extended equivalence group of class (12) coincides with its usual equivalence
group G∼FH .
The family of transformations (11) induces a homomorphism of the equivalence group of
class (7) onto the equivalence group of class (12). Namely, the transformation presented in
theorem 4 maps in the transformation from theorem 6, where the new δ4 equals
√|δ0δ1| sign(ψ).
The kernel of the homomorphism coincides with the subgroup H ′ including, in some sense, the
most complicated transformations from Gˆ∼f=g, which makes this equivalence group generalized
and extended. Hence the image of Gˆ∼f=g is the usual equivalence group G
∼
FH . (It is not the case
for the mapping of Gˆ∼f=g,m=2.)
As a result, we construct the chain of mappings
class (1)→ class (1′)→ class (7)→ class (12).
Each element of the chain is a surjection and possesses the property that equations from the
corresponding initial class are equivalent with respect to its generalized extended equivalence
group if and only if their images are equivalent with respect to the generalized extended equiva-
lence group of the corresponding imaged class. Then the resulting mapping from class (1) onto
class (12) possesses the same property as a composition of mappings which have it.
Summarizing the above interpretation of the results of section 3, we formulate the following
statement.
Proposition 6. The group classification in class (1) with respect to its generalized extended
equivalence group Gˆ∼ is equivalent to the group classification in class (12) with respect to the
usual equivalence group G∼FH of this class. A classification list for class (1) can be obtained from
a classification list for class (12) by means of taking a single preimage for each element of the
latter list with respect to the resulting mapping from class (1) onto class (12).
In the case m = 2 the similar chain of mappings is longer:
class (4)→ class (4′)→ class (9)→ class (14)→ class (16).
The proof of necessary properties of the mappings is also more difficult than in the general
case since, for example, equation (5) is more complicated than equation (3) and additional
summands appear in expressions for equivalence transformations of dependent variables. The
final statement on a connection between the group classifications in classes (4) and (16) are
formulated analogously to Proposition 6.
Proposition 7. The group classification of class (4) with respect to its generalized extended
equivalence group Gˆ∼m=2 is equivalent to the group classification of class (16) with respect to the
usual equivalence group G∼HG of this class. A classification list for class (4) is constructed from
a classification list for class (16) via taking a single preimage for each element of the latter list
with respect to the resulting mapping from class (4) onto class (16).
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5 Lie symmetries
It is shown in sections 3 and 4 that the problem of group classification for class (7) has been
reduced to the similar but simpler problems for class (12) if m 6= 2 and for class (16) if m = 2.
In the next two subsections we carry out the group classifications of classes (12) and (16). In
subsection 5.3 the obtained results are used to derive the group classification of class (7).
5.1 Group classification of the imaged class
The group classification of class (12), where m 6= 0, 1, 2, will be carried out within the frame-
work of the classical Lie approach [38, 40] up to the equivalence generated by the equivalence
group G∼FH of this class. We search for operators of the form Γ = τ(t, x, v)∂t + ξ(t, x, v)∂x +
η(t, x, v)∂v which generate one-parameter groups of point symmetry transformations of equations
from class (12). It follows from the infinitesimal invariance criterion that
τ = τ(t), ξ =
1
2
τtx+ σ(t), η =
(
−1
8
τttx
2 − 1
2
σtx+ ζ(t)
)
v,
where σ and ζ are arbitrary smooth functions of t and(1
2
τtx+ σ
)
Hx =
(m− 1
8
τttx
2 +
m− 1
2
σtx+ (1−m)ζ − τt
)
H,(1
2
τtx+ σ
)
Fx = −τtF − 1
8
τtttx
2 − 1
2
σttx+
1
4
τtt + ζt.
The two last equations include both the residuary uncertainties in coefficients of the operator
and the arbitrary elements of the class under consideration. We will call them the classifying
equations since they enable us to derive the forms of τ , σ and ζ depending on values of F
and H. The split of the classifying equations with respect to the arbitrary elements F and
H gives the conditions τt = 0, σ = ζ = 0. Hence, the kernel of Lie invariance groups of
class (7) is associated with the Lie algebra Aker = 〈∂t〉. All possible G∼FH -inequivalent values
of the parameter-functions F and H admitting extension of Lie symmetry are listed in table 1
together with bases of the corresponding maximal Lie invariance algebras.
Table 1. The group classification of the class vt = vxx +H(x)v
m + F (x)v. m 6= 0, 1; H(x) 6= 0.
N H(x) F (x) Basis of Amax
0 ∀ ∀ ∂t
1 δeqx a1 ∂t, ∂x + αv∂v
2 δeqx −α2 ∂t, ∂x + αv∂v,
2t∂t + (x− 2αt)∂x +
`
α(x− 2αt) + 2
1−m
´
v∂v
3 δxk a2x
−2 ∂t, 2t∂t + x∂x +
k+2
1−m v∂v
4 δxkepx
2 −β2x2 + β 2k+5−m
1−m + a2x
−2 ∂t, e
4βt
ˆ
∂t + 2βx∂x − 2β
`
βx2 − k+2
1−m
´
v∂v
˜
5 δepx
2 −β2x2 + βa3 ∂t, e2βt[∂x − βxv∂v]
6 δepx
2 −β2x2 + β 5−m
1−m ∂t, e
2βt
ˆ
∂x − βxv∂v
˜
,
e4βt
ˆ
∂t + 2βx∂x − 2β
`
βx2 − 2
1−m
´
v∂v
˜
Here α, β, δ, k, p, q, a1, a2, a3 are constants satisfying the conditions: α =
q
1−m , β =
2p
m−1 , δ = ±1 mod G∼FH ,
p 6= 0, a1 6= −α2, k2 + a22 6= 0, q2 + a21 6= 0; a3 6= 5−m1−m and additionally a3 6= 5 if m = 2.
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Note 4. In table 1 the parameter m is assumed constrained by the classification supposition
m 6= 2 for a while. Further we show that a list of Gˆ∼FH,m=2-inequivalent cases of Lie symmetry
extension in class (14) (m = 2) are also exhausted by the values of F and G presented in table 1.
This is why a special restriction on the constant a3 in the case m = 2 appears under table 1.
Note 5. Some constants from table 1 can be additionally gauged by transformations from the
equivalence group G∼FH . Thus, in cases 1 and 2 nonzero values of q is gauged to 1 by the
transformation t˜ = q2t, x˜ = qx, v˜ = q
2
1−m v. A similar scale transformation in cases 4–6 makes
p = ±1. Other possibilities also exist. For example, any nonzero value of a1 is mapped to 1 or
−1 depending on its sign by the transformation t˜ = |a1|t, x˜ = |a1| 12x, v˜ = |a1|
1
1−m v.
5.2 Group classification of the double-imaged class
In the case m = 2 the group classification is performed for the double-imaged class (16) with
respect to its equivalence group G∼HG and then ported for classes (12) and (1). Suppose that
Γ = τ(t, x, w)∂t + ξ(t, x, w)∂x + η(t, x, w)∂w be a Lie symmetry operator of an equation from
class (16). Analogously to the previous subsection, the infinitesimal invariance condition implies
the expressions for the coefficients of Γ
τ = τ(t), ξ =
1
2
τtx+ σ(t), η =
(
−1
8
τttx
2 − 1
2
σtx+ ζ(t)
)
w + η0(t, x)
and the classifying equations(
1
2
τtx+ σ
)
Hx =
(
1
8
τttx
2 +
1
2
σtx− ζ − τt
)
H,
2η0H = −1
8
τtttx
2 − 1
2
σttx+ ζt +
1
4
τtt,(
1
2
τtx+ σ
)
Gx = −
(
1
8
τttx
2 +
1
2
σtx− ζ + τt
)
G+ η0t − η0xx.
The kernel of the maximal Lie invariance algebras of equations from class (16) coincides with the
one-dimensional algebra 〈∂t〉. All possible G∼HG-inequivalent cases of extension of the maximal
Lie invariance algebras are exhausted by ones adduced in table 2.
Table 2. The group classification of the class wt = wxx +H(x)w
2 +G(x). H(x) 6= 0.
N H(x) G(x) Basis of Amax
0 ∀ ∀ ∂t
1 δeqx b1e
−qx ∂t, ∂x − qw∂w
2 δeqx q
4
4δ
e−qx ∂t, ∂x − qw∂w,
2t∂t + (x+ 2qt)∂x −
`
(qx+ 2q2t+ 2)w + q
2
δ
e−qx
´
∂w
3 δxk b2
δ
x−k−4 ∂t, 2t∂t + x∂x − (k + 2)w∂w
4 δxkepx
2 1
δ
x−k−4e−px
2
P (x) ∂t, e
8pt
ˆ
∂t + 4px∂x−
4p
`
(2px2 + k + 2)w + 2 p
δ
(4px2 + 2k + 3)x−ke−px
2´
∂w
˜
5 δepx
2 p2
δ
(4p2x4 − 20px2 + b3)e−px2 ∂t, e4pt
ˆ
∂x − 2px(w + 2 pδ e−px
2
)∂w
˜
,
6 δepx
2 p2
δ
(4p2x4 − 20px2 − 11)e−px2 ∂t, e4pt
ˆ
∂x − 2px(w + 2 pδ e−px
2
)∂w
˜
,
e8pt
ˆ
∂t + 4px∂x − 8p
`
(px2 + 1)w + p
δ
(4px2 + 3)e−px
2´
∂w
˜
δ = ±1 mod G∼HG, b1 6= q
4
4δ
, (k, b2) 6= (0, 0), p 6= 0, b3 6= −11, q is arbitrary constant.
P (x) = p2(2px2 + 1)(2px2 − 11)x4 + 8kp3x6 + 2k(3k − 5)p2x4 + k(k + 1)(2k + 3)px2 + b2.
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In order to derive the group classification of class (14), we have to find preimages, with respect
to transformation (15), of each equation from class (16) with arbitrary elements (H,G) adduced
in table 2 and the corresponding basis operators of the maximal Lie invariance algebras. Every
value of the arbitrary element G is the image of values of the arbitrary element F running through
the two-parametric general solution of equation (17). Each two equations from class (14),
associated with the pairs (F 1,H) and (F 2,H), where F 1 and F 2 are particular solutions of (17)
for the same value of G, are equivalent with respect to a transformation from the group Gˆ∼FH,m=2.
Constructing particular solutions of ODE (17) for each pair (G,H) from table 2, we obtain
the pairs (F,H) of table 1, where m = 2. The corresponding pairs (G,H) and (F,H) have the
same numbers. The parameters appearing in these tables are connected by the formulas
a1 = −q2 ±
√
q4 − 4δb1,
a2 = −(k + 2)(k + 3)±
√
(k + 2)2(k + 3)2 − 4b2,
a3 = 1±
√
5− b3.
Therefore, the group classification of class (14) with respect to its equivalence group Gˆ∼FH,m=2
is presented by the cases of table 1 after the substitution m = 2 where it is necessary.
5.3 Group classification of the initial class
Due to family (11) of nondegenerate point transformations mapping class (7) onto class (12),
basis elements of Lie invariance algebras of equations from (7) can be found from basis elements
of Lie invariance algebras of corresponding equations from (12) by the formula
Q˜ = τ∂t + ξ∂x +
(
η√|f | − ξfx2f u
)
∂u. (18)
Here τ , ξ and η are coefficients of ∂t, ∂x and ∂v, respectively, in the operators from table 1. The
substitution v =
√
|f |u is assumed.
Transformation (11) is not one-to-one since the preimage set of each equation from class (12)
is a two-parametric family of Gˆ∼f=g-equivalent equations from class (7). To solve the problem of
group classification for class (7) with respect to transformations from group Gˆ∼f=g, it is enough
to find a single preimage for each equation from class (12) with values of arbitrary elements
listed in table 1. In other words, for each pair (F,H) from table 1 one should find a pair of
functions (f, h) satisfying conditions (13). This problem is solved in two steps. At first, the
second-order nonlinear ODE(√|f | )
xx
+ F
√
|f | = 0 (19)
should be integrated with respect to f for each value of F from table 1. Then the corresponding
value of h is easily found from the second condition of (13): h = (
√|f |)m+1H.
The general solutions of equation (19) can be constructed for all the cases of table 1 in terms
of elementary (cases 1–3) or Whittaker functions (cases 4–6) that gives two-parametric families
of (f, h). As mentioned above, for the complete group classification of class (7) with respect
to its generalized extended equivalence group Gˆ∼f=g it is enough to take single (simplest) repre-
sentatives from these families. The integration for cases 1–3 depends on values of parameters.
Thus, case 1 is split into cases 1.1 (a1 = 0), 1.2 (a1 > 0) and 1.3 (a1 < 0) of table 3. Case 2 is
split into cases 2.1 (q = 0) and 1.2 (q 6= 0). Under solving equation (19) in case 3, the set of
values of the parameter a2 is partitioned into four different subsets (a2 = 0; a2 <
1
4 and a2 6= 0;
a2 =
1
4 ; a2 >
1
4). At the same time, the integration results for the three first subsets can be
united, up to transformations from Gˆ∼f=g, to a single case associated with all values a2 6
1
4 .
Therefore, we finally obtain two cases (3.1 and 3.2) of table 3.
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To complete the group classification of class (7) with respect to its generalized extended
equivalence group Gˆ∼f=g (resp. Gˆ
∼
f=g,m=2 for m = 2), for each derived families of pairs (f, h)
we have to choose the simplest pair and construct the maximal Lie invariance algebra of the
associated equation from class (7) using formula (18). The final results are collected in table 3,
where the first number of each case indicates the corresponding case of table 1.
Table 3. The group classification of the class f(x)ut = (f(x)ux)x + h(x)u
m, f(x)h(x) 6= 0.
N f(x) h(x) Basis of Amax
0 ∀ ∀ ∂t
1.1 1 δex ∂t, (1−m)∂x + u∂u
1.2 (cosx)2 δeqx| cosx|m+1 ∂t, ∂x + (α+ tan x)u∂u
1.3 ex δerx ∂t, ∂x +
r−1
1−mu∂u
2.1 1 δ ∂t, ∂x, 2t∂t + x∂x +
2
1−mu ∂u
2.2 ex δex ∂t, ∂x, 2t∂t + (x− t)∂x + 21−mu∂u
3.1 xλ δxγ ∂t, 2t∂t + x∂x +
2−λ+γ
1−m u∂u
3.2 x(cos ln |x|ρ)2 δxl| cos ln |x|ρ|m+1 ∂t, 2t∂t + x∂x +
“
ρ tan ln |x|ρ + l+1
1−m
”
u∂u
4 x−1f1(x)
2 δxsepx
2 |f1(x)|m+1 ∂t, e4βt
h
∂t + 2βx∂x − 2β
`
βx2 − 2κ1 + xg1(x)
´
u∂u
i
5 x−1f2(x)
2 δx−
m+1
2 epx
2 |f2(x)|m+1 ∂t, e2βt
h
∂x −
`
4βx2 − 1− a3 + (a3 + 3)g2(x)
´ u
2x
∂u
i
6 x−1f3(x)
2 δx−
m+1
2 epx
2 |f3(x)|m+1 ∂t, e2βt
h
∂x −
“
2βx2 + m−3
1−m + 2
2−m
1−mg3(x)
” u
x
∂u
i
,
e4βt
h
∂t + 2βx∂x − 2β
“
2βx2 − 4κ3 + 2 2−m1−mg3(x)
”
u∂u
i
α = q
1−m , β =
2p
m−1 , δ = ±1, p 6= 0, ρ 6= 0; q, s are arbitrary constants. r 6= 1, m.
In case 3.1 (λ, γ) 6= {(0, 0), (2, m+ 1)} if m 6= 2 and (λ, γ) 6= {(−6,−9), (0, 0), (2, 3), (8, 12)} if m = 2.
f1(x) =W (βx
2), whereW is a real solution of the Whittaker equation 4y2W ′′(y) = (y2−4κ1y+4µ21−1)W (y)
with κ1 =
s+3
2(1−m) and µ1 =
√
1−4a2
4
. g1 = f1,x/f1. fi(x) = Mκi,µi(βx
2), gi(x) = Mκi+1,µi(βx
2)/fi(x),
i = 2, 3, where Mκ,µ is the Whittaker function [53]. κ2 =
a3
4
, κ3 =
5−m
4(1−m) , µ2 = µ3 =
1
4
.
In case 4 s 6= −m+1
2
if a2 = 0 (i.e., if µ1 =
1
4
). In case 5 a3 6= 5−m1−m and additionally a3 6= 5 if m = 2.
Note 6. The equation from class (7) with the power coefficients (f, h) = (xλ1 , δxγ1) is equivalent
to the one with (f˜ , h˜) = (xλ2 , δxγ2) with respect to the transformation t˜ = t, x˜ = x, u˜ = x
λ1−λ2
2 u
which belongs to the group Gˆ∼f=g if and only if λ2 = 2−λ1, γ2 = γ1+(m+1)(1−λ1), (λ1, λ2) 6=
(1, 1). In the case m = 2 the equations with power coefficients are equivalent if and only if
λ2 = 2− λ1 or λ2 = 1±
√
49 + 17λ12 − 24γ1λ1 − 58λ1 + 40γ1 + 8γ12 and γ2 = γ1 + 32(λ2 − λ1).
Using these formulas, we can easily check that equations with (f, h) = (xλ, δxγ) (case 3.1), where
(λ, γ) = (2,m + 1) for m 6= 2 and (λ, γ) = {(−6,−9), (2, 3), (8, 12)} for m = 2, are equivalent
to the equation of the same form with (λ, γ) = (0, 0) (case 2.1). This fact explains the presence
of restrictions on values of λ and γ, listed below the table 3.
Note 7. Whittaker functions are expressed for some values of their parameters via elementary
functions. See, e.g., [53]. In particular, using the formula Mκ,−κ− 1
2
(z) = e
z
2 z−κ, we can derive
conditions on parameters for which values of arbitrary elements and coefficients of Lie symmetry
operators in cases 4–6 of table 3 are expressed in terms of elementary functions. Below we list
conditions with corresponding arbitrary elements and Lie symmetry algebras.
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In the case 4 with s = m − 4 − 2(1 −m)µ1, where µ1 = 14
√|1− 4a2| and, therefore, κ1 =
−µ1 − 12 , we have in terms of κ1 that (f, h) ∼ (x−1−4κ1eβx
2
, δx−3−4mκ1eβmx
2
) and
Amax =
〈
∂t, e
4βt[∂t + 2βx∂x − 2β(2βx2 − 4κ1)u∂u]
〉
.
In the case 5 with a3 = −3 and, therefore, m 6= 2 we obtain (f, h) ∼ (x2eβx2 , δxm+1eβmx2) and
Amax =
〈
∂t, e
2βt[∂x − (2βx2 + 1)x−1u∂u]
〉
.
In the case 6 with m = 2 we have (f, h) ∼ (x2e2px2 , δx3e4px2) and
Amax =
〈
∂t, e
4pt[∂x − (4px2 + 1)x−1u∂u], e8pt[∂t + 4px∂x − 4p(4px2 + 3)u∂u]
〉
.
6 Additional equivalence transformations
Taking advantage of generalized extended equivalence groups, we have carried out the group
classification of equations from classes (7), (12) and, therefore, from class (1). It happens
that there exist point transformations between inequivalent, with respect to the corresponding
equivalence groups, cases of symmetry extension. Such transformations are called additional
equivalence transformations (see [51] for details). They simplify further application of the group
classification results.
The independent pairs of point-equivalent cases from table 1 and the corresponding transfor-
mations are exhausted by the following:
1 7→ 1˜|q˜=0, a˜1=a1+α2 , 2 7→ 2˜|q˜=0 :
t˜ = t, x˜ = x+ 2αt, v˜ = e−αxv; (20)
4 7→ 3˜ :
t˜ = − 1
4β
e−4βt, x˜ = e−2βtx, v˜ = exp
(
β
2
x2 + 2β
k + 2
m− 1 t
)
v; (21)
6 7→ 2˜|q˜=0 : the transformation (21) with k = 0.
In order to find additional equivalence transformations in the initial class, it will be convenient
to use also another additional equivalence transformation in the imaged class for case 1:
1|q2+a1(m−1)2>0 7→ 1˜|q˜=√q2+a1(m−1)2, a˜1=0 : t˜ = t, x˜ = x+ 2σt, v˜ = e−σx−(a1+σ
2)tv.
Hereafter the notations of section 5 are used: α = q1−m , β =
2p
m−1 etc. Additionally σ =
q−q˜
1−m .
Note that transformation (21) with k = 0 maps the equation (12) with F = −β2x2 + βa3
and H = δepx
2
(case 5 of table 1) to the equation v˜t˜ = v˜x˜x˜ + δv˜
m − 1
4t˜
(
5−m
m−1 + a3
)
v˜.
The additional equivalence transformations are derived also for the double-imaged class (16):
1 7→ 1˜|q˜=0, b˜1=b1− q44δ , 2 7→ 2˜|q˜=0 : t˜ = t, x˜ = x− 2qt, w˜ = eqxw +
q2
2δ
;
4 7→ 3˜ : t˜ = − 1
8p
e−8pt, x˜ = e−4ptx, w˜ = e4p(k+2)t
(
epx
2
w + p
2px2 + 2k + 3
δxk
)
;
6 7→ 2˜|q˜=0 : the previous transformation with k = 0.
As a result, we obtain the following theorem.
Theorem 9. Up to point transformations, a complete list of extensions of the maximal Lie
invariance algebras of equations from class (12) (resp. class (16)) is exhausted by cases 0, 1|q=0,
2|q=0, 3, and 5 of table 1 (resp. table 2).
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The problem of finding additional equivalence transformations for class (7) and, moreover,
the problem of description of all admissible transformations in this class are much more com-
plicated than the similar problems for the imaged classes. The optimal way for constructing
additional equivalence transformations in the initial class (7) is to take “preimages” of additional
equivalence transformations of the imaged classes.
1.2 7→ 1˜.1: t˜ = q˜2t, x˜ = q˜(x+ 2σt), u˜ = q˜ 21−m e−σx−(1+σ2)t(cos x)u, a1 := 1;
1.3|4α2>1 7→ 1˜.1 : t˜ = q˜2t, x˜ = q˜(x+ 2σt), u˜ = q˜
2
1−m e(
1
2
−σ)x+( 1
4
−σ2)tu, a1 := −14 ;
1.3|4α2<1 7→ 1˜.3|2r˜=m+1 : t˜ = ν2t, x˜ = ν(x+ 2αt), u˜ = ν
2
1−m e(
1
2
−α− ν
2
)x−ανtu,
where q˜ =
√
q2 + a1(m− 1)2, ν =
√
1− 4α2. In the two last cases q := r − m+12 .
2.2 7→ 2˜.1:
t˜ = t, x˜ = x+ t, u˜ = u; (22)
4|a2614 7→ 3˜.1|λ=1+4µ1, γ=s+(m+1)(1+2µ1) : u˜ = exp
(
β
2 x
2 + 2β(1 + 2µ1 − 2κ1)t
) f1(x)
x1+2µ1
u,
4|a2> 14 7→ 3˜.2|l=s+m+1, ρ= 12√4a2−1 : u˜ = exp
(
β
2 x
2 + 2β(1 − 2κ1)t
) f1(x)
x cos(ρ ln |e−2βtx|)u,
6 7→ 2˜.1:
u˜ = exp
(
β
2
x2 +
4β
m− 1 t
)Mκ3, 14 (βx2)√
|x| u, (23)
where κ1 =
s+3
2(1−m) , κ3 =
5−m
4(1−m) , µ1 =
√
1−4a2
4 . The function f1 is defined in table 3. In the
latter three transformations the independent variables are transformed as in (21).
We can reduce the classification list adduced in table 3 with the above additional equivalence
transformations. As a result, we obtain the classification of Lie symmetry extensions of class (1)
up to point transformations. An easier way to derive this classification is to take a single simplest
preimage for each case from the similar classifications for class (12) and (16). It does not mean
that the additional equivalence transformations are unnecessary at all to be calculated since
they form an important component of classifications up to point transformations.
Theorem 10. Up to point transformations, a complete list of extensions of the maximal Lie
invariance algebras of equations from class (1) is exhausted by cases adduced in table 4.
Table 4. The group classification of the initial class up to the point-transformation equivalence.
f(x) h(x) Basis of Amax
∀ ∀ ∂t
1 δex ∂t, (1−m)∂x + u∂u
ex δe
m+1
2
x ∂t, 2 ∂x − u∂u
1 δ ∂t, ∂x, 2t∂t + x∂x +
2
1−mu ∂u
xλ δxγ ∂t, 2t∂t + x∂x +
2−λ+γ
1−m u∂u
x(cos ln |x|ρ)2 δxl| cos ln |x|ρ|m+1 ∂t, 2t∂t + x∂x +
“
ρ tan ln |x|ρ + l+1
1−m
”
u∂u
x−1f2(x)
2 δx−
m+1
2 epx
2 |f2(x)|m+1 ∂t, e2βt
h
∂x −
`
4βx2 − 1− a3 + (a3 + 3)g2(x)
´ u
2x
∂u
i
δ = ±1, ρ 6= 0. (λ, γ) 6= {(0, 0), (2, m+ 1)} if m 6= 2 and (λ, γ) 6= {(−6,−9), (0, 0), (2, 3), (8, 12)} if m = 2.
f2(x) = Mκ, 1
4
(βx2), g2(x) = Mκ+1, 1
4
(βx2)/f2(x), β =
2p
m−1 , κ =
a3
4
, a3 6= 5−m1−m and additionally a3 6= 5 if
m = 2.
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Corollary 1. Any equation from class (1), possessing three-dimensional Lie invariance algebra,
is reduced by a point transformation to a constant coefficient equation from the same class.
7 Classification of form–preserving (admissible)
transformations
Due to special form of equations from class (1) and the possibility of mapping of class (1) to a
class of a simpler structure, the following problem can be solved completely. To describe all point
transformations each of which connects a pair of equations from class (1). Such transformations
are called form-preserving [28] or admissible [46] transformations. See [44,46] and section 2 for
more rigorous definitions.
The description of admissible transformations is much more complicated problem than the
classification of Lie symmetries and, in certain sense, covers this classification. The consideration
in this section is one of the first implementations of such description in the case of a non-
normalized class. This is why we present the solution of the problem in detail. Note that
a class of differential equations is called normalized if any admissible transformation in this
class belongs to its equivalence group [44,46]. The set of admissible transformations of a semi-
normalized class is generated by the transformations from the point symmetry groups of initial
equations in pairs and the transformations from the equivalence group of the whole class. Any
normalized class is semi-normalized. Two systems from a semi-normalized class are transformed
into one another by a point transformation if and only if they are equivalent with respect to the
equivalence group of this class.
Since class (1) can be gauged with transformations from its usual equivalence group G∼ to
class (7) and then mapped to class (12), it is enough for us to solve the similar problem for
class (12). To do this, we consider a pair of equations from the class under consideration, i.e.,
equations (12) and
v˜t˜ = v˜x˜x˜ + H˜(x˜)v˜
m˜ + F˜ (x˜)v˜, m˜ 6= 0, 1, H˜ 6= 0, (24)
and assume that these equations are connected via a point transformation T of the general form
t˜ = T (t, x, v), x˜ = X(t, x, v), v˜ = V (t, x, v),
where |∂(T,X, V )/∂(t, x, v)| 6= 0. We have to derive the determining equations for the func-
tions T , X and V and to solve them depending on values of arbitrary elements in (12) and (24).
After substitution of expressions for the tilde-variables into (24), we obtain an equation in
the tildeless variables. It should be an identity on the manifold determined by (12) in the
second-order jet space over the space (t, x | v), where (t, x) and v are assumed independent
and dependent variables, respectively. The splitting of this identity with respect to derivatives
vx, vtt, vtx, vxx implies at first the equations Tx = Tv = Xv = Vvv = 0 that agrees with results on
more general classes of evolution equations [28,45,48]. Taking into account the above equations,
we deduce the following relations:
T = T (t), X = X(t, x), V = V 1(t, x)v + V 0(t, x),
Tt = Xx
2, 2
V 1x
V 1
= −XtXx
Tt
+
Xxx
Xx
, (25)
F˜ V + H˜V m˜ =
Vv
Tt
(Fv +Hvm) +
VtXx − VxXt − VxxXx
TtXx
, (26)
and TtXxV
1 6= 0. Solving equations (25), we find that
Tt > 0, X = ε
√
Ttx+ σ(t), V
1 = ζ(t) exp
(
−1
8
Ttt
Tt
x2 − ε
2
σt√
Tt
x
)
,
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where ζ 6= 0, ε = ±1. Equation (26) and the linearity of V with respect to v imply that
m˜ = m, H˜ =
(V 1)1−m
Tt
H.
Below we restrict ourself with the values m 6= 2. This is possible since m is invariant under
admissible transformations in the class (12) and can be assumed fixed. The case m = 2 is
singular and demands separate study with usage of one more mapping like the investigation of
Lie symmetries. It will be a subject of a forthcoming paper.
It follows from (26) under the condition m 6= 2 that V 0(t, x) = 0. After subsequent split
of (26) with respect to v, we obtain the expression for F˜ :
F˜ =
F
Tt
+
V 1t Xx − V 1xXt − V 1xxXx
TtXxV 1
.
The equations presenting the expressions for H˜ and F˜ form, in fact, the system of classifying
equations which has to be simultaneously solved with respect to T , σ, ζ, H and F .
Lemma 1. Admissible transformations which are not generated by the associated equivalence
group G∼FH exist only between equations with the arbitrary elements of the general form
H = δ|x + ν|kepx2+qx, F = s2x2 + s1x+ s0 + κ
(x+ ν)2
, (27)
where k, κ, δ, ν, p, q, s2, s1 and s0 are constants. The subclass E of such equations is closed
under admissible transformations in the whole class (12).
Proof. We substitute the expressions for X and V 1 into the classifying equations:
H˜Ttζ
m−1 exp
(
−m− 1
8
Ttt
Tt
x2 − m− 1
2ε
σt√
Tt
x
)
= H,
TtF˜ = F +
3Ttt
2 − 2TtttTt
16Tt2
x2 −
√
Tt
2ε
(
σt
Tt
)
t
x+
σt
2 + Ttt
4Tt
+
ζt
ζ
.
The differentiation of the latter equations with respect to t gives the following system:(ε
2
Ttt
√
Tt x+ Ttσt
)
H˜x˜ =(
m− 1
8
Tt
(
Ttt
Tt
)
t
x2 +
m− 1
2ε
Tt
(
σt√
Tt
)
t
x− (m− 1)Tt ζt
ζ
− Ttt
)
H˜,(ε
2
Ttt
√
Ttx+ Ttσt
)
F˜x˜ + TttF˜ =(
3Ttt
2 − 2TtttTt
16Tt2
)
t
x2 − ε
2
(√
Tt
(
σt
Tt
)
t
)
t
x+
(
σt
2 + Ttt
4Tt
+
ζt
ζ
)
t
.
This system does not contain F and H. The variable x is excluded from it by the substitution
x = (x˜− σ)/√Tt. This results in an uncoupled system of two ordinary differential equations for
the functions F˜ and H˜ depending only on the variable x˜. The variable t can be assumed as a
parameter for splitting. Note that the coefficients of H˜x˜ and F˜x˜ in the system coincide.
If an equation of the system is an identity with respect to the corresponding unknown function
then the common value of the coefficients equals 0 that implies Ttt = 0, σt = 0 and hence ζt = 0
since H˜ 6= 0. After integration of the derived equations and necessary substitutions, we obtain
exactly formulas for transformations from the associated equivalence group G∼FH (see theorem 6).
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Therefore, nontrivial admissible transformations (i.e., transformations which are not gener-
ated by transformations from G∼FH) exist only in the case when the classifying equations imply
a system of nonidentical equations with respect to both F˜ and H˜. This system necessarily has
the form
(ax˜+ b)H˜x˜ = (c2x˜
2 + c1x˜+ c0)H˜,
(ax˜+ b)F˜x˜ = −2aF˜ + d2x˜2 + d1x˜+ d0,
where the coefficients a, b, ci and di, i = 0, 1, 2, are constants, and (a, b) 6= (0, 0). Moreover,
c2 = d2 = 0 if a = 0. After integrating the system, we obtain that the functions F˜ and H˜ have
form (27). Any transformation satisfying the conditions already derived does not change the
general form (27) of F and H, influencing only the values of constant parameters. Hence F and
H have the same form and, therefore, the subclass E of equations with F and H of such form is
closed under admissible transformations in the whole class (12).
In view of lemma 1, the admissible transformations of class (12) with m 6= 2 are exhausted
by the admissible transformations generated by transformations from G∼FH and the admissible
transformations in the subclass E . To complete the investigation, we have to describe the set
T(E) of admissible transformations in the subclass E . Since any admissible transformation with
Ttt = 0 and σt = 0 is trivial, it is sufficient to find all elements of T(E) with (Ttt, σt) 6= (0, 0).
The constants k, κ, ν, p, q, δ, s2, s1 and s0 can be assumed as the arbitrary elements of the
class E . Splitting the classifying equations (i.e., the transformation formulas for F and H) with
respect to x, we obtain the classifying equations (or the transformation formulas) in terms of
the new arbitrary elements:
k˜ = k, κ˜ = κ,
ν˜ = ε
√
Tt ν − σ if (k, κ) 6= (0, 0),
p˜ =
p
Tt
+
m− 1
8
Ttt
Tt2
, q˜ + 2σp˜ =
εq√
Tt
+
m− 1
2
σt
Tt
, δ˜ζm−1Ttk/2+1ep˜σ
2+q˜σ = δ,
Tt
2K˜2 = K2, Tt
3/2(K˜1 + 2σK˜2) = K1, Tt(K˜0 + σK˜1 + σ
2K˜2) = K0,
where
K2 = s2 +
4p2
(m− 1)2 , K1 = s1 +
4pq
(m− 1)2 , K0 = s0 +
q2 + 4p(k + 2)
(m− 1)2 −
2p
m− 1 .
K˜2, K˜1 and K˜0 are expressed via the corresponding tilde constants in the same way. Below each
above classifying equation will be denoted by the value transformations of which are described
by this equation, i.e., (k), (κ), (ν), (p), (q), (δ), (K2), (K1) and (K0), respectively.
Since k and κ are preserved by all admissible transformations, we can partition the class E into
the family {Ekκ} of subclasses parameterized by k and κ and consider each subclass separately.
Although the values K2, K1 and K0 are changed under admissible transformations, the systems
K2 = 0, K2 = K1 = 0 and K2 = K1 = K0 = 0 as well as their negations are invariant
with respect to all of them. These conditions are convenient to single out different cases and
subclasses with nontrivial admissible transformations.
If K2 6= 0 (resp. K2 = 0 and K1 6= 0) then equation (K2) (resp. (K1)) implies that K˜2 6= 0
(resp. K˜1 6= 0) and Tt = const. Then σ = const in view of equation (K1) (resp. (K0)).
Therefore, the subclass singled out in class E by the condition (K1,K2) 6= (0, 0) is normalized
and closed with respect to point transformations in the whole class (12). Its equivalence group
is induced by G∼FH .
In what follows we assume that K2 = K1 = 0. We consider all possible cases.
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Under the supposition K0 6= 0, equation (K0) implies K˜0 6= 0 and Tt = K0/K˜0 = const. If
additionally (k, κ) 6= (0, 0) then σ = const in view of equation (ν), i.e., the corresponding subclass
is also normalized, possessing an equivalence group induced by G∼FH , and closed with respect to
point transformations in the whole class (12). Therefore, the condition k = κ = 0 is necessary
for existence of nontrivial admissible transformations in this case. It is necessary to consider the
two different cases p = p˜ = 0 and pp˜ 6= 0 for integration of equation (q). Note that the conditions
p = 0 and p˜ = 0 (or p 6= 0 and p˜ 6= 0) have to be satisfied simultaneously because of constraint (p).
In the first case we have σt = const, i.e., finally
T = δ1
2t+ δ2, σ = δ5δ1t+ δ3, ε = sign δ1, ζ = δ4 exp
[(
− qδ5
m− 1 −
δ5
2
2
)
t
]
,
where δi, i = 1, . . . , 5, are arbitrary constants, δ1δ4 6= 0. After all necessary substitutions, we
obtain transformations for pairs of equations from the subclass E1 of the class E with arbitrary
elements constrained by the conditions
k = κ = p = s2 = s1 = 0, s0 +
q2
(m− 1)2 6= 0.
Since the transformations are applicable to any equation from the subclass E1 and the expression
for v˜ in them depends on arbitrary element q then these transformations form the generalized
equivalence group G∼(E1) of the subclass E1. This also implies that the subclass E1 is normalized
in the generalized sense and closed with respect to point transformations in the class (12). The
transformations from G∼(E1) with δ5 6= 0 are not induced by transformations from G∼FH . There-
fore, G∼(E1) is a nontrivial conditional generalized equivalence group of the whole class (12).
The case pp˜ 6= 0 is studied in similar way. The complete set of the constraints imposed on
the arbitrary elements is
k = κ = s2 = s1 = 0, p 6= 0, s0 + q
2 + 4p(k + 2)
(m− 1)2 −
2p
m− 1 6= 0.
The subclass singled out by these constraints will be denoted by E2. We obtain
T = δ1
2t+ δ2, σ = δ5δ1 exp
4pt
m− 1 + δ3δ1, ε = sign δ1,
ζ = δ4 exp
[ −1
m− 1
(
pδ5
2 exp
8pt
m− 1 − pδ3
2 + qδ5 exp
4pt
m− 1 + qδ3
)
t
]
,
where δi, i = 1, . . . , 5, are arbitrary constants, δ1δ4 6= 0. The corresponding transformations are
applicable to any equation from the subclass E2, essentially depend on its arbitrary elements
and, therefore, form the generalized equivalence group G∼(E2) of the subclass E2. G∼(E2) is a
nontrivial conditional generalized equivalence group of the class (12) since the transformations
from G∼(E2) with δ5 6= 0 are not induced by transformations from G∼FH . The subclass E2 is
normalized in the generalized sense and closed with respect to point transformations in the
whole class (12). Moreover, the transformations of arbitrary elements
p˜ =
p
δ12
, q˜ =
q
δ1
− 2δ3
δ1
p, s˜0 = s0 + 4
δ3p
δ12
q − δ3p
(m− 1)2 , δ˜ =
δ1−m4
δ12
δ
do not depend on the parameters δ2 and δ5, i.e., for any fixed values of the arbitrary elements
the admissible transformations with δ1 = 1 and δ3 = 0 form the point symmetry group of the
corresponding equation (compare with case 5 of table 1). This implies that the subclass E2 is
semi-normalized in the usual sense, and its usual equivalence group is induced by G∼FH . In fact,
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the generalized equivalence group G∼(E2) is generated by the transformations from G∼FH and
point symmetry transformations of equations from the subclass E2.
Suppose that K0 = 0. Then also K˜0 = 0 due to equation (K0). Equation (p) can be rewritten
in the form(
1
Tt
)
t
= −p′ 1
Tt
+ p˜′, where p′ =
−8p
m− 1 , p˜
′ =
−8p˜
m− 1 .
We integrate this equation and present the general solution in such form that continuous depen-
dence of it on the parameters p and p˜ is obvious:
pp˜ 6= 0: e
p˜′T − 1
p˜′
= δ1
2 e
p′t − 1
p′
+ δ2, p = 0, p˜ 6= 0: e
p˜′T − 1
p˜′
= δ1
2t+ δ2,
p 6= 0, p˜ = 0: T = δ12 e
p′t − 1
p′
+ δ2, p = p˜ = 0: T = δ1
2t+ δ2.
The derivative Tt can be presented in the uniform way as Tt = δ1
2ep
′t−p˜′T . The expression for ζ
can be easily found from equation (δ) if T and σ are known. We will not adduce it since it is
quite cumbersome.
In contrast to the case K0 6= 0, here nontrivial admissible transformations exist for both the
zero and nonzero values of (k, κ).
If (k, κ) 6= (0, 0) then σ = ε√Tt ν − ν˜ due to equation (ν). Imposing the condition Ttt for
nontrivial admissible transformations to exist, we split equation (q) with respect to t and then
obtain q−2pν = q˜−2p˜ν˜ = 0. There are no other constraints to be imposed on arbitrary elements.
The subclass singled out from class E by the conditions K2 = K1 = K0 = 0, (k, κ) 6= (0, 0) and
q = 2pν will be denoted by E3. The constructed transformations are applicable to any equation
from the subclass E3, essentially depend on its arbitrary elements and, therefore, form the five-
parametric generalized equivalence group G∼(E3) of the subclass E3. As parameters, we can
take δ1, δ2, p˜, ν˜ and δ˜. The subclass E3 is normalized in the generalized sense and closed with
respect to point transformations in the whole class (12). Putting p˜ = p, ν˜ = ν and δ˜ = δ, we
construct the point symmetry transformation of the corresponding equation. Therefore, any
equation from E3 has a two-parametric group of point symmetries and can be reduced by point
transformations to the equation from the same subclass with p = ν = q = 0, δ = ±1 and
the same values of k and κ. Admissible transformations are not generated by transformations
from G∼FH and point symmetry transformations of single equations only if p = 0 and p˜ 6= 0 or,
conversely, p 6= 0 and p˜ = 0. The subclasses of E3 associated with the additional constraints
p 6= 0 or p = 0 are semi-normalized in the usual sense, and their usual equivalence groups are
induced by G∼FH .
Let now k = κ = 0. We denote the corresponding subclass of E by E4. The integration of
equation (q) with respect to σ implies that
σ = δ3 exp
4p˜T
m− 1 +

− q˜
2p˜
, p˜ 6= 0
2q˜T
m− 1 , p˜ = 0
− δ1

− q
2p
, p 6= 0
2qt
m− 1 , p = 0
 .
Analogously to the above cases, the constructed transformations are applicable to any equation
from the subclass E4, essentially depend on its arbitrary elements and, therefore, form the
generalized equivalence group G∼(E4) of the subclass E4, parameterizable by six parameters
(i.e., δ1, δ2, δ3, p˜, q˜ and δ˜). So, the subclass E4 is normalized in the generalized sense and closed
with respect to point transformations in the whole class (12). Putting p˜ = p, q˜ = q and δ˜ = δ,
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we construct the point symmetry transformation of the corresponding equation. Therefore,
any equation from E4 possesses a three-parametric group of point symmetries and, moreover,
can be reduced by point transformations to the constant-coefficient equation ut = uxx ± um.
Admissible transformations which are not generated by transformations from G∼FH and point
symmetry transformations of single equations exist only if p = 0 and p˜ 6= 0 or, conversely, p 6= 0
and p˜ = 0. The subclasses of E4 associated with the additional constraints p 6= 0 or p = 0 are
semi-normalized in the usual sense, and their usual equivalence groups are induced by G∼FH .
Note that the subclass E4,p=0 can be united with the class E1 having the same equivalence
group which is formed by the transformations with Ttt = σtt = 0. The resulted class E ′1 is singled
out by the constraints k = κ = p = s2 = s1 = 0. Only after the association with the class E ′1,
the above conditional equivalence group becomes maximal.
We unite the results of this section with theorem 6 in the following statement.
Theorem 11. The equivalence group G∼FH of class (12), where m 6= 0, 1, 2, is formed by the
transformations
t˜ = δ1
2t+ δ2, x˜ = δ1x+ δ3, v˜ = δ4v, F˜ = δ
−2
1 F, H˜ = δ
−2
1 δ
1−m
4 H, m˜ = m,
where δj , j = 1, . . . , 4, are arbitrary constants, δ1δ4 6= 0. The parameter m is an invariant of
any point transformation in class (12). Admissible transformations which are not induced by
elements of G∼FH exist only between equations with arbitrary elements of the general form
H = δ|x + ν|kepx2+qx, F = s2x2 + s1x+ s0 + κ
(x+ ν)2
,
where k, κ, δ, ν, p, q, s2, s1 and s0 are constants satisfying the conditions
s2 = − 4p
2
(m− 1)2 , s1 = −
4pq
(m− 1)2 and (k = κ = 0 or K0 = q − 2pν = 0),
K0 := s0 +
q2 + 4p(k + 2)
(m− 1)2 −
2p
m− 1 .
The set of equations possessing nontrivial admissible transformations are partitioned into four
subclasses normalized in the generalized sense and closed under point transformations in the
whole class (12) (for each subclass we indicate the additional constraints for arbitrary elements):
E1: K0 6= 0, k = κ = p = 0; E2: K0 6= 0, k = κ = 0, p 6= 0; E3: K0 = 0, (k, κ) 6= (0, 0), q = 2pν;
and E4: K0 = k = κ = 0. The subclass E2 is semi-normalized in the usual sense, and its usual
equivalence group is induced by G∼FH .
The set of admissible transformations of class (12) is generated by the equivalence group G∼FH
and the nontrivial conditional generalized equivalence groups G∼(Ej), j = 1, . . . , 4.
8 On nonclassical symmetries
The notion of nonclassical symmetry (called also conditional or Q-conditional symmetry) was
introduced by Bluman and Cole [7]. A precise and rigorous definition of this notion was suggested
noticeably later [17] (see also [57]). Since then there is an explosion of research activity in the
area of investigation of nonclassical symmetries. In a number of papers the reduction method
with respect to nonclassical symmetries was successfully applied to obtain new non-Lie exact
solutions of PDEs arising as models in different fields of physics, biology and chemistry. Some
of these works concern with diffusion equations (with reaction or convection terms or without
them). See, for example, [4, 5, 10–12, 15, 49, 54]. Note that in fact it is more convenient to call
nonclassical symmetries reduction operators [47].
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We briefly review necessary definitions and statements on nonclassical symmetries [18,47,57],
adopting them for the case of one second-order PDE with two independent variables, relevant for
this paper. Consider a second order differential equation L of the form L(t, x, u(2)) = 0 for the un-
known function u of the two independent variables t and x, where u(2) = (u, ut, ux, utt, utx, uxx).
Let Q denote the set of first-order differential operators of the general form
Q = τ(t, x, u)∂t + ξ(t, x, u)∂x + η(t, x, u)∂u, (τ, ξ) 6= (0, 0).
Definition 4. The differential equation L is called conditionally invariant with respect to
an operator Q if the relation Q(2)L(t, x, u(2))
∣∣
L∩Q(2)= 0 holds, which is called the conditional
(or nonclassical) invariance criterion. Then Q is called conditional symmetry (or nonclassical
symmetry, Q-conditional symmetry or reduction operator) of the equation L.
The symbol Q(2) stands for the standard second prolongation of Q. Q(2) is the manifold
determined in the second order jet space by the differential consequences of the characteristic
equation η − τut − ξux = 0, which have, as differential equations, orders not greater than two.
We denote the set of reduction operators of the equation L by Q(L). Any Lie symmetry
operator of L belongs to Q(L). Sometimes Q(L) is exhausted by the operators equivalent to Lie
symmetry ones in the sense of the following definition.
Definition 5. Operators Q˜ and Q are called equivalent (Q˜ ∼ Q) if they differ by a multiplier
being a non-vanishing function of t, x and u: Q˜ = λQ, where λ = λ(t, x, u), λ 6= 0.
We denote the result of factorization of Q with respect to this equivalence relation by Qf .
Elements ofQf will be identified with their representatives inQ. If the equation L is conditionally
invariant with respect to the operator Q, then it is conditionally invariant with respect to any
operator equivalent to Q [18,57]. Therefore, the equivalence relation on Q induces a well-defined
equivalence relation on Q(L); and the factorization of Q with respect to this equivalence relation
can be naturally restricted onQ(L) that results in the subsetQf(L) ofQf . As in the whole setQf ,
we identify elements ofQf(L) with their representatives inQ(L). In fact, nonclassical symmetries
should be studied up to the above equivalence relation. The elements of Q(L) which are not
equivalent to Lie invariance operators of L will be called pure nonclassical symmetries of L.
For any (1+1)-dimensional evolution equation, the case of reduction operators with τ = 0 is
singular. Since in this case ξ 6= 0, up to the equivalence of reduction operators we can assume
ξ = 1 that implies Q = ∂x + η∂u. The conditional invariance criterion results in only a single
determining equation on the coefficient η, which is reduced with a non-point transformation to
the initial equation, where η becomes a parameter [16,54]. This is why the case τ = 0 is called
“no-go”; and it has to be excluded from consideration under the classification of nonclassical
symmetries. Nevertheless, it is possible to find some reduction operators of the formQ = ∂x+η∂u
using ansa¨tze for the coefficient η [12,16,20]. For example, η can be assumed to be a polynomial
in u.
We can essentially simplify and order classification of reduction operators, additionally taking
into account Lie symmetry transformations of an equation.
Lemma 2. Any point transformation g: t˜ = T (t, x, u), x˜ = X(t, x, u), u˜ = U(t, x, u) induces a
one-to-one mapping g∗ of Q into itself. Namely, any operator Q is mapped to the operator g∗Q
with the coefficients τ˜ = QT , ξ˜) = QX, η˜ = QU . If Q′ ∼ Q then g∗Q′ ∼ g∗Q. Therefore, the
factorized mapping gf : Qf → Qf is also well-defined and one-to-one.
Lemma 2 results in appearing equivalence relation between operators, which differs from
usual one described in definition 5.
Definition 6. Operators Q˜ and Q are equivalent with respect to a group G of point transfor-
mations (Q˜ ∼ Q mod G) if there exists an element g ∈ G for which Q˜ ∼ g∗Q.
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The problem of finding reduction operators is more complicated than the similar problem
for Lie symmetries because the first problem is reduced to the integration of an overdetermined
system of nonlinear PDEs, whereas in the case of Lie symmetries one deals with a more overde-
termined system of linear PDEs. The question occurs: could we use equivalence and gauging
transformations in investigation of reduction operators as we do for finding Lie symmetries?
The following statements give the positive answer.
Lemma 3. Given any point transformation g between equations L and L˜, g∗ is a one-to-one
map of Q(L) onto Q(L˜). The factorized mapping gf between Qf(L) and Qf(L˜) also is bijective.
Corollary 2. Let G be a Lie symmetry group of an equation L. Then the equivalence of operators
from Q with respect to G induces equivalence relations in Q(L) and in Qf(L).
Let G∼ = G∼(L|S) be the equivalence group of a class L|S of differential equations and
P = P (L|S) denote the set of the pairs each of which consists of an arbitrary element θ from the
set S and an operator Q from Q(Lθ). (Hereafter notations of section 2 are used.) We will call
P (L|S) the set of nonclassical symmetries (or the set of reduction operators) of the class L|S .
Corollary 3. The action of transformations from G∼ in S and {Q(Lθ) | θ ∈ S} together with
the usual equivalence relation in Q naturally generates an equivalence relation in P .
Definition 7. Let Lθ,Lθ′ ∈ L|S , Q ∈ Q(Lθ), Q′ ∈ Q(Lθ′). The pairs (θ,Q) and (θ′, Q′) are
called G∼-equivalent if there exists g ∈ G∼ which transforms Lθ to Lθ′ , and Q′ ∼ g∗Q.
The classification of reduction operators with respect to G∼ will be understood as the classi-
fication in P with respect to the above equivalence relation. This problem can be investigated
in the way that is similar to the usual group classification in classes of differential equations.
Namely, we construct firstly the reduction operators that are defined for all values of the arbi-
trary elements. Then we classify, with respect to the equivalence group, the values of arbitrary
elements for each of that the corresponding equation admits additional reduction operators.
In an analogues way, we can also introduce equivalence relations on P , which are generated
by either generalizations of the usual equivalence group of L|S or all admissible point transfor-
mations in pairs of equations from L|S .
Corollary 4. Similar classes have similar sets of reduction operators. Any similarity transfor-
mation Ψ between classes L|S and L′|S′ generates a bijection Ψ¯ : P (L|S)→ P (L′|S′) via the rule
(θ′, Q′) = Ψ¯(θ,Q) if θ′ = Ψθ and Q′ = (Ψ|(x,u))∗Q. Here (θ,Q) ∈ P (L|S), (θ′, Q′) ∈ P (L′|S′).
Corollary 5. A point-transformation mapping between classes of differential equations induces
a mapping between the corresponding sets of reduction operators. Namely, if a class L′|S′ is the
image of a class L|S under a family of point transformations ϕθ : (x, u) → (x′, u′), θ ∈ S, then
the image of (θ,Q) ∈ P (L|S) is (θ′, Q′) ∈ P (L′|S′), where L′θ′ = prpϕθLθ and Q′ = (ϕθ˜)∗Q.
Moreover, the similar statement in the opposite direction is also true.
Proposition 8. The set of reduction operators of the initial class L|S is reconstructed from the
one of its point-transformation image L′|S′.
Proof. Suppose that the family of point transformations ϕθ : (x, u) → (x′, u′), θ ∈ S, maps the
class L|S onto the class L′|S′ . Let (θ′, Q′) ∈ P (L′|S′) and let Lθ be some equation mapped to
L′θ′ . Then (θ,Q) ∈ P (L|S), where Q = ((ϕθ)−1)∗Q. Each nonclassical symmetry of an equation
from the class L|S is obtainable in the way described.
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Thus, equivalence and gauging transformations can essentially simplify the problem of find-
ing nonclassical symmetries. Moreover, their application can appear to be a crucial point in
solving the problem. For example, the group classification problem for class (1) becomes tame
only after gauging of arbitrary elements by equivalence transformations and mappings to other
classes. Each Lie symmetry operator is a reduction operator. Hence under the classification of
nonclassical symmetries we need to surmount, at least, obstacles similar to that under the group
classification. In fact, the obstacles will be much more essential since the system of determining
equations for nonclassical symmetries is nonlinear and less overdetermined.
Below we sketch the procedure of application of equivalence transformations, gauging of
arbitrary elements and mappings between classes of equations to classification of nonclassical
symmetries. The procedure will be described using class (1) as an example.
1. Similarly to the group classification, at first we gauge class (1) to subclass (7) constrained
by the condition f = g. Further the cases m = 2 and m 6= 2 should be considered separately. If
m = 2, class (7) is mapped to the imaged class (12) by transformation (11). If m 6= 2, class (14)
is mapped to the double-imaged class (16) by the transformation
w =
√
|f |u− |f |
2h
(√|f | )
xx
which is the composition of transformations (11) and (15).
2. Since nonclassical symmetries of constant coefficient equations from the imaged classes are
well investigated (see below for more details), they should be excluded from the consideration.
In view of lemma 3, this also concerns variable coefficient equations from classes (12) and (16)
which are equivalent with respect to point transformations to constant coefficient ones, namely
equations associated with cases 1|q 6=0, 2|q 6=0, 4 and 6 of tables 1 and 2 and equations reduced to
them by transformations from the corresponding equivalence groups. As a result, only equations
from classes (12) and (16) which are inequivalent with respect to all point transformations to
constant coefficient ones should be studied.
3. Reduction operators should be classified up to the equivalence relations generated by the
equivalence groups or even by the whole sets of admissible transformations. Only the nonsingular
case τ 6= 0 (reduced to the case τ = 1) should be considered. All obtained operators equivalent
to Lie symmetry ones should be neglected.
4. Preimages of the obtained nonclassical symmetries and of equations admitting them should
be found using backward gauging transformations and mappings induced by these transforma-
tions on the sets of operators.
We show how to derive some nonclassical symmetries for equations from class (7) using known
results for constant coefficient equations from the imaged class (12).
Constant coefficient equations from the imaged and double-imaged classes belong to the
wider class of a quasilinear heat equations with a source of the general form vt = vxx + q(v).
Lie and nonclassical symmetries of these equations were investigated in [14] and [5, 12, 15, 49],
respectively. Their non-Lie exact solutions were constructed by the reduction method in [5,12],
see appendix A. The equation vt = vxx + q(v) possesses pure nonclassical symmetry operators
with nonvanishing coefficients of ∂t if and only if q is a cubic polynomial in v. Thus, in the case
q = δv3 + εv, where δ 6= 0, such operators are exhausted, up to the equivalence with respect to
the corresponding Lie symmetry groups, by the following:
δ < 0: ∂t ± 32
√−2δ v∂x + 32(δv3 + εv)∂v ,
ε = 0: ∂t − 3x∂x − 3x2 v∂v ,
ε < 0: ∂t + 3µ tan(µx)∂x − 3µ2 sec2(µx)v∂v ,
ε > 0: ∂t − 3µ tanh(µx)∂x + 3µ2sech2(µx)v∂v,
∂t − 3µ coth(µx)∂x − 3µ2cosech2(µx)v∂v ,
(28)
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where µ =
√|ε|/2. Note that the last operator was missed in [5, 12].
Finding the preimages of equations with such values of q with respect to transformation (11)
and the preimages of the corresponding reduction operators according to formula (18), we obtain
the cases presented in table 5.
Table 5. Nonclassical symmetries of equations of the form f(x)ut = (f(x)ux)x + δf(x)
2u3, f(x) = ζ(x)2.
N ζ(x) Reduction operators
1 c1x+ c2 ∂t ± 32
√−2δζu∂x + 32 (δζ2u∓ c1
√−2δ)u2∂u,
∂t − 3
x
∂x − 3c2
x2ζ
u∂u
∂t ± 32
√−2δζu∂x + 32 (δζ2u2 ∓
√−2δζxu+ ε)u∂u,
2 c1 sin(
√
εx) + c2 cos(
√
εx) ∂t − 3µ tanh(µx)∂x + 3µ
„
ζx
ζ
tanh(µx) + µ sech2(µx)
«
u∂u,
∂t − 3µ coth(µx)∂x + 3µ
„
ζx
ζ
coth(µx)− µ cosech2(µx)
«
u∂u
3 c1 sinh(
p
|ε|x) + c2 cosh(
p
|ε|x) ∂t ± 32
√−2δζu∂x + 32 (δζ2u2 ∓
√−2δζxu+ ε)u∂u,
∂t + 3µ tan(µx)∂x − 3µ
„
ζx
ζ
tan(µx) + µ sec2(µx)
«
u∂u
c21 + c
2
2 6= 0. In case 2 ε > 0. In case 3 ε < 0, µ =
p
|ε|/2.
Note 8. There exist two ways to use mappings between classes of equations in the investigation
of nonclassical symmetries. Suppose that nonclassical symmetries of equations from the imaged
class are known. The first way is to take the preimages of both the constructed operators and
the equations possessing them. Then we can reduce the preimaged equations with respect to
the corresponding preimaged operators to find non-Lie solutions of equations from the initial
class. The above way seems to be non-optimal since the ultimate goal of the investigation of
nonclassical symmetries is the construction of exact solutions. This observation is confirmed
by the fact that the equations from the imaged class and the associated nonclassical symmetry
operators have, as a rule, a simpler form and therefore, are more suitable than their preimages.
Reduced equations of the imaged class are also simpler to be integrated. Moreover, it happens
that preimages of uniformly parameterized similar equations do not have similar forms and
belong to different parameterized families. As a result, making reductions in the initial class, we
have to deal with a number of different ansa¨tze and reduced equations although this is equivalent
to the consideration of a single ansatz and the corresponding reduced equation within the imaged
classes. This is why the second way based on the implementation of reductions in the imaged
classes and preimaging of the obtained exact solutions instead of preimaging the corresponding
reduction operators is preferable.
9 Exact solutions
In this section new Lie and non-Lie solutions for the equations from the initial class as well as for
ones from the related classes are constructed to just illustrate possible applications of the classi-
fication results obtained. We apply two methods: the classical Lie reduction involving the max-
imal Lie invariance algebras of equations from the obtained classification lists (subsection 9.1)
and the generation of new solutions from known ones of equations which are equivalent to equa-
tions under consideration with respect to point transformations. Different kinds of equivalence
transformations and general admissible transformations are used under the second approach.
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9.1 Similarity solutions
Group analysis of a class of equations includes finding similarity solutions by the reduction
method for all equations possessing nontrivial symmetry properties. For this purpose, at first,
the optimal sets of subalgebras should be constructed for each kind of maximal Lie invariance
algebras arising under group classification, and then the reductions with respect to obtained
subalgebras should be done. Knowledge of the additional equivalence transformations allows us
to simplify this problem by reducing the number of cases to be considered. For example, if we like
to construct similarity solutions for equations from class (12), it is easier to do reductions only
for cases inequivalent with respect to point transformations, i.e., for cases 0, 1|q=0, 2|q=0, 3, and
5 of table 1. Then the obtained exact solutions and additional equivalence transformations (20)
and (21) can be used to generate exact solutions for equations from class (12) with arbitrary
elements presented by cases 1|q 6=0, 2|q 6=0, 4, and 6 of table 1.
In detail we consider the case 2|q=0 of table 1, i.e., the equation vt = vxx+δvm which possesses
the three-dimensional Lie symmetry algebra g generated by the basis operators
X1 = ∂t, X2 = ∂x, X3 = 2t∂t + x∂x +
2
1−mv∂v.
These operators satisfy the commutations relations [X1,X2] = 0, [X1,X3] = 2X1, [X2,X3] =
X2. An optimal set of subalgebras of the algebra g can be easily constructed with application
of the standard technique [38, 40]. Another way is to take the set from [41], where optimal
sets of subalgebras are listed for all three- and four-dimensional algebras. A complete list of
inequivalent one-dimensional subalgebras of the algebra g is exhausted by the subalgebras 〈X3〉,
〈X2〉, 〈X2 − X1〉, 〈X2 + X1〉, and 〈X1〉. This list can be reduced if we additionally use the
discrete symmetry (t, x, v)→ (t,−x, v), which maps 〈X2 +X1〉 to 〈X2 −X1〉, thereby reducing
the number of inequivalent subalgebras to four.
The optimal set of two-dimensional subalgebras is formed by the subalgebras 〈X3, X1〉,
〈X3, X2〉, and 〈X1, X2〉. Lie reduction to algebraic equations with the latter two-dimensional
subalgebra leads only to the trivial zero solution. Below we list all the other subalgebras from
the optimal set as well as the corresponding ansa¨tze and reduced equations. Solutions of some
reduced equations are presented.
〈X3〉 : v = t
1
1−mϕ(ω), ω =
x√
t
, ϕωω +
1
2
ωϕω +
1
m− 1 ϕ+ δϕ
m = 0;
〈X2〉 : v = ϕ(ω), ω = t, ϕω = δϕm, ϕ = (δ(1 −m)ω + C)
1
1−m ;
〈X2 −X1〉 : v = ϕ(ω), ω = x+ t, ϕωω − ϕω + δϕm = 0;
〈X1〉 : v = ϕ(ω), ω = x, ϕωω + δϕm = 0;
〈X3, X1〉 : v = Cˆx
2
1−m , 2(1+m)
(1−m)2 Cˆ + δCˆ
m = 0, Cˆ =
(
− δ(1−m)22(1+m)
) 1
1−m
;
〈X3, X2〉 : v = Cˆt
1
1−m , 11−mCˆ + δCˆ
m = 0, Cˆ = (δ(1 −m)) 11−m .
Two kinds of exact solutions can be constructed for arbitrary values of m: the x-free solution
v = (δ(1 −m)t) 11−m and the stationary solution v =
(
− δ(1−m)22(1+m)
) 1
1−m
x
2
1−m . There are a number
of other known exact solutions for particular values of m. Some of such exact solutions are
presented in section 9.2.
For the other cases from table 1, which are inequivalent with respect to point transformation,
we list only solutions without used ansa¨tze and reduced equations.
1q=0: v =
(
Cea1(1−m)t − δa˜1
) 1
1−m
;
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3: v =
(
− (k+2)(m+k+1)
δ(1−m)2 − a2δ
) 1
m−1
x
k+2
1−m ;
5: v =
(
δ
β(1−a3) + Ce
2pt(1−a3)
) 1
1−m
e−
β
2
x2 .
Applying transformations (20) and (21), we generate exact solutions for the rest of equations
from class (12) with the value of the arbitrary elements presented in table 1.
1: v = eαx
(
Ce(α
2+a1)(1−m)t − δ
α2+a1
) 1
1−m
;
2: v = eαx
(
δ(1 −m)t+ C) 11−m , v = (− δ(1−m)22(1+m) ) 11−m (x+ 2αt) 21−m eαx;
4: v =
(
− (k+2)(m+k+1)δ(1−m)2 − a2δ
) 1
m−1
x
k+2
1−m e−
β
2
x2 ;
6: v =
(
δ(m−1)
4β + Ce
4βt
) 1
1−m
e−
β
2
x2 , v =
(
− δ(1−m)22(1+m)
) 1
1−m
x
2
1−m e−
β
2
x2 .
Similarity solutions of equations from the double-imaged class with arbitrary elements pre-
sented in table 2 can be directly found by the reduction method with respect to subalgebras of
the corresponding Lie invariance algebras or constructed from Lie solutions for equations from
class (14) with m = 2 via gauging transformation (15). Using the reduction method, we con-
struct the following exact solutions. (Below the numerations of cases coincides with numeration
of table 2. χ = γ tan(γt) if ∆ < 0; χ ∈ {t−1, 0} if ∆ = 0; χ ∈ {γ tanh(γt), γ coth(γt),±γ} if
∆ > 0; γ =
√
|∆|.)
1 and 2: w = −q
2 + 2χ(t)
2δeqx
, where ∆ =
q4
4
− δb1;
3: w =
−(k + 2)(k + 3)±
√
(k + 2)2(k + 3)2 − 4b2
2δxk+2
;
4: w = −2px
2(2px2 + 2k + 3) + (k + 2)(k + 3)±
√
(k + 2)2(k + 3)2 − 4b2
2δxk+2epx2
;
5 and 6: w = −2p
2x2 − p+ χ(t)
δepx2
, where ∆ = p2(5− b3) and ∆ = 16p2, respectively;
6: w = −px
2(2px2 + 3) + 6
δx2epx2
.
In order to obtain similarity solutions of equations from the initial class (7) we also have two
possibilities, namely, the direct reduction with respect to Lie symmetry operators adduced in
table 3 or the generation of solutions from the similarity solutions of equations from the imaged
classes using the gauging transformations (11) or (15), respectively. It is easy to see that the
imaged class (12) (and (16)) has simpler structure of equations and corresponding Lie symmetry
operators. So, the optimal way is applying of gauging transformations to similarity solutions of
the imaged classes adduced above. In particular, the following solutions are obtained.
cos2xut = (cos
2xux)x + δe
qx cosm+1xum: u =
(
Ce(α
2+1)(1−m)t − δ
α2+1
) 1
1−m
eαx sec x;
exut = (e
xux)x + δe
rxum: u =
(
Ce
(r−1)(r−m)
1−m t − δ(1−m)2(r−1)(r−m)
) 1
1−m
e
r−1
1−mx;
exut = (e
xux)x + δe
xum: u = (C + δ(1 −m)t) 11−m , u =
(
− δ(1−m)22(1+m)
) 1
1−m
(x+ t)
2
1−m ;
xλut = (x
λux)x + δx
γum: u =
(
δ(1−m)2
(2−λ+γ)(m(λ−1)−γ−1)
) 1
1−m
x
2−λ+γ
1−m ;
33
x cos2(ln |x|ρ)ut = (x cos2(ln |x|ρ)ux)x + δxl cosm+1(ln |x|ρ)um:
u =
(
−4δ(1−m)2
(2l−m+3)(2l+m+1)+(1+4ρ2 )(1−m)2
) 1
1−m
x
l+1
1−m sec(ln |x|ρ),
x−1M2κ,µ(βx
2)ut =
(
x−1M2κ,µ(βx
2)ux
)
x
+ δxsepx
2
Mm+1κ,µ (βx
2)um, β = 2pm−1 :
κ = s+32(1−m) : u =
(
−4δ(1−m)2
(2s+m+5)(2s+3m+3)+(1−16µ2 )(1−m)2
) 1
1−m x
s+3
1−m e−
β
2
x2
Mκ,µ(βx2)
;
s = −m+12 , µ = 14 : u =
(
δ
β(1−4κ) +Ce
2pt(1−4κ)
) 1
1−m
√
x e−
β
2
x2
Mκ,µ(βx2)
;
s = −m+12 , µ = 14 , κ = 5−m4(1−m) :
u =
(
δ(m−1)
4β + Ce
4βt
) 1
1−m
√
x e−
β
2
x2
Mκ,µ(βx2)
, u =
(
− δ(1−m)22(1+m)
) 1
1−m x2κe
−β
2
x2
Mκ,µ(βx2)
.
Due to possibility of finding more solutions for the double-imaged class, in the case m = 2
we can construct more exact solutions of equations from class (7) using gauge transformations:
ex ut = (e
x ux)x + δe
(q+1)x u2 : u = −γ + χ(t)
δeqx
, γ := q
2−q
2 ;
cos2xut = (cos
2xux)x + δe
qx cos3xu2 : u = − γ + χ(t)
δeqx cosx
, γ := q
2+1
2 ,
where χ ∈ {γ tanh(γt), γ coth(γt), γ}.
All the solutions obtained can be transformed by equivalence transformations to similarity
solutions of equations from classes (7), (12) and (16) with more complicated coefficients.
9.2 Generation of exact solutions by point transformations
Constant coefficient reaction–diffusion equations are better studied than variable coefficients
ones. Collections of their known exact solutions are presented, e.g., in [22, 43]. Using the
mappings between classes via point transformations and known exact solutions of constant
coefficient equations from imaged or double-imaged classes, we construct new exact solutions
for variable coefficient equations from class (7).
Constant coefficient nonlinear equations from class (12) have the form
vt = vxx + δv
m + εv, (29)
where δ = ±1 mod G∼FH , ε ∈ {−1, 0, 1} mod G∼FH , and arise in heat and mass transfer, com-
bustion theory, biology and ecology. For the values δ = −ε = −1, equation (29) generalizes
the well-known Fisher equation (m = 2), and belongs to the class of Kolmogorov–Petrovskii–
Piskunov equations if m > 1. It describes the mass transfer in a two-component medium at
rest with a volume chemical reaction of quasi-first order. The kinetic function f(v) = v(1 − v)
models also an autocatalytic chain reaction in combustion theory. The following exact solutions
of (29) are known [37,43]:
v =
(
β + C exp(λt+ µx)
) 2
1−m , (30)
where C is an arbitrary constant and the parameters λ, µ, and β are given by
λ =
ε(1 −m)(m+ 3)
2(m+ 1)
, µ = ±
√
ε(1−m)2
2(m+ 1)
, β = ±
√
−δ
ε
.
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If δ = −ε = −1, solution (30) is also presented in the form [21,52]
v =
[
1
2
− 1
2
tanh
(
m− 1
2
√
2m+ 2
(
x− (m+ 3)t√
2m+ 2
))] 2
m−1
. (31)
In the case m = 2, it is the classical traveling wave solution of the Fisher equation found by
Ablowitz and Zeppetella as early as in 1979 [1].
Equations (29) are the images, with respect to transformation (11), of the equations from
class (7) with the coefficients
f = θ2, h = δθm+1, (32)
where θ = c1x+ c2 if ε = 0, θ = c1 sinx+ c2 cos x if ε = 1 and θ = c1 sinhx+ c2 cosh x if ε = −1.
Applying the transformation u = v/|θ| being the inverse of (11) to known solution (30), we
obtain new solutions of equation (7) with the above values of f and h:
u = |θ(x)|−1 [β + C exp(λt+ µx)] 21−m .
The class of equations (29) depending on values of the constants δ, ε and m contains in-
teresting subclasses which were investigated by many researchers from different points of view.
As a result, exact solutions differing from (30) were constructed for some of these equations.
Below we consider several important equations of form (29) and use their exact solutions for the
generation of new exact solutions for equations from class (7) with the coefficients given by (32).
Due to the connection established by the gauging transformation (11), we can easily construct
also real non-Lie exact solutions for any equation from class (7) with m = 3 and coefficients
given by (32), as well as for all equations equivalent to them with respect to transformations
from the group Gˆ∼f=g. For example, if c1 = 0, c2 = 1, δ = 1 and ε = −1 then θ = coshx and
(f, h) = (cosh2x, cosh4x). Therefore, applying the transformation u = v/ cosh x to the solution
presented for the chosen values of δ and ε in appendix A, we obtain the non-Lie exact solution
u =
1
2
C1 sech(x) exp
(−32t) sin(√22 x) sd(C1 exp (−32t) cos(√22 x)+ C2, √22 ) , C1 6= 0.
of the equation cosh2xut =
(
cosh2xux
)
x
+ cosh4xu3. Hereafter cn(z, k), sn(z, k), ds(z, k), and
sd(z, k) are Jacobian elliptic functions [53].
In section 7 the sets of all additional equivalence transformations for the classes (12), (16)
and (7) are exhaustively described. Some of these transformations also map variable coefficient
equations to constant coefficient ones whose exact solutions are often known. Thus, cases 2|q 6=0
and 6 of table 1 (resp. cases 2.2 and 6 of table 3) are equivalent to case 2|q=0 (resp. case 2.1) of the
same table with respect to point transformations (20) and (21) with k = 0 (resp. (22) and (23)).
The application of the inverse of transformation (20) to the non-Lie solutions (34) of equa-
tion (29) with m = 3 and ε = 0, presented in appendix A, results in the non-Lie solutions
δ = −1: v = 2
√
2e−
qx
2 (x− qt) ds
(
ω,
√
2
2
)
, v =
√
2e−
qx
2 (x− qt)
1 + cn
(
ω,
√
2
2
)
sn
(
ω,
√
2
2
) ,
δ = 1: v =
√
2e−
qx
2 (x− qt) sd
(
ω,
√
2
2
)
,
where ω = (x− qt)2 + 6t, of the equation vt = vxx + δeqxv3 − 14q2v. In the same way stationary
solutions (36) leads to the nonstationary solutions
δ = −1: v =
√
2
ζ
e−
qx
2 , v =
√
2 e−
qx
2 ds
(
ζ,
√
2
2
)
, v =
√
2
2
e−
qx
2
1 + cn
(
ζ,
√
2
2
)
sn
(
ζ,
√
2
2
) ,
δ = 1: v =
√
2
2
e−
qx
2 sd
(
ζ,
√
2
2
)
,
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where ζ = x− qt, and the scale-invariant solution (35) is mapped to the solution
v =
2
√
2(x− qt)
(x− qt)2 + 6t e
− qx
2 .
Transforming solutions (34)–(36) via the inverse of (21) with k = 0, we obtain the following
solutions of the equation vt = vxx + δe
px2v3 − p(px2 + 1)v:
δ = −1: v = 2
√
2x e−
p
2
x2−4ptds
(
ωˆ,
√
2
2
)
, v =
√
2x e−
p
2
x2−4pt
1 + cn
(
ωˆ,
√
2
2
)
sn
(
ωˆ,
√
2
2
) ,
v =
4
√
2 p x
2px2 − 3 e
− p
2
x2 , v =
√
2
x
e−
p
2
x2 , v =
√
2e−
p
2
x2−2ptds
(
ωˇ,
√
2
2
)
,
v =
√
2
2
e−
p
2
x2−2pt
1 + cn
(
ωˇ,
√
2
2
)
sn
(
ωˇ,
√
2
2
) ;
δ = 1: v =
√
2x e−
p
2
x2−4ptsd
(
ωˆ,
√
2
2
)
, v =
√
2
2
e−
p
2
x2−2ptsd
(
ωˇ,
√
2
2
)
.
Here ωˆ = e−4pt
(
x2 − 32p
)
and ωˇ = e−2ptx.
In analogous way, acting on solutions (34)–(36) by the inverses of transformations (22)
and (23), we can construct exact solutions of the equations exut = (e
xux)x + δe
xu3 and
x−1M2− 1
4
, 1
4
(px2)ut =
(
x−1M2− 1
4
, 1
4
(px2)ux
)
x
+ δx−2epx
2
M4− 1
4
, 1
4
(px2)u3
from class (7), respectively. Note that in the case p > 0 the above Whittaker function is
expressed via the error function: M− 1
4
, 1
4
(px2) = 12
√
pi 4
√
px2 e
p
2
x2erf(
√
px2).
10 Conclusion
The group classification problem for class (1) has demanded a development of new tools. A brief
scheme of the used technique is as follows. We construct the generalized extended equivalence
group of class (1) and then apply it to gauge arbitrary elements, reducing their number. The used
gauge is multi-step. At first, we put g = f with usual equivalence transformations. Even this
step is not obvious since the gauge g = 1 seems simpler than g = f but this is not the case.
Further gauging is not possible within class (1). This is why the next step is to gauge arbitrary
elements via a mapping of the gauged class g = f to another class having an equivalence group of
a simpler structure. Since the case m = 2 possesses an extension of the (conditional) equivalence
group in comparison with the general values of m, an additional mapping to one more class is
necessary in this case. As a result, the final imaged classes admit only the usual equivalence
groups parameterized by four constant parameters. Therefore, these classes are much more
appropriate for group classification than class (1). The used mappings are not one-to-one but
the preimages of the same equations are equivalent within the initial class, i.e., the mappings are
agreed with the structure of the equivalence groups. This allows us to perform at first the group
classification of the imaged classes and then to derive the group classification of the initial class.
In conclusion we would like to emphasize that the complete solution of the group classification
problem for class (1) became possible only due to usage of the method base on simultaneous
application of gauging and generalized extended equivalence transformations. This method can
be applied for solving of similar problems for other classes of differential equations and extended,
e.g., to investigation of reduction operators, conservation laws and potential symmetries.
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The natural continuation of the presented study is to perform extended group analysis of the
wider class of variable coefficient reaction–diffusion equations of the general form
f(x)ut = (g(x)A(u)ux)x + h(x)B(u), (33)
where fgA 6= 0. The case of A andB being power functions is investigated successfully in [51] and
in the present paper. Our practice shows that the case of power nonlinearities similar to A and
B usually is the most complicated (see, e.g., [23,24,45]). The group classification for the case of
exponential nonlinearities can be derived from the corresponding results for power nonlinearities
by means of using the singular limiting processes called equation contractions [25]. Thus, one
going to classify Lie symmetries of equations from class (33) has every prospect of success.
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A Exact solutions of cubic heat equation
We consider equation (29) with m = 3. For the values δ = −ε = −1 it is the real Newell–
Whitehead equation whose exact solution was found in [9]. This equation is a partial case of the
Fitzhugh–Nagumo equation vt = vxx − v(1− v)(a− v) with a = −1, which arises in population
genetics and models the transmission of nerve impulses. A catalogue of exact solutions of the
Fitzhugh–Nagumo equation is presented, e.g., in [43].
Equations (29) with m = 3 are interesting also with the nonclassical symmetry point of view
(see section 8 for more details). A number of exact solutions of equation (29) with m = 3 and
of other constant coefficient quasilinear diffusion equations with cubic source terms were con-
structed in [5] and [12] (and in implicit form in [15]) by the reduction method with nonclassical
symmetry operators. Since these solutions are used in section 9.2 to derive new exact solutions
of variable coefficient equations from class (1), here we arrange and complete lists of exact solu-
tions presented in [5,12] by missed ones. Thus, the non-Lie real exact solutions of equation (29)
with m = 3 and ε 6= 0 are the following:
δ = −1, ε = 1: v =
C1 exp
(√
2
2 x
)
− C ′1 exp
(
−
√
2
2 x
)
C2 exp
(−32t)+ C1 exp (√22 x)+ C ′1 exp(−√22 x) ,
v = C1 exp
(
3
2 t
)
sinh
(√
2
2 x
)
ds
(
C1 exp
(
3
2 t
)
cosh
(√
2
2 x
)
+ C2,
√
2
2
)
,
v = C1 exp
(
3
2 t
)
cosh
(√
2
2 x
)
ds
(
C1 exp
(
3
2 t
)
sinh
(√
2
2 x
)
+ C2,
√
2
2
)
,
v =
C1
2
exp
(
3
2 t
)
sinh
(√
2
2 x
)1 + cn(C1 exp (32t) cosh(√22 x)+ C2, √22 )
sn
(
C1 exp
(
3
2 t
)
cosh
(√
2
2 x
)
+ C2,
√
2
2
) ,
v =
C1
2
exp
(
3
2 t
)
cosh
(√
2
2 x
)1 + cn(C1 exp (32t) sinh(√22 x)+ C2, √22 )
sn
(
C1 exp
(
3
2t
)
sinh
(√
2
2 x
)
+ C2,
√
2
2
) ;
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δ = −1, ε = −1: v =
sin
(√
2
2 x
)
C2 exp
(
3
2 t
)
+ cos
(√
2
2 x
) ,
v = C1 exp
(−32t) sin(√22 x)ds(C1 exp (−32t) cos(√22 x)+ C2, √22 ) ,
v =
C1
2
exp
(−32t) cos(√22 x)1 + cn
(
C1 exp
(−32t) sin(√22 x)+ C2, √22 )
sn
(
C1 exp
(−32t) sin(√22 x)+ C2, √22 ) ;
δ = 1, ε = 1: v =
C1
2
exp
(
3
2 t
)
sinh
(√
2
2 x
)
sd
(
C1 exp
(
3
2t
)
cosh
(√
2
2 x
)
+ C2,
√
2
2
)
,
v =
C1
2
exp
(
3
2 t
)
cosh
(√
2
2 x
)
sd
(
C1 exp
(
3
2 t
)
sinh
(√
2
2 x
)
+ C2,
√
2
2
)
;
δ = 1, ε = −1: v = C1
2
exp
(−32t) sin(√22 x) sd(C1 exp (−32t) cos(√22 x)+ C2, √22 ) .
Here cn(z, k), sn(z, k), ds(z, k), and sd(z, k) = 1/ds(z, k) are Jacobian elliptic functions [53].
Note 9. The constant C2 arising in the above solutions with elliptic functions is associated with
the invariance of the corresponding reduced equations with respect to the translations of the
invariant independent variables. These translations are pure hidden symmetries of the initial
equations since they are not induced by Lie symmetries of the initial equations. This is why the
constant C2 cannot be omitted without loss of generality of constructed solutions. Therefore,
the above families of solutions are essentially wider than presented in [5, 12].
Note 10. The above solutions involving hyperbolic functions can be partitioned into pairs
invariant under the change sinh ↔ cosh. The same statement is true for the operators of
nonclassical symmetries, adduced in formula (28). The exact solutions corresponding to the last
operator in (28) are also missed in [5, 12].
Up to the equivalence generated by translational and scaling symmetries and two discrete
symmetry transformations of alternating sign of the variables x and v, the following non-Lie real
exact solutions are known for the equation (29) with m = 3 and ε = 0 [5,12,15]:
δ = −1: v = 2√2xds
(
x2 + 6t,
√
2
2
)
, v =
√
2x
1 + cn
(
x2 + 6t,
√
2
2
)
sn
(
x2 + 6t,
√
2
2
) ,
δ = 1: v =
√
2x sd
(
x2 + 6t,
√
2
2
)
.
(34)
In the case δ = −1 this equation has the one more solution
v =
2
√
2x
x2 + 6t
(35)
which is invariant with respect to the same reduction operator (see (28), the case ε = 0) as
solutions (34) but is a Lie one since it is also invariant with respect to scale Lie symmetries.
Solutions (34) and (35) exhaust, up to the above equivalence, the set of nonzero solutions of this
equation, having the form v = xϕ(ω), where ω = x2 + 6t. Therefore, each solution constructed
in section 3 of [37] is equivalent to a solution from (34). The equation (29) with m = 3 and
ε = 0 also has similar stationary Lie solutions
δ = −1: v =
√
2
x
, v =
√
2 ds
(
x,
√
2
2
)
, v =
√
2
2
1 + cn
(
x,
√
2
2
)
sn
(
x,
√
2
2
) ,
δ = 1: v =
√
2
2
sd
(
x,
√
2
2
)
.
(36)
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