We use full sky simulations, including the effects of foreground contamination and removal, to explore multi-tracer synergies between a SKA-like 21cm intensity mapping survey and a LSST-like photometric galaxy redshift survey. In particular we study ratios of auto and cross-correlations between the two tracers as estimators of the ratio of their biases, a quantity that should benefit considerably from the cosmic variance cancellation of the multi-tracer approach. We show how well we should be able to measure the bias ratio on very large scales (down to ∼ 3), which is crucial to measure primordial non-Gaussianity and general relativistic effects on large scale structure. We find that, in the absence of foregrounds but with realistic noise levels of such surveys, the multi-tracer estimators are able to improve on the sensitivity of a cosmic-variance contaminated measurement by a factor of 2−4. When foregrounds are included, estimators using the 21cm auto-correlation become biased. However, we show that cross-correlation estimators are immune to this and do not incur in any significant penalty in terms of sensitivity from discarding the auto-correlation data. However, the loss of long-wavelength radial modes caused by foreground removal in combination with the low redshift resolution of photometric surveys, reduces the sensitivity of the multi-tracer estimator, albeit still better than the cosmic variance contaminated scenario even in the noise free case. Finally we explore different alternative avenues to avoid this problem.
INTRODUCTION
Probing the physics of the primeval Universe is one of the main drivers for observational studies of the cosmos. The Gaussianity of the primordial cosmological perturbations remains an open question which provides further insight into the details of the dynamics of the very early Universe. The current state of the art are the Planck bounds derived from the Cosmic Microwave Background (CMB) (Planck Collaboration et al. 2016) . As an example, the bounds on local-type primordial non-Gaussianity (PNG) yield fNL 0.8 ± 5.0. Furthermore, local PNG introduces a scale dependence in the bias between the Dark Matter (DM) halos and the astrophysical objects used as tracers of the matter distribution (Dalal et al. 2008; Matarrese & Verde 2008) .
This scale dependence becomes relevant on large cosmological (horizon) scales. At the same time, generalrelativistic effects become important on such ultra-large E-mail:
scales (past the matter-radiation equality peak), opening the possibility of testing the theory of gravity in this new regime and find possible hints of deviations to General Relativity (for a comprehensive review on "GR effects" see e.g. Challinor & Lewis (2011) ; Bonvin & Durrer (2011); Bonvin (2014) ). The next generations of Large Scale Structure (LSS) surveys such as the Square Kilometer Array (SKA) 1 , Euclid 2 and the Large Synoptic Survey Telescope (LSST) 3 , promise to be able to target such effects by observing ever larger volumes of the Universe. Indeed, the forecasts for the nextgeneration surveys will improve on the Planck constraint on PNG (see, e.g. Giannantonio et al. 2012; Camera et al. 2013 Camera et al. , 2015 Alonso et al. 2015b; Raccanelli et al. 2016) . Despite the improvements, forecast errors on local PNG from single tracers of the matter distribution will still be unable to push σ(fNL) below (or close to) 1, crucial to distinguish-ing between single-field and multi-field inflation (see, e.g. de Putter et al. 2017) .
The crucial limitation on these surveys comes from cosmic variance, which limits measurements on the largest scales. A decade ago Seljak (2009) proposed a statistical method, often referred to as the multi-tracer technique, to overcome cosmic variance (see also McDonald & Seljak 2009; Hamaus et al. 2011; Abramo & Leonard 2013) . The basic idea is that, if we only care about effects on the bias of the dark matter tracers and not on dark matter itself, then, by comparing two tracers, we can at least measure the ratio of their bias without requiring to measure the underlying dark matter distribution they trace. This will then avoid cosmic variance, caused by the stochasticity in the particular realization of the matter distribution we observe. By cancelling cosmic variance, we also shift the target set-up of future surveys to probe these large scale effects, since smaller volumes with low noise (e.g. large integration times or higher number densities) are preferred as opposed to huge volumes that sample the modes of interest many times (as long as such smaller volumes include the target scales).
Several authors have extensively used the technique to forecast how combinations of future surveys and different DM tracers will impact on the prospects of measuring fNL as well as other horizon-scale GR effects (Yoo et al. 2012; Ferramacho et al. 2014; Yamauchi et al. 2014; Alonso & Ferreira 2015; Fonseca et al. 2015; Fonseca et al. 2017; Abramo & Bertacca 2017; Fonseca et al. 2018; Schmittfull & Seljak 2018) . While some combinations do not break the σ(fNL) < 1 threshold, others have the potential to provide transformational constraints on fNL and GR effects. Such technique thus opens a new window to probe the physics of inflation and General Relativity with near-future experiments.
Despite the plethora of works studying the potential and applicability of the multi-tracer technique, little has been done to test and assess the performance of the technique within realistic observational settings for future surveys (although the technique has been employed in some analysis of current data (Blake et al. 2013; Ross et al. 2014; Marín et al. 2016) , with an emphasis on redshift-space distortions). Questions on what estimators to use and whether they will be biased by contaminants still remain unanswered. This paper attempts to address some of these technical and practical issues. We will focus on the combination of an HI intensity mapping (IM) survey carried out by a SKA-like facility ) with a LSST-like photometric galaxy survey (LSST Science Collaboration et al. 2009 ). This is a natural combination choice since both surveys will observe the largest cosmological volumes in an overlapping region of the sky in both the radio and optical/infra-red regimes. Moreover, such surveys will be affected by different sky systematics. Intensity mapping of the 21cm emission line of neutral Hydrogen is contaminated by signal from galactic synchrotron emission, free-free emission from galactic and extra-galactic origin and point sources. Alonso et al. (2014) compiled all the potential radio foregrounds and tested methods to subtract such contaminants from the HI temperature fluctuations. On the other hand, optical galaxy surveys will be affected by galactic dust extinction and star contamination, as well as several observational systematics, which can affect the observed clustering on large scales (Ross et al. 2011 ). The hope is that a combination of foreground cleaning methods and cross-correlations between surveys can help to make measurements that are reasonably free from such contaminants. Moreover, the specific scaledependence of the cosmological effects might be used to disentangle this signature from any contaminant residuals.
In this paper we explore the multi-tracer technique in the presence of foregrounds in the HI intensity maps using realistic simulations of the observational process. For this purpose we will construct estimators of the bias ratios and assess their performance at each redshift bin. For simplicity we will neglect the presence of PNG on the tracer biases, making the bias ratios scale independent. Note that PNG should have a negligible impact on the extracted estimator errors. We will focus on IM foregrounds, which are likely to be the main contaminant, and neglect the effects of possible systematics in the optical data for now. Crucially, we wish to determine how sensitive the cancellation of cosmic variance is to IM foreground cleaning and to the observational specifications of each experiment.
The paper is organized as follows: in section 2 we discuss possible multi-tracer estimators that can be used to extract the bias ratio of the two tracers and in particular focus on estimators that can be free from foreground or systematic contamination. In section 3 we describe the simulations done for both experiments (SKA1-MID and LSST) and the foreground cleaning method. In section 4 we discuss the results, addressing the performance and errors on the estimators and possible biases. In particular, we discuss the limitations of the current approach and show possible avenues to improve on this technique. We conclude in section 5.
MULTI-TRACER ESTIMATORS

Signal modelling
Our basic observable is the projected fluctuation of a given tracer of the matter distribution on the sky ∆(n). Under the assumption that, on sufficiently large scales, ∆(n) is linearly related to the matter overdensity δM (t, x), the relation between both quantities can be modelled as:
where χ is the comoving radial distance, and b(z) and φ(z) are the bias and selection functions associated with this tracer. For simplicity we have neglected the contributions from redshift-space distortions, magnification and other relativistic effects (Challinor & Lewis 2011; Bonvin & Durrer 2011; Bruni et al. 2012; Jeong et al. 2012; Yoo et al. 2012; Hall et al. 2013; Yoo & Desjacques 2013) . This simplifying approximation should not have any significant impact on the final results presented here, since RSDs are suppressed by the broad redshift kernels used and all other terms are highly sub-dominant (Yoo & Seljak 2015; Alonso et al. 2015a; Alonso & Ferreira 2015; Fonseca et al. 2015) . Given two tracers a and b, the angular cross-power spectrum is defined as the two-point function of their harmonic coefficients, and can be related to the matter power spec-trum P (k, z) as (Di Dio et al. 2014) :
Under Limber's approximation (Limber 1954; Loverde & Afshordi 2008) , this expression can be simplified to
where H is the expansion rate.
In this analysis we have used two different types of tracers: the overdensity of galaxy number counts, which we will label as ∆ g , and the temperature fluctuations in the 21cm line emission caused by neutral hydrogen (HI), ∆ H . In the case of galaxy clustering, we approximate the linear galaxy bias as b g = 1 + 0.84z (LSST Science Collaboration et al. 2009 ), which is an estimate of the results from (Weinberg et al. 2004 ). On the other hand, as described in Section 3.2, the presence of spectrally smooth radio foregrounds makes it infeasible to measure the average 21cm brightness temperatureT21, and it is therefore completely degenerate with the linear bias function associated with this tracer: bH(z) =T21(z) bHI(z), where bHI is the linear clustering bias associated with the cosmic overdensity of neutral hydrogen 4 . We model both quantities after Bull et al. (2015) .
Finally, the observed fluctuations ∆ a are inevitably contaminated by noise. In the case of galaxy clustering, this is associated with shot-noise due to the discrete nature of the sources used to reconstruct the true underlying distribution. In this case, the noise power spectrum is simply given by the inverse number density of tracer sources in units of Sr −1 ,
For 21cm, the combination of instrumental noise and beam smoothing, caused by the telescope's finite size, effectively erases all modes below the telescope resolution. For an angular Gaussian beam, the harmonic coefficients of the beam, multiplying the signal in harmonic space, can be simply modelled as
where θFWHM if the beam full-width at half-maximum (FWHM) at a given frequency. The instrumental noise can then be modelled as an additive Gaussian random field with flat power spectrum. For single-dish observations, this is simply given by (Bull et al. 2015 )
Here Tsys is the system temperature, f sky is the total observed sky fraction, N dish is the number of dishes in the instrument, ttot is the total integration time and ∆ν is the frequency bandwidth for the particular sky map under consideration.
It is worth noting that we assume no cross-noise term between galaxies and HI. This is expected to be present if the HI-emitting star-forming galaxies form a significant fraction of the galaxy sample, however we assume this shot-noise contribution to be subdominant. We also neglect any correlated 1/f -like noise component for intensity mapping. We refer the reader to Harper et al. (2018) for a more detailed discussion of correlated noise in the context of foreground contamination and removal.
The Surveys
Our forecasts focus on the combination of 21cm intensity maps, constructed from the SKA data, with optical observations of the galaxy distribution as could be achieved by LSST. We describe the models used for both datasets here.
We assume the first phase of SKA (in particular SKA-1 MID ) to consist of 197 dishes, which will use a total of ttot = 10.000 h integration time to produce intensity maps covering ∼ 60% of the sky. We assume a combination of surveys carried out with band 1 and band 2 receivers, and we use a frequency range of ν ∈ (390, 1300) MHz, corresponding to a redshift interval 0.1 z 2.65. Since we work with individual redshift bins at a time, our results are always valid for the receiver type that covers the relevant redshift range. We will assume single-dish observations, which are limited in angular resolution by a beam that we model as Gaussian with a FWHM given by θFWHM = 1.22 λ/D dish , where λ is the observed wavelength and D dish is the dish diameter. We assume a diameter D dish = 14.5m
5 . Finally, we add white noise as described in the previous section, with a smoothly-varying system temperature Tsys following the values given in Santos et al. (2017) . Further particulars regarding the specific simulated intensity maps used in this analysis are described in Section 3.1
For LSST, we use the redshift distribution modelled in Alonso et al. (2015a) , which yields an integrated number density of 43 galaxies per arcmin 2 , in agreement with LSST Science Collaboration et al. (2009) . As described in Section 3.1, we do not make a precise modelling of the photometric redshift accuracy that LSST will achieve, and instead work with redshift bins wide enough (∆z = 0.1) to simulate the loss of small radial scales. We do this in order to facilitate the interpretation of the auto-correlation and cross-correlation estimators presented in the next section. A more realistic treatment would either account for the difference in radial window function between the 21cm and optical bins, or reweight the 21cm frequency channels contributing to each bin to mimic the photo-z window function as closely as possible.
We assume almost complete overlap between SKA and LSST, given their common observable sky. After accounting for contamination from galactic synchrotron (radio) and dust (optical), the final common footprint, displayed in Fig.  1 , covers 41% of the sky.
The Estimators
Under the assumption that the bias functions vary slowly over the support of the selection functions, and in the limit where the selection functions for both tracers are the same (φ g = φ H ≡ φ), the three different auto and cross-power spectra described in Section 2.1 can be written as:
where C is the angular power spectrum of the matter overdensity projected along the line of sight with φ. On a realization-by-realization basis, the measured values of these quantities will be subject to sample variance, due to the stochastic nature of both the underlying matter fluctuations and the instrumental and shot noise. For signal-dominated modes, the realization-dependent fluctuations will coincide for the three power spectra, and therefore it is possible to constrain certain parameters beyond the limit imposed by sample variance if only a single tracer was available (Seljak 2009 ). One obvious example of this is the ratio of the tracer bias functions, which in an ideal noiseless case could be measured exactly by taking ratios of the power spectra above. In this work we will focus on the quantity
for which we propose two different estimators:
where all hatted quantities (e.g.Ĉ HH ) are measurements in a given realization. In addition to this, we will also consider a third estimator making use of both the auto and crosscorrelation, which combines A, X in an inverse-varianceweighted manner:
where C is the covariance matrix of the two previous estimators computed from simulations. These three estimators can be understood as different limits of a more general maximum-likelihood estimator combining the three cross-correlations simultaneously, which allow us to explore the impact of foreground contamination in the 21cm maps.
SIMULATED FORECASTS
The Simulations
We produce synthetic signal simulations of both the galaxy distribution and 21cm maps using the publicly available code CoLoRe 6 . CoLoRe efficiently generates intensity maps for any arbitrary line-emitting species and source catalogues tracing the same dark matter distribution (with their respective biases bHI(z) and b gal (z)). CoLoRe first generates a Gaussian realization of the linearised density field at z = 0 along with the corresponding linear radial velocity field. It then linearly evolves density and velocity to the redshift of each grid point in the simulation and produces a 3D cube of the physical matter density in the lightcone using a log-normal transformation (described in e.g. Coles & Jones (1991) 
For the galaxy sample the density field is biased and then Poisson-sampled using the galaxy number density N (z). For 21cm, the density field is used to generate a biased HI density, which we then interpolate into spherical shells that we output as sky maps. For simplicity, we switch off the effect of redshift-space distortions, and therefore the redshift of each source is calculated without accounting for the local velocity field. We simulate a cubic box with 2048 3 Cartesian grid points and a length large enough to encompass the comoving volume to redshift z = 2.7. This yields a grid resolution of ∆x 4 h −1 Mpc. The initial Gaussian density field is smoothed with a Gaussian kernel of size RG = 5 h −1 Mpc to avoid grid artifacts as well as the non-linear distortions induced by the log-normal transformation. This scale is significantly smaller than those we focus on, or than the SKA beam, and therefore the impact of this smoothing on our results is negligible.
We generate 21cm intensity maps with a frequency resolution of ∆ν = 1 MHz. To each of these maps we first add the simulated foreground maps, smooth them using the SKA Gaussian beam and add the instrumental noise as described above. To study the case of ideal noise-free cosmic-variance cancellation we also simulate equivalent maps of the galaxy Figure 2 . Galaxy (left) and HI map at 1050 MHz (z 0.35) with a redshift bin width of ∆z = 0.1. We choose a low-redshift bin in order to make the tight correlation between both maps more visually apparent. Both maps trace the same DM background, and show the pure cosmological signal, before inclusion of foregrounds, beam smoothing or noise. Note that the HI maps were generated in much thinner bins of ∆ν = 1 MHz. Noise, beam and foreground simulation was done in these thin bins, and those maps were later merged to match the thicker bins of the galaxy maps.
overdensity without shot noise. We simulate these as an alternative intensity mapping species with unit mean temperature and a bias given by the galaxy bias. The foregrounds are simulated using ForGet, part of the publicly available CRIME package 8 (Alonso et al. 2014) . We consider 4 unpolarized foreground sources, including galactic synchrotron, galactic and extragalactic free-free emission and extragalactic point sources.
From these outputs we produce maps of the 21cm temperature fluctuations and of the galaxy overdensity on thin radial bins with an equivalent frequency width ∆ν = 1 MHz. After the foreground cleaning stage, described in section 3.2, the resulting 21cm maps are merged to thicker bins with a width of ∆z = 0.1, and the same is done to estimate the galaxy overdensity in bins of the same width.
Finally, in order to study the statistical properties of our estimators, we generate Nsim = 200 simulations of the dark matter background, using different seeds for the Gaussian density field. Each simulation is populated with the HI and galaxy distributions, using different seeds for the noise realization and foreground maps. All simulations assume a ΛCDM cosmological model with parameters (ΩM , Ω b , ns, σ8, h) = (0.3, 0.05, 0.96, 0.8, 0.7). Figure 2 shows simulated maps of the galaxy overdensity (left) and the HI temperature (right) using this procedure at a redshift z 0.35. Both maps are very strongly correlated, and display similar structures. This tight correlation is the basis for the cosmic-variance cancellation implicit in multi-tracer studies.
Foreground Removal
Foreground removal methods for 21cm intensity mapping (Chapman et al. 2013; Wolz et al. 2014; Shaw et al. 2014 Shaw et al. , 2015 Alonso et al. 2015a; Zuo et al. 2018) try to separate the cosmological and foreground signals by making use of their different spectral properties: while foregrounds are expected to have a smooth dependence with frequency, which 8 https://github.com/damonge/CRIME should also be highly correlated across the sky, the cosmological signal follows the large-scale structure, and therefore contains power across a large range of Fourier scales (both in frequency and angles).
Let d be a vector containing our measurements of the brightness temperature along a fixed line of sight. In general it will contain contributions from foregrounds f , cosmological signal c and instrument noise n:
where we have grouped all noise-like components into s ≡ c+n. Most foreground removal methods recover an estimate of s by linearly filtering the data:
using a filter W that minimizes the presence of foreground residuals on s. For instance, principal component analysis (PCA) corresponds to a filter W = 1 − UPC, where UPC is the matrix of principal eigenvectors of the data covariance matrix. As another example, a linear fit to a set of smooth functions of frequency, stored in the columns of a matrix A, would correspond to a choice of filter
where S is the covariance of s. After filtering, the cleaned signal
will contain both a version of the original signal where typically the longer-wavelength radial modes have been downweighted (Ws), as well as foreground residuals (Wf ), unless a perfect knowledge of the foreground spectral behaviour can be achieved. This has two main consequences when it comes to using sc for cosmology:
• Unless foregrounds have been perfectly removed (which is never the case), the auto-correlation of the 21cm data will be contaminated by foreground residuals that must be marginalized over (unless we can convince ourselves that their amplitude lies below the noise level at the relevant length scales).
• Even when cross-correlating with other tracers of the large-scale structure, the loss of radial modes implied by the filter W must be taken into account and corrected for in the model for the cross-correlation.
The first effect is inherent to 21cm auto-correlations, and can only be overcome if the residual contamination is sufficiently small, or if a sufficiently accurate foreground model can be built to marginalize over their contribution. However, since we always know the filter W used by the foreground cleaning pipeline, the second effect can be modelled and taken into account. In general, the action of W will be to remove power from the largest radial scales, thus reducing the overall amplitude of any projected clustering statistic. Characterizing this reduction exactly requires a full model of the 3D power spectrum, however we will take a simpler approximate method here, similar to the procedure used in e.g. Masui et al. (2013) ; Switzer et al. (2013) . We model the impact of W on the angular power spectrum as a scaledependent, multiplicative transfer function T . I.e.:
HereC and C denote power spectra computed after foreground removal and in the absence of foregrounds respectively, andC HH does not include the contribution from foreground residuals (i.e. it is only the auto-correlation of the first term in Eq. 16). We estimate the transfer function from our simulations as:
where C HH is the auto-correlation of a foreground-free simulation, CH H is the cross-correlation between a foregroundcleaned and a foreground-free simulation (we have subtracted the noise bias from both power spectra), and denotes averaging over all simulations.
After accounting for this loss of modes, the estimators A, X in Equations 10 and 11 above become
RESULTS
Theoretical expectation
Before we set off to use our simulations to study the feasibility of multi-tracer methods for intensity mapping, it is instructive to produce a theoretical estimate of the expected performance of our estimators, in order to better understand the simulated results, as well as the main sources of cosmic variance cancellation. From the expressions for A and X in Eqs. 10 and 11, we can write, for one particular realization:
X, = X,
where, as before, all hatted quantities (e.g.ˆ X, ) are measurements of the equivalent non-hatted observables in a given realization, and ∆Ĉ XY is the fluctuation around the mean C XY in a given realization. Linearising with respect to these fluctuations, we obtain:
To first order, the inverse-squared signal-to-noise ratio can be found by taking the expectation value of the square of the above quantities, obtaining:
where
For Gaussian fields, a simplified estimate of the covariance matrix (that does not account for e.g. survey geometry) is (Knox 1995) :
where f sky is the survey sky fraction and ∆ is the width of the C bandpowers used in the analysis. Substituting this result into the equations above we obtain a final expression for the theoretical signal-to-noise ratio:
where n ≡ (2 + 1)f sky ∆ is the number of available modes in a given bandpower. Inspecting Eqs. 28 and 29, the idea of cosmic variance cancellation becomes apparent: for perfectly correlated tracers (C gH ≡ C HH C gg ), and in the absence of noise (N gg , N HH → 0), the negative terms in these equations, originating from the covariance between numerator and denominator in the estimators, exactly cancel the positive give slightly lower signal-to-noise than the theoretical predictions (dotted-dashed lines) in the upper panel from section 4.1. Naturally, opt (yellow) has the smallest variance, while A and X perform similarly (blue and red, respectively). All of them beat the cosmic variance estimator CV + (cyan), in the foregroundfree case including noise and beam by a factor of 2-4, and in the noiseless case by a factor of 3-8. It is worth noting that little or no sensitivity is lost by discarding all 21cm auto-correlation information and using only cross-correlations (red vs. orange lines).
terms, and we obtain (S/N ) −1 → 0. This cosmic variance cancellation would not be possible if the observables entering the estimators were not strongly correlated, as would be the case if, for instance, the 21cm maps and galaxy catalog covered non-overlapping regions of the sky. In this case, Cov HH,gg = 0, and the signal-to-noise ratio for a cosmicvariance limited version of A, would read:
We will make use of these theoretical estimates (Eqs. 28, 29 and 30) in the next section to validate the results of our simulated results in the absence of foregrounds.
Foreground-free results
In order to quantify the full power of the cosmic variance cancellation in the estimators described in Section 2.3, we first explore the results from simulations without foregrounds or foreground removal, while including noise, masking and beam smoothing. In this case, all the radial modes are present in the HI data (i.e. the transfer function is T = 1), and can be used to constrain the bias ratio. The upper panel of Figure 3 shows the signal-to-noise ratio of all estimators as a function of multipole for the redshift bin centered around z = 0.8. For concreteness, the quantity plotted is 
and
Here, angle brackets denote averaging over all simulations. Note that we define true as the value of the estimator found in foreground-free simulations, and not as the bias ratio given in Eq. 9. This is due to the fact that the bias functions and the background 21cm temperature vary slightly within the redshift bin, giving rise to a non-negligible scale dependence of the estimators that would be interpreted as a bias when compared with averages of over redshift, even for foreground-free simulations. For comparison, the figure also shows results for an additional estimator CV + , defined as a version of A in which the auto-power spectra of 21cm and galaxies are computed from simulations with different seeds. The aim of this estimator is to show the results that would be obtained in the absence of cosmic-variance cancellation (e.g. as would be the case when trying to constrain fNL from a single tracer). Note that we calculate CV + in different scenarios, also including instrumental noise, therefore it is not necessarily limited by cosmic-variance.
The signal-to-noise ratio (SNR) of all estimators is shown in the top panel of Figure 3 , which shows how it should be possible to significantly increase the sensitivity within the multipole range 100 by a factor of up to ∼ 4 with respect to the CV-dominated case. This is true for both A and X, which achieve very similar sensitivities. The tight correlation between both estimators implies that the improvement associated with combining both into opt is mild, and that very little information is lost by using only cross-correlation information and discarding the 21cm autocorrelations. For comparison, we show the theoretical predictions derived in the previous section as dashed lines. The theory lines follow the same trends as the simulated results, although they predict a SNR that is ∼ 1.3 times higher than the simulations, owing to the approximations that go into their derivation. In all cases, no significant cosmic variance cancellation can be achieved beyond the scale of the SKA beam ( ∼ 100), and the overall SNR drops significantly.
The impact of noise on cosmic-variance cancellation can be further explored in a more idealized scenario, by making use of noiseless maps (i.e. simulations containing no 21cm instrumental noise or galaxy shot noise, as described in Section 3.1). The results, in terms of S/N , are shown in the lower panel of Fig. 3 . Even in this idealized situation it is not possible to achieve exact cosmic variance cancellation (S/N −→ ∞), and the relative improvement with respect to the CV-dominated case asymptotes at a factor of ∼ 4 − 5. This is caused by two factors: the redshift evolution of the bias functions within the relatively thick redshift bins, and the non-linear lognormal transformation used by CoLoRe to guarantee positive-definite density fields. Both effects pro- . We demonstrate the effectiveness of foreground cleaning with 7 (top) and 9 degrees of freedom (bottom). The relative difference ζ is defined in Eq. 34. For our purposes (measuring large scales), cleaning with 7 degrees of freedom is clearly not sufficient as it leaves residuals on scales up to 100. Therefore the choice of N FG = 9 is adopted throughout this work unless otherwise stated. The horizontal lines indicate the frequency binning used in this analysis, corresponding to a fixed width in redshift of ∆z = 0.1. duce slight differences in the galaxy and HI maps that prevent exact cosmic variance cancellation. We can only expect the impact of both effects to increase in a more realistic situation, in the presence of uncertain and scale-dependent bias relationships. As expected, the absence of noise allows this level of CV cancellation to be sustained beyond ∼ 100, in comparison with the results described above.
Although the results presented here are encouraging in terms of the large relative improvement with respect to the CV limit, their validity must be verified when foregrounds are included. 21 (blue) and 54 66 (orange). The transfer function shows only a mild scale dependence, but drops significantly at the edges of the redshift range, where foreground removal is less efficient (see (Alonso et al. 2015a) ).
Foreground removal
To remove the foregrounds from our simulations, we use the Principal Component Analysis method (PCA), as described in Alonso et al. (2015a) . In short, the method is based on de-projecting the principal eigenmodes of the frequencyfrequency covariance matrix estimated from the data, under the assumption that those modes are the ones most contaminated by foregrounds. The level of conservativeness in the foreground removal stage can be parametrized by the number of de-projected modes, which we will refer to as the number of foreground degrees of freedom NFG.
In order to estimate the number of foreground degrees of freedom that must be de-projected in our simulations, we ran the foreground removal algorithm on all of them for different values of NFG. For each value, we use, as a diagnostic for foreground contamination, the relative systematic deviation in the angular power spectrum as a function of frequency and angular scale, defined as
Here C free and C clean are the power spectra for foregroundfree simulations and for simulations in which NFG foreground modes have been subtracted respectively. The optimal NFG was then determined as the minimum value that achieves an acceptable degree of foreground removal over a large fraction of the − ν plane. This quantity is shown in Fig. 4 for the cases NFG = 7 and NFG = 9. Green colours represent a higher power spectrum with respect to the true one, and are a sign of foreground contamination, while purple areas represent lower power spectrum amplitudes and denote a loss of signal-dominated modes caused by overfitting. As mentioned in Section 3.2, the latter effect can be corrected analytically once the foreground removal transformation has been established (e.g. through the transfer function T ), and therefore we seek to minimize foreground contamination. In view of the results shown in this figure, we chose to use NFG = 9 as our fiducial value. The transfer function associated with this choice of NFG, as defined in + fg free opt fg free Figure 6 . The signal-to-noise ratio for all estimators in the full analysis plus opt and CV + in the foreground-free case, as references. The inclusion of foregrounds in the analysis introduces a significant degradation in sensitivity, and only a slight improvement (a factor ∼ 1.5) over the foreground-free cosmic-variance limit (dashed cyan line) is possible. Figure 5 for all different redshift bins as a function of scale.
Section 3.2, is shown in
Results in the presence of foregrounds
As described in Section 3.2, the effect of foregrounds is twofold:
(i) Foreground contamination in the auto-correlation will lead to a bias in A that can be statistically significant;
(ii) Foreground removal will erase some of the longwavelength modes in the signal. This reduces the number of common modes between the foreground-cleaned intensity maps and the galaxy distribution, thereby degrading the performance of the multi-tracer technique.
We first quantify these two effects and then elaborate on their root causes and possible ways around them.
Sensitivity and bias
The impact of the loss of long-wavelength modes in the method's sensitivity can be studied through the signal-tonoise ratio defined in Section 4.2. The results are shown in Fig. 6 as solid lines for A, X and opt as a function of scale for a redshift bin at z = 1. The figure also shows the results for the cosmic-variance dominated estimator CV + described in Section 4.2 as a solid cyan line. When comparing with the CV limit in the presence of foregrounds we observe that all estimators are able to improve upon CV + , although now only by a factor of ∼ 2. However, when comparing with the full constraining power in the absence of foregrounds, shown as a dashed orange line for opt and as a dashed cyan line for CV + in the same figure, we observe a significant loss in S/N and that the impact of foregrounds prevents the estimators from producing a significant improvement in sensitivity with respect to an analysis without CV-cancellation (as would be Figure 7 . The signal-to-noise (bottom) and bias-to-noise ratio (top) as a function of redshift, for A (blue), X (red) and opt (yellow) in the full analysis. The bias for opt and A increases for low and high redshifts, because foreground cleaning is less effective there (see also figures 4 and 5). The bias in X is compatible with 1σ fluctuations, thanks to lack of foreground residuals in the HI − galaxy cross-correlation. Foreground cleaning still introduces a random error in all estimators, which is highest at the upper and lower ends of the frequency range, similar for all estimators.
the case of a single-tracer galaxy survey). We explore this effect in more detail below.
To explore the first effect described at the beginning of this section (the foreground bias), we start by defining the "bias-to-noise" ratio for a given estimator as
where true and σ are defined in Section 4.2. We compute this quantity for all redshift bins and multipoles, and then estimate a scale-averaged b/N as a quadrature sum of the -dependent ratio
where the sum is taken over the range of relevant multipoles. This quantity is shown in the upper panel of Fig. 7 as a function of redshift for the three estimators considered here. While the bias of the cross-correlation-based estimator X is compatible with ∼ 1σ fluctuations, the use of autocorrelations through either A or opt produces noticeable biases of up to 10σ, caused by foreground contamination. The lower panel of the same figure shows the integrated S/N ratio (estimated as a quadrature sum over power spectrum multipoles), and reinforces our conclusion that all estimators achieve similar sensitivities, and therefore we do not incur in any significant loss by dropping all auto-correlation informa- tion and using only cross-correlations for which foregrounds do not induce any bias. Finally, we summarize the main findings of this section in Fig. 8 
The effects of foregrounds
We have carried out a number of tests to further understand the effects of foregrounds on multi-tracer analyses, and to explore different avenues to mitigate these effects.
As we have seen, the cross-correlation estimator X is immune to foreground bias and its use does not incur in any significant penalty in terms of sensitivity. Therefore, the main impact of foregrounds in 21cm observations is the loss of long radial wavelength modes present in the galaxy distribution. To quantify this effect we have studied the radial 1D power spectrum P1D(k ), defined as the variance of the lineof-sight Fourier coefficients of our 21cm maps. In practice we estimate this observable, as outlined in Villaescusa-Navarro et al. (2017) , by computing the Fourier transform for a given pixel across all frequencies:
Note that we use ν/ν21, as a radial coordinate, where ν21 = 1420 MHz is the frequency of the 21cm line, and therefore the radial wavenumber k is dimensionless 9 . The 1D power spectrum is then computed as the covariance between two 6 × 10
free × free free × cleaned Figure 9 . Radial HI power spectrum, averaged over 200 simulations, showing the auto-correlation of foreground free-maps (solid line) and the cross-correlation of foreground-free and foregroundcleaned maps (dotted line). Note that we use a non-standard dimensionless radial coordinate ν/ν 21 (see Eq. 37), and therefore the wave number k is also dimensionless. The loss of longwavelength radial modes is apparent in the drop of the dotted line for k 100. The grey shaded area indicates the smoothing scale due to the redshift bin width of ∆z = 0.1, associated with the LSST photo-z uncertainty. Unfortunately this is where foreground cleaning works best and the solid and dotted lines agree, limiting the scale overlap between both types of observations. fields ∆T1 and ∆T2:
where the average is taken across all unmasked pixels and all simulations. Figure 9 shows two 1D power spectra, computed from the auto-correlation of the foreground-free simulations (solid A 7 dof X 7 dof Figure 10 . The signal-to-noise ratio for X (red) and A (blue) with noise and foregrounds, comparing results obtained from cleaning with 9 (solid lines) and 7 foreground degrees of freedom (dashed lines). The contribution of foreground residuals to the estimator noise outweighs the potential improvement in sensitivity due to the milder subtraction of long-wavelength modes, and the N FG = 7 case yields a poorer results than our fiducial choice of N FG = 9.
line) and from the cross-correlation of the foreground-clean and foreground-free simulations (dotted line). Although both power spectra match on small scales (k 200), the loss of long-wavelength radial modes becomes apparent on larger scales, where the amplitude of the cross-correlation becomes significantly smaller than the foreground-free power spectrum. On the other hand, the radial smearing effect of photometric redshifts will erase all structure on scales smaller than the photo-z error σz. Since ν/ν21 = (1 + z) −1 , we can associate σz with a threshold wavenumber k ph ≡ π(1+z) 2 /σz. At z ∼ 1 and assuming σz = 0.03 (1 + z), we obtain k ph ∼ 200, which coincides with the scale at which the mode loss to foregrounds becomes noticeable. The bin width ∆z = 0.1 would correspond to a scale k ∼ 125, and so effectively all the modes within the shaded region of Fig. 9 are erased in the data, due to the top-hat smoothing. The range of radial scales over which a significant overlap between 21cm observations and an LSST-like galaxy sample can be found becomes significantly reduced, which has a negative impact on the cosmic variance cancellation of the estimators studied here.
To circumvent this problem we have explored a few alternative avenues:
• Foreground degrees of freedom. To reduce the number of modes lost to foreground removal it is worth exploring the possibility of subtracting a smaller number of degrees of freedom at that stage. As discussed in Section 4.3, this will produce significant foreground residuals that will bias the auto-correlation but, since X is immune to this bias, its sensitivity might benefit significantly from the presence of additional signal modes. However, although the foreground residuals will not contribute to the bias of X, they will also provide a contribution to its variance, and therefore there will be a balance between the preservation of fig. 6 , but working in thin bins of ∆ν = 1 MHz for both the galaxy and HI maps. We show the signal-to-noise ratio for all estimators in the full analysis, and opt in the foreground free case. The latter is worse due to the smaller information content in the much thinner bin, but notably all solid lines actually outperform the respective results obtained from thick bins. This is due to the much bigger overlap of radial modes in the galaxy and HI power spectra when precise galaxy redshifts are assumed. Note that the full constraining power in this case would be realized by combining the information from the much larger number of redshift bins. Bottom panel: same as fig. 8 , but also for the thin frequency bin. While the shape and size of the distributions of X (red) and A (blue) hardly change, the bias in A becomes negligible, due to the larger relative number of overlapping radial modes between the 21cm and galaxy data.
long-wavelength modes and the contribution of foreground residuals to the noise. Figure 10 shows the S/N ratio of A (blue) and X (red) for the fiducial case, in which NFG = 9 foreground degrees are subtracted (solid lines) and for an alternative scenario with NFG = 7 (dashed lines). No significant improvement is obtained in both cases, and in fact we observe a reduction in sensitivity on large scales. Therefore, at least for this setup, the contribution of foreground residuals to the estimator variance outweighs the impact of the additional signal degrees of freedom allowed by a more lenient removal stage.
More efficient foreground removal methods preserving more information from the signal while at the same time removing all residuals on large scales could potentially improve this result.
• Thinner redshift bins. The large photo-z uncertainties that can realistically be achieved by an experiment like LSST will make the use of redshift bins smaller than ∆z ∼ 0.1 pointless. This is due to the strong correlations between narrower bins induced by the photo-z scatter. Nonetheless, it is worth exploring the possible cosmicvariance cancellation gains if a better redshift precision were available. To do so, we have repeated our analysis making use of redshift bins with width ∆z = 0.02.
The results of this exercise are shown in Fig. 11 for a bin centered around z ∼ 0.8. The the upper panel corresponds to the signal-to-noise as a function of scale, and shows an improvement of a factor ∼ 2 with respect to the cosmicvariance-limited case for all estimators. Although this is comparable with the results shown for individual bins with ∆z = 0.1, the number of uncorrelated bins available in this case is 5 times larger, and therefore the total signal-to-noise increases significantly. The lower panel of the same figure shows the distributions of A and X for the same redshift bin across all simulations and values of . The significant bias in A observed in Fig. 8 is now gone, owing to the relative increase in radial modes on which the 21cm signal dominates over foreground residuals.
As we emphasized above, although higher redshift resolution improves the performance of multi-tracer methods for 21cm intensity mapping, photometric redshift surveys are unlikely to achieve the required redshift accuracy. On the other hand, although spectroscopic surveys can easily reach that level of radial resolution, they can only do so for a substantially smaller number of objects, and the larger shot noise will inevitably affect the performance of the multitracer technique. The most promising option is perhaps intensity mapping of other emission lines (e.g. the CO line (Padmanabhan 2018) ), as long as the instrumental noise can be reduced sufficiently.
• Matching scales. Finally, another possibility would be to subject the galaxy overdensity data to the same linear transformation that downweights the long wavelength modes in the 21cm maps. If this can be done with sufficient accuracy, the resulting auto and cross-power spectra should manifest the same fluctuations around the mean on a realization-by-realization basis, and a higher degree of CV cancellation could be expected from the estimators used here, based on ratios of those quantities.
Note that in a more optimal analysis, where the full data from the 21cm maps and the galaxy overdensity are used, including all the signal-dominated radial and angular modes (instead of just the power spectrum ratios of matching redshift bins), this is unlikely to provide any advantage over preserving all of the modes in the latter probe. A likelihood evaluation of the full data would automatically produce the cancellation of cosmic variance on all common modes, and would use the additional galaxy long-wavelength modes to increase the final constraints further.
Thus, to summarize: although multi-tracer methods applied to 21cm data in cross-correlation with photometric redshift surveys do improve the constraining power beyond the Table 1 . Signal-to-noise from combining all redshift bins for all estimators and all modelling scenarios of this work. Here using 9 degrees of freedom for the foreground cleaning and a redshift bin width of ∆z = 0.1. While A uses the HI and galaxy autocorrelations, X uses the HI-g cross-correlation and g-g autocorrelation and opt is the inverse variance-weighted sum of both (eqs. 10 -12). The estimator CV + on the other hand uses autocorrelations with different DM realizations for the galaxy and HI populations and shows the constraints achievable in the absence of multi-tracer cosmic variance cancellation.
cosmic variance limit, this improvement is strongly hampered by the loss of long-wavelength modes, common to both datasets, due to the presence of foreground contamination and low z resolution. Multi-tracer analyses using 21cm observations are therefore more likely to achieve a better performance when combined with other intensity mapping data or spectroscopic surveys, assuming the noise amplitude of the latter (instrumental or shot-noise) can be reduced sufficiently.
DISCUSSION
21cm intensity mapping and photometric redshift surveys are two promising techniques to study the three-dimensional distribution of matter in the Universe on large scales. A number of cosmological observables, such as the level of primordial non-Gaussianity, benefit from the combined analysis of multiple proxies of the same density inhomogeneities in what is known as the "multi-tracer" technique. In this paper we have explored the feasibility of multi-tracer analyses that exploit the combination of the two aforementioned probes, for the particular case of 21cm observations to be carried out by an SKA-like instrument and an LSST-like galaxy sample. For concreteness, we have focused our analysis on two estimators of the bias ratio for both samples, A and X, described in Section 2.3. Since these estimators make use of the 21cm auto-correlation and its cross-correlation with galaxies respectively, they allow us to explore both the bias induced on A by the presence of foreground residuals, and the potential loss of information associated with dropping auto-correlation information ( X). For completeness, we also consider an optimal inverse-variance combination of both estimators, opt, that uses all the data available.
In the absence of foregrounds, we show that both A and X are able to achieve similar sensitivities, with little improvement when using opt due to the tight correlation between both estimators. When compared with the a cosmic-variance contaminated measurement of the same bias ratio, we show that these estimators are able to improve the signal-to-noise by a factor of ∼ 4-5, even when compared to the cosmic-variance-contaminated, noise-free case, showcasing the tremendous potential gains of the multi-tracer technique.
The impact of the presence of foregrounds in the 21cm data is twofold. On the one hand, residuals after foreground removal produce an offset in the HI auto-correlation which biases both A and X at high significance. We show however, that X is immune to this bias, while preserving the same statistical power as the two other estimators. On the other hand, foreground removal is based on the separation of foregrounds and cosmological signal through their different spectral behaviour, effectively down-weighting the radial long-wavelength modes where foregrounds dominate. Since photometric redshifts effectively erase all structure along the line of sight on all but the largest scales, the overlap between SKA and LSST in the k -k ⊥ plane reduces significantly, partially spoiling the cosmic variance cancellation. We show that, in this case, the sensitivity of all estimators drops by more than a factor of ∼ 2, and that the improvement in signal-to-noise ratio with respect to a cosmic-variancelimited measurement made in the same circumstances is now only a factor ∼ 2. This drops to a smaller ∼ 50% improvement when we compare either estimator with the cosmicvariance-limited measurement without foregrounds. These results are summarized in Table 1 , which shows the cumulative signal-to-noise (quadrature-summed over all multipoles and redshift bins) for the three estimators as well as the CV limit in different scenarios regarding the presence of noise and foregrounds.
We have also explored two possible ways to overcome this problem. First, a less aggressive foreground removal that leaves a larger fraction of foreground residuals in the maps, would also leave a larger number of long-wavelength modes untouched, increasing the scale overlap between LSST and SKA. In practice, however, we have seen that the contribution of the foreground residuals to the estimator uncertainties in fact decrease the total SNR when a smaller number of foreground degrees of freedom are subtracted. Another way to increase the scale overlap between both experiments would be to reduce the size of the redshift bins used in the analysis. Although this is not a real possibility for photometric surveys, since structures can never be resolved on scales smaller than the photo-z uncertainty, this case allows us to explore other possible synergies with either spectroscopic surveys or intensity mapping observations of other emission lines. Our results show that in this case the gain in sensitivity associated with the multi-tracer technique is likely restored, with the added advantage that the foreground bias is also reduced due to the larger fraction of signal-dominated modes. Since the shot noise associated with currently planned widearea spectroscopic surveys is likely to be too large for the multi-tracer technique to be effective, we argue that the most promising way forward for these types of analysis may be the combination of intensity mapping observations for different emission lines.
In a follow up work we plan to study these new avenues in more detail, first by considering constraints on fNL directly, and including estimators that can deal naturally with the mismatch in the modes that are removing in different surveys does allowing a more perfect cancellation. We will also consider other foreground cleaning methods that might be less aggressive on cleaning this large scales and new tracers with higher redshift resolution.
