We show that the number of real roots of random trigonometric polynomials with i.i.d. coefficients, which are either bounded or satisfy the logarithmic Sobolev inequality, satisfies an exponential concentration of measure.
Introduction
Consider a random trigonometric polynomial of degree n P n (x) = 1 √ n n k=1 a k cos(kx) + b k sin(kx),
where a k , b k are i.i.d. copies of a random variable ξ of mean zero and variance one. Let N n denote the number of roots of P n (x) for x ∈ [−π, π]. It is known from a work of Qualls [25] that when ξ is standard gaussian then EN n = 2 (2n + 1)(n + 1)/6.
By a delicate method based on the Kac-Rice formula, about ten years ago Granville and Wigman [14] showed Theorem 1.1. When ξ is standard gaussian, there exists an explicit constant c g such that Var(N n ) = (c g + o(2))n.
Furthermore, N n − EN n √ c g n → N(0, 1).
This confirms a heuristic by Bogomolny, Bohigas and Leboeuf. More recently, Azaïs and León [3] provided an alternative approach based on the Wiener chaos decomposition. They showed that Y n (t) = P n (t/n) converges in certain strong sense to the stationary gaussian process Y (t) of covariance r(t) = sin(t)/t, from which variance and CLT can be deduced.
These methods do not seem to work for other ensembles of ξ. Under a more general assumption, recent result by O. Nguyen and Vu [23] shows that Theorem 1.2. Assume that ξ has bounded (2 + ε 0 )-moment for a positive constant ε 0 , then there exists a constant c > 0 such that EN n = (2/ √ 3 + O(n −c ))n and 1 Var(N n ) = O(n 2−c ).
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1 See [9, Section 8].
Furthermore, assuming that |ξ| has finite moments of all order, under an anti-concentration estimate on ξ of the form that there exists an r > 0 and a ∈ R for which P(ξ ∈ A) ≥ cLeb(A) for all A ⊂ B(a, r), a special case of a recent result by Bally, Caramellino, and Poly [6] regarding the number N n ([0, π]) of roots over [0, π] 2 reads as follows. Our goal in this note is rather different from the results above, in that we are interested in the concentration (deviation) of N n rather than the asymptotic statistics. In some way, our work is motivated by a result by Nazarov and Sodin [20] on the concentration of the number of nodal domains of random spherical harmonics, and by the exponential concentration phenomenon of the number of zeros of stationary gaussian process [4] . See also [13] . We will show the following.
Theorem 1.4. Let C 0 be a given positive constant, and suppose that either |ξ| is bounded almost surely by C 0 , or that its law satisfies the logarithmic Sobolev inequality (5) with parameter C 0 . Then there exist constants c, c such that for ε ≥ n −c we have that P(|N n − EN n | ≥ εn) ≤ e −c ε 9 n .
Note that in case ξ is Gaussian, Theorem 1.4 bears resemblance to [4] . Note however that it is not immediate to read Theorem 1.4 from [4] , since there is no direct relation between the length of time interval T in the latter and n. It is plausible that with some effort, one could modify the proof technique in [4] to cover this case. Our methods however are completely different and apply in particular to the Bernoulli case.
We also remark that in the Gaussian case, by following [10] our result yields the following equi-distribution interpretation. Consider the curve γ(x) on the unit sphere S 2n−1 defined by our polynomial,
For each x, let γ(x) ⊥ be the set (known as "great hypercircles") of vectors on S 2n−1 that are orthogonal to γ(x). Let γ ⊥ be the region (counting multiplicities) swept by γ(x) ⊥ when x varies in [−π, π]. Then γ ⊥ covers S 2n−1 uniformly in the sense that the Haar measure of those sphere points that are covered k-times,
, is at most e −c ε 9 n whenever n −c ≤ ε. In another direction, our result also implies an exponential-type estimate for the persistence probability that P n (x) does not have any root (over [−π, π], and hence entirely).
Our overall method is somewhat similar to [20] , but the situation for trigonometric functions seems to be rather different compared to spherical harmonics, for instance we don't seem to have analogs of [20, Claim 2.2] or [20, Claim 2.4] for trigonometric polynomials. Another different aspect of our work is its universality, that the concentration phenomenon holds for many other ensembles where we clearly don't have invariance property at hands. One of the main ingredients is root repulsion, which has also been recently studied in various ensembles of random polynomials, see for instance [12, 8, 22, 24] among others.
Finally, we remark that Theorem 1.4 can also be extended to other types of ξ not necessarily bounded nor satisfying the logarithmic Sobolev inequality. For instance when |ξ| has sub-exponential tail, then our method, taking C 0 = n δ in Theorem 2.5 with an appropriate δ , yields a sub-exponential concentration of type P(|N n − EN n | ≥ εn) = O(e −(εn) δ ) for some constant 0 < δ < 1. Additionally, by the same argument, for any C > 0, if E(|ξ| C ) < ∞ for some sufficiently large C then P(|N n − EN n | ≥ εn) = O((εn) −C ) .
Before concluding this section we record here a corollary from Theorem 1.2 which will be useful later: for ξ as in the theorem, for any ε > 0 we have
(2)
Notation. We will assume n → ∞ throughout the note. We write X = O(Y ), X Y , or Y X if |X| ≤ CY for some absolute constant C. The constant C may depend on some parameters, in which case we write e.g.
In what follows, if not specified otherwise, all of the norms on Euclidean spaces are L 2 -norm (i.e. d 2 (.) distance).
Some supporting lemmas
In this section we gather several well-known results regarding trigonometric polynomials. On the deterministic side, a useful ingredient is the classical Bernstein's inequality in L 2 (T), where T = [−π, π]. The proof is immediate from the orthogonality relations satisfied by the trigonometric base.
Another crucial inequality we will be using is the so-called large sieve inequality. 
where δ is the minimum of the gaps between x i , x i+1 on the torus.
As a corollary, we obtain Proof. Choose a maximal set of δ-separated points x i for which |f (x i )| ≥ λ. Then by Theorem 2.2 we have M λ 2 ≤ 2n+δ −1 2π τ 2 . We can apply the same argument for f where by Bernstein's inequality we have f 2 ≤ n f 2 ≤ nτ .
We next introduce an elementary interpolation result (see for instance [7, Section 1.1, E.7]). Lemma 2.4. Assume that a trigonometric polynomial P n has at least m zeros (counting multiplicities) in an interval I of length r. Then
Consequently, if P n has at least m roots on an interval I with length smaller than (1/8e)m/n, then for any interval I of length (1/8e)m/n and I ⊂ I we have
as well as max
Proof. It suffices to show the estimates for P n because P n has at least m − 1 roots in I. For P n , by Hermite interpolation using the roots x i we have that for any θ ∈ I there exists x ∈ I so that
On the probability side, for bounded random variables we will rely on the following consequence of McDiarmid's inequality.
Theorem 2.5. Assume that x = (x 1 , . . . , x n ), where x i are iid copies of ξ of mean zero, variance one, and |ξ| ≤ C 0 with probability one. Let A be a set in R n . Then for any t > 0 we have
For random variables ξ satisfying the log-Sobolev inequality, that is so that there is a positive constant C 0 such that for any smooth, bounded, compactly supported functions f we have
where
, we use the following.
Theorem 2.6. Assume that x = (x 1 , . . . , x n ), where x i are iid copies of ξ satisfying (5) with a given C 0 . Let A be a set in R n . Then for any t > 0 we have
The proofs of these well-known results will be presented in Appendix B for completeness.
Repulsion estimate
We show that the measure of t ∈ [−π, π] where both |P n (t)| and |P n (t)| are small is negligible. More precisely we will be working with the following condition.
Condition 1. Let 0 < τ ≤ 1/64 be given, and let C 0 be a positive constant to be chosen sufficiently large. Assume that t ∈ [−π, π] is such that there do not exist integers k with |k| ≤ C 0 satisfying kt/π R/Z ≤ n −1+8τ .
Here . R/Z is the distance to the nearest integer.
Theorem 3.1. Assume that ξ has mean zero and variance one. Then as long as α > 1/n, β > 1/n and t satisfies Condition 1 with given τ, C 0 we have
In application we just choose α, β to be at least n −c for some small constant c. We will also choose τ = 1/64. Note that we can view the event in Theorem 3.1 as a random walk event in R 2
where z i , z i are iid copies of the random variables ξ, with v i := (cos(it), − i n sin(it)) and v i := (sin(it), i n cos(it)).
We now discuss how to prove Theorem 3.1.
Given a real number w and the random variable ξ, we define the ξ-norm of w by
Using this notation, and that | sin(πx)| ≥ x R/Z , we can bound the characteristic function
where e(y) := e iy , as follows (see also [27, Section 5] ):
Hence if we have a good lower bound on the exponent i
where y = ξ 1 − ξ 2 . As ξ has mean zero and variance one, there exist strictly positive constants c 1 ≤ c 2 , c 3 such that P(c 1 ≤ |y/2π| ≤ c 2 ) ≥ c 3 , and so
We then rely on the following estimate, whose proof will be presented in Appendix A.
Theorem 3.2. Under the same assumption on ξ as in Theorem 3.1, and with t satisfying Condition 1 with given τ, C 0 , the following holds for sufficiently large n. For any x ∈ R 2 such that n 5τ −1/2 ≤ x 2 ≤ n 1−8τ we have with the notation (6),
We now conclude the small ball probability estimate.
Proof. (of Theorem 3.1) As we can cover the given region by disks, without loss of generality we will consider α = β and work with balls of radius α. For convenience set
We can bound the small ball probability by (see for instance [1, Eq. 5.4] or [11, 16] )
We break the integral into three parts, J 1 when x 2 ≤ r 0 = O(1), J 2 when r 0 ≤ x 2 ≤ R = n 1−8τ , and J 3 for the remaining integral.
For J 1 , recall from (7) and (9) that
So if x 2 ≤ r 0 for sufficiently small r 0 then we have
for some constant c = c (c 1 ). Thus
Exceptional polynomials are rare
This current section is motivated by the treatment in [20, Section 4.2] . Let R > 0 be a sufficiently large constant. Cover T by 2πn R open interval I i of length (approximately) R/n each. Let 3I i be the interval of length 3R/n having the same midpoint with I i . Given some parameters α, β, we call an interval I i stable for a function f if there is no point in x ∈ 3I i such that |f (x)| ≤ α and |f (x)| ≤ βn. Let δ be another small parameter, we call f exceptional if the number of unstable intervals is at least δn. We call f not exceptional otherwise.
For convenience, for each P n (x) = 1 √ n n k=1 a k cos(kx) + b k sin(kx) we assign a unique (unscaled) vector v Pn = (a 1 , . . . , a n , b 1 , . . . , b n ) in R 2n , which is a random vector when P n is random. Let E e = E e (R, α, β; δ) denote the set of vectors v Pn associated to exceptional polynomials P n . Our goal in this section is the following. 
Then we have
where c is absolute.
We now discuss the proof. First assume that f (playing the role of P n ) is exceptional, then there are K = δn/3 unstable intervals that are R/n-separated (and hence 4/n-separated, as long as R is chosen larger than 4). Now for each unstable interval in this separated family we choose x j ∈ 3I j where |f (x j )| ≤ α and |f (x j )| ≤ βn and consider the interval B(x j , γ/n) for some γ < 1 chosen sufficiently small (given δ).
By Theorem 2.2 and Theorem 2.1 we have
On the other hand, in both the boundedness and the log-Sobolev cases we have f 2 ≥ 2 exponentially small, so without loss of generality it suffices to assume f 2 ≤ 2. We thus infer from the above that the number of j for which M j ≥
Consider our function over B(x j , γ/n), then by Taylor expansion of order two around x j , we obtain for any 
Hence, again by an averaging argument, the number of intervals where either max x∈B(xj ,γ/n) |g(x)| ≥ C 3 δ −1/2 τ or max x∈B(xj ,γ/n) |g (x)| ≥ C 3 δ −1/2 τ n is bounded from above by (1/3 − 2C −2 2 )δn/2 if C 3 is sufficiently large. On the remaining at least (1/3 − 2C −2 2 )δn/2 intervals, with h = f + g, we have simultaneously that
It follows that v h belongs to the set U = U(α, β, γ, δ, τ, C 1 , C 2 , C 3 ) in R 2n of the vectors corresponding to h, for which the measure of x with |h(x)| ≤ α and |h (x)| ≤ β n is at least (1/3 − 2C −2 2 )δγ (because this set of x contains (1/3 − 2C −2 2 )δn/2 intervals of length 2γ/n). Putting together we have obtained the following claim.
We next show that P(v Pn ∈ U) is smaller than 1/2. Indeed, let T e denote the collection of x ∈ T which can be n −1+8τ approximated by rational numbers of bounded height (see Condition 1, here we choose τ = 1/64).
Thus T e is a union of a bounded number of intervals of length n −1+8τ . For each P n , let B(P n ) (and B e (P n )) be the measurable set of x ∈ T (or x ∈ T c e respectively) such that {|P n (x)| ≤ α } ∧ {|P n (x)| ≤ β n}. Then the Lebesgue measure of B(P n ), µ(B(P n )), is bounded by µ(B e (P n )) + O(n −1+8τ ), which in turn can be bounded by
where we used Theorem 3.1 for each x. It thus follows that Eµ(B(P n )) = O(α β ) + O(n −1+8τ ). So by Markov inequality,
if α, β are as in (10) and then γ, τ are chosen appropriately, for instance as
Proof. (of Theorem 4.1) By Theorems 2.5 and 2.6 and using Claim 4.2 and (11), we have P(v n ∈ E e ) ≤ e −cτ 4 n .
Roots over unstable intervals
In this section we show the following lemma.
Lemma 5.1. Let ε be given as in Theorem 1.4. Assume that the parameters α, β, τ are chosen as in (10) and (12), and δ is chosen such that δ ≤ c 0 ε log(1/ε) (13) for some small positive constant c 0 . Assume that a trigonometric polynomial P n has at least εn/2 roots over δn disjoint intervals of length R/n. Then there is a set A ⊂ T of measure at least ε 1024e on which max
Before proving this result, we deduce that non-exceptional polynomials cannot have too many roots over the unstable intervals.
Corollary 5.2. Let the parameters ε, α, β, τ and δ be as in Lemma 5.1, and assume that R is such that δR < ε/1024e. Then a non-exceptional P n cannot have more than εn/2 roots over any δn intervals I i from Section 4. In particularly, P n cannot have more than εn/2 roots over the unstable intervals.
Proof. If P n has more than εn/2 roots over some δn intervals I i , then Lemma 5.1 implies the existence of a set A = A(P n ) that intersects with the set of stable intervals (because ε/(1024e) > δR), so that max x∈A |P n (x)| ≤ α and max x∈A |P n (x)| ≤ βn. However, this is impossible because for any x in the union of the stable intervals we have either |P n (x)| > α or |P n (x)| > βn.
We now prove Lemma 5.1. The main idea is that if P n has too many roots over a small union of intervals, then we can use Lemma 2.4 to show that |P n | and |P n | are small over a set of non-negligible measure.
Proof. (of Lemma 5.1) Among the δn intervals we first throw away those of less than εδ −1 /4 roots, hence there are at least εn/4 roots left. For convenience we denote the remaining intervals by J 1 , . . . , J M , where M ≤ δn, and let m 1 , . . . , m M denote the number of roots over each of these intervals respectively.
In the next step (which is geared towards the use of (3) and (4) of Lemma 2.4), we expand the intervals J j to larger intervalsJ j (considered as union of consecutive closed intervals appearing at the beginning of Section 4) of length cm j /R × (R/n) for some small constant c, such as c = 1/(16e). Furthermore, if the expanded intervalsJ i1 , . . . ,J i k ofJ i1 , . . . ,J i k form an intersecting chain, then we create a longer intervalJ of length c(m i1 + · · · + m i k )/R × (R/n), which contains them and therefore contains at least m i1 + · · · + m i k roots. After the merging process, we obtain a collectionJ 1 , . . . ,J M with the number of roots m 1 , . . . , m M respectively, so that m i ≥ εn/2. Note that nowJ i has length cm i /R × (R/n) ≈ cm i /n (because εδ −1 is sufficiently large compared to R) and the intervals are R/n-separated.
Next, consider the sequence d l := 2 l εδ −1 /4, l ≥ 0. We classify the sequence {m i } into groups G l where
Assume that each group G l has k l = |G l | distinct extended intervals. As each of these intervals has between d l and d l+1 roots, we have
For given α, β, we call an index l bad if
The total number of roots over the intervals corresponding to bad indices can be bounded by
where we used the fact that δ ≤ c0ε log(1/ε) for some small constant c 0 .
Now consider a group G l of each good index l. Notice that these intervals have length approximately between cd l /n and 2cd l /n. Let I be an interval among the k l intervals in G l . By Lemma 2.4 and by definition we have
as well as
On the other hand, as these k l intervals are R/n-separated (and hence 4/n-separated), by Theorem 2.2 and Theorem 2.1 we have
Hence we see that for at least half of the intervals
It follows from (14) and (15) that over these intervals
and similarly,
Letting A l denote the union of all such intervals J i of a given good index l, and letting A denote the union of the A l 's over all good indices l, we obtain (with µ denoting Lebesgue measure)
.
Finally, notice that over A we have max x∈A |P n (x)| ≤ 4λ ≤ α and max x∈A |P n (x)| ≤ 4λn ≤ βn.
We conclude the section by a quick consequence of our lemma. For each P n that is not exceptional we let S(P n ) be the collection of intervals over which P n is stable. Let N s (P n ) denote the number of roots of P n over the set S(P n ) of stable intervals. (1), where we used (2) and Theorem 4.1. For the second bound regarding E(N s (P n )1 Pn∈E c e ) , let N us (P n ) denote the number of roots of P n over the set of unstable intervals. By Corollary 5.2, for non-exceptional P n we have that N us (P n ) ≤ εn/2, and hence trivially E(N us (P n )1 Pn∈E c e ) ≤ εn/2. Because each P n has O(n) roots, we then obtain
proof of the main results
We first give a deterministic result (see also [20, Claim 4.2] ) to control the number of roots under perturbation. Proof. We may and will assume that f is not constant on I. By changing f (x) to λ 1 f (λ 2 x) for appropriate λ 1 , λ 2 , it suffices to consider µ = ν = 1. For each root x i , and for 0 < t ≤ 1 consider the interval I t (x 0 ) containing x 0 of those points x where |f (x)| < t. We first show that for any 0 < t 1 , t 2 ≤ 1 we have that I t1 (x 1 ) and I t2 (x 2 ) are disjoint for distinct roots x i ∈ I satisfying the lemma's assumption. Assume otherwise, because f (x 1 ) = f (x 2 ) = 0, there exists x 1 < x < x 2 such that f (x) = 0 and |f (x)| ≤ min{t 1 , t 2 }, and so contradicts with our assumption. We will also show that I 1 (x 0 ) ⊂ (x 0 − 1, x 0 + 1). Indeed, assume otherwise for instance that x 0 −1 ∈ I 1 (x 0 ), then for all x 0 −1 < x < x 0 we have |f (x)| < 1, and so |f (x)| > 1 over this interval. Without loss of generality we assume f (x) > 1 for all x over this interval. The mean value theorem would then imply that |f (x 0 −1)| = |f (x 0 −1)−f (x 0 )| > 1, a contradiction with x 0 −1 ∈ I 1 (x 0 ). As a consequence, we can define I(x i ) = I 1 (x i ), for which at the endpoints the function behaves as desired. = (a, b) be an interval of length at least 2µ/ν, and let f be a C 1 -function on I such that at each point x ∈ I we have either |f (x)| > µ or |f (x)| > ν. Let g be a function such that |g(x)| < µ over I. Then for each root x i ∈ I of f with x i − a > µ/ν and b − x i > µ/ν we can find a root x i of f + g such that x i ∈ (x i − µ/ν, x i + µ/ν), and also the x i are distinct. Now we prove Theorem 1.4 by considering the two tails separately. 6.3. The lower tail. We need to show that P(N n ≤ EN n − εn) ≤ e −c ε 9 n .
With the parameters α, β, δ, τ, R chosen as in Corollary 5.2, consider a non-exceptional polynomial P n . Let g be a trigonometric polynomial with g 2 ≤ τ , where τ is chosen as in (12) . Consider a stable interval I j with respect to P n (there are at least ( 2π R − δ)n such intervals). We first notice that the number of stable intervals I j over which max x∈3Ij |g(x)| > α is at most at most O(δn). Indeed, assume that there are M such intervals 3I j . Then we can choose M/6 such intervals that are R/n-separated. By Theorem 2.2 we have (M/6)α 2 ≤ nτ 2 , which implies M ≤ 6n(τ α −1 ) 2 = O(δn). From now on we will focus on the stable intervals with respect to P n on which |g| is smaller than α.
By Corollary 6.2 (applied to I = 3I j with µ = α and ν = βn, note that α/β δ 3/4 < R), because max x∈3Ij |g(x)| < α, the number of roots of P n + g over each interval I j is at least as that of P n . Hence if P n is such that N n ≥ EN n − εn/2 and also P n has at least EN n − 2εn/3 roots over the stable intervals, then by Corollary 5.2, with appropriate choice of the parameters, P n has at least EN n − εn roots over the stable intervals I j above where |g| ≤ α, and hence Corollary 6.2 implies that P n + g has at least EN n − εn roots over these stable intervals I j . In particularly P n + g has at least EN n − εn roots over T. Let U lower be the collection of v Pn from such P n . Then by Corollary 5.3 and (2)
Proof. (of Equation (16)) By our application of Corollary 6.2 above, the set {v, d 2 (v, U lower ) ≤ τ √ 2n} is contained in the set of having at least EN n − εn roots. Furthermore, (17) says that P(v Pn ∈ U lower ) ≥ 1/2. Hence by Theorems 2.5 and 2.6
where we used the fact that τ δ 2 from (12) and that δ satisfies (13).
6.4. The upper tail. Our goal here is to justify the upper tail P(N n ≥ EN n + εn) ≤ e −c ε 9 n .
Let U upper denote the set of v Pn for which N n ≥ EN n + εn. By Theorem 4.1 it suffices to assume that P n is non-exceptional.
Proof. (of Equation (18)) Assume that for a non-exceptional P n we have N n ≥ EN n + εn. Then by Lemma 5.1 (Corollary 5.2) the number of roots of P n over the stable intervals is at least EN n + 2εn/3. Let us call the collection of v Pn of these polynomials by S upper . Then argue as in the previous subsection (with the same parameters of α, β, τ, δ), Corollary 5.2 and Corollary 6.2 imply that any h = P n + g with g 2 ≤ τ has at least EN n + εn/2 roots. On the other hand, we know by (2) that the probability that P n belongs to this set of trigonometric polynomials is smaller than 1/2. It thus follows by Theorems 2.5 and 2.6 that
where we again used that τ δ 2 and δ satisfies (13) .
Appendix A. proof of Theorem 3.2
We first briefly show that the vectors v i and v i with t from Condition 1 spread out in the plane. This result was used in Section 3, and will also be useful below. 
(2) For all ε 1 , ε 2 ∈ {−1, 1}, and any positive integer A 0 ≤ C 0 , there exists an i ∈ I so that
Proof. For the first statement, it suffices to show (19) for v i , the treatment for v i is similar. Assume that e = (x 1 , x 2 ), then we can write
for some fixed t 0 . Clearly the sum over the diagonal terms is at least L 3 /3n 2 . For the cross term, consider
After some simplifications we obtain
where we used the assumption L ≥ n 1−4τ and Condition 1 that t/π R/Z ≥ n −1+8τ . Now we focus on the second part. By pigeonholing it is easy to see that if the angle sequence {i(A 0 t) + aA 0 t, 0 ≤ i ≤ L} does not occupy all four quarters of the plane, then there exists a positive integer k 0 = O(1) such that
This contradicts with Condition 1.
We now discuss the proof of Theorem 3.2. Our treatment is similar to [17, Lemma 4.3] but it is more direct and works for more general ensembles beside the Bernoulli case. Also, here we allow the parameter D (see below) to be in the range n −1/2+o(1) ≤ D 2 ≤ n 1−o(1) rather than D 2 ≤ n 1/2−o(1) as in [17] , but this difference is minimal.
For short, let r = r n = n 5τ −1/2 .
Recall from (7) and (9) that
Hence for Theorem 3.2 it suffices to show that for any D = (d 1 , d 2 ) (which plays the role of (y/2π)x) such that c 1 r ≤ D 2 ≤ c 2 n 1−8τ we have
For convenience, let
In other words,
with Let e be the unit vector in the direction of D, e = D D 2 . Our key ingredient in the proof of Theorem 3.2 is the following.
Then for large n there exists an interval J ⊂ [n] of length n 1−6τ so that j∈J | v j , e | 2 + | v j , e | 2 ≥ n 1−8τ and sup j∈J |ψ j | + ψ j | ≤ n −τ . (20)) Recall that e is the unit vector D/ D 2 . If |{j ∈ [0, n)∩Z : ψ j R/Z > n −τ }| ≥ n 3τ then we have
Proof. (of Equation
Then as for these indices |ψ j | = ψ j R/Z and |ψ j | = ψ j R/Z we have
Proof. | v j , e | 2 + | v j , e | 2 ≥ c n.
Divide [n] into n 4τ disjoint intervals J i of length n 1−4τ each. For each i, define
Then we trivially have s i ≤ |J i | ≤ n 1−4τ , and i≤n 4τ s i ≥ n 1−τ . Let x be the number of intervals with s i larger than n 1−8τ . Then we have
As such, we have found an interval J = J i of length n 1−4τ in [n] for which
and for all j ∈ J we have ψ j R/Z + ψ j R/Z ≤ n −τ . Our goal is to show that for j ∈ J we indeed have
This would then automatically imply Lemma A.2 with J as above. In what follows, without loss of generality we just show ψ j R/Z = |ψ j |, the treatment for ψ is similar.
Differencing. For short let A := C 0 (where we recall that C 0 is chosen sufficiently large in Condition 1). By pigeonholing we can find p 0 ∈ Z, p 0 = 0 and t 0 so that
From the approximation we infer that
Next consider
Let m j be the integer closest to ψ j , then for j ∈ J we have |ψ j − m j | ≤ n −τ . Applying the argument in [17, Lemma 4 .3] (with φ(j/n) = j/n) we will show Lemma A.3. We have
provided that [j + lp 0 , j + (l + k)p 0 ] ⊂ J.
Proof. (of Lemma A.3) Recall that ψ j = d 1 cos(jt) − d 2 j n sin(jt) and ψ j R/Z ≤ n −τ over all j ∈ J. Consider
We first have
where we used (24) in the last estimate. It also follows that Putting the bounds together we obtain
It thus follows that
Note that if we choose k = k 0 = c log 2 n for some small constant c (such as c < τ /2), and then as A is a sufficiently large constant, the RHS of (25) is smaller than one. Because these numbers are integer, it follows that as long as [j + lp 0 , j + (l + k 0 )p 0 ] ⊂ J we must have ∆ k0 m j+lp0 = 0.
It follows from (25) that m j+lp0 = P j (l) where P j is a real polynomial of degree at most k 0 − 1.
Vanishing integral part. We next show that P j is a constant. Indeed, assuming otherwise, then as P j has at most k 0 − 2 roots, there is an interval of length |J|/k 0 where P j is strictly monotone. But on this interval (of length of order n 1−4τ −o(1) at least), m j ∈ [−n 1−8τ , n 1−8τ ] (because |m| ≤ D 2 ≤ n 1−8τ ), so this is impossible. Thus we have shown that m j+lp0 = m j for all j, l ∈ Z such that [j + lp 0 , j + (l + k 0 )p 0 ] ⊂ J = [a, b].
Note that for any fixed j, the range for l is (a − j)/p 0 ≤ l ≤ (b − n o(1) − j)/p 0 , which is an interval of length of order n 1−4τ . Over this range of l, and with A 0 = p 0 ≤ A = C 0 , the condition of t in Condition 1 (see Claim A.1) implies that ψ j+lA0 = d 1 cos((j + lA 0 )t) − d 2 i n sin((j + lA 0 )t) changes sign. But as m j+lA0 = m is the common integral part for all l, this is impossible unless m = 0. This completes the proof of (22) . It is known (see for instance [18] ) that for distributions satisfying log-Sobolev inequality we have that 
