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compound emissions over the forest site. A correlation 
between estimated emission rates and the observed night-
time longwave diference, as well as the persistence of the 
longwave bias provide support for this hypothesis. How-
ever, more research is needed to conclusively determine if 
the efect indeed exists.
Keywords Regional climate modeling · Convection-
permitting simulations · Land use change · Model 
evaluation · Deforestation
1 Introduction
Observational studies have shown that land use change 
(LUC) can have a signiicant bio-geophysical impact on 
regional climate (Juang et  al. 2007; Montes-Helu et  al. 
2009; Lee et al. 2011; Zhang and Liang 2014; Zhang et al. 
2014). Simultaneously, modelling studies have been under-
taken to quantify this impact for theoretical (Dümenil Gates 
and Ließ 2001; Davin and de Noblet-Ducoudré 2010), his-
torical (Pitman et al. 2009; Boisier et al. 2012, 2013), and 
possible future LUC (Akkermans et al. 2014; Lejeune et al. 
2014). These studies often include some degree of model 
evaluation. However, the evaluation methodology used is 
usually not tailored suiciently to the speciic case of eval-
uating a model for its ability to simulate the climate impact 
of LUC.
Hence, a new evaluation methodology was proposed to 
address this issue (Vanden Broucke et al. 2015). The dein-
ing characteristics of this methodology are (1) a direct 
evaluation of the diferences in surface climate instead of 
evaluating for land use types separately, (2) coupled land-
atmosphere model simulations which account for atmos-
pheric feedbacks, (3) a separate analysis of daytime and 
Abstract In this study we assess the added value of con-
vection permitting scale (CPS) simulations in studies using 
regional climate models to quantify the bio-geophysical 
climate impact of land-use change (LUC). To accomplish 
this, a comprehensive model evaluation methodology is 
applied to both non-CPS and CPS simulations. The main 
characteristics of the evaluation methodology are (1) the 
use of paired eddy-covariance site observations (forest vs 
open land) and (2) a simultaneous evaluation of all surface 
energy budget components. Results show that although 
generally satisfactory, non-CPS simulations fall short of 
completely reproducing the observed LUC signal because 
of three key biases. CPS scale simulations succeed at sig-
niicantly reducing two of these biases, namely, those in 
daytime shortwave radiation and daytime sensible heat 
lux. Also, CPS slightly reduces a third bias in nighttime 
incoming longwave radiation. The daytime improvements 
can be attributed partially to the switch from parameter-
ized to explicit convection, the associated improvement in 
the simulation of afternoon convective clouds, and result-
ing surface energy budget and atmospheric feedbacks. Also 
responsible for the improvements during daytime is a bet-
ter representation of surface heterogeneity and thus, surface 
roughness. Meanwhile, the modest nighttime longwave 
improvement can be attributed to increased vertical atmos-
pheric resolution. However, the model still fails at repro-
ducing the magnitude of the observed nighttime longwave 
diference. One possible explanation for this persistent bias 
is the nighttime radiative efect of biogenic volatile organic 
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nighttime climate, (4) a simultaneous evaluation of all sur-
face energy budget components and (5) an evaluation of the 
model’s capacity to reproduce the underlying mechanisms 
following a LUC. This evaluation methodology was then 
applied to COSMO-CLM (Rockel et  al. 2008), a model 
developed at the German weather service for both numeri-
cal weather prediction (e.g. Kühnlein et  al. 2014; Sokol 
et al. 2014) and regional climate modeling (e.g. Panitz et al. 
2013; Bucchignani et al. 2014).
The speciic LUC simulated in Vanden Broucke et  al. 
(2015) was that of deforestation (a transition from forest 
to open land/cropland). Results from this evaluation study 
showed that COSMO-CLM was able to adequately capture 
some of the bio-geophysical mechanisms resulting from 
deforestation, as well as their impact on local climate. At 
the same time, three important model biases that degraded 
model performance were identiied. In descending order of 
importance, these biases were (1) a severe underestimation 
of the diference in incoming longwave radiation between 
forest and open land at night, (2) an overestimation of the 
diference in incoming shortwave radiation during daytime 
and (3) an underestimation in the diference in sensible 
heat lux during both day and night. Nighttime biases could 
be explained partially by the lack of vertical atmospheric 
detail, with the model unable to adequately reproduce 
small scale boundary layer processes over forests and crop-
land. However, a possible role of biogenic volatile organic 
compound (BVOC) emission rates could not be excluded. 
Emission rates for these compounds are signiicantly larger 
over forests (Guenther et al. 1995), and could help explain 
why the observed diference in incoming longwave radia-
tion is mostly missing from model simulations. Daytime 
biases were predominantly the result of an overestimation 
in the diference in cloudiness over the two land use types 
in summer.
The model simulations mentioned above were per-
formed at a horizontal model resolution of 25  km. Cur-
rently, more and more regional climate modeling studies 
are being performed at considerably higher resolution. 
Although computationally more expensive, this allows for 
a better representation of surface heterogeneity and, for 
resolutions of ~4 km and lower, for moist convection to be 
resolved explicitly instead of being parameterized. Evalu-
ation studies on convection permitting scale (CPS) simu-
lations show that these changes carry signiicant beneits. 
Coarse resolution model simulations that use parametriza-
tions to calculate moist convection tend to be too early in 
simulating the onset and peak in afternoon convection, and 
underestimate the intensity of convective rainfall events. 
When moving to CPS, signiicant improvements are seen 
in convective rainfall event timing, intensity and spatial 
distribution (Hohenegger et  al. 2008; Kendon et  al. 2012, 
2014; Prein et  al. 2013; Ban et  al. 2014; Brisson et  al. 
2016). Related improvements in the diurnal cycle of cloud 
area fraction have been demonstrated as well (Brisson et al. 
2016). Finally, non-CPS simulations tend to overestimate 
cloud cover throughout the year (Kothe et  al. 2010; Pfei-
froth et al. 2012). Several studies have shown CPS simula-
tions can reduce this bias signiicantly (Böhme et al. 2011; 
Prein et al. 2013; Fosser et al. 2014).
Because of the nature of these improvements CPS simu-
lations are currently mostly applied in studies looking into 
possible changes in extreme precipitation events under 
future climate (Lenderink and Meijgaard 2008; Mahoney 
et  al. 2012, 2013; Kendon et  al. 2014; Ban et  al. 2015; 
Prein et al. 2015). However, other areas of application have 
recently been explored as well, e.g. simulating seasonal 
snowfall over complex mountainous terrain (Ikeda et  al. 
2010), assessing the impact of a possible future increase in 
bioenergy plantations on local and regional climate (Tölle 
et al. 2014) or studying the impact of CPS on the soil mois-
ture-precipitation feedback (Hohenegger et al. 2009).
However, to our knowledge, no direct evaluations for 
CPS in the area of LUC impact modeling exist. In this 
study, we test the added value of CPS in representing the 
climate impact of LUC, using the methodology outlined 
in (Vanden Broucke et al. 2015). We compare results from 
these CPS simulations to those of non-CPS simulations, 
with the goal of determining whether or not CPS signii-
cantly improves the climate sensitivity to LUC, and if so, 
in which areas. Based on the indings from CPS studies 
referenced above, we do indeed, for several reasons, expect 
improvements in model performance when moving to con-
vection permitting scale. First, it could help mitigate the 
daytime incoming shortwave radiation bias by improving 
the simulation of convective cloud formation, both in tim-
ing and magnitude. Also, research has shown that param-
eterized convection schemes are relatively insensitive to 
the existence of a stable layer on top of the boundary layer, 
and therefore too readily simulate large convective clouds 
that break through this layer (Hohenegger et al. 2009). This 
could help explain why the diference in cloudiness after 
deforestation is too high in our initial non-CPS experiment. 
Second, the increased horizontal and vertical detail should 
result in a better representation of ine scale processes. 
Hence, this could possibly entail improvements in the two 
remaining model biases in (1) nighttime incoming long-
wave radiation and (2) sensible heat lux.
2  Methods and materials
2.1  Observational data
To evaluate our model simulations, we adopt a paired site 
approach. This means that we use observational data from 
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a location where measurements over a forest can be found 
in close proximity to measurements over an open land site 
(either grassland or cropland). When located suiciently 
close to each other, one can assume these site pairs share 
the same background climate conditions. Therefore, the dif-
ference in surface climate conditions between the two sites 
constituting a site pair can be attributed largely to the dif-
ference in land use.
In this study, we use a site pair consisting of the neigh-
boring eddy-covariance measurement sites Tharandt forest 
and Klingenberg cropland (Fig.  1). Out of the seven site 
pairs available in Europe, this site pair (hereinafter referred 
to as “Tharandt” site pair) scores best in the overall length 
of the observational time period, parameter availability and 
data quality, and has a limited amount of gaps in its time 
series. The reason for limiting the evaluation to only one 
site pair is the high computational costs associated with 
CPS simulations.
Tharandt forest is located in eastern Germany, near the 
city of Dresden, and is about 60 km2 in size. The measure-
ment tower was established in 1996 and is located in the 
eastern part of the forest (50°57′49″N, 13°34′01″E, 380 m 
a.s.l.). Tree species in the vicinity of the measurement 
tower are 87% coniferous evergreen (72% Picea abies, 15% 
Pinus sylvestris) and 13% deciduous. Peak leaf area index 
in summer is about eight and the mean canopy height is 
26.5 m. The eddy covariance measurements (sensible and 
latent heat lux) and radiation measurements (shortwave 
and longwave) are done above the canopy, at a height of 
42 and 37  m, respectively. Flux tower footprint analysis 
has shown that measured luxes represent the luxes of the 
spruce dominant area of Tharandt forest reasonably well 
(Grünwald and Bernhofer 2007).
The Klingenberg measurement site (50°53′34″N, 
13°31′21″E, 478  m a.s.l.) is located about 4  km south of 
Tharandt forest. Measurements at this location started 
in 2004. The site has been a cropland since 1975, and is 
cultivated using a rotation of winter barley, winter wheat 
and spring barley. In between harvest and sowing, the site 
is left fallow (Prescher et al. 2010). Peak LAI before har-
vest ranges from 2.5 to 5, and peak canopy height ranges 
from 0.7 to 1.4 m (LAI is short for leaf area index; for con-
venience sake all abbreviations used in this manuscript are 
listed and explained in Table 1).
2.2  Models
The regional climate model used in this study is a modi-
ied version of COSMO-CLM (v4.8), most commonly 
referred to as COSMO-CLM2 (Davin et  al. 2011). In 
COSMO-CLM2, the default land surface model used in 
COSMO-CLM, called TERRA, is replaced by the NCAR 
developed Community Land Model (version 3.5). In con-
trast to TERRA, Community Land Model is a third genera-
tion LSM, which means stomatal conductance is explicitly 
related to photosynthetic assimilation. Additionally, Com-
munity Land Model allows for a more accurate representa-
tion of the variety in vegetation types through the use of 
Fig. 1  Satellite photo of area 
surrounding the neighboring 
lux measurement towers of 
Tharandt forest (red star) and 
Klingenberg cropland (blue 
star)
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16 Plant Functional Types, and has a more sophisticated 
representation of sub-surface hydrology (Akkermans et al. 
2012). When used in conjunction with COSMO-CLM 
in replacement of TERRA, improvements in cloud cover, 
precipitation and surface temperature are seen for climate 
simulations over Europe, mainly as a result of a better par-
titioning of the turbulent luxes (Davin et al. 2011).
2.3  Model experiment
For this study, we perform simulations with COSMO-
CLM2 on both non-CPS and CPS scale, using a two-step 
nesting strategy. The non-CPS scale simulations use a 
horizontal resolution of 0.22° (~25 km), a vertical resolu-
tion of 35 height based levels and a numerical time step 
of 120  s. The domain is centered on the Tharandt obser-
vational site pair and is 100 × 100 pixels in size (Fig.  2). 
Initial and boundary conditions were derived from ERA-
Interim Reanalysis. Moist convection is parameterized 
using the Tiedtke scheme (Tiedtke 1989). This scheme dif-
ferentiates between three types of convection: deep, mid-
level and shallow convection. On horizontal resolutions 
lower than ~4 km, all three of these convection types are 
parameterized.
Next, the CPS simulations are nested inside the 3-hourly 
output generated by the non-CPS simulations. These simu-
lations use a horizontal resolution of 0.025° (~2.8 km), a 
vertical resolution of 40 height based levels and a numeri-
cal time step of 25  s. The domain is positioned in the 
center of the non-CPS domain and is 100 × 100 pixels in 
size (Fig. 2). The model resolution employed here is high 
Table 1  List of abbreviations used in this manuscript
Symbol
Land use change LUC
Convection permitting scale CPS
Coordinated universal time UTC
Leaf area index LAI
Plant functional type PFT
Canopy top height (m) CTH
Canopy bottom height (m) CBH
Biogenic volatile organic compound BVOC
Radiative surface temperature (K) Ts
Near-surface air temperature (K) Ta
Surface incoming shortwave radiation (W m−2) SWin
Surface incoming longwave radiation (W m−2) LWin
Latent heat lux (W m−2) LE
Sensible heat lux (W m−2) H
Ground heat lux (W m−2) G
Cloud area fraction (unitless) CLC
Change as a result of deforestation for variable X δX
Fig. 2  Overview of model 
domain size and domain topog-
raphy. The domain pictured is 
that of the non-CPS simula-
tions, the CPS model domain 
is delineated by a purple 
square. Both non-CPS and CPS 
domains are centered on the 
Tharandt site pair, the location 
of which is indicated by a red 
asterisk
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enough to explicitly resolve deep and mid-level convec-
tion. Hence, these simulations use a version of the Tiedtke 
scheme which considers shallow convection only. For 
shallow convection to be resolved dynamically, we would 
require a horizontal resolution in the order of a few 100 m 
(Brisson et al. 2015).
For this study, a total of six simulations were performed 
at either non-CPS or CPS scale. First, we performed two 
non-CPS simulations: a forest simulation in which the 
pixel containing the Tharandt observational site pair was 
prescribed as forest, and an open land simulation in which 
the same pixel was prescribed as cropland (Fig. 3a). Next, 
we performed two CPS simulations with similar land use 
scenarios (Fig. 3b). In the irst CPS simulation, the pixels 
located in Tharandt forest were prescribed as forest (eight 
pixels in total at this resolution). In the second CPS simula-
tion, these same pixels were prescribed as cropland.
Note that this approach does entail that the scale of the 
modelled LUC difers between non-CPS and CPS simula-
tions. With the non-CPS simulations, we attempt to repro-
duce the diference in climate represented by the Tharandt 
site pair by modifying the land use of a pixel 625 km2 in 
size (25 × 25  km). In the CPS simulations, the increased 
resolution allows us to match the modelled LUC more 
closely with the size of Tharandt forest (60 km2).
To investigate whether the scale of LUC implemented 
rather than the move to CPS afects the modelled LUC cli-
mate signal, we opt to perform two additional CPS simu-
lations. In these CPS simulations, we match the scale of 
modelled LUC to that of the non-CPS simulations. Hence, 
an area of approximately 625 km2 (9 × 9 2.8 km2 pixels) is 
prescribed as forest in the irst simulation, and as cropland 
in the second (Fig. 3c).
The parameters required by Community Land Model 
to describe the land surface are derived from global input 
data sets provided by Lawrence and Chase (2007). These 
include plant functional type (PFT), canopy top (CTH) 
and bottom height (CBH), leaf area index (LAI), stem area 
index, soil color and soil texture. For this study, we adjusted 
PFT, CTH, CBH and LAI for the modiied pixels located 
in the center of the domain, thereby matching the vegeta-
tion characteristics to either Tharandt forest or Klingenberg 
cropland. For the forest simulations, PFT in the modiied 
pixels was set to 100% needleleaf evergreen temperate tree. 
CTH and CBH were set to 26.5 and 8.5  m, respectively. 
For the open land simulations, PFT in the modiied pixels 
was set to 100% cropland. CTH and CBH were set to 1 and 
0.01 m, respectively. The annual cycle of LAI implemented 
for both land use types is shown in Fig. 4.
Table 2 provides an overview of all model simulations 
performed for this study, as well as their key characteris-
tics. From here on out, we will refer to the two non-CPS 
simulations collectively as nCPS. We will refer to the two 
CPS simulations with a modelled LUC matching the LUC 
represented by the Tharandt site pair as CPS and to the 
two CPS simulations with a larger modelled LUC match-
ing that of the nCPS simulations as CPS-2. The nCPS 
Fig. 3  Overview of land use scenarios used in the a non-CPS, b CPS 
and c CPS-2 model simulations. The plots show (i) forest PFT per-
centage around the Tharandt site pair (brown to green color scale), 
as used in the model, and (ii) location of the pixels that have been 
changed to 100% forest in the forest simulations and 100% cropland 
in the open land simulations (in red)
Fig. 4  Annual cycle of LAI implemented in model experiments
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and CPS simulations were integrated from 01/07/2003 to 
01/01/2009, a time period which covers the irst 5  years 
of common measurements for the Tharandt site pair, and 
includes an additional spin-up period of 6  months. This 
5 year time period should be suicient given the purpose of 
this study, and is a compromise between representativeness 
and computational cost. The CPS-2 simulations, which are 
needed only as a control, were integrated from 01/07/2003 
to 01/01/2006.
2.4  Data processing & data quality
The observational data for Tharandt and Klingenberg were 
downloaded from the European Fluxes Database Cluster 
developed and applied in several studies (Luyssaert et al. 
2014; Akkermans et  al. 2014; Thiery et  al. 2015; Chen 
and Dirmeyer 2016). The surface temperature change 
(δTs) decomposition equation is shown below (Eq. 1). It 
attributes δTs to changes in eight surface energy budget 
factors: albedo, incoming shortwave radiation, incoming 
longwave radiation, latent heat lux, sensible heat lux, 
ground lux, the imbalance term and surface thermal 
emissivity. The equation is applied to both observational 
and model data. Comparing the two allows us to deter-
mine if our model correctly simulates all bio-geophysical 
efects of deforestation on surface climate. For further 
details on δTs decomposition equation, we refer to Van-
den Broucke et al. (2015), Sect. 2.5.
When applied to our model output, the δTs value 
calculated using Eq.  1 matches the δTs calculated from 
outgoing longwave radiation value very well (Pearson 
correlation coeicient or PCC 0.86). However, when 
applied to our observational site pair, considerable disa-
greement exists between the two values (PCC 0.32). This 
disagreement can be attributed to measurement errors in 
the surface energy budget terms used in Eq.  1. Due to 
these errors, measured surface energy budgets are rarely 
closed, and imbalances of about 20% are common (Wil-
son et al. 2002). The most commonly cited reason for this 
systematic imbalance is an underestimation of large scale 
eddies when measuring turbulent luxes using the eddy 
covariance technique (Foken 2008).
This study deals with measurement errors and lack 
of surface energy budget closure in two ways. First, 
days for which the absolute diference between calcu-
lated and actual δTs is higher than a certain threshold are 
discarded. This threshold was set to a 2 K, which is the 
value obtained by translating the typical imbalance value 
of 20% to a diference in surface temperature using Eq. 1. 
(1)
훿T
s
=
1
4휀휎T3
s
[− SW
in
훿훼
s
+ (1 − 훼
s
)훿SW
in
+ 훿LW
in
− 훿LE − 훿H − 훿G − 훿I − 휎T4
s
훿휀
s
]
Table 2  Overview of model 
simulations and their key 
characteristics
The location of the Tharandt site pair is parameterized as forest in simulations with appendix “f”, and 
cropland in simulations with appendix “o”. Lists horizontal resolution (in degrees), whether convection is 
parameterized or resolved explicitly, approximate size of simulated land use change and duration
Name Resolution (°) Convection LUC size (approx.) 
(km2)
Time period
nCPS-f 0.22 Parameterized 625 2003/01/07–2009/01/01
nCPS-o 0.22 Parameterized 625 2003/01/07–2009/01/01
CPS-f 0.025 Explicit 60 2003/01/07–2009/01/01
CPS-o 0.025 Explicit 60 2003/01/07–2009/01/01
CPS-2-f 0.025 Explicit 625 2003/01/07–2006/01/01
CPS-2-o 0.025 Explicit 625 2003/01/07–2006/01/01
(http://www.europe-luxdata.eu/). For this study, we used 
Level 2 data products. These products provide values on a 
half-hourly time scale and are quality checked by the site 
PI, but may contain time gaps. Except for ground heat lux, 
all measurements used in this model evaluation are above 
canopy measurements. When we refer to the surface (e.g. 
surface temperature), we are referring to the canopy surface 
(i.e., the top of the canopy).
Further processing was required for both the observa-
tional datasets and model output. The processing steps 
taken are identical to those detailed in Sect.  2.4 of Van-
den Broucke et al. (2015). After processing, we obtain the 
observed and simulated LUC signal for all measured and/
or modelled variables. This dataset is split into two time 
of day subsets: daytime (12–15 UTC) and nighttime (0–3 
UTC). Since we chose to subtract the forest site value from 
the open land value to calculate the LUC signal, the values 
represent the impact of deforestation.
Next, we decompose the change in radiative sur-
face temperature (Ts) using a method developed by 
Juang et  al. (2007). This method has subsequently been 
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This data selection criterion was applied to the daytime 
and nighttime data subsets separately. Second, corrected 
values for the turbulent luxes of latent and sensible heat 
were calculated by adding the imbalance term to the 
measured values for these luxes, with the fraction of the 
imbalance termadded to each turbulent lux term deter-
mined by Bowen ratio.
The efects of these measures on the size of our obser-
vational dataset are summarized in Table 3. This study uses 
5 years of common observations over Tharandt forest and 
Klingenberg cropland (2004–2008). Of the 1827  days in 
this time period, about 90% have measurements of incom-
ing shortwave radiation. The subset available for δTs 
decomposition is smaller, since this method needs available 
measurements for each term in the surface energy budget. 
Restricting the dataset to days and nights that pass our reli-
ability test further reduces data availability, to about 40%. 
Finally, seasonal data subsets were made. Note that the 
smallest of theses seasonal subsets, winter days with reli-
able measurements, still contains a respectable 287 entries. 
The reliable data subset size should therefore be suicient 
for the purpose of this study.
3  Results
3.1  Daytime decomposition
Results for summer daytime δTs decomposition are shown 
in Fig.  5 (left panel). On the observational side, surface 
temperature of the open land site is warmer than forest sur-
face temperature by 2.4 K. Our models correctly simulate 
a warming as well, but underestimate its magnitude. How-
ever, moving from nCPS to CPS improves the warming sig-
nal, from 0.6 to 1.3 K.
Two bio-geophysical mechanisms play a dominant 
role in explaining observed surface warming: albedo and 
roughness. Open land sites generally have a higher albedo 
compared to forests, which has a cooling efect. Surface 
roughness generally difers between the two land use types 
as well, due to the diferences in canopy size and struc-
ture. Open land canopies are generally aerodynamically 
smoother and as a result, less turbulence is generated above 
the canopy compared to forests. This translates in a lower 
sensible heat lux, which has a surface warming efect. In 
this observational site pair, the roughness warming efect 
exceeds the cooling associated with brighter albedo. This 
general picture is reproduced reasonably well by both 
model setups.
However, the nCPS simulations do show a bias for four 
of the surface energy budget components. First, warming 
due to an increase in incoming shortwave radiation is seri-
ously overestimated. It is a minor term in the observational 
δTs decomposition but an important one in the nCPS defor-
estation experiment. Second, warming due to a decrease 
in sensible heat lux is underestimated when compared to 
observations. Third, the increase in ground heat lux and 
associated cooling is underestimated as well. Finally, cool-
ing due to higher LE is overestimated. As shown in Fig. 5, 
the CPS simulations improve model performance by elimi-
nating (SWin and H), signiicantly reducing (G) or slightly 
improving upon (LE) these model biases. Reasons for these 
improvements will be discussed in Sect.  3.3.
A winter daytime decomposition was performed as well 
(not shown). In contrast to summer, CPS simulations do 
not improve decomposition results for winter. The cooling 
observed in the observational site pair (−1.1  K) is repro-
duced accurately in both nCPS and CPS simulations. Our 
models accurately simulate the net efect of an albedo 
induced cooling only partly ofset by warming due to a 
reduction in sensible heat lux. Both nCPS and CPS simu-
lations do, however, underestimate the magnitude of these 
two counteracting mechanisms, due to an underestimation 
in winter snowfall and snow cover over the location of the 
Tharandt site pair.
3.2  Nighttime decomposition
Nighttime decomposition results for summer are shown 
in Fig.  5 (right panel). In our observational site pair, an 
Table 3  Data availability for 
Tharandt site pair
Lists number of days with measurements of incoming shortwave radiation (SWin), measurements of all sur-
face energy budget components (Full SEB) and reliable measurements (Reliable). 0–24 denotes the entire 
day, 12–15 and 0–3 stand for daytime and nighttime, respectively. The seasonal subsets used are MJJAS 
(May, June, July, August and September) and NDJFM (November, December, January, February and 
March)
Entire year MJJAS NDJFM
0–24 12–15 0–3 0–24 12–15 0–3 0–24 12–15 0–3
SWin 1697 1683 1671 746 741 735 648 640 637
Full SEB 852 777 757 414 373 365 333 312 299
Reliable 800 730 747 384 353 362 317 287 293
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average summer night is cooler over open land by 1.2 K. 
Our model runs at nCPS scale fail to reproduce this cool-
ing, instead simulating a small warming. This is the result 
of biases in three surface energy budget components: 
namely incoming longwave (LWin), H and G. The bias in 
LWin is by far the most important, as our nCPS simula-
tions completely lack the cooling efect observed for this 
component.
Moving to CPS scale improves the simulated net efect 
on δTs, which becomes slightly negative and thus, more 
in line with observations. However, this is accomplished 
by introducing biases in H and G that did not exist or were 
smaller at nCPS scale. At the same time, we see only minor 
improvement in the LWin component. Possible reasons for 
the persistence of this bias will be discussed in Sect.  4.2.
Decomposition results for winter nights (not shown) are 
similar to those for summer nights. The simulated net efect 
of deforestation on δTs improves when moving from nCPS 
to CPS scale, but this is accomplished by increasing the 
cooling associated with H to a larger than observed value, 
thus creating a new surface energy budget bias.
3.3  Reasons for changes at CPS
3.3.1  Daytime changes in SWin
As mentioned above, for summer days that pass the surface 
energy budget reliability criterion, the diference in incom-
ing shortwave radiation (δSWin) between forest and open 
land decreases when moving from nCPS to CPS simula-
tions. For this time subset, the decrease is suicient to bring 
modelled δSWin in line with the observed value (Fig. 5).
Moreover, we still see a decrease in mean δSWin at CPS 
when considering not just summer days that pass the sur-
face energy budget reliability criterion, but all summer days 
with SWin measurements. A comparison of δSWin distribu-
tions shows that this is accomplished by a large decrease in 
days with high positive δSWin values, making the distribu-
tion more peaked (Fig. 6a). At the same time, mean δSWin 
shifts closer to zero. Both of these changes bring the mod-
elled distribution closer to observations.
Similar improvements are seen in the spring season 
(Fig.  6b), but not in winter and fall (not shown). Dur-
ing winter and fall, shifts in the distribution of δSWin 
Fig. 5  Surface temperature change decomposition for summer 
(MJJAS) daytime (left) and summer nighttime (right). All val-
ues represent the change associated with deforestation. Net δTs is 
shown above the purple line, with decomposition components below. 
Observed values are shown in red, modeled values are shown in blue 
(nCPS) and green (CPS). For sensible and latent heat lux, δTs was 
calculated using both the original values and the values corrected for 
surface energy imbalance. The resulting uncertainty is represented 
by the light colored portion of each bar. A black line indicates the 
δTs value calculated with the uncorrected values for H and LE. For 
reasons of simplicity, components with an associated temperature 
change that have a negligible δTs value for both observations and 
model simulations were not drawn
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comparable to those in summer and spring actually weaken 
correspondence with observations. It is worth noting 
though that when considering possible improvements in 
modelled δSWin, these darker seasons are of lesser impor-
tance. This is relected in the yearly mean distribution, 
which shows improvements similar to those found in sum-
mer and spring (Fig. 6c).
Improvements in incoming shortwave radiation at the 
surface are generally caused by a better representation of 
clouds or in this case, a better representation of the dif-
ference in clouds over forest versus open land (δCLC). In 
Fig. 7, we verify this by plotting the relationship between 
δδCLC (δCLC-nCPS−δCLC-CPS) and δδSWin (δSW-
nCPS−δSWin-CPS). Regressions for diferent top of the 
atmosphere incoming shortwave radiation bins show a 
good correlation between the two variables. In fact, we can 
assume any spread is due to the fact that weighted cloud 
area fraction does not fully capture diferences in cloud 
relectivity. We can therefore conclude that in our nCPS 
simulations, deforestation triggers a decrease in cloud cover 
that is unrealistically high when compared to observations, 
causing a bias in δSWin, especially in summer.
Moving to CPS simulations largely alleviates this bias, 
conirming that the convection parameterization scheme 
used in the nCPS simulations is responsible. These results 
thus show that the latter is too sensitive to changes in sur-
face characteristics, overestimating the decrease in convec-
tive cloud formation over the aerodynamically smoother 
open land surface. A similar sensitivity was reported in 
Hohenegger (2009), but for soil moisture instead of rough-
ness. Here, they concluded that lower resolution simula-
tions using a convection parameterization scheme break 
through top of boundary layer inversions too easily.
3.3.2  Daytime changes in δH and δG
Other daytime improvements when moving to CPS are 
increases in the modelled diference in sensible heat 
lux (δH) and ground heat lux (δG), moving both values 
closer to observations (Fig.  5). Since soil characteristics 
are identical for the two model setups, we can attribute the 
improvement in δG simply to surface energy budget feed-
backs resulting from changes in the other terms. Since the 
surface energy budget is closed, these changes must always 
be compensated by the other terms. Hence, we can expect 
an improvement in terms like δG despite the fact that the 
physical parameterization used for this term remains the 
same.
Fig. 6  Distribution of diference in incoming shortwave radiation 
(δSWin) between open land and forest, for observations as well as 
nCPS and CPS model simulations, for summer (a) spring (b) and the 
full year (c). The numbers shown on the left of each density plot are, 
from top to bottom: mean δSWin value for observations, nCPS, CPS 
and p value for the t test with zero hypothesis that mean δSWin for 
CPS is equal to mean δSWin for nCPS
Fig. 7  Scatterplot between δδCLC (δCLC-nCPS−δCLC-CPS) and 
δδSWin (δSW-nCPS−δSWin-CPS). Regression equations and cor-
responding regression lines are drawn for three diferent bins of top 
of atmosphere incoming shortwave radiation: 400–500 Wm−2 (blue), 
600–700 Wm−2 (yellow) and >900 Wm−2 (red)
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The improvement in δH, on the other hand, can possibly 
be linked to two diferent mechanisms, namely changes in 
surface roughness and changes in the atmosphere tempera-
ture gradient (surface temperature Ts minus atmospheric air 
temperature Ta). These are the two main variables control-
ling H, as expressed in Eq. 2 (in this equation, ρ is air den-
sity, Cp is the speciic heat capacity of air, Ts is radiative 
surface temperature, Ta is atmospheric air temperature and 
ra is aerodynamic resistance to sensible heat transfer).
We do not distinguish between the efects of changes 
in roughness and changes in atmospheric gradient in our 
decomposition. However, we can assume that improve-
ments in both variables are behind the overall improvement 
in δH. Diference in roughness can be expected to improve 
in the CPS setup due to the fact that terrain heterogeneity 
is better resolved. The change in diference in atmospheric 
gradient, on the other hand, is likely the result of both sur-
face energy budget and atmospheric feedbacks triggered by 
the improvement in both δSWin and roughness.
3.3.3  Nighttime changes in δH and δG
At night, radiative surface cooling usually leads to a reverse 
stratiication in the lower atmosphere (temperature rises 
with height). Hence, the atmospheric gradient, as expressed 
in Eq. 2, becomes negative and the direction of the sensi-
ble heat lux is reversed. Therefore, at night, the sensible 
heat lux is a surface warming term. Its magnitude is larger 
over forests than over open land, above all due to the higher 
roughness of the forest canopy.
As shown in Sect.   3.2, both δH and δG increase when 
moving to CPS. However, in contrast to daytime, these 
changes are not clear-cut improvements during nighttime, 
since both terms are now overestimated. One possible rea-
son for these new overestimations is a nighttime bias in the 
drivers for δH discussed above, namely diference in rough-
ness and diference in atmospheric temperature gradient. 
This is a possibility despite the clear improvements in δH 
during daytime for two reasons. First, even during daytime 
(2)H = 휌Cp
(T
s
− T
a
)
r
a
a small bias in δH and other surface energy budget terms 
persists, and therefore probably in the two driving mecha-
nisms for δH as well. At night, these same small biases can 
result in bigger δTs decomposition biases compared to day-
time, due to the fact that all surface energy budget terms are 
generally smaller at night. Second, the fact that net daytime 
δH is now very close to the observed value does not nec-
essarily mean that both driving mechanisms are simulated 
correctly as well, as our analysis does not rule out compen-
sating errors for these drivers.
Yet, we cannot rule out the possibility that the nighttime 
biases in δH and δG at CPS are partially or fully caused by 
the bias in δLWin either. This bias is alleviated only slightly 
when moving to CPS. If it were to be alleviated fully, sur-
face energy budget feedbacks could cause δH and δG to 
shift towards the observed values. Possible reasons for the 
persistence of this δLWin bias will be examined in the Sect.  
4.
4  Discussion
4.1  Model experiment setup
As mentioned in Methods and Materials, a mismatch in the 
scale of simulated deforestation exists between our nCPS 
and CPS model experiments. In the former, we attempt 
to recreate the deforestation signal represented by the 
Tharandt site pair by altering the LU of a 625 km2 pixel. In 
the latter, only an area approximately the size of Tharandt 
forest (60 km2) is altered. Therefore, changes in the defor-
estation signal when moving from nCPS to CPS could pos-
sibly be triggered by the change in scale of simulated LUC, 
rather than the move to CPS.
A CPS control experiment with simulated LUC scale 
matching that of the nCPS simulations (CPS-2) was per-
formed to diferentiate the two efects. When comparing 
CPS-2 surface temperature change decomposition to CPS 
(not shown), only very minor diferences between the two 
setups exist. e.g. mean diference in δTs for the diferent 
surface energy budget terms is 0.04, 0.03, 0.05 and 0.00 K 
for summer days, summer nights, winter days and winter 
Fig. 8  Time series of diference 
in daytime incoming short-
wave and longwave radiation 
(cropland minus forest) for CPS 
and CPS-2
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nights, respectively. Moreover, time series of the simulated 
deforestation signal for key variables like daytime incom-
ing shortwave and longwave radiation show a very good 
correlation between CPS and CPS-2 (Fig. 8). We can there-
fore conclude that the improvements discussed in the Sect.  
3 above can indeed be attributed wholly to the move to CPS 
scale, and not the scale of deforestation.
One more issue worth discussing here is possible redun-
dancy in the CPS model experiment setup. As previously 
mentioned, two regular CPS model simulations were per-
formed (CPS-f and CPS-o). However, just one could possi-
bly suice, given the fact that the CPS resolution employed 
is suicient to resolve the land use heterogeneity around the 
Tharandt and Klingenberg measurement towers. The CPS 
experiment was set up using two simulations instead of just 
one in order to replicate the nCPS model experiment setup, 
in which such a strategy is a necessity, given the lower 
model resolution. Moreover, doing a separate simulation 
for each LU means we can compare CPS to a CPS-2 exper-
iment setup in a similar fashion, helping us eliminate LUC 
scale as a driver of change.
However, if we would simply want to verify whether a 
particular model is able to replicate the deforestation signal 
represented by an observational site pair without compar-
ing to non CPS scale, one CPS scale simulation could pos-
sibly suice. We veriied this by repeating the CPS scale 
δTs decomposition, this time using only the CPS-f simula-
tion and the actual pixels that contain the Tharandt site pair 
measurement towers. Mean diference in δTs for the dif-
ferent surface energy budget terms is 0.69, 0.36, 0.31 and 
0.24 K for summer days, summer nights, winter days and 
winter nights, respectively. Considering the fact that the LU 
of the Klingenberg cropland pixel was not adjusted to 100% 
cropland in the CPS-f simulation, these diferences are rela-
tively minor. We can therefore conclude that one CPS sim-
ulation does suice when simply evaluating a model using 
one or multiple observational site pairs, provided the reso-
lution used is high enough to represent LU features around 
measurement tower locations.
4.2  Nighttime LWin bias
The nighttime model bias in δLWin persists when mov-
ing from nCPS to CPS scale. To recap, observations show 
that nighttime LWin is lower over the Klingenberg cropland 
site in both summer and winter. When performing a δTs 
decomposition, this component causes a cooling of 2.2 K 
during summer nights and 2.9 K during winter nights. The 
cooling is mostly missing in both nCPS and CPS model 
simulations, the only improvement being the shift from 
+0.22 (nCPS) to −0.49 K (CPS) for summer nights.
We can speculate on a number of possible explanations 
as to why LWin is lower over the Klingenberg cropland site. 
First, we could simply attribute it to a diference in back-
ground climate. However, given the relatively close prox-
imity (7.9  km apart in latitudinal distance) and limited 
elevation diference (100  m) between the two sites, this 
seems highly unlikely. A second reason could be a decrease 
in cloud frequency or changes in other cloud characteris-
tics, like cloud base temperature or height. Although we do 
not have direct cloud measurements which would allow us 
to verify this hypothesis, we do have indirect cloud meas-
urements for daytime through the variable SWin. With a 
mean diference in incoming shortwave radiation of only 
3.6  Wm−2, these measurements do not point towards a 
systematic diference in cloudiness between the two sites. 
Third, we can probably eliminate a diference in atmos-
pheric humidity as a possible explanation, given the lack of 
a systematic diference in latent heat lux (Fig. 5). Moreo-
ver, no diference in speciic humidity was found in above 
canopy measurements from both lux towers.
Having ruled out these potential drivers for δLWin, 
we can think of two additional, less immediately obvious 
mechanisms which could help explain the observed δLWin 
signal, namely a diference in the lower atmosphere tem-
perature proile and forest biogenic volatile organic com-
pound (BVOC) emissions. Note that, given the limitations 
of the observational data available to us as well as the 
limitations of our model experiment setup, we cannot con-
clusively prove the relative importance of these potential 
mechanisms. However, we consider them valid hypothesis 
that open up paths for further research.
4.2.1  Diference in lower atmosphere temperature proile
As shown in Sect.  3.2, the forest canopy surface is warmer 
than the open land canopy surface at night, mainly due to 
a higher downward sensible heat lux. The higher aerody-
namic roughness of the forest surface is the main driver for 
this diference. Not shown in Sect.  3.2 is that air tempera-
ture measurements done at approximately 2  m above the 
canopy show that this warming is not restricted to just the 
canopy surface but extends to the lower atmosphere as well. 
Since temperature is one of the parameters that determine 
LWin (along with humidity and cloud cover), we could, at 
least partially, attribute the higher values of LWin over for-
ests to a diference in the near surface temperature proile.
Unfortunately, we do not possess vertical soundings to 
determine the vertical extent of the diference in tempera-
ture proiles between the forest and open land site. How-
ever, supposing this is a relatively small scale process and 
the warmer layer is limited in vertical extent, this could 
explain why a systematic diference in LWin is missing 
from our model simulations. Additionally, it could also 
explain why we do see a small improvement in the LWin 
signal in CPS simulations during summer nights. Whereas 
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the lower boundary of the irst 5 height levels in the nCPS 
simulations is located at 0, 68, 153, 256 and 378  m, our 
CPS simulations up the lower atmosphere detail signif-
icantly, with the irst 5 height levels at 0, 20, 49, 89 and 
143  m. We can therefore expect our CPS simulations to 
capture small scale diferences in vertical mixing and the 
near surface temperature proile more accurately.
Finally, given the slight improvement in the LWin signal, 
one option for future research would be to repeat the nCPS 
simulations using the vertical resolution of the CPS simu-
lations (40 vertical height levels, up from 35). This would 
allow us to disentangle the efect of increased vertical and 
horizontal resolution on the δTs decomposition results. 
Also, the improvement during summer nights implies 
that an additional increase in vertical resolution on top of 
our current CPS setup, especially in the lower part of the 
atmosphere, could possibly help to alleviate the LWin bias 
even further. However, verifying this conclusively would 
also require additional model simulations.
4.2.2  Forest BVOC emissions
As mentioned earlier, one additional mechanism that could 
help explain the observed diference in δLWin is a difer-
ence in lower atmosphere aerosol concentrations. A study 
by Nair et al. (2011) for cities in India has already demon-
strated that higher aerosol concentrations in urban settings 
can increase LWin during nighttime (2.7–47 Wm
−2), lead-
ing to a signiicant increase in the minimum temperature.
The same mechanism could be at play in our site pair 
comparison, but caused instead by a diference in biogenic 
volatile organic compound (BVOC) emissions rather than 
emissions from anthropogenic sources. Globally, BVOC 
emissions are an important source of atmospheric VOC’s, 
with some studies estimating BVOC emissions at double 
the amount of VOC’s coming from anthropogenic sources 
(Alex Guenther et al. 1995).
The dominant tree species around the Tharandt measure-
ment tower, P. abies, is an important emitter of atmospheric 
BVOC’s such as isoprene, monoterpenes (e.g. methanol, 
ethanol and acetaldehyde and acetone) and oxygenated 
VOC’s (e.g. aldehydes and ketones) (Grabmer et al. 2006). 
It is not unreasonable to assume BVOC emissions could be 
large enough to cause radiative efects distinguishable from 
nearby open land sites, even during nighttime. Even though 
observational studies show emission rates do drop substan-
tially during the night (Grabmer et  al. 2006; Filella et  al. 
2007), we can expect high daytime emissions to carry over 
into nighttime, especially on warm summer days or gener-
ally speaking, during episodes of low wind speed and high 
atmospheric stability. This should be especially true for 
Tharandt forest, given its considerable size (60 km2).
Unfortunately, we do not know of any available direct 
measurements of these compounds over Tharandt for-
est. Instead, we test the hypothesis that the diference 
in nighttime LWin between Klingenberg and Tharandt is 
caused by BVOC emissions over Tharandt forest using an 
indirect approach. Based on observations, empirical rela-
tionships have been deduced between the emission rates 
of various types of BVOC’s on the one hand, and driving 
variables such as leaf temperature or leaf insolation on 
the other. Here, we use an equation which links monoter-
pene emission rate to leaf temperature (Guenther 1993). 
In this equation, M (µg  g−1  h−1) is emission rate, Ms is 
the emission rate at standard leaf (or needle) temperature 
(7.93 µg g−1 h−1 at Ts = 30 °C), β is an empirical coei-
cient (0.308) and T is actual leaf temperature.
We apply this equation to Tharandt forest, estimating 
monoterpene emission rates during daytime. Note that 
we do not have direct leaf temperature measurements, 
but use air temperature as a reasonable proxy instead. 
Figure 9 shows that a decent amount of correlation exists 
between estimated daytime emission rates over Tharandt 
forest and the nighttime diference in LWin (PCC: −0.2). 
The increase in δLWin when estimated emission rates 
rise is especially signiicant in the range of 0–0.3, with 
median δLWin rising from −7 to −26 Wm
−2.
Moreover, emissions of these compounds could not 
only aid in explaining the variation in δLWin, but could 
also help explain the high baseline value of δLWin, even 
in winter, when pine BVOC emissions rates drop signii-
cantly. Research has shown that despite this drop in emis-
sions, midday atmospheric monoterpene concentration 
over a Norway spruce forest in winter still totals about 
40% of atmospheric concentration in summer, mainly due 
(3)M = Msexp(훽(T − Ts))
Fig. 9  Boxplots of observed diference in incoming longwave radia-
tion at night, for diferent classes of estimated daytime BVOC emis-
sion rate. An asterisk is drawn for emission classes for which δLWin 
is signiicantly lower than the previous, lower emissions class. Above 
each boxplot is the number of days in that emission class
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to the longer atmospheric lifetime of monoterpenes in 
winter (Hakola et al. 2003).
It is worth noting though, that the correlation pre-
sented here, in combination with the lack of other 
explaining mechanisms and the persistence of the model 
δLWin bias when moving from nCPS to CPS, provides 
support for the BVOC mechanism. More research is 
needed, however, to prove conclusively that BVOC emis-
sions can have a signiicant efect on the nighttime radia-
tive budget and surface temperature.
5  Conclusion
The goal of this study is to determine the added value of 
convection permitting scale (CPS) simulations for LUC 
climate impact modeling with a regional climate model 
(COSMO-CLM). To accomplish this, both non-CPS and 
CPS simulations are evaluated using a paired-observational 
site approach. The observational site pair used consists of 
two neighboring eddy-covariance measurements sites in 
eastern Germany: the spruce dominated forest of Tharandt 
and a cropland near the town of Klingenberg. These meas-
urements can thus be used to represent the local climate 
impact of deforestation. Both non-CPS and CPS model 
setups are evaluated for their ability to reproduce the LUC 
signal observed in this site pair. The evaluation considers 
radiative surface temperature and all surface energy budget 
components, and distinguishes between daytime and night-
time climate.
Results for the non-CPS simulations are generally satis-
factory, as the non-CPS model setup is able to reproduce 
the majority of the bio-geophysical mechanisms that cause 
local climate change. Nevertheless, minor biases can be 
seen in most of the surface energy budget components, as 
well as larger biases in daytime incoming shortwave radia-
tion, nighttime incoming longwave radiation and daytime 
and nighttime sensible heat lux. Moving to CPS alters 
performance in several important ways, mostly during the 
summer season. First, the daytime incoming shortwave 
radiation bias is signiicantly reduced; a bias reduction 
that can be attributed to a better representation of after-
noon convective clouds. This improvement is the result of 
the move from parameterized to explicitly resolved moist 
convection. We can thus conclude that convective cloud 
formation in the former is too sensitive to changes in sur-
face characteristics, like the change in roughness associated 
with deforestation as simulated here.
Second, CPS simulations also bring signiicant changes 
in the simulated diference in sensible heat lux. These 
changes can be tied to a better representation of surface 
heterogeneity and thus surface roughness, as well as sur-
face energy budget and atmospheric feedbacks resulting 
from the change in the diference in both roughness and 
incoming shortwave radiation. Compared to non-CPS sim-
ulations, they constitute an improvement during summer 
days, but not during summer nights. Finally, CPS simula-
tions bring forth a modest improvement in the nighttime 
incoming longwave radiation diference bias, an improve-
ment that can probably be tied to the increase in vertical 
resolution and thus a better representation of lower bound-
ary layer vertical mixing. However, a signiicant difer-
ence remains between observed and modeled diference in 
incoming longwave radiation. Observational data allows 
us to eliminate diferences in humidity or clouds as a pos-
sible mechanism. One possible mechanism responsible for 
part of the remaining bias in incoming longwave radiation 
is forest biogenic volatile organic compound emissions. 
Although we lack direct measurements of these com-
pounds, an indirect approach, as well as literature reported 
emission values and concentrations for pine forests similar 
to Tharandt, provide support for this hypothesis.
Based on this evaluation, we conclude that CPS is supe-
rior to non-CPS when using a regional climate model to 
quantify the impact of deforestation on climate. Moreo-
ver, the beneits of CPS go beyond the beneit of improved 
representation of surface heterogeneity that comes with 
increased horizontal resolution. However, data presented 
here does suggest, if not conclusively prove, that in order 
for the complete local bio-geophysical efect of deforesta-
tion to be represented, the nighttime radiative efects of 
biogenic volatile organic compound emissions should also 
be taken into account.
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