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Abstract
In this article we investigate a pitchfork bifurcation of the local attractor of
a simple capsizing model proposed by Thompson. Although this is a very simple
system it has a very complicate dynamic. We try to reveal some properties of
this dynamic with modern numerical methods. For this reason we approximate
stable and unstable manifolds which connect the steady states to obtain a complete
understanding of the topology in the phase space. We also consider approximations
of the Lyapunov Exponents (resp. Floquet Exponents) which indicates the pitchfork
bifurcation.
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1 Introduction
Several methods are established to investigate the stability of ships. All these methods
take into account hydrostatic forces. Anyway, it is well known that hydrodynamic forces
are also very important for the capsizing behavior, see [11], [18]. There are possible si-
tuations where the capsizing depends seriously, for example, on the actual kind of wave
motion. A simple way to get a better understanding of the capsizing is to investigate
dynamical systems with periodic or stochastic excitations. It is well known that there is a
strong relation between the capsizing of ships and bifurcation scenarios of dynamical sy-
stems. Because of the complexity of such problems a first step is to analyse these systems
by numerical methods. In particular, we want to give a clear numerical approximation
of a bifurcation in a simple capsizing model proposed by Thompson in [16]. We will give
approximations of the local attractor (which exists for some parameter) and the stable
and unstable manifolds. All those invariant objects describe the complete dynamics of
the system.
The article is divided into three parts. In the first part we give a brief overview of
the theory of random dynamical systems. Then we introduce the algorithms for the
investigation of dynamical systems. In the third part we will approximate the long term
behavior and bifurcation behavior of a common system from ship dynamics.
2 Random Dynamical Systems
In general it is not enough to investigate dynamical systems without random influences,
because this does not give a realistic view. The classical theory of autonomous dynamical
systems is a particular case of random dynamical system theory. It is possible with this
more general theory to investigate systems under random (or general nonautonomous)
perturbations. Such perturbations can change the global behavior of dynamical systems
dramatically. This leads to a lot of new insights into more practical relevant problems.
In this section we want to give a brief introduction to some important concepts of this
theory. We will start by telling what is a random dynamical system. For more information
about this topic see [1]. Other useful sources of information about that theory are [3]
and [10]. The autonomous case is described in [15] and [17].
Definition 2.1 (Random Dynamical System) Let (Ω,F ,P) be a probability space
and X a topological space. A random dynamical system (RDS) is given by a metric
dynamical system (MDS) and a cocycle.
A metrical dynamical system θ : R×Ω 7→ Ω, is a (B(R)⊗F ,F) measurable flow which
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models the random perturbation and has the group property
θ0 = id , θt+s = θt ◦ θs
for all s, t ∈ R. (θt)t∈R is supposed to be ergodic (and hence measure preserving
θtP = P, ∀t ∈ R).
The cocycle φ : R+×Ω×X 7→ X is a (B(R+)⊗F ⊗ B(X),B(X)) measurable mapping,
which models the dynamics over θ. It is continuous for every t > 0 and ω ∈ Ω and fulfills
the cocycle property which is then given by
φ(0, ω) = id
φ(t+ s, ω) = φ(t, θsω) ◦ φ(s, ω).
In this paper we consider only finite dimensional systems, so we can assume that X is
also finite dimensional. In particular we use X = Rd with d ∈ N.
An RDS can be generated for example by random differential equations (ODE’s with
random coefficients), stochastic differential equations (ODE’s driven by a white noise
process) or random mappings. They are time varying systems which do not enjoy the
normal semigroup property like autonomous dynamical systems [15]. This is the reason
why we need to define the cocycle property.
The MDS models the underlying noise. An important example is the Wiener shift. This
is the appropriate choice if the random perturbation is given by a white noise process
(stochastic differential equations fit here). In this case we choose Ω := C0(R,R) the
function space of continuous paths ω of a two sided Wiener process. More precise C0
means the space of continuous functions ω with ω(0) = 0. In general the MDSs have to
be defined for all time t ∈ R and not only for positive time. This is not a serious problem,
because we can extend a one sided Wiener process to a two sided one [1, S. 540],[3, S.
10]. For this reason we can use Ω := C0(R,R) instead of Ω := C0([0,∞),R) without
problems. This Ω has full measure because there exists with probability 1 a continuous
version of the Wiener process. Then the shift operator of the MDS is defined by
θtω = ω(·+ t)− ω(t).
Also periodic forced systems can be interpreted as an RDS [1, 4.1.13],[3, 1.1.1]. We can
embed a periodic forced system into an RDS as follows. We choose Ω := [0, T ) and
P as the normalized Lebesgue measure. With the appropriate T -periodic mapping g
(ω 7→ g(ω)) the MDS can be defined with
θtω := ω + t mod T
Another interesting question to answer is how we can define random sets in an appro-
priate way. For example a random fixed point of a mapping which generates an RDS
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is not an ordinary single point. It is a dynamic object which can be interpreted as a
trajectory with stochastic properties [13]. Every random set has its own dynamics and
moves through time. From that fact it is quite clear that an RDS is not a time invariant
system anymore like autonomous systems. In general we can define random sets as a
special kind of stochastic processes.
Definition 2.2 (Random Set) A closed set D(ω) is called random set if
ω 7→ inf
y∈D(ω)
d(x, y)
is a random variable for every x ∈ X.
It is also necessary to define another kind of invariance which fits into the framework of
RDS.
Definition 2.3 (Random Invariant Set) Let D = {D(ω)}ω∈Ω be a random set. D is
a random invariant set if
φ(t, ω,D(ω)) = D(θtω) ∀t > 0.
Such invariant sets are also objects with an own dynamic. The invariance is meant with
respect to its stochastic properties (distribution, meanvalue, variance, . . .). Because of
this such stochastic processes are stationary in some sense. This means an invariant set
looks and moves similar for all typical ω.
In order to obtain a good understanding of the long term behavior of an RDS we
are interested in random attractors. Of course, we also need another interpretation of
attraction than for autonomous dynamical systems. In the random case, attraction can
be replaced by pullback attraction [1], [9]. This means we fix a target time fiber and
go to the t = −∞ time fiber (in general it is enough to start far enough in the past)
to investigate the convergence in the target fiber. With help of this interpretation the
following definition of a random attractor for an RDS is motivated.
Definition 2.4 (Random Attractor) A random attractor {A(ω)}ω∈Ω of an RDS
(Ω,A,P, θ, φ) is a random set such that A(ω) is a compact non-empty set and owns
the following properties:
• A is invariant:
φ(t, ω, A(ω)) = A(θtω) for all t ≥ 0,
• A is pullback attracting on every compact random set D:
lim
t→∞
dist(φ(t, θ−tω,D(θ−tω)), A(ω)) = 0.
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In the last definition we used the well known semi-Hausdorff-distance. It measures the
distance of two sets and is defined as
dist(A,B) = sup
x∈A
inf
y∈B
d(x, y).
Note that pullback attraction ensures forward attraction in probability, that is
P
(
lim
t→∞
dist(φ(t, ω,D(ω)), A(θtω)) > ε
)
= 0
∀ε > 0. This is very important for an implementation of the algorithms in this paper.
In general it is not comfortable to implement a real pullback procedure.
The dynamics inside a random attractor can also be of interest. We can sometimes
separate a random attractor into fixed points (steady states) and manifolds (transient
states). In relation with hyperbolic fixed points there are two important types of
manifolds unstable manifolds (unstable directions of a hyperbolic fixed point) and
stable manifolds (stable directions of a hyperbolic fixed point). With their help we get
information about the stability inside a random attractor. In general manifolds have the
property that we can describe them locally as a graph see [7],[14].
Figure 2.1: Unstable and stable manifold of a hyperbolic point of the periodic forced
Duffing equation.
Definition 2.5 (Random Lipschitz Continuous Manifold) Let X = Rd, then the-
re exists a splitting X = X+ ⊕X−. Assume M(ω) to be a random invariant set. If we
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can represent M by a graph of a ω measurable Lipschitz mapping
γ∗(·, ω) : X+ 7→ X−
such that
M(ω) = {x+ + γ∗(x+, ω), x+ ∈ X+)}
then M(ω) is called a random Lipschitz continuous manifold.
An example is given if there is a Lipschitz continuous cocycle φ with a hyperbolic
fixed point at the origin. Then we can separate X = Rd into an unstable and a stable
subspace which will be denoted by X+ and X− respectively. In this situation the
manifold (if it exists) is local a graph of the form γ∗(·, ω) : X+ 7→ X−. Here X+ is the
direct sum of Oseledets spaces related to the positive Lyapunov exponents and X− the
direct sum of Oseledets spaces related to the negative exponents. Oseledets spaces give
some kind of replacement of linear Algebra in the random case. For every Lyapunov
exponent λi there exists a corresponding Oseledets space Ei. Ei is also an invariant set
under the cocycle φ(t, ω)Ei(ω) = Ei(θtω). Under certain conditions on the system and
the underlying phase space it is possible to make a splitting into Oseledets spaces. A
complete description of these details can be found in [1].
Manifolds can be very complicated objects and are not graphs in the global sense. Figure
2.1 shows the unstable (3 continuation steps) and stable manifold (5 continuation steps)
of a hyperbolic point near (0.04, 0.13) of the forced Duffing equation. This figure was
calculated by the continuation algorithm described in Section 3. The system is given by
the nonautonomous differential equation system
dx = y dt
dy = (x− δy − x3 + F cos(t))dt.
For Figure 2.1 we used δ = 0.2 and F = 0.35.
In the context of capsizing models (which we want to investigate in this paper) there
are unstable manifolds which are unbounded. Such unbounded manifolds describe (in
some sense) the capsizing of a ship. Hence the unbounded unstable manifold (in Figure
4.1 in Section 4) is invariant and attracting to its neighborhood. This fact leads to a
problem. We can not use the original definition of a random attractor in this case. Such
objects make only sense if we assume compactness. But there is an easy way to solve
this. Instead of a random attractor we can define a generalised random attracting set A
with respect to a compact domain Q ⊂ X. This means we consider A ∩ Q with a big
enough compact set Q which covers all regions of interest.
If there exists the possibility that the ship does not capsize we have at least a local
random attractor. This local attractor is then the key essence for stable ship motions
without capsizing.
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3 Algorithms
There are two important algorithms we are going to use in this paper. One of these is the
subdivision algorithm and the other is the continuation algorithm. For further information
also for the deterministic case see [4], [5], [6] and [9].
The subdivision algorithm
The idea is to give a set oriented global approach to approximate attractors instead of
considering single trajectories. So we are able to approximate the complete attractor.
This means we approximate also all unstable and stable stationary points and the
manifolds between them. At the end we obtain a good understanding about the structure
of the attracting invariant objects of the RDS.
The starting point is a box Q which contains the attractor with high probability.
This leads to a problem in the white noise case. We can never be sure that the
complete attractor is covered by Q. For this reason we have to choose Q sufficiently
large. Then the algorithm consists of two steps, the subdivision step and the selection step.
In the subdivision step the boxes containing the attractor are divided into new boxes.
This is done to get a closer and closer covering. An easy way to perform this is to use
bisection with respect to the j-th dimension. For example a given box B(c, r) = {x ∈
R
d : |xi − ci| ≤ ri, i = 1, . . . , d} with center c ∈ R
d and radius r ∈ Rd, ri > 0 (which
contains a part of the attractor) is then separated into B−(c
−, rˆ) and B+(c
+, rˆ) with
rˆi =
{
ri for i 6= j
ri/2 for i = j
und c±i =
{
ci for i 6= j
ci ± ri/2 for i = j
.
The subdivision is done in every step cyclic in another dimension. The result of n steps
is a sequence of families of boxes B0,B1, . . . ,Bn.
The selection step has the task to decide which boxes of the actual family are already a
part of the covering of the attractor. All boxes which are not has to be deleted.
The subdivision step and the selection step are coupled to an initialization and a
approximation part . During the initialization we perform n subdivision and selection
steps. The result is (hopefully) a minimal number of valid boxes which gives the actual
cover. In the second part we only perform selection steps to obtain a good approximation
in the target fiber.
Figure 3.1 gives an impression of the capabilities of the subdivision algorithm. It shows
the global random attractor A(ω) of the famous Kramer system. This is of course only
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Figure 3.1: Approximation of the global Attractor A(ω) of the Kramer system in a
subdivision depth of 34.
a time fiber snapshot. The algorithm gives a quite clear picture. The equations for the
Kramer system are
dx = y dt
dy = (x− δy − x3)dt+ ε dW.
Here W denotes a one dimensional Wiener process. For this example we used δ = 0.3
and ε = 0.5.
The continuation algorithm
The continuation algorithm is a tool to approximate random unstable manifolds. It is
very similar to the subdivision algorithm and consists only of selections. We suppose
our RDS is excited by multiplicative noise and has a random unstable manifold starting
in the origin.
Again we start with a box Q, which contains the random attractor with high probability.
At first we divide the boxes up to a final level n. At this time all boxes are invalid. Then
in the second part we activate those boxes which cover the origin. In the following we on-
ly perform selection steps. All the boxes which cover the random unstable manifold will
be activated after some time. At the end the complete random unstable manifold appears.
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Figure 3.2 on page 152 gives an example of the performance of the continuation algorithm.
Here we have approximated the unstable manifold (starting in the origin) of a stochastic
Lorenz equation with 15 continuation steps. The equations are given by
dx = σ(y − x) dt
dy = (−xz + rx− y)dt
dz = (xy − bz)dt+ εxy dW.
Again W denotes a one dimensional Wiener process. We used σ = 10, r = 8
3
and b = 28.
The continuation was done within a subdivision depth of 40. In this case the covering
consists of millions of boxes.
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Figure 3.2: Continuation of the unstable manifold (subdivision depth 40) with start in
the origin of a multiplicative stochastic Lorenz equation.
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4 Results
Now we want to apply the algorithms to a common system from ship dynamics to get
some insights about the bifurcation behavior. Other numerical and analytical investiga-
tions of such systems are done for example in [2], [8], [11], [12], [16] and [18]. Although
this model class is very simple, and most articles do not give much attention to it, we
will see a very complicate dynamic.
Figure 4.1: The autonomous situation in [−1, 1.5]× [−1.5, 1]. Here we see the stable and
the unstable manifold. There exists a stable fixed point (a local point attractor) in the
origin.
We will investigate the system given in [16]. This system describes the roll motion of a
ship with only one degree of freedom. It is given by the additive periodic forced differential
equation
x¨ + 0.1x˙ + x(1− x)(1 + αx) = F sin(0.85t). (4.1)
The capsizing is described by the escape from a potential well [16]. This potential well
depends on α. Common selections for α are 0, 1,−1, 1
2
or −1
2
. This system was typically
investigated for α = 0 and for α = −1. We will only consider the case α = 0 here.
But also for α = −1 a similar bifurcation scenario occurs. From now on the bifurcation
parameter will be the wave height F .
First of all we take a look at the autonomous version of system (4.1). In the autonomous
case (F = 0) the situation looks like in Figure 4.1. It is easy to see that system (4.1)
has two stationary points, the stable point (0, 0) and the hyperbolic point (1, 0). The
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Figure 4.2: The unstable manifold and stable manifold for F = 0.04. There exists only
one stable point near the origin.
local set attractor consists of the stable point, the hyperbolic point and the connecting
manifold between them. The unbounded side of the unstable manifold which has its
origin in the hyperbolic point (0, 1) describes the capsizing of the ship (escape from the
potential well). It is also well known that the stable manifold of the hyperbolic point is
the boundary of the safe basin (all this is shown in Figure 4.1). All initial values of the
safe basin will be attracted by the local attractor.
In the paper [16] the bifurcation of system (4.1) was only investigated with help of
the safe basin. For F large enough it becomes a more and more complicate fractal
structure. This means the safe basin undergoes some kind of erosion. If the erosion is in
an advanced state it is not possible to decide whether an initial value is in the safe basin
or not. For very large F the safe basin vanishes completely, in this case every initial
value leads to a capsizing (all trajectories tend to ∞). The erosion of the safe basin is
illustrated in Figure 4.11.
In [2] the local attractor of a similar system is only approximated as the limit set of
a single trajectory (as done in Figure 4.4). This leads only to the approximation of
the point attractors. The application of the set oriented algorithms produces more
information about the structure of the local attractor. We give also a description of
what happens to the local attractor with raising F .
Most of the set oriented calculations are done in time fiber 0 or more precisely in the
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Figure 4.3: The local attractor for F = 0.055.
Figure 4.4: Two trajectories which converge to the two attractive periodic solutions for
F = 0.055.
Workshop „Stochastische Analysis“ 27.09.2004 – 29.09.2004
156 D. Julitz
Figure 4.5: The local attractor and the unstable and stable manifolds for F = 0.055.
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Figure 4.6: Neighborhood of the two stable points for F = 0.055. The manifold is infini-
tely often folded against the local attractor.
time fibers n 2pi
0.85
with n ∈ Z. Anyway the pictures in other time fibers are similar. In
this sense we interpret system (4.1) as a discrete dynamical system with the help of a
Poincaré section with respect to the time fibers. We can do this because the objects we
investigate move through the time with the period of excitation (see Figure 4.10). In
this case every periodic orbit corresponds to a fixed point of our Poincaré section. We
have also studied the periodic moving (see Figure 4.10) and this leads to an interesting
effect. We discuss this later in the context of the intersection of stable and unstable
manifolds.
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Figure 4.7: The unstable manifold for F = 0.07. Here again only one stable point exists.
Figure 4.8: The remaining stable point with manifold for F = 0.07.
Now we deal with a pitchfork bifurcation of the local attractor for F > 0. At first
(F > 0, but small) there exists only one stable fixed point near the origin (similar like
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Figure 4.9: The local attractor and the unstable manifold for different perturbation ratios
F = 0.055, F = 0.06, F = 0.065 and F = 0.0675.
in Figure 4.1). A bifurcation occurs if we raise F . Figure 4.2 illustrates the unstable
manifold for F = 0.04, here the local point attractor is also a single stable fixed point
near the origin. But the picture shows that the manifold comes very close to itself.
Another situation occurs for F = 0.055, here a pitchfork bifurcation has happened.
Figure 4.3 shows the local set attractor in this case. The attractor now consists of
two stable fixed points (two local point attractors) one hyperbolic fixed point and the
manifold between them. Two attracting periodic solutions correspond with the stable
steady states. This is illustrated in Figure 4.4. In fact the new stable point is the result
of the stable manifold, which comes very close and touches itself. As a consequence now
there exist two stable ship motions. The complete situation is shown in Figure 4.5. Here
we see also the unstable manifold which separates the two basins of the local point
attractors. Figure 4.6 shows more details from the neighborhood of the stable points.
If we increase the bifurcation parameter F again we obtain pictures like shown in
Figure 4.9. For F large enough the unstable manifold cuts the stable point near the
origin. After that there is again only one stable ship motion. The remaining stable steady
state is not as attractive as the disappeared one but there exists the possibility not
to capsize. Anyway this is a critical bifurcation for system 4.1 because it indicates the
point where the safe basin slowly degenerates and and gets a more and more complicate
structure (see Figure 4.11). Wave heights in this regime can cause capsizing if we are
not close enough to the remaining steady state. Figure 4.7 illustrates this situation.
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The manifold posses a very complicated fractal structure near the remaining point (see
Figure 4.8). It is now no more easy to decide if we are in the safe basin or not. At the
end also the remaining steady state vanishes with the safe basin. In this situation the-
re is no chance for the ship. Of course every ship capsizes if the wave height is big enough.
Take a look at Figure 4.5. There we can see a lot of intersections between the stable
and the unstable manifold. It seems that the manifolds intersect each other infinitely
often. This is because of the movement in time. The manifolds are rotating and folding
periodically against themself (see Figure 4.10). Therefore we think that the intersection
areas and the manifolds itself own a fractal structure. It is not the case that the
Figure 4.10: Moving of the manifolds for F = 0.055 over one period.
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intersection points are periodic. Anyway the complete set of these points forms an
invariant set. From period to period these points are mapped to other intersection
points. The only real periodic point in this set is the hyperbolic point of the local
attractor.
We have also approximated the Lyapunov exponents (Figure 4.12) of the local attractor
for different F ∈ [0, 0.08]. Every invariant measure has its own growth properties so we
had to approximate the exponents for all periodic points (fixed points in the discrete
interpretation) of our local attractor. The Lyapunov spectrum gives the same pitchfork
bifurcation scenario as described above. At first there is only one stable point. We
can see that the point is a stable spiral with conjugate complex Lyapunov exponents
with a real part of approximately −0.05. The Lyapunov exponents do not depend
on F . Hence they are constant for all F ’s provided the point exists. Also the second
stable point, which appears near F = 0.047, has two Lyapunov exponents with −0.05.
It turns out that this is also a stable spiral. In this regime we can also see the two
Lyapunov exponents for our hyperbolic point. One of them is positive and one negative
as expected. At the end near F = 0.072 only one stable point remains, which slowly
looses its stability for larger and larger F .
Figure 4.11: Erosion of the safe basin for raising F > 0.0675.
If we replace the periodic forcing with a pure white noise process it is not possible to
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Figure 4.12: Approximation of the Lyapunov exponents. The bifurcations are given with
Exponents which cross zero.
Figure 4.13: The invariant object of the system perturbed with pure white noise. Here we
can not obtain a similar bifurcation scenario. It seems that there exists only one stable
random point near the origin.
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obtain a similar bifurcation scenario (see Figure 4.13). It seems that the appearance of
the second stable state depends sensitively on the periodic forcing. In the white noise
case the local attractor (if it exists) consists only of one stable random point for all
F . But on the other side white noise is surely not an appropriate choice if we want to
investigate the capsizing of ships, because in this case the ship capsizes with probability
1 for every F > 0 and t→∞.
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