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ABSTRACT
We present a new approach for quantifying the abundance of galaxy clusters and constraining
cosmological parameters using dynamical measurements. In the standard method, galaxy line-of-
sight velocities, v, or velocity dispersions are used to infer cluster masses, M , to quantify the halo
mass function (HMF), dn(M)/d log(M), which is strongly affected by mass measurement errors. In
our new method, the probability distribution of velocities for each cluster in the sample are summed
to create a new statistic called the velocity distribution function (VDF), dn(v)/dv. The VDF can be
measured more directly and precisely than the HMF and can be robustly predicted with cosmological
simulations which capture the dynamics of subhalos or galaxies. We apply these two methods to
realistic (ideal) mock cluster catalogs with (without) interlopers and forecast the bias and constraints
on the matter density parameter Ωm and the amplitude of matter fluctuations σ8 in flat ΛCDM
cosmologies. For an example observation of 200 massive clusters, the VDF with (without) interloping
galaxies constrains the parameter combination σ8 Ω
0.29 (0.29)
m = 0.589±0.014 (0.584±0.011) and shows
only minor bias. However, the HMF with interlopers is biased to low Ωm and high σ8 and the fiducial
model lies well outside of the forecast constraints, prior to accounting for Eddington bias. When the
VDF is combined with constraints from the cosmic microwave background, the degeneracy between
cosmological parameters can be significantly reduced. Upcoming spectroscopic surveys that probe
larger volumes and fainter magnitudes will provide clusters for applying the VDF as a cosmological
probe.
Subject headings: cosmology: cosmological parameters — galaxies: clusters: general — methods:
statistical
1. INTRODUCTION
Galaxy clusters are used to probe the fundamentals of
cosmology, from the growth of structure to parameters
describing the underlying cosmological model. Yet, mea-
surement errors plague these techniques; they are the
primary source of bias and uncertainty in applying clus-
ters as cosmological probes. Galaxy clusters are mas-
sive, rare objects that populate the high-mass tail of the
halo mass function (HMF), and their abundance as a
function of mass and redshift depends sensitively on the
underlying cosmological model (See Voit (2005); Allen
et al. (2011) for a review). In a flat ΛCDM cosmologies,
massive cluster abundance is particularly sensitive to the
matter density parameter Ωm and the amplitude of mat-
ter fluctuations σ8 , and even observations of a few very
massive clusters can rule out cosmological models (e.g.
Bahcall & Fan 1998). However, measurement errors, in
combination with the steeply-declining HMF, introduce
biases that limit the reliability of the HMF as a cosmo-
logical probe.
A variety of techniques exist for determining cluster
masses from observables, employing observations in mul-
tiple wavelengths. For example, X-ray observations of
hot intracluster medium (ICM) can be used to infer a
cluster mass profile (e.g. Vikhlinin et al. 2009; Mantz
et al. 2010). Sunyaev & Zeldovich (SZ; 1972) distortions
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of the cosmic microwave background (CMB) by the hot
ICM can be used to determine a temperature-weighted
gas mass (e.g. Lueker et al. 2010; Hasselfield et al. 2013).
Strong and weak gravitational lensing of distant sources
directly probes total mass along the line of sight (LOS),
and can be used to determine projected mass profiles
(e.g. Johnston et al. 2007; Mandelbaum et al. 2008). The
virial theorem may be applied to relate LOS velocity dis-
persion, σv, to cluster mass as a power law (e.g. Teague
et al. 1990; Ruel et al. 2014). The caustic technique (Di-
aferio & Geller 1997; Diaferio 1999) uses both LOS ve-
locities and projected distances to probe a cluster’s mass
distribution (e.g. Diaferio 1999; Rines et al. 2007), show-
ing good agreement with x-ray mass profiles (Maughan
et al. 2015) and also with weak lensing masses in well-
studied systems (e.g. Geller et al. 2014). Further, these
mass profiles can be used to probe the internal struc-
ture of clusters including mass-concentration relations
and density profiles (e.g. Rines & Diaferio 2006; Rines
et al. 2013; Merten et al. 2015).
Yet, sources of error in each of these methods limit
the accuracy with which halo masses can be predicted.
X-ray analyses assume hydrostatic equilibrium, but bi-
ases can arise because of nonthermal pressure support
(e.g. Evrard 1990; Rasia et al. 2004; Lau et al. 2009).
SZ scaling relations derived using X-ray measurements
(e.g. Arnaud et al. 2010) can also have hydrostatic mass
bias, while those calibrated using simulations are affected
by uncertainties in ICM astrophysics (e.g. Nagai 2006;
Battaglia et al. 2012). Scatter in weak lensing masses can
be caused by matter along the line of sight and halo triax-
iality (e.g. Hoekstra 2001; Becker & Kravtsov 2011). Dy-
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namical cluster mass sources of scatter include halo en-
vironment and triaxiality (e.g. White et al. 2010; Noh &
Cohn 2012; Svensmark et al. 2014) and mass and galaxy
selection strategy (Old et al. 2013; Saro et al. 2013). The
caustic technique reduces scatter compared to a velocity
dispersion scaling relation in some cases (Gifford et al.
2013), but has comparable scatter in others (e.g. Old
et al. 2014). Attempts have been made to correct for
these sources of error (e.g. Evrard et al. 2014; Morton-
son et al. 2011), though the corrections may come at the
expense of reduced constraining power
This scatter in the mass-observable relationship alters
the observed distribution of cluster masses from the true
distribution, an effect known as the Eddington bias (Ed-
dington 1913). Scatter in predicted mass, when com-
bined with a steeply-declining HMF that spans several
orders of magnitude, results in an observed HMF that
differs from the true HMF. This is most notable at the
high-mass end. Caused by abundant, lower-mass halos
scattering into higher mass bins due to measurement er-
ror in their masses, the resulting shape and amplitude of
the observed HMF shows an upscatter at high masses.
When the Eddington bias is uncorrected, the result is a
bias in the maximum likelihood σ8 and Ωm predicted by
an HMF analysis of cluster observations.
Rather than quantifying cluster abundance via a HMF,
it can rather be quantified with the distribution of a
summary statistic, for example, velocity dispersion σv.
Velocity dispersion counts can be used to constrain cos-
mological parameters (Evrard et al. 2008; Caldwell et al.
2016), and it has been noted that the high σv tail of this
distribution provides a constraint on scenarios of struc-
ture formation (Mazure et al. 1996). The distribution of
velocity dispersions has been used to probe the bias be-
tween the velocity dispersions of observed cluster galaxies
and simulated cluster dark matter (Rines et al. 2007).
Cluster abundance can also be described by the distri-
bution of direct observables to minimize the biases. For
example, Wilson et al. (2012) and Hill et al. (2014b) have
directly analyzed the probability distribution function
(PDF) of thermal SZ temperature fluctuations rather
than cluster counts. This statistic has recently been
measured to high precision (Planck Collaboration et al.
2015b), but there are current limitations in using it to
constrain cosmological parameters. This approach does
not require converting the integrated Compton-y flux to
mass using a scaling relation, but it does require knowl-
edge of ICM pressure profiles as a function of halo mass
to construct templates for comparison.
In this paper, we present a new approach for quan-
tifying the abundance of galaxy clusters using dynam-
ical measurements. Galaxy LOS velocities, v, can be
accurately measured with spectroscopic surveys or fol-
lowups and they can also be robustly predicted with cos-
mological simulations which capture the gravitationally-
induced dynamics of subhalos or galaxies. To include
more observable information, a given cluster is repre-
sented by the probability distribution of galaxy velocities
rather than a single velocity dispersion. We construct
a new statistic called the velocity distribution function
(VDF) by summing the PDF(v) for N most-massive or
most-richest clusters in a known volume V . Clusters can
also be ranked relatively using other mass proxies, but
absolute mass measurements are not necessary.
We show that the VDF can be measured more directly
and precisely than the HMF. For the latter, we follow
the conventional approach of using velocity dispersion to
infer dynamical mass and do not attempt to correct for
scatter in dynamical mass and the resulting Eddington
bias. Section 2 describes how the HMF and VDF are
constructed using a large mock cluster catalog. Section
3 compares the constraining power of these two statistics
on Ωm and σ8. The implications are discussed in Section
4 and the conclusions are summarized in Section 5.
2. METHODS
2.1. Mock Catalog
This work is based on mock cluster observations cre-
ated from the publicly available Multidark MDPL1 N -
body simulation3. The simulation contains 38403 par-
ticles in a box of length 1 h−1Gpc with mass resolu-
tion of 1.51× 109 M h−1. Multidark employs a ΛCDM
cosmology, with cosmological parameters consistent with
Planck data (Planck Collaboration et al. 2014): ΩΛ =
0.693, Ωm = 0.307, Ωb = 0.048, h = 0.678, n = 0.96, and
σ8 = 0.823.
Halos for the mock observations are chosen from the
publicly available BDMW halo catalog. This halo cata-
log employs a bound density maximum (BDM) spherical
overdensity halo finder with halo average density equal
to 200 times the critical density of the Universe (Klypin
& Holtzman 1997). The z = 0 BDMW halo catalog is
chosen for this work due to the large number of massive
halos at low redshift. A lower mass cut is imposed on
halos; only those with M ≥ 1014 Mh−1 are included.
In addition to the halo mass and redshift requirement,
a richness cut is imposed such that clusters in the mock
catalog must contain at least 20 BDMW subhalos with
Msubhalo ≥ 1012 Mh−1. Halos and their subhalo struc-
ture are presumed to represent a galaxy, with the galaxy
inheriting its host halo or subhalo’s position and velocity.
We create three mock catalogs:
1. Idealized: This mock catalog is ideal. It has pure
and complete cluster membership information and
perfect mock measurements of LOS velocities. The
true dark matter halo mass, Mtrue, is presumed to
be known. Further details of this catalog can be
found in Ntampaka et al. (2015).
2. Intermediate: Like the Idealized catalog, this mock
catalog has pure and complete cluster membership
information. However, realistic errors are added
to LOS velocities and dynamical mass estimates
from these velocities, Mdyn, replace Mtrue as the
observed mass.
3. Contaminated: Realistic cluster mock observations
should account for interloping galaxies that appear
to belong within the cluster but actually reside in
the cluster’s fore- or background. Thus, for this
catalog, cylindrical cuts are made around the clus-
ter centers, allowing interloping galaxies to con-
taminate the clusters. All cylinders have a fixed
aperture of 1.6 Mpch−1 and initial velocity cut of
2500 km s−1. The aperture and velocity cuts are
3 http://www.cosmosim.org/
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TABLE 1
Catalog Summary
Name Cluster Velocity Error Mass αa σ15a Aperture Velocity cut Unique
Membership (km s−1) (km s−1) (Mpch−1) (km s−1) Clustersb
Idealized pure and complete 0 Mtrue · · · · · · · · · · · · 1909
Intermediate pure and complete 100 Mdyn 0.37 1254 · · · · · · 1909
Contaminated cylindrical cut with 2-σ clip 100 Mdyn 0.32 1124 1.6 2500 1910
a Fit parameters to Equation 4.
b With Mtrue ≥ 3.5× 1014 M h−1 and at least 20 member or interloping galaxies.
chosen to contain a typical M = 1015 M h−1 halo.
Velocity outliers beyond 2σ are iteratively removed
from the sample until convergence. Further details
of this method can be found in Ntampaka et al.
(2015)
For the Idealized and Intermediate Catalogs, richness
refers to the number of members within R200; for the
Contaminated Catalog, richness refers to the number of
objects remaining in the cylinder after velocity paring.
These three mock catalogs provide a range of constraints
from an ideal case (Idealized) to a more realistic catalog
(Intermediate) as well as to show constraints in a catalog
with interlopers (Contaminated).
For the Idealized and Intermediate Catalogs, we have
applied a straightforward spherical cut, choosing sub-
structure lying within the halo R200. Applying a method
such as the shifting gapper or caustics method can create
a sample that is nearly pure and complete. The caustics
method reports completeness ≈ 95% and contamination
≈ 2 − 8% (Serra & Diaferio 2013). For the Contami-
nated Catalog, the fixed aperture cylinder is a simple
cut that is straightforward to apply observationally. An
adaptive cylindrical cut utilizing, for example, an itera-
tive scheme (von der Linden et al. 2007) or cluster mass
proxy could be used to more closely approximate the true
R200. Applying such a method would reduce the impact
of interlopers, resulting in a catalog that is more closely
approximated by the Intermediate Catalog.
Mock catalog details are summarized in Table 1 for
reference. The number of unique clusters with Mtrue ≥
3.5× 1014 M h−1 and at least 20 member or interloping
galaxies is noted. Note that, below this mass, the number
of unique objects in the pure and Contaminated Catalogs
deviate. The Idealized and Intermediate Catalogs fall
below the true HMF due to the imposed richness cut.
The Contaminated Catalog, however, follows the true
HMF more closely due to interloping galaxies allowing
galaxy-poor clusters to appear to have richness above
the minimum cut.
We explore mock observations of several sizes to ex-
plore how large future surveys might constrain cosmolog-
ical parameters as well as to forecast cosmological con-
straints with available observations of N ≈ 50 clusters
(e.g. Ruel et al. 2014; Sifo´n et al. 2015). Cubical mock
observations containing a mean of N = 200 clusters with
M ≥ 3.5× 1014 M h−1 are selected from the simulation
box. This choice of minimum mass and cluster number
dictate a mock observation volume, with resulting side
length 481.5 Mpch−1. A smaller observation denoted
N = 100 (N = 50) has half (one-quarter) the average
number of clusters in half (one-quarter) of the volume,
with the same lower mass limit. Cosmological-volume
simulations are computationally expensive, and there are
few publicly available options. To take full advantage of
the simulation, it is necessary to use overlapping vol-
umes; our mock observations overlap in a 8× 8× 8 grid
within the full simulation volume. Three LOS views of
each of the 512 mock observations along the simulation
x-, y-, and z-directions are unique, albeit correlated, ob-
servations.
2.2. Halo Mass Function
Because cluster abundance is sensitive to the underly-
ing cosmology, these massive objects can be utilized to
constrain cosmological models. The HMF constructed
from the mock catalog is used here to forecast con-
straints on σ8 and Ωm with cluster counts as a function
of mass. Using the simulated clusters, we construct a
halo mass function, dn/d log(M), from the true cluster
masses. This HMF will be compared to the HMF pre-
dicted by various σ8-Ωm models assuming a flat ΛCDM
cosmology.
We use clusters with true mass Mtrue ≥ 3.5 ×
1014 M h−1 in the analysis of the Idealized catalog
HMF; below this mass, the richness cut imposed on the
catalog creates a shortage of clusters. The HMF’s mass
bin sizes are chosen by Freedman-Diaconis’ rule (Freed-
man & Diaconis 1981), which relates bin width, dx, to the
interquartile range of the data to be binned, IQR({x}),
and the number of items to be binned, N ,
dx = 2
IQR({x})
N1/3
. (1)
This binning rule of thumb is selected because it is less
sensitive to outlying data and does not assume a nor-
mal distribution of data. It is applied with {x} =
{log(M)}, and the upper mass limit is chosen where
the ratio of mock observation mean halo counts to bin
dispersion goes below 3. The result is eight bins with
∆ log[M(M h−1)] = 0.06 and 14.53 ≤ log(M) ≤ 15.01.
Figure 1 shows the Multidark HMF, dn/d log(M), de-
fined as the differential comoving number density, n
(h3 Mpc−3), of halos per unit mass, M (M h−1). To
create the σ8-Ωm model predictions for the HMF, we
first employ the analytic mass function given by Tinker
et al. (2008). Because the Multidark simulation disagrees
slightly with this model, each bin of the simulation HMF
is scaled to match the fiducial analytic HMF. This results
in the simulation and fiducial analytic model agreeing ex-
actly by construction, evident in Figure 1.
Also shown in Figure 1 are several representative σ8-
Ωm model mass functions, chosen to vary from the fidu-
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Fig. 1.— Top: Halo mass function for massive clusters assuming
the Idealized Catalog with true masses, Mtrue. For the fiducial
model (black solid), the expected 68% scatter (light gray band)
is shown for mock observations with ≈ 200 clusters with mass
Mtrue ≥ 3.5× 1014 M h−1. Four additional σ8-Ωm model predic-
tions (colored dashed and dotted) are shown for comparison (top).
The fractional difference between models, δ, increases with mass,
as does the scatter in mock observations (middle), while the nor-
malized difference, , decreases with mass, showing that lower-mass
bins have the most resolving power (bottom). Middle: HMF con-
structed from the Intermediate Catalog clusters with clusters with
Mdyn ≥ 3.5× 1014 M h−1. In contrast with the Idealized Catalog
HMF, this catalog overpredicts the number of high mass clusters,
and the mean (dark gray) does not agree with the fiducial model.
Bottom: the overprediction of high mass clusters is particularly
pronounced in the Contaminated Catalog.
cial case by ≈ 5% in both σ8 and Ωm. As σ8 and Ωm vary
from the fiducial case, the model predictions disagree
with the measured mass function. In order to compare
the HMF from different models, we define a fractional
difference
δ =
ymodel − yfiducial
yfiducial
, (2)
where ymodel is a non-fiducial σ8-Ωm HMF and yfiducial is
the fiducial HMF. While the highest mass bins have the
largest fractional difference δ, they also have the highest
variance because of the rarity of these massive clusters.
In order to understand which mass bins have more dis-
criminating power, we define a normalized difference
 =
ymodel − yfiducial
σy
, (3)
where σy is the dispersion in the observed HMF. Lower
mass bins have larger normalized difference  because,
though there is a large variance in the observed HMF,
the nonfiducial model predictions shown lie outside of
that variance. However, the largest mass bin has smaller
, falling below  = 1, meaning that the HMF with Mtrue
can no longer differentiate between the sample σ8-Ωm
models at the 1-σ level.
In addition to the true cluster masses, Mtrue, for the
Intermediate and Contaminated Catalogs, we calculate
dynamical masses, Mdyn, from galaxy velocity disper-
sion. Because velocity dispersion as a mass proxy is both
straightforward to apply and commonly used among ob-
servation (e.g. Sifo´n et al. 2013; Hasselfield et al. 2013;
Ruel et al. 2014; Bocquet et al. 2015; Sifo´n et al. 2016), we
use velocity dispersion as a mass proxy to obtain cluster
dynamical masses. The implementation of this method is
described in detail in Ntampaka et al. (2015) and Ntam-
paka et al. (2015), and is summarized below for reference.
Clusters with dynamical mass Mtrue ≥ 3.5×1014 M h−1
are used in the analysis of the Intermediate and Contam-
inated Catalog HMF.
A traditional dynamical mass approach utilizes the
virial theorem’s prediction that cluster mass will scale
with cluster member velocity dispersion, σv, as a power
law. The scaling relation can be written as
σv(Mdyn) = σ15
(
Mdyn
1015 Mh−1
)α
. (4)
with best fit power law parameters α and σ15 (see Ta-
ble 1) are applied to predict mock cluster masses from
LOS velocities. The resulting mass predictions have ap-
proximately lognormal scatter about the true mass, with
width 0.11 dex. For the Intermediate and Contaminated
Catalog HMF, galaxy velocities are given a conservative
gaussian error of 100 km s−1 before dynamical masses
are predicted, and clusters with dynamical masses above
3.5×1014 M h−1 are used in the HMF. The scaling that
is determined by the fiducial model and Multidark HMF
is also applied to the Mdyn HMF.
Cluster mass estimates such as Mdyn have measure-
ment errors, and introducing errors changes the shape
and amplitude of the HMF. Figure 1 shows that the re-
sulting mass function, when uncorrected for the large
scatter inherent in such a scaling relation, is inconsistent
with the fiducial case. The steeply-declining true mass
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function coupled with the large scatter in the M -σv re-
lationship yields an upscatter at high masses, creating
a mass function that more closely resembles a high-σ8,
low-Ωm prediction.
Here, we have not attempted to correct for Edding-
ton bias due to scatter in dynamical masses, though this
would be a necessary step for performing a proper cosmo-
logical analysis using the HMF. Under the assumption of
lognormal scatter, analytic approaches (e.g. Evrard et al.
2014; Mortonson et al. 2011) can correct for Eddington
bias in the halo mass function. Though lognormal scat-
ter in dynamical masses is found when pure and complete
cluster membership information is available (e.g. Evrard
et al. 2008), interlopers contaminating the cluster obser-
vations produce scatter that is a function of true cluster
mass (e.g. Saro et al. 2013; Ntampaka et al. 2015). In this
case, correcting for Eddington bias is nontrivial. We will
next present a method for collecting LOS velocities and
directly using the resulting velocity distribution function
as a cosmological probe that, unlike the HMF, is robust
to the introduction of measurement errors.
2.3. Velocity Distribution Function
We define a velocity distribution function (VDF), a
new statistic that can robustly be predicted with simula-
tions which capture the dynamics of subhalos or galaxies.
Because the VDF is well-modeled by simulation, it can
be used directly to explore constraints on cosmological
parameters, circumventing the measurement errors asso-
ciated with dynamical masses. The VDF, dn(v)/dv, is
a sum of PDFs of cluster member LOS velocities. It is
defined as
dn
dv
(v) ≡ 1
V
N∑
i=1
[PDF(|v|)]i , (5)
where V is the volume of the region under consideration,
PDF(|v|) denotes a probability distribution function of
the absolute value of galaxy LOS velocities, and the index
i denotes a sum over N clusters. These clusters may
either be the most massive, denoted dn(M,v)/dv, or the
richest, denoted dn(R, v)/dv.
The halos in our sample are defined by an overdensity
of 200ρcrit, where ρcrit is the critical density of the Uni-
verse. To calculate dn(v)/dv for the nonfiducial σ8 and
Ωm cases, we must consider both the number of clusters
of mass M as well as their velocity scaling. From the
virial theorem, velocities should scale as a function of
cluster mass M and radius R, as
v ∝
(
M
R
)1/2
∝M1/3ρ1/6crit(z). (6)
For flat cosmologies at z = 0, there is no normalization
correction for velocities as a function of cluster mass.
Thus, equation 5 is weighted according to the number of
clusters of mass Mi predicted by a given cosmology with
parameters σ8 and Ωm,
dn
dv
(v) ≡ 1
V
N∑
i=1
[wi(Mi, σ8,Ωm) PDF(|v|)]i , (7)
where wi(Mi, σ8,Ωm) is the ratio of the nonfiducial an-
alytic HMF, dn/d log(M), to the fiducial HMF evalu-
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Fig. 2.— Top: VDF of the Idealized Catalog. For the fiducial
model (black solid), the expected 68% scatter (light gray) is
shown for mock observations with 200 clusters. Four additional
σ8-Ωm model predictions (colored dashed and dotted) are shown
for comparison (top). The fractional difference between models, δ,
is the largest at highest velocities (middle), while the normalized
difference, , peaks at ≈ 2000 km s−1, where velocity bins have the
most resolving power (bottom). Middle: VDF of the Intermediate
Catalog. A conservative 100 km s−1 Gaussian velocity error makes
no significant effect on the VDF, demonstrating the statistical
power of this new approach under the introduction of errors.
Bottom: VDF of the Contaminated Catalog. The velocity error
introduces a slight offset between the fiducial model and the VDF
at high velocities (dark gray) but the VDF is still well within 1-σ
of the fiducial model.
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ated at Mi, the i
th cluster mass. The number of clus-
ters contributing in the nonfiducial case is chosen so that∑
wi = N .
We choose 0 km s−1 as the lower velocity limit and as
with the HMF, choose an upper velocity limit where the
counts to bin dispersion goes below 3. As with the HMF,
the VDF bin sizes are chosen according to Freedman-
Diaconis’ rule (Equation 1) applied to the Contaminated
Catalog velocities, with {x} = {v} and N = 200. This
yields 10 bins from |v| = 0 km s−1 to |v| = 2500 km s−1
with dv = 250 km s−1.
Figure 2 shows the Multidark VDF. The true VDF is
shown in comparison to a representative sample of other
σ8-Ωm VDFs. Because changing σ8 or Ωm changes the
number of massive halos and the shape of the HMF, it
similarly changes the shape of the VDF. Higher-mass ha-
los have larger velocity dispersions, so σ8-Ωm models that
predict a large number of massive clusters predict a large
number of high velocity galaxies as well. The resulting
VDF is shallower near v = 0 and has an increased num-
ber density at higher velocities.
The anticorrelation between high and low velocities
is most evident in normalized difference , where the
five different VDFs all cross the  = 0 line at v ≈
1200 km s−1. This velocity corresponds to the velocity
dispersion of a typical 1015 M h−1 cluster, and clusters
with smaller masses will tend to contribute more in the
|v| < 1200 km s−1 region of the VDF.
To mimic what might happen when the VDF is applied
to observation, velocities with error, verr, are also consid-
ered. As a counterpart to the HMF with Mdyn in which
cluster masses are given a realistic error, here every mea-
sured velocity is given an error. Galaxy LOS velocities
are given scatter according to a Gaussian distribution
with a conservative error estimate, σgauss = 100km s
−1.
Figure 2 shows that this introduction of velocity er-
ror has little effect on the VDF, with deviations from
the fiducial model only becoming evident at the highest
velocities where there are few galaxies. Introducing inter-
lopers, however, alters the shape of the VDF, with many
fewer high-velocity members. In practice, these interlop-
ing galaxies would be modeled into the VDF. The VDF
assembled from the 200 most massive clusters is shown;
the VDF with the 200 richest clusters has a qualitatively
similar shape, amplitude, δ(v), and (v). The VDF with
fewer clusters is similar in shape and amplitude, though
variance is larger due to the smaller mock observation.
Unlike in the HMF with Mdyn, the introduction of rea-
sonable errors to the VDF is still within 1-σ agreement
of the fiducial case across bins.
We note that the use of cluster member LOS veloci-
ties as a cosmological probe is not new. Velocity PDFs
have been used to probe the distribution of dark mat-
ter in clusters (Merritt 1987) and velocity dispersion
counts have been used to constrain cosmological param-
eters (Evrard et al. 2008; Caldwell et al. 2016). Addi-
tionally, the distribution of velocity dispersions has been
used to probe the bias between the velocity dispersions
of observed cluster galaxies and simulated cluster dark
matter (Mazure et al. 1996). New to our method is
the quantifying of galaxy clusters with the distribution
of LOS velocities, and using this distribution as a direct
probe of cosmological models.
3. RESULTS
3.1. Covariance Matrices
The HMF and VDF of mock observations can be used
to forecast constraints on σ8 and Ωm. This is accom-
plished by comparing the observed HMF or VDF to non-
fiducial predictions by a standard χ2 analysis. The Ide-
alized, Intermediate, and Contaminated Catalog mock
HMFs are compared to the analytic HMF given by Tin-
ker et al. (2008). The Idealized and Intermediate VDFs
are compared to the mean Idealized VDF. The Contam-
inated VDF is compared to the mean VDF constructed
with the Contaminated Catalog, but without velocity er-
rors. The estimated covariance matrix, Cˆ, is given by
Cˆ =
1
nobs − 1
nobs∑
i=1
[
(yi − y¯)(yi − y¯)T
]
, (8)
where yi is a nbin × 1 column vector of the ith observa-
tion’s nbin bin values, y¯ is a nbin × 1 column vector of
the mean observation, nobs is the number of independent
observations, and nbin is the number of bins.
The resulting covariance matrices are shown in Figure
3. Also shown are the closely-related correlation matri-
ces, where the (i, j) term of Cˆ is normalized by σiσj . Be-
cause the covariance matrix spans a wide range of values,
such a normalization can highlight smaller covariances
and provide an intuition for the nature of the covariance
matrix. The smallest bin in the HMF covariance matrix
has the largest variance, as is evident in Figure 1. Some
positive correlation is evident between mass bins, a rem-
nant of large-scale density fluctuations which resulted in
a larger average density in some mock observations and
lower average density in others, compared to the average
cosmic density.
The off-axis positive and negative covariances of the
VDF Cˆ, however, have a different origin. While posi-
tive HMF covariance originated from large-scale density
fluctuations, the positive covariances in the VDF are an
effect of the counting. Massive halos generally have a
larger velocity dispersion, and mock observations with
an overabundance of massive halos will tend to have an
overabundance of high-velocity galaxies, leading to the
positive correlations among velocity bins. Due to hard
limit on the number of clusters used to calculate the
VDF, however, an abundance of massive halos necessar-
ily leads to a deficit of low-mass halos included in the
N most massive or richest clusters that contribute to
the VDF. This is the cause of the regions of negatively-
correlated velocities.
As detailed in, e.g., Hartlap et al. (2007); Taylor et al.
(2013); Percival et al. (2014), an unbiased estimator,
Ψˆ−1, of the inverse covariance matrix is given by
Ψˆ−1 =
nobs − nbin − 2
nobs − 1 Cˆ
−1, (9)
where Cˆ−1 denotes a standard matrix inversion of the
covariance matrix. The number of observations sets a
maximum for the number of bins that can be considered;
the number of bins is constrained to nbin < nobs − 2.
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Fig. 3.— Left: Idealized Catalog HMF covariance matrix (Cˆ, top) and correlation matrix (Ci,j/(σiσj), bottom). Low-mass halos are
most common and also have greatest variance in their counts. Halo counts are positively correlated across mass due to large-scale density
fluctuations. Right: Idealized Catalog VDF covariance matrix (top) and correlation matrix (bottom). The bins above ≈ 1125 km s−1 are
heavily influenced by the number of high-mass clusters in any given observation. The positive cross-correlation among the highest-velocity
bins are due to a small number of high-mass clusters contributing these velocities. Similarly, the smallest-velocity bins are primarily
constructed from abundant low-mass clusters. The negative covariances are due to the counting nature of the VDF; observations with an
abundance of high-mass clusters will necessarily have fewer low-mass clusters contributing to the VDF.
3.2. Constraints on σ8 and Ωm
The posterior probability, P (σ8, Ωm|y), of a model
given the HMF or VDF, generically denoted y =
{y¯,Ψ−1}, can be determined by
P (σ8, Ωm|y) ∝ L(y|σ8, Ωm), (10)
where the likelihood is
L(y|σ8, Ωm) ∝ exp
(−χ2(y|σ8, Ωm)
2
)
, (11)
and
χ2(y|σ8, Ωm) = (y¯ − y?)T Ψˆ−1 (y¯ − y?), (12)
under the assumption of uniform prior probability for σ8
and Ωm. Here, y
? is a nbin × 1 column vector of the
σ8-Ωm model’s predictions for the bin center.
Figure 4 shows the 68- and 95% confidence regions in
the σ8-Ωm plane. The confidence regions are determined
by a smooth curve that lies where ∆χ2 from the maxi-
mum L (minimum χ2) is at the expected value for a χ2
distribution, given by
∆χ2 = χ21σ − χ2min = F−12 (0.6827), (13)
where F−12 (0.6827) is the inverse cumulative distribu-
tion function of a χ2 distribution with two degrees of
freedom, one each for σ8 and Ωm, evaluated at 68.27%.
A similar curve for the 95.45% confidence region is set
8 Ntampaka et al.
0.20 0.25 0.30 0.35 0.40
Ωm
0.70
0.75
0.80
0.85
0.90
0.95
1.00
σ
8
Idealized Catalog
HMF (Mtrue)
VDF (M , vtrue)
VDF (R, vtrue)
Multidark fiducial model
0.20 0.25 0.30 0.35 0.40
Ωm
0.70
0.75
0.80
0.85
0.90
0.95
1.00
σ
8
Intermediate Catalog
HMF (Mdyn)
VDF (M , verr)
VDF (R, verr)
Multidark fiducial model
0.20 0.25 0.30 0.35 0.40
Ωm
0.70
0.75
0.80
0.85
0.90
0.95
1.00
σ
8
Contaminated Catalog
HMF (Mdyn)
VDF (M , verr)
VDF (R, verr)
Multidark fiducial model
0.20 0.25 0.30 0.35 0.40
Ωm
0.70
0.75
0.80
0.85
0.90
0.95
1.00
σ
8
CMB TT + lensing
HMF (Mtrue) + CMB
VDF (M , vtrue) + CMB TT
VDF (R, vtrue) + CMB
CMB TT + lensing fiducial model
Multidark fiducial model
0.20 0.25 0.30 0.35 0.40
Ωm
0.70
0.75
0.80
0.85
0.90
0.95
1.00
σ
8
CMB TT + lensing
HMF (Mdyn) + CMB
VDF (M , verr) + CMB
VDF (R, verr) + CMB
CMB TT + lensing fiducial model
Multidark fiducial model
0.20 0.25 0.30 0.35 0.40
Ωm
0.70
0.75
0.80
0.85
0.90
0.95
1.00
σ
8
CMB TT + lensing
HMF (Mdyn) + CMB
VDF (M , verr) + CMB
VDF (R, verr) + CMB
CMB TT + lensing fiducial model
Multidark fiducial model
Fig. 4.— Left: 68- and 95% confidence regions (contours) of the HMF (red), VDF with mass sorting (blue), and VDF with richness sorting
(green) for the Idealized Catalog. When combined with CMB TT constraints (black dashed), these techniques produce similar maximum
likelihoods (colored x scatter points) and constraints on σ8 and Ωm (bottom). Middle: Confidence regions and maximum likelihoods for the
Intermediate Catalog, which includes velocity errors and dynamical mass estimates. The HMF with dynamical masses (red), if uncorrected
for scatter and bias, produces confidence regions centered on low Ωm and high σ8, in more than 2-σ disagreement with the Multidark
fiducial model. Right: The inclusion of interlopers in the Contaminated Catalog causes the HMF to prefer a high σ8, low Ωm cosmology.
The VDF constraints widen compared to a more ideal case, but are minimally biased.
by ∆χ2 = F−12 (0.9545). The error-free VDF with vtrue
produces comparable confidence regions near the fiducial
model to its mass function counterpart, the HMF with
Mtrue. However, the introduction of errors to velocity
combined with mass estimate Mdyn causes a significant
offset in the HMF, while the VDF remains largely un-
changed.
Table 2 lists the smallest contour, c, containing
the Multidark fiducial model (σ8, fiducial = 0.823 and
Ωm, fiducial = 0.307). Inverting Equation 13 and evalu-
ating it at the fiducial model gives this contour,
c = F2(χ
2
fiducial − χ2maxL), (14)
where χ2fiducial is the χ
2 value at the Multidark fiducial
model, χ2maxL is the maximum likelihood χ
2, and F2 is
the cumulative distribution function of a 2-dimensional
χ2 distribution. Increasing the volume of the observation
tightens the constraints in the HMF and VDF cases, and
the fiducial model therefore lies on a larger contour. The
bias, however, is the dominant contributor to the dif-
ference between the VDF and HMF c values; while the
fiducial model is in good agreement with the VDF, the
HMF is biased to low Ωm and high σ8 and the fiducial
model lies well outside of the 68% contour for all obser-
vation sizes.
The VDF and HMF 68% constraints can be approxi-
mated as a band in the σ8-Ωm plane, parameterized as
σ8 Ω
γ
m = A± δA68%, (15)
where σ8 Ω
γ
m = A describes a maximum likelihood ridge
in the σ8-Ωm plane and δA68% gives the distance from
that ridge to the contours containing the 68% likeli-
hood region. The 95% likelihood region can be simi-
larly described, though it should be noted that δA95% 6=
2× δA68%.
At all N , the width of the VDF 68% confidence re-
gion, δA68%, has a negligible increase when reason-
able errors are added to LOS velocities. For example,
with N = 200 clusters, VDF(M , Idealized) constrains
the parameter combination σ8 Ω
0.30
m = 0.579± 0.011.
Adding velocity errors, VDF(M , Intermediate), pro-
vides similar constraints with only minor bias:
σ8 Ω
0.29
m = 0.584± 0.011. Even with the inclusion of
interlopers, VDF(M , Contaminated), the constraints
widen only slightly σ8 Ω
0.29
m = 0.589± 0.014. Likewise,
adding velocity errors and richness sorting, VDF(R, In-
termediate), similarly constrains in the σ8-Ωm plane:
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σ8 Ω
0.28
m = 0.594± 0.011.
In contrast, adding velocity errors and inter-
lopers changes maximum likelihood ridge param-
eters γ and A significantly in addition to in-
creasing the width of the 68% confidence band,
δA68%. With N = 200, the Idealized Cata-
log HMF fit changes from σ8 Ω
0.37
m = 0.531± 0.009 to
σ8 Ω
0.42
m = 0.510± 0.009 for the Intermediate Catalog.
The Contaminated Catalog constraints are biased fur-
ther, to σ8 Ω
0.44
m = 0.515± 0.011 from the inclusion of
interlopers.
As can be seen in Table 2, VDF δA68% decreases with
sample size, as ≈ N−0.3 to−0.6. This decreasing width of
the 68% constraints leads to tighter constraints in the σ8-
Ωm plane with increasing N . The fiducial model lies well
within the 68% constraints of the VDF with N = 50, 100,
and 200. While the HMF δA68% similarly decreases with
sample size, the bias with N = 200 clusters results in
the fiducial model being excluded by HMF constraints at
more than 99% for the Intermediate and Contaminated
Catalogs.
3.3. Joint Constraints with CMB
The band-shaped HMF and VDF likelihoods are com-
bined with constraints obtained from the Planck CMB
temperature-temperature (TT) correlation data for mul-
tipoles ` ≤ 2508, (Planck Collaboration et al. 2015a), sig-
nificantly reducing the degeneracy between σ8 and Ωm.
The joint posterior probability for σ8 and Ωm is related
to the Planck posterior (Planck Collaboration et al. 2014)
by
P (σ8,Ωm|y,CMB) = P (σ8,Ωm|y)P (σ8,Ωm|CMB)
P (σ8,Ωm)
= L(y|σ8,Ωm)P (σ8,Ωm|CMB),
(16)
where P denotes a probability distribution function and
P (σ8,Ωm) is a flat joint prior probability distribution on
σ8 and Ωm. The resulting probability P (σ8,Ωm|y,CMB)
is assumed to be well-described by a bivariate Gaussian.
Because CMB TT constraints are centered on a differ-
ent maximum likelihood than the Multidark simulation,
offsets in joint constraints are introduced not only by
velocity errors and mass estimates, but also by the two
different fiducial models at play. The joint constraint
offset in maximum likelihood σ8 is compared before and
after introducing velocity errors and mass estimates, as
∆σ8 = σ8,maxL − σ8, effective, (17)
where σ8,maxL is the maximum likelihood after combin-
ing the Intermediate or Contaminated HMF or VDF with
CMB constraints. The effective fiducial model, σ8, effective
is the maximum likelihood σ8 from the Idealized catalog
HMF or from the Idealized or Contaminated VDF. Thus,
the Idealized VDF maximum likelihood serves as the ef-
fective σ8 and Ωm for the Intermediate VDF, the VDF
with interlopers but without velocity errors serves as the
effective σ8 and Ωm for the Contaminated VDF, and the
Idealized HMF serves for both the Intermediate and Con-
taminated HMF. An analogous calculation is performed
for ∆Ωm. Again, we see that the HMF with dynamical
mass estimates introduces the largest offset in σ8 and
Ωm. These are summarized in Table 2.
Table 2 also summarizes the offsets and errors found
when applying the VDF with velocity errors as well as
the HMF with mass estimates. The size of the 1-σ error
bars, (σ8)68% and (Ωm)68%, quantify the constraints on
σ8 and Ωm, respectively. While the CMB TT constraints
alone give (σ8)68% = 0.0228 and (Ωm)68% = 0.0160, the
HMF and VDF provide comparable further constraints
on these cosmological parameters, though the HMF max-
imum likelihood regions are biased to low Ωm and high
σ8. The HMF and VDF of the smaller mock observations
are quantitatively similar; the primary difference in these
smaller observations occurs in the covariance matrix Cˆ,
which has larger variances due to smaller sample size.
As expected, bin variances (diagonal terms in Cˆ) scale
as
√
N , leading to tighter constraints with larger observa-
tions. Properly evaluating even larger mock observation
and the resulting constraints would require a much larger
simulation on which to evaluate Cˆ.
Both before and after combining with CMB con-
straints, adding reasonable velocity errors and interlop-
ing galaxies causes a significant offset in the HMF max-
imum likelihood from the fiducial value. The VDF ap-
proach is less affected by the introduction of velocity er-
rors or interlopers. Choosing the richest clusters with
VDF(R), compared to the most massive clusters with
VDF(M), has little effect on the resulting VDF con-
straints.
4. DISCUSSION
While cluster counts as a function of mass can be used
to constrain cosmological parameters, a major source
of error in the HMF approach is in connecting clus-
ter observables with halo mass and understanding bias
and scatter in this relationship. We have shown that
collecting cluster member velocities in the form of the
VDF is one viable alternative to constraining cosmolog-
ical models with dynamical mass measurements. While
the VDF’s constraining power is comparable to the HMF,
its primary strength as a tool for evaluating cosmological
models is its resiliency to the introduction of reasonable
measurement errors.
Though Eddington bias contributes in both the HMF
and VDF cases, it results in a large offset in the HMF
constraints. The large scatter in M in comparison to
bin width, the steeply-declining HMF, and the relatively
few objects contributing to the HMF are three primary
reasons for this. Correcting for this Eddington bias is
nontrivial in the realistic case where interlopers contam-
inate the sample, creating a non-lognormal scatter that
changes as a function of true halo mass. In our likeli-
hood analysis, we have not attempted to account for Ed-
dington bias in the analysis of the HMF, however, this
step would be necessary to perform a proper cosmologi-
cal analysis with dynamical masses. The VDF, however,
is relatively robust to scatter in the observable, v. This
scatter does not produce a large bias in σ8 and Ωm, even
without correcting for scatter in the observable.
Details about the observation to be analyzed and the
expected sample selection, for example volume and mass
or luminosity limits, should be taken into account in
the modeling of the VDF. Even velocity errors may
be included in the modeling, though for velocity errors
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≤ 100 km s−1, this may be unnecessary. We have shown
that both mass and richness serve as adequate methods
for choosing clusters to contribute to this statistic and
the VDF constraining power is unaffected by which of
these method is employed for choosing clusters.
However, we stress that the details of the observation
must be captured by the modeling, and that care should
be taken to match survey selection effects. For example,
VDF(M) and VDF(R) take slightly different forms and
cannot be substituted for one another. Selecting clusters
for VDF analysis may be achieved by applying a mass
proxy such as SZ, X-ray, or weak lensing masses. While
selecting clusters by velocity dispersion may introduce a
bias in the VDF, the machine learning technique from
Ntampaka et al. (2015) and Ntampaka et al. (2015) is a
viable alternative for selecting clusters to contribute to
the VDF from galaxy LOS velocities; this method repro-
duces the true HMF more accurately than a dynamical
mass approach.
Applying the VDF as a cosmological probe requires a
large spectroscopic data set of cluster members. Such
data exist, and future surveys will probe larger volumes
and fainter magnitudes. The Hectospec Cluster Survey
(HeCS) has spectra of 21,314 galaxies, 10,275 of which
are galaxy cluster members (Rines et al. 2013). Upcom-
ing surveys include the Hobby-Eberly Telescope Dark
Energy Experiment (HETDEX), which expects to ob-
serve 0.8 million Lyman-α galaxies in the next three years
(Adams et al. 2011; Hill et al. 2014a), as well as the Sub-
aru telescope Prime Focus Spectrograph (PFS), having
scheduled first light in 2018 (Sugai et al. 2015).
Other spectroscopic surveys with smaller sample size
or lower velocity resolutions may also be utilized for pre-
liminary tests of the VDF method. Spectroscopic follow
up to clusters detected by the Atacama Cosmology Tele-
scope (Sifo´n et al. 2015) and South Pole Telescope (Ruel
et al. 2014) currently have data for 44 and 48 clusters, re-
spectively. Advanced ACTPOL (Henderson et al. 2015)
and SPT-3G (Benson et al. 2014) will detect more clus-
ters for spectroscopic followup.
Space-based telescope Euclid will measure redshifts of
50 million galaxies out to z > 2 (Laureijs et al. 2011), and
the Dark Energy Spectroscopic Instrument (DESI) will
have spectra for 18 million emission-line galaxies during
its 2018-2022 science run (Levi et al. 2013), though both
have velocity errors larger than the error explored in this
work. Exploring the effect of larger velocity errors is
a necessary step before applying the VDF technique to
these observations.
Current and future observations will produce large cat-
alogs of galaxy velocities. While the adopted volume
used in the present analysis is limited by the simulation
volume, changing sample size follows the expected trend:
larger observations lead to decreased bin dispersion, scal-
ing as
√
N , which in turn lead to tighter constraints.
Though smaller cluster surveys may not provide σ8 and
Ωm constraints competitive with CMB TT + polariza-
tion constraints, large volume surveys can be utilized in
conjunction with the VDF to test cosmological models.
While a proper analysis of the covariance matrix would
require a large number of large volume, high resolution
simulations, our aim is to show the relative constraining
power of the new VDF and the more traditional HMF
with dynamical masses. The covariance matrix is sensi-
tive to changes in cosmological parameters (Eifler et al.
2009) and to properly examine this, one would need a
suite of large volume, high resolution simulations in mul-
tiple cosmologies spanning the σ8-Ωm ranges in consider-
ation. Such a suite of simulations is not available, so we
make the simplifying assumptions that the true covari-
ance matrix does not change significantly over the final
y+CMB TT likelihood regions shown in Figure 4 and
can be approximated by Cˆ (Equation 8). Further, we
expect that the relative constraining power of the HMF
and VDF can be fairly compared even with this simplify-
ing assumption. The VDF is less sensitive to systematics
than the HMF and can utilize upcoming observations to
provide further constraints on cosmological parameters.
5. CONCLUSION
The velocity distribution function (VDF) is a novel
method for quantifying the abundance of galaxy clusters
and constraining cosmological parameters with dynam-
ical cluster observations. The VDF is a summed PDF
of absolute values of galaxy LOS velocities, |vlos|, given
by Equation 5. It is modeled using mock cluster cat-
alogs constructed from the Multidark MDPL1 publicly
available N -body simulation.
This new method is compared to a more standard tech-
nique for using clusters to constrain cosmological param-
eters, the halo mass function (HMF). The HMF com-
pares mock cluster counts as a function of mass to ana-
lytic predictions for flat ΛCDM cosmologies with varying
matter density parameter, Ωm, and amplitude of matter
fluctuations, σ8.
The VDF and HMF are used to forecast constraints on
σ8 and Ωm in the case where true LOS velocities (vtrue)
and cluster masses (Mtrue) are known. Both statistics are
also evaluated after introducing reasonable measurement
errors in the form of LOS velocity scatter and dynamical
cluster masses, and after the introduction of interlopers.
Our main findings can be summarized as follows:
1. When constructed with perfectly known cluster
measurements (vtrue and Mtrue), the VDF and
HMF provide similar constraints on σ8 and Ωm.
These constraints can be approximated as a band
in the σ8-Ωm plane bounded by σ8 Ω
γ
m = A±δA68%
and with a maximum likelihood ridge running
through the center of this band.
2. For an example observation of 200 massive
clusters, the VDF applied to the Idealized
Catalog constrains the parameter combination
σ8Ω
0.30
m = 0.579± 0.011. Applied to the Interme-
diate Catalog, the constraint on σ8 Ω
γ
m is compa-
rable: σ8Ω
0.29
m = 0.584± 0.011. The VDF applied
to the Contaminated Catalog constrains the pa-
rameter combination σ8Ω
0.29
m = 0.589± 0.014. The
VDF maximum likelihood model shows only mi-
nor bias to the introduction of velocity errors, and
widens with the introduction of interlopers.
3. When dynamical mass estimates are used in the
HMF, the resulting maximum likelihood σ8 and Ωm
are strongly biased. If the scatter in Mdyn is un-
corrected, the HMF favors a high σ8 and low Ωm.
Additionally, the fiducial model lies well outside of
the forecast 2-σ constraints.
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A major source of error in the HMF approach is in
connecting cluster observables with halo mass, and in
understanding bias and scatter in the observable-mass
relationship. The VDF, however, is less sensitive to such
systematics. Directly using LOS velocities as a cosmo-
logical probe mitigates the effects of outliers and mini-
mizes bias. Further, because simulations of gravity and
dynamics are well-understood, the VDF can be explored
with N -body simulations, in contrast to other cluster-
based methods that can be biased by the modeling of
gas physics. Upcoming surveys will probe larger volumes
and fainter magnitudes, providing an ideal data set for
applying the VDF as a cosmological probe to constrain
cosmological parameters.
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