We generalize the Gleason-Kahane-Żelazko theorem to modules. As an application, we show that every linear functional on a Hardy space that is non-zero on outer functions is a multiple of a point evaluation. A further consequence is that every linear endomorphism of a Hardy space that maps outer functions to nowhere-zero functions is a weighted composition operator. In neither case is continuity assumed. We also consider some extensions to other function spaces, including the Bergman, Dirichlet and Besov spaces, the little Bloch space and VMOA.
A Gleason-Kahane-Żelazko theorem for modules
The following result, often known as the Gleason-Kahane-Żelazko (GKZ) theorem, characterizes multiplicativity of linear functionals on Banach algebras. For commutative algebras it was obtained independently by Gleason [6] and by Kahane andŻelazko [7] . Subsequentlẏ Zelazko [11] extended it to the non-commutative case. The original proofs used results about entire functions. An elementary proof can be found in [9] . Note that continuity is not assumed. We extend the GKZ-theorem to A-modules, as follows.
Theorem 1.2. Let A be a complex unital Banach algebra, let M be a left A-module, and let S be a non-empty subset of M satisfying the following conditions:
(S1) S generates M as an A-module; (S2) if a ∈ A is invertible and s ∈ S, then as ∈ S; (S3) for all s 1 , s 2 ∈ S, there exist a 1 , a 2 ∈ A such that a j S ⊂ S (j = 1, 2) and a 1 s 1 = a 2 s 2 . Let Λ : M → C be a linear functional such that Λ(s) = 0 for all s ∈ S. Then there exists a unique character χ on A such that
Λ(am) = χ(a)Λ(m)
(a ∈ A, m ∈ M ).
(1.1)
Proof. Uniqueness of χ is clear. Indeed, fixing any s ∈ S, by (1.1) we must have
To prove existence, we begin by deriving inspiration from this last equation. Given s ∈ S, define χ s : A → C by χ s (a) := Λ(as)/Λ(s) (a ∈ A).
Clearly χ s is a linear functional on A satisfying χ s (1) = 1, and from property (S2) we have χ s (a) = 0 for all invertible a ∈ A. By Theorem 1.1, it follows that χ s is a character on A. Next, given s 1 , s 2 ∈ S, property (S3) yields the existence of elements a 1 , a 2 ∈ A such that a j S ⊂ S (j = 1, 2) and a 1 s 1 = a 2 s 2 . Then Λ(a 1 s 1 ) = Λ(a 2 s 2 ), whence
Equally, for each a ∈ A, we have aa 1 s 1 = aa 2 s 2 , whence
Now both sides of (1.2) are non-zero, because a j s j ∈ S. Thus we may divide (1.3) by (1.2) to obtain χ s1 (a) = χ s2 (a).
In other words, χ s is independent of s. Let us call it simply χ. Note that we then have
Finally, let a ∈ A and m ∈ M . By property (S1), there exist a 1 , . . . , a n ∈ A and s 1 , . . . , s n ∈ S such that m = n 1 a j s j . Then we have
which gives (1.1).
Applications to Hardy spaces
Let D denote the open unit disk and T denote the unit circle. We write Hol(D) for the space of holomorphic functions on D. The Hardy spaces on D are defined as follows:
We say that g ∈ Hol(D) is outer if there exists G :
In this case, g ∈ H p if and only if G ∈ L p (T). For background on Hardy spaces, we refer to [3] .
Theorem 2.1. Let 0 < p ≤ ∞ and let Λ : H p → C be a linear functional such that Λ(g) = 0 for all outer functions g ∈ H p . Then there exist w ∈ D and c ∈ C \ {0} such that
Note that continuity of Λ is not assumed. 
Let c := Λ(1) and w := χ(u) (where u denotes the function u(z) := z). As 1 is an outer function, we have c ∈ C \ {0}. Also, for all λ ∈ C \ D, the function (u − λ1) is outer, so we have Λ(u − λ1) = 0, whence χ(u − λ1) = 0 and w = λ. In other words, w ∈ D.
To finish the proof, we show that
Applying Λ to both sides of this last identity and using (2.1), we obtain
This leads to the following characterization of weighted composition operators. 
Note that continuity of T is not assumed.
Proof. Define ψ := T 1. This is a holomorphic function on D, and is nowhere zero because 1 is outer. Define φ := (T u)/ψ, where u(z) := z. This too is a holomorphic function on D. For z ∈ D, the map f → (T f )(z) is a linear functional on H p that is non-zero on outer functions. By Theorem 2.1, there exist w ∈ D and c ∈ C \ {0} such that (T f )(z) = cf (w) for all f ∈ H p . Taking f := 1, we see that c = ψ(z). Taking f := u, we see that
We denote by Aut(D) the group of holomorphic automorphisms of D, namely the set of functions of the form φ(z) := c(z − w)/(1 − wz), where w ∈ D and c ∈ T. Theorem 2.3. Let 1 ≤ p ≤ ∞ and let T : H p → H p be a surjective linear map such that (T g)(z) = 0 for all outer functions g ∈ H p and all z ∈ D. Then T is an invertible operator, and there exist φ ∈ Aut(D) and
Proof. By Theorem 2.2, there exist holomorphic maps φ :
As T is surjective, it is clear that φ is non-constant, so ker T = {0} and T is injective. By the closed graph theorem, T is continuous. Hence, by Banach's isomorphism theorem, T is an invertible operator. Finally, the invertibility of T implies that φ is an automorphism of D and that both ψ and 1/ψ are bounded: this is proved for example in [ 
where φ ∈ Aut(D) and c is a unimodular constant. This was first established in the cases p = 1, ∞, independently by Nagasawa [8] and by de Leeuw, Rudin and Wermer [2] . It was later extended to all p = 2 by Forelli [4] . When p = 2, there are lots of surjective isometries other than those in (2.
2 and all z ∈ D. Then there exist φ ∈ Aut(D) and a unimodular constant c such that
Proof. By Theorem 2.3, there exist φ ∈ Aut(D) and
Then S is an isometry of H 2 onto itself, consequently so is T • S −1 . A simple calculation shows that (T • S −1 ) has the form (T • S −1 )f = h.f for all f ∈ H 2 , where h ∈ Hol(D). The fact that both T • S −1 and its inverse are contractions on H 2 implies that both h and 1/h belong to H ∞ with h ∞ = 1/h ∞ = 1. This implies that h ≡ c, a unimodular constant. Hence T = cS, as desired.
Extensions to other function spaces
The proof of Theorem 2.1 uses special properties of the Hardy spaces, and does not seem to extend easily to other families of spaces. However, if we are willing to assume the continuity of the linear maps involved, then the theorems of the previous section do indeed extend to a wide variety of other spaces, albeit with slightly different proofs.
In what follows, we shall consider a Banach space X ⊂ Hol(D) with the following properties: (X1) for each w ∈ D, the evaluation map f → f (w) : X → C is continuous; (X2) X contains the polynomials and they form a dense subspace of X; (X3) X is shift-invariant: f ∈ X ⇒ zf ∈ X. We write M(X) for the multiplier algebra of X, namely M(X) := {h ∈ Hol(D) : hf ∈ X for all f ∈ X}, h M(X) := sup{ hf X : f X ≤ 1}.
Using property (X1) above, it is not hard to see that M(X) can be identified with a closed subalgebra of the algebra of all bounded linear operators on X, so it is a Banach algebra. For each w ∈ D, the evaluation functional h → h(w) is a character on M(X), so |h(w)| ≤ h M(X) . It follows that M(X) ⊂ H ∞ . As X contains the constants, we also have M(X) ⊂ X. We also consider a subset Y of X with the following properties:
Examples of spaces X satisfying (X1)- (X3) 
or VMOA. For background on these various function spaces, we refer to the books [5] and [12] . 
Proof. Since 1 ∈ Y , we have c := Λ(1) = 0. Replacing Λ by Λ/c, we may suppose that Λ(1) = 1. If h is invertible in M(X), then both h and 1/h belong to H ∞ ∩ X, so h ∈ Y , and Λ(h) = 0. By Theorem 1.1, Λ is a character on M(X). As X is shift-invariant, we have u ∈ M(X) (where u(z) := z). Set w := Λ(u). Then Λ(p) = p(w) for all polynomials p. If |λ| ≥ 1 then u − λ ∈ Y , so Λ(u − λ) = 0. Consequently w ∈ D, and the evaluation functional f → f (w) is continuous on X. As polynomials are dense in X, we conclude that Λ(f ) = f (w) for all f ∈ X.
In the next theorem, we endow Hol(D) with its usual Fréchet-space topology. 
Proof. This follows from Theorem 3.1 in just the same way that Theorem 2.2 was deduced from Theorem 2.1. 
Let T : X → X be a continuous linear surjection such that T g(z) = 0 for all g ∈ Y and all z ∈ D. Then T is invertible, and there exist φ ∈ Aut(D) and ψ ∈ M(X) ∩ M(X) −1 such that
For the proof, it is convenient to establish a lemma. As usual, we write u(z) := z.
Lemma 3.4. The spectrum of u in M(X) is equal to D.
Proof. For each w ∈ D, the map h → h(w) is a character on M(X), so w belongs to the spectrum of u. As the spectrum of u is compact, it must contain D.
By (X3) and Möbius-invariance, (u − w)/(1 − wu) is a multiplier of X for each w ∈ D. Subtracting and multiplying by suitable constants, we see that (1 − wu) −1 ∈ M(X) for all w ∈ D. Thus the spectrum of u is contained within D. 
As T is surjective, φ is non-constant, so T is also injective. By Banach's isomorphism theorem, T is invertible, and there is a constant C such that f X ≤ C T f X for all f ∈ X.
We next show that φ is an automorphism of D. As uψ = z(T 1) ∈ X, there exists θ ∈ X such that uψ = T θ. Then uψ = ψ.(θ • φ), whence (θ • φ)(z) = z for all z ∈ D. Applying φ to both sides, we have (φ • θ)(w) = w for all w ∈ φ(D). We claim that θ(D) ⊂ D. If so, then φ • θ is well-defined on D, and by the identity principle (φ • θ)(w) = w for all w ∈ D, showing that φ is indeed an automorphism.
To justify the claim, observe that, for each n ≥ 1, as u n ψ = z n (T 1) ∈ X, there exists θ n ∈ X such that u n ψ = T θ n . Then we have
n ∈ X for all n and T (θ n ) = u n ψ. By the Banach isomorphism theorem inequality, it follows that
Taking nth roots and letting n → ∞, we obtain that lim sup
By the lemma and the spectral radius formula, the right-hand side equals 1. As point evaluations at points of D are continuous on X, the left-hand side is bounded below by |θ(w)| for each w ∈ D. It follows that |θ(w)| ≤ 1 for all w ∈ D. As θ is non-constant, the maximum principle implies that |θ(w)| < 1 for all w ∈ D. This proves the claim.
Finally, we show that ψ ∈ M(X) ∩ M(X) −1 . Let C φ (f ) := f • φ. Using the Möbius-invariance of X and the closed graph theorem, we see that C φ is an isomorphism of X onto itself, and consequently so too is T • C (ii) Neither the Bloch space B nor the space BMOA of holomorphic functions of bounded mean oscillation satisfies (X2), because polynomials are not dense. However, these spaces are the biduals of B 0 and VMOA respectively, and it is not hard to see that Theorems 3.1-3.3 remain true for them provided that one replaces norm-continuity by weak*-continuity throughout.
(iii) If one tries to apply Theorem 1.2 directly to the spaces in §3, then one runs up against some interesting problems. For example, can every function X can be factorized as a multiplier times a cyclic function? Can every function in X be written as the quotient of two multipliers of X? In the case when X is the Dirichlet space, this last question was posed as a problem at the end of §3 in [10] , and as far as we know it is still open.
