Abstract. In this paper, we prove the cone theorem for any almost complex 4-manifold which is tamed by a symplectic form. For small rational surfaces and minimal ruled surfaces, we study the configuration of negative curves. As an application, we prove the Nakai-Moishezon type duality for all almost Kähler structures on CP 2 #kCP 2 with k ≤ 9 and minimal ruled surfaces with a negative curve. This is proved using a version of Gram-Schmidt orthogonalization process for J-tamed symplectic inflation.
Introduction
The study of the curve cone is of much importance to the birational geometry of an algebraic variety. The cone theorem for smooth varieties proved in [23] , which describes the structure of the curve cone by extremal rays, was the first major step of Mori's program. It was later generalized to a larger class of varieties by Kollár, Reid, Shokurov and others. The proof for a general variety relies on the bend-and-break technique, where a characteristic 0 proof is still lacking. However, there is an elementary proof for algebraic surfaces, see e.g. [25] . Early applications of the notion of the curve cone include Nakai-Moishezon's and Kleiman's ampleness criteria.
We could also similarly define the curve cone A J (M ) for a tamed almost complex manifold (M, J):
where C i are irreducible J-holomorphic subvarieties on M . Here an irreducible J-holomorphic subvariety is the image of a J-holomorphic map φ : Σ → M from a complex connected curve Σ, where φ is an embedding off a finite set. More generally, a J-holomorphic subvariety is a finite set of pairs {(C i , m i ), 1 ≤ i ≤ n}, where each C i is irreducible J-holomorphic subvariety and each m i is a non-negative integer. Later, we sometimes say J-holomorphic curves (or simply, curves) instead of J-holomorphic subvarieties. We will focus on dimension 4. Hence by taking Poincaré duality (we will identify the curve classes with their Poincaré dual cohomology classes by abusing the notation), we have A J (M ) sitting as a cone in vector space H The author is grateful to Tian-Jun Li and Clifford Taubes for very helpful suggestions on Theorem 1.1. He is also in debt to Tian-Jun Li for pointing out reference [3] .
The Cone Theorem
In this section, we will give a proof of the cone theorem for tamed almost complex 4-manifolds. Recall an almost complex structure J is said to be tamed if there is a symplectic form ω such that the bilinear form ω(·, J(·)) is positive definite. A taming form of J is said to be compatible with J if the bilinear form ω(·, J(·)) is symmetric. If there is a symplectic form compatible with the almost complex structure J, then J is called almost Kähler. Hence, a J-compatible symplectic form is also called a J-almost Kähler form. Given a class e ∈ H 2 (M ; Z), introduce the J-genus of e, g J (e) = 1 2 (e · e + K · e) + 1,
where K = K J is the canonical class of J. Moreover, when C is an irreducible subvariety, g J ([C]) is non-negative. In fact, if Σ is the model curve of C, by the adjunction inequality,
with equality if and only if C is smooth.
In the following, a rational curve means an irreducible J-holomorphic subvariety of J-genus 0. By (1) , such a curve has to be smooth.
The Seiberg-Witten invariant.
In this subsection, we will give a very brief introduction to the Seiberg-Witten invariant, which will be the main tool to establish Theorem 1.1. For a detailed introduction, see for example [12, 13] and references therein.
Let M be an oriented 4-manifold with a given Riemannian metric g and a spin c structure L on M . Hence there are a pair of rank 2 complex vector bundles S ± with isomorphisms det(S + ) = det(S − ) = L. The SeibergWitten equations are for a pair (A, φ) where A is a connection of L and φ is a section of S + . These equations are
where q is a canonical map q : Γ(S + ) → Ω 2 + (M ) and η is a self-dual 2-form on M .
The group C ∞ (M ; S 1 ) naturally acts on the space of solutions and acts freely at irreducible solutions. Recall a reducible solution has φ = 0, and hence F + A = iη. The quotient is the moduli space and is denoted by M M (L, g, η). For generic pairs (g, η), the Seiberg-Witten moduli space M M (L, g, η) is a compact manifold of dimension
where σ(M ) is the signature and χ(M ) is the Euler number. Furthermore, an orientation is given to M M (L, g, η) by fixing a homology orientation for M , i.e. an orientation of H 1 (M ) ⊕ H 2 + (M ). The space of g-self-dual space H + g (M ) is spanned by a single harmonic 2-form ω g of norm 1 agreeing with the homology orientation.
In the following, notice the first Chern class c 1 (L) determines L and vice versa. For a generic choice of (g, η), the Seiberg-Witten invariant SW M,g,η (e) is defined as follows. If b + > 1, a generic path of (g, η) contains no reducible solutions. Hence, the Seiberg-Witten invariant is an oriented diffeomorphism invariant in this case. Hence we can use the notation SW (e) for the Seibeg-Witten invariant. In the case b + = 1, there might be reducible solutions on a 1-dimensional family. Recall that the curvature F A represents the cohomology class −2πic 1 (L). Hence With this in mind, the set of pairs (g, η) with positive (resp. negative) discriminant is called the positive (resp. negative) L chamber. We use the notation SW ± (e) for the Seiberg-Witten invariants in these two chambers. Moreover, in the this paper, we will use SW (e) instead of SW − (e) when b + = 1.
As one can easily see from the discussion above, SW (or SW ± ) could be defined more generally as map from H 2 (M, Z) to Λ * H 1 (M, Z), although we do not need this generality for this paper.
We now assume (M, ω) is a symplectic 4-manifold, and J is a ω-tamed almost complex structure. Then the theorems in [27] and [13] equate SeibergWitten invariants with Gromov-Taubes invariants that are obtained by making a suitably counting of J-holomorphic subvarieties. Especially, when SW (e) = 0, there is a J-holomorphic subvariety in class e passing through dim SW (e) points. This is the key result from the Seiberg-Witten theory we will use in this section.
The cone theorem. We first have the following
Lemma 2.1. Let J be a tamed almost complex structure on a symplectic 4-manifold which is not rational or ruled. Let C be an irreducible Jholomorphic curve with K · [C] < 0. Then C has to be a −1 rational curve.
Proof. If M is a minimal symplectic 4-manifold which is not rational or ruled, then by Taubes' theorem [26] we always have a J-holomorphic subvariety in class K when b + > 1 and by Li-Liu's theorem in class 2K when b + = 1. If 2K = a i [C i ], then K · C < 0 would imply C is one of C i . Let it be C 1 . Then [C] · (2K − a 1 [C]) ≥ 0 implies C 2 < 0. Altogether, we have C is a −1 rational curve. This is a contradiction.
If M is not minimal, then K could be written as K 0 +E 1 +· · ·+E k , where K 0 ·E i = 0 and E i are the exceptional classes. We also have 2K 0 = a i [C i ]. Thus 2K is also a linear combination of curve classes. The same argument as in the minimal case implies C is a −1 rational curve.
Next we prove a very useful lemma. Lemma 2.2. If SW (e 1 ), SW (e 2 ) = 0, then we have e 1 · e 2 ≥ −1. And we have e 1 · e 2 = −1 only when e 1 = e 2 is the class of a −1 rational curve.
Proof. We choose a generic almost complex structure J such that e 1 and e 2 are both irreducible J-holomorphic curves. If e 1 = e 2 , then the conclusion follows from positivity of local intersections of J-holomorphic curves. If e 1 = e 2 , since
we have e 2 1 ≥ −1. The equality holds only when it is the class of a −1 rational curve.
there is a curve in class [C] passing through any given point when C is not a −1 rational curve.
Proof. First we could assume M is rational or ruled. Otherwise, it is proved in Lemma 2.1.
Notice
The equality holds if and only if g = 0, K · [C] = −1, and
, by SW=Gr we have a (possibly reducible) J-holomorphic curve in class K − [C]. Hence the irreducible curve C must be a component of this curve and C 2 < 0. This contradicts the adjunction and dimension formula. Thus
Since dim SW [C] ≥ 0, we have wall-crossing formula
where T is the unique positive fiber class of irrationally ruled manifolds (see [22] ). In summary, SW ([C]) = 0. Hence there is a curve in class [C] passing through any given point since dim SW [C] > 0.
Next we will prove Theorem 1.1, the cone theorem.
Theorem 2.4. Let (M, J) be a tamed almost complex 4-manifold. Then
where L i ⊂ M are countably many rational curves such that
Moreover, for any J-almost Kähler symplectic form ω and any given ǫ > 0, there are only finitely many extremal rays with
Proof. When M is not rational or ruled, then Lemma 2.1 verifies our claim. Especially, L i are finitely many rational curves with K · [L i ] = −1.
In general, let C be an irreducible curve with K · [C] < 0. By Proposition 2.3, we have SW ([C]) = 0. Hence for any tamed almost complex structure J, there is a (possibly reducible) subvariety in class [C] by Taubes' SW=Gr and Gromov compactness. Especially, it is true for a projective variety. Now, assume C is an irreducible curve with g J ([C]) > 0 and K · [C] < 0, or g J ([C]) = 0 and K · [C] < −3 on a rational or ruled surface. We want to show that [C] cannot span an extremal ray of the curve cone (we will say [C] is not extremal for simplicity). We divide our discussion into the following cases.
Case 1: Irrational ruled surfaces
and its blowups
In this case, let U be the class of the base Σ h and T be the class of the fiber S 2 . Then the canonical class
Since both [C] and T pair negatively with K, by Lemma 2.3, both classes have non-trivial Seiberg-Witten invariant. Applying Lemma 2.2 to the pair [C] and T , we have a ≥ 0. We could assume [C] is not one of the classes of exceptional curves E i . Then applying Lemma 2.2 to [C] and E i gives c i ≥ 0.
The assumption K · [C] < 0 reads as
Especially, we have b > 0. When a = 0, we have
It works only when g(C) = 0 and there is a unique nonzero c i , say c 1 , which equals to 1. Moreover,
When a > 0, we first notice that the moduli space M T of J-holomorphic subvarieties in class T is homeomorphic to Σ h . Moreover, there is a unique subvarieties in class T passing through any given point in M . If M = Σ h × S 2 #kCP 2 , then expect k subvarieties corresponding to T = (T −E i )+E i , all the others are smooth rational curves. There is a natural map f : C → Σ h of degree a = [C] · T : for any point x ∈ C, f (x) is the unique element in M T passing through x. Since Σ h has genus at least one, we have 
Finally the wall crossing formula implies
Hence, we complete our argument that [C] = ([C]−T )+T is not extremal in this case.
• M = T 2 × S 2 and its blowups
We use the same setting as the above case. That is, we assume [C] = aU + bT − i c i E i and the canonical class K = −2U + i E i . As showed in the above case, we only need to show that when a > 0, [C] is not extremal. Without loss, we assume
If c 1 ≤ a, we have contradiction
Hence look at the classes l[C] − T , we have
Apply the wall crossing formula
as a decomposition of two classes with non-trivial Seiberg-Witten invariant is not extremal.
If c 1 > a. similar to the above, we first calculate the Seiberg-Witten dimension of the class
• M is a non-trivial S 2 bundle over Σ h , h ≥ 1
Since the blow-ups of it are diffeomorphic to those of trivial bundle, we are only left with the non-trivial bundles.
Let U be the class of a section with U 2 = 1 and T be the class of the fiber.
Thus g(C) = 0 and K · C = −2.
If a > 0 and h > 1, then we have b > 0. Hence
Then the wall crossing formula implies
If a > 0 and h = 1, then we have
Then the wall crossing formula shows 
where E K J is the set of −1 rational curves. Let S be the set of homology classes which are represented by smoothly embedded spheres. We define
Using this notation, . Furthermore, as noted in [11] , any class is in S + K J is Cremona equivalent to one of the following classes
It is easy to check that each of them could be written as sum of classes of rational curves with square 0 or 1. This implies extremal rays (with K · [C] < 0) have to be spanned by rational curves with −3 ≤ K · [C] < 0. There are countably many such classes, since there are countable many −1 curve classes. This finishes the proof of the first statement of our cone theorem.
For the finiteness statement, it makes non-trivial sense only when M = CP 2 #kCP 2 with k ≥ 9. It is equivalent to saying that there are only finitely many −1 rational curve classes with bounded symplectic energy [ω] · E < 
On the other hand there are only finitely many classes E = aH − c i E i with E 2 = −1 and a > 0 is bounded from above. Especially, the finiteness statement implies the extremal rays are discrete.
The next example shows that it is not true that any Seiberg-Witten nontrivial class of nonzero J-genus is an integral combination of curve classes. 
Corollary 2.6. Let M = N #CP 2 be a non-minimal symplectic 4-manifold which is not diffeomorphic to CP 2 #CP 2 . Then for any tamed J on M , there exists at least one smooth J-holomorphic −1 rational curve.
More precisely, for any exceptional class E, there will be at least one −1 rational curves as irreducible components of the subvariety representing class E.
Proof. By the assumption, there is at least one −1 rational curve class E ∈ H 2 (M, Z). If there is an irreducible J-holomorphic subvariety in class E, then we are done since it will be smooth by adjunction inequality. If not, by the cone theorem, it is written as E = a i [C i ] where all C i are irreducible J-holomorphic subvarieties. Since K · E = −1 < 0, we know there is at least one C i (say C 1 ) such that K ·[C 1 ] < 0. By the cone theorem, this irreducible C 1 has to be a rational curve with −3 ≤ K · [C 1 ] < 0. We claim that in our situation, K · [C 1 ] = −1, hence C 1 is the class of a −1 rational curve.
In the above proof, we see that when M is not rational or ruled, all the extremal rays for non-minimal manifolds are −1 classes. For ruled surfaces, our proof shows that any extremal curve class C has −2 ≤ K · C < 0. The K · C = −2 case is when C is the fiber class T . However when M is non-minimal, T = E + (T − E) is not extremal. But there is at least one extremal class as the class of an irreducible component of the subvariety in class E since K · E = −1 < 0.
Similarly for rational surfaces, we know that any square 1 (resp. 0) sphere class is Cremona equivalent to H (resp. H − E). When M = CP 2 #kCP 2 , k ≥ 2, we know both classes could be decomposed into two classes with nontrivial Seiberg-Witten invariant: H = E+(H−E), H−E = E ′ +(H−E−E ′ ). Hence they are not extremal. Since there is at least one extremal class, it could only be the class of a −1 rational curve.
When M = CP 2 #CP 2 , it is possible that H − E is the only extremal ray. In this case, the effective class E degenerates as n(H −E)+((n+1)E −nH). Then (n + 1)E − nH is the class of a −(2n + 1) section for the ruled surface. It corresponds to Hirzebruch surfaces F 2n+1 when J is complex.
Notice that the first statement above is first proved in [24] . Actually, it shows that a class with minimal symplectic energy is such a class. However, our proof gives more precise result. The second statement of the above corollary is crucial for our later applications.
It is interesting to compare our picture here for a general tamed almost complex structure to the bend-and-break in algebraic geometry. The bendand-break technique in algebraic geometry starts with an irreducible curve
Then it contains two parts. The first, the "bend" part, is to compose the normalization with automorphisms of C, possibly in characteristic p when
This would guarantee one could deform curves in a class which is a multiple of [C ′ ]. The second, the "break" part, shows that this family must degenerate to f ′′ (C)+(sum of rational curves).
Our argument is sort of a reverse process. We show that all the extremal rays with negative K pairing are spanned by rational curves. And thus a higher multiple of the curve class C with K · C < 0 will degenerate to a reducible curve with at least one extremal ray as one of its irreducible components.
In general, it is not true that we always have a reducible curve in class [C] if C is an irreducible J-holomorphic curve of positive genus such that K · [C] < 0 as we have seen in Example 2.5. Here is an example for ruled surfaces.
Example 2.7. Let M be the non-trivial S 2 bundle over Σ h . Let U be the class of a section with U 2 = 1. We have shown SW (U ) = 0 and dim SW = 2. However, for a generic tamed almost complex structure, we do not have reducible curves in class U . This is because dim SW (U − aT ) < 0, and generically we do not have curves in classes U − aT . However, as shown in the proof of Theorem 2.4, we do have curves in class lU − T when l > 2.
Hence there is always a reducible subvariety in class lU .
On the other hand, as shown in our proof, the class [C] itself contains reducible curves in many circumstances. We also have the following Proposition 2.8. Let M be a tamed almost complex 4-manifold with −K ample (i.e. paring positively with all curves). Then M contains a rational curve. In fact, through every point of M there is a rational curve C such that
Proof. By Taubes' theorem [26] , when −K is ample, M has to be rational or ruled. Furthermore, it cannot be irrational ruled, otherwise (−K) · U ≤ 0 and SW (U ) = 0. Hence, M is rational and we choose homology basis such 
In this section, we first recall some general results for the homology classes of irreducible subvarieties on CP 2 #kCP 2 . Then we give an explicit description of the negative curves on CP 2 #2CP 2 , which helps us to obtain a Nakai-Moishezon type theorem. Finally, we will discuss the configuration of negative curves for complex structures.
3.1. The curve cone. The K−symplectic cone for a class K ∈ H 2 (M ; Z) introduced in [14] :
Here K ω is the symplectic canonical class of ω.
Here FP(K) is the connected component of P = {e ∈ H 2 (M, Z)|e 2 > 0} containing [ω] . Notice by the light cone lemma, both FP(K) and C M,K are convex cones. Recall the following statement is called the light cone lemma in the literature, which is in the guise of Cauchy-Schwartz inequality.
Lemma 3.1 (light cone lemma). For the light cone of signature (1, n) (n = 0), any two elements in the forward cone have non-negative dot product. Especially, if the dot product is zero then the two elements are proportional to each other.
The K−symplectic cone can be used to restrict the classes of negative square in the curve cone. The following lemma is simple but also very useful. Proof. If the class e is in the curve cone A J (M ) for some tamed almost complex structure J with K J = K. Let ω be a symplectic form taming J. Then e · [ω] > 0. Since C M,K is convex, there is an extremal ray pairing positively with e.
When M = CP 2 #kCP 2 with k < 9, the K−symplectic cone is a cone over a polytope. The corners of the polytope, which correspond to the extremal rays of the K−symplectic cone, are those classes which can be represented by the symplectic spheres with canonical class K and self-intersection 0 or 1. Remember, without loss, we always suppose
The adjunction inequality also constrains curve classes.
Lemma 3.3. Suppose a class B = αH + β i E i has an irreducible curve representative.
If α > 0 then |β i | ≤ |α| for each i, and |α| = |β i | only when α = −β i = 1.
Proof. By adjunction formula, and the fact that γ 2 + γ ≥ 0 for any integer γ, we have
Then all the conclusions are clear when α = 0. For α = 0, we first get that β i = 0, −2 or ±1. However when α = 0, some β i is non-negative. Otherwise, J will not be tamed by lemma 3.2. Then
We have shown that there is at least one smooth J-holomorphic −1 rational curve for any tamed J on non-minimal symplectic manifold except for CP 2 #CP 2 in Corollary 2.6. Now, we further observe that when M = CP 2 #2CP 2 , we actually have at least two −1 sphere classes. Notice it is not true when M = CP 2 #kCP 2 for k > 2.
Theorem 3.4. There are at least two smooth −1 J-holomorphic rational curves for any tamed J on CP 2 #2CP 2 .
Proof. First, there is at least one −1 smooth rational curve. We first assume the class E 2 has such a smooth representative.
Lemma 3.5. Suppose M = CP 2 #2CP 2 and the class E 2 is the class of a smooth −1 rational curve. If a class A = aH + bE 1 + cE 2 = E 2 with a ≤ 0 has an irreducible curve representative, then
A is the only such class.
The extremal rays of the K−symplectic cone are spanned by
As a ≤ 0 and c ≤ 0, we have A · H ≤ 0 and
By the adjunction formula
The only possibility is as claimed in (i),
Lemma 3.6. Suppose M = CP 2 #2CP 2 and the class E 2 is the class of a smooth −1 rational curve.
Proof. Since s ≥ 1, D must be of the form pA + B i , where
Then pairing with H, we have
Now pairing with E 1 , we have
by Lemmas 3.3 and 3.5. Moreover, v = −1 only if p = 0, and by Lemma 3.3, we have
Corollary 3.7. Suppose E 2 is the class of a smooth −1 rational curve. Then so does either the class H − E 1 − E 2 or the class E 1 . And in the latter case, both E 1 and H − E 1 − E 2 are the classes of smooth −1 rational curves.
Proof. Suppose E 2 has an embedded representative and E 1 does not. Notice the class H − E 1 − E 2 is in the curve cone. By Corollary 2.6, there is a −1 rational curve as an irreducible component of the subvariety representing H − E 1 − E 2 . By our assumption, this class cannot be E 1 . If this class is H − E 1 − E 2 , we are done. If this class is E 2 , then H −E 1 −lE 2 , with l > 1, is in the curve cone. If we have an irreducible curve in class (1 − s)H + sE 1 or (1 − s)H + sE 1 − E 2 with s ≥ 1, it will contradict to the Lemma 3.6. So all irreducible curves C have a = C · H > 0. By Lemma 3.3, all such irreducible curves aH
If both E 1 and E 2 have embedded representatives, same argument shows that neither can appear in the decomposition of H − E 1 − E 2 . Now, to finish the proof of Theorem 3.4, we are left with case that the class H − E 1 − E 2 has an embedded representative.
By Corollary 2.6, there will be a −1 rational curve as an irreducible component of the subvariety representing class E 1 or E 2 . Suppose that there is no irreducible curve with non-positive H coefficient. Then H − E 1 − E 2 cannot appear as the class of such −1 rational curve. Thus the −1 class component in E 1 is either E 1 or E 2 . Hence in this situation, there are at least two −1 rational curves.
Thus we assume that there is an irreducible curve in class A = aH + bE 1 + cE 2 with a ≤ 0.
Since a ≤ 0, either a + b > 0 or a + c > 0 by Lemma 3.2.
Without loss, we assume that a + b > 0. We will show that in this case E 1 or E 2 must have an embedded representative.
First by adjunction formula
On the other hand b ≥ −a + 1 > 0. Hence the only possibility for the adjunction holds would be a = −b + 1, c = 0 or −1 and g = 0. Then
If E 1 and E 2 do not have irreducible representative, then H − E 1 − E 2 is the only class of extremal irreducible curve with K · C < 0 as shown in Corollary 2.6. We now look at irreducible curves with
But by local positivity of intersections,
It is a contradiction. Hence a ≤ 0 and the curves classes are calculated as above. Hence E i will be a linear combination of these classes and H − E 1 − E 2 . If we write a class as aH + b 1 E 1 + b 2 E 2 , then all the above classes will contribute non-positively to 2a + b 1 + b 2 . However E i has positive 2a + b 1 + b 2 . This is a contradiction. Hence there is an irreducible curve in class E 1 or E 2 .
The above discussion actually gives the following description of the curve cone. By Theorem 3.4, there is always an irreducible J-holomorphic curve in class E 1 or E 2 . Hence, without loss, we could assume E 2 has an irreducible representative.
Theorem 3.8. Let J be a tamed almost complex structure on CP 2 #2CP 2 such that there is a smooth J-holomorphic curve in the class E 2 . Then the curve cone A J (M ) is generated by 3 classes. They are either
where s ≥ 1.
Proof. First by Lemma 3.7, there is always an irreducible curve in class H −E 1 −E 2 . By the argument in the last paragraph of the proof of Theorem 3.4, curve classes C with C · H > 0 is always spanned by H − E 1 − E 2 , one of E i say E 2 and another irreducible curve with non-positive pairing with H. When E 2 has irreducible representative, the last curve class is (1−s)H +sE 1 or (1 − s)H + sE 1 − E 2 with s ≥ 1. By Lemma 3.5 (iv), such a curve is unique. This completes our proof.
Now we can study the ≥ 0−dual of the curve cone
Let us assume that E 2 is irreducible. We discuss the two cases in Theorem 3.8. In the first case, the ≥ 0−dual of A J is generated by
In the second case, the ≥ 0−dual of A J is generated by
In both cases, A and C are in S + J and B is approximated by the sequence pH
All the above actually shows the following Proposition 3.9. For any tamed J on CP 2 #2CP 2 , we have
The spherical cone S J here is defined to be the interior of the convex cone generated by big J-nef classes (i.e. J-nef classes with positive square) in S K J if it is of dimension 3.
3.2. Nakai-Moishezon type theorem for almost Kähler structure on CP 2 #2CP 2 . With Proposition 3.9 in hand, we can establish the NakaiMoishezon and Kleiman type theorems for almost Kähler J on CP 2 #2CP 2 .
(M ) holds because the classes A, B, C and thus their positive combinations all have non-negative squares.
We remark that the techniques in [17] to construct almost Kähler form for a tamed J fail in this situation.
First we need to construct a Taubes current. Here a current is a differential form with distribution coefficients. Hence it represents a real cohomology class when pairing with smooth closed forms in the weak sense. A Taubes current is a closed, positive J-invariant current Φ, which satisfies
Here σ denotes a point-wise unit length section of T 1,0 M | Bt(x) . The usual technique for the construction is to integrate certain part of the moduli space of the subvarieties in a J-ample class e, i.e. a cohomology class pairing positively with any curve classes, with g J (e) = 0. However in general, as in current situation, we do not have any such classes. We may only have big J-nef spherical classes. In this situation, we are still able to produce a weak version of Taubes current in class e: a closed, non-negative J-invariant current Φ e , satisfying
It will vanish along the vanishing locus Z(e), i.e. the union of irreducible subvarieties D i such that e · D i = 0. But over any 4-dimensional compact submanifold with boundary K of the complement M (e) = M \Z(e), it is a Taubes current with the constant k > 1 depending only on K.
If we have sufficiently many big J-nef classes, we could produce genuine Taubes currents by the following Proposition 5.7 in [17] .
Proposition 3.11. Let e i be big J-nef classes in S K J and the zero locus of e i is denoted by Z i . If ∩Z i = ∅, then there is a Taubes current in the class e = i a i e i , with a i > 0.
Finally, we apply the following regularization result of [28] (see also [29] ) to obtain an almost Kähler form in the class e. Hence to construct an almost Kähler form by the subvariety-current-form method, we are reduced to prove that there exist big J-nef classes e i in S K J , such that the intersection of the zero locus ∩Z(e i ) = ∅. We claim it is impossible if our J is assumed only to be tamed. In the below, α, β, γ are those classes in Theorem 3.8. The main point is there is no class e ∈ S + J such that Z(e) = α by simple homological calculation. Since β · γ = 1, we have β ∩ γ = ∅. Because of the above observation, any class e ∈ S + J will have β ∩ γ ⊂ Z(e). Hence β ∩ γ ⊂ ∩Z(e i ), which is then not empty.
3.3.
Complex Configurations for small rational surfaces. Let us digress on the configurations of negative curves on complex rational surfaces.
For S 2 × S 2 , the possible types are Hirzebruch surfaces F 2n . So the only irreducible negative curve is a −2n curve which is in class A−nB (or B−nA)
For CP 2 #CP 2 , the possible types are F 2n+1 . So the only negative curve is in class (n + 1)E − nH.
For CP 2 #2CP 2 , we view this as blow up of F 2n+1 . We can either blow up at a point on the unique negative curve of F 2n+1 , or blow up at a point not on it. For the first case, our configuration is E 2 , H − E 1 − E 2 and (n + 1)E 1 − nH − E 2 . For the latter case, our negative curves are E 2 , H − E 1 − E 2 and (n + 1)E 1 − nH.
In all the above cases, the dual of the curve cone is the J-spherical cones S J which is the Kähler cone. As we see in Theorem 3.8 and in [17] , these configurations realize all the possible configurations of negative curves for any almost complex structures on S 2 × S 2 , CP 2 #CP 2 and CP 2 #2CP 2 .
For CP 2 #3CP 2 , it is a further blowup at certain points on some complex structure of CP 2 #2CP 2 . we can blow up
• at a point not on negative curves (a generic point), then the negative curves are
• at the intersection point of (n + 1)E 1 − nH − E 2 and E 2 , then the curves are E 3 , E 2 − E 3 , H − E 1 − E 2 and (n + 1)E 1 − nH − E 2 − E 3 ; • at the intersection point of E 2 and H − E 1 − E 2 , then the curves are only
and (n + 1)E 1 − nH; Notice in the last case, we only have one irreducible −1 rational curve, which is in class E 3 . For all the others, we have at least two smooth −1 rational curves. Then we can show that if for an almost Kähler structure the configuration of the negative curves is like the first six cases, the NakaiMoishezon type theorem as Theorem 3.10 holds since J-spherical cones are equal to the Kähler cones. tetrahedron) determined by −1 classes which can be generated by spherical classes.
If
In other words, in both subcases of Case 7, our spherical classes only span a face of the dual of curve cone. This is point the techniques in [28, 17] does not work.
Configurations of negative curves
Almost complex structures are different from complex structures at blowing up and down. More precisely, when we have an irreducible holomorphic −1 sphere, we can always blow it down by Castelnuovo's criterion. However, generally we cannot blow down a smooth J-holomorphic −1 rational curve for a tamed almost complex structure J.
In this section, we study the negative curves in a tamed almost complex rational or ruled 4-manifolds, which might not be mentioned explicitly in each statement. In particular, they have to be spheres for CP 2 #kCP 2 with k ≤ 9. This will enable us to determine the curve cone and show that the configurations of negative curves for almost complex structures are all realized by complex structures.
We first take a look at the irreducible curve classes C = aH + b i E i with C 2 < 0 and a < 0.
• Or C = f * C ′ , where f is a diffeomorphism and C ′ is a class with a ′ > 0.
Proof. The proof is eventually similar to that of Lemma 3.5. As we suppose our canonical class K = −3H + E i , there are two types of the generators of extremal rays of the K−symplectic cone. The first type is the classes F with F 2 = 1 which can be represented as a sphere. Those are Cremona equivalent to H. The second type of classes are those Cremona equivalent to H − E 1 .
Let us first suppose that C pairs non-positively with all the classes of the first type. By Lemma 3.2, at least one of these classes equivalent to H − E 1 pairs positively with C. If we suppose it is H − E 1 , then we know that b 1 > −a > 0. Then by the adjunction formula (a − 1)(a − 2) ≥ b i (b i + 1). Thus, the only possibility is as claimed, C = −nH + (n + 1)E 1 − j E k j which has g J (C) = 0.
If C · F > 0 for some F of the first type, then we can first change the class F to H by a diffeomorphism f preserving the canonical class. The class C changes to C ′ at the same time and thus C ′ · H > 0. Thus C ′ is a class with a ′ > 0 and C is pull-back of it by a diffeomorphism.
The latter case could happen. For example when C = −H +E 1 +E 2 +E 3 ,
. This can be seen by applying Lemma 2.2 to the Seiberg-Witten nontrivial classes H and C.
The case when a = 0 is investigated in Lemma 3.3. The only possible curves are
Now, let us take a look at the case of a > 0.
(1) Then any irreducible curves C with C 2 < 0 are smooth spheres.
(2) If k ≤ 8, any irreducible curves with C 2 ≤ 0 are smooth spheres.
Proof. Let C = aH − b i E i . The case when a ≤ 0 is discussed above. The only undetermined case, the second bullet of Lemma 4.1 is reduced to the case of a > 0. Hence, we suppose a ≥ 1 below. Because C 2 < 0, we can suppose
If C is an irreducible curve and is not a sphere, then by adjunction formula,
Hence, by Cauchy-Schwartz inequality, we have (
This inequality is possible only when a = 1. Then (6) becomes
It contradicts to (5), which reads as
This contradiction shows that C should be a sphere. We also notice that when k ≤ 8, any irreducible curves with C 2 ≤ 0 are spheres. This is because if C 2 = 0, formulae (5), (6) lead to the contradiction
Notice that the statement is sharp, in the sense that it is no longer true for k ≥ 10 (resp. k ≥ 9), since the anti-canonical class K could be the class of an elliptic curve with K 2 < 0 (resp. K 2 ≤ 0).
It is true that these negative curves form the extremal rays of the curve cone.
Proposition 4.3. The curve cone A J (M ) of (M = CP 2 #kCP 2 , J), k < 9, is a polytopic cone generated by the classes of spheres with non-positive selfintersections.
Proof. By Proposition 4.2, we just need to prove that any irreducible curve C with C 2 > 0 cannot span an extremal ray of the curve cone A J (M ).
We look at the class n[C]. We know that when k ≤ 8, there are only finitely many elements in E. We assume the maximal possible pairing of C with elements in E is l. We choose n large enough such that
This is possible, since the coefficient of the quadratic term is positive.
Now we claim [C] = 1 n ((n[C] − E) + E), E ∈ E, gives a decomposition with both classes have nontrivial Seiberg-Witten. Hence [C] is not extremal.
First, we check the SW dimension
is not extremal. Finally, since we have classified all the classes of irreducible curves with non-positive self-intersections when k < 9 in Proposition 4.1 and 4.5. Especially, there are finitely many such classes. Hence our conclusion follows. In particular, our curve cone has no round boundary.
On the other hand, we have the following general fact. 
Next, let us classify the negative irreducible curves with a > 0 on CP 2 #kCP 2 with k < 9.
Proposition 4.5. Let J be a tamed almost complex structure on M = CP 2 #kCP 2 , k < 9, and C = aH − b i E i be an irreducible curve with C 2 ≤ 0, a > 0. Then [C] is one of the following:
(
Proof. Similar to Proposition 4.2, we have
holds by Cauchy-Schwartz inequality. This can be written as
First let us assume C 2 < 0. The cases when c 2 < 3 (i.e. −3 < C 2 < 0) actually follow from the classification of possible −1 and −2 sphere classes, see for example [19] . More precisely, when c 2 = 1, the classification is obtained in Proposition 26.1, diagram (IV.8) of [19] . Especially, it contains our classes (4)- (6) . When c 2 = 2, the classification is in diagram (IV.2) there. Let us reproduce the proof for readers' convenience. When c 2 = 1, we have
By possibly adding some b i = 0 and b 9 = 1, we are reduced to solve
Rewrite the second equation, we have 3a
In total there are three essentially different representations of 18 as a sum of 9 squares which are in the same residue class mod 3:
Up to the order of b i , the solutions (a; b 1 , · · · , b 9 ) are
Notice one of b i has to be 1, this gives the list in our statement. Similarly, when c 2 = 2, our equations are reduced to
Up to the order of b i , we have the same general solutions, but now with one of b i being 0. These will also lie in the list. Now let us assume C 2 ≤ −3, i.e. c 2 ≥ 3. Then we have a ≤ 3 by (8) . When a = 1 or 2, then by adjunction, b i = 1 or 0. This corresponds to our classes (1) and (2) .
When a = 3, we have
Hence only one b i could be 2 or −1, others are 1 or 0. However, if a = 3 and b i are ±1 or 0, and k < 9, then C 2 > 0, a contradiction. Hence, it lies in class (3). If C 2 = 0, then c = 0. Hence we have 0 ≤ a ≤ 3. Exactly the same discussion implies it will be classes (1)-(3).
The next lemma basically shows that the phenomenon discovered in [4] for (elliptic) ruled surfaces cannot happen for small rational surfaces.
(2) For k = 9, the only such curve class is
Since it is a J-holomorphic curve class for a tamed J, with nontrivial SeibergWitten, we have a > 0 by the Lemma 2.2. Hence
It is a contradiction if k < 9. When k = 9 the equality holds if and only if a = 3 and b i = 1.
Especially, it shows that there are no curve classes such that dim SW ([C]) = 0 and g J ([C]) > 0 when k < 9. There is a technical lemma for higher genus curve classes, which we will need later.
The equality holds if and only if
Proof. First a > 0 as in last lemma. Let C 2 = c, g = g J (C). Then by adjunction formula, the inequality (
When a ≤ 2, the inequality holds only if g = 0. Now we assume g = 1. Then the inequality reads as
Hence if c ≤ 9 − k, both terms are non-negative, with equality holds if and only if a = 3 and c = 9 − k. This in turn implies C 2 = 9 − k if and only if
Finally we have the following Theorem 4.8. For rational 4-manifolds CP 2 #kCP 2 with k < 8, the set of all the possible configurations of negative self-intersection curves for tamed almost complex structures are the same as the set for complex structures.
Proof. We first show it for k ≤ 6. Notice in this situation, by the above classification of negative curves, we know all the negative curves are rational curves and the intersections between them are either 0 or 1. We use induction. We will prove that, on CP 2 #kCP 2 with k < 8, any negative curve configuration such that
• all negative curves classes are chosen from the above classification and any two distinct ones intersect non-negatively; • any classes with non-trivial Seiberg-Witten are positive linear combinations of these negative curve classes could be realized as the negative curve configuration of a complex structure. Especially, by the same argument as Corollary 2.6, we have at least one −1 rational curve in each such configuration. The claim for k = 1 (and S 2 × S 2 ) is proved in [17] and k = 2 is proved in Section 3. We start the induction with k = 2.
For any 3 ≤ k < 9, any configuration of negative curves includes at least a class of −1 rational curve by Corollary 2.6. Let it be E k . We combinatorially blow down this −1 curve, which means that remove E k , and change any other curve classes to C ′ = C + (C · E k )E k . Then remove all the non-negative curves from the configuration and keep the rest in the configuration if they still have negative square. We also define the new canonical divisor be
Hence if we let g K (e) = 1 2 (e · e + K · e) + 1, we have
Especially, all the curve classes C ′ in the new configuration still has g K ′ (C ′ ) ≥ 0. The equality holds if and only if C · E k = 0 or 1. Especially, when k ≤ 6, we have g K ′ (C ′ ) = 0.
We claim that the new configuration still has a −1 rational curve class with respect to K ′ :
To prove the claim, we notice that every class
i < 0, then we are done. If not, understand C ′ i as a class in original (CP 2 #kCP 2 , J), which is orthogonal to E k . We could continue this process for C ′ i since it is not extremal and K · C ′ i = −1. This process will stop in finite steps because finiteness of symplectic energy if our symplectic form is chosen in a rational cohomology class. Finally we will get a −1 rational curve class. This curve class is orthogonal to
This is a part of our induction assumption. It is also direct to check that different new negative curve classes intersect non-negatively. On the other hand, all classes C ′ with SW (C ′ ) = 0 are positive linear combinations of these negative curves. This is because all C ′ are from C ′ = C + (C · E k )E k where C are negative curves, and cone theorem applies to C. Then the above claim follows by noticing that the combinatorial blow-down operation is linear.
Finally we can reverse the process using complex blowups, at least when k < 8. By induction, the above new configuration is realized by a complex structure on CP 2 #(k − 1)CP 2 . Then we do complex blow up as following. When we remove E k , if self-intersections and mutual intersections are unchanged for new negative curves configuration comparing to the the corresponding part of the original one, then we blow up a generic point of CP 2 #(k − 1)CP 2 . If it changes self-intersection of certain curve but not the mutual intersections, we blow up a generic point of this curve. If new intersection is introduced, we blow up this intersection. We want to make sure such "generic" choices exist. The first case happens if some −1 curves become square 0 classes when blowing down E k . We check that these new square 0 classes are nef with respect to any possible tamed almost complex structures. This is apparent since the new class is C = C 1 + C 2 where C i are −1 curves (one of them is E k ) and C 1 · C 2 = 1. Hence by Proposition 4.5 in [17] , for any given point of CP 2 #(k − 1)CP 2 , we have a possibly reducible rational curve in this class. Moreover, there is a unique such curve passing through any given point. By Theorem 1.4 of [18] , reducible curves happen only when all components are in the new negative curve configuration. Hence, for any points on CP 2 #(k − 1)CP 2 outside the negative curve locus, we have a smooth curve in the class C. Hence a blow up will send this curve to a negative curve. Also, by the classification above, no other types of negative curves are possible to be produced. The second and third cases are similar to argue. In these cases, if the component(s) we want to blow up are part of the reducible curve in a square 0 rational curve class C ′ . Then the −1 class C ′ − E in the blow up is represented by a reducible curve. When the point blown up is a generic point on a negative curve, this is the second case. If it is an intersection point, this is the third case above. Otherwise, we will have a smooth rational curve as above. We thus finish the proof for k ≤ 6.
The case of k = 7 introduces a new type of −1 curves, i.e. class (3) in Proposition 4.5. Thus there are negative curves with intersection number 2. All the argument for k ≤ 6 went through, except now we will have a square 3 class C ′ = 3H −E 1 −· · ·−E 6 (the corresponding C = 3H −E 1 −· · ·−E 6 −2E 7 ) to deal with. This is a class of J-genus 1. However, the genus 0 GromovWitten (real) dimension of this class is C ′2 − K · C ′ − 2 = 4. Hence for any given point on the manifold there is a (possibly reducible) rational curve in this class whose nodal point is that point. The curve is unique since the intersection of two such curves is at least 4 from the nodal point, which is greater than the self-intersection 3. Since the class C ′ is nef, we know there are two possible types of reducible curves: there is an elliptic curve class as a component, or all the curve classes are rational. For the first case, by Lemma 4.7, we know it has to be the original curve class C ′ = 3H − E 1 − · · · − E 6 . Hence in this case the curve in class C ′ is irreducible. For the second case, let C ′ = m i e i . Remember the class C ′ is nef. Use 1, · · · , l to label the curves whose class has negative self-intersection. Then
All terms are non-negative. Since the corresponding subvariety is connected by Proposition 4.25 of [18] . Hence the second term is positive. We want to show that for reducible curves, the double points are on some negative component. Hence we could assume n − l > 1 otherwise we are done since double points are on some negative curves. First it is impossible to have l = 0 and n ≥ 2. If so there will be a cycle in the graph of the corresponding subvariety. Hence the second term will contributes at least 4. If l > 0 and n − l > 2, then it is possible only when n − l = 3 and e i · e j = 0 for i, j > l. For this case, all double points are on some negative curves. Now we are left with the case of n − l = 2. Then the intersection of the two curves cannot be greater than 1. Otherwise the second term contributes at least 4. It also cannot be 1 since there are at least two more intersections with negative curve components to get a cycle. This cycle has to include the two non-negative curves by Lemma 4.7. If the intersection is 0, then they are cohomologous. This implies that except possibly one or two cohomologous square 0 class, all the other connected components of the reducible curve are negative curves. Hence the nongeneric blow-ups happen when the point is on the negative curve locus of the reducible curve. Thus the conclusion follows from the same argument for the case of k ≤ 6.
When k = 8, we have three more classes (4)- (6) . Hence there are negative curves with mutual intersection 3. A similar argument should be enough to give a proof. The only difference is that a "generic" blowup is no longer blowing up outside the negative locus. For example,
Before blowing up E 1 , both curves have positive squares. However, it is a non-generic phenomenon since it is a reducible curve. Another interesting new feature of this reducible curve is one of its component is of genus one although the original class is of genus 0. Recall this cannot happen if the original class is J-nef by [18] . However, the following question still makes sense.
Question 4.9. Let E ∈ E K J . Is it true that for any connected subvarieties
Theorem 1.1 in [1] states that the inclusion of the space of compatible integrable complex structures into the space of all compatible almost complex structures is a weak homotopy equivalence for a rational ruled surface. Our Theorem 4.8 indicates that it may hold for CP 2 #kCP 2 with k < 9.
4.1. Irrational ruled surfaces. In this section, we discuss the cases of irrational ruled surfaces and prove Theorem 4.10.
In general, the complex structures of non-rational ruled surfaces are much more complicated than that of rational ones. Any such surface M could be viewed as the projectivization P(E) of a vector bundle of dimension two over Σ g . The curve cone behaves quite different when E is unstable from it is semi-stable. When E is unstable, e.g. E = L ⊕ O, the corresponding ruled surface P(E) has a negative curve. This is because by definition, we have a line bundle quotient A of negative degree a. Then C = P(A) is an effective curve in the class aT + U with C 2 = 2a < 0. In this case, the curve cone A(M ) is always closed.
In contrast, when E is semi-stable, the curve cone has different features. For convenience, we assume E has even degree, and after twisting a line bundle we can then suppose deg E = 0. First this is always true that the nef cone is the same as the closure of the curve cone which is the first quadrant of the U -T plane. This is because if there is an irreducible curve C in the class aT + bU , then C ∈ H 0 (P(E), O P(E) (m) ⊗ π * A) = Γ(S m E ⊗ A) for some integer m ≥ 0 and some line bundle A. It would imply a ≥ 0 by semistability. On the other hand, b ≥ 0 since there is always an irreducible curve in class T and thus [C] · T ≥ 0. There is a famous example of Mumford showing that the curve cone might not be closed by the existence of the bundle E over Σ g with g > 1 such that Γ(S m E ⊗ A) = 0 for all m ≥ 1 whenever deg A ≥ 0.
The above discussion suggests that bizarre things may happen for nonnegative curves. See the discussion in the end of this section. However, the configuration of negative curves is always very simple. Theorem 4.10. For minimal irrational ruled surfaces, i.e. S 2 bundles over Σ h≥1 , the set of all the possible configurations of negative self-intersection curves for tamed almost complex structures are the same as the set for complex structures.
Proof. We divide our discussion in two cases.
•
In this case, let U be the class of the base Σ h and T be the class of the fiber S 2 . Then the canonical class K = −2U + (2h − 2)T . We suppose F is an irreducible J-holomorphic curve with negative square, and [F ] = aU +bT for some integers a and b. Then a · b < 0.
The adjunction formula tells us that
If we project F to the base Σ h , the degree of the map is a. Since Σ h has genus at least one, we have
Hence we have −2b + (2h − 2)a + 2ab ≥ a(2h − 2), and in turn, 2b(a − 1) ≥ 0. Since a · b < 0, it implies a = 1 and b < 0. For the configuration, we know that at most one class of the type U − kT with k ≥ 0 could appear because the negative intersection of each other.
On the other hand, we could also show that U − kT is the class of some complex curve for a complex structure on Σ h × S 2 . Suppose L is a holomorphic line bundle with degree 2k ≥ 0. Then projectivization P(L ⊕ O) is topologically Σ h × S 2 . Moreover, the section S −k = P(L ⊕ 0) of the P 1 bundle has self-intersection −2k, which is in the class U − kT .
• Non-trivial S 2 bundles over Σ h , h ≥ 1 Let U be the class of a section with square 1 and T be the class of the fiber. Then the canonical class K = −2U + (2h − 1)T . We suppose F is an irreducible J-holomorphic curve with negative square, and [F ] = aU + bT for some integers a and b. Then a · (a + 2b) < 0.
which is equivalent to say that (a + 2b)(a − 1) ≥ 0.
This again implies a = 1 and b < 0, which shows the negative curves are in classes U − kT .
The rest of the argument is exactly the same as the case of Σ h × S 2 . Suppose L is We only a holomorphic line bundle L of degree 2k − 1. The section S −k = P(L ⊕ 0) is in the class U − kT .
Remark 4.11. Notice that the Seiberg-Witten invariant calculation shows that there is a curve in class aU + bT , a, b > 0 (let us focus on the trivial bundle case here, similar for the nontrivial bundle case), if and only if ab + b + a − ah ≥ 0. This implies the closure of curve cone is still the U − T plane. However, it is intriguing to see whether there is a generic complex structure in the sense that only curve classes are the Seiberg-Witten nontrivial classes.
We now give an interpretation of the example in [4] . Consider the nontrivial S 2 bundle over T 2 . The classes U and T have the same meaning as above. Then the canonical class K = −2U + T . Consider the class −2K, it is the class of a square zero torus and its Seiberg-Witten dimension is 0. Hence, generically we only have a unique J-holomorphic curve in this class. The key observation of [4] is this is not true for complex structures: for any complex structures, there is always a J-holomorphic tori in class −2K passing through any given point. Hence, after one blow-up at any point, we have a −1 J-holomorphic torus (possibly reducible) in class 4U − 2T − E. Notice its Seiberg-Witten dimension is negative, so generically there is no curve in this class.
It is interesting to see that if we blow down along the other −1 curve, the one in class T − E, we will have S 2 × T 2 . The curve class is 4U + T in it (now our U 2 = 0), which is a genus 4 class. Since the previous class in one point blow-up is represented as 4U + T − 3E in our new basis, it implies every point is a triple point of a holomorphic curve in class 4U + T for any complex structures, which is of course not a generic phenomenon.
Manifolds with sufficient negative self-intersection curves
In this section, we assume the 4-manifold M has sufficiently many negative curves, such that P J has no round boundary. We say there is no round boundary if the boundary is a cone over a polytope. Thus any class e with e 2 = 0 should have e · C = 0 for some C ∈ A J (M ).
As mentioned in the introduction, besides the subvarieties-current-form strategy, there is another way to attack Question 1.4. This is our main focus in this section. Alongside the main theorem in [16] , we will need to construct J-tamed symplectic forms from an existing one. We use three operations in this section. The first one is the J-tamed inflation along curves with negative self-intersection (and sometimes along curves of square 0), as described in These give the proof of the first two facts.
The next one is on the geometric property of a general P J .
Lemma 5.2. Let C i 's be the irreducible J-holomorphic curves in A J (M ).
If C 2 i < 0, for any class A ∈ P J , and any 0
, the class
Among the 3 operations mentioned above for constructing J-tamed symplectic form, the J-tamed inflation is the most important one. One of the most effective tools to determine the symplectic cone of a 4-manifold is the (positive) symplectic inflation process introduced by Lalonde and McDuff in [9] along symplectic curves with non-negative self-intersection. In [15] , this construction is extended to the case of negative self-intersection curves. There is also a corresponding J-tamed version of it. McDuff, in [21] , proved the following result regarding the existence of (embedded) J-holomorphic curves with non-negative self-intersection. More recently, Buse (in [3] ) provided the corresponding version when Jholomorphic curves with negative self-intersection are in presence. 
A self-evident fact for this definition is that a class obtained from formal J-inflation could be approximated by genuine J-tamed symplectic inflations if the class A ∈ K t J and C is the class of an embedded J-holomorphic curve with C 2 < 0.
Lemma 5.2 demonstrates that the closure of the dual cone P J is closed under the operation of formal J-inflation. Because P J is a convex cone, it is also closed under summing and rescaling. Thus P J is closed under all the three operations. Moreover, after the three operations, the class will still stay in the same connected component of K t J as beginning. Lemma 5.6. Suppose h
. Let C 1 and C 2 be two smooth Jholomorphic curves with negative intersection, which provide two hyperplane pieces C 1 and C 2 of the boundary respectively. If the intersection
Moreover, the equality holds if and only if there is a unique ray in the above intersection which is spanned by
Proof. Let us assume [
and there is a class A ∈ C 1 ∩ C 2 ∩ P J . Hence we can construct a class [
. Notice this class pairs non-negatively with all the curve classes. Moreover,
, we have A 2 < 0 by applying the light cone lemma to the (1, b − ) space H + J (M ). This is a contradiction.
The equality case goes similarly, except for the last step we have A is proportional to [
span the same ray when the equality holds.
On the other hand, when
Next lemma describes what could be obtained if we only use the Jinflation along two negative curves alternatively.
Let C 1 and C 2 be two smooth J-holomorphic curves with negative intersection, and denote the boundary of P J determined by them as C 1 and C 2 respectively. If C 1 ∩ C 2 ∩ P J = ∅, then starting from any class A ∈ P J , we will achieve a class in C 1 ∩ C 2 ∩ P J by taking formal inflations along C 1 and C 2 alternatively.
Proof. We may also assume the given class A ∈ C 1 , otherwise taking a maximal formal J-inflation along C 1 .
We take maximal formal J-inflations along C 1 and C 2 alternatively. Namely, we suppose A 0 = A and when k ≥ 0,
By calculating the coefficients l k inductively,
By Lemma 5.6, we have (
To consider the convergence of the classes A k is indeed to consider the convergence of the corresponding rays of A k . Simple calculation shows that A k approaches the ray of [
, which is the (unique) intersection of C 1 ∩ C 2 in P.
If we have ([C
, we have the limit of A k , whose value is
< 1. When we vary the class A, we get different limiting classes. It is straightforward to check that the pairing with [C 2 ] is
Similarly the paring with C 1 is zero as well. Since the formal inflation keeps our class in P J , our conclusion follows.
There is a better viewpoint to see the above calculations: we are actually doing formal inflation along the ray determined by [ 
Hence when we do inflation along the class [C ′ 2 ], the new class will keep orthogonality with C 1 . And the coefficient
is nothing but the maximal inflation coefficient
by simple calculation.
Lemma 5.9. Let C 1 , C 2 , · · · , C n be smooth J-holomorphic curves with negative intersection, and denote the boundary of P J determined by them as C i . Moreover, we assume ∩ i C i ∩ P J is a ray spanned by the class B. Then given any class A ∈ P J , one could achieve the class B by taking formal J-inflations along C i (as well as summing and rescaling).
Proof. If there are two C i 's, say C 1 and C 2 , satisfy ([
, then by Lemma 5.6, R + B is the intersection C 1 ∩ C 2 ∩ P J . Thus, maximal formal J-inflations along C 1 and C 2 would approach the ray B as the limit as argued in Lemma 5.8. Hence we assume (
We do induction for the n. When n = 2, it is Lemma 5.8.
Let us now show it for n = 3, whose argument suggests the general induction step. We use the viewpoint after Lemma 5.8. We first find a class in C 1 ∩ C 2 by formally doing inflations for an arbitrary class A ∈ C 1 ∩ P J along orthogonal classes [ 
We thus obtain a class A 2 ∈ C 1 ∩ C 3 . Then we repeat this period-2 process. Notice A k · C 1 = 0 for all k. Hence, we are doing formal inflations along [C ′ 2 ] and [C ′ 3 ] alternatively. By the calculation as in Lemma 5.8, A k converges to
where
. By the viewpoint after Lemma 5.8, we are doing formal inflations along orthogonal classes
The general induction step is a similar process of choosing orthogonal basis, an adaption of Gram-Schmidt process. Suppose in the cases of n ≤ k, we can find orthogonal classes as positive linear combinations of original C i and we get a class in ∩C i by taking formal inflations along these orthogonal classes. Now we want to argue it for n = k + 1. We start with A ∈ C 1 ∩ P J and obtain A i for i ≤ k in turns by taking formal inflations along orthogonal We thus finish our proof by finding the unique ray in the intersection ∩C i spanned by
Notice that whatever the class A we start with, we will arrive at the same ray.
Example 5.10. Suppose M = CP 2 #3CP 2 . Let the negative curves be E 3 ,
Then the first three classes will determine a intersection 2H − E 1 − E 2 . Actually, we have [
They are orthogonal to each other. Then our intersection ray is spanned by
We start with different classes in the closure of P J , we will get the same ray spanned by 2H − E 1 − E 2 . For example, if we start with H, we get 2H − E 1 − E 2 . If we start with H − E 1 , we get
Now we are ready to prove Theorems 1.5 and 1.6.
Proof. (of Theorem 1.5) As there is no round boundary, each connected component is a polytope (with perhaps infinitely many faces). We denote the known almost Kähler form by ω. We want to prove that K c J is the connected component of P J containing [ω] . Since K c J ⊂ P J and
we only need to prove that K t J contains the connected component of P J containing [ω] . Since K t J is convex, we only need to prove that each extremal ray could be achieved through the formal J-inflation, summing and rescaling.
For each extremal ray, we could find boundary hyperplanes C i 's such that each C i is determined by a smooth negative curve C i . Thanks to Lemma 5.9, we could achieve this extremal ray by formal J-inflations along C i 's, starting from the class [ω] . After achieving each extremal ray, we could use summing and scaling to get the closure of the connected component of P J containing [ω] .
Finally, as maximal formal J-inflations could be infinitesimally approximated by J-tamed symplectic inflation processes. We could achieve any class of the connected component of P When b + = 1, there is yet another cone which is relevant to Question 1.4, the K−symplectic cone C M,K introduced as (2).
Proof. (of Theorem 1.6) First a rational or ruled surface has b + = 1, hence h + J = b − + 1 holds. It is known that for rational surfaces M = CP 2 #kCP 2 with k < 9 or for minimal ruled surfaces, P J have no round boundary, since it is included in C M,K which has no round boundary. Moreover, it is connected. When M = CP 2 #kCP 2 and 1 < k < 9, the boundary of P J is constituted of hyperplanes determined by curves with negative intersection because of Lemma 5.1. By Proposition 4.2, all these curves are smooth rational curves. By applying Theorem 1.5, we have K c J = P J . Since C M,K ⊂ P in this case, we know A J (M ) is a closed cone and P J = A ∨,>0 J (M ). For minimal ruled surfaces (and CP 2 #CP 2 ), the boundary of (the closure of) the curve cone is constituted of two rays. One is the fiber class T . By a result of [21] , all the J-holomorphic curves in the fiber class T are embedded. If there is a negative curve by assumption, then it is unique by Theorem 4.10. Hence the other ray is spanned by an irreducible curve class C with self-intersection −n < 0. Moreover, by Theorem 4.10, the class C · T = 1. Hence for the boundary of P J , one of the ray is the fiber class T and the other is A with A · C = 0 and A 2 = n.
As observed in [3] , the class C is also represented by an embedded curve. We do positive inflation along T and negative inflation along C (which determines the boundary A), B + kT + lC with any k > 0 and 0 < l < For the case of M = CP 2 #9CP 2 , we know P J is almost polytopic in the sense that only the class −K is possibly on the round boundary. In other words, any class in the interior of P J could be expressed as positive linear combinations of extremal rays. Moreover, −K is the only possible curve class with non-positive self intersection which is not a rational curve. However, it does not contribute the vertices to P J . Then by Lemma 5.9, we can achieve these extremal rays by formal J-inflations along smooth rational curves. Hence we could obtain realize all the classes in P J by J-tamed symplectic form, and thus K c J = P J , as argued in Theorem 1.5. Since C M,K ⊂ P in this case, we know P J = A ∨,>0 J (M ). Finally, the statement K c J = K t J follows from [16] .
In the case of minimal ruled surfaces, the curve cone does not necessarily be closed if the other extremal ray has square 0. However, we have irreducible positive curve classes A n arbitrarily close to the boundary ray R + C. The author does not know how to show there is always an embedded one.
If there is such one in each A n , by Theorem 5.3, given any class B in P J , we do (positive) inflations along A n and F to obtain B + k 1 F + k 2 A n which spans all P J .
We remark that actually Theorem 1.5 has more applications. One important case is when we have a smooth representation of the anti-canonical class. In this case, all the negative curves are smooth rational curves with self-intersection −1 or −2. In fact, P J is a polytope bounded by the hyperplanes determined by those rational curves and the curve in −K.
On a general four dimensional symplectic manifold, we do not usually have enough embedded J-holomorphic curves, although a generic almost complex structure on manifolds with b + = 1 do have so. Thus we have Theorem 1.7.
Proof. (of Theorem 1.7) Now let us prove K t J = C M,K when J is in a residual set of tamed almost complex structures.
We first pick up any symplectic form ω with integral cohomology class. Let e be an integral class in C M,K . There is an integer L such that for all the integrals l > L, le − [ω] and le − [ω] − K are both in C M,K . By Lemma 3.4 of [14] , SW (le − [ω]) is nontrivial. Then le − [ω] could be represented by an embedded J-holomorphic curve for a generic J tamed by ω. We take the union of these residual subsets of ω-tame almost complex structures and denote it by J e,ω . By Theorem 5.3, we know that le = [ω] + (le − [ω]) is represented by a J tamed symplectic form for J ∈ J e,ω . Take intersection of J e,ω for all integral class e, we get another generic subset J ω in all ω-taming almost complex structures, since there are only countably many integral cohomology classes. Hence we have shown that for J ∈ J ω , K t J = C M,K . Because the set of all integral symplectic forms is dense in the space of symplectic forms, any tamed almost complex structure is tamed by a symplectic form with integral cohomology class. Taking union of J ω for all symplectic forms with integral cohomology class, we achieve our final residual subset J in all tamed almost complex structures. Hence K t J = C M,K = P J for a generic tamed J.
Finally, by [28] we have K c J = ∅ for generic tamed J. Hence for all such J, K t J = K c J by [16] . Thus the proof of Theorem 1.7 completes.
Notice the above proof is a renaissance of the argument in [14] . There is an alternative way to construct the residual set J using the strategy in [28] .
We endeavour to prove Question 1.4 for all tamed J rather than a residual subset. However, we may not have enough embedded J-holomorphic curves to apply the J-inflation even if we always have sufficient irreducible curves to play with the formal J-inflation.
