Abstract An approach is presented to solve the inverse problem for simultaneous identification of different aquifer parameters under steady-state conditions. The proposed methodology is formulated as a maximum likelihood parameter estimation problem. Gauss-Newton and full Newton algorithms are used for optimization with an adjoint-state method for calculating the complete Hessian matrix. The methodology is applied to a realistic groundwater model and Monte-Carlo analysis is used to check the results.
INTRODUCTION
Whereas calibration of aquifer models has usually been done by "trial and error", in recent years different approaches have been developed to automate calibration by optimization methods. Trial and error methods depend strongly on the modeller's experience and will often yield poor estimates of aquifer parameters. By using optimization methods, the results of the calibration can be improved both in terms of the fit between measured and calibrated groundwater heads and the computer time required. A second point of the identification process is consideration of the uncertainty of the input data. By formulating the inverse problem as a maximum likelihood parameter estimation problem, one is able to estimate the unknown parameters as well as to quantify the uncertainty associated with the estimates. This paper consists of two parts. The first gives the mathematical formulation for the solution of the inverse problem under consideration of uncertainty. The second part presents an application of the proposed methodology to a synthetic but realistic groundwater flow model. A MonteCarlo analysis is used to illustrate the accuracy of the results. From the large number of papers dealing with the inverse problem in groundwater flow modelling, only the papers by Carrera (1987) and Yeh (1986) , which give a survey of the state of the art in this field, are mentioned here.
THEORY Problem statement
The governing equation for steady-state groundwater flow is:
where T is the transmissivity, h is the groundwater head and q is a sink and source term. The latter term also includes the exchange with surface water, q° = \(w -h), where X is the leakage parameter and w is the measured head of the surface water. If the aquifer is unconfined, T is replaced by T = km, where k is the hydraulic conductivity and m the saturated thickness of the aquifer. Equation (1) is solved in the domain D. subject to the boundary conditions:
where ïï is a prescribed head on 1"^ q a prescribed flow on I" 2 and_n the unit vector normal to I" 2 . The solution of equation (1) with respect to the boundary conditions (2) and (3) requires knowledge of the parameters which characterize the groundwater flow. In order to solve the problem numerically, the physical parameters are replaced by discrete values, the so-called model parameters. The finite element method is used for the numerical computations. The task of an automated parameter estimation procedure is to find values of model parameters which are close to the prior estimates and which lead to an optimum match between the point measurements of heads and their corresponding calculated values, under consideration of the input data uncertainties.
Maximum likelihood estimation
The parameter estimation procedure is formulated as a maximum likelihood estimation according to which the parameters are viewed as fixed but unknown. For a more detailed discussion see Carrera & Neuman (1986a) . First, it is necessary to define a data vector, j: . This vector includes the head measurements^* as well as prior estimates_g of the model parameters g. The model parameters for the steady-state computations are the transmissivity T or the hydraulic conductivity k, the prescribed flow q and the prescribed head ïï on the boundaries, the areal infiltration q from precipitation and the leakage parameter X. The zonation approach is used in which the parameters are assumed to be constant over sub-regions of the total model area. The maximum likelihood approach requires the form of the joint probability density function of all measurements to be known. Conventionally it is assumed that the head errors and the errors of the prior estimates for q, ïï and q are normally distributed and the errors of the prior estimates for T, k and X are lognormally distributed. By using the logarithm of the last parameters, the error structure is fully defined by the covariance matrix. Additionally it is assumed that groundwater head and prior estimate errors are uncorrelated. Therefore the covariance matrix can be split into the matrices C h and C for groundwater head and prior estimate errors. Usually for parameter estimation, the negative logarithm of the likelihood L of the parameters p, given the data z_ , is minimized:
where N h is the number of head measurements and N the number of model parameters. | | denotes determinant and t transpose.
Minimization algorithms
In this section Einstein's summation notation is used to illustrate which matrix and vector multiplications have to be done. Under the assumption of known error covariance matrices, the minimization of equation (4) where C--and C w are the inverse covariance matrices of head and prior estimate errors. For the minimization, the Newton method is used, where in each iteration step the minimum of the second order Taylor series expansion of equation (5) is computed. This leads to an equation system of the form:
with:
and (8) gives a new set of parameters for the next iteration step:
In the proposed parameter estimation procedure, the full Newton and the Gauss-Newton methods are used, which differ only in the computation of the Hessian matrix. Whereas the full Newton method requires the computation of the complete Hessian, in the Gauss-Newton method the first term of equation (8) is neglected and therefore no second derivative of the heads with respect to the parameters need be calculated. The effort to compute the first term of the complete Hessian may discourage use of the full Newton method, but it is shown below that the additional effort to compute the complete Hessian is very low by the use of an adjoint-state algorithm. The advantage of the full Newton method is its locally quadratic convergence rate near the optimum (Gill et al., 1981) . On the other hand, the algorithm often fails if the starting point of the iteration is far from the opimum. Here, in general, convergence can be achieved by using the Gauss-Newton method.
Computations for this study show that it can be very useful to start with the Gauss-Newton method and then switch to the full Newton method if the solution is near to the optimum (i.e. the changes of the parameters are small enough). If the Gauss-Newton method fails for a poor starting point, convergence can generally be achieved by imposing an upper bound on the parameter changes.
Gauss-Newton method
For each iteration step the Jacobian matrix (the derivative of heads with respect to the parameters) has to be calculated. This can be achieved efficiently by taking the derivative of the flow equation in its discretized form, which can be written as follows:
with: IJc = 1, 2, .... N where K lk is the symmetric N * N coefficient matrix, h k the vector of nodal heads, R { the vector of nodal sinks and sources and N the number of the nodes of the finite element net. The isolation of the different parameter vectors leads to an equation system of the form: (11) with respect to the parameters leads to:
The matrix R [v , which consists of the terms on the right side of equation (12), can easily be computed and the Jacobian can be directly calculated by solving the equation system (12). In summary, the algorithm consists of the following steps: (a) start with an initial parameter set p°v = p* v ; (b) set i = i + 1; (c) compute the groundwater heads by solving the flow equation (10); (d) compute the Jacobian by solving equation (12); (e) calculate the negative gradient vector and the approximation of the Hessian by means of equation (7) and the second term of equation (8); (f) compute the parameter changes by solving equation (6); and (g) stop the iteration if the parameter changes are below a fixed limit, otherwise update the model parameters by means of equation (9) and go back to step (b).
Full Newton method The problem of computing the complete Hessian matrix is solved by means of the adjoint-state method. The derivation of the adjoint-state equation using the discrete version of the flow equation with isolated parameter vectors (11) starts by constructing the Lagrangian:
where 4> t is a vector of adjoint state multipliers. Differentiating equation (13) twice with respect to the parameters P V ,P W (v, w = 1, 2 N ) leads, after rearranging terms and rejecting some zero terms, to:
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where E^ is an incidence matrix which indicates the correlation between measurement points and discretization nodes. In order to make the first term of equation (14) the Hessian used by the Gauss-Newton method and H vw a correction matrix which is equivalent to the first term of equation (8). In summary, the algorithm consists of the same steps as the Gauss-Newton algorithm, except that step (e) is replaced by: (e)(i) compute the adjoint-state by solving equation (15); and (e)(ii) calculate the negative gradient and the Hessian by means of equations (7) and (14).
Computational aspects
In general, most of the computing time is needed for solving the systems of equations. For the computations described above this can be done very efficiently by a Cholesky factorization. In each iteration step, the coefficient matrix K lk must be factorized only once, which normally requires most of the computing time. In both optimization methods, the heads and the Jacobian must be computed. This requires a solution for (N + 1) right hand side vectors, one for the computation of the heads (equation (10)) and N for the computation of the Jacobian (equation (12)). The full Newton method requires the solution for only one additional right hand side vector to calculate the adjoint-state (equation (15)) and some matrix and vector multiplications, in order to get the complete Hessian (equation (14)). In summary, it can be stated that the two minimization algorithms do not differ substantially with respect to the computing time needed.
Further, comparing the two minimization algorithms described above with gradient algorithms, which normally need a much higher number of iterations to reach an acceptable result, the computing time needed per iteration is not substantially higher. For a more detailed discussion on gradient algorithms in combination with an adjoint-state method see Carrera & Neuman (1986b) .
Analysis of estimation errors
A very important aspect of parameter estimation is the analysis of estimation errors. Asymptotically, maximum likelihood errors are Gaussian-distributed. Therefore, the joint distribution of those estimates is completely characterized by their mean and covariance. It can be shown that a lower bound of the estimation covariance matrix is the inverse of the Fisher information matrix, F (Beck & Arnold, 1976) , that is:
vw where E means expectation. The estimation covariance matrix provides a means for quantifying the uncertainty associated with the parameter estimates. Once the estimation covariance matrix has been determined, the flow model can be used to predict changes in the flow regime under various stresses as function of the parameter uncertainties.
APPLICATION
A synthetic but realistic groundwater flow system is used for the application of the described parameter estimation procedure. The system was conceived as a valley aquifer, which is typical in the foreland of the Alps in southern Germany. Each of the parameters described above is used in the model. As with all synthetic models, the "true" values of the model parameters are known and can be used to illustrate the accuracy of the results achieved by the inverse model.
Model description
The hypothetical aquifer system (see Fig. 1 ) consists of an unconfined aquifer, whose thickness increases from the boundaries to the middle. The aquifer is divided into three zones, each with constant hydraulic conductivity (k v k 2 , k 3 ). The infiltration rate (q) from precipitation is assumed to be constant over the total model area. Constant fluxes are prescribed at the northern and southern boundaries of the aquifer (q v g"^9 3 ). Constant heads are prescribed at the eastern and western boundaries (h~v h~2). Two wells with constant discharges (Qi> Q2) are situated in the middle of the model area. Interaction between the two streams and the groundwater is described by a leakage approach. The main stream, dammed by a weir immediately before the streams join together, is divided into three leakage zones: two infiltration zones upstream of the weir (Xp X 2 ) and one exfiltration zone downstream of the weir (X 3 ). The small stream from the south is described by one infiltration parameter (X 4 ).
Groundwater flow simulation
For the flow simulation a finite element method is used. The finite element grid, which consists of 424 elements and 239 nodes, is given in Fig. 2 . Groundwater head measurements are assumed to be available at 20 measurement points, each corresponding to a node of the finite element grid. The "true" flow vectors and groundwater heads, obtained using the model described above, are plotted in Fig. 3 . 
Parameter estimation
For the parameter estimation, the calculated groundwater heads at the measurement points were used. The calculated values were perturbed by normally distributed random numbers with a constant standard deviation of 0° = 0.05 m. The parameters that were estimated were the logarithms of the three hydraulic conductivities (p v p 2 , p 3 ); the infiltration from precipitation (p 4 ); the three prescribed fluxes (Neumann boundaries) (p 5 , p 6 , _p 7 ); the two prescribed heads (Dirichlet boundaries) (p s , p 9 ); and the logarithms of the four leakage parameters (p 1Q , p n , p 12 , p 13 ) (see Fig. 1 ). As prior estimates, the "true" values of the parameters were also disturbed by normally distributed random numbers with standard deviations o° (see Table 1 ). It is obvious that the prior information plays an important role in the test problem because of the small number of head measurements and the relatively high number of unknown parameters. In fact, the prior information provides the equivalent of additional head measurements.
The iteration criterion used for the parameter estimation procedure was the vector norm of the standardized total parameter change ||Ap|| 2 between two iteration steps. The parameter changes are standardized by a division by the respective prior estimated standard deviations. Starting with the GaussNewton algorithm, ||Ap|| 2 was limited to 1.0 in order to achieve convergence even for a poor starting point. The model switched from the Gauss-Newton algorithm to the full Newton algorithm if ||APII 2 < 10" 2 . For ||Ap|| 2 < 10~4 the iteration was stopped.
Results
Five hundred Monte-Carlo simulations were performed. The algorithm required a mean of 8.4 Gauss-Newton or Newton iterations and the mean computation time per Monte-Carlo simulation was about 3.3 s on an IBM 3090.
The results of the Monte-Carlo simulations are given in Table 1 . In the first column, the parameter number ; is given. The second and third columns represent the "true" values of the parameters p° and the error standard deviations a 0 which were used to calculate the prior estimates. The fourth and fifth columns contain the means p and the standard deviations s(p) of the computed parameters obtained from the Monte-Carlo simulations. The sixth and seventh columns contain the means of the computed standard deviations "5 and, as a measure of the stability, the standard deviations of these values s(o).
The mean parameters p computed by the Monte-Carlo simulations agree very well with the "true" parameter values p°. Also, the means of the calculated standard deviations ô coincide very well with the standard deviations s(p) of the parameters computed by the Monte-Carlo simulations. Figure 4 illustrates the accuracy of the exemplary results achieved for the parameters 1, 4, 7 and 11. The very good agreement between the cumulative distribution functions computed by the Monte-Carlo simulations and the normal cumulative distribution functions suggests an almost linear relationship between groundwater heads and parameters. This may be caused by the small head errors and the strong influence of the prior information.
