Abstract. We consider a mixed type boundary value problem for a class of degenerate parabolic-hyperbolic equations. Namely, we consider a Cartesian product domain and split its boundary into two parts. In one of them we impose a Dirichlet boundary condition; in the other, we impose a Neumann condition. We apply a normal trace formula for L 2 -divergence-measure fields to prove a new strong trace property in the part of the boundary where the Neumann condition is imposed. We prove existence and uniqueness of the entropy solution. This is a revised corrected version of the paper published in
Introduction
We are concerned with the following mixed type boundary value problem for a class of anisotropic degenerate parabolic-hyperbolic equation. Let Ω ⊂ R d be a bounded domain of the form Ω = Ω ′ × Ω ′′ , with Problems of the type of (1.1)-(1.4) may appear, for instance, in models in twophase flow in porous medium where capillarity effects are considered only in certain directions.
In order to prove the compactness of the vanishing viscosity approximations and the strong trace property of the entropy solution, needed for the uniqueness result, we will make use of the averaging lemma 2.3 in Tadmor and Tao's paper [31] . The latter assumes a strong non-degeneracy condition on the equation, namely, relations (2.19) and (2.20) in [31] . These are technical conditions and, instead of reproduce them here, we just state the following assumption. Let
x , where a(v) = f ′ (v) and, as usual, for d × d square matrices A, C we denote A : C = d i,j=1 a ij c ij . We assume that, for ξ = (ξ 0 , ξ 1 , · · · , ξ d ) ∈ R d+1 , i = √ −1, the imaginary unity, (1.6) L(iξ, v) satisfies relations (2.19) and (2.20) in [31] .
The following example in the case where d = 2, d ′ = d ′′ = 1, is shown in corollary 4.5 in [31] to satisfy relations (2.19) and (2.20) in [31] :
where ℓ, n ∈ N satisfy n ≥ 2ℓ. The same argument as in corollary 4.5 of [31] We also remark that (1.6) implies the following more usual condition: For ξ = (τ, κ) ∈ R d+1 with |(τ, κ)| = 1,
where L 1 is the Lebesgue measure on R and κ ′′ = (0, · · · , 0, κ d ′ +1 , · · · , κ d ). We assume that one of the following two conditions holds:
(C ) either B(u) = diag(0, · · · , 0, b d ′ +1 (u), · · · , b d (u)), (C') or ∇ x ′′ a 0 (x) = 0, that is, a 0 does not depend on x ′′ ∈ R d ′′ .
Observe that the example above, taken from [31] , and its mentioned extensions satisfy (C).
We are going to seek solutions of the initial-boundary value problem (1.1)-(1.4) which assume values in an interval, say [u min , u max ], such that u 0 (x), a 0 (x) ∈ [u min , u max ], and
Several authors have contributed works dedicated to the study of degenerate parabolic equations, starting with Vol'pert and Hudjaev in [33] , giving the existence of solution for the Cauchy problem, whose extension to the Dirichlet boundary value problem appeared in [34] . Uniqueness for the homogeneous Dirichlet problem, for the isotropic case, was only achieved many years later by Carrillo in [7] , using an extension of Kruzhkov's doubling of variables method [18] . The result in [7] was extended to non-homogeneous Dirichlet data by Mascia, Porretta and Terracina in [22] , by extending to the parabolic case ideas in [2] further developed in [24] . In [22] , in order to prove the uniqueness of solutions, use is made of the existence of the normal trace for DM 2 -vector fields which has been established in [22] and [9] , independently. An L 1 theory for the Cauchy problem for anisotropic degenerate parabolic equations was established by Chen and Perthame [12] , based on the kinetic formulation (see [26] ), and later also obtained using Kruzhkov's approach in [11] .
The problem we address here combine two different types of boundary conditions. In the "hyperbolic boundary", (0, T ) × ∂Γ ′ , we impose the Neumann condition, and so, concerning the uniqueness of the solution, the treatment of this part of the boundary requires the use of the strong trace property first proved, in the hyperbolic case, by Vasseur [32] . This is what was done to prove the uniqueness of the solution of the Neumann problem in the hyperbolic case in [6] . Here, the major point concerning this part of the boundary is that the corresponding DM-vector field is no longer L ∞ , but rather L 2 , hence the strong trace theorem in [32] does not apply. However we prove an analogous strong trace theorem in this paper, which can be viewed as an extension of the one in [32] . We also impose a non-homogeneous Dirichlet boundary condition in the "parabolic boundary", (0, T ) × Γ ′′ . In order to treat this part of the boundary, we follow an approach inspired by that in [22] , and, while doing that, we highlight the main points in the strategy and make simplifications in the presentation and proofs in [22] . This paper is only concerned with the case d ′ > 0, since the case d ′ = 0 is covered in [22] and [23] , at least in the isotropic case. Although here we address the more general anisotropic case, as it will become clear, the constraint (1.5) allows for proofs that are very similar to the isotropic case. In particular, condition (1.6) is not needed in the proof of the uniqueness result if d ′ = 0. In the latter case, this condition can also be avoided in the proof of the existence of entropy solutions by adopting an approach based on the uniqueness of measure-valued type solutions as in [23] .
We now prepare the way to state our main results. We introduce the functions (1.9)
where
We also define
To address the Dirichlet condition, in order to take advantage of the fact that ∂Ω ′′ is locally the graph of a C 2 function, we introduce a system of balls B ′′ , with the following property. For each
where the coordinate system (
by relabeling, reorienting and translation. By relabeling we mean a permutation of the coordinates and by reorienting we mean changing the orientation of one of the coordinate axes.
We assume that and a 0 ∈ C 2 0 (Ω ′ ×∂Ω ′′ ). For each B ′′ ∈ B ′′ , we take the following extension of a 0 to Ω ′ × B ′′ :
Further, for all B ′′ ∈ B ′′ and k ∈ R, we assume that
In particular, we have that
. We observe that since B ′ (u) is a non-negative symmetric matrix it possesses a square root non-negative symmetric matrix, (β
, with β ik = β ki : R → R smooth functions. We also observe that (1.5) implies that for smooth v(x) we have
More generally, given any smooth function η(u), (1.5) implies
where b
is an entropy solution of the problem (1.1)-(1.4) if:
(ii) (Entropy condition) For all 0 ≤ ϕ ∈ C ∞ 0 (U T ) and k ∈ R,
where sgn δ (v) is a smooth odd approximation of sgn(v) such as
Observe that the test functionφ may not vanish over Γ
e., the total variation measure of the (signed) measure over Ω ′ × B ′′ , div K x ′′ (a 0 , k), and some constant C * > 0 depending only on f , b, a 0 , we have, for all 0 ≤φ ∈ C
and, for all k ∈ R,
Moreover,
We can now state our main result concerning problem (1.1)-(1.4). 
. We will use here a slight extension of the concept of boundary layer sequence as defined in [22] , which is in agreement with the type of sequence used for the same purpose in the theory of divergence-measure fields, as recalled in Section 3. Namely, we say that ζ 
for 0 < δ < 1, is a Ω ′′ -boundary layer sequence, which we will call the Ω ′′ -level set boundary layer sequence associated with the deformation Ψ.
where ν(x ′′ ) denotes the outward unity normal to Ψ(ζ δ (x ′′ ), ∂Ω ′′ ), which is well defined a.e. in the corresponding hyper-surface, and 
Moreover, Definition 1.1 implies that, for any 0 ≤ ψ ′′ ∈ C ∞ 0 (B ′′ ), the distributions over U T ,
are (signed) measures with finite total variation over U T , uniformly for k in bounded intervals. Furthermore, the distribution over U T ,
is a positive measure with finite total variation over U T , uniformly for k in bounded intervals.
Proof. For the proof of (1.28) from (1.22), we just substituteφ in (1.22) byφ(1−ζ δ ) where ζ δ is any Ω ′′ -boundary layer sequence, make δ → 0, observe that (1 − ζ δ ) tends everywhere to zero in U T , and we easily get (1.28) .
To prove the that ℓ 1 and ℓ 2 are signed measures with finite total variation over
, we substituteφ in (1.21) and (1.22) by ψ ′′φ and after trivial manipulations we deduce
is a positive constant depending only on its arguments. Now, we are going to get the corresponding relations for ℓ 1 and ℓ 2 applied to 0 ≤φ ∈ C ∞ (Ū T ). We consider the Ω ′ -level set boundary layer sequence, ζ
, where ν(x ′ ) is the outward unity normal to ∂Ω ′ at x ′ , and ε 0 is sufficiently small so that Ψ ′ so defined is injective. We also consider a sequence ξ h (t) ∈ C ∞ 0 ((0, T )), with 0 ≤ ξ h (t) ≤ 1, and ξ h → 1, as h → 0, everywhere in (0, T ). If we replaceφ in the relations above for ℓ 1 and ℓ 2 by ξ h ζ ′ δφ , with 0 ≤φ ∈ C ∞ (Ū T ), we trivially obtain, after taking δ → 0 and h → 0,
Then, replacingφ by φ ∞ ±φ in these relations, we finally obtain
′′ ∞ , uniformly bounded for k in bounded intervals, which implies the assertions for ℓ 1 and ℓ 2 . Now, concerning ℓ 0 , we take ψ 
On the other hand, by (1.18), making use again of the Ω ′ -boundary layer sequence ζ ′ δ (x ′ ), and of the sequence ξ h (t) introduced above, we easily get
formly bounded for k in bounded intervals. Putting together these facts, we obtain as above, for allφ ∈ C ∞ (Ū T ),
, uniformly bounded for k in bounded intervals, which implies the assertion for ℓ 0 .
Remark 1.2. Upon relabeling, reorienting and translating the coordinates x
′′ , the hyper-surface
′′ coordinates are localized on B ′′ , we may use, instead of a Ω ′′ -boundary layer sequence ζ ′′ δ , a V γ -level set boundary layer sequence, still denoted ζ ′′ δ , obtained from the level set function associated with the trivial deformation for
We call, by abuse of nomenclature, such a boundary layer sequence a Ω ′′ -canonical local boundary layer sequence.
The following very elementary lemma will be used in the proof of the existence of an entropy solution in Section 4, and this application demonstrates how advantageous is the use of level set boundary layer sequences (see (1.26) ), in connection with (1.27); this fact is also clear in the proof of the uniqueness in Section 5.
Proof. This follows immediately from the fact that the function (1.5) , and, clearly,
Before concluding this section, giving a brief description of the other sections in this paper, we would like to say some words about the possibility of dropping condition (1.6). Dropping this condition seems to be a difficult problem due to the Neumann condition on the boundary Γ ′ T . The point is that this Neumann boundary condition demands the use of the strong trace property for the proof of the uniqueness of entropy solutions. This seems to preclude the use of the approach based on the uniqueness of measure-valued solutions, as in [30, 4] , in the purely hyperbolic case, and [23] , in the degenerate parabolic case, both of which deal exclusively with Dirichlet boundary conditions. This approach, when applicable, gives not only uniqueness, but also existence. It has not been extended to the case of Neumann boundary conditions, the major difficulty being related to the lack of the strong trace property. Therefore, for the existence of solutions we need to rely on more restrictive compactness approaches such as some extension of the averaging lemma, as we do here, and this explains the imposition of the non-degeneracy condition (1.6).
We finish this section by giving a description of the following sections. In Section 2, we recall the basic facts about divergence-measure fields that will be used in this paper. In Section 3, we prove Theorem 1.2, which is a fundamental tool for the proof of the uniqueness of entropy solutions. In Section 4, we prove the existence of entropy solutions to problem (1.1)-(1.4), making use of a variation of averaging lemma stated and proved in the previous section. Finally, in Section 5, we conclude the proof of Theorem 1.1, proving the uniqueness of entropy solutions to problem (1.1)-(1.4).
Divergence-Measure Fields
In this section we recall some facts in the theory of divergence-measure fields that will be used in this paper.
We say that F is an extended divergence-measure field over U , i.e.,
Here, we will be concerned only with bounded domains U ⊂ R N , and fields that are L p vector functions, so it will suffice to consider divergence-measure fields in DM 1 (U ). We recall the Gauss-Green formula for general DM 1 -fields, first proved in [9, 10] and extended by Silhavy in [28] .
for all h ∈ Lip (∂U ), where we use the notation
Moreover, let m : R N → R be a nonnegative Lipschitz function with supp m ⊂Ū which is strictly positive on U , and for each ε > 0 let L ε = {x ∈ U : 0 < m(x) < ε}. Then:
(i) (cf. [9, 10] and [28] 
(ii) (cf. [28] ) If
be an open set. We say that ∂U is a Lipschitz deformable boundary if the following hold:
(i) For each x ∈ ∂U , there exist r > 0 and a Lipschitz mapping γ : R N → R such that, upon relabeling, reorienting and translation,
(ii) There exists a map Ψ : [0, 1] × ∂U →Ū such that Ψ is a bi-Lipschitz homeomorphism over its image and Ψ(0, x) = x, for all x ∈ ∂U . For s ∈ [0, 1], we denote by Ψ s the mapping from ∂U toŪ given by Ψ s (x) = Ψ(s, x), and set ∂U s := Ψ s (∂U ). We call such map a Lipschitz deformation for ∂U . The level set function associated with the deformation Ψ is the function h :
be an open set with a Lipschitz deformable boundary ∂U , and Ψ : [0, 1] × ∂U →Ω a Lipschitz deformation.
(1) The Lipschitz deformation is said to be regular over
The Lipschitz deformation is said to be strongly regular over Γ ⊂ ∂U if it is regular over Γ and
the Jacobian of the map α (see, e.g., [16] ). Observe that we do not need to require more regularity on Γ, it suffices that J[Ψ s ] ∈ Lip (Γ).
The following two results have been proved in [17] . We include their proofs here for the convenience of the reader. 
where ν s is as in the statement. Let s 0 ∈ [0, 1] be a Lebesgue point for ζ φ , for φ in a countable dense set in
where h is the level set function associated to the Lipschitz deformation Ψ. By the Gauss-Green formula, we have
which gives, by the coarea formula,
Letting δ → 0, we obtain (2.8) for s = s 0 , where s 0 is an arbitrary Lebesgue point of ζ φ , for φ in a countable dense subset of C ∞ 0 (R N +1 ), and, so, (2.8) holds for almost all s ∈ [0, 1] as it was to be proved. 
with equality in the sense of (Lip (∂U )) * , where on the right-hand side the functionals are given by ordinary functions in L 1 (∂U ). In particular, if Ψ is strongly regular over Γ ⊂ ∂U then, for all ϕ ∈ Lip (∂U ) with supp ϕ ⊂ Γ, we have
Proof. From Theorem 2.2 and the Gauss-Green formula (2.4), when F ∈ DM 1 (Ω), it follows that, for any
, we have the following formula for the normal trace functional F · ν : Lip (∂U ) → R,
where the limit on the right-hand side exists by applying dominated convergence to the other two terms in (2.8). Therefore, for any φ ∈ Lip (∂U ), we have
or, by using the area formula,
where the first equality is (2.9), and the last equality holds, through (2.9), if Ψ is a strongly regular Lipschitz deformation in the sense of Definition 2.3, which completes the proof. 
, it is immediate to check, using the Gauss-Green formula, that F · ν| ∂U and F · ν| ∂Ũ coincide over Γ, that is,
for all ϕ ∈ Lip c (Γ), where Lip c (Γ) denotes the subspace of functions in Lip (Γ) with compact support in Γ. Also recall that, to define F ·ν| ∂U , it is not necessary that ∂U be Lipschitz deformable. In such cases, restricted to functions ϕ ∈ Lip c (Γ) we will always view F · ν| ∂U , ϕ as obtained, after translation, relabeling and reorienting coordinates, through (2.10) by using the canonical deformation of ∂Ũ , defined as (s, (γ(ŷ),ŷ)) → (γ(ŷ) + s,ŷ), evidently strongly regular over Γ, which is legitimate forŨ ; we call that a local canonical deformation of ∂U . 
Strong trace property
In this section, we prove a strong trace property for the entropy solution of equation (4.1), which extends the strong trace property first established by Vasseur [32] , for scalar conservation laws, when flux functions are almost everywhere non-degenerate, which is a weaker version of (1.6) in the purely hyperbolic case when d ′ = d, so d ′′ = 0 and b ≡ 0. In this connection, we recall that Panov [25] obtained an extension of the result in [32] , still for the hyperbolic case, dropping completely the non-degeneracy restriction over the flux function (see also [19] , concerning the same question in the one-dimensional case). We also mention that in [20] we find a first attempt to extend the trace property for degenerate parabolic equations in the isotropic case.
Before passing to the statement and proof of the strong trace property, we would like to give a very brief overview of what the result means and the basic strategy of the proof. We are going to prove, in particular, that, given a strongly regular deformation for the hyperbolic boundary, based on a deformation for ∂Ω ′ , the entropy solution of problem (1.1)-(1.4), restricted to the corresponding family of surfaces, has a strong limit, in the L 1 sense, when approaching the hyperbolic boundary. The proof follows the steps of the proof in [32] , with the necessary adaptations for the parabolic equation (1.1). The proof starts by introducing the kinetic formulation for the entropy inequality for (1.1). Then, we apply Theorem 2.3 in order to obtain a well defined weak trace for the kinetic χ-function. The fact that χ-functions assume values in {−1, 0, 1} implies that, if the weak trace is a χ-function, then the convergence is strong and the weak trace is, in fact, a strong trace, from where it easily follows the strong trace property for the entropy solution. To prove that the weak trace is a χ-function, use is made of the localization (blowup) method introduced in [32] . The idea is to fix a point in the boundary, arbitrarily chosen from a set of full measure, introduce new variables around this point, define a sequence of χ-functions from the kinetic χ-function by scaling these new variables by means of a parameter ε, making ε → 0, and applying a suitable version of the averaging lemma (cf. [26] ) to show that the scaling sequence of χ-functions converges strongly in L 1 loc , and so its limit is a χ-function. Since the initial functions for the scaling sequence are given by the corresponding scaling of the weak trace, which strongly converge to the value at the fixed point, the final step is then to prove, as in [32] , that the initial function of the limit is the limit of the initial functions. Now we pass to the rigorous statement and its proof. 
Before starting the proof, we observe that although (3.1) does not imply that (|u − k|, −K x ′′ (u, k)) ∈ DM 2 (U T ), it is nevertheless easy to verify, using the arguments in the proof of Lemma 1.1, that for any Lipschitz deformation of Ω ′′ , Ω
s , for 0 < s ≤ 1. Therefore, we may apply the following proof to U sT for any s > 0, and then get the stated result for U T .
We divide the proof into six steps.
Step #1. It is well known (see, e.g., [12] ) that if u ∈ L ∞ (U T ) satisfies (3.1), then the function f (t, x, ξ) = χ(ξ; u(x, t)), where χ(ξ; u) :=
, as usual, we deduce that u satisfies (1.1) in the sense of distributions in U T . Together with (3.1), this implies that for any convex function η : R → R, we have, in the sense of the distributions in U T ,
, and m η ∈ M + (U T ). Since, we have
(assuming η(0) = b ijη (0) = 0, f η (0) = 0) and, for each fixed ξ ∈ R, η ξ (u) = (ξ − u) + − (ξ) + , with (σ) + = max{σ, 0}, is convex, writing (3.3) for η = η ξ , deriving with respect to ξ, multiplying by η ′ (ξ), for an arbitrary smooth convex function η, and integrating the result with respect to ξ, we conclude that m η (t, x) = R η ′′ (ξ) m(t, x, ξ), with m(t, x, ξ) = m η ξ (t, x), and f (t, x, ξ) = χ(ξ; u(t, x)) satisfies
Step #2. Following [32] , since ∂Ω ′ is a Lipschitz boundary, we fix an open subset of 
, where we set y ′′′ = (t, x ′′ ), and, forŷ ∈ (−r α , r α ) d , define
α (γ α (ŷ),ŷ)). Writing (3.2) in the y = R α (t, x) coordinates, we get
Now we use Theorem 2.3, more specifically relation (2.10), to prove the existence of a weak trace for f ψ , which is the analogue of proposition 1, in [32] . Claim #1. Let f be a solution of (3.2) in Ω α := {y ∈ (−r α , r α ) d+1 : y 0 > γ α (y 1 , · · · , y d )}, with a(ξ) and B ′ (ξ) satisfying (1.7). Then there is a unique 
The proof of this claim reduces to the same proof of proposition 1, in [32] , but here we have to use Theorem 2.3, instead of the corresponding result for DM ∞ -fields in [8] , and we have to use the fact that 
Due to this result, we have the following analogue of proposition 2 of [32] :
Claim #2. The function f τ is a χ-function if and only if f τ is a strong trace, namely, for every Ψ given by (3.4) , where Ψ ′ is any Lipschitz deformation of ∂Ω
Step #3. Next, we follow the so called localization method in section 4 of [32] , whose goal is the proof that f τ (ŷ, ·) is a χ-function for almost everyŷ ∈ (−r α , r α ) d , so proving the strong convergence of f ψ (s, ·, ·), as s → 0. For simplicity, from now on, we fix the deformation Ψ ′ of ∂Ω ′ as given over S α by ψ ′ (s,ŷ
, and so, for ψ given by (3.5), we have ψ(s,ŷ) = (s + γ α (ŷ),ŷ). We then identify s = y 0 and definẽ
We have ψ(y) ∈ Ω α if and only if y ∈ (0, r α ) × (−r α , r α ) d . We easily check thatf is a solution of
with λ(ŷ) = 0, andm(y, ξ) = m(ψ(y), ξ), where we use the fact that ∇γ α (ŷ) is orthogonal to the space of the y ′′ coordinates and ν = (ν 0 ,ν) is the unit normal to the graph (γ α (ŷ),ŷ),ŷ ∈ (−r α , r α ) d . We remark, in particular, thatã 0 (ŷ, ξ) = 0, for a.e. ξ, for eachŷ, due to the non-degeneracy condition (1.7), which, written for
Next, following [32] , we have the following two claims which are the analogues of lemma 2 and lemma 3 of [32] , whose respective proofs are identical to those of the latter.
Claim #3. There exists a sequence ε n which converges to 0 and a set E ⊂ (−r α , r α ) d with L((−r α , r α ) d \ E) = 0 such that forŷ ∈ E and for every R > 0
Claim #4. There exists a subsequence still denoted ε n and a subset E ′ of (−r α , r α )
, and for everyŷ ∈ E ′ and every
Step #4. Keeping following the lines of [32] , we define
The final goal is to show that for everyŷ ∈ E ′ , f τ (ŷ, ·) is a χ-function. We thus fixŷ ∈ E ′ , and denote y = (0,ŷ) the associated point on
We then rescale the functionf , introducing a new functionf ε which depends on a new variable y = (y 0 ,ŷ) ∈ Ω ε α , defined by
where we omit the dependence off ε on y since it is going to be fixed until the end of the proof. As in [32] , we have the relation
The point is then to study the limit off ε as ε → 0, in order to gain knowledge on f τ (ŷ, ·). We set
and, from (3.9), we get
wherem ε is the nonnegative measure defined for every real R
We then have the following claim corresponding to proposition 3 of [32] . Claim #5. There exists a sequence ε n which goes to 0 and
The proof of the claim is very similar to that of proposition 3 of [32] , which relies on a particular case of the version of averaging lemma in [27] . Here we need to use the averaging lemma 2.3 in [31] . The prove Claim #5 then follows the same lines as the application of theorem 4 of [32] for the proof of proposition 3 in [32] .
Step #5. In this step one provides a characterization of the limit functionf ∞ . The next claim is the same as proposition 4 in [32] and its proof is also identical to that of proposition 4 in [32] . We first observe that, by (3.16) 
We also recall thatã 0 (ŷ, ξ) = 0, for a.e. ξ ∈ R, due to (1.7).
Claim #6. For everyŷ ∈ E ′ we have
In particular,f ∞ (0, ·, ·) does not depend onŷ. Changing coordinates in (3.16), but keeping the same notation, making
which, together with (3.17), gives
, which is constant with respect to y. Hence, sincef ∞ is a χ-function for almost all y, we finally arrive at the following conclusion. Claim #6. For everyŷ ∈ E ′ the function f τ (ŷ, ·) is a χ-function. The conclusion of the proof of Theorem 3.1 is now exactly as the conclusion of the proof of theorem 1 in [32] , the difference here being that we are dealing with deformations Ψ : Γ 1)-(1.4) .
Proof. As usual, we approximate the solution of (1.1)-(1.4) by solutions of the following corresponding problem for a non-degenerate parabolic equation
Problems of the type of (4.1)-(4.4) are solved in detail in [21] . We denote by u ε (t, x) the solution of (4.1)-(4.4). We divide the rest of the proof into seven steps.
Step #1. We claim that u min ≤ u ε (t, x) ≤ u max . Indeed, the solution u ε of (4.1)-(4.4) can be obtained as uniform limit as µ → 0 of solutions of the problem
. Moreover, we assume that a . It suffices then to prove that the solutions u ε,µ of (4.5)-(4.8) satisfy u min ≤ u ε,µ (t, x) ≤ u max , for all (t, x) ∈ U T . The latter is proven as follows.
If the assertion is not true, because of the hypotheses on u µ 0 and a µ 0 , there is a time t * ∈ (0, T ) in which u ε,µ assumes one of the values u min or u max for the first time. Let u ε,µ (x * , t * ) ∈ {u min , u max }. We easily see that x * / ∈ Ω, since otherwise we get a contradiction using the equation (4.5), as usual. It remains the possibility that x * ∈ ∂Ω ′ ×Ω ′′ . However, this would also lead us to a contradiction. Indeed, we have
which is a contradiction since ν(x * ) is outward pointing and u ε,µ cannot assume values less than u min by assumption. A similar reasoning shows that we get a contradiction if u ε,µ (t * , x * ) = u max , for
Step #2. We claim that
For simplicity we consider an extensionã 0 of a 0 toΩ, such thatã 0 ∈ C 2 (Ω). We first multiply (4.1) by u ε −ã 0 , and write
where dg/du = u(df /du). We then integrate the above equation over U T , use integration by parts in the integral of the terms in the second line, applying (4.3) and (4.4), to get that all boundary terms are bounded, and so we obtain after routine manipulations
for some constant C depending only on u
The first of these inequalities is (4.10). From the second, using (1.15), it follows that
uniformly in ε > 0, and, so, also (4.9) follows.
Step #3. The solution u ε of (4.1)-(4.4) satisfies for all 0
. The proof of (4.11) is by now somewhat standard. Namely, we multiply (4.1) by sgn δ (u ε − k), use chain rule, multiply by a test function 0 ≤ ϕ ∈ C ∞ 0 (U T ), integrate by parts, use (1.14), etc. We also use the relation sgn δ (u ε − k)∆u ε ≤ ∆η δ (u ε − k), which follows immediately from the convexity of η δ . In this way we obtain (4.11).
Step #4. (Compactness) We claim that u ε converges in L 1 loc (U T ) to some function u(t, x) as ε → 0, which satisfies (1.18), (1.20) , (1.17) and (1.23).
As in Step #1 of the proof of Theorem 3.1, defining
we prove that f ε (t, x, ξ) satisfies (4.12) L) ) with total variation uniformly bounded in compacts with respect to ε. We can then use the averaging lemma 2.3 in [31] to obtain the compactness of u ε is L 1 loc (U T ). By extracting a subsequence still denoted by u ε , we obtain
The fact that u satisfies (1.20) follows by passing to the limit as ε → 0 in (4.13)
, which is trivially obtained from (4.1) and (4.4),
, since this is true in the sense of distributions and
. The fact that u(t, x) satisfies (1.18) follows by passing to the limit as ε → 0 in (4.11) and then passing to the limit when δ → 0. In passing to the limit as ε → 0, we also use the well known fact that the lim inf of the L 2 -norms of a weakly converging sequence in L 2 is greater than the L 2 norm of the weak limit. We also see that u(t, x) satisfies (1.17) and (1.23), as a direct consequence of the uniform boundedness of
and (4.9) proved in Step #2.
Step #5. The limit function u(t, x) satisfies (1.21), in Definition 1.1. Indeed, we first write (4.1) as
. We multiply the above equation by sgn(u − a 0 ). It is precisely here that we need to use either condition (C) or condition (C'), for in either case we have
while the fact that sgn(u − a 0 )∆(u − a 0 ) ≤ ∆|u − a o | is well known, both in the sense of the distributions in (0, ∞) × R d . Therefore, we get
in the sense of distributions, where θ ε = sgn(u ε −a 0 )G ε . We then apply this relation
Now, by approximation, we may take ϕ = ζ
Now, observe that the integral in the fourth line above is negative due to (1.27), as explained next, so we may discard it. Indeed, the claim is trivial for the second term. As for the first term, its integrand, by (1.27) 
Finally, we use integration by parts in the third term and send ε → 0, recalling that θ ε is uniformly bounded in L ∞ (V T ), to obtain (1.22), as desired.
Step #7. Finally, we claim that the limit function u(t, x) satisfies the initial condition (1.24) .
Indeed, first we observe that, in the same way that we obtained that u(t, x) satisfies (1.18), we also obtain that u(t, x) satisfies, for all 0 ≤ ϕ ∈ C ∞ 0 ((−∞, T )×Ω) and k ∈ R,
from which, in particular, we deduce that (4.18)
holds for all ϕ ∈ C ∞ 0 ((−∞, T ) × Ω) and k ∈ R. Choosing, in (4.17) and (4.18), ϕ(t, x) = φ(x)(1 − ζ δ (t)), with φ ∈ C ∞ 0 (Ω), where ζ δ (t) = ζ(δ −1 t) and ζ(t) is a smooth function satisfying 0 ≤ ζ(t) ≤ 1, ζ(0) = 0, ζ(t) = 1, for t > 1, from (4.17) and (4.18), making δ → 0, using the normal trace formula in (2.6), since
, for all k ∈ R, and, in particular,
, we deduce the following, concerning the normal traces restricted to the {t = 0} × Ω,
which extends from a relation for functionals in Lip 0 ({t = 0} × Ω) * to measures and then as functions in L ∞ (Ω). Now, by the trace formula (2.10), we deduce that
first in the sense of Lip 0 ({t = 0} × Ω) * , which then extends to the weak star topology of L ∞ (({t = 0} × Ω). In particular, we have ess lim
in the sense of the weak star topology of L ∞ ({t = 0} × Ω), which, by convexity, gives ess lim
These facts together, imply that u(t, x) converges a.e. as t → 0+ to u 0 , which implies (1.24), by dominated convergence. This concludes the proof. In this section we prove the uniqueness part of Theorem 1.1. The proof follows closely the one in [22] , in which concerns the part of the boundary submitted to the Dirichlet boundary condition. As we will see, the part of the boundary submitted to the Neumann condition is handled more easily because of the strong trace property.
We will use the following lemma, which is an easy extension of a formula proved in [7] , stated as a lemma in [22] (see also [3] ). For the rest of this section, we agree that Q := U T .
Lemma 5.1 (cf. [7] , [22] , [3] ). Let ξ(x, t, y, s) be a nonnegative C ∞ function such that:
Let u(t, x) and v(s, y) satisfy (ii) of Definition 1.1. Then, we have Proof. We consider two entropy solutions u and v, where u = u(t, x), v = v(s, y). Following closely the lines of the proof of theorem 1.1 of [22] , we will first prove that
Once we get inequality (5.2), the conclusion is quite simple, using Theorem 1.2. We takeφ(t,
is a Ω ′ -boundary layer sequence, and 0 ≤ θ(t) ∈ C ∞ 0 (0, T ). Making then λ → 0 and using the strong trace property at ∂Ω ′ × Ω ′′ , which holds for both u and v, by Theorem 1.2, we arrive at
and then, as usual, taking θ as an approximation of the characteristic function of a time interval (τ, t), we obtain
which, by making τ → 0, gives the desired result. So, it remains to prove (5.2). As we show next, the proof of (5.2) follows closely the lines of the proof of theorem 1.1 in [22] , only simple adaptations being required.
Following [22] , we use the notation Q (t,x) or Q (s,y) to emphasize the domain of integration, whether with respect to (t, x) or with respect to (s, y), respectively, and we use simply Q × Q as the domain of integration of the four variables.
To begin with, we take smooth functions ψ
, with support in a ball B ′′ , as in (1.11), around a point of the boundary ∂Ω ′′ , and here we define ψ(x, y) = ψ 1 (x)ψ 2 (y) with
, and we use the notation
. As in [22] we consider our coordinates x, y already relabeled so that ∂Ω
}, and we take ξ(t, x, s, y) in (5.1) in the form
, where ρ l , ρ n are sequences of symmetric mollifiers in R and ρ m is a sequence of symmetric mollifiers in R d−1 and we denotex = (
, we assume that they are the corresponding Ω ′′ -canonical local boundary layer sequences. The use of the canonical local boundary layer sequences avoids all rather technical analysis in the Appendix of [22] to study the properties of their special smooth boundary layer sequence, whose aim is to prove that, after all, it behaves as the canonical local boundary layer sequence.
Denoting ∇ x+y = ∇ x + ∇ y , from (5.1) we have B(u, a 0 (y))ρθ∇ x ′′ ψν y , both of which clearly go to zero when we make l → ∞, m → ∞ and then n → ∞, where we also use (1.23) in the second integral.
The last two integrals require a more delicate analysis. The presence of ∇ x ′′ ρ in the first of the last two integrals is a red flag. The second of these two last integrals is nice since, as a function of y, ∇ y ′′ · B(a 0 (y), u) is BV , so we can take its limit as δ, η → 0 to find (−∇ȳ′′ γ, 1) and the Jacobian is 1 + |∇γ| 2 . The striking observation in [22] , recalling that ∇ x ′′ ρ = −∇ y ′′ ρ, is that the last integral may be used to provide a cancelation of the integral involving ∇ȳ′′ ρ coming out in the limit when δ, η → 0 of the third integral in (5.4), leaving only the term involving ∂ρ ∂y d , which allows to make first l, m → ∞, and then make n → ∞. Namely, concerning the third integral in (5.4), first we observe that 
