The distribution of the sequence of ranked maximum and minimum values attained during excursions of a standard Brownian bridge B br t ; 0 t 1 is described. The height M br+ j of the jth highest maximum over a positive excursion of the bridge has the same distribution as M br+ 1 =j, where the distribution of M br+ 1 = s u p 0t1 B br t is given by L evy's formula P M br+ 1 x = e ,2x 2 . T h e probability density of the height M br j of the jth highest maximum of excursions of the re ecting Brownian bridge jB br t j; 0 t 1 is given by a modi cation of the known -function series for the density o f M br 1 = sup 0t1 jB br t j. These results are obtained from a more general description of the distribution of ranked values of a homogeneous functional of excursions of the standardized bridge of a self-similar recurrent Markov process.
Introduction
Let B br := B br t ; 0 t 1 be a standard B r ownian bridge, t h a t i s be the ranked decreasing sequence of values sup t2a;b B br t obtained as a; b ranges over all positive excursion intervals of B br . Similarly, l e t M br, 1 M br 2 0 be the ranked values of sup t2a;b jB br t j as a; b r a n g e s o ver all excursion intervals of B br . One motivation for study of the sequence M br j is that this sequence describes the asymptotic distribution as n ! 1 of the ranked heights of tree components of the random digraph generated by a uniformly distributed random mapping of an n-element set to itself 1 . The main purpose of this paper is to describe as explicitly as possible the laws of the decreasing random sequences introduced above. In particular, we obtain the results stated in the following two theorems. Some of the results of this paper were presented without proof in 32 . e ,n 2 t = 3 0; i t : 7 Note the striking parallel between formulae 5 and 6. We n o w explain how formula 6 is related to the formula of Chung 7 6 . This calculation allows any one of the three formulae 6, 10 and 11 to be deduced from the other two. Theorem 1 will be derived as a consequence of the next theorem, which c haracterizes the law of the entire sequence M br j . This result, along with a corresponding description of the law o f M br+ j , will be seen to be an expression of the fact that when each term in one of these sequences is multiplied by a suitable independent random factor, the result is the sequence of points of a simple mixture of Poisson processes. This key property i s a consequence of the Poisson structure of excursions of Brownian motion combined with Brownian scaling. Despite the simple structure of the sequence jNjM br j ; j= 1 ; 2; : : : exposed by this result, the nite-dimensional distributions of the sequence M br j appear to be rather complicated. This is yet another instance where the introduction of a suitable random multiplier provides a substantial simpli cation, as we h a ve recognized in a number of other studies of homogeneous functionals of Brownian motion and self-similar Markov processes 35, Ch. XII Ex. 4.24 , 6, 34 . See also Perman-Wellner 26 and Jansons 17 for further applications of this device.
The rest of this paper is organized as follows. In Section 2 we present a general characterization of the distribution of ranked values of a homogeneous functional F of excursions of the standardized bridge of a self-similar recurrent Markov process. We choose to work at this level of generality in order to expose the basic structure underlying both our previous work on ranked lengths of excursions 28, 30 and our present study of ranked heights. Section 3 shows how the general results of Section 2 may be applied to the heights of excursions of a Brownian bridge to obtain Theorems 1 and 2. Section 4 indicates how these results for a Brownian bridge may be generalized to the bridge of a recurrent Bessel process. In Sections 5, 6 and 7 we return to the general setting of Section 2 to consider excursions of the basic Markov p r o c e s s u p t o a n i n verse local time. In particular Section 6 presents some generalizations of results of Biane-Yor 4 regarding the maximum of a Brownian or Bessel excursion, and Section 7 generalizes some of the results of Knight these jumps form the lengths of excursions of B. The factor e ,t is the chance that an excursion of length t survives exponential killing at rate . The factor PFB ex x t , is the chance, given that an excursion has length t, that its F-value exceeds x. See for instance 16, 37, 28 for details of similar arguments. It follows that To see that the distribution of F br j ; j= 1 ; 2; : : : is uniquely determined by 19, it is enough to recover from 19 the distribution of := P k j=1 j F br j for arbitrary non-negative j and k = 1 ; 2; : : : . But formula 19 determines the distribution of , , hence that of log + log , , w h e r e is independent o f , . But this in turn determines E expit log for all real t, hence the distribution of , because E expit log , d o e s n o t v anish for any r e a l t, due to the in nite divisibility of log , which follows from Gordon's representation 15 of log , as an in nite sum of independent centered exponential variables. 2 Corollary 5 The function x de ned b y 20 is also determined by the following formula:
where F 1 1 is the largest value of Fe as e ranges over the excursions of B completed by the inverse local time 1 , and K is determined b y exp,K = E exp, 1 . Proof. As in the proof of Theorem 3, interpret K x as the rate per unit local time of excursions e with Fe x , with an excursion of length t counted only with the probability e ,t that it survives killing at rate . F rom the de nition of K, the rate of killed excursions is K . S o K x + 1 is the rate of excursions e such that either Fe x or e is killed. Formula 26 displays two expressions for the probability t h a t there is no excursion e in the interval 0; 1 such that either Fe x or e is killed. The rst expression derives from the Poisson character of the excursion process, and the second is obtained by conditioning on 1 where the" k := k logT k + 1 =T k,1 + 1 are independent standard exponentials, and 28 follows. Thus i implies ii. Still assuming i, it follows from the strong law of large numbers that lim j T j =j = " ,1 0 a.s., which a l l o ws " 0 and hence the " i to be recovered a.s. as product measurable functions of the sequence T j . Since condition ii determines the distribution of the sequence T j , it follows immediately that ii implies i. 2
The particular mixed Poisson process involved here has been studied and applied i n a n umber of contexts 10 . The connection between this mixed Poisson process and the Yule process N birth v; v 0, exploited above, amounts to the result of Kendall 18 Corollary 7 provides a very explicit description of the nite dimensional distributions of the sequence b F br j in terms of the basic function . The joint density o f a n y n i t e number of consecutive terms is available, and the dependence structure is simple. This description determines in principle the nite-dimensional distributions of the sequence F br j . Some features of this sequence, such as the distribution of a ratio of terms, can be read directly from the two-dimensional distributions of the sequence b F br j . Other features are harder to obtain explicitly.
Since E, p = , p+ =, , we nd from 29 with = 1 that for j = 1 ; where := P j ,1 T j . The distribution of the sequence V br j is the particular case = of the Poisson-Dirichlet PD distribution with two parameters ; , which w as studied in 30 . The formula for moments V br j given by 31 in this case is a simpli cation of the instance = of Proposition 17 of 30 for PD ; . In the notation of 30 , the function x i n 3 2 i s x = x=x ,1 , . The simpli cation occurs by a n i n tegration by parts, using the Wronskian identity displayed in equation 87 of 30 . The construction of a sequence with PD ; distribution displayed on the right side of 33 is new. This representation is reminiscent of the representation of a PD ; 0 distributed sequence given in Corollary 9 of 30 . But we do not know o f a n y and trust that this transform has reasonable properties, then formula 3 becomes evident as follows. Denote by P + k the distribution of M br+ k on 0; 1. According to 37, 42 and 2 the jNj-transform of the distribution P j of M br j isP j = P n c n;jP + n+j for some coe cients c n;j . So it is reasonable to expect P j = P n c n;j P + n+j , as asserted in 3. To make this argument rigorous, it seems necessary to establish a uniqueness result for the jNj-transform regarded as an operator on an appropriate class of signed measures, and to justify switching the order of the jNj-transform and an in nite summation. Rather than that, we nish the argument b y appealing instead to the underlying probabilistic relationship between the two sequences M 52 where it is assumed that under P the random variable , has gamma distribution and is independent o f M br j . The previous formula 37 is the special case of this result with = 1 2 ; = 1 . F or j = 1 formula 52 determines the distribution of the maximum of a standard BES bridge for 0 2. Kiefer 19 found an explicit formula for the distribution of the maximum of a standard BES bridge for all positive i n teger dimensions . See 6 for an alternative approach to formula 52, and 34 for further developments.
Evaluations at time 1
Recall that `; 0 is the inverse of the local time process at 0 for the self-similar Remark. The de nition of , j and " i involves both`and F, but this dependence is suppressed in the notation as we regard both`and F as xed.
Proof. The Poisson character of F`is an immediate consequence of Itô's description of the PPP of excursions of B up to time `. T h e i n tensity measure is computed as follows.
First, for F = V , the lifetime of an excursion, with = 1, the random set F`is the collection of jumps of the process u ; 0 u `, say fV j g where V j is the jth longest duration of an excursion of B up to time `. I t i s w ell known that the V j are the ranked points of a PPP with intensity measure`K,1, ,1 , w h i c h f o r = 1 is also the L evy measure of the subordinator u ; u 0. Next, for a general -homogeneous functional F let e F j denote the value of Fe for the excursion e of B whose length is V j . L e t B ex j denote the standard excursion obtained by rescaling the excursion of length V j to have length 1. Then e F j = V j FB ex j 56 where, due to the Poisson character of the Itô excursion process, and the self-similarity of B, the B ex j are independent copies of B ex , and the sequence B ex j is independent o f the sequence V j . It follows easily that the intensity measure of F`is as speci ed in 54. The remaining assertions are implied by standard properties of Poisson processes.
Example. Let B be BM and let Fe : = Me be the absolute maximum of excursion e. With the usual normalization of local time as occupation density relative to Lebesgue measure, K = p 2 and the lengths V j form a PPP q 2= 1=2 . It is well known 35, p. 485 that the rate of excursions whose absolute value exceeds x is x ,1 . S o C M = 1 , a n d the ranked absolute maxima M j of excursions up to time 1 are the points of a PPP 1 . By application of the previous discussion to this case with = = 1 =2 w e deduce the formula of 4, p. 72 2.f for the expected value of M , the absolute maximum of a standard Brownian excursion: EM = q =2.
Dual formulae
The main purpose of this section is to give an alternative expression for the basic function x in terms of the dual description of the excursion process obtained by conditioning on F-values rather than on lengths. The formulae of this section generalize results of Biane-Yor 4, x3.3 for F the maximum functional of a Brownian or Bessel excursions.
In the setting of Proposition 10, take`= 1, and assume that the distribution of F := FB ex has a density, s a y fx : = PF 2 dx=dx Integrate out t and make the change of variable x=t = w to con rm the earlier claim that the e F j are the points of a PPP whose intensity measure has density a t x 0 e q u a l to Z 1 0 K t , , ,1 fx=t dt = K EF = x , ,1 58
Assuming now t h a t EF = 1, t a k e x = 1 in 58 to see that the formula gt : = EF = ,1 t , , ,1 f1=t 59
de nes a probability density o n 0 ; 1. Now 57 can be recast as t; x = K EF = x , ,1 x , 1 gt=x 1 : 60
It follows that if b V j denotes the length of the excursion of B up to time 1 whose F-value is F j , t h e jth largest value of Fe a s e ranges over all excursions of B completed by time 1 , then b V j = F 1= j V j 61 where the V j are independent r a n d o m v ariables with common density g, independent also of the F j .
In terms of Itô's law of excursions nde de ned on the space of excursion paths with e := e t ; 0 t V e, the density t; x is the joint density o f t h e n-distribution of V e; F e. The density x ! t , fx=t then serves as the n-conditional density o f Fe g i v en V e = t, and the density t ! x , 1 gt=x 1 serves as the n-conditional density of V e g i v en Fe = x. Put another way, f is the probability density o f F , t h e F-value of an excursion of B that is either conditioned or scaled to have lifetime 1 , w h i l e g is the probability density of the lifetime V of an excursion of B that is conditioned or scaled to have its F-value equal to 1.
Note 
Returning to consideration of the function x a s i n T h e o r e m 3 , w e n o w deduce the following corollary from that theorem:
Corollary 11 Let Proof. Recall from the proof of Theorem 3 that K x is the rate of excursions e
with Fe x , c o u n ting only excursions that survive killing at rate . This rate is the product of two factors, the rate of excursions e such t h a t Fe x , and the probability that e F x survives killing at rate , where e F x is the rst excursion e such t h a t Fe x . By formula 54, the rst factor equals K,1 , ,1 EF = x , = , while the second factor is found by conditioning on Fe Proof. Let j := F j , so the j are the points of a PPP with intensity c , and let , j = c , j = cF , j be the gamma variables de ned implicitly b y 7 4 . F i x n and rewrite the de nition of 1 as
and then apply 30, Lemma 24 . According to that lemma, conditionally given n the j = n for 1 j n , 1 are distributed like the order statistics of n , 1 independent random variables W 1 ; : : : ; W n,1 whose common distribution is the restriction of to 1; 1, while the j = n for n j 1 are distributed like the ranked points of a PPP whose intensity is the restriction to 0; 1 of , n , where , n = c , n . Moreover, the random vectors j = n ; 1 j n , 1 and j = n ; n j 1 are independent.
From this description we obtain
and, as will be veri ed below, Remarks. a The proof shows that both and 1= are the Laplace transforms of probability distributions on 0; 1. In particular, we deduce from 82 that = E exp,U ,1= V 1 86 where U := 1 = 2 , = , 1 =, 2 has uniform distribution on 0; 1, and is independent of V 1 . So formula 79 shows that 1 = n is distributed as the sum of 2n independent random variables, with n , 1 v ariables distributed like U ,1= e ,x x , ,1 dx; = ,1 , + : The results of the proposition in this case all appear in 30, x2 a n d x4 , with the notations a n d instead of a n d . If 1 is the value at time 1 of a subordinator `; 0, a random variable X whose Laplace transform is 1= can be constructed as W := S, where S is the least`such that `, `, 1. See 30 for various further developments in this case, and an explanation of why the same distributions appear in the work of Darling 11 , Lamperti 22 and Wendel 42 . c With 1 the value at time 1 of the inverse local time at level 0 for a B a B M started at 0, let n := M 2 n be the squared height o f t h e nth highest excursion of jBj up to time 1 , and let V n be the sum of two independent hitting times of 1 by a BES3 process. The functions ; and are then determined by 
