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Instability of the collinear phase in two-dimensional ferromagnet in strong in-plane
magnetic field
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Petersburg Nuclear Physics Institute, Gatchina, St. Petersburg 188300, Russia
(Dated: June 2, 2018)
It is well-known that in thin ferromagnetic film with a net magnetization perpendicular to the film
the collinear arrangement of spins is unstable in an in-plane field H smaller than its saturation value
Hc. Existence of a stripe phase was proposed with elongated domains of alternating direction of
magnetization component perpendicular to the film. We consider in the present paper the strong-
field regime H < Hc and discuss the minimal microscopic model describing this phenomenon,
two-dimensional Heisenberg ferromagnet with strong easy-axis anisotropy and dipolar forces. The
noncollinear (stripe) phase is discussed using the technique of the Bose-Einstein condensation of
magnons. Some previously unknown results are observed concerning the stripe phase. Evolution
is established of the spin arrangement in the noncollinear phase upon the field rotation within the
plane. We find a rapid decreasing of the period of the stripe structure as the field decreases. We
demonstrate that spins components perpendicular to the film form a sinusoid in the noncollinear
phase at H ≈ Hc that transforms to a step-like profile upon the field decreasing so that the domain
wall density decreases from unity to a value much smaller than unity. The spin-wave spectrum in
the noncollinear phase is discussed.
PACS numbers: 75.70.Ak, 75.30.Ds, 75.10.Jm, 75.10.Dg
I. INTRODUCTION
Numerous fascinating magnetic properties of ultrathin films and (quasi-) two-dimensional (2D) magnetic materials
attract much attention now that is stimulated also by the technological significance of such materials.1,2 One of the
most intriguing experimental findings was the discovery of the spin reorientation transition (SRT) in thin ferromagnetic
films.3 Recent experimental and theoretical investigations have shown that SRT can be induced by the temperature, the
film thickness or by an applied magnetic field. In most cases the rotation occurs during SRT from the perpendicular
to an in-plane direction (or vice versa) of the film magnetization. In many materials with the net magnetization
perpendicular to the film this reorientation is accompanied by stripe phases with elongated domains of alternating
magnetization direction which are separated by domain walls with a finite width. Such transition was obtained first
in Ref.4 in Co/Au(111) films. The reader is refered to comprehensive reviews1,2 of numerous recent experimental and
theoretical works in this field. It is well established now that the origin of SRT and stripe phases is in the subtle
interplay between the short-range exchange, anisotropy and long-range dipolar interactions between spins.1,2 Then, a
realistic theoretical model of low-dimensional magnetic systems must include these three kinds of interactions so that
the Hamiltonian has the form of the minimal microscopic model showing SRT and the stripe phase
H = −1
2
∑
l 6=m
(
Jlmδρβ +Q
ρβ
lm
)
Sρl S
β
m −A
∑
l
(Syl )
2 −H
∑
l
Szl , (1)
Qρβlm = (gµ)
2 3R
ρ
lmR
β
lm − δρβR2lm
R5lm
, (2)
where we direct y axis perpendicularly to the lattice as it is shown in Fig. 1 and the last term describes the Zeeman
energy in the in-plane field discussed below.
It is demonstrated in Ref.5 that at H = 0 and T = 0 the stripe arrangement of spins in the model (1) has slightly
smaller energy than any collinear arrangement if 2A > αω0 (i.e., if the easy direction is normal to the film), where
α =
3v0
8π
∑
i
1
R3i
(3)
is a constant that is equal approximately to 1.078 for the simple square lattice,
ω0 = 4π(gµ)
2 (4)
is the characteristic dipolar energy and we set the lattice spacing to be equal to unity. Meantime it was found in Ref.5
that the period of the stripe structure rises rapidly as the value of the anisotropy increases so that the domain width
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FIG. 1: (Color online). Two phases of the model (1) in strong magnetic field H : those with collinear and noncollinear spin
orderings at H > Hc and H < Hc, respectively. Off-plane spins components are shown in red in the stripe phase (i.e., at
H < Hc). It is obtained in the present paper that these components form a sinusoid at H ≈ Hc that transforms to a step-like
profile upon the field decreasing as it is shown in Fig. 4. Period of the stripe pattern rises as the field decreases as it is presented
in Fig. 5.
is macroscopically large (i.e., larger than 108 lattice spacing) for 2A > 1.4αω0. It is implied hereafter that J ≫ ω0,
as it usually is. We assume in the present paper that 2A > 1.4αω0 and consider macroscopically large unidomain
sample with all spins directed perpendicularly to the film at H = 0. It is assumed below also that J ≫ A.
Existence of a stripe phase in this case was pointed out long time ago6 in an interval of in-plane magnetic field
H ′c < H < Hc, where Hc ∝ A is the saturation field,
H ′c = Hc −
3
2
Dk2c0, (5)
D is the spin-wave stiffness that is equal, in particular, to SJ for simple square lattice with exchange coupling constant
J between neighboring spins, and
kc0 =
Sω0
4D
. (6)
The experimental evidence for the in-plane field induced collinear phase instability has been reported recently in
Ni(001) ultrathin films at room temperature.7 It was pointed out in Ref.6 that the spin-wave spectrum calculated
in the linear spin-wave approximation assuming a collinear spin arrangement is unstable when H ′c < H < Hc.
Importantly, the instability takes place not at zero momentum but at a finite incommensurate one kc0 which direction
is not fixed in the linear spin-wave approximation and which value is given by Eq. (6). As a result it was proposed
that the model (1) shows three phases in a nonzero in-plane field, collinear one at H > Hc, collinear canted phase at
H < H ′c, and the noncollinear one appearing at H
′
c < H < Hc. The properties of the noncollinear phase have not
been clarified yet. It was proposed in Ref.6 that there should be a domain pattern at H ′c < H < Hc with the period
equal to 2π/kc0 forming by spins components perpendicular to the film similar to that discussed in Ref.
5 for H = 0.
It should be pointed out however that the stability of the spin-wave spectrum is not a criterion for the corresponding
state to be the ground state. Then, it is not clear at which field H ′c the transition takes place from the stripe phase
to a canted collinear one. It is not clear also whether such a transition happens at all because the stripe phase has
lower energy at H = 0, as it is shown in Ref.5.
Despite great recent interest to exotic non-collinear phases, that of the model (1) in strong-field regime has not
been discussed thoroughly yet. The aim of the present paper is to fill up somewhat this gap. We discuss first 1/S
corrections to the spectrum in the collinear phase at H > Hc and show that they fix the direction of kc0 at which
the spectrum instability takes place and which absolute value is given by Eq. (6). We find the dependence of kc0
direction on the field direction within the plane.
The noncollinear phase is discussed below using the technique of the Bose-Einstein condensation of magnons sug-
gested in Ref.8. The transition to the stripe phase at H = Hc corresponds within this technique to a ”condensation”
of magnons at states characterized by a momentum kc‖kc0 and its harmonics (i.e., nkc, where n is integer). It is
the unusual result of the present analysis that the vector kc varies with the field (remaining parallel to kc0) so that
kc = kc0 at H = Hc and kc < kc0 at H < Hc. This unusual behavior is related to condensation of magnons at states
characterized by harmonics of kc. Remember that the condensation in antiferromagnetic
8 and ferromagnetic9 systems
takes place at antiferromagnetic and zero (commensurate) vectors, respectively, which do not depend on magnetic
field. Thus, we find that the period of the stripe structure given by 2π/kc rises very fast as the field decreases.
3We demonstrate that the energy of the stripe phase is lower than the energy of any collinear spin arrangement at
H < Hc but the difference between these energies decreases as the field reduces.
We find values of spins components perpendicular to the film forming the domain pattern. It is shown that spins
components perpendicular to the film form a sinusoid in the noncollinear phase at H ≈ Hc that transforms to a step-
like profile upon the field decreasing so that the domain wall density decreases from unity to a value much smaller
than unity.
We discuss below also the spin-wave spectrum in the noncollinear phase.
The rest of the paper is organized as follows. We discuss the Hamiltonian transformation and technique in Sec.II.
Magnon spectrum is discussed in the linear spin-wave approximation in Sec. III. First 1/S corrections to the spectrum
at H > Hc is discussed in Sec. IV. Properties of the noncollinear phase are considered in Sec. V. Sec. VI contains
our conclusion. One appendix is added with some details of calculations.
II. HAMILTONIAN TRANSFORMATION AND TECHNIQUE
It is implied below that the in-plane magnetic field is directed arbitrary relative to the lattice. Taking the Fourier
transformation we have from Eq. (1)
H = −1
2
∑
k
(
Jkδρβ +Q
ρβ
k
)
SρkS
β
−k −A
∑
k
SykS
y
−k −H
√
NSz0, (7)
where Jk =
∑
l Jlm exp(ikRlm), Q
ρβ
k =
∑
lQ
ρβ
lm exp(ikRlm) and N is the number of spins in the lattice. Dipolar
tensor Qρβ
k
possesses the well-known properties1,10 at k ≪ 1, which are independent of the lattice type and the
orientation of x and z axes relative to the lattice,
Qρβk = ω0
(
α
3
δρβ − k
2
kρkβ
k2
)
, where ρ, β = x, z, (8)
Qyβk = ω0
(
−2
3
α+
k
2
)
δyβ , where β = x, y, z, (9)
where α and ω0 are given by Eqs. (3) and (4), respectively. It is seen from Eqs. (1), (8) and (9) that dipolar forces
lead to easy-plane anisotropy in the energy of the classical 2D FM with y to be a hard axis.10 Quantum and thermal
fluctuations lead also to an in-plain anisotropy (order-by-disorder effect).11,12,13
We use in the present paper the well-known representation of spins components via Bose-operators a and a†:14
S−i ≈
√
2Sa†i
(
1− a
†
iai
4S
)
, S†i ≈
√
2S
(
1− a
†
iai
4S
)
ai, S
z
i = S − a†iai (10)
which can be obtained from the Holstein-Primakoff transformation15 by expanding the square roots up to the first
terms.
To perform the calculations it is convenient to introduce the following retarded Green’s functions: G(ω,k) =
〈ak, a†k〉ω, F (ω,k) = 〈ak, a−k〉ω, G(ω,k) = 〈a†−k, a−k〉ω = G∗(−ω,−k) and F †(ω,k) = 〈a†−k, a†k〉ω = F ∗(−ω,−k).
We have the following set of Dyson equations:
G(ω,k) = G(0)(ω,k) +G(0)(ω,k)Σ(ω,k)G(ω,k) +G(0)(ω,k)[Bk +Π(ω,k)]F
†(ω,k),
F †(ω,k) = G
(0)
(ω,k)Σ(ω,k)F †(ω,k) +G
(0)
(ω,k)[Bk +Π
†(ω,k)]G(ω,k),
(11)
where G(0)(ω,k) = (ω − Ek + iδ)−1 is the bare Green’s function, Σ(ω,k) = Σ(−ω,−k)∗, Π(ω,k) = Π†(−ω,−k)∗ are
the self-energy parts and Ek and Bk are coefficients in the bilinear part of the Hamiltonian
H2 =
∑
k
[
Eka
†
kak +
Bk
2
(
aka−k + a
†
ka
†
−k
)]
(12)
which are presented below. Solving Eqs. (11) one obtains
G(ω,k) =
ω + Ek +Σ(ω,k)
D(ω,k) ,
F (ω,k) = −Bk +Π(ω,k)D(ω,k) , (13)
4where
D(ω,k) = (ω + iδ)2 − ǫ2k − Ω(ω,k), (14)
ǫ2k = E
2
k −B2k, (15)
Ω(ω,k) = Ek(Σ + Σ)−Bk(Π + Π†)− (ω + iδ)(Σ− Σ)−ΠΠ† +ΣΣ, (16)
and ǫk is the spin-wave spectrum in the linear spin-wave approximation. Quantity Ω(ω,k) given by Eq. (16) describes
renormalization of the spin-wave spectrum square. We find Ω(ω,k) within the first order of 1/S in Sec. IV.
III. CLASSICAL MAGNON SPECTRA
A. H > Hc
Let us assume first that the field is so strong that all spins lie within the plane (see Fig. 1). After substitution of
Eqs. (10) into Eq. (7) the Hamiltonian has the form H = E0 +
∑6
i=1Hi, where E0 is the ground state energy and Hi
denote terms containing products of i operators a and a†. H1 = 0 because it contains only Qρβ0 with ρ 6= β. For H2
one has Eq. (12), where
Ek = S(J0 − Jk)− S
2
(
Qxxk +Q
yy
k −
2ω0α
3
)
+H −AS
(
1− 1
2S
)
k≪1≈ Dk2 − Sω0
4
k cos2 φk +H −AS
(
1− 1
2S
)
+
Sω0α
2
, (17)
Bk =
S
2
(Qyyk −Qxxk ) +AS
(
1− 1
4S
)
k≪1≈ −Sω0α
2
+
Sω0
4
k(1 + sin2 φk)
+AS
(
1− 1
4S
)
, (18)
where φk is the angle between k and the magnetization and the expressions after
k≪1≈ are approximate values of the
corresponding quantities at k ≪ 1. We find for the square of the magnon spectrum from Eqs. (15), (17) and (18) in
accordance with the well-known result6
ǫ2k
k≪1≈
(
Dk2 +
Sω0
2
k sin2 φk +H
)(
D(k − kc0)2 + Λ(0)
)
− A
2
Bk, (19)
Λ(0) = H −H(0)c , (20)
H(0)c = 2SA
(
1− 1
2S
)
− Sω0α+Dk2c0, (21)
where H
(0)
c is the classical value of the saturation field and kc0 is given by Eq. (6). The second term in the first
brackets in Eq. (19) is negligible in the considered case of A≫ ω0. The last term in Eq. (19) is formally of the next
order in 1/S compared to the first one. We show below that corrections from the Hartree-Fock diagram presented
in Fig. 2(a) cancel it and leads to renormalization of the critical field H
(0)
c . We point out also that the anisotropy
constant A should be accompanied by the factor 1 − 1/2S in all expressions for observable quantities because there
is no one-ion anisotropy for S = 1/2.16 It is seen that in the zeroth order in 1/S (the last term in Eq. (19) should
be discarded) the second bracket in Eq. (19) is positive at H ≥ H(0)c and the spectrum is stable. On the other hand
at H < H
(0)
c the instability of the spectrum arises at momentum kc0. Notice that the direction of kc0 is not fixed
within the spin-wave approximation. Meantime we show below that there are anisotropic corrections to the spectrum
of the first order in 1/S, which fix the direction of the vector kc0 at which the instability arises leaving, however, the
equivalence between kc0 and −kc0.
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FIG. 2: Diagrams of the first order in 1/S for self-energy parts. Diagram (a) stems from four-magnon terms in the Hamiltonian
whereas (b) comes from three-magnon terms.
B. H < Hc
Simple calculation leads to the following result for the spectrum at k ≪ 1 assuming the collinear canted spin
arrangement at H < Hc:
ǫ2k ≈
(
Dk2 + 2SA
(
1− 1
2S
))(
D(k − kc0)2 + 2(H ′c −H)
)− S2(Qxzk )2 sin2 θ, (22)
where kc0 and H
′
c are given by Eqs. (6) and (5), respectively, cos θ = H/(2SA(1 − 1/2S)− Sω0α), θ is the canting
angle between spins and the field, and we have discarded terms proportional to A similar to the last one in Eq. (19)
which are of the next order in 1/S. The second bracket in Eq. (22) vanishes at k = kc0 when H = H
′
c. The last
term in Eq. (22) gives negligibly small correction to H ′c. The spectrum (22) is unstable at H > H
′
c. This result was
obtained first in Ref.6. It was proposed there that a noncollinear phase arises at T = 0 in the interval H ′c < H < Hc,
where Hc and H
′
c are given up to quantum 1/S corrections by Eqs. (21) and (5), respectively. Meantime we show
below that the energy of the collinear phase at H = H ′c is higher than that of the noncollinear one and the value
of the critical field H ′c is smaller (if it is nonzero at all) than that given by Eq. (5) and derived from the spin-wave
analysis.
IV. SPECTRUM RENORMALIZATION AT H > Hc
Corrections of the first order in 1/S to the spectrum stem from diagrams shown in Fig. 2. To calculate them one
should take into account terms H3 and H4 in the Hamiltonian which have the form
H3 =
√
S
2N
∑
k1+k2+k3=0
Qxz2 a
†
−1
(
a†−2 + a2
)
a3, (23)
H4 = 1
8N
∑
k1+k2+k3+k4=0
([
4A+ 2(J1 + J3 − 2J1+3)− (Qzz1 +Qzz3 + 4Qzz1+3)
]
a†−1a
†
−2a3a4
+ [Qxx2 −Qyy2 − 2A]a†−1
[
a2a3 + a
†
−2a
†
−3
]
a4
)
, (24)
where we drop index k in Eqs. (23) and (24).
We have found in accordance with the conclusion of Ref.6 that the loop diagram presented in Fig. 2(b) is much
smaller than the Hartree-Fock one shown in Fig. 2(a). One obtains for the contribution to Ω(ω,k) from the Hartree-
6Fock diagram
Ω(ω,k) = Bk
1
2SN
∑
q
Bq (25a)
− ǫ2k
1
N
∑
q
Eq − ǫq
Sǫq
(25b)
+
1
N
∑
q
1
ǫq
(EkEq +BkBq)
(
Jq − Jk+q +Qzzq −Qzzk+q
)
(25c)
+ Ek
1
N
∑
q
[
Eq − ǫq
ǫq
(
H
S
+A− 3
2
Qzzq
)
+
B2q
Sǫq
]
(25d)
+Bk
1
N
∑
q
[
Eq − ǫq
2Sǫq
Bq +
Bq
ǫq
(
Eq − ǫq
2S
+A− 3
2
Qzzq
)]
. (25e)
Term (a) in Eq. (25) is equal in the first order in 1/S to BkA/2 and it cancels the last term in Eq. (19). Term (25b)
does not renormalize the bare spectrum in the first order in 1/S. Term (25c) gives rise to the anisotropic corrections
to the spectrum.
It is convenient to use evident relations Ek = (Ek + Bk)/2 + (Ek − Bk)/2 and Bk = (Ek + Bk)/2− (Ek − Bk)/2
to extract combinations proportional to Ek −Bk and Ek +Bk from terms (c)–(e) of Eq. (25). Terms proportional to
Ek − Bk and Ek + Bk renormalize the first and the second brackets in Eq. (19), respectively. As we are interested
in the phase transition to the noncollinear phase, we focus on renormalization of the second bracket in Eq. (19) and
consider only terms proportional to Ek +Bk.
We assume for definiteness in the particular calculations below that J ≫ A≫ ω0. As a result of simple but tedious
calculations one has from Eq. (25) in the leading order of ω0/J and A/J for the important for us terms
Ω(ω,k) ∼ A
2
Bk
+ (Ek +Bk)
(
k2ω0[X cos(2φk + 2β) cos 2β + Y cos
2 φk] +
A
N
∑
q
Bq
ǫq
)
, (26)
X =
D
16Sω0N
∑
q
Qxxq −Qzzq
J0 − Jq (cos qx − cos qz), (27)
Y =
3
27π
√
2AS
D
ln
(
32
ASD
(Sω0)2
)
, (28)
where β is the angle between magnetic field and an edge of the square (see Fig. 3). The constant X should be
calculated numerically because summation over large momenta is important in Eq. (27) and one cannot use Eqs. (8)
and (9) for the dipolar tensor components. This calculation can be carried out using the dipolar sums computation
technique (see, e.g., Ref.17 and references therein) with the result X ≈ 0.0087 for exchange coupling between only
nearest neighbor spins on the simple square lattice.
Terms in Eq. (26) proportional to X and Y stem from parts of the term (c) in Eq. (25) proportional to Jq − Jk+q
and Qzzq − Qzzk+q, respectively. They make negligibly small correction to the constant D in the second bracket in
Eq. (19). Meantime they are very important for our consideration because they fix the direction of the momentum
at which the spectrum instability arises: kc0 is directed so that this term to be minimal at φk = φkc0 . Notice that
anisotropic terms are invariant according to replacement φk 7→ φk ± π. Then kc0 and −kc0 are equivalent. One
obtains after simple calculations that the anisotropic part in Eq. (26) has a minimum at φkc0 given by
tan 2φkc0 = −
sin 4β
Y/X + 2 cos2 2β
, (29)
where the solution should be taken with cos 2φkc0 < 0. The term Y/X plays in Eq. (29) only when β ≈ π/4 because
X ≫ Y . Simple calculation shows that the first and the second terms in denominator in Eq. (29) are equal at
β = π/4± δ, where
δ =
√
Y
8X
∼
(
AS
D
)1/4
≪ 1. (30)
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FIG. 3: (Color online). It is assumed in this paper that the field H lies within the plane of the lattice and is directed by an
angle β to the square edge. This figure shows the direction of the vector kc0 at which instability arises of the classical spin-wave
spectrum at H < Hc. Domains in the stripe phase are elongated perpendicularly to kc0. Slide (a) is for the case when β lays
outside the narrow interval (pi/4 − δ, pi/4 + δ) (cross-hatched area in the figure), where δ ≪ 1 is given by Eq. (30). Slide (b)
illustrates the rotation of kc0 when the field rotates inside the interval (pi/4− δ, pi/4 + δ). The direction of the corresponding
rotations are indicated by dashed arrows. We have kc0 ⊥ H when β = pi/4. Notice that kc0 and −kc0 are equivalent.
Then, when β lays outside the narrow interval (π/4 − δ, π/4 + δ) the term with Y can be discarded in Eq. (29) and
one has for φkc0
φkc0 =
{
π/2− β, if β ∈ [0, π/4− δ),
−β, if β ∈ (π/4 + δ, π/2]. (31)
Eq. (31) signifies that kc0 does not rotate with the field and is directed along the square edge as it is shown in Fig. 3(a).
On the other hand, the term with Y comes into play when β lays in the interval (π/4− δ, π/4+ δ) and kc0 rotates in
the same direction as the field H does so that kc0 turns out to be perpendicular to H when β = π/4 (see Fig. 3(b)).
The last term in Eq. (26) leads to quantum renormalization of the critical field Hc which has the form
Hc = H
(0)
c −
A2S
4πD
ln
(
D
2AS
)
(32)
when ln(D/AS)≫ 1, where H(0)c is given by Eq. (21). It is seen from Eq. (32) that quantum fluctuations reduce the
value of the saturation field. As a result we have for the spin-wave spectrum at k ≪ 1
ǫ2k ≈
(
Dk2 +H
) (
D(k − kc0)2 + Λ+ δ(φk)
)
, (33)
Λ = H −Hc, (34)
where Hc is given by Eq. (32) and δ(φk) stands for the small anisotropic terms discussed above.
8V. THE NONCOLLINEAR PHASE
We discuss in this section properties of the noncollinear phase. Spin arrangement is considered at H ≈ Hc and
H < Hc in subsections VA and VB, respectively. The spin-wave spectrum is discussed in subsection VC.
A. Transition from the collinear phase to the noncollinear one at H = Hc
It it shown in the previous section that the spectrum (33) of the collinear phase becomes unstable when Λ < 0,
i.e., when H < Hc. The instability takes place at momentum kc0 which absolute value is given by Eq. (6) and the
direction is determined by small 1/S-corrections. This instability signifies a transition to a noncollinear phase. We
discuss now the spin arrangement in this phase using the approach of Bose-Einstein condensation of magnons.8
There are two equivalent minima in the bare spectrum (33) at momenta ±kc0. The instability of the spectrum at
k = ±kc0 at H slightly smaller than Hc means a ”condensation” of magnons at states with these momenta. It is
shown below that at H < Hc the energy can be lower by varying the value of the momentum kc‖kc0 at which the
condensation takes place. Thus, kc depends on H so that kc = kc0 at H = Hc and kc < kc0 at H < Hc. Then we
imply below that kc 6= kc0.
At H < Hc one should replace operator a±kc and a
†
±kc
as follows
a±kc 7→ a±kc + eiϕ1
√
Nρkc ,
a†±kc 7→ a
†
±kc
+ e−iϕ1
√
Nρkc ,
(35)
where ρkc is the density of condensed particles and ϕ1 is a phase constant which should be found from the demand that
linear terms disappear in the Hamiltonian arising after transformation (35) (see, e.g., Ref.18). Taking into account
the equivalence of minima at +kc and −kc we assume in Eq. (35) that ρkc = ρ−kc and similar equalities are implied
below for harmonics of kc. One has from Eqs. (12) and (24) for the term in the Hamiltonian linear in a
†
kc
√
Nρkc
(
eiϕ1Ekc + e
−iϕ1Bkc + 3Aρkc
(
eiϕ1 − 1
4
ei3ϕ1 − 3
4
e−iϕ1
))
a†kc . (36)
We obtain the term linear in akc conjugating Eq. (36). In order expression (36) to be equal to zero at nonzero positive
ρkc , ϕ1 should be equal to ±π/2. We choose plus sign below and one obtains that Eq. (36) is equal to zero when
ϕ1 =
π
2
,
ρkc = −
Ekc −Bkc
6A
= −D(kc − kc0)
2 + Λ
6A
.
(37)
It is seen that positive solution for ρkc exists only if Λ < 0, i.e., at H < Hc. Notice that the solution (37) corresponds
also to a result of minimization with respect to ϕ1 and ρkc of the correction to the energy arising after transformation
(35) and given by
E1
N
= 2ρkc(Ekc +Bkc cos 2ϕ1) + 3Aρ
2
kc
(1− cos 2ϕ1). (38)
Minimization of E1 with respect to kc gives kc = kc0. The deviation of kc from kc0 arises after taking into account
condensation of magnons at states characterized by harmonics of kc.
It is seen from Eq. (24) that transformation (35) leads also to terms in the Hamiltonian linear in a±3kc and a
†
±3kc
.
In order to cancel these terms one has to perform the following transformation of a±3kc and a
†
±3kc
similar to (35)
a±3kc 7→ a±3kc + eiϕ3
√
Nρ3kc ,
a†±3kc 7→ a
†
±3kc
+ e−iϕ3
√
Nρ3kc .
(39)
As a result the term in the Hamiltonian linear in a†3kc arising after transformation (39) has the form
√
N
(√
ρ3kc
(
eiϕ3E3kc + e
−iϕ3B3kc
)
+ 2iAρ
3/2
kc
+Aρkc
√
ρ3kc
(
7eiϕ3 − 5e−iϕ3)) a†3kc . (40)
9It is equal to zero if
ϕ3 = −π
2
,
√
ρ3kc = −
√
ρkc
1
3
D(kc − kc0)2 + Λ
D(3kc − kc0)2 − 2D(kc − kc0)2 − Λ .
(41)
Solution (41) corresponds also to the result of minimization with respect to ϕ3 and ρ3kc of the correction to the energy
arising after transformation (39) that has the form
E3
N
= 2ρ3kc(E3kc +B3kc cos 2ϕ3) + 8Aρ
3/2
kc
√
ρ3kc sinϕ1 sinϕ3 + 2A(7− 5 cos 2ϕ3)ρkcρ3kc . (42)
Condensation of magnons at states characterized by harmonics of kc makes it possible to lower the energy further
by varying the absolute value of kc at any given H . To show this let us consider first terms in Eqs. (38) and (42)
which are the only terms depending on kc in these expressions. Their explicit forms are 2ρkc(D(kc − kc0)2 + Λ) and
2ρ3kc(D(3kc − kc0)2 + Λ), respectively. It seen that at any fixed ρkc and ρ3kc a small deviation of kc from kc0 (to
be precise, small decreasing) raise E1 and lower E3. The total energy lower in this case because E1 rises quadratically
with (kc − kc0) and E3 lower linearly with (kc − kc0). As a result minimization of the total energy correction E1 + E3
with respect to kc gives in the leading order in Λ/Dk
2
c0
kc = kc0
(
1− 1
24
(
Λ
Dk2c0
)2)
. (43)
Notice also that kc should be parallel to kc0 because the absolute value of negative anisotropic corrections to D
discussed in the previous section have a maximum when kc‖kc0. It is seen from Eqs. (41) and (43) that ρ3kc ≪ ρkc if
H ≈ Hc. We use this fact in Eqs. (40) and (42) discarding terms of powers in ρ3kc higher than 1/2 and 1, respectively,
and omitting terms with higher harmonics in Eqs. (36), (38), (40) and (42).
It is easy to show that the phase factor of (2n + 1)-th harmonic of kc should be equal to π/2 or −π/2 in order
the linear terms can vanish in the Hamiltonian. One has to take into account the fact that terms in the Hamiltonian
linear in a(2n+1)kc and a
†
(2n+1)kc
stem from Hq with even q and that E(2n+1)kc ≈ B(2n+1)kc ≈ SA if n is not very
large. Closer examination gives
ϕ2n+1 = (−1)nπ
2
. (44)
For instance, it is seen from Eq. (42) that ϕ1 and ϕ3 should have different signs to minimize the second term. The
validity of Eq. (44) for higher harmonics is not so evident for large enough |Λ|, at which densities of condensed
particles at states characterized by neighboring higher harmonics differ several times only. Meantime particular
numerical calculations show the validity of Eq. (44) in this case too.
Terms in the Hamiltonian with odd number of operators a and a† which are proportional to Fourier components
of the non-diagonal parts of the dipolar tensor Qxz (see, e.g., Eq. (23)) lead to condensation of magnons at states
characterized by even harmonics of kc. It is easy to show that phase constants ϕ2n should be equal to zero modulo
π in corresponding transformations similar to (35) and (39). The density of condensed particles are very small at
states characterized by even harmonics of kc. For instance, ρ2kc ∝ ρ2kc(Qxz2kc/A)2 ≪ ρkc . Notice that ρ2nkc = 0 when
kc ⊥ H because Qxz2nkc = 0 in this case. The density of condensed particles in the state with zero momentum ρ0 is
equal to zero at any kc direction because Q
xz
0 = 0.
One can find the spin ordering in the noncollinear phase at H ≈ Hc using Eqs. (37), (41) and (43). We obtain
mean values of the transverse spins components 〈Sxk〉 ≈
√
2S〈ak + a†−k〉/2 and 〈Syk〉 ≈
√
2S〈ak − a†−k〉/2i using the
fact that 〈ankc〉 = eiϕn
√
Nρnkc . Only even and odd harmonics contribute to 〈Sxi 〉 and 〈Syi 〉, respectively, because
ϕ2n+1 = ±π/2 and ϕ2n = 0 mod π and we have
〈Syi 〉 =
√
8Sρkc
(
cos(kcRi) +
∞∑
n=1
(−1)n
√
ρ(2n+1)kc
ρkc
cos((2n+ 1)kcRi)
)
. (45)
Due to the smallness of densities of condensed particles at states with even harmonics we do not discuss 〈Sxi 〉 here. As
ρ(2n+1)kc ≪ ρkc when H ≈ Hc, only the first few terms play in Eq. (45) at such H . We plot the value 〈Syi 〉/
√
8Sρkc
in Fig. 4 for H ≈ Hc and H = Hc− 1.5Dk2c0 using Eqs. (37), (41), (43), and (45). It is seen that 〈Syi 〉 has a sinusoidal
profile at H ≈ Hc as it is shown in Fig. 1 that is slightly distorted at smaller field due to the higher harmonics in
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FIG. 4: (Color online). The value 〈Syi 〉/
p
8Sρkc given by Eq. (45) is shown in the noncollinear phase (i.e., at H < Hc) to
demonstrate the field evolution of the domain pattern profile forming by off-plane spins components (see Fig. 1). It is seen that
the profile is sinusoidal at H ≈ Hc that evolves upon the field decreasing into a meander-like and then into a step-like form.
Notice that the period of the stripe structure rises upon the field decreasing as it is illustrated in Fig. 5.
Eq. (45). Higher harmonics in Eq. (45) become important at H < Hc − 1.5Dk2c0 when they change considerably the
profile of 〈Syi 〉 (i.e., the domain pattern profile) which we discuss in the next subsection.
Let us compare energies of the stripe phase and the collinear canted phase at H < Hc. The last one can be found
performing the transformation for operators a0 and a
†
0 similar to (35) and (39) and minimizing the corresponding
expression for the energy correction. The result is
E0
N
= − (E0 −B0)
2
4A
= −
(
Dk2c0 − |Λ|
)2
4A
. (46)
This expression gives the value of the energy correction higher than that of the stripe phase. For example, correspond-
ing values for H = H ′c are −0.179Λ2/A and −0.063Λ2/A for the stripe and the canted collinear phase, respectively,
where H ′c given by Eq. (5) is the field below which the classical spin-wave spectrum of the canted phase is stable. The
difference between energies of the collinear canted phase and the stripe one decreases as the field reduces.
B. H < Hc
We demonstrate in Appendix A that expression for the energy of the noncollinear phase is much more complicated at
H < Hc because one has to take into account corrections to the energy containing ρ(2n+1)kc with n > 1 for accurate
finding of the stripe profile and kc. The corresponding values of ρ(2n+1)kc and kc have to be found by numerical
minimization of the energy. The number of harmonics of kc to be taken into account in particular calculations rises
as the field decreases. For example, we find that one can use only five harmonics for H = Hc− 2.5Dk2c0 whereas their
number should be increased to 51 for H = Hc − 16Dk2c0. This circumstance leads to a restriction on the field interval
which can be considered practically. The smallest field value we have managed to reach is H = Hc − 16Dk2c0.
We plot 〈Syi 〉/
√
8Sρkc in Fig. 4 for some H values using Eq. (45) and results of numerical calculation of ρ(2n+1)kc .
We used Eqs. (37), (41), (43) for H = Hc−1.5Dk2c0 and Eqs. (A6) for H = Hc−2.5Dk2c0. It is seen that the sinusoidal
profile evolves upon the field decreasing into a meander-like and then into a step-like form. Then, the domain wall
density decreases from unity to a value much smaller than unity upon the field decreasing.
Dependence of kc on H is illustrated in Fig. 5. Notice that the period of the stripe structure given by 2π/kc rises
very fast upon the field decreasing. This finding is in qualitative agreement with results of Ref.5, where a very large
period of the stripe pattern was found at H = 0 when A≫ ω0.
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FIG. 5: Dependence of the absolute value of the momentum kc describing the stripe structure on the magnetic field found by
numerical energy minimization taking into account 51 harmonics of kc. The inset shows the neighborhood of point H = Hc,
where the dependence of kc on H is described by approximate analytic expression (43) (dashed line).
C. Spin-wave spectrum in the noncollinear phase
There are two types of corrections to the bilinear part of the Hamiltonian (12) arising after transformation (35).
The first one leads to the following simple renormalization of Ek and Bk:
Ek 7→ Ek + 7Aρkc , Bk 7→ Bk − 5Aρkc . (47)
This renormalization gives rise to an additional term equal to 2|Λ| in the second bracket in Eq. (33) and the spectrum
takes the form
ǫ2k ≈
(
Dk2 +H
) (
D(k − kc)2 + |Λ|
)
. (48)
Higher harmonics contribute to renormalization of Ek and Bk as well but their effect is small at |Λ| < Dk2c0 because
corresponding densities are much smaller than ρkc .
Another sort of corrections to the bilinear part of the Hamiltonian include the so-called umklapp interaction having
the form
Aρkc
∑
k
[
7
2
a†kak±2kc −
5
4
(
aka−k±2kc + a
†
ka
†
−k±2kc
)]
. (49)
There are also terms given by Eq. (49) with 2nkc and ρnkc instead of 2kc and ρkc with n > 1 which can be neglected
at |Λ| < Dk2c0. The umklapp interaction makes much more complicated the spin-wave spectrum analysis (see, e.g.,
Ref.19 for some detail). Meantime it can be shown that corrections to the spectrum square from umklapp terms (49)
are negligible for momenta which absolute values are not very close to kc: D(k − kc)2 & |Λ|. Then the spectrum is
given by Eq. (48) in this case. Carrying out of much more complicated analysis for k ≈ kc is out of the scope of the
present work.
VI. CONCLUSION
In conclusion, we discuss 2D Heisenberg ferromagnet with dipolar forces and out-of-plane easy-axis one-ion
anisotropy in in-plane magnetic field described by the Hamiltonian (1). We consider the classical spin-wave spec-
trum assuming a collinear spin arrangement and find in accordance with previous results6 that the spectrum is
unstable in a range of the field H ′c < H < Hc, where Hc is the saturation field given by Eq. (32) and H
′
c is given
by Eq. (5). The instability arises at an incommensurate momentum kc0 which direction is not fixed in the linear
spin-wave approximation and which absolute value is given by Eq. (6). Thus, we conclude following Ref.6 that the
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collinear spin arrangement is unstable at H < Hc with respect to a stripe domain formation with a large period (see
Fig. 1).
To discuss properties of the non-collinear phase we consider first 1/S corrections to the spectrum of the collinear
phase at H > Hc and find that they fix the direction of kc0 so that it depends on the field direction as it is shown in
Fig. 3. We discuss the noncollinear phase using the technique of the Bose-Einstein condensation of magnons suggested
in Ref.8. Appearance of the stripe spin arrangement corresponds in this technique to a ”condensation” of magnons
at H < Hc at states characterized by a momentum kc‖kc0 and its harmonics (i.e., nkc, where n is integer). It is
the unusual result of the present analysis that the vector kc varies with the field (remaining parallel to kc0) so that
kc = kc0 at H = Hc and kc < kc0 at H < Hc. The origin of this behavior is in condensation of magnons at states
characterized by harmonics of kc.
We demonstrate that the energy of the stripe phase is lower than the energy of any collinear spin arrangement
at H < Hc but the difference between these energies decreases as the field reduces. We have not found any sign of
transition to a collinear phase at H . Hc. Then, H
′
c given by Eq. (5) is overestimated in the previous work
6 in which
it was obtained from the condition of the spin-wave spectrum stability in the collinear canted phase. It should be
noted that this our finding is in qualitative agreement with results of Ref.5, where it was shown, in particular, that at
H = 0 the difference between energies of the stripe pattern and the collinear phase is very small in the limiting case
of A≫ ω0 discussed in the present paper.
Expression for values of spins components perpendicular to the film forming the domain pattern is given by Eq. (45).
Coefficients ρnkc and the value of kc are obtained by numerical minimization of the ground state energy. The
transformation of the domain pattern upon the variation of the field is shown in Fig. 4. It is seen that the domain
pattern has a sinusoid profile at H ≈ Hc that transforms to a step-like profile upon the field decreasing so that the
domain wall density decreases from unity to a value much smaller than unity. The dependence of kc on the field is
shown in Fig. 5. It is seen that the period of the stripe pattern (2π/kc) rises very fast as the field decreases. This
finding is also in qualitative agreement with results of Ref.5, where it was shown that at H = 0 the period of the
stripe structure is very large at A≫ ω0.
We find that the spin-wave spectrum in the noncollinear phase is given by Eq. (48) for momenta D(k − kc)2 & |Λ|
if |Λ| < Dk2c0.
Acknowledgments
This work was supported by Russian Science Support Foundation, President of Russian Federation (grant MK-
1056.2008.2), RFBR grants 09-02-00229 and 07-02-01318, and Russian Programs ”Quantum Macrophysics”, ”Strongly
correlated electrons in semiconductors, metals, superconductors and magnetic materials” and ”Neutron Research of
Solids”.
APPENDIX A: ENERGY OF THE NONCOLLINEAR PHASE
We present in this appendix some detail of the noncollinear phase energy calculation that was used in finding the
value of kc drawn in Fig. 5 and the domain pattern profile presented in Fig. 4. It is convenient to express the correction
to the energy arising after transformations (35) and (39) (and similar ones for higher harmonics of kc) in the following
form:
E =
∞∑
n=0
E2n+1, (A1)
where E2n+1 contains all terms depending on ρ(2n+1)kc and not depending on ρ(2i+1)kc with i > n. In particular, one
has for the first three terms in Eq. (A1)
E1 = 2ρkc
(
D(kc − kc0)2 − |Λ|
)
+ 6Aρ2kc , (A2)
E3 = −8Aρ3/2kc
√
ρ3kc + 24Aρkcρ3kc + 6Aρ
2
3kc + 2ρ3kc
(
D(3kc − kc0)2 − |Λ|
)
, (A3)
E5 = −24Aρkc
√
ρ3kcρ5kc + 24Aρ3kc
√
ρkcρ5kc + 24A(ρkc + ρ3kc)ρ5kc + 6Aρ
2
5kc
+ 2ρ5kc
(
D(5kc − kc0)2 − |Λ|
)
, (A4)
where we take into account Eq. (44) for phase factors ϕ2n+1. We can restrict ourself by some first terms in Eq. (A1)
to perform the numerical minimization of E because the value of ρ(2n+1)kc decreases as n rises. Meantime, the number
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of terms to be taken into account in Eq. (A1) rises as the field decreases. For example, we find that one can use only
terms (A2)–(A4) for H = Hc − 2.5Dk2c0. The corresponding values of kc and densities are given by
kc ≈ 0.832kc0, (A5)
ρkc ≈ 1.13
|Λ|
6A
,
√
ρ3kc
ρkc
≈ 0.183,
√
ρ5kc
ρkc
≈ 0.0325,
√
ρ7kc
ρkc
≈ 0.0057, (A6)
which, in particular, have been put into Eq. (45) to plot 〈Syi 〉/
√
8Sρkc in Fig. 4. We have obtained that one has to
take into account 26 terms in Eq. (A1) for H = Hc − 16Dk2c0.
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