This paper presents a statistically and computationally efficient algorithm for direction finding of a single far field source using a multi-sensor array. The algorithm extracts the azimuth and elevation angles directly from the estimated time delays between the array elements. Hence, it is referred to herein as the Time Delay Direction Finding (TDDF) algorithm. An asymptotic performance analysis, using a small error assumption, is conducted. For any 1-D and 2-D array configurations, it is shown that the TDDF algorithm achieves the Cramer Rao Lower Bound (CRLB) for the azimuth and elevation estimates provided that the noise is Gaussian and spatially uncorrected and that the time delay estimator achieves the CRLB as well. Moreover, with the suggested algorithm no constrains on the array geometry are required. For the general 3-D case the algorithm does not achieve the CRLB for a general array. However it is shown that for array geometries which obey certain constraints the CRLB is achieved as well.
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The TDDF algorithm offers several advantages over the beamforming approach. First, it is more efficient in terms of computational load. Secondly, the azimuth estimator does not require the a-priory knowledge of the wave propagation velocity. Thirdly, the TDDF algorithm is suitable for applications where the arrival time is the only measured input, in contrast to the beamformer, which is not applicable in this case. PACS # 43.60.Gk , 43.60.Cg
Introduction
In various applications of array signal processing such as radar, sonar and seismology, there is a great interest in detection and localization of wideband sources 1 .
The problem of estimating the direction of arrival (DOA) of wideband sources using a sensor array has been studied extensively in the literature [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . A common approach [2] [3] [4] [5] [6] [7] to this problem, for a single source scenario, is to use the time delay estimation between two sensors to determine the DOA. Many techniques for estimating the travel time delay between two receiving sensors have been investigated , see e.g. [2] [3] [4] [5] [6] [7] . For the single source and a multi-sensor case, Hahn and Tretter 8 introduced the Maximum Likelihood (ML) delay-vector estimator. ML DOA estimators for the multi sensors and multi sources case have also being studied extensively [12] [13] [14] It is well known 11 that the ML DOA estimator, for the single source case with a spatially uncorrelated noise, can be realized as a focused beamformer. In this paper an alternative approach is proposed, in which the DOA is extracted directly from the estimated time delays between the array elements (referred to as the time delay vector).
This approach is an extension to the multi-sensor case, of the work in 10, 11 , where the DOA is extracted from the time delay between two sensors for the far field case. 
Methods

The Time Delay Direction Finding (TDDF) Algorithm:
Consider an array of M identical omni-directional sensors with a known arbitrary geometry measuring the wavefield generated by a single farfield wideband 
where the first sensor serves as a reference. The signal DOA vector for the far field case is given by:
The time delay between any two sensors is equal to the projection of the distance vector between them along the r k vector divided by the sound velocity.
Consequently, the delay vector can be expressed as follows: 
where c is the wave velocity and the matrix R is composed of the distance vectors between all the sensors and the reference sensor.
The objective is to estimate r k from the measured time delay vector r τ .
Studying Eq.(3), it is evident that the problem is overdetermined. Thus, it is suggested to apply the least squares (LS) method to obtain the estimation. Defining the error as the difference between the measured time difference vector and the evaluated time vector (calculated from the assumed r k vector), the error vector is given by:
In the general case, the measurement errors of the time delay vector need not be uncorrelated. Hence, the solution depends on the covariance matrix Λ τ of the delays measurements which is defined by,
where E{} denotes the expected value operator. The problem is "over determined" for M>3. The LS solution for r $ k , the DOA vector, in this case is given by 15 :
6 ( )
Thus, estimating the DOA vector becomes a simple multiplication between the measured time delay vector r τ and a data independent matrix B . The matrix B depends on the array geometry (through R) and the time delay covariance matrix which under the assumption of spatially uncorrelated noise is known a-priory up to a multiplicative factor which cancels out in this equation. Consequently, it can be calculated off-line.
In order to express the DOA vector in terms of azimuth and elevation, one has to write the vector r $ k in a polar coordinate representation. For a 1-D array configuration only $ k x can be estimated. Hence, assuming horizontal elevation, the azimuth angle is given by:
With a 2-D array, both the azimuth and elevation angles can be calculated by:
( )
For the case of a 3-D array, Eq.(2) yields three non-linear equations with two unknowns ( ) φ,θ . Again the problem is over determined. Thus, the azimuth and elevation angles ( ) φ,θ can be evaluated as the nonlinear least square estimator solving
where Λ k is the covariance matrix of vector r $ k , which is given in Appendix A (Eq. (14)).
An alternative simplified close-form suboptimal estimate is proposed by:
In appendix A. the performance of the TDDF algorithm is analyzed, and it is shown that it is asymptotically efficient. Furthermore, it is shown that under certain geometrical constrains for the sensors arrangement even the closed form 3-D solution achieves the CRLB .
Importantly, it should be noted, that the azimuth estimates given above for the 2-D and 3-D array configurations, are independent of the wave velocity c, (stems from the fact that the solutions are given in terms of the ratio between $ k y and $ k x , and both are a linear function of c). Therefore, errors in the assumed sound speed will not induce errors in the azimuth angle.
Performance analysis
In appendix A. the covariance matrix for ) , ( θ φ is calculated. The performance of the TDDF estimator is compared to the theoretical CRLB. It is shown that for the 1-D and 2-D cases the estimator is asymptotically efficient since it achieves the bound. For the 3-D case the closed form estimator given in Eq. (10) is not always efficient. However, we derived constrains on the array geometry in which the CRLB is also achieved.
Results
In this section, the performance of the TDDF algorithm is demonstrated via numerical simulations and by experimental results.
Numerical Simulations
Simulations were conducted for 2-D and 3-D arrays. The 2-D array was comprised of randomly located 7 sensors, as shown in Fig. 2 The 3-D array used here obeys the condition given in Eq.(27). Consequently, the CRLB is achieved for the azimuth TDDF estimates ( Fig.5(a) ). For the elevation angle, however, the obtained estimate errors are larger than the CRLB. This observation is consistent with the fact that the array geometry does not comply with condition given in Eq.(29). Nevertheless, the degradation is moderate for this array configuration. This implies that the closed form estimation given by equation set . (10) is sufficiently accurate for practical purposes. Finally it can be observed that the estimated errors match the theoretical standard deviations predicted by Eq.(25). It should also be noted that bias was also estimated in all the above simulation and was found negligible (two orders of magnitude smaller than the variance contribution to the total error).
In practical applications it is usually not easy to obtain the optimal estimate for the time delay vector τ. In the last numerical example we demonstrate the performance of the TDDF algorithm when using a suboptimal estimator for the time delay vector as presented in appendix C. The time delay vector was estimated via a cross-correlation The standard deviation of the TDDF estimate are depicted by asterisks in figure 6 while the standard deviation of the Beamformer is denoted by circles . As can be seen for most of the studied SNR range the performance of the TDDF is the same as that of the beamformer. However, the threshold point for the TDDF appears at SNR=-3db which is higher than the threshold observed for the beamformer (-6db). This result is not surprising since the TDDF is not an ML estimator as the beamformer. Potentially there are two factors that can cause the performance of the TDDF to collapse. The first is the time delays vector estimation process, and the second is the nonlinear operation for estimating γ. In all the cases we have tested, the time delay estimate was the first one to diverge. Practically it was observed that the cross-correlation function have generated spurious peaks at low SNR, and this is probably the main cause for the performance diverges at low SNR. The azimuth angles corresponding to each set of measurements was estimated using the TDDF algorithm. The standard deviation of the errors for the TDDF estimates was then evaluated. The results are outlined in Fig. 7 . The data from the unechoic chamber is denoted by 'o' and the data from the regular room is presented by '*'. As can be observed the average TDDF error for the unechoic chamber experiment was about 15 0 . . The second experiment was held in the regular room, and the average error was about 5 0 . This degradation is attributed to the room reverberations and the background noise. We have measured the reverberation time in both rooms. In the unechoic chamber the reverberation time was about 10-ms, while in the regular room the reverberation time was about 250-ms. Thus, we believe that the room reverberation was the major cause for the degradation in the accuracy of the direction estimates. The TDDF has one major disadvantage. It is limited to a single source scenario.
Experimental Results
Discussion
The beamformer algorithm on the other hand can localize more then one source, provided that the angular separation between the sensors is more then the beam-width. 
where Λ x is the covariance matrix of the vector x, and ∇ x y is the gradient (Jacobian) of y with respect to x . Again for a small error assumption it can be verified that the DOA estimates are asymptotically unbiased, thus the covariance matrix represents the total error of the estimator.
Clearly, the performance of the TDDF algorithm depends on the covariance matrix of the time delay vector. To demonstrate the performance of the TDDF algorithm we shall assume that the time delay vector estimator achieves the CRLB. An efficient algorithm for estimation of the time delay vector assuming that both the signal and the noise are zero mean uncorrelated Gaussian processes, and the noise is spatially uncorrelated, has been proposed and studied by Hahn and 
Where: I M is the MxM Identity matrix, 1 M is an M-dimensional vector of ones,
In the following it shall be assumed that Λ τ is given by Eq. (12) i.e. efficient estimate of r τ,
In appendix B we derive Λ τ for suboptimal time delay estimator via only (M-1)
correlators, using one sensor as a reference sensor i.e. an efficient estimate is only obtained for the separate pairwise delays. It is shown that for sufficiently high SNR this estimator also achieves the CRLB.
First, the covariance matrix of the direction vector k is calculated,
and therefore
Using the definition of B in Eq.(6) and applying some algebraic simplifications yields,
Applying the matrix inversion lemma to Eq.(12) it can be written that
From the definitions of R in Eq.(3) it follows that
Where P is the sensor position matrix defined by:
: :
Substituting Eq. (16) and Eq. (17) into Eq.(15) yields after some algebraic manipulations:
Assuming without any loss of generality that the coordinate origin is in the center of gravity i.e. P 1 M T = 0 we finally get the simple expression for the DOA vector covariance matrix, ( )
In the following, the expressions for the accuracy of the azimuth and elevation TDDF estimations are derived and compared to the CRLB which is cited in appendix B.
A.1 A linear (1-D) array configuration
For the Substituting y i =z i =0 in this expressions yields:
As can be observed this expression is identical to the right hand side of Eq.(21),
indicating that the TDDF estimate achieves the CRLB in this case.
A.2 A planar (2-D) array configuration
From Eq.(2) and Eq.(8) the Jacobian ∇ k γ is given by :
Inserting Eq. (22) shows that they are identical to Eq.(23). Thus, it is concluded that the TDDF algorithm is a statistically efficient estimator for 2-D array, which reaches the CRLB. It is important to note that no constraints on the array geometry were applied.
A.3 A spatial (3-D) array configuration
The estimate of γ θ = ( ) φ, for the 3-D array case involves a nonlinear LS minimization Eq.(9). An alternate close form close-form suboptimal estimator was suggested in Eq.(10). Here we calculate the performance of the sub-optimal estimator and derive the conditions on the array geometry that guarantee statistical efficiency (achieves the CRLB) .
From Eq. (2) and Eq.(10) the Jacobian ∇ k γ is given by :
Using Eq. (11) and Eq. (15) [ 
Thus, under the above conditions the TDDF algorithm achieves the CRLB for both the azimuth and the elevation angles, and is therefore an asymptotically efficient estimator.
( ) Fig. 2(a) . The SNR is -6 dB, the elevation angle is 50 0 . The solid line is the CRLB, the circles depict the standard deviation of the TDDF estimator 
