Gaseous rotating razor-thin discs are a testing ground for theories of spiral structure that try to explain appearance and diversity of disc galaxy patterns. These patterns are believed to arise spontaneously under the action of gravitational instability, but calculations of its characteristics in the gas are mostly obscured, presumably due to a difficult outer boundary condition. The paper suggests a new effective method for finding the spiral patterns based on an expansion of small amplitude perturbations over finite radial elements. The final matrix equation is extracted from the original hydrodynamical equations without the use of an approximate theory and has a form of the linear algebraic eigenvalue problem. The method is applied to an exactly solvable model with finite outer boundary and to a galactic disc model.
INTRODUCTION
Over years, quasi-stationary spiral structure hypothesis (QSSS) has been used for explaining formation and shapes of spirals in disc galaxies. The spirals are treated there as density waves, possibly arising spontaneously in an axisymmetric background due to gravitational instability. Mathematically speaking, it is the eigenvalue problem where eigenvalues stand for pattern speeds and growth rates, and eigenfunctions describe spiral patterns.
The galactic disc is a complicated multi-component system interacting with its surroundings such as bulge, stellar halo, dark matter, etc., so any realistic setting of this problem is not yet possible. There hoping was that the essence of the phenomena can be grasped by studying the most important components, first of all, a thin stellar disc. The eigenvalue problem for razor-thin stellar discs was pioneered by Kalnajs (1971 Kalnajs ( , 1977 , who developed a matrix method, nonlinear with respect to eigenvalues. The complexity of the method, however, prevented it from widespread use. Polyachenko (2005) suggests another method which takes advantage of the standard linear algebraic eigenvalue problem for calculation of stellar disc eigenmodes, and a whole spectrum of unstable modes can be obtained at once. Jalali (2010) continued to explore the linear eigenvalue problem, employing Bubnov-Galerkin finite element method (FEM) . A comparison of linear methods can be found in Polyachenko & Just (2015) .
⋆ E-mail: epolyach@inasan.ru Stellar and gaseous discs are equivalent in the cold limit, and many aspects of stellar disc dynamics can be understood in the hydrodynamical approach. This has been the rationale for the development of the theory of gaseous discs as a substitution for stellar discs (see, e.g., Bertin 2014) . The gaseous approach is less complicated since it includes Euler equation and the barotropic equation of state instead of more detailed kinetic description for stars. However, propagation of density waves across Lindblad resonances is different in these media (Binney & Tremaine 2008) , which results in a specific boundary condition for gaseous discs. A great deal of attention has been paid by C.C.Lin and co-authors to address this problem carefully, and the recipes for eigenmode's calculation were summarised in Pannatoni (1983) . In his work, the solution of the eigenvalue problem is constructed in two regions: a numerical solution in the inner region, and the analytical approximate WKB solution in the outer region.
To a large extent, moderate success of QSSS is explained by the uncertainty of the initial axisymmetric configurations. So, an importance of a generating mechanism of spiral structures could be determined only statistically, by analysing a diversity of initial states. In this situation speed and accuracy of eigenmode's calculation are crucial. The goal of this paper is to suggest and test an effective matrix method applicable to various gaseous discs using the Galerkin formulation of one dimensional FEM.
The structure of the paper is the following. In Section 2 we derive a matrix form of the linearised hydrodynamical equations. Section 3 is devoted to a disc with finite outer boundary and Section 4 describes the cored exponential disc model in two ways: with softened gravity and no pressure, and gaseous disc with pressure. The last Section 5 contains summary and outlines perspectives.
LINEARISED EQUATIONS IN THE FINITE ELEMENT FORM
An axisymmetric gaseous razor-thin disc can be defined by surface density Σ0(R), sound speed cs(R), and angular velocity Ω(R). In equilibrium, it meets the following condition:
where Φ0(R) is the potential produced by the disc and an external source, h0 = (c 2 s /Σ0)dΣ0 is the enthalpy. Stability analysis prescribes an ansatz for all perturbed functions in the form f (R)e i(mθ−ωt) , where f (R) is the amplitude, θ is the azimuth, m is the azimuthal number, ω ≡ mΩp + iωI is a frequency of the perturbation. Unstable solutions correspond to ωI > 0. From the linearised Euler equation one has (e.g., Fridman & Polyachenko 1984) :
2)
where ω * ≡ ω − mΩ, κ is the epicyclic frequency:
vR, v θ , h, Σ, Φ are the amplitudes of perturbations for velocity components, enthalpy, surface density, and potential. The linearised barotropic equation of state and continuity equation give, respectively:
It is known that softened gravity can mimic the effect of velocity dispersion (Miller 1971; Erickson 1974; Toomre 1977) . In order to be able to examine softened gravity discs, we assume that the potential is related to the surface density as
whereĜm denotes a new operator for integration with the Green function, (2.8) and b is the softened gravity parameter. Introducing an auxiliary function
the Green function can be written as follows:
(2.10) For discs without softening, the auxiliary function has a weak singularity at z = 0. In particular,
The desired set of integro-differential equations is:
14)
Now the standard route is to express the velocity components in favour of Σ and solve eq. (2.16) with ω as a parameter determined from appropriate boundary conditions. In the finite element method, the domain is divided to several 'elements'. In 1D case, this is done by defining the radial nodes, Rin = R0 < R1 < · · · < RN−1 < RN = Rout, where N is the number of elements. Afterwards, basis functions φj(R) should be defined. The simplest ones have a form of a triangle having a value of 1 at one node and zero in adjacent nodes. Basis functions of higher degree of smoothness are constructed using Lagrange polynomials, but then additional internal nodes are required. Denoting a degree of the polynomial by N d , the number of internal nodes is N (N d − 1), and the total number of nodes is Nt ≡ N d N + 1.
An unknown function f is approximated by a linear combination: 17) where Fj is the value of the function in node Rj. Our goal is to obtain the linear algebraic eigenvalue problem in the form:
where A is a matrix, and x is a vector. Let vR, v θ and relative surface density η ≡ Σ/Σ0 be independent unknown functions, and Uj, Vj , Sj (j = 0, ..., Nt) -corresponding expansion coefficients. Vector x is constructed by concatenation: 
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The right-hand sides give Lx, where
(2.21) In the matrices, (...) kj denote dR (...)φ k (R)φj(R),
Ranks of the matrices M and L equal to 3Nt. The desired linear form (2.18) is obtained if
is the most time-consuming since all of them are non-zero. Besides in case b = 0, the main complication is the singularity of the integrands when R ′ is close to Ri. To handle this singularity, we divide fm(z) in (2.10) into regular and singular parts:
Integrals containing f (z) are integrated in the usual way. To evaluate the singular contribution to the integral from the interval [Rn, Rn+1] we apply a four-point quadrature rule of the form
where g is a smooth function, the weight function 27) and g3n+j ≡ g(Rn + j(Rn+1 − Rn)/3). The weights W j b are chosen so that the integration is exact if g(R) is a cubic polynomial, and can be evaluated analytically using the integrals (Press et al. 1992; Tremaine 2001) . Despite the original hydrodynamical eigenvalue problem requires boundary conditions, its matrix counterpart essentially has none. Our strategy is to apply the matrix equation as it is, and to filter out the solutions with needed physical properties. A so-called regularity boundary condition, which is vanishing of the perturbation amplitudes in the centre ∝ R m , can be applied by taking to zero the expansion coefficients for j = 0. In the remaining sections, we shall consider bisymmetric (m = 2) modes only.
The weak formulation allows flexibility in choosing of the weight functions µ(R) and ν(R). Calculations below assume µ = ν = 1 and µ = ν = Σ0(R) and show that spectra are insensitive to the choice of the functions when applied to models without acoustic waves allowed to go to infinity (the first two models considered below). However, in the last model, the modes with low growth rates can be sensitive to changing of these functions and smoothness of the basis functions.
HUNTER-SHUKHMAN MODEL WITH UNIFORM ROTATION
Hunter (1963) suggested a cold exactly solvable model with a uniform law of rotation, which is produced by a disc of finite radius a and surface density law
The self-consistency condition leads to the harmonic poten-
I. G. Shukhman (unpublished) has generalised the model by including pressure with polytropic index γ = 3:
leading to sound speed cs = c * ξ, and the following condition for radial equilibrium with constant angular velocity Ω:
Eigenfunctions of the surface density and potential coincide with ones of the cold case:
where P m n are the associated Legendre polynomials, and
(3.7) Note that Σn(R) has an integrable singularity, which is an artefact of the Eulerian description which assumes that the edge of the disc is fixed. To get rid of the singularity, we changed the relative surface density η toΣ ≡ Σξ that should be simply Legendre polynomials.
For non-zero pressure, gravitational perturbation Φn is substituted by Φn +c 
In the limit of large n, Γ m n ≈ 1/(πn), and (3.8) reduces to the WKB dispersion relation:
Toomre stability criterion for this model reads: Lower panels of Fig. 1 show accuracy of the method for c * = 0.1. Deviation ∆n is measured as the difference between calculated ωn, and exact frequencies ωn. Since imaginary parts of ∆n dominate, we use it as a measure of accuracy. Panel (c) shows the decrease of Im ∆n on parameter h ≡ 1/N for N d = 4, and b = 10 −20 . It remains positive until the limiting level 10 −10 . Notice the first two modes giving |∆n| below this level for any h, naturally because the basis functions can reproduce the polynomial eigenfunctions exactly independent of the number of elements N . For modes n 6, the deviations scale roughly like h s , where index s is equal to 1.7, 2, 4, and 4, for N d = 1, 2, 3, 4, respectively.
In WKB approximation, the gravity softening parameter attenuates the force by a factor exp(−bk) ≈ (1 − bk), where k is some radial wavenumber. The errors in frequencies thus should be expected to decrease ∝ b. However, it is not the case in Fig. 1 d, where the deviations are proportional to b 1/2 . The reason of this slower attenuation is the presence of integrable singularity of the surface density perturbation (3.5) in the limiting case b = 0. This singularity requires additional regularisation at the disc edge. Namely, instead of the integrals (2.26) one has to regularise
Two singularities can be treated separately unless R is close to the edge. Denoting r = a − R, and changing variable of integration R ′ = a(1 − z 2 ), (3.11) can be reduced to an integral with the weight function
The quadrature weights for this function can be expressed through the weights W j b of (2.26) as follows: The method reproduces eigenfunctions quite well, but numerical instability may occur for higher modes. Fig. 2 shows examples of the numerical instability with low amplitudes for the first 3 modes. The wave number of these oscillations is close to the short wave branch obeying WKB c 0000 RAS, MNRAS 000, 000-000
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For Q > 1 numerical instability, as well as higher unstable modes, disappear.
THE CORED EXPONENTIAL MODEL
Our main objective is the calculation of unstable modes in razor-thin discs that are extensively used in the context of galactic dynamics (Fridman & Polyachenko 1984; Binney & Tremaine 2008; Bertin 2014 ). Here we adopt the stellar dynamical cored exponential model with the soft-centred logarithmic potential
where RC is the scale radius of the potential. The surface density of the disc is
with RD being the disc radial scale. The distribution function of the stellar model has a free integer parameter N (e.g., Polyachenko & Just 2015) , which controls the radial velocity dispersion (roughly σR ≈ v0/(2N ) 1/2 in the centre). Fig. 3 a shows the circular velocity Vcirc(R), and the radial and azimuthal velocity dispersion profiles for N = 6, λ = 0.625, α ≡ GΣsRD/v 2 0 = 0.34, in units G = v0 = RC = 1. For these parameters, the disc is submaximal as follows from V d (R) profile of disc contribution to the full circular velocity.
Our default gaseous model adopts the slowly decreasing radial velocity dispersion shown in Fig. 3 a for the sound speed, i.e. cs(R) = σR(R). Toomre stability parameter Q = κcs/(πGΣ0) is shown in Fig. 3 b. Minimum of Q(R) is Qmin ≈ 1.13 attained at R ≈ 1.9. This panel also includes parameter X that characterises the accuracy of the tight-winding approximation for the given disc,
In the following subsections, we examine this model in two cases. The first one has large softened gravity to imitate pressure while the genuine pressure term is set to zero. In the other one, we consider usual selfgravitating disc with flat pressure.
The softened gravity disc
It is well known that cold stellar and gaseous discs are violently unstable. The instability can be tamed by including radial velocity dispersion to stellar motion or pressure to gas. The same effect is achieved by introducing the softened gravity (Miller 1971; Erickson 1974; Toomre 1977) . From the physical point of view, this corresponds to replacement of the point masses to little Kuzmin discs of size b/2. Wave propagation in the softened discs is more in line with one in the stellar discs: the short wavelength branch does not intersect the Lindblad resonances, and spiral perturbations are localised. The cored exponential disc requires b = 0.3122 to become stable with respect to axisymmetric perturbations m = 0, so this value of the softened gravity roughly corresponds to Qmin = 1 for ordinary discs. Since pressure is no longer required for stabilisation, we set it to zero, and thus remove the possibility of sound waves. Fig. 4 contains results for the softened model. Panel (a) gives pattern speeds of first 10 modes in comparison with the principle frequency curves Ω(R), Ω ± κ/2. None of the unstable modes have ILR. Notice that the first two pattern speeds, 0.3059 and 0.2986, nearly blend together, and the next two also appear in a pair. The effect is even more clear for lighter discs: four pairs at α = 0.25, and five pairs at α = 0.2 can be detected. This seems to suggest the presence of degeneracy specific to the cored exponential disc and the cored potential. No mode's pairing is observed when the disc Panel (c) demonstrates convergence of FEM solutions over element's size h ≡ Rout/N . Four series of the solutions correspond to basis functions of different degree of smoothness N d . To quantify the convergence, we derive the deviation between calculated and the reference frequencies. The latter are obtained for parameters of N = 256 and N d = 4 and used for all series. Contrary to the model of Section 3, here real and imaginary parts of the deviation are comparable, thus we measure accuracy as the absolute value of the deviation.
All modes in each series follows the same dependence ∆n(h) ∝ h s given on the panel by the dash-dotted lines. The lines' slopes obey the simple dependence:
Absolute values of ∆n increase with the mode's number n.
Since the eigenfunctions are localised within OLRs, the eigenmodes should not depend on Rout unless the OLRs exceed Rout. This is confirmed by panel (d) where convergence over this parameter is shown. The deviations are obtained here for N d = 4 and fixed h = 1/32. From the graph one can see that frequencies of the first 4 modes obtained at our default Rout = 10RD have accuracies |∆n| 10 −10 . The same modes can be obtained with accuracy better than 10 −5 already for Rout = 5RD. Irregularity seen in the upper left corner for higher modes is due to the distant OLRs that exceed 4RD.
A. Kalnajs kindly provided first 10 most unstable modes for the model with α = 4/5π, b = 0.2228 obtained by a stellar dynamical code with accuracy better than 10 −8 . The softened stellar and gaseous discs are equivalent, if there are no radial velocity dispersion or pressure, so FEM should reproduce them exactly. FEM reproduced all the provided digids successfully and showed no extraneous solutions owing to improper boundary conditions.
The gaseous disc
In this subsection we apply FEM to the razor-thin gaseous disc with pressure. The outer boundary condition is dictated by our wish to reproduce stellar trailing spirals. According to Lynden-Bell & Kalnajs (1972) , they are maintained by an outward transport of angular momentum by means of the short trailing wave outside the corotation circle. In stellar dynamical models, these waves are perfectly absorbed at OLR. In the fluid model, however, it refracts and propagates further outward as an acoustic wave. Thus, contrary to the stellar disc, for which zero boundary condition beyond OLR is appropriate, gaseous discs require the radiation boundary condition.
Calculating the eigenmodes in gaseous discs by integrat- ing hydrodynamic equations, Pannatoni (1983) introduced a fictitious radius Ro between corotation resonance (CR) and OLR, at which the radiation condition is imposed. He restricted calculations to the finite region R Ro, although surface density perturbations in the outer region R > Ro should be taken into account because of the Poisson equation. This was done using an approximation based on the density wave theory.
In present calculations, the outer boundary Rout is suggested to be much further out. Since the disc surface density falls down rather quickly, it is reasonable to expect that the surface density perturbations of unstable modes decrease as well. Thus, their eigenfrequencies should not feel the outer boundary if it is moved away, say at radii R 10RD. Yet the relative surface density and the velocity perturbations can even be growing, so we do not require them to vanish on the outer boundary.
We start with a detailed study of the model with cs(R) = τ σR(R), τ = 0.88 corresponding to Qmin = 1. In Fig. 5, panel (a) shows spectra of modes in the frequency complex plane, obtained for two positions of the outer boundary, 10RD and 20RD. There are two distinct groups of modes. The first one (called 'major') consists of separate modes labelled by R, A, ... G, and marked by large filled circles and squares. These modes remain unchanged with variation of Rout. Pattern speeds of modes A and B, and C and D are paired, similar to the softened disc considered previously.
The other group is labelled as 'minor modes'. Their growth rates vary roughly inversely proportional to Rout. Notice that all modes do not depend on node's number N , and there are no singular modes similar to van Kampen modes of the stellar discs.
In Section 3, we argued that softening should attenuate force and frequency ∝ b. This is confirmed by direct calculations presented in panel (b) .
Panel (c) gives accuracy dependence versus the element's size h = Rout/N , evaluated for the default Rout = 10RD, b = 10 −15 . It is seen that |∆n(h)| do not follow any simple power law, contrary to the previous models. The best grid resolution h = 0.016 provides accuracy better than 10 −5 . Panel (d) shows convergence of the major modes when the outer boundary radius Rout increases. For the default Rout = 10RD, the deviation varies from 10 −3 to 10 −6 . In general, the higher the growth rate of the mode, the deviation is smaller and decreases faster with the outer radius.
In the preceeding sections, we used the simplest linearly spaced nodes everywhere except Fig. 5 a. The spectrum of this panel and all further results are obtained with the increasing node spacing: Rout/6N . This allows to increase resolution in the central part, where corotation resonances of the modes are located.
All modes (major and minor) are trailing spirals. Spiral patterns in Fig. 6 show isolines of the perturbed surface density Σ, while oscillating curves to the upper left from the patterns show real and imaginary parts of the relative surface density η. Beyond OLR, the wave number k of the oscillations obeys rather well the WKB square dispersion relation:
which gives acoustic waves in the region where the axisymmetric surface density Σ0(R) is small. The relation admits two solutions, ±|k(R)|, corresponding to trailing and leading spirals. In the inner region, more complicated cubic dispersion relation is available (Bertin et al. 1989 ). The latter predicts a forbidden zone between corotation and OLR, which is clearly seen in the case of modes C, D, E, and can be distinguished also in A and B. A characteristic feature of R and minor modes is absence of the forbidden zone. Amplitudes of perturbations vR, v θ , η grow towards the outer boundary in minor modes, which indicates admixture of the leading spirals. This feature can also be seen in major modes (A and C modes at Qmin = 1). However, since the latter do not feel variation of Rout, the acoustic zone beyond OLR seems to be unimportant for A and C modes. While A, B, ... are usual global spiral modes, appearance of the minor modes isn't yet clear. There are two possible explanations. First, pointed out by A. Kalnajs, is related to ability of the cored exponential disc to emit angular momentum on corotation, which is the case when the sign of the gradient of the function
is positive (Lynden-Bell & Kalnajs 1972 ). The gradient is zero at R = 1.918, and is positive within this radius. This means that modes with pattern speeds higher than Ωp = 0.462 will emit angular momentum at corotation. This puts mode R and all minor modes in the class of angular momentum emitters on corotation.
Another explanation -over-reflection -is suggested by the inverse proportionality of the growth rate ωI and Rout, and the mentioned above weak sound speed dependence on radius. The propagation diagrams for minor modes include a leading branch from the outer boundary to corotation, and a trailing branch from the corotation to the outer boundary. Over-reflection takes place during transformation of the wave packet from leading to trailing (Goldreich & LyndenBell 1965) , but now in the outer disc. The growth rate is inversely proportional to time needed for the wave packet to travel from the amplifier (at RCR) to the boundary and back, 8) where cg = ∂ω/∂k is the group velocity of the wave packet; cg ≈ cs beyond several radial scales of the disc. Taking into account dependence of the group velocity on k and decrease of the sound speed with radius, one has 2.33 for the ratio of the travel times to the given radii, while the growth rate drops by factor 2.28. Besides, separation of the modes, ∆Ωp, drops from 0.0312 to 0.0139 (ratio is 2.31), which is a consequence of a simple relation between the wavelength and Rout, nλ = 2Rout, where n is a large integer. These findings suggest that minor modes obey the reflection boundary condition in the integro-differential problem. Another support of the over-reflection conjecture can be found in Fig. 3 b, where the ratio of unwrapped vs. critical wavelengths
is given. Here λ θ = 2π/k θ = 2πR/m, λcrit = 4π 2 GΣ0/κ 2 . The over-reflection peaks at X ≈ 1.4 (see, e.g., Toomre 1981) , and is over for X 3. The pattern speeds corotating on the given radius can be found in the upper axis to the panel. The minor modes are localised in the pattern speed range corresponding to the strongest over-reflection.
A shortcoming of the method presumably connected to the insufficient resolution is a dependence of the minor modes on the smoothness of the basis functions, N d . In particular, panel (a) calculated for N d = 1 shows 33 modes for Rout = 10RD, and 76 mode for Rout = 20RD. For N d = 4 only 25 modes were found for Rout = 10RD, and 61 -for Rout = 20RD; the growth rates increase accordingly.
Further, we analyse how unstable modes evolve with pressure increasing, considering a family of models obtained from the default one by rescaling the sound speed, cs(R) = τ σR(R). The scaling factor τ varies in the range [0.88, 1.59], resulting in variation of Qmin from 1.0 to 1.8. Fig. 7 presents patterns speeds and growth rates of the major eigenmodes. For this disc, the highest Ωp that would admin an ILR is 0.106. The pattern speeds always lie above this value, and decrease monotonically with increasing pressure. They can be compared with WKB theory based on cubic dispersion relation D(ω, k, R), which can grasp transformation of short leading to short trailing spirals (Bertin et al. 1989 ). The WKB solutions satisfying Bohr-Sommerfeld quantum condition k(ωR, R)dR = (2n + 1)π , n = 0, 1 ... 4.10) are shown in the left panel by black dot-dashed curves (the upper right curve corresponds to n = 0). Good agreement is seen only for n 5 (modes E, F, G). Spiral pattern of mode A has two maxima at the left end of the track, Qmin = 1, but then transforms into 1-maximun pattern at Qmin ≈ 1.22. At slightly larger Qmin, mode B undergo transformation from 1 to 2-maxima mode, while mode C -from 2 to 3-maxima mode at Qmin ≈ 1.16. Modes D, E, F, G preserve number of maxima (3, 4, 5, 6, respectively) in the whole range of Qmin.
The right panel of Fig. 7 shows evolution of the growth rates ωI of the major modes. Modes A, B, C exhibit interesting nonmonotonic behaviour at the left end, but decrease monotonously after Qmin ≈ 1.2. Mode A determines the instability properties of the disc for nearly the whole range of Qmin, and saturates the latest at Qmin ≈ 1.76. This is in good agreement with the stability criterium given by Polyachenko et al. (1997a) , who predict that gaseous discs with flat rotation curves are completely stable to all nonaxisymmetric perturbations if Q > √ 3.
CONCLUSIONS
In the paper we offer a simple method for calculating eigenmodes (frequencies and spiral patterns) of razor-thin gaseous selfgravitating discs, in which the traditional integration of hydrodynamic equations is replaced by a matrix linear eigenvalue problem. The matrix equation is a so-called weak form of the well-known equations describing the gaseous discs, so it in no way relies to the asymptotic WKB theory. An obvious advantage of the method is that a whole spectrum of unstable modes can be obtained at once. Besides, the matrix elements can be computed in parallel using GPU technologies that potentially makes study of gaseous discs extremely fast and accurate.
While different boundary conditions can be applied in the traditional scheme, it appears that this matrix method is not so flexible. In fact, one can demand only that each of three unknown functions (surface density and velocity components) takes zero or non-zero value. In principle, it can lead to spurious solutions, which need to be eliminated by examining the eigenfunctions. But in the models considered here we obtained only physically reasonable unstable modes.
The method is tested on three models. The first one is an exactly solvable model with the uniform rotation and polytropic index γ = 3. This is a relatively simple model with polynomial eigenfunctions, except that it needs a special care when regularizing the Green's function singularity on the disc edge. Use of smooth basis functions, N d 2 is an advantage, as it allows to use smaller number of elements N to achieve needed accuracy. At small gravity softening, the dominating error term lead to force correction law ∝ b 1/2 . This behaviour is unusual, and results from the presence of integrable singularity on the edge of the disc. For Q < 1 the model is vigorously unstable, reflecting in numerous modes with high growth rates. Although errors for the higher modes obey the same dependences on h = 1/N and b as the largest scale modes, their accuracy is poorer presumably due to the numerical instability taking place at Q < 1.
The second and third models are based on the stellar disc with cored exponential profile in the cored gravitational potential. First of them has a finite gravity softening to eliminate axisymmetric instability and no pressure, and thus the possibility of sound waves is removed. In this limit, the gaseous disc is identical to the softened stellar disc with no radial velocity dispersion, so direct comparison of the eigenmodes is possible. A. Kalnajs kindly provided the stellar eigenmodes for comparison, which appeared satisfactory. A characteristic feature found in the cored exponential disc and the cored potential is a degeneracy leading to paring of unstable modes.
The last model -gaseous disc with pressure -turned out to be the most difficult one, because it allows sound waves to go far away. It is usually assumed that the disc has no boundary, so the spiral waves radiate off the central part of the disc. Finite element method, however, requires the outer boundary by construction, and this feature is not physically implausible. The boundary provided a group of 'minor' modes, in addition to a number of usual global spiral ('major') modes. Some of the global spiral modes can be described by WKB theory fairly well, but not the most important one.
Near to the stability boundary of the axisymmetric modes, Q = 1, there are several modes that demonstrate abnormal increasing of growth rates with pressure increasing. The disc becomes stable with respect to bisymmetric mode, when Q exceeds 1.76 everywhere. This result agrees with the previous finding of the author with collaborators that Q = √ 3 is a stability boundary for all m, providing the flat rotation curve profile (Polyachenko et al. 1997a) . In this respect, gaseous discs are significantly less unstable than stellar discs that require Q 3 for stability (Polyachenko et al. 1997b) .
As a next step, we plan to perform a detailed comparison of stability properties of gaseous and stellar discs for soft-centred and cuspy galactic models.
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