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Symmetry and short interval mean-squares
g. coppola - m. laporta
Abstract. The weighted Selberg integral is a discrete mean-square, that is a generalization of the classical
Selberg integral of primes to an arithmetic function f , whose values in a short interval are suitably attached
to a weight function. We give conditions on f and select a particular class of weights, in order to investigate
non-trivial bounds of weighted Selberg integrals of both f and f ∗ µ. In particular, we discuss the cases of
the symmetry integral and the modified Selberg integral, the latter involving the Cesaro weight. We also
prove some side results when f is a divisor function.
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1. Introduction and statement of the results
The symmetry integral of f : N→ C is a short interval mean-square of the type
Jsgn,f (N,H)
def
=
∑
x∼N
∣∣∣ ∑
x−H≤n≤x+H
f(n) sgn(n− x)
∣∣∣2,
where N,H ∈ N are such that H = o(N) as N →∞, x ∼ N means that x ∈ (N, 2N ] ∩ N, and sgn(0)
def
= 0,
sgn(t)
def
= |t|/t for t 6= 0.
These kinds of mean-squares have been intensively studied in [C1],[C2],[C4] and [C-L1] for different
instances of f , with a particular attention to the divisor function dk for k ≥ 2, where dk(n) is the number
of ways to write n as a product of k positive integers. Symmetry integrals are so called because of the
Kaczorowski and Perelli discover [K-P] about a remarkable link between the symmetry integral of the primes
and the classical Selberg integral [Se], respectively∫ 2N
N
∣∣∣ ∑
x−H≤n≤x+H
Λ(n)sgn(n− x)
∣∣∣2dx, ∫ 2N
N
∣∣∣ ∑
x<n≤x+H
Λ(n)−H
∣∣∣2dx,
where Λ is the von Mangoldt function, defined as Λ(n)
def
= log p if n = pr for some prime number p and for
some r ∈ N, otherwise Λ(n)
def
= 0. In fact, even the discrete version of the latter integral can be generalized
to define the Selberg integral of any arithmetic function f , namely
Jf (N,H)
def
=
∑
x∼N
∣∣∣ ∑
x<n≤x+H
f(n)−Mf(x,H)
∣∣∣2,
where Mf (x,H) is the so-called short interval mean-value of f .
As in the prototype case of dk, non-trivial estimates of Jsgn,f (N,H) are pursued for essentially bounded f ,
i.e. f(n) ≪ε n
ε ∀ε > 0. Plainly, the wider is the range of the width θ of the short interval [x −H,x +H ],
with H ≍ Nθ (i.e Nθ ≪ H ≪ Nθ), for which a non-trivial bound holds, the finer is the result.
Our first theorem gives a link between non-trivial estimates of the symmetry integrals of both g and
the Dirichlet convolution product g ∗1, where 1 denotes the constantly 1 function and g is a real-valued and
essentially bounded arithmetic function. Note that g ∗ 1 is essentially bounded as well.
Theorem 1. Let g : N → R be essentially bounded and H ≍ Nϑ for a fixed ϑ ∈ (1/3, 1). If there exists
G ∈ (0, 1) such that
Jsgn,g(N, h)≪ Nh
2−G
for every integer h ≍ Nθ with
θ ∈
(
3ϑ− 1
(1−G)ϑ+G+ 1
, ϑ
]
,
1
then
Jsgn,g∗1(N,H)≪ NH
2−G′
for every G′ ∈
(
0,min
( 3− 1/ϑ
1 + 2/G
,
1
ϑ
− 1
))
.
Remark 1. Positive exponent gains G and G′ convey non-trivial bounds compared with Nh2 and NH2,
respectively. For all G ∈ (0, 1) and ϑ ∈ (1/3, 1) let us set
Tϑ,G
def
=
(
3ϑ− 1
(1−G)ϑ+G+ 1
, ϑ
]
,
and note that Tϑ,G collapses to ∅, as ϑ → 1−, while it enlarges to (0, 1/3], as ϑ → 1/3+. Both limits hold
uniformly with respect to G ∈ (0, 1) and by Theorem 1 they yield G′ → 0, that is to say, both ϑ → 1− and
ϑ→ 1/3+ lead to a trivial bound for Jsgn,g∗1(N,H). Moreover,
ϑ ∈
(
1
3
,
G+ 1
2G+ 1
]
⇐⇒
3− 1/ϑ
1 + 2/G
≤
1
ϑ
− 1.
In particular, for
ϑ =
G+ 1
2G+ 1
∈
(2
3
, 1
)
one gets the largest possible range for G′ ∈
(
0,
G
G+ 1
)
.
We postpone the proof of Theorem 1 until Sect.4 together with the proof of the following noteworthy
consequence in the special cases of the functions d3 and ω, where ω(n)
def
=
∑
p|n 1 counts the number of
distinct prime divisors of n.
Corollary 1. For any integer H ≍ Nϑ, non-trivial bounds hold for both
Jsgn,d3(N,H) if ϑ ∈
(
1
3
,
1
2
− ε
)
, ∀ε > 0, Jsgn,ω(N,H) if ϑ ∈
(
7
17
+ ε, 1− ε
)
, ∀ε > 0.
After the introduction of the modified Selberg integral [C0],
J˜f (N,H)
def
=
∑
x∼N
∣∣∣ 1
H
∑
h≤H
∑
x−h<n<x+h
f(n)−Mf(x,H)
∣∣∣2,
whereMf (x,H) is the same mean-value that appears in Jf (N,H), we have further generalized mean-squares
in short intervals for arithmetic functions gauged by a general weight w (see [C-L]). Indeed, Jsgn,f (N,H),
Jf (N,H) and J˜f (N,H) are particular instances of the so-called weighted Selberg integral of f , i.e.
Jw,f(N,H)
def
=
∑
x∼N
∣∣∣∑
n
w
H
(n− x)f(n)−Mf(x,wH )
∣∣∣2,
where w
H
is the product of the weight w : R→ C and the characteristic function 1
H
of the set [−H,H ]∩Z,
whereas the mean value Mf (x,wH ) has to be determined in agreement with the choice of w. In particular,
the weights involved in Jf (N,H) and J˜f (N,H) are respectively the unit step function
u(a)
def
=
{
1 if a > 0
0 otherwise
and the Cesaro weight C
H
(a)
def
= max
(
1−
|a|
H
, 0
)
. While this is readily seen for u, the relation between
J˜f (N,H) and CH relies on a well-known observation, due to the Italian mathematician Cesaro, i.e.∑
0≤|n−x|≤H
(
1−
|n− x|
H
)
f(n) =
1
H
∑
h≤H
∑
|n−x|<h
f(n).
2
Concerning the mean value terms, whereas it is plain that Mf (x, sgnH ) vanishes identically for any f ,
according to Ivic´ [Iv] if f has Dirichlet series F (s) that is meromorphic in C and absolutely convergent in
the half-plane ℜ(s) > 1 at least, then the mean value appearing in Jf (N,H) and J˜f (N,H) has the analytic
form (see [C-L])
Mf (x,H) = Hpf (log x),
where pf (log x)
def
= Res s=1 F (s)x
s−1 is the logarithmic polynomial of f . More generally, in Jw,f (N,H) one
has (compare [C-L])
Mf (x,wH ) = ŵH (0)pf (log x),
where ŵ
H
(0)
def
=
∑
a wH (a) is the so-called mass of w in [−H,H ] (see Sect.2). From our study [C-L] it turns
out that, if f = g ∗ 1, then under suitable conditions on g and w one might expect Mf (x,wH ) to be close,
at least in the mean-square, to its arithmetic form
ŵ
H
(0)
∑
q≤Q
g(q)
q
, for some Q = Q(x)≪ N.
This is a new feature exploited in [C1],[C2] and [C-L1] when f is a sieve function, that is
f(n)
def
=
∑
q|n
q≤Q
g(q),
where g : N→ R is essentially bounded and Q does not depend on x ∼ N . If Q≪ Nλf for some λf ∈ [0, 1]
and uniformly for n ≪ N , then we say that f has level (at most) λf . Trivially, any essentially bounded
arithmetic function is a sieve function of level at most 1, while in the sequel a particular attention is given
to arithmetic functions of level (strictly) less than 1. A typical case where Q depends on x is the divisor
function dk = dk−1 ∗ 1. The last section is devoted to such a case, in order to accomplish a discussion,
commenced in [C-L], on the problem of showing sufficient proximity of the analytic and the arithmetic forms
of the short interval mean value.
Here we are going to explore further the relation between weighted Selberg integrals of g ∗1 and g. Our
next result yields that (roughly speaking) if Jg(N,H) is close enough to J˜g(N,H), then the same happens
with Jg∗1(N,H) and J˜g∗1(N,H).
Theorem 2. Let g : N → R be essentially bounded and let w′ be a weight such that w′
H
= C
H
− u
H
with
H ≍ Nϑ for a fixed ϑ ∈ (1/3, 1). If there exists G ∈ (0, 1) such that
Jw′,g(N, h)≪ Nh
2−G
for every integer h ≍ Nθ with θ ∈
( 3ϑ− 1
(1−G)ϑ +G+ 1
, ϑ
]
, then
Jw′,g∗1(N,H)≪ NH
2−3G′ for some G′ = G′(ϑ,G) > 0.
Since the proof goes as for Theorem 1 (in analogy with sgn, the weight w′ has zero mass in [−H,H ]), we
omit it, while in Sect.4 we show that Theorem 2 yields the aforementioned following consequence.
Corollary 2. Under the same hypotheses of Theorem 2 one has
Jg∗1(N,H)− J˜g∗1(N,H)≪ NH
2−G′ .
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The next theorem is a generalization to Jw,f (N,H) of results in [C1] and [C-L1], when f is a sieve
function and w belongs to a particular class of weights, that we describe as follows. If the correlation of wH ,
i.e.
Cw
H
(a)
def
=
∑∑
m n
m−n=a
wH (m)wH (n),
satisfies the formula
(A)
∑
a≡0 (mod ℓ)
Cw
H
(a) =
1
ℓ
∑
a
Cw
H
(a) +O(H) ∀ℓ ≤ 2H,
then w
H
is said to be arithmetic and, if this is the case for every H , then we say so for w. In particular, w
is a good weight if it is arithmetic and absolutely bounded on the integers, i.e. there exists K ∈ (0,+∞) such
that |w(n)| ≤ K ∀n ∈ Z. In Sect.2 we show that the weights u, sgn and C
H
are arithmetic (good weights de
facto, it being plain that they are absolutely bounded by 1).
In order to state the next theorem, we need also some further notation and convention. First, the
following modified version of Vinogradov’s notation is useful to hide arbitrarily small powers (of the main
variable):
A≪B
def
⇐⇒ A≪ε N
εB, ∀ε > 0
Then, by writing supp g ⊆ [1, Q] we implicitly mean that the arithmetic function under consideration is
g · 1[1,Q], where 1[1,Q] is the characteristic function of [1, Q] ∩N, so that g ∗ 1 is a sieve function.
Theorem 3. Let g : N → R be essentially bounded and such that supp g ⊆ [1, Q] with Q = Q(N,H) → ∞.
For every good and real weight w one has
Jw,g∗1(N,H)≪NH +Q
2H +QH2 +H3.
The proof is postponed until Sect.4. Here we point out that, under the same hypotheses for g and w, if
H ≍ Nϑ with ϑ ∈ (0, 1/2), then we have recently established (see [C-L1])
Jw,g∗1(N,H)≪NH +N
δQ95/48H2 +N1−2δ/3H2 +QH2 ∀δ > 0,
by means of a very technical result based upon averages of Kloosterman sums [D-F-I].
The last result of this section exhibits a length-inertia property for the Selberg integral, that allows to
preserve non-trivial bounds, as the length of the short interval increases.
Let [x] be the integer part of x ∈ R and let L
def
= logN . In Sect.4 we prove also the following theorem.
Theorem 4. Let f : N → R be such that the logarithmic polynomial pf (log n) is defined. For every H > h
one has
Jf (N,H)≪ H
2h−2Jf (N, h) + Jf (N,H − h[H/h]) +H
3
(
‖f‖2∞ + L
2c
)
,
where
‖f‖∞
def
= max
[N−H,2N+H]
|f |
and c is the degree of pf .
It is worthwhile to remark that, while the symmetry integral has no length-inertia property, we have
recently showed that such a feature holds also for the modified Selberg integral. Indeed, in [C-L2] by means
of our version of a Gallagher’s inequality we have proved that
J˜f (N,H)≪ H
2h−2J˜f (N, h) +
(
Nh4H−2 +H3
)
‖f‖2∞ +H
3L2c,
under the same hypotheses of Theorem 4. We underline that no Gallagher type inequality is used in the
proof of Theorem 4, that is proved in elementary fashion.
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Plan of the paper. In Sect.2 we introduce the sporadic functions and discuss some properties of the
arithmetic weights. The necessary Lemmata for Theorems 1 and 3 constitute the third section of the paper,
whereas Sect.4 contains the proofs of Theorems 1, 3, 4 and Corollaries 1, 2. The last section complements
our study in [C-L] dealing with the case of the divisor function dk.
Notation and definitions. If the implicit constants in the symbols O and ≪ depend on some parameters
like ε > 0, then mostly we specify it by introducing subscripts like Oε and ≪ε, whereas we omit subscripts
for ≪ defined above. Notice that the value of ε may change from statement to statement, since ε > 0
is arbitrarily small. For the sake of clarity, let us remark that throughout the paper H,N denote positive
integers such that H = o(N) as N → ∞, i.e. H/N → 0 as N → ∞. The notation H = o(N) is used
synonymously with N =∞(H). Typically we write H ≍ Nθ for Nθ ≪ H ≪ Nθ with θ ∈ (0, 1), that we call
the width of the short interval [x−H,x+H ]. As already mentioned, we use to abbreviate L = logN .
The symbol 1 denotes the constantly 1 function, while 1U is the characteristic function of U ∩ Z for
every U ⊆ R. In particular, we abbreviate 1H = 1[−H,H], so that wH = w · 1H for w : R → C. If f = g ∗ 1,
then g = f ∗ µ is called the Eratosthenes transform of f . Therefore, 1 is the Eratosthenes transform of the
divisor function d = 1 ∗ 1. More generally, dk = 1 ∗ · · · ∗ 1︸ ︷︷ ︸
k times
= dk−1 ∗ 1 for k ≥ 3.
In sums like
∑
a≤X it is implicit that a ≥ 1, while the range of the a’s in
∑
a is the support of the function
that appears in the summands. As usual, e(α)
def
= e2πiα, ∀α ∈ R, and eq(a)
def
= e(a/q), ∀(q, a) ∈ N × Z.
Especially within formulae, at times we abbreviate n ≡ 0 (mod q) as n ≡ 0 (q). The symbol
∑∗
indicates
that the sum is taken over the reduced residues. The distance of α ∈ R from the nearest integer is ‖α‖
def
=
min
(
{α}, 1−{α}
)
, where {α}
def
= α−[α] is the fractional part of α. Throughout the paper we apply standard
formulae without further references. For example, we use the asymptotic equation (γ is the Euler-Mascheroni
constant) ∑
n≤x
1
n
= log x+ γ +O(1/x).
2. Sporadic functions and arithmetic weights
As already mentioned, any function of the type w : R → C can take over the role of a weight here, though
de facto we deal with the weighted characteristic function w
H
= w · 1
H
of the integers in the short interval
[−H,H ]. We consider the associated exponential sum
ŵ
H
(β)
def
=
∑
a
w
H
(a)e(aβ) ∀β ∈ [0, 1),
whose value for β = 0 is the mass of w in [−H,H ], i.e.
ŵ
H
(0) =
∑
a
w
H
(a).
Since #{n ∈ [x−H,x+H ] : n ≡ 0 (mod q)} ≤ 1 when q > 2H , then we call
WH(x; q)
def
=
∑
n≡0 (q)
wH (n− x) =
∑
a≡−x (q)
wH (a),
the (weighted) sporadic sum, while the (weighted) sporadic function is
χq(x,wH )
def
= WH(x; q)−
ŵ
H
(0)
q
=
∑
a≡−x (q)
w
H
(a)−
1
q
∑
a
w
H
(a),
where ŵ
H
(0)/q exhibits a behavior of a local mean-value for WH(x; q).
In the next proposition we give the so-called Fourier-Ramanujan expansion of the sporadic function.
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Proposition 1. For every w : R→ C and all q,H ∈ N one has
χq(x,wH ) =
1
q
∑
d>1
d|q
∑∗
j≤d
ŵ
H
( j
d
)
ed(jx)
(we assume that the sum vanishes for q = 1).
Proof. From the orthogonality of the additive characters,
1
q
∑
r≤q
eq(ar) =
{
1 if q|a,
0 otherwise .
one gets
∑
n≡0 (q)
w
H
(n− x) =
∑
a+x≡0 (q)
w
H
(a) =
1
q
∑
r≤q
eq(rx)
∑
a
w
H
(a)eq(ar) =
1
q
∑
r≤q
ŵ
H
(
r
q
)
eq(rx).
Thus, since ŵ
H
(0) = ŵ
H
(1), we can write
χq(x,wH ) =
∑
n≡0 (q)
w
H
(n− x)−
ŵ
H
(0)
q
=
1
q
∑
r<q
ŵ
H
(
r
q
)
eq(rx) =
1
q
∑
d>1
d|q
∑
r<q
(r,q)=q/d
ŵ
H
(
r
q
)
eq(rx)
=
1
q
∑
d>1
d|q
∑
j≤d
(j,d)=1
ŵ
H
(
j
d
)
ed(jx).
The proposition is proved.
Recall that w
H
is arithmetic if the correlation Cw
H
(a) satisfies (A). The next propositions give some
properties of such weights.
Proposition 2. For every w : R→ C and every H ∈ N the following properties hold.
(i) w
H
is arithmetic if and only if
(B)
1
q
∑
j<q
∣∣∣ŵH ( jq
) ∣∣∣2 ≪ H ∀q ≤ 2H.
(ii) If w is a good weight, then (B) holds for all q ≥ 1.
(iii) If w
H
is arithmetic, so is its normalized correlation Cw
H
/H.
Proof. (i) Similarly to Proposition 1, through an application of the orthogonality of additive characters it
easily seen that (A) is equivalent to
1
q
∑
j<q
Ĉw
H
( j
q
)
≪ H ∀q ≤ 2H.
Therefore, (B) follows immediately from the identity
Ĉw
H
(β) =
∑
a
Cw
H
(a)e(aβ) =
∑
a
∑∑
m−n=a
w
H
(m)w
H
(n)e(aβ) =
∣∣∣∑
r
w
H
(r)e(rβ)
∣∣∣2 = |ŵH (β)|2 ∀β ∈ [0, 1).
(ii) Note that if w is absolutely bounded, then (B) holds for high divisors q > 2H because
1
q
∑
j<q
∣∣∣ŵH( jq)∣∣∣2 ≤ 1q ∑
j≤q
∣∣∣ŵH( jq)∣∣∣2 = 1q ∑
j≤q
∑
h1
∑
h2
w
H
(h1)wH (h2)eq(j(h1 − h2)) =
6
=
∑
0≤|h1|≤H
∑
0≤|h2|≤H
h2≡h1 (q)
w
H
(h1)wH (h2) =
∑
0≤|h1|≤H
w(h1)
∑
0≤|h2|≤H
h2≡h1 (q)
w(h2)≪
H2
q
+H.
(iii) Let us show that (B) holds for Cw
H
/H . Indeed, since trivially ŵ
H
(β)≪ H , ∀β ∈ [0, 1), then
1
q
∑
j<q
∣∣∣ ̂(CwH
H
)( j
q
)∣∣∣2 = 1
qH2
∑
j<q
∣∣∣Ĉw
H
( j
q
)∣∣∣2 = 1
qH2
∑
j<q
∣∣∣ŵH( jq)∣∣∣4 ≪ 1q ∑
j<q
∣∣∣ŵH( jq)∣∣∣2 ≪ H ∀q ≤ 2H.
The proposition is completely proved.
Now, we show that (B) holds for u, sgn and C
H
, that is to say, such weights are good. To this end, we set
L2q(ŵH )
def
=
1
q2
∑
j<q
∣∣∣ŵH (jq
) ∣∣∣2
and prove the next property that plainly implies (B) for u
H
, sgn
H
and C
H
.
Proposition 3. If w
H
∈ {u
H
, sgn
H
, C
H
}, then
L2q(ŵH )≪ min(1, H/q).
Proof. Let us start with w
H
= u
H
, whose associated exponential sum satisfies the well known inequality
|û
H
(α)| =
∣∣∣ ∑
n≤H
e(nα)
∣∣∣ = ∣∣∣ sin(πHα)
sin(πα)
∣∣∣≪ min(H, 1
‖α‖
)
.
We set Hq
def
= q{H/q} ≪ min(q,H) and note that {H/q} = 0 would yield that sin(πHj/q) = 0 and the
stated inequality would hold trivially for L2q(ûH ) = 0. Thus, we can assume Hq > 0 to see that
L2q(ûH ) =
1
q2
∑
j<q
∣∣∣sin(πjHq/q)
sin(πj/q)
∣∣∣2 ≪ 1
q2
∑
0<|j|≤ qHq
H2q +
∑
q
Hq
<|j|≤ q2
1
j2
≪
Hq
q
≪ min
(
1,
H
q
)
.
Since the Cesaro weight is the normalized correlation of u, i.e.
C
H
(a) =
1
H
∑
t≤H−|a|
1 =
1
H
∑∑
m,n≤H
m−n=a
1 =
Cu
H
(a)
H
,
then C
H
is arithmetic because of the third assertion in Proposition 2. However, it turns out that the stated
inequality holds also in this case:
L2q(ĈH ) = L
2
q
( Ĉu
H
H
)
=
1
H2
L2q(|ûH |
2)≪ L2q(ûH )≪ min
(
1,
H
q
)
.
Now, let us consider the case wH = sgnH and recall that for every α ∈ R \ Z we can write (see [Da, Ch.25])∣∣ŝgn
H
(α)
∣∣ = 2∣∣∣ ∑
h≤H
sin(2πhα)
∣∣∣≪ |cot(πα)| sin2(πHα) + |sin(2πHα)| ≪ sin2(πHα)
| sin(πα)|
≪
‖Hα‖2
‖α‖
,
while ŝgn
H
(α) = 0 when α ∈ Z. Thus, as above one gets (compare [C-S])
L2q(ŝgnH )≪
∑
0<|j|≤q/2
‖Hj/q‖4
|j|2
≪
(Hq
q
)4 ∑
0<|j|≤ q2Hq
j2 +
∑
q
2Hq
<|j|≤ q2
1
j2
≪
Hq
q
≪ min
(
1,
H
q
)
.
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The proposition is completely proved.
Remark 2. Similarly to the unit step function u, it is not difficult to see that any piecewise-constant weight
is arithmetic. Moreover, as for u, it is plain that for the normalized correlation of sgn we get
L2q
( ̂Csgn
H
H
)
=
1
H2
L2q(|ŝgnH |
2)≪ min
(
1,
H
q
)
.
We close this section with an example of an absolutely bounded weight that is not arithmetic. To this end,
let us take w
H
(m) = e(mη)u
H
(m) for a fixed η ∈ [0, 1) to be chosen later. Then, its correlation is
Cw
H
(a) =
∑
0<m≤H
0<m−a≤H
e(mη)e(−(m− a)η) = e(aη)
∑
m1<m≤m2
1 = e(aη)max(H − |a|, 0),
where m1
def
= max(0, a),m2
def
= min(H,H + a). Note that Cw
H
satisfies the formula∑
a≡0 (ℓ)
Cw
H
(a) =
∑
0≤|b|≤[H/ℓ]
(H − ℓ|b|)e(ℓbη) = ℓ
∑
0≤|b|≤[H/ℓ]
([H/ℓ]− |b|)e(ℓbη) +O(H) =
= ℓ
∣∣∣ ∑
h≤[H/ℓ]
e(hℓη)
∣∣∣2 +O(H).
In particular, by taking η = m/ℓ with 1 ≤ m < ℓ one has
∑
a≡0 (ℓ)
Cw
H
(a) = ℓ
∣∣∣ ∑
h≤[H/ℓ]
e(hm)
∣∣∣2 +O(H) = H2
ℓ
+O(H),
so that ∑
a≡0 (ℓ)
Cw
H
(a) =∞(H)⇐⇒ ℓ = o(H).
Since (see the proof of (i) in Proposition 2)∑
a
Cw
H
(a) = Ĉw
H
(0) = |ŵH (0)|
2 =
∣∣∣ ∑
a≤H
e(aη)
∣∣∣2,
then for η = m/ℓ we get ∑
a
Cw
H
(a) =
∣∣∣ ∑
a≤H
eℓ(ma)
∣∣∣2 = ∣∣∣ ∑
a≤ℓ{H/ℓ}
eℓ(ma)
∣∣∣2 ≪ ℓ2.
Hence, (A) cannot hold for any choice of ℓ = o(H).
3. Lemmata for Theorems 1 and 3
Here we prove the necessary lemmata for Theorems 1 and 3. More precisely, the first three lemmas are
applied within the proof of Theorem 1, while Lemma 4 is of use for Theorem 3.
Lemma 1. Let κ : x ∈ (N, 2N ] → κ(x) ∈ [0,+∞) be strictly increasing and such that κ(2N) ≪ Q ≪ N ,
where Q may depend on N,H. For every essentially bounded g : N→ C and every good weight w one has∑
x∼N
∣∣∣ ∑
q≤κ(x)
g(q)χq(x,wH )
∣∣∣2≪ (N +Q2)H .
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Proof. First, let us introduce the following auxiliary notation:
W∗H(x; q)
def
=
1
q
∑∗
j≤q
ŵH
( j
q
)
eq(jx)
Then, by applying Proposition 1 we see that the left hand side of the inequality to be proved is equal to∑∑
d,q≤κ(2N)
g(d)g(q)
∑
x∼N
x≥κ−1(d)
x≥κ−1(q)
1
q
∑
ℓ|q,ℓ>1
ℓW∗H(x; ℓ)
1
d
∑
t|d,t>1
tW∗H(x; t) =
=
∑∑
1<ℓ,t≤κ(2N)
W∗H(0; ℓ)W
∗
H(0; t)
∑
n≤κ(2N)/ℓ
g(ℓn)
n
∑
m≤κ(2N)/t
g(tm)
m
∑
x∼N
x≥κ−1(ℓn)
x≥κ−1(tm)
e(δx),
where we set δ
def
=
∥∥∥j
ℓ
−
r
t
∥∥∥ ∈ [0, 1
2
]
. Because of the coprimality conditions, the diagonal terms are char-
acterized by δ = 0 ⇔ (j = r, ℓ = t), while δ 6= 0 implies the classical well-spaced condition on the Farey
fractions j/ℓ, r/t,
δ =
∥∥∥jt− rℓ
ℓt
∥∥∥ ≥ 1
ℓt
≥
1
κ(2N)2
.
Now, the hypothesis that w is a good weight yields L2q(ŵH ) ≪ H/q ∀q ≥ 1 (see Proposition 2), which in
turn implies that
1
q2
∑∗
j≤q
∣∣∣ŵH( jq)∣∣∣2 ≪ Hq ∀q ≥ 1.
Thus, by using the well-known estimate [Da, Ch.25]
∑
x∼N
x≥κ−1(ℓn)
x≥κ−1(tm)
e(δx)≪ min
(
N,
1
δ
)
and by applying the Large Sieve inequality in the form given in [C-S, Lemma 2], we conclude that
∑
x∼N
∣∣∣ ∑
q≤κ(x)
g(q)χq(x,w)
∣∣∣2≪ (N +Q2) ∑
1<d≪Q
1
d2
∑∗
j≤d
∣∣∣ŵH( jd)∣∣∣2≪ (N +Q2)H ∑
1<d≪Q
1
d
≪ (N +Q2)H.
The lemma is proved.
Remark 3. We explicitly note that under the same hypothesis for g and w through a similar proof one gets∑
x∼N
∣∣∣ ∑
q∼Q
g(q)χq(x,wH )
∣∣∣2≪ (N +Q2)H ∀Q≪ N.
It is this inequality that is applied within the proof of Theorem 1.
Lemma 2. Let A,B,Q,H,N be positive real numbers such that, as N →∞, H = o(N), H →∞, and
Q≪ A < B ≪ Q≪ N,with Q =∞(N/H).
For every essentially bounded g : N→ C and every absolutely bounded weight w with ŵ
H
(0) = 0, one has
∑
x∼N
∣∣∣ ∑
A<q≤B
g(q)χq(x,wH )
∣∣∣2≪ ∑
x∼N
∣∣∣ ∑
x
B<m≤
x
A
∑
q
g(q)w
H
(mq − x)
∣∣∣2 +H3.
Proof. First, notice that ŵH (0) = 0 implies
χq(x,wH ) =WH(x; q) =
∑
n≡0 (q)
w
H
(n− x).
Then, let us apply Dirichlet’s hyperbola method to get∑
A<q≤B
g(q)χq(x,wH ) =
∑
A<q≤B
g(q)
∑
n≡0 (q)
w
H
(n− x) =
∑
x−H
B ≤m<
x+H
A
∑
A<q≤B
x−H
m
≤q≤
x+H
m
g(q)w(mq − x) =
=
∑
x+H
B ≤m<
x−H
A
∑
x−H
m ≤q≤
x+H
m
g(q)w(mq − x) +Oε
(
Nε
∑
m∈H
IH(x;m)
)
=
=
∑
x
B<m≤
x
A
∑
q
g(q)wH (mq − x) +Oε
(
Nε
∑
m∈H
IH(x;m)
)
,
where we have set
H = H(x,H,A,B)
def
=
([x−H
B
,
x+H
B
)
∪
[x−H
A
,
x+H
A
))
∩N,
and it turns out that
IH(x;m)
def
=
∑
a≡−x (m)
1
H
(a) =
∑
x−H
m ≤q≤
x+H
m
1 ≤
2H
m
+ 1≪
H
m
from the hypothesis Q =∞(N/H). Thus, the lemma is proved once we show that them−sum in the Oε-term
gives a mean-square contribution ≪ H3. To this end, we note that H/m≪ QH/N and get∑
x∼N
∣∣∣ ∑
m∈H
IH(x;m)
∣∣∣2 ≪ (QH
N
)2 ∑
x∼N
(∣∣∣ ∑
x−H
A ≤m≤
x+H
A
1
∣∣∣2 + ∣∣∣ ∑
x−H
B ≤m≤
x+H
B
1
∣∣∣2)≪
≪
(QH
N
)2( ∑
N−H
A ≤m1≤
2N+H
A
∑
m1−
2H
A ≤m2≤m1+
2H
A
1 + +
∑
N−H
B ≤m1≤
2N+H
B
∑
m1−
2H
B ≤m2≤m1+
2H
B
1
)
H ≪
≪
(QH
N
)2N
Q
(H
Q
+ 1
)
H ≪
(H
N
+
Q
N
)
H3 ≪ H3.
The lemma is completely proved.
Lemma 3. Let A,B,Q,H,N be as in Lemma 2. For every essentially bounded g : N→ C, we get∑
x∼N
∣∣∣ ∑
x
B<m≤
x
A
∑
q
g(q)sgn
H
(mq − x)
∣∣∣2≪ N
Q
∑
m≍NQ
m
∑
n∼Nm
∣∣∣∑
q
g(q)sgn[H
m
](q − n)∣∣∣2 + N3
Q2
+H3.
Proof. By the Cauchy inequality we see that the left hand side of the inequality to be proved is∑
N
B<m1,m2≤
2N
A
∑
x∼N
m1A≤x<m1B
m2A≤x<m2B
∑
q1
g(q1)sgnH (m1q1 − x)
∑
q2
g(q2)sgnH (m2q2 − x)≪
≪
∑
m1,m2≍
N
Q
√∑
x∼N
∣∣∣∑
q1
g(q1)sgnH (m1q1 − x)
∣∣∣2 ∑
x∼N
∣∣∣∑
q2
g(q2)sgnH (m2q2 − x)
∣∣∣2 ≪
10
≪
N
Q
∑
m≍NQ
∑
x∼N
∣∣∣∑
q
g(q)sgn
H
(mq − x)
∣∣∣2.
Since ∑
q
g(q)sgn
H
(mq − x) =
∑
x−H
m ≤q≤
x+H
m
g(q)sgn(mq − x) =
∑
q
g(q)sgn[H/m](q − [x/m]) +Oε(N
ε),
we write ∑
x∼N
∣∣∣ ∑
x
B<m≤
x
A
∑
q
g(q)sgn
H
(mq − x)
∣∣∣2≪ N
Q
∑
m≍NQ
∑
x∼N
∣∣∣∑
q
g(q)sgn[H
m
](q − [ x
m
])∣∣∣2 + N3
Q2
.
Thus, by writing x = mn+ r with 0 ≤ r ≤ m− 1 (compare [C5, Lemma 2.4]), we see that
∑
x∼N
∣∣∣∑
q
g(q)sgn[H/m](q − [x/m])
∣∣∣2≪m ∑
n∼Nm
∣∣∣∑
q
g(q)sgn[H/m](q − n)
∣∣∣2 +m[H/m]2,
where m[H/m]2 ≪ H2/m gives clearly a contribution≪H3.
Lemma 4. Let g : N→ R be essentially bounded and such that supp g ⊆ [1, Q] with Q = Q(N,H)≪ N and
let f = g ∗ 1.
(i) For every absolutely bounded weight w : R→ R one has
Jw,f(N,H)−
∑
0≤|a|≤2H
Cw
H
(a)Cf (a) +NŵH (0)
2
(∑
q≤Q
g(q)
q
)2
≪H3 +H2Q.
(ii) For every integer a 6= 0 one has
Cf (a) =
∑
ℓ|a
∑∑
(d,q)=1
g(ℓd)
g(ℓq)
q
([
2N
ℓd
]
−
[
N
ℓd
])
+Rf (a)
with
Rf (a)
def
=
∑
ℓ|a
∑∑
(d,q)=1
g(ℓd)
g(ℓq)
q
∑′
j(q)
eq
(
−
ja
ℓ
) ∑
m∼Nℓd
eq(jdm),
where the dashed sum is over all the nonzero residue classes j mod q.
Further, if K : [−2H, 2H ]→ C is an even function, then
∑
a 6=0
K(a)Rf (a) =
∑
ℓ≤2H
∑∑
(d,q)=1
g(ℓd)
g(ℓq)
q
∑′
j(q)
∑
m∼Nℓd
cos
2πjdm
q
∑
a 6=0
K(aℓ)eq(ja).
(iii) For every absolutely bounded weight w : R→ R one has∑
a 6=0
Cw
H
(a)Rf (a)≪NH +Q
2H +QH2.
Proof. (i) is a consequence of Lemma 7 in [C-L], that precisely yields the formula
Jw,f(N,H) =
∑
0≤|a|≤2H
Cw
H
(a)Cf (a)−2
∑
n
f(n)
∑
x∼N
w
H
(n−x)Mf(x,wH )+
∑
x∼N
Mf (x,wH )
2+O
(
H3‖f‖2∞
)
,
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where ‖f‖∞
def
= max
N−H<n≤2N+H
|f(n)|. Indeed, since for the mean-value of the sieve function f one has
Mf (x,wH ) = ŵH (0)
∑
q≤Q
g(q)
q
≪H,
it suffices to observe that∑
x∼N
∑
n
f(n)w
H
(n− x) =
∑
x∼N
∑
q
g(q)
∑
x−H≤n≤x+H
n≡0(q)
w(n− x) =
∑
q
g(q)
∑
N−H<n≤2N+H
n≡0(q)
∑
N<x≤2N
n−H≤x≤n+H
w(n− x) =
=
∑
q
g(q)
∑
n∼N
n≡0(q)
∑
n−H≤x≤n+H
w(n − x) +Oε
(
NεH2
)
= Nŵ
H
(0)
∑
q≤Q
g(q)
q
+Oε
(
Nε
(
H2 +QH
))
.
While (ii) is a straightforward adaptation of Lemma 2.3 in [C1], in order to prove (iii) we closely follow the
proof of Theorem 1.1 in [C1]. First, since Cw
H
(a) is an even function, in (ii) we can take K(a) = Cw
H
(a),
∀a ∈ [−2H, 2H ], and write
∑
a 6=0
Cw
H
(a)Rf (a) =
∑
ℓ≤2H
∑∑
(d,q)=1
g(ℓd)
g(ℓq)
q
∑′
j(q)
∑
m∼Nℓd
cos
2πjdm
q
∑
a
Cw
H
(aℓ)eq(ja) +Oε(N
1+εH),
where we have completed the last sum with the term a = 0 at the cost Oε(N
1+εH) yielded by
Cw
H
(0)
∑
ℓ≤2H
∑∑
(d,q)=1
g(ℓd)
g(ℓq)
q
∑′
j(q)
∑
m∼Nℓd
cos
2πjdm
q
=
= Cw
H
(0)
∑
ℓ≤2H
∑∑
(d,q)=1
g(ℓd)g(ℓq)
( ∑
m∼N
ℓd
m≡0(q)
1−
1
q
∑
m∼Nℓd
1
)
≪H
∑
ℓ≤2H
( ∑
d≤Qℓ
∑
m∼Nℓd
d(m) +
N
ℓ
)
≪HN
∑
ℓ≤2H
1
ℓ
≪HN.
Since Ĉw
H
(β) ≥ 0 ∀β ∈ R, then from the orthogonality of the additive characters it follows that
∑
a
Cw
H
(aℓ)e(aβ) =
∑
h≡0(ℓ)
Cw
H
(h)eℓ(hβ) =
1
ℓ
∑
j≤ℓ
∑
h
Cw
H
(h)eℓ(h(j + β)) ≥ 0 ∀β ∈ R.
In particular, this yields
∑
a
Cw
H
(aℓ)eq(ja) ≥ 0 ∀j(mod q), that together with the usual bound [Da, Ch.25]
implies ∑
a 6=0
Cw
H
(a)Rf (a)≪
∑
ℓ≤2H
∑∑
(d,q)=1
d,q≤
Q
ℓ
1
q
∑′
j(q)
1∥∥∥ jdq ∥∥∥
∑
a
Cw
H
(aℓ)eq(ja) +NH
≪
∑
ℓ≤2H
∑
q≤Qℓ
∑∗
d≤2q
1
q
∑′
j(q)
1∥∥∥ jdq ∥∥∥
∑
a
Cw
H
(aℓ)eq(ja) +NH.
Now, let us set j′ = jd, so that j = dj′ with dd ≡ 1(mod q), and write (recalling that correlations are even)
1
q
∑′
j(q)
1∥∥∥ jdq ∥∥∥
∑
a
Cw
H
(aℓ)eq(ja) =
1
q
∑′
j′(q)
1∥∥∥ j′q ∥∥∥
∑
a
Cw
H
(aℓ)eq(j
′ad)≪
∑
j′≤q/2
1
j′
∑
a
Cw
H
(aℓ)eq(j
′ad)≪
12
≪
∑
j≤q/2
1
j
∑
a
Cw
H
(aℓ)eq(jan)
as the variable d = n ranges over a complete set of reduced residue classes, then
∑∗
d≤2q
1
q
∑′
j(q)
1∥∥∥ jdq ∥∥∥
∑
a
Cw
H
(aℓ)eq(ja)≪
∑∗
n≤q
∑
j≤q/2
1
j
∑
a
Cw
H
(aℓ)eq(jan)≪
≪
∑
n≤q
∑
j≤q/2
1
j
∑
a
Cw
H
(aℓ)eq(jan).
Again by orthogonality of characters we get∑
n≤q
∑
a
Cw
H
(aℓ)eq(jan) = qCw
H
(0) + q
∑
a6=0
ja≡0(q)
Cw
H
(aℓ),
whence ∑
n≤q
∑
j≤q/2
1
j
∑
a
Cw
H
(aℓ)eq(jan)≪ qH +
∑
j≤q/2
q
j
∑
a6=0
ja≡0(q)
Cw
H
(aℓ)≪ qH +H2,
where we have seen that∑
j≤q/2
q
j
∑
a6=0
ja≡0(q)
Cw
H
(aℓ) =
∑
t′|q,t′<q
∑
j≤q/2
(j,q)=t′
q
j
∑
a6=0
a≡0(q/t′)
Cw
H
(aℓ) =
∑
t|q,t>1
∑
j≤q/2
(j,q)=q/t
q
j
∑
a6=0
a≡0(t)
Cw
H
(aℓ)≪
≪ H
∑
t|q,t≪Hℓ
∑
j′≤t/2
t
j′
∑
0<|a|≤ 2H
ℓ
a≡0(t)
1≪H
∑
t|q,t≪Hℓ
t
(
H
ℓt
+ 1
)
≪H
∑
t|q,t≪Hℓ
H
ℓ
≪
H2
ℓ
.
Finally, we have that∑
a 6=0
Cw
H
(a)Rf (a)≪NH+
∑
ℓ≤2H
∑
q≤Qℓ
(qH+H2)≪NH+Q2H
∑
ℓ≤2H
ℓ−2+QH2
∑
ℓ≤2H
ℓ−1≪NH+Q2H+QH2.
The lemma is proved.
4. Proofs of Theorems 1, 3, 4 and Corollaries 1, 2
Proof of Theorem 1. First, let us note that
θ ∈
( 3ϑ− 1
(1 −G)ϑ+G+ 1
, ϑ
]
=
(
1 +
ϑ− 1
λ0
, ϑ
]
⇔ θ = 1 +
ϑ− 1
λ
for some λ ∈ (λ0, 1], where
λ0
def
= 1− ϑ+
3ϑ− 1
G+ 2
> max(1− ϑ, 1/2).
Indeed, λ0 > 1/2 if and only if G+ 2ϑ(1−G) > 0.
Then, recalling that χq(x, sgnH ) =
∑
x−H
q ≤m≤
x+H
q
sgn(qm− x), let us apply a dyadic argument to write
Jsgn,g∗1(N,H) =
∑
x∼N
∣∣∣∑
n
sgn
H
(n− x)
∑
q|n
g(q)
∣∣∣2 = ∑
x∼N
∣∣∣ ∑
q≤2N+H
g(q)χq(x, sgnH )
∣∣∣2≪
13
≪ max
Q≪N
∑
x∼N
∣∣∣∑
q∼Q
g(q)χq(x, sgnH )
∣∣∣2.
From Lemma 1 (see Remark 3) one has
∑
x∼N
∣∣∣ ∑
q∼Q
g(q)χq(x, sgnH )
∣∣∣2≪NH +Q2H, ∀Q≪ N.
By taking A = Q,B = 2Q and Q
def
= Nλ =∞(N/H) for λ ∈ (λ0, 1) in Lemmata 2 and 3 one gets∑
x∼N
∣∣∣ ∑
q∼Q
g(q)χq(x, sgn)
∣∣∣2≪ ∑
x∼N
∣∣∣ ∑
m∼ xQ
∑
q
g(q)sgn
H
(mq − x)
∣∣∣2 +H3≪
≪
N
Q
∑
m≍NQ
mJsgn,g
(N
m
,
[H
m
])
+
N3
Q2
+H3.
Note that QHN−1 = Qθ for θ = 1+(ϑ−1)λ−1. Therefore, [H/m] ≍ (N/m)θ ∀m ≍ N/Q and by hypothesis
Jsgn,g
(N
m
,
[H
m
])
≪
NH2−G
m3−G
∀m ≍
N
Q
.
Hence, we obtain (here, Q = Nλ as above is implicit)
∑
x∼N
∣∣∣ ∑
q∼Q
g(q)χq(x, sgn)
∣∣∣2≪NH2( N
QH
)G
+
N3
Q2
+H3.
In particular, for Q0
def
= Nλ0 =∞(N/H) it turns out that
Q20H = NH
2
( N
Q0H
)G
.
Consequently,
Jsgn,g∗1(N,H)≪NH
2
( N
Q0H
)G
+
N3
Q20
+H3 = NH2
(
H−
G(3ϑ−1)
(G+2)ϑ +H−
2(3ϑ−1)
(G+2)ϑ
)
+H3 ≪ NH2 ·H−
G(3ϑ−1)
(G+2)ϑ +H3,
that is
Jsgn,g∗1(N,H)≪ NH
2−G′
when
0 < G′ < min
(
3− ϑ−1
1 + 2G−1
, ϑ−1 − 1
)
.
The proof of Theorem 1 is completed.
Proof of Theorem 3. Recalling that Cf (0)Cw
H
(0)≪NH , by Lemma 4 we easily infer
Jw,f(N,H) = ∆ +Oε(N
ε(NH +Q2H +QH2 +H3)),
where
∆
def
=
∑
a 6=0
Cw
H
(a)
∑
ℓ|a
∑∑
(d,q)=1
g(ℓd)
g(ℓq)
q
([2N
ℓd
]
−
[
N
ℓd
])
−Nŵ
H
(0)2
(∑
q≤Q
g(q)
q
)2
.
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Clearly, we may confine to prove
∆≪NH +QH2.
To this end, observe that
∑
a 6=0
Cw
H
(a)
∑
ℓ|a
∑∑
(d,q)=1
g(ℓd)
g(ℓq)
q
([2N
ℓd
]
−
[
N
ℓd
] )
=
= N
∑
ℓ≤2H
1
ℓ
∑
b6=0
Cw
H
(ℓb)
∑∑
(d,q)=1
g(ℓd)
d
g(ℓq)
q
−
∑
a 6=0
Cw
H
(a)
∑
ℓ|a
∑∑
(d,q)=1
g(ℓd)
g(ℓq)
q
({
2N
ℓd
}
−
{
N
ℓd
})
=
= N
∞∑
ℓ=1
1
ℓ
∑
a6=0
a≡0(ℓ)
Cw
H
(a)
∑∑
(d,q)=1
g(ℓd)
d
g(ℓq)
q
+Oε(N
εQH2),
because∑
a 6=0
Cw
H
(a)
∑
ℓ|a
∑∑
(d,q)=1
g(ℓd)
g(ℓq)
q
({
2N
ℓd
}
−
{
N
ℓd
})
≪ NεH
∑
ℓ≤2H
∑
0<|b|≤ 2Hℓ
∑
d≤Qℓ
∑
q≤Qℓ
1
q
≪ NεQH2.
Now we apply the hypothesis that w is arithmetic, i.e.
∑
a6=0
a≡0(ℓ)
Cw
H
(a) =
∑
a≡0 (ℓ)
Cw
H
(a) +O(H) =
ŵ
H
(0)2
ℓ
+O(H),
to get the conclusion
N
∞∑
ℓ=1
1
ℓ
∑
a6=0
a≡0 (ℓ)
Cw
H
(a)
∑∑
(d,q)=1
g(ℓd)
d
g(ℓq)
q
= Nŵ
H
(0)2
∞∑
ℓ=1
1
ℓ2
∑∑
(d,q)=1
g(ℓd)
d
g(ℓq)
q
+Oε
(
N1+εH
)
=
= Nŵ
H
(0)2
∞∑
ℓ=1
∑∑
(d′,q′)=ℓ
g(d′)
d′
g(q′)
q′
+Oε
(
N1+εH
)
= Nŵ
H
(0)2
(∑
n
g(n)
n
)2
+Oε
(
N1+εH
)
.
The proof of Theorem 3 is completed.
Proof of Theorem 4. Without further references, in what follows we will appeal to the formula
pf
(
log(x+m)
)
= pf
(
log x+ log(1 +m/x)
)
= pf (log x) +O
(
m(log x)c−1/x
)
for m = o(x) as x→∞.
After recalling that Mf (x,H)
def
= Hpf(log x), for every H > h we can write∑
x<n≤x+H
f(n)−Mf(x,H) =
∑
x<n≤x+h
f(n)− hpf(log x) +
∑
x+h<n≤x+H
f(n)− (H − h)pf
(
log(x+ h)
)
+
+H
(
pf
(
log(x+ h)
)
− pf (log x)
)
+ h
(
pf
(
log x
)
− pf
(
log(x+ h)
))
.
Therefore, since h = o(N) from the hypothesis H = o(N), then by assuming also that H < 2h one has
Jf (N,H)≪ Jf (N, h) +N
−1H2h2L2c−2 +
∑
N+h<x≤2N+h
∣∣∣ ∑
x<n≤x+(H−h)
f(n)− (H − h)pf (log x)
∣∣∣2 ≪
≪ Jf (N, h) +N
−1H2h2L2c−2 + Jf (N,H − h) + h(H − h)
2
(
‖f‖2∞ + L
2c
)
≪
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≪ Jf (N, h) + Jf (N,H − h) + hH
2
(
‖f‖2∞ + L
2c
)
,
that gives the desired conclusion for h < H < 2h. Now let us assume that H ≥ 2h and write∑
x<n≤x+H
f(n) =
∑
j≤H/h
∑
x+hj−1<n≤x+hj
f(n) +
∑
x+[H/h]h<n≤x+H
f(n),
Hpf (log x) =
[H
h
]
hpf(log x) +
{H
h
}
hpf (log x) =
∑
j≤H/h
hpf (log x) +
{H
h
}
hpf (log x),
where we set hj
def
= jh. Consequently,∑
x<n≤x+H
f(n)−Hpf (log x) =
∑
j≤H/h
( ∑
x+hj−1<n≤x+hj
f(n)− hpf (log x)
)
+
+
∑
x+[H/h]h<n≤x+H
f(n)−
{H
h
}
hpf (log x) =
∑
j≤H/h
∑
x+hj−1<n≤x+hj
f(n)− h
∑
j≤H/h
pf
(
log(x+ hj−1)
)
+
+
∑
x+[H/h]h<n≤x+H
f(n)−
{H
h
}
hpf
(
log(x+
[H
h
]
h)
)
+O
(H2Lc−1
x
)
.
Hence, by the Cauchy inequality
Jf (N,H)≪
H
h
∑
j≤H/h
(
Jf (N, h)+H
(
‖f‖2∞+L
2c
)
h2
)
+Jf
(
N, h
{H
h
})
+Hh2
(
‖f‖2∞+L
2c
)
+N−1H4L2c−2
≪
(H
h
)2
Jf (N, h) + Jf
(
N, h
{H
h
})
+H3
(
‖f‖2∞ + L
2c
)
,
that gives the desired conclusion also for any H ≥ 2h.
Proof of Corollary 1. Since d3 = d∗1 with d(n)
def
=
∑
d|n 1, we can use the bound Jsgn,d(N, h)≪ Nh
2−G
for every integer h ≍ Nθ with θ ∈ (0, 1/2) and for every G ∈ (0, 1) (see [C-S]). Hence, from Theorem 1 we
get an exponent gain G′ = G′(ϑ,G) > 0 so that Jsgn,d3(N,H)≪ NH
2−G′ for every integer H ≍ Nϑ with
ϑ ∈ (1/3, 1/2− ε).
In order to exhibit a non-trivial bound for Jsgn,ω(N,H), note that ω = 1P ∗1, where 1P is the characteristic
function of the set P of prime numbers. Thus, we can apply Theorem 1 with aid of the bound
Jsgn,1P (N, h)≪ Nh
2−G for every integer h ≍ Nθ with θ ∈
(1
6
, 1
)
,
that is a consequence of Huxley’s zero density estimate [H]. Indeed, it is well known that within the same
range of width θ ∈ (1/6, 1) such an estimate implies a non-trivial bound for the classical Selberg integral
(see Sect.1), whose difference from JΛ(N, h) is negligible. Thus, one obtains the aforementioned non-trivial
bound for Jsgn,1P (N, h) by using the inequalities
Jsgn,1P (N, h)≪ J1P (N − h− 1, h) + J1P (N, h), J1P (N, h)≪ JΛ(N, h) log
−2N +Nh log2N,
where the former inequality is also valid with 1P replaced by any f , while the second one follows by applying
partial summation (to p powers).
Proof of Corollary 2. Let us set f = g ∗ 1, w′′
H
= CH + uH and
S′f (x)
def
=
∑
n
w′
H
(n− x)f(n), S′′f (x)
def
=
∑
n
w′′
H
(n− x)f(n).
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Then, we apply Cauchy’s inequality to write
J˜f (N,H)− Jf (N,H) =
∑
x∼N
((∑
n
C
H
(n− x)f(n)−Mf(x,H)
)2
−
(∑
n
u
H
(n− x)f(n)−Mf (x,H)
)2)
=
=
∑
x∼N
S′f (x)
(
S′′f (x)− 2Mf (x,H)
)
≤
√
Jw′,f (N,H)
(
J˜f (N,H) + Jf (N,H)
)
≪ε
≪ε
√
Jw′,f(N,H)N1+εH2 ≪ε NH
2−3G′/2Nε ≪ NH2−G
′
,
after using the trivial bound for J˜f (N,H) + Jf (N,H) and the non-trivial one yielded by Theorem 2.
5. Further comments and properties
Because of the deep implication with the 2k−th moments of the Riemann zeta function ζ (see [C3]), the
study of the Selberg integral Jk(N,H) associated to the divisor function dk has an enormous attraction. In
the present section we add some further properties for such particular functions, in order to complement
the results of [C-L]. Let us recall that in [C-L] we find the following explicit expression of the short interval
mean value in the Selberg integral J3(N,H) associated to d3, i.e.
M3(x,H)
def
= H
( log2 x
2
+ 3γ log x+ 3γ2 + 3γ1
)
,
where γ is the Euler-Mascheroni constant and γ1 is a Stieltjes constant defined as
γ1
def
= lim
m
( log2m
2
−
∑
j≤m
log j
j
)
.
On the other side, Proposition 16 in [C-L] suggests that the expected mean value appearing in J˜3(N,H),
where d3 is weighted with CH , is given by
M˜3(x,H)
def
= H
( ∑
q≤x/N3
d(q)
q
+
∑
d1<N3
1
d1
∑
d2≤x/d1N3
1
d2
+
( ∑
d<N3
1
d
)2)
with N3
def
= [N1/3]. Indeed, more generally the aforementioned Proposition 16 yields the following inequality,
for every dk with k > 2 and every good weight w:∑
x∼N
∣∣∣∑
n
dk(n)wH (n− x)− ŵH (0)
∑
q≤x/Nk
gk(q)
q
∣∣∣2≪N2−2/kH +N−1H4,
where Nk
def
= [N1/k] and
gk(q)
def
= dk−1(q) +
∑
j≤k−1
∑
· · ·
∑
n1 nk−1
n1···nk−1=q
n1,...,nj<Nk
1
is the short Eratosthenes transform of dk coming out from the k−folding method (see [C-L], Proposition 14).
Since Proposition 9 in [C-L] implies that
M3(x,H) − M˜3(x,H)≪HN
−1/3
uniformly for x ∼ N , then this justifies the presence of the analytic mean value M3(x,H) in place of the
arithmetic M˜3(x,H) within the definition of J˜3(N,H).
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Here we take the opportunity to prove the next proposition, that yields for any k > 2 the proximity in
the mean square between the arithmetic form of the mean value
Mk(x,wH )
def
= ŵ
H
(0)
∑
q≤x/Nk
gk(q)
q
and its analytic counterpart
ŵ
H
(0)pk−1(log x) = ŵH (0)Res
s=1
ζk(s)xs−1,
where pk−1 is the logarithmic polynomial of dk.
To this end, first let us recall that Ivic´’s bounds [Iv] yield an exponent gain for the Selberg integral of dk,
Jk(N,H)
def
=
∑
x∼N
∣∣∣ ∑
x<n≤x+H
dk(n)−Hpk−1(log x)
∣∣∣2,
once H ≍ Nϑ for ϑ > θk
def
= 2σk − 1, where σk is the Carlson abscissa for ζk (compare (59) of [C-L]). Then
we prove the following property (this is Proposition 18 of [C-L], where it is stated without an explicit proof).
Proposition 4. For every integer k > 2 there exists G = G(k) > 0 such that
∑
x∼N
∣∣∣∣∣∣
∑
q≤x/Nk
gk(q)
q
− pk−1(log x)
∣∣∣∣∣∣
2
≪ N1−G.
Proof. For every H of width θ ∈ (0, 1) let us take the unit step weight u
H
in Proposition 3. Since clearly
û
H
(0) = H , then Proposition 3 and the aforementioned Ivic´’s bound imply that
H2
∑
x∼N
∣∣∣ ∑
q≤x/Nk
gk(q)
q
− pk−1(log x)
∣∣∣2 ≪ Jk(N,H) + ∑
x∼N
∣∣∣∑
n
dk(n)uH (n− x)− ûH (0)
∑
q≤x/Nk
gk(q)
q
∣∣∣2≪
≪NH2(N−G1 +N1−2/k−θ +N−(1−θ)),
once max
(
2σk − 1, 1− 2/k
)
< θ < 1. The conclusion follows for G < min
(
G1, 2/k + θ − 1, 1− θ
)
.
Remark 4. Implying in particular that f = g ∗1 is a sieve function, the hypotheses of Theorem 3 legitimate
the assumption that the analytic form
Mf (x,wH )
def
= ŵH (0)Res
s=1
F (s)xs−1 with F (s)
def
=
∞∑
n=1
f(n)n−s
is sufficiently close to its arithmetic form, so that we can take
Mf (x,wH ) = ŵH (0)
∑
q≤Q
g(q)
q
,
that does not depend both on x and on Dirichlet series. From this point of view, what we have seen before
shows that the divisor functions fall short of being sieve functions. Roughly speaking, they are well approx-
imated by some arithmetic functions, which are Dirichlet convolutions of the functions gk as the k−folding
method reveals.
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