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Guide to the reader
This thesis is written with the purpose to be interesting for both mathematicians
and other people. To accomplish that, the first chapter should be readable for all
people, and it gives a short introduction to the field of Approximate Dynamic
Programming and its related subjects. It provides the reader with some basic
knowledge about techniques and concepts used further in this thesis. Mathemati-
cians in the area of dynamic programming probably know a large part already,
but the history and development of techniques and concepts through time might
be new and interesting to them as well. After reading the first chapter, other peo-
ple have better understanding what this thesis is about. Mathematicians should
have no problems reading the following chapters. Other people, probably, will
have the intention to stop reading after the first chapter. However, this thesis
also contains practical examples to which the theory is applied. Queueing sys-
tems and call centers are, for example, two things that everyone can understand
and is familiar with.
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Chapter 1
Introduction
This chapter starts with an example of an optimization problem in Section 1.1
to show the kind of problems we are focusing on. In Section 1.2 we provide
background into solution techniques, show the importance of the value func-
tion, and argue why an approximation of the value function is necessary. We
use a particular form of the sequential decision model referred to as Markov De-
cision Processes (MDPs). Solution techniques include Dynamic Programming
(DP) and Reinforcement Learning (RL). We describe the various contributions
to the field of MDPs in Section 1.3 and to the field of RL in Section 1.4, starting
from the roots of different techniques. In Section 1.5 we describe what is done in
the area of approximation techniques in combination with DP and RL. Finally,
Section 1.6 of this chapter provides the outline for the remaining part of this
thesis.
1.1 Example: routing in multi-skill call centers
Take a call center in mind where multiple types of calls are getting service. Each
call type requires specific skills of the agents. Agents with the same skills are
grouped together in an agent group. In the call center, in this example, we assume
three linguistical skills; agents who speak English, French, and Dutch. Some
agents have only one skill (specialists), they can either speak English, French,
or Dutch, but other agents might possess all skills (generalists) and can speak
all three languages. It is the objective of the call center to handle each call as
fast as possible so as to minimize the waiting times of the customers. This is an
optimization problem. The optimization problem is how to route an incoming
call. What to do when an English speaking customer calls? The customer can
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either be served by the group of agents that possess only the English skill, but it
can also be served by the generalists who can speak all three languages. What if
the group of agents that possess only the English skill is occupied serving other
customers? Is is optimal to assign the customer to the generalists or it is better to
let the customer wait in the waiting queue? There is something to say for both
possibilities. By assigning the customer to an agent in the group of generalists,
the waiting time for that customer is minimized. On the other hand, it limits the
further possibility to handle customers that speak French or Dutch by the group
of generalists.
1.2 Background
The example in Section 1.1 shows that optimization of business processes is an
important aspect to operate efficiently. Optimization problems arise in many
different areas, and while many different solution techniques exist, a particular
problem requires a specific approach. Many problems that we encounter in real-
life are of stochastic nature, i.e., they are driven by random events. Although
one can speak about the average time to handle a call, the individual service
times fluctuate. This characterizes the example into the class of stochastic opti-
mization problems. The amount of knowledge about the events may differ from
problem to problem, and even sometimes a description of the system dynamics
is not explicitly available. In any case, decisions are made to control the system
in order to optimize a certain performance measure, e.g., minimizing the aver-
age number of waiting calls. Those decisions are made at specific points in time,
and affect the way the system behaves. Markov Decision Processes (MDPs) pro-
vide a framework for modeling such decision-making where the behavior of the
system is covered by random events and under the control of a decision maker.
To optimize the performance measure, a decision should be made based on the
current state of the system, but also taking into account the future behavior of
the system. This idea is the key for the solution technique known as Dynamic
Programming (DP).
In the MDP framework, a system is modeled in terms of a state space, an action
space, decision epochs, a reward or cost function, and transition probabilities.
These parts make it possible to formulate real-life problems. At decision epochs,
the decision maker, controller or agent, observes the state of the system, which
is an element in the state space, incurs immediate rewards or costs, and chooses
an action out of the action state, after which the system changes according to the
transition probabilities. This is depicted in Figure 1.1. In the figure, the state at
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Figure 1.1. Markov Decision Process.
time t is xt, and immediate costs ct are incurred. At the decision epoch, action at
is chosen, and the system changes, according to the transition probabilities pt, to
the next state, denoted by xt+1. At time t+1 immediate costs ct+1 are incurred,
and so on.
The elements of the framework can be specified further, as is depicted in Fig-
ure 1.2. Modeling a real-life problem into the framework deals with a couple of
serious issues. The choice of the state space formulation and the cost function is
a process that is connected. Once a state space is chosen, a suitable cost function
is chosen on the state space representing what one wants to measure. If this is not
possible, then the state space should be chosen differently. The number of states
in the state space is, in what turns out later, a crucial aspect. The size of the state
space can either be finite or infinite. If the number of different states is finite,
then the state space is finite. Otherwise, it is an infinite state space. An example
of a finite state space is {0, 1, 2, 3}, since we can easily count a finite number of
elements. The state space given by {0, 1, 2, . . .} is infinite, since the number of
elements is infinite; there is always a next number. Nonetheless, some infinite
spaces are even larger than other infinite spaces. The space N0 = {0, 1, 2, . . .}
is countably infinite, or denumerable. Any space that has a one-to-one relation
to N0 is a denumerable space, otherwise it is called an uncountable state space.
Different performance measures are commonly used in the framework. The goal
is therefore to find a sequence of actions in time that minimizes either the aver-
age costs, discounted costs, or total costs incurred within a time horizon. In case
of rewards, the goal is to maximize the objective instead of minimizing it. The
time horizon can either be finite or infinite. For finite time horizon problems,
optimizing the average costs and total costs measure can be complicated, but for
infinite time horizons the additional question arises whether they exist at all. A
deterministic policy is a mapping from states to actions, describing the action to
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dynamic optimization problems
state space decision epochs actions costs/rewards transitions
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Figure 1.2. Elements of the MDP framework.
take by the decision maker when the system is in a particular state. Besides de-
terministic policies, there are also randomized policies that map states to a prob-
ability measure on the actions, describing the probability to take a certain action
in that state. Among all policies, the optimal policy is the one that optimizes
the performance measure. If an action is chosen, the system changes according
to its transition probabilities. If the next state of the system only depends on
the current state and action set then we call the transition probabilities Marko-
vian, otherwise we call them non-Markovian. As a consequence, for Markovian
transition probabilities only the current state is necessary to remember. Con-
trary, for non-Markovian transition probabilities (a part of) the history should
be available.
Many problems in the world of queueing systems require infinite state spaces.
As a consequence there are infinitely many different policies. Other difficulties
include rewards or costs that depend on the next state, aperiodicity, the Markov
property, and decision epochs. However, probably the most difficult problem
has to do with the curse of dimensionality in DP, which refers to the problem
of an exponential growth in the number of states by adding one dimension to
the state space. Due to large state spaces, and related to that, the many possible
policies, standard methods from DP are not applicable anymore. The standard
methods, e.g., value iteration and policy iteration, require to keep track of values
for each state in the state space, which can be infinitely large, and take too much
time for their calculations. Both methods also ask for a complete description
of the system dynamics. In case this is not available, or difficult to obtain, this
problem is referred to as the curse of modeling.
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The call center that we have seen in Section 1.1 is an example of a continuous-
time process in which the state transitions occur continuously in time rather
than at discrete points in time. Contrary to discrete-time Markov processes, also
referred to as Markov chains, where state transitions occur equidistantly in time,
a Markov process stays an exponentially distributed amount of time in a state
before it jumps to an other state. The MDP framework is a particular form of
the sequential decision model, in which the next state of the system only depends
on the current state and action set, and is independent of the past.
Decision problems that are continuous in time have decision epochs or decision
moments that are also continuous in time. Contrary, a discrete-time decision
process has only fixed, deterministic, moments in time at which actions can be
chosen. For queueing systems this means, in general, a continuous-time decision
process, since the time between consecutive arrivals and departures is assumed
to be exponentially distributed. Nevertheless, a continuous-time MDP can be
transformed into a discrete-time MDP by uniformization (albeit under some con-
ditions, but in practice we can always do this). Like the time scale, the state space
is also not limited to discrete values, but might be continuous as well, e.g., to cope
with fluid models. A method like discretization can be applied to transform the
continuous state space into a discrete state space.
Besides DP as a solution technique that solves the problem using iterative meth-
ods and requires that the system dynamics are known, the methods of RL can
also be applied when the system dynamics are not completely known before-
hand. RL is about learning to take the optimal actions by means of exploration
and exploitation, and requires in fact only a sample path of the system. Monte
Carlo simulation techniques are used to learn both the optimal actions and the
system dynamics simultaneously. In fact, Monte Carlo simulation techniques re-
quire only experience (a sample path), describing a sequence of states, actions and
incurred costs by interaction with the environment. An other method, Temporal
Difference (TD) learning, combines the ideas from DP and Monte Carlo simu-
lation. To understand the idea of TD learning, imagine a simple example like
driving a car from A to B. Upon departure from A an estimate of the remain-
ing travel time is known. While driving, new information becomes available.
Perhaps the first ten kilometers took longer than estimated, and based on this
information, one can update the estimates of the remaining travel time at any
point on the route from A to B. It is all about learning the values of states in the
state space. There is a whole family of TD learning methods, denoted by TD(λ),
where λ specifies the way in which information is used to update estimates.
To solve the problem, and to derive optimal policies or the action to choose if the
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system is in a particular state, the value function plays an important role. Both
DP and RL provide techniques to obtain the value function. To obtain the value
function one can try, e.g., to solve the Poisson equations and obtain a closed-
form expression for the value function V . However, this is analytically often
very difficult, or even impossible. Then one moves on to iterative algorithms to
obtain a value function, which maps each state to a real-valued number. Almost
all methods described above, ranging from value iteration and policy iteration
to simulation type of methods, store the value function V as a look-up table.
For large state spaces, this is, as it is to solve the Poisson equations, not pos-
sible. This time because of the computational requirements, since a value for
each state should be stored in memory. For already simple-looking systems, like,
e.g., routing to ten different parallel queues and limited queue sizes, the memory
requirements would be in the order of Gigabytes.
The value function V plays a role in the policy iteration algorithm. This al-
gorithm starts with an initial policy pi(0), and improves upon that policy using
the corresponding value function V pi
(0)
. The sequence can be continued until
the policy cannot be improved anymore, yielding the sequence pi(0) → V pi
(0)
→
pi(1) → V pi
(1)
→ pi(2) → · · · . Observe that the value function V is necessary. In-
stead of performing the policy iteration algorithm until the best policy is found,
practice shows that the biggest improvement is obtained after the first step of the
algorithm, resulting in pi(1). Therefore, it is crucial to start with an initial policy
pi(0) that is of good quality. In that case, one can also perform just one step of
the policy iteration algorithm to obtain a good policy. Since the value function
depends on the initial policy, one can start with a policy such that the system
consists of independent subsystems of which the value functions are known or
can be computed easily. As a result, the value function of the whole system is
then the sum of the value functions for the subsystems. However, the question
arises whether this policy is a good initial policy, such that after one step of the
policy iteration algorithm, a good policy is found.
Because of the computational requirements, we look for a closed-form expres-
sion for V . If one could find such an expression, then only the parameters of
that function have to be stored in order to use the value function V . However,
it is hard to derive this analytically. Therefore, the idea is to use a parameterized
function V˜ and to tune the parameters such that V˜ is a good approximation for
the value function V . The functional approximation approach in combination
with DP techniques is often referred to as Approximate Dynamic Programming
(ADP), while the combination with RL is also known as Neuro-Dynamic Pro-
gramming (NDP), since it is a combination of methods from several different
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fields like neural networks, artificial intelligence, cognitive sciences, simulation
and approximation theory. A parameterized function is, however, not the only
way to deal with the curse of dimensionality. Besides that approach, one can, e.g.,
approximate the system with a simpler system by combining states, that results
in a smaller system that can be solved using existing techniques.
In fact now, both the curse of dimensionality and the curse of modeling can be
handled. Although techniques from NDP and ADP sound practically useful,
there are a couple of difficulties. First of all, one should come up with an ap-
propriate functional approximation that is rich enough to approximate the value
function V very well. The choice of the structure of the functional approxima-
tion is rather an art than exact science, but it is guided by substantial theory.
Second, the way to determine the best approximation is kind of vague, since it
is not immediately clear what the objective is. For some decision processes it is
not the actual value that is important, but the relative behavior of the function
in each direction of its dimension. Third, if one wants to tune the parameterized
function V˜ such that it is close to V , one needs a way to do this without knowing
V , since that is what is sought for initially. Further questions arise, e.g., on how
to select a smaller set of states to work with, since the initial state space is too
large, and on how to penalize a difference between V and V˜ for different states.
These are just a couple of difficulties, and it is even not the complete list.
There are different structures possible for the functional approximation, ranging
from polynomial basis functions to neural networks and more complicated kind
of structures. The art is to select a suitable structure and to train its parameters
in such a way that good policies can be derived as a final result. The training
is usually done by considering only a subset of the entire state space, with the
idea that a good fit on the subset also results in a good fit for the whole state
space. Therefore, the choice of the subset and the generalization of the approx-
imation structure, become important. Furthermore, the final purpose is to find
good policies and hence one wants to make optimal decisions in states that are
frequently visited by the process. For these states, it is therefore more important
to have a good approximation for the value function than it would be for states
that are less frequently visited.
At this point the importance of the value function is clear; it is used in order to
derive optimal policies. However, for problems with large state spaces, iterative
methods suffer from the curse of dimensionality, and analytical solutions are
intractable. That is the reason why an approximation of the value function is
important. It reduces the computational requirements and, more importantly, it
results in good policies. Now that we have seen all elements of an MDP, it is time
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Ps(λ)
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Figure 1.3. The system of the example. Arrivals occur according to a Poisson process
with rate λ, are routed to one of the N queues and servers, and are served with rate µi
(i = 1, . . . , N ).
to look at an example.
Example: routing to parallel servers
We consider a simpler version of the example in the beginning of this chapter.
Consider a service center to which customers arrive, are given service, and leave
the service center. The service center can be anything in practice; a hospital, a
general practitioner, a call center, and so on. Of course, people arrive at random
moments in time, and upon arrival, they can be routed toN parallel servers, each
having their own queue in front of the server. Let the time between consecutive
arrivals be exponentially distributed with on average λ arrivals per unit of time.
Such a process is a Poisson process (Ps) with rate λ. If, after routing to a server, the
server is busy, the customer enters the queue in front of that server. Furthermore,
let the service times be exponentially distributed with rate µi for the i-th server,
i = 1, . . . , N . Upon a service completion, the completed server takes the longest
waiting customer out of its queue or idles if its queue is empty. This setting is
depicted in Figure 1.3.
To say something about the optimal routing policy, the problem is formulated
into the MDP framework by introducing a state space, an action space, decision
epochs, a reward or cost function, and transition probabilities (cf., Figure 1.2).
Customers do not like to wait in the queue, so the system incurs costs for every
time unit a customer spends in the system. Look at each server with its queue
as a single object, meaning that we have N objects. If we know, e.g., that there
are four customers in the first object, it actually means that one customer is
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being served, and three customers are waiting. For each of the N objects, we
should know the number of customers in that queue and in service, that can be
any number in the set {0, 1, 2, . . .}, which is called the set of natural numbers
including 0, denoted byN0. Since we have N such objects, the state space would
be NN0 . A state (x1, . . . , xN ) in N
N
0 represents that there are x1 customers in
the first object, x2 customers in the second object, and so on. We define the cost
function to be c(x1, . . . , xN ) = x1 + · · ·+ xN . The action space is simple; upon
arrival, in each state there areN possible actions, representing the queue to route
an arriving customer to. The decision epochs are the moments when a customer
arrives. Let us focus on the average-cost criterion. The transition probabilities
are easy to derive, but we do that in Chapter 2 after the uniformization method
has been discussed.
1.3 Markov Decision Processes
The roots for MDPs date actually back to the early work in sequential analysis by
Wald (1947) in [87]. In the early 1950s Bellman studied the concept of dynamic
programming, resulting in the book [4] in 1957, which was based on the earlier
work of Wald. The idea was to make decisions not only based on the immediate
rewards or costs, but to take into account the future dynamics of the system
as well. Not a long time after the appearance of the book by Bellman (1957),
the book [34] was written by Howard (1960) about dynamic programming and
Markov processes. Both Bellman and Howard have had a huge impact on the
popularization of the subject.
Different names are used in the literature to refer to the theory of MDPs. One
also uses the terms sequential stochastic optimization, discrete-time stochastic
control, and stochastic dynamic programming. During the years several books
appeared, e.g., [37] by Kaufmann and Cruon (1967), and [31] by Hastings (1973)
with a focus on management applications. The book [53] written by Norman
(1972) discusses state reduction by identifying problem characteristics. Other
well-known books are [19] by Denardo (1982), [66] by Ross (1983), [58] by Puter-
man (1994), [5] by Bertsekas (1995), [8] by Bertsekas and Tsitsiklis (1996), and [85]
by Tijms (2003).
The optimality equations were introduced by Bellman (1957). The infinite time
horizon problem was first considered explicitly by Bellman (1957) and Howard
(1960), where Howard paid attention to the optimal policy for the discounted
costs and average costs objectives. The total expected costs objective was early
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studied in [13] by Blackwell (1962). However, in [76] Shapley (1953) looked at
a stochastic two-person game which is almost similar to an MDP with the total
expected costs objective.
As most decision problems in real-life are of stochastic nature, MDPs received a
lot of attention over the years. In order to make optimal decisions, one needs
to solve the optimality equations, and that was mainly the focus of researchers
until the early 1980s. Bellman (1957) showed that iterative algorithms to solve the
optimality equations converge to the correct value function, which is the solution
to the optimality equations. Later in time, modifications to the value iteration
and policy iteration algorithm appeared to speed up the process. Puterman and
Shin (1978) came up in [59] with a modified value and policy iteration algorithm.
Cavazos-Cadena (1989) in [17] determined necessary conditions for the existence
of a bounded solution to the optimality equations for average-reward problems.
In that time, around 1975, researchers had attention for semi-Markov processes
and unbounded rewards. Unbounded rewards were first studied by Harrison
(1972) in [30]. One year later, Lippman (1973) came up with [50] in which semi-
Markov decision processes are considered with unbounded rewards.
MDPs were designated to be useful for the kind of decision problems we men-
tioned before, in which the evolution of the system is partly random and under
the control of a decision maker. However, as real-life problems became more
complex over time, many real-life problems also became intractable, due to the
curse of dimensionality (Bellman, 1957), which refers to the problem of an ex-
ponential growth in the number of states by adding one dimension to the state
space. Standard (recursive) methods used in the framework of MDP, e.g., value
iteration and policy iteration, require to store values for all elements of the state
space and take too much time for their calculations. Because of the curse of
dimensionality, people had to look for ways to deal with that issue.
1.4 Reinforcement Learning
Temporal difference learning is inspired by studies of animal behavior as early
in the 1970s at the time where Rescorla and Wagner (1972) in [62] developed a
model to describe the changes in associative strength between a conditioned stim-
ulus and unconditioned stimulus by conditional trials. Imagine an animal that
gets food. If right before the food is served, a certain note is played, the animal
will associate the note with food. If this is repeated, the strength of the associ-
ation changes when time evolves. This form of associative learning is referred
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to as classical conditioning or Pavlovian conditioning, named after Pavlov who
demonstrated that form of learning.
Earlier, the work [73] by Samuel (1959) in which a heuristic search method was
used to train a computer to play a game of checkers can be seen as one of the
earliest applications where the key idea of temporal difference learning is applied.
The work of Samuel was the source for studies of other complex board games,
like backgammon. Tesauro (1995) in [84] used a neural network structure which
was trained using the TD method to serve as an evaluation function for different
board patterns in the game of backgammon.
Although before 1988 the ideas of temporal difference learning were used, the
first formal results in the theory of temporal difference methods were given
in [82] by Sutton (1988). Later in time, Bradtke and Barto (1996) in [16] and
Boyan (2002) in [15] looked at the least squares temporal differences method,
which solves a simulation generated approximation to the projected Bellman
equation. Bertsekas and Ioffe (1996) in [7] and Bertsekas, Borkar and Nedic
(2004) in [6] use projected value iteration to find a fixed point of the projected
Bellman equation.
Watkins (1989) in [89] introduced the concept of Q-learning, in which it is pos-
sible to obtain an optimal policy for systems where there is no description of
the system dynamics available. Closely related to Q-learning, Rummery and
Niranjan (1994) in [72] focused on a modification of the Q-learning algorithm,
and called it modified Q-learning. Later the term SARSA was introduced to re-
fer to the modified Q-learning algorithm. A similar method, but then suitable
for average-cost problems, called R-learning, was developed by Schwartz (1993)
in [74]. Singh (1994) gave in [78] a variation to this method for average-cost prob-
lems.
1.5 Approximate Dynamic Programming
The use of approximation methods in DP dates back to 1959, where Bellman and
Dreyfus introduced methods for approximating value functions in [3]. However,
much later, two major books were published, the book [8] by Bertsekas and
Tsitsiklis (1996) and the book [83] by Sutton and Barto (1998). These two books
caused a rapid growth in the Approximate dynamic programming community.
Another very well-known book in this field is [57] by Powell (2007). Neuro-
dynamic programming has shown to be very applicable in various areas.
In [8] a nice overview is given for different approximation structures, including
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both linear and nonlinear structures. Different types of neural networks are fre-
quently used as approximation structures. A multi-layer perceptron has proven
to be successful in the work [84] by Tesauro (1995) to learn to play backgam-
mon. Pang and Werbos (1996) used a new type of neural network in [54], a
simultaneous recurrent network, to approximate the value function. Features
are used with great success in various application areas. In [86] Tsitsiklis and Van
Roy (1996) provide a basis for feature extraction and simple approximation ar-
chitectures. Also using features, reasonable strategies for the game of Tetris are
developed. Approaches to reduce the state space were studied already by Whitt
(1978) in [90] and by Reetz (1977) in [60]. Another approach to use approxima-
tion architectures is by partitioning the state space, and to fit for each partition
a different architecture. This is nicely illustrated in several examples of [57] by
Powell (2007). The first use of linear programming in combination with value
function approximation dates back to 1985 when Schweitzer and Seidmann used
the linear programming approach in [75]. In [21] De Farias and Van Roy (2003)
improved upon the original formulation.
Even other types of functions are used as approximation structure. Recently,
Deisenroth, Rasmussen and Peters (2009) in [18] used Gaussian processes as an
approximation architecture. Konidaris and Osentoski (2008) use the Fourier Ba-
sis in [39]. Another recent idea is to construct bases for value functions automat-
ically (see, e.g., [38] by Keller, Mannor and Precup (2006)).
Neural networks
Like temporal difference learning that was inspired by studies of animal behavior,
so are neural networks based on biological studies and neurosciences to describe
the nervous system. Neural networks are part of the artificial intelligence com-
munity, and refer to the circuit of biological neurons. Artificial neurons try to
mimic biological neurons and their interactions. At the roots we find neurobi-
ological studies in the end of the nineteenth century. However, it remained un-
clear until the mid-twentieth century how nerves behave and how they interact
exactly. Imagine that artificial nodes correspond to the biological neurons. With-
out going too much into detail, biological neurons can propagate information
to other neurons by their synaptic connections, modeled by links in an artifi-
cial neural network. The strength of the connections between different neurons,
the efficiency of the synaptic transmission, are represented by the weights. A
neuron can be active, and then sends a small amount of electric current, it fires,
depending on the input received by other neurons. The fire frequency is seen
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Figure 1.4. Perceptron.
as the output of a neuron. In an artificial neuron the output is the result of an
activation function.
One of the simplest neurons would be the perceptron, invented in [64] by Rosen-
blatt (1958), see Figure 1.4, that also nicely illustrates the correspondence with
biological neurons. In Figure 1.4, the information sent to the neuron consists
of the values 1, x1 up to xn. The strength of the connections are given by the
weights w0, w1 up to wn. If the input to the neuron (1·w0+x1 ·w1+· · ·+xn ·wn)
exceeds a threshold, then the output of the neuron would be 1, else it would be
0. In general, the output is given by a function, and is therefore not limited to
the values 0 and 1 only. The function described above is a threshold function,
which clarifies the symbol in the neuron. Combining multiple perceptrons in
different layers and with interconnections results in, what is called, multi-layer
perceptrons (MLPs). A particular form of MLPs is one where only forward
connections exist, and is referred to as feedforward MLPs. The weights of the
network are trained using the backpropagation method, which was proposed by
Rosenblatt (1961) in [65], and later other researchers came up with modifications.
The backpropagation method is actually a steepest descent method to minimize
the output error of the network, involving partial derivatives. Despite the many
parameters in the network, the nice structure of feedforward neural networks
causes the error to propagate back through the network from the output nodes
to the input nodes. This is where the term backpropagation originates from.
1.6 Outline of the thesis
So far we have mentioned a couple of issues about the application of approxima-
tion techniques in combination with DP and RL. In the remainder of this thesis,
we touch upon several of them. The outline of the thesis is as follows.
In Chapter 2 we discuss the basic theoretical concepts that are important and
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needed for the other chapters. We also give our view on several methods and
discuss some modifications to speed up the computational time. Different ap-
proximation architectures are discussed, and are illustrated by examples.
Then we move on to Chapter 3 which is based on [67] by Roubos and Bhulai
(2007), where we focus on ADP applied to average-cost decision problems with
countably infinite state spaces. For this kind of problems, the ADP algorithms
may converge to non-stable solutions and the use of the Bellman error minimiza-
tion method requires knowledge on the average costs in advance. We look at both
issues by providing a basis for the approximation structure such that the unique
stable solution will be attained and we express the average costs as an equation
that is used in the minimization process of the Bellman error method. Our re-
sults are built upon the polynomial approximation architecture, and the order
of the polynomial should be taken at most one degree higher than the order of
the cost function used. The chapter includes illustrations for the broad class of
birth-death processes.
Modeling a decision problem requires to make certain choices about the infor-
mation to put in the mathematical model. For real large problems, this implies
a lot of different possible states. One wants to model the information in such
a way that the state space remains compact. In Chapter 4 we argue why this is
not required when using ADP techniques and show that by increasing the state
space, or what turns out to be equivalent, by defining features, the quality of the
approximation for the value function increases. On the other hand, a different
approach is state space aggregation to reduce the state space. For birth-death pro-
cesses we show in Chapter 4 that the value function for the reduced aggregated
model has nice connections with the value function for the full model. We use
the Poisson equations and mention the temporal difference method for solving
for the value function. An idea on how to aggregate is given, and is illustrated by
an example.
In Chapter 5 we consider a high-dimensional load-balancing problem. The gen-
eral load balancing problem is not fully solved yet, and in this chapter, which is
based on [68] by Roubos and Bhulai (2009), we look at a specific kind of load-
balancing where we do the load-balancing on basis of session-level instead of the
traditional request-level. This implies that for each client one should know on
which server its session runs, and the number and type of jobs that are run-
ning for that client. Hence, we run into the problem of large state spaces. We
apply the technique of state space aggregation at two levels of aggregation. Each
time we formulate a new approximate Markov decision process, and compare the
policies found by means of simulation to well-known load-balancing algorithms
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that are used in practice. Our policies are scalable with the problem instances,
and extensive numerical experiments show that the policies have near-optimal
performance.
Using an approximation structure of the form V˜ (x, r) =
∑N
k=1 rkφk(x) only
requires to know the vector of coefficients r. Based on r, one can take actions for
each state in the state space by considering the optimality equations. However,
the approximation V˜ corresponds to one problem instance. For other values,
e.g., for the arrival rate λ, the approximation V˜ looks different, expressed in a
different parameter vector r. For systems with time-varying parameters, it is
nice to have a value function approximation that is not only variable in x but
also in the time-varying parameter λ, replacing V˜ (x, r) by V˜ (x, λ, r). The idea
in Chapter 6, which is based on [70] by Roubos and Bhulai (2010), is to describe
the parameter vector r as a function f of the time-varying parameter. Based on
the current value of the time-varying parameter, we then can generate control
strategies online using the approximation structure with the parameter vector
that is given by the function f . We demonstrate this technique and the technique
of Approximate Value Iteration for the optimal admission control in a retrial
queue with abandonments and time-varying parameters. We handle the difficulty
of an unobservable retrial queue by using a Bayesian estimation procedure.
The call center example in Section 1.1 is the subject of Chapter 7, which is based
on [69] by Roubos and Bhulai (2010). We apply a decomposition approach to
alleviate the curse of dimensionality. Based on this approximation of the system,
we illustrate the performance of our derived policies. The policies are found to be
close to optimal, although some further improvements are possible by approxi-
mating the call center system directly by the use of a parameterized function. We
compare several methods, and focus on different topologies with specialists and
generalists to cross-trained agents as well. The parameterized function we used
turns out to perform very well, and therefore seems promising for larger-scaled
call centers as well.
Chapter 2
Mathematical framework
In this chapter we formalize the framework of MDPs and concepts discussed
in Chapter 1 by introducing mathematical notations and presenting the neces-
sary theory for the following chapters. Furthermore, different techniques are
discussed and applied to several examples.
2.1 Markov decision theory
In this section, we state the most important fundamentals of the Markov decision
theory and introduce the notation used in the sequel. Let a Markov Decision
Process (MDP) be defined by the tuple
(
X , {Ax |x ∈ X}, p, c
)
, where the set X
denotes the discrete state space, the finite set Ax is the action set from which an
action can be chosen when the system is in state x ∈ X , p(x, a, y) is the transition
probability function describing the probability of going from state x to state y
when action a ∈ Ax is chosen, and c(x, a) is the cost function describing the
real-valued costs that the system incurs in state x when action a is chosen. In
case the costs are independent of the action, we write c(x) for the cost function.
The set of policies Π is defined by all functions pi : X → Ax, i.e., a deterministic
function that maps each state x ∈ X onto an action a ∈ Ax. Let Xt and At
denote the random variables for the state that the system is in at time t ∈ N and
the corresponding action at that time epoch, respectively. Then, under a policy
pi ∈ Π, the average costs, total costs, and discounted costs (with 0 < α < 1) for
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an MDP starting in state X1 = x are obtained by, respectively,
g(x, pi) = lim
T→∞
E
pi
x
1
T
T∑
t=1
c(Xt, At),
vN (x, pi) = E
pi
x
N−1∑
t=1
c(Xt, At) + c(XN ),
vN,α(x, pi) = E
pi
x
N−1∑
t=1
αt−1c(Xt, At) + α
N−1c(XN ).
In the sequel, we assume that the Markov chain is unichain. A Markov chain
is called unichain if the transition matrix corresponding to every deterministic
policy pi ∈ Π consists of a single recurrent class plus a possibly empty set of tran-
sient states. This assumption guarantees that the cost criterion is independent of
the starting state X1 (see [58]), and we write g(pi), vN (pi), and vN,α(pi). Further-
more, we assume that the Markov chain is aperiodic. Note that by our definition
of an MDP, vN (pi) always exists and is bounded if |c(x, a)| is bounded and N is
finite. For N → ∞, criteria exist for the existence of vN (pi), cf., [58] by Puter-
man (1994). The discounted cost vN,α(pi) exists for bounded values of |c(x, a)|.
For the average cost g(pi) we assume that |c(x, a)| is bounded with respect to a
suitable norm (which is given later in Chapter 3).
From now on, we focus on the average-cost criterion. Therefore, the objective
is to find a policy pi∗ such that the long-run expected average cost is minimized,
i.e., to obtain g∗ defined by
g∗ := g(pi∗) = inf
pi∈Π
g(pi).
The above description does not provide a practically feasible way to obtain g∗. A
different way to derive g∗ is by solving the optimality equations given by
g + V (x) = min
a∈Ax
[
c(x, a) +
∑
y∈X
p(x, a, y)V (y)
]
, x ∈ X , (2.1)
with V (x) denoting the relative value function. Note that the solution to Equa-
tion (2.1) is not unique. If the pair (g, V ) is a solution, then so is the pair
(g, V + c). Therefore, the interpretation of V (x) is the difference in accrued
costs when starting the process in state x relative to some reference state. In the
sequel, we look at queueing systems for which we choose the state 0 ∈ X as the
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reference state so that V (0) = 0. The relative value function is crucial in deriving
optimal actions. To illustrate this, fix a policy pi and evaluate the performance of
it by solving the Poisson equations
g + V (x) = c
(
x, pi(x)
)
+
∑
y∈X
p
(
x, pi(x), y
)
V (y), x ∈ X . (2.2)
The policy pi can be improved upon to obtain a better policy pi′ using V as follows
pi′(x) = arg min
a∈Ax
[
c(x, a) +
∑
y∈X
p(x, a, y)V (y)
]
, x ∈ X . (2.3)
The new policy pi′ can be evaluated to obtain V ′, and an improved policy pi′′
can be obtained based on V ′. This procedure, called policy iteration, can be con-
tinued and converges to the optimal policy. Hence, the relative value function
is quite important for optimal decision making. Note that this procedure also
illustrates that in every step the relative value function for every state needs to
be stored in memory, since it is used in the next step. Thus, this procedure has
memory requirements that are of the order of the state space, i.e., |X |. How-
ever, for many problems the memory requirements quickly exceed the capacity
making this procedure impractical. This is known as the curse of dimensionality,
which states that the computational requirements grow exponentially with the
dimension of the state space. The same holds for other solution techniques, such
as value iteration that calculates the relative value function recursively by
Vt+1(x) = min
a∈Ax
[
c(x, a) +
∑
y∈X
p(x, a, y)Vt(y)
]
. (2.4)
For conditions on the convergence of value iteration we refer to Chapter 8 of [58].
For the problems we study, value iteration always converges. After convergence,
we can set V (x) := V (x)−V (0), so as to obtain V (0) = 0 for the reference state.
If we fix a policy pi instead of taking the minimizing action in Equation (2.4) we
can evaluate the performance of the policy pi recursively by
Vt+1(x) = c
(
x, pi(x)
)
+
∑
y∈X
p
(
x, pi(x), y
)
Vt(y), (2.5)
which is called policy evaluation. In the sequel we refer to policy evaluation
implicitly by referring to value iteration for a fixed policy.
The pseudo codes for policy evaluation, policy iteration, and value iteration are
shown in Figure 2.1, Figure 2.2, and Figure 2.3, respectively. With the notation
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Policy Evaluation
Let n = 0 and V pin (x) = 0 for all x ∈ X , and let  be some small number.
repeat:
n := n+ 1
for each x ∈ X do:
V pin (x) := c
(
x, pi(x)
)
+
∑
y∈X p
(
x, pi(x), y
)
V pin−1(y)
end do.
max := −1010
min := 1010
for each x ∈ X do:
min := MIN(min, V pin (x)− V
pi
n−1(x))
max := MAX(max, V pin (x)− V
pi
n−1(x))
end do.
until (max−min < ).
V pi(x) := V pin (x)− V
pi
n (0) for all x ∈ X
g := (min+max)/2
Figure 2.1. Pseudo code policy evaluation algorithm.
V pi we emphasize that the value function corresponds to policy pi. The policy
evaluation and value iteration algorithms stop when for all states x ∈ X , the
differenceVn(x)−Vn−1(x) is less than  away from the average costs g. Therefore,
the average costs are obtained by g = (min+max)/2 in the method. Note that
the value iteration algorithm provides the optimal average costs g∗.
The policy iteration algorithm stops when the newly obtained policy pi(n) is the
same as the previous policy pi(n−1), i.e., as soon as there is no change in the
optimal action for each state x ∈ X . The algorithm is guaranteed to find the
optimal policy in case of a finite number of possible policies.
2.1.1 Markov processes
To handle continuous-time Markov chains, we apply a method that is called uni-
formization. While in discrete-time Markov chains the jumps occur equidistantly
in time, in continuous-timeMarkov chains the time until the next jump is defined
by a probability distribution. We only consider a special type; the exponential
distribution. Then, the continuous-time Markov chain is referred to as a Markov
process.
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Policy Iteration
Let n = 0 and let pi(0) be an arbitrary policy.
repeat:
n := n+ 1
Calculate V pi
(n−1)
(x) for all x ∈ X using Policy Evaluation
for each x ∈ X do:
pi(n)(x) = argmina∈Ax
{
c(x, a) +
∑
y∈X p(x, a, y)V
pi(n−1)(y)
}
end do.
until pi(n) = pi(n−1).
Figure 2.2. Pseudo code policy iteration algorithm.
Let the random variable X be exponentially distributed with parameter µ, then
the distribution function is given by
P(X ≤ t) = 1− e−µt, t ≥ 0.
The exponential distribution satisfies the memoryless property. More specifi-
cally, this property implies that
P(X > t+ s|X > s) = P(X > t), for all s, t ≥ 0.
Furthermore, if we consider N exponential random variables and let Xi ∼
exp(µi) for i = 1, . . . , N , then the random variable Y = min{X1, . . . ,XN}
is exponentially distributed with parameter
∑N
i=1 µi,
P(min{X1, . . . ,XN} < t) = P(Y < t) = 1− e
−t
∑N
i=1 µi . (2.6)
A Markov process is usually defined by the transition rates λ(x, a, y) instead of
the transition probabilities p(x, a, y). The time to move from state x to state y
by choosing action a is then exponentially distributed with parameter λ(x, a, y).
According to Equation (2.6), the time that the process stays in state x is therefore
exponentially distributed with parameter
∑
y λ(x, a, y). We denote the expected
time that the process stays in state x before a transition occurs when action a is
chosen by τ(x, a).
By uniformization, we construct a new process with rates λ′(x, a, y) such that
τ ′(x, a) = 1/γ. Therefore, choose γ ≥
∑
y∈X λ(x, a, y) for all x ∈ X and
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Value Iteration
Let n = 0 and Vn(x) = 0 for all x ∈ X , and let  be some small number.
repeat:
n := n+ 1
for each x ∈ X do:
Vn(x) := mina∈Ax
{
c(x, a) +
∑
y∈X p(x, a, y)Vn−1(y)
}
end do.
max := −1010
min := 1010
for each x ∈ X do:
min := MIN(min, Vn(x)− Vn−1(x))
max := MAX(max, Vn(x)− Vn−1(x))
end do.
until (max−min < ).
V (x) := Vn(x)− Vn(0) for all x ∈ X
g := (min+max)/2
Figure 2.3. Pseudo code value iteration algorithm.
a ∈ Ax, and define the rates λ′(x, a, y) for the new process to be
λ′(x, a, y) =
{
λ(x, a, y), if x 6= y,
γ −
∑
x 6=y λ(x, a, y), if x = y.
Note that the new process has indeed expected transition times τ ′(x, a) = 1/γ.
The transition probabilities p(x, a, y) are obtained by λ′(x, a, y)/γ.
The Poisson equations (2.2) for Markov processes change, and become
τ
(
x, pi(x)
)
g + V (x) =
τ
(
x, pi(x)
)
c
(
x, pi(x)
)
+
∑
y∈X
p
(
x, pi(x), y
)
V (y), x ∈ X .
After uniformization and using the transition rates λ′
(
x, pi(x), y
)
, the Poisson
equations are given by
g
γ
+ V (x) =
c
(
x, pi(x)
)
γ
+
∑
y∈X
λ′
(
x, pi(x), y
)
γ
V (y), x ∈ X ,
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or written in a different form by
g + γV (x) = c
(
x, pi(x)
)
+
∑
y∈X
λ′
(
x, pi(x), y
)
V (y), x ∈ X . (2.7)
The form of these Poisson equations looks similar to the ones of Equation (2.2),
except that most terms are divided by γ and that the transition probabilities are
replaced by transition rates. The application of value iteration gives
(
Vt+1(x) −
Vt(x)
)
→ g/γ as t → ∞ (see, e.g., [58]). The policy improvement step is given
by
pi′(x) = arg min
a∈Ax
{(
c(x, a) − g
)
τ(x, a) +
∑
y∈X
p
(
x, a, y
)
V (y)
}
,
in which the term g can be ignored, because by uniformization τ(x, a) = 1/γ
for all x ∈ X and a ∈ Ax. Note that in terms of the transition rates λ′(x, a, y)
the above equation is equivalent to
pi′(x) = arg min
a∈Ax
{
c(x, a) +
∑
y∈X
λ′
(
x, a, y
)
V (y)
}
,
which is similar to Equation (2.3).
2.2 Reinforcement Learning
This section is dedicated to the field of reinforcement learning, and in particular
to the Temporal Difference learning (TD) method. We use the same notation
as in Section 2.1. Assume that a sample path of the process (X1, c1, A1, . . .) is
available. If not, one can easily generate a sample path by means of simulation
if the system dynamics are known. Temporal difference learning is a stochastic
approximation method.
The Robbins-Monro stochastic approximation method updates the value of a
parameter (possibly a vector) θ as soon as new information becomes available.
More formally, let θt denote the estimate at time t. Then, for a given difference
dt, the update of θt takes the form
θt+1 = θt + αtdt,
where αt is a stepsize parameter. Usually it should satisfy the properties that∑∞
t=1 αt =∞ and that
∑∞
t=1 α
2
t <∞.
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By rewriting the Poisson equations (2.2) the relation between Xt and Xt+1 is
given by
V (x) = c(x)− g +
∑
y∈X
p
(
x, pi(x), y
)
V (y)
=
∞∑
k=0
E
pi
[
c(Xt+k)− g|Xt = x
]
!
= Epi
[ ∞∑
k=0
c(Xt+k)− g|Xt = x
]
= Epi
[
c(Xt)− g +
∞∑
k=0
c(Xt+1+k)− g|Xt = x
]
= Epi
[
c(Xt)− g + V (Xt+1)|Xt = x
]
,
for all t = 1, 2, . . ., and where step
!
= is justified by the Fubini theorem.
Now, let the difference dt = c(Xt) − g + V (Xt+1) − V (Xt), representing the
difference between an estimate of the cost-to-go based on the simulated outcome
of the current state, and the estimate V (Xt). The temporal difference dt indicates
whether the estimate for V (Xt) should be raised or lowered. To put this into the
Robbins-Monro framework, the following iterative method is obtained
Vt+1(Xt) = Vt(Xt) + αt
[
c(Xt)− g + Vt(Xt+1)− Vt(Xt)
]
. (2.8)
In the method above we only look at one single state ahead, i.e., to update the
value of state Xt we look at the value of state Xt+1. The number of epochs we
look ahead it not restricted to one. Since
V (Xt) = E
pi
[ l∑
m=0
(
c(Xt+m)− g
)
+ V (Xt+l+1)
]
,
we have an l-step look-a-head. If we take a weighted average of all l-step look-a-
heads with weight factor (1 − λ)λl (note that for l → ∞ the sum of the weight
factors equals one), we use more information. Instead of updating V (Xt) on basis
of the 1-step look-a-head, it is updated according to the weighted average of the
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l-step look-a-heads. The general form of TD(λ) is therefore given by
Vt+1(Xt) = Vt(Xt) + αt
[ ∞∑
m=0
[
(1− λ)λm
m∑
l=0
(
c(Xt+l)− g
)
+ Vt(Xt+m+1)
]
− Vt(Xt)
]
= Vt(Xt) + αt
[ ∞∑
m=0
λm
[
c(Xt+m
)
− g
+ Vt(Xt+m+1)− Vt(Xt+m)
]]
.
(2.9)
Notice that the average costs g is in the update step, but this is generally unknown
beforehand. Given a sample path, the average costs can be obtained. However,
this requires a sample path that is long enough to represent the steady-state be-
havior of the system. Likewise to the derivation of the update rule for V (Xt)
we can derive the same update rule for the average costs. To update the value
of a state, and the average costs, a look into the future is necessary. This is the
forward view of TD(λ). Contrary, the backward view needs only to consider the
sample path so far. In case of λ > 0, the TD(λ) method uses an eligibility trace
et(x) for state x ∈ X at time t. At each iteration step of the method the eligibility
traces are updated. More specifically, et(x) = λet−1(x) + 1{Xt=x}. The traces
provide information on how recently a state has been visited in the sample path.
More recently visited states are then more eligible for the temporal difference dt.
The final algorithm is presented in Figure 2.4, where a pseudo code is given to
illustrate the method for average-cost problems.
However, knowledge of at least some parts of the system dynamics make it pos-
sible to improve the process. Our convention to take V (0) = 0, results in an
expression for g given by
g = c(0) +
∑
y∈X
p(0, y)V (y).
We construct sample paths as follows. Start the system in an arbitrary state, and
continue until the system reaches state 0. The advantage is that also states are
included in the paths that are not visited very often according to the steady-state
probabilities. We propose an alternative algorithm that uses the information in
each sample path only once, and updates the value of g after a whole sample
path has been considered. That algorithm is depicted in Figure 2.5. Note that
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Temporal difference learning for average-costs problems (Method 1)
Initialize V ≡ 0, e ≡ 0, and let g = 0.
Choose the step size parameters α and β.
n := 0
Repeat:
n := n+ 1
δ := c(xn)− g + V (xn+1)− V (xn)
e(xn) := e(xn) + 1
For all x ∈ X do:
V (x) := V (x) + αδe(x)
e(x) := λe(x)
End do.
g := g + β
(
c(xn)− V (xn) + V (xn+1)− g
)
.
until the end of the sample path.
Figure 2.4. Pseudo code TD(λ) algorithm for average-costs problems.
in both methods (Figure 2.4 and 2.5) the stopping criterion can also be replaced
by the condition of a satisfying pair (g, V ). In order to accomplish that, sample
paths can be considered multiple times, and if we can simulate the system, we
can simulate the next state immediately. In the next section we compare both
methods (Figure 2.4 and 2.5) by means of an example.
2.2.1 Comparison example
Consider the same example as in Chapter 1 on routing to N parallel servers.
In [85] a similar model is discussed by Tijms (2003) where he looked at routing
toN parallel multi-server queues. For this example, the description of the model
as follows. Customers arrive according to a Poisson process with rate λ. Upon
arrival, the customer is routed to one of the N servers. If that server is busy,
the customer waits in the infinite waiting buffer in front of that server. The
customer is being served during an exponentially distributed amount of time
with parameter µi, i = 1, . . . , N , after which the customer leaves the system.
We take the initial policy pi(0) to be such that an arriving customer is routed
to queue i with probability pi, and
∑N
i=1 pi = 1. Note that each queue has
independent Poisson arrivals with rate piλ, since splitting a Poisson process by
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Temporal difference learning for average-costs problems (Method 2)
Initialize V ≡ 0, let g = 0.
Choose the step size parameter α.
Repeat:
n := 0
e ≡ 0
Repeat:
n := n+ 1
δ := c(xn)− g + V (xn+1)− V (xn)
e(xn) := e(xn) + 1
For all x ∈ X do:
V (x) := V (x) + αδe(x)
e(x) := λe(x)
End do.
until xn = 0.
g := c(0) +
∑
y∈X p(0, y)V (y).
until all sample paths are considered.
Figure 2.5. Pseudo code TD(λ) algorithm for average-costs problems.
means of probabilities, results in (independent) Poisson processes again. This
approach is also applied by Krishnan and Ott in, e.g., [46] and [45]. Now that we
have discussed uniformization in Section 2.1.1, we can easily obtain the transition
probabilities p(x, y). Take γ = λ +
∑N
i=1 µi ≥
∑
y λ(x, y) for all x ∈ X , and
add transition rates from state x to x such that
∑
y λ(x, y) = γ for all x ∈ X .
Denote the new transition rates by λ′(x, y). The transition probabilities follow
directly as p(x, y) = λ′(x, y)/γ. The Poisson equations are then given by (cf.,
Equation (2.7))
g +
(
λ+
N∑
i=1
µi
)
V (~x) =
N∑
i=1
[
xi + λpiV (~x+ ei) + µiV
(
[~x− ei]
+
)]
.
By taking this initial policy, we are able to compare the obtained value function
to the real value function, given by
V (x1, . . . , xN ) =
N∑
i=1
xi(xi + 1)
2µi(1− ρi)
,
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λTD λ µ1 µ2 # iterations method 1 # iterations method 2
0.2 0.4 0.3 0.3 39.92 79.44
0.4 0.4 0.3 0.3 18.28 78.39
0.6 0.4 0.3 0.3 56.69 66.27
0.8 0.4 0.3 0.3 37.10 17.94
0.1 0.4 0.4 0.4 13.67 6.50
0.8 0.4 0.4 0.4 10.58 2.30
0.6 0.8 0.6 0.6 17.65 11.32
0.8 0.8 0.6 0.6 17.16 6.19
0.9 0.8 0.6 0.6 40.78 3.96
Table 2.1. Comparison between the number of iteration needed (×106) for both TD
methods, with α = 10−3 and β = 10−5.
with ρi = piλ/µi. Because of the curse of dimensionality, we take N = 2 and
limit the number of customers in each queue by 19, hence we have 202 states,
and a state space that is given by X = {0, . . . , 19}2, with (x1, x2) ∈ X denoting
that there are x1 (x2) customers in the first (second) queue and in service at the
first (second) server. We take the routing probabilities pi proportional to the
service rates µi. Table 2.1 shows, for different problem instances, the number of
update-steps needed for both methods to satisfy 110
∑
x∈X ′ |V (x) − Vn(x)| < 1
for X ′ consisting of ten randomly chosen states from X , and with Vn(x) the
value function obtained after the n-th update-step.
Observe that the number of iterations needed for the second TD(λTD) algorithm
decreases if λTD increases. We expect that this relation is due to the fact that the
eligibility traces decay more slowly. In the first TD(λTD) algorithm, however,
the effect of the eligibility traces for large states is partly canceled because of
the steady-state probability of the system for which small states are visited more
often than large states.
2.3 Approximate Dynamic Programming
Making optimal decisions plays an important role in many stochastic systems.
The developed Markov decision theory is, however, only applicable to small-
sized problems. Stochastic systems that occur in practice are much bigger, and
therefore making the use of standard techniques inapplicable due to the size of
the state space (see, e.g., [83]). Recall that standard techniques require to store the
relative value function into memory. Standard techniques run out of memory or
take too much time for their calculations. However, the value function V plays
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a crucial role in the derivation of optimal policies; it is necessary in the policy
iteration algorithm. To alleviate the curse of dimensionality, stating that the com-
putational requirements grow exponentially with the number of state variables
(see, e.g., [83]), different approaches exist to derive (near-)optimal policies.
One-step policy improvement is concerned with the first step of the policy im-
provement algorithm (cf., Equation (2.3)). One starts with an initial policy pi(0)
for which the corresponding value function V pi
(0)
is known or is easy to cal-
culate, and performs only the first improvement step of the policy improvement
algorithm after which the policy pi(1) is obtained. A second improvement step re-
quires the value function V pi
(1)
, which is in general difficult to obtain analytically
due to the structure of the policy pi(1). In Section 2.2.1 we have taken the initial
policy in such a way that the system could be analyzed by independent parts.
The idea of decomposition is also applied in, e.g., [48], where the authors use
randomized routing as the initial policy to decompose the system into multiple
Erlang loss systems. Successful applications of the one-step policy improvement
method include [11] as well, where a multi-server queue is studied. Note that the
quality of the improved policy depends on the quality of the initial policy. The
latter is, however, constrained by the fact that it should be possible to obtain the
corresponding value function.
One-step policy improvement yields very good results if one starts with a reason-
able initial policy. By applying techniques fromApproximateDynamic Program-
ming (ADP) and Neuro-Dynamic Programming (NDP) one can approximate the
value function belonging to any policy, while the policies using the decomposi-
tion method are usually randomized policies. In order to approximate the value
function, one fixes an approximation structure, i.e., the value function is repre-
sented as a parameterized function V˜ (x, r) of the vector r. The learning phase
consists of tuning the parameters so as to minimize the distance between the real
value function and the approximation. Learning the parameters can be done in
several ways. We refer to the term ADP if the approximation structure is used
in combination with Dynamic Programming (DP) techniques and to the term
NDP when the approximation structure is used in combination with Reinforce-
ment Learning (RL) techniques, which is concerned with learning the relative
value function as the system interacts with the environment. Often only a subset
of the state space is considered in the process of tuning the parameters, and it is
assumed that the approximation structure generalizes well for other states. This
brings forth additional issues such as overfitting, which is the phenomenon that
a perfectly fitted model on the available subset of the state space does not general-
ize well to other states due to a model that has too many parameters. Techniques
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from both ADP andNDP provide a way to overcome the curse of dimensionality
that occurs in many decision problems; the problem decreases from storing |X |
values to storing |r| values only. Therefore, one chooses r such that |r|  |X |.
In the next section we provide an overview of existing techniques to find the
optimal parameter vector r for the approximation structure.
2.3.1 Methods
In Section 2.1 we showed the importance of the relative value function in or-
der to derive optimal policies. This section is concerned with different methods
aimed at tuning the approximation structure V˜ (x, r) such that it is a good ap-
proximation to the real relative value function. By the representation of the
value function as V˜ (x, r) it is immediately clear that a change in r does not affect
only a single state, but affects the value for possibly all states. This allows us to
consider only a subset X˜ of the state space X to determine the vector r. How-
ever, the choice for the states in X˜ becomes important, since it is that part of the
state space where the approximation is fitted on.
2.3.2 Bellman error minimization
Since the pair (g, V ) satisfies the Poisson equations (2.2), the Bellman errorD(x)
that one makes in the Poisson equations (2.2), given by
D(x) = −g − V (x) + c
(
x, pi(x)
)
+
∑
y∈X
p
(
x, pi(x), y
)
V (y), (2.10)
equals 0 for all x ∈ X . By using the approximation V˜ instead of the real value
function V , it is clear that V˜ should be such that it satisfies the Poisson equa-
tions (2.2) as good as possible. In case of an approximation structure V˜ that is
rich enough, a perfect approximation is possible. However, usually this is not
possible, and one makes an error in the Poisson equations for different states.
The quality of the approximation can be determined by writing down the Bell-
man error D(x, r) that one makes in the Poisson equations (2.2) by using V˜
instead of V , given by
D(x, r) = −g − V˜ (x, r) + c
(
x, pi(x)
)
+
∑
y∈X
p
(
x, pi(x), y
)
V˜ (y, r), (2.11)
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for all x ∈ X . To determine the optimal parameter vector r, we consider the
weighted sum of squared Bellman errors for a set of representative states X˜ ⊂ X ,
defined by
E(r) =
∑
x∈X˜
ω(x)D2(x, r), (2.12)
with the weights ω(x) ∈ R+. Note that the weight vector ω does not have
a significant impact when the approximation structure of V˜ (x, r) is such that
V (x) can be approximated exactly, since the error D(x, r) can always be made
zero. However, in the other case, the vector ω determines the quality of the
approximation, i.e., the quality of the approximation in state x and y compare
to each other as the relative value of ω(x) and ω(y). Furthermore, the set of
representative states X˜ becomes important. Although the weights ω(x) represent
the importance of the error that one makes in a particular state x ∈ X˜ , the choice
of the set of representative states also defines the quality of the approximation,
i.e., for states in X˜ the approximation is usually better than for states in X \ X˜ .
Minimizing E(r) falls into the type of regression techniques.
In order to derive a close to optimal policy, the decisions taken in the states that
are visited the most by the system are very important. Therefore, the subset
X˜ and the weight function ω(x) play an important role in the quality of the
approximation, and consequently in the quality of the policy improvement step
as well. The set X˜ should contain the most important states in the state space,
while ω should represent the importance of the states in X˜ , so as to find a good
approximation for the most important part of the state space. In Chapter 3
the numerical experiments show that the use of the stationary distribution as
weight function outperforms the use of equally weighted states. Furthermore,
in [22] the authors propose to choose the weight function so that it captures the
frequency with which different states are expected to be visited. This is exactly
the stationary distribution. It can occur that it is too difficult or that it takes too
much time to calculate the stationary distribution. However, when one has an
idea about the shape of the stationary distribution (e.g., a geometrical decay), the
weight function can be chosen such that it models the shape of the stationary
distribution. We use this approach in Chapter 6 where we use a specific form of
the weight function. The stationary distribution can also be used to determine
the set X˜ . An alternative approach is to obtain the most important states by
means of simulation of the system. However, when using simulation, one can
also tune the parameter vector online with the use of a TD algorithm.
One way to tune the parameter vector r is by using an iterative method. The
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gradient descent method starts with an initial vector for r, and the next vector r′
is obtained by
r′ = r − α
∑
x∈X˜
ω(x)D(x, r)∇D(x, r)
= r − α
∑
x∈X˜
ω(x)D(x, r)
(∑
y∈X
p
(
x, pi(x), y
)
∇V˜ (y, r)−∇V˜ (x, r)
)
,
where α is a stepsize parameter. In the field of neural networks (see, e.g., [52]),
there is a distinction between per-pattern and per-epoch learning. The latter is
also known as batch-mode learning. The update method described above is a
per-epoch learning algorithm, since the parameter vector r is adjusted only by
the sum of all suggested changes for a single state x ∈ X˜ at the end of an epoch,
i.e., after each state in X˜ has been considered. The Newton-Raphson method is
an iterative method to find a root of a function. Given a function f(x), and an
initial guess x for the root, the next guess x′ is obtained by
x′ = x−
f(x)
f ′(x)
.
Since E(r) is quadratic in r with 0 as lower bound, its minimum is attained for
the parameter vector r that is the root of all partial derivatives at the same time.
Therefore, the Newton-Raphson method with f(x) = E′(r) can be applied to
tune the parameter vector r so as to minimize the distance between the approxi-
mation and the real relative value function.
Both methods are aimed at finding the minimum of the sum of squared Bellman
errors using the derivative of E(r) in an iterative way. However, finding the
vector r such that∇riE(r) = 0 for all i = 1, . . . , n simultaneously is of the form
solving Ar = b, with A an |r| × |r|-matrix and b a vector of size |r|. Denote by
aij the element at row i and column j of the matrix A, then aij is the coefficient
belonging to rj obtained by taking the partial derivative of E(r) with respect to
ri. The i-th element in b is the constant term multiplied by −1 that is obtained
by taking the partial derivative of E(r) with respect to ri. Solving Ar = b for r
gives the parameter vector that minimizes E(r).
Example
Consider the same routing example as before (cf., Section 2.2.1), routing to N
different parallel servers. By taking the policy to route an arriving customer to
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queue iwith probability pi, we obtainN independent queueing systems (M/M/1
queues) for which the value functions are known. Now, suppose that we do not
know this, and that we want to approximate the value function. The Poisson
equations for theM/M/1 queue are given by
g + (λ+ µ)V (x) = x+ λV (x+ 1) + µV ([x− 1]+), x ∈ X .
By our convention that V (0) = 0, it follows immediately that g = λV (1). This
gives us the Bellman error D(x) given by
D(x) = −λV (1) + x+ λV (x+ 1) + µ(V [x− 1]+)− (λ+ µ)V (x) = 0,
for all x ∈ X . Take λ = 0.2, µ = 0.3, the set of representative states X˜ =
{0, 1, 2, 3}, and the approximation structure V˜ (x, r) = r1x2 + r2x. Then, by
replacing V (x) by V˜ (x, r) in the Bellman error D(x), and taking the weight
function ω(x) = 1 for all x ∈ X˜ , the sum of squared Bellman errors is given by
E(r) =
∑
x∈X˜
ω(x)D2(x, r) = (0.1r1 − 0.3r2 + 1)
2
+ (−0.1r1 − 0.3r2 + 2)
2 + (−0.3r1 − 0.3r2)
2.
By taking the partial derivatives, we obtain
∂
∂r1
∑
x∈X˜
D2(x) = 0.22r1 + 0.18r2 − 2.0,
∂
∂r2
∑
x∈X˜
D2(x) = 0.18r1 + 0.54r2 − 3.6.
Now we solve the equations ∂∂r1
∑
x∈X˜ D
2(x) = 0 and ∂∂r2
∑
x∈X˜ D
2(x) = 0 for
r1 and r2. By rewriting the set of equations into matrix notation, we obtain
Ar =
(
0.22 0.18
0.18 0.54
)(
r1
r2
)
=
(
2
3.6
)
= b,
with solution r1 = r2 = 5, and hence V˜ (x) = 5x2 + 5x.
2.3.3 Approximate value iteration
The Poisson equations are hard to solve analytically in practice. Alternatively, the
equations can also be solved by a recursive procedure known as value iteration for
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a fixed policy, which we called policy evaluation in Section 2.1. Recall that the
value iteration algorithm starts with an initial value for all states, e.g., V0(x) = 0
for all x ∈ X . The method then iterates by calculating Vn+1 for n = 0, 1, . . .
through
Vn+1(x) = c
(
x, pi(x)
)
+
∑
y∈X
p
(
x, pi(x), y
)
Vn(y), (2.13)
for all x ∈ X . It is known that this method converges and an -optimal approxi-
mation can be obtained when span
(
Vn+1(x)− Vn(x)
)
≤ .
The value iteration algorithm has a memory complexity that is of the order |X |.
For many practical problems, the size of the state space can be too large making
the value iteration algorithm intractable. Therefore, the relative value function
V (x) can be approximated by taking an approximation architecture V˜ (x, r) =∑R
i=1 riφi(x), with r a parameter vector and φi(x) a known set of basis functions
that is used for the approximation. In doing so, we only have to determine values
for r rather than V for each state.
The approximation structure can also be used in the value iteration algorithm.
In this case, each iteration step updates the parameter vector r. To this end,
let V˜n(x, r) be the n-th approximation of the relative value function. Based on
the approximation structure V˜n(x, r), the next value for each state, denoted by
Vˆn+1(x), is similarly computed as in Equation (2.13). After the calculation of
the next values, a (weighted) least squares problem is solved to tune r such that
it minimizes the distances between V˜n+1(x, r) and Vˆn+1(x). Since we use a func-
tional architecture (e.g., a polynomial), we can take a smaller set of states X˜ ⊂ X
that represents the set of representative states (see, e.g., [67]). The steps of this
approach are thus given by
1. Calculate Vˆn+1(x) by
Vˆn+1(x) = c
(
x, pi(x)
)
+
∑
y∈X
p
(
x, pi(x), y
)
V˜n(y, r), (2.14)
for all x ∈ X˜ .
2. Solve for r in the problem
min
r
∑
x∈X˜
wx
(
V˜n+1(x, r)− Vˆn+1(x)
)2
.
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Let n = |X˜ |, then the solution for this weighted least squares problem is
given by
r =
(
ATWA
)−1
ATWVˆ ,
with the matrix A and the weight matrixW given by
A =


φ1(x1) φ2(x1) . . . φR(x1)
φ1(x2) φ2(x2) . . . φR(x2)
...
...
. . .
...
φ1(xn) φ2(xn) . . . φR(xn)

 ,
and
W =


w1 0 . . . 0
0 w2 0
...
. . .
...
0 0 . . . wn

 .
3. Repeat step 1 with the new vector r until convergence is achieved.
The value iteration algorithm with the approximation architecture is called ap-
proximate value iteration. Normally, the average cost g is obtained by calculat-
ing Vn+1(x) − Vn(x) after convergence. In our case, we have g ≈ V˜n+1(x, r) −
V˜n(x, r). Therefore, there is no need to estimate g beforehand in contrast to
solving the Poisson equations directly. Note that we can also easily obtain an ap-
proximation to the value function with V˜ (0, r) = 0 by subtracting V˜ (0, r) from
V˜ (x, r) for all x ∈ X .
Recall that we started out by fixing a policy pi. However, for Markov decision
processes we are interested in finding the optimal policy. We thereforemodify the
approximate value iteration method such that it generates a sequence of policies,
based on the relative value function, that converges to an optimal policy. This
gives rise to the sequence (V˜ pi
0
, pi1, V˜ pi
1
, pi2, . . .) in which pii is calculated using
V˜ pi
i−1
by
pii(x) = arg min
a∈Ax
[
c(x, a) +
∑
y∈X
p(x, a, y)V˜ pi
i−1
(y, r)
]
,
for all x ∈ X . For the calculation of V˜ pi
i
we use approximate value iteration as
follows
V˜ pi
i
n+1(x, r) = c
(
x, pii(x)
)
+
∑
y∈X
p
(
x, pii(x), y
)
V˜ pi
i
n (y, r).
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The previous two steps can be combined into a single step that replaces Equa-
tion (2.14) in the approximate value iteration algorithm. By doing so, the algo-
rithm also increases significantly in speed. The resulting step is then given by
Vˆn+1(x) = min
a∈Ax
[
c(x, a) +
∑
y∈X
p(x, a, y)V˜n(y, r)
]
.
2.4 Approximation structures
This section is mainly devoted to the description of different approximation
structures. A simple structural form consists of basis functions. A more ad-
vanced, e.g., non-linear structure, is a feedforward neural network. In this type
of an artificial neural network, the information moves only one way, i.e., from
the first layer, through hidden nodes (if present), to the output layer. We mention
state space aggregation in which states x ∈ X are mapped onto states x′ ∈ X˜ ,
where X˜ is much smaller than X . Chapter 4 deals with state space aggregation
more specifically, but for the moment we state the structure in this section as
well to present all structures together in a single section. Note however that
these structures are just a small fraction of all available structures one can use.
2.4.1 Linear combination of basis functions
The most general class for the linear approximation structure is given by
V˜ (x, r) =
n∑
i=1
riφi(x), (2.15)
where ri are coefficients, and φi(x) are basis functions, or features. The gradient
of V˜ (x, r) with respect to r is simply given by
∇riV˜ (x, r) = φi(x).
The choice of the basis functions or features depends on the specifics of the prob-
lem, and is therefore more an art than exact science. However, the choice is
substantially guided by experience and scientific results. Choosing a particular
form of the basis functions, results in a polynomial approximation structure, a
state space aggregation structure, and even in piecewise polynomials approxima-
tion structures, as we show next.
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2.4.2 Polynomials
The polynomial approximation structure is used much in practice, and is a par-
ticular form of the linear combination of basis functions in which we choose φi
to be polynomials, e.g., for the one-dimensional state space, then φi(x) = xi−1 is
often chosen, representing a polynomial of order n− 1. The choice is motivated
by the fact that every function can be approximated by its n-th degree Taylor
polynomial. Note that this structure also generalizes to more dimensions. A
polynomial approximation structure is used in different areas with success, e.g.,
in [41, 70].
2.4.3 State aggregation/piecewise constant
For this type of approximation structure, the state space is divided into multiple
sets S1, . . . , SN of different states in X such that each state x ∈ X is contained
in exactly one of the subsets Si. Now, for all states in a subset Si the φi(x) is
taken to be constant on that part of the state space. Hence, the approximation
structure can be defined by
V˜ (x, r) =


r1, if x ∈ S1,
...
rN , if x ∈ SN .
Besides the optimal value for r, the partitioning of the state space is an additional
issue to deal with.
2.4.4 Piecewise polynomials
Define for this type of structure again multiple sets S1, . . . , SN with the same
property as before. For each subset Si we take φi(x) to be polynomials. This
structure looks similar to splines, but the difference is that we do not put a re-
striction of the smoothness of the function on whole X , since this is a set of
discrete points. More specifically, we define the piecewise polynomial structure
as
V˜ (x, r) =


P1(x, r1), if x ∈ S1,
...
PK(x, rK), if x ∈ SK ,
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where Pi is a polynomial function. This approximation structure is able to fit
curves that have different shapes on different areas of the state space. The dif-
ferent sets break the state space into multiple areas. The quality of the resulting
approximation highly depends on the choice of the subsets Si.
We propose the following method to select the sets Si in an adaptive way. First,
we choose a set of representative states X˜ . Then, we split the state space into two
equally large sets. If the polynomial fit in a set is not satisfactory, then this set is
divided again into two equally large sets. This procedure is repeated until in each
set, the polynomial fit is satisfactory. To judge whether the fit is satisfactory, we
can use the Bellman error (2.11). Dividing the state space into multiple sets, is
called partitioning, in which the state space is partitioned into multiple areas, and
for each area a separate value function is fitted. Chapter 4 is especially devoted to
state space aggregation.
Another way of partitioning is one mentioned in [8] where the value function is
approximated by a global part ranging over all states, together with local parts
that try to capture the specifics of the partition that could not be done by the
global part. The approximation structure is then given by
V˜ (x, r) = Vˆ (x, r) +
M∑
m=1
Km∑
k=1
rm(k)φk,m(x), (2.16)
with Vˆ (x, r) the global part, M the number of partitions, and rm(k)φk,m(x)
the additional local parts. Minimizing Equation (2.11) using the approximation
structure (2.16) can be decomposed into two steps. In the first step the optimal
parameter vector r for the global part is determined, while in the second step the
optimal parameter vector rm for the local parts are determined.
2.4.5 Feedforward neural network
In this section we discuss one non-linear approximation structure. In [52] it is
shown that a neural network can be used for function approximation. Although
many different functions exist that perform equally well on a finite set of points,
it is desirable to give preference to a simple model. With this we mean a function
with as few as possible parameters. To measure the quality of the neural network,
some kind of measure is used, e.g., the Euclidean distance (or the 2-norm), the
Manhattan distance or Minkowski norms.
A feedforward neural network (Figure 2.6) consists of multiple layers 1, . . . , L.
Let layer 1 be the input layer, and let layer L be the output layer. Assume L ≥ 3.
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Figure 2.6. Feedforward neural network.
All layers in between layer 1 and L are then the, so-called, hidden layers. Each
layer contains a number of nodes. Let nil denote the i-th node in layer l, and let
Nl be the number of nodes in layer l. There is a link with weight wl(i, j) from
node nil to the node n
j
l+1, i.e., the j-th node in the next layer, for l < L. Each
node has a value f il (net
i
l) which serves as input to the nodes in the next layer, and
whereby netil =
∑Nl−1
j=1 wl−1(j, i)f
j
l−1(net
j
l−1). The function f
i
l is the activation
function that transforms the input netil to output. Often a bias is added to each
node, which in Figure 2.6 is represented by the constant input value of 1.
Normally, the weights are determined by evaluating input-output pairs to the
neural network and by using a gradient descent method to adjust the weights.
However in case of minimization of the Bellman error, the input-output pairs
are not available, since the aim is to find the value of a state (i.e., the output
of the neural network) given a state as input. Nevertheless, the weights can be
trained in an alternative way. For this, we first introduce an error measure. Let
op be the output vector of the p-th instance to the neural network, and let dp be
the desired output of the p-th instance, with p ∈ P, the set of all instances. Then,
the error made by the network is Ep = ||op − dp|| for the p-th instance. For all
instances, the average error of the network is defined as 1|P|
∑
p∈P Ep. In case
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of Bellman error minimization, we can use the Bellman error instead of the one
mentioned above in order to update the weights.
For now consider the output node niL, and the squared Bellman error D
2(x, r).
Taking the partial derivative with respect to one of the weights, gives
∂D2(x,w)
∂wL−1(j, i)
= 2D(x,w)
∂D(x,w)
∂wL−1(j, i)
= 2D(x,w)
∂
(
−f iL(net
i
L(x)) − g + c(x) +
∑
y∈X˜ p(x, y)f
i
L(net
i
L(y))
)
∂wL−1(j, i)
= 2D(x,w)
((
−hiL(net
i
L(x))
) ∂netiL(x)
∂wL−1(j, i)
+
∑
y∈X˜
p(x, y)hiL(net
i
L(y))
∂netiL(y)
∂wL−1(j, i)
)
= 2D(x,w)
((
−hiL(net
i
L(x))
)
f jL−1(net
j
L−1(x))
+
∑
y∈X˜
p(x, y)hiL(net
i
L(y))f
j
L−1(net
j
L−1(y))
)
,
with hiL(x) =
∂f i
L
(x)
∂wL−1(j,i)
, and netil(x) the input to node i (i = 1, . . . , Nl) in layer
l (l = 1, . . . , L) if state x is evaluated by the network. The partial derivatives
with respect the weights in the layers 1, . . . , L−1 are calculated in the same way,
but contain more terms due to the chain-rule. Having all the partial derivatives,
we can adjust the weights by, e.g.,
wt+1l (i, j) = w
t
l (i, j) − η
∂D2(x,w)
∂wl(i, j)
.
Alternative procedures exist to adjust the weights. A resilient method takes only
the sign of the partial derivative into account and thus, the magnitude of it is
not relevant. This method performs well in cases where f il is a sigmoid function,
where the partial derivatives can have very small magnitudes even though the
weights are far from their optimal values.
Due to the nice structure of the feedforward neural network, the partial deriva-
tives with respect to the weights are calculated using partial results of the next
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layer. Therefore, let δil (x) be defined as follows
δil (x) =
{
2D(x,w)hil(net
i
l(x)) if l = L,
hil(net
i
l(x))
∑Nl+1
j=1 δ
j
l+1(x)wl(i, j) if 1 < l < L.
Now, the partial derivative to an arbitrary weight wl−1(j, i) is being expressed as
∂D2(x,w)
∂wl−1(j, i)
= 2D(x,w)
∂D(x,w)
∂wl−1(j, i)
= −f jl−1(net
j
l−1(x))δ
i
l (x) +
∑
y∈X˜
p(x, y)f jl−1(net
j
l−1(y))δ
i
l (y).
Depending on the functions used for f il it is possible to model functions like,
e.g., r1x + r2y + r3x2 + r4x2, or more complicated functions. However, since
the input to each node is the weighted sum of the outputs of the nodes in the
previous layer, the current architecture is not able to, e.g., multiply the outputs of
the nodes. In many queueing models, the approximation of the value function is
often better when correlations between queues are modeled in the approximation
structure, e.g., a structure of the form r1x+r2y+r3x2+r4y2+r5xy. Therefore,
we extend the current model and allow for multiplications. Now, netil is not
longer necessarily equal to
∑Nl−1
j=1 wl−1(j, i)f
j
l−1(net
j
l−i), but it can also be equal
to
∏Nl−1
j=1 wl−1(j, i)f
j
l−1(net
j
l−i). This modification brings forth additional issues
in calculating the partial derivatives. It has no longer a nice and easy expression
that depends on δil (x). To overcome this problem, we use an approximation
for the partial derivatives based on forward differences, which is, for a general
function, given by
∂f(x)
∂xi
≈
f(x+ hei)− f(x)
h
,
for h very small.
2.4.6 Example
We look at the example again (cf., Section 2.2.1), in which an arriving customer
can be routed to N different parallel queues. As we have seen before, by taking
the policy to route an arriving customer to queue i with probability pi, one
obtains N different independentM/M/1 queueing systems. In this example, we
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take the cost function c(x) =
∑N
i=1 hixi. Based on the value function for the
system, we can take better decisions on where to route the customer to. Here we
look at the performance for different approximation structures. First, we state
the Poisson equations again for a given policy pi, given by
g+(λ+
N∑
i=1
µi)V
pi(~x) =
N∑
i=1
hixi+λV
pi(~x+ epi(~x))+
N∑
i=1
µiV
pi([~x− ei]
+),
for all x ∈ X . We take the initial policy pi(0) to be the one mentioned above,
and optimize for the optimal routing probabilities pi. The corresponding aver-
age cost belonging to the optimized initial policy pi(0) is denoted by g(0). The
corresponding value function V pi
(0)
is known as well. The improved policy pi(1)
is derived from V pi
(0)
by (cf., Equation (2.3))
pi(n+1)(~x) = arg min
a∈Ax
V pi
(n)
(~x+ ea),
with Ax = {1, . . . , N}. The average costs belonging to pi(1) are denoted by g(1).
Note that, in general, the corresponding value function V pi
(1)
does not have a
nice closed-form expression anymore. Therefore, to improve upon the policy
pi(1), we approximate V pi
(1)
by different structures, and use these structures to
derive the policy pi(2). Table 2.2 shows the results for different structures and
different problem instances for N = 4 different parallel queues. The structures
NN1 and NN2 are feedforward neural networks with 30 nodes in 1 hidden layer.
Both neural networks use the hyperbolic tangent sigmoid activation function
f(x) = 2/(1 + exp(−2x)) − 1 in the hidden layer, and the linear activation
function f(x) = x in the output layer. Neural network NN1 has been trained
on X˜ = {0, . . . , 10}4 and NN2 on X˜ = {0, . . . , 5}4. The average cost values in
Table 2.2 depicted with a star are obtained by taking
pi(2)(~x) =
{
argmina∈Ax V
pi(1)(~x+ ea), if ~x ∈ {0, . . . , 10}4,
pi(1)(~x), otherwise,
instead of
pi(2)(~x) = arg min
a∈Ax
V pi
(1)
(~x+ ea).
Thus, the values with a star correspond to the policy pi(2) that is constructed
by performing the improvement step upon pi1 on a subset of the state space
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Instance 1 Instance 2
λ 0.8 2.0
µ {0.3, . . . , 0.3} {0.5, 0.5, 0.8, 0.8}
h {1, 2, 3, 4} {1, 1, 2, 2}
g(0) 18.49 19.79
g(1) 8.40 8.19
g(2) – NN1 8.12 8.13∗
g(2) – NN2 9.93∗ 8.54∗
g(2) – P1 8.26 8.11
g(2) – P2 8.14 8.10
g(2) – P3 8.21 8.11
g∗ 8.08 8.05
Table 2.2. Comparison of different approximation structures.
only rather than on the whole state space. We observe that the neural network
approximation structures do not generalize very well for other states that are
not in the state space X˜ . A structure that generalizes better, is a polynomial
structure. The structure P1 is given by P1(x) =
∑4
i=1
(
rixi + r¯ix
2
i
)
, and X˜ =
{0, . . . , 10}4. The structures P2 and P3 are polynomials as well, but contain
cross-terms, and are given by Pk(x) =
∑4
i=1
(
rixi + r¯ix
2
i +
∑
j≥i rˆijxixj
)
, k =
2, 3. For P2 the representative states were chosen to be X˜ = {0, . . . , 10}4, while
for P3 this was equal to X˜ = {0, . . . , 5}4. For the polynomial approximation
structure we observe good results, even for a relatively small set of representative
states. In Table 2.2 the optimal costs g∗ belonging to the optimal policy are
also shown. Note that the use of the approximation structures gives almost the
optimal policy.
Chapter 3
Average-Cost ADP
Dynamic programming is an attractive method for solving decision problems in
stochastic systems. However, due to the large scale and complex nature of many
decision problems, dynamic programming suffers from the curse of dimension-
ality. Therefore, standard solution techniques, such as value iteration and policy
iteration, cannot be applied directly. The solution is to approximate the relative
value function by one of the approximation structures that we have seen in Chap-
ter 2. In this chapter we focus on the polynomial approximation and on several
issues related to the choice of polynomials for the broad class of one-dimensional
birth-death processes.
First, we provide an analysis of the best polynomial approximation basis and the
error that the approximation yields. For special cases of one-dimensional birth-
death processes it turns out that we can make the approximation error equal to
0, so that the polynomial approximation coincides with the real relative value
function.
Second, approximate dynamic programming when applied to average-cost deci-
sion problems with a countably infinite state space suffers from several compu-
tational issues. In particular, the algorithm may converge to non-stable solutions
and requires knowledge on the average cost in advance. We address these issues
by providing a theoretical basis for the approximation structure such that the
unique stable solution will be attained.
3.1 Introduction
Many applications in practice require decisionmaking in stochastic systems. This
decision making is often done under uncertainty, since not all parameters are
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known deterministically but are determined by a random variable. Markov Deci-
sion Processes (MDPs) provide a mathematical framework to model such systems
so that optimal policies can be derived. The standard algorithms to derive opti-
mal policies require that the so-called (relative) value function, which is a func-
tion defined on the state space, is stored in memory (see, e.g., Puterman [58]). For
many realistic problems the state space is extremely large such that the standard
algorithms run out of memory or take too much time (Sutton and Barto [83]).
To overcome this problem, better known as the curse of dimensionality, much
research effort has been put into the development of Approximate Dynamic Pro-
gramming (ADP).
In ADP the aim is to find an accurate approximation to the relative value func-
tion. This is typically done in two steps. First, one chooses an approximation
structure parameterized by a small number of variables so that the dimensional-
ity is reduced. Second, one finds a set of parameters that minimizes the difference
between the approximated value function and the real value function.
Different approaches exist to find the optimal set of parameters. De Farias and
Van Roy have done much theoretical work on the Linear Programming approach
(see, e.g., De Farias and Van Roy [22]). The sample path approach, in which the
set of parameters is updated iteratively while the system is being simulated, has
received much attention by Powell [57]. This approach is particularly valuable
when the exact dynamics of the system are not known, but sample paths are
available.
Bertsekas and Tsitsiklis [8] have tried to provide a theoretical framework on the
fundamentals of ADP and show examples in which the method has been suc-
cessfully applied. Successful applications of the ADP method range over a large
field, including De Farias et al. [20] who used ADP to solve a webserver allo-
cation problem, and Singh and Bertsekas [79] who studied a related subject, a
channel allocation problem in cellular telephone systems. Marbach et al. [51]
used ADP techniques to achieve better policies for a call admission control and
routing problem with different classes of calls. Also, Van Roy et al. [71] showed
that better policies are obtained compared to reasonable heuristics for a retailer
inventory management problem.
Many researchers have focused on problems with discounted costs (see, e.g., Tsit-
siklis and Van Roy [86] and De Farias and Van Roy [23]) and on average-cost
problems with finite state spaces (see, e.g., De Farias and Van Roy [21]). In these
cases, the relative value function is unique and most ADP techniques can provide
a good approximation when the approximation structure is rich enough to ap-
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proximate arbitrary functions. However, problems with countably infinite state
spaces introduce many value functions that correspond to the system dynamics,
but are not a solution, since they are not bounded within the Banach space en-
dowed with the supremum norm. The choice of the approximation structure
then becomes very important so that the ‘right’ relative value function is ap-
proximated. This can be obtained by choosing a weighted supremum norm that
enlarges the Banach space but still ensures ergodicity of the stochastic process.
The relative value function that is bounded with respect to this weighted norm is
the right solution. So far, little attention has been paid to these issues. We address
these issues by providing a theoretical basis for the approximation structure such
that the unique solution will be attained.
The contribution of this chapter is that we provide a theoretical framework
for the choice of approximation structures for average-cost birth-death processes
with countably infinite state spaces. This is important because it ensures that
algorithms based on the approximation converge to the unique value function so
that nearly optimal policies can be derived. Furthermore, we illustrate the effect
of using a weight function and a set of representative states in the fit of the set of
parameters in the approximation structure.
The chapter is organized as follows. In Section 3.2, we formulate the problem
of approximating the relative value function in MDPs. Section 3.3 is concerned
with the approximation structure used in ADP for one-dimensional birth-death
processes. One difficulty with average-cost problems is that one should know
the average costs beforehand when approximating the relative value function.
We address this issue in Section 3.4 in which we do not require this knowledge.
We illustrate the concepts with three examples in Section 3.5, which are followed
by final conclusions in Section 3.6.
3.2 Problem formulation
In Chapter 2 we defined the relative value function, and showed its importance
for decision making in MDPs. From this, the importance of approximating the
relative value function in ADP follows directly. Recall that an MDP is defined by
the tuple
(
X , {Ax |x ∈ X}, p, c
)
. We focus on the average-cost criterion, with
the average costs for an MDP starting in state X1 = x given by
g(pi) = lim
T→∞
E
pi
x
1
T
T∑
t=1
c(Xt, At),
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with Xt and At the random variables for the state that the system is in at time t
and the corresponding action at that time epoch, respectively, as already defined
in Chapter 2.
Note that this expression may be undefined when the limit does not exist; condi-
tions guaranteeing the existence will be given in Section 3.4. Under these condi-
tions, the objective is to find a policy pi∗ such that the long-run expected average
costs are minimized, i.e., to obtain g∗ defined by
g∗ := g(pi∗) = inf
pi∈Π
g(pi).
To overcome the curse of dimensionality, we can approximate the relative value
function using a fixed structure parameterized by a vector r. We will denote this
approximation structure by V˜ (x, r). In that case, the problem decreases from
storing |X | values to storing |r| values only. Therefore, one chooses r such that
|r|  |X |. The quality of the approximation can be determined by writing
down the Bellman error D (2.11) that one makes in the Poisson equations (2.2).
To determine the optimal parameter vector r, we consider the weighted sum of
the squared Bellman errors for a set of representative states X˜ ⊂ X , defined by
Equation (2.12).
3.3 Structure of the relative value function
In this section we determine the structure of the approximation V˜ (x, r) to the
relative value function for a given approximation architecture. We first discuss
the use of a polynomial basis for the approximation architecture. This choice
is motivated by the fact that the polynomial basis is dense in the class of differ-
entiable functions. Thus, every K-differentiable function f : RN → R can be
approximated by a polynomial function using the Taylor series expansion, i.e.,
the Taylor approximation T (x) of orderK around the point z ∈ RN is given by
T (x) =
K∑
k1=0
· · ·
K∑
kN=0
∂k1
∂x
(k1)
1
· · ·
∂kN
∂x
(kN )
N
f(z)
k1! · · · kN !
(x1 − z1)
k1 · · · (xN − zN )
kN .
Note that when the complete polynomial basis, e.g., {1, x, x2, . . .} in the one-
dimensional case, is used, there is no significant reduction in the number of pa-
rameter values that need to be stored, since |r| = ∞. However, knowledge on
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the structure of the cost function c(x, a) can help to obtain a finite-sized vector
r. We will illustrate this using the approximation structure V˜ (x, r) =
∑n
i=0 rix
i
for uncontrolled one-dimensional birth-death processes in the next section with
general rates. Note that this can be seen as a special case in which a policy has
been fixed and determines the rates. Since our results hold for arbitrary policies,
it consequently holds for controlled birth-death processes as well. Therefore, we
drop the actions a in the notation. Moreover, note that one can directly observe
that r0 = 0, since by the choice of our reference state we have that V (0) = 0.
The one-dimensional birth-death process is defined as follows. LetX = {0, 1, . . .}
denote the state space with x ∈ X denoting the number of customers present in
the system. Suppose that the system is in state x. Then, there are only two events
that trigger a state change. First, an arrival of a customer can occur (a birth) after
a duration that is exponentially distributed with rate λx. Second, a departure of
a customer (a death) can occur after a duration that is exponentially distributed
with parameter µx. For a stable and unichain system (i.e., every state is reachable
from any other state), we assume that
0 < lim inf
x→∞
λx
µx
≤ lim sup
x→∞
λx
µx
< 1.
Without loss of generality, we assume that supx∈X
(
λx + µx
)
< ∞ so that by
rescaling the total rate out of each state is smaller than or equal to 1. In order to
interpret the rates as probabilities, one needs to add dummy transitions from a
state to itself, so that the total probabilitymass adds up to 1. This process is called
uniformization and results in a discrete-time birth-death process in which the
rates can be interpreted as probabilities. This results in the following transition
probability matrix.
P0,0 = 1− λ0, P0,1 = λ0,
Px,x−1 = µx, Px,x = 1− λx − µx, Px,x+1 = λx, x = 1, 2, . . . .
There are two choices that one has to make in order to approximate the relative
value function. First, one has to determine the size of the set X˜ . Second, one
has to choose a preferably small-sized set of polynomial functions as the approx-
imation structure, e.g., a set with polynomial basis functions of at most degree
n consists of {1, x, . . . , xn}. The next lemma addresses the first part by show-
ing that the size of the set of states should be at least equal to the degree of the
approximating polynomial.
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Lemma 1. Consider a birth-death process with birth and death rates λx and µx
in state x, respectively, with corresponding relative value function V (x). Let the
approximation to V (x) be given by a polynomial function V˜ (x, r) of at most degree
n, i.e., V˜ (x, r) =
∑n
i=1 rix
i. If the set of representative states X˜ is such that |X˜ | ≥ n,
then there exists a unique solution r that minimizes the sum of the squared Bellman
errors.
Proof of Lemma 1. With the convention that µ0 = 0, the gradient of ω(x) ·
D2(x, r) is given by
∇riω(x)D
2(x, r) = 2ω(x)D(x, r)∇riD(x, r)
= 2ω(x)D(x, r)
[
λx(x+ 1)
i + µx(x− 1)
i − (λx + µx)x
i
]
.
For the states in X˜ , we have∑
x∈X˜
∇riω(x)D
2(x, r) =
∑
x∈X˜
2ω(x)D(x, r)
[
λx(x+ 1)
i
+ µx(x− 1)
i − (λx + µx)x
i
]
.
To minimize the weighted sum of the squared Bellman errors,
∑
x∈X˜ ω(x) ·
D2(x, r), we have to solve
∑
x∈X˜ ∇riω(x)D
2(x, r) = 0 for i = 1, . . . , n. To
this purpose, let fi(x) = λx(x+1)i+µx(x−1)i− (λx+µx)xi and let |X˜ | = K.
Denote by xk the states in the set X˜ for k = 1, . . . ,K. Then, we obtain the
following set of equations.

2ω(x1)D(x1, r)f1(x1) + · · ·+ 2ω(xK)D(xK , r)f1(xK) = 0,
2ω(x1)D(x1, r)f2(x1) + · · ·+ 2ω(xK)D(xK , r)f2(xK) = 0,
...
2ω(x1)D(x1, r)fn(x1) + · · ·+ 2ω(xK)D(xK , r)fn(xK) = 0,
which can be rewritten as
2


f1(x1) f1(x2) . . . f1(xK)
...
fn(x1) fn(x2) . . . fn(xK)




ω(x1)D(x1, r)
...
ω(xK)D(xK , r)

 =


0
...
0

 .
In order to have a unique solution, n out of the K equations should be linearly
independent. Therefore, we focus on the first matrix only. Since the Bellman
error is a quadratic function in the vector r, with zero as a lower bound, we
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know that there exists a vector that minimizes the Bellman error. Therefore,
when K < n the rows are linearly dependent. Consequently, K must be a least
n. In case K ≥ n, we have to show that the rank of the matrix is n. Therefore,
let αj be constant coefficients for j = 1, . . . , n that define the set of equations

α1f1(x1)+ . . . +αnfn(x1) = 0,
α1f1(x2)+ . . . +αnfn(x2) = 0,
...
α1f1(xK)+ . . . +αnfn(xK) = 0.
Note that the i-th equation, by using Newton’s Binomial Theorem, can be rewrit-
ten as
n∑
j=1
αj
[
λxi(xi + 1)
j + µxi(xi − 1)
j − (λxi + µxi)x
j
i
]
=
n∑
j=1
αj
[
λxi
j∑
l=0
(
j
l
)
xli + µxi
j∑
l=0
(
j
l
)
xli(−1)
j−l − (λxi + µxi)x
j
i
]
=
n∑
j=1
αj
[
λxi
j−1∑
l=0
(
j
l
)
xli + µxi
j−1∑
l=0
(
j
l
)
xli(−1)
j−l
]
=
n∑
j=1
αj
j−1∑
l=0
(
j
l
)
xli
[
λxi + µxi(−1)
j−l
]
.
The weight αj acts on polynomials of xi of degree j − 1 and smaller. So, αn is
the only weight that contributes to xn−1i times the degrees of the rates λxi and
µxi . Therefore, in order to solve the set of equations, we have αn = 0. The same
argument can now be held for αn−1 acting on x
n−2
i . By proceeding backwards
with this argument it follows that αi = 0 for i = 1, . . . , n. Hence, the solution
is unique if K ≥ n.
We have proven that when |X˜ | ≥ n a unique solution exists for r that mini-
mizes the weighted sum of the squared Bellman errors while approximating with
a polynomial function of degree n. However, one still needs to study which de-
gree n leads to good approximations. This depends highly on the cost function
that is used. The next lemma shows that the structure of the cost function can
lead to significant reductions in the size of r, since only a finite number of the
basis functions need to be considered. This makes the ADP approach with this
approximation structure practically useful.
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Lemma 2. Consider a one-dimensional birth-death process with birth and death
rates λx = λ
∑V
v=0 avx
v and µx = µ
∑W
w=0 bwx
w in state x for some V,W ∈ N0.
Assume that in each state a cost of c(x) is incurred, where c is a polynomial of degree
k ∈ N0. Let X˜ ⊂ X be finite such that |X˜ | > k. Suppose that the approximation
structure is given by V˜ (x, r) =
∑n
i=1 rix
i with n ≥ k + 1. Let rk+2 = · · · = rn =
0, then V˜ (x, r) is an approximation architecture with an absolute error of at most∣∣∣∣∣∣
∞∑
l=k+1
k+1∑
j=1
rj

λ min{V,l}∑
v=[l−(j−1)]+
(
j
l − v
)
av + µ
min{W,l}∑
w=[l−(j−1)]+
(
j
l − w
)
bw(−1)
j−(l−w)

xl
∣∣∣∣∣∣ ,
for each state x ∈ X˜ .
Proof of Lemma 2. Let X˜ ⊂ X be such that |X˜ | > k. We want to minimize∑
x∈X˜ ω(x)D
2(x, r) by an appropriate choice of the parameter vector r in the
approximation of the relative value function as stated in the lemma. With the
convention that µ0 = 0, the Bellman error for a state x ∈ X˜ is given by
D(x, r)= −g − V˜ (x, r) + c(x) + λxV˜ (x+ 1, r) + µxV˜ (x− 1, r)
+ (1− λx − µx)V˜ (x, r)
= −g −
n∑
j=1
rjx
j +
k∑
l=0
clx
l + λx
n∑
j=1
rj(x+ 1)
j
+ µx
n∑
j=1
rj(x− 1)
j + (1− λx − µx)
n∑
j=1
rjx
j
= −g +
k∑
l=0
clx
l + λx
n∑
j=1
rj(x+ 1)
j + µx
n∑
j=1
rj(x− 1)
j
− (λx + µx)
n∑
j=1
rjx
j .
Now, taking the derivative of ω(x)D2(x, r) with respect to ri yields
∇riω(x)D
2(x, r) = 2ω(x)D(x, r)∇riD(x, r)
= 2ω(x)
[
− g +
k∑
l=0
clx
l + λx
n∑
j=1
rj(x+ 1)
j + µx
n∑
j=1
rj(x− 1)
j
− (λx + µx)
n∑
j=1
rjx
j
]
·
[
λx(x+ 1)
i + µx(x− 1)
i − (λx + µx)x
i
]
.
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Now, observe that the part on which parameter vector r has an influence is equal
to D(x, r). By using Newton’s Binomial Theorem, we obtain
− g +
k∑
l=0
clx
l + λx
n∑
j=1
rj
j∑
l=0
(
j
l
)
xl + µx
n∑
j=1
rj
j∑
l=0
(
j
l
)
xl(−1)j−l
− (λx + µx)
n∑
j=1
rjx
j
= −g +
k∑
l=0
clx
l + λx
n∑
j=1
rj
j−1∑
l=0
(
j
l
)
xl + µx
n∑
j=1
rj
j−1∑
l=0
(
j
l
)
xl(−1)j−l
= −g +
k∑
l=0
clx
l +
n∑
j=1
rj
j−1∑
l=0
(
j
l
)
xl
[
λx + µx(−1)
j−l
]
.
Substituting λx = λ
∑V
v=0 avx
v and µx = µ
∑W
w=0 bwx
w into the expression,
yields
− g +
k∑
l=0
clx
l +
n∑
j=1
rj
j−1∑
l=0
(
j
l
)
xl
[
λ
V∑
v=0
avx
v + µ
W∑
w=0
bwx
w(−1)j−l
]
= −g +
k∑
l=0
clx
l + λ
n∑
j=1
rj
j−1∑
l=0
V∑
v=0
(
j
l
)
avx
l+v
+ µ
n∑
j=1
rj
j−1∑
l=0
W∑
w=0
(
j
l
)
bwx
l+w(−1)j−l
= −g +
k∑
l=0
clx
l +
k∑
l=0
λ
n∑
j=1
rj
min{V,l}∑
v=[l−(j−1)]+
(
j
l − v
)
avx
l
+ λ
n∑
j=1
rj
∞∑
l=k+1
min{V,l}∑
v=[l−(j−1)]+
(
j
l − v
)
avx
l
+
k∑
l=0
µ
n∑
j=1
rj
min{W,l}∑
w=[l−(j−1)]+
(
j
l − w
)
bwx
l(−1)j−(l−w)
+ µ
n∑
j=1
rj
∞∑
l=k+1
min{W,l}∑
w=[l−(j−1)]+
(
j
l − w
)
bwx
l(−1)j−(l−w)
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= −g +
k∑
l=0

cl + n∑
j=1
rj

λ min{V,l}∑
v=[l−(j−1)]+
(
j
l − v
)
av
+µ
min{W,l}∑
w=[l−(j−1)]+
(
j
l − w
)
bw(−1)
j−(l−w)



xl
+
∞∑
l=k+1
n∑
j=1
rj

λ min{V,l}∑
v=[l−(j−1)]+
(
j
l − v
)
av
+µ
min{W,l}∑
w=[l−(j−1)]+
(
j
l − w
)
bw(−1)
j−(l−w)

xl.
Let l = 0, then we derive g − c0 =
∑n
j=1 rj
[
λa0 + µb0(−1)
j
]
. Furthermore,
to cancel the terms of degree 1, . . . , k it is possible to set every rj such that for
l = 1, . . . , k
n∑
j=1
rj

λ min{V,l}∑
v=[l−(j−1)]+
(
j
l − v
)
av + µ
min{W,l}∑
w=[l−(j−1)]+
(
j
l − w
)
bw(−1)
j−(l−w)

 = −cl.
(3.1)
However, every positive rj brings forth additional terms of higher degrees result-
ing in the error term
∞∑
l=k+1
n∑
j=1
rj

λ min{V,l}∑
v=[l−(j−1)]+
(
j
l − v
)
av + µ
min{W,l}∑
w=[l−(j−1)]+
(
j
l − w
)
bw(−1)
j−(l−w)

xl,
(3.2)
for a given state x. Taking n = k + 1 ends the proof.
Lemma 2 provides insight in the structure of the approximated relative value
function for birth-death processes. This lemma provides an upper bound on the
error when only the polynomials up to one degree higher than the cost function
are used in the set of basis functions instead of the complete set. In practice,
this error bound turns out to be sufficiently accurate for most applications (see
also Section 3.5). Hence, it is clear that the cost function c plays an important
role here. Also note that when k < |X˜ | < n the sum of the squared Bellman
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errors can still be minimized, however, the solution is not unique and does not
necessarily need to have the structure as stated in Lemma 2.
By combining Lemma 1 and Lemma 2 we obtain the following corollary.
Corollary 1. Consider a one-dimensional birth-death process with λx and µx inde-
pendent of x, and a polynomial cost function of at most degree k. Then, the relative
value function is uniquely given by a polynomial of degree k+1, with Bellman error
equal to 0.
Proof of Corollary 1. Take a subset X˜ ⊂ X with |X˜ | = k + 1. Since λx and µx
are independent of x, we have that λx = λ
∑0
v=0 avx
v and µx = µ
∑0
w=0 bwx
w.
In order for the error term (3.2) to be positive the summation over v and/or
over w should be positive. Since V = 0 and W = 0, this is only the case when
v = 0 and/or w = 0. Therefore, j should be larger than k + 1. However, the ap-
proximation structure is a polynomial of degree k + 1. Hence, there error term
equals 0. Only the terms r1, . . . , rk+1 are used to satisfy the k + 1 constraint
equations (3.1). Therefore, this result also holds for the sum of the squared Bell-
man errors, since ∇ri
∑
x∈X˜ ω(x)D
2(x, r) = 2
∑
x∈X˜ ω(x)D(x, r)∇riD(x, r).
By Lemma 1 we have that this solution is also unique.
Remark 1. In the proof of Lemma 2, Equation (3.1) gives k constraints for the
values of rj . Together with the equation for the case l = 0, we have a set of
k + 1 equations and n unknowns. Therefore, the solution is not unique if n >
k + 1. The remaining free variables should then be chosen so as to minimize the
error term (3.2). However, to avoid the minimization we take an approximation
structure with only k + 1 unknowns. From the error term (3.2) it follows that
choosing r1, . . . , rk+1 in the approximation structure is preferable over choosing
k+1 other unknowns, since they act on higher degrees. This is confirmed in our
numerical experiments, since we observe that |rj| approaches 0 as j grows large.
Remark 2. In Lemma 2 we have assumed that λx and µx are polynomials on
the reduced finite set X˜ . Note that this does not violate the uniformization
condition. If λx and µx are general rate functions fλ(x) and fµ(x) respectively,
then one can use a Taylor series expansion to approximate the rate functions by
a polynomial. Let fλ and fµ be approximated by a polynomial of order V and
W , respectively. This approach introduces an extra error term on top of the
error term (3.2). The extra error term is due to the Taylor series expansion error
56 Chapter 3: Average-Cost ADP
bound, and is given by
n∑
j=1
rj
j−1∑
l=0
(
j
l
)[
λxl+V+1
f
(V+1)
λ (cλ)
(V + 1)!
+ µxl+W+1(−1)j−l
f
(W+1)
µ (cµ)
(W + 1)!
]
,
for a given state x with cλ and cµ a value between 0 and x.
3.4 Existence and uniqueness of the average cost
In the previous section, we have shown that the relative value function for the
class of one-dimensional birth-death processes can be approximated by a polyno-
mial function which is at most one degree higher than the cost function. This
result was derived under the assumption that the average costs g exist and are
unique. However, Markov processes with a countably infinite state space typ-
ically have many solution pairs (g, V ) that satisfy the Poisson equations (see,
e.g., Bhulai [9]). Many of these solutions correspond to non-stable trajectories of
the realized Markov process. Hence, they are not valid in the Banach space of
bounded real-valued measurable functions on the state space for which the the-
ory has been developed. The remedy to this situation is to introduce a larger
suitable Banach space. In this section, we will formalize the conditions that are
needed for the existence and uniqueness of the solution to the Poisson equations.
Let B(X ) denote the Banach space of bounded real-valued functions u on X
endowed with the supremum norm, i.e.,
‖u‖ = sup
x∈X
|u(x)|.
In order to construct a larger Banach space, consider a function w : X → [1,∞),
which we will refer to as a weight function. The w-norm is defined as
‖u‖w =
∥∥∥ u
w
∥∥∥ = sup
x∈X
|u(x)|
w(x)
.
The operator norm of a matrix A on X × X is given by
‖A‖w = sup
i∈X
1
w(i)
∑
j∈X
|Aij |w(j).
A function is w-bounded if ‖u‖w < ∞. Let Bw(X ) denote the normed linear
space of w-bounded functions on X . It is easy to see that Bw(X ) is a Banach
space that contains B(X ).
3.4 Existence and uniqueness of the average cost 57
Consider the transition matrix P of the Markov process. Define the taboo tran-
sition matrix for i ∈ X andM ⊂ X by
MPij =
{
Pij , j /∈M,
0, j ∈M.
The Markov chain is said to be w-geometrically recurrent with respect to M if
there exists an ε > 0 such that ‖MP‖w ≤ 1− ε. In the sequel w-geometric recur-
rence will play an important role. The next lemma shows that with additional
conditions, a unique solution to the Poisson equations exist. Recall that we set
V (0) = 0.
Lemma 3 (Bhulai [9]). Suppose that the Markov chain is aperiodic, unichain, and
stable. If the Markov chain is w-geometrically recurrent with respect to a finite set
M ⊂ X , then the Poisson equations have a unique solution (g, V ) in the Banach
space Bw(X ), and g is independent of the initial state of the Markov process.
From the previous sections, we know that the Poisson equations for the birth-
death process, given by
g +
(
λx + µx
)
V (x) = λxV (x+ 1) + µxV
(
[x− 1]+
)
+ c(x),
do not have a unique solution, where [x]+ = max{x, 0}. Hence, by Lemma 3,
we need to construct a weighted norm w such that the Markov chain is w-
geometrically recurrent for some finite set M ⊂ N0. Note that in our defini-
tion of the birth-death process, we already assumed that the process is stable and
unichain. Moreover, by uniformization, we also have aperiodicity of the process.
Due to stability of the Markov chain there exists a constant K ∈ N0 such that
λx/µx < 1 for all x > K. LetM = {0, . . . ,K}, and assume that w(x) = zx for
some z > 1. Now consider
∑
y/∈M
Pxy w(y)
w(x)
=


λK z, x = K,
λK+1 z +
(
1− λK+1 − µK+1
)
, x = K + 1,
λx z +
(
1− λx − µx
)
+ µxz , x > K + 1.
We need to choose z such that all expressions are strictly less than 1. The first
expression immediately gives z < 1/λK . The second expression gives that z <
1 + µK+1/λK+1. Solving the third expression shows that 1 < z < µx/λx for
x > K +1. Define z∗ = min{1/λK , infx∈N\M µx/λx}, and note that the choice
ofM ensures us that z∗ > 1. Then, the three expressions are strictly less than 1
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for all z ∈ (1, z∗). Thus, we have shown that for w(x) = zx with 1 < z < z∗,
there exists an ε > 0 such that ‖MP‖w ≤ 1− ε.
Note that c ∈ Bw(N0), since c(x) is a polynomial in x by assumption. Lemma 3
shows that the unique value function V is bounded with respect to the norm
w. Therefore, the value function cannot contain terms θx with θ > 1, since
the weight function can be chosen such that z ∈ (1,min{θ, z∗}). Consequently,
‖V ‖w = ∞, hence the value function cannot grow exponentially with a growth
factor greater than 1. Note that this also implies that the approximation struc-
ture preferably should not contain similar terms. In fact, if they are present in the
approximation structure, the ADP algorithm could diverge from the unique so-
lution in Bw(N0). Therefore, the polynomial approximation is quite appealing,
since ‖xi‖w <∞ for all i ∈ N0.
In the previous sections we assumed that the value of g was known. In general,
this is not always true in practice. One might simulate the system and obtain the
average costs, however, it can take a long time to obtain an accurate estimate of g.
It would be more efficient to carry out the ADP algorithm without knowledge
on the value of g. This can be done by writing g in terms of c(x), p(x, y), and
V (x). Recall that we fixed V (0) to 0. Thus, by using the Poisson equations (2.2)
we obtain
g = c(0) +
∑
y∈X
p(0, y)V (y).
Substitution of this expression in all other equations yields the same solution for
(g, V ) as in the original case.
3.5 Numerical examples
In this section, we discuss three examples: a single-server queue, a multi-server
queue, and a tandem queue with admission control. The first example illustrates
that having an approximation structure that includes terms that do not satisfy
the requirements of Lemma 3 in Section 3.4 leads to approximations that are not
accurate. Furthermore, this examples illustrates Corollary 1 for a well-chosen
approximation structure. The second example shows the phenomenon of over-
fitting and illustrates how to deal with value functions that are not polynomial
in nature and illustrates Lemma 2. The final example depicts the importance of
the weight function ω in the weighted Bellman error and shows how to use the
results in a setting with control.
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3.5.1 The single-server queue
Consider a single-server queueing system to which customers arrive according
to a Poisson process with arrival rate λ. Upon arrival, the customer is served
by a single server if the server is idle. The service duration of a customer has a
duration that is exponentially distributed with parameter µ. If the server is busy
serving a customer, then the arriving customer waits in a queue with a buffer of
infinite size. Without loss of generality, we assume that λ+µ ≤ 1. Furthermore,
we assume that the system is stable, i.e., λ < µ.
Let X = N0 denote the state space, where x ∈ X represents the number of
customers in the system. We assume that the system is subject to holding costs,
i.e., the system incurs a cost of c(x) = x for every unit of time that the system
is in state x. Note that the costs reflect the number of customers in the system.
Therefore, the average cost g can be interpreted as the long-run average number
of customers in the system. After uniformization, the Poisson equations (2.2) for
this system become
g + V (x) = x+ λV (x+ 1) + µV
(
[x− 1]+
)
+ (1− λ− µ)V (x).
From queueing theory it is known that g = ρ/(1− ρ) with ρ = λ/µ. Moreover,
from Bhulai and Koole [11] we know that the value function is given by V (x) =
[x(x+ 1)]/[2(µ − λ)].
Suppose that we use the following approximation structure
V˜ (x, r) = r0 + r1x+ r2x
2 + r3x
3 + r4x
4.
As mentioned before, we set the constant term r0 = 0, since we choose V (0) =
0. According to Corollary 1 and Lemma 2, we have a unique solution with
r3 = r4 = 0 if we take |X˜ | ≥ 4. Since the approximation structure is sufficiently
rich to approximate the real value function, any subset X˜ with |X˜ | ≥ 4 results
in the same parameter vector r by Lemma 3. Therefore, let X˜ = {1, 2, 3, 4} and
take λ = 0.2 and µ = 0.3. Then, given that we know that g = ρ/(1 − ρ), we
find that r = (0, 5, 5, 0, 0) minimizes the weighted Bellman error for any weight
function ω(x) ∈ R+. Note that this corresponds with the solution V (x) =
[x(x + 1)]/[2(µ − λ)] that was stated before. Note that in the case where we
substitute g = λV (1), we obtain the same result, i.e., r = (0, 5, 5, 0, 0). This
is due to the fact that the approximation structure satisfies all the conditions of
Lemma 3.
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Now consider the following approximation structure
V˜ (x, r) = r0 + r1x+ r2x
2 + r3x
3 + r4
[(µ
λ
)x
− 1
]
.
Given the value of g and taking the same X˜ , λ, and µ yields the same result,
i.e., r = (0, 5, 5, 0, 0). This is in concordance with Lemma 3, since the value
function V corresponding to the value of g is unique. In the case in which we
express g as λV (1) and taking the same X˜ , λ, and µ we obtain a different result,
namely r = (0, a, 5, 0,−3a + 15) with a an arbitrary value. The reason that this
phenomenon occurs is because the approximation structure does not satisfy the
conditions of Lemma 3. Therefore, multiple solutions exist of which many are
non-stable solutions. To illustrate this, we determine the structure of V (x) such
that V (x) is in Bw(X ).
We first note that the Markov chain is aperiodic (due to uniformization) and
satisfies the unichain condition. Moreover, by assuming λ < µ the process is also
stable. We need to choose a finite setM ⊂ X and a weight function w such that
the Markov chain is w-geometrically recurrent with respect to M . To this end,
let M = {0}, and suppose that the weight function is of the form w(x) = zx
with z > 1. Since the cost function is linear, we have that ||c||w <∞. By taking
λx = λ and µx = µ in the birth-death process in Section 3.4 we obtain our
model. Hence, the expression ||MP ||w reduces to
||MP ||w =


λz, if x = 0,
λz + (1− λ− µ), if x = 1,
λz + µz + (1− λ− µ), if x ≥ 2.
Solving ||MP ||w ≤ 1− ε for z gives 1 < z ≤ µ/λ− ε. Thus, we can take
w(x) =
(µ
λ
− ε
)x
.
From this result it follows that the approximation structure V˜ (x, r) is not w-
bounded when r4 6= 0, since the term (µ/λ)x − 1 appears in the approximation
structure, and thus ||V˜ (x, r)||w =∞. Therefore, any algorithm that determines
the values of r, should take into consideration this additional constraint. In case
this constraint is omitted, as is the case for most algorithms that are used in the
area of approximate dynamic programming, the values of r could deviate from
the unique solution, as was demonstrated in the example above.
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3.5.2 The multi-server queue
In the previous section we considered a single-server queueing system. Now we
consider a multi-server queueing system, for which the value function is not a
second-order polynomial anymore. Moreover, we illustrate the phenomenon
that is called overfitting.
Suppose that customers arrive according to a Poisson process with rate λ to a
pool of S servers. Upon arrival, the customer is served immediately by an idle
server or waits in a buffer of infinite size when all servers are occupied. The
service duration is exponentially distributed with parameter µ. Without loss of
generality we assume that λ + Sµ ≤ 1, and that λ < Sµ so that the system is
stable. The state space for this system is X = N0, where x ∈ X denotes the
number of customers in the system. The birth rate and the death rate are thus
equal to λx = λ and µx = min{S, x}µ, respectively. We assume that the system
is subject to holding costs c(x) for every unit of time that the system is in state x.
Then, after uniformization, the Poisson equations (2.2) for the system are given
by
g+
(
λ+min{S, x}µ
)
V (x) = c(x)+λV (x+1)+min{S, x}µV
(
[x− 1]+
)
.
Let the approximate value function be given by a polynomial of degree n, i.e.,
V˜ (x, r) =
n∑
i=1
rix
i,
and let ω(x) = 1 for all x ∈ X˜ in the minimization of Equation (2.12).
Table 3.1 shows the accuracy of the approximate value function on the set of
states X˜ used by minimizing Equation (2.12) and the accuracy on a set of states
Y˜ that were not considered in the process of obtaining the optimal parameter
vector r that minimizes Equation (2.12).
The results show that taking an approximation of one degree higher than the
cost function is a good approximation. We observe that a higher order polyno-
mial architecture sometimes decreases the error of the approximation only on
the states that are used in the Bellman error minimization. For other states, the
error increases due to overfitting; a polynomial of order n may fit perfectly in
the case n is sufficiently large. However, the parameters of the polynomial are
determined by using only a set of representative states. In general, a high order
polynomial does not generalize well for other states. Therefore, one should no-
tice that it is often better to use as little as possible variables in order to have an
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r X˜
∑
x∈X˜ D
2(x, r)
∑
x∈Y˜ D
2(x, r)
(6.66,−0.37 · 10−3) {0, . . . , 5} 0.86 · 10−4 55.06
(6.67,−0.49 · 10−2, 0.59 · 10−3) {0, . . . , 5} 0.81 · 10−4 54.27
(6.67,−0.53 · 10−2, 0.71 · 10−3,−0.13 · 10−4) {0, . . . , 5} 0.81 · 10−4 54.40
(−0.86, 0.91) {5, . . . , 10} 0.00 0.00
(−0.86, 0.91,−0.21 · 10−7) {5, . . . , 10} 0.00 0.00
(−0.86, 0.91,−0.32 · 10−5, 0.12 · 10−6) {5, . . . , 10} 0.00 0.00
(12.17, 3.33) {0, . . . , 5} 0.56 · 10−2 6039.77
(12.25, 3.29, 0.47 · 10−2) {0, . . . , 5} 0.53 · 10−2 5972.49
(12.25, 3.29, 0.57 · 10−2,−0.10 · 10−3) {0, . . . , 5} 0.52 · 10−2 5984.33
(−79.14, 13.64) {5, . . . , 10} 37.33 5526.22
(−3.62, 1.57, 0.61) {5, . . . , 10} 0.00 0.00
(−3.62, 1.57, 0.61, 0.49 · 10−7) {5, . . . , 10} 0.00 0.00
(−41.05, 10.98) {0, . . . , 10} 376.97 11535.84
(21.33,−2.05, 0.77) {0, . . . , 10} 10.67 309.49
(20.83,−1.83, 0.74, 0.16 · 10−2) {0, . . . , 10} 10.65 418.55
(11.27, 6.01,−1.41, 0.24,−0.98 · 10−2) {0, . . . , 10} 4.41 26203.57
Table 3.1. Results for the multi-server queue with λ = 0.2, µ = 0.15, and S = 5. For
the first six rows c(x) = x, and for the other rows c(x) = x2. The set Y˜ consists of the
five smallest states that are larger than the states in X˜ .
architecture that generalizes well. For example, the last fit (a polynomial of de-
gree 5) in Table 3.1 has a smaller sum of the squared Bellman errors than the last
to one fit (a polynomial of degree 4) when only focusing on the set X˜ . However,
for the states in Y˜ the approximation is not good at all, and it is easy to see that
V˜ (x+ 1, r) < V˜ (x, r) for x ≥ 15. Note that for the cases with X˜ = {5, . . . , 10}
and an approximation structure with at least a degree of one higher than the
cost function, the sum of squared Bellman errors equals zero. This is due to the
fact that on X˜ = {5, . . . , 10} the system behaves like a single-server queue with
service rate 5µ, for which the value function is a polynomial.
3.5.3 The tandem queue with admission control
In this section we study the effect of the weight function ω in the Bellman error.
In the first example, the approximation structure could exactly approximate the
real value function (since it was of quadratic form). However, when the real
value function does not fall into the parameterized class of functions given by
the approximation structure, then the weight function ω becomes important.
To show the importance of the weight function, we study a tandem model with
admission control for which it is known that the value function is not given by a
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simple polynomial function.
Consider two single-server queues in tandem. Customers arrive according to
a Poisson process with rate λ at the first queue. If the server is idle, then the
customer starts service immediately, or waits in an infinite buffer queue other-
wise. After a customer is served at the first queue, the customer moves to the
second queue where the customer is subject to the same service discipline. The
service durations at both queues are exponentially distributed with parameter
µi at queue i for i = 1, 2. Hence, the state space of the system is given by
X = N0 ×N0, where (x, y) ∈ X represents that x and y customers are present
at the first and second queue, respectively.
We assume that there is a controller that can refuse arriving customers access to
the system. Thus, the action space is given by A = {0, 1} where action a = 0
means admittance and a = 1 means rejection. We assume that the system is
subject to holding costs hi for every unit of time a customer spends in the system
at queue i and to rejection costs b for every customer that is rejected. Then,
the cost function c(x, y, a) is given by c(x, y, 0) = h1x + h2y and c(x, y, 1) =
h1x + h2y + b. Let ρi = λ/µi < 1 so that the system is stable. Without loss of
generality we assume that λ+µ1+µ2 < 1 (note that this can always be achieved
by scaling). Then, the optimality equations (2.1) for the system are given by
g + (λ+ µ1 + µ2)V (x, y) =
h1x+ h2y + λmin{V (x+ 1, y), V (x, y) + b}
+ µ1V (x− 1, y + 1)1{x>0} + µ1V (x, y)1{x=0} + µ2V
(
x, [y − 1]+
)
.
The optimal policy pi∗ and its corresponding average costs g∗ can be obtained
by solving the optimality equations. Alternatively, one could also apply policy
iteration as described in Section 2.1, i.e., one starts with an arbitrary policy pi(0)
and generates a sequence of policies pi(1), pi(2), . . . that converges to pi∗ by evalu-
ating and improving each policy. A practical drawback of this procedure is that
it suffers from the curse of dimensionality. Therefore, one could take a reason-
able initial policy pi(0) and do one step of policy improvement to generate a new
policy pi′.
The improvement step in the one-step policy improvement algorithm requires
knowledge of the value function corresponding to pi(0). This is not known for al-
ready many simple policies, therefore, we apply approximate dynamic program-
ming to obtain an approximation V˜ (x, y, r) to the value function. However, the
weight function can play a significant role in the quality of the improved policy
that one obtains by using the approximation. Consequently, it is interesting to
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compare g˜, i.e., the approximation after one step of policy improvement, and
the optimal g∗. Therefore, we study the impact of the weight function ω on the
Bellman error for the simple initial policy pi(0) that allows every newly arriving
customer to the system.
The Poisson equations for the policy pi(0) are given by
g + (λ+ µ1 + µ2)V (x, y) = h1x+ h2y + λV (x+ 1, y)
+ µ1V (x, y)1(x=0) + µ1V (x− 1, y + 1)1(x>0) + µ2V (x, [y − 1]
+).
Under the policy pi(0) the system behaves as a standard tandem queue (with no
admission control). Therefore, the stationary distribution ψ(x, y) of the system
under policy pi(0) has a product-form solution given by
ψ(x, y) = (1− ρ1)ρ
x
1 · (1− ρ2)ρ
y
2. (3.3)
It is well-known that the value function of the tandem queue is not a simple
polynomial. Hence, one is obliged to approximate the value function in order
to apply one step of policy improvement. We approximate the value function
by a second-order polynomial that includes a term that correlates the two queues
with each other. Hence, the approximate value function is given by
V˜ (x, y, r) = r1x+ r2x
2 + r3y + r4y
2 + r5xy.
Different methods exist to determine the optimal value of r in Equation (2.12).
For each component of r, Equation (2.12) has a quadratic form. Therefore, we
use a simple method to iteratively update r in the numerical experiments. For
this purpose, let r(t) be the t-th update and set r(0) ≡ 0. To each update we asso-
ciate a step size denoted by γ(t). Then, we update r(t) componentwise according
to
r(t+1) = r(t) − γ(t) · sign
[ ∑
(x,y)∈X˜
ω(x, y)∇D2(x, y, r)
]
.
If the sign of the i-th component used in the (t + 1)-th iteration is the same
as in the t-th iteration, then we increase γ
(t)
i by a constant factor of 1.2, i.e.,
γ
(t+1)
i = 1.2 · γ
(t)
i . Otherwise, the step size is decreased by a constant factor of
0.7, i.e., γ
(t+1)
i = 0.7·γ
(t)
i . The method stops when either ||r
(t+1)−r(t)|| < 10−10
or when 50, 000 iterations are performed. In our experiments, almost always the
former criterion was satisfied.
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After obtaining the approximation to the value function, we use the parameter-
ized function V˜ (x, y, r) to perform one step of policy improvement. The corre-
sponding costs are denoted by g˜. Note that g˜ can be larger than g(0) due to poor
choices of the set of representative states X˜ and the weight function ω. Note that
the real value function and consequently g∗ can be determined by value iteration
as described in Section 2.1.
In our numerical experiments we choose the arrival rate λ and the service rates
µ1 and µ2 such that we model systems with low, average, and high loads for any
combination of the two queues. We interpret 0.2 as a low load, 0.5 as an average
load, and 0.8 as a high load. Recall that the load ρi for queue i = 1, 2 is defined as
ρi = λ/µi. Furthermore, we vary the holding costs h1 and h2, the rejection costs
b, the set of representative states X˜ , and the weight function ω. For ω we consider
two different functions, ω(x, y) = ψ(x, y) and ω(x, y) = 1, which represents a
uniform distribution when normalized by |X˜ |.
Extensive experiments show that, in general, the use of the stationary distribu-
tion ψ(x, y) gives better policy improvements as compared to using a uniformly
distributed weight function. This holds especially for the cases in which small
states are contained in the set of representative states. For the larger states the
value function looks more and more like a second-order polynomial function
due to the diminishing effect of cross-correlation terms between the queues. In
order to get a good fit for small states as well, one has to assign higher weights to
these states. This is achieved by considering the stationary distribution as weight
function. In case the set of representative states consists of large states, the ap-
proximation structure can be close to the real value function for these states.
Therefore, the use of the stationary distribution is not needed per se. A similar
effect can be achieved by using the uniform distribution as weight function, but
with a smaller set X˜ consisting of states that are visited more frequently. Further-
more, for systems with a high load, the improved policy is better when one uses
large states in the set of representative states.
In Table 3.2 we present a subset of our numerical experiments which are repre-
sentative for the conclusions that we have mentioned above. The table shows the
average costs g∗ for the optimal policy, together with the average costs belong-
ing to the one-step policy improvement based on our approximation using the
stationary distribution g˜(ωpi) and the uniform distribution g˜(ωu). Note that
the difference with the costs under the initial policy g(0) can be quite large.
From Table 3.2 we may conclude that the use of weights ω(x) in the Bellman
error minimization plays an important role by looking at the relative difference
∆(ω) = [g˜(ω) − g∗]/g∗ · 100%, with ω either ωpi or ωu. Taking the steady-state
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µ1 µ2 g∗ g(0) g˜(ωpi) g˜(ωu) g˜′(ωu) ∆(ωpi) ∆(ωu)
0.2500 0.2500 7.500 7.500 7.500 7.500 7.500 0.0 0.0
0.2500 0.1000 20.493 22.500 21.675 21.202 21.648 5.8 3.5
0.2500 0.0625 32.113 82.498 50.000 82.498 82.473 55.7 156.9
0.1000 0.2500 14.713 15.000 14.745 14.751 15.431 0.2 0.3
0.1000 0.1000 26.101 30.000 26.553 27.273 32.500 1.7 4.5
0.1000 0.0625 35.674 89.998 50.000 57.249 57.249 40.2 60.5
0.0625 0.2500 24.784 44.999 28.970 50.000 50.000 16.9 101.7
0.0625 0.1000 31.995 59.999 50.000 50.000 50.000 56.3 56.3
0.0625 0.0625 38.652 119.986 50.000 50.000 50.000 29.4 29.4
Table 3.2. Effect of the weight function on the average costs after one-step policy im-
provement with λ = 0.05, h1 = 10, h2 = 20, b = 1000, and X˜ = {0, . . . , 9}2 except for
g˜′(ωu) which uses X˜ = {0, . . . , 14}2.
probability as weights outperforms the situation in which we take equal weights
for all states. Furthermore, performing one step of policy improvement yields
very good policies.
Note that we could have obtained better policies after one step of policy im-
provement when we had chosen a better initial policy. For example, we could
have used a threshold policy that rejects all newly arriving customers when the
state of the system is above a certain level based on both queues. This is exactly
the structure of the optimal policy. However, this would make the calculations of
the stationary distribution more time consuming, since it is no longer a product-
form solution. Furthermore, it is not our main objective to find a close to opti-
mal policy. Instead, we concentrate on the influence of the weight function ω on
the quality of the improvement step.
3.6 Conclusions
In this chapter we explored some important problems that arise when applying
ADP to the control of average-cost birth-death processes. In particular, one is
confronted with the choice of the basis of approximating functions when us-
ing ADP. We have provided a theoretical framework showing that when the set
of polynomials is chosen as approximation structure, polynomials of a degree
greater than the cost function plus 1 do not necessarily contribute to a better
approximation. In addition, when the set of representative states is sufficiently
large, the approximation is also unique.
We have also studied the behaviour of the approximation for problems with a
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countably infinite state space. In that case, the Poisson equations have multiple
solutions of which all but one are non-stable. We have determined conditions on
the approximation so that the approximation converges to the unique solution
that is stable.
In our numerical experiments, we have illustrated the results above. Moreover,
we have extensively investigated the effect of the weight function and the set
of representative states in a specific controlled queueing problem. Our rules-of-
thumb indicate that it is better to use the stationary distribution to approximate
the relative value function. However, in the absence of this distribution one
can also use the uniform distribution with an appropriate choice of the set of
representative states which can vary depending on the load of the system.
Chapter 4
State space transformations
When modeling a real system, one makes certain choices regarding the amount
of information about the system that is taken into the model. The states of a
MarkovDecision Process (MDP) resemble this information. In a simple queueing
system, one is interested in, e.g., the long-term average number of customers
in the system, and therefore introduces a state space with an appropriate cost
function on the states. However, for real systems that are modeled, this normally
leads to huge state spaces when one wants to incorporate (most of) all aspects of
the system. Our focus is on average-cost MDPs with countably infinite state
spaces, and hence they suffer from the curse of dimensionality.
In this chapter, we study the effects of state space aggregation to reduce the state
space, and the reduced state space is then used to give an approximation to the real
system. For birth-death processes we analytically prove that the value function
for the reduced model has nice connections with the value function for the full
model, and we look at how to aggregate the state space such that optimal policies
found in the aggregated model are still optimal in the full model. It turns out
that the Bellman error minimization method in order to decide on the states to
aggregate does not provide valuable information. Contrary to reducing the state
space, we show that for a parameterized value function approximation it can be
better to increase the state space by disaggregation, so that more features are used
to obtain better approximations.
4.1 Introduction
Markov decision processes (MDPs) are widely accepted for solving decision prob-
lems. However, due to the complexity of many systems, standard solution tech-
niques are intractable. These standard techniques require to enumerate the whole
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state space (cf., Figure 2.3), which can be quite large already for even small sys-
tems. Therefore, many research has been done in the area to handle large state
spaces. As we have seen in Chapter 2, solution techniques include, but are not
limited to, function approximation (see, e.g., [2, 47]) and state space aggregation
techniques (see, e.g., [49, 80]).
Both solution techniques are approximations to the original formulation of the
problem. By using function approximation techniques, the relative value func-
tion is approximated by a parameterized structure for which the aim is to find the
optimal parameters that minimize a certain norm. Koole and Pot minimize the
Bellman error in [41] by using a gradient descent like algorithm to optimize the
parameters. De Farias and Van Roy formulate a Linear Program in [22] to find
an optimal function approximation. In [68], Roubos and Bhulai approximate
the relative value function by using the value iteration algorithm in combina-
tion with an approximation structure. State aggregation is another technique to
deal with the curse of dimensionality. In state space aggregation, one wants to
aggregate states together so that the state space becomes smaller, and to apply
standard techniques to the smaller state space. In [49] there is a nice overview of
several types of aggregation and theory about the optimality in the full model
for a policy that is obtained in the aggregated model. Aggregation can be done
by a function that maps each state in the full model to a particular state (repre-
senting a partition of the full state space) in the aggregated model, while in [80]
each state in the full model belongs with a certain probability to each state in the
aggregated model. They propose a method for the aggregation based on the min-
imization of the Bellman error, and a fixed number of states in the aggregated
model. However, as we see later in this chapter, this is not necessarily a good
approach in order to derive better policies. Features are an important concept in
both techniques. For function approximation techniques it determines the vari-
ables to use in the approximation structure, while for state space aggregation it
determines which states should be considered as distinguishable states.
In this chapter, we discuss how to perform state space aggregation, and analyti-
cally show nice relations between the value functions for the aggregated and the
full model. Based on these results, a method is discussed to aggregate the states
in an efficient manner. Furthermore, we show, based on an example, that aggre-
gation by means of Bellman error minimization does not yield optimal policies.
In the second part of the chapter we show that state space disaggregation can be
beneficial for the quality of function approximation. The state space gets larger,
but the approximation structure circumvents the curse of dimensionality and at
the same time yields better approximations compared to the original smaller state
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space. The chapter is organized as follows. We start with a short introduction
to MDPs in Section 4.2. In Section 4.3 we consider state space aggregation and
in Section 4.4 we consider disaggregation of the state space. Both sections con-
tain numerical experiments to illustrate the theory. We conclude the chapter in
Section 4.5.
4.2 Preliminaries
In Chapter 2 we defined an MDP by the tuple
(
X , {Ax |x ∈ X}, p, c
)
. We now
refer to this by M, so that by M we mean the MDP defined for the original
or full system. We define the MDP corresponding to the aggregated system by
M˜ =
(
X˜ , {A˜x |x ∈ X˜}, p˜, c˜
)
. The relative value functions belonging toM and
M˜ are denoted by V and V˜ , respectively, and the corresponding average costs are
denoted by g and g˜, respectively.
By means of aggregation, we can cope with the curse of dimensionality, since
we take |X˜ | ≤ |X |. Therefore, standard solution techniques like value iteration
are applicable again for the aggregated system M˜. This forms the basis for Sec-
tion 4.3. We can also approximate the relative value function by the use of a
parameterized function. In that case, the size of the state space X does not mat-
ter, since only a set of representative states is chosen to determine the optimal
parameter values. We illustrate state space disaggregation in Section 4.4. We use
X˜ is this situation to denote the set of representative states, with X˜ ⊂ X . Al-
though X˜ is used in two different ways, in the sequel the interpretation of X˜ is
very clear.
4.3 Aggregation
In this section we study state space aggregation as a way to overcome the curse of
dimensionality. From the original MDPM we derive an aggregated model M˜.
Instead of storing |X | values into a look-up table, we store only |X˜ | values for the
aggregated model, with |X˜ | ≤ |X |. An aggregation function maps every state in
X to a state in X˜ . First we describe how to derive the aggregated model, followed
by an analytical basis for the choice on how to group or aggregate states.
Given a large state space X in which we want to aggregate states to obtain a
smaller state space X˜ . To this end, we define a decomposition of an MDP, and
the set of states that connects different partitions in the decomposition to each
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other. For the moment, we omit the use of actions, but we mention them later
on.
Definition 1. A decomposition of an MDP is a partitioning into K sets of states of
the state space X , and we call each set k = 0, . . . ,K − 1 a state in X˜ . Let X˜k =
{x ∈ X : x ∈ k-th set}, and let the k-th set correspond to state k ∈ X˜ . Furthermore,
X˜i ∩ X˜j = ∅ for i 6= j and
⋃
i X˜i = X . Let O(X˜k) = {x
′ ∈ X \ X˜k, x ∈ X˜k :
p(x, x′) > 0}, and let I(X˜k) = {x
′ ∈ X˜k, x ∈ X \ X˜k : p(x, x
′) > 0}.
The relative value function V : X → R is replaced by the value function
V˜ : {0, . . . ,K − 1} → R, i.e., every partition is assigned a real-valued number.
Hence, each state x ∈ X˜k has the value V˜ (k). By partitioning the state space,
we see the partitions as a single state in the aggregated model M˜. However, the
transition probabilities p(x, y) and costs c(x) should be changed accordingly. If
the system arrives in a certain state now, which is actually a collection of states
which dynamics are described by a Markov chain, the probability of being in the
actual state x ∈ X that connects different partitions (O(X˜k)) is calculated by the
steady-state distribution of the Markov chain. Only in these connecting states,
the aggregated model can move to another partition. Based on the steady-state
probability of actual being in a connecting state and the original transition prob-
ability, we calculate the transition probabilities for the aggregated model. The
costs for being in x ∈ X˜ represents the long-term average cost of the underlying
Markov chain. We now define the aggregated transition probabilities and costs.
Definition 2. The aggregated transition probabilities p˜(k, k′) for k 6= k′ are de-
fined as p˜(k, k′) =
(∑
i∈X˜k
pi(i)
)−1
·
∑
x∈X˜k
pi(x)
∑
y∈X˜k′
p(x, y), and assign
the remaining probability to the transition to move from partition k to itself. Let
the aggregated cost c˜(k) for partition k be given by c˜(k) =
(∑
i∈X˜k
pi(i)
)−1
·∑
x∈X˜k
pi(x)c(x).
In the definition of the aggregated transition probabilities we used the steady-
state probability distribution pi(x) of the full model. This is obtained by solving
a set of linear equations; one equation per state and an additional normalization
equation. However, it is only used as a weight factor that represents the proba-
bility of being in state x given that the system finds itself in partition k. Hence,
for simple systems, we could also study the Markov chain defined on the smaller
set X˜k to determine these weight factors. By defining the right partitions, the
Markov chains on the partitions are easy to solve. This is illustrated in the next
example.
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pppppp1− p
1− p1− p1− p1− p1− p
0 1 2 3 4 5
(a) Original Markov chain with state space X .
pp1− p
1− p
0 1
(b) Markov chain for the
states 0 and 1.
pppp
1− p1− p1− p1− p
p′1− p′
0˜ 1 2 3 4
(c) Aggregated Markov chain with state space X˜ (with
X˜0 = {0, 1} and X˜k = {k + 1}).
Figure 4.1. Example of a Markov chain with state space partitioning.
Example 1. Consider Figure 4.1(a). We aggregate states 0 and 1 into one new
state 0˜. Hence, we have X˜0 = {0, 1} (which corresponds to state 0 ∈ X˜ ), and
X˜i = {i + 1} for i = 1, . . . , 4. The probability of going from state 0 ∈ X˜
to state 1 ∈ X˜ depends now on the behaviour in state 0˜ which is described by
the Markov chain as depicted in Figure 4.1(b). Solving the steady-state equations
gives pi(0) = 1 − p and pi(1) = p. Therefore, if the systems moves from state
1 ∈ X˜ to state 0 ∈ X˜ with probability 1 − p, the system is actually a fraction p
and (1 − p) of the time in state 1 ∈ X and state 0 ∈ X , respectively. If the full
system would be in state 1 ∈ X it moves to state 2 ∈ X with probability p. Since
the only connecting state in X˜0 is state 1 ∈ X , the probability to go from state
0 ∈ X˜ to state 1 ∈ X˜ , denoted by p′ in Figure 4.1(c), equals p′ = pi(1)p = p2.
A policy pi ∈ Π, which maps states to actions, is defined for the whole partition,
i.e., once the system is in a certain partition, the same action is applied for all
states belonging to that partition. Hence, A˜k =
⋂
x∈X˜k
Ax. Once the system
enters a new partition, a possibly other action is then applied. Thus the system
can switch between actions as the system changes partitions. This is a potential
source for an approximation error. By choosing the right states to aggregate
into a partition the error can be held as small as possible. States that have a
distinguishable property should therefore form a partition on their own, since
in these states the policy can change. On the other hand, states that are almost
similar, or share a certain property, could be grouped together, since for these
states the actions should not differ that much. We derive a relation between
the value functions for the full model M and the aggregated model M˜. This
knowledge provides us an idea on how to group states together. Before deriving
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the relation, we state a lemma that describes the relation between the long-term
average cost and the stationary distribution for the full and aggregated model.
Thereafter, we formalize the difference V (x+1)−V (x) for a birth-death process
in a lemma, which we use in the proof of the relation between the value functions
for full and aggregated model.
Lemma 4. Consider a birth-death process defined on X = N0 with birth rate λ(x),
death rate µ(x) and costs c(x) in state x ∈ X . Let pi be the steady-state probability,
and denote by g the long-term average cost. By partitioning X into K partitions
{0, . . . , t0}, {t0 + 1, . . . , t1}, . . . , {tk−2 + 1, . . .} and by defining the aggregated
model using Definition 2, it holds that the steady-state probabilities p˜i for the aggre-
gated model are equal to p˜i(k) =
∑
x∈X˜k
pi(x), and that the long-term average cost g˜
equals g.
Proof of Lemma 4. Without loss of generality, assume that supx∈X
(
λx + µx
)
<
∞ so that by rescaling the total rate out of each state is smaller than or equal to
1. Suppose it holds that p˜i(k) =
∑
x∈X˜k
pi(x) =
∑tk
x=tk−1+1
pi(x), where we let
t−1 = −1. We have to show that the relation satisfies the steady-state equations.
We show this for k ≥ 1, then by the fact that p˜i is a probability distribution, the
result also holds for k = 0. Therefore, consider the steady-state equation for state
k ≥ 1, given by
p˜i(k) =
λ˜(k − 1)
µ˜(k)
· p˜i(k − 1) =
λ(tk−1)pi(tk−1)/p˜i(k − 1)
µ(tk−1 + 1)pi(tk−1 + 1)/p˜i(k)
· p˜i(k − 1)
=
p˜i(k)λ(tk−1)pi(tk−1)
µ(tk−1 + 1)pi(tk−1 + 1)
=
λ(tk−1)pi(tk−1)
∑
x∈X˜k
pi(x)
µ(tk−1 + 1)
(
λ(tk−1)/µ(tk−1 + 1)
)
pi(tk−1)
=
∑
x∈X˜k
pi(x).
The equality for the long-term average cost g and g˜ follows now easily. The
long-term average cost g =
∑
x∈X c(x)pi(x). Now consider
g˜ =
K∑
i=0
c˜(i)p˜i(i) =
K∑
i=0
[∑ti
j=ti−1+1
c(j)pi(j)∑ti
j=ti−1+1
pi(j)
p˜i(i)
]
=
K∑
i=0
ti∑
j=ti−1+1
c(j)pi(j) =
∑
x∈X
c(x)pi(x).
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Lemma 4 states that the long-term average cost g˜ for all possible aggregations of
the state space are the same and equal to the real long-term average cost of the
full model. Now we proceed with the relation between the values for state x and
x− 1 in a general birth-death process.
Lemma 5. The difference∆(x) = V (x)−V (x−1) for a birth-death process defined
on X = N0 with birth rate λ(x), death rate µ(x) and costs c(x) in state x ∈ X is
given by
∆(x) =
∑x−1
i=0 [g − c(i)] ·
∏i−1
k=0 λ(k) ·
∏x−1
k=i+1 µ(k)∏x−1
i=0 λ(i)
.
Proof of Lemma 5. To prove that∆(x) is given by the equation above, we should
check whether the Poisson equations hold. Without loss of generality, we assume
that supx∈X
(
λx + µx
)
< ∞ so that by rescaling the total rate out of each state
is smaller than or equal to 1. Therefore, consider the Poisson equations for a
birth-death process given by(
λ(x) + µ(x)
)
V (x) + g = c(x) + λ(x)V (x+ 1) + µ(x)V (x− 1).
We subtract the equation for state x− 1 from the equation for state x, resulting
in (
µ(x)+λ(x−1)
)
∆(x) = [c(x)−c(x−1)]+λ(x)∆(x+1)+µ(x−1)∆(x−1),
where∆(x) = V (x)− V (x− 1). By substituting our expression for∆(x) in the
equation above, we end up with
(µ(x) + λ(x− 1))
∑x−1
i=0 [g − c(i)] ·
∏i−1
k=0 λ(k) ·
∏x−1
k=i+1 µ(k)∏x−1
i=0 λ(i)
=
[c(x)− c(x− 1)] + λ(x)
∑x
i=0[g − c(i)] ·
∏i−1
k=0 λ(k) ·
∏x
k=i+1 µ(k)∏x
i=0 λ(i)
+ µ(x− 1)
∑x−2
i=0 [g − c(i)] ·
∏i−1
k=0 λ(k) ·
∏x−2
k=i+1 µ(k)∏x−2
i=0 λ(i)
.
Rearranging terms and multiplying terms to get a common denominator, results
in ∑x−2
i=0 [g − c(i)] ·
∏i−1
k=0 λ(k) ·
∏x−1
k=i+1 µ(k)∏x−2
i=0 λ(i)
+ [c(x)− c(x− 1)] =
[c(x)− c(x− 1)] + µ(x− 1)
∑x−2
i=0 [g − c(i)] ·
∏i−1
k=0 λ(k) ·
∏x−2
k=i+1 µ(k)∏x−2
i=0 λ(i)
.
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By noticing that we can take the term µ(x−1) into the product of the right hand
side, we see that both sides are equal. Hence, the Poisson equations hold.
The expression for ∆(x) was obtained by enumeration for a couple of states,
after which we expected that it holds for all states. In the proof we showed that
the expression indeed holds for every state, rather than to give a full derivation
of the result. We now derive the relation between the value functions for the full
and aggregated model where we make use of Lemma 5.
Lemma 6. Let a birth-death process be defined on the state space X = N0 with
λ(x) and µ(x) denoting the birth and death rates, respectively, in state x ∈ X .
Furthermore, let c(x) be the costs for state x, and V (x) the relative value function.
Then, by partitioningX intoK partitions {0, . . . , t0}, {t0+1, . . . , t1}, . . . , {tk−2+
1, . . .} and by defining the transition probabilities and costs according to Definition 2,
it holds that V˜ (k + 1)− V˜ (k) = V (tk + 1)− V (tk).
Proof of Lemma 6. Without loss of generality, assume that supx∈X
(
λx + µx
)
<
∞ so that by rescaling the total rate out of each state is smaller than or equal
to 1, and for notational convenience we let t−1 corresponds to the fictitious state
−1. Therefore, partition {t−1+1, . . . , t0} corresponds to state 0 in the aggregated
state space, partition {t0+1, . . . , t1} corresponds to state 1 in the aggregated state
space, and so on. We need to prove that V˜ (k + 1)− V˜ (k) = V (tk + 1)− V (tk).
According to Lemma 5 the difference V (tk + 1)− V (tk) equals
∑tk
i=0[g − c(i)] ·
∏i−1
k=0 λ(k) ·
∏tk
k=i+1 µ(k)∏tk
i=0 λ(i)
.
With the aggregated transition probabilities and costs as defined in Definition 2
we obtain a new birth-death process for the aggregated model. The differences
V˜ (k + 1) − V˜ (k) are therefore also given by Lemma 5. Denote by λ˜(k), µ˜(k)
and c˜(k) the probabilities for the aggregated model describing the birth-rate and
death-rate in state k, and the costs in state k, respectively. Then V˜ (k+1)− V˜ (k)
is given by
∑k
i=0[g − c˜(i)] ·
∏i−1
j=0 λ˜(j) ·
∏k
j=i+1 µ˜(j)∏k
i=0 λ˜(i)
=
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[ k∏
j=0
λ(tj)pi(tj)
]−1
·
k−1∑
j=−1
( tj+1∑
i=tj+1
[g − c(i)]pi(i) ·
j∏
l=0
λ(tl)pi(tl)·
k−1∏
l=j+1
µ(tl + 1)pi(tl + 1)
)
=
[ k∏
j=0
(
λ(tj)
tj−1∏
m=0
λ(m)
µ(m+ 1)
· pi(0)
)]−1
·
k−1∑
j=−1
( tj+1∑
i=tj+1
[g − c(i)]
i−1∏
m=0
λ(m)
µ(m+ 1)
· pi(0)
[ j∏
l=0
(
λ(tl)
tl−1∏
m=0
λ(m)
µ(m+ 1)
· pi(0)
)
·
k−1∏
l=j+1
(
µ(tl + 1)
tl∏
m=0
λ(m)
µ(m+ 1)
· pi(0)
)])
=
[ k∏
j=0
( tj∏
m=0
λ(m)
tj−1∏
m=0
1
µ(m+ 1)
)]−1
·
k−1∑
j=−1
( tj+1∑
i=tj+1
[g − c(i)]
i−1∏
m=0
λ(m)
i−1∏
m=0
1
µ(m+ 1)
·
[ j∏
l=0
(
λ(tl)
tl−1∏
m=0
λ(m)
tl−1∏
m=0
1
µ(m+ 1)
)
·
k−1∏
l=j+1
(
µ(tl + 1)
tl∏
m=0
λ(m)
tl∏
m=0
1
µ(m+ 1)
)])
=
k−1∑
j=−1

∑tj+1i=tj+1[g − c(i)]∏i−1m=0 λ(m)∏tkm=i+1 µ(m)∏tk
m=0 λ(m)

 ·

k−1∏
j=0
( tj∏
m=0
λ(m)
tj−1∏
m=0
1
µ(m+ 1)
)
−1
·
[ j∏
l=0
(
λ(tl)
tl−1∏
m=0
λ(m)
tl−1∏
m=0
1
µ(m+ 1)
)
·
k−1∏
l=j+1
(
µ(tl + 1)
tl∏
m=0
λ(m)
tl∏
m=0
1
µ(m+ 1)
)]
=
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1
4µ λ3
4µ
λ
µ
0 1
2
(b) MDP 2.
3
4λ λ3
4µ
1
4λ
µ
1
4µ
0 1
2
(c) MDP 3.
Figure 4.2. Three different MDP structures, with λ = 0.2 and µ = 0.3.
k−1∑
j=−1

∑tj+1i=tj+1[g − c(i)]∏i−1m=0 λ(m)∏tkm=i+1 µ(m)∏tk
m=0 λ(m)

 ·

k−1∏
j=0
( tj∏
m=0
λ(m)
tj−1∏
m=0
1
µ(m+ 1)
)
−1
·
[ j∏
l=0
( tl∏
m=0
λ(m)
tl−1∏
m=0
1
µ(m+ 1)
)
·
k−1∏
l=j+1
( tl∏
m=0
λ(m)
tl−1∏
m=0
1
µ(m+ 1)
)]
=
∑tk
i=0[g − c(i)] ·
∏i−1
k=0 λ(k) ·
∏tk
k=i+1 µ(k)∏tk
i=0 λ(i)
= V (tk + 1)− V (tk).
Lemma 6 provides the relation between between the full and the aggregated
model. The lemma was developed for one-dimensional birth-death processes,
and states that the difference V˜ (k + 1) − V˜ (k) is equal to the difference in value
for the states in the full model that connects the k-th and (k + 1)-th partition
in the aggregated model. In the following we consider three more difficult sys-
tems, that are depicted in Figure 4.2. The aggregated models for these systems
are obtained by aggregating the states 0 and 1 into state 0˜ and state 2 into state 1˜.
For the structures 1–3 (see Figure 4.2(a)–4.2(c)), the value function V for the full
model, and the value function V˜ for the aggregated model are given in Table 4.1.
The table also provides the relation between V and V˜ .
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V V˜ V˜ (1˜)− V˜ (0˜)
Structure 1 (0, 11047 ,
270
47 ) (0,
160
47 ) V (2) − V (1)
Structure 2 (0, 14041 ,
285
41 ) (0,
180
41 )
1
4(V (2)− V (0)) +
3
4(V (2)− V (1))
Structure 3 (0, 440191 ,
1020
191 ) (0,
690
191 )
1
4(V (2)− V (0)) +
3
4(V (2)− V (1))
Table 4.1. Value function V (V˜ ) for the full (aggregated) model for the structures in
Figure 4.2.
Temporal difference learning
The MDP formulation for the aggregated system
(
X˜ , {A˜x |x ∈ X˜}, p˜, c˜
)
has to
be derived from the original MDP formulationM. This involves the calculation
of the steady-state probability distribution for the full model M. For systems
with nice structures, this can be easily done as we have seen in the example of
the M/M/1 queue. However, for more complex systems, this usually means that
one has to solve a set of equations, either analytically or numerically. So, there
is some additional computation necessary in order to gain computation time in
solving the corresponding aggregated MDP by value iteration. Temporal Differ-
ence learning, however, uses simulation (or sample paths) to determine the value
function. The sample paths should mimic the steady-state probability distribu-
tion, i.e., the fraction of all states that a particular state is visited in the sample
path should be equal to the steady-state probability that the system is in that
particular state. If the TD algorithm does not update the value for state a state
xn in the sample path, but updates the partition where the state belongs to, then
the partition is subject to costs for different states that are in the partition, and
each state in the partition contributes costs according to its steady-state proba-
bility. Furthermore, transitions between different partitions can only happen
when the system is in a connecting state, and the probability that the system is
in a connecting state reflects the steady-state probability distribution. Therefore,
the approach of TD with state space aggregation also solves the value function in
the aggregated modelM.
In the next sections we use Lemma 6 to say something about the value function
for the full model based on the value function for the aggregated model. Further-
more, we introduce actions in the models, that we omitted before, to look at the
relation between the policy in the aggregated and full model. The last section
is concerned with the Bellman error minimization method, and we give an ex-
ample that shows that minimization of the Bellman error can lead to inefficient
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policies.
4.3.1 Policies
Assume that in every state k ∈ X˜ an action can be chosen to control the Markov
process. The optimal action a(k) in state k depends on the value function V˜ , e.g.,
for admission control in a one-dimensional birth-death process, one compares
V˜ (k + 1) with V˜ (k) + B, for some value of the blocking cost B. If action a in
state k ∈ X˜ is optimal, then it is also optimal for the state tk ∈ X in the full
model, since V˜ (k+1)− V˜ (k) = V (tk+1)−V (tk) according to Lemma 6. Note
that this only holds for type of policies that depends on the differences in value
for two neighboring states. For all states in the partition we take the same action,
which makes that the optimal action for state k ∈ X˜ is applied for all states in
partition k, i.e., the states tk−1 + 1, . . . , tk, although it might be that the action
is only optimal for state tk ∈ X . We can formulate a corollary describing the
optimality of the policy in the full model.
Corollary 2. Consider a general one-dimensional birth-death process controlled by
an admission policy, then there is an aggregated model for which the optimal policy is
also the optimal policy in the full model.
We illustrate this with an easy example in which we aggregate the state space and
derive optimal policies for the full and aggregated models.
Example 2. Consider an M/M/1 queueing system with arrival rate λ = 0.2,
service rate µ = 0.3, and costs c(x) = x for state x ∈ X = N0. Let the blocking
costs be equal to B = 50. The optimality equations are then given by
0.5V (x) + g = x+ 0.2min{V (x+ 1), V (x) + 50}+ 0.3V
(
[x− 1]+
)
.
The optimal policy is to block an arriving customers if the system is in state
x ≥ 6 with average cost g = 1.876. Divide the state space into three partitions.
Let state 0˜ correspond to {0, . . . , 5}, state 1˜ correspond to {6}, and state 2˜ corre-
spond to {7, 8, . . .}. By value iteration, it follows that V˜ (0˜) = 0, V˜ (1˜) ≈ 47 and
V˜ (2˜) ≈ 118, and that g˜ = 1.876. Hence, the optimal policy is to allow customers
if the system is in state 0˜ = {0, . . . , 5} and to block in the other states. Thus,
the derived policy implies that an arriving customer will be blocked if there are
6 or more customers in the system already, which is the same policy as for the
full model.
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4.3.2 Bellman error minimization
The quality of the aggregation can be determined by writing down the Bellman
error D that one makes in Poisson equations (2.2) given by
D(x) = −g − V (x) + c
(
x, pi(x)
)
+
∑
y∈X
p
(
x, pi(x), y
)
V (y), x ∈ X .
For a birth-death process for which the theory above holds, and the use of the
aggregated value function V˜ , the Bellman error for state x takes the form
D(x) = −g −
(
λ(x) + µ(x)
)
H(x) + c
(
x, pi(x)
)
+ λ(x)H(x+ 1) + µ(x)H
(
[x− 1]+
)
,
for all x ∈ X , where λ(x) and µ(x) depend on the policy pi, and the function
H(x) = V˜ (k) for k such that x ∈ X˜k. We want to minimize the sum of the
squared Bellman errors, i.e.,
∑
x∈X D
2(x). Consider again Example 2. Based on
the Bellman error minimization, the best partitions would be {0}, and {1, 2, . . .}
by splitting the full state space into two disjoint partitions. One can see easily
that this partitioning does not provide useful information for deriving optimal
actions. By splitting the state space into three disjoint partitions, we obtain a
similar case, in which the best partitions would be {0}, {1}, and {2, 3, . . .}.
In general, we expect that for a one-dimensional birth-death process on N0 with
V (x) convex and increasing, the cost function c(x) increasing, and a partitioning
of the state space into K partitions, minimizing the sum of squared Bellman
errors results, in most of the cases, in the partitions X˜k = {k} for k = 0, . . . ,K−
2 and X˜K−1 = {K − 1,K, . . .}. The idea behind this statement is as follows.
Suppose that we divide the state space into two partitions, say, X˜0 = {0, . . . , y}
and X˜1 = {y + 1, y + 2, . . .}. For a state x < y and for a state x > y + 1 the
squared Bellman error is given by
(
c
(
x, pi(x)
)
− g
)2
. For state x = y, and state
x = y + 1 the squared Bellman errors are, respectively, given by
D2(y) =
(
− g + c
(
y, pi(y)
)
+ λ(y)
(
V˜ (y + 1)− V˜ (y)
)
− µ(y)
(
V˜ (y)− V˜ (y − 1)
))2
=
(
− g + c
(
y, pi(y)
)
+ λ(y)
(
V (y + 1)− V (y)
))2
,
D2(y + 1) =
(
− g + c
(
y + 1, pi(y + 1)
)
+ λ(y + 1)
(
V˜ (y + 2)− V˜ (y + 1)
)
− µ(y)
(
V˜ (y + 1)− V˜ (y)
))2
=
(
− g + c
(
y + 1, pi(y + 1)
)
− µ(y + 1)
(
V (y + 1)− V (y)
))2
.
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The last equality forD2(y) and D2(y +1) follows from Lemma 6. This suggests
that it is better to take y as small as possible, since the term [V (y + 1)− V (y)] is
increasing in y.
4.4 Disaggregation
We can approximate the relative value function using a fixed structure parame-
terized by a vector r. We will denote this approximation structure by V˜ (x, r).
In that case, the problem decreases from storing |X | values to storing |r| values
only. Therefore, one chooses r such that |r|  |X |. The quality of the approx-
imation can be determined by considering the sum of squared Bellman errors as
mentioned in Chapter 2.
Normally one wants to model a system with a small state space to make com-
putations easier and faster. However, by using a fixed parameterized structure to
approximate the relative value function, that issue does not play a role anymore,
and we can take a state space as we like. In fact, we take a larger state space than
necessary, formulate the MDP and solve it using the parameterized approxima-
tion structure. In the sequel we give an example which shows that improvements
can be obtained. In [68] Roubos and Bhulai have already shown an example based
on the M/M/S queue, but now we consider a tandem queue consisting of two
M/M/S queues in series.
4.4.1 Example: Tandem queue
In this example, we consider two M/M/S queues in series with both having an
infinite buffer size. Arrivals occur according to a Poisson process with rate λ to
the first queue. Upon arrival of the customer, the customer is served if one of the
S1 agents is available. Otherwise, the customer will wait in the buffer. Service
takes an exponentially distributed amount of time with parameter µ1. After
being served in the first queue, the customermoves on to the second queue, and is
served in the same way as the first queue. However, the service rate for the second
server is equal to µ2 and there are S2 agents available for serving the customers in
the second queue. The system is subject to holding costs for every unit of time
a customer spends in the system. Denote by (x1, x2) ∈ X 1 = N0 × N0 that
there are x1 and x2 customers at the first and second queue, respectively. Thus,
x1 and x2 represent both the customers that are being served and the number
of waiting customers in the buffer. Without loss of generality, we assume that
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λ+ S1µ1 + S2µ2 ≤ 1. Hence, the Poisson equations are given by
V 1(x1, x2) + g =
(x1 + x2) + λV
1(x1 + 1, x2)
+ min{x1, S1}µ1V
1
(
[x1 − 1]
+, x2 + 1{x1>0}
)
+min{x2, S2}µ2V
1
(
x1, [x2 − 1]
+
)
+ (1− λ−min{x1, S1}µ1 −min{x2, S2}µ2)V
1(x1, x2),
for all (x1, x2) ∈ X 1. Now we formulate a larger state space, where we dis-
tinguish between customers that are being served and customers that are wait-
ing in the buffer. Hence, we obtain a four-dimensional state space. Denote by
(s1, s2, q1, q2) ∈ X
2 = {0, . . . , S1}×{0, . . . , S2}×N0×N0 that there are s1 and
s2 customers in service at the first and second queue, respectively, and that q1 and
q2 customers are waiting in the buffer for the first and second queue, respectively.
Without loss of generality, we assume again that λ + S1µ1 + S2µ2 ≤ 1. Hence,
the corresponding Poisson equations are given by
V 2(s1, s2, q1, q2) + g =
(s1 + s2 + q1 + q2) + λV
2(s1 + 1{s1<S1}, s2, q1 + 1{s1≥S1}, q2)
+ s1µ1V
2
(
[s1 − 1{q1=0}]
+, s2 + 1{s1>0;s2<S2},
q1 − 1{q1>0}, q2 + 1{s1>0;s2≥S2}
)
+ s2µ2V
2(s1, [s2 − 1{q2=0}]
+, q1, q2 − 1{q2>0})
+ (1− λ− s1µ1 − s2µ2)V
2(s1, s2, q1, q2),
for all (s1, s2, q1, q2) ∈ X 2.
We approximate both value functions V 1(x1, x2) and V 2(s1, s2, q1, q2) by a poly-
nomial function of degree two including all possible cross-terms, which is de-
noted by V˜ 1(x, r) and V˜ 2(x, r), respectively. In order to calculate the optimal pa-
rameter vector r we use approximate value iteration as described in Section 2.3.1,
with the set of representative states X˜ 1 = {0, . . . , 19}2 for the first representa-
tion, and X˜ 2 such that it contains the same states as in X˜ 1, where si + qi = xi
for i = 1, 2. The weights wx are chosen such as to represent the steady-state
distribution of the Markov process, hence
wx =
(
λ
S1µ1
)x1( λ
S2µ2
)x2
.
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We compare the resulting fits to the real value function by two distance measures
d1 and d2, defined by
d1(V˜
i) = max
x∈X˜ i
|V (x)− V˜ i(x, r)|,
d2(V˜
i) =
( ∑
x∈X˜ i
(V (x)− V˜ i(x, r))2
)1/2
.
Table 4.2 shows the results for different values of the parameters. The real av-
erage costs greal for the system are determined by solving the Poisson equations
for V (x), g˜ are the average costs obtained by using the approximation structure
V˜ (x, r), and the time t depicts the amount of time in seconds necessary until
convergence of the algorithm. Based on the results, we observe that the approx-
imation structure for the second state space representation performs better than
the first representation. This is due to the higher degree of freedom in the fit of
the approximation structure.
Since our approximation seems to fit the real value function sufficiently well,
we now consider actions in the model and continue with the second state space
representation. Upon arrival of a customer, the controller of the system can
decide to allow the customer into the system or to block the customer from
the system which comes at costs B. The optimality equations for this decision
process are then given by
V (s1, s2, q1, q2) + g = (s1 + s2 + q1 + q2)
+ λmin{V (s1 + 1{s1<S1}, s2, q1 + 1{s1≥S1}, q2),
V (s1, s2, q1, q2) +B}
+ s1µ1V ([s1 − 1{q1=0}]
+, s2 + 1{s1>0;s2<S2},
q1 − 1{q1>0}, q2 + 1{s1>0;s2≥S2})
+ s2µ2V (s1, [s2 − 1{q2=0}]
+, q1, q2− 1{q2>0})
(1− λ− s1µ1 − s2µ2)V (s1, s2, q1, q2).
So far we have applied the approximate value iteration for a fixed policy. Now, we
apply approximate value iteration to obtain the optimal policy. This approach
then uses the optimality equations in the backward recursion as also described
in Section 2.3.1. Table 4.3 shows the approximated optimal costs g˜∗, the real
optimal costs g∗, and the time t in seconds necessary until converge of the algo-
rithm. Recall that the average costs g are equal to Vn+1(x) − Vn(x) as n → ∞,
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Representation 1 Representation 2
λ µ1 µ2 S1 S2 greal d1 d2 g˜ t d1 d2 g˜ t
4 2 2 3 3 5.786 57.515 11.124 5.532 3.313 29.269 4.854 5.813 6.657
4 1 2 6 3 7.466 91.707 16.150 7.604 2.766 47.466 7.332 7.532 6.219
4 3 2 2 6 4.420 16.961 3.835 4.344 3.875 2.520 0.453 4.423 7.188
8 3 4 4 6 5.454 12.908 2.776 5.367 3.140 1.791 0.366 5.470 6.532
12 9 3 4 6 5.962 46.530 9.094 6.075 2.766 9.070 1.538 6.027 6.860
24 18 6 4 6 5.995 23.291 4.554 6.105 2.500 4.542 0.774 6.059 6.250
Table 4.2. Performance for the tandem queue for two state space representations.
λ µ1 µ2 S1 S2 B g˜∗ g∗ t
4 2 2 3 3 2 4.931 4.930 3.344
4 1 2 6 3 2.5 6.785 6.785 3.703
4 3 2 2 6 3 4.302 4.289 4.703
8 3 4 4 6 1 5.122 5.122 3.765
12 9 3 4 6 0.5 5.491 5.487 4.125
24 18 6 4 6 0.5 5.896 5.881 4.859
Table 4.3. Performance for the tandem queue with admission control.
and g˜∗ = V˜n+1(x) − V˜n(x) as n → ∞. The results show that near-optimal poli-
cies can be derived by using the approximation structure mentioned above. As a
final comparison between both approximation structures, we also looked at the
obtained policy by using the first approximation structure. Although the first
structure was also able to derive policies that were comparable to the policies
derived by the use of the second structure, in some of the cases the second struc-
ture was significantly better. Hence, the distinction between customers that are
in service and the customers that are in the waiting buffer improves the quality
of the approximations and the quality of the derived optimal policies.
4.5 Conclusions
In this chapter we have studied aggregation and disaggregation of the state space.
For one-dimensional birth-death processes we derived a relation between the
value function for the full model and the aggregated model. We also showed that
aggregation by means of minimization of the squared Bellman errors does not
provide valuable information in order to derive optimal policies. Furthermore,
we have illustrated state space disaggregation by an example of a tandem queue,
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which showed that distinguishing between the number of customers waiting and
in service increases the quality of the approximation, and yields near-optimal
policies.
Chapter 5
State-space aggregation for high-dimensional systems
In the previous chapters we have discussed different approximation techniques to
deal with large state spaces. Many systems that we encounter in practice require
a large state space when they are being modeled, since they are often of high
dimension. In most systems, e.g., in health care and call centers, the arriving
customers, irrespectively whether they are patients or callers, have their own
specific characteristics. In health care, different types of patients (e.g., emergency
patients) having their specific characteristics ask for different types of treatments;
in call centers different types of callers (e.g., business calls, private calls) have
their own characteristics. Modeling systems with different types of customers
(multi-type systems) leads to high-dimensional state spaces.
In such systems with multiple types of customers (type 1, . . . , I), each type has
its own specific characteristics. Upon arrival of a customer, the customer has to
be assigned to one of the available servers in a server group, which is a collection
of servers with the same capabilities. Once a customer is assigned to a server, the
customer generates work for the server. The type of work (type 1, . . . ,K) de-
pends on the type of customer. Therefore, in this setting, the optimal assignment
does not only depend on the characteristics of the arriving customer, but on the
types of work being handled within a server group as well. To represent all that
information leads to a high-dimensional state space.
In Chapter 4 we discussed state space aggregation to approximate the system. In
multi-type systems we can reduce the state space by aggregating all states with
the same total amount of work into one state while keeping all the informa-
tion about each type of customers. Thus, here we actually discard information
about the types of work. A further reduction of the state space can be ob-
tained by also discarding information about individual types of customers. To
87
88 Chapter 5: State-space aggregation for high-dimensional systems
X
X˜ 1
(K, Y )
(K, Y ′)
(K,~y)
(a) First aggregation level.
X˜ 1
X˜ 2
(K,~y)
(K′, ~y)
(~k, ~y)
(b) Second aggregation level.
Figure 5.1. The aggregation levels for the multi-type system.
illustrate this, let the matrix K with entries Kij denote the number of type
i customers within server group j, and let the matrix Y with entries Ykl de-
note the amount of work of type k within server group l. A state x is then
defined as x = (K,Y ). In Figure 5.1(a) two states (K,Y ) and (K,Y ′) in X map
to the same state in X˜ 1, the first aggregated state space, if K is the same and∑K
k=1 Ykl =
∑K
k=1 Y
′
kl = yl, where yl represents the amount of work within
server group l. Figure 5.1(b) depicts the situation in which two states (K,~y) and
(K ′, ~y) in X˜ 1 map to the same state in X˜ 2, the second aggregated state space, if ~y
is the same and
∑I
i=1Kij =
∑I
i=1K
′
ij = kj , where kj represents the number of
customers within server group j.
In this chapter, we study a high-dimensional system, and in particular session-
level load balancing for large server clusters. We apply the first and second level
of state space aggregation as mentioned before, and apply the standard value iter-
ation algorithm to derive nearly optimal policies.
This chapter is organized as follows. In Section 5.1 we give an introduction
to load-balancing. We formulate the session-level load-balancing problem as a
Markov decision problem in Section 5.2. This model is of high dimension mak-
ing standard solution techniques to derive the optimal policy intractable. There-
fore, we present approximations in Section 5.3. We study the performance of
these approximations against the optimal policy and other well-known algo-
rithms in Section 5.4. Finally, we conclude in Section 5.5 with the conclusions
and topics for further research.
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5.1 Introduction
Many content-intensive applications have scaled beyond the point where a single
server can provide adequate processing power. This raises the need for flexibility
to deploy additional servers quickly and transparently to end-users. The tech-
nique that addresses this need is load balancing, i.e., the process of transparently
distributing service requests across a group of servers. It also addresses several
requirements that are becoming increasingly important in computer networks,
such as increased scalability, high performance, and high availability and disaster
recovery.
Load balancing makes multiple servers appear as a single server by transparently
distributing user requests among the servers, and thus creates scalability. The
high performance is achieved by directing service requests to the servers that are
least busy and therefore capable of providing the fastest response times. The third
benefit, the improvement in application availability, occurs when load balancing
automatically redistributes end-user service requests to other servers within a
server farm when a server fails.
While many effective load-balancing strategies have been developed that perform
load balancing on the level of service requests, new applications and architectures
require load balancing on the level of user sessions. In these cases, the load-
balancing algorithm is carried out only when a user requests a new session. Once
the session has been assigned to a server, all subsequent service requests generated
in this session are directed to this server. This creates additional complexity, e.g.,
the future requests, and thus the future load, are not known. This load-balancing
problem on a session level is not yet solved completely and has received little
attention due to its complexity.
The literature on the performance and effectiveness of load-balancing algorithms
is widespread. We refer to [44] for an excellent overview of the available load-
balancing techniques applied in different application areas. However, the vast
majority of the performance-related papers on load balancing that have appeared
are focused on request-level load balancing (cf., [14] for an overview of request-
level load-balancing algorithms). However, a main disadvantage of request-level
load-balancing algorithms is that they are highly vulnerable to unsecured trans-
actions. In secure environments where confidentiality of data and integrity of
the network is of high importance, it is crucial that load balancing is done at
the session level instead of request level. Unauthorized data queries should be
kept separate from accessing the data of clients directly. Therefore, a farm of
terminal servers can serve as an intermediate layer to the outside world so that
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clients should request a session for all activities for outgoing data traffic. In these
cases, the load-balancing algorithm is carried out only when a user requests a new
session. Once the session has been assigned to a server, all subsequent service re-
quests generated in this session are directed to this server. Note that it is not
desirable to switch this session to a different terminal server due to large over-
head and switching times. This creates additional complexity for load-balancing
algorithms, since, e.g., the future requests during an active session are not known.
Motivated by this, a wide variety of commercial session-level load-balancing prod-
ucts have been brought to the market. Rather surprisingly, however, despite
the large number of available products, relatively little is known about the effi-
ciency of these session-level load-balancing algorithms. These observations have
raised the need for studying and optimizing the effectiveness of session-level load-
balancing algorithms.
In this chapter, we study load balancing of sessions on a farm of terminal servers.
Whenever a new session is requested by a client, the load balancer needs to assign
it to an available terminal server. The sessions are active for as long as the clients
do not terminate their sessions. Hence, all activities (e.g., browsing the web,
opening files) by a client induce load on the terminal server to which the session
is assigned. We focus on load-balancing algorithms that are easy to implement in
real systems.
5.2 Problem formulation
Consider a network with a finite number of clients (see also Figure 5.2); we will
denote the set of clients I by I = {1, . . . , I}. Each client i ∈ I is either in an
off-state or on-state determined by the variable si ∈ {0, 1} describing whether
client i is in the off-state or on-state, respectively. The time that client i stays in
the off-state and in the on-state is exponentially distributed with parameters γi
and θi, respectively. When a client changes from an off-state to an on-state, i.e.,
he starts a new session, then his session has to be assigned to a server by a load
balancer so that his future service requests during that session may be handled.
The set of servers J is given by J = {1, . . . , J}. If client i is in an on-state, i.e.,
si = 1, then ki ∈ J denotes the server to which his session is assigned to by the
load balancer.
When client i is in the on-state, he generates service requests (i.e., jobs) with
exponentially distributed interarrival times with parameter λi. All jobs of client
i are routed to server ki to which he is assigned. Within the session, the client
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Figure 5.2. Session-level load balancing model.
generates jobs of different types. The set of different types of jobs is denoted
by L = {1, . . . , L}, and a job of client i is of type l ∈ L with probability pi,l.
All jobs destined for server ki are pooled and are served in a processor-sharing
fashion. We assume that a job on server j ∈ J of type l ∈ L has exponentially
distributed service requirements with parameter µj,l when the server works at
full rate on that job. Let Y be a J ×Lmatrix with Yj,l the number of type l jobs
on server j. Then, the load on server j is defined as the number of jobs on server
j, and expressed as yj =
∑L
l=1 Yj,l for all j ∈ J .
The load balancer acts as a decision maker every time a client changes from the
off-state to the on-state. It then needs to decide to which server his session needs
to be assigned such that the imbalance in the loads of the different servers is
minimized. More specifically, when the system is in state x = (~s,~k, Y ), the
system is subject to direct costs c(x) per unit time given by
c(x) =
2
J(J − 1)
J∑
m=1
J∑
n=m+1
|ym − yn|.
Based on a state x = (~s,~k, Y ), i.e., the state of the clients, the assignment of
the clients to the servers, and the number of jobs running on each server, the
long-term average costs g for a given policy pi can be computed by
g(pi) = lim
T→∞
E
pi 1
T
∫ T
0
c(dXt),
whereXt is the random variable denoting the state at time t. The objective of the
load balancer is to find a policy pi∗ that minimizes the long-term average costs,
thus g := g(pi∗) = minpi{g(pi)}.
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In order to derive optimal policies, we cast this problem as a Markov decision
problem. This consists of a description of the state space X , the possible actions
A, the transition probabilities p, and the cost structure c (discussed in the pre-
vious paragraph). To this end, first note that the information on the state of
client i ∈ I (i.e., the variable si) and the information on the server to which
he is assigned to (i.e., the variable ki), can be combined into a single variable
by adding 0 to the set J . Indeed, the fact that ki > 0 implies si = 1, and
ki = 0 implies si = 0. Let ~k be the vector ~k = (k1, . . . , kI). By combin-
ing this information, we can reduce the size of the state space X defined by
X = {(~k, Y ) : ~k ∈
(
J ∪ {0}
)I
, Y ∈ NIJ}. A state x = (~s, Y ) ∈ X represents
that client i is assigned to server ki if ki > 0 and not assigned otherwise, and that
there are Yj,l jobs of type l on server j. The action space A = J with a ∈ A
denoting that a client is assigned to server a when he becomes active.
We denote the transition rate of going from x to x′ (before taking any action)
by p(x, x′). If in state x = (~k, Y ) ∈ X action a ∈ A is chosen for client i ∈ I ,
then the state x′ becomes x′ = (~k + ei · (a − ki), Y ), i.e., the i-th component
of ~k is replaced by a. Therefore p
(
(~k, Y ), (~k + ei · (a − ki), Y )
)
= γi for this
event. Similarly, the event that an active client i ∈ I becomes inactive occurs
with rate p
(
(~k, Y ), (~k − ei · ki, Y )
)
= 1{ki>0} θi. When client i ∈ I is active,
he starts jobs of type l ∈ L with rate p
(
(~k, Y ), (~k, Y + eki,l)
)
= 1{ki>0} λipi,l.
Finally, a job of type l ∈ L on server j ∈ J is served in a processor-sharing
fashion with rate p
(
(~k, Y ), (~k, [Y − ej,l]
+)
)
= µj,l ·
Yj,l
yj
. Next we uniformize the
system (see Puterman [58, Section 11.5]). Without loss of generality, we assume
for simplicity that the maximum rate of change in the system is bounded by 1
(we can always get this by scaling). Uniformizing is equivalent to adding dummy
transitions (from a state to itself ) such that the rate out of each state is equal to 1;
then we can consider the rates to be transition probabilities.
Let V (~k, Y ) be a real-valued function defined on the state space. This function
will play the role of the relative value function, i.e., the asymptotic difference in
total costs that results from starting the process in state (~k, Y ) instead of some
reference state. The long-term average optimal actions are a solution of the op-
timality equation (in vector notation) g + V = TV , where T is the dynamic
programming operator acting on V defined as follows:
TV (~k, Y ) =
I∑
i=1
1{ki=0}γimina∈J
{
V
(
~k + ei · (a− ki), Y
)}
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+
I∑
i=1
1{ki>0}θiV
(
~k − ei · ki, Y
)
+
I∑
i=1
L∑
l=1
1{ki>0}λipi,lV (
~k, Y + eki,l)
+
J∑
j=1
L∑
l=1
µj,l ·
Yj,l
yj
V
(
~k, [Y − ej,l]
+
)
+
(
1−
I∑
i=1
[1{ki=0}γi + 1{ki>0}θi + λi]
−
J∑
j=1
L∑
l=1
µj,l ·
Yj,l
yj
)
V (~k, Y )
+
2
J(J − 1)
J∑
m=1
J∑
n=m+1
|ym − yn|,
(5.1)
for all (~k, Y ) ∈ X . The first term of Equation (5.1) models a transition from the
off-state to the on-state of a client. For client i this event can only occur when he
is in the off-state, i.e., ki = 0. In that case the load balancer has to decide to which
server the client should be assigned to and stores the decision at the ith entry of
vector ~k. Similarly, the second term models the transition from the on-state to
the off-state of a client. The third term deals with the process that generates jobs
when a client is active. The fourth term models the services on the servers. The
fifth term is the dummy transition due to uniformization. The last term is the
direct costs that are incurred at the epoch.
The optimality equation g + V = TV is hard to solve analytically in practice.
Alternatively, the optimal actions can also be obtained by recursively defining
Vt+1 = TVt for arbitrary V0. For t → ∞, the maximizing actions converge to
the optimal ones (for existence and convergence of solutions and optimal policies
we refer to [58]). In Section 5.4 we adopt this approach to compute optimal
policies and denote the policy obtained by using Equation (5.1) by OPT. Also
note that the state space is very big, X = JI ×NIJ . Hence, even the recursive
procedure turns out to be intractable, due to the dimension of the state space. In
order to avoid this curse of dimensionality, we look at state aggregation methods
to reduce the dimensionality of the state space. This algorithm is described in
the next section.
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5.3 Approximation
In this section we develop approximations to the dynamic programming operator
such that the state space will be reduced. The reduction should be such that the
problem is scalable in the number of clients and servers while it still allows for
efficient derivation of nearly optimal policies. To this end, we use aggregation
on the subsets of the state space. A first reduction follows from ignoring the job
types so that one solely counts the number of jobs that run on each server. The
matrix Y then reduces to the vector ~y with entries yj =
∑L
l=1 yl,j. A further
reduction can be achieved when one also ignores the characteristics of each client
and only counts the number of active clients. We then obtain a vector ~s with
entries sj =
∑I
i=1 1{ki=j} for server j = 1, . . . , J .
One can expect the first reduction to give better policies for the load balancer
than the second approximation. The reason for this is that the first reduction
has more detailed information to base its decisions on. However, the second re-
duction is much faster in computation, since the number of states is significantly
smaller. To study this tradeoff, we formalize the two approximations by studying
the dynamic programming operator for these two reductions.
Approximation 1 (APP1)
Our first approximation is based on using the vector ~k and ~y. Thus, the algorithm
has information on each individual client and the total number of jobs running
on each server. The dynamic programming operator is very similar to the one
specified in Equation (5.1). The changes only occur in the terms for the job
arrival and the job completion. The operator T is therefore given by
TV (~k, ~y) =
I∑
i=1
1{ki=0}γimina∈J
{
V
(
~k + ei · (a− ki), ~y
)}
+
I∑
i=1
1{ki>0}θiV (
~k − ei · ki, ~y)
+
I∑
i=1
1{ki>0}λiV (
~k, ~y + eki) +
J∑
j=1
µ¯jV
(
~k, [~y − ej ]
+
)
+
(
1−
I∑
i=1
[1{ki=0}γi + 1{ki>0}(θi + λi)]−
J∑
j=1
µ¯j
)
V (~k, ~y)
(5.2)
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+
2
J(J − 1)
J∑
m=1
J∑
n=m+1
|ym − yn|,
for all (~k, ~y) ∈ X˜ (1) :=
(
J ∪ {0}
)I
×NJ , and with µ¯j =
∑L
l=1 plµj,l. The third
term of Equation (5.2) models an arrival of a job generated by client i, but in
this case the job type does not matter. Similarly, the fourth term considers a job
completion. Information on the number of type l jobs on server j is lost, but
we still have information on the probability that a job is of type l (i.e., pl) and
the service rate of a type l job on server j (i.e., µj,l). We use that information to
calculate a weighted average for the service rate of a job on server j, with pl as
the weights.
Approximation 2 (APP2)
The second approximation is based on ~s and ~y and thus uses even less information
than APP1. Information about the individual clients are now aggregated into the
number of clients on server j. The dynamic programming operator is then given
by
TV (~s, ~y) =
(
I −
J∑
j=1
sj
)
γ¯min
a∈J
{
V (~s+ ea, ~y)
}
+
J∑
j=1
sj θ¯V (~s − ej , ~y) +
J∑
j=1
sjλ¯V (~s, ~y + ej)
+
J∑
j=1
µ¯jV
(
~s, [~y − ej ]
+
)
+
(
1−
(
I −
J∑
j=1
sj
)
γ¯ −
J∑
j=1
[sj θ¯ + sjλ¯+ µ¯j ]
)
V (~s, ~y)
+
2
J(J − 1)
J∑
m=1
J∑
n=m+1
|ym − yn|,
(5.3)
for all (~s, ~y) ∈ X˜ (2) := IJ ×NJ , and with γ¯ = 1I
∑I
i=1 γi, θ¯ =
1
γ¯·I
∑I
i=1 γiθi,
λ¯ = 1γ¯·I
∑I
i=1 γiλi, and µ¯j =
∑L
l=1 plµj,l. The first term in Equation (5.3)
models the transition of a client from the off-state to the on-state. Each client
switches from the off-state to the on-state with intensity γ¯, and in total there are
I −
∑J
j=1 sj clients that are in the off-state. The second term considers a change
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from the on-state to the off-state. Since there is no information that determines
which clients are exactly in the on-state, we calculate a weighted average for the
rate to switch to the off-state by weighting the individual rates θi by their frac-
tion γi/(
∑I
i=1 γi). The same reasoning applies to the calculations of the other
weighted averages. This means that we give higher weights to the parameter val-
ues for clients that turn faster to the on-state than other clients do. The third
and fourth terms of Equation (5.3) consider an arrival and completion of a job,
respectively. The remaining terms of the operator are due to uniformization and
the cost function.
5.4 Numerical results
In this section we evaluate the performance of our algorithm extensively by nu-
merical experiments. We do this by comparing our algorithm to three other
commonly used algorithms; the round robin (RR) algorithm, a load based (LB)
algorithm, and a least connection (LC) algorithm. We generate many random
instances for different parameter values and compare the performance of these
algorithms. We first start by explaining the RR, LC, and LB algorithm.
The round robin (RR) algorithm does not use any information about the system
and assigns a new session in a cyclic manner to the servers such that the i-th deci-
sion is assigned to server (i mod J)+1. The least connection (LC) algorithm fo-
cuses on the number of connections sj =
∑I
i=1 1{ki=j} for server j = 1, . . . , J .
Thus, the LC algorithm selects server argminj{sj}. The load based (LB) algo-
rithm makes a decision based on the load yj =
∑L
l=1 ylj for server j = 1, . . . , J .
Hence, the algorithm selects server argminj{yj}.
Note that the second approximation (APP2) uses as information both the vec-
tors ~s = (s1, . . . , sJ) and ~y = (y1, . . . , yJ). The first approximation (APP1) uses
more information and is based on the tuple (~k, ~y) instead of the client-aggregated
information (~s, ~y). The optimal policy (OPT) has the most detailed informa-
tion (~k, Y ), in which the load is not aggregated over the different job types.
Therefore, we expect that RR, LC, LB, APP2, APP1, and OPT has an increas-
ing performance, since they use more information, respectively. For the cases of
LC and LB this is not completely true, because the algorithms focus on different
parts of the state space (~s versus ~y as compared to (~s, ~y)). As more information is
used, the scalability of the algorithms deteriorates, since the computation times
become longer. In the results we will discuss this trade-off between performance
and computing times as more information is used.
5.4 Numerical results 97
Next, we describe the setup of the experiments. We look at 4 network topologies
with I = 2, 3, 5, and 10 clients, respectively. In all cases we have J = 2 servers
and L = 2 or 3 job types. For each network topology we randomly generate 50
parameter settings. The parameters γ (the rate of becoming active), θ (the rate
of becoming inactive), λ (the rate at which jobs are generated in the active state)
are drawn uniformly from the I-th dimensional unit cube [0.5, 5.0]I , [0.5, 3.0]I ,
and [1.0, 10.0]I , respectively. When there are L = 2 types, an arriving job is
of type 1 with probability p1 = 1 − p2 uniformly generated from the interval
[0.1, 0.9]. In case of L = 3 types, we have that p1 and p2 (and p3 = 1 − p1 − p2)
are uniformly generated from the interval [0.1, 0.8], [0.1, 0.9 − p1], respectively.
The service rates µj,l are uniformly generated from the interval [pl(λ1 + · · · +
λI), 2pl(λ1+ · · ·+λI)] to ensure stability of the system for all policies. Thus, we
evaluate 50 × 4 = 200 different experiments. The evaluation is done by means
of simulation.
Figure 5.3 shows the comparison of the different algorithms for the four net-
work topologies. The algorithms are listed on the x-axis. The relative difference
between two algorithms, say ALG1 and ALG2, is listed on the y-axis and is com-
puted as
performance(ALG1)− performance(ALG2)
performance(ALG2)
.
Figure 5.3(a) shows the relative difference with respect to OPT (thus ALG2 =
OPT). Figures 5.3(b)–5.3(d) show the relative difference with respect to APP1,
since the problem instances are too large to solve to optimality. In the boxplot,
the thick line represents the median, surrounded by the 25% and the 75% quar-
tile. This range is also called the IQR, the inter-quartile range. The whiskers
represent the 1.5 · IQR range (cut off by the last point that falls into that range)
in which most of the points fall. In case the points do not fall into this range, the
points can be considered as outliers.
Figure 5.3(a) clearly shows that APP1 and APP2 consistently have a very good
performance with little variance. The average deviation with respect to OPT is
less than 2% and 5%, respectively, for APP1 and APP2. The LB and LC algo-
rithms seem to have a comparable performance, but the LB algorithm has more
consistent performance than the LC algorithm. Both these algorithms outper-
form the RR algorithm. Figure 5.3(b) shows the results for a bigger problem
instance with three clients instead of two clients, and with three job types. For
this problem instance, the optimal solution is already numerically intractable.
Therefore, we compare the algorithms to APP1, since that uses the most infor-
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Figure 5.3. Comparison of algorithms for different topologies.
mation and is closest to the optimal policy. We have also done this for the last
two topologies, since the problem instances are bigger in those cases. The results
in Figures 5.3(b)–5.3(d) consistently show that APP1 and APP2 outperform the
other algorithms. The LB algorithm seems to have reasonable performance as
well when compared to the LC and RR algorithm.
For a fair comparison of the algorithms, we also need to study the complexity of
the algorithms. The running time for the optimal policy was around 30 minutes,
2 days and 3 days for topology 1, 2 and 3, respectively. Topology 4 was practically
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beyond the reach of the optimal dynamic programming algorithm. APP1 and
APP2 calculated the approximate policies within one minute overall. However,
the difference in running time between APP1 and APP2 increases as the problem
instances grow larger and larger. Hence, as one scales up the problem it could be
more beneficial to switch from APP1 to APP2.
For an instance from topology 1, we look further into the optimal policy com-
pared to the LB algorithm. The optimal policy, when a client switches from the
off-state to the on-state, depends not only on the number of jobs on both servers,
but also on the types of the jobs and whether the other client is in the on-state
or off-state. The LB algorithm discards the latter two. If the LB algorithm would
be optimal, then the policy would be to assign the client to, say, server 1 if the
number of jobs on server 1 is less than (or equal to) the number of jobs on server
2. By looking at the optimal policy we see that the most important part to base
the decision on is the number of jobs on the servers. Therefore, the LB algorithm
performs well. However, in cases where the number of jobs on both servers is
approximately equal, more information is needed to assign the client optimally.
In Figure 5.4 we make this point clear by showing the number of action conflicts
that occur in the optimal policy by aggregating on the jobs. For example, the are
250 conflicts in the policy at 15 jobs on both servers. This means that the action
taken using the optimal policy differs in 250 situations compared to the action
taken by only looking at the number of jobs.
The Markov decision problem is solved for exponentially distributed random
variables. In the last part of this section, we study the impact on the performance
of the algorithms when the required service time for a job has a hyperexponen-
tial, and a uniform distribution. In fact, the algorithms OPT, APP1, and APP2
are still based on the assumption of exponential random variables, but the poli-
cies derived using OPT, APP1, and APP2 are used in the simulation environment
with other distributions for the job service times. Therefore, we actually study
the impact of the assumption of exponentially distributed service times.
For the hyperexponential distribution, we generate two service rates, say µ′j,l
and µ′′j,l, uniformly from the interval [pl(λ1 + · · · + λI), 2pl(λ1 + · · · + λI)].
The probability p1 that the service has rate µ′j,l is generated uniformly from the
interval [0.1, 0.9], and the probability that the service rate is µ′′j,l is p2 = 1 − p1.
For the algorithms OPT, APP1, and APP2 we assume exponentially distributed
service times with parameter µj,l = p1µ
′
j,l+ p2µ
′′
j,l. For the uniform distribution
with parameters aj,l and bj,l, and thus a service time that is distributed uniformly
on [aj,l, bj,l], we generate aj,l = 0.8/µj,l and bj,l = 1.2/µj,l with µj,l, as before,
uniformly chosen from the interval [pl(λ1 + · · ·+ λI), 2pl(λ1 + · · ·+ λI)].
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Figure 5.4. The number of action conflicts when aggregating on the jobs.
Table 5.1 shows the performance of the algorithms. For topology 1, the results
are compared against the algorithm OPT, and the results of the last three topolo-
gies are compared against APP1 (due to the computational intractability of OPT
for these topologies). Although the policy obtained from the OPT algorithm
may not be the best possible policy in case of hyperexponentially and uniformly
distributed service times, it still performs better than the other algorithms. Ta-
ble 5.1 clearly shows that the algorithms OPT, APP1, and APP2 have very good
performance even in cases with non-exponential service time distributions, de-
spite the fact that the algorithms assume exponential distributions.
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Topology 1 Topology 2 Topology 3 Topology 4
Algorithm HypExp Unif HypExp Unif HypExp Unif HypExp Unif
OPT 0.000 0.000 - - - - - -
APP1 0.028 0.018 0.000 0.000 0.000 0.000 0.000 0.000
APP2 0.055 0.058 0.060 0.076 0.057 0.078 −0.013 −0.031
LB 0.232 0.316 0.222 0.281 0.256 0.347 0.131 0.183
LC 0.355 0.579 1.734 1.858 0.286 0.291 0.579 0.458
RR 0.555 0.631 1.266 1.393 0.451 0.614 0.949 1.109
Table 5.1. Performance comparison for non-exponential service distributions.
5.5 Conclusions and discussion
In this chapter we have formulated the problem of session-level load balancing
as a Markov decision problem. For already small problem instances the Markov
decision problem has shown to be numerically intractable due to the high dimen-
sionality of the state space. Therefore, we have developed two approximations
that are based on a state aggregation technique and consequently use less informa-
tion for decision making. The first approximation aggregates information on the
load, and the second additionally aggregates client information. In the numeri-
cal experiments, we have seen that both approximations outperformwell-known
algorithms that are frequently used in practice. The load-based (LB) algorithm,
which is very simply since it makes decisions solely based on the load, performs
reasonably well over a broad range of parameters. However, as the problem size
grows, the gains achieved by the approximations grow larger against little addi-
tional computational complexity.
State aggregation is one of many techniques from the theory of neuro-dynamic
programming (see Bertsekas and Tsitsiklis [8]) that can be applied to battle the
curse of dimensionality. Interesting avenues for further research include the re-
placement of the relative value function by a value function with an approxima-
tion structure that is parametrized by a vector ~r and matrix R of low dimension.
A polynomial approximation of orderK could, e.g., have the following form.
V˜ (~k, Y ) =
I∑
i=1
ri1{ki>0} +
J∑
j=1
L∑
l=1
K∑
k=1
[
R
(k)
j,l Y
k
j,l
]
.
The advantage of this method is that it requires less storage space, since the num-
ber of parameters in V˜ is smaller than the number of states. However, a disad-
vantage is that it requires more time to compute the coefficients ~r and R, since
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one starts with an initial policy, estimates these parameters, finds a new policy,
and continues until the policy cannot be improved anymore. Since the value
function is approximated by V˜ it is also not guaranteed that a better policy is
found in each step.
A second topic that requires more investigation is the weight factor that is used
in the second approximation APP2. In APP2 the clients that become active faster
have a higher weight in the estimation of γ¯, θ¯ and λ¯. We have also tried to use the
fraction of time that client i is in the on-state, given by q1i = γi/(γi+θi), and the
off-state, given by q2i = θi/(γi + θi). Let Q
1 =
∑I
i=1 q
1
i and Q
2 =
∑I
i=1 q
2
i . We
used q1i /Q
1 as weight factors in the calculation of θ¯ and λ¯ and we used q2i /Q
2 as
weight factors in the calculation of γ¯. However, this approach seems to perform
worse than the one we used in our APP2 algorithm. A better weight factor might
improve the performance of the algorithm and warrants more study.
Chapter 6
Control of time-varying systems
In this chapter we develop techniques for applying approximate dynamic pro-
gramming to the control of time-varying queueing systems. First, we show that
the classical state space representation in queueing systems leads to approxima-
tions that can be significantly improved upon by increasing the dimensionality
of the state space by state disaggregation. Second, we deal with time-varying pa-
rameters by adding them to the state space with an ADP parameterization. We
demonstrate these techniques for the optimal admission control in a retrial queue
with abandonments and time-varying parameters. The numerical experiments
show that our techniques have near to optimal performance.
6.1 Introduction
Many operational systems in the service and production industry are described
by queueing models that are large and complex. The applicability of such mod-
els to derive (nearly) optimal control strategies is therefore very limited, since
(a) the model is of high dimension so that standard algorithms (e.g., dynamic
programming) are not computationally tractable, and (b) the parameters of the
model change over time so that steady-state solution techniques are inappropri-
ate. Both difficulties prohibit the use of queueing theory in practice and need to
be resolved.
The first difficulty is very much related to the model description. In practice, the
control problem is usually described by a Markov decision model with the fewest
number of variables so that the model remains compact and is of smallest dimen-
sion. Unfortunately, for many problems the final description is still of very high
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dimension and does not alleviate the intractability (both analytically and numer-
ically). Therefore, one needs to take the refuge to approximation techniques that
have proven to be successfully applied in specific application areas, such as state
space aggregation [61, 80], state decomposition/factoring [55], approximation via
Linear Programming [21, 23, 22], value function approximation [11, 67], neu-
ral networks [86], reinforcement learning [79, 83], and Approximate Dynamic
Programming (ADP) [8, 57].
When a suitable approximation technique has been chosen, one still needs to deal
with the second difficulty of the model, i.e., the time-varying nature of the pa-
rameters. One method of accommodating time-varying parameters is to solve
the Chapman-Kolmogorov forward equations (see [36, 91]). This is done by con-
tinuously approximating the varying parameters with small, discrete intervals
and use the so-called randomization method (see [27]) to explicitly calculate the
change in system occupancy from one small interval to the next. Another natu-
ral means of accommodating changes in the arrival rate is to reduce the interval
over which a stationary measure is applied. This is the essence of the point-
wise stationary approximation (PSA) of [28]. But the PSA does not explicitly
consider non-stationary behavior that may be induced by abrupt changes in the
arrival rate, and it appears to perform less well in these cases. In [35] the accuracy
and computational requirements of a number of approaches, including the ex-
act calculation of the Chapman-Kolmogorov forward equations and the method
of randomization have been evaluated. The results show that the method of
randomization generally produces results that are close to exact, however the
computation is quite burdensome. The PSAmethod is quicker but more approx-
imate. The computational complexity increases and accuracy diminishes when
the approximation methods to control the system are combined with methods to
deal with time-varying parameters making the problem numerically intractable
again.
In this chapter we develop techniques for applying ADP to the control of time-
varying queueing systems. First, we show that the classical state space representa-
tion in queueing systems leads to an inaccurate approximation. Instead of reduc-
ing the state space by aggregation, increasing the dimensionality of the state space
by state disaggregation is more preferable. Second, we deal with time-varying pa-
rameters by adding them to the state space with an ADP parameterization. By
using a method to track the time-varying parameters (e.g., stochastic approxi-
mation), one can generate control strategies online. We demonstrate these tech-
niques for the optimal admission control in a retrial queue with abandonments
and time-varying parameters. The numerical experiments show that our tech-
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niques have near to optimal performance with very little computational effort.
The sequel of the chapter is organized as follows. In Section 6.2 we give a formal
description of the value iteration algorithm in combination with an approxima-
tion structure of the relative value function, and we describe our approach to
handle time-varying systems. By means of an example we show in Section 6.3
that using a larger representation of the system leads to a better approximation
of the relative value function. Section 6.4 is devoted to an example where we
illustrate our method to handle time-varying systems and we show that the gain
in performance is significant compared to other ways to obtain policies. Finally,
we conclude in Section 6.5.
6.2 Formulation
In this section we formulate the Markov decision problem (MDP) that will be
used for the control of queueing systems. To this end, let the MDP be defined
by the tuple
(
X ,Ax, p(x, a, y), c(x, a)
)
, where X represents the state space, Ax
represents the action space if the system is in state x ∈ X , p(x, a, y) is the transi-
tion probability of going from state x to state y by choosing action a ∈ Ax, and
c(x, a) is the direct cost function associated with state x and action a.
A deterministic Markov policy pi : X → Ax is a function that maps states to
actions, i.e., pi(x) = a for an action a ∈ Ax. The policy pi describes which
actions to take in each state of the state space. The objective is to find a policy pi
in the class of deterministic Markovian policies such that the long-term average
cost g is minimized. For a fixed policy pi, the average cost g can be determined
by solving the Poisson equations given by
g + V (x) = c
(
x, pi(x)
)
+
∑
y∈X
p
(
x, pi(x), y
)
V (y),
for all x ∈ X , where V (x) is the relative value function, which has the inter-
pretation of the asymptotic difference in total cost that results from starting the
process in state x instead of some reference state.
Note that the MDP that we have introduced in this section is for discrete-time
processes. However, continuous-time queueing models can be cast as a discrete-
time MDP through uniformizing the system (see Section 11.5 of [58]). Moreover,
results on existence and uniqueness of the average cost g and the relative value
function V heavily depend on the state and action spaces X and Ax. For nota-
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tional clarity we assume that the state space is denumerable and that the action
space is finite with the usual ergodicity assumptions (see [32, 33]).
Approximate value iteration
To solve the Poisson equations analytically in practice is difficult. As an alter-
native, we can solve the equations by the recursive procedure known as value
iteration described in Section 2.3.1. Since the memory complexity for this algo-
rithm is of the order |X | we approximate the value function V (x) by taking an
approximation architecture V˜ (x, r), parameterized by a vector r.
We use the approximation structure in the value iteration algorithm, and update
in each iteration step the parameter vector r. This procedure, called approximate
value iteration, is described in Section 2.3.1.
Normally, the average cost g is obtained by calculating Vn+1(x) − Vn(x) after
convergence. In our case, we have g ≈ V˜n+1(x, r) − V˜n(x, r). Therefore, there
is no need to estimate g beforehand in contrast to solving the Poisson equations
directly.
State disaggregation
The quality of the policy that one obtains by using the approximate value iter-
ation algorithm is largely dependent on the approximation of the relative value
function. This function plays a crucial role in the decision making process. In its
turn, the quality of the approximation to V depends on the parameter vector r
and the choice of the basis functions φi(x). Hence, given a set of basis functions,
the fit can only be improved by adjusting r such that every region of the state
space is well-approximated.
In many problem definitions the model is chosen as small as possible, i.e., it is
described with the fewest number of state variables. For example, in many queue-
ing systems the state is chosen to be the number of customers in the queue plus
in service instead of having two variables that denote the number of customers
in the queue and in service, respectively. Given the interpretation above, using
the same information with more state variables can result in a better approxima-
tion of the value function, since there is more freedom to fit a functional form to
specific parts of the state space. This helps to improve the quality of the resulting
policy. This is illustrated in Section 6.3.
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Time-varying parameters
The approximate value iteration algorithm results in an approximation for the
relative value function for fixed exogenous input parameters. However, in prac-
tice many of these input parameters change over time, e.g., think of arrival pat-
terns of customers that vary over the day. To deal with such situations the ap-
proximation architecture can be extended to include the time-varying parameters
as well. The approximate value iteration algorithm can then be used to approx-
imate the relative value function, such that for each different configuration of
the time-varying input parameters, one gets a different value of r. Consequently,
when the values of the input parameters can be tracked, e.g., by a stochastic ap-
proximation method, then the decision making for time varying systems can be
done online with little computational effort.
To formalize the idea, let γ be a configuration for the set of input parameters.
Based on γ one can obtain an approximation V˜γ(x, r). Now, the vector r can be
extended by parameterizing the input parameters γ as well so that we get r(γ).
By choosing an appropriate model for this, and calculating V˜γ(x, r) for different
values of γ, we can fit the approximated relative value function for the relevant
range of values of the input parameters.
The model that one has to take for r(γ) is problem-specific. However, in Sec-
tion 6.4 we will show that a rather simple regression model is quite sufficient,
since the parameter vector r is continuous for small changes in γ. Therefore,
we can take a polynomial function of low degree to describe the relationship
between the input parameters γ and the vector r.
6.3 Example: TheM/M/S queue
In this section we illustrate the idea of state disaggregation to obtain better ap-
proximations to the relative value function, and thus better control policies. For
this purpose, we will study the M/M/S queue. In Section 6.4 we will extend
this problem with time-varying parameters, retrials and abandonments so that it
can serve as a realistic model for call centers.
TheM/M/S queueing system is described as follows. Consider a service facility
with S servers at which customers arrive according to a Poisson process with rate
λ. Upon arrival of a customer, the customer is taken into service when a server is
available, otherwise the customer waits in a buffer of infinite size. When a server
becomes idle, the longest waiting customer is being served if present. Serving a
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customer takes an exponentially distributed amount of time with parameter µ.
The system is subject to holding costs for each customer per time unit.
The state space of the system can be chosen in many ways. The most common
way to describe this system is to take as state space X1 = N0, where a state
x ∈ X1 represents the total number of customers in the system (i.e., in queue and
in service). However, another way to model the system is by choosing as state
space X2 = {0, . . . , S} × N0, where a state (s, q) ∈ X2 represents the system
with s customers being served and q customers waiting in the buffer.
Since there are holding costs for each customer in the system per time unit, we
have c1(x) = x and c2(s, q) = s + q. For simplicity and without loss of gen-
erality, we assume that λ + Sµ < 1; we can always get this by scaling. After
uniformization, we obtain the following update rule for the value iteration algo-
rithm
Vˆ 1n+1(x) =x+ λV˜
1
n (x+ 1) + min{x, S}µV˜
1
n ([x− 1]
+) +(
1− λ−min{x, S}µ
)
V˜ 1n (x),
Vˆ 2n+1(s, q) =s+ q + λHn(s + q + 1) + sµHn(s+ q − 1) +(
1− λ− sµ
)
V˜ 2n (s, q),
with Hn(y) defined by
Hn(y) = Vˆ
2
n (min{[y]
+, S}, [y − S]+).
We take a second order polynomial function as approximation structure. For the
first representation, we take it equal to V˜ 1(x, r) = r0 + r1x + r2x2, and for the
second representation we have V˜ 2(s, q, r) = r0+ r1s+ r2s2+ r3q+ r4q2+ r5sq.
Note that the last term sq is redundant, since sq = Sq. To see this, note that
q = 0 if s ≤ S, and s = S when q > 0. To compare our approximation to
the real value function of the M/M/S queue, we define two distance measures.
These are given by
d1(V˜ ) = max |V − V˜ |,
d2(V˜ ) = ||V − V˜ ||.
Table 6.1 shows the the real average cost g, the average costs g(V 1) and g(V 2)
obtained by using the first and second representation, respectively, and the dis-
tance measures for different values of λ, µ, and S. We used ρx and ρ(s+q) as
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λ µ S g g(V˜ 1) d1(V˜ 1) d2(V˜ 1) g(V˜ 2) d1(V˜ 2) d2(V˜ 2)
4 2 8 2.00 2.00 5.810 1.297 2.00 0.043 0.024
10 8 5 1.25 1.28 3.379 1.253 1.28 0.011 0.006
8 2 16 4.00 4.01 0.329 0.038 4.01 0.038 0.013
5 1 10 5.04 5.08 9.734 1.893 5.05 0.249 0.124
3 2 3 1.74 1.70 12.426 3.318 1.74 0.023 0.009
10 4 5 2.63 2.68 6.442 1.617 2.66 0.037 0.017
15 5 4 4.53 4.37 2.240 0.553 4.56 0.095 0.033
3 2 2 3.43 3.33 1.021 0.518 3.43 0.053 0.016
9 3 4 4.53 4.36 3.702 0.917 4.55 0.124 0.045
Table 6.1. Results for theM/M/S queue with X˜ = {0, . . . , 20}.
weight factors in the weighted least squares minimization for the first and sec-
ond approach, respectively, where ρ = λ/(Sµ). The results show that by using
the disaggregated description of the state space, the quality of the approximation
improves by a large factor, without significantly much additional computational
effort.
6.4 Example: TheM/M/S retrial queue with abandonments
In this section we illustrate the approximate value iteration method for time-
varying parameters. Therefore, we extend the model from the previous section
to a multi-server queue with abandonments and retrials. Furthermore, the arrival
rate of customers to the system is time dependent and serves as our time-varying
parameter. The model can be seen as a call center to which customers call for
service.
The formal description of the model is as follows. Consider a single multi-server
queue at which calls arrive. The calls arrive according to a non-homogeneous
Poisson process with rate λt, as depicted in Figure 6.1. There is a controller that,
upon arrival of a call, can decide to block the call. In that case, a cost of B is
incurred and the call is dropped. When the call is allowed into the system, it
is assigned to an agent if one is idle. The call is then served and has a service
duration that is exponentially distributed with parameter µ. If all agents are
busy, the call is placed in the queue, and starts its service when an agent becomes
available.
We assume that the operating hours of the call center are divided intoK intervals,
in our examples we shall take K = 4 intervals of six hours. In each interval k,
110 Chapter 6: Control of time-varying systems
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
4
6
8
10
12
14
16
Time (hour)
Va
lu
e o
f l
am
bd
a
Arrival rate of calls
Figure 6.1. Call rate per hour.
the number of agents Sk is constant, but may differ from the number of agents
in other intervals. This is current practice due to schedules and rosters of call
center agents. In our examples, we choose the number of agents Sk such that
at least 80% of the calls has a waiting time in the queue of less than 20 seconds,
i.e., P(WQ > 20 sec.) < 0.2. This number can be found by using the Erlang-C
formula (6.1), in which λ is equal to the average arrival rate in the corresponding
interval, a equals the offered load, i.e., a = λ/µ, andWQ represents the stochastic
variable for the waiting time in the queue.
P(WQ > t) = C(S, a)e
−(Sµ−λ)t, with
C(s, a) =
as
(s− 1)!(s − a)
×
[ s−1∑
j=0
aj
j!
+
as
(s− 1)!(s − a)
]−1
.
(6.1)
In case the number of agents decreases from one interval to the next, the agents
that have to leave and are busy finish their service first. However, when the
number of agents increases, the additional agents are available immediately at the
beginning of the interval.
The customers have a finite patience that is exponentially distributed with param-
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Figure 6.2. Representation of theM/M/S queue with abandonments and retrials.
eter β. Hence, after their patience time has expired and the customer is still in
the buffer, the customer abandons the queue. Once the customer has abandoned,
there is a probability p that the customer will call back after an exponentially dis-
tributed time with parameter γ. We then say that the customer is in the retrial
orbit. Otherwise, the customer will leave the system without having received
service. This happens with probability 1− p and comes at cost R. The system is
depicted in Figure 6.2.
We cast the admission control problem into the framework of MDPs. To this
end, we denote by (q, s, y) ∈ X = N × {0, . . . , S} × N that q calls are in the
waiting buffer, s agents are occupied, and y calls are present in the retrial orbit.
The system is subject to holding costs for the calls waiting, the calls in service,
and the calls in the retrial orbit. Now, we can formulate the optimality equations
for this system. For simplicity of the expression, we assume a fixed value for λ
and a fixed number of agents S for the moment, but study the more general case
in the sequel.
We uniformize the system similar to theM/M/S queue in the previous section.
However, in this case the total rate of change in the system is not bounded due
to parallel retrials in the orbit and parallel abandonments in the queue. In our
experiments we bound the size of the buffer and the size of the orbit so that the
uniformization constant is finite. The bound is taken such that the steady-state
probabilities of reaching the bound are very low. Then, just as in the previous
section, we can (without loss of generality) assume that the uniformization con-
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stant is smaller than 1. Therefore, the optimality equations are given by
g + V (q, s, y) = (q + s+ y) +
λmin
{
V (q + 1{s=S}, s+ 1{s<S}, y);
V (q, s, y) +B
}
+
γymin
{
V (q + 1{s=S}, s + 1{s<S}, [y − 1]
+);
V (q, s, [y − 1]+) +B
}
+
min {s, S}µV (q − 1{q>0}, [s − 1{q=0}]
+, y) +
pβqV ([q − 1]+, s, y + 1{q>0}) +
(1− p)βq[V ([q − 1]+, s, y) +R] +(
1− λ− γy −min {s, S}µ− βq
)
V (q, s, y).
(6.2)
The first step is to choose an approximation structure for the relative value func-
tion. We take a second order polynomial approximation function with cross-
terms between the queue length, the number of agents that are busy, and the
number of calls in the retrial orbit. Let the vector k = (1, q, s, y) be the vector
corresponding to the state (q, s, y). We use this vector to describe our approxi-
mation architecture defined by
V˜ (q, s, y, r) =
4∑
i=1
4∑
j=i
ri,jkikj .
Note that also in this case (as in the previous section), the term sy is redundant.
In the second step we use this approximation structure in combination with the
approximate value iteration algorithm. To this end, we need to define a weight
function, whose entries are stored in the matrix W used in the algorithm. As
in the previous section, we will use a geometric function with the load as de-
cay factor. Without retrials and abandonments, the system would be a standard
M/M/S queueing system for which the load is equal to λ/(Sµ) per server. How-
ever, in our system there are retrials, but that is only from calls that abandon from
the queue, and thus did not visit the server. Hence, if p is close to 1, then the
load per server is approximately equal to λ/(Sµ). The load of the retrial orbit is
harder to determine. Therefore, we use the following weight function
W (q, s, y) = ρy
(
min
{
λ
Sµ
, α
})(q+s)
,
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λ µ S β γ P R B g0 g∗(V˜ ) g∗ ∆
5 2 2 4 1 0.5 10 7 20.406 17.909 17.513 2.3%
4 2 3 3 2 0.5 6 3 4.365 4.185 4.001 4.6%
4 2 3 3 2 0.5 10 4.5 5.737 5.448 5.155 5.7%
6 4 3 1 1 0.7 5 1 2.302 2.143 2.077 3.2%
10 4 3 1 1 0.7 5 2.5 7.716 6.995 6.990 0.1%
Table 6.2. Results of the system with X˜ = {0, . . . , 15} × {0, . . . , S} × {0, . . . , 15}.
where ρ and α are fixed numbers; we take them equal to 0.8 and 0.6, respectively.
In our numerical experiments, we have chosen the arrival rates such that the
system is in an overload situation during peak hours, but is stable on average.
This resembles a realistic setting for most call centers.
Table 6.2 shows the numerical results for the system with fixed values for λ and
S, i.e., there is no time-varying parameter involved and the number of agents is
fixed over time as well. In the table, g0 is the average cost for the policy where
all calls are accepted to the system, g∗(V˜ ) is the optimal average cost obtained
by using the approximation structure, while g∗ is the cost obtained by using the
optimal policy. The relative difference (∆) between the optimal cost and the
optimal cost obtained by the approximation is given by
(
g∗(V˜ )− g∗
)
/g∗ · 100%.
The results show that there is a significant decrease in costs when using the ap-
proximation structure and the approximate value iteration algorithm. The dif-
ference between the optimal cost and the cost obtained by the approximation is
below 10% for the extensive set of parameters we studied. Based on these good
results, we conclude that the second order polynomial architecture, that we de-
scribed above, works very well.
We continue with the third step, and that is to describe the relation between the
values of the time-varying parameter and the coefficients r of the approximation
structure. To illustrate this step, we consider one particular example and give the
results based on different parameter settings in a table. Let λt be as in Figure 6.1.
The maximum call rate equals 15, the minimum call rate equals 5, while the
average call rate is approximately equal to 10. There are three servers, and each
of them handles a call at rate 4. The values for β and γ are chosen to be 1, and
the probability of retrial is equal to 0.7. Rejection and blocking costs are 5 and
2.5, respectively. This resembles a situation in which sometimes there is more
work than can be handled in peak hours, while in off-peak hours the length of
the queue can be decreased significantly.
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For different values of λ between λmin = 5 and λmax = 15, we determine the
coefficients (i.e., the value of the parameter vector r) in the approximation struc-
ture. This is done by using the approximate value iteration algorithm and the
optimality Equations (6.2). The relation between each coefficient and the values
of λ is described by a polynomial function of degree three. In Figure 6.3 the opti-
mal coefficients are plotted and the least squares fit of the third-order polynomial
function.
Let V˜ (·)S denote the approximate relative value function when the system has S
agents and the system is controlled in a specific way, i.e., based on λt, λ¯, λmin, or
λmax. We compare the control of the system based on our approach with other
approaches by means of simulation, since we have time-varying arrival rates of
the calls. At each arrival of a call, the system admits or blocks the call based on
min
{
V˜
(·)
S (q + 1{s=S}, s+ 1{s<S}, y); V˜
(·)
S (q, s, y) +B
}
,
or
min
{
V˜
(·)
S (q + 1{s=S}, s+ 1{s<S}, [y − 1]
+); V˜
(·)
S (q, s, [y − 1]
+) +B
}
,
if an arriving call originates from outside the system, or originates from the re-
trial orbit, respectively. In the decision, the approximation of V˜
(·)
S plays an im-
portant role. Moreover, the relative value function and therefore the approxima-
tion, is different for different values of λ. Therefore, to make good decisions, we
should have knowledge about the relation between values of λ and the approxi-
mation of the relative value function. To quantify the impact of our approach,
we compare it to the performance by using the average value of the arrival rate
(V˜
(λ¯)
S , with λ¯ = 10.0354), the maximum value of the arrival rate (V˜
(λmax)
S , with
λmax = 15), and the minimum value of the arrival rate (V˜
(λmin)
S , with λmin = 5).
Table 6.3 shows the numerical results of these experiments, together with other
problem instances. For these problem instances, the same shape of the arrival
rate is taken, but the actual values are changed so that they fit between λmin and
λmax. Recall that we have four different periods in which the number of agents
may vary.
The performance is determined by means of simulation. We simulate the system
for a sufficiently large amount of time and divide the simulation into subruns,
so that confidence intervals can be derived for the average costs of the system.
In Table 6.3 the average costs are shown. For readability of the results, we have
not included the confidence intervals, but reside by mentioning that the standard
deviations of the average costs are mostly of order 10−2.
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# λmin λmax µ S β γ P R B g
0 g(V˜ λt ) g(V˜ λ¯) g(V˜ λmin) g(V˜ λmax)
1 2 9 2 {3, 4, 6, 4} 3 2 0.5 8 4 5.959 5.417 5.782 5.765 5.564
2 6 16 4 {3, 4, 5, 4} 1 2 0.3 7 2 6.988 5.721 6.141 6.147 5.894
3 10 20 4 {4, 5, 6, 5} 2 2 0.1 6 4 11.747 11.478 11.704 11.693 11.529
4 8 22 4 {3, 5, 7, 5} 2 2 0.1 6 4 11.095 10.753 11.004 10.994 11.419
5 6 16 4 {3, 4, 5, 4} 1 1 0.7 7 2 6.192 5.232 5.556 5.559 5.298
6 6 16 4 {3, 4, 5, 4} 1 2 0.7 7 2 6.013 5.134 5.521 5.493 5.229
7 5 15 4 {3, 4, 5, 4} 1 1 0.7 5 2.5 4.302 4.174 4.264 4.239 4.185
8 8 22 4 {3, 5, 7, 5} 2 2 0.9 6 4 8.887 7.820 8.420 8.424 7.994
9 10 20 3 {5, 7, 8, 7} 2 0.2 0.7 6 3 13.715 10.917 11.966 11.908 11.131
10 6 16 4 {3, 4, 5, 4} 1 0.2 0.7 7 2 8.354 5.879 6.306 6.298 6.004
11 10 20 3 {5, 7, 8, 7} 0.3 0.2 0.7 6 3 9.484 8.545 8.993 8.969 8.704
12 6 18 1 {9, 15, 20, 15} 0.5 0.1 0.9 6 4 33.177 15.882 17.548 17.494 16.079
13 10 20 3 {5, 7, 8, 7} 2 0.2 0.7 6 5 13.699 12.965 13.591 13.508 13.197
14 6 16 4 {3, 4, 5, 4} 1 0.2 0.7 7 5 8.314 7.793 8.190 8.157 7.908
15 10 20 3 {5, 7, 8, 7} 0.3 0.2 0.7 6 5 9.405 9.153 9.393 9.438 9.258
16 6 18 1 {9, 15, 20, 15} 0.5 0.1 0.9 6 5 33.713 16.971 19.202 19.067 17.352
17 8 22 4 {3, 5, 7, 5} 2 2 0.9 6 5 8.811 8.107 8.621 8.650 8.195
Table 6.3. Results of the system with X˜ = {0, . . . , 15} × {0, . . . , S} × {0, . . . , 15}.
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To generate arrivals according to the inhomogeneous Poisson process with rate
λt, we consider a Poisson process with rate λmax where we select each point with
probability λt/λmax. The selected points are then the call arrivals.
The initial policy that allows every arriving call to the system has the highest cost
g0. As expected, the admission control policy based on the approximation of the
relative value function performs better in all cases. The control of the system
based on the average arrival rate performs almost equally well compared to the
control based on the minimum value of the arrival rate. Both performworse than
the control based on the maximum value of the arrival rate in most of the cases.
Our approach (V˜ λt ) outperforms all others, since this method uses the actual
arrival rate into account. In combination with a parameter-tracking method,
such as stochastic approximation, the controls can be taken online without the
knowledge of the arrival rate function. However, this exercise of call arrival rate
forecasting falls outside the scope of this chapter, since our aim is to show how
to deal with time-varying parameters in a computationally feasible manner.
Unobservable retrial orbit
The optimal policy relies upon the knowledge of the number of calls in the
queue, the number of calls in service, as well as the number of calls in the re-
trial orbit. However, in practice the latter is quite difficult, if not impossible, to
obtain; when a customer abandons, it is not known beforehand if the customer
will retry and thus it is not observed if the customer resides in the orbit.
The fact that the orbit cannot be observed in practice prohibits the direct appli-
cation of our method. One straightforward way to deal with this is to ignore the
information about the orbit. Thus, one can use the approximation architecture
V˜S consisting only of the variables q and s, thus V˜S(q, s). A second approach
would be to use V˜S(q, s, y) by providing a value for y. Numerical experiments
show that the former method, i.e., ignoring the orbit, does not yield very good
results. It is better to provide a reasonable value for y. Table 6.4 shows the results
of these two approximation approaches labeled App1 and App2, respectively.
App2(a) uses y = 0, and App2(b) uses y = 2. Note that also here the standard
deviations are not shown, but they are of order 10−2 as well.
It may be difficult to come up with a well-chosen value for y beforehand, since
the best value can depend on all the system parameters. It would be better to use
V˜S(q, s, y) and try to estimate the number of calls in the retrial orbit at any point
in time dynamically. To this purpose, we use a Bayesian estimation procedure.
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# g(V˜ λt ) App1 App2(a) App2(b) App3(a) App3(b)
1 5.417 5.683 5.431 5.452 5.436 5.421
2 5.721 5.819 5.723 5.738 5.724 5.717
3 11.478 11.419 11.508 11.427 11.464 11.456
4 10.753 10.743 10.746 10.732 10.747 10.743
5 5.232 5.508 5.258 5.223 5.225 5.220
6 5.134 5.216 5.132 5.120 5.138 5.112
7 4.174 4.277 4.171 4.166 4.154 4.149
8 7.820 8.826 8.049 7.927 7.800 7.830
9 10.917 13.764 10.910 10.920 10.935 10.904
10 5.879 7.426 5.874 5.870 5.899 5.884
11 8.545 8.819 8.572 8.545 8.565 8.536
12 15.882 31.225 15.889 15.910 15.881 15.896
13 12.965 13.706 13.110 13.025 12.904 12.916
14 7.793 8.316 7.824 7.812 7.778 7.749
15 9.153 9.180 9.137 9.180 9.153 9.140
16 16.971 33.377 16.947 17.019 16.973 16.947
17 8.107 8.809 8.190 8.205 8.080 8.091
Table 6.4. Results of the unobservable retrial orbit system with X˜ = {0, . . . , 15} ×
{0, . . . , S} × {0, . . . , 15}.
Let u = (u0, . . . , uN ) be the vector of components ui denoting the probability
that there are i calls in the retrial orbit. We restrict the sample space for the orbit
to {0, . . . , N}.
When additional information becomes available through an event, we update the
probability vector u. More specifically, an abandonment results with probability
p in a retrial, increasing the number of calls in the retrial orbit by one, while
with probability 1− p nothing happens with the retrial orbit. As a consequence,
after an abandonment occurs, the new probability vector u′ has components
u′i = pui−1 + (1− p)ui, for 0 < i < N , while setting u
′
0 = (1− p)u0 and u
′
N =
p(uN−1+uN )+(1−p)uN . The term uN in uN−1+uN in the last expression is due
to the fact that we have a finite sample space. Apart from updating the probability
vector u at moments of abandonments, we also update the probability vector at
moments a retrial occurs. This results in u′i =
1
aui+1, for i < N , and we let
u′N = 0, with a =
∑N
i=1 ui. Furthermore, based on the distribution u we expect
to have E(u) =
∑N
i=0 iui calls in the retrial orbit, each having an exponentially
distributed amount of time that they remain in the retrial orbit. Therefore, one
expects to observe a retrial with probability, say 0.95, within τ time units, where
τ = argminx FX(x) ≥ 0.95, with X ∼ exp(γ · E(u)). If that amount of time
elapses without the occurrence of a retrial, then we also update the probability
vector u by u′i =
0.95
a ui+1 + 0.05ui, for i < N , and we let u
′
N = 0.05uN . The
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value of τ is being calculated each time an update of u occurs.
We use the probability vector u in two different ways. The first is to calculate
the expectation E(u) and to use that as an estimation for the amount of calls
in the retrial orbit each time a decision is made to control the system, i.e., we
let y = E(u). The second way is to calculate a weighted average of the value
function with the probabilities as weights, i.e., we let
V a =
N∑
i=0
uiV˜
(·)
S (q + 1{s=S}, s+ 1{s<S}, i),
V r =
N∑
i=0
uiV˜
(·)
S (q, s, i) +B,
for an arriving call originating from outside the system, where V a and V r denote
the weighted value function for admission and rejection of the call, respectively.
The optimal action is taken by comparing both weighted value functions. The
optimal action to be taken at the arrival of a retrial is determined in a similar
way. This first and second approach in using the probability vector u is denoted
by App3(a) and App3(b), respectively, in Table 6.4.
Table 6.4 shows us that ignoring the number of calls in the retrial orbit com-
pletely (App1) does not yield very good results. A simple approach such as to fix
the value for y (App2) gives good results. However, a good value for one prob-
lem instance could be bad for other problem instances. Estimating the number
of calls in the retrial orbit (App3) outperforms the other methods. This is not
only because these methods try to estimate the number of retrial calls, but they
also circumvent the problem on how to choose a good value for y as required in
App2. Note that the retrial orbit plays an important role in cases where blocking
a call is relative expensive. However, this yields little improvement in the policies
compared to the initial policy. On the other hand, to obtain large improvements,
the blocking costs should be relatively small, but that means that the number of
calls in the retrial orbit is bounded by a small number in the optimal policy.
Structure of the optimal policy
In this subsection we study the structure of the optimal policy. To this end, we
combine the number of waiting customers and the number of customers being
served into one variable, and we use the number of calls in the retrial orbit as sec-
ond variable. This allows us to make a plot of the optimal actions. We consider
120 Chapter 6: Control of time-varying systems
0 5 10 15 20 25 30
0
2
4
6
8
10
12
14
16
18
20
Optimal policy
y
q+
s
Figure 6.4. Optimal policy for λ = 5, 10, and 15.
the same problem instance as before; a system with three servers, each working
at rate 4, and the other system parameters given by β = γ = 1, p = 0.7, R = 5,
and B = 2.5. For three different values of a constant arrival rate (λ = 5, 10, and
15) the optimal actions are shown in Figure 6.4. The colored squares indicate
the decision to allow an arriving call into the system that originates from outside
the system. The dark, average, and light colored squares indicate that we allow
the call in the particular states for all three values of λ, the values 5 and 10, and
the value 5 for λ, respectively. The structure of the policy is such that for higher
values of λ we block in more states. Note that the decision for an arriving call
originating from the retrial orbit can be derived directly from that plot as well as
by looking up the decision that corresponds to the state (s+ q, y − 1) instead of
(s+ q, y).
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6.5 Conclusions and discussion
In this chapter we have studied the quality of approximations used in Approxi-
mate Dynamic Programming (ADP) by comparing the classical state space repre-
sentation with a state space with increased dimensionality through state disaggre-
gation. We observed that for queueing models it is preferable to distinguish be-
tween entities in the waiting buffer, and entities that are in service. This approach
increases the quality of the approximation against little additional complexity.
Furthermore, we developed a technique to control time-varying queueing sys-
tems. The optimal admission control for queueing systems highly depends on
the arrival rate to the system. We have shown this by means of an example (cf.,
Figure 6.4). To make optimal decisions over time with time-varying arrival rates,
we expressed the parameters of the approximation structure as a function of the
time-varying arrival rate. This allows us to take optimal decisions at any point
in time, using (an estimate of) the current arrival rate. Moreover, we have devel-
oped a Bayesian procedure to estimate the number of calls of in the orbit, since
this value cannot be observed in practice. We showed in our numerical exam-
ple of a queueing system with abandonments and retrials that these techniques
work well, although we used a simple approximation architecture and a simple
function to describe the relation between the parameters of the approximation
architecture and the time-varying arrival rate.
Chapter 7
Routing policies in call centers
In Section 1.1 we discussed our first example on routing in a call center with
multiple types of skills. In this chapter, we consider the call center again and solve
the routing problem by using a decomposition approach and an approximation
of the relative value function using the Bellman error minimization method.
7.1 Introduction
Call centers nowadays deliver a huge variety of services, and therefore continue
to grow in size. From the perspective of economies of scale this is beneficial
(see, e.g., [42]). At the same time, it can be undesirable to have only fully cross-
trained agents who can handle all service requests, due to high personnel costs
and switchover times between different services. Skill-based routing is the solu-
tion. Instead of having fully cross-trained agents who possess all skills, agents
are grouped into heterogeneous pools with different skill sets. Upon arrival of
a call, the automatic call distributor (ACD) has to decide to which agent group
the call is assigned or it can decide to queue the call. Obviously, there are many
policies to deal with this decision problem leading to a number of problems.
First, finding the optimal policy for the ACD is a hard problem for large call
centers ([43]), and second, the decision instructions should be efficient so that
little time is necessary for making good decisions online.
The problem of assigning a call to an agent group upon arrival is also called the
agent selection problem. Next to this decision problem, the ACD also has to
select a possibly waiting call when an agent becomes available. This problem is
called the call selection problem. The optimal policy for the agent and call se-
lection problem is hard to derive. The state space of the problem limits many
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numerical methods to small-sized call centers (see, e.g., [12], [26], [56], and [29]).
Therefore, many good routing rules or heuristics have been proposed. In [77],
[81], and [88], the authors consider fixed, static priority policies. Overflow rout-
ing (see, e.g., [43] and [24]) provides an approximate analysis of the overflow
behaviour from one pool of agents to another. For a literature survey on asymp-
totic heavy-traffic regimes we refer to [40] and [25].
In this chapter we deal with the agent and call selection problem in the frame-
work of Markov Decision Processes (MDPs). Due to the large state space that
the formulation brings forth standard algorithms are not applicable. To alleviate
this problem, we use Approximate Dynamic Programming (ADP) techniques to
derive nearly optimal policies. In particular, we shall use one-step policy im-
provement to derive our dynamic routing policies. To this end, one has to select
a reasonable initial policy and derive its relative value function. A reasonable ini-
tial policy is the overflow routing policy. In this setting it is natural to study each
agent group separately, and to try to find an accurate value function or approxi-
mation for those decomposed smaller systems. However, the analysis is difficult,
since the overflow process is not Markovian anymore (see [63]). We solve this
problem by approximating the value function for the overflow process.
The decomposition approach has been applied earlier in [10]. The author assumes
that the overflow process is a Poisson process, with rates that are approximated
using the fraction of time that an arbitrary arriving call finds all agents in an
agent group occupied. This fraction is determined using the well-known Erlang-
B formula, which is for blocking systems rather than queueing systems. The
approximation in [10] performs well compared to the optimal policy. However,
the results show that there is still room for improvement. We adopt a method
that combines the value function approximation and simulation to estimate the
parameters of the arrival processes to each of the decomposed systems resulting
in better policies.
An alternatively approach to solve the agent and call selection problem is to
approximate the value function of the whole system directly, without using a
decomposition approach. This eliminates the difficulty of estimating the param-
eters for each of the decomposed systems. We show the performance of both
methods. More specifically, the paper is organized as follows. In Section 7.2 we
formulate the model of the call center. In Section 7.3 we introduce our solution
method, which is followed by Section 7.4 in which we show numerical experi-
ments. Finally, we conclude in Section 7.5 with conclusions and ideas for further
research.
7.2 Model formulation 125
-Ps(λ1, λ2, λ3) - 
 
  
@
@
@@R

ﬀ
S{1}

ﬀ
S{2}

ﬀ
S{3}
-
@
@
@@R
 
 
  
@
@
@@R
 
 
  
-

ﬀ
S{1,2}

ﬀ
S{1,3}

ﬀ
S{2,3}
-
 
 
  
@
@
@@R
&%
'$
S{1,2,3}
Figure 7.1. A call center representation with 3 types of skills.
7.2 Model formulation
We consider a multi-skill call center at which calls arrive and are served by an
agent with the right skill. Denote by S = {1, . . . , N} the set of skills, so that
there are N different skills. Each agent can have any mixture of skills, denoting
the types of calls that the agent can handle. Let G = P(S) be the different
agent groups. Note that P(S) is the power set of all skills. For three different
skills, this would already imply seven different agent groups, as is depicted in
Figure 7.1. We call a group G ∈ G with |G| = 1 (agents with a single skill)
specialists, the group with |G| = |S| = N (agents with all skills) generalists, and
groups with 1 < |G| < |S| cross-trained agents. For notational convenience, let
Gs = {G ∈ G | s ∈ G} for s ∈ S, i.e., the agents groups that contain skill s. Calls
of type s ∈ S arrive according to a Poisson process with rate λs. If there is no
agent available that can handle the call of type s, it will be queued in a waiting
buffer of infinite size. Each agent groupG ∈ G consists of SG agents and serve the
calls with independent exponentially distributed amount of time with parameter
µG. Upon a service completion, the agent can take a call out of the waiting buffer.
Let X denote the state space. With (~q, ~x) ∈ X we denote by qi the number of
calls in the queue that require skill i ∈ S, and by xG the number of occupied
servers in group G ∈ G. The objective is to minimize the number of calls in
the system, i.e., the number of calls that are being handled and the number of
waiting calls. Therefore, let the cost function be c(~q, ~x) =
∑
i∈S qi +
∑
G∈G xG
for all (~q, ~x) ∈ X .
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We want to determine the optimal assignment of calls to agents. As was men-
tioned in Section 7.1 already, two types of problems should be solved, i.e., the
agent selection problem and the call selection problem. For the agent selection
problem, the possible actions are to assign the arriving call of type s to an avail-
able agent in one of the groups Gs, or to put the call into the waiting buffer.
Upon a service completion in group G ∈ G, the possible actions for the call se-
lection problem are to get a waiting call of one of the types groupG can serve, or
to leave the agent idle. Denote by Π all deterministic policies. A policy pi ∈ Π is
a mapping from states to actions, describing which action to take in each state in
the state space. Note that if there is no function available that easily describes this
mapping, then only a look-up table is possible. The mapping function, however,
is available for good routing heuristics, so that actions can be made efficiently.
Let us consider the policy of overflow routing. More specifically, an N × |G|
matrix describes the priority of call types to groups of agents. We form such a
matrix by letting agent groups with smaller skill sets have priority over agent
groups with larger skill sets. Therefore, for the agent selection problem, the
specialists have the highest priority, and upon arrival of a call of type s, it is
assigned to an available agent in the group of specialists who can handle type s
calls. If none of the agents are available in that group, it is assigned to one of the
agents groups consisting of two skills. If that is not possible either, than groups
consisting of three skills are considered, and so on, until the group of generalists
is reached. This procedure is made clear in Figure 7.1 by means of the arrows
that indicate the possible agent groups. If none of the generalists are available,
then the call is put in the waiting buffer. For the call selection problem we rank
the priorities according to the call types, and give calls of a lower type priority
over calls of a higher type, meaning that call type i gets priority over call type j
if i < j. We take these two heuristics as our initial policy pi0, and improve upon
it.
After uniformizing the system (see [58]) and given our initial policy pi0, we obtain
the Poisson equations given by
g +
[∑
i∈S
λi +
∑
G∈G
SGµG
]
V (~q, ~x) =
∑
i∈S
qi +
∑
G∈G
xG+
∑
i∈S
λihi(~q + ei, ~x) +
∑
G∈G
xGµGh˜G(~q, ~x− eG) +
∑
G∈G
(SG − xG)µGV (~q, ~x),
(7.1)
for all (~q, ~x) ∈ X , and where g are the average costs, V (~q, ~x) is the relative
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value function corresponding to the initial policy pi0, and hi(~q, ~x) and h˜G(~q, ~x)
are functions that correspond to the initial policy pi0 described by the prior-
ity routing matrix as mentioned before. For the case with N = 3 and G =
(G1, G2, G3, G4) = ({1}, {2}, {3}, {1, 2, 3}) we have hi(~q, ~x) and h˜G(~q, ~x) given
by
hi(~q, ~x) =


V (~q − ei, ~x+ ei), if qi > 0, and xi < SGi ,
V (~q − ei, ~x+ e4), if qi > 0, xi = SGi , and x4 < SG4,
V (~q, ~x), otherwise,
and
h˜G(~q, ~x) =


V (~q − ei, ~x+ ei), if qi > 0, and G = {1}, {2}, {3},
V (~q − ei, ~x+ e4), if G = {1, 2, 3}, and i = argmin{qi|qi > 0},
V (~q, ~x), otherwise.
Note that X is countably infinite and very large making standard techniques such
as value iteration inapplicable to derive the value function V . However, suppose
that we have V (~q,~s), or an approximation for V , available, then we could find a
better policy by considering
min
{
V (~q, ~x), {V (~q − ei, ~x+ eG) | i ∈ S, G ∈ G
i, qi > 0, xG < SG}
}
.
At this point the importance of the relative value function V is definitely clear.
It is necessary to improve upon our initial policy. Furthermore, using the value
function V is a very efficient way to determine the action to take upon arrival
of a call or upon a service completion of one of the agents. However, to ob-
tain the value function analytically from Equation (7.1) is very hard. Therefore,
in the next section, we provide an approximation V˜ for the value function V
by decomposing the system, followed by approximating the value function for
each subsystem. Alternatively, we approximate the whole value function directly,
without using the decomposition approach.
7.3 Method
In this section we study three different approximation methods for the call cen-
ter problem formulation. The first approach is the one used in [10] and serves
as a reference point to compare our approaches with. That approach assumes
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arrivals according to a Poisson process at each group of agents, and is referred
to as Approach 1. The second approach is the method where we use a hyper-
exponential distribution for the interarrival times instead of exponential. This
method is referred to as Approach 2. The last approach, referred to as Approach
3, fits directly a parameterized function to the value function V in the Poisson
equations (7.1). The methods are ranked in increasing order of computational
time requirements and also in increasing quality of the policy. As such, the three
methods display the wide range of possibilities for use in practice in call centers.
In the sequel, we discuss each approach in more detail.
For the discussion of the methods, we focus on the case in which there are only
specialists and generalists. Therefore, the set of agent groups G consists of the the
sets Gi = {i} (the specialists) and the set G|S|+1 = {1, . . . , N} (generalists). The
initial routing policy pi0 attempts to assign an arriving call of type i to the special-
istsGi first. If all agents in groupGi are occupied, then one of the generalists will
be tried. If all generalists are also occupied, then the call is put into the waiting
buffer of infinite size. Upon a service completion of a specialist, the specialist
starts service immediately on a waiting call of the correct type. If a generalist
finishes service, then a waiting call of type 1 will be served, unless there are no
waiting calls of that type and then a waiting call of type 2 is getting service, and
so on, otherwise the agent remains idle.
Approach 1
Suppose that we ignore the fact that calls can be put in a waiting buffer, and
instead assume that calls are lost when they cannot be handled at the time of
arrival. In that case, each of the agent groups can be seen as independent queueing
systems with its own effective arrival process and service times. More specifically,
for the groups Gi, i = 1, . . . , N it is an M/M/S/S queueing system, while for
the group G|S|+1 it is a G/M/S/S queueing system.
Let β be the expected service time, so that for exponentially distributed service
times β = 1/µ. Furthermore, denote by B(S, a) the steady-state probability
that there are S calls in a G/G/S/S system with offered load a = λβ. Then,
the probability of overflow from agent group Gi to the generalists is equal to
B(SGi , λi/µGi), and therefore, the effective arrival rate to agent group Gi is
given by λi(1 − B(SGi , λi/µGi)). For the group of generalists G|S|+1 the ef-
fective arrival process is difficult, since it is a mixture of different overflow pro-
cesses, and each of them has hyperexponentially distributed interarrival times
(see [63]). Instead of the hyperexponential distribution, this approach assumes
arrivals according a Poisson process to the generalists with arrival rate equal to∑
i∈S λiB(SGi , λi/µGi).
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Now that we have obtained the effective arrival rates, the assumption of lost calls
is dropped since our call center system has a waiting buffer. This replaces the
M/M/S/S queueing systems by theM/M/S systems. Let V1(x, λ, µ, S) be the
relative value function for anM/M/S queueing system. Then, by combining all
parts, the approximation of the relative value function V˜ for the whole system,
the call center, is given by
V˜ (~q, ~x) =
∑
i∈S
V1
(
qi + xi, λi(1−B(SGi , λi/µGi)), µGi , SGi
)
+ V1
(
(q1 + x1 − SG1)
+ + · · · + (qN + xN − SN )
+
+ xN+1, µGN+1 , SGN+1
)
.
The relative value function V1(x, λ, µ, S) for an M/M/S queueing system has
already been studied in [9] for the general case. For our case in which the system
is subject to holding costs only, the value function is given by
V1(x, λ, µ, S) =
g
λ
x∑
i=1
F (i) −
1
λ
x∑
i=1
(i− 1)F (i− 1),
for x = 0, . . . , S, and
V1(x, λ, µ, S) = −
(x− S)ρ
1− ρ
g
λ
+ V1(S)
+
[(x− S)(x− S + 1)ρ
2(1 − ρ)
+
(x− S)(ρ+ s(1− ρ))ρ
(1− ρ)2
] 1
λ
,
for x = S, S + 1, . . ., with ρ = λ/(Sµ), and F (x) and g defined by
F (x) =
x−1∑
k=0
(x− 1)!
(x− 1− k)!
(µ
λ
)k
,
g =
(Sρ)Sρ
S!(1 − ρ)2
[ S−1∑
n=0
(Sρ)n
n!
+
(Sρ)S
S!(1− ρ)
]−1
+ Sρ.
Approach 2
Contrary to approach 1, that assumes Poisson arrivals everywhere, we take the
interarrival times for the overflow process to be hyperexponentially distributed.
Because the parameters for the hyperexponential distribution are hard to deter-
mine, we run a short simulation to obtain interarrival times and fit an H2 distri-
bution on these observations. Note that the estimated arrival rates to the special-
ists in Approach 1 is a lower bound to the real arrival rate to these agent groups,
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because of the ignored waiting buffer. Therefore, we use simulation to obtain
better estimates for their arrival rates as well. The fit of the H2 distribution on
the observations is done by using the EM (Expectation Maximization) method
for phase-type distributions as is discussed in [1]. Hence, we model the queueing
system for the generalists as an H2/M/S system.
Now that we have estimates for the effective arrival rates by means of simula-
tion, we approximate the value function for the whole system by combining
the relative values functions for the M/M/S queues for the specialists and the
H2/M/S queue for the generalists. Let again V1(x, λ, µ, S) be the relative value
function for anM/M/S queueing system, and now let V2(x, P2, µ, S) be the rel-
ative value function for anH2/M/S queueing system. The approximation of the
relative value function V˜ for the whole system, the call center, is then given by
V˜ (~q, ~x) =
∑
i∈S
V1
(
qi + xi, λ˜i, µGi , SGi
)
+ V2
(
(q1 + x1 − SG1)
+ + · · ·+ (qN + xN − SN )
+
+ xN+1, P2, µGN+1 , SGN+1
)
,
with λ˜i the estimated arrival rate of calls of type i to the specialists, obtained by
the simulation, and are greater or equal to λi(1 −B(SGi , λi/µGi)), and with P2
the parameters for the H2 distribution.
The relative value function V2(x, P2, µ, S) for an H2/M/S queueing system can
be approximated by a parameterized function or can be easily obtained numeri-
cally by using value iteration to high accuracy. To this end, consider a queueing
system in which arrivals occur with interarrival times that are hyperexponen-
tially distributed with 2 phases. With probability p and (1 − p) the interarrival
times are exponentially distributed with parameter λ0 and λ1, respectively. We
say that the arrival process is in phase 0 and 1 if the next interarrival time is
exponentially distributed with parameter λ0 and λ1, respectively. Denote by
(x, y) ∈ X = N0 × {0, 1} the state where x calls are present in the system and
where the arrival process is in phase y. Upon arrival of a call, the probability of
the event that the next interarrival time is exponentially distributed with param-
eter λ0 equals p. Now consider the Poisson equations for thisH2/M/S queueing
system, after uniformization, given by(
(1− y)λ0 + yλ1 +min{x, S}
)
V2(x, y) + g =
x+ (1− y)λ0(pV (x+ 1, 0) + (1− p)V (x+ 1, 1))
+ yλ1(pV (x+ 1, 0) + (1− p)V (x+ 1, 1))
+ min{x, S}µV ([x− 1]+, y).
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We can use the Bellman error minimization method as described in Section 2.3.2
to approximate V2(x, y) by an appropriate choice of the approximation structure.
Let the approximation structure be given by
V˜2(x, y,~r) = y
M∑
i=0
rix
i + (1− y)
M∑
i=0
r˜ix
i.
The rationale behind this is that we want to fit separate polynomial functions
for each of the phases. To get a higher accuracy of the fit, even other types of
approximation structures can be considered, e.g., a function consisting of one
polynomial for x ≤ S, and a second polynomial for x > S.
Approach 3
The previous two approaches use decomposition to obtain a collection of subsys-
tems for which the value function is known or can be approximated accurately.
A drawback, however, is that the initial policy is not fully taken into considera-
tion, e.g., the priorities of different call types are not considered. To make better
decisions based on the full initial policy, it is necessary to approximate the value
function directly, without a decomposition approach. Therefore, define a new
state vector y = (1, q1 + x1, . . . , q|S| + x|S|, x|S|+1, . . . , x|G|). Given our initial
policy pi0, we approximate the value function V (~q, ~x) by
V˜ (~y,~r) =
|y|∑
i=1
|y|∑
j=i
rijyiyj. (7.2)
Note that the structure is a polynomial approximation structure of degree 2,
including cross-terms between different agent groups. The optimal parameter
vector ~r can be obtained by minimizing the weighted sum of squared Bellman
errors (2.11) or by approximate value iteration (see, e.g., Chapter 2).
7.4 Numerical experiments
In this section we evaluate at the performance of our ADP approaches for dif-
ferent parameter settings. First, we look at a call center with specialists and
generalists, and denote by x7 and S7 the number of calls at the generalists and
the number of agents in the group of generalists, respectively. This notation
corresponds to our definition of all agent groups, since the seventh group is the
group consisting of agents who possess all skills. Second, we illustrate ADP for
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λ1 λ2 λ3 µ1 µ2 µ3 µ7 S1 S2 S3 S7 g0 g˜1 g˜2 g˜3 g∗ ∆1 ∆2 ∆3
6 3 3 2 1 1 1 3 3 3 3 13.624 13.070 12.815 12.799 12.674 3.127 1.115 0.986
6 5 4 3 2 1 1 3 3 3 2 20.082 14.401 14.176 13.831 13.794 4.402 2.772 0.271
6 5 4 3 2 1 2 2 2 2 3 16.183 11.918 11.724 11.673 11.522 3.433 1.749 1.310
6 5 4 2 2 1 1 3 3 3 3 20.654 16.069 15.946 15.770 15.587 3.093 2.302 1.175
7 6 5 3 2 1 2 3 3 3 2 22.412 15.261 15.006 14.868 14.755 3.429 1.701 0.765
7 6 5 2 2 1 2 3 3 3 3 18.968 15.529 15.412 15.272 15.118 2.717 1.945 1.021
Table 7.1. Numerical results for the situation with specialists and generalists.
more complex call center systems, in which also partially cross-trained agents are
present.
Now, consider the first situation with specialists and generalists. Let g0, g˜1, g˜2,
g˜3, and g∗ denote the average cost corresponding to the initial policy, the one-
step improved policies based upon Approach 1, Approach 2, and Approach 3,
and the optimal policy, respectively, and are obtained by means of value iteration
(cf., Equation (2.4)) for a fixed policy. We compare our ADP approaches to the
optimal policy. The relative error of the approximations with respect to the op-
timal policy is given by ∆x = (g˜x − g∗)/g∗ · 100%, with x = 1, 2 for both the
decomposition approaches and x = 3 for the direct approximation. The results
for different parameter settings are shown in Table 7.1. The results in Table 7.1
show that the decomposition approaches improve upon the initial policy and give
results that are close to optimal. The decomposition approach that uses hyperex-
ponential interarrival times for the overflow process to the generalists (Approach
2) performs better than the approach that assumes exponentially distributed in-
terarrival times (Approach 1). This was to be expected, since clearly the process
to the generalists is not exponential. For Approach 2, the obtained results are
within 10% from the optimal cost after one step of policy improvement. How-
ever, the direct approximation approach (Approach 3) seems to perform much
better with results that are within 3% from the optimal cost.
Next, we consider a more complex call center system with partially cross-trained
agents as well. The calculation of the optimal policy using value iteration is very
time consuming. However, to evaluate a fixed policy based on our approxima-
tions, we could also run a simulation. For the situation with seven agent groups,
we only look at the performance of Approach 3, since that one turns out to
be the most promising as we have seen in the situation with four agent groups.
Here, we minimize the weighted sum of squared Bellman errors to obtain the
parameter vector ~r. The set of representative states X˜ is chosen randomly out of
{0, . . . , S1+3}×{0, . . . , S2+3}×{0, . . . , S3+3}×{0, . . . , S4}×· · ·×{0, . . . , S7}
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λ1 λ2 λ3 µ1 µ2 µ3 µ4 µ5 µ6 µ7 S1 S2 S3 S4 S5 S6 S7 g0 g˜ g∗ ∆
6 5 4 3 2 1 2 2 2 1 3 2 1 1 3 3 3 7.436 7.090 6.934 2.246
6 5 4 2 2 1 2 2 2 1 2 2 2 2 2 3 1 8.779 8.379 8.133 3.026
6 5 4 2 2 1 1 2 2 1 2 2 2 2 2 3 1 9.986 9.337 9.128 2.288
7 6 5 5 3 2 1 1 1 2 3 3 3 3 3 3 2 8.054 6.645 6.563 1.240
7 6 5 4 3 2 1 2 1 3 2 2 1 2 3 3 3 8.673 6.649 6.435 3.327
Table 7.2. Numerical results for the situation with cross-trained agents as well.
with |X˜ | = α. The weights ω(~y) in Equation (2.12) are chosen as ω(~y) =
β
∑|y|
i=1 yi . Table 7.2 shows the results for a number of problem instances, where
g˜ is the improved policy based upon our approximation. We have experimented
with the choice of α and β. For each problem instance in Table 7.2 we used
nine experiments and reported the best. The nine experiments correspond to
the nine different possible combinations of α and β, with α = 150, 250, 350 and
β = 0.5, 0.7, 0.9. Given a policy obtained by our approximation, it is very easy
and fast to evaluate the performance by means of simulation. Therefore, one can
easily try different parameters in the Bellman error minimization method. We,
however, observe that more states in the set of representative states and usually a
slowly decaying weight function performs very well.
7.5 Conclusions
In this chapter we have studied the dynamic skill-based routing problem in multi-
skill call centers. Markov decision theory is a natural way to study dynamic
state-dependent policies, while at the same time it suffers from the curse of di-
mensionality. Therefore we have applied techniques from approximate dynamic
programming to overcome this problem so that near-optimal policies can be ob-
tained within reasonable time. Moreover, the method can be applied online and
scales well with the size of the problem instance.
We have presented three different scalable approaches that differ in the computa-
tional time requirements and in the quality of the policies. The two least time-
consuming methods are based on a decomposition technique. Although these
two approaches already provide good policies and a significant improvement over
static overflow policies that are used in practice, there is still room for improve-
ment. The third method requires a bit more calculation time and is based on
a second-order polynomial approximation (with all possible cross-terms) for the
value function. This method outperforms the other approaches.
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Further avenues of research could be to include abandonments to the call center.
In principle, the proposed methods are general enough to compute the value
function of a multi-server queue with abandonments. However, it requires more
insight into the call center to choose an initial policy such that the relative value
function can be approximated sufficiently well. This extension would also enable
one to study mixed call center architectures, i.e., queues with finite and infinite
buffers, call types with finite and infinite patience, and so forth. It would be
interesting to see how the model can be extended along these dimensions.
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Notation
N The set of natural numbers starting from 1
N0 The set of natural numbers starting from 0
R The set of real numbers
R
+ The set of nonnegative real numbers
∅ The empty set
X The state space
X˜ Subset of X , mostly representing the representative states
Xt Random variable for the state at time t
Ax The set of actions when the system is in state x ∈ X
A˜x The set of actions for the aggregated process
At Random variable for the action chosen at time t
c The cost function in Markov decision processes
c˜ The cost function for the aggregated process
p The transition law
p˜ The transition law for the aggregated process
P The matrix of transition probabilities of a Markov chain
g The average cost
g˜ The average cost using ADP
g˜∗ The approximated optimal average cost
g∗ The optimal average cost
T The dynamic programming operator
V The value function
V˜ The approximation of the value function
Π The set of all policies
pi A control policy, mapping actions to states; pi ∈ Π
pi∗ The optimal policy
D(x) The Bellman error for state x
E The sum of squared Bellman errors
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|A| The cardinality of the set A
[x]+ max{x, 0}
φ Basis function
∇ The gradient
B The Banach space
1 The indicator function
E Expectation operator
Index
A
action set, 17
activation function, 39
aggregated MDP, 71
Approximate Dynamic Programming,
6
approximate value iteration, 35
approximation structures
linear, 36
partitioning, 38
polynomial, 37
B
Banach space, 56
Bayesian estimation, 117
Bellman error, 30
birth-death process, 49
C
cost function, 17
curse of dimensionality, 4, 19
D
decision epochs, 2
decomposition, 72
Dynamic Programming, 2
E
eligibility trace, 25
exponential distribution, 20, 21
G
gradient descent, 32
L
learning
batch-mode, 32
per-epoch, 32
per-pattern, 32
M
Markov Decision Process, 2, 17
N
Neuro-Dynamic Programming, 6
Newton-Raphson, 32
O
one-step policy improvement, 29
optimality criteria
average costs, 17
discounted costs, 17
total costs, 17
optimality equations, 18
overfitting, 29, 61
P
perceptron, 13
multi-layer, 13
feedforward, 13
Poisson equations, 19
policy
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deterministic, 3, 17
randomized, 4
policy evaluation, 19
policy iteration, 19
polynomial basis, 48
R
Reinforcement Learning, 5
resilient method, 40
S
state space, 17
stochastic approximation, 23
T
taboo transition matrix, 57
Taylor series expansion, 48
temporal difference, 24
Temporal Difference learning, 5
transition probability, 17
transition rates, 21
U
unichain, 18
uniformization, 21
V
value function, 18
value iteration, 19
Samenvatting
Het toepassen van Approximate Dynamic Programming technieken
Optimalisatieproblemen komen in veel verschillende gebieden voor, en hoewel
er verschillende oplossingstechnieken bestaan, zal ieder probleem een specifieke
aanpak vragen. Veel systemen die we in de praktijk zien, zijn stochastisch van
aard. Dat houdt in dat zulke systemen (deels) bepaalde onzekerheden in zich
hebben. Zo kan bijvoorbeeld gesproken worden over het gemiddeld aantal aan-
komsten bij een call center, maar in de realiteit zal het echte aantal aankom-
sten per interval van de dag verschillen. We houden ons daarom ook bezig met
stochastische optimalisatieproblemen waarin beslissingen genomen kunnen wor-
den om het systeem te sturen. Deze beslissingen worden genomen op specifieke
momenten in de tijd, en zorgen ervoor dat het systeem wordt gestuurd. Een
Markov beslissingsproces (Markov decision process, MDP) is een raamwerk voor
het modeleren van dergelijke problemen. Het doel is om het syteem zo te sturen
dat een bepaalde prestatiemaat geoptimaliseerd wordt. De beslissingen die op dit
moment genomen worden, hebben niet alleen invloed op het systeem op dit mo-
ment, maar ook op het gedrag van het systeem in de toekomst. Dit concept is de
sleutel voor de oplossingsmethode bekend als Dynamisch Programmeren (DP).
Naast DP als een oplossingstechniek bestaan ook andere technieken die leren
door middel van interactie met het systeem, en op die manier zoeken naar op-
timale beslissingen. Om dergelijke beslissingsproblemen op te lossen, speelt de
relatieve waardefunctie een belangrijke rol. Deze waardefunctie, die aan iedere
mogelijke toestand van het systeem een waarde toekent, specificeert hoeveel ex-
tra kosten gemaakt of opbrengsten verkregen worden door het systeem te laten
beginnen in een andere toestand dan de referentie toestand. Uiteraard is de
waardefunctie, als deze bekend is, te gebruiken om te bepalen welke beslissin-
gen optimaal zijn in een toestand van het systeem. Echter, het exact oplossen
van de waardefunctie uit een stelsel van vergelijkingen is vaak erg moeilijk, dan
wel onmogelijk. Er bestaan daarentegen wel numerieke methoden waarmee de
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waardefunctie bepaald kan worden, maar deze methoden vereisen veel rekentijd
en bewaren de waarde van iedere toestand in een tabelvorm. Het is niet moeilijk
om in te zien dat dit problemen geeft wanneer er erg veel mogelijke toestanden
zijn.
Door de grote vraag naar rekenkracht van numerieke methoden, zoeken we
eigenlijk een gesloten uitdrukking voor de waardefunctie, welke daarna gebruikt
kan worden om optimale beslissingen te nemen. Echter, een gesloten uitdrukking
vinden is analytisch erg lastig. Daarentegen kunnen we wel een geparameteriseer-
de functie gebruiken, en de parameters daarvan zodanig bepalen dat deze functie
een goede benadering is van de relatieve waardefunctie. Andere manieren om
het probleem van systemen met veel toestanden aan te pakken, zijn methoden
die proberen het aantal toestanden te reduceren door verschillende toestanden als
één te beschouwen, enmethoden die het systeem proberen te splitsen in meerdere
systemen waarvoor de waardefunctie wel analytisch of numeriek gemakkelijk te
bepalen is.
De diverse methoden roepen een aantal vragen op, zoals welke structuur we
moeten gebruiken voor de geparameteriseerde functie en hoe we de beste para-
meters kunnen vinden. Het doel is immers om de waardefunctie te bepalen die
nog niet bekend is. Andere vragen hebben betrekking op de toestanden van
het systeem die gebruikt worden om de waardefunctie te benaderen. Voor het
bepalen van de parameters zijn immers niet alle toestanden meer noodzakelijk.
Een geparameteriseerde functie die een goede benadering is voor deze verzame-
ling van toestanden, generaliseert ook voor andere toestanden.
In dit proefschrift wordt een aantal van dergelijke vragen uitgelicht. Na een uit-
gebreide introductie in hoofdstuk 1 en een formelere beschrijving van de metho-
den in hoofdstuk 2 kijken we in hoofdstuk 3 naar de structuur van de gepara-
meteriseerde functie en bespreken we problemen die zich voordoen bij de focus
op gemiddelde kosten met aftelbaar oneindige toestandruimten. Vervolgens, in
hoofdstuk 4, kijken we naar het samenvoegen van meerdere toestanden tot één
toestand om op die manier de toestandsruimte kleiner te maken. Ook laten
we zien dat het soms beter kan zijn om juist meer informatie mee te nemen in
de toestandsruimte. Het principe van het samenvoegen van toestanden wordt
toegepast op een realistisch systeem in hoofdstuk 5. In het hoofdstuk daarop,
in hoofdstuk 6, kijken we naar systemen met tijdvariërende parameters, waarvan
een call center een duidelijk voorbeeld is. In hoofdstuk 7 komen we terug op ons
allereerste voorbeeld in hoofdstuk 1 van een multi-skill call center en kunnen we
beslissingen nemen op basis van diverse benaderingen die zo goed als optimaal
zijn.
