In this paper, we adopt a 'first-principles' approach to deriving a cubically convergent unipoint iterative method for a two-dimensional system of nonlinear equations. We demand that the Jacobian and Hessian of an iteration function be identically zero at the fixed point, and these conditions allow us to determine various terms in the iteration function. We present analytical expressions for the inverses of two matrices appearing in the algorithm, which allows the iteration function to be written explicitly. We demonstrate the cubic convergence rate by means of a few numerical examples, and we determine the asymptotic error constant for these examples.
Introduction
In this paper, we intend to derive an iterative method for a two-dimensional real-valued nonlinear system that has cubic convergence for simple roots. Many papers derive such methods based on a multipoint approach, wherein the method is presented ab initio, and then shown to be of cubic order (Amat & Busquier, 2007; Cordero et al, 2009; Hueso et al, 2007 Kou, 2007; Nedzhibov, 2008; Traub, 1964 ; and references therein). Our approach will be different: we will define an iteration function G, and by imposing conditions appropriate for cubic convergence, we will construct the method. We have dubbed this a 'first-principles' approach. Furthermore, we will find analytical expressions for any inverted matrices present in the algorithm, so that we will be able to write G in an explicit form that requires no matrix inversion at all. We emphasize that our approach is a unipoint approach, so that G is written explicitly in terms of the previous iterate. Lastly, we demonstrate the algorithm by means of a few numerical examples, and we suggest a few applications. Our paper has a tutorial quality; as such, it represents a contribution to mathematical pedagogy in the field of numerical methods.
Theory
denote the solution of the system
Define
where
and A and B are matrices to be determined. Intuitively, one might expect that f 2 f 1 should also appear in F 2 ; we will see later that this would lead to a singularity. Indeed, since f 2 f 1 = f 1 f 2 (since f 1 and f 2 are real and continuous), the inclusion of f 2 f 1 in F 2 is superfluous, at the very least.
We intend to use G (x) in functional iteration (note that G (p) = p), so consider the following Taylor expansion: 
which provides eight independent conditions, two too many. However, assuming that g 1 and g 2 are continuous functions of x 1 and x 2 , we have that g 
So, we have
which gives
Computing the relevant second-order derivatives and evaluating at p, and imposing the conditions (16) 
It is a consequence of the evaluation at p that all terms proportional to either f 1 or f 2 have vanished (since f 1,2 (p) = 0). Now, if we define the matrices
(25) 
equations (19)− (24) can be written as
This gives
Moreover, analytical expressions for J −1 and M −1 are easily determined: , e 4 = 0 0 (39) which clearly indicates cubic convergence. The value for e 4 indicates that the error is smaller than the machine precision. Now, since G (p) = 0 and G (p) = 0, by construction, we have in the expansion (10)
