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Sur la conjecture de Zagier pour n = 4
Nicusor Dan∗
Abstract
We express a general 4-hyperlogarithm as a linear combination of 4-
hyperlogarithms in two variables. We reduce the Zagier’s conjecture for
n = 4 to a combinatorial statement. We give a short survey of the strategy
of Goncharov and Zagier for reducing the Zagier’s conjecture for general
n to combinatorial relations between hyperlogarithms. Such a survey is
missing in the literature.
Re´sume´
On exprime un 4-hyperlogarithme ge´ne´ral comme combinaison line´aire
de 4-hyperlogarithmes en deux variables. On re´duit la conjecture de Za-
gier pour n = 4 a` un e´nonce´ combinatoire. On donne une pre´sentation
synthe´tique de la strate´gie de Goncharov et Zagier pour la re´duction de
la conjecture de Zagier pour n ge´ne´ral a` des relations combinatoires entre
hyperlogarithmes. Une telle synthe`se n’existe pas dans la litte´rature.
1 E´nonce´ de la conjecture
Soit n un entier positif. Le polylogarithme de poids n, ou le n-logarithme, est
la fonction complexe de´finie sur le disque unite´ |z| ≤ 1 par la se´rie absolument
convergente
Pn(z) = Lin(z) =
∞∑
k=1
zk
kn
.
On observe que Li1(z) = −log(1− z) =
∫ z
0
dt
1−t
et que
Lin(z) =
∫ z
0
Lin−1(z)
dt
t
(1)
∗Travail re´alise´ avec le support du contrat Cex05-D11-11/2005.
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On de´duit que la fonction Pn(z) se prolonge analytiquement a` une fonction holo-
morphe multivalue´ sur C\{0, 1}. On lui attache ([Z1]) la fonction re´elle univalue´e,
continue sur C et analytiquement re´elle sur C \ {0, 1}
RPn(z) = Rn(
m−1∑
k=0
Bk
k!
logk(zz¯)Lin−k(z)),
ou`Bk sont les nombres de Bernoulli et ou`Rn de´signe la partie re´elle si n est impair
et la partie imaginaire si n est pair. On trouve dans [BD] une interpre´tation en
the´orie de Hodge de la fonction RPn.
Pour tout corps E, on note Q[E \ {0, 1}] l’espace vectoriel sur Q ayant comme
base les symboles [x] pour chaque x ∈ E \ {0, 1}. On prolonge par line´arite´ la
fonction RPn a` une application line´aire RPn : Q[C \ {0, 1}] → R. La conjecture
de Zagier ([Z1]) est la suivante:
Conjecture 1 Soit F un corps de nombres. Soient σr2+1, · · · , σr1+r2 : F → R ses
plongements re´els et σ1 = σr1+r2+1, · · · , σr2 = σr1+2r2 : F → C ses plongements
complexes. Soit n ≥ 2 un entier. On note dn = r1 + r2 si n est impair et dn = r2
si n est pair. Alors il existe des e´le´ments y1, · · · , ydn ∈ Q[F \ {0, 1}] tels que
ζF (n) = pi
(r1+2r2−dn)n|DF |
−1/2det(RPn(σi(yj))) 1 ≤ i, j ≤ dn,
ou` ζF (s) est la fonction zeˆta de Dedekind et DF le discriminant de F .
En fait, comme on verra dans sa formulation en K-the´orie alge´brique (Conjecture
2, point c)), la conjecture a une forme plus pre´cise, dans laquelle les e´le´ments
y1, · · · , ydn sont cycles dans un certain sens.
Pour F = Q et n impair la conjecture est triviale, car ζQ(n) =
∑∞
k=1
1
kn
= RPn(1).
Pour F totalement re´el et n pair, la conjecture e´quivaut a` ζF (n) ∈ pi
r1nQ. Pour
F ge´ne´ral et n = 1 le polylogarithme est le logarithme classique et si on conside`re
dans l’e´nonce´ le re´sidu ζ×F (1) au lieu de ζF (1), la conjecture est une variante faible
du the´ore`me de Dedekind. Pour F ge´ne´ral, si n = 2 la conjecture est un the´ore`me
de Zagier ([Z2]) et si n = 3 un the´ore`me de Goncharov ([G1]).
2 La strate´gie pour prouver la conjecture de Za-
gier (d’apre`s Goncharov et Zagier)
Le the´ore`me 2 est le seul re´sultat originel de cette section.
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2.1 Pas 1: Re´duction a` un e´nonce´ de K-the´orie alge´brique
Pour chaque corps E, suivant Zagier, on de´finit par induction sur n le sous-espace
vectoriel RPn (E) ⊂ Q[E \{0, 1}] des ”relations entre polylogarithmes on E” et on
pose Pn(E) := Q[E\{0, 1}]/R
P
n (E). On note [x]n la classe de [x] modulo R
P
n (E).
Le sous-espace vectoriel RP1 (E) est par de´finition engendre´ par [x]− [y]− [x/y],
pour x, y ∈ E \ {0, 1}, x 6= y. Donc P1(E) = E
×
Q . On conside`re le morphisme
δ2 : Q[E \ {0, 1}] → Λ
2E×Q donne´ par [x] → (1 − x) ∧ x et les morphismes
δn : Q[E \ {0, 1}] → Pn−1(E) ⊗ E
×
Q donne´s par [x] → [x]n−1 ⊗ x si n ≥ 3. On
note Kn(E) le noyau Kerδn. On de´finit R
P
n (E) comme le sous-espace vectoriel
engendre´ par α(1) − α(0) pour tous les e´le´ments α de Kn(E(t)), ou` t est une
variable. On prouve que δn(R
P
n (E)) = 0 et on obtient donc des applications
δ2 : P2(E)→ Λ
2E×Q
δn : Pn(E)→ Pn−1(E)⊗ E
×
Q (n ≥ 3) (2)
On prouve que RPn(R
P
n (C)) = 0 et on obtient donc une application RPn :
Pn(C) → R. La formulation en K-the´orie alge´brique de la conjecture de Za-
gier est la suivante:
Conjecture 2 Pour chaque corps E, il existe une application rPn : K2n−1(E)Q →
Pn(E) qui: a) ve´rifie RPn◦rPn = rn si E = C; b) est naturelle pour les inclusions
de corps; c) a l’image dans Kerδn ⊂ Pn(E).
Cette conjecture est un cas particulier d’une conjecture plus optimiste, qui dit
que le complexe
Pn(E)
δn−→ Pn−1(E)⊗ E
×
Q
δn−1
−→ Pn−2(E)⊗ Λ
2E×Q
δn−2
−→ · · ·
δ2−→ ΛnE×Q (3)
est le complexe motivique Q(n) sur SpecE (donc Kerδn = K
[n]
2n−1(E)Q, le facteur
de K2n−1(E)Q de poids n pour les ope´rations d’Adams).
The´ore`me 1 La conjecture 2 implique la conjecture 1.
Preuve: SoitBctGL(C) le classifiant du groupe topologiqueGL(C) etBdisGL(C)
le classifiant du groupe GL(C) vu comme groupe discret. Il existe un e´le´ment
canonique b2n−1 ∈ H
2n−1(BctGL(C),R). Il induit un e´le´ment dansH
2n−1(BdisGL(C),R),
donc un morphisme H2n−1(BdisGL(C),R)→ R. On compose ce morphisme avec
le morphisme de Hurewicz
K2n−1 := pi2n−1(BdisGL(C)
+)→ H2n−1(BdisGL(C)
+,Z) = H2n−1(BdisGL(C),Z)
et on obtient un morphisme rn : K2n−1(C)→ R. Pour tout groupe abe´lien A, on
note AQ := A⊗Z Q. Le the´ore`me de Borel ([B]) dit que K2n−1(F ) est un groupe
abe´lien de rang dn et que, si on fixe une base x1, · · · , xdn de K2n−1(F )Q, on a
ζF (n) ∈ Q
×pi(r1+2r2−dn)n|DF |
−1/2det(rn(σi(yj))) 1 ≤ i, j ≤ dn.
Il suffit de prendre yi = rPn(xi) pour i = 1, · · · , dn.
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2.2 Pas 2: Re´duction du re´gulateur a` un hyperlogarithme
(ou polylogarithme grassmannien, ou polylogarithme
d’Aomoto)
Si a et b sont deux points sur une varie´te´ complexe X et ω1, · · · , ωn sont des
1−formes holomorphes sur X , l’inte´grale ite´re´e se de´finit par induction sur n par
la formule ∫ b
a
ω1 ◦ · · · ◦ ωn =
∫ b
a
(
∫ t
a
ω1 ◦ · · · ◦ ωn−1)ωn(t).
On peut e´crire la formule (1) comme
Lin(z) =
∫ z
0
dt
1− t
◦
dt
t
◦ · · · ◦
dt
t
.
En ge´ne´ralisant cette formule, on de´finit les hyperlogarithmes comme les inte´grales
ite´re´es
H(a0|a1, · · · , an|an+1) =
∫ an+1
a0
dt
t− a1
◦
dt
t− a2
◦ · · · ◦
dt
t− an
.
C’est une fonction complexe multivalue´e sur l’ensemble des (n + 2)−ulpes com-
plexes (a0, · · · , an+1) ve´rifiant a0 6= a1, an 6= an+1 (pour que l’inte´grale converge).
On peut lui associe´r une fonction univalue´e re´elle RH(a0|a1, · · · , an|an+1).
On peut ge´ne´ralise´r la construction du paragraphe 2.1. On note En+2× l’ensemble
des (n+2)−uples (a0, · · · , an+1) de E satisfaisant a0 6= a1 et an 6= an+1. On note
Q[En+2× ] l’e´space vectoriel surQ ayant comme base les symboles [a0|a1, · · · , an|an+1]
pour (a0, · · · , an+1) ∈ E
n+2
× . On de´finit par induction l’espace vectoriel R
H
n (E) ⊂
Q[En+2× ] des ”relations entre hyperlogarithmes on E” et on pose Hn(E) :=
Q[En+2× ]/R
H
n (E). On note toujours [a0|a1, · · · , an|an+1] la classe de l’e´le´ment
[a0|a1, · · · , an|an+1] moduloR
H
n (E). Les morphismes canoniques Pn(E)→Hn(E)
sont des isomorphismes pour n ≤ 3 et seulement des injections pour n > 3. On
a des morphismes
δn : Hn(E)→ ⊕0<k<n/2[Hn−k(E)⊗Hk(E)]⊕ Λ
2Hn/2(E) (4)
(le dernier terme disparaˆıt si n est impair) et une application ”re´alisation”
RHn : Hn(C)→ R (5)
Il existent deux autres ge´ne´ralisation des polylogarithmes, qu’on ne de´finit pas
ici. Les polylogarithmes grassmanniens sont parame´tre´s par les sous-espaces
vectoriels de dimension n de E2n, transverses aux hyperplans de coordone´es.
Ils de´pendent de n2 variables. On leur attache des espaces vectoriels Gn(E)
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comme ci-dessus ve´rifiant G1(E) = E
×
Q et des applications δn comme (4) et
RGn : Gn(C) → R comme (5). Les polylogarithmes d’Aomoto sont parame´tre´s
par 2n + 2 hyperplans (L0, · · · , Ln;M0, · · · ,Mn) en P
n(E), satisfaisant une con-
dition de transversalite´, modulo l’action du groupe PGL(n + 1). Ils de´pendent
de n2 variables. On leur attache des espaces vectoriels An(E) et des applications
δn,RAn comme ci-dessus. Toutes les conjectures qu’on va formuler pour Hn(E)
ont une variante identique avec H remplace´ par G ou A. On conjecture en fait
Hn(E) = Gn(E) = An(E).
The´ore`me 2 Pour chaque corps E, il existe une application rHn : K2n−1(E)Q →
Hn(E) qui: a) ve´rifie RHn◦rPn = rn si E = C; b) est naturelle pour les inclusions
de corps.
Preuve: Le re´gulateur de Borel co¨ıncide avec le re´gulateur de Beilinson mul-
tiplie´ par un rationnel non-nul. Goncharov construit explicitement dans [G2] et
[G3] le re´gulateur de Beilinson, en le factorisant par le complexe des polylog-
arithmes grassmanniens. Donc le the´ore`me est vrai si on remplace Hn(E) par
Gn(E).
Dans le paragraphe 7.3. de [G3], Goncharov donne la re´alisation motivique des
polylogarithmes grassmanniens. On observe qu’elle s’assemble dans une famille
de re´alisations parame´tre´s par un ouvert du grassmannien Gn2n des sous-espaces
vectoriels de E2n de dimension n. Le the´ore`me 5.6. de [G4] s’applique dans ce cas
et implique que le polylogarithme grassmannien est une combinaison line´aire des
hyperlogarithmes. On de´duit une application rGnHn : Gn(E) → Hn(E) naturelle
pour les inclusions de corps et ve´rifiant RHn ◦ rGnHn = RGn si E = C, d’ou` le
the´ore`me.
Il serait inte´ressant de de´crire explicitement le morphisme rGnHn . A notre con-
naissance, personne n’a fait cet exercice.
Conjecture 3 Il existe une application rHn comme dans le the´ore`me 2 qui, en
plus, a l’image contenue dans Kerδn.
La description explicite du morphisme rGnHn pourra aider a prouver cette con-
jecture.
2.3 Re´duction du hyperlogarithme (ou polylogarithme grass-
mannien, ou polylogarithme d’Aomoto) a` un polylog-
arithme
Conjecture 4 Il existe une application rHnPn : (Kerδn ⊂ Hn(E)) → (Kerδn ⊂
Pn(E)) qui: a) ve´rifie RPn ◦ rHnPn = RHn si E = C; b) est naturelle pour les
inclusions de corps.
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Si on e´crit H(E) = ⊕∞n=1Hn(E), gradue´ par n ∈ N, les applications (4) de´finissent
une code´rivation gradue´e δ : H(E) → Λ2H(E). La conjecture 4 est un cas
particulier d’une conjecture plus optimiste, qui affirme que le sous-complexe de
graduation n du complexe
0→ H
δ
−→ Λ2H
δ
−→ · · ·
δ
−→ ΛnH → 0
est quasi-isomorphe au complexe (3), d’une manie`re compatible avec les inclusions
de corps et avec les applications re´gulateurs RPn,RHn. Les deux complexes sont
en fait conjecture´s eˆtre le complexe motivique Q(n) sur SpecE.
Si on demanderait une application rHnPn : Hn(E)→ Pn(E), la conjecture serait
vraie pour n ≤ 3 mais fausse pour n ≥ 4 (voir le the´ore`me 4.7. de [G5]).
Les re´sultats des paragraphes 2.1, 2.2 reposent sur le formalisme de la K-the´orie
alge´brique et du re´gulateur de Beilinson et on s’attend que des conjectures comme
la conjecture 3 re´sultent du meˆme type de formalisme. Par contre, on s’attend que
pour prouver la conjecture 4 on aura a` maˆıtriser une combinatoire tre`s difficile.
On verra quelques exemples dans la section suivante.
3 Le cas n = 4
Le hyperlogarithme H(a0|a1, · · · , an|an+1) est invariant par les transformations
ai → αai + β, α ∈ C
×, β ∈ C, donc il de´pend en fait de quatre variables. Le
polylogarithme de´pend d’une seule variable, donc pour prouver la conjecture de
Zagier dans le cas n = 4 il faut passer de quatre variables a` une seule.
3.1 Passer de quatre a` deux variables
Pour quatre nombres A,B,C,D d’un corps E, on note par ABCD leur birapport
(A−C)(B−D)
(A−D)(B−C)
. Pour deux nombres x 6= 0 et y 6= 1 d’un corps E, on note [x, y]3,1 :=
[0|x, 0, 0, y|1]. Le the´ore`me principal de cet article est:
The´ore`me 3 Pour tout corps E, on a l’e´galite´ suivante dans H4(E):
[A|B,C,D,E|F ] = f(A,B,C,D,E)− f(B,C,D,E, F ), (6)
ou`
−20f(A,B,C,D,E) = g(A,B,C,D,E)− g(∞, B, C,D,E)− g(A,∞, C,D,E)
−g(A,B,∞, D, E)− g(A,B,C,∞, E)− g(A,B,C,D,∞)
−10cycl[
B − C
B −A
]4 − 10cycl[
A− B
A−D
]4 + 10cycl[
B − A
B −D
]4 − 10cycl[
D − B
D − A
]4,
6
ou`
g(A,B,C,D,E) = cycl{[ABCD,BCDE]3,1 − [EDCB,EDCA]3,1
−3[ABDC,ABDE]3,1 + 3[EDBC,EDBA]3,1}.
Pour toute fonction h de cinq variables A1, A2, A3, A4, A5, on a note´
cyclh(A1, A2, A3, A4, A5) =
5∑
i=1
h(Ai, Ai+1, · · · , A5, A1, · · · , Ai−1).
La fonction f(A,B,C,D,E) peut eˆtre interpre´te´ comme [A|B,C,D,E|∞], i.e.
comme re´gularisation de l’inte´grale divergente H(A|B,C,D,E|∞).
Preuve: Une fois la re´lation (6) de´vine´e, la preuve est un long calcul d’alge´bre
line´aire. En effet, on conside`re les variables A,B, tC+(1−t)A, tD+(1−t)A,E, F
dans E(t). D’apre`s la de´finition de H4(E), il suffit de prouver que (6) est tau-
tologique en t = 0 (calcul facile) et que δ4((6)) est une e´galite´ dans H3(E(t)) ⊗
E(t)×Q. On peut continuer et re´duire l’e´galite´ δ4((6)) a` l’e´galite´ (δ3 ⊗ id)δ4((6))
et ensuite a` l’e´galite´ (δ2 ⊗ id ⊗ id)(δ3 ⊗ id)δ4((6)) dans Λ
2F×Q ⊗ F
×
Q ⊗ F
×
Q pour
F = E(t, u, v), t, u, v variables.
3.2 Passer de deux a` une variables
On note δ2,2 : H4(E) → Λ
2H2(E) la composante de δ4 dans Λ
2H2(E). Le fait
que Hn(E) = Pn(E) pour n ≤ 3 et une chasse au diagramme triviale sur la
diagramme
P4(E)
δ4−→ P3(E)⊗ E
×
Q
↓ ↓
H4(E)
δ4−→ H3(E)⊗E
×
Q ⊕ Λ
2H2(E)
montrent que la conjecture 4 est implique´e par la conjecture
Conjecture 5 Tout e´le´ment de H4(E) annule´ par δ2,2 provient de P4(E).
Il existe un e´le´ment inte´ressant de H4(E) annule´ par δ2,2. Soient x 6= y et z
trois e´le´ments de E \ {0, 1}. On calcule δ2,2[x, z]3,1 = [x]2 ∧ [z]2 dans Λ
2H2(E) =
Λ2P2(E). Il est classique que l’image de l’e´le´ment
A(x, y) = [x]− [y]− [x/y] + [(1− x)/(1− y)]− [(1− 1/x)/(1− 1/y)]
de Q[E \ {0, 1}] est nulle dans P2(E). Donc δ2,2B(x, y; z) = 0, ou`
B(x, y; z) = [x, z]3,1−[y, z]3,1−[x/y, z]3,1+[(1−x)/(1−y), z]3,1−[(1−1/x)/(1−1/y), z]3,1.
Il est naturel de conjecturer ([G5])
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Conjecture 6 B(x, y; z) ∈ P4(E), i.e. B(x, y; z) est une combinaison line´aire
de 4−logarithmes.
Cette conjecture a` l’apparence anodine a re´siste´ aux attaques de plusieurs mathe´-
maticiens. En plus:
The´ore`me 4 La conjecture 3 pour n = 4 et la conjecture 6 impliquent la conjec-
ture de Zagier pour n = 4.
Preuve: On a vu que la conjecture de Zagier est implique´e par les conjectures
3 et 4 et que la conjecture 4 est implique´e par la conjecture 5. Il suffit donc de
prouver que la conjecture 6 implique la conjecture 5.
Soit R2(E) ⊂ Q[E \ {0, 1}] le sous-espace vectoriel engendre´ par les e´le´ments
A(x, y). La preuve de la proposition 1.22. de [G1] et le fait que K
[2]
3 (E)Q =
K
[2]
3 (E(t))Q montrent que R
P
2 (E) = R2(E).
On conside`re un e´le´ment H de H4(E) annule´ par δ2,2. Par le the´ore`me 3, il peut
eˆtre e´crit comme
∑
i ai[xi, zi]3,1+
∑
j bj [yj]4, avec ai, bj ∈ Q et xi, zi, yj ∈ E. On a
donc
∑
ai[xi]2∧[zi]2 = 0 dans Λ
2P2(E). Mais P2(E) = Q[E\{0, 1}]/R2(E), donc∑
ai[xi]⊗ [zi] est une combinaison line´aire d’e´le´ments de type [t]⊗ [u] + [u]⊗ [t]
et de type A(x, y) ⊗ [z] dans Q[E \ {0, 1}] ⊗ Q[E \ {0, 1}]. Donc H est une
combinaison line´aire d’e´le´ments de type [t, u]3,1 + [u, t]3,1 (= 0, calcul facile), [y]4
et B(x, y; z).
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