methods [1] . This paper focuses on a generalization of the method proposed by Horn and Schunck for the estimation This paper presents a new approach based on the differential framework proposed by Horn and Schunck, to the problem of of optical flow, which is a differential-based method [2] .
ready been made to efficiently include the time axis in the sulting in a new model describing the propagation of the optical flow field in time and space. The new model lends optical flow estimation process. Both Singh [6] and Chin and co-workers [7, 8] proposed the application of a Kalman filter itself easily to the application of the constrained weighted least squares (CWLS) estimator. Exact solution of the minestimate the optical flow sequence in time. In [6] , a correlation-based (block-matching) technique is generalized to in-imization problem yields the Pseudo-RLS algorithm [10] , which roughly require the same amount of computations clude spatial and temporal smoothness. The measurements are fused in space and time using a Bayesian interpretation. as the original Horn and Schunck algorithm, but applies temporal smoothness as well. Two simplified methods However, the proposed method is computationally very complex since it includes (in addition to other things) block based on the LMS [10] algorithm are proposed, both with dramatic savings in the computational complexity. The rematching for each pixel at the measurements stage, and a full iterative Gauss-Siedel algorithm (with roughly the sulting algorithms share simplicity, low computational cost, and accurate estimation performance. We prove that these same computational complexity as the whole Horn and Schunck algorithm) for the spatial smoothness stage.
algorithms converge to the true optical flow in time.
Before we turn to present our detailed approach, we Chin and co-workers proposed [7, 8] a state-space model which combines temporal smoothness to the brightness con-acknowledge the vast existing literature on optical flow and motion estimation algorithms. However, in our list of straint equation. This way they generalized the Horn and Schunck algorithm to adequately treat the time axis. In or-references we have chosen just a sample of these results.
Statistical methods such as the Markov random fields der to propagate the autocorrelation matrix in time efficiently, a square-root information (SRI) Kalman filter is (MRF) and Bayesian based optical flow estimation algorithms [20, 21] , multiresolution and multistage motion estiproposed. The main drawback in their approach is the very high computational complexity of the resulting algorithm. mation techniques [14, [22] [23] [24] , global motion estimation algorithms [25] [26] [27] , and other approaches are emerging, The main problem in this regard is the order of the matrices involved, in spite of the fact that these matrices are sparse. combining estimation algorithms and applications. Our contribution in this paper is the suggestion of a generalized Fleet and Langley [9] proposed a different approach for the same task, based on the Lucas and Kanade [5] optical differential based method in a manner which we believe can be combined with the above trends. flow method, combined with recursive filters in time and space for the computation of the spatial and temporal
We also note that in this paper we adopt the matrix notations proposed and used by Chin and co-workers [7, gradients. Their method uses a recursive IIR filter as part of the temporal smoothing of the images before estimating 8]. This representation, though ''heavy'' or complex, enables us to come up with more compact and clear equathe optical flow. The proposed smoothing is shown to yield recursive update equations for the estimation system in tions. Another benefit of this representation is its relative ease in simulating the proposed algorithms using MATtime. In this way, the temporal smoothness assumption is made implicit, rather than explicit.
LAB. This, however, does not imply that the matrix approach is the one to adopt at the implementation stage Another recursive optical flow estimation approach is proposed by Black [18] . This work proposes the application and it should be clear that the complexity of the proposed algorithm is far smaller than that of the Horn and Schunck of robust estimators, combined with ''temporal continuity,'' in order to obtain temporal coherence. The temporal original algorithm. This paper is organized as follows: In Section 2 we briefly continuity is obtained by penalizing motion vectors which deviate from their predicted values based on past data. present the differential framework and the Horn and Schunck algorithm. Section 3 presents the new spatialSince robust estimation is applied, and since the overall optimization problem becomes nonconvex, sophisticated temporal optical flow model and recursive algorithms to estimate the optical flow based on the RLS and the LMS algorithms which enable convergence to the global minimum point are required. The proposed algorithm is an adaptive filters. In Section 4 convergence properties of the proposed algorithms are discussed. Simulation results are incremental version of the graduated nonconvexity (GNC) algorithm [19] . The main benefit of this algorithm is its presented in Section 5, and conclusion in Section 6. ability to treat discontinuous optical flow fields because of the penalizing function-the Lorentzian [18, 19] . Its main
HORN AND SCHUNCK FRAMEWORK FOR
drawbacks are its complexity and its relatively simplistic temporal smoothness model.
OPTICAL FLOW ESTIMATION
The purpose of this paper is to generalize the Horn and Schunck algorithm to inherently include the time axis,
In this section we briefly present the differential framework [1, 2] and Horn and Schunck method for optical while preserving simplicity and low computation of the algorithms. We begin by combining the temporal smooth-flow estimation [2] . The presentation will be done using matrix-vector notation, similarly to the way it is done in ness assumption with the Horn and Schunck method, re- [7, 8] . This notation will serve to simplify the analysis in I(x, y, t) ϭ I(x, y, t) Ϫ dx(x, y, t) ѨI(x, y, t) Ѩx the following sections. Further details on the presented optical flow estimation algorithm can be found in [1, 2, 7, 8] .
2) The image sequence brightness is denoted by I(x, y, t), where (x, y, t) represent the spatial and temporal location.
⇒ 0 ϭ dx(x, y, t) ѨI(x, y, t) Ѩx The brightness constraint equation is thus
The above equation connects the local spatial and temporal gradients (assumed known) to the motion vector. Thus we where [dx(x, y, t), dy(x, y, t)] is the motion vector which corresponds to the pixel positioned at (x, y, t). Note that have a single linear equation per pixel, posing a constraint over the motion field. Combining all those equations is the temporal sampling rate is assumed to be 1 sample/s. Expanding the right term in the above equation using Tay-possible by matrix notation. We define the following matrix and vectors: lor series and neglecting higher derivative terms, we get
is the number of pixels in each image) then we proposed the Laplacian), the smoothness of X(t) can be measured by have the model equation
where
where X(t) is the optical flow vector that should be estimated, and E(t) is the model error which comes from Horn and Schunck proposed that the optical flow estimate several sources: the fact that we neglect higher derivatives, should be the solution of the following quadratic minimizathe fact that we need to compute the local gradients from tion problem, which searches for the best matching optical sampled signals, and the fact that the model is inaccurate flow vector while forcing smoothness of the solution, for actual scenes for various reasons. The matrix H(t) and the vector Y(t) can be both calculated from the image pair X (t) ϭ arg min [1, 2, 7, 8] .
Horn and Schunck proposed that additional spatial ϭ arg min
2 ͖, smoothness constraint should be combined in order to assure single solution and regularized problem. Letter, S denote a certain differentiation matrix (Horn and Schunck where ͱ is a parameter that controls the relative smooth-ness required. The solution to the above minimization
ͬ problem is simple to obtain because of the quadratic form of the overall error and is given by
where instead of inverting the positive definite matrix shown above, the iterative Gauss-Siedel algorithm was suggested [2] . The above approach could be repeated at where the spatial smoothness serves here as an additional each time t in order to estimate the optical flow between measurements vector of zeros. Having the above two equapairs of images, disregarding the previous estimates.
tions permits the direct use of the Kalman filter. However, the dimensions of the matrices involved (though sparse)
OPTICAL FLOW ESTIMATION ALONG
are very large, hence the direct application of the Kalman filter is impossible. In [7, 8] , using this exact model, a square THE TIME AXIS root information (SRI) Kalman filter [11] which propagates the square root of the inverse of the autocorrelation matrix As was said before, our aim is to propose a mechanism in time is suggested. Yet the computational complexity that will include the time axis in the optical flow estimation of the final algorithm is far too high, and only parallel process. An implicit assumption in the following is that implementation can cope with it effectively. the properties of Horn and Schunck's algorithm are acceptable for the case of two images and that all that remains 3.2. Constrained Weighted Least-Squares Approach is to attempt to generalize the algorithm for an infinitely Instead of the state-space model presented above, we long sequence of images. We seek a recursive approach can suggest the following model, which combines Horn which will enable to estimate the optical flow sequentially and Schunck equations with the temporal smoothness conbased on previous results, rather than in parallel form. We straint differently, shall use the temporal smoothness assumption explicitly in order to include the time axis in the estimation process.
We begin our presentation with the method presented in ᭙k Ն 0 ͫ [7, 8] .
The Kalman filter is a very well-known estimator, aimed at giving the minimum mean squared error (MMSE) estimate of the state of a linear system, represented by state-where space equations [11] . Thus, in order to use the Kalman filter for the optical flow estimation task, we must start with a model which represents the problem in a state-space
(3.4) form. The unknown optical flow at time t-X(t)-will serve as the state vector to be estimated. The temporal smoothness constraint can be represented by the equation
This model simply states that the optical flow vector X(t)
matches the model equations for all casual times t Ϫ (3.1) k Յ t, and this way the temporal smoothness is applied. But, since we know that there are changes in the optical which simply says that the change in time in the optical flow in time, we allow them by exponentially raising the flow is white (in time) vector N(t). The above equation is variance of the model error for far-away model equations, the system equation in the state-space equations. Taking and the parameters 0 Ӷ (t) Ͻ 1 act as forgetting factors Eq. (2.6) and combining the regularization with it gives for this very purpose. Having the new model, we can define a quadratic error: the measurements equation Second, although Fleet and Langley [9] proposed a tem-
poral generalization of the Lucas and Kanade [4] optical flow estimation method, their final result is also a onepole filtering, similar to the one proposed here. Thus, the presented model and results are parallel to the method
proposed by Fleet and Langley for the generalization of (3.5) the Horn and Schunck [2] algorithm. However, both in [7 and 8] and in [9] , the temporal smoothness is utilized only This squared error can be shown to emerge from the appli-to improve the accuracy of the estimated optical flow. Here, cation of the Maximum Likelihood (ML) estimator [11] as we show in the remainder of the paper, the new recursive with regularization if we assume that all the random pro-formulation can be further simplified resulting in algocesses involved are Gaussian. The new parameter ͱ is the rithms with reduced computation requirements, with asratio between the variance of the model error and the sured convergence and acceptable performance. This way smoothness error-ͱ ϭ 
6). In order unknown random process X(t).
to do that, we have to first update R(t) and P(t) in time Differentiating with respect to the vector X(t) yields according to Eqs. (3.7) and (3.8) and then solve the linear the equations system in Eq. (3.6). The matrix R(t) is sparse (see Appendix A for a proof and discussion of this property) and can ]. Since N is typically large, this means that a direct inversion of R(t) is impossible and indirect methods are required in order to solve (3.6). Many
iterative algorithms such as the steepest decent (SD) [12] , conjugate gradient (CG) [12] , and error relaxation meth-
ods (such as Jacoby, Gauss-Siedel, successive over-relaxation) [13] and the multigrid method [14] can be suggested.
The underlying principle common to all these iterative algorithms is their ability to solve Eq. (3.6) using only
(3.8) matrix-vector multiplications which are easily performed for sparse matrices. Note that the matrix R(t) is a symmetric positive definite
The reason we call such procedures pseudo-RLS algo-(and nonsingular) matrix because of the regularization rithms comes from the fact that we update the matrix R(t) term ͱS
and the vector P(t) recursively, as can be done in the The obtained recursive equations for R(t) and P(t) form recursive least squares (RLS) algorithm [9] . However, in the basis of the optical flow estimation algorithms that will contrast to classic RLS, we do not propagate nor compute be presented in the sequel. The choice of exponentially the matrix Q(t) ϭ R Ϫ1 (t) in time. In our case this matrix decaying weights in the temporal squared error is the rea-is not even sparse, which means, again, intolerable compuson behind the simple recursive formulation obtained.
tational and storage demands. Two interesting points with respect to the recursive for-
Assuming that we applied one of the iterative algorithms mulation obtained should be mentioned here. First, assum-successfully, with a sufficient number of iterations, the estiing that the optical flow process is correctly modeled by mated optical flow will converge to the state equations (3.1), (3.2); obviously, the Kalman filter is the optimal linear estimator. The proposed formulation
9) can be shown to emerge from this Kalman filter by simple approximation. In the next section this point is investigated, showing a connection between the forgetting factors which we consider an optimal result since this vector minimizes the squared error defined in Eq. (3.5). The number (t) and the model given in Eqs. (3.1)-(3.2).
of computations required is similar to the number required by the original Horn and Schunck algorithm. This is because we have to compute the update terms for the matrix R(t) and the vector P(t), which are exactly the terms computed for the Horn and Schunck algorithm; we have to add them to R(t) and P(t), which requires only additions; and then we have to apply an iterative algorithm similar to what is done in the original Horn and Schunck algorithm. There can be a considerable saving in computations if we use the previous result as an initialization for the iterative procedure, but it is difficult to quantify the saving in compu-SCHEME 1. The M-LMS algorithm basic idea.
tations if this initialization is used.
The pseudo-RLS algorithm requires the propagation of P(t) as usual using Eqs. (3.7) and (3.8), and then perform the matrix R(t) in time as part of the estimation process.
M steepest descent iterations. We already know that for The practicality of the pseudo-RLS lays heavily on the 1 Ӷ M Ǟ ȍ we get the pseudo-RLS. We will refer to the assumption that R(t) is highly sparse for all times t Ͼ 0, above algorithm with M iterations per each time instant since R(t) dimensions are huge. Appendix A discusses the as the M-SD algorithm. One interesting property of the structure of the matrix sequence R(t) in time and shows M-SD algorithm is its flexibility with regard to the computhat this sequence of matrices is indeed sparse for all t Ͼ 0.
tational requirements. For any optical flow estimation system which applies the M-SD algorithm we can adopt the
The LMS Optical Flow Estimation Algorithms
algorithm to fully exploit the available time, by adding A different approach that can be taken in order to mini-more iterations. The more iterations performed (which mize the temporal squared error in Eq. (3.5) is suggested means that M is increased) the better is the quality of the by the least mean squares (LMS) algorithm [10] . First, estimated optical flow (see the next section). instead of a full minimization of this error at each time
In the context of the M-SD presented above we proposed instant, we can simply take the previous result X (t Ϫ 1) and only the steepest descent algorithm. The reason is the update it using the instantaneous gradient of the temporal relative simplicity of the required convergence analysis. squared error and get the following recursive equation:
However, the SD is known to be inferior to algorithms such as the CG and Gauss-Siedel. An interesting question is whether using other iterative algorithms can improve
the convergence rate. This question will not be treated analytically in this paper, but simulation results for this issue will be presented.
Using Eq. (3.10) as our estimation process is an approximation to the pseudo-RLS estimator presented in Eq. (3.5). The main idea behind this approach is the assumption that
Using the recursive equations (3.7) and (3.8) in Eq. (3.10), the quadratic surface representing the squared error we get 2 (t Ϫ 1) changes only slightly in time, because of the temporal smoothness assumption. This can also be seen
. ral smoothness) the update term is small compared to the (3.11) accumulated error. Therefore, instead of minimizing 2 (t) from the start, all we have to do is to descend on the Thus, if we assume further that the previous solution surface 2 (t) from the position X (t Ϫ 1) to a new position, X (t Ϫ 1) is close to the optimal one, then we can say that governed by the local gradient of the surface to be mini-P(t Ϫ 1) Ϫ R(t Ϫ 1)X (t Ϫ 1) ϭ 0, and this term can mized. Scheme 1 illustrates this idea for the 2-D case.
be omitted from the above equation. The new recursive Another view of the obtained recursive equation is that equation is thus Eq. (3.10) is simply one iteration of the steepest descent algorithm. Thus, instead of performing many iterations
12) at each time instant as was proposed in the Pseudo-RLS
, algorithm, all we are proposing to do here is a single iteration, and continue to the next temporal point. Therefore, we can suggest also a midway algorithm, namely, at each which is a simpler algorithm with even more reduced computations, since this algorithm no longer require the propatemporal point, update the matrix and the vector R(t) and gation of R(t) and P(t)
Interesting as it may seem, Horn and Schunck on the matrix involved. In [4] , it is proposed to threshold the spatial gradient local norm as a tool to measure the in their original paper [2] suggested this very algorithm based on intuition only as an alternative to the application reliability of the estimates of the Horn and Schunck algorithm. The reliable estimates are those which satisfy of their algorithm with many iterations per step. Following the same reasoning as in the M-SD algorithm, we can propose here that M iterations of Eq. (3.12) can be per-ʈٌI(x, y, t)ʈ
Ն Thr, (3.14) formed per time step, which might improve the overall performance of the algorithm, when compared to the single where Thr is some threshold value. Naturally, this idea iteration algorithm. We choose to call such algorithm the could serve for our algorithm too, since these gradients M-LMS algorithm for obvious reasons.
are available for the pseudo-RLS, M-SD, and M-LMS algoThe major questions with regard to the M-SD and the rithms. However, Eq. (3.14) does not use knowledge accu-M-LMS algorithms are whether they converge and what mulated over time. Instead, we suggest the use of the main their convergence properties are. An analysis of these top-diagonal elements of the matrix R(t) as replacements for ics is given in the next section. One more issue to discuss the eigenvalues. Thresholding these values can serve as is the choice of Ȑ for the M-SD and M-LMS algorithms. confidence measures. Since there is some relation between Theoretic bounds on the value of this parameter are de-the main diagonal values of a positive definite matrix and rived in the next section. However, one easy and efficient its eigenvalues [16] , this choice of confidence measures approach to the choice of Ȑ is the application of the follow-seems worthwhile. ing equation, which is taken from the normalized SD algo-
The proposed confidence measures can be applied in rithm [12, 13] :
the Pseudo-RLS and the M-LMS algorithms. Since the M-LMS does not propagate the matrix R(t) in time, we can use instead the confidence measures in Eq. (3.14) for this
algorithm. Note that the above approach supplies each (3.13) component of each motion vector with a confidence number. By adding the two confidence measures for the x and The NSD performs a line search which finds the best possi-y components of each motion vector we get one confidence ble Ȑ for each iteration separately. Since the NSD con-measure per each pixel. Adding the two components yields verges faster than the SD, such approach is better, but we a confidence measure which is very similar to the one will not supply a proof for this property in this framework. proposed in Eq. (3.14). If we omit the regularization, the This approach offcourse yields a time and iteration depen-sum of the x and y components of the matrix H T (t)H(t) is dent value for Ȑ. Similar equations can be written for the exactly the spatial gradient norm in (3.14). The regulariza-M-LMS algorithm with different definitions for R(t) and tion matrix ͱS T S adds a constant C to each of the gradients, P(t) (see Section 4.3 for further details).
yielding the value
Confidence Measures for the Above Algorithm
, (3.15) Many of the optical flow estimation algorithms supply as byproducts confidence measures coupled with motion which can serve to detect low gradient norms by threshvectors, determining the reliability of these motion vectors. olding. The accumulation in time performed by the matrix It is expected that every motion estimation algorithm will R(t) smooths the values of f (x, y, t) over time. It is obvious supply estimates whose accuracy varies in space and time. that having a low local gradient norm at time t does no Using these confidence measures to extract nonreliable necessarily mean that the obtained estimate at this location estimates may serve various applications where there is no is inaccurate, since we may get reliable information for this need for a motion vector for each pixel. In the optical flow location from past history. Therefore, a better confidence estimation method of Lucas and Kanade [3] an efficient measure which takes the time axis into account is the value confidence measure for the estimation results is the condition number of a 2 ϫ 2 matrix to be inverted, or the minimal
(3.16) eigenvalue of this matrix as proposed in [4] . We note that every pixel has a corresponding matrix like this, which ϭ (t)F(x, y, t Ϫ 1) ϩ f (x, y, t) then provides a simple confidence measure.
Following the same reasoning, the eigenvalues of the and this is exactly the value obtained using the main diagonal elements of the matrix R(t), as proposed. large matrix to be inverted in the Horn and Schunck algo-
Higher Order Temporal Smoothness Model
Using the same reasoning as in Section 3.2, instead of the state-space model presented above we can suggest the Equation (3.1) represents the temporal smoothness as-following model, which combines Horn and Schunck equasumption for all the above analysis. This equation is a first tions with the temporal smoothness constraint differently, order AR model assumed on the optical flow sequence in time. Such model is adequate for sequences where the 
20) to be a higher order AR model, as proposed in [7, 8] . This way we could present a better temporal smoothness model ϭ
for slowly varying optical flow sequences. The proposed higher order smoothness model is which is quite similar to the model in Eq. (3.3) . The qua-
dratic error term is then defined as
where a K 0 ϶ 0 and the AR coefficients should be such that stability of the model is assured [10] . In order to represent Differentiation with respect to the vector F(t) yields the this smoothness model as a state-space equation we define equations a new longer state vector, which gives the following state equations:
΅ and again we got two recursive equations which could be used to estimate the state-vector F(t), or even only its upper part, which corresponds to the new optical flow to be estimated-X(t). The new defined problem is more
(3.19) complex than the one originated from the first-order AR smoothness model since the matrix R (t) is of size [2K 0 N 2 ϫ beyond that, the second equation above is trivial with no contribution to the estimation goals, we can use the first
. The development of the Pseudo-RLS, M-SD, and equation alone as a recursive update for X (t): M-LMS algorithms is very similar to the one presented earlier for the first order AR smoothness model. In this
. second order AR model. The M-LMS algorithm can be (3.28) obtained from the pseudo-RLS direct approach by two major steps-fixing that (t) ϭ 0, and performing several SD iterations per time point. The equation obtained from As expected, the recursive equation X (t) uses second order the first step is history, and performing M iterations of Eq. (3.28) gives the second order M-LMS algorithm. By assuming that Ͱ ϭ 1, Eq. (3.28) is reduced to the first order AR model
M-LMS algorithm as given by Eq. (3.12).
PROPOSED ALGORITHMS
In the previous section we proposed some relatively 
Before we start our analysis let us recall the underlying and the equation for the second step (M steepest descent model assumption for X(t), the optical flow vector. Rewritsteps) gives the equation ing Eqs. (3.1) and (3.2), we have 
ͬ . (4.1.2)
The Pseudo-RLS Algorithm Analysis
With the model assumed in (4.1.1), as we stated before, the first approach that comes to mind is the Kalman filter. (3.27) This approach is, however, computationally prohibitive.
Instead we proposed the pseudo-RLS algorithm, which as we have seen in Section 3.3 is defined by the equation: but since we are interested in X(t) rather than F(t), and
where R(t) and P(t) satisfy the updating formula 
and using simple induction (4.1.12) follows for all t Ͼ 0. 
we are guaranteed to have
trix is bounded by the matrix R Ϫ1 (t).
The matrix P 1 (t) plays the role of the prediction error Proof. The unbiasness of the estimate follows directly covariance matrix in the Kalman filter. Then, assuming the from Theorem 4.1-1 and the Kalman filter properties. For initial conditions satisfy ⌺(t) we have from (4.1.1), Theorem 4.1-1, and (4.1.8)
we can show that While using (4.1.1), (4.1.9), (4.1.10), and Theorem 4.1-1 (t)P 1 (t)R(t Ϫ 1) ϭ I ᭙t Ͼ 0.
(4.1.12) we can also show that
To show that let us assume (4.1.12) holds for some t ϭ t 1 . Then, using (4.1.10), (4.1.12), and (4.1.7) we get
Subtracting this from (4.1.15), we get
Chaining these equations together we get a single recursive equation which presents the relation between the Mth Clearly, from (4.1.1) and (4.1.12) we have result for time (t Ϫ 1) and the Mth result for time (t),
On the other hand, using the definition of C(t) in (4.
, and Eqs. (4.1.1), (4.1.4), (4.1.9) , and (4.1.12) we can con-(4.2.2) clude that there exists Ͼ 0 such that where we have used the fact that R(t)X opt (t) ϭ P(t), and the formula for a sum of geometric sequences [16] . The
. relationship between the M-SD algorithm and the pseudo-(4.1.18) RLS solution is given by the following theorem.
Then, assuming that ⌺(0) Յ (1)P 1 (0), (4.1.14) follows 
Chaining these m equations together we get
Choosing Ȑ according to (4.3.4) guarantees that ᭚ ʦ (0, 1)͉ ᭙t ʈI Ϫ Ȑr(t)ʈ Ͻ 1 Ϫ . Applying Euclidean norm and expectation to the above equality and inserting the 
monotonicity-the larger M is, the better the performance.
However, in the M-LMS, as we commented after equation (4.3.3), the performance for large M is not satisfactory. Hence, there seems to be a value of M at which the perforwhere we have used the bounds mance is optimal and increasing M beyond this value causes deterioration in performance. We did not succeed in capʈr
turing this phenomenon in our derivation of the bounds (4.3.10) in Eq. (4.3.5) and Eq. (4.3.8).
SIMULATIONS AND RESULTS

Applying the above inequality, recursively we get
In this section we shall present various demonstrations of the proposed optical flow estimation algorithms and
mk discuss their properties. All the tests were performed on semisynthetic image sequences with a priori known optical
flow, in order to be able to quantify the results. There were four different image sequences, all based on a single image (4.3.11) Fig. 1 .
In the first and second image sequences the optical flow
is constant in time-one with constant translations ([Ϫ0.7, 0.5] per image) and the second with constant rotation (1.2Њ
per image). In the third image sequence there is a constant rotation as above with additional zoom in and out in the form of half a cycle of a sine function in the range [0.85-which is exactly the statement of the theorem. pixels. Each image in these movies was contaminated by E WMSE (t) ϭ ʈX (t) Ϫ X(t)ʈ W(t) ʈX(t)ʈ 2 additive Gaussian white random noise with variance n ϭ 4, where the dynamic range of the images is [0, 255] .
Because there are too many result graphs, we have chosen to include only part of the graphical results and only for the third sequence only, and to refer to all the other ϭ In all the demonstrations we have compared the estimated optical flow to the true optical flow in order to determine quantitative results. Two formulations for the The weights that were used in the WMSE were based computation of this estimation errors where used-the on the confidence measures presented in Section 3.5. The direct (normalized) mean square error (DMSE) (as used confidence measures were scaled so that the least confident in [8] ) and the weighted (normalized) mean square error estimates are given a zero weight, and after this scaling (WMSE). These two errors were computed according to each motion vector received the square of its confidence measure as its weight (this choice was found empirically to be good).
The image sequences were spatially blurred using a 5 ϫ 5 uniform smoothing kernel before entering the optical flow estimation process. This step is well recommended [2, 4, 7, 8] for additive noise suppression and better match to ϭ The final simulated comparison with regard to the M-SD (Graph 5). We have tried second order AR model by using Ͱ ϭ Ϯ0.3. As can be shown from Graph 6, it was found is the replacement of the NSD with the conjugate gradient (CG). For a small number of iterations (M ϭ 2) this change that the smoothing choice Ͱ ϭ 0.3 gave slightly better results. Increasing the number of iterations m in the low almost was not perceived. This is because two iterations of the NSD are almost equivalent to two CG iterations. range of values (m Ͻ 50) gave better results both for the convergence and the steady state results (Graph 7). For higher values of M (M ϭ 10 and 30) faster convergence was obtained, but with the same steady state error. Graph Changing to the CG algorithm almost did not influence the performance results (Graph 8). 4 present these results.
Referring to the other image sequences, the results were Figure 6 presents the true optical flow (A) versus the performance of the M-SD (B), the M-LMS (C), and the very similar. The best for the first and second sequences was ϭ 0.95, reflecting the fact that the optical flow se-Horn and Schunck (D) algorithms. The parameters for the various parameters were chosen to be the ones with quence is constant in time. The best value of ͱ was 5000 if fast convergence was sought, but higher values gave the best results from the previous graphs. As can be seen, the M-SD and the M-LMS outperform the Horn and lower steady state error. The weighted errors for these sequences was in the range 2-5%. The parameters that Schunck algorithm, and converge to high quality optical flow. best matched the fourth sequence were ϭ 0.8 and ͱ ϭ 300. The steady state weighted error in this case was 12%.
Generally speaking, we can make the following important observations: First, the obtained DMSE for all these We now turn to present the various results which correspond to the M-LMS algorithm. We have tested this algo-cases was significantly higher than the WMSE, revealing the effectiveness of the proposed confidence measure. Secrithm simply by using the M-SD algorithm with ϭ 0, the iterative scheme that was used in normalized steepest ond, all the simulations revealed a robustness to the various parameters involved-the performance does not change descent. As before, we have made each test twice, for X (0) ϭ 0 and for X (0) ϭ X opt (1), but only the zero initial-significantly with the parameters. Third, in order to get better insight into the estimation error results we have ization will be presented here. The best value of ͱ for the third sequence was in the range ͱ ϭ 300-1000. The steady simulated the Horn and Schunck algorithm on the same sequences. Graph 9 shows the performance of the Horn state weighted error was 10% (for m ϭ 10 iterations) and Schunck algorithm [2] on the third sequence for vari-more computations to yield quite poor results. This comparison confirms our original claim that improvement is ous values of ͱ. As can be seen, the error is almost constant and is relatively very high (WMSE ϭ 35%). We should possible both for the accuracy and complexity points of view if the time axis is used properly. note that these results were obtained by performing 200 NSD iterations per each temporal point, thus using much One final remark that should be mentioned is this: we noted by #d͕A͖, is the number of its nonzero elements relative to its size. We start by analyzing the structure of the term H
T (t)H(t). The matrix H(t), as given in equation (2.4), is
CONCLUSION
a row combination of two diagonal matrices, where each of them is of size [N 2 ϫ N 2 ). Thus, the term H T (t)H(t) has In this paper we have presented new algorithms for the the structure described in Fig. 2 , and it is easy to see that estimation of optical flow for image sequences. These new there are 4N 2 nonzero elements in this term. algorithms were based on the Horn and Schunck algorithm
The matrix S is built from two Laplacian matrices as [2] , generalized to include temporal smoothness. The undescribed in Eq. (2.7), Denoting the Laplacian matrix as dertaken approach started from state-space equations S, we have that S is symmetric and thus modeling the estimation problem, but instead of applying the Kalman filter, which seems natural at this point, we chose to further simplify the model, leading to adaptive S 3) are their simplicity, modularity, and robustness. By simple parameter choice we can control the steady state estimation error and convergence rate, at the expense of linearly
We have that each line in S contains the most nine nonzero growing computational complexity.
APPENDIX A The Structured Properties of the Matrix R(t)
The proposed pseudo-RLS and M-SD algorithms construct a matrix R(t) as part of the estimation process. This appendix is devoted to the discussion on the sparseness of this matrix which is a very important property that can be used to save computations and memory. DEFINITION A-1. A density number of a matrix A, de-elements. The only lines which do not satisfy this property ⌺(t Ϫ 1) ϭ ⌬ E͕[X opt (t Ϫ 1) Ϫ X(t Ϫ 1)][X opt (t Ϫ 1) Ϫ X(t Ϫ 1)] T ͖. are the ones representing image boundaries. The multiplication of S by S is simply the performance of the Laplacian Taking the spectral norm on both sides of Eq. (B.6) we get twice, and the overall kernel size of this combination contains 37 nonzero elements. Thus, the term S , and when divided by the K(t)C(t) ϭ P (t)P
Ϫ1
(t), where P (t) is the Kalman estimation matrix size 4N 4 we get that #d͕H T (t)H(t) ϩ ͱS T S͖ Х error covariance matrix and P (t) is the Kalman prediction 19/N 2 . The nonzero elements of the overall matrix error covariance matrix. Since P (t) Յ P (t), we get that H T (H(t) ϩ ͱS T S are very well structured, populating 38 0 Յ I Ϫ K(t)C(t) Յ I ⇒ ʈK(t)C(t)ʈ Յ 2.
(B.9) specific diagonals.
Since the position of the nonzero elements in H(t) does The matrix ⌺(t Ϫ 1) is the pseudo-RLS estimation error not depend on the time t, we have that any combination covariance matrix. Based on the result of Theorem 4.1-2 of such matrices has the same density number, and acwe have cording to Eq. (A.1) the above density also applied to R(t). Thus, the density is very small, which means that R(t) is very sparse, the density number is indeed constant in time,
and these matrices are structured with constant ordering in time. The norm ʈK(t)W V (t)K
