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ON THE TENSOR SEMIGROUP OF AFFINE
KAC-MOODY LIE ALGEBRAS
NICOLAS RESSAYRE
Abstract. In this paper, we are interested in the decomposition
of the tensor product of two representations of a symmetrizable
Kac-Moody Lie algebra g. Let P+ be the set of dominant integral
weights. For λ ∈ P+, L(λ) denotes the irreducible, integrable,
highest weight representation of g with highest weight λ. Let P+,Q
be the rational convex cone generated by P+. Consider the tensor
cone
Γ(g) := {(λ1, λ2, µ) ∈ P 3+,Q | ∃N > 1 L(Nµ) ⊂ L(Nλ1)⊗L(Nλ2)}.
If g is finite dimensional, Γ(g) is a polyhedral convex cone described
in [BK06] by an explicit finite list of inequalities. In general, Γ(g) is
nor polyhedral, nor closed. In this article we describe the closure of
Γ(g) by an explicit countable family of linear inequalities, when g is
untwisted affine. This solves a Brown-Kumar’s conjecture [BK14]
in this case.
We also obtain explicit saturation factors for the semigroup of
triples (λ1, λ2, µ) ∈ P 3+ such that L(µ) ⊂ L(λ1)⊗L(λ2). Note that
even the existence of such saturation factors is not obvious since
the semigroup is not finitely generated. For example, in case A˜n,
we prove that any integer d0 ≥ 2 is a saturation factor, generalizing
the case A˜1 shown in [BK14].
1. Introduction
Let A be a symmetrizable irreducible GCM of size l + 1. Let h ⊃
{α∨0 , . . . , α∨l } and h∗ ⊃ {α0, . . . , αl} =: ∆ be a realization of A. We
fix an integral form hZ ⊂ h containing each α∨i , such that h∗Z :=
Hom(hZ ,Z) contains ∆ and such that hZ/ ⊕ Zα∨i is torsion free. Set
h∗
Q
= h∗
Z
⊗ Q ⊂ h∗, P+,Q := {λ ∈ h∗Q | 〈α∨i , λ〉 ≥ 0 ∀i}, and P+ =
hZ ∩ P+,Q .
Let g = g(A) be the associated Kac-Moody Lie algebra with Cartan
subalgebra h. For λ ∈ P+, L(λ) denotes the irreducible, integrable,
highest weight representation of g with highest weight λ. Define the
saturated tensor semigroup as
Γ(A) := {(λ1, λ2, µ) ∈ P 3+,Q | ∃N > 1 L(Nµ) ⊂ L(Nλ1)⊗L(Nλ2)}.
In the case that g is a semisimple Lie algebra, Γ(A) (also denoted
by Γ(g)) is a closed convex polyhedral cone given by an explicit set
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of inequalities parametrized by some structure constants of the coho-
mology rings of the flag varieties for the corresponding algebraic group
(see [BK06, Kum14, Kum15, Res10]).
In the general case, Γ(A) is no longer closed or polyhedral. Never-
theless, in this paper we describe the closure of Γ(A) by infinitely many
explicit linear inequalities, if g is affine untwisted. Note that some in-
termediate results are true for any symmetrizable GCM A.
Let G be the minimal Kac-Moody group as in [Kum02, Section 7.4]
and B its standard Borel subgroup. Fix (̟α∨0 , . . . , ̟α∨l ) ⊂ hQ be ele-
ments dual to the simple roots. Let W be the Weyl group of A. To any
simple root αi, is associated a maximal standard parabolic subgroup
Pi, its Weyl group WPi ⊂W and the set W Pi of minimal length repre-
sentative of elements of W/WPi. We also consider the partial flag ind-
variety Xi = G/Pi containing the Schubert varieties Xw = BwPi/Pi,
for w ∈ W Pi. Let {ǫw}w∈WPi ⊂ H∗(Xi,Z) be the Schubert basis dual
to the basis of the singular homology of Xi given by the fundamental
classes of Xw. As defined by Belkale–Kumar [BK06, Section 6] in the
finite dimensional case, Brown-Kumar defined in [BK14, Section 7] a
deformed product ⊙0 in H∗(Xi,Z), which is commutative and associa-
tive.
Theorem 1. Let g ba an affine untwisted Kac-Moody Lie algebra with
central element c. Let (λ1, λ2, µ) ∈ P 3+,Q such that λ1(c) > 0 and
λ2(c) > 0.
Then,
(λ1, λ2, µ) ∈ Γ(g)
if and only if
(1) µ(c) = λ1(c) + λ2(c),
and
(2) 〈µ, v̟α∨i 〉 ≤ 〈λ1, u1̟α∨i 〉+ 〈λ2, u2̟α∨i 〉
for any i ∈ {0, . . . , l} and any (u1, u2, v) ∈ (W Pi)3 such that ǫv occurs
with coefficient 1 in the deformed product
ǫu1⊙0ǫu2 .
The statement of Theorem 1 is very similar to [BK06, Theorem 22]
that describes Γ(g), if g is finite dimensional. Nevertheless, the proof
is very different. Indeed, in the classical case the main ingredients
are Kempf’s semistability theory and Hilbert-Mumford’s theorem (see
[BK06] or [Res10]). These results have no known generalization in our
situation. We overcome this difficulty by using a new strategy that we
now explain roughly speaking.
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Consider the cone C(g) defined by equality (1) and inequalities (2).
It remains to prove that, up to the assumption “λ1(c) and λ2(c) are
positive”, the cone C(g) is equal to Γ(g). The proof proceeds in fives
steps.
Step 1. Γ(g) is convex.
This is a well-known consequence of Borel-Weil’s theorem (see Lemma 4).
Step 2. The set Γ(g) is contained in C(g).
This step is proved in [BK14] and reproved here. The first ingredi-
ent is the easy implication in the Hilbert-Mumford’s theorem. Indeed
“semistable ⇒ numerically semistable” is still true for ind-varieties and
ind-groups. In the finite dimensional case, the second argument is
Kmeiman’s transversality theorem. In [BK14], this is by an argument
in K-theory which express the structure constants ofH∗(G/Pi,Z) as the
Euler characteristic of sheaves supported by the intersection of three
translated Schubert or Birkhoff varieties. Here, we refine this argument
by proving a version of Kleiman’s theorem that allows to express these
structure constants as the cardinality of three translated Schubert or
Birkhoff varieties.
Step 3. The cone C(g) is locally polyhedral.
This is a consequence of Proposition 4 below. We study the in-
equalities (2) defining C(g). In particular, we use some consequences of
the nonvanishing of a structure constant of the ring H∗(G/P,Z) (see
Lemmas 17 and 18 below or [BK14]).
Step 4. Study of the boundary of C(g).
Let (λ1, λ2, µ) be an integral point in the boundary of C(g). Step 3
implies that some inequality (2) has to be an equality for (λ1, λ2, µ).
Then, one can use the following Theorem 2 to describe inductively the
multiplicity of L(µ) in L(λ1) ⊗ L(λ2). Let αi be a simple root and
let Li denote the standard Levi subgroup of Pi. For w ∈ W Pi and
λ ∈ P+, w−1λ is a dominant weight for Li: we denote by LLi(w−1λ)
the corresponding irreducible highest weight Li-module.
Theorem 2. Here, g is any symmetrizable Kac-Moody Lie algebra and
αi is a simple root. Let (λ1, λ2, µ) ∈ P 3+. Let (u1, u2, v) ∈ (W Pi)3 such
that ǫv occurs with coefficient 1 in the ordinary product ǫu1 .ǫu2 . We
assume that
(3) 〈µ, v̟α∨i 〉 = 〈λ1, u1̟α∨i 〉+ 〈λ2, u2̟α∨i 〉.
Then the multiplicity of L(µ) in L(λ1)⊗L(λ2) is equal to the multiplicity
of LLi(v
−1µ) in LLi(u
−1
1 λ1)⊗ LLi(u−12 λ2)
Note that Theorem 5 and its corollary in Section 6 are a little bit
stronger than Theorem 2.
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Step 5. Induction.
Whereas there are numerous technical difficulties the basic idea is
simple. By convexity, it is sufficient to prove that the boundary of C(g)
is contained in Γ(g). Using Step 4, this can be proved by induction.
More precisely, consider a face F of codimension one of C(g) as-
sociated to some structure constant of H∗(G/Pi,Z) for ⊙0 equal to
one. We have to prove that F is contained in Γ(g). By Theorem 2,
it remains to prove that the points of F satisfy the inequalities that
characterize Γ(Li). Fix such an inequality associated to a structure
constant of H∗(Li/(Pj ∩Li),Z) for ⊙0 equal to one. Consider the flags
ind-varieties:
Li/(Pj ∩ Li) G/(Pi ∩ Pj)
G/Pi G/Pj
Proposition 3 that shows a property of multiplicativity for struc-
ture constants of the rings H∗(G/P,Z) gives us a structure constant of
H∗(G/(Pi ∩ Pj),Z) equal to one, for the ordinary product. An impor-
tant point is Theorem 6 that proves that, if the considered inequality
of Γ(Li) is “useful” then this structure constant of H
∗(G/(Pi ∩ Pj),Z)
is actually nonzero for ⊙0. Then it gives a structure constant of
H∗(G/(Pj),Z) for ⊙0 equal to one. In particular, this gives an in-
equality of C(g) and the inequality we wanted to prove for the points
of F .
If we prove Theorem 1 only for the untwisted affine case, the general
strategy should works more generally. For this reason, we prove some
intermediate results for any symmetrizable Kac-Moody Lie algebra. In
particular Steps 1, 2 and 4 works with this generality. Proposition 3 of
multiplicativity also holds in this context.
Let Q denote the root lattice of g. Consider the tensor semigroup
ΓN (g) := {(λ1, λ2, µ) ∈ P 3+ | ∃N > 1 L(µ) ⊂ L(λ1)⊗ L(λ2)}.
It is actually a semigroup but it is not finitely generated for g affine.
Despite this, we obtain explicit saturation factors: a positive integer d0
is called a saturation factor for g if for any (λ1, λ2, µ) ∈ Γ(g) ∩ (P+)3
such that λ1+λ2−µ ∈ Q, L(d0µ) is a submodule of L(d0λ1)⊗L(d0λ2).
Observe that the condition λ1+λ2−µ ∈ Q is necessary to have L(µ) ⊂
L(λ1)⊗ L(λ2).
To describe our saturation factors, we need additional notation. Up
to now, g is the affine Lie algebra associated to the simple Lie algebra
g˙. Let us define the constant ks to be the least common multiple
of saturation factors of maximal Levi subalgebras of g. The value of
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ks depends on known saturation factors for the finte dimensional Lie
algebras. With the actual literature (see Section 10), possible values
for ks are given in the following tabular.
Type of g˙ A
˜l
B3 B4 B˜l(˜l ≥ 5) C˜l(˜l ≥ 2) D4 D˜l(˜l ≥ 5)
ks 1 2 4 2 1 4
Type of g˙ E6 E7 E8 F4 G2 G2
ks 36 144 3 600 144 2 3
Let kg˙ be the least common multiple of coordinates of θ˙ written in
terms of the simple roots. The values of kg˙ are
Type A
˜l
B
˜l
(˜l ≥ 2) C
˜l
(˜l ≥ 3) D
˜l
(˜l ≥ 5) E6 E7 E8 F4 G2
kg˙ 1 2 2 2 6 12 60 12 6
Theorem 3. Let (λ1, λ2, µ) ∈ (P+)3 such that there exists N > 0
such that L(Nµ) embeds in L(Nλ1) ⊗ L(Nλ2). We also assume that
µ− λ1 − λ2 ∈ Q.
Then,
(i) if ks = 1 then any integer d ≥ 2, L(dkg˙µ) embeds in L(dkg˙λ1)⊗
L(dkg˙λ2);
(ii) if ks > 1 then L(kg˙ksµ) embeds in L(kg˙ksλ1)⊗ L(kg˙ksλ2).
Observe that, in type A, kg˙ks = 1. The case A1 was obtained before
in [BK14].
Let δ denote the fundamental imaginary root. We also obtain the
following variation.
Theorem 4. Let (λ1, λ2, µ) ∈ (P+)3 such that there exists N > 0
such that L(Nµ) embeds in L(Nλ1) ⊗ L(Nλ2). We also assume that
µ− λ1 − λ2 ∈ Q.
Then, for any integer d ≥ 2, L(kg˙ksµ − dδ) embeds in L(kg˙ksλ1) ⊗
L(kg˙ksλ2).
In Section 11, we collect some technical lemmas used in the paper.
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2. Ind-varieties
2.1. Ind-varieties. In this section, we collect definitions, notation and
properties of ind-varieties. The results are certainly well-known, but
we include some proofs for the convenience of the reader.
2.1.1. The category. Let (Xn)n∈N be a sequence of quasiprojective com-
plex varieties given with closed immersions ιn : Xn → Xn+1. Con-
sider the inductive limit X = lim
−→
Xn. A subset F in X is said to be
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Zariski closed if F ∩ Xn is closed for any n ∈ N . A continuous map
f : X −→ Y = lim
−→
Yn between two ind-varieties is a morphism if for
any n ∈ N there existsm ∈ N such that f(Xn) ⊂ Ym and the restriction
f : Xn −→ Ym is a morphism. Let X ′n ⊂ X be closed subsets such
that X = ∪n∈NX ′n and X ′0 ⊂ X ′1 ⊂ · · ·X ′n ⊂ · · · . Then X ′ = lim
−→
X ′n
is an ind-variety. The filtrations (Xn)n∈N and (X
′
n)n∈N are said to be
equivalent if the identity maps X −→ X ′ and X ′ −→ X are morphisms.
Actually, the filtrations on ind-varieties are regarded up to equivalence;
an ind-variety X endowed with a filtration X0 ⊂ X1 ⊂ · · ·Xn ⊂ · · ·
by closed subsets is called a filtered ind-variety and simply denoted by
X = ∪n∈NXn.
Lemma 1. Let X = ∪n∈NXn be a filtered ind-variety. Assume, we
have a family (X ′n)n∈N of closed subsets in X such that X
′
n ⊂ X ′n+1 and
X = ∪n∈NX ′n.
Then the two filtrations (Xn)n∈N and (X
′
n)n∈N are equivalent.
Proof. Consider an irreducible component C of some Xn0 . Then C =
∪nX ′n ∩ C and X ′n ∩ C is closed in C. Assume that for any n, X ′n ∩
C 6= C. Then, for any n, dim(X ′n ∩ C) < dimC. Hence C is the
union of countably many subvarieties of smaller dimension. This is a
contradiction since we are working on the uncountable field of complex
numbers: there exists nC such that X
′
nC
∩ C = C.
Since Xn0 has finitely many irreducible components, there exists N0
such that Xn0 ⊂ X ′N0.
Observe that Xn ∩ X ′m is closed in X and hence in X ′m. Then the
same proof as above shows that for any n1, there exists N1 such that
X ′n1 ⊂ XN1 . 
For x ∈ X, we denote by TxX the tangent space of X at x. By
definition TxX = lim
−→
TxXn.
2.2. Irreducibility. An ind-variety X is said to be irreducible if it is
as a topological space. A poset is said to be directed if for any two
elements x, y there exists z bigger or equal to x and y. If the poset of
irreducible components of the Xn’s is directed for inclusion then X is
irreducible. Unless [Sha81, Proposition 1], the converse of this assertion
is not true (see [Kam96, Sta12] for examples). Here, the ind-variety X
is said to be ind-irreducible if the poset of irreducible components of
the Xn’s is directed for inclusion. The following lemma gives a more
precise definition.
Lemma 2. Let X be an ind-variety. The following are equivalent:
(i) there exists a filtration X = ∪n∈NXn such that the poset of
irreducible components of the Xn’s is directed;
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(ii) for any equivalent filtration X = ∪n∈NXn, the poset of irre-
ducible components of the Xn is directed;
(iii) there exists an equivalent filtration X = ∪n∈NXn with Xn irre-
ducible, for any n.
If X satisfies these properties then X is said to be ind-irreducible.
Proof. We prove (ii) ⇒ (i) ⇒ (iii) ⇒ (ii). The first implication is
tautological.
Show (i)⇒ (iii). Since Xn has finitely many irreducible components
the assumption implies that
∀n ∃N and an irreducible component CN of XN such that Xn ⊂ CN .
Then one can construct by induction an increasing sequence ϕ : N −→
N and irreducible components Cϕ(n) of Xϕ(n) such that
∀n Xϕ(n) ⊂ Cϕ(n+1) ⊂ Xϕ(n+1).(4)
Note that the Cϕ(n)’s are closed, satisfy Cϕ(n) ⊂ Cϕ(n+1) and X =
∪n∈NCϕ(n). Moreover, by (4), the filtrations by Xn’s and Cϕ(n)’s are
equivalent.
Show (iii) ⇒ (ii). Fix a filtration X = ∪n∈NXn with irreducible
closed subsets Xn. Let X = ∪n∈NX ′n be an equivalent filtration. Con-
sider two irreducible components Cn1 and Cn2 of some X
′
n1
and X ′n2 .
There exist N1 and N2 in N such that Cn1 ∩ Cn2 ⊂ XN1 ⊂ X ′N2 . Since
XN1 is irreducible, there exists an irreducible component C
′
N2
of X ′N2
containing XN1. Hence the poset of irreductible components of the X
′
n
is directed. 
Examples.
(i) The simplest examples A(∞) = ∪n∈NAn, P(∞) ∪n∈N Pn of ind-
varieties are ind-irreducible.
(ii) A nonempty open subset of an ind-irreducible ind-variety is
ind-irreducible. A product of two ind-irreducible ind-varieties
is ind-irreducible.
(iii) Consider a surjective morphism f : X −→ Y of ind-varieties.
If X is ind-irreducible then so is Y . Indeed, let Xn be a filtra-
tion of X by irreducible subvarieties. Denote by Yn the closure
in Y of f(Xn). Then, by Lemma 1, Y = ∪nYn is an equiv-
alent filtration of Y by irreducible subvarieties. Hence Y is
ind-irreducible.
(iv) If G is a Kac-Moody group and P a standard parabolic sub-
group then G/P is a projective ind-variety. Indeed, a filtration
of G/P is given by the unions of Schubert varieties of bounded
dimension. Since the Bruhat order is directed (see e.g. [BB05,
Proposition 2.2.9]), G/P is ind-irreducible.
(v) The Birkhoff subvarieties of G/P are ind-varieties. Indeed the
Richardson varieties are irreducible.
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(vi) Let G be the minimal Kac-Moody group as defined in [Kum02,
Section 7.4]. Then G is an ind-variety ind-irreducible. Indeed,
for each real root β, denote by Uβ : C −→ G the radicial
subgroup. Consider an infinite word w = β1, . . . , βn, . . . in the
real roots of g such that any finite word in these roots is a
subword of w. Consider the map
θ : A(∞) × T −→ G
((τi)i∈N , t) 7−→ (
∏
i Uβi(τi))t
Since G is an ind-group and Uβ are morphism of ind-groups,
θ is a morphism of ind-varieties. By definition, it is surjective.
By Example (iii), G is ind-irreducible.
Another result we need, is the following.
Lemma 3. Let X be an ind-variety ind-irreducible. Let Ω be a nonempty
open subset of X.
Let (Yn)n∈N be a collection of closed subsets of X such that Yn ⊂ Yn+1
and ∪n∈NYn contains Ω.
Then X = ∪n∈NYn is an equivalent filtration of X.
Proof. Fix a filtration X = ∪n∈NXn by closed irreducible subsets of X
intersecting Ω.
Fix n0 ∈ N . Observe that Xn0 ∩ Ω ⊂ ∪n∈N (Xn0 ∩ Yn ∩ Ω). But
Xn0∩Yn∩Ω is a locally closed subvariety of Xn0 . Consider the sequence
n 7→ dim(Xn0 ∩ Yn ∩ Ω). It is nondeacreasing.
Assume that dim(Xn0 ∩ Yn ∩ Ω) < dim(Xn0 ∩ Ω), for any n. Then
Xn0 ∩ Ω is the union of contable many strict subvarieties. This is a
contration since the base field is uncountable. Hence there exists N
such that dim(Xn0 ∩ YN ∩ Ω) = dim(Xn0 ∩ Ω).
Then, Xn0 ∩ Ω being irreducible, it is contained in YN . Since YN is
closed, it follows that Xn0 is contained in YN . In particular, X = ∪nYn.
We conclude using Lemma 1. 
2.3. Line bundles. Let X = ∪n∈NXn be an ind-variety. Denote by
ιn : Xn −→ X the inclusion. A line bundle L over X is an ind-variety
with a morphism π : L −→ X such that ι∗n(L) is a line bundle over
Xn, for any n.
A section of L is a morphism σ : X −→ L such that π ◦ σ = IdX .
We denote by H0(X,L) the vector space of sections. Given a section
σ, we consider the sequence of sections (σn = ι
∗
n(σ))n∈N . Then
(5) σn+1|Xn = σn.
Conversely, a sequence σn of sections of ι
∗
n(L) on Xn satisfying condi-
tion (5) induces a well defined section σ of L.
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3. Using Borel-Weil Theorem
3.1. Tensor multiplicities. Recall that g is a symmetrizable Kac-
Moody Lie algebra. For given λ1 and λ2 in P+, L(λ1)⊗ L(λ2) decom-
poses as a sum of integrable irreducible highest weights modules (see
[Kum02, Corrolary 2.2.7]), with finite multiplicities:
L(λ1)⊗ L(λ2) = ⊕µ∈P+L(µ)⊕c
µ
λ1 λ2 .
Let M be a g-module in the category O; under the action of h, M
decomposes as ⊕µMµ with finite dimensional weight spaces Mµ. Set
M∨ = ⊕µM∗µ: it is a sub-g-module of the dual space M∗.
3.2. Multiplicities as dimensions. Recall that G is the minimal
Kac-Moody group for a given irreducible symmetrizable GCM A. LetB
be the standard Borel subgroup of G and B− be the opposite Borel sub-
group. Consider G/B and G/B− endowed with the usual ind-variety
structures. Let o = B/B (resp. o− = B−/B−) denote the base point
of G/B (resp. G/B−). For λ ∈ h∗
Z
= Hom(T,C∗) = Hom(B,C∗) =
Hom(B−,C∗), we consider the G-linearized line bundle L(λ) (resp.
L−(λ)) on G/B (resp. G/B−) such that B (resp. B−) acts on the
fiber over o (resp. o−) with weight −λ (resp. λ). For λ ∈ P+, we have
G-equivariant isomorphisms (see [Kum02, Section VIII.3])
H0(G/B,L(λ)) ≃ Hom(L(λ),C),
H0(G/B−,L−(λ)) ≃ Hom(L(λ)∨,C).
Set
X = (G/B−)2 ×G/B.
A significant part of the following lemma is contained in [BK14, Proof
of Theorem 3.2].
Lemma 4. Let λ1, λ2, and µ in P+. Then the space
H0(X,L−(λ1)⊗ L−(λ2)⊗L(µ))G
of G-invariant sections has dimension cµλ1 λ2. In particular, this dimen-
sion is finite.
Proof. Set L = L−(λ1)⊗L−(λ2)⊗L(µ). We have the following canon-
ical isomorphisms:
H0(X,L)G≃ Hom(L(λ1)∨ ⊗ L(λ2)∨ ⊗ L(µ),C)G
≃ Hom(L(µ), (L(λ1)∨ ⊗ L(λ2)∨)∗)G
≃ Hom(L(µ), (L(λ1)∨ ⊗ L(λ2)∨)∨)G by h-invariance
≃ Hom(L(µ), L(λ1)⊗ L(λ2))G
Thus this space of invariant sections has dimension cµλ1 λ2 . We already
mentioned that cµλ1 λ2 is finite. Nevertheless, we prove independently
that H0(X,L)G is finite dimensional, reproving that cµλ1 λ2 is finite.
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Consider the T -equivariant map ι : G/B− −→ X, x 7−→ (o−, x, o).
Then ι∗(L) is a T -linearized line bundle on G/B−. Consider
ι∗ : H0(X,L) −→ H0(G/B−, ι∗(L)).
SinceG.(o−, o) is dense inG/B−×G/B, the restriction of ι∗ toH0(X,L)G
is injective. Since ι is T -equivariant, ι∗(H0(X,L)G) is contained in
H0(G/B−, ι∗(L))T . But ι∗(L) ≃ L−(λ2)⊗ (λ1 − µ). Then
H0(G/B−, ι∗(L))T ≃ H0(G/B−,L−(λ2))(T )µ−λ1
≃ Hom(L(λ2)∨,C)(T )µ−λ1
≃ L(λ2)(T )µ−λ1
Since L(λ2) belongs to the category O, the dimension of L(λ2)(T )µ−λ1
is finite. It follows that ι∗ embeds H0(X,L)G in a finite dimensional
vector space. 
4. Enumerative meaning of structure constants of
H∗(G/P,Z)
4.1. Richardson varieties. Let U be the usual ind-subgroup of B.
Let P be a standard parabolic subgroup of G and X = G/P be the
flag ind-variety.
For u, v ∈ W P , set XuG/P = B−uP/P and XG/Pv = BvP/P . Set
also X˚uG/P = B
−uP/P and X˚
G/P
v = BvP/P . We sometimes forget the
G/P if there is no risk of confusion. For u, v ∈ W P , we denote by u4v
the Bruhat order if X
G/P
u ⊂ XG/Pv . In the following lemma, we collect
some well known facts about the Schubert and Richardson varieties.
Lemma 5. (i) X
G/P
v is a projective variety of dimension l(v) and
Aut(X
G/P
v )◦ is an algebraic group of finite dimension.
(ii) The image of U in Aut(X
G/P
v )◦ is an unipotent group denoted
by Uv.
(iii) The intersection Xuv = X
u
G/P ∩ XG/Pv is an irreducible closed
normal subvariety (called Richardson variety) of X
G/P
v of di-
mension l(v)− l(u), if u4v. It is empty otherwise.
(iv) If u4v then X˚uG/P ∩X˚G/Pv is a nonempty open subset contained
in the smooth locus of Xuv .
(v) Let u4v such that l(v) = l(u)+1. Then the Richardson variety
Xuv is isomorphic to P
1 and X˚uG/P ∩ X˚G/Pv is isomorphic to C∗.
(vi) Assume that u4v and x ∈ X˚uG/P ∩ X˚G/Pv . Then the sequence
induced by the inclusions
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0 Tx(X˚
u
G/P ∩ X˚G/Pv ) TxX˚G/Pv TxG/PTxX˚uG/P 0
is exact.
Proof. The normality of Richardson’s varieties is proved in [Kum12,
Proposition 6.5]). The last assertion is an easy consequence of [Kum02,
Lemma 7.3.10]). The others assertions are banal (see [Kum02]). 
Consider the homology group H∗(X,Z) = ⊕v∈WPZ[XG/Pv ]. Then
H∗(X,Z) ≃ Hom(H∗(X,Z),Z) has a “basis” (ǫu)u∈WP defined by
ǫu([X
G/P
v ]) = δ
u
v , ∀v ∈ W P .
For u1, u2, and v ∈ W P , define nvu1u2 ∈ Z by
ǫu1 .ǫu2 =
∑
v∈WP
nvu1u2ǫv.
By [KN98], nvu1u2 ≥ 0.
4.2. Kleiman’s lemma.
Lemma 6. Let u1, u2, and v in W
P such that u14v and u24v. Assume
that l(v) = l(u1) + l(u2).
For general h ∈ Uv, Xu1v ∩ hXu2v = X˚u1G/P ∩ h(X˚u2G/P ∩ X˚G/Pv ) is finite
and transverse. More precisely, for any x ∈ Xu1v ∩ hXu2v the following
map induced by inclusions
TxX
G/P
v −→
TxG/P
TxX
u1
G/P
⊕ TxG/P
Txh˜X
u2
G/P
is an isomorphism, where h˜ ∈ U satisfies r(h˜) = h.
Proof. It is an application of Kleiman’s theorem. Indeed, considerXv =
∪σ4vX˚σ.
Fix σ4v such that σ 6= v. For any h ∈ Uv, we haveXu1v ∩hXu2v ∩Xσ =
Xu1σ ∩ hXu2σ .
Assume first that u14σ and u24σ. Since l(σ) < l(v), (dimXσ −
dimXu1σ ) + (dimXσ − dimXu2σ ) > dimXσ. Kleiman’s theorem applied
in the Uv-homogeneous space X˚σ shows that X
u1
v ∩hXu2v ∩ X˚σ is empty
for general h ∈ Uv.
Otherwise, Xu1σ or X
u2
σ is empty.
Similarly, for general h ∈ Uv, ∂Xu1 ∩ hXu2v and Xu1 ∩ h(∂Xu2 ∩Xv)
is empty. Here ∂Xu = Xu− X˚u. Indeed, only finitely many B−-orbits
X˚u1 ⊂ Xu intersect Xv.
Hence, for general h ∈ Uv, we have Xu1v ∩hXu2v = X˚u1∩h(X˚u2∩X˚v).
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Now, by Kleiman’s theorem in the Uv-homogeneous space X˚v, for
general h ∈ Uv, Xu1v ∩hXu2v = X˚u1G/P ∩h(X˚u2G/P ∩ X˚G/Pv ) is finite and for
any x ∈ Xu1v ∩ hXu2v the map
TxX
G/P
v −→
TxX
G/P
v
TxX
u1
v
⊕ TxX
G/P
v
TxhX
u2
v
is an isomorphism. Since x ∈ X˚v∩X˚u1, Lemma 5 implies that the natu-
ral map TxX
G/P
v
TxX
u1
v
−→ TxG/P
TxX
u1
G/P
is an isomorphisms. Similarly,
Th−1xX
G/P
v
Th−1xX
u2
v
−→
Th−1xG/P
Th−1xX
u2
G/P
is an isomorphism. Since both G/P and Xv are h˜-stable,
by applying h˜, one deduces that TxX
G/P
v
TxhX
u2
v
−→ TxG/P
Txh˜X
u2
G/P
is an isomor-
phism. 
Lemma 7. Let h ∈ Uv satisfying Lemma 6. Then
♯(Xu1v ∩ hXu2v ) = nvu1u2 .
Proof. We first prove that one may assume that B = P . Consider
the projection π : G/B −→ G/P and the associated morphism π∗ :
H∗(G/P,Z) −→ H∗(G/B,Z) in cohomology. Then, for any u ∈ W P ,
π∗(ǫu(G/P )) = ǫu(G/B). In particular, n
v
u1u2
(G/B) = nvu1u2(G/P ), for
any u1, u2 and v in W
P .
Note that, for any u ∈ W P , XuG/B = π−1(XuG/P ) and π maps X˚G/Bu
bijectively onto X˚
G/B
u . Then, for any h in Uv, π maps X
u1
G/B∩h(XG/Bv ∩
Xu2G/B) bijectively onto X
u1
G/P ∩ h(XG/Pv ∩ Xu2G/P ). In particular, if the
lemma holds for G/B it holds for G/P .
Let G˜ be the Kac-Moody group completed along the negative roots
(as opposed to completed along the positive roots). Let B˜− be the
Borel subgroup of G˜. Let X˜ = G˜/B be the ‘thick’ flag variety which
contains the standard KM-flag variety X = G/B. If G is not of finite
type, X˜ is an infinite dimensional non quasi-compact scheme (cf. [Ka,
§4]). For w ∈ W , denote by X˜w the closure of B˜−wo in X˜. Observe
that X˜w ∩ X = Xw. Let K0(X˜) denote the Grothendieck group of
coherent OX˜ -modules (see [BK14, §3.5] for details). Similarly, define
K0(X) := limn→∞K0(Xn), where {Xn}n≥1 is the filtration of X and
K0(Xn) is the Grothendieck group of coherent sheaves on the projective
variety Xn. Then,
{
[OXw ]
}
w∈W
is a basis of K0(X) as a Z-module.
Define a pairing
〈 , 〉 : K0(X˜)⊗K0(X)→ Z, 〈[S], [F ]〉 =
∑
i
(−1)iχ(Xn, T orOX˜i (S,F)),
if S is a coherent sheaf on X˜ and F is a coherent sheaf on X supported
in Xn (for some n), where χ denotes the Euler-Poincaré characteristic.
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Let ̟α0 , . . . , ̟αl be characters of T dual of the coroots α
∨
0 , . . . , α
∨
l . Set
ρ =
∑l
i=0̟αi. Set the sheaf on X˜ (see [Kum12, Theorem 10.4]
ξu = L(−ρ)Extℓ(u)OX˜ (OXu ,OX˜) = OX˜u(−∂X˜
u),
where ∂X˜u = X˜u − B˜−uB/B. Then, as proved in [Kum12, Proposi-
tion 3.5], for any u, w ∈ W ,
〈[ξu], [OXw ]〉 = δu,w.
Let ∆ : X → X × X be the diagonal map. Then, by [Kum12,
Proposition 4.1] and [BK14, §3.5], for any g1, g2 ∈ G
(6)
nwu1 u2 =
∑
i
(−1)iχ(X˜ × X˜, T orOX˜×X˜i
(
ξu1 ⊠ ξu2, (g−11 , g
−1
2 ) ·∆∗(OXv)
)
Let h˜ in U such that r(h˜) = h.
The support of T orOX˜×X˜i
(
ξu1 ⊠ ξu2, (1, h˜−1) ·∆∗(OXv)
)
is contained
in (X˜u1 × X˜u2) ∩ (1, h˜−1)∆(Xv). The assumptions on h˜ implies that
this support is contained in (X˚u1 ∩ X˚v) × (X˚u2 ∩ X˚v). In particular,
this T or-sheaf is equal to
(7) T orOX˜×X˜i
(
OXu1 ⊠OXu2 , (1, h−1) ·∆∗(OXv)
)
.
The support of the T or-sheaves in formula (7) are contained in
u1B˜
−o × u2B˜−o. By [KS09, Section 8], there exists an isomorphism
ι : u1B˜
−o × u2B˜−o −→ A∞ = CN such that B˜−u1o × B˜−u2o maps
onto CN≥l(u1)+l(u2). Here CN denote the set C-valued sequences view as
Spec(C[T0, . . . , Tn, . . . ]) and C
N≥l(u1)+l(u2) is the set of sequences start-
ing with l(u1) + l(u2) zeros. We also set C
N≤m := {(uk) ∈ CN :
uk = 0 ∀k > m}. Then, there exists m ≥ l(u1) + l(u2) such that
(u1B˜
−o × u2B˜−o) ∩ (Xv × Xv) is contained in CN≤m . Now, for any
i ≥ 0,
T orOX˜×X˜i
(
O ˜˚
Xu1
⊠O ˜˚
Xu2
, (1, h−1) ·∆∗(OXv)
)
is the pullback of
T orOCN≤mi
(
O
C
N≤m∩C
N≥l(u1)+l(u2)
, ((1, h−1) · (∆∗(OXv))|CN≤m
)
.
Since the intersection ι((1, h−1)∆(Xv) ∩ (u1B˜−o× u2B˜−o)) ∩ (CN≤m ∩
C
N≥l(u1)+l(u2)) is transverse in CN≤m it follows that these T or-sheaves
vanish for i ≥ 1 and that nwu1 u2 is the cardinality of this intersection.
The lemma is proved. 
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4.3. The case nvu1 u2 = 1.
Lemma 8. We keep notation and assumptions of Lemma 6. Moreover
we assume that nvu1, u2 = 1.
Then there exist a non empty open subset Ω of Uv and a regular map
ψ : Ω −→ X˚G/Pv
such that
∀h ∈ Ω Xu1v ∩ hXu2v = {ψ(h)},
and
ψ(h) ∈ X˚u1G/P ∩ h(X˚u2G/P ∩ X˚G/Pv ).
Proof. Consider
ℵ = {(x, h) ∈ X˚v × Uv : x ∈ Xu1 ∩ hXu2v },
and the two projections p : ℵ −→ Xu1 ∩ X˚v and π : ℵ −→ Uv.
We first prove that ℵ is irreducible.
Fix x0 ∈ Xu1∩X˚v and set ς : Uv −→ X˚v, h −→ hx. The stabilizer of
x in the unipotent group Uv is unipotent, and hence connected. Hence
the fibers of ς are irreducible. Since Xu2 ∩ X˚v is irreducible, so is
ς−1(Xu2 ∩ X˚v).
Moreover for any h ∈ Uv, (x0, h) ∈ p−1(x0) if and only if x0 ∈ hXu2
if and only if h−1 ∈ ς−1(Xu2 ∩ X˚v). Hence p−1(x0) is nonempty and
irreducible.
Since Xu1 ∩ X˚v is also irreducible, we deduce that ℵ is.
By Lemmas 6 and 7, the general fiber of π is a singleton. Since we
are working over the complex numbers, this implies that π is birational.
Then, a partial converse map ψ of π satisfies the lemma (at least, its
restriction to an open subset of h ∈ Uv satisfying Lemma 6). 
5. Inequalities for Γ(A)
In this section, we reprove [BK14, Theorem 1.1] by similar methods
in the goal to introduce some useful notation. Fix once for all, a family
̟α∨0 , . . . , ̟α∨l in hQ such that
〈̟α∨i , αj〉 = δji ,
for any i, j ∈ {0, . . . , l}. Similarly fix fundamental weights̟α0 , . . . , ̟αl.
Let τ : C∗ −→ G be a morphism of ind-groups. Let L be a G-
linearized line bundle on X and x ∈ X. Since X is ind-projective and the
action of C∗ on X is given by a morphism of ind-varieties, limt→0 τ(t)x
exists (i.e. the morphism C∗ −→ X, t 7−→ τ(t)x extends to C). Set
z = limt→0 τ(t)x. The point z is fixed by τ(C
∗) and τ(C∗) acts linearly
on the fiber Lz. There exists m ∈ Z such that
∀t ∈ C∗ ∀z˜ ∈ Lz τ(t)z˜ = tmz˜.
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Set µL(x, τ) = −m.
Proposition 1. (see [BK14, Theorem 1.1]) Let P be a standard par-
abolic subgroup of G. Let αi be a simple root that does not belong to
∆(P ). Let u1, u2, and v in W
P such that nvu1,u2 6= 0 in H∗(G/P,Z).
If (λ1, λ2, µ) ∈ Γ(A) then
〈µ, v̟α∨i 〉 ≤ 〈λ1, u1̟α∨i 〉+ 〈λ2, u2̟α∨i 〉.(8)
Proof. Consider C+ = Pu−11 o
−×Pu−12 o−× Pv−1o. As a locally closed
subset of X, it is an ind-variety. Set
G×P C+ := {(gP/P, x) ∈ G/P × X : g−1x ∈ C+}.
As a locally closed subset of G/P × X, it is an ind-variety. Consider
the maps
η : G×P C+ −→ X
(gP/P, x) 7−→ x
and
p : G×P C+ −→ G/P
(gP/P, x) 7−→ gP/P.
Lemma 9. Let g1, g2, and g3 in G. Then
p(η−1(g1o
−, g2o
−, g3o)) = g1X˚
u1
G/P ∩ g2X˚u2G/P ∩ g3X˚G/Pv .
Proof. The point (gP/P, (g1o
−, g2o
−, g3o)) belongs to the fiber of η if
and only if
(g−1g1o
−, g−1g2o
−, g−1g3o) belongs to
Pu−11 o
− × Pu−12 o− × Pv−1o
⇐⇒ (g−1g1, g−1g2, g−1g3) ∈ Pu−11 B− × Pu−12 B− × Pv−1B
⇐⇒ g−11 g ∈ B−u1P, g−12 g ∈ B−u2P and g−13 g ∈ BvP
⇐⇒ gP/P ∈ g1B−u1P/P ∩ g2B−u2P/P ∩ g3BvP/P.

Consider the morphism of ind-varieties r : U −→ Uv ⊂ Aut(XG/Pv )
given by the action. Set ˚G/B− = Uo−. Since U −→ G/B, u 7−→ uo− is
an open immersion, we have a morphism p+ : ˚G/B− −→ U such that
p+(x)o− = x. Similarly, define ˚G/B = U−o and p− : ˚G/B −→ U−.
Let Ω ⊂ Uv be a nonempty open subset of h’s satisfying Lemma 6.
Set
Ω1 =
{
(x1, x2, g3o) ∈ X : g−13 x1 ∈ ˚G/B−, g−13 x2 ∈ ˚G/B− and
r(p+(g−13 x1)
−1p+(g−13 x2)) ∈ Ω
}
.
It is open and nonempty in X. Moreover, for (x1, x2, g3o) ∈ Ω1, Lemma 9
implies that
(9) p(η−1(x1, x2, g3o)) = g3p
+(g−13 x1)[X˚
u1 ∩ h(X˚u2 ∩ X˚v)],
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where h = r(p+(g−13 x1)
−1p+(g−13 x2)). By Lemma 7 this fiber is nonempty.
Let L be the line bundle on X considered in Lemma 4. Since (λ1, λ2, µ)
belongs to Γ(A), there exist N > 1 and σ ∈ H0(X,L⊗N)G nonzero.
Since X is irreducible, Ω1 intersects the nonzero locus of σ: there exists
x∈ X such that σ(x) 6= 0. Since the fiber (9) is not empty, there exists
g ∈ G such that (gP/P,x) belongs to G×P C+. Set y = g−1x. Since σ
is G-invariant, σ(y) 6= 0.
Let τ be a one parameter subgroup of T belonging to⊕αj 6∈∆(P )Z>0̟α∨j .
Consider
θ : A1 −→ X, t ∈ C∗ 7−→ τ(t)y, 0 7−→ lim
t→0
τ(t)y.
Then θ∗(σ) is a C∗-invariant section of θ∗(L) on A1. It follows that
µL(y, τ) ≤ 0.
Let L denote the standard Levi subgroup of P . Set C = Lu−11 o
− ×
Lu−12 o
− × Lv−1o. Since y ∈ C+, θ(0) belongs to C. Then, a direct
computation shows that
µL(y, τ) = −〈λ1, u1τ〉 − 〈λ2, u2τ〉+ 〈µ, vτ〉 ≤ 0.(10)
Since inequality (10) is fulfilled for any sufficiently large τ ∈ ⊕αj 6∈∆(P )Z>0̟α∨j ,
the inequality of the theorem follows by continuity. 
Remark. We use notation of the proposition. Since nvu1 u2(G/P ) =
nvu1 u2(G/B), Proposition 1 implies that inequality 8 is fulfilled for any
simple root αi, even in ∆(P ).
6. Multiplicities on the boundary
In this section, we are interested in the multiplicity cµλ1 λ2 for some
triple (λ1, λ2, µ) of dominant weights such that inequality (8) is an
equality. If moreover nvu1 u2 = 1, we prove that c
µ
λ1 λ2
is a multiplicity
for the tensor product decomposition for some strict Levi subgroup of
G.
Theorem 5. We use notation of Proposition 1 and assume, in addi-
tion, that nvu1,u2 = 1. Let L be the standard Levi subgroup of P . Let
τ ∈ ⊕αj 6∈∆(P )Z>0̟α∨j .
Let (λ1, λ2, µ) ∈ (P+)3 such that
(11) 〈λ1, u1τ〉+ 〈λ2, u2τ〉 = 〈µ, vτ〉.
Consider the line bundle
L = L−(λ1)⊗ L−(λ2)⊗L(µ)
on X, and
C = Lu−11 o
− × Lu−12 o− × Lv−1o
be the closed subset of X.
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Then, the restriction map induces an isomorphism
H0(X,L)G −→ H0(C,L|C)L.(12)
Before proving the theorem, we state a consequence. Set P+(L) =
{λ¯ ∈ X(T ) : 〈λ¯, α∨i 〉 ≥ 0 ∀αi ∈ ∆(L)}. For any λ¯ ∈ P+(L), we have
an irreducible L-module L(λ¯) of highest weight λ¯. Let c¯µ¯
λ¯1 λ¯2
denote the
multiplicities of the tensor product decomposition for the group L.
Corollary 1. With the notation and assumptions of the theorem, set
λ¯1 = u
−1
1 λ1, λ¯2 = u
−1
2 λ2 and µ¯ = v
−1µ. We have
cµλ1 λ2 = c¯
µ¯
λ¯1 λ¯2
.
Proof. Since ui ∈ W P , u−1i B−ui ∩ L = B− ∩ L. Similarly, v−1Bv ∩
L = B ∩ L. Then, the action of L3 on C allows to identify C with
XL := (L/(B
− ∩ L))2 × L/(B ∩ L). But T acts with weight u−11 λ1 on
the fiber in L−(λ1) over u−11 o−. We deduce that L|C identifies with
L−(λ¯1) ⊗ L−(λ¯2) ⊗ L(µ¯) on XL. Now the corollary is obtained by
applying Theorem 5 and Lemma 4. 
Note that Theorem 2 in the introduction is a particular case of Corol-
lary 1.
Proof of Theorem 5 up to the 5 lemmas below. We use notation of Propo-
sition 1. Let C¯+ be the closure of C+ in X. Set
G×P C¯+ := {(gP/P,x) ∈ G/P × X : g−1x∈ C¯+}.
As a closed subset of G/P ×X, it is an ind-variety. Consider the maps
η¯ : G×P C¯+ −→ X
(gP/P,x) 7−→ x
and
p¯ : G×P C¯+ −→ G/P
(gP/P,x) 7−→ gP/P.
Consider the following commutative diagram
H0(X,L)G H0(C,L|C)L
H0(G×P C¯+, η¯∗(L))G H0(C¯+,L|C¯+)P H0(C+,L|C+)P
η¯∗11
rest.
12
rest.
13
rest. 14
It remains to prove that the top horizontal edge is an isomorphism.
But, Lemmas 11 to 14 below show that the four other morphisms are
isomorphisms. 
Before proving the four mentioned lemmas, we construct a partial
converse map to η¯.
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Lemma 10. There exists a nonempty open subset Ω1 of X such that the
restriction of η¯ to η¯−1(Ω1) is a bijection onto Ω1. Moreover, the con-
verse map ζ is a morphism of ind-varieties, mapping Ω1 on G×P C+.
Proof. Recall that r : U −→ Uv ⊂ Aut(XG/Pv )◦ denote the action. By
Lemma 8, there exist a nonempty open subset Ω ⊂ Uv and a morphism
ψ : Ω −→ X˚v such that
{ψ(h)} = Xu1 ∩ h(Xu2 ∩Xv).
Consider
Ω2 =
{
(x1, x2, g3o) ∈ X : g−13 x1 ∈ ˚G/B−, g−13 x2 ∈ ˚G/B−, and
g3o ∈ ˚G/B
}
.
Let (x1, x2, x3) ∈ Ω2. Let gi ∈ G such that g1o− = x1, g2o− = x2 and
g3o = x3. Observe that
g1X
u1
G/P ∩ g2Xu2G/P ∩ g3XG/Pv
= g1X
u1
G/P ∩ g2Xu2G/P ∩ p−(x3)XG/Pv
= p−(x3)
(
(p−(x3)
−1g1)X
u1
G/P ∩ (p−(x3)−1g2)Xu2G/P ∩XG/Pv
)
= p−(x3)
(
h1X
u1
G/P ∩ h2Xu2G/P ∩XG/Pv
)
=(p−(x3)h1).
[
Xu1G/P ∩ hXu2G/P ∩XG/Pv
]
,
where
h1 = p
+(p−(x3)
−1x1)
h2 = p
+(p−(x3)
−1x2)
h = h−11 h2.
Since h ∈ U ,
g1X
u1
G/P∩g2Xu2G/P∩g3XG/Pv = (p−(x3)h1).
[
Xu1G/P ∩ r(h)(Xu2G/P ∩XG/Pv )
]
.
Let Ω1 be the set of (x1, x2, x3) ∈ Ω2 such that r(h) ∈ Ω. It is a
nonempty open subset of X. Moreover, by Lemma 8, for (x1, x2, x3) ∈
Ω1,
(13) g1X
u1
G/P ∩ g2Xu2G/P ∩ g3XG/Pv = (p−(x3)h1).{ψ ◦ r(h)},
and
(p−(x3)h1).ψ ◦ r(h) ∈ g1X˚u1G/P ∩ g2X˚u2G/P ∩ g3X˚G/Pv .
Then the formula
(x1, x2, x3) ∈ Ω1 7−→ ((p−(x3)h1).ψ ◦ r(h), (x1, x2, x3))
defines a morphism ζ from Ω1 to G×P C+ such that η◦ζ is the identity
of Ω1.
Lemma 9 with η¯ in place of η and formula (13) show that the fiber
of η¯ over any point of Ω1 is a singleton. 
20 NICOLAS RESSAYRE
We now go from X to G×P C¯+.
Lemma 11. The linear map
η¯∗ : H0(X,L) −→ H0(G×P C¯+, η¯∗(L))
is a G-equivariant isomorphism.
Proof. Since the image of η¯ contains the dense subset Ω1 of X, η¯
∗ is
injective. Fix a filtration X = ∪n∈Z≥0Xn such that each Xn is a product
of three finite dimensional Schubert varieties (i.e. (B−×B−×B)-orbit
closures), Xn intersects Ω1 and Xn ⊂ Xn+1. Set Y = G×P C¯+ and
Y˚n := η¯
−1(Xn ∩ Ω1) = ζ(Xn ∩ Ω1).
Let Yn be the closure of Y˚n in Y . Then Yn is closed, irreducible, of
finite dimension and projective.
As the image of G × C¯+ −→ G×P C¯+, (g, x) 7−→ (gP/P, gx), Y is
ind-irreducible (see examples of Section 2.2). Moreover, ∪n∈Z≥0 Y˚n and
hence ∪n∈Z≥0Yn contains the nonempty open subset η¯−1(Ω1). Then,
Lemma 3 implies that Y = ∪n∈Z≥0Yn.
We now prove the surjectivity of η¯∗. Let σ ∈ H0(G×P C¯+, η¯∗(L)).
Consider the restriction η¯n : Yn −→ Xn of η¯. Then η¯n is proper,
birational and Xn is normal. Zariski’s main theorem implies that the
fibers of η¯n are connected. Then
η¯∗n : H
0(Xn,L|Xn) −→ H0(Yn, η¯∗(L)|Yn)
is an isomorphism (see e.g. [Pet04, Chap IV, Corollary 5]).
Let σ˜n ∈ H0(Xn,L|Xn) such that η¯∗n(σ˜n) = σ|Yn. Since Ω1 ∩ Xn is
dense in Xn, the restriction of σ˜n+1 to Xn is equal to σ˜n. Hence (σ˜n)n∈N
is a global section σ˜ of L on X. Moreover, η¯∗(σ˜) = σ. 
We now go from G×P C¯+ to C¯+.
Lemma 12. The linear map
H0(G×P C¯+, η¯∗(L))G −→ H0(C¯+,L|C¯+)P
is an isomorphism.
Proof. Embed C¯+ in G×P C¯+ by mapping x ∈ C¯+ to (P/P, x). Since
η¯∗(L)|C¯+ = L|C¯+ , the map of the lemma is well defined.
Since C¯+ intersects any G-orbit in G×P C¯+, the map is injective.
Let σ ∈ H0(C¯+,L|C¯+)P . Set
σ˜ : G×P C¯+ −→ η¯∗(L)
(gP/P, x) 7−→ gσ(g−1x).
Note that σ˜ is well defined as a map since η¯∗(L) is G-linearized and
σ is P -invariant. Moreover σ˜ is G-invariant. It is regular, since the
morphism G −→ G/P is locally trivial in Zariski topology, because
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of Birkhoff’s decomposition. Hence σ˜ ∈ H0(G×P C¯+, η¯∗(L))G and
σ˜|C¯+ = σ. 
We now go from C¯+ to C+. Let τ˜ : C∗ −→ T such that τ˜ ∈ Z>0τ .
Lemma 13. Recall that µL(C, τ) = 0. Then the restriction map
H0(C¯+,L|C¯+)τ˜(C∗) −→ H0(C+,L|C+)τ˜(C∗)
is an isomorphism.
Proof. Since C+ is dense in C¯+, the restriction is injective. For w ∈ W ,
we recall that
XG/Bw = Bwo X
w
G/B = B
−wo,
and set
XG/B
−
w = B
−wo− XwG/B− = Bwo
−
in such a way dim(X
G/B
w ) = dim(X
G/B−
w ) = l(w) and codim(XwG/B) =
codim(XwG/B−) = l(w). Note also that Pu
−1
1 o
− = X
u−11
G/B− and Pu
−1
2 o
− =
X
u−12
G/B− , whereas X
G/B
v−1 is finite dimensional and closed in Pv
−1o.
Consider a sequence (wn1 , w
n
2 , w
n
3 ) ∈ W 3 such that, for i = 1, 2 and
for any n ∈ N , u−1i 4wni 4wn+1i and v−14wn34wn+13 and
C¯+n := (X
G/B−
wn1
∩Xu−11G/B−)× (XG/B
−
wn2
∩Xu−12G/B−)×XG/Bwn3
is a filtration of C¯+. In particular X
G/B
w3 ⊂ Pv−1o. Note that if P
has finite type, (wn3 )n∈N can be chosen to be constant. Note also that
C+∩C¯+n is open in C¯+n and nonempty for any n. Let σ ∈ H0(C+,L|C+)τ˜
and let σn denote its restriction to C
+ ∩ C¯+n . We have to prove that σ
extends to a section σ¯ on C¯+. It remains to prove that each σn extends
to a section σ¯n on C¯
+
n . Indeed, then σ¯ = (σ¯n)n∈N ∈ H0(C¯+,L|C¯+)τ˜
extends σ.
Fix n ∈ N . By Lemma 5, C¯+n is normal. Then, to prove that σn
extends to C¯+n it is sufficient to prove that it has no pole along the
divisors of C¯+n − C+. Let Dn be such a divisor. Then, either
(a) Dn = (Xwn1 ∩X u˜
−1
1 )× (Xwn2 ∩Xu
−1
2 )×Xwn3 , for some u˜1 ∈ W P
such that u−11 4u˜
−1
1 4w
n
1 and l(u˜1) = l(u1) + 1; or
(a’) Dn = (Xwn1 ∩Xu
−1
1 )× (Xwn2 ∩X u˜
−1
2 )×Xwn3 , for some u˜2 ∈ W P
such that u−12 4u˜
−1
2 4w
n
2 and l(u˜2) = l(u2) + 1; or
(b) Dn = (Xwn1 ∩Xu
−1
1 )× (Xwn2 ∩ Xu
−1
2 ) ×Xw˜3 for some w˜3 ∈ W
such that w˜34w
n
3 , l(w˜3) = l(w
n
3 )− 1 and Xw˜3 ⊂ Xwn3 −Pv−1o.
In each case, we will apply Lemma 11.5 to an affine neighborhood
of Dn in C¯
+
n . We first construct such neighborhoods and check the
assumptions of Lemma 11.5. We do not consider Case (a’) that is
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similar to the first one. We also skip the power n from wni . Note that
the action of C∗ in Lemma 11.5 is given by τ˜ .
Case (a). Set
X = (Xw1 ∩Xu
−1
1 ∩ u˜−11 Bo−)× (Xw2 ∩ X˚u
−1
2 )× X˚w3 ,
D = Dn ∩X and U = X −D.
The fact that X is T -stable is obvious. Since u˜−11 Bo
−, X˚u
−1
2 and X˚w3
are open in G/B−, Xu
−1
2 and Xw3 respectively, X is open in C¯
+
n . By
[Kum02, Lemma 7.3.5], Xu
−1
1 ∩ u˜−11 Bo− is affine. Then the first factor
of X is affine. But, [Kum02, Lemma 7.3.5] also implies that the two
other factors are affine, and X is affine.
Moreover, by Lemma 5, X is normal.
Check Assumption (i). It is sufficient to prove it for the first factor.
Let x ∈ (Xw1∩Xu
−1
1 ∩ u˜−11 Bo−)−X u˜
−1
1 . Set y = limt→0 τ˜(t)x. We have
to prove that y 6∈ (Xw1 ∩Xu
−1
1 ∩ u˜−11 Bo−).
Let w ∈ W such that x ∈ X˚wG/B− . Since x ∈ Xu
−1
1 , u−11 ≤ w.
Since x ∈ u˜−11 Bo−, u˜−11 o− belongs to XwG/B− and w4u˜−11 . But l(u˜1) =
l(u1) + 1, hence w = u˜
−1
1 or u
−1
1 . Now, x 6∈ X u˜
−1
1 and w = u−11 .
Now, Lemma 11.1 implies that y does not belong to u˜−11 Bo
−. The
claim is proved.
Check Assumption (ii). We work successively on each factor of X.
Let x ∈ X˚w3 such that limt→∞ τ˜(t)x ∈ X˚w3. For any b ∈ B,
limt→∞ τ˜(t)bτ˜ (t
−1) exists in B. Then limt→0 τ˜ (t)x ∈ X˚w3. If x is not
fixed by τ(C∗), τ˜ (C∗)x is isomorphic to P1. Hence it cannot be con-
tained in the affine variety X˚w3. Hence y 6∈ X˚w3 . Contradiction. It
follows that x is fixed by τ˜(C∗).
Similarly for x ∈ Xw2 ∩ X˚u
−1
2 , if limt→∞ τ˜ (t)x ∈ X˚u−12 then x is fixed
by τ˜ (C∗).
Now, it is sufficient to prove Assumption (ii) for the first factor
of X. Let x1, x2 ∈ (Xw1 ∩ Xu
−1
1 ∩ u˜−11 Bo−) − X u˜
−1
1 such that y :=
limt→∞ τ˜(t)x1 = limt→∞ τ˜ (t)x2 ∈ D.
We already noticed that x1 and x2 belong to X˚
u−11 . By assumption,
y ∈ u˜−11 Bo− ∩X u˜
−1
1 = X˚ u˜
−1
1 . Then Lemma 11.2 shows that τ˜ (C∗)x1 =
τ˜(C∗)x2.
Check Assumption (iii). This can be proved component by compo-
nent.
Let x ∈ X˚w3 (resp. Xw2∩X˚u
−1
2 ). We already observe that limt→0 τ˜ (t)x
belongs to X˚w3 (resp. Xw2 ∩ X˚u
−1
2 ).
Let now x ∈ (Xw1 ∩X u˜
−1
1 ∩ u˜−11 Bo−) = (Xw1 ∩ X˚ u˜
−1
1 ). Hence, we are
in the situation of the second factor.
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Finally, for any x ∈ D, limt→0 τ˜(t)x belongs to D.
Check Assumption (iv). It is sufficient to consider the first factor.
Let y ∈ (Xw1 ∩ X u˜
−1
1 ∩ u˜−11 Bo−)τ˜ = (Xw1 ∩ X˚ u˜
−1
1 )τ˜ . We have to find
x ∈ (Xw1 ∩Xu
−1
1 ∩ u˜−11 Bo−)−X u˜
−1
1 such that limt→∞ τ˜(t)x = y.
Assume first that y = y0 = u˜
−1
1 o
−. Since l(u˜1) = l(u1) + 1, Xu˜−11 ∩
Xu
−1
1 is a Richardson variety of dimension one. By Lemma 5, X˚u˜−11 ∩
X˚u
−1
1 is dense in X
u−11
u˜−11
. Let x0 ∈ X˚u˜−11 ∩ X˚u
−1
1 .
Since u˜1 ∈ W P , u˜−11 B−u˜1∩L = B−∩L. Moreover, B− = P u,−(B−∩
L). Hence
X˚u˜−11 = B
−u˜−11 o
− = P u,−(B− ∩ L)u˜−11 o− = P u,−u˜−11 o−.
In particular, limt→∞ τ˜ (t)x0 = y0.
Since u˜−11 4w1, x0 ∈ Xw1. Moreover, x0 ∈ X˚u
−1
1 ; thus x0 6∈ X u˜−11 .
And x0 ∈ X˚u˜−11 ⊂ u˜−1Bo−. Finally, x0 ∈ (Xw1∩Xu
−1
1 ∩u˜−11 Bo−)−X u˜
−1
1 .
Now y ∈ (X˚ u˜−11 )τ˜ = (B ∩ L)u˜−11 o−. Let l ∈ B ∩ L such that y = ly0.
Set x = lx0. Since l ∈ L, limt→∞ τ˜(t)x = y. Since l ∈ L and Xu−11 and
Xu
−1
1 are L-stable, x ∈ Xu−11 − X u˜−11 . Since u˜1 ∈ W P , u˜−11 Bu˜1 ∩ L =
B∩L. Hence x ∈ u˜−11 Bo−. Recall that x0 ∈ P u,−y0. Since l normalizes
P u,−, this emplies that x ∈ P u,−y. But Xw1 is B−-stable, and x ∈ Xw1 .
Finally, x works.
Case (b). Set
X = (Xw1 ∩ X˚u
−1
1 )× (Xw2 ∩ X˚u
−1
2 )× (Xw3 ∩ w˜3B−o),
D = Dn ∩X and U = X −D.
Lemma 5 and [Kum02, Lemma 7.3.5] imply that X is open in C¯+,
T -stable, affine and normal.
Check Assumption (i). It is sufficient to prove it for the third factor.
Let x ∈ (Xw3 ∩ w˜3B−o)−X w˜3. Set y = limt→0 τ˜ (t)x. We have to prove
that y 6∈ w˜3B−o.
Like in Case a - (i), one has x ∈ X˚w3 . Hence y ∈ (B ∩ L).w3o. But
(w˜3B
−o)τ˜ = ((w˜3B
−w˜−13 ) ∩ L)w˜3o. In particular, if y ∈ w˜3B−o then
Pv−1o = Pw3o = Pw˜3o. Contradiction.
Check Assumption (ii). Let x1, x2 ∈ U such that limt→∞ τ˜(t)x1 =
limt→∞ τ˜(t)x2 ∈ D. In the proof of Case a - (ii), we proved that the
two first components of each xi is fixed by C
∗. We assume now that
x1, x2 ∈ (Xw3 ∩ w˜3B−o)−X w˜3.
Since Xw3∩w˜3B−o is contained in X˚w3∪X˚w˜3, x1, x2 ∈ X˚w3. Similarly
y ∈ X˚w˜3. Then Lemma 11.2 implies that τ˜(C∗)x1 = τ˜(C∗)x2.
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Check Assumption (iii). We can work on each component separately.
The two first one was treated in Case a-(iii). The last one works since
Xw˜3 ∩ w˜3B−o = X˚w˜3 .
Check Assumption (iv). We can work in the last factor. Let y ∈ X˚ τ˜w˜3 .
Assume first that y = y0 = w˜3o. Consider the Richardson variety
C = Xw3 ∩ X w˜3 of dimension one. Pick x0 ∈ X˚w3 ∩ X˚ w˜3. Then
x0 ∈ Xw3 ∩ w˜3B−o. Let γ be the character of the action of T on Ty0C.
It is a root of g. Since Py0 does not contain w3o, γ is not a root of P .
Then γ is a root of P u,−. This implies that limt→∞ τ˜ (t)x0 = y0.
Now y ∈ X˚w˜3 and there exists l ∈ B ∩L such that y = ly0. Consider
the curve lC: it is τ˜ (C∗)-stable, contained in Xw3 and contains y. Since
X is open in Xw3 , C ∩Xw3 ∩ w˜3B−o is a nonempty open subset of C.
Then lx ∈ X. But limt→∞ τ˜(t)x = y.
The line bundle on the affine subvarieties. Since L−(λ1) is
G-linearized and the action of U on o− is free, L−(λ1) is trivial as a line
bundle on Uo−. Similarly L(µ) is trivial on U−o. As a consequence, L
is trivial as a line bundle, on each affine variety X we have considered.
To determine L|X as a C∗-linearized line bundle, it is sufficient to
determine the action of C∗ on one C∗-fixed point. Set
x0 = (u
−1
1 o
−, u−12 o
−, w3o),
and
xa = (u˜
−1
1 o
−, u−12 o
−, w3o), and
xb = (u
−1
1 o
−, u−12 o
−, w˜3o).
By assumption, C∗ acts trivially on the fiber Lx0. In Case (a), we
have constructed a copy of P1, containing x0 and xa such that for
x ∈ P1 − {x0}, limt→∞ τ˜(t)x = xa. Moreover, LP1 is nonnegative as a
line bundle. Now, a computation in P1 shows that the action of C∗ on
Lxa is given by a nonpositive weight ka.
Similarly, the action of C∗ on Lxb is given by a nonpositive weight
kb.
Since L is trivial on X, we deduce that, for any consider affine open
subsets X, we have
(14) H0(X,L)τ˜ ≃ C[X ](k),
for some nonnegative integer k.
We are now in position to apply Lemma 11.5. By assumption the
restriction (σn)|U belongs to H
0(U,L)τ˜ ≃ C[U ](k). By Lemma 11.5,
C[U ](k) = C[X ](k). Hence (σn)|U extends to a regular section on X.
In particular, it has no pole along Dn. Then σn extends to a regular
section on C¯+n by normality. This ends the proof of the lemma. 
The last step goes from C+ to C.
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Lemma 14. Recall that µL(C, τ˜) = 0. Then the restriction map
H0(C+,L|C+)τ˜ −→ H0(C,LC)τ˜
is an isomorphism.
Proof. We first prove the injectivity. Let σ ∈ H0(C+,L|C+)τ˜ such that
σ|C = 0 and x ∈ C+. Consider the morphism
θx : C −→ C+
t 7−→ τ˜ (t)x if t 6= 0,
0 7−→ limt→0 τ˜(t)x.
It is C∗-equivariant for the natural actions of C∗. Moreover, θ∗x(L) is
trivial as C∗-linearized line bundle, since µL(C, τ˜) = 0. But θ∗x(σ)(0) =
0 and θ∗x(σ) is C
∗-invariant. Thus θ∗x(σ) = 0. In particular σ(x) = 0.
Consider now the map π : C+ −→ C, x 7−→ limt→0 τ˜(t)x. We claim
that π∗(L|C) is isomorphic to L.
We can work on each factor of C+ separately. So assume for proving
the claim that X = G/B, C+ = Pv−1o and C = Lv−1o. Let ιµ :
X −→ P(L(µ)) induced by the action of G on the highest weight line
of P(L(µ)). Set k = 〈τ˜ , v−1µ〉. Recall that L(µ) has a weight space
decomposition L(µ) = ⊕χ∈X(T )L(µ)χ. Set
L(µ)k =
⊕
〈χ,τ˜〉=k
L(µ)χ L(µ)
>k =
⊕
〈χ,τ˜〉>k
L(µ)χ.
Define
E = {[v0 + v+] : v0 ∈ L(µ)k − {0} and v+ ∈ L(µ)>k}
as a subset of P(L(µ)k ⊕ L(µ)>k) and so of P(L(µ)). Then ιµ(C) is
contained in P(L(µ)k) and ιµ(C
+) is contained in E . Moreover, π is
the restriction of the canonical projection E −→ P(L(µ)k). But, L(µ)∗
is the restriction to X of the tautological bundle on P(L(µ)). The claim
follows.
Let us prove the surjectivity. Let σ ∈ H0(C,L|C)τ˜ . By the claim, we
have to prove that σ extends to a C∗-invariant section of π∗(L). The
morphism
C+ −→ L|C
x 7−→ σ(π(x))
induces such an extension. 
7. The Belkale-Kumar-Brown product
In this section, we purpose a construction of the BKB product ⊙0
(see [BK14]) and prove some properties of it.
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7.1. Preliminaries of linear algebra. Let E be a complex vector
space filtered by linear subspaces
{0} = E0 ⊂ E1 ⊂ E2 ⊂ · · · ⊂ En ⊂ · · ·
such that E = ∪nEn. Let T and U be two linear subspaces of E such
that T has finite dimension, U has finite codimension and dim(T ) =
codim(U). Consider the linear map
Θ : E −→ E/T ⊕ E/U
v 7−→ (v + T, v + U).
Define the induced filtrations from E to T and E/U :
T n = En ∩ T and (E/U)n = En/(U ∩ En).
Set
δ =
∑
n>0
n
(
dim(T n/T n−1)− dim((E/U)n/(E/U)n−1)
)
.
Lemma 15. If Θ is an isomorphism then
dim(T n) ≤ dim(E/U)n ∀n ∈ Z≥0.
In particular δ ≥ 0.
Proof. Consider
Θ¯ : T −→ E/U
v 7−→ v + U.
Since Θ is an isomorphism, so is Θ¯. Moreover Θ¯(T n) ⊂ (E/U)n. Then
the first inequality of the lemma is a consequence of the injectivity of
the restriction of Θ¯ to T n.
Since T and E/U are finite dimensional, there exists N such that
T n = T and (E/U)n = E/U for any n ≥ N . Then
δ =
∑N
n=1 n
(
dim(T n/T n−1)− dim((E/U)n/(E/U)n−1)
)
=
∑N
n=1 n
(
dim(T n)− dim(T n−1)− dim((E/U)n) + dim(E/U)n−1)
)
=
∑N−1
n=0 dim((E/U)
n)− dim(T n),
since dim(T ) = dim(E/U). In particular, δ ≥ 0. 
Consider the graded vector spaces
grT = ⊕n∈Z>0T n/T n−1 and gr(E/U) = ⊕n∈Z>0(E/U)n/(E/U)n−1.
The map Θ¯ induces a graded linear map
grΘ¯ : grT −→ gr(E/U).
Lemma 16. Assume that Θ is an isomorphism. The following asser-
tions are equivalent
(i) grΘ¯ is an isomorphism;
(ii) dim(T n) = dim(E/U)n ∀n ∈ Z≥0;
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(iii) δ = 0.
Proof. The second assertion implies the last one by the proof of Lemma 15.
If grΘ¯ is an isomorphism then for any n, dim(T n) − dim(T n−1) =
dim(E/U)n−dim(E/U)n−1. Since T 0 and (E/U)0 are trivial the equal-
ities of assertion (ii) follow.
Assume now that δ = 0. Since δ =
∑
n≥0 dim(E/U)
n − dim(T n),
Lemma 15 shows that dim(E/U)n = dim(T n), for any n. Then, the
injectivity of Θ implies that Θ¯ induces isomorphisms from T n onto
(E/U)n, for any n. It follows that grΘ¯ is an isomorphism. 
7.2. Definition of the BKB product. Let P be a standard parabolic
subgroup of G. Let u1, u2, and v in W
P such that l(v) = l(u1) + l(u2)
and nvu1u2 6= 0. Set
T = TP/PG/P
T u1 = TP/Pu1−1Xu1G/P T u2 = TP/Pu−12 Xu2G/P Tv = TP/P v−1XG/Pv .
Fix τ be a one parameter subgroup of T belonging to ⊕αj 6∈∆(P )Z>0̟α∨j .
Observe that P acts on T . Under the action of τ , T decomposes as
T =⊕n∈Z Tn, where Tk = {ξ ∈ T : τ(t)ξ = tkξ ∀t ∈ C∗}. Note that
Tn = {0} for all n ≥ 0. Set
T n = ⊕k≤nT−k.
Then (T n)n∈Z≥0 forms a P -stable filtration of T . Moreover T 0 = {0}.
Consider also the induced filtrations (T /T u1)n, (T /T u2)n and T nv on
T /T u1, T /T u2 , and Tv. Set
δvu1 u2 =
∑
n≥0 n
(
dim(T nv /T n−1v )− dim(((T /T u1)n)/(T /T u1)n−1)
− dim(((T /T u2)n)/(T /T u2)n−1)
)
.
Lemma 17. If nvu1u2 6= 0 then δvu1 u2 ≥ 0.
Proof. Consider the map
η : G×P C+ −→ X,
as in the proof of Proposition 1.
By Lemma 6, there exists b ∈ B such that Xu1v ∩ bXu2v = X˚G/Pv ∩
X˚u1G/P ∩ bX˚u2G/P is transverse and nonempty by Lemma 7. Let g ∈ G
such that gP/P belongs to this intersection. There exist p1, p2 and p3
in P such that
(gP/P, (gp1u
−1
1 o
−, gp2u
−1
2 o
−, gp3v
−1o))
belongs to the fiber η−1(o−, bo−, o). Observe that
g(p1u
−1
1 X
u1
G/P ∩ p2u−12 Xu2G/P ∩ p3v−1XG/Pv ) = Xu1v ∩ bXu2v
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is transverse. By Lemma 6, the canonical map
p3Tv −→ T
p1T u1 ⊕
T
p2T u2(15)
is an isomorphism.
The lemma follows by applying Lemma 15 with E = T ⊕ T , En =
T n ⊕ T n, U = p1T u1 ⊕ p2T u2 and T ≃ Tv embedded in E by x 7→
(p3x, p3x). 
For w ∈ W , we denote by Φw = w−1Φ+ ∩Φ− the inversion set of w.
Then, Φw consists in l(w) real roots. Recall that ρ =
∑l
i=0̟αi.
Lemma 18. With above notation, we have
δvu1 u2 = 〈−v−1ρ+ u−11 ρ+ u−12 ρ− ρ, τ〉.
Proof. Since
T /T u1 ≃ ⊕α∈Φu1gα T /T u2 ≃ ⊕α∈Φu2gα and Tv ≃ ⊕α∈Φvgα,
we have
δvu1 u2 = −
∑
α∈Φv
〈α, τ〉+
∑
α∈Φu1
〈α, τ〉+
∑
α∈Φu2
〈α, τ〉.
But by [Kum02, Lemma 1.3.22], w−1ρ− ρ =∑α∈Φw α and the lemma
follows. 
Because of Lemma 18, Lemma 17 can be restated as: by assigning
the degree 〈v−1ρ − ρ, τ〉 ∈ Z to ǫv, one obtains a filtration of the
cohomology ring H∗(G/P,Z). Then ⊙0 is defined to be the product of
the associated graded ring.
Then ⊙0 satisfies (with obvious identifications):
∀u1, u2 ∈ W P ǫu1⊙0ǫu2 =
∑
v∈WP
⊙0nvu1 u2 ǫv,
where
⊙0nvu1 u2 = 0 if δ
v
u1 u2
6= 0,
= nvu1 u2 if δ
v
u1 u2
= 0.
Let Z(L) denote the center of L and Z(L)◦ denote its neutral com-
ponent. Given an L-module and a character χ ∈ X(Z(L)◦) we denote
by Vχ = {v ∈ V : ∀t ∈ Z(L)◦ tv = χ(t)v} the associated weight
space. A priori, this construction of ⊙0 depends on our choice of an
element τ ∈ ⊕αj 6∈∆(P )Z>0̟α∨j . Actually, it does not depends on:
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Lemma 19. Let u1, u2, and v in W
P such that ⊙0nvu1u2 6= 0. Then,
for any χ ∈ X(Z(L)◦)
dim((Tv)χ) = dim(
( T
T u1
)
χ
) + dim(
( T
T u2
)
χ
).
Proof. As in the proof of Lemma 17, choose p1, p2, and p3 in P such
that the linear map (15) is an isomorphism. Up to multiplying by p−13
we assume that p3 is trivial. Then
Θ¯ : Tv −→ T
p1T u1 ⊕
T
p2T u2
is an isomorphism. For i = 1, 2, write pi = g
u
i li with g
u
i ∈ P u and
li ∈ L.
Let k ∈ Z and x ∈ T−k. Then
gui x ∈ x+ T k+1.(16)
Fix bases of Tv, Tp1T u1 and Tp2T u2 adapted to the filtrations. Using (16),
one can check that the matrices of grΘ¯ and of
Θ˜ : Tv −→ T
l1T u1 ⊕
T
l2T u2
coincide. Now Lemma 16 shows that δvu1 u2 = 0 if and only if Θ˜ is an
isomorphism. Since Θ˜ is Z(L)◦-equivariant, we have
dim((Tv)χ) = dim(
( T
l1T u1
)
χ
) + dim(
( T
l2T u2
)
χ
),
for any χ. Since Z(L)◦ is central in L, we have for i = 1, 2
dim(
( T
liT ui
)
χ
= dim(
( T
T ui
)
χ
.
The lemma is proved. 
7.3. On Levi movability.
Proposition 2. We keep notation and assumptions of Section 7.2 and
assume in addition that P is of finite type. Recall that nvu1 u2 6= 0. We
assume that there exist l1, l2, l ∈ L such that
l1u
−1
1 X˚
u1 ∩ l2u−12 X˚u2 ∩ lv−1X˚v
is finite. Then
δvu1 u2 = 0.
Proof. Identify P u,− with an L-stable open subset of G/P . For any
n ≥ 2, consider the normal group P u,−≥n of P u,− such that P u,−/P u,−≥n is
a finite dimensional unipotent algebraic group with Lie algebra
⊕α∈Φ, 1≤〈α,τ〉<ngα
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(see [Kum02, Lemma 6.1.11]). Let πn : P
u,− −→ P u,−/P u,−≥n be the
quotient map. Observe that the actions of τ and L commute and that
P u,−≥n is L-stable.
Since Φui and Φv are finite, there exists N such that for any i = 1, 2,
u−1i B
−ui ∩ P ⊃ P u,−≥N
and
v−1Bv ∩ P u,−≥N = {e}.
Then πN (u
−1
i X˚
ui) has codimension l(ui), for i = 1, 2; and πN (v
−1X˚v)
has dimension l(v). Moreover, πN maps bijectively l1u
−1
1 X˚
u1∩l2u−12 X˚u2∩
lv−1X˚v onto
πN(l1u
−1
1 X˚
u1) ∩ πN (l2u−12 X˚u2) ∩ πN (lv−1X˚v).(17)
Consider now the exponential map
Exp : ⊕α∈Φ, 1≤〈α,τ〉<ngα −→ P u,−/P u,−≥N .
Since P u,−/P u,−≥N is unipotent, Exp is an isomorphism of varieties. Let
k1, k2 and k3 denote the Lie algebras of πN (l1u
−1
1 X˚
u1 = l1u
−1
1 U
−u1l
−1
1 ∩
P u,−), πN(l1u
−1
2 X˚
u2) and πN(lv
−1X˚v) respectively. These subspaces
are stable by the action of τ and decompose as ki = ⊕n<0kni . Since
the intersection (17) is finite, k1 ∩ k2 ∩ k3 = {0}. Since dim(k3) =
codim(k1) + codim(k2), it follows that the natural map
k3 −→ ⊕α∈Φ, 1≤〈α,τ〉<ngα
k2
⊕ ⊕α∈Φ, 1≤〈α,τ〉<ngα
k3
is an isomorphism τ -equivariant. Then for any integer n the τ -eigenspace
kn3 has dimension codim(k
n
1 ) + codim(k
n
2 ). Since the actions of L and τ
commute, one deduces that δvu1 u2 = 0. 
8. Multiplicativity in cohomology
8.1. The multiplicativity. Let B ⊂ P ⊂ Q be two standard para-
bolic subgroups of G. Let LP and LQ denote the Levi subgroups of P
and Q containing T . Then LQ ∩ P is a parabolic subgroup of LQ and
Q/P = LQ/(LQ ∩ P ).
In this section, we study relations between structure constants of
H∗(G/P,Z), H∗(G/Q,Z) and H∗(Q/P,Z). To be more precise, we ex-
tend results of [Ric12, Res11] from the classical case to the Kac-Moody
case.
Let W PQ be the set of minimal length representative in WQ of the
classes WQ/WP .
Lemma 20. The map
WQ ×W PQ −→ W P
(w¯, w˜) 7−→ w¯w˜
is bijective.
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Proof. Recall that (see [Kum02, Exercice 1.3.E]) W P = {w ∈ W :
w−1Φ− ∩ Φ+(LP ) = ∅}. We first check that w = w¯w˜ belongs to W P ;
this shows that the map of the lemma is well defined. Write
w−1Φ− ∩ Φ+(LP ) = w−1w¯(w¯−1Φ− ∩ w˜Φ+(LP )).
Note that Φ+(LP ) ⊂ Φ(LQ) = w˜Φ(LQ) and that w¯−1Φ− ∩ Φ(LQ) =
Φ−(LQ) (since w¯ ∈ WQ). Hence
w−1Φ− ∩ Φ+(LP ) = w˜−1
(
w¯−1Φ− ∩ Φ(LQ) ∩ w˜Φ+(LP )
)
= w˜−1
(
Φ−(LQ) ∩ w˜Φ+(LP )
)
= w˜−1Φ−(LQ) ∩ Φ+(LP ).
This last intersection is empty since w˜ ∈ W PQ . Then w ∈ W P .
Fix now w ∈ W P . If w = w¯w˜ (with w¯ ∈ WQ and w˜ ∈ W PQ ) then
wWQ = w¯WQ and w¯ is necessarily the unique representative of wWQ
in WQ. Since w˜ = w¯−1w, this proves that the map is injective.
Consider now the representative w¯ of wWQ inW
Q and set w˜ = w¯−1w.
To prove the surjectivity, it remains to prove that w˜ ∈ W PQ . The
equality w¯WQ = wWQ implies that w˜ ∈ WQ. Moreover
w˜−1Φ−(LQ) ∩ Φ+(LP ) =w−1w¯Φ−(LQ) ∩ Φ+(LP )
⊂w−1Φ− ∩ Φ+(LP ),
since w¯Φ−(LQ) ⊂ Φ− (w¯ ∈ WQ). This last intersection is empty since
w ∈ W P . The lemma is proved. 
Recall that, for w ∈ W
X
G/P
w = BwP/P X˚
G/P
w = BwP/P
XwG/P = B
−wP/P X˚wG/P = B
−wP/P
Lemma 21. (See [BK06, Lemma 1]) Let w ∈ W P and g ∈ G.
(i) If gX˚
G/P
w contains P/P then there exists p ∈ P such that
gX˚
G/P
w = pw−1X˚
G/P
w .
(ii) If gX˚wG/P contains P/P then there exists p ∈ P such that
gX˚wG/P = pw
−1X˚wG/P .
Proof. Fix a representative w˙ of w in N(T ). Let b ∈ B and p ∈ P
such that gbw˙ = p. Then gX˚
G/P
w = pw˙−1b−1X˚
G/P
w = pw−1X˚
G/P
w . The
second assertion works similarly. 
Lemma 22. Let w˜ ∈ W PQ and w¯ ∈ WQ. Set w = w¯w˜. Then
(i) w¯−1X˚
G/P
w ∩Q/P = X˚Q/Pw˜ ;
(ii) w¯−1X˚wG/P ∩Q/P = X˚ w˜Q/P .
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Proof. Note that w¯−1X˚
G/P
w ∩Q/P is stable by the action of w¯−1Bw¯∩Q.
Since w¯ ∈ WQ, w¯−1Bw¯∩Q contains LQ∩B. Moreover each (LQ∩B)-
orbit in Q/P contains a T -fixed point. Hence
w¯−1X˚G/Pw ∩Q/P =
⋃
x∈(w¯−1X˚
G/P
w ∩Q/P )T
(LQ ∩B).x.
But (w¯−1X˚
G/P
w ∩Q/P )T ⊂ w¯−1(X˚G/Pw )T = {w˜P/P}. The first assertion
of the lemma follows. The second one works similarly. 
We can now prove the main result of this section.
Proposition 3. Let u1, u2, and v in W
P . Write u1 = u¯1u˜1, u2 = u¯2u˜2,
and v = v¯v˜ as in Lemma 20. We assume that l(v) = l(u1) + l(u2) and
l(v¯) = l(u¯1) + l(u¯2).
Consider the structure constants nvu1 u2, n
v¯
u¯1u¯2, and n
v˜
u˜1 u˜2 in H
∗(G/P,Z),
H∗(G/Q,Z), and H∗(Q/P,Z) respectively.
Then
nvu1 u2 = n
v¯
u¯1u¯2
nv˜u˜1 u˜2 .
Proof. Since B is irreducible, Lemma 6 implies that there exists b ∈ B
such that
(i) Xu1G/P ∩ bXu2v = X˚u1G/P ∩ X˚G/Pv ∩ bX˚u2G/P is transverse, and
(ii) X u¯1G/Q ∩ bX u¯2v¯ = X˚ u¯1G/Q ∩ X˚G/Qv¯ ∩ bX˚ u¯2G/Q is transverse.
By Lemma 7, it remains to determine the cardinality of the intersec-
tion (i). We do this by counting in each fiber of the G-equivariant
projection π : G/P −→ G/Q.
Fix g ∈ G such that gQ/Q ∈ X u¯1G/Q∩ bX u¯2v¯ . Then Q/Q ∈ g−1X˚ u¯1G/Q∩
g−1X˚
G/Q
v¯ ∩ g−1bX˚ u¯2G/Q. As in Lemma 21, there exist q1, q2, and q in Q
such that g−1 ∈ q ˙¯v−1B, g−1 ∈ q1 ˙¯u−11 B−, and g−1b ∈ q2 ˙¯u−12 B−. Let l1,
l2, and l in Q such that q1l
−1
1 , q2l
−1
2 , and ql
−1 belong to Qu. Then
I := g−1(X˚u1G/P ∩ bX˚u2G/P ∩ X˚G/Pv ∩ π−1(gQ/Q))
= q1u¯
−1
1 X˚
u1
G/P ∩ q2u¯−12 X˚u2G/P ∩ qv¯−1X˚G/Pv ∩Q/P
= qX˚
Q/P
v˜ ∩ q1X˚ u˜1Q/P ∩ q2X˚ u˜2Q/P by Lemma 22
= lX˚
Q/P
v˜ ∩ l1X˚ u˜1Q/P ∩ l2X˚ u˜2Q/P
The last equality holds since Qu acts trivially on Q/P . Moreover, since
Xu1G/P ∩ bXu2v = X˚u1G/P ∩ X˚G/Pv ∩ bX˚u2G/P , we also have
I = lX
Q/P
v˜ ∩ l1X u˜1Q/P ∩ l2X u˜2Q/P .
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Claim. The intersection lX˚
Q/P
v˜ ∩ l1X˚ u˜1Q/P ∩ l2X˚ u˜2Q/P is transverse.
Let x be a point in this intersection. By Lemma 6, the map
Txg
−1X˚G/Pv −→
TxG/P
Txg−1X˚
u1
G/P
⊕ TxG/P
Txg−1bX˚
u2
G/P
is an isomorphism. Hence, the natural map
Txg
−1X˚G/Pv ∩TxQ/P −→
TxQ/P
Txg−1X˚
u1
G/P ∩ TxQ/P
⊕ TxQ/P
Txg−1bX˚
u2
G/P ∩ TxQ/P
is injective. Since TxlX˚
Q/P
v˜ ⊂ Txg−1X˚G/Pv ∩ TxQ/P (and similar inclu-
sions hold for u1 and u2), we deduce that the natural map
TxlX˚
Q/P
v˜ −→
TxQ/P
Txl1X˚
u˜1
Q/P
⊕ TxQ/P
Txl2X˚
u˜2
Q/P
is injective. The assumption on the length of elements of W PQ implies
that it is in fact an isomorphism. The claim is proved.
The claim and Lemma 7 imply that the cardinal of I is nv˜u˜1 u˜2 . Since
this holds for any of the nv¯u¯1 u¯2 points in X
u¯1
G/Q ∩ bX u¯2v¯ , we get that
Xu1G/P ∩ bXu2v has cardinality nv˜u˜1 u˜2nv¯u¯1 u¯2. We conclude by applying
Lemma 7 in G/P . 
8.2. Application to the BKB-product. The following lemma al-
lows to apply Proposition 3 to any structure constants of the BKB-
product.
Lemma 23. Let P ⊂ Q be two standard parabolic subgroups of G. Let
u1, u2, and v in W
P such that ⊙0nvu1u2 6= 0.
Then l(v¯) = l(u¯1) + l(u¯2).
Proof. Let Q− be the opposite subgroup of Q and Qu,− its “unipotent”
subgroup. Let qu,− be the Lie algebra of Qu,−. Note that
l(v¯) = dim(Tv ∩ qu,−) and l(u¯i) = dim( q
u,−
T ui ∩ qu,− ) ∀i = 1, 2.
There exists a one parameter subgroup τQ of Z(L
Q) such that qu,− is
the sum of the negative weight spaces for τQ. Since Z(L
Q)◦ is contained
in Z(LP )◦:
Tw ∩ qu,− =
⊕
χ∈X(Z(LP ))◦ 〈χ,τQ〉<0
(Tw)χ
for any w ∈ W . Now the equality of the lemma is a direct consequence
of Lemma 19. 
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9. The untwisted affine case
9.1. Notation. Let g˙ be a complex finite dimensional simple Lie al-
gebra with Cartan subalgebra h˙ and Borel subalgebra b˙ ⊃ h˙. Let
α˙1, . . . , α˙l denote the simple roots, α˙
∨
1 , . . . , α˙
∨
l the simple coroots, θ˙
the highest root and θ˙∨ the highest coroot. For any simple root α˙,
we denote by ̟α˙ the corresponding fundamental weight and by ̟α˙∨
the corresponding fundamental coweight. Let P˙+ denote the set of
dominant integral weights for g˙. Set ρ˙ =
∑l
i=1̟α˙i.
Endow g = g˙ ⊗ C[z, z−1] ⊕ Cc ⊕ Cd with the usual Lie bracket (see
e.g. [Kum02, Chap XIII]). Set h = h˙⊕ Cc⊕ Cd. Define Λ and δ in h∗
by
δ : h˙ 7−→ 0, c 7−→ 0, d 7−→ 1;
Λ : h˙ 7−→ 0, c 7−→ 1, d 7−→ 0.
We identify h˙∗ with the orthogonal of Cc⊕Cd in h∗ in such a way that
h∗ = h˙∗ ⊕ CΛ⊕ Cδ. The simple roots of g are
α0 = δ − θ˙, α˙1, . . . , α˙l.
The simple coroots of g are
α∨0 = c− θ˙∨, α˙∨1 , . . . , α˙∨l .
For any simple root α˙i of g˙, set ̟αi = ̟α˙i + ̟α˙i(θ˙
∨)Λ ∈ h∗. Set
̟α0 = Λ. A choice of fundamental weights for g is ̟α0 , . . . , ̟αl. In
particular
(18) ρ = ρ˙+ ˛hffl
∨
Λ,
where ˛hffl
∨
= 1 + 〈ρ˙, θ˙∨〉 is the dual Coxeter number. Set
h∗
Z
= Z̟α0 ⊕ · · · ⊕ Z̟αl ⊕ Zδ,
and
P+= Z≥0̟α0 ⊕ · · · ⊕ Z≥0̟αl ⊕ Zδ,
= {λ˙+ ˜lΛ + bδ : λ˙ ∈ P˙+ and 〈λ˙, θ˙∨〉 ≤ ˜l}.
Denote by P++ = Z>0̟α0 ⊕ · · · ⊕ Z>0̟αl ⊕ Zδ, the set of regular
dominant weights. The chosen fundamental coweights are
̟α∨0 = d ̟α∨i = ̟α˙∨i + 〈̟α˙∨i , θ˙〉d.
Set Q˙∨ = ⊕li=1Zα˙∨i . Then W = Q˙∨.W˙ . Moreover h ∈ Q˙∨ acts on h by
(19) h · (x+ kd+ ˜lc) = x+ kh+ kd+
(
˜l − (x, h)− k (h, h)
2
)
c.
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9.2. Essential inequalities and BKB-product. We are now inter-
ested in the inequlities (8) of Proposition 1 that are equalities for some
regular elements of Γ(g). We prove that such inequalities necessarily
appear in Theorem 1.
Theorem 6. We use notation of Proposition 1 and assume that nvu1,u2 =
1. Let τ ∈ ⊕αj 6∈∆(P )Z>0̟α∨j . Let (λ1, λ2, µ) ∈ (P+)3 such that
(20) 〈λ1, u1τ〉+ 〈λ2, u2τ〉 = 〈µ, vτ〉.
Assume that µ is regular and that
∃N > 0 L(Nµ) ⊂ L(Nλ1)⊗ L(Nλ2).(21)
Then, ǫv appears with multiplicity 1 in ǫu1⊙0ǫu2.
Consider the line bundle L = L−(λ1)⊗L−(λ2)⊗L(µ) on X, and the
closed subset C = Lu−11 o
− × Lu−12 o− × Lv−1o of X.
For i = 1, 2, consider the maximal parabolic subgroup Qi containing
B− such that λi extends to Qi. Set X = G/Q1 × G/Q2 × G/B and
π : X −→ X. Set C = π(C) and C+ = π(C+). Let L be the G-
linearized line bundle on X such that π∗(L) = L.
In this paper, we denote by Css(L|C , L) the set of points x ∈ C such
that there exists a L-invariant section σ of some positive power L⊗N|C
of L|C such that σ(x) 6= 0. Note that this definition is the standard
one (see [MFK94]) only if L|C is ample. Moreover, Css(L|C , L) = C ∩
π−1(Css(L|C, L)).
The following lemma is a consequence of Theorem 5. We include
here a more direct proof.
Lemma 24. With the assumptions of Theorem 6, the set Css(L|C , L)
is not empty. In particular, Z(L)◦ acts trivially on L|C.
Proof. By Lemma 4, there exists aG-invariant section σ ∈ H0(X,L⊗N)G.
By Lemma 10, the image of η : G×P C+ −→ X contains a nonempty
open subset of X. Since X is irreducible and G-invariant, we deduce
that there exists x ∈ C+ such that σ(x) 6= 0.
Set y = limt→0 τ(t)x. Consider the map θx defined in the proof of
Lemma 14. Since µL(C, τ) = 0, θ∗x(L) is trivial as a C∗-linearized line
bundle. We deduce that y˜ := limt→0 τ(t)σ(x) exists and belongs to
Ly − {y}. But, σ being G-invariant, y˜ = σ(y). In particular y˜ belongs
to Css(L|C, L).
Since Z(L) acts trivially on C and σ is G-invariant, it fixes y˜. Then
Z(L) acts trivially on L⊗N|C and Z(L)◦ acts trivially on L|C . 
We now prove a lemma on the points of Css(L|C , L).
Lemma 25. Let x ∈ Css(L|C , L). Then Gx ∩ P u,− is trivial.
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Proof. Fix x˜ ∈ C such that π(x˜) = x. By Theorem 5, one can find
a G-invariant section σ of some positive power L⊗N of L such that
σ(x˜) 6= 0. For any (w1, w2, w3) ∈ W , H0(π(XG/B
−
w1 × XG/Bw3 ),L) is
isomorphic to H0(X
G/B−
w1 × XG/Bw3 ,L). In particular, σ descends to a
G-invariant section σ of L on X. The set Xσ = {y ∈ X : σ(y) 6= 0} is
a G-stable affine ind-variety containing x.
Write x = (l1u
−1
1 Q1/Q1, l2u
−1
2 Q2/Q2, lv
−1o), with l1, l2 and l in L.
Then Gx ∩ P u,− is contained in l(v−1Bv ∩ P u,−)l−1. By [Kum02, Ex-
ample 6.1.5.b], v−1Bv ∩ P u,− is a finite dimensional unipotent group.
In particular, Gx ∩ P u,− is connected and it is sufficient to prove that
its Lie algebra is trivial.
Assume that there exists a nonzero vector ξ ∈ Lie(Gx ∩P u,−). Con-
sider a morphism
φ : SL2(C) −→ G,
such that T1φ(E) = ξ, given by Proposition 11.1. Look the induced
SL2(C)-action on X. The unipotent subgroup U2 =
(
1 ∗
0 1
)
of SL2(C)
fixes the point x. Since SL2(C)/U2 ≃ C2 − {(0, 0)}, one gets a regular
map
φ¯ : C2 − {(0, 0)} −→ X.
Since Xσ is G-stable, the image of φ¯ is contained in Xσ. Since Xσ is an
affine ind-variety, Arthog’s lemma implies that φ¯ extends to a regular
map
φ˜ : C2 −→ X.
By density, φ˜ is SL2(C)-equivariant. In particular the point φ˜(0, 0) is
fixed by SL2(C). This is a contradiction, since v
−1bv contains no copy
of sl2(C). 
Proof of Theorem 6. Consider the group X(T )Z(L)
◦
of characters χ of
T such that χ|Z(L)◦ is trivial. By Lemma 24, L−(λ1)⊗ L−(λ2)⊗ L(µ)
belongs to PicL/Z(L)
◦
(C). Set
γ :X(T )Z(L)
◦ ⊗ Q −→ PicL/Z(L)◦(C)⊗ Q
µ′ 7−→ (L−(λ1)⊗ L−(λ2)⊗ L(µ+ µ′))|C .
The set of µ′ such that some positive power of γ(µ′) is ample and
Css(γ(µ′), L/Z(L)◦) is not empty is a convex set denoted CL(C). But,
the image of γ is abundant in the sense of [DH98, Section 4.1]. As
a consequence, for µ′ general in CL(C), there exist stable points in C
for γ(µ′) and the action of L/Z(L)◦. Fix such a µ′ and N ′ such that
N ′µ′ ∈ X(T ). Then, (N ′λ1, N ′λ2, N ′(µ+µ′)) still satisfies equality (20).
Moreover, Theorem 5 and the descent argument at the beginning of the
proof of Lemma 25 show that it also satisfies condition (21) for some
N . Then, to prove the theorem, one may assume that Cs(L, L/Z(L)◦)
is not empty.
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The graded algebra ⊕kH0(C,L⊗k|C )L is finitely generated. Fix d > 0
such that H0(C,L⊗d|C )L generates ⊕kH0(C,L⊗dk|C )L. Let σ0, . . . , σN be
a C-basis of H0(C,L⊗d|C )L. By Theorem 5, for any i, σi extends to a
G-invariant section σ˜i on X. Set
X
ss(L) := {x ∈ X : ∃i σ˜i(x) 6= 0},
and
π : Xss(L) −→ CPN
x 7−→ [σ˜0(x) : · · · : σ˜N (x)].
Consider now η : G ×P C+ −→ X. Let C+, ss(L, L) denote the set
of points y ∈ C+ such that limt→0 τ(t)y ∈ Css(L, L). Since the σ˜i
are G-invariant, η(G ×P C+, ss(L, L)) is contained in Xss(L). By the
proof of Proposition 1, this set is dense in Xss(L), and hence in X by
irreducibility. But π(η((gP/P, x))) = π(g−1x) for any g ∈ G, x ∈
X
ss(L, L) such that (gP/P, x) ∈ G×P C. Then π ◦ η(G×P C+,ss(L), L)
is contained in π(Css(L, L)) = Css(L, L)//L. Since Css(L, L)//L is
projective, this implies that
π(Xss(L)) = Css(L, L)//L := Proj(⊕kH0(C,L⊗k|C )L).
Let us fix ξ ∈ Css(L)//L general. Since Cs(L|C, L/Z(L)) is not
empty, π−1(ξ)∩C is an L-orbit L.x0. Since L.(u−12 Q2/Q2, v−1o) is open
in Lu−12 Q2/Q2×Lv−1o, one may assume that x0 = (l1u−11 Q1/Q1, u−12 Q2/Q2, v−1o),
for some l1 ∈ L. Let i such that σi(x0) 6= 0.
We claim that η−1(x0) is finite. Let g ∈ G such that (gP/P, x0) ∈
η−1(x0). Set y = g
−1x0 ∈ C+ and z = limt→0 τ(t)y. Consider y˜ :=
σ˜i(y) = g
−1σ˜i(x0) ∈ (L⊗d)y−{y}. Since µL(C, τ) = 0, z˜ := limt→0 τ(t)y˜ ∈
(L⊗d)z − {z}. But σ˜i being G-invariant, σ˜i(z) = z˜. Hence z ∈
X
ss(L) ∩ C = Css(L).
Moreover, π being G-invariant, we have π(z) = π(x0). Hence z ∈
L.x0. Then Lemma 11.3 implies that y = g
−1x0 ∈ Px0. Hence g ∈
Gx0P .
Note that Gx0 ⊂ u−12 Q2u2∩v−1Bv is finite dimensional. Moreover, it
contains τ(C∗). Then, the Lie algebra of Gx0 decomposes as Lie(Gx0) =
(Lie(Gx0) ∩ Lie(P u,−) ⊕ (Lie(Gx0) ∩ Lie(P )). Using Lemma 25, we
deduce that the neutral component G◦x0 of Gx0 is contained in P . Then
Gx0P/P is finite and the claim is proved.
Consider now η : G×P C+ −→ X. Let x˜0 ∈ C such that π(x˜0) = x0.
Since π−1(C+) = C+, the claim implies that η−1(x˜0) is finite. With
Lemma 9, the claim implies that lu−11 X˚
G/P
u1 ∩ u−12 X˚G/Pu2 ∩ v−1X˚G/Pv is
finite. Then Proposition 2 allows to conclude. 
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9.3. About Γ(g). For any n ∈ Z, L(nδ) is one dimensional acted on
by the character nδ of g. It follows that
Γ(g) = Γred(g) + Q(δ, 0, δ) + Q(0, δ, δ),
where
Γred(g) = {(λ1, λ2, µ) ∈ Γ(g) : λ1(d) = λ2(d) = 0}.
For any λ ∈ P+, the center Cc of g acts on L(λ) with weight λ(c) ∈ Z.
Then
Γred(g) ⊂ Γ(g) ⊂ {(λ1, λ2, µ) ∈ (h∗Q)3 : µ(c) = λ1(c) + λ2(c)}.
As an application of the GKO construction [GKO85] of represen-
tations of Virasoro algebras, Kac-Wakimoto obtained in [KW88] the
following properties of decomposition of L(λ1)⊗ L(λ2).
Lemma 26. Let λ1, λ2 in P+ such that λ1(d) = λ2(d) = 0, λ1(c) > 0
and λ2(c) > 0. Let µ˙ ∈ P˙ and set µ¯ := µ˙+ (λ1(c) + λ2(c))Λ ∈ P+.
Then, there exists b ∈ Z such that L(µ¯ + bδ) is a submodule of
L(λ1)⊗ L(λ2) if and only if µ¯− λ1 − λ2 ∈ Q.
Moreover, if µ¯−λ1−λ2 ∈ Q then one of the following two assertions
holds:
(i) there exists b0 ∈ Z such that L(µ¯+ bδ) ⊂ L(λ1)⊗L(λ2) if and
only if b ≤ b0;
(ii) there exists b0 ∈ Z such that L(µ¯+ bδ) ⊂ L(λ1)⊗L(λ2) if and
only if b = b0 or b ∈ b0 − Z>1.
Set
b0(λ1, λ2, µ¯) = max{b ∈ Z : L(µ¯+ bδ) ⊂ L(λ1)⊗ L(λ2)}.
Proof. The first assertion is proved in [KW88, p. 194]. The fact that
{b ∈ Z : L(µ¯+ bδ) ⊂ L(λ1)⊗L(λ2)} has an upper bound is proved on
[KW88, p. 171]. Let b0 be the maximum of such b ∈ Z. It remains to
prove that b0−nδ for all n ≥ 2. This is a direct consequence of [KW88,
Proof of Proposition 3.2]. See also [BK14, Proposition 4.2]. 
Remark.
(i) [KW88, Inequality 2.4.1] implies that
b0 ≤ (λ˙1 + 2ρ˙, λ˙1)
2(˜l1 + ˛hffl
∨
)
+
(λ˙2 + 2ρ˙, λ˙2)
2(˜l2 + ˛hffl
∨
)
− (µ˙+ 2ρ˙, µ˙)
2(˜l1 + ˜l2 + ˛hffl
∨
)
.
This inequality is quadratic is (λ1, λ2, µ¯). In this paper, we
show stronger linear inequalities.
(ii) If one takes ˜l1 = 0 in Lemma 26, one get λ˙1 = 0. Set
λ1 = λ˙1 + ˜l1Λ = 0, λ2 = λ˙2 + ˜l2Λ and µ = µ˙ + ˜l2Λ. We
have L(N0) ⊗ L(Nλ2) = L(Nλ2), for any positive integer N .
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Hence (0, λ2, µ) belongs to Γ(g) if and only if µ = λ2. In par-
ticular, the assumption “ ˜l1 positive” is necessary in Lemma 26.
Observe that this implies that Γ(g) is not closed.
Set
Γ◦red(g) = {(λ1, λ2, µ) ∈ Γred(g) : λ1(c) > 0 and λ2(c) > 0},
and
A = {(λ1, λ2, µ¯) ∈ (X(T˙ )Q ⊕ QΛ)3 : λ1, λ2 and µ¯ are dominant
λ1(c) > 0, λ2(c) > 0
µ¯(c) = λ1(c) + λ2(c) }.
Define a function Ψ : A −→ R by
Ψ(λ1, λ2, µ¯) = sup
N ∈ Z>0 s.t.
Nλ1, Nλ2, Nµ¯ ∈ h∗Z
Nµ¯−Nλ1 −Nλ2 ∈ Q
b0(Nλ1, Nλ2, Nµ¯)
N
,
where b0 is defined in Lemma 26. This lemma implies that (λ1, λ2, µ+
bδ) belongs to the closure of Γ◦red(g) in A× R if and only if
b ≤ Ψ(λ1, λ2, µ¯).
9.4. A cone defined by inequalities. Consider the cone C of points
(λ1, λ2, µ) ∈ (h∗Q)3 such that
(i) λ1(c) > 0 and λ2(c) > 0;
(ii) λ1, λ2, and µ are dominant;
(iii) λ1(d) = λ2(d) = 0;
(iv) λ1(c) + λ2(c) = µ(c);
(v) the inequality
〈µ, v̟α∨i 〉 ≤ 〈λ1, u1̟α∨i 〉+ 〈λ2, u2̟α∨i 〉(22)
holds for any i ∈ {0, . . . , l} and any (u1, u2, v) ∈ W Pi such that
⊙0nvu1u2 = 1 in H
∗(G/Pi,Z).(23)
The aim of this section is to prove Theorem 1 or equivalently Theo-
rem 7 below. We first study the cone C.
9.5. Realisation of C as an hypograph. For µ ∈ X(T˙ )Q ⊕QΛ⊕Qδ,
we denote by µ˙ (resp. µ¯) its projection on X(T˙ )Q (resp. X(T˙ )Q ⊕QΛ).
Let I be the set of (u1, u2, v, i) ∈ (W Pi)3×{0, . . . l} satisfying condi-
tion (23). Fix (u1, u2, v, i) ∈ I. Assume first that i = 0. Let h1, h2 and
h in Q˙∨ such that u1WP0 = h1WP0 , u2WP0 = h2WP0 and vWP0 = hWP0 .
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Define the (restriction of) linear function ϕ(u1,u2,v,0) : A −→ Q that
maps (λ1, λ2, µ¯) to
(24) 〈h1, λ˙1〉+ 〈h2, λ˙2〉 − 〈h, µ˙〉
+
˜l1
2
(‖h‖2 − ‖h1‖2) + ˜l2
2
(‖h‖2 − ‖h2‖2),
where ˜l1 = λ1(c) and ˜l2 = λ2(c). Note that ̟α∨0 = d and for h ∈ Q˙∨,
by equation (19), we have h · d = h + d − (h,h)
2
c. Let (λ1, λ2, µ¯) ∈ A.
Then inequality (22) with i = 0, is fulfilled by (λ1, λ2, µ¯ + bδ) if and
only if
b ≤ ϕ(u1,u2,v,0)(λ1, λ2, µ¯).
Assume now that i ∈ {1, . . . , l}. Write u1 = u˙1h1, u2 = u˙2h2 and
v = v˙h with u˙1, u˙2, v˙ ∈ W˙ and h1, h2, h ∈ Q˙∨. Define the linear
function ϕ(u1,u2,v,i) : A −→ Q that maps (λ1, λ2, µ¯) to
(25)
〈u˙1(h1 +
̟α∨
i
〈 ˙̟ α∨
i
,θ˙〉
), λ˙1〉+ 〈u˙2(h2 +
̟α∨
i
〈 ˙̟ α∨
i
,θ˙〉
), λ˙2〉 − 〈v˙(h +
̟α∨
i
〈 ˙̟ α∨
i
,θ˙〉
), µ˙〉
+ ˜l1
2
(‖h‖2 − ‖h1‖2 + 2
(̟α∨
i
,h−h1)
〈 ˙̟ α∨
i
,θ˙〉
)
+ ˜l2
2
(‖h‖2 − ‖h2‖2 + 2
(̟α∨
i
,h−h2)
〈 ˙̟ α∨
i
,θ˙〉
).
Recall that ̟α∨i = ˙̟ α∨i + 〈 ˙̟ α∨i , θ˙〉d. Moreover, for w = w˙h ∈ W , by
equation (19), we have
(w˙h)·̟α∨i = w˙ ˙̟ α∨i +〈 ˙̟ α∨i , θ˙〉w˙h+〈 ˙̟ α∨i , θ˙〉d−
(
〈 ˙̟ α∨i , θ˙〉
(h, h)
2
+( ˙̟ α∨i , h)
)
c.
Then inequality (22), is fulfilled by (λ1, λ2, µ¯+ bδ) if and only if
b ≤ ϕ(u1,u2,v,i)(λ1, λ2, µ¯).
Define
ϕ : A −→ R ∪ {−∞}
(λ1, λ2, µ¯) 7−→ inf(u1,u2,v,i)∈I ϕ(u1,u2,v,i)(λ1, λ2, µ¯).
Then ϕ is a concave function and C is the hypograph of ϕ:
C = {(λ1, λ2, µ¯+ bδ) : (λ1, λ2, µ¯) ∈ A and b ≤ ϕ(λ1, λ2, µ¯)}.
9.6. The convex set C is locally polyhedral.
Proposition 4. Let x0 ∈ A. Then
∀M ∈ R ∃ an open U ∋ x0 ∃J ⊂ I finite
such that
∀x ∈ U ∀a ∈ I ϕa(x) < M ⇒ a ∈ J.
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Proof. Fix M ∈ R. Let (u1, u2, v, 0) ∈ I. By Proposition 1, the in-
equality (22) is satisfied by (˜lΛ, 0, ˜lΛ) for any ˜l > 0. Hence
‖h‖2 − ‖h1‖2 ≥ 0.
Similarly, ‖h‖2 − ‖h2‖2 ≥ 0. Hence, the image of (λ1, λ2, µ¯) ∈ A by
ϕ(u1,u2,v,0) is greater or equal to
(26) 〈h1, λ˙1〉+ 〈h2, λ˙2〉 − 〈h, µ˙〉+ ˜l
2
(2‖h‖2 − ‖h1‖2 − ‖h2‖2),
where ˜l = min(λ1(c), λ2(c)). Using Lemma 18, one gets δvu1 u2 =〈ρ,−d− h · d+ h1 · d+ h2 · d〉. Hence
δvu1 u2 = 〈ρ˙, h1 + h2 − h〉+
˛hffl
∨
2
(‖h‖2 − ‖h1‖2 − ‖h2‖2).
Lemma 17 implies that δvu1 u2 ≥ 0 and
‖h‖2 − ‖h1‖2 − ‖h2‖2 ≥ 2
˛hffl
∨ 〈h− h1 − h2, ρ˙〉.
Then the image of (λ1, λ2, µ¯) ∈ A by ϕ(u1,u2,v,0) is greater or equal to
(27)
˜l
2
‖h‖2−‖h1‖.‖λ˙1‖− ‖h2‖.‖λ˙2‖− ‖h‖.‖µ˙‖− 2‖ρ˙‖
˛hffl
∨ (‖h1‖+ ‖h2‖+ ‖h‖).
By construction there exist u˙1, u˙2 and v˙ in W˙ such that u1 = h1u˙1,
u2 = h2u˙2 and v = hv˙. But l(v) = l(u1) + l(u2). Then Lemma 11.4
implies that
N +
√
2N‖h‖ ≥ l(v) ≥ l(u1) ≥ K‖h1‖ −N.
Then
(28) max(‖h1‖, ‖h2‖) ≤ N
K
(2 +
√
2‖h‖).
The point is that this implies that ϕ(u1,u2,v,0)(λ1, λ2, µ¯) is greater or
equal to ˜l
2
‖h‖2 minus terms that are linear in ‖h‖. One can easily
deduce that there exist an open neighborhood U0 of x0 and A0 ∈ R
such that
∀x ∈ U0 ∀a = (u1, u2, v, 0) ∈ I l(v) ≥ A0 ⇒ ϕa(x) ≥M.
Let (u1, u2, v, i) ∈ I with i > 0 and consider the associated linear
function ϕ(u1,u2,v,i). Since (˜lΛ, 0, ˜lΛ) ∈ Γ(g) for any ˜l > 0, Proposition 1
implies that
‖h‖2 − ‖h1‖2 + 2
(̟α∨i , h− h1)
〈 ˙̟ α∨i , θ˙〉
≥ 0.
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Set C :=
‖ ˙̟ α∨
i
‖
〈 ˙̟ α∨
i
,θ˙〉
and D = 〈 ˙̟ α∨i , θ˙〉. Then, the image of (λ1, λ2, µ¯) ∈ A
by ϕ(u1,u2,v,i) is greater or equal to
(29)
− (‖h1‖.‖λ˙1‖+ ‖h2‖.‖λ˙2‖+ ‖h‖.‖µ˙‖)− C(‖λ˙1‖+ ‖λ˙2‖+ ‖µ˙‖)
+ ˜l
2
(2‖h‖2 − ‖h1‖2 − ‖h2‖2 − 2C(‖h− h1‖+ ‖h− h2‖)).
where ˜l = min(λ1(c), λ2(c)). But δvu1 u2 ≥ 0 implies that
‖h‖2 − ‖h1‖2 − ‖h2‖2 ≥ 2
D˛hffl
∨ (1− 〈ρ˙,−v˙ ˙̟ α∨i + u˙1 ˙̟ α∨i + u˙2 ˙̟ α∨i 〉)
− 2
˛hffl
∨ (〈ρ˙,−v˙h+ u˙1h1 + u˙2h2〉)
− 2
D
( ˙̟ α∨i , h− h1 − h2).
Combining these inequalities with inequality (28) one can get a lower
bound for ϕ(u1,u2,v,i)(λ1, λ2, µ¯) equals to
˜l
2
‖h‖2 minus terms that are
linear in ‖h‖. One can easily deduce that there exist an open neigh-
borhood U of x0 and A ∈ R such that
∀x ∈ U ∀a = (u1, u2, v, i) ∈ I l(v) ≥ A ⇒ ϕa(x) ≥M.
But there exist only finitely many triples (h1u˙1, h2u˙2, hv˙) with l(v) <
A and l(v) = l(u1) + l(u2). The proposition follows. 
Remark. Proposition 4 is still true with the family of equations
corresponding to P any parabolic subgroup, αi ∈ ∆−∆(P ) and nvu1 u2 6=
0. The same proof works.
For any (u1, u2, v, i) ∈ I, we set
A(u1,u2,v,i) = {(λ1, λ2, µ¯) ∈ A : ϕ(λ1, λ2, µ¯) = ϕ(u1,u2,v,i)(λ1, λ2, µ¯)}.
The properties of these sets are summarized in the following lemma.
The dimension of a convex set is the dimension of the generated affine
space.
Lemma 27. With above notation,
(i) The sets A(u1,u2,v,i) are convex.
(ii) Set I1 = {(u1, u2, v, i) ∈ I | dim(A(u1,u2,v,i)) = dim(A)}. Then
(30) A = ∪(u1,u2,v,i)∈I1A(u1,u2,v,i).
(iii) The sets associated to two different elements of I1 only inter-
sect along their boundaries.
Proof. The first assertion follows from the linearity of functions ϕ(u1,u2,v,i).
Proposition 4 implies that C is locally polyhedral and the two last as-
sertions. 
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For any (u1, u2, v, i) ∈ I, we set
(31)
F(u1,u2,v,i) = {(λ1, λ2, µ¯+ bδ) : (λ1, λ2, µ¯) ∈ A(u1,u2,v,i)
b = ϕ(u1,u2,v,i)(λ1, λ2, µ¯)}.
Then
{F(u1,u2,v,i) : (u1, u2, v, i) ∈ I1}
is the collection of codimension one faces of C. Moreover,
C = {(λ1, λ2, µ¯+ bδ) : (λ1, λ2, µ¯) ∈ A
b ≤ ϕ(u1,u2,v,i)(λ1, λ2, µ¯) ∀(u1, u2, v, i) ∈ I1}.
Two convex sets A(u1,u2,v,i) and A(u′1,u′2,v′,i) are said to be adjacent if
their intersection has codimension 1.
9.7. An example of a face of codimension 1. Consider the element
(e, e, e, 0) ∈ I. The associated inequality (22) is b ≤ 0. Moreover, G/P0
is the affine Grassmannian GrG˙, the semi-simple component of the Levi
subgroup L0 is G˙.
Lemma 28. Let (λ˙1 + ˜l1Λ, λ˙2 + ˜l2Λ, µ˙ + (˜l1 + ˜l2)Λ) ∈ (P+)3. Then
L(µ˙+ (˜l1+ ˜l2)Λ) is contained in L(λ˙1 + ˜l1Λ)⊗L(λ˙2 + ˜l2Λ) if and only
if LG˙(µ˙) is contained in LG˙(λ˙1)⊗ LG˙(λ˙2).
In particular, A(e,e,e,0) has nonempty interior in A.
Proof. The first assertion is certainly well known. It can also be ob-
tained as a consequence of Theorem 5. Indeed, in H∗(GrG˙,Z), we have
nee,e = 1. For τ = ̟α∨0 , (λ˙1+ ˜l1Λ, λ˙2+ ˜l2Λ, µ˙+(˜l1+ ˜l2)Λ) satisfies equal-
ity (11). Corollary 1 shows that the multiplicity of L(µ˙+(˜l1+ ˜l2)Λ) in
L(λ˙1+ ˜l1Λ)⊗L(λ˙2+ ˜l2Λ) is equal to those of LG˙(µ˙) in LG˙(λ˙1)⊗LG˙(λ˙2).
The first assertion of the lemma follows.
It is well known (see e.g. [PR13, Theorem 1.4]) that Γ(g˙) has
nonempty interior in (X(T˙ )Q)
3. But for any given (λ˙1, λ˙2, µ˙) ∈ Γ(g˙),
(λ˙1 + ˜l1Λ, λ˙2 + ˜l2Λ, µ˙ + (˜l1 + ˜l2)Λ) ∈ Γ(g) for any ˜l1 ≥ 〈λ˙1, θ˙∨〉,
˜l2 ≥ 〈λ˙2, θ˙∨〉 and ˜l1 + ˜l2 ≥ 〈µ˙, θ˙∨〉. The second assertion follows. 
9.8. The main result. We can now restate our description Γ◦(g).
Theorem 7. With the above notation, we have
Γ◦red(g) = C.
Proof. The inclusion Γ◦red(g) ⊂ C is a direct consequence of Proposi-
tion 1. We have to prove that C is contained in Γ(g). Let x0 ∈ A. By
Lemma 26, to show that x0+] −∞, ϕ(x)](0, 0, δ) is contained in Γ(g),
it is sufficient to prove that x0 + ϕ(x)(0, 0, δ) belongs to Γ(g).
By Proposition 4, there exists a0 ∈ I such that ϕ(x0) = ϕa0(x0). Let
U be an open neighborhood of x0 inA such that for any y ∈ U , ϕa0(y) ≤
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ϕ(x0)+1. By Proposition 4, there exists a smaller neighborhood V ⊂ U
of x0 and J ⊂ I finite such that
∀y ∈ V ∀a ∈ I − J ϕa(y) > ϕ(x0) + 1 ≥ ϕa0(y).
Note that a0 ∈ J . Then, for any y ∈ V
ϕ(y) = min
a∈J
ϕa(y).
Choose a simplex S containing x0 in its interior such that S ∩A ⊂ V .
Up to replacing V by S ∩ A, one may assume that V is a convex
polytope. Then, the theory of polyhedrons implies that, for any y ∈ V
ϕ(y) = min
a∈J∩I1
ϕa(y).
In particular, it is sufficient to prove that
(32) ∀(u1, u2, v, i) ∈ I1 F(u1,u2,v,i) ⊂ Γ◦red(g).
Let I01 denote the set of elements in I1 satisfying inclusion (32).
Fix an element (u1, u2, v, i) ∈ I. Set C = Liu−11 o−×Liu−12 o−×Liv−1o
the component of ̟α∨i -fixed points in X. Let Γ(C,Li) denote the set of
(λ1, λ2, µ¯+bδ) ∈ A×Q(0, 0, δ) such that Css(L, Li) 6= ∅ (where L is the
G-linearized line bundle on X associated to (λ1, λ2, µ¯ + bδ)). Observe
that, since ̟α∨i acts trivially on L|C, we have b = ϕ(u1,u2,v,i)(λ1, λ2, µ¯)
if Css(L, Li) 6= ∅.
Consider the following assumption
(H) F(u1,u2,v,i) ∩ (P++Q )3 ∩ Γ(g) is not empty.
The proof proceed in three steps:
Claim 1. Under assumption (H), we have (u1, u2, v, i) ∈ I01 .
Claim 2. The element (e, e, e, 0) belongs to I1 and satisfies assumption
(H).
Claim 3. If one of two adjacent elements of I1 satisfies assumption (H)
then the two ones satisfy assumption (H).
These claims are sufficient. Indeed, for any a ∈ I1, there exists
a sequence a = a0, . . . , an = (e, e, e, 0) such that Aai and Aai+1 are
adjacent for any i. By Claim 2, an satisfies assumption (H). By an
immediate induction, Claim 3 implies that a satisfies (H). Now Claim 1
shows that a ∈ I01 .
Proof of Claim 2. It is a direct consequence of Lemma 28.
Proof of Claim 1 ⇒ Claim 3. Let a and a′ in I1 be such that Aa
and Aa′ are adjacent along the face A′. Assume that a satisfy as-
sumption (H). Then the interior of A′ is contained in the interior of
Aa∪Aa′ . In particular, A′ intersects (P++Q )3. Let (λ1, λ2, µ¯) ∈ A∩P++.
Then ϕa(λ1, λ2, µ¯) = ϕa′(λ1, λ2, µ¯). But, by Claim 1 for a, (λ1, λ2, µ¯)+
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ϕa(λ1, λ2, µ¯)δ belongs to Γ(g). Then (λ1, λ2, µ¯)+ϕa′(λ1, λ2, µ¯)δ belongs
to Γ(g) ∩ P++
Q
∩ Fa′ and a′ satisfies assumption (H).
Proof of Claim 1. Let (u¯1, u¯2, v¯, i) ∈ I1 satisfying assumption (H). Let
(λ1, λ2, µ) ∈ F(u¯1,u¯2,v¯,i). Then (λ1, λ2, µ¯) ∈ A and
µ(d) = ϕ(u¯1,u¯2,v¯,i)(λ1, λ2, µ¯).(33)
By Theorem 5, to prove that (λ1, λ2, µ) belongs to Γ(g), it is sufficient
to prove that Css(L, Li) 6= ∅ where L is the line bundle on X associated
to (λ1, λ2, µ) and C = Liu
−1
1 o
− × Liu−12 o− × Liv−1o. By [BK06], this
last assertion is equivalent to the fact that (λ1, λ2, µ) satisfies a finite
family of linear inequalities. More precisely, Css(L, Li) 6= ∅ if and only
if
(i) u−11 λ1,u
−1
2 λ2 and v
−1µ are dominant for Li;
(ii) Z(Li)
◦ acts trivially on L|C;
(iii) for any j ∈ {0, . . . , l} − {i}
(34) 〈v˜̟α∨j , v¯−1µ〉 ≤ 〈u˜1̟α∨j , u¯−11 µ〉+ 〈u˜2̟α∨j , u¯−12 µ〉,
for any (u˜1, u˜2, v˜) ∈ W P
i
j
Li
such that ǫv˜(Li/P
i
j ) appears with
coefficient one in ǫu˜1(Li/P
i
j )⊙0ǫu˜2(Li/P ij ).
Here P ij is the maximal standard parabolic subgroup of Li associated
to j. Then P ij = Li ∩ Pj. Set also Pi,j = Pi ∩ Pj. One easily checks
that (λ1, λ2, µ) satisfies (i) and (ii). It remains to prove that it satisfies
inequalities (34).
Denote by p the projection that maps (λ1, λ2, µ) on (λ1, λ2, µ¯). By
[BK06], the image by p of the set of triples satisfying conditions (i),
(ii) and inequalities (34) is a closed convex polyhedral cone CLi(C)
of nonempty interior. It remains to prove that (λ1, λ2, µ¯) belongs to
CLi(C)∩A. By assumption (H), the cone CLi(C) intersects the interior
of A. In particular, CLi(C) ∩ A has nonempty interior. Then, the
general theory of convex polyhedrons implies that it is sufficient to
check the conditions (34) such that the associated face of CLi(C)∩A has
codimension one. Consider such an inequality associated to (u˜1, u˜2, v˜, j)
and
Li/(P
i
j ) G/(Pij)
G/Pi G/Pj
By Lemma 20, (u1 = u¯1u˜1, u2 = u¯2u˜2, v = v¯v˜) ∈ (W Pi,j)3. By Proposi-
tion 3, the ǫv appears with multiplicity one in ǫu1 .ǫu2 , in H
∗(G/Pi,j,Z).
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Set τ = ̟α∨i +̟α∨j . Then
〈vτ, µ′〉 ≤ 〈u1τ, λ′1〉+ 〈u2τ, λ′2〉,(35)
for any (λ′1, λ
′
2, µ
′) ∈ Γ(g). Let (λ′′1, λ′′2, µ′′) in the interior of A, in
CLi(C) and such that inequality (34) is an equality. Then inequal-
ity (35) is an equality for (λ′′1, λ
′′
2, µ
′′ + ϕ(u¯1,u¯2,v¯,i)δ). Now, Theorem 6
implies that ǫv appears with multiplicity one in ǫu1⊙0ǫu2 .
Consider now the three elements u¯′1, u¯
′
2 and v¯
′ in W Pj such that
u¯′1WPj = u1WPj ,u¯
′
2WPj = u2WPj and v¯
′WPj = vWPj . Lemma 23 and
Proposition 3 imply that, in H∗(G/Pj,Z), ǫv¯′ appears with multiplicity
one in ǫu¯′1⊙0ǫu¯′2 . Since (λ1, λ2, µ) ∈ C, it satisfies
(36) 〈µ, v̟α∨j 〉 ≤ 〈λ1, u1̟α∨j 〉+ 〈λ2, u2̟α∨j 〉.
But, modulo equality (33), the inequality (34) to prove is equivalent to
inequality (36).
We conclude that (u¯1, u¯2, v¯, i) belongs to I01 . 
10. Saturation factors
In this section, we prove Theorems 3 and 4 of the introduction. Let
us first check the computation of the constants ks.
In the finite dimensional case, known saturation factors are collected
in the following tabular. These results was obtained in [KT99] for the
type A, in [KM06] for B2 and G2, [BK10] for types B˜l, C˜l, [KKM09]
for D4 and in [KM08] in the remaning cases.
Type A
˜l
B
˜l
(˜l ≥ 2) C
˜l
(˜l ≥ 3) D4 D˜l(˜l ≥ 5)
Saturation factor 1 2 2 1 4
Type E6 E7 E8 F4 G2
Saturation factor 36 144 3 600 144 2, 3
Using these datas, one can easily check the computations of the ks
given in the introduction reading the Dynkin diagrams.
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A˜1
A˜
˜l
(˜l ≥ 2)
B˜
˜l
(˜l ≥ 3)
G˜2 C˜
˜l
(˜l ≥ 2)
D˜
˜l
(˜l ≥ 4)
E˜6
E˜7 F˜4
E˜8
Proof of Theorems 3 and 4. Let (λ1, λ2, µ) ∈ (P+)3 such that µ− λ1−
λ2 ∈ Q and there exists N > 0 such that (Nλ1, Nλ2, Nµ) ∈ ΓN (g). Up
to tensoring with L(δ) one may assume that λ1(d) = λ2(d) = 0. Write
µ as µ¯+ nδ, with n ∈ Z.
Set b = ϕ(λ1, λ2, ν¯). By Proposition 4, there exists (u1, u2, v, i) ∈ I
such that b = ϕ(u1,u2,v,i)(λ1, λ2, ν¯).
We claim that bkg is an integer. The norm on Q˙
∨ is normalized by
‖α˙∨‖2 = 2 for a short coroot α˙∨ ∈ Φ˙∨. Then, for any h ∈ Q˙∨, we have
‖h‖2
2
∈ Z. This can be proved easily by a case by case consideration.
Then, formula (24) shows that b ∈ Z if i = 0. If i > 0, formula (25)
shows that kgb ∈ Z.
Consider (kgλ1, kgλ2, kgν¯ + (kgb)δ). Observe the Q = Q˙+ Zδ. Then,
since ν − λ1 − λ2 ∈ Q, kgν¯ + (kgb)δ− kgλ1− kgλ2 ∈ Q. For any λ ∈ h∗Z
and w ∈ W , λ−wλ ∈ Q. Hence, v−1kgν¯ + (kgb)δ− u−11 kgλ1 − u−12 kgλ2
belongs to Q. Since (Nλ1, Nλ2, Nν) ∈ ΓN (g), Corollary 1 implies that
(u−11 λ1, u
−1
2 λ2, v
−1(ν¯ + bδ)) belongs to Γ(Li). But ks is a saturation
factor for the group Li. Then (u
−1
1 kskgλ1, u
−1
2 kskgλ2, v
−1kskg(ν¯ + bδ))
belongs to Γ(Li). Corollary 1 implies that (kskgλ1, kskgλ2, kskg(ν¯+bδ))
belongs to ΓN (g).
Proposition 1 implies that n ≤ b. Then kg(b− n) ∈ Z≥0.
If b = n, we already proved that (kskgλ1, kskgλ2, kskgν) belongs to
ΓN (g). Theorem 3 is proved in this case.
Moreover, Proposition 1 implies that the integer b0 of Lemma 26 for
(kskgλ1, kskgλ2, kskgν¯) is equal to kskgb. Then, Lemma 26 implies that
(kskgλ1, kskgλ2, kskgν¯ +mδ) ∈ ΓN (g), for any
(37) m ≤ kskgb− 2.
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Assume that kg(b − n) ∈ Z>0. If ks > 1, m = kskgn satisfies condi-
tion (37). Similarly, for any d > 1, kskgn − d satisfies condition (37).
The theorems follow in these cases.
Assume now that ks = 1 and fix d > 1. We may assume that n 6= b.
Then, the integer b0 of Lemma 26 for (dkgλ1, dkgλ2, dkgν¯) is equal to
dkgb. Since m = dkgn = d(kgn − kgb) + dkgn satisfies m ≤ dkgb − 2,
Theorem 3 also holds in this case. 
11. Some technical lemmas
In this section we collect some technical results on Birkhoff and
Bruhat decompositions, on Geometric Invariant Theory. . .
11.1. Bruhat and Birkhoff decompositions. In this subsection,
G is the minimal Kac-Moody group associated to any symmetrizable
GCM. Fix T , W , B and B− as usually. Let P ⊃ B be a standard
parabolic subgroup with standard Levi subgroup L. Fix a one param-
eter subgroup τ of T such that for all β ∈ Φ, β ∈ Φ(P ) if and only if
〈β, τ〉 ≥ 0.
Lemma 11.1. Let u ∈ W and v ∈ W P such that u 6= v. Let x ∈
X˚u
−1
G/B− .
Then limt→0 τ(t)x does not belong to v
−1Bo−.
Proof. Recall that (G/B−)τ can be decomposed in the two following
ways:
(G/B−)τ = ⊔w∈WPLw−1o− = ⊔w∈W (B ∩ L)wo−.
Moreover {wo− : w ∈ W} are exactly the T -fixed points in G/B−.
Hence, if Y ⊂ G/B− is (B ∩L)−stable then Y τ = ⊔x∈Y T (B∩L)x. For
Y = Bu−1o− we get
(Bu−1o−)τ = (B ∩ L)u−1o−.
If v ∈ W P then (v−1Bv)∩L = B ∩L. Hence, for Y = v−1Bo−, we get
(v−1Bo−)τ = (B ∩ L)v−1o−.
Since limt→0 τ(t)x belongs to (Bu
−1o−)τ , we deduce that it does not
belong to v−1Bo−. 
Lemma 11.2. Let u, v ∈ W such that l(v) = l(u) + 1.
(i) Let x1, x2 ∈ X˚uG/B− such that limt→∞ τ(t)x1 = limt→∞ τ(t)x2
belongs to X˚vG/B− .
Then τ(C∗)x1 = τ(C
∗)x2.
(ii) Let x1, x2 ∈ X˚G/Bv such that limt→∞ τ(t)x1 = limt→∞ τ(t)x2
belongs to X˚
G/B
u .
Then τ(C∗)x1 = τ(C
∗)x2.
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Proof. Let us prove the first assertion. Set y = limt→∞ τ(t)x1. Then
y ∈ (X˚vG/B−)τ = (B ∩ L)vo−. Fix l ∈ B ∩ L such that y = lvo−.
Moreover, Py = Px1 = Px2. Note that for any g
u ∈ P u,−, l′ ∈ L and
w ∈ W , we have
lim
t→∞
τ(t)gul′wo− = l′wo−.
One deduces that there exist gui ∈ P u,− such that xi = gui y, for i = 1, 2.
Then l−1xi = (l
−1gui l)vo
− belongs to X˚
G/B−
v . Since l ∈ B, l−1xi also
belongs to X˚uG/B− . Finally, l
−1xi belongs to X˚
u
G/B− ∩ X˚G/B
−
v .
But l(v) = l(u) + 1 and X˚uG/B− ∩ X˚G/B
−
v is isomorphic to C∗. Since
l−1x1 and l
−1x2 are not fixed by τ(C
∗) they belong to the same τ -orbit.
Since the actions of τ and L commute, one deduces that τ(C∗)x1 =
τ(C∗)x2.
The second assertion works similarly. Up to translating by an ele-
ment of B ∩L, one may assume that limt→∞ τ(t)x1 = limt→∞ τ(t)x2 =
uo. Then x1 and x2 belong to X˚
u
G/B ∩ X˚G/Bv that is isomorphic to
C
∗. 
Lemma 11.3. Let Q1, Q2 be two parabolic subgroups of G containing
B−. Consider X = G/Q1 × G/Q2 × G/P with base point (o1, o2, o).
Let P be a standard parabolic subgroup of finite type and L denote its
standard Levi subgroup. Fix l ∈ L. Let u1, u2, and v in W P . Set
x0 = (lu
−1
1 o1, u
−1
2 o2, v
−1o) ∈ X and O = G.x0.
Then
{x ∈ O : lim
t→0
τ(t)x ∈ L.x0} = P.x0.
Proof. Consider first the anologous situation in G/Q2 ×G/B, with its
two projections p1 and p2 on G/Q2 and G/B. Set x1 = (u
−1
2 o2, v
−1o),
O1 = G.x1 and O01 = L.x1. Set also O+1 = {x ∈ O1 : limt→0 τ(t)x ∈
L.x1}. Then p1(O1) = G/B− and p1(O01) = Lu−12 o2. Moreover,
{x ∈ G/Q2 : lim
t→0
τ(t)x ∈ L.u−12 o} = P.u−12 o.
Since O+1 is stable by P , it follows that
O+1 = P.I where I = ({u−12 o2} ×G/B) ∩ O+1 .
Set x2 = v
−1o. Then, p2(I) is the set of points x ∈ (u−12 Q2u2).x2 such
that limt→0 τ(t)x ∈ (L ∩ u−12 Q2u2)x2. In particular p2(I) is contained
in Px2. In particular the weights of τ on Tx2p2(I) are nonnegative. On
the other hand they are contained in Tx2(u
−1
2 Q2u2)x2. It follows that
Tx2p2(I) is contained in Tx2(P ∩ u−12 Q2u2)x2. Note that, since P has
finite type, P ∩u−12 Q2u2 is finite dimensional. Moreover, the dimension
of I (at x2) is at most equal to dim((P ∩ u−12 Q2u2)x2). It follows that
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(P ∩ u−12 Q2u2)x2 is open in p2(I). Since (P ∩ u−12 Q2u2)x2 contains
(L ∩ u−12 Q2u2)x2, we deduce that
p2(I) = (P ∩ u−12 Q2u2)x2,
and
(38) O+1 = P.x1.
Consider now
π1 : X −→ G/Q2 ×G/B, (x1, x2, x3) 7−→ (x2, x3).
Set O+ = {x ∈ O : limt→0 τ(t)x ∈ L.x0}. Equality (38) and the fact
that O+ is P -stable imply that
(39) O+ = P
(
(G/Q1 × {x1}) ∩ O+
)
.
Note that
(G/Q1 × {x1}) ∩O = (u−12 Q2u2 ∩ v−1Bv).x0 and
(G/Q1 × {x1}) ∩O0 = (u−12 Q2u2 ∩ v−1Bv ∩ L).x0
Then, since u−12 Q2u2∩ v−1Bv is finite dimensional, [Res10, Lemma 12]
shows that
(G/Q1 × {x1}) ∩O+ = (P ∩ u−12 Q2u2 ∩ v−1Bv).x0.
With equality (39) this ends the proof of the lemma. 
11.2. Affine root systems. In this subsection, we consider an un-
twisted affine root system and use the notations of Section 9.1. Recall
in particular, that h˙∗
R
is endowed with W˙ -Euclidean norm ‖ · ‖ such
that ‖θ‖2 = 2.
Lemma 11.4. Consider an affine Weyl group W = Q˙∨.W˙ . Set N =
♯Φ˙+.
There exists a positive real constant K such that for any h ∈ Q˙∨ and
w˙ ∈ W˙ , we have
K‖h‖ −N ≤ l(hw˙) ≤ N +
√
2N‖h‖.
Proof. Set w = hw˙. The length of w is the cardinality of w−1Φ+ ∩Φ−.
One can deduce (see e.g. [IM65]) that:
(40) l(hw˙) =
∑
α˙∈Φ˙+, w˙−1α˙∈Φ˙+
|〈h, α˙〉|+
∑
α˙∈Φ˙+, w˙−1α˙∈Φ˙−
|〈h, α˙〉 − 1|.
The inequality on the right just follows from
|〈h, α˙〉 − 1| ≤ |〈h, α˙〉|+ 1
|〈h, α˙〉| ≤ ‖h‖‖α˙‖ ≤ √2‖h‖.
Moreover,
l(hw˙) ≥ l(h)− l(w˙)
≥∑α˙∈Φ˙+ |〈h, α˙〉| −N.
ON THE TENSOR SEMIGROUP OF AFFINE KAC-MOODY LIE ALGEBRAS51
Since Φ˙+ spans h˙∗
R
, the map h 7→∑α˙∈Φ˙+ |〈h, α˙〉| is a norm on the real
vector space h˙∗
R
. This norm is equivalent to ‖ · ‖, and there exists K
such that K‖h‖ ≤∑α˙∈Φ˙+ |〈h, α˙〉|. The lemma follows. 
11.3. Jacobson-Morozov’s theorem. Let g be an untwisted affine
Kac-Moody Lie algebra and p be a standard parabolic subalgebra. Let
G be the minimal Kac-Moody group associated to g and P be the
parabolic subgroup corresponding to p. Fix τ a one parameter sub-
group of T in ⊕αj 6∈∆(P )Z>0̟α∨j . Consider the action of τ on g and the
corresponding weight space decompositions
g = ⊕n∈Zgn p = ⊕n∈Z≥0gn.
In sl2(C), we denote by (E,H, F ) the standard triple
E =
(
0 1
0 0
)
H =
(
1 0
0 −1
)
F =
(
0 0
1 0
)
satisfying
[E, F ] = H [H,E] = 2E [H,F ] = −2F.
Proposition 11.1. Fix n ∈ Z>0. Let w ∈ W . Let ξ be a nonzero
vector in gn ∩ wu−w−1.
Then there exists a morphism φ : SL2(C) −→ G of ind-groups such
that Teφ(E) = ξ.
Proof. Observe that gn is contained in u. Then ξ ∈ u ∩ wu−w−1 and
by [Kum02, Theorem 10.2.5], adξ ∈ End(g) is locally nilpotent.
Set K = C((t)) = C[t−1][[t]] and R = C[t, t−1] ⊂ K. Consider the
Lie algebras g˙⊗R and g˙⊗K. Recall that Cd⊕ g˙⊗R is a semi-direct
product and that
0 Cc g Cd⊕ g˙⊗R 0
is a central extension. Consider also the canonical C-linear embedding
ι : g˙⊗R −→ g. It is not an homomorphism of Lie algebras.
Note that the one parameter subgroup τ is equal to τ˙ +md for some
one parameter subgroup τ˙ of T˙ and some positive integer m. Then,
τ acts on g˙ ⊗ R and g˙ ⊗ K by C-linear automorphisms. Consider the
decomposition
g˙⊗R = ⊕k∈Z(g˙⊗R)k
in τ -eigenspaces. Since each (g˙ ⊗ R)k is finite dimensional and m is
positive, we have
(41) g˙⊗K = ⊕k∈Z<0(g˙⊗R)k ⊕
∏
k∈Z≥0
(g˙⊗R)k.
Observe that, for any nonzero k ∈ Z, gk = (g˙⊗ R)k. In particular,
ξ belongs to g˙⊗R. We denote by ξ¯ (resp. ξ˜) the element ξ considered
as an element of the Lie algebra g˙⊗R (resp. g˙⊗K).
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Since adξ is locally nilpotent and adξ˜ is K-linear, adξ˜ is nilpo-
tent. Applying Jacobson-Morozov’s theorem (see e.g. [Bou05, VIII–
§11 Proposition 2]) to the Lie algebra g˙⊗K over the field K of charac-
teristic zero, we get an sl2-triple (X,H, Y ) in g˙⊗K such that X = ξ˜.
Write Y =
∑
k∈Z Yk according to the decomposition (41). Since the
Lie bracket is graded, we have in g˙⊗K
[X, [X, Y−n]] = −2X.
Set H0 = [X, Y−n] and n = Ker(adξ˜). Since X is homogeneous, n
decomposes as ⊕k∈Z<0nk ⊕
∏
k∈Z≥0
nk, where nk = n ∩ (g˙⊗ K)k. Note
that [X, Y−n]+2Y−n belongs to n−n. By [Kos59, Corollary 3.4], adH0+
2Idg˙⊗K is injective and stabilizes each nn. Moreover, n−n is (adH0 −
2Idg˙⊗K)-stable and finite dimensional as a complex vector space. Then
there exists Y ′ ∈ n−n such that
[X, Y−n] + 2Y−n = [X, Y
′
−n] + 2Y
′
−n.
Then, (X,H0, Y−n − Y ′−n) is an sl2-triple contained in (g˙⊗K)n × (g˙⊗
K)0 × (g˙ ⊗ K)−n. In particular, this sl2-triple is contained in g˙ ⊗ R.
Hence, we get an R-linear Lie algebra homomorphism
φ : sl2(R) −→ g˙⊗R
such that φ(E) = ξ. Since SL2 is simply connected and R contains Q,
[ABD+66, Exposé XXIV, Proposition 7.3.1] implies that there exists a
morphism
Φ : SL2 −→ G˙
of R-group schemes with φ as differential map at the identity. In
particular, we get a morphsm of ind-groups
Φ¯ : SL2(C) −→ G˙⊗R
such that TeΦ¯(E) = ξ.
Consider now the semidirect product C∗ ⋉ G˙⊗R associated to the
derivation d, and the central extension
{1} C∗ G C∗ ⋉ G˙(R) {1}.π
Then π−1(Φ¯(SL2(C))) is a central extension of (P )SL2(C). Hence, it is
isomorphic to either C∗ × (P )SL2(C) or GL2(C). In each case, Φ¯ can
be lift to a morphism to π−1(Φ¯(SL2(C))). This concludes the proof of
the proposition. 
11.4. Geometric Invariant Theory. For a given C∗-variety X and
a given integer k, we denote by C[X ](k) the set of regular functions f
on X such that (t.f)(x) = f(t−1x) = tkf(x), for any t ∈ C∗ and x ∈ X.
Lemma 11.5. Let X be a normal affine C∗-variety. Let D be a C∗-
stable irreducible divisor and set U = X −D. We assume that
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(i) ∀x ∈ U limt→0 tx does not exist in X.
(ii) ∀x1, x2 ∈ U limt→∞ tx1 = limt→∞ tx2 ∈ D =⇒ C∗x1 =
C
∗x2.
(iii) ∀x ∈ D limt→0 tx does exist in D.
(iv) ∀y ∈ DC∗ ∃x ∈ U limt→∞ tx = y.
Then, for any nonnegative integer k, the restriction map induces an
isomorphism C[X ](k) ≃ C[U ](k).
Remark. In assumption (ii), limt→∞ tx1 = limt→∞ tx2 ∈ D means
that the limits exist and belong to D.
Proof. Set X˜ = X×C, U˜ = U×C and D˜ = D×C. We define an action
of C∗ on X˜ by t.(x, z) = (t.x, tz) for any t ∈ C∗, x ∈ X and z ∈ C.
Observe that C[X˜ ]C
∗
= ⊕k∈NC[X ](k)zk and C[U˜ ]C∗ = ⊕k∈NC[U ](k)zk.
Then, it is sufficient to prove that C[X˜ ]C
∗
= C[U˜ ]C
∗
.
But, one can easily check that X˜ satisfy all the assumptions of the
lemma. As a consequence, it is sufficient to prove the lemma for k = 0.
Consider the commutative diagram
U X
U//C∗ X//C∗,
πU
θ
πX
where //C∗ denotes the GIT-quotient. It remains to prove that θ is an
isomorphism.
We first prove the surjectivity of θ. Let ξ ∈ X//C∗ and O ⊂ X be the
unique closed C∗-orbit in π−1X (ξ). It O ⊂ U , it is clear that θ(πU(O)) =
ξ. Otherwise O ⊂ D. The orbit O being closed, assumption (iii)
implies that O is a fixed point. By assumption (iv), there exists O′ ⊂ U
such that O′ ⊃ O. Then θ(πU (O′)) = ξ. We conclude that θ is
surjective.
Let us prove now that θ is injective. Assume that ξ1 6= ξ2 ∈ U//C∗
satisfy θ(ξ1) = θ(ξ2) =: ξ. Let O1,O2 ⊂ U and O ⊂ X be the closed
C
∗-orbit in π−1U (ξ1), π
−1
U (ξ2) and π
−1
X (ξ) respectively. Since πX(O1) =
πX(O2) = ξ, we have O ⊂ O1 ∩ O2. In particular, O is a C∗-fixed
point and O1 and O2 are one dimensional. Pick x1 ∈ O1, x2 ∈ O2 and
y ∈ O. By assumption (i), the limit limt→0 t.x1 does not exist. But
y ∈ O1 − O1, so limt→∞ t.x1 = y. Similarly limt→∞ t.x2 = y. Now,
assumption (ii), implies that O1 = O2. Hence θ is injective.
Since we work over complex numbers, the fact that θ is bijective
implies that it is birational. By assumption X is normal. Thus X//C∗
is normal. Then Zariski’s main theorem (see e.g. [Kum02, Theo-
rem A.11]) implies that θ is an isomorphism. 
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