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Abstract
Switching Markov State-Space Models (SMSSM) are linear models whose
parameters randomly change over time according to a finite discrete Markov
chain. This generalization allows, for instance, to dealing with systems which
are locally linear. However, it can be difficult to implement SMSSM on real-
world applications. In this paper we present techniques and methods to solve
the four basic problems of SMSSM implementation, namely the identifiabil-
ity, the model parameters inference, the order selection and the online state
inference. As an illustration, we consider the problem of estimating the State
of Charge (SoC) of an electric battery. For this purpose, we develop a new
SoC model, implemented with a SMSSM, and show its ability to accurately
estimate the SoC of the battery of an electric vehicle under different usage
conditions.
Keywords: Switching Markov state-space model, EM algorithm, Particle
filter, Order selection, Electric vehicle, State of charge
1. Introduction
State-space models are widely used in several fields of applied science such
as signal processing, economics and bioinformatics [1, 2]. They are defined
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by a “state equation” describing the dynamics of the unobservable state of
interest of the system Xt, and an “observation equation” specifying how the
distribution of the observations Yt is influenced by Xt. Switching Markov
State-Space Models (SMSSM) are used when the underlying dynamics of the
system are expected to switch at unknown dates, depending on uncontrolled
internal and external conditions (see for instance [3]). These switches in the
system behavior are indexed by a discrete hidden Markov chain St.
We distinguish four basic problems that must be solved for a SMSSM to
be useful in real-world applications. These problems are as follows:
1. Identifiability: A model is said identifiable when there is only one
set of parameters which leads to a given input-output behavior. It is
well-known that a SMSSM is not identifiable. Thus, the parameters
inference can be misleading. Therefore given an observation sequence
y0:T = {y0, . . . , yT} and an input sequence u0:T , which sensible con-
straints can be imposed to ensure the identifiability of the model?
2. Off-line model parameters inference: Given an observation se-
quence y0:T , how to infer the model parameters Θ maximizing the like-
lihood pΘ(y0:T )?
3. Order selection: A hidden Markov states models a specific regime
of the underlying dynamics of the system. Thus, given an observation
sequence y0:T , how to identify the proper number of hidden Markov
states?
4. Online state inference: Given an observation yt and the model pa-
rameters Θ, how the corresponding state of interest xt can be online
estimated?
This paper is intended to provide an overview of the basic problems of
SMSSMs, and practical details on methods of implementation of these mod-
els in real-world applications. The identifiability of parameters of a SMSSM
is essential to obtain a relevant inference of the model parameters. Notwith-
standing its importance, the identifiability issue of SMSSMs has not been
addressed yet. In this paper, we prove that the identifiability of SMSSM
can be achieved by imposing straightforward and natural constraints on the
parameters. The EM algorithm is particularly useful to off-line estimate the
parameters, given that the state of interest Xt and the Markov state ST are
non-observable (see [3] for an excellent review of SMSSM parameters esti-
mation). For a large training dataset, we will show that the EM algorithm
must be approximated using Monte Carlo methods. In practice, the number
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of hidden Markov states is unknown, and a proper choice of this number is
crucial to explain what factors influence the system dynamics, and accurately
estimate the state of interest xt. Once the number of Markov states has been
identified and the corresponding set of parameters estimated, the state of
interest xt is then accurately estimated online using a particle filter. More-
over, the numerical difficulties in implementing of these methods, mainly the
calibration of the Monte Carlo EM algorithm, are thoroughly studied.
As illustration, we consider a challenging signal processing issue, namely
the estimation of the State of Charge (SoC) of an electric battery. Nowadays,
to achieve better fuel economy and reduce toxic emissions, more and more
vehicles are powered with an electric motor. Similarly to the fuel gauge
in a standard vehicle, the SoC indicates its available energy. Thus, the
estimation of SoC of the battery is an essential information to guarantee the
vehicle autonomy, as well as its safe utilization. Indeed, the battery dynamics
changes according to uncontrolled internal and external usage conditions.
Various studies have been conducted to take into account these changes [4, 5,
6], but the proposed solutions remain contestable. In this paper, we propose
a new model for the SoC estimation using a SMSSM, and test it on real-world
electric vehicle data.
The organization of this paper is as follows. In Section 2, we present
the signal model and the assumptions used. In Section 3, we address the
identifiability problem of a SMSSM. In Section 4, an off-line learning of the
unknown parameters is developed using a Monte Carlo approximation of the
EM algorithm. In Section 5, the choice of the optimal number of Markov
states κ is addressed using different model selection criteria. In Section 6,
we show that an accurate estimation of the state of interest xt requires a
prohibitive computational cost, and present several suboptimal estimation
algorithms for solving this problem. In Section 7, we discuss the numerical
difficulties in implementing SMSSMs based on simulated data. In Section 8,
we develop an electric battery state of charge estimator, implemented using
SMSSMs, and show how it takes into account the random changes of the
dynamics of the battery and accurately estimates the state of charge for
different usage conditions. A discussion section ends the paper.
2. Switching Markov State-Space Models
Consider an observable random process Y0:T = {Y0, . . . , YT} where the
realizations are denoted by {y0, . . . , yT}. Let St denote a discrete irreducible
3
and aperiodic Markov chain on {1, . . . , κ}, with initial distribution Π and
transition matrix P . The distribution of Yt is allowed to depend on an
unobservable latent variable Xt, which represents the continuous state of
interest, through the observation equation
Yt = C(St)Xt +D(St)ut + εt, (1)
for t = 0, 1, . . . , T , where εt ∼ N (0, σ2Y (St)) models the sensor error. The
known exogenous input ut belongs to R
n. For simplicity sake, we consider
that Xt and Yt ∈ R. The description of the model is completed by the
transition equation describing the evolution of Xt
Xt = A(St)Xt−1 +B(St)ut + ωt, (2)
where ωt ∼ N (0, σ2X(St)) models the fluctuation of Xt. The Gaussian white
noises ωt and εt are assumed to be independent conditionally on St. The
augmented state {Xt, St} is a Markov chain, verifying in addition
pΘ(st, xt | st−1, xt−1) = pΘ(st | st−1)pΘ(xt | xt−1, st), (3)
where Θ is the set of model parameters
Θ = {P,Γ = (A (s) , B(s), σX(s), C(s), D(s), σY (s))} , (4)
for s = 1, . . . , κ. Indeed, a SMSSM can be viewed as a Hidden Markov Model
(HMM) with two latent states (i.e., Xt and St). The observations (Yt) are
assumed to be independent given {St, Xt}. It is also assumed that x0 is fixed,
the initial distribution Π is known, and the distributions pΘ(yt | xt, st) and
pΘ(xt | xt−1, st) are Gaussian with parameters deduced respectively from (1)
and (2).
The identifiability issue for the SMSSM defined above is addressed in the
next section. It is essential for a relevant parameters identification.
3. Identifiability of a SMSSM
A model is said “identifiable” if there exists one set of parameters Θ which
leads to a given input-output relation. This can be formulated as follows
pΘ(y0:T ) = pΘ∗(y0:T ) ⇒ Θ = Θ∗. (5)
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Moreover, a subset of parameters F ⊂ Θ is said “globally structurally (g.s.)
identifiable” when p(y0:T |Θ∗) = p(y0:T |Θ) implies F ∗ = F . However, it is
well-known that a linear state-space model [7], and even more a SMSSM,
suffers from identifiability problems. Indeed, let us consider that X∗t and
Xt are related by a linear transformation X
∗
t = H(st)Xt. We obtain an
equivalent model with the same observation sequence
A∗(s) = H(s) · A(s) ·H−1(s)
B∗(s) = H(s) · B(s)
C∗(s) = C(s) · H−1(s)
σ2X
∗
(s) = H(s) · σ2X(s) ·H(s),
(6)
where H(s) ∈ R. It has to be noted that D(s) and σY (s) are always g.s.
identifiable. They are invariant under any linear transformation H(s). Also,
A(s) is g.s. identifiable since it belongs to R.
To ensure the identifiability of the model, constraints could be imposed
on its parameters. It is noteworthy that the Markov states St can be rela-
beled without changing the distribution of the observations [8]. Thus, the
identifiability of the SMSSM is considered up to state switching.
3.1. Case of LGSSM
As a first step, we address the identifiability of a Linear Gaussian State-
Space Model (i.e., SMSSM with κ = 1). The following prior information is
considered at t0 = 0
y0 = Cx0 +Du0, (7)





Consequently, under (7) and (8), the only solution of (6) is H = 1. Thus,
the parameters of a SMSSM with κ = 1 are g.s. identifiable under (7).
3.2. Case of known sequence Markov states
It is assumed that at t0 = 0
y0 = C(s0)x0 +D(s0)u0, (9)
for any hidden state s0 = 1, . . . , κ. When the Markov sequence s0:T is known,
the model can be transformed into κ LGSSMs with an appropriate sampling
5
time. Accordingly, the identifiability results of the previous section can be
extended, and the set Γ of parameters of these κ LGSSMs is g.s. identifiable
under constraints (9). This can be formulated by the following relation:
pΓ(y0:T |s0:T ) = pΓ∗(y0:T |s0:T ) ⇒ Γ = Γ∗. (10)
3.3. Case of unknown sequence of Markov states
When the Markov sequence s0:T is unknown, the marginal likelihood of




pP (s0:T ) · pΓ(y0:T |s0:T ), (11)
where S = {1, . . . , κ}T+1 and pΓ(y0:T |s0:T ) is a Gaussian distribution whose
parameters are recursively calculated using a Kalman filter. Thus pΘ(y0:T ) is
a finite convex combination of Gaussian distributions. Yakowitz and Spragins
[9] prove that a family of finite mixture distributions is identifiable, iff the
members of the underlying distribution family are linearly independent over
the field of real numbers. Based on this theorem, they then prove that a T -
dimensional Gaussian distribution pΓ(y0:T |s0:T ) generates identifiable finite
mixtures. Hence, we have
pΘ(y0:T ) = pΘ∗(y0:T )⇒1)pΓ(y0:T |s0:T ) = pΓ∗(y0:T |s0:T )
2)pP (s0:T ) = pP ∗(s0:T ). (12)
Under the constraints (9), the first equation implies that Γ = Γ∗. Since
st is an irreducible aperiodic Markov chain, thus has a unique stationary
distribution, the second equation implies that P = P ∗ cf. Lemma 2 in [10].
As a result, we have the following proposition.
Proposition 1. The parameters of the SMSSM (1)-(2) are g.s. identifiable
if the following constraints are verified
1. A prior information at t0 = 0 is available:
y0 = C(s)x0 +D(s)u0 with s = 1, . . . , κ and x0 · u0 6= 0n×1, (13)
2. ∀(i, j), P (i, j) 6= 0.
Condition 2 implies that the finite hidden Markov chain is irreducible and
aperiodic. In the next section, under the above constraints, we attempt to
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estimate the model parameters Θ maximizing the probability of the obser-
vation sequence.
4. Off-line learning of model parameters
Let us consider a learning dataset {y0:T , u0:T} where y0:T is observed and
u0:T is an input. Both x0:T and s0:T are unknown. In the following, an off-
line learning of unknown parameter Θ using the Maximum Likelihood (ML)
inference is proposed. The original ML estimation problem can be formulated
as follows
Θ̂ML = arg max
Θ
log pΘ(y0:T ). (14)






pΘ(x0:T , s0:T , y0:T )dx0:T , (15)
where pΘ(x0:T , s0:T , y0:T ) is the complete-likelihood given by




pΘ (st | st−1) · pΘ (xt | xt−1, st) · pΘ (yt | xt, st) .
It is clear that a direct evaluation of (15) is not analytically tractable as it
involves the summation over up to κT+1 Markov sequences. Therefore the
EM algorithm is used to iteratively compute the maximum likelihood esti-
mate Θ̂ML. This algorithm is particularly useful in incomplete-data prob-
lems [11]. The EM iteration alternates between an expectation step (E-
step), which calculates the conditional expectation of the log-likelihood for
complete data using the current estimated parameters, and a maximization
step (M-step), which computes the parameters maximizing the conditional
expectation found on the E-step. These estimated parameters are then used
in the E-step of the next iteration.
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4.1. EM algorithm for SMSSM
Instead of log pΘ(y0:T ), the EM algorithm considers the conditional ex-
pectation of the complete log-likelihood
Q(Θ,Θ′) = EY0:T ,Θ′ [log pΘ (X0:T , S0:T , Y0:T )] . (17)
Given an initial value of Θ′, the ML estimator is then iteratively approached
by Θ which maximizes Q(Θ,Θ′) [11].
4.1.1. Expectation Step
Based on the interaction (3) between the two latent variables St and Xt,




{pΘ′(s0:T | y0:T )ES0:T ,Y0:T ,Θ′ [log pΘ(X0:T , S0:T , Y0:T )]}, (18)
where the conditional expectation in (18) is evaluated using a Kalman filter.
4.1.2. Maximization Step
The maximization of Q(Θ,Θ′) w.r.t Θ must be conducted under the con-
straint on the transition matrix
∑
j P (i, j) = 1 and the constraints (13)
ensuring the identifiability of the parameters. The Lagrangian associated to
these constraints is






P (i, j)]+µi[y0−C(i)x0−D(i)u0], (19)
where λi and µi, 1 ≤ i ≤ κ, are the Lagrangian multipliers. The transition
matrix P is estimated by solving ∂L(Θ, λ, µ)/∂P = 0
P̂ (i, j) =
∑
{t:st−1=i , st=j}
pΘ′(st−1 = i , st = j | y0:T )∑
{t:st−1=i}
pΘ′(st−1 = i | y0:T )
. (20)
Canceling ∂L(Θ, λ, µ)/∂Γ leads to the following system of (4+2n)κ equations∑
t:st=i
[
A(i)x̂t−1,t−1|T +B(i)x̂t−1|Tut − x̂t−1,t|T
]










Πt|T (i) = 0, (22)∑
t:st=i
[
C(i)x̂t,t|T +D(s)x̂t|Tut − x̂t|Tyt
]








Πt|T (i) + λiσY (i)u0 = 0, (24)∑
t:st=i
[
σ2X(i)− x̂t−1,t−1|T − A2(i)x̂t,t|T −B(i)utB(i)ut + 2A(i)x̂t,t−1|T
+2x̂t|TB(i)ut − 2A(i)x̂t|TB(i)ut
]
Πt|T (i) = 0, (25)∑
t:st=i
[
σ2Y (i)− y2t − C2(i)x̂t,t|T −D(i)utD(i)ut + 2ytC(i)xt + 2ytD(i)ut
−2C(i)xtD(i)ut] Πt|T (i) = 0, (26)
where In is the identity matrix of dimension n, x̂t|T = E[Xt | s0:T , y0:T ,Θ′],
x̂t,r|T = E[Xt ·Xr | s0:T , y0:T ,Θ′] and Πt|T (i) = pΘ′(st = i | y0:T ).
However, an exact computation of this system (21)-(26) needs to perform
summations over up to κT+1 values of s0:T . Even for modest values of T , this
would be too expensive.
4.2. Monte Carlo approximation of the EM algorithm for SMSSM
To overcome this computational difficulty, we resort to the Monte Carlo
method to numerically approximate the EM algorithm [12]. More precisely,
a set of N independent “particles” si0:T is simulated from pΘ′(s0:T | y0:T ), and







Esi0:T ,Y0:T ,Θ′ [log pΘ(X0:T , s
i
0:T , Y0:T )]. (27)
Unfortunately, it is difficult to simulate directly from the “target” distribu-
tion pΘ′(s0:T | y0:T ). Therefore, we use the well-known “importance sam-
pling” method. The basic idea of this method is to sample from an “instru-
mental distribution” qΘ′(s0:T | y0:T ) from which it is easy to obtain samples,
and then to introduce “importance weights” to obtain an unbiased estimator.




pΘ′(s0:T | y0:T )
qΘ′(s0:T | y0:T )
. (28)
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Esi0:T ,Y0:T ,Θ′ [log pΘ(X0:T , s
i
0:T , Y0:T )], (29)
where ŵiT denotes the normalized version of w
i
T . The strong law of large
number implies that this estimate (29) converges to ∂Q(Θ,Θ′)/∂Θ almost
surely as N tends to infinity. The selecting of the instrumental distribution
is discussed later in this section.
However, sampling from qΘ′(s0:T | y0:T ) would have a computational com-
plexity increasing at least linearly with T [12]. Hence, since St is a Markov
chain, we naturally resort to the “sequential importance sampling” that ad-
mits a fixed computational complexity at each time step t.
4.2.1. Sequential Importance Sampling (SIS)
At time t, the instrumental distribution qΘ′(s0:t | y1:t) can be written as
follows
qΘ′(s0:t | y0:t) = qΘ′(s0)
t∏
k=1
qΘ′(st | s0:k−1, y0:t). (30)
Therefore at time t + 1, the simulated sequences si0:t will be modified as
the observation yt+1 is considered. In sequential sampling, our aim is to
simulate st without modifying the previously simulated sequences s
i
0:t−1. This
is possible if the instrumental distribution has the following form
qΘ′(s0:t | y0:t) = qΘ′(s0)
t∏
k=1
qΘ′(st | s0:k−1, y0:k). (31)
Importance weight. The importance weights are recursively evaluated
wit = w
i
t−1 · w̃it, (32)
where
w̃it =
pΘ′(yt | s0:t, y0:t−1)pΘ′(st | s0:t−1)
pΘ′(yt | y0:t−1)qΘ′(st | s0:t−1, y0:t)
∝pΘ
′(yt | s0:t, y0:t−1)pΘ′(st | s0:t−1)
qΘ′(st | s0:t−1, y0:t)
. (33)
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Sequential Importance Resampling. The entire path up to t of pΘ′(s0:t | y0:t)
and qΘ′(s0:t | y0:t) could be far apart. Therefore after a few simulation itera-
tions, a lot of importance weights could be very close to zero. To avoid this
“degeneracy phenomenon”, a resampling step is generally added to the SIS
algorithm. It consists of discarding the particles si0:t with low importance
weights and duplicating the ones with high ŵit. Here, we use the multinomial
sampling procedure which is the most popular resampling procedure [13].
Choice of the instrumental distribution. The obvious condition for selecting




= 0. This condition ensures that in equation (28) the denominator
is not equal to zero.
Here we choose qΘ′(st | s0:t−1, y0:t) = pΘ′(st | s0:t−1, y0:t) which is the
distribution that minimizes the variance of the importance weights given
s0:t−1 and y0:t [14]. In addition, it is easy to obtain samples from pΘ′(st |
s0:t−1, y0:t) as it can be computed using κ Kalman filters
pΘ′(st | s0:t−1, y0:t) =
pΘ′(st | st−1) · pΘ′(yt | s0:t, y0:t−1)
pΘ′(yt | s0:t−1, y0:t−1)
, (34)
where
pΘ′(yt | s0:t−1, y0:t−1) =
κ∑
st=1
pΘ′(st | st−1) · pΘ′(yt | s0:t, y0:t−1). (35)
The prior distribution pΘ′(st|st−1) can also be used as an instrumental
distribution. In this case, based on (33), the computation of importance
weights requires only one step of a Kalman filter, but the variance of the
importance weights is large.
The k-th iteration of the proposed method for estimation the parameters
using a sequential Monte Carlo (MC) approximation of the EM algorithm is
presented in Algorithm 1. Its computational complexity is equal to O(N T ),
where N is the number of particles and T is the size of the learning dataset.
4.2.2. Approximation of the marginal likelihood
The marginal likelihood pΘ(y0:T ) is approximated by
p̂Θ(y0:T ) = pΘ(y0)
T∏
t=1
p̂Θ(yt | y0:t−1), (36)
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where p̂Θ(yt | y1:t−1) is iteratively calculated using the Kalman filter and the
importance weights
p̂Θ(yt | y0:t−1) =
N∑
i=1
ŵit−1p̂Θ(yt | si0:t−1, y0:t−1). (37)
Algorithm 1 k-th iteration of the MC-EM algorithm for SMSSM
Input ← Θ = Θ(k), y0:T , u0:T
Init ← si0
i.i.d.∼ Π (∀i = 1 : N)
for t = 1 : T and i = 1 : N do
1. Sample sit






2. Given si0:t and y1:t, calculate x
i
t using a Kalman filter
3. Calculate importance weights wit




witδ(s0:t−si0:t), where δ(·) is a Dirac
function with mass at zero
end for
for t = 1 : T and i = 1 : N do
Calculate x̂it|T and x̂
i
t,t|T using a Kalman filter
end for
Estimate Θ(k+1) by solving ∂L(θ, λ, µ)/∂Θ = 0 using (29)
In this section, we have studied the inference of the unknown parameters
Θ assuming that the number of the hidden Markov states κ is fixed. In the
next section, we are interested in the choice of the optimal κ.
5. Order Selection for SMSSM
The hidden Markov state models the different regimes of the underlying
dynamics of the system. However, no hints are available with regards to the
number of these regimes. As a consequence, the number of hidden Markov
states κ should be identified. The first issue to be discussed is the identifi-
cation criterion of the optimal κ. This criterion is commonly determined by
a “trade-off” between the accuracy requirements and the model complexity.
The accuracy of the model is determined by its capacity to fit the data. In
this paper, the likelihood is used as an accuracy indicator. This is justified
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by the fact that the model is inferred using the ML approach. However,
the maximum of likelihood does not decrease with κ, and should be penal-
ized by the complexity of the model. This complexity depends essentially
on the number of independent parameters K. For a SMSSM, K is equal to
κ2 + (2n + 3)κ. The leading penalized likelihood criterion are BIC [15] and
AIC [16]. Both are derived from distinct perspectives and address differently
the trade-off between accuracy and complexity. Indeed, BIC is “consistent”
in the sense of asymptotically selecting the true model (i.e., the probability
of selecting the true model by BIC approaches to one as T → ∞), whereas
AIC is “efficient” in the sense of asymptotically minimizing the mean-squared
prediction error (see for instance [17]).
In practice, the numbers minimal and maximal of the hidden Markov
states are fixed. The maximum of likelihood of all possible κ is then cal-
culated using the presented MC-EM algorithm. Finally, the optimal κ with
respect to BIC (resp. AIC) is the one that minimizes BIC (resp. AIC).
Algorithm 2 presents the selection of the optimal κ using BIC and AIC.
Algorithm 2 Selection of the optimal κ using BIC and AIC
for κ = κmin : κmax do
1. Calculate p̂Θ(y0:T ) from (36)
2. BIC(κ) = −2 log p̂Θ(y0:T ) +K log(T )
3. AIC(κ) = −2 log p̂Θ(y0:T ) + 2K
end for
Output ← κ?BIC = arg minκBIC(κ)
Output ← κ?AIC = arg minκAIC(κ)
Given the number of hidden Markov states and the corresponding model
parameters Θ, the online estimation of the state of interest xt is considered
in the next section.
6. Online estimation of the state of interest
We suppose here that the number of hidden Markov states has been pre-
viously identified (see Section 5) and that the associated vector of parameters
Θ is estimated (see Section 4). The optimal estimations of xt and st is a well-
known NP problem and requires a prohibitive computational cost. Indeed,
a closed form solution would require running Kalman filters for each possi-
ble Markov sequence s0:t; i.e., κ
t+1 filters. To overcome this computational
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problem, a variety of suboptimal estimation algorithms has already been
proposed. Most of these algorithms are based on merging the components
at time t like the Interacting multiple model (IMM) [18]. The IMM uses
only κ parallel Kalman filters and then merges their κ estimated xit using a
deterministic finite Gaussian mixture approximation. Another possible sub-
optimal strategy is to approximate the continuous process Xt by a finite state
process with fixed states. The SMSSM is thus reduced to a HMM with two
discrete latent states, and the estimation algorithms of a HMM can be easily
implemented. A more sophisticated method uses particle filter to estimate
xt. As shown in Section 7, N sequences of Markov states s
i
0:t are sequentially
simulated from an instrumental distribution qΘ(st|si0:t−1, y0:t), then x1t , . . . , xNt








or by a confidence interval
x̂t ∈ [x0.05t ;x0.95t ], (39)
where xpt denotes the empirical p-quantiles.
In the next section, the issues that arise in implementing SMSSMs are
analyzed, namely the influence of the number of particles on both off-line
inference of unknown parameters and online estimation of xt, and the initial-
ization strategy of the MC-EM algorithm.
7. Sensitivity Analysis
In this section, we analyze the numerical difficulties in implementing
SMSSMs, and validate the presented MC-EM algorithm as well as the online
estimation of xt. We also verify the ability of the model selection criteria,
AIC and BIC, to identify the optimal model order for a SMSSM. To this
purpose, we simulate a learning dataset with T = 500 through a SMSSM
with κ = 3 (Fig. 1). Table 1 summarizes the values of its parameters. The
main difficulty in this model is that C is well below 1, with C describing the
influence of the state of interest Xt on the observation Yt. When C has small
values, meaning that Xt has a very limited impact on Yt, it is then difficult
to estimate Xt based solely on Yt. It is noteworthy that this simulated data
14





s = 1 1 [1.20 0] 0.11 [350 375] 10−4 20
s = 2 1 [1.35 0] 0.15 [400 380] 10−4 1
s = 3 1 [1.30 0] 0.20 [420 385] 10−4 1
Table 1: Parameters values of the SMSSM with κ = 3 used to create the simulated dataset
matches the behavior of a battery. In addition, similarly to the battery case,
we consider that A and B2 are identified in advance.












   







   
  








Figure 1: [Simulated data] Learning dataset simulated through a SMSSM with κ = 3
7.1. MC-EM algorithm
The accuracy of the presented parameters inference algorithm depends,
on the one hand, on the initialization of the set of unknown parameters as
the EM may converge to a local maximum of likelihood and, on the other
hand, on the number of particles since the EM algorithm is approximated
using a Monte Carlo method.
7.1.1. Initialization strategy
Independent initialization. Each unknown parameter is initialized indepen-
dently through a Gaussian distribution with mean computed based on its
physical interpretation and/or expert knowledge. The variance should be
relatively large to ensure that the initialization varies each time the MC-EM
algorithm is run. The variance of the process noise ωt and measurement noise
εt are set to 10
3, as the transition and observation equations are unreliable
at this stage. In addition, the transition matrix P is initialized by assigning
15
random values to each row which is then normalized. Figure 2 shows the
results of the estimated ML for κ = {2, . . . , 7} based on the simulated data.
It can be observed that some estimations may be far from being optimal.
Contrary to the results obtained for κ = 5 and 7, the maximum of likelihood
must not decrease with κ. In order to overcome this problem, a different
initialization strategy, called “nested initialization”, is used [19].
















Figure 2: [Simulated data] Estimated ML for κ = {2, . . . , 7}; 20 independent initializations
of the EM algorithm for each κ
Nested initialization. called also Km1 for “K minus 1”. For κ ≥ 2, suppose
that Θ of model order κ− 1, denoted Θ(κ−1), is available. Then, to initialize
Θ(κ), the state κ0 having the maximum entropy is divided into two states.





pΘ(st = r | y0:T ) log pΘ(st = r | y0:T ), (40)
where r = argmaxs pΘ(st = s | y0:T ). In Figure 4 the parameters vector
Model : κ− 1
Model : κ
1 . . . κ0 . . . κ− 1
1 . . . κ0 . . . κ− 1 κ
Figure 3: Nested initialization strategy (Km1 strategy) for the EM algorithm
Θ(2) is estimated based on the simulated data. To initialize the parameters
for κ = 3, the entropy of the two states are computed. Figure 4 shows that
the observations under the state having the highest entropy (e.g. state 1)
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are more dispersed than those under the other states (e.g. state 2). Thus
for κ = 3, the state 1 is divided into two states and the parameters vector of
state 1 and 3 is initialized as follows
Θ(3) = {Θ(2)(s = 1) + random1, Θ(2)(s = 2), Θ(2)(s = 1) + random2}.




















State 2: entropy = 1.45State 1: entropy = 1.77
x(t)
u(t)u(t)x(t)
Figure 4: [Simulated data] Distribution of the observations around the estimated param-
eters per state: the observations under the State 1 are more dispersed than those under
the State 2. State 1 should be divided into two modes
is resolved, and the estimated MLs with nested initializations increase with
respect to the model order κ.













Figure 5: [Simulated data] Estimated ML with κ = {2, . . . , 7}; 20 nested initializations of
the EM algorithm for each κ
7.1.2. Influence of the number of particles
In order to study the influence of the number of particles on the estimated
ML, we run 20 EM with identical initialization for N = 100 and N = 1000.
Figure 6 shows that the mean of the estimated ML is almost equal in both
17
cases. However, the dispersion of the estimated ML for N = 100 is relatively
higher than the one for N = 1000. Figure 7 shows the estimated MLs for



















Figure 6: [Simulated data] Estimated ML for N = 100 and 1000 with κ = 3; 20 identical
initializations of the EM algorithm for each case
different number of particles N with κ = 5. For each N , the EM algorithm
is repeated 20 times with different independent initializations. For each N
the dispersion of the estimated MLs has two sources: the initialization of the
EM algorithm and the Particle filter. We note that, in almost all cases, this
dispersion remains relatively small. Hence, the choice of the likelihood as an
accuracy indicator of a SMSSM (Section 5) seems pertinent.

















Figure 7: [Simulated data] Estimated ML for N = {100, 200, 500, 750, 1000} with κ = 5;
20 different initializations of the EM algorithm for each case
7.1.3. Validation of the parameters estimation methods
In this section, we compare the true parameters of the simulated model
with κ = 3 and estimated parameters for κ = 3 and 5. For κ = 3, Figure 8
highlights that B(s) the parameter of the equation of the unobserved state


































Figure 8: [Simulated data] Comparaison between true (∗) and estimated (◦) parameters
with κ = 3
variable Yt. For κ = 5, Figure 9 highlights that State 1 is duplicated into 2
states: State 3 and 5. In this case, for κ > 3, the EM algorithm duplicates
a state of the true model κ = 3 in order to find the set of parameters that
maximizes the likelihood pΘ(y0:T ). This can be clearly seen in Fig. 5 where
the estimated likelihood is almost stable for κ ≥ 3.

































Figure 9: [Simulated data] Estimated parameters for SMSSM with κ = 5
7.2. Model selection using BIC and AIC
Based on the simulated data, BIC and AIC find the true number of
Markov states (κ = 3), cf. Figure 10. By examining each criterion closely, we
19
note that BIC chooses sharply κ = 3, however AIC hesitates between κ = 3
and 4. This is because AIC tends to overestimate the model order (see for
instance [20]). This will emerge clearly when using real data.






Number of hidden Markov states (κ)
Figure 10: [Simulated data] BIC (◦) and AIC (4) with κ = {2, . . . , 7}
7.3. Online estimation of xt
The number of particles N to be used for the online estimation of xt
is constrained by the limited hardware ressources in embedded applications.
Based on the simulated data, the results show that a small number of particles
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Figure 11: [Simulated data] Influence of the number of particles N on the online estimation
of xt
In the next section, we implement a SMSSM in real-world application,
namely the estimation of the state of charge of an electric battery.
20


















Figure 12: [Simulated data] Mean squared error of the online estimated xt vs. the number
of particles N
8. Estimation of the State of Charge of an electric battery using a
SMSSM
Our study is motivated primarily by the problem of estimating the State
of Charge (SoC) of battery for electric vehicles. Indeed, the battery dynamics
randomly changes according to uncontrolled usage conditions such as ambient
temperature and driving behavior. An accurate SoC of a battery is essential
to indicate its autonomy and its available energy, as well as to guarantee a
safe utilization of the battery by preventing under or over-charge that may
lead to permanent damage.
8.1. State of art
A review of the SoC estimators as well as their performances in em-
bedded applications is given in [21]. The most commonly used approaches
are founded on the “Coulomb counting” model and on the general state-
space models. The Coulomb counting establishes a SoC model based on a
weighted summation of input and output battery currents. Although simple,
this method is an open loop. As a result, the error of the current sensor
can drift the estimation. In order for it to be reliable, this method requires
an accurate, thus expensive, current sensor. On the other hand, a general
state-space model combines the SoC, modeled using Coulomb counting, and
the voltage, modeled using an equivalent electric circuit. As a result, recur-
sive SoC estimation can be provided by an extended Kalman filter. It is
noteworthy that, a Kalman filter being a closed loop method, it can take the
sensor error into account. However, real-life conditions can lead the state-
space model describing the behavior of an electric vehicle battery to change
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over time. Indeed, these changes cannot be predicted, as they are influenced
by uncontrolled external conditions, such as the ambient temperature and
current profile, but also by internal conditions like the battery resistance and
aging. Attempts have been made to improve the Kalman filter method so as
to integrate the possibility of changes over time. In [4], sets of parameters
are identified for several temperatures and SoC. In [5], unknown parameters
are included in the state vector, and then estimated at each time t. These
solutions remain contestable. Indeed, in the former the parameters changes
according to an estimated, and possibly inaccurate, SoC. The latter is too
expensive and thereby not suitable for an online application. Furthermore,
changes can be modeled through a regression function relating each param-
eter with a given temperature as in [6]. However, this method ignores the
influence of uncontrolled internal and external conditions. To the best of our
knowledge, we can stipulate that there is no model or method that gives an
accurate online SoC regardless of internal and external usage conditions.
8.2. Description of the learning dataset
The learning dataset (see an example Fig. 13) gathers current and voltage
measurements collected during drive of an EV, with an ambient temperature
of 15◦C, a sampling time of 1s and a working time of 4500s. The SoC was
computed using the Coulomb counting method as the EV was equipped with
an accurate current sensor.











   










   








Figure 13: [Real data] Learning dataset collected during the drive of an Electric Vehicle
8.3. Motivations
Our aim is to develop a generic SoC estimator able to take into account
the random variations of the battery dynamics. At first, we attempt to
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estimate the SoC using a LGSSM (i.e., SMSSM with κ = 1). In order
to monitor the relevance of the Kalman filter, attention has been paid to
compare the estimated voltage with the observed voltage. Figure 14 shows
that a single LGSSM cannot estimate accurately the voltage throughout the
whole interval [0 ; T ], and different potential LGSSMs should be used instead.
















Figure 14: [Real data] Prediction of the voltage using a linear Gaussian state-space model
8.4. SoC model
By now the SoC is modeled by the following SMSSM, for which the
observation and the state equations are based on physical models [6]
Xt = Xt−1 +B(St)ut + ωt,
Yt = C(St)xt +D1(St)ut +D2(St) + εt, (41)
where Yt is the observed voltage, ut the input current and Xt the SoC to be
estimated. Here, A(s) is physically identified: ∀s, A(s) = 1. In addition, we
have a physical prior information at t0 = 0
y0 = C(s0)x0 +D2(s0), (42)
where y0 is the Open Circuit Voltage (OCV) measurement and x0 its cor-
responding SoC. Indeed, in practice at t0 = 0, the battery is often in a
resting state, and the SoC can be efficiently calculated using an OCV/SoC
relationship. To validate our SoC model, as well as the parameters estima-
tion method, real-life Electric Vehicle (EV) data are used. Accordingly, the
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battery usage does not only depend on ambient temperature and itinerary,
but also on drivers behavior and road conditions.
8.5. Choice of the optimal number of Markov states
The number of hidden Markov states κ reflects the number of different
regimes of the underlying dynamics of the battery. Figure 15 shows that the
optimal κ is equal to κ = 4 with respect to BIC, and κ = 5 with respect to
AIC. We note that AIC gives close results for κ = 4, 5 and 6, but that BIC
chooses sharply κ = 4. The model chosen by BIC is more parsimonious and
requires less storage and computation capacities. This makes it appropriate
for electric vehicles as it satisfies embedded application constraints. On the
other hand, the model chosen by AIC theoretically minimizes the estimation
error of the SoC. Thus, depending on given selection criteria, such as the
estimation error or the computation time, the “optimal” number of hidden
Markov states can be chosen.






Number of hidden Markov states (κ)
Figure 15: [Real data] BIC (◦) and AIC (4) with κ = {2, . . . , 7}
8.6. Validation of the model
The learned SMSSM with κ = 4 (and an ambient temperature of 15◦C) is
validated using three different datasets also collected during a drive of an EV,
under different ambient temperatures (5, 15, 25◦C). The results show that
SMSSM provides an accurate and robust SoC estimation even for different
ambiant temperatures. Indeed, the maximum difference between the SoC
estimated by Coulomb counting and SMSSM is equal to 5%; whereas this
difference reaches 20% for a single LSSM, Fig. 16. Moreover, numerical
experiments show that under a specific hidden Markov state, the relation
between SoC, voltage and current is linear (Fig. 17) which confirms the
24
SMSSM assumptions. Figure 18 shows that the hidden Markov state could
reflect a specific usage of the battery as it follows closely the variation of
the voltage. Thus, we expect that this hidden state would have a physical

















Figure 16: [Real data] Difference between Coulomb counting and estimated SoC using
SMSSM with κ = 4 (top) and Linear state-space model (bottom) for ambient temperature
equal to 5, 15, 25◦C

































Figure 17: [Real data] Voltage vs SoC vs current: instantaneous measurements under
each hidden Markov state for a SMSSM with κ = 4
9. Discussion
This paper has addressed the four basic problems in implementing a
switching Markov state-space model in real-world applications, namely the
25























Figure 18: [Real data] Variation of the voltage and the hidden Markov state over time.
The presented st is the one that appears the most in the N particles s
i
t
identifiability, the off-line inference of the model parameters, the order selec-
tion and the state of interest inference. For the identifiability issue, we have
proven that, in case of an irreducible and aperiodic Markov chain, a con-
straint relating the state of interest Xt to the observations Yt at a time t0 is
sufficient to ensure the identifiability of the model parameters. Under these
constraints, an off-line inference of these parameters is then developed using
a Monte Carlo approximation of the EM algorithm. The numerical difficul-
ties in implementing this algorithm have been studied based on a simulated
dataset. The results show that a nested initialization of the EM algorithm is
more appropriate than an independent one in case of SMSSMs. Indeed, the
nested initialization takes into account the characteristics of mixture models,
and ensures that the transition from order κ to κ + 1 improves the model
(i.e., the estimated maximum of likelihood does not decreases). Another
numerical issue lies with the choice of the number of particles. The results
for N = {100, 200, 500, 750, 100} shows that the dispersion of the estimated
ML is relatively small. This confirms the use of penalized likelihood criteria,
namely AIC and BIC, to select the number of hidden Markov states κ. Once
the number of hidden Markov states is chosen and the corresponding set of
model parameters is estimated, they can be embedded into the system man-
agement controller to provide an online estimation of the state of interest
Xt. This paper has presented an online state inference using a particle filter.
The sensitivity analysis has shown that the required number of particles is
N ' 10, rendering the use of the particle filter feasible in embedded applica-
tions. In order to illustrate a real-world application of SMSSMs, the problem
of estimating the SoC of an electric battery, using a SMSSM-based model, is
considered. Indeed, the hidden Markov states of this SoC model reflect the
26
random variations of the dynamics of the battery induced by uncontrolled
usage conditions. Moreover, the constraints ensuring the identifiability of
this SoC model have been physically identified. Finally, the validation of
this model through real-world electric vehicle data confirmed its ability to
accurately estimate the SoC under different driving and ambient tempera-
ture conditions. An alternative method for estimating the model parameters,
based on Gibbs sampler, is being explored.
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