We describe a low cost alternative to the standard variational DMRG (density matrix renormalization group) algorithm that is analogous to the combination of selected configuration interaction plus perturbation theory (SCI+PT). We denote the resulting method p-DMRG (perturbative DMRG) to distinguish it from the standard variational DMRG. p-DMRG is expected to be useful for systems with very large active spaces, for which variational DMRG becomes too expensive. Similar to SCI+PT, in p-DMRG a zeroth-order wavefunction is first obtained by a standard DMRG calculation, but with a small bond dimension. Then, the residual correlation is recovered by a second-order perturbative treatment. We discuss the choice of partitioning for the perturbation theory, which is crucial for its accuracy and robustness. To circumvent the problem of a large bond dimension in the first-order wavefunction, we use a sum of matrix product states (MPS) to expand the first-order wavefunction, yielding substantial savings in computational cost and memory. We also propose extrapolation schemes to reduce the errors in the zeroth-and first-order wavefunctions. Numerical results for Cr 2 with a (28e,76o) active space and 1,3-butadiene with a (22e,82o) active space reveal that p-DMRG provides ground state energies of a similar quality to variational DMRG with very large bond dimensions, but at a significantly lower computational cost. This suggests that p-DMRG will be an efficient tool for benchmark studies in the future.
Introduction
Achieving chemical accuracy (ca. 1mE h ) in systems with a mix of multireference and dynamic correlations remains a challenging problem in molecular quantum chemistry. While complete active spaces (CAS) with tens of partially filled orbitals can be reliably treated by techniques such as the density matrix renormalization group (DMRG), [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] reaching chemical accuracy in the subsequent description of the dynamic correlation is difficult. The most common technique to treat dynamical correlation in the multireference setting is second-order perturbation theory (PT). [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] However, one often finds that a second-order perturbative treatment is not powerful enough to accurately describe correlations involving some of the moderately correlated non-valence orbitals in a complex system. For example, in 3d transition metal systems, binding energies and exchange couplings can be substantially in error if the virtual 4d, semi-core 3s3p, or valence ligand orbitals, are treated only at the second-order perturbative level. The standard remedy is to include these additional moderately correlated orbitals in the multireference active space treatment. However, for complex systems this can create enormous active spaces that are inaccessible or otherwise impractical even for current DMRG methods.
treated by second-order PT, most commonly using the Epstein-Nesbet (EN) partitioning.
Some important recent improvements include the use of stochastic methods to evaluate the second-order energies (E 2 ) in order to handle large basis sets, 31, 32 as well as the development of more systematic extrapolations with respect to the thresholds in the method. One finds that SCI methods achieve chemical accuracy in the total energy for a variety of small molecule problems using a remarkably small number of variational determinants. However, it is important to observe that the variational CI energy alone is itself usually quite poor.
For example, in a heat-bath CI calculation on the chromium dimer (48e, 42o) active space 30 popularized in DMRG benchmarks, 8 the variational CI energy was more than 60 mE h above the the DMRG benchmark result. Instead, it is the second order PT correction, combined with extrapolation, that yields the final high accuracy result. In the above case, the total energy error using perturbation theory plus extrapolation is reduced to less than 1 mE h , a reduction by a factor of almost one hundred.
The remarkable accuracy of the second-order perturbation correction in selected CI stands in stark contrast to the accuracy of second-order perturbation corrections when used with complete active spaces. The physical reason for the difference is that even if the reference wavefunction is determined exactly (within the complete active space) it is unbalanced due to the lack of dynamical correlation. In contrast, although the variational selected CI computes only a quite approximate reference wavefunction, it is determined in a full, or at least large, space of orbitals, leading to a more balanced reference state. This suggests that the key to an accurate second-order correlation contribution involves balancing the different orbital correlations, rather than describing only the strongest correlations exactly, as in a valence CAS. This observation is independent of choosing selected CI for the reference wavefunction, and it is the motivation for this work.
In the current paper, we will explore how we can use quite approximate, but balanced, variational DMRG reference wavefunctions computed in large active spaces, and correct them efficiently and to high accuracy, with second order PT within the same orbital space.
We name this technique "perturbatively corrected DMRG" or p-DMRG. In p-DMRG, we represent both the zeroth order variational reference wavefunction |Ψ (0) as well as the first order perturbative correction |Ψ (1) in terms of matrix product states (MPS). Note that there are advantages to using a MPS representation, rather than a determinantal expansion, of the variational reference wavefunction. The MPS representation allows us to construct compact strongly correlated wavefunctions even where there is little to no determinantal sparsity, for example in systems with many coupled spins, where there is little sparsity in the coupled lowspin configurations of the system. A second reason is that volume extensivity of the energy is achieved by a matrix product state with a cost ∝ e V 2/3 rather than ∝ e V in configuration interaction. Asymptotically, this makes the variational MPS representation exponentially more compact than a variational determinant expansion, and in practice, allows for a larger number of spatially separated orbitals to be treated.
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Relative to a standard variational DMRG calculation, the cost savings in p-DMRG arise from two sources. First, as described above, the zeroth order wavefunction can be computed using a bond dimension M 0 much smaller than is needed to fully converge the variational DMRG calculation. Second, although the bond dimension M 1 for the first order wavefunction still needs to be quite large, the first order wavefunction it is determined by minimizing the
Hylleraas functional,
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which is less expensive than minimizing the variational DMRG energy, because the zeroth A generic FCI wavefunction can be written in Fock space as
where |n 1 n 2 · · · n K is the occupation basis in the Fock space of K spatial orbitals, and n k ∈ {0, 1, 2, 3} for the local configuration basis {|0 , |k β , |k α , |k α k β }, respectively. It can be decomposed into a sequential product of matrices associated with different orbitals via successive singular value decompositions (SVDs),
where A n k [k] are matrices and the symbol A[k] will be used to represent the site tensor as a collection of matrices
to as the bond dimensions, and these take a maximal value of O(4 K/2 ) in the middle of the orbital chain. 38 The MPS form (3) can be used as a variational ansatz by restricting the maximal bond dimension to a given M , which is then the single parameter that controls the accuracy of the approximation. Clearly, as M approaches O(4 K/2 ), the ansatz becomes exact.
However, the importance of the MPS ansatz is that for Hamiltonians with local interactions in one dimension, the entanglement encoded in an MPS with an M with only a very weak dependence on K, is sufficient to accurately represent ground and low-energy eigenstates.
For real molecules which have a more complicated entanglement structure, the required M is generally much larger than that used in one-dimensional models.
5
The DMRG algorithm provides an efficient way to variationally optimize an MPS that optimizes the tensors site-by-site. For simplicity, we consider here only the single site sweep algorithm. When we optimize the site tensor A[k] at site k, the MPS can be recast into a mixed-canonical form as
where the set of
. This choice of the left and right canonical gauges makes the renormalized configuration basis {|l k−1 n k r k } orthonormal, where
that is,
is the wavefunction to be optimized at site k, and it can be obtained by solving a standard configuration interaction problem in the renormalized configuration basis
where H l n r ,lnr = l k−1 n k r k |Ĥ|l k−1 n k r k is the matrix representation of the Hamiltonian 
The cost for each multiplication scales as O(M 3 ), thus the cost for forming σ l n r scales as
at a given site k. In combination with the cost for building the necessary operators O β l n ,ln and O β r r for representing H l n r ,lnr , the computational cost for the standard DMRG algorithm using the quantum chemistry Hamiltonian scales as O( In the p-DMRG method, we assume that an MPS with small M 0 has been optimized by the above standard DMRG algorithm, and it is used as the zeroth-order wavefunction
. Then, the first-order wavefunction |Ψ (1) can be obtained by minimizing the Hylleraas functional (1), which in the exact case is equivalent to solving the first-order equations,
Note that although the bond dimension of |Ψ (0) is chosen small, the bond dimension M 1 of |Ψ (1) arising from (9) can be substantially larger, for example, as large as the bond dimension used in a converged variational DMRG calculation. In the following sections, we will discuss different definitions of the zeroth-order HamiltonianĤ 0 , and how to solve the first-order equation efficiently for the large bond dimensions arising in |Ψ (1) .
Choices of zeroth-order HamiltonianĤ 0
There are several criteria that a good partitioning ofĤ must satisfy. First, in order to reduce the computational cost,Ĥ 0 should be as simple as possible. The Fock operator or the diagonal part ofĤ in the determinant space used in the EN partition both satisfy this criteria, while the simplest projective definitionĤ 0 = PĤP + QĤQ does not. Second, the partition should be free of intruder state problems. The Fock operator generally does not satisfy this criterion (as we have numerically verified) and hence will not be discussed further.
Instead, we will exclusively focus on designingĤ 0 based on the idea of the EN partition, as also used in SCI+PT schemes. [24] [25] [26] [27] [28] [29] [30] [31] [32] Third, the partition should give good energies at 2nd
order, which requires a balanced treatment of |Ψ (0) and |Ψ (1) . Fourth, to be used in a spinadapted DMRG algorithm, 7 we require a spin-freeĤ 0 . This differs from the partitioning in determinant based SCI+PT, whereĤ 0 does not commute with the spin squared operator S 2 , and leading to spin contamination in the first-order wavefunction.
To begin, we start withĤ 0 defined aŝ
whereĤ d contains all single and double excitations which do not change the occupation numbers of spatial orbitals, (10) is analogous to the zeroth order Hamiltonian in the EN partition, but it is spin-free. A consequence of this is that it is block-diagonal rather than diagonal in the determinant basis, 
DM RG = Ψ (0) |Ĥ|Ψ (0) , which is analogous to the choice made in SCI+PT. However, we observe that, unlike in SCI+PT, the zeroth order
DM RG is typically much closer to the exact energy than the zeroth order energies used in SCI+PT. It is hence much lower than the lowest energy of the perturbers, which is the lowest eigenvalue of QĤ d Q, whose eigenstates are relatively uncorrelated. Thus, although this choice of E 0 is in general numerically stable, and is free of intruder state problems as long as M 0 is large enough to achieve a non-vanishing gap between the zerothorder state and the perturbers, the correlation energy recovered is usually too small at the second order level. The other natural choice E 
d between these two limits will provide better performance in terms of stability and accuracy.
Unfortunately, there is no a priori way to determine λ without calculation. One way to define it through a calculation, is through the optimized partitioning method, 42 where λ is chosen to make E 3 (λ) = 0 or equivalently
DM RG is independent of λ. We have explored the dependence of the absolute errors of second-and third-order perturbation theories (PT2 and PT3) on λ as shown in Figure 1 for two small systems, viz., a hydrogen chain H 10 with R(H-H)=1.0Å in a STO-3g basis 43 and H 2 O at the equilibrium geometry 5 in the Dunning's DZ basis. 44 It is clear that as λ increases and E 0 (λ) approaches E
d , E 2 (λ) is lower, for the reasons discussed above. In contrast, the PT3 energy varies more slowly. However, including PT3 does not always improve the results, e.g., for H 2 O, the error of PT2+PT3 is larger than using PT2 alone when λ = 0. Empirically, we observe that the error obtained at the midpoint λ = 1/2 is always improved over that obtained with λ = 0. Hence, in the following, we will use this simple choice in addition to the two obvious choices λ = 0 and λ = 1.
Splitting the first order wavefunction
In general, for large numbers of orbitals, the bond dimension M 1 required to achieve a given accuracy increases with K. Thus, the dominant scaling when solving for the first-order wavefunction is dominated by the scaling O(K 2 M use a deterministic approach, where we represent the first-order wavefunction as a linear combination of MPS, 45 each with a modest bond dimension.
Specifically, noting that Eq. (9) is a linear equation, we use the following ansatz,
where each |Ψ
is represented by an MPS with a fixed bond dimension M 1 , and can be determined recursively from the relation
The form of the LHS is the same for each i, but the RHS becomes more costly as N increases.
When computed from the Hylleraas functional, the largest cost arises from computing the expectation value Ψ
(1) 
Results

Benchmark: C 2 and Cr 2
To test the performance of p-DMRG for various choices ofĤ 0 , we examined two diatomic molecules: C 2 and Cr 2 , for which variational DMRG results are available in the literature.
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The same molecules were also studied in recent Heat-Bath CI plus PT calculations. 30 For these two molecules, we used canonical Hartree-Fock orbitals with D 2h symmetry and ordered them using genetic ordering as used in Ref. 8 The zeroth-order DMRG wavefunctions were computed in a default forward sweep where M 0 was increased gradually, using the Block code.
5,7 Figure 2 shows the p-DMRG results for C 2 at the equilibrium bond length of 1.24253Å
in the cc-pVTZ basis set. 46 All electrons were correlated corresponding to an orbital space of (12e,60o). The absolute errors are given relative to the essentially exact variational DMRG value. 8 The second order perturbation energies were calculated at an effective M 1 = ∞ by extrapolating with discarded weight from M 1 = 5000, 4000, 3000 in reverse sweep mode.
We first note the significance of the perturbation correction: to compare the variational DMRG and p-DMRG calculations as a function of M 0 on the same plot, we had to divide the variational error by 5. We also see that in this dynamic correlation dominated system, the performance of the zeroth order Hamiltonian with λ = 1 is quite good. Using E DM RG and perturbation corrections E (0) DM RG + E 2 (λ) with differentĤ 0 . The errors are calculated relative to the converged variational DMRG energy in Ref. 8 The errors of zeroth-order DMRG energies are divided by 5 to put all curves into the same figure.
Next, we consider a more challenging example, Cr 2 , at two bond distances, the equilibrium bond length 47 R=1.68Å and R=1.50Å, which have been previously benchmarked by variational DMRG. 8 We used the Ahlrichs' SV basis set 48 and correlated all electrons. The resulting orbital space is (48e,42o). The second order perturbation energies were calculated at M 1 = ∞ by extrapolation from M 1 = 8000, 7000, 6000 (in reverse sweep mode). The p-DMRG results are shown in Figure 3 . It is clear that Cr 2 is much more challenging than C 2 , since all the DMRG and p-DMRG errors for a given M 0 are larger than those for C 2 with the same M 0 . At the equilibrium geometry, using E 
Cr 2 with (28e, 76o) orbital space
As a first example of a larger calculation, we study the ground state energy of Cr 2 at R=1.68Å with the cc-pVDZ-DK basis set.
49 Scalar relativistic effects were included through the spin-free X2C Hamiltonian. [50] [51] [52] [53] We used natural orbitals obtained from a CASSCF with a (12e,12o) active space in the DMRG and p-DMRG calculations. The 1s, 2s and 2p natural orbitals were not include in the (p)-DMRG calculations, leading to an orbital space with (28e, 76o). The DMRG and p-DMRG energies for Cr 2 , as well as for the Cr atom, are shown in Table 1 . As an empirical estimate, the extrapolation error bar in the variational DMRG is assigned as 1/5 of the difference between the extrapolation energy and the energy with the largest M = 16000. 
As shown in Table 1 (a), the standard variational DMRG energy converges very slowly with respect to M . Even at M = 16000, the variational DMRG energy is above the extrapo-lated energy by about 10mE h , while the DMRG energy at M = 8000 is about 20mE h above.
Similarly, unlike in the p-DMRG calculation with (48e,42o), it is hard to converge |Ψ 1 with respect to bond dimension using a single MPS. Thus, in this system we used the split ansatz (12) to represent |Ψ 1 . We chose the bond dimension of each split MPS to be M 1 = 7500.
In Table 1 (b), the accumulated second-order perturbation energies, E
[i] 2 = i j=1 E 2,j for the sum of the first i first-order MPS, is shown for the first five terms in the split. We also see slow convergence, for example, at M 0 =3000, adding an additional MPS in the sum only lowers the energy by about 1mE h (after the second term in the sum). In fact, we found that even after summing over 10 MPS (when M 0 =3000), the change in E 2 for each subsequent MPS was as large as 0.3mE h . Thus, extrapolation is also needed to estimate a converged
To carry out the extrapolation, we used the linear relation between ln |δE| and (ln M ) 2 described in Refs.
5,54 Figure 4 shows the accumulated energies
as a function of (ln M ) 2 as well as the fitted curves
+ Ae −κ(ln M ) 2 using the first 5 (red solid) and 10 (blue dashed) points. We see that using the first 5 points is sufficient to obtain a good extrapolation. The extrapolated E 
as a function of (ln M ) 2 and the fitted curves E 2 (M ) = E
[∞] 2 + Ae −κ(ln M ) 2 using the first 5 (red solid) and 10 (blue dashed) splitting functions for M 0 =3000 and M 1 =7500.
Butadiene with (22e, 82o) active space
The final system we consider is 1,3-butadiene. This system has been studied by many accurate methods including high-order coupled cluster theory 56 and i-FCIQMC. 57 Benchmark energies have been reported using variational DMRG. 8 We used the same basis ANO-L-
VDZP[3s2p1d]/[2s1p]
58 as used in previous studies. 8, 56, 57 All electrons except for a frozen 1s core were correlated, leading to an orbital space with (22e, 82o). We used split-localized canonical orbitals for the p-DMRG calculations, ordered by genetic ordering. 8 In the p-DMRG calculations, the first order MPS was split into five parts and each part had a bond dimension M 1 = 3000. We used the same extrapolation procedures as used for Cr 2 in the previous section. The computed energies are shown in Table 2 . Due to the prohibitive computational cost, the extrapolated variational DMRG was not reported in Ref. 8 However, it can be seen that E (0)
for M 0 = 2000 is already lower than the variational DMRG energy for M = 6000. Thus, we expect the exact ground state energy should be even lower.
Further using extrapolation for M 0 , we obtain an estimated exact energy of -155.557567E h , which is lower than the M 0 = 2000 p-DMRG energy by only 0.25mE h . Thus, we expect this extrapolated energy to be very close to the exact ground state energy, and at least within the chemical accuracy. In this work, we defined a p-DMRG method that uses perturbation theory within the DMRG framework to efficiently target exact energies in large orbital spaces where not all orbitals are strongly correlated. Using a carefully defined zeroth order Hamiltonian, and with extrapolation procedures, we found that p-DMRG can indeed provide benchmark quality energies as accurate as those obtained in far more expensive standard variational DMRG calculation.
Future work will be carried out to perform benchmark studies using p-DMRG for the kinds of strongly correlated problems where there are a large number of intermediately correlated, as well as strongly correlated orbitals, and which currently lie beyond the capabilities of the practical variational DMRG calculations.
