Abstract. In this work, a nonlinear system fault detection approach based on tangent space distance locally linear embedding (TLLE) is proposed. In the algorithm, tangent space distance is introduced to LLE, which overcomes the shortcoming of original LLE method based on Euclidean distance. It can satisfy the requirement of locally linear much better and so can express the I/O mapping quality better than classical method. Simulation results are given to demonstrate the effectiveness of the fault detection algorithm based on TLLE method.
Introduction
In 2000, Roweis proposed a manifold learning algorithm called Local Linear Embedding (LLE), which is an unsupervised non-linear technique that analyzes the high-dimensional data sets and reduces their dimensionalities with preserved local topology [1] . Today, LLE has been widely used in cluster analysis, image processing, biological informatics, and etc [2] [3] . Although the LLE method is effective for nonlinear system, but it still possesses a few shortcomings. LLE method uses the Euclidean distance to compute neighbors, which usually could not express the locally linear very well. So in this work, tangent space distance is introduced to LLE algorithm which can solve the problem fairly good.
Locally Linear Embedding Algorithm
The basic concept of LLE is to find a weight vector between a sample and its neighbors, and to keep this relationship in a feature space. It assumes that even if the manifold embedded in a high-dimensional space is nonlinear, it still can be considered locally linear if each data point and its neighbors lie on or close to a locally linear patch of the manifold, i.e., the manifold can be covered with a set of locally linear patches which, when analyzed together, can yield information about the global geometry of the manifold. The weight vector expressing the intrinsic geometrical properties of the local patch can be obtained in three steps: (a) to find the neighbors of every sample in the high-dimensional space, (b) to obtain the reconstruction weight and a sparse matrix of the weight vectors, and (c) to compute the low dimensional embedding --the bottom nonzero eigenvectors of the sparse matrix are the low dimensional embeddings of high dimensional samples.
Firstly, given a dataset
, assuming the data lies on a nonlinear manifold which locally can be approximated linearly, the cost function can be written as: 
In practice, a regularization parameter r will have to be used for 
TLLE Algorithm
From the definition of LLE we can see that the point and its neighbors must lie on or close to a locally linear patch of the manifold. Usually the correlation of data is computed after neighbors have been decided in Euclidean distance, but sometimes the nearest neighbors in Euclidean distance do not lie on the approximate linear curved face, as shown in figure 1, 
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Fig.1 Euclidean distance and tangent space distance from neighbors to point
Where X0 is the point and lies on a curved face, X1 and X2 are its neighbors. TV1 and TV2 are tangent vectors of X0, and construct the tangent space. d1，d2 are Euclidean distance from neighbors to X0, and D1,D2 are distance from neighbors to tangent space of X0. According to the definition of LLE we know that shorter D means better of the locally linear quality of point and its neighbors. From figure 1 we can see that although X1 is the nearest neighbor of point X0 in Euclidean distance sense, but in fact X2 is more suitable to be the nearest neighbor in locally linear sense. So we introduce tangent space into the algorithm. Firstly, determine tangent space of every point, and then compute distance from neighbors to these tangent spaces, so we can get nearest neighbors which satisfy the hypothesis of a locally linear patch better.
To compute tangent space, we must know differential of the explicit formulation of the function. But in reality problem, there is no explicit formulation of original dataset, but only some discrete samples, so how to compute the tangent space is a question. Fortunately, a step in tangent space alignment method provides a resolvent [4] . For every data in higher dimensional space, it can get the approximate tangent space through local PCA, or a set of orthogonal basis.
Suppose F is a d dimensional manifold in m dimensional space mapped by an unknown function
, and data τ . Suppose f is smooth enough, and we can get the first Taylor expansion at some 
We need to compute all the tangent space, so for a certain point i x , its neighbor
Construct followed optimum function, Because the tangent space we get is a set of orthogonal basis but not an analytic expression, so we could not compute the distance directly. Firstly we consider three dimensional condition. From figure 2 we can see that, the distance from point M to plain XOY is the coordinate of M in Z axis, and we extend it to higher dimensional space. Suppose data set is m dimension, and eigenvectors of 
Fault detection based on TLLE
TLLE cannot compare the projection data with the original data like PCA. But after the projection, TLLE can keep the topological structure of the original data as well as the similarity of normal data and illed data. Therefore, we can perform fault detection by computing the inter-class distance between the testing data and the training data [5] [6] .
Inter-class distance is an important index in pattern recognition. For a multi-class estimation, suppose After have been projected to the feature space, the distance between the testing data and training data can be computed. Thus, we can get the similarity of the testing data and training data.
is the training data and j x is the testing data. eqn.11 can be simplified
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The fault will be alerted if h J d < , where h is a threshold. To test the fault detection performance of TLLE method, Tennessee Eastman process data is used. One training data set (Fault 0) consisting of 500 samples is generated without fault. Twenty-one testing data sets corresponding to the twenty-one classes of faults are generated, and each set consists of 960 samples. The fault in each testing data set is introduced from sample 160 and the number of variables is m = 52. table 2. From table  2 , it can be concluded that the FP rate of TLLE is a little higher than LLE, which is mostly because the LLE is insensitivity to the change of data. But the FN rate of TLLE is much lower than LLE. On the other hand, the FN rate of LLE achieves 99.25%, which means that the approach based on TLLE can detect the fault, but LLE fails to alert it. 
Conclusions
In this work, a new method based on tangent space distance LLE is proposed for nonlinear system fault detection. Which can satisfy the requirement of locally linear much better than Euclidean distance, and so it can express the I/O mapping quality better. Experiment result certifies the effectiveness of the TLLE method, and so provides a new nonlinear system fault detection method. 
