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Abstract
We propose a general method of producing synthetic data, which is widely appli-
cable for parametric models, has asymptotically efficient summary statistics, and
is both easily implemented and highly computationally efficient. Our approach
allows for the construction of both partially synthetic datasets, which preserve the
summary statistics without formal privacy methods, as well as fully synthetic data
which satisfy the strong guarantee of differential privacy (DP), both with asymp-
totically efficient summary statistics. While our theory deals with asymptotics,
we demonstrate through simulations that our approach offers high utility in small
samples as well. In particular we 1) apply our method to the Burr distribution,
evaluating the parameter estimates as well as distributional properties with the
Kolmogorov-Smirnov test, 2) demonstrate the performance of our mechanism on a
log-linear model based on a car accident dataset, and 3) produce DP synthetic data
for the beta distribution using a customized Laplace mechanism.
1 Introduction
With the advances in modern technology, government and other research agencies are able to collect
massive amounts of data from individual respondents. These data are valuable for scientific progress
and policy research, but they also come with increased privacy risk [Lane et al., 2014]. To publish
useful information while preserving confidentiality of sensitive information, numerous methods of
generating synthetic data have been proposed (see Hundepool et al. [2012, Chapter 3] for a survey).
The goal of synthetic data is to produce a new dataset which preserves distributional properties of the
original dataset, while protecting the privacy of the participating individuals. There are two main
types of synthetic data: partially synthetic data, which allows for certain statistics or attributes to
be released without privacy while protecting the other aspects of the data, and fully synthetic data,
where all statistics and attributes of the data are protected.
In this paper, we propose a general method of producing synthetic data which is widely applicable
for parametric models, has asymptotically efficient summary statistics, is both easily implemented
and highly computationally efficient, and can produce either partially synthetic data or differentially
private fully synthetic data. More specifically, given sensitive data X1, . . . , Xn
i.i.d.∼ fθ with unknown
parameter θ, we present a method of producing a synthetic dataset (Yi)ni=1, which satisfies θˆY =
θˆX + op(n
−1/2) under relatively mild conditions. In occasions where θˆX itself must be protected, we
show that the proposed synthetic mechanism can be easily modified to satisfy the strong guarantee of
differential privacy by first privatizing θˆX . Our approach can be viewed as implementing one step
of an approximate Newton method, which aims to solve θˆY = θˆX . Similar to the classical one-step
estimator [Van der Vaart, 2000], our one-step approach to synthetic data has efficient summary
statistics.
Preprint. Under review.
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Differential privacy (DP) was proposed in Dwork et al. [2006b] as a formal measure to quantify
the risk of a procedure in terms of privacy. Methods which satisfy DP require the introduction of
additional randomness, beyond sampling in order to obscure the effect of one individual on the
output. Intuitively, satisfying DP ensures plausible deniability for those participating in the dataset.
As the literature on DP has developed, there are now many privacy tools to preserve sample statistics
with asymptotically negligible noise (e.g., Smith [2011],Reimherr and Awan [2019]), as well as DP
synthetic data procedures (see related work).
Related work A common approach to synthetic data is that of Liew et al. [1985], which propose
drawing synthetic data from a fitted model. While Liew et al. [1985] do not incorporate formal
privacy methods, this approach is often used to produce differentially private synthetic data. Hall et al.
[2013] develop DP tools for kernel density estimators, which can be sampled to produce DP synthetic
data. Machanavajjhala et al. [2008] develop a synthetic data method based on a multinomial model,
which satisfies a modified version of DP to accomodate sparse spatial data. McClure and Reiter
[2012] sample from the posterior predictive distribution to produce DP synthetic data, which has
similar asymptotic limitations as the approach of Liew et al. [1985] (see Example 3.1). Liu [2016]
also use a Bayesian framework: first they produce DP estimates of the Bayesian sufficient statistics,
then draw the parameter from the distribution conditional on the DP sufficient statistics, and finally
sample synthetic data conditional on the sampled parameter. Zhang et al. [2017] propose a method of
developing high-dimensional DP synthetic data which draws synthetic data from a fitted model based
on differentially private marginals.
There is also a line of research which produces synthetic data from a conditional distribution,
preserving certain statistics. The most fundamental perspective of this approach is that of Muralidhar
and Sarathy [2003], who propose drawing confidential variables from the distribution conditional on
the non-confidential variables. Burridge [2003] generate partially synthetic data, preserving the mean
and covariance for normally distributed variables. This approach was extended to a computationally
efficient version by Mateo-Sanz et al. [2004], and Ting et al. [2005] give an alternative approach to
preserving the mean and covariance by using random orthogonal matrix multiplication.
There are also tools, often based in algebraic statistics, to sample conditional distributions preserving
certain statistics for contingency tables. Karwa and Slavkovic [2013] give a survey of Markov Chain
Monte Carlo (MCMC) techniques to sample conditional distributions. Another approach is sequential
importance sampling, proposed by Chen et al. [2006]. Slavkovic´ and Lee [2010] use these techniques
to generate synthetic contingency tables that preserve conditional frequencies.
In differential privacy, there are also synthetic data methods which preserve sample statistics. Karwa
and Slavkovic´ [2012] generate DP synthetic networks from the beta exponential random graph
model, conditional on the degree sequence. Li et al. [2018] produce DP high dimensional synthetic
contingency tables using a modified Gibbs sampler. Hardt et al. [2012] give a distribution-free
algorithm to produce a DP synthetic dataset, which approximately preserves several linear statistics.
Our contributions and organization The related work cited above largely fits into one of two
categories: 1) sampling from a fitted distribution or 2) sampling from a distribution conditional on
sample statistics. We illustrate in Example 3.1 that the first approach results in samples with reduced
asymptotic relative efficiency compared to the original sample. On the other hand, in the case of
certain distributions (e.g., exponential families), the second approach is often able to result in samples
equal in distribution to the original sample, maintaining asymptotic performance.
However, there are important limitations to the previous works which sample from a conditional
distribution. First, the previous approaches are all highly specific to the model at hand, and require
different techniques for different models. Second, many of the approaches are difficult to implement
and computationally expensive, involving complex iterative sampling schemes such as MCMC.
Our approach also preserves summary statistics, but unlike previous methods it is applicable to a
wide variety of parametric models, easily implemented, and highly computationally efficient. Indeed,
the regularity conditions required for our asymptotics are similar to those required for the Central
Limit Theorem of the maximum likelihood estimator (MLE), the computations only require efficient
estimators for the parameters and the ability to sample the model, and the computational time is
proportional to simply fitting the model. Our approach can be used to produce partially synthetic, or
fully synthetic DP data by first privatizing the efficient estimator.
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The rest of the paper is organized as follows: In Section 2, we review some statistics background and
notation. We give our asymptotic results in Section 3, and illustrate the performance of our approach
with the Burr distribution and a log-linear model. In Section 4, we recall the basics of differential
privacy and extend our approach to produce DP synthetic data. We also include an example which
constructs an efficient DP estimator for the beta distribution, and demonstrate the performance of our
approach via simulations. We end in Section 5 with some discussion.
2 Background and notation
In this section, we review some background and notation that we use throughout the paper.
For a parametric random variable, we writeX ∼ fθ to indicate thatX has probability density function
(pdf) fθ. To indicate that a sequence of random variables from the model fθ are independent and iden-
tically distributed (i.i.d.), we write X1, . . . , Xn
i.i.d.∼ fθ. We write X = (Xi)ni=1 = (X1, . . . , Xn)>.
Let A be a random vector, An be a sequence of random vectors, and rn be a positive numerical
sequence. We writeAn
d→ A to denote thatAn converges in distribution toA. We writeAn = op(rn)
to denote that An/rn
d→ 0. We write An = Op(rn) to denote that An/rn is bounded in probability.
For multivariate derivatives, we will overload the ddθ operator as follows. For a function f : R
p → R,
we write ddθf(θ) to denote the p × 1 vector of partial derivatives ( ∂∂θj f(θ))
p
j=1. For a function
g : Rp → Rq , we write ddθg(θ) to denote the p× q matrix ( ∂∂θj gk(θ))
p,q
j,k=1.
For X ∼ fθ, we denote the score function as S(θ, x) = ddθ log fθ(x), and the Fisher Information as
I(θ) = Eθ
[
S(θ,X)S>(θ,X)
]
. An estimator θˆ : Xn → Θ is efficient if for X1, . . . , Xn i.i.d.∼ fθ, we
have
√
n(θˆ(X)− θ) d→ N(0, I−1(θ)). We will often write θˆX in place of θˆ(X).
3 Main results
In this section, we present our synthetic data procedure and its asymptotics in Theorem 3.2. We
also include a pseudo-code version of our approach in Algorithm 1, to aid implementation. We
demonstrate the finite-sample performance of our procedure on both a continuous and a discrete
example. With the Burr type XII distribution, we study both the properties of the fitted parameters as
well as distributional properties as measured by the Kolmogorov-Smirnov test. We then investigate the
performance of our synthetic data on a 24 log-linear model with two-way interactions, demonstrating
our approach on more complex datasets.
We saw in the related work that a common approach to synthetic data is to sample from a fitted
distribution. However, this approach results in suboptimal asymptotics, illustrated in Example 3.1.
Example 3.1. Suppose that X1 . . . , Xn
i.i.d.∼ N(µ, 1). We estimate µˆ(X) = n−1∑ni=1Xi and draw
Z1, . . . , Zn
i.i.d.∼ N(µˆ(X), 1). We can compute Var(µˆ(X)) = n−1, whereas Var(µˆ(Z)) = 2n−1. By
using the synthetic data Z, we have lost half of the effective sample size.
While a simple example, the implications of Example 3.1 are quite general. Recall that the majority
of estimators in the statistical literature are
√
n-consistent and follow asymptotic normal distributions.
For example, given an i.i.d. sample (Xi)ni=1 drawn from fθ, an efficient estimator (e.g., maximum
likelihood estimator) θˆX has variance n−1I−1(θ) + o(n−1). Drawing (Zi)ni=1 i.i.d. from fθˆX , it is
easily verified that the variance of an efficient estimator θˆZ is 2n−1I−1(θ) + o(n−1). Half of the
effective sample size is lost here as well.
Our approach avoids the asymptotic problem of Example 3.1 by producing a sample (Yi)ni=1 such
that θˆY = θˆX + op(n−1/2). Then marginally, the asymptotic distributions of θˆY and θˆX are identical.
The intuition behind the method is that after fixing the “seed,” we search for a parameter θnew such
that when (Yi)ni=1 are sampled from fθnew , we have that θˆY = θˆX + op(n
−1/2). To arrive at the value
θnew, we use one step of an approximate Newton method, described in Theorem 3.2.
3
To facilitate the asymptotic analysis, we assume regularity conditions (R0)-(R3). (R1)-(R3) are similar
to standard conditions to ensure that there exists an efficient estimator, which are relatively mild and
widely assumed in the literature [Serfling, 1980, Lehmann, 2004]. We include measure-theoretic
assumptions in (R0) to formalize our method.
(R0) Let (Ω,F , P ) be a probability space of the seed ω. Let Xθ : Ω → X be a measurable
function, where (X ,G) is a measurable space and θ ∈ Θ ⊂ Rp, where Θ is compact. We
assume that there exists a measure µ on (X ,G) which dominates PX−1θ for all θ ∈ Θ. Then
there exist densities fθ : X → R≥0 such that
∫
A
dPX−1θ =
∫
A
fθdµ for all A ∈ G.
(R1) Let θ0 ∈ Θ ⊂ Rp be the true parameter. Assume there exists an open ball B(θ0) ⊂ Θ about
θ0, the model fθ is identifiable, and that the set {x ∈ X | fθ(x) > 0} does not depend on θ.
(R2) The pdf fθ(x) has three derivatives in θ for all x and there exist functions gi(x), gij(x),
gijk(x) for i, j, k = 1, . . . , p such that for all x and all θ ∈ B(θ0),∣∣∣∣∂fθ(x)∂θi
∣∣∣∣ ≤ gi(x), ∣∣∣∣∂2fθ(x)∂θi∂θj
∣∣∣∣ ≤ gij(x), ∣∣∣∣ ∂3fθ(x)∂θi∂θj∂θk
∣∣∣∣ ≤ gijk(x).
We further assume that each g satisfies
∫
g(x) dx <∞ and Eθgijk(X) <∞ for θ ∈ B(θ0).
(R3) The Fisher Information matrix I(θ0) = Eθ0 [( ddθ0 log fθ0(X))(
d
dθ0
log fθ0(X))
>] consists
of finite entries, and is positive definite.
Theorem 3.2. Assume that (R0)-(R3) hold. Let X1, . . . , Xn
i.i.d.∼ fθ0 and let ω1, . . . , ωn i.i.d.∼ P .
Choose θnew ∈ argminθ∈Θ
∥∥∥θ − (2θˆX − θˆZ)∥∥∥
2
, where θˆ is an efficient estimator and (Zi)ni=1 =
(XθˆX (ωi))
n
i=1. Then for (Yi)
n
i=1 = (Xθnew(ωi))
n
i=1, we have θˆY = θˆX + op(n
−1/2).
Proof Sketch. The proof is based on two expansions: θˆZ − θˆX = I−1(θ0) 1n
∑n
i=1 S(θ0, Xθ0(ωi)) +
op(n
−1/2) and θˆY = θnew + I−1(θ0) 1n
∑n
i=1 S(θ0, Xθ0(ωi)) + op(n
−1/2). As n → ∞, θnew =
2θˆX − θˆZ with probability one. Combining the results gives θˆY = θˆX + op(n−1/2).
Algorithm 1 One Step Synthetic Data Pseudo-Code
INPUT: Seed ω, parametric family {fθ | θ ∈ Θ}, efficient estimator θˆ(·), and sampleX1, . . . , Xn i.i.d.∼ fθ0
1: set.seed(ω) and a sample Z1, . . . , Zn i.i.d.∼ fθˆX
2: Choose θnew ∈ argminθ∈Θ‖θ − (2θˆX − θˆZ)‖2
3: set.seed(ω) and sample Y1, . . . , Yn i.i.d.∼ fθnew
OUTPUT: Y1, . . . , Yn
Remark 3.3 (Seeds). In the case of continuous real-valued random variables, we can be more explicit
about the “seeds.” Recall that for U ∼ U(0, 1), F−1θ (U) ∼ fθ where F−1θ (·) is the quantile function.
So in this case, the distribution P can be taken as U(0, 1), and Xθ(·) can be replaced with F−1θ (·).
When implementing the procedure of Theorem 3.2, it may be convenient to use numerical seeds. For
example in R, the command set.seed can be used to emulate the result of drawing Zi and Yi with
the same seed ωi. In Algorithm 1, we describe the procedure in pseudo-code.
We illustrate Theorem 3.2 with two examples. In Example 3.4, we simulate from the Burr Type XII
distribution, demonstrating that θˆY has similar performance as θˆX , whereas θˆZ has inflated variance.
We also investigate the distributional properties of the (Yi) with the Kolmogorov-Smirnov test. We
chose the Burr distribution because it is neither location-scale nor exponential family and so provides
a non-trivial setting to test our approach.1 In Example 3.5, we apply our approach to a log-linear
model to show how our approach performs on more complex datasets.
1For location-scale families, a linear transformation can be used to produce a sample with the desired statistics.
In exponential families, if the efficient statistic is sufficient then the distribution conditional on the statistic is
independent of the parameter and can thus be sampled (in principle) without knowing the true parameter.
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Table 1: Average squared `2-distance between the MLE and the vector (2, 4). (Xi) are drawn i.i.d.
from Burr(2, 4), (Zi) are i.i.d. from Burr(θˆX), and (Yi) are from Algorithm 1. Results are averaged
over 10000 replicates, for each n. The first and third lines are accurate up to approximately ±2 in the
third digit of each value with 95% confidence. The second line has error ±4 in the third digit.
n: 100 1000 10000
θˆX 2.6252× 10−1 2.2254× 10−2 2.1992× 10−3
θˆZ 5.8542× 10−1 4.4763× 10−2 4.4149× 10−3
θˆY 2.6211× 10−1 2.2178× 10−2 2.1994× 10−3
Example 3.4 (Burr Type XII distribution). The Burr Type XII distribution, denoted Burr(c, k), also
known as the Singh–Maddala distribution, is a useful model for income [McDonald, 2008]. The
distribution has pdf f(x) = ckxc−1(1 + xc)−(k+1), with support x > 0. Both c and k are positive.
For the simulation, we set c = 2 and k = 4 for the true parameters, and denote θ = (c, k). Let θˆMLE
be the MLE. We sample Xi
i.i.d.∼ Burr(2, 4) and Zi i.i.d.∼ Burr(θˆMLE(X)). We produce (Yi)ni=1 from
Algorithm 1. The simulation is conducted for n ∈ {100, 1000, 10000} with results averaged over
10000 replicates for each n.
Over the replicates, we compute the MLE and report the average squared `2-distance to the true
parameters, which estimates the variance. The results are in Table 1. When sampling from the the
fitted model, θˆZ has about twice the variance as θˆX , whereas θˆY has very similar variance as θˆX .
We also calculate the empirical power of the Kolmogorov-Smirnov (K-S) test, comparing each sample
with the true distribution Burr(2, 4), at type I error .05. The results are presented in Table 2. We see
that the (Xi) have empirical power approximately .05, confirming that the type I error is appropriately
calibrated. We also see that the K-S test using (Yi) has power approximately .05, indicating that the
empirical distribution of the (Yi) is very close to the true distribution. On the other hand, we see that
the K-S test with (Zi) has power .15, significantly higher than the type I error, indicating that the
(Zi) are from a fundamentally different distribution than the (Xi).
Table 2: Empirical power of the Kolmogorov-Smirnov test for the distribution Burr(2, 4) at type
I error .05. (Xi) are drawn i.i.d from Burr(2, 4), (Zi) are drawn i.i.d from Burr(θˆX), and (Yi)
are from Algorithm 1. Results are averaged over 10000 replicates, for each n. Standard errors are
approximately 0.0022 for lines 1 and 3, and 0.0036 for line 2.
n: 100 1000 10000
(Xi) 0.0471 0.0464 0.0503
(Zi) 0.1524 0.1541 0.1493
(Yi) 0.0544 0.0489 0.0485
Example 3.5 (Log-linear model). This example is based on a dataset of of 68,694 passengers in
automobiles and light trucks involved in accidents in the state of Maine in 1991. Table 3 reports the
number of passengers according to their gender (G), location (L), whether they wore a seatbelt (S),
and injury status (I).
As in Agresti [2003], we fit a hierarchical log-linear model based on all one-way effects and two-way
interactions. The model is summarized in Equation (1), where µijk` represents the expected count in
bin i, j, k, `. The parameter λGi represents the effect of Gender, and parameter λ
GL
ij represents the
interaction between Gender and Location. The other main effects and interactions are analogous.
logµijk` = λ+ λ
G
i + λ
L
j + λ
S
k + λ
I
` + λ
GL
ij + λ
GS
ik + λ
GI
i` + λ
LS
jk + λ
LI
j` + λ
SI
k` (1)
We perform a simulation study, treating the fitted parameters as the true parameters, to ensure that
the model assumptions are met. We then simulate data from the fitted model at various sample sizes
and compare performance in terms of the fitted probabilities for each bin of the contingency table.
The results are plotted in Figure 1a, with both axes on log-scale. The “mean error” is the average
squared `2 distance between the estimated parameter vector and the true parameter vector, averaged
over 200 replicates. To interpret the plot, note that if the error is of the form error = cn−1, where
5
c is a constant, then log(error) = c + (−1) log(n). So, the slope represents the convergence rate,
and the vertical offset represents the asymptotic variance. We see in Figure 1a that the curve for θˆY
approaches the curve for θˆX , indicating that they have the same asymptotic rate and variance. On the
other hand, the curve for θˆZ has the same slope, but does not approach the θˆX curve, indicating that
θˆZ has the same rate but inflated variance.
Recall that our procedure approximately preserves the sufficient statistics, similar to sampling from a
conditional distribution. Previous work has proposed procedures to sample directly from conditional
distributions for contingency table data. However, these approaches require sophisticated tools from
algebraic statistics, and are computationally expensive (e.g., MCMC) [Karwa and Slavkovic, 2013].
In contrast, our approach is incredibly simple to implement and highly computationally efficient. Our
approach is also applicable for a wide variety of models, whereas the techniques to sample directly
from the conditional distribution require a tailored approach for each setting.
Table 3: Injury, Seat-Belt Use, Gender, and Location. Source: Agresti [2003, Table 8.8]. Originally
credited to Cristanna Cook, Medical Care Development, Augusta, Maine.
Injury
Gender Location Seatbelt No Yes
Female Urban No 7,287 996
Yes 11,587 759
Rural No 3,246 973
Yes 6,134 757
Male Urban No 10,381 812
Yes 10,969 380
Rural No 6,123 1,084
Yes 6,693 513
4 Connection to differential privacy
In this section, we review the basics of differential privacy, and modify our synthetic data procedure
to satisfy DP in Corollary 4.2. In Example 4.5 we construct an efficient DP estimator for the beta
distribution and demonstrate the result of Corollary 4.2 through a simulation study.
The concept of differential privacy (DP) was proposed in Dwork et al. [2006b] as a framework to
develop methods of preserving privacy, with mathematical guarantees. Intuitively, the constraint of
differential privacy requires that for all possible databases, the change in one person’s data does not
significantly change the distribution of outputs. Consequently, having observed the DP output, an
adversary cannot accurately determine the input value of any single person in the database. Definition
4.1 gives a formal definition of DP. In Definition 4.1, H : Xn ×Xn → Z≥0 represents the Hamming
metric, defined by H(x, x′) = #{i | xi 6= x′i}.
Definition 4.1 (Differential Privacy: Dwork et al. [2006b]). Let  > 0 and n ∈ {1, 2, . . .} be given.
Let X be any set, and (Y,S) a measurable space. LetM = {Mx | x ∈ Xn} be a set of probability
measures on (Y,S), which we call a mechanism. We say that M satisfies -differential privacy
(-DP) if Mx(S) ≤ eMx′(S) for all S ∈ S and all x, x′ ∈ Xn such that H(x, x′) = 1.
An important property of differential privacy is that it is invariant to post-processing. Applying any
data-independent procedure to the output of a DP mechanism preserves -DP [Dwork et al., 2014,
Proposition 2.1]. Furthermore, Smith [2011] demonstrated that under conditions similar to (R1)-(R3),
there exist efficient DP estimators for parametric models. Using these techniques, we modify our
synthetic data procedure to satisfy differential privacy in Corollary 4.2.
Corollary 4.2 (Differentially Private Synthetic Data). Assume that (R0)-(R3) hold. Let
X1, . . . , Xn
i.i.d.∼ fθ, and let ω1, . . . , ωn i.i.d.∼ P . Set θnew ∈ argminθ∈Θ
∥∥∥θ − (2θˆX − θˆ(Z))∥∥∥
2
,
where θˆX is an -DP efficient estimator, θˆ is efficient, and (Zi)ni=1 = (XθˆX (ωi))
n
i=1. Releasing
(Yi)
n
i=1 = (Xθnew(ωi))
n
i=1 satisfies -DP, and θˆ(Y ) = θˆX + op(n
−1/2).
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(a) Simulations corresponding to the log-linear model
with two-way interactions from Example 3.5.
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(b) Simulations for the beta distribution from Example
4.5. θˆX is the MLE. θˆZ and θˆY both satisfy 1-DP.
Figure 1: Both figures plot the average squared `2-distance between the estimated parameters and the
true parameters on the log-scale. Averages are over 200 replicates for both plots. θˆX is from the true
model, θˆZ from the fitted model, and θˆY from Algorithm 1.
The proof of Corollary 4.2 is trivial, as (Yi)ni=1 satisfies -DP by post-processing and θˆY = θˆX +
op(n
−1/2) by Theorem 3.2. Note that in Corollary 4.2, only θˆX needs to satisfy -DP. The estimator
θˆ, applied to (Zi)ni=1 and (Yi)
n
i=1 must be efficient need not satisfy DP. In fact, to improve finite
sample performance, we recommend using a non-private estimator for θˆ.
Remark 4.3. Besides Definition 4.1, there are many other variations of differential privacy, the
majority of which are relaxations of Definition 4.1 which also allow for efficient estimators. For
instance, approximate DP [Dwork et al., 2006a], concentrated DP [Dwork and Rothblum, 2016, Bun
and Steinke, 2016], truncated-concentrated DP [Bun et al., 2018], and Renyi DP [Mironov, 2017] all
allow for efficient estimators. On the other hand, local differential privacy [Kasiviswanathan et al.,
2011, Duchi et al., 2013] in general does not permit efficient estimators and would not fit in our
framework. For an axiomatic treatment of formal privacy, see Kifer and Lin [2012].
While there are some general methods of producing efficient DP parameter estimates, such as in Smith
[2011], often these approaches do not perform well in practical sample sizes. We demonstrate our
approach using a modification of the standard Laplace mechanism. Given a statistic T , the Laplace
mechanism adds independent Laplace noise to each entry of the statistic, with scale parameter
proportional to the sensitivity of the statistic. Informally, the sensitivity of T is the largest amount
that T changes, when one person’s data is changed in the dataset.
Proposition 4.4 (Sensitivity and Laplace Mechanism: Dwork et al. [2006b]). Let  > 0 be given,
and let T : Xn → Rp be a statistic. The `1-sensitivity of T is ∆n(T ) = sup‖T (x) − T (x′)‖1,
where the supremum is over all x, x′ ∈ Xn such that H(x, x′) = 1. Provided that ∆n(T ) is finite,
releasing the vector (Tj(x) + Lj)
p
j=1 satisfies -DP, where L1, . . . , Lp
i.i.d.∼ Laplace (∆n(T )/).
Often, to ensure finite sensitivity, the data are clamped to artificial bounds [a, b], introducing bias
in the DP estimate. Typically, these bounds are fixed in n, resulting in asymptotically negligible
Laplace noise, but Op(1) bias. In Example 4.5, we show that for the beta distribution, it is possible to
increase the bounds in n to produce both noise and bias of order op(n−1/2), resulting in an efficient
DP estimator. Furthermore, we show through simulations that using this estimator in Algorithm 1
results in a DP sample with optimal asymptotics. While we work with the beta distribution, this
approach may be of value for other exponential family distributions as well.
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Example 4.5 (beta Distribution with DP). We assume that X1, . . . , Xn
i.i.d.∼ Beta(α, β), where
α, β ≥ 1. The complete sufficient statistics for the beta distribution are n−1∑ni=1 log(Xi) and
n−1
∑n
i=1 log(1−Xi). We will add Laplace noise to each of these statistics to achieve differential
privacy. However, the sensitivity of these quantities is unbounded. First we will pre-process the
data by setting X˜i = min{max(Xi, t), 1 − t}, where t is a threshold that will depend on n. Then
the `1-sensitivity of the pair of sufficient statistics is ∆(t) = 2n−1 |log(t)− log(1− t)|. We add
independent noise to each of the statistics from the distribution Laplace(∆(t)/), which results in
-DP versions of these statistics. Finally, we estimate θ = (α, β) by plugging in the privatized
sufficient statistics into the log-likelihood function and maximizing with respect to θ. The resulting
parameter estimate satisfies -DP by post-processing.
We must carefully choose the threshold t to ensure that the resulting estimate is efficient. The choice
of t must satisfy ∆(t) = o(n−1/2) to ensure that the noise does not affect the asymptotics of the
likelihood function. We also require that both P (Xi < t) = o(n−1/2), and P (Xi > 1 − t) =
o(n−1/2) to ensure that X˜i = Xi + op(n−1/2), which limits the bias to op(n−1/2). For the beta
distribution, we can calculate that P (Xi < t) = O(tα) and P (Xi > 1 − t) = O(tβ). Since
we assume that α, β ≥ 1, so long as t = o(n−1/2) the probability bounds will hold. Taking
t = min{1/2, 10/(log(n)√n)} satisfies t = o(n−1/2), and we estimate the sensitivity as
∆(t) ≤ 2n−1 log(t−1) ≤ 2n−1 log(log(n)√n) = O(log(n)/n) = o(n−1/2),
which satisfies our requirement for ∆. While there are many choice of t which would satisfy the
requirements, our threshold (including the constant 10) was chosen to optimize the finite sample
performance, so that the asymptotics could be demonstrated using smaller sample sizes.
For the simulation, we sampleX1, . . . , Xn
i.i.d.∼ Beta(5, 3) for n ∈ {103, 104, 105, 106}. We estimate
θˆX with the MLE. Using  = 1, we privatize the sufficient statistics as described above, and obtain
θˆDP from the privatized log-likelihood function. We sample Z1, . . . , Zn
i.i.d.∼ fθˆDP and estimate θˆZ
using maximum likelihood. We produce (Yi)ni=1 from Algorithm 1 using θˆDP in place of θˆX . In
Figure 1b, we plot the average squared `2 error between each estimate of θ from the true value (5, 3).
The errors are averaged over 200 replicates, and are plotted on the log-scale. We see that θˆDP and
θˆY have the same asymptotic performance as the MLE, whereas θˆZ has inflated variance. See the
discussion in Example 3.5 to understand this interpretation of the plot.
5 Discussion
In this paper, we proposed a simple method of producing synthetic data from a parametric model,
which approximately preserves efficient statistics ensuring optimal asymptotics. Our approach is
widely applicable to parametric models, requiring standard regularity conditions, and is both easily
implemented and highly computationally efficient.
A useful aspect of our approach is that it allows for both partially synthetic data, where the statistic θˆX
is not formally protected, as well as differentially private fully synthetic data. While we investigated
pure differential privacy, alternatives such as concentrated DP and approximate DP can also be used
with potentially higher finite-sample utility.
Another strength of our approach is that it only requires the ability to estimate parameters and sample
from the model. This is great for usability as many practitioners can easily implement Algorithm 1,
but may not have the expertise to implement a customized MCMC procedure.
We saw in Example 3.4 that in the case of the Burr distribution, the Kolmogorov-Smirnov test cannot
distinguish between our synthetic sample and the true distribution which generated the original
sample. This suggests that the marginal distribution of the output of Algorithm 1 is very similar to
that of the original sample. Future work should investigate ways of quantifying this observation.
While the focus of the paper is on asymptotic performance, we also saw in our simulations that
our approach is useful in practical sample sizes as well. However, as our approach is a “one-step”
procedure, using an iterated version could improve the finite-sample utility. Such an iterated algorithm
is included in the Supplementary Materials, including a parameter for momentum to improve the
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convergence of the procedure. We found in additional simulations that this iterated version offers
improved utility in small samples at a moderately increased computational cost. Other finite-sample
improvements to our approach are worth investigating.
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6 Supplementary Materials
Parts 1 and 2 of Lemma 6.1 can be rephrased as the following: θˆ is efficient if and only if it is
consistent and n−1
∑n
i=1 S(θˆ, Xi) = op(n
−1/2). The third property of Lemma 6.1 is similar to
many standard expansions used in asymptotics, for example in Van der Vaart [2000]. However, we
require the expansion for arbitrary efficient estimators, and include a proof for completeness.
Lemma 6.1. Suppose X1, . . . , Xn
i.i.d.∼ fθ0 , and assume that (R1)-(R3) hold. Let θˆ be an efficient
estimator, which is a sequence of zeros of the score equations. Suppose that θ˜ is a
√
n-consistent
estimator of θ0. Then
1. If n−1
∑n
i=1 S(θ˜, Xi) = op(n
−1/2), then θ˜ − θˆ = op(n−1/2).
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Algorithm 2 Iterated One-Step with Momentum
INPUT: Seed ω1, . . . , ωn ∈ Ω, measurable function Xθ : Ω → X for all θ ∈ Θ, value θˆX ∈ Θ, efficient estimator θˆ(·), momentum
value ρ ∈ [0, 1]
1: Sample (Z1, . . . , Zn) ∼ fnθˆX (ω)
2: Set θ(0) = θˆX , θˆ(0) = θˆ(Z), and i = 0
3: repeat
4: Set i = i+ 1
5: Set θ(i) = (1− ρ)(θˆX − [θˆ(i−1) − θ(i−1)]) + ρθ(i−1)
6: Sample (Y (i)1 , . . . , Y (i)n ) ∼ fnθ(i) (ω)
7: Set θˆ(i) = θˆ
(
(Y
(i)
j )
n
j=1
)
8: until Convergence
OUTPUT: Sample Y1, . . . , Yn ∼ fnθ(i) (ω).
2. If θ˜ is efficient, then n−1
∑n
i=1 S(θ˜, Xi) = op(n
−1/2).
3. If θ˜ is efficient, then θ˜ = θ0 + I−1(θ0)n−1
∑n
i=1 S(θ0, Xi) + op(n
−1/2).
Proof. As θ˜ and θˆ are both
√
n-consistent, we know that θ˜ − θˆ = Op(n−1/2). So, we may consider
a Taylor expansion of the score function about θ˜ = θˆ.
n−1
n∑
i=1
S(θ˜, Xi) = n
−1
n∑
i=1
S(θˆ, Xi) +
(
d
dθˆ
n−1
n∑
i=1
S(θˆ, Xi)
)
(θ˜ − θˆ) +Op(n−1)
= 0 +
[
d
dθˆ
n−1
n∑
i=1
S(θˆ, Xi) +Op(n
−1/2)
]
(θ˜ − θˆ)
= [−I(θ0) + op(1)] (θ˜ − θˆ),
(2)
where we used assumptions (R1)-(R3) to justify that 1) the second derivative is bounded in a
neighborhood about θ0 (as both θˆ and θ˜ converge to θ0), 2) the derivative of the score converges to
−I(θ0) by Lehmann [2004, Theorem 7.2.1] along with the Law of Large Numbers, and 3) that I(θ0)
is finite, by (R3).
To establish property 1, note that the left hand side of Equation (2) is op(n−1/2) implying that(
θ˜ − θˆ
)
= op(n
−1/2). Recall that by Lehmann [2004, Page 479], if θ˜ and θˆ are both effi-
cient, then
(
θ˜ − θˆ
)
= op(n
−1/2). Plugging this into the right hand side of Equation (2) gives
n−1
∑n
i=1 S(θ˜, Xi) = op(n
−1/2), establishing property 2.
For property 3, we consider a slightly different expansion:
op(n
−1/2) = n−1
n∑
i=1
S(θ˜, Xi)
= n−1
n∑
i=1
S(θ0, Xi) +
d
dθ0
n−1
n∑
i=1
S(θ0, Xi)(θ˜ − θ0) +Op(n−1),
= n−1
n∑
i=1
S(θ0, Xi) + (−I(θ0) + op(1))(θ˜ − θ0) +Op(n−1)
where we used property 2 for the first equality, expanded the score about θˆ = θ0 for the second, and
justify the Op(n−1) by (R2). By (R1)-(R2) and Law of Large Numbers along with Lehmann [2004,
Theorem 7.2.1], we have the convergence of the derivative of score to −I(θ0). By (R3), I(θ0) is
invertible. Solving the equation for θ˜ gives the desired result.
Lemma 6.2. Assume that (R0)-(R3) hold, and let ω1, . . . , ωn
i.i.d.∼ P . Then
n−1
n∑
i=1
d
dθ
S(θ,Xθ(ωi)) = op(1).
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Proof. First we can express the derivative as
n−1
n∑
i=1
d
dθ
S(θ,Xθ(ωi)) = n
−1
n∑
i=1
(
d
dα
S(α,Xθ(ωi) +
d
dα
S(θ,Xα(ωi))
) ∣∣∣
α=θ
.
The result follows from the Law of Large Numbers, provided that
Eω∼P
(
d
dα
S(α,Xθ(ω) +
d
dα
S(θ,Xα(ω)
) ∣∣∣
α=θ
= 0.
The expectation of the first term is −I(θ), by Lehmann [2004, Theorem 7.2.1]. For the second term,
we compute
Eω∼P
d
dα
S(θ,Xα(ω))
∣∣∣
α=θ
=
∫
Ω
d
dα
S(θ,Xα(ω))
∣∣∣
α=θ
dP (ω)
=
∫
X
d
dα
S(θ, x)fα(x)
∣∣∣
α=θ
dµ(x)
=
∫
X
S(θ, x)
(
d
dα
fα(x)
∣∣∣
α=θ
)>
dµ(x)
=
∫
X
S(θ, x)
(
d
dθfθ(x)
fθ(x)
)>
fθ(x) dµ(x)
=
∫
X
S(θ, x)S>(θ, x)fθ(x) dµ(x)
= EX∼θ
[
S(θ,X)S>(θ,X)
]
= I(θ).
Proof of Theorem 3.3. We expand θˆZ about θˆX :
θˆZ = θˆX + I
−1(θˆX)n−1
n∑
i=1
S(θˆX , XθˆX (ωi)) + op(n
−1/2) (3)
= θˆX + I
−1(θ0)n−1
n∑
i=1
S(θ0, Xθ0(ωi)) + op(n
−1/2), (4)
where (3) is a standard expansion of efficient estimators by Lemma 6.1; for (4), the continuous
mapping theorem justifies that I−1(θˆX) = I−1(θ0)+op(1), we use that n−1
∑n
i=1 S(θ0, Xθ0(ωi)) =
Op(n
−1/2), and the score can be expanded about θˆX = θ0:
n−1
n∑
i=1
S(θˆX , XθˆX (ωi)) = n
−1
n∑
i=1
S(θ0, Xθ0(ωi)) +
(
d
dθ∗
n−1
n∑
i=1
S(θ∗, Xθ∗(ωi))
)
(θˆX − θ0)
= n−1
n∑
i=1
S(θ0, Xθ0(ωi)) + op(1)Op(n
−1/2),
where θ∗ is between θˆX and θ0; by Lemma 6.2, we justify that the derivative is op(1).
Using the same techniques, we do an expansion for θˆY about θnew = 2θˆX − θˆZ :
θˆY = θnew + I
−1(θnew)n−1
n∑
i=1
S(θnew, Xθnew(ωi)) + op(n
−1/2) (5)
= θnew + I
−1(θ0)n−1
n∑
i=1
S(θ0, Xθ0(ωi)) + op(n
−1/2) (6)
= θnew + [θˆZ − θˆX ] + op(n−1/2) (7)
= θˆX + op(n
−1/2), (8)
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where line (6) is a similar expansion as used for equation (3), in line (7) we substituted the expression
from (4), and line (8) uses the fact that as n → ∞, θnew = 2θˆX − θˆZ with probability tending to
one. Indeed, since 2θˆX − θˆZ is a consistent estimator of θ0, we have that as n→∞, P (2θˆX − θˆZ ∈
Θ) ≥ P (2θˆX − θˆZ ∈ B(θ0))→ 1.
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