The spiral is one of Natures more ubiquitous shape: it can be seen in various media, from galactic geometry to cardiac tissue. Spirals have been studied from a dynamical system perspective starting with Barkley's seminal papers linking a wide class of spiral wave dynamics to the Euclidean symmetry of the excitable media in which they are observed [1, 2] . But physical processes are never perfectly Euclidean: LeBlanc and Wulff introduced forced Euclidean symmetry-breaking (FESB) to the picture in order to give an explanation for phenomena (such as spiral anchoring and epicyclic drifting) that could not be understood within Barkleys framework alone [18, 19] .
Introduction
Spiral are found in numerous excitable media [1, 2, 4, 9, 13, 15, 20-23, 29, 31, 33, 34] and they give rise to beautiful imagery. While this in itself might yield enough interest to study them, there is also (at least) one serious reason to do so: spiral waves have been linked to cardiac arrhythmias (to disruptions of the hearts normal electrical cycle) [9, 16, 30, 31] . Most arrhythmias are harmless but if they are re-entrant in nature and [...] occur [in the ventricles] because of the spatial distribution of cardiac tissue they can seriously hamper the pumping mechanism of the heart and lead to death [16, p. 401] . As a result, a full understanding of spiral wave dynamics in these media becomes imperative.
One of the most rewarding approach to the study of spiral waves in recent years is based on Barkleys initial observation that the spiral transition from rotating to modulated rotating waves can be explained solely through the (special) Euclidean symmetries of the modeling reaction-diffusion [1, 2] . This lead Barkley to formulate a simpler ad hoc 5-dimensional model of ordinary differential equations replicating the above-mentioned transition [3] .
The powerful center manifold reduction theorem of Sandstede, Scheel and Wulff [11, [24] [25] [26] [27] , extending Krupas work [17] to non-compact symmetry groups, then provided a mathematical justification for Barkleys approach.
Later, LeBlanc and Wulff combined forced translational symmetry breaking with Barkleys approach to show that spiral anchoring around an inhomogeneity is in fact a generic property of systems where the planar translation symmetries are broken by a single small perturbation centered at that same inhomogeneity [19] .
Using the same framework, Boily, LeBlanc and Matsui further showed that the location of the center of anchoring/repelling does not generically coincide with the center of a translational symmetry-breaking (TSB) perturbation center whenever the symmetry is broken by n simultaneous TSB terms, with n > 1 [8] .
As a final example of the predictive powers of the dynamical system approach, consider the phenomenon of epicyclic (or boundary) drifting, which can be observed when the sizes of the physical domain and of the spiral core are comparable: the latter is then attracted to the boundary of the domain and rotates around it in a meandering fashion. This has been observed in experiments and numerical simulations in a lightsensitive BZ reaction [33, 34] . Yet again, spirals are sometimes observed to either be attracted to an inhomogeneity (if the spiral tip is located close enough to it), or repulsed by the inhomogeneity (if the spiral tip is located beyond a certain distance from it) [22] . A mechanism that could simultaneously explain both of these phenomena (as long as only 1 TSB term is assumed) is given in [19] .
Often, reaction-diffusion systems of partial differential equations ∂u ∂t = D · ∇ 2 u + f (u), (1.1) where u is a k-vector valued function of time and two-dimensional space, D is a (diagonal) matrix of diffusion coefficients and f : R k → R k is a smooth reaction term, are used to model excitable media in which spiral dynamics are observed experimentally. Their use is mathematically justified by Scheels proof that they can sustain timeperiodic, rigidly rotating spiral wave solutions [28] . However, since (1.1) is invariant under the transformations [10, 32] , the basic reaction-diffusion system (1.1) can only be used to model completely homogeneous and isotropic media. When studying the effects of anisotropy and inhomogeneities on the propagation of spiral waves, one must consider a larger class of models, since these media do not possess full Euclidean symmetry/invariance. Let SE(2) denote the group of all planar translations and rotations, and fix 1 ≤  * ∈ N and ζ ∈ R 2 . The subgroups C+Z  * and SO(2) ζ of SE(2) consist of all cartesian pairs of translations and rotations about the origin by an integer multiple of 2π/ * , and of all rotations about the point ζ, respectively. In order to facilitate the subsequent analysis, we make the same simplifying assumptions and adopt the same notation as in [7, 8] .
In particular, let X be a Banach space, U ⊂ R × R n a neighborhood of the origin, and Φ t,β,λ be a smoothly parameterized family (parameterized by (β, λ) ∈ U) of smooth local semi-flows on X, and let a :
be a faithful and isometric representation of SE(2) in the space of bounded, invertible linear operators on X. For example, if X is a space of functions with planar domain, a typical SE(2) action (such as (1.2) in the preceding section) is given by
In this paper, we concern ourselves with the study of epicycle drifting in the case where the two following hypotheses are satisfied:
Hypothesis 1 There exists n distinct points ζ 1 , . . . , ζ n in R 2 such that if e j denotes the j th vector of the canonical basis in R n , then ∀ u ∈ X, β = 0, α = 0, t > 0,
Hypothesis 2 There exists u * ∈ X (with trivial isotropy subgroup) and Ω * in the Lie algebra of SE (2) such that e Ω * t is a rotation and Φ t,0 (u * ) = a(e Ω * t )u * for all t. Moreover, the set { λ ∈ C | |λ| ≥ 1 } is a spectral set for the linearization a(e −Ω * )DΦ 1,0 (u * ) with projection P * such that the generalized eigenspace range(P * ) is three dimensional.
Such semi-flows can arise from the family of perturbed reaction-diffusion systems (1.4) in [8] , as well as from the modified bidomain model (1.4) in [7] , for instance. It has been shown in [5, 7, 8] that, for small parameter vectors (β, λ) ∈ R × R n , the essential dynamics of the semi-flow Φ t,β,λ near a (hyperbolic) rotating wave reduces to the following ordinary differential equations on the bundle C × S 1 , after a time-rescaling of the ϕ variable:
where v ∈ C, λ = (λ 1 , . . . , λ n ), ξ 1 , . . . , ξ n ∈ C are all distinct and the functions G, H j are smooth, periodic in ϕ and uniformly bounded in p, and G is 2π/ * −periodic in ϕ. The specific form of the perturbations is a consequence of the SE(2)−equivariance of (1.4) under the following SE(2)−action on the bundle C × S 1 :
System (1.4) is the main object of analysis in the present paper, which is organized as follows. We present a preliminary result about averaged systems in the next section, which will be used to prove our main results in the subsequent section: to wit, when (1.4) has an integral manifold with certain properties (which will be made clear in sections 2 and 3), there is a parameter wedge region for which the manifold persist if β = 0 or  * = 1; otherwise, it persists in a deleted neighbourhood. We then combine these results to obtain the epicyclic drifting theorem for a general Euclidean symmetrybreaking perturbations. Finally, we perform numerical experiments demonstrating the validity of our results and illustrating some of the dynamics found on the center bundle equations as they relate to epicyclic drifting.
Preliminaries
In order to lighten the text, we first introduce some necessary definitions. Then, we state an averaging theorem which will be used in the subsequent sections of this work.
Definitions
A (hyperbolic) integral manifold is stable if it has a neighbourhood in which all originating positive-time solutions approach the manifold exponentially. Let α 0 > 0,
We say that f is Lipschitz over a set Σ, with Lipschitz constant λ(α, V ) or Lipschitz in Hale's sense, which we denote by f ∈ Lip(x; Σ, λ(α, V )), if f is continuous in all of its arguments and is Lipschitz in x for (t, x, α) ∈ Σ with Lipschitz constant λ(α, V ), where λ is continuous in α and the parameters describing V .
Next we say that g is bounded by ∆ over V , which we denote by
When the sets Σ and V are understood from the context, they are omitted.
A Generalized Averaging Theorem
Averaging methods are used to determine whether a particular system has an nontrivial invariant integral manifold by studying an averaged system. The main theorem is a modified version of one of Hale's averaging theorems (see [5] for details); it can easily be extended to the case where µ is a parameter vector in R n . where ψ ∈ R, x ∈ [−σ 0 , ∞), γ ε,µ = 0 depends continuously on (ε, µ), and d is defined
Suppose Θ, Λ ∈ P χ t ∩ P ω ψ and that (i) Θ and Λ are real-valued over Σ σ 0 ;
with θ(ε, µ, σ) = O(ε, µ, σ) and λ(ε, µ, σ) = O(ε, µ, σ).
Then, there exists (ε 1 , µ 1 ) ∈ (0, ε 0 ] × (0, µ 0 ] such that for all
with ε = 0, (2.1) has a hyperbolic integral manifold T ε,µ which can be represented as an
with D(ε, µ), Ω(ε, µ) → 0 uniformly as (ε, µ) → 0. Furthermore, the stability of T ε,µ is exactly determined by the sign of εγ 0,0 .
Epicyclic Drifting For n Simultaneous TSB Terms
When only TSB perturbations are present, we find ourselves in the case β = 0. LeBlanc and Wulff have already studied the case n = 1.
The Case n = 1
Without loss of generality, we may assume ξ 1 = 0. In this case, the center bundle equations (1.4) reduce toṗ
, re − written to fit the current symbolism) Let
If ρ 0 > 0 is a hyperbolic solution of I(ρ) = 0, then for all λ 1 = 0 small enough, the center bundle equation (3.1) has an integral (solution) manifold E 1 λ 1 around the origin, whose stability is exactly determined by the sign of λ 1 I ′ (ρ 0 ).
These solutions represent quasi-periodic motion around the origin in the p−plane and are observable as epicycle-like motion along a circular boundary in the physical space, with angular frequency 1 + O(λ 1 ). Note that the hypotheses of theorem 3.1 are not generic: they should not be expected to hold for a random system.
The presence of a repelling integral manifold could explain the fact that spirals are sometimes observed to be repulsed by an inhomogeneity if the spiral tip is located beyond a certain distance from the perturbation center [22] .
The Case n > 1
By re-labeling the indices in (1.4) if necessary, we can temporarily shift our point of view so that ξ 1 plays the central role in the following analysis. Set Ξ j = ξ j − ξ 1 for j = 1, . . . , n. Then, under the co-rotating frame of reference z
2)
When λ 1 = 0 and λ 2 = · · · = λ n = 0, we find ourselves in the situation described in the previous subsection. Now, set ε = λ 1 , µ 1 = 1 and λ j = µ j ε for j = 2, . . . , n, and µ = (µ 2 , . . . , µ n ) ∈ R n−1 . Then (3.2) can be viewed as a perturbation of the corresponding equation in the case n = 1. Note that Ξ 1 = 0 and λ = (1, µ)ε.
Consider the near-identity change of variables
Introducing the equivalent complex conjugate equation, this last system becomes
where κ w , κ w , κ t , κ w , κ w , κ t are used to denote the partial derivatives of κ and κ. Set
By Taylor's theorem, there are appropriate continuous bounded functions A 1 , A 2 and A 3 ∈ P 2π t satisfying
and
where H ∈ P 2π t is bounded and continuous in all its variables. Denote the average value of e it K(we −it , we it , t, 0, µ) by
where F ∈ P 2π t is uniformly continuous and Let κ be an antiderivative of F with respect to t. Then κ ∈ P 2π t by (3.10) and
With such a κ, (3.8) simplifies tȯ
It is easy to see that
By Taylor's theorem, there are appropriate continuous bounded functions M j , for j = 2, . . . , n, such that
and so (3.11) becomesẇ = εwL 1 (ww) + εW (w, w, t, ε, µ),
Note that R, Ψ ∈ P 2π t ∩ P 2π ψ and that Ψ is not defined at ρ = 0.
We now give sufficient conditions for the existence of an integral manifold in (3.14) .
Theorem 3.2 Assume that R and Ψ, as defined in (3.15), are C 1 on intervals away from ρ = 0 and that the averaged equatioṅ
has an equilibria ρ 1 > 0 with D ρ R 1 0 (ρ 1 ) = γ 1 = 0. If the parameters are small enough to satisfy the conditions outlined in the proof below, then (3.14) has an invariant toruŝ E ε,µ , whose stability is exactly determined by the sign of εγ 1 .
Proof: By the implicit function theorem, there is a neighbourhood
in parameter space and a continuous function ρ : U → R + such that ρ(0, 0) = ρ 1 ,
where γ ε,µ γ 1 > 0 for all (ε, µ) ∈ U, i.e. the stability of the equilibria ρ(ε, µ) is the same as that of ρ 0 for all (ε, µ) ∈ U.
When ε = 0, the phase space of (3.14) is foliated by invariant tori and so, from now on, we will assume that ε = 0. Consider the change of variables ρ = ρ(ε, µ) + x in (3.14) . Differentiating the new coordinates, we getẋ =ρ and the equivalent systeṁ
By Taylor's theorem, there are continuously differentiable functions B 1 and B 2 such that 
As ρ 1 > 0 and ρ(ε, µ) is continuous on U, it is possible to chose (ε 0 , µ 0 ) in such a way that
In that case, Θ and Λ are continuously differentiable, as R and Ψ are continuously differentiable in ρ on [ 1 2 ρ 1 , ∞). Note further that Θ, Λ ∈ P 2π t ∩ P 2π ψ . Accordingly, theorem 2.1 can be applied to show there is a neighbourhood S 1 ⊆ S 0 of the origin in parameter space for which (3.14) (since it is equivalent to (3.17)) has an invariant torusT ε,µ when (ε, µ) ∈ S 1 . Furthermore, the stability ofT ε,µ is the same as that of the hyperbolic equilibrium ρ(ε, µ), which is given by εγ 1 . 2
The invariant torusT ε,µ can be parameterized by a relation of the form IfT ε,µ is stable (in the sense of theorem 2.1), we shall say that [Ê ε,µ ] D is the center of drifting ofÊ ε,µ . 
λ ] D is a center of drifting when λ 1 γ 1 < 0.
Proof: According to theorem 3.2, there are constants ε 1 , µ 1,2 , . . . , µ 1,n > 0 and a neighbourhood
such that (3.14) has an integral manifoldÊ ε,µ whenever (ε, µ) ∈ S 1 .
For j = 1, set λ 1 = ε = 0, λ j = µ j ε and V 1,j = µ 1,j . Then λ ∈ V 1 as
and (1.4) has an integral manifold
The conclusion on the stability of E 1 λ then follows directly from theorem 3.2. 2 Remark 3.4 (i) These isolated epicycle manifolds need not in general be unique for a given λ ∈ V 1 as R 1 0 (ρ) = 0 may have any number of hyperbolic solutions. (ii) When the parameter values stray outside of V 1 , all that can generically be said with certainty is that the epicycle manifolds in (1.4) locally drift away from ξ 1 , which cannot then be a center of drifting. Richer dynamics and interactions with rotating waves can also take place; in section 6, we will provide an example in which the epicycle manifold collapses at a saddle-node bifurcation of rotating waves.
(iii) The preceeding results have been achieved by considering (1.4) under a co-rotating frame of reference around ξ 1 . Of course, since the choice for ξ 1 was arbitrary, corresponding results must also be achieved, in exactly the same manner, when the viewpoint shifts to another ξ k .
Indeed, for j = 1, . . . , n, define the average functions
2π 0 e itĤ j (we −it , we it , 0, 0) dt;
as before, each M j is S 1 −equivariant and so there are continuous functions L j : R → C such that M j (w, w) = wL j (ww). We will call
the epicycle functions of (1.4). Proof: The epicycle function R k 0 is exactly the function that would appear in (3.16) had the preceding analysis been done around ξ k . Theorems 3.2 and 3.3 can then be applied directly to obtain the desired result.
2
Clearly, the remarks appearing after the proof of theorem 3.3 still hold. There is one last statement to be made concerning epicycle manifolds: theorem 3.5 only gives sufficient conditions for their existence in (1.4) . In section 6, we will provide an example showing that they are not, in fact, necessary.
Epicyclic Drifting For Combined RSB-TSB Terms
In this section, we investigate another way in which the Euclidean symmetry can be broken: by combining rotational and translational symmetry breaking. In effect, we are lifting the restriction β = 0, with n = 1 in (1.4). It turns out that the value of  * plays a crucial role in the analysis: the cases  * = 1 and  * > 1 are essentially different. § In either case, however, me way assume, without loss of generality, that ξ 1 = 0.
The Case
where the g n (β, λ 1 ) are the Fourier coefficients of G ∈ P 2π t . Set z = p − F G . Then, (1.4) rewrites asż = βg −1 (β, λ 1 ) + βe it H((z + F G (t, β, λ 1 ))e −it , c.c., β, λ 1 ),
where c.c. represents throughout the complex conjugate of the preceding term. Generically, g −1 (0, 0) = 0.
Set ε = β, µ = λ 1 and β =ελ 1 . Then (4.1) transforms tȯ
where
is 2π−periodic in t, smooth and uniformly bounded in w. § The general lines are very similar to those of the preceding section, as such, the proofs are omitted in order to avoid tedious repetitions.
Consider the near-identity change of variables
where ̺ ∈ P 2π t is continuous in all of its variables. This change of variables transform (4.2) into the equivalent systeṁ
where H * ∈ P 2π t is bounded and continuous in all its variables. Denote the average value of H * (we −it , we it , t,ε, 0) by
Since
Then H * (we −it , we it , t,ε, 0) = M * (w, w,ε) + F * (w, w, t,ε),
where F * ∈ P 2π t is uniformly continuous and Let ̺ be an antiderivative of F * with respect to t. Then ̺ ∈ P 2π t by (4.6) and
With such a ̺, (4.5) simplifies tȯ w = µM * (w, w,ε) + µ 2 H * (w, w, t,ε, µ). As M * (w, w, 0) is also S 1 −equivariant, there is a continuous function L * : R → C such that M * (w, w, 0) = wL * (ww), and so (4.7) becomeṡ w = µwL * (ww) + µW * (w, w, t,ε, µ),
where W * (w, w, t,ε, µ) =εg −1 (0, 0) + µH * (w, w, t,ε, µ). has an equilibria ρ 0 > 0 with D ρ R * (ρ 0 ) = γ 0 = 0. If the parameters are small enough, there exists a wedge-shaped region near (β, λ 1 ) = (0, 0) of the form 4) has an epicycle manifold G 1 β,λ 1 , with [G 1 β,λ 1 ] D near, but generically not at, the origin. Furthermore, [G 1 β,λ 1 ] D is a center of drifting when λ 1 γ 0 < 0.
The remarks after theorem 3.3 still hold after having been suitably modified.
The Case  * > 1
Let C 0 R (C) and C 1 R (C) be the spaces of continuous and continuously differentiable functions from R to C, respectively. Then
are Banach spaces when endowed with the respective norms ||u|| 0 = sup{|u(x)| : x ∈ [0, 2π/ * ]} and ||u|| 1 = ||u|| 0 + ||u ′ || 0 , and the linear operator Y : C 1 2π/ * → C 0 2π/ * defined by Y(u) = iu + u ′ is bounded, invertible and has bounded inverse.
Define the nonlinear operator H
where the g n (β, λ 1 ) are the Fourier coefficients of G ∈ P 2π/ * t . Note that H G (0, 0, 0) = 0 and D 1 H G (0, 0, 0) = i = 0. Thus, by the implicit function theorem, there is a neighbourhood N of the origin in R 2 and a unique smooth function U : R 2 → C 1 2π/ * satisfying U(0, 0) = 0 and H G (U(β, λ 1 ) , β, λ 1 ) ≡ 0 for all (β, λ 1 ) ∈ N .
Then
which reduces toż = µe it H(ze −it , ze it , t, ε, µ), is 2π/ * −periodic in t.
Then, (4.16) becomesρ = λ 1 R * (ρ) + λ 1 R(t, ψ, ρ, β, λ 1 )
where R * (ρ) = ρ Re [L * (ρ 2 )], Ψ * (ρ) = − Im [L * (ρ 2 )] for some continuous function L * : R → C, R, Ψ ∈ P 2π t ∩ P 2π ψ and Ψ is not continuous at ρ = 0. has an equilibria ρ 0 > 0 with D ρ R * (ρ 0 ) = γ 0 = 0. If the parameters are in a (small enough) deleted neighbourhood V  * of the origin, (1.4) has an epicycle manifold G  * β,λ 1 , with [G  * β,λ 1 ] D = 0. Furthermore, the origin is a center of drifting when λ 1 γ 0 < 0. (ii) The remarks made after theorem 3.3 still hold, when suitably modified.
(iii) There are a lot of similarities between our analysis and the results obtained during the analysis of spiral anchoring in [6, 8] , such as the presence of wedge-shaped regions or the deleted neighbourhoods, depending on the nature of  * . In particular, one might hope that the epicycle manifolds would possess Z  * −spatio-temporal symmetry; however, this is not the case as the averaged system defined by (4.18) is generally only 2π/ * −periodic in t when R ≡ 0 and Ψ ≡ 0. That being said, the epicycles themselves possess this symmetry in an appropriate co-rotating frame of reference.
Epicyclic Drifting For General ESB Terms
Lifting all restrictions on (1.4), save n > 1, and combining the methods of the preceding section, we obtain the following general epicyclic drifting theorems for (1.4).
Theorem 5.1 Let n > 1,  * = 1 and k ∈ {1, . . . , n}. Given an hyperbolic equilibria ρ * of an appropriate averaged equation (derived as in section 3), there is a wedge shaped region near (β = λ 0 , λ 1 , . . . , λ n ) = 0 of the form V 1 k = {(λ 0 , λ 1 , . . . , λ n ) ∈ R n+1 : |λ j | < V j,k |λ k |, V j,k > 0, for j = k and λ k near 0 } such that for all (λ 0 , λ 1 , . . . , λ n ) ∈ W 1 k with β = 0, (1.4) has an hyperbolic epicycle manifold E k β,λ , with [E k β,λ ] D near, but generically not at, ξ k . Furthermore, [E k λ ] D is a center of drifting when the product of λ k with the stability of ρ * is negative.
Theorem 5.2 Let n > 1,  * > 1 and k ∈ {1, . . . , n}. Given an hyperbolic equilibria ρ * of an appropriate averaged equation (derived as in section 3), there is a cone shaped region near (β, λ 1 , . . . , λ n ) = 0 of the form Since the hypotheses of these theorems are not generic, it is not clear that such integral epicyclic manifolds are common, and their existence must sometimes be inferred in the physical space, especially if they are repelling, such as appears to be the case in [22] .
Numerical Simulations on the Center Bundle
The study of particular cases for (1.4) yields interesting results. We have shown that, under certain conditions, (1.4) has epicycle manifolds for small parameter values in a wedge near the origin. However, our results do not provide information concerning the flow of (1.4) on this invariant set. We present here two examples (in the case β = 0, n = 2) for which the flows on the epicycle manifolds are essentially different.
An "Ergodic" Flow
Let β = 0 and n = 2. Set ξ 1 = 0, ξ 2 = 4 + 4i, v = 1 + i,
(6.1)
The average function M 1 is given by
Then L 1 (ww) = 76 − ww and so R 1 0 (ρ) = Re [M 1 (ρ, ρ)] = ρ(76 − ρ 2 ), which in turn implies D ρ R 1 0 (ρ) = 76 − 3ρ 2 . The only positive solution of R 1 0 (ρ) = 0 is ρ 0 = √ 76, for which γ 0 = D ρ R 1 0 (ρ 0 ) = 76 − 3ρ 2 0 = −152. Then, theorem 3.5 states that there is a wedge V 1 near λ = 0 in parameter space for which (6.1) has an attractive epicycle manifold E λ with [E λ ] D near ξ 1 = 0 for all λ ∈ V 1 . Furthermore, since D 1 H 1 (x 1 , x 2 , x 3 ) = −2x 3,1 x 1 − 2x 1 x 2 + 80 and α 1 = Re (D 1 H 1 (−iv, iv, 0)) = Re −2|1 + i| 2 + 80 = 76 > 0, theorem 3.4 in [8] predicts the existence of an anchoring wedge W 1 near λ = 0 in parameter space for which (6.1) has a unique repelling rotating wave S λ , whose center is near ξ 1 = 0 for all λ ∈ W 1 .
Thus there is an overlapping region in which (6.1) has both an epicycle manifold and a unique rotating wave solution. The parameter vector λ ∈ (0.01, 0.001) lies in the overlapping region, as can be seen in figure 1. 
Collapse of the Epicycle Manifolds
In the next example, the flow along the epicycle manifold is significantly richer. Let β = 0 and n = 2. Set ξ 1 = 0,
Then L 1 (ww) = −|w| 2 − 4i and L 2 (ww) = 1 and so
None of the solutions of R 1 0 (ρ) = 0 or R 2 0 (ρ) = 0 are positive: thus theorem 3.5 cannot be applied. Yet there is a parameter region in which interesting epicycle manifolds exist.
Set z = p + ie it v, ε = λ 2 , and λ 1 = µε in (1.4) to obtaiṅ z = εe it K(ze −it , ze it , t, ε, µ),
When ε = 0.01 and µ = 0.0005, (6.2) has a stable epicycle manifoldÊ ε,µ and three rotating waves: a "saddle" s ε,µ , a "node" n ε,µ and a "source" f ε,µ . Note that s ε,µ , n ε,µ ∈Ê ε,µ (see figure 2 ). A (naive) study of the time-evolution of (6.2) (with Matlab's ode45) for various parameter values shows that the epicycle manifold collapses at a saddle-node bifurcation of rotating waves; when ε = 0.01, the collapse occurs at µ ≈ 0.00437 (see figure 3 ).
It should be noted that in general there is no reason to expect the collapse (or creation) of an epicycle manifold to be specifically linked to a saddle-node bifurcation of rotating waves.
Appendix A. Technical Results
Finally, we provide the proofs of two technical results that were used in section 3.
2π 0 e it K(we −iθ e −it , we iθ e it , t, 0, 0) dt
2π 0 e itĤ 1 (we −it e −iθ , we it e iθ , 0, 0) dt
Proposition A.2 Let all terms, variables and functions be as in theorem 3.2. In particular, the functions R and Ψ are C 1 on intervals away from ρ = 0. Denote
Note that these spaces, as well as the spaces Σ 0 and Σ σ from theorem 2.1, are convex. The functions Θ and Λ satisfy the following conditions: For j = 1, . . . , n, the continuous functions |R j | and |εΨ j | reach their maximum C j and E j , respectively, on the compact set [0, 2π] × {0} for j = 1, . . . , n. Then = xK R 0 (x, ε, µ) + εK R 1 (t, ψ, x, ε, µ) + n j=2 µ j K R j (t, ψ, x, ε, µ), where K Ψ 0 (x, ε, µ) = εD x B 2 (x, ε, µ) K R 0 (x, ε, µ) = ε (D x B 1 (x, ε, µ)x + 2B 1 (x, ε, µ)) K Ψ 1 (t, ψ, x, ε, µ) = B 2 (x, ε, µ) + ε (D x Ψ 1 (t, ψ, ρ(ε, µ) + x, ε, µ) + D ψ Ψ 1 (t, ψ, ρ(ε, µ) + x, ε, µ)) K R 1 (t, ψ, x, ε, µ) = ε (D x R 1 (t, ψ, ρ(ε, µ) + x, ε, µ) + D ψ R 1 (t, ψ, ρ(ε, µ) + x, ε, µ)) and K Ψ j (t, ψ, x, ε, µ) = ε (D x Ψ j (t, ψ, ρ(ε, µ) + x, ε, µ) + D ψ Ψ j (t, ψ, ρ(ε, µ) + x, ε, µ)) K R j (t, ψ, x, ε, µ) = ε (D x R j (t, ψ, ρ(ε, µ) + x, ε, µ) + D ψ R j (t, ψ, ρ(ε, µ) + x, ε, µ)) ,
where Ψ j and R j are as in (A.1). Since Θ and Λ are continuously differentiable, Θ and Λ are continuous on Σ r σ , as are K Ψ j and K R j for j = 0, . . . , n. In particular, the functions |K Ψ j | and |K Ψ j | each reach their respective maximum k Ψ j and k R j on Σ r σ for j = 0, . . . , n. Then, note that |x * |, |x * | ≤ σ, | Θ(t, ψ * , x * , ε, µ)| ≤ |x * ||K Ψ 0 (x * , ε, µ)| + |ε||K Ψ 1 (t, ψ * , x * , ε, µ)| + In particular |Θ(t, ψ 1 , x 1 , ε, µ) − Θ(t, ψ 2 , x 2 , ε, µ)| ≤ θ(ε, µ 2 , . . . , µ n , σ) |ψ 1 − ψ 2 | + |x 1 − x 2 | |Λ(t, ψ 1 , x 1 , ε, µ) − Λ(t, ψ 2 , x 2 , ε, µ)| ≤ λ(ε, µ 2 , . . . , µ n , σ) |ψ 1 − ψ 2 | + |x 1 − x 2 | , where θ(ε, µ, σ), λ(ε, µ, σ) = O(ε, µ 2 , . . . , µ n , σ). Hence Θ and Λ are Lipschitz in Hale's sense.
This completes the proof. 
