This paper empirically investigates the linkages between banking crises and exchange rate regimes, using a comprehensive data set including developed and developing countries over the last two decades. In particular, the paper examines whether the choice of exchange rate regime affects the likelihood, cost, and duration of banking crises. Empirical results indicate that adopting a fixed exchange rate diminishes the likelihood of a banking crisis among developing countries. However, once the crisis occurs, the costs associated with it appear to be larger in countries with fixed exchange rates. The duration of crises, on the other hand, does not seem to be affected by the exchange rate policy.
I. Introduction
The recent financial crises in Asia, Brazil, and Russia have rekindled the debate on the choice of exchange rate regimes. In other words, the debate over the appropriate exchange rate regime-a topic on which a consensus is hard to find-has once again taken center stage.
Since the work of Mundell (1961) , an extensive literature has developed examining the links between the exchange rate regime and macroeconomic performance. For example, Ghosh et al. (1997) as well as a recent IMF (1997) study demonstrate that inflation is lower under fixed exchange rate regimes, yet they fail to find robust evidence on the relationship between growth and currency regimes.
While the impact of exchange rate policies on macroeconomic performance has received a great deal of attention, until recently, the literature had largely ignored the implications of the exchange rate regime for financial stability. Most studies on the determinants of banking crises have focused primarily on the role of macroeconomic, external, and regulatory environments. In particular, the following factors have been identified by the literature as the key determinants of banking crises: (i) credit risk, (ii) lack of adequate capital, (iii) sharp increases in short-term interest rates, (iv) currency mismatches, (v) presence of a deposit insurance scheme, (vi) financial liberalization, (vii) lending booms, and (viii) external economic conditions. Recently, studies by Eichengreen and Hausmann (1999) , Eichengreen and Rose (1998) , Hausmann et al. (1999) , and Velasco and Cespedes (1999) have begun to discuss -primarily at the theoretical level-the potential links between the exchange rate regime and financial 1 For a detailed review of the literature on exchange rate regimes and macroeconomic performance, see Edwards and Savastano (1999) . 2 McKinnon (1963) alluded to the importance of financial factors, stating that countries with deep financial markets will favor flexible exchange rates regime. Heller (1978) , however, contended that countries with integrated and developed financial markets will prefer to peg. 3 See Demirgüç-Kunt and Detragiache (1997) as well as Eichengreen and Rose (1998) for a thorough literature review.
stability. With the exception of Eichengreen and Arteta (2000) and Eichengreen and Rose (1998) , this issue remains largely unexplored at the empirical level. 4 Furthermore, the existing empirical papers focus exclusively on developing countries and ignore indirect channels through which the exchange rate may affect the likelihood of banking crises, beyond the impact of external shocks. Also, these studies have been silent on the question of how, if at all, exchange rate regimes affect the cost and duration of crises.
This paper attempts to fill some of the gaps in the empirical literature on the links between exchange rate policies and banking crises. Using a comprehensive data set including developed and developing countries for the period 1980-1997, we examine whether the choice of exchange rate regime affects the likelihood, cost, and duration of banking crises.
Regarding the likelihood of banking crises, we test the validity of some of the indirect channels discussed in the recent literature linking the exchange rate regime to the probability of banking crises. In particular, we examine the following issues: (i) whether unhedged liabilities increase the likelihood of banking crises under fixed exchange rate regimes, (ii) whether the extent to which the broad monetary base is backed by reserves affects the likelihood of banking crises caused by runs under pegged regimes; (iii) whether the liquidity of a banking system reduces the negative repercussions of the lack of a lender of last resort under fixed exchange rate regimes; and finally (iv) whether the impact of capital flows on the probability of banking crises varies under different exchange rate regimes. 1975 -1992 , Eichengreen and Rose (1998 focus primarily on the role of external factors (foreign interest rates and OECD growth) in precipitating banking crises. Eichengreen and Arteta (2000) examine the impact of the exchange rate regime, financial liberalization, and deposit insurance on the likelihood of banking crises. Their estimations are based on a panel of developing countries over the period . Both of these studies conclude that the exchange rate regime does not have a robust impact on the likelihood of banking crises. 5 Indeed, lending booms-one of the most widely acknowledged determinants of banking crises-are often deemed as the domestic counterpart of a surge in capital inflows (Gourinchas et. al (1999) ).
We also extend the existing empirical work in a number of ways. First, we consider a larger number of banking crises that affected not only developing, but also developed countries.
Second, aside from using the IMF's de jure exchange rate classification, we also investigate whether the results change when we use alternative measures of de facto exchange rate flexibility (or lack thereof). Finally, to test the robustness of the results, we allow and control for the potential endogeneity of the exchange rate regime and test the sensitivity of our results to changes in the criteria used to identify banking crises.
In the estimations of the cost and duration of crises, we analyze the impact of the exchange rate regime, while controlling for macroeconomic factors and for the crises management strategies used by governments to deal with these episodes. The investigation of the determinants of the cost of banking crises relies on two measures of the burden imposed by crises. First, we use estimates of the fiscal cost of crises. 6 These are related to the clean-up costs faced by the government as a result of the crises. Second, we measure the cost of the crises to the economy as the foregone output growth that resulted from the period of banking distress. Finally, we estimate hazard models to study the impact of the currency regime on the duration of crises.
The remainder of this paper is structured as follows. Section II discusses the literature and main arguments relating exchange rate policies to banking crises. Section III describes the empirical methodology and the data used in this study. Section IV presents the empirical results.
Finally, Section V concludes.
II. The Choice of Exchange Rate Regime and Financial Stability
In the aftermath of the recent financial crises, the impact of the exchange rate regime on financial stability has become one of the central components of the debate on the appropriate exchange rate policies for countries to adopt. Yet, to date, little consensus has emerged on this subject. Below, we provide a brief overview of the competing arguments and literature linking exchange rate regimes and financial stability.
II.a Arguments Favoring Pegged Exchange Rates
A popular argument in favor of fixed exchange rates is that a commitment to a currency peg may reduce the probability of banking crises, as it would discipline policy makers (Eichengreen and Rose (1998) ). Put differently, the restrictions imposed by the objective of maintaining an exchange rate anchor would discourage the propensity towards erratic policies and, therefore, minimize the occurrence of domestic shocks that lead to banking crises. Furthermore, as argued by Calvo (1999b) random shocks that affect economies may be a function of the exchange rate regime. Thus, the transparency and credibility associated with fixed exchange rates may insulate a country from contagion and rumors.
Proponents of fixed exchange rate regimes also consider the presence of dollar debt as an argument supporting the adoption of pegged exchange rates (Velasco and Cespedes (1999) ).
They argue that a nominal devaluation will drastically increase the burden faced by debtors and can generate a wave of corporate bankruptcies. This may, in turn, result in a banking crisis, as banks see their stock of non-performing loans rise. Calvo (1999a) also supports this conjecture and claims that "liability-dollarized economies are highly vulnerable to a devaluation".
Finally, a series of recent studies have provided strong support for the importance of exchange rate stability, particularly in the case of developing countries. More specifically, Calvo 6 These come from Honohan and Klingebiel (2000) . 7 A related argument put forward by Mishkin and Savastano (2000) is that countries lacking political and economic institutions to support an independent central bank may find hard pegs a sensible second best strategy for monetary policy (1999b) and Calvo and Reinhart (2000a, 2000b) contend that the choice of exchange rate regime for developing countries is very different from that of developed countries. Developing countries are often plagued by lack of credibility and limited access to international markets, more pronounced adverse effects of exchange rate volatility on trade, high liability dollarization, and higher passthrough from exchange rate to inflation. As a result of these features, flexible exchange rate arrangements are not suitable for developing countries. They argue that this is why authorities in developing countries often resist large movements in the exchange rate 8
II.b Arguments Favoring Flexible Exchange Rates
The traditional argument for supporting the adoption of flexible exchange rate systems is that they offer the possibility of a more stabilizing monetary policy. Accordingly, the exchange rate could be used to absorb some of the real shocks the economy faces and could reduce the burden on the interest rate. More precisely, confronted with an adverse external shock, floaters can let the exchange rate bear the brunt of the adjustment so that interest rates need not be raised.
Thus, output is protected through increased competitiveness and more favorable financial conditions.
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This argument, however, is subject to a number of caveats. First, whereas the traditional ranking between fixed and floating regimes is based on a loss function that depends exclusively on output volatility, Calvo (1999b) shows that fixed exchange rates would always dominate flexible regimes if the function being optimized puts weight on real exchange rate volatility. Second, empirical evidence for developing countries does not lend support to the notion that monetary policy is stabilizing under flexible regimes. For example, Calvo and Reinhart (2000a, 8 See Hausmann et. al (1999) for the empirical support for this conjecture in the case of Latin American countries. 9 This argument is, of course, not applicable to those countries with significant liability dollarization.
2000b) and Hausmann et al. (1999) demonstrate that monetary policy is more pro-cyclical in flexible than in fixed exchange rate regimes. They attribute this finding to the lack of credibility that plagues developing countries. Moreover, Calvo and Reinhart (2000a) show that developing countries refrain from using their exchange rate flexibility in the face of large external shocks. In particular, they find that the volatility of commodity prices expressed in the local currency of developing countries exceeds that for the exchange rate suggesting that the latter is not often allowed to perform as a shock absorber. Finally, shocks could contain both real and nominal components. This, in turn, would make the choice of exchange rate regime on the basis of the nature of shocks more difficult. Indeed, recent crises episodes in which shocks have come mainly through the capital account-affecting both aggregate demand as well as monetary aggregateslend support to this conjecture and raise doubts about the usefulness of floating exchange rates as a shock absorber.
Defenders of floating exchange rate regimes also contend that pegged exchange rates provide implicit guarantees for those looking to borrow in foreign currency, giving rise to a moral hazard problem. To sustain the peg, authorities will insist that there is absolutely no prospect of it being changed. In this way, the government offers the private sector an insurance against the risk of exchange rate changes. This situation attracts capital inflows, but leaves the economy very vulnerable to external shocks.
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Moreover, under pegged regimes, borrowers have little incentive to hedge their foreign exposures (Eichengreen and Hausmann (1999) ). On the other hand, exchange rate risk under flexible regimes promotes hedging and helps to curb inflows. 10 He also shows that this dominance weakens, but does not vanish, with full indexation to the exchange rate. 11 Indeed, many analysts considered this channel as one of the major contributing factors to the Asian crises and concluded that "the peg did it". However, as was pointed out by Calvo (1998) if the crises countries had floated their exchange rates prior to the crisis, their currencies would likely have appreciated, not depreciated.
Advocates of the flexible regime also argue that fixed exchange rates severely constrain lender of last resort operations, since domestic credit growth may undermine the confidence in the currency peg.
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The lack of a lender of last resort under fixed exchange rates can, in turn, encourage bank runs and financial panics. 13 However, there is a caveat to this argument. The existence of lender of last resort facilities under flexible exchange rates may encourage bankers to take additional risks, since they know authorities will bail them out. Under this scenario, a rise in bank risk-taking will increase the odds of a banking crisis. Moreover, if the market anticipates the influx of last-resort lending to the banking system that would lead to a rapid expansion of the monetary base, the market will expect the currency to lose value. This, in turn, could produce a major destabilizing depreciation.
14 Aside from the lender of last resort argument, Chang and Velasco (1998) and Velasco and Cespedes (1999) underscore that flexible exchange rates may be helpful in preventing selffulfilling bank runs. Under a fixed exchange rate regime, if depositors are concerned about the viability of the peg, they will have incentives to run in order to exchange their deposits for reserves, before the government stock is depleted. On the other hand, in a flexible exchange rate this motivation to run disappears, because those who run first face a depreciation.
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12 It could be argued that the use of fiscal policy in lieu of monetary policy to help troubled banks might be a reasonable alternative. However, since developing countries are often rationed at times of crises, it is not feasible for the government simply to borrow against the present value of future tax receipts and then hand over the money to the bankers (Velasco, 1999) . 13 It should be noted that there is no unanimity over this argument. Some claim that the lender of last resort function can be rented-contingent credit lines (Dornbusch, 1998) . Others contend that the policy of contracting a line of credit has the following shortcomings (Velasco, 1999) . First, the risk of bank runs need not be easily diversifiable for lenders in the wake of regional or global contagion. Second, such contracts are difficult to write and enforce, owing to the obvious potential for moral hazard. Third, the issue size of the credit may not be sufficient to cover a reasonable portion of the banking sector liabilities at a reasonable premium. 14 Indeed, as Hausmann et al. (1999) 
III. Empirical Methodology
We investigate the links between exchange rate regimes and financial stability by estimating three types of empirical models. In particular, we use logit analysis to estimate the probability of a banking crisis, ordinary least squares to analyze the cost of these episodes, and hazard functions (Cox and Weibull ) to study the determinants of crisis duration. In the following subsections, we provide a more detailed description of our empirical methodology.
III.a The Likelihood of Banking Crises
In the logit analysis, the dependent variable is obviously a dichotomous one. This dummy equals zero in years and countries where there are no crises and it equals one during systemic crisis periods. Following Demirgüç-Kunt and Detragiache (1997), we define as systemic crises episodes that meet one of the following four criteria: (i) the non-performing loans ratio (to total loans) is above 10%; (ii) the cost of the banking crisis is at least 2% of GDP; (iii) the crisis led to the nationalization of banks; and/or (iv) emergency measures such as deposit freezes or prolonged bank holidays are adopted in response to the crisis. For the 88 countries in our sample, we identify periods of systemic crises according to the criteria described above, based on the information and chronology of episodes of banking distress provided by Caprio and Klingebiel (1999) and Lindgren, Garcia, and Saal (1996) .
Given the logistic distribution, the probability of a banking crisis in period t can be expressed as follows: Similarly, the probability of no crisis in period t is:
The ratio of (1) over (2) is the odds ratio in favor of a crisis. Taking natural logs of this ratio, it should be clear that the log of the odds ratio is not only linear in X t-1 , but also linear in the parameters β. Given (3), β measures the change in the log-odds ratio for a unit change in X t-1 . X is a matrix of determinants of banking crises. In our estimations, only the first year of a crisis is coded as a one and the crisis observations beyond the first year are excluded. We adopt this strategy to avoid the endogeneity problem that would result from the fact that once the crisis starts, it is likely to affect the evolution of the macro and financial variables on the right hand side. Similarly, to minimize simultaneity problems, all regressors in the logit models are lagged one period.
The variables included in X are dictated by the theory on the determinants of banking crises. We provide a detailed list of variables and sources in the data appendix. We include three types of variables in our estimations, namely: domestic-macroeconomic, external, and financial.
In this regard, we closely follow the empirical specification on the likelihood of banking crises in Demirgüç- Kunt and Detragiache (1997) . Among the domestic macroeconomic variables we 16 However, the marginal effect of a regressor on the dependent variable, which is the usual interpretation for coefficients in the ordinary least squares setup, is different from β (although it still depends on it), namely:
Note that (3) will vary with X t-1 . In practice, the marginal effects are calculated at the means of the regressors.
include: the real growth of GDP, the level of real GDP per capita, the inflation rate, and the real interest rate.
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Adverse macroeconomic conditions hurt banks by increasing the share of non-performing loans in the economy. Thus, we expect an increase in the real growth of GDP to reduce the probability of a banking crisis. On the other hand, we expect higher real interest rates to have a positive effect on the likelihood of crises. High inflation is associated with high nominal interest rates and may also be viewed as a proxy for poor macroeconomic management. Finally, real GDP per capita is included to control for the fact that poor countries typically have inefficient legal systems, as well as weak enforcement of loan contracts and deficient prudential regulations.
To capture the external conditions that countries face, we include two variables: the change in the terms of trade and the ratio of net capital flows to GDP. A deterioration in the terms of trade is expected to increase the likelihood of a banking crisis, since it would negatively affect the ability of borrowers (in particular those in the tradable sector) to repay loans. Both net outflows and inflows could play an important role in precipitating banking crises. A rise in capital flows intermediated by the domestic banking system is likely to increase the supply of loanable funds at banks' disposal, thereby allowing banks to engineer a lending boom. As is widely acknowledged, lending booms lead to financial vulnerability by contributing to an endogenous decline in the quality of banks' assets.
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Outflows, on the other hand, can bring about crises by depriving banks of foreign financing and also by heightening the expectation of a meltdown, leading to bank runs. Calvo and Reinhart (1999) argue that "sudden stops" or episodes of inflow reversals can trigger output collapses and severely damage financial sectors.
A number of financial variables are also included in the logit estimations. In particular, we include the ratio of M2 to reserves, the ratio of private domestic credit to GDP, the growth of credit, the ratio of foreign liabilities to foreign assets held by banks, and the ratio of cash held by banks to assets. The ratio of M2 to foreign exchange reserves is supposed to capture the exposure that banks face to runs associated with currency crises. Demirgüç-Kunt and Detragiache (1997) argue that financial liberalization may weaken the condition of the banking sector because this process may result in an increase in risk-taking opportunities, and when not appropriately regulated, in instances of fraud. Pill and Pradhan (1995) argue that the ratio of domestic credit to the private sector to GDP can be utilized to capture the extent of financial liberalization. 19 We include this variable in our estimations to control for this effect. Also, because a number of studies (Gavin and Hausmann (1996) , Gourinchas et al. (1999) ) have argued that banking crises are associated with lending booms, we also include the growth rate of domestic credit in the logit estimations.
The ratio of cash (to total bank assets) held by banks is introduced to capture the ability of banks to deal with potential runs on their deposits. We include the ratio of foreign liabilities to foreign assets held by banks to examine the extent to which banks' currency mismatches affect the likelihood of a banking crisis. 20 19 We also conducted some estimations using a dummy for financial liberalization periods (following Demirgüç-Kunt and Detragiache (1998)), but it reduces our sample of countries significantly and does not affect the empirical results . 20 The ratio of foreign liabilities to foreign assets used here (see appendix for definition and sources) is only a proxy for the true currency mismatch since it only considers the liabilities held by banks with foreigners (i.e., nonresidents) and the banks' claims on foreigners, irrespective of the currency of denomination. There are a number of obvious deficiencies with this measure. First, for some developed countries bank assets and liabilities with foreigners may in fact be denominated in the domestic currency, in which case, this ratio does not really capture the currency mismatch of banks. However, because our sample is primarily comprised of developing countries, we do We investigate the link between the exchange rate regime and banking crises, controlling for other relevant macroeconomic, external, and financial factors, in a number of ways. First, to explore whether the exchange rate regime has a direct impact on the likelihood of a banking crisis, we introduce dummies capturing the declared exchange rate regime in each country. For this purpose, we use data on exchange rate regimes available from the IMF's Annual Report on Exchange Rate Arrangements and Exchange Rate Restrictions. In some estimations, we distinguish between fixed exchange rate regimes vis-à-vis all other regimes. In other cases, we allow for three exchange rate categories: fixed, intermediate, and floating.
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Given that countries' declared exchange rate regimes might be quite different from the one pursued in practice, we conduct alternative estimations with two measures of de facto exchange rate regimes. First, we use a data set on frequent and infrequent parity-adjusters put together by Ghosh et al. (1997) to distinguish between countries that truly peg from those that constantly modify their exchange rate parity or even regime. Second, we define a dummy that takes the value of one whenever a country's relevant exchange rate changes by less than 5%.
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Since the exchange rate may also have an indirect impact on the probability of a banking crisis, we explore certain interactions between the explanatory variables discussed above and the exchange rate regime. First, by interacting the pegged exchange rate dummy with the capital flows and terms of trade variables, we analyze the standard prescription that floating exchange not expect this to be a significant bias. Another potential problem with this ratio is that it excludes the foreign assets and liabilities held by banks with domestic residents. In many developing countries, banks take dollar deposits and make dollar loans. In those cases, our measure will underestimate the currency mismatch since it only includes obligations towards and claims on non-residents. We made attempts to collect data on foreign currency deposits and loans held by residents, but we were only able to collect a very limited data set. 21 Fixed exchange rate regimes include pegs to individual currencies or to a basket. The intermediate regimes includes crawling pegs, managed floating, and regimes that allow limited flexibility with respect to a set of indicators. 22 Dummies constructed to capture exchange rate changes smaller than 2.5%, 10%, or 25% yielded similar results. In addition, we also employed another alternative de facto classification of exchange rate regimes constructed by Levy rates are more suitable in the face of external shocks. Second, we examine the interaction between the exchange rate regime and the ratio of foreign liabilities to assets, the share of cash to bank assets, and the ratio of M2 to reserves to test the validity of the arguments put forth by Eichengreen and Hausmann (1999) and Velasco and Cespedes (1999) , among others.
Fixed exchange rate rates are often perceived as government guarantees against exchange rate fluctuations. In this sense, pegged regimes may create moral hazard incentives for banks not to hedge their foreign liabilities or to make riskier investments, for a given ratio of foreign liabilities to assets. Thus, if the argument above is true, we expect to find a positive sign on the interaction term between the peg dummy and the ratio of foreign liabilities to assets.
A common argument explaining why fixed exchange rate regimes may be associated with financial instability is the fact that under this regime the ability of the central bank to act as a lender of last resort is severely curtailed by its commitment to the exchange rate. We interact the fixed exchange rate dummy with the ratio of bank assets held as cash to investigate whether bank liquidity matters more (in terms of reducing the probability of a banking crisis) in countries that have exchange rate commitments and, therefore, have a limited capacity to inject liquidity if needed (i.e., situations where the government cannot act as a lender of last resort).
The ratio of M2 to foreign exchange reserves captures banks' vulnerability to runs associated with currency crises. The incentives to run could be higher under fixed exchange rates. This is due to the fact that under exchange rate pegs, agents may fear that the central bank will not have enough reserves to convert their deposits to foreign currency. On the other hand, under floating rates, panicking will lead only to a depreciation (Velasco and Cespedes (1999) ).
Thus, we expect the interaction of the ratio of M2 to reserves with the peg dummy to be positive. Yeyati and Sturzenegger (1999) on the basis of clustering analysis. Because this classification is only available for the 1990s and it significantly reduces our sample, we do not report these results here.
In other words, under fixed rates, the larger the ratio of M2 to reserves the greater the likelihood of a bank run.
III.b. The Cost of Banking Crises
To study whether the exchange rate regime affects the cost of banking crises, we estimate the following equation using ordinary least squares:
where i denotes a banking crisis episode.
Cost refers, alternatively, to the fiscal or real output cost (i.e., the cost in terms of foregone output growth) of a crisis. Data on the fiscal cost of crises (relative to GDP) come from Honohan and Klingebiel (2000) . The real output cost was calculated as the differences between the average growth rate of real GDP during each crisis episode relative to the average growth during tranquil times. Allowing for a two-year window around banking crises (to accommodate for the possibility that crises may have started earlier and ended later than identified in the literature), we define output growth during tranquil periods as the average growth of output in the two years surrounding the window described above.
23 Z is a matrix of macro and financial variables measured as the two-year average before each crisis. In particular, the following macro variables are included in the specifications: inflation, real interest rates, lending growth, bank credit to the private sector to GDP, and the ratio of bank liquidity to total bank assets. 24 Flex is the average of an index of exchange rate flexibility, where higher values for this variable indicate a greater degree of flexibility. In some estimations, we replace Flex with the lag of the peg dummy. Finally, Res is a matrix containing dummies for the different resolution mechanisms implemented by governments to overcome crises. In particular, using data collected by Honohan and Klingebiel (2000), we identify episodes when the government provided liquidity support to banks, when forbearance was extended to multiple institutions, and, finally, crises episodes where the government extended blanket guarantees to depositors.
III.c. The Duration of Banking Crises
To investigate the potential link between the duration of crises and the exchange rate regime, we estimate Weibull and Cox hazard functions. In this paper, the hazard function represents the rate at which countries exit a banking crises at period t, given that they were in a crisis up until t. The hazard functions for the Cox and Weibull models can be written as:
λ 0 (t) is the so-called "baseline" hazard function. In the Weibull distribution, the baseline hazard is a parametric function such that λ 0 (t) =pt p-1 where p is the shape parameter to be determined by the data. If p=1, the hazard rate is flat; if p<1, the hazard is decreasing, and if p>1, the hazard is increasing. On the other hand, in the Cox model estimates of φ, γ, and ρ can be obtained without imposing a particular structure on λ 0 (t). Z, Flex, and Res are defined as above.
A positive coefficient in both models indicates that the given covariate (or right hand side variable) increases the likelihood of exiting a crisis. Since we are interested in the determinants of the duration of crises, to evaluate the impact of a given variable on the length of a crisis, we need to invert the signs on the coefficients. . Aside from the macro, external, and financial variables discussed earlier, the first specification in Table   1 (column (1.1)) includes only the peg dummy. In the second and third specifications ( columns (1.2) and . (1.3) ), we try to disentangle the effect of capital flows on banking crises by replacing net flows with two different variables that isolate periods of net inflows and net outflows. In specification (1.2), the variable outflows equals net flows when these are negative and it is zero otherwise. Similarly, the regressor labeled inflows equals net flows when these are positive and takes the value of zero otherwise. The fourth specification in Table 1 includes both the peg and intermediate regime dummies. Finally, the last three estimations include interaction terms of the peg dummy with the following variables: terms of trade change, the ratio of capital flows to GDP (and separately the ratio of net inflows and net outflows), the ratio of foreign liabilities to assets, the ratio of M2 to reserves, and the ratio of cash to bank assets.
IV. Empirical Findings

IV.a. The Exchange Rate Regime and the Likelihood of Crises
Across all specifications for the systemic crises, the results indicate that countries with higher GDP per capita-most likely endowed with better contract enforcement mechanisms and 25 Given a regression model
, following Huber (1967) and White (1980 White ( , 1982 the formula for the robust estimator of variance is
where V is the conventional variance estimator and u j is the contribution from the jth observation to the scores β ∂ ∂LnL . Assuming the observations denoted by j are not independent but that they can be divided into M groups G1, G2, ...GM that are independent, then the robust estimator of the variance is
where u k (G) is the contribution of the kth group to the scores β ∂ ∂LnL and
(see Rogers (1993) ).
institutions-have a lower probability of facing a banking crisis. High credit growth raises the likelihood of a banking crisis and so do capital inflows. This is consistent with the notion that lending booms precede banking crises.
Regarding the impact of the exchange rate regime on the likelihood of banking crises, we find that the peg dummy is negative, though not significant. Nonetheless, the interaction between the peg and episodes of net inflows is negative and significant, implying that inflows are less damaging under fixed than floating regimes. This could be attributed to several factors. First, evidence suggests that countries with fixed exchange rate regimes have larger (and possibly more sophisticated) financial systems, which would allow them to intermediate inflows more efficiently.
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Second, it is possible that the real exchange rate appreciations that accompany inflow episodes are initially larger under floating regimes than under fixed, since under the former, both the nominal exchange rate appreciates and the price of non-tradable increases.
Because under fixed exchange rate regimes appreciations take place only through usually sluggish price adjustments, exporters in countries under pegged regimes will be in a better position to adjust to the adverse consequence of appreciations relative to their counterpart under floating regimes. Finally, it has been argued that the volatility of capital flows is larger under flexible exchange rates than under fixed exchange rates. Thus, for a given level of inflows, it is possible that the higher volatility of inflows under flexible rates and its negative impact on banks' balance sheet may explain why inflows appear to be particularly damaging to financial stability under flexible regimes.
The empirical results also indicate that the interaction of the peg with the ratio of foreign liabilities to foreign assets is positive and statistically significant. This finding suggests that in countries with pegged exchange rates, unhedged foreign liabilities are more likely to have a larger positive impact on the likelihood of a crisis. A possible explanation for this finding is that for a given level of unhedged liabilities, banks and individuals under pegged regimes have a larger incentive to take greater risks, because fixed exchange rates act as implicit guarantees against losses associated with exchange rate volatility.
The choice of exchange rate regime is probably more important for developing countries, given their inability to borrow in their own currency and the fact that most of the trade they conduct with other nations takes place in a currency other than their own. Table 2 presents the estimates on the determinants of systemic crises in developing countries only. As before, we find that capital inflows increase the likelihood of banking crises. Also, an increase in the ratio of M2 to reserves raises countries' vulnerability to banking crises. On the other hand, we find that GDP per capita has a negative and significant impact on the likelihood of a banking crisis. Similarly, the results indicate that the peg dummy is negative and significant, suggesting that the adoption of fixed exchange rates lowers the probability of banking crises in developing countries.
The estimations discussed above use the IMF's de jure classification of exchange rate regimes (i.e., a classification based on the declared commitment of the central bank) to investigate the link between this variable and the likelihood of a banking crisis. Given that in many instances the declared regime might be a poor proxy for the actual exchange rate behavior, we consider two alternative measures of the de facto regimes. First, we use a data set collected by Ghosh et al. (1997) that separates countries with pegged or intermediate regimes into infrequent or frequent parity-adjusters. Frequent parity adjusters are those countries that constantly change their exchange rate, even though they are under a declared fixed or semi-fixed regime. Second, we construct a dummy to capture those cases when the actual exchange rate changed by less than 5 per cent over the previous year. For each country, the exchange rate used 26 See Hausmann et. al (1999). to construct this measure varies according to the declared intentions of each country to peg their currency vis-à-vis a particular currency or basket of currencies. 27 Table 3 presents logit estimates for systemic crises using both de facto exchange rate regime measures for all countries and, separately, for developing countries. In these estimations, we ignore the interaction terms because we found that these are mostly insignificant. For the sample including all countries, we find that the exchange rate regime is significant when the dummy that captures exchange rate changes smaller than 5 per cent is included. On the other hand, when only developing countries are included, we find that both measures of de facto pegs have a negative and significant impact on the likelihood of banking crises. Thus, these estimations confirm that pegged regimes reduce the probability of banking crises, whether we focus on de jure or de facto measures of the regimes.
An important test to verify the robustness of our results is to study whether the significance of the exchange rate disappears, if we modify the criteria we used to select episodes of banking crises. Thus, in Table 4 we present logit specifications where we use alternative definitions of crises. In the first case (columns (4.1) through (4.4)) , we add to the systemic crises included in our estimations up to now, any other periods of banking distress identified by Caprio and Klingebiel (1999) and . These episodes had been excluded so far because they did not qualify as systemic crises according to the Demirgüç-Kunt and Detragiache (1997) criteria. In the second set of estimations (columns (4.5) through (4.8)), we restrict our definition of crises and sample to match that analyzed by Glick and Hutchison (1999) Table 4 presents the logit estimations using alternative measures of banking crises. In both cases, we find that having a fixed exchange rate lowers the likelihood of banking crises, whether we focus on de jure or de facto measures of the regime . Also, Table 4 confirms our previous findings that an increase in the ratio of M2 over reserves, faster credit growth, and higher ratios of unhedged foreign liabilities increase the likelihood of banking crises. On the other hand, GDP per capita has a negative impact on the likelihood of banking crises.
Another potential criticism to the regression results presented thus far is that the decision to adopt a fixed exchange rate may be influenced by the fragility of the banking sector, causing both variables to be jointly determined. Under such a circumstance, the results would be tainted by a simultaneity bias. To examine whether such a bias drives our results, we estimate a bivariate two-stage logit model. In the first stage, we estimate a logit model of the determinants of the choice of exchange rate regime, while in the second stage, we estimate the likelihood of a banking crisis using the predicted values from the first stage instead of the exchange rate regime dummy. This two-stage procedure is equivalent to an instrumental variables regression where, in the first stage, we purge the endogenous component of the exchange rate regime. The two-stage logit is only identified if there is at least one variable that is correlated with the probability of adopting a fixed exchange rate, but is uncorrelated with the probability of a banking crisis. 28 Glick and Hutchison (1999) use the banking crises dates in Caprio and Klingebiel (1999) and Demirgüç-Kunt (1998) to identify banking crises in 90 industrial and developing countries over the period . Their study is an empirical examination of the value of banking crises in helping to predict currency crises and vice-versa. 29 See Caprio and Klingebiel (1999) for a list and classification of the episodes they identify.
Following, Ghosh et al. (1997) , we use the country's size-proxied by its population as an instrument for the exchange rate regime.
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On the other hand, we treat the macro variables as exogenous.
As indicated by Maddala (1983) , the computation of the variance-covariance matrix for bivariate limited dependent models is quite cumbersome. However, Angrist (1991) has shown that standard (linear) instrumental variable estimation can be used instead. More precisely, ignoring that both the peg and banking crisis are binary variables, the estimates obtained from a two-stage least squares model have all the desired properties when the sample size is large. Table 5 reports the results from the instrumental variables estimation for all countries and, separately, for developing countries. The results confirm the findings discussed before. High capital inflows and domestic credit growth increase the likelihood of banking crises. On the other hand, GDP per capita has a negative impact on the occurrence of banking crises. While the exchange rate regime does not appear to have a significant effect on the probability of banking crises in the overall sample (including both developed and developing countries), fixed exchange rate regimes seem to reduce the chances that developing countries will endure banking crises. Table 6 presents the OLS estimates for the determinants of the real and fiscal cost of crises. In this case, because we are conducting cross-section regressions, we include systemic and non-systemic crises, in order to have an adequate number of observations.
IV.b. Exchange Rate Regimes and the Cost Crises
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For each measure of the cost of crises, we conduct two sets of estimates. In the first case, we regress the cost of crises against the pre-crisis two-year average values of a number of macro variables, 30 We also tried with the degree of openness as a potential instrument, and the results do not change significantly. These results are available upon request.
together with the exchange rate policy measure. In the second set of estimates, we also include a group of dummies that capture the crises management strategies used by the government. In particular, following the work of Honohan and Klingebiel (2000) , we include dummies to control for episodes where unlimited deposit guarantees were granted, open-ended liquidity support was extended, or where a policy of forbearance was adopted.
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The purpose of this section is to study whether the exchange rate regime affects the cost of crises, once we control for the behavior of macro variables prior to the crises and for the resolution mechanisms adopted to deal with them. We investigate the role of the exchange rate regime in affecting the cost of crises using two different measures of the currency arrangement in place. First, we include the average over the two years prior to each crisis of an index of exchange rate flexibility (see columns (6.1), (6.2), (6.5), and (6.6). This index can take values between one (for fixed exchange rate regimes) and four (for flexible regimes). Second, we include a dummy that is equal to one if the exchange rate regime in the year before the crisis was a peg (see columns (6.3),(6.4), (6.7), and (6.8)).
The real cost of crises-measured as the foregone output growth as a result of banking crises-appears to be higher in countries that exhibited high inflation and low bank liquidity in the years prior to the start of the crises. Also, foregone output growth appears to be higher in countries with high ratios of bank credit to GDP. Fixed exchange rates seem to increase the cost of crises in terms of foregone output, even once we control for the resolution mechanisms used to deal with crises. Among these, crises where the government allowed for regulatory forbearance seem to be costlier in the end. 31 In other words, in this section we include all banking crises episodes identified by Caprio and Klingebiel (1999) . 32 See data appendix for exact definition of these crises management dummies.
The fiscal cost of crises appears to be higher in countries where real interest rates were high before the crises. Also, in countries with a high dependence on bank credit (i.e., countries with a high ratio of bank credit to GDP), governments seem to face costlier crisis. The exchange rate policy does not seem to affect the fiscal cost of crises. Regulatory forbearance appears to increase the fiscal cost of crises.
IV.c. Exchange Rate Regimes and the Duration of Crises
To study the duration of banking crises, we estimate Cox and Weibull hazard functions. In the first case, parameter estimates can be obtained without imposing a specific structure on the baseline hazard function. The length of crises is determined on the basis of the work by Caprio and Klingebiel (1999) and . Like in the cost of crises estimations, we examine the role of macro variables, crises resolution mechanisms, and the pre-crisis exchange rate policies in affecting the length of crises. Table 7 presents the empirical results from the estimation of the hazard functions. In interpreting the signs on the coefficients from the hazard models, it is important to note that these functions measure the likelihood of exiting a crisis at time t, given that the crisis lasted until then. Thus, variables that have a positive impact on the hazard functions, have a negative effect on the duration of crises.
The duration of crises seems positively affected by the size of the credit boom prior to the crises. The larger the credit boom before a crisis, the smaller the hazard rate, or the probability of exiting a crisis. In the specifications where the only macro variables included is the growth of credit, crises last longer in episodes when the government grants regulatory forbearance and, in some cases, when liquidity support is provided. The degree of exchange rate flexibility or the exchange rate regime in the year prior to the crises, on other hand, do not seem to have a statistically significant impact on the duration of crises. Since these results are consistent across the Weibull and Cox functions, we can conclude that the finding that the exchange rate regime does not seem to affect the length of crises is robust to the duration model specified.
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V. Conclusions
The choice of exchange rate regime is probably one of the most important macroeconomic policy decisions, especially for developing countries. It can strongly affect their freedom of action, the effectiveness of macro-economic policies, the stability of their financial system, and even the evolution of their economies. A number of studies have tried to ferret out the influence of exchange rate arrangements on economic performance.
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This strand of the literature, however, has paid little attention to the link between the exchange rate regime and financial stability, including the issue of whether the exchange rate regime has an impact on the cost and duration of crises.
This study attempted to fill this void in the literature by empirically investigating the impact of the exchange rate regime on the likelihood, cost, and duration of banking crises, in a large sample of developed and developing countries over the period 1980-1997. The main conclusion that emerges from our study is that fixed exchange rate regimes, after controlling for a host of macroeconomic, financial, and external fundamentals, reduce the probability of a banking crisis, particularly in developing countries. This finding is robust to various specifications, different criteria for identifying banking crisis periods, using measures of de facto flexibility, and even controlling for the possible endogeneity of the exchange rate regime. The empirical results also underscore the fact that higher per capita income (associated with better institutions and enforcement of contracts) reduces the likelihood of a banking crisis. Also, our estimations confirmed the detrimental effects of excessive credit growth, high M2 to reserve ratios, and net capital flows on financial stability.
Regarding the cost of crises, the empirical results indicate that the real cost of banking crises-measured in terms of forgone output growth-is higher for those countries with more stringent exchange rate arrangements. Moreover, the findings suggest that countries that experience high inflation rates and large bank credit to GDP ratios prior to crises, are likely to endure significant output losses during these episodes. The fiscal costs of crises, on the other hand, appear to be higher in countries where crises are preceded by episodes of high interest rates, high bank credit to GDP, and where authorities extend regulatory forbearance. However, the exchange rate regime does not seem to affect the fiscal cost of crises.
The duration of crises turns out be influenced primarily by the size of the credit boom prior to the crises. In general, the results suggest that the degree of exchange rate flexibility does not affect the duration of crises.
A number of policy implications can be inferred from the empirical results. First, in the context of the modern literature on exchange rate regimes, which underscores the existence of important trade-offs between credibility and flexibility, our findings suggest that the credibility associated with fixed exchange rates may also help to promote financial stability. Since the fixed exchange regime reduces both erratic and discretionary policy making, it would also decrease the occurrence of domestic shocks that, in turn, produce banking crises. Indeed, this finding lends support to the argument that countries lacking political and economic institutions to assure an independent central bank may find the adoption of a fixed exchange rate regime a reasonable strategy for monetary policy.
Second, the findings also agree with those who argue that flexible exchange rates are no longer a useful shock absorber for real shocks. By contrast, they are now primarily a distributing transmitter of financial shocks, thereby adversely affecting productive economic activities.
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More precisely, countries with flexible exchange rates, except those with well-developed and sophisticated markets, are likely to experience a surge in the volatility of the real value of domestic assets due to the increased capital mobility. Excessive fluctuations in the real value of domestic assets may, in turn, thwart financial stability.
Third, it may also be possible that countries with fixed exchange rate regimes have additional incentives for more stringent regulations and supervision of their banking system. In particular, the lack of a lender of last resort and the knowledge that domestic credit expansions may cause the peg to collapse, may force bank managers and supervisors to improve their prudential standards (Eichengreen 2000) .
Finally, the fact that the real cost of crises tends to be higher in countries with more rigid exchange rate regimes may be attributed to: (i) lending-based consumption booms, which usually take place under fixed exchange rate regimes and bring sharp contraction in economic activity, when they evaporate and (ii) inconsistency between injecting the much needed liquidity to the banking system-particularly in the absence of close substitutes for bank loans-and the exchange rate regime in place.
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Based on the empirical findings in this paper, can we conclude that the fixed exchange rate regime is superior to other exchange rate arrangements in buttressing financial stability? As is widely recognized, the optimal exchange rate regime hinges on the circumstances of the particular country and time. It is thus hard to make a general statement applicable to all cases.
Nevertheless, the empirical results suggest that the fixed exchange rate regime can indeed play an important role by minimizing discretion and enhancing credibility in policy making, thereby contributing to financial stability. This conclusion is indeed consistent with recent studies that underscore the importance of exchange rate stability owing to particular characteristics of developing countries such as lack of credibility and market access, high liability dollarization, as well as high passthrough from the exchange rate swings to inflation-all of which prevent them from benefiting from more flexible exchange rate arrangements in the first place.
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36 Evidence suggests that the higher the share of consumption financed by capital inflows, the stronger the negative impact of a cut in capital inflows. 37 See, for instance, Calvo and Reinhart (2000a, 2000b) This table presents the coefficients and z-statistics (in parentheses) for the logit estimations of the probability of a systemic banking crisis. Systemic crises are identified as in Demirguc-Kunt and Detragiache (1997) . *, **, and *** denote significance at 10%, 5%, and 1%, respectively. This table presents coefficients and z-statistics (in parentheses) for the logit estimations of the probability of a banking crisis. Two measures of banking crises episodes are used. Estimations (4.1) though (4.4) examine the likelihood of systemic and non-systemic crises. Estimations (4.5) through (4.8) use the crises episodes and sample included in Glick and Hutchison (1999) . De facto and de jure fixed exchange rate measures are used. *, **, and *** denote significance at 10%, 5%, and 1%, respectively. This table presents the coefficients and t-statististics (in parentheses) of the hazard estimations of the duration of crises. Both systemic and non-systemic crises are included. All macro variables are averaged over the two years prior to each crisis. Average exchange rate flexibility is the pre-crisis two-year average of an index that takes values between 1 (fixed) to 4 (flexible). 
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