The concept of a generalized quanti er of a given similarity type was de ned in Lin66]. Our main result says that on nite structures di erent similarity types give rise to di erent classes of generalized quanti ers. More exactly, for every similarity type t there is a generalized quanti er of type t which is not de nable in the extension of rst order logic by all generalized quanti ers of type smaller than t. This was proved for unary similarity types by Per Lindstr om Wes] with a counting argument. We extend his method to arbitrary similarity types.
Introduction
According to Lindstr om Lin66] , generalized quanti ers are simply classes of structures of a xed similarity type such that the class is closed under isomorphisms. We identify similarity types with nite sequences of positive integers. A structure A of (similarity) type t = (t 1 ; : : :; t u ) consists of a nite Key words: generalized quanti er, nite model theory, abstract model theory, y Partially supported by a grant from the University of Helsinki. This research was completed while the rst author was a Junior Researcher at the Academy of Finland.
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universe A together with relations R i A t i for i = 1; : : : ; u. We shall use the notation (A; R 1 ; : : :; R u ) for such a structure A. A generalized quanti er -or a model class -of (similarity) type t is any class Q of structures of type t so that Q is closed under isomorphisms. Every (generalized) quanti er Q gives rise to a natural logical operatioñ Q. We refer to Lin66] and BF85] for the de nition of this operation. This leads to the concept of de nablity of quanti ers: A quanti er Q is de nable in terms of quanti ers Q 1 ; : : : ; Q n if Q is the class of all models of a sentence of the extension of rst order logic by the logical operationsQ 1 ; : : :;Q n . The purpose of this paper is to prove as generally as possible that quanti ers of higher type are not de nable in terms of quanti ers of lower type. We call this result the Hierarchy Theorem for generalized quanti ers.
In order to de ne the kind of ordering of types that we need, it is helpful to recall another well-known ordering: Let S be the set of nite sequences p = (p 1 ; : : : ; p a ) of natural numbers so that p a 6 = 0. We then denote a by l(p). If p and q are elements of S, we let p < q hold if either l(p) < l(q) or else l(p) = l(q) and p i < q i for the largest i so that p i 6 = q i . It is easy to see that < is a well-ordering of S of order-type ! ! . The following is an alternative de nition for <:
1. (p 1 ; : : :; p a ) < (q 1 ; : : :; q b ). It t = (t 1 ; : : : ; t u ) is a similarity type, we use p(t) to denote the sequence (p 1 ; : : : ; p a ), where p i = jfj 2 1; u] : t j = igj and a = max(t). The number a is called the arity of t. If t = (t 1 ; : : : ; t u ) and s = (s 1 ; : : : ; s v ) are similarity types, we de ne t < s to hold if p(t) < p(s). The ordering t < s of similarity types gives rise to a classi cation of quanti ers. We put quanti ers on levels of a hierarchy according to their similarity types. Potentially there are ! ! levels in this hierarchy. Table 1 displays some of the levels. The following theorem { our main result { shows that all the ! ! levels of the hierarchy are di erent from each other in the strong sense that every level has a quanti er which is not de nable in terms of rst order operations and any quanti ers of lower level:
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(1,1,1) Qxyz (x) (y) (z) binary levels (2) Qxy (x; y) a sequence of length ! 2 (2,1) Qxyz (x; y) (z) (2,1,1) Qxyzu (x; y) (z) (u) (2,2) Qxyzu (x; y) (z; u) ternary levels (3) Qxyz (x; y; z) a sequence of length ! 3 (3,1) Qxyzu (x; y; z) (u) (3,1,1) Qxyzuv (x; y; z) (u) (v) (3,2,1) Qxyzuvw (x; y; z) (u; v) (w) n-ary levels a sequence of length ! n As to non-unary types, Caicedo Cai80] and V a an anen Vaa77] independently proved that on in nite models the class of equivalence relations with an in nite number of classes is a quanti er of type (2) which is not de nable in terms of unary quanti ers. For nite models, Cai, F urer and Immerman CFI89] showed that a certain LOGSPACE property of nite graphs is not de nable in terms of unary quanti ers. Hella and Sandu HS94] showed that connectivity of graphs is not de nable in terms of unary quanti ers.
Krynicki, Lachlan and V a an anen KLV84] showed that the class of vector spaces of in nite dimension gives rise to a quanti er of type (3) which is not de nable on in nite models in terms of quanti ers of smaller type.
V a an anen Vaa86] constructed for each n a quanti er of type (n) which is not de nable on in nite models in terms of quanti ers of smaller type. Hella Hel89] developed a general method for proving hierarchy results for various classes of quanti ers. In Hel92] he applied these methods to construct for each n a LOGSPACE quanti er of type (n) which is not de nable on nite models in terms of quanti ers of smaller type.
In this paper we restrict ourselves to nite models. Allowing models to be in nite makes no di erence to the results, because if a quanti er is unde nable in terms of some other quanti ers already on nite models, it is all the more unde nable on all models.
We have various improvements for basic result Theorem 1. In these results we can say more about the quanti er Q than merely its similarity type.
For example, we can make Q LOGSPACE and we can also require Q to be monotone. Moreover, we can choose Q so that it arises from a quanti er of the very low type (2) by means of an operation called resumption. It is also interesting to note that in the proofs it is not relevant that we consider extensions of rst order logic. We may as well replace rst order logic by second order logic and even stronger ones. This makes the Hierarchy Theorem very strong indeed.
Our starting point was the result of Lindstr om Wes], answering a question of Westerst ahl, about unary levels. We extend Lindstr om's beautiful diagonalisation argument to non-unary vocabularies. We are indebted to Dag Westerst ahl for bringing Lindstr om's result and proof to our attention.
Notation. f(n) g(n) means lim n!1 f(n)=g(n) = 1. If x is a real number, bxc is the integer part of x. The smallest in nite ordinal is denoted by !.
The Basic Hierarchy Result
We prove Theorem 5, which is the main technical result in this paper. The Hierarchy Theorem is a consequence of this result, as are several improvements and modi cations of it in later sections.
The proof of Theorem 5 is probabilistic in nature. Thus we do not give a construction of the quanti er Q but rather show by counting arguments that such a Q must exist. The crucial concept behind these counting arguments is the concept of largeness of a model class.
De nition 2 Let A be a structure of type s and B a structure of type t so that A = B. Let K be a model class of type s.
1. Proof. Let n = P n i=1 b(n; i)2 i?1 be the binary representation of an arbitrary integer n 0. We say that a structure A = (A;S; R;T), where R is m-ary, codes the structure B = (A;S; P 1 ; : : :; P a ), where P i is t i -ary and t i < m for The following proposition gives the canonical example of largeness. In the sequel we shall have many others.
Proposition 4 Str(s) is large. Proof. It su ces to prove for t < s: lim n!1 (I(Str(t); n)=I(Str(s); n)) = 0.
Let us rst assume max(s) = 1. Then max(t) = 1 and l(t) < l(s): Using the above estimate, we get:
Let us next assume max(s) > 1. The case max(t) = 1 is obvious, so we assume max(t) > 1. Then I(Str(t); n)
where p(t) = (p 1 ; : : :; p a ) and p(s) = (q 1 ; : : :; q b ). Q.E.D. We use L k 1! (Q) to denote the logic obtained from a class Q of generalized quanti ers as follows ( KV92] ): We add the operationsQ, where Q 2 Q, to rst order logic. We also allow in nite conjunctions and disjunctions. The connection between largeness and generalized quanti ers is provided by the following result which is the heart of the proof of Theorem 1.
Theorem 5 Suppose t is a type. Suppose L is a sublogic of L ! 1! (Q), where Q is a collection of quanti ers of types < t, such that every sentence of L contains only nitely many generalized quanti ers, and for any Q 1 ; : : :; Q m 2 Q there are -up to similarity -only countably many t-sentences in L containing the quanti ers Q 1 ; : : :; Q m . Suppose K Str(t) is a model class which is large. Then there is a model class K 0 K so that any generalized quanti er Q of type t satis es: if Q \ K = K 0 , then Q is not de nable in L. Proof. Let j ; j 2 !; be a list of t-sentences of L so that every t-sentence of L is similar to some j .
We shall use induction to de ne numbers n j and model classes K(j) for each j 2 !. Fix j 2 ! and suppose n 0 ; : : : ; n j?1 and K(0); : : : ; K(j ? 1) have been de ned already. Choose k, m < k and Q 1 ; : : : ; Q m so that j 2 L k 1! (Q 1 ; : : : ; Q m ), where Q i is of type s i . Since K is large, there is n j > n j?1 so that I(K; n j ) > , where = P m i=1 I(M k;s i (K); n j ).
Let K i = fA 2 M k;s i (K) : jAj = n j g and S j = fA 2 K : jAj = n j g. Let An upper bound for the number of equivalence classes is clearly 2 . Since 2 I(K;n j ) exceeds this number, there is a model class K(j) S j which is not one of the Mod( j (Q 1 ; : : :; Q m )) \ S j .
We have de ned n j and K(j) for all j. Let K 0 = S 1 j=0 K(j). To prove that this is the model class we are looking for, suppose Q satis es Q \ K = K 0 but Q = Mod( j (Q 1 ; : : : ; Q m )) for some j and Q 1 ; : : : ; Q m 2 Q. Now K(j) = Mod( j (Q 1 ; : : : ; Q m )) \ S j contrary to our construction. Q.E.D. Proof of Theorem 1: Suppose t < s. Let The proof of Theorem 5 becomes simpler if we replace K by Str(t) and M k;s i (K) by Str(s i ). Then Lemma 6 becomes trivial, and we need not assume in Theorem 5 that L is a sublogic of L ! 1! (Q). Therefore we may, for example, replace \ rst order logic" by \second order logic" in Theorem 1. Our proof for the Hierarchy Theorem works also for quanti ers on ordered structures. In contrast, the method of proof of previous hierarchy results for generalized quanti ers ( Hel92], Vaa86]) does not work on ordered structures. Since ordered structures are rigid, the estimates we use for the number of non-isomorphic structures, become even simpler.
Monotone Quanti ers
A quanti er Q of type (t 1 ; : : : ; t r ) is called monotone if (A; R 1 ; : : : ; R r ) 2 Q implies (A; R 0 1 ; : : : ; R 0 r ) 2 Q whenever R i R 0 i A t i for all i = 1; : : : ; r. An example of a monotone quanti er of type (m; n) is the model class f(A; R; S) : jRj jAj n ? jSjg. We shall now show that the quanti er Q of Theorem 1 can be chosen to be monotone. Our proof shows { we claim { that in the same way many other structural properties can be imposed on Q.
Theorem 7 If t and s are similarity types so that t < s, then there is a monotone generalized quanti er Q of type s so that Q is not de nable in the extension of rst order logic by any nite number of generalized quanti ers of type t.
In order to apply Theorem 5 for the proof of Theorem 7, we introduce an auxiliary concept. Let be a function on natural numbers. A structure A of type (t 1 ; : : :; t r ) is -balanced if P r i=1 jR i j = (n). Let Str (t) be the class of -balanced elements of Str(t).
Proposition 8 There is a function so that Str (s) is large. Proof. Suppose 4 An E ective Result Theorem 1 gives for any types t < s a quanti er Q of type s which is not de nable from quanti ers of type t. The proof of this is disappointing in that no nice explicit de nition of Q is given. This raises the question whether the construction of Q can be made e ective.
Let us call t a uniform type (of arity r) if it is of the form t = (r; : : :; r) for some r. We shall show that by using a suitable instance of largeness, and by restricting to the uniform types, we can make Q a LOGSPACE quanti er in the following sense: There is a Turing machine which decides, given the encoding of a nite structure A of size n as input, whether A is in Q or not, and which uses, in addition to its read-only input tape, only O(log(n)) tape cells.
We now take a closer look at the proof of Theorem 5 requiring, of course, that the class K there is e ective. We use the notation of Section 2. It is not too di cult to observe that all the choices in the proof can be made in an determined, e ective way. To start with, there is an e ective list j , j 2 ! of t-sentences of L up to similarity, and one can always choose the least n j that meets the requirements. To obtain a monotone quanti er, we use a similar trick than in the preceding section except that we reverse the inclusions to improve the e ciency of the algorithm. Consequently, the complement of Q rather than Q itself will be monotone.
Let K be any easily computable superclass of f(A; R 1 ; ; R r )j(A; R 0 1 ; ; R 0 r ) 2 K for some R 1 R 0 1 ; : : :; R r R 0 r g. The algorithm we have in mind is the following. Cond(n; K; j ) may be chosen to be any condition which is satis ed by large enough n and implies I(K; n j ) > P m i=1 I(M k;s i (K); n j ). Of course, the latter condition will do if K is simple enough. Anyway, we can use Cond to adjust things by making other parts of the program work more smoothly.
The hardest parts of the algorithm are the procedure FindQuant, which evaluates the class K 0 in the class of the structures of size n, given the appropriate index j for the sentence j , and the assignment sentence folllowing it. A priori, these seem to have a huge space complexity. In the sequel, we shall see how to get round this problem. The procedure FindQuant is computed as follows Theorem 9 If s = (s 1 ; : : : ; s v ) so that s 1 = : : : = s v and t < s, then there is a monotone LOGSPACE generalized quanti er Q of type s so that Q is not de nable in the extension of rst order logic (or even partial xed point logic) by any nite number of generalized quanti ers of type t.
We are not going to elaborate the algorithm further, since we want to spare the readers from further technical details. However, as some important things are still hidden, a word of explanation is in place here. There are certain canonical, e ective linear orders on classes of structures with universe f1; ; ng and with xed type. We can use some of these to order linearly the structures of K with universe f1; : : :; ng. Moreover, this gives an e cient way to code the subsets Q K \ Str(t; n) bitwise (Str(t; n) is the set of all structures with type t and universe n). Since the length of this code is just jK \ Str(t; n)j, we may regulate the space complexity of our algorithm by a judicious choice of K. The previous hierarchy results (see Hel92], Section 8) give us the hint that LOGSPACE should be enough.
The bitwise coding also generates a linear order on the subsets Q K \ Str(t; n). Next(Q) returns the least Q 0 K \ Str(t; n) which is greater than Q in this ordering and which is closed under isomophisms if such Q 0 exists, otherwise Next(Q) = ;. By the way of choosing K we try to restrict ourselves to structures such that this isomorphism-checking is as easy as possible. NextSeq is a similar function for sequences of quanti ers Q.
Definable(Q; Q; j) returns value true i Q = fA 2 Str(t; n)jA j = j (Q)g. 
Obviously, there are LOGSPACE computable functions such that I(K; n) log(n) holds, for every n. This makes LOGSPACE, too. Q.E.D.
If t = (2), s = (1; 2) and k > 1, the above proof breaks down because 2 m 2 +m does not grow faster than 2 To prove that Q is unde nable in terms of quanti ers of type t, it su ces to note that Q \ K = K 0 .
Let us now go back to the proof of Theorem 5 to see that we can choose Q in logarithmic space. In space log(n) we can make a list of all isomorphism types of structures in Str ; (s) and cycle through all model classes K 0 fA 2 Str ; (s) : jAj = n j g and through all possibilities for the sequence (K 1 \ Q 1 ; : : : ; K m \ Q m ). In each case we need to check whether K 0 = Mod( j (Q 1 ; : : :; Q m )) \ S j . The truth predicate of rst order logic (and partial xpoint logic) is only polynomial space, but for the special structures we have in Str ; (s) it is LOGSPACE. Note that to check this equation we need not assume that Q 1 ; : : : ; Q m are LOGSPACE since their relevant parts are stored in the memory. However, since we list structures up to isomorphism, we need the following simple lemma:
Lemma 11 There is a LOGSPACE algorithm which checks whether two structures in M k;t i (Str ; (s)) are isomorphic or not.
It remains an open problem whether Theorem 9 holds for arbitrary types s.
On Quanti er Schemata
Sometimes quanti ers of higher similarity type are de ned by reference to quanti ers of lower similarity type. For example, the quanti er "at least half of x satisfy A" of type (1) gives rise to the type (2) quanti ers \at least half of the pairs (x; y) satisfy A" \there is a set X containing at least half of the elements such that every pair of distinct elements of X satisfy A" We consider three methods of generating quanti ers of higher type from quanti ers of lower type. These operations have been introduced in the study of generalized quanti ers in natural language, see e.g. Wes92]. We shall rst examine to what extent the new quanti er Q of Theorem 1 can be assumed to be obtained from quanti ers of low similarity type by means of the operations just de ned. In view of the non-explicit construction of Q such a reduction would be desirable. At the same time we can address the question whether the above operations lead to quanti ers that are unde nable in terms of the originals quanti ers. ).
There is no di culty in modifying the above proof so that the binary quanti er Q comes out LOGSPACE.
Our counting methods do not seem to yield results like Theorem 13 for the branching and Ramsey operations. These questions are considered with di erent means in HVW] .
A question of a di erent kind is, whether the quanti er Q of Theorem 1 can be chosen so that it is not de nable even in terms of quanti ers obtained by one of the above operations from quanti ers of smaller type. We can solve this question as far as branching and Ramsey are concerned, but extending the result to resumption faces serious problems.
Theorem 16 If t is a similarity type (2), then there is a generalized quanti er Q of type t so that Q is not de nable in the extension of rst order logic (or xpoint logic) by any nite number of quanti ers of the following kind:
1. Generalized quanti ers of type < t. and R m (Q) are de nable in the extension of second order logic by Q 1 ; : : :; Q m ; Q. Hence the claim follows from the Note after Theorem 5. However, we indicate how our general method works in this case since it is needed if we want Q to have other properties, like being LOGSPACE. Let Q be the collection of all quanti ers as in 1-3 above. Consider a potential de nition j (Q 1 ; Q 2 ; Q 3 ) of Q in L !! (Q), where Q 1 is a sequence of quanti ers of type < t, Q 2 is a sequence of branchings of quanti ers and Q 3 is a sequence of Ramsey quanti ers. We have to nd n so that in a universe of size n the quanti er Q is not de ned by this sentence, whatever the quanti ers in Q 1 , whatever the bases of branching in Q 2 , and whatever the bases of the Ramsey quanti ers of Q 3 . For each of Q 1 ; Q 2 and Q 3 we have to count the number of quanti ers of some xed types < t and the number of quanti ers of type t. Thus this proof reduces to a minor modi cation of the proof of Theorem 1. Q.E.D.
Corollary 17 There is a quanti er of type (2) which is not de nable in the extension of rst order logic by any branchings B(Q 1 ; : : : ; Q m ) and any Ramsey quanti ers R m (Q).
In view of our earlier remarks and results, we can replace \ rst order logic" above by e.g. \second order logic" or we can make the quanti er LOGSPACE and monotone.
Can it be shown that some quanti ers are not obtained by any resumption from quanti ers of smaller type? Maybe, but a general result in this direction would imply P 6 = NP. This follows from a result of A. Dawar as follows:
Suppose we could assign with every type t a polynomial time generalized quanti er Q t of type t in such a way that Q t is not de nable in the extension of xpoint logic by any nite number of resumptions of generalized quanti ers of type s < t. Suppose on the other hand P = NP. Then P has a \syntax" and hence by a result of A. Dawar Daw93] there is a quanti er Q 0 of some type s so that every polynomial time quanti er is de nable in the extension of rst order logic by a suitable Q 0(r) . In particular, if we choose t > s, then the polynomial time quanti er Q t is de nable from some Q 0(r) , a contradiction.
