ABSTRACT
In this paper, we are interested in the problem of deciding between different design concepts, and focus in particular on the problem of how to model design concepts in this context. Design concepts are difficult to model because they are inherently imprecise descriptions of a solution to a design problem, whereas designers are accustomed to modeling welldefined design solutions. For example, given a definition for an aircraft engine, designers can compute attributes important for decision making, such as its reliability under particular conditions or the cost of constructing it. However, a design concept is not a completely-defined solution to a problem; it is a general approach to implementing a function or system. Although the concept "turboprop engine" implies certain aspects about the design solution, it leaves numerous implementation details unresolved. From this perspective, a design concept is an abstraction of a large set of possible design implementations [3] .
Traditional approaches to modeling and evaluating well-defined design implementations are poorly-suited for the set-based nature of design concepts.
The problem of modeling design concepts is further complicated in the case of multi-attribute decisions-i.e., decisions involving multiple competing objectives. Although sometimes designers clearly prefer one concept to another, it more often is the case that they must evaluate tradeoffs between multiple considerations. In order to reach such a decision rigorously, designers must understand the tradeoffs across different implementations of a design concept. In general, it is insufficient simply to know the upper and lower bounds of the attributes associated with a concept or to know precise attribute values for a handful of possible implementations. Furthermore, the large number of possible implementations for most design concepts precludes designers from reasoning directly about them. Consequently, designers must understand the characteristics of a design concept from an abstract perspective.
In this paper, we investigate the question: how should designers model the characteristics of design concepts in order to decide between them? We consider a design concept to be an abstract set of design implementations, and propose that designers can generate a model for a concept using a representative subset of feasible implementations of that concept. Under the proposed approach, designers capture the relationship among the best tradeoffs achievable across different implementations of a concept in a way that is abstract of any particular implementation details. This leads to models that are general and reusable across different decision problems, which adds to the value of the approach.
Our modeling approach is based on an extension to the notion of a Pareto set, called a parameterized Pareto set. One can think of a classical Pareto set as a representation of the most favorable tradeoffs achievable across different implementations of a design concept [4] [5] [6] . However, most Pareto sets are problem-specific due to the information designers require to test for Pareto domination, and therefore it is unlikely that designers will recoup the expense of identifying an entire Pareto set through improved decision making. Our extension to the dominance criterion yields models that are analogous in meaning to classical Pareto set, but are reusable across multiple decision problems.
We demonstrate our approach in the context of a gearbox design problem that involves three different gearbox concepts. We generate a reusable model for each design concept and demonstrate making decisions by reusing the models in two different decision making scenarios.
The remainder of this paper is organized as follows. Section 2, is an investigation of the fundamentals of decisions between sets of design implementations. Section 3 is an explanation of our basic approach to modeling design concepts and formulating decisions between them. Section 4 is an explanation of parameterized Pareto sets and our rationale for using them. Section 5 contains a demonstration of our approach to modeling. Section 6 contains closing remarks about the contributions and limitations of the paper, as well as future work.
DECIDING BETWEEN SETS OF DESIGNS
A design concept is an abstraction that refers to a large set of design implementations, and therefore decisions between design concepts are effectively decisions between sets of designs. In this section, we explore the fundamental reasons for making decisions between sets of designs-including, but not limited to design concepts-and discuss the implications this has for making decisions.
Decision Alternatives as Sets of Designs
Many in the design research community recognize decision making as a central aspect of engineering design [7] [8] [9] . The principles of how to model and solve an individual, isolated decision are relatively well understood. However, most design problems are too complex for designers to solve directly as a single decision problem and, instead, designers simplify the search for a satisfactory design by decomposing the problem into a series of related decisions [10] [11] [12] . One consequence of this is that the alternatives in a decision often correspond to sets of design implementations.
We illustrate this idea using the decision trees in Figure 1 . Figure 1 (a) is a trivial decision tree corresponding to a "flat" decision problem in which a decision maker evaluates every alternative-each of which is a fully-specified design-in full detail and then selects the most preferred according to his or her preferences. We call this a parent decision because it represents the decision designers want to solve directly, but must decompose to deal with complexity considerations. Figure 1 (b) is a decision tree corresponding to a possible decomposition of the parent decision. In this case there are two or three decisions in series before the process completes, depending on which branches the decision process follows.
The meaning of the alternatives in some of the decisions are straightforward, since they terminate with fully-specified design solutions. This is the case in Decision 3.1 where a decision maker chooses between Design 1 and Design 2. Designers can evaluate these alternatives using traditional modeling and analysis techniques.
Decisions with alternatives that lead to other decisions require a different interpretation. Consider the alternatives for Decision 1. The impact of selecting one alternative over the other is that the design process will explore a particular subset of the designs in greater detail and forego detailed evaluation of the others. In this case, selecting Decision Alternative 1.1 will focus resources on evaluating Designs 1 through 3 instead of Designs 4 through 7. Thus, choosing between Decision Alternative 1.1 and Decision Alternative 1.2 is tantamount to choosing between sets of designs, and we refer to these as setbased decision alternatives.
Two things are readily understandable from this perspective: (1) the motivation for problem decomposition and (2) the risks associated therewith. With regard to motivation, breaking a problem into a series of decisions allows designers to allocate their limited resources to parts of the solution space they deem more likely to yield a successful design solution. By selecting a particular decision alternative over others, designers eliminate subsets of the solution space from further consideration (iteration not withstanding). The risk is that they are wrong-that their evaluation of the decision alternatives leads toward inferior solutions instead of the most preferred. Thus, how designers model set-based decision alternatives can have a significant impact on the decisions they make.
Valuing a Set of Designs

Multi-Attribute Decisions under Certainty
In this paper we focus on multi-attribute decisions under certainty, which means we assume a decision maker can predict the attributes of a system accurately. Although in principle no prediction is certain, it sometimes is reasonable to model decisions as though this is the case. Other decision models apply when uncertainty is significant (e.g., utility theory [13] ), but we leave the investigation of that case for future work.
Mathematically, one can formulate a multi-attribute decision problem as ( )
where θ is a decision alternative, which is drawn from a set of alternatives, Θ ; n θ ∈ x is the attribute vector corresponding to decision alternative θ ; and ( ) V ⋅ , the value function, is a formalization of a decision maker's subjective preferences that maps the attribute space to a real-valued scalar (i.e., : (1), which requires each decision alternative to be valued using a scalar number. Designers require a means for aggregating information about a set of designs into this scalar representation of preference.
In the context of a series of decisions such as in Figure 1 , selecting one set-based decision alternative in lieu of others affects which decisions and alternatives are available later in the process. For example, if a designer chooses Decision Alternative 1.2 at Decision 1, he or she constrains the design solution to come from Designs 4 through 7. The implication is that designers should value a set-based decision alternative based upon the designs to which it can lead.
It is possible to make a stronger statement if designers can assume decisions in a design process will be made rationally (i.e., to maximize value). Although this assumption does not hold up perfectly to scrutiny-e.g., practical bounds exist on a designer's ability to decide rationally [14] -it is a reasonable practical assumption. This leads to the following modeling guideline: designers should model the value of a set-based decision alternative as equaling the value of the best design solution to which it can lead.
In practice, designers never have access to a full decision tree or detailed knowledge about all the available design solutions (the leaves of the tree). What is more, the main rationale for formulating decisions in series is to avoid the cost of having to define and evaluate all the possible design solutions. This means that designers cannot propagate attributes backward from the leaves to a current decision in order to model the value of a set-based decision alternative. What designers can do is use information about a set of existing designs of a certain type as a surrogate for the set of all designs of that type. For example, although the set of automatic transmissions that designers could develop is much more extensive than the set of previously developed automatic transmissions, the prior information can serve as a practical means to obtain critical information about the set. Our modeling approach, upon which we elaborate in Sections 3 and 4, is based on such a use of prior information.
Related Concepts and Approaches
The view that a design process consists of multiple interrelated decisions is common among design researchers, as is the perspective that problem decomposition is a key issue. However, the particulars of how authors conceptualize and address these issues vary throughout the literature. Some authors adopt a decentralized decision-making perspective, and study managerial strategies for coordinating information and personnel (e.g., the concurrent engineering and Designfor-X perspectives [15, 16] ). Others adopt a more rigorous notion of coordination, modeling different stakeholders as having their own objectives and formulating collaborative decisions using game-theoretic constructs (e.g., [17, 18] ). Among the decomposition-minded, some researchers examine the mathematical decomposition of optimization-based solution procedures for large decisions [19] [20] [21] [22] . Although these all are topics worthy of investigation, they are outside the modeling-centric scope of the current paper.
We are aware of relatively little research on how to model and value design concepts or, more generally, sets of designs in the context of decision making. Chen and coauthors adapt robust design methods to make conceptual design decisions under the view that the design process is a source of uncertainty [23, 24] .
They define concept using a parameterized analysis model and assume the effect of future design decisions will be to vary the actual system performance from current estimates to an uncertain degree (but such that it can be modeled probabilistically). Under their approach, one aggregates the performance of instances in the domain using statistical moments and makes decisions using a robust design strategy. Wood and Agogino report a different approach for modeling sets of designs that is based on a utility theory framework [25] . They also assign a probability distribution over a set of designs, though theirs consists of prior design implementations, and perform aggregation using probabilistic methods. Both of these approaches share the assumption that a design process is fundamentally uncertain. Although this is true at some level of detail, there is structure in a series of decisions that designers can exploit when modeling set-based decision alternatives.
Another related idea is set-based design [26] . Under a setbased design approach, designers focus on eliminating inferior implementations from a set of designs, and possibly delay a decision in favor of gathering more information [27] . There is evidence of analogous practices in industry [28] and that these practices are beneficial [29] . However, a key limitation of setbased design is that it is not a comprehensive approach to decision making-it focuses only on the elimination of designs from a particular set, and not on completing a decision. This can improve decision making but falls short of ensuring designers can identify which decision alternative is most preferred. The fundamental problem is that an explicit set-based approach to modeling decision alternatives leads designers to rate a decision alternative with an interval of value. Designers cannot distinguish between alternatives with overlapping value intervals without appealing to heuristics. This is known as the problem of indeterminacy [3] .
Most set-based design methods eliminate infeasible implementations from a set using interval-or set-based constraint propagation methods (e.g., the methods of [26, 30] , and the tools demonstrated by [31, 32] ). These methods filter many inferior implementations, but do not consider designer preferences. Some research exists on extending the set-based design perspective to include eliminations based on domination criteria, which is based on preference information [3, 33] . This can reduce the value interval significantly, but cannot ensure designers will avoid indeterminacy.
Mattson and Messac demonstrate an approach to selecting design concepts that is based on a Pareto set representation [5, 6] . They represent a concept using the Pareto set of implementations of that concept, which is analogous to the approach we present here. However, their approach to selection is based primarily on dominance reasoning-i.e., they do not use a formalization of preferences for tradeoffs among the attributes-which can lead to indeterminacy. Furthermore, as we explain in Section 4.2, representations based on classical Pareto sets seldom are reusable and therefore are of limited value.
MODELING DESIGN CONCEPTS FOR DECISION MAKING
Modeling Relationships between Attributes
It is natural for designers to describe a design in terms of the physical properties over which they have control, such as material types and part dimensions. However, such a representation, called a design-space representation, has limitations in the context of modeling design concepts. In general, a design concept can encompass heterogeneous design implementations, each of which requires a unique design-space representation and different analysis models to predict its attributes. This makes design-space representations cumbersome and inefficient.
A modeling approach based on an attribute-space representation is more suitable for representing design concepts. Although a concept can encompass designs with vastly differing implementations-and therefore disjoint, heterogeneous design spaces-it has a uniform characterization with respect to a decision problem-i.e., all potential implementations are evaluated with respect to the same attribute space. This means that although designers would require many models to map from the various design spaces to the attribute space, they potentially can describe the relationships within the attribute space using a single model. Figure 2 is an illustration of this distinction.
To model the relationships between attributes is particularly useful because this is what matters from a decision-making perspective. Even if designers begin with mappings from the various design spaces to the attribute space, they still would require a more direct understanding of the attribute-space relationships in order to evaluate tradeoffs effectively. The general idea of an attribute space model is to use a subset of the attributes to predict the others. This approach is analogous to parametric cost modeling (also called statistical cost modeling), where designers predict the cost of a product based on the levels of its other attributes [34] [35] [36] . In principle, designers can model any subset of the attributes based upon the remaining attributes. Practical considerations-such as the characteristics and strengths of the relationships among the attributes-affect which attributes are most suitable for being predicted and which ones serve best as predictors.
To define this mathematically for a problem with n attributes, let
such that p n < denote the attributes that will be used as independent variables and Q ′′ ∈ x such that q n < and p q n + = denote the attributes to be predicted.
Given these definitions, designers can represent the relationship between the attributes using a model,
where θ indicates the set-based decision alternative for which this model is valid. We refer to this model as the attribute model. Using it, designers can predict the dependent attributes using the equation
Designers fit an attribute model, ( ) M θ ⋅ , to information about members of a particular set of designs. However, the typical approach to fitting parametric cost models is inappropriate for set-based decision alternatives. We explain this problem and describe a suitable approach in Section 4. But first we explain how to formulate a conceptual design decision using an attribute model.
Formulating Conceptual Design Decisions using Attribute Models
Drawing upon the preceding ideas, it is possible to extend the multi-attribute decision formulation of Equation (1) to the case of decisions between design concepts. The decision becomes
where θ X is the set of feasible values for the independent attributes, θ is a design concept (i.e., a set-based decision alternative) drawn from the set of available design concepts Θ , and the other notation is as defined previously.
The inner maximization accomplishes the required aggregation of the set-based information by predicting the value of the most preferred design within the designated set. This is done by searching the attribute space for the attribute vector that maximizes value, and is consistent with the modeling guideline we identify in Section 2.2.
The attribute model,
( )
M θ ⋅ , generally has an algebraic structure and therefore is fast to execute. Thus, being inside a double-loop in Equation (2) is relatively inconsequential from a computational perspective.
GENERATING ATTRIBUTE MODELS USING PARAMETERIZED PARETO SETS
The Need to Filter Data Using Decision-Based Criteria
A typical procedure for fitting a model to data involves three broad steps [35, 37] : (1) data collection and analysis, in which one acquires relevant data and filters out any inappropriate instances; (2) model fitting and selection, in which one identifies an appropriate model structure and determines values for its parameters; and (3) model validation, in which one scrutinizes the results to determine whether they are appropriate for use. Although this generic procedure also is appropriate for generating attribute models, the way in which designers implement the first step is critical to the success of decisions made according to Equation (2) .
Because designers use attribute models to make decisions, they should conduct data gathering and analysis using decision-based criteria. Specifically, given a set of design implementations corresponding to a particular concept, designers should characterize the concept using only those design implementations they might rationally choose in a reasonable decision-making scenario.
For example, if modeling a brushless DC electrical motor concept, designers should filter out a motor if another one exists that is the same in every attribute but costs less. The rationale for this derives from the discussion of Section 2.2-designers should value a design concept according to the most preferred of its potential implementations, and because the higher-cost motor will never be the most preferred (i.e., it is dominated by another implementation) it should be removed from consideration.
The consequence of not filtering dominated instances is that predictions from the resulting attribute model will be inaccurate. Suppose the designers modeling the brushless DC motor concept elect to fit an attribute model to predict cost based on the other attributes. To include dominated motor implementations during model fitting would lead to an attribute model that tends to overestimate cost. Such inaccuracies can lead designers to believe they prefer one design concept when, in fact, another concept leads to superior design implementations.
The specific decision-based filtering criterion designers user can have a large impact on the reusability of the resulting attribute model. This is a concern since attribute model generation can be resource intensive. By reusing models, designers can allocate the expense of model generation over many design projects.
Parameterized Pareto Sets
Although the criterion of Pareto dominance is effective at filtering design implementations that designers would not choose rationally, it is too problem-dependent to permit widespread model reuse. In the following, we explain this problem and propose an extension to the notion of Pareto sets that alleviates the problem.
Classical Pareto Sets
Suppose a decision maker formulates a decision problem such that his or her value function is monotonically non-decreasing in each attribute. Mathematically, this means the condition ( )
holds
A design implementation is called Pareto optimal or Pareto efficient if it is not Pareto dominated, and the set of all Pareto efficient implementations is called the Pareto set [38] . The elements in a Pareto set form a curve or surface in the attribute space that is amenable to geometric interpretation and visualization. This is why the term "Pareto frontier" also is common. Figure 3 is an illustration of a Pareto set in a domain with two attributes.
Use of Pareto sets is common in work involving multiattribute decisions under certainty. Provided the monotonicity assumption holds, the Pareto set contains the most preferred solution to a decision problem regardless of a decision maker's tradeoff preferences. This makes it useful for visualizing the capabilities of a set of design implementations.
A common use of Pareto sets in the design literature is for making decisions without an explicit a priori formulation of preferences. Some designers use a Pareto set to choose a design implementation with no explicit preference formalization (e.g., the design-by-shopping approach [39] ). Others use it as a starting point for interactive preference elicitation procedures [40] or as a technical constraint for defining systems requirements during preliminary design [4] . In contrast, we assume designers have formalized preferences a priori. Our interest in Pareto sets is as a building block for generating general models of design concepts.
Limitations of Pareto Sets for Modeling Design Concepts
We seek an accurate representation of a design concept that is reusable across multiple design problems. Reuse is important because it allows designers to streamline a design process by skipping the model generation steps, which helps to maximize the return on their investment in model generation.
Traditional parametric modeling approaches do not lead to unusual restrictions on reusability, but they can result in inaccurate models. The fundamental problem is that they do not consider the fact that designers eventually will select rationally from among the implementations of a concept. This can lead to underestimating the performance of a concept.
In principle, the Pareto set is exactly what designers want to model-the design implementations that could be most preferred under some specific preferences-and could filter out data about designs that are Pareto dominated before fitting an attribute model to the remaining data. However, in practice, the notion of Pareto dominance is too restrictive to be useful for generating reusable attribute models. The limitation stems from the assumption about preferences expressed in Equation (3): that the value function is monotonically nondecreasing in each attribute. Although this is the case for a number of problems, many others involve non-monotonic objectives. Important categories of non-monotonic objectives include what one can describe as "target seeking" or "goal seeking" objectives, and their complement, which one can call "target avoiding" objectives. For such objectives, a decision maker's preferences are maximized (or minimized) at a particular value of the associated attribute and diminish (increase) at points away from this target. There are several examples of these types of objective in design. For example, target-seeking objectives commonly arise in problems involving interfaces or interactions between systems (e.g., where particular dimensions should be within some tolerance of a target value, no smaller and no larger) and when systemlevel attributes are translated into the attributes of lower-level subsystems (as is commonplace in systems engineering).
For one-off problems where reuse is not a concern, designers typically convert target-seeking and target-avoiding objectives into monotonic objectives by using a deviationfrom-target measure.
Essentially, they reformulate the problem by constructing a new attribute defined as some measure of the difference between the original attribute deviates and the target. However, this approach is not viable when reuse is a concern because designers cannot know the target a priori.
Modeling Concepts as Parameterized Pareto Sets
Target-seeking and other non-monotonic objectives are too important to omit from an approach for generating attribute models. Thus, we propose to extend the notion of Pareto sets to be compatible with problems of this type.
Our strategy is to apply the Pareto dominance criteria to the subset of attributes for which objectives are monotonically 
This is directly analogous to the classical Pareto dominance condition, except that the comparisons now are parameterized by the non-monotonic attributes, z . This implies, among other things, that the same vector of monotonic attributes, y , may be dominated at one level of z but not at another.
Since a parameterized Pareto set is a family of Pareto sets, it retains a geometric interpretation in the attribute space. Designers can represent it functionally as a surface in n . Thus, designers can generate an attribute model for a design concept by fitting a surface to parameterized Pareto set data for implementations of the concept. Figure 4 is a summary of the general process for generating an attribute model for a design concept. It is an elaboration and specialization of the generic steps listed in Section 4.1. As with any modeling process, some iteration of the steps may be required in practice.
Summary of Model Generation Process
Step 1 involves deciding which design concept to model, and requires designers to identify the scope of the concept in sufficient detail to determine whether or not a particular design is an implementation of the concept.
Step 2 involves identifying the attributes that are important for decisions about the design concept identified in Step 1 and any valid assumptions regarding preferences for those attributes. For example, designers may identify production costs as a critical attribute and that it is safe to assume that, all other factors being equal, less cost always is preferred to more (i.e., cost is a monotonically non-increasing attribute). Some attributes and preferences are common across most application areas-e.g., most designers prefer more reliability, more efficiency, less cost-but it is likely that designers will have to consider domain-or even company-specific attributes, as well as some attributes with non-monotonic preferences.
In Step 3, designers identify a representative sample of implementations of a concept. This step is highly critical, as limitations in data lead directly to limitations in the attribute model. Designers must ensure they have covered their intended scope as comprehensively as is practical. Should designers lack access to sufficient data about prior designs, they may be able to supplement their data by generating synthetic design examples. This probably is not possible for more complex systems, but it is a reasonable approach for components of low to moderate complexity, such as bearings, motors, gear sets and so forth. It is essential that these designs are technically feasible and fit within the scope of the model, but little else is required. Because of the decision-based filtering step using the parameterized Pareto criterion, designers are assured that any inferior instances will be removed prior to model fitting.
Step 4 involves computing the attributes of the design implementations. Designers may have access to the relevant data in a database, handbook or parts catalog. In other cases, they must perform engineering analysis.
In
Step 5, designers identify the parameterized Pareto set, thereby filtering out inferior implementations of the concept. Only examples that are part of the parameterized Pareto set are passed along to the subsequent steps.
Steps 6 and 7 are closely related, and often will require iteration. Designers first must determine the interface for the attribute model-i.e., determine which attributes will be independent variables and which will be dependent variables in the attribute model. Designers then fit an attribute model and validate the fit. Several model fitting and validation 1. Identify the design concept to be modeled. 2. Identify relevant attributes and the type of preferences associated with them (monotonic or non-monotonic). procedures are available in the statistics and data modeling literature, and we will not review them here.
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EXAMPLE PROBLEM We demonstrate our approach to modeling set-based decision alternatives in the context of a gearbox design problem. The problem is to compare different concepts for the gearbox, each of which has a different internal configuration and design space representation. Although we constrain the problem in the interest of scope, it is sufficient for our purposes. It is important to not read too deeply into specific numerical results, as our focus is on illustrating the key ideas and considerations in the approach to modeling design concepts.
For each concept, we generate a number of feasible implementations for use during model generation. We filter each set of feasible design implementations using the parameterized Pareto criterion and fit an attribute model to the remaining designs. To demonstrate the reusability of the attribute model across different problems, we make decisions under two scenarios. In each case, we select the most preferred gearbox concept using a decision formulation based on Equation (2) .
An advantage of using a relatively simple example problem is that we are able to confirm our results using extensive search of the design space of each concept. We show that our approach to modeling and decision making identifies the correct concept as being most preferred. Although this is insufficient to validate the approach as being practically viable, it does demonstrate that the approach is logically consistent and worthy of further investigation.
Design Problem Preliminaries
System and Environment
The system under consideration is a small, single-person offroad vehicle. The components relevant to this problem are its engine, continuously-variable transmission (CVT), a fixedratio gearbox and a rear differential with a fixed gear ratio, arranged as depicted in Figure 5 . The task is to select a design concept for the fixed-ratio gearbox assuming the other system components already have been determined. Table 1 is a summary of various system and environmental parameters that affect vehicle performance.
Concepts and Their Domain in the Design Space
We assume the preexisting vehicle components constrain the gearbox to have co-axial input and output shafts that rotate in the same direction. We consider three concepts for the gearbox design.
Planetary Gearbox (PGB): Basic planetary gear system, with input on sun, output on arm and fixed ring. Depicted in Figure 6 (a).
Single-Sided Fully-Reverted Gearbox (SGB): Fourgear system with two identical pinions and two identical gears. Depicted in Figure 6 (b). Double-Sided Fully-Reverted Gearbox (DGB): Similar to single-sided concept, but includes two paths for torque flow. Depicted in Figure 6 (c).
Each concept is an abstraction of many possible implementations that conform to a particular structure. Within each concept, designs have a common parametric structure. These parameters control the number of teeth on each gear, the gear face widths and the gear module. Other design parameters, such as gear material, quality factor, etc., are assumed the same for all concepts; it is possible to vary these, but doing so would add little to the demonstration.
All three concepts are defined over a wide domain in their respective design spaces. The number of teeth on any gear is allowed to vary from 15 to about 50. The face width, constant for all gears in the same gearbox, is permitted to vary from 6.35 mm to 8.75 cm. Gear module can take on any of the 25 standard Series 1 values, which range from 0.1 mm to 5 cm. 
Model Generation
Attributes and Preferences
We include three gearbox attributes in the attribute model.
Gear ratio: The ratio of transformation from input to output. Associated preferences are target-seeking type with target value being problem dependent. Reliability: The probability that the gearbox operates without failure, considering both static and dynamic loading phenomena. Prefer more reliability to less, all other factors being equal.
Cost: The cost of constructing the gearbox, computed as a function of the material and parts involved. Prefer less cost to more, all other factors being equal.
Gear ratio and reliability attributes can be predicted from the design variables using standard engineering analysis models (see e.g., [41] ). Cost is an empirical relationship fit from catalog data. Other attributes may be important in a more practical context. Our emphasis is on demonstrating the approach, and these attributes are sufficient for that purpose. The preferences associated with cost and reliability are monotonic, meaning these attributes are subject to dominance filtering. Preferences associated with gear ratio are nonmonotonic and, in this example, depend on system-level attributes such as vehicle top speed and acceleration. Thus, gear ratio serves as a parameter when applying parameterized Pareto dominance to filter the data.
Example Designs and Data Filtering
For this example we generate design implementations for each concept via systematic sampling within their respective design spaces. We generate thousands of sample implementations of each concept. Each of these is checked for technological feasibility-e.g., vetted against basic geometric constraintsand the feasible ones are analyzed using standard engineering models to predict the attributes of interest.
We filter the feasible designs using the parameterized Pareto criterion, with cost and reliability as the Pareto attributes and gear ratio as the parameter attribute. Strictly speaking, we deal with the negative of cost so that it is mathematically consistent with the assumption stated in Equation (4). However, we depict cost in its natural sense in the graphs and tables of this paper.
We are able to use synthetic designs in this example-as opposed to a database of prior design implementationsbecause the domain of each concept is well understood. This means we can determine the technical feasibility and attributes of an implementation without having to perform physical tests. Figure 7 is a graph of the attribute vectors corresponding to some of the feasible implementations for one of the concepts (shown for a subset of the gear ratio domain).
Fitting and Validating the Attribute Models
After eliminating the dominated instances, we fit an attribute model to the parameterized Pareto set information. For the model, we use Kriging methods and the DACE Matlab Kriging Toolbox [42] . We elect to use gear ratio and reliability as independent variables and cost as the dependent variable.
To validate the fit of our models, we reserve 50 nondominated points for estimating the prediction error. This approach is known as cross validation [37] , and is particularly valuable for testing the generalization capabilities of models that interpolate the training data or tend to fit it very closely. The estimated root mean square prediction errors for our models are: PGB Model: $2.17 SGB Model: $6.14 DGB Model: $4.81
The minimum cost of any gearbox being considered is about $165, so this represents an error of less than 5%. visualization of the fitted models for gear ratios up to 5 (the models are valid for ratios up to about 9).
Design Scenario 1 Decision Formulation and Solution
The first scenario we consider involves a race for which the winner is awarded prize money. Designer preferences are to maximize profit, which yields a value function of:
where R is the reliability of the gearbox, W is the anticipated winnings assuming perfect reliability and C is the cost of building the gearbox. Anticipated winnings is computed using a formula determined using data from similar races. It is a function of vehicle performance attributes, which includes maximum speed and acceleration. Because all aspects of the vehicle design are fixed except the gearbox, winnings is essentially a function of the gear ratio. Figure 9 is an illustration of the search tree for this decision problem. Here, we are interested in the first decision: how to choose the most preferred gearbox concept. We formalize this decision based on Equation (2) is the value function from Equation (5). We solve the problem using standard numerical search techniques. Table 2 contains results from the gearbox concept selection problem. The table contains the attributes and value for the most preferred instance of each design concept as predicted using the fitted attribute models. The planetary concept has the largest value of all three design concepts, and therefore is the most preferred. In practice, designers would continue by designing a planetary gearbox using the indicated attributes as design targets.
Results and Comparison to Extensive Search
To assess whether the decision approach based on the fitted attribute models yields a correct decision, we perform an extensive search in the design space of each concept. This search yields the attributes and value of the most preferred implementation of each gearbox concept. Table 2 also contains results from this search. A comparison of the extensive search results with those from the approach based on the attribute models yields two main observations. First, the decision obtained using the attribute models appears to be correct-the extensive search failed to turn up implementations of the DGB or SGB concepts that were superior to the best PGB implementation. This reflects favorably on the proposed approach to modeling and decision making.
The second observation is that the predictions of the attributes at the most preferred implementation within each concept are fairly accurate, differing by no more than a few percent. This indicates that the attribute models yield the correct decision for the correct reason, and suggests that designers can use the predicted attribute vectors as targets to guide subsequent steps in a design process.
Design Scenario 2 Decision Formulation and Solution
The second scenario we consider differs from the first in two respects. First, the ratio of the rear differential is changed from 1.42 to 3.4. Second, the system-level preferences are formulated differently, and involves tradeoffs between four attributes: cost, reliability, acceleration and top speed. The value function is expressed as
, , ,
where R is gearbox reliability, C is gearbox cost, max A is the maximum acceleration achievable by the vehicle, max V is its top speed, and the ( ) i v ⋅ are individual value functions for each of the attributes.
The maximum acceleration and top speed attributes are functions of the gear ratio, and therefore imply preferences about target values for it. The individual value functions, ( ) i v ⋅ , are elicited using a procedure analogous to the one from Section 3.7 of [38] , and are depicted in Figure 10 .
Results and Comparison to Extensive Search
The results from Scenario 2 are listed in Table 3 , as are the results from the corresponding exhaustive search. In this scenario, the SGB concept is indicated as being the most preferred using the attribute models and this result is confirmed by the exhaustive search.
With one exception, the predictions of the attribute values corresponding to the most preferred implementation of each design concept is very close to those observed using exhaustive search. The lone exception-the cost prediction for the SGB concept-differs from the result found using exhaustive search by about 11%. This error is due to a localized region of larger error in the attribute model fit. At the gear ratio and reliability values identified by the extensive search (1.96 and 0.986, respectively), the attribute model predicts a cost of about $238. Local prediction errors such as this are impossible to prevent. Although it represents a risk that designers incur, it does not indicate problems with the approach-especially when one considers the risks associated with other approaches. Table 3 : Results from the Scenario 2 gearbox concept selection problem (using the attribute models) and the extensive search of each design space.
The most preferred design in each case is the in the SGB concept. 
Using
Summary of Results
In both design scenarios, the attribute models for the different gearbox concepts prove to be effective at capturing the important tradeoff relationships across the various implementations of the concepts. For instance, the planetary gearbox concept used in this demonstration is known to be effective for problems requiring gear ratios above a particular range but distinctly less so for problems requiring small gear ratios. This is reflected in the demonstration. In the first scenario, a smaller gear ratio on the differential leads to a larger ratio being preferable for the gearbox and the planetary concept being the most preferred concept. In contrast, the second scenario involves a larger gear ratio on the differential and, consequently, the planetary concept should be less suitable. The demonstration results bare this out, with the single-reverted concept being the most preferred. These examples also serve to illustrate the reusability of the attribute models.
Although the models capture information about tradeoffs, they can be reused on problems with fairly different preferences. The two scenarios involve decisions formulated using different top-level attributes and different preference structures, yet the models are effective in both cases.
6
CONCLUSIONS AND FUTURE WORK The results from the example problem are encouraging. Although the example scenarios are limited, they do indicate that the general approach to modeling design concepts is viable and that future investigation is warranted. We demonstrate that it is possible to model a design concept in a way that incorporates information about tradeoffs across different implementations of the concept while still being independent of any implementation details and being reusable for different design problems.
The parameterized Pareto set is a novel construct and essential for the success of the modeling approach. Without it, designers would have to rely on traditional parametric modeling approaches, which yield inaccurate models for design concepts, or traditional Pareto frontiers, which yield models of very limited reusability.
The practical extent of model reuse is an open issue. Many factors influence whether designers are likely to reuse a model for a design concept. These include how commonly designers consider using the design concept, what attributes they use to describe it and how rapidly technology relating to the concept is changing. It seems reasonable to assume models for certain concepts will have better odds of being reused than others, but the probable extent of reuse of any model is difficult to assess at this time.
Another factor that affects reuse is the way in which designers define the meanings of attributes. For example, attributes such as reliability are not intrinsic properties of a system, and instead depend on operational conditions such as loading levels and anticipated lifetime. To promote reuse, it may be necessary to standardize evaluation conditions for certain attributes. This already occurs in some cases. For example, the L10 lifetime rating for bearings is determined relative to specific operating assumptions.
One limitation of the work in this paper is that we do not account for uncertainty. This is a topic of ongoing research, and involves significant development beyond the results we present here. For example, the notion of Pareto dominance is no longer meaningful when attribute values are uncertain, since the attributes have distributions rather than values. We currently are investigating the use of stochastic dominance rules to define of a construct analogous to the parameterized Pareto set. However, many problems are well approximated using deterministic decision formulations and, as such, the results we present in this paper are valuable.
Another limitation, though more of our demonstration than of the approach itself, is that we do not account for the cost of developing a particular implementations of a design concept. One way to include this information is to supplement the attribute space with a measurement of this expense, possibly in terms of development time or monetary value. In contrast, the cost attribute in our examples relates strictly to manufacturing expense. Development costs are important because they can differ significantly between concepts or implementations of a single concept. For example, a concept based on off-the-shelf components is likely to cost less in terms of development resources as a custom designed and fabricated system.
An important topic for future research is the issue of model composition. It may be feasible for designers to combine models for design concepts into a model for a design concept of a higher-level system. Such an approach would be highly valuable, as it would enable designers to model relatively complex systems-for which few implementations may exist-by reusing models of simpler systems-for which many implementations exist.
