This paper presents a unified approach to the solution of the truncated matrix Stieltjes moment problem: . . . , m), in both the cases m = 2n and m = 2n − 1, based on the use of the iterative Schur algorithm.
Introduction
The natural matrix version of the classical Stieltjes moment problem consists of finding all positive measures dσ (u) 0 supported by R + = [0, ∞) such that
where {S k } is a given p × p hermitian matrix sequence. We refer to it as the SM problem.
It is difficult to work with the SM problem and related questions; one of possible ways (also the popular way) to simplify them is to approximate the SM problem by The reason for inequality sign for the last moment in Eq. (1.2) is that the TSM problem is related to the extension theory of hermitian semibounded operators,like the classical case is. The TSM has been considered and completely solved by different authors using various approaches. This problem was first considered by Dyukarev [10] and by Bolotnikov [2, 3] , who gave the descriptions of the set of all solutions for the nondegenerate and degenerate cases, respectively, in terms of a linear fractional transformation over pairs of matrix functions of a special form which are meromorphic in the complex plane C except for the semiaxis R + . For a number of further and related discussions of the TSM problem we can refer to [4, 6, [11] [12] [13] , where the TSM problem with m = 2n − 1 or m = 2n is included as a very particular case. Recently, Chen and Hu [8] recovered certain results of Bolotnikov from [2, 3] for the solution of the TSM problem in both nondegenerate and degenerate cases by using the investigation on the truncated matrix Hamburger moment problem [5, 7] .
However, a variant type of the TSM problem of finding all positive measures dσ (u) 0 (0 u < ∞) such that
does also make sense and is of certain independent interest. Obviously, it approximates the original SM problem when m → ∞. The problem (1.3) turns out to be so fundamental for the reduction of the Nevanlinna-Pick interpolation problem in the Stieltjes class with the single condition that the interpolants vanish at infinity to the solution of a certain problem of form (1.3) (see [8, 9] for details). To differ from the TSM problem, we denote this truncated Stieltjes moment problem with equality by the TSME problem for short. In this paper, we present a unified treatment for the solvable TSME problem, for both the cases m = 2n and m = 2n − 1, basing on the use of the iterative Schur algorithm involving matrix continued fractions. This leads to a description of all solutions to the TSME problem in terms of linear fractional transformation over a subclass of the Stieltjes class.
As for the solvability of TSME problem, the following theorem can be found in [3] . 4) and in the case of m = 2n,
in the case of m = 2n − 1, 
Basic lemmas
Recall that a C p×p -valued function F (z) analytic on the open upper half plane π + is said to be a C p×p -valued Nevanlinna function if
The set of all C p×p -valued Nevanlinna functions will be denoted by N p . A F (z) ∈ N p will be called a C p×p -valued Stieltjes function if in addition F (z) is analytic outside the semiaxis [0, ∞) and F (z) 0 for real negative z. The set of such C p×p -valued Stieltjes functions will be denoted by S p (Stieltjes class). It is well known (see, e.g., [1, 14, 15] ) that each F (z) ∈ S p permits an integral representation
where α = α * = F (−∞) 0 and dσ (u) 0 is a certain positive measure on R + such that
The relation between the Nevanlinna class N p and the Stieltjes class S p can be described as follows.
Lemma 2.1 [14] .
The following lemma (see [15] ) will be useful in our analysis, which shows that the TSME problem can be reduced to what amounts to find a C p×p -valued function (z) in the class S p with a given asymptotic expansion
Lemma 2.2 [15] . If a positive measure dσ (u) 0 is a solution to the TSME problem, then there exists a function (z) ∈ S p , namely To describe the solutions to a solvable TSME problem in the case of m = 2n (n 0), we begin by considering the problem in the simplest case: m = 0 and S 0 0. 
= 0, then the TSME problem has infinitely many solutions, which can be parameterized by a linear fractional transformation: 
3) is of the form
Proof. Assertion (a) is obvious. It remains to prove (b). We first assume that S 0 > 0. Let dσ (u) 0 be an arbitrary positive measure on R + with total variation S 0 there. Put now
is a positive measure supported by R with total variation S 0 there. It follows from both Lemma 2.2 and Theorem 4.1 of [7] with n = 0 (it should be noted that there are two minus signs missing before "S
exists for z ∈ π + and that Eq. (2.6) can be rewritten as
Conversely, for an arbitrary F (z) ∈ S p such that lim z→∞ F (z) = 0, we check easily that
and lim z→∞ zG(z) = −S 0 , so that Eq. (2.2) with m = 0 holds. By Lemma 2.2, there exists a positive measure dσ (u) 0 on R + with total variation S 0 there such that G(z) takes on the form (2.6).
In the case when S 0 0 is singular with rank S 0 = p − r > 0, if there exists a unitary matrix U such that Eq. (2.4) holds, then the TSME problem is equivalent to a certain TSME problem of finding all positive measures dσ (u) 0 on R + such that
in which S 0 > 0, dσ (u) and dσ (u) have the relation:
It follows from the analysis just made that this moment problem has infinitely many solutions, which can be represented by a linear fractional transformation: Next we consider the solution of the TSME problem with m = 1, which is so basic for us to describe the solutions of the TSME problem in the case of m = 2n − 1 (n 2).
Lemma 2.4.
Suppose that the TSME problem with m = 1 is solvable.
(a) If S 0 = 0 (necessarily S 1 = 0) then the TSME problem has only one solution:
= 0 and S 1 = 0 then the TSME problem has only one solution, which is determined by 
) then the TSME problem has infinitely many solutions, which can be parameterized by a linear fractional transformation:
∞ 0 dσ (u) u − z = −S 0 − S 0 S D 1 F (z) (zI p − S D 0 S 1 ) + zS D 1 F (z) ,(2.U * S 1 U = S 1 0 0 0 r , S 1 > 0,(2.
10) then F (z) given in Eq. (2.9) is of the form
Proof. Assertion (a) is obvious. (b) Let dσ (u) 0 (0 u < ∞) be an arbitrary solution to the TSME problem with m = 1. If S 1 = 0 then udσ (u) ≡ 0 on R + , which implies that dσ (u) ≡ 0 on R + except for the point u = 0. On the other hand, since dσ (u) has a total variation S 0 on R + , we have dσ (0) = S 0 . Conversely, we check easily that the positive measure dσ (u) 0 determined by Eq. (2.11) is a solution to the TSME problem in the case of S 0 / = 0 and S 1 = 0. So Assertion (b) is proved. (c) Let dσ (u) 0 (0 u < ∞) be an arbitrary solution to the TSME problem with m = 1. In this case, we have that S 0 0 and S 0 / = 0. We assume, without lose generality, that S 0 > 0. By Lemmas 2.2 and 2.3, the general solution dσ (u) to the TSME problem has the following parameterized formula:
where F (z) runs over the class S p satisfying lim z→∞ F (z) = 0, and the right side of Eq. (2.12) has an asymptotic expansion:
where R 2 (z) = o(z −2 ) as z → ∞ uniformly in each sector π ε . It follows from the last equation that F (z) has an asymptotic expansion:
where 
Reduction of the TSME problem
This section aims to reduce the TSME problem with m (m 2) moments to what amounts to a certain TSME problem with m − 2 moments. It turns out that the solution of each TSME problem can be always reduced to the solution of a certain TSME problem with m = 0 (if m is even) or m = 1 (if m is odd).
Given k 1 and an arbitrary block vector (H 0 , . . . , H k ) with each H i ∈ C p×p , we define a transformation k :
where
Theorem 3.1. Let dσ (u) 0 (0 u < ∞) be a solution to the TSME problem with m 2.
4)
for a certain positive measure dσ (1) (u) on R + that solves the following moment problem:
m−2 are the p × p hermitian matrix sequence defined via the formula:
Proof. Assertions (a) and (b) are obvious. It remains to prove (c). By Lemmas 2.2 and 2.3, we have
where F (z) belongs to the class S p such that lim z→∞ F (z) = 0, and G(z) permits an asymptotic expansion:
as z → ∞ uniformly in each sector π ε . It follows from Lemma 2.6 of [7] and the last equation that F (z) has an asymptotic expansion: 10) where F 1 (z) belongs to the class S p such that lim z→∞ F 1 (z) = 0. Similarly, F 1 (z) has an asymptotic expansion: (3.4) is a solution to the TSME problem, where
in which σ (1) 
By Lemma 2.2, there exists a positive measure dσ (u) 0 on R + such that
m).
Thus, dσ (u) 0 is a certain solution to the TSME problem. 
Description of the solutions

