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RESUMEN. Este documento realiza una descripci´ on de las medidas de dependencia con
sus principales ventajas y desventajas y presenta a la c´ opula como una estructura ﬂexible
que permite caracterizar diferentes tipos de dependencia. Adicionalmente, introduce el
uso de la c´ opula en la medici´ on de riesgo ﬁnanciero, tomando como ejemplo un portafolio
compuesto por tres activos representativos del mercado colombiano.
Las pruebas de desempe˜ no o de backtesting del valor en riesgo calculado por diferentes
metodolog´ ıas en los a˜ nos 2006 y 2007 muestran que las mejores son aquellas que mode-
lan la dependencia en media y varianza, tales como modelos VAR-GARCH-C´ opula(t) y
VAR-GARCH-C´ opula(normal). Las t´ ecnicas con el peor desempe˜ no son Riskmetrics R 
 y
la basada en el supuesto de normalidad.
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1. INTRODUCCI´ ON
En cualquier econom´ ıa, la adopci´ on de m´ etodos m´ as exactos en la medici´ on de riesgo
genera garant´ ıas para la estabilidad del sistema ﬁnanciero. Una de las medidas de mayor
uso en este contexto, el V aRα, corresponde al α-´ esimo cuant´ ıl de la distribuci´ on de p´ erdi-
das y ganancias de un activo. Esta medida representa la m´ axima p´ erdida en que incurre
un activo en el α×100% mejor de los casos1. Para el caso colombiano, el V aR tiene impli-
caciones directas en el c´ alculo de la relaci´ on de solvencia de las entidades ﬁnancieras, un
V aR m´ as alto representa una relaci´ on de solvencia m´ as baja, lo cual obliga a las entidades
a reasignar sus activos riesgosos o a realizar aportes adicionales de capital.
Sin embargo, no existe una metodolog´ ıa ´ unica para el c´ alculo del V aR, m´ as a´ un cuando
se consideran las interacciones existentes entre diferentes factores de riesgo (activos) al
interiordeunportafolio.Estedocumentogeneralizalasmetodolog´ ıasanalizadasenMelo
y Becerra [2006] para que puedan ser evaluadas en un portafolio.
En este contexto, existen dos clases de dependencia: longitudinal (a trav´ es del tiempo) y
transversal (entre activos). La longitudinal puede ser modelada por t´ ecnicas tradicionales
de series de tiempo, mientras que la transversal o contempor´ anea se puede analizar me-
diante modelos de dependencia como los de c´ opula.
La c´ opula, en l´ ıneas generales, es una funci´ on que aproxima el comportamiento conjunto
de variables aleatorias a partir de sus comportamientos individuales. Este documento
se centra en la deﬁnici´ on, implicaciones, t´ ecnicas para evaluar desempe˜ no y en general,
metodolog´ ıas utilizadas en el desarrollo de modelos de medici´ on de riesgo asociados con
c´ opulas.
El resto del documento se compone de la siguiente manera: en la segunda secci´ on se co-
menta el concepto de dependencia en ﬁnanzas. En la tercera secci´ on, se deﬁnen algunas
medidas y conceptos de dependencia y se introduce el concepto de c´ opula. En la cuarta
secci´ on se presentan metodolog´ ıas de estimaci´ on, veriﬁcaci´ on de supuestos y m´ etodos
de selecci´ on de c´ opulas. En la quinta secci´ on se muestra la aplicaci´ on de las c´ opulas a
modelos de riesgo de mercado y de cr´ edito. Posteriormente, en la sexta secci´ on se pre-
sentan los resultados de la estimaci´ on y se eval´ ua el desempe˜ no para diferentes modelos
de valor en riesgo y Expected Shortfall sobre un portafolio compuesto por el IGBC, la TRM
y un t´ ıtulo gen´ erico con vencimiento de 10 a˜ nos (TES). Finalmente, en la s´ eptima secci´ on
se concluye.
2. DEPENDENCIA EN FINANZAS
En ﬁnanzas, existen gran cantidad de factores de riesgo que interact´ uan constantemente
dentro de un portafolio. En consecuencia, se han desarrollado herramientas apropiadas
para modelar dicha interacci´ on, en este plano el concepto de dependencia juega un papel
fundamental.
1Bajo este contexto, los mejores casos indican las p´ erdidas m´ as pequeas.MEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 2
Dado un conjunto de factores de riesgo, un administrador puede identiﬁcar los com-
portamientos marginales a trav´ es de t´ ecnicas univariadas apropiadas, sin embargo, es
importante tener en cuenta que el comportamiento de un factor de riesgo puede estar
inﬂuenciado por comportamientos de otros factores de riesgo. Por lo tanto, las t´ ecnicas
que modelan la dependencia entre los factores de riesgo constituyen una fuente valiosa
de informaci´ on.
Existen diferentes medidas de dependencia, algunas m´ as conocidas que otras. Una de
las m´ as conocidas en el ´ area ﬁnanciera es el coeﬁciente de correlaci´ on de Pearson, el cual ha
desempe˜ nado un papel importante en modelos cl´ asicos de asignaci´ on de portafolio tales
como el modelo CAPM, Capital Asset Pricing Model, y el APT, Arbitrage Pricing Theory,
donde se usa como medida de dependencia entre diferentes instrumentos ﬁnancieros. No
obstante, el coeﬁciente de correlaci´ on es una medida apropiada ´ unicamente bajo ciertos
supuestos sobre la funci´ on de distribuci´ on multivariada de los retornos. Un ejemplo de













del portafolio, µ es el vector de retornos esperados de cada uno de los activos y Σ es la
matriz de varianzas y covarianzas. En este caso la varianza corresponde a la medida de
riesgo, sin embargo, es posible mostrar que esta medida es apropiada ´ unicamente cuando
los activos siguen una distribuci´ on normal multivariada [Bouy´ e et al., 2000] o de forma
m´ as general, cuando su funci´ on de distribuci´ on es el´ ıptica2[Embrechts et al., 1999a].
Una funci´ on que representa de manera m´ as general las relaciones de dependencia ex-
istentes entre vectores de variables aleatorias es la c´ opula, la cual relaciona el compor-
tamiento de las distribuciones univariadas de cada uno de los factores de riesgo a su
distribuci´ on multivariada. A partir de la c´ opula es posible construir otras medidas de
dependencia, tales como los coeﬁcientes de correlaci´ on de rango y el coeﬁciente de de-
pendencia en las colas, cuyas deﬁniciones se presentar´ an m´ as adelante, e identiﬁcar ca-
racter´ ısticas propias de cada una de ellas.
3. MEDIDAS DE DEPENDENCIA
En la pr´ actica, el coeﬁciente de correlaci´ on lineal de Pearson es la medida de dependencia
m´ as usada. Sin embargo, como se muestra posteriormente, esta medida presenta ciertos
inconvenientes. A continuaci´ on se describen varias deﬁniciones de medidas y conceptos
de dependencia y sus implicaciones.
2Una introducci´ on al tema relacionado con las distribuciones el´ ıpticas y esf´ ericas es realizada en el
Anexo A.OSCAR BECERRA Y LUIS F. MELO 3
3.1. Coeﬁciente de correlaci´ on de Pearson. Una de las aproximaciones m´ as utilizadas
para analizar relaciones de dependencia es el coeﬁciente de correlaci´ on de Pearson, el
cual mide la relaci´ on lineal existente entre un vector de variables aleatorias. Para la pareja






i,j = 1,2,...,d (3.1)
Para un vector aleatorio R = [R1,...,Rd]
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Algunas propiedades del coeﬁciente de correlaci´ on deﬁnido en (3.1) son [Blanco, 2004]:
i) ρ(Ri,Rj) = ρ(Rj,Ri).
ii) |ρ(Ri,Rj)| ≤ 1.
iii) ρ(Ri,Ri) = 1, ρ(Ri,−Ri) = −1 .
iv) ρ(aRi + b,Rj) = ρ(Ri,Rj), a > 0.
v) |ρ(Ri,Rj)| = 1 si y s´ olo si existen constantes a,b,c ∈ R, con a,b 6= 0 tal que
P(aRi + bRj = c) = 1.
El coeﬁciente de correlaci´ on de Pearson tiene diferentes ventajas, las cuales lo han he-
cho una medida de dependencia de amplia aceptaci´ on en muchos contextos incluido el
ﬁnanciero, principalmente porque es f´ acil de calcular, ya que s´ olo se necesita estimar los
dos primeros momentos de los datos observados. Adem´ as es invariante ante transfor-
maciones aﬁnes positivas (propiedad iv)). Finalmente, una de las grandes ventajas que
tiene el coeﬁciente de correlaci´ on de Pearson es su relaci´ on con la funci´ on de distribuci´ on
normal multivariada, en donde resume toda la relaci´ on de dependencia existente entre
las variables aleatorias [Embrechts et al., 1999a].
Sin embargo, es necesario ser cauteloso cuando se utiliza el coeﬁciente de correlaci´ on
como medida de dependencia, ya que puede presentar ciertos inconvenientes. Algunos
de estos inconvenientes son [Embrechts et al., 1999]:
• El coeﬁciente de correlaci´ on es una medida de dependencia escalar. Este problema no se en-
cuentra asociado ´ unicamente al coeﬁciente de correlaci´ on. Al ser una medida escalar,
´ este resume toda la relaci´ on de dependencia entre los factores de riesgo en un solo
n´ umero. Aunque esto facilita la interpretaci´ on, puede tener inconvenientes en la toma
de decisiones.MEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 4
Porejemplo,supongaqueexistendosactivosconloscualessevaaconstituirunportafo-
lio, cada uno de los cuales sigue una distribuci´ on normal est´ andar y tienen un coeﬁ-
ciente de correlaci´ on de 0,8. Aunque el valor del coeﬁciente de correlaci´ on implica que
existe una relaci´ on de dependencia lineal entre los dos activos, no indica como es la
estructura de dependencia entre estos. El Gr´ aﬁco 3.1 muestra como es posible tener dos
variables aleatorias que satisfacen estas caracter´ ısticas (comportamientos marginales
normales est´ andar y coeﬁciente de correlaci´ on de 0,8) y a´ un as´ ı llevar a conclusiones
completamente diferentes.
En el panel superior izquierdo del Gr´ aﬁco 3.1 se encuentra una estructura de depen-
dencia normal multivariada, donde la mayor´ ıa de las observaciones se concentran en
el centro de la distribuci´ on y los datos extremos no presentan una relaci´ on clara. Los
dem´ as gr´ aﬁcos muestran otros tipos de relaciones entre estos dos activos, en las que los





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































GR´ AFICO 3.1. Simulaci´ on de 5,000 realizaciones de dos variables aleato-
rias normal est´ andar con coeﬁciente de correlaci´ on 0,8 y cuatro estructuras
de dependencia diferentes.
• Riesgos que sean perfectamente dependientes no implican que |ρ(Ri,Rj)| = 1. Tal como lo
muestran McNeil et al. [2005], dependiendo del comportamiento marginal que tenganOSCAR BECERRA Y LUIS F. MELO 5
los factores de riesgo, los valores del coeﬁciente de correlaci´ on se encontrar´ an en el in-
tervalo [ρmin,ρmax] donde −1 ≤ ρmin ≤ 0 ≤ ρmax ≤ 1. Esto tiene particular importancia
en la toma de decisiones, ya que es posible que coeﬁcientes de correlaci´ on lejanos a uno,
impliquen un alto grado de asociaci´ on entre dos factores de riesgo.
• Que el coeﬁciente de correlaci´ on sea cero no implica independencia entre los factores de ries-
go. Esto ´ unicamente es cierto para el caso normal multivariado. Para cualquier otro
tipo funci´ on de distribuci´ on multivariada la correlaci´ on cero no necesariamente in-
dica independencia entre los factores de riesgo. Un claro ejemplo de esto se mues-
tra en el Gr´ aﬁco 3.2, donde se presentan los valores de una variable aleatoria normal
est´ andar y estos mismos valores al cuadrado. A simple vista se ve una clara relaci´ on
entre estas dos variables, sin embargo, el coeﬁciente de correlaci´ on es cero ya que
Cov(Ri,R2
i) = E(R3
i) = 0, el tercer momento de una variable aleatoria normal.
El inconveniente del coeﬁciente de correlaci´ on rese˜ nado anteriormente se encuentra
ligado al tipo de dependencia que ´ este puede describir. El coeﬁciente de correlaci´ on
indica el grado de asociaci´ on lineal que tienen dos variables aleatorias, y en general,
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GR´ AFICO 3.2. Simulaci´ on de 5,000 realizaciones de una variable normal
aleatoria est´ andar y su cuadrado.
• El coeﬁciente de correlaci´ on es invariante ´ unicamente ante transformaciones aﬁnes positivas3.
Esta caracter´ ıstica es de gran importancia, ya que por ejemplo no es lo mismo calcular
el coeﬁciente de correlaci´ on sobre los retornos logar´ ıtmicos (compuestos) que sobre los
precios de dos activos. Esto implica que la toma de decisiones asociada a este tipo de
an´ alisis puede estar inﬂuenciada por la metodolog´ ıa a trav´ es de la cual se maneja la
informaci´ on.
Por ejemplo, para el caso de las variables aleatorias que siguen la distribuci´ on normal
multivariada del Gr´ aﬁco 3.1, los valores del coeﬁciente de correlaci´ on para algunas
transformaciones mon´ otonas crecientes se presentan en la Tabla 3.1. En ´ esta se observa
3Una transformaci´ on af´ ın positiva T sobre Ri est´ a deﬁnida de la siguiente forma: T (Ri) = aRi+b, a > 0.MEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 6
que el coeﬁciente de correlaci´ on cambia para todos los casos en que la transformaci´ on
es una transformaci´ on no af´ ın positiva.




















TABLA 3.1. Valores del coeﬁciente de correlaci´ on ante diferentes trans-
formaciones de 5.000 realizaciones de dos variables aleatorias normal
est´ andar que siguen una distribuci´ on normal multivariada.
• Elcoeﬁcientedecorrelaci´ on ´ unicamenteseencuentradeﬁnidoparaparejasdevariablesaleatorias
que tengan varianzas ﬁnitas. Esta desventaja es de especial importancia cuando se trata
de analizar factores de riesgo que tengan funciones de distribuci´ on con colas pesadas,
ya que en estos la varianza puede no ser ﬁnita [Embrechts et al., 1997]. Por lo tanto, el
coeﬁciente de correlaci´ on no es una medida adecuada para estos casos.
3.2. C´ opula. Para evitar los problemas anteriormente mencionados, es posible modelar
la dependencia entre d factores de riesgo a trav´ es de una funci´ on que satisface algunas
propiedades particulares que la hacen id´ onea para cumplir esta tarea. Esta aproximaci´ on
tiene la ventaja de presentar el concepto de dependencia como una estructura que descri-
ba completamente la relaci´ on entre los factores de riesgo, en lugar de tratar de resumirla
en un s´ olo n´ umero. No obstante, pensar en una estructura de este tipo implica una mayor
complejidad en su interpretaci´ on.
La funci´ on mencionada en el p´ arrafo anterior es conocida como c´ opula, la cual es una
funci´ on de distribuci´ on multivariada C : [0,1]d → [0,1] donde sus distribuciones mar-
ginales (individuales) son uniformes est´ andar Ui ∼ U(0,1) i = 1,2,...,d. La c´ opula
posee las siguientes propiedades:
i) C(u1,...,ud) es creciente en cada componente ui.
ii) C(1,...,1,ui,1,...,1) = ui para todo i ∈ {1,2,...,d}, ui ∈ [0,1] .







donde uj1 = aj y uj2 = bj para todo j ∈ {1,2,...,d}.OSCAR BECERRA Y LUIS F. MELO 7





ui + 1 − d,0
)
≤ C(u) ≤ min{u1,...,ud}
Las propiedades i), iii) y iv) son propias de cualquier funci´ on de distribuci´ on multivaria-
da, mientras que la propiedad ii) esta asociada con el hecho que las funciones de distribu-
ci´ on marginales son uniformes est´ andar [Joe, 1997; McNeil et al., 2005]. Adicionalmente,
los l´ ımites establecidos en la propiedad n´ umero iv) son conocidos como los l´ ımites de
Fr´ echet, los cuales se tratar´ an en la Secci´ on 3.4.
Sklar [1959] mostr´ o que es posible comprender la estructura de dependencia de un vector
aleatorio a trav´ es de la c´ opula a partir de dos observaciones: la primera, que toda funci´ on
de distribuci´ on multivariada de variables aleatorias continuas tiene una c´ opula asociada
y la segunda, que la funci´ on de distribuci´ on multivariada puede ser construida a partir
de la c´ opula y las funciones de distribuci´ on marginales.
Teorema 3.1 (Teorema de Sklar). Sea F (r1,...,rd) la funci´ on de distribuci´ on conjunta de las
variables aleatorias R1,...,Rd, con funciones de distribuci´ on marginales F1 (r1),...,Fd (rd).
Existe una funci´ on C : [0,1]
d → [0,1] tal que:
F (r1,...,rd) = C (F1 (r1),...,Fd (rd)) (3.3)
paratodor1,...,rd.Lafunci´ onC esconocidacomola“c´ opula”devariablesaleatorias.SiF1 (r1),
...,Fd (rd) son continuas entonces C es ´ unica. De otra forma, C est´ a deﬁnida ´ unicamente en el
Ran(F1) × ... × Ran(Fd) donde Ran(Fi) denota el rango de la funci´ on Fi. An´ alogamente,
si C es una c´ opula y F1 (r1),...,Fd (rd) son funciones de distribuci´ on univariadas, entonces
F (r1,...,rd) deﬁnida en (3.3) es una funci´ on de distribuci´ on conjunta con marginales F1 (r1),
...,Fd (rd).
Para la demostraci´ on del Teorema 3.1 es necesario tener presentes varias caracter´ ısticas
de las funciones de distribuci´ on4. La primera de ellas se relaciona con el hecho que si la
variable aleatoria Ri tiene una funci´ on de distribuci´ on Fi continua, entonces se tiene que:
Fi (Ri) ∼ U (0,1) (3.4)
An´ alogamente, si U ∼ U (0, 1) entonces F−1
i (U) ∼ Fi, donde F−1
i es la funci´ on de dis-
tribuci´ on inversa de Fi, la cual esta deﬁnida como:
F−1
i (α) =´ ınf {r ∈ R : Fi (r) ≥ α} (3.5)
El resultado presentado en el p´ arrafo anterior se encuentra en la mayor´ ıa de los libros de
probabilidad b´ asica y es el fundamento para la generaci´ on de n´ umeros aleatorios.
A partir de (3.4) es posible demostrar la existencia y unicidad de la c´ opula para el caso
de variables aleatorias continuas. Expresando (3.3) en t´ erminos de ri = F−1
i (ui) para
4La demostraci´ on completa del teorema de Sklar se encuentra en Nelsen [2006]MEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 8
i = 1,...d se obtiene:







La expresi´ on (3.6) implica que una c´ opula C puede ser representada en t´ erminos de la
funci´ on de distribuci´ on multivariada F y sus distribuciones marginales F1,...,Fd. Por
otro lado, partiendo de F, F1,...,Fd y ui = F (ri) para i = 1,...d, se tiene que:




1 (R1) ≤ F−1
1 (r1),...,F−1




= P (U1 ≤ u1,...,Ud ≤ ud)
= C (u1,...,ud)
Por lo tanto, la deﬁnici´ on (3.6) implica que la c´ opula C asociada a la distribuci´ on multi-
variada F si existe, mientras el resultado (3.7) implica que esta c´ opula es ´ unica [McNeil
et al., 2005].
Las ecuaciones (3.3) y (3.7) muestran la relaci´ on entre la c´ opula y la funci´ on de distribu-
ci´ on conjunta. El teorema de Sklar indica, por un lado, que la funci´ on de distribuci´ on
conjunta puede ser entendida como la combinaci´ on de distribuciones marginales a trav´ es
de la c´ opula; mientras que (3.7) muestra como se puede expresar la c´ opula de la funci´ on
de distribuci´ on multivariada [McNeil et al., 2005].
Tal como lo indican Embrechts et al. [1999], el Teorema 3.1 tambi´ en se puede interpretar
como la descomposici´ on de la funci´ on de distribuci´ on multivariada en dos componentes:
la estructura de dependencia y el comportamiento univariado. El primer componente co-
rresponde a la c´ opula, mientras que el segundo esta asociado a las funciones de distribu-
ci´ on marginales.
Uno de los ejemplos m´ as intuitivos acerca de la c´ opula se encuentra cuando hay indepen-
dencia entre variables aleatorias. Si R1 y R2 son dos variables aleatorias independientes,
se tiene que su funci´ on de distribuci´ on conjunta es igual a:
F (r1,r2) = F1 (r1)F2 (r2) (3.8)
Es decir, en el caso de independencia la funci´ on de distribuci´ on conjunta es igual al pro-
ducto de las funciones de distribuci´ on marginales. A partir de las deﬁniciones presen-
tadas en (3.4) y (3.8) se tiene que:




1 (R1) ≤ F−1
1 (r1),F−1
2 (R2) ≤ F−1
2 (r2)

= P (U1 ≤ u1,U2 ≤ u2) (3.9)
= u1u2
= CI (u1,u2)OSCAR BECERRA Y LUIS F. MELO 9
Donde U1 y U2 son dos variables aleatorias que siguen una distribuci´ on uniforme entre
cero y uno. La funci´ on presentada en (3.9) es conocida como la c´ opula de independencia.





La c´ opula es una funci´ on creciente que se encuentra en el espacio [0, 1]
d+1. El Gr´ aﬁ-
co 3.3 muestra la c´ opula de independencia y sus curvas de nivel para el caso bivariado,
ecuaci´ on (3.9), mientras el Gr´ aﬁco 3.4 muestra las c´ opulas utilizadas para las simula-
ciones del ejemplo mostrado en el Gr´ aﬁco 3.1.
Aunque la diferencia entre estas c´ opulas no es tan evidente en los gr´ aﬁcos en tres dimen-
siones, los gr´ aﬁcos de curvas de nivel ofrecen cierta intuici´ on acerca de la dependencia
en cada uno de los casos. Dado que todas las variables aleatorias simuladas en el ejemplo
tienen dependencia positiva, las curvas de nivel de las c´ opulas se encuentran m´ as a la













































GR´ AFICO 3.3. C´ opula de independencia
3.2.1. Ventajas de la C´ opula. Tal como se mostr´ o en la Secci´ on 3.1, el coeﬁciente de co-
rrelaci´ on de Pearson presenta algunos inconvenientes cuando las variables aleatorias no
satisfacen el supuesto de normalidad multivariada, o como se discutir´ a m´ as adelante,
cuando las variables no siguen una distribuci´ on el´ ıptica. La c´ opula supera algunos de
estos inconvenientes tal como se describe a continuaci´ on.
• Dado que la c´ opula extrae la estructura de dependencia de la funci´ on de distribuci´ on
multivariada, ´ esta contiene mucha m´ as informaci´ on acerca de la dependencia entre d













GR´ AFICO 3.4. C´ opulas usadas para las simulaciones del Gr´ aﬁco 3.1
• La c´ opula tiene en cuenta todos los posibles casos de dependencia. Si existe dependen-
cia perfecta positiva entre las variables aleatorias de inter´ es, se dice que las variables
aleatorias son “comonot´ onicas”, por su parte, cuando la dependencia es perfecta ne-
gativa, se dice que las variables son “contramonot´ onicas” (Secci´ on 3.4). En ambos ca-
sos, estas situaciones pueden ser descritas por una c´ opula espec´ ıﬁca. Adicionalmente,
cuando las variables aleatorias son independientes, su relaci´ on se resume en la c´ opula
de independencia.
• La c´ opula es invariante ante transformaciones mon´ otonas crecientes, incluyendo las
transformaciones aﬁnes positivas. Sean R1,...,Rd variables aleatorias con funciones
de distribuci´ on marginales F1,...,Fd y c´ opula C. Si T1,...,Td son transformaciones
mon´ otonas crecientes, esta propiedad implica que R1,...,Rd y T1 (R1),...,Td (Rd)
tienen la misma c´ opula C. En efecto, si a Ri se le aplica una transformaci´ on mon´ otona
creciente Ti, entonces la funci´ on de distribuci´ on de Ti (Ri) es:
P (Ti (Ri) ≤ e ri) = P
 
Ri ≤ T−1 (e ri)


























































































GR´ AFICO 3.5. Curvas de nivel de las c´ opulas usadas para las simula-
ciones del Gr´ aﬁco 3.1
donde e ri ∈ Rango(Ti). Es posible mostrar que la funci´ on de distribuci´ on inversa de e Fi
es:
e F−1
i = Ti ◦ F−1
i (3.12)
aplicando la deﬁnici´ on (3.6) se tiene que:
C (u1,...,ud) = P
 
R1 ≤ F−1





T1 (R1) ≤ T1 ◦ F−1




ya que T1,...,Td son transformaciones mon´ otonas crecientes. Usando los resultados
(3.11) y (3.12) sobre (3.13) se obtiene:
C (u1,...,ud) = P

T1 (R1) ≤ e F−1

















e F1 (T1 (R1)) ≤ u1,..., e Fd (Td (Rd)) ≤ ud

(3.14)
= C (u1,...,ud)MEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 12
Con lo cual se concluye que R1,...,Rd y T1 (R1),...,Td (Rd) tienen la misma c´ opula
C. Esta propiedad muestra que la estructura de dependencia es invariante ante trasla-
ciones, ya que las que cambian en estos casos son las distribuciones marginales [McNeil
et al., 2005].
• Finalmente, ya que la c´ opula representa la estructura de dependencia independiente-
mente de las funciones de distribuci´ on marginales, ´ esta puede tratar con m´ ultiples es-
peciﬁcaciones de funciones de distribuci´ on, inclusive aquellas que no tienen deﬁnidos
algunos de sus momentos.
3.3. Otras medidas de dependencia. Teniendo en cuenta los problemas de la correla-
ci´ on de Pearson, es ´ util deﬁnir otras medidas de dependencia que no tengan algunas de
estas limitaciones. Una clase importante de estas estad´ ısticas son las medidas de correla-
ci´ on de rango y los coeﬁcientes de dependencia en las colas, los cuales pueden ser expre-
sados en t´ erminos de c´ opulas. Es as´ ı como en la Secci´ on 4.1.2 se muestra que las medidas
de correlaci´ on de rango pueden ser utilizados en la parametrizaci´ on de las c´ opulas.
3.3.1. Medidas de correlaci´ on de rango. Estas estad´ ısticas miden el grado de dependencia
entre dos variables aleatorias sin suponer que la relaci´ on entre las variables es lineal,
adem´ as, estas correlaciones requieren solamente que las variables sean medidas a nivel
ordinal. Como su nombre lo indica, la estimaci´ on emp´ ırica de las medidas de correlaci´ on
de rango puede ser calculada de forma no param´ etrica a partir de los rangos de los datos.
Sin embargo, ´ estas pueden ser obtenidas en funci´ on de la c´ opula asociada a la funci´ on de
distribuci´ on conjunta de las variables aleatorias. Este resultado implica que las medidas
de correlaci´ on de rango son invariantes bajo transformaciones mon´ otonas crecientes.
Sean R1 y R2 dos variables aleatorias con funciones de distribuci´ on marginales F1 y F2
y funci´ on de distribuci´ on conjunta F. Entonces, el coeﬁciente de correlaci´ on de rango de
Spearman esta dado por:
ρS (R1,R2) = ρ(F1 (R1),F2 (R2)) (3.15)
donde ρ es el coeﬁciente de correlaci´ on de Pearson. Por lo tanto, ρS es simplemente la
correlaci´ on lineal entre las variables aleatorias R1 y R2 transformadas a trav´ es de sus
funciones de distribuci´ on.
Sean (R11,R21) y (R12,R22) dos parejas de variables aleatorias independientes con una
funci´ on de distribuci´ on bivariada F, el coeﬁciente de correlaci´ on de rango de Kendall (o
τ de Kendall) es el siguiente:
ρτ (R1,R2) = P ((R11 − R12)(R21 − R22) > 0) − P ((R11 − R12)(R21 − R22) < 0) (3.16)
De acuerdo con la deﬁnici´ on (3.16), el τ de Kendall puede entenderse como la diferencia
entre la probabilidad de concordancia menos la probabilidad de discordancia. En este
contexto, dos variables aleatorias son concordantes si el sentido de los cambios en una
variable tiende a estar asociado con el sentido de los cambios de la otra. Es decir, cam-
bios positivos (negativos) de una variable se encuentran asociados con cambios positivosOSCAR BECERRA Y LUIS F. MELO 13
(negativos) de la otra. De forma an´ aloga, dos variables aleatorias son discordantes si cam-
bios positivos (negativos) de una de ellas tienden a estar asociados con cambios negativos
(positivos) de la otra.
A pesar que las propiedades estad´ ısticas de las medidas de correlaci´ on de rango son m´ as
dif´ ıciles de obtener que las de la correlaci´ on de Pearson, se ha demostrado que tienen
varias propiedades deseables para una medida de dependencia. Son sim´ etricas, deﬁnidas
en el intervalo [−1,1] y toman el valor de cero bajo independencia5.
Las principales ventajas de las medidas de correlaci´ on de rango con respecto a la co-
rrelaci´ on de Pearson son la invarianza bajo transformaciones mon´ otonas crecientes y su
capacidad para identiﬁcar los casos en que existe dependencia perfecta. Esto ´ ultimo se
encuentra asociado al concepto de comonotonicidad, el cual ser´ a discutido en la Sec-
ci´ on 3.4.1. La propiedad de invarianza se puede apreciar en el ejercicio presentado en la
Tabla 3.2, donde se muestran los coeﬁcientes de correlaci´ on de rango y de Pearson para
5.000 realizaciones de dos variables aleatorias normales est´ andar.
Transformaci´ on b ρ(Pearson) b ρτ(Kendall) b ρS(Spearman)


















corr(3R1,R2) 0,80 0,59 0,78
TABLA 3.2. Valores de diferentes coeﬁcientes de correlaci´ on ante varias
transformaciones de 5.000 realizaciones de dos variables aleatorias nor-
males est´ andar que siguen una distribuci´ on normal multivariada
En el caso de funciones marginales continuas, las medidas de correlaci´ on de rango se
pueden deﬁnir en t´ erminos de la c´ opula C asociada a F, F1 y F2. Al respecto Nelsen
[2006] demuestra los siguientes resultados:










C (u1,u2)du1du2 − 3 (3.17)





C (u1,u2)dC (u1,u2) − 1 (3.18)
3.3.2. Coeﬁciente de dependencia en las colas. Una de las principales ventajas que ofrece el
estudio de las funciones de distribuci´ on multivariadas a partir de la c´ opula, es la posi-
bilidad de identiﬁcar los patrones de dependencia existentes entre los valores extremos
5Sin embargo, una correlaci´ on de rango de 0 no necesariamente implica independencia.MEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 14
de las variables aleatorias. Un ejemplo de la importancia de este tema se encuentra en las
relaciones de dependencia de retornos extremos de diferentes factores de riesgo, lo cual
tiene implicaciones, por ejemplo, en medici´ on de riesgo ﬁnanciero y administraci´ on de
portafolio.
Si las funciones de distribuci´ on marginales de las variables aleatorias de inter´ es son con-
tinuas, la dependencia en las colas puede ser expresada como una medida basada en
la c´ opula asociada a la funci´ on de distribuci´ on conjunta. Por consiguiente, esta medi-
da de dependencia en las colas tambi´ en es invariante bajo transformaciones mon´ otonas
crecientes.
Si R1 y R2 son dos variables aleatorias con funciones de distribuci´ on F1 y F2, respecti-
vamente, el coeﬁciente de dependencia en la cola superior entre R1 y R2 esta deﬁnido
como:










si este l´ ımite existe, entonces λu ∈ [0,1]. Se dice que R1 y R2 son asint´ oticamente depen-
dientes en la cola superior si 0 < λu ≤ 1 y son asint´ oticamente independientes en el caso
que λu = 0.
An´ alogamente, el coeﬁciente de dependencia en la cola inferior entre R1 y R2 es:









En el caso de distribuciones continuas, esta medida de dependencia puede ser expresada
en t´ erminos de la C´ opula asociada a la distribuci´ on bivariada de estas variables:






















donde C (u1,u2) = P (U1 > u1,U2 > u2) = 1 − u1 − u2 + C (u1,u2).
En la Tabla 3.3 se calculan varias medidas de dependencia sobre las simulaciones presen-
tadas en el Gr´ aﬁco 3.1, en estos resultados se aprecia que los coeﬁcientes b λl y b λu capturan
el comportamiento estoc´ astico de las colas de las distribuciones.
3.4. Conceptos de dependencia. Como se mencion´ o, la c´ opula es una funci´ on que per-
mite extraer la estructura de dependencia existente en la funci´ on distribuci´ on multivari-
ada de d variables aleatorias, las cuales se pueden ver reﬂejadas en las medidas de de-
pendencia basadas en la c´ opula (ρS, ρτ, λL, λU). Sin embargo, existen diferentes tipos de
dependencia, que van desde el caso de independencia hasta dependencia perfecta entre
variables aleatorias.
Tal como el coeﬁciente de correlaci´ on de Pearson indica el grado de dependencia lineal,
los coeﬁcientes de correlaci´ on de rango muestran el grado de dependencia (lineal o noOSCAR BECERRA Y LUIS F. MELO 15
Simulaci´ on b ρ (Pearson) b ρτ (Kendall) b ρS (Spearman) b λl b λu
Panel 11 0,80 0,59 0,78 0 0
Panel 12 0,80 0,61 0,80 0 0,68
Panel 21 0,80 0,59 0,77 0,48 0,48
Panel 22 0,80 0,63 0,81 0,82 0
TABLA 3.3. C´ alculo de medidas de dependencia de las simulaciones pre-
sentadas en el Gr´ aﬁco 3.1.
lineal) entre variables aleatorias. Un ejemplo de la aﬁrmaci´ on anterior se encuentra en el
panel izquierdo del Gr´ aﬁco 3.6, donde se muestran 5,000 replicaciones de una variable
aleatoria lognormal y su logaritmo natural. Como es sabido, el logaritmo natural de una
variable aleatoria lognormal distribuye normal, para este caso normal est´ andar.
En este ejemplo, la relaci´ on lineal entre las variables no reﬂeja completamente su visi-
ble grado de asociaci´ on: el coeﬁciente de correlaci´ on de Pearson estimado para estas dos
variables es igual a 0.7941. Sin embargo, al calcular el coeﬁciente de correlaci´ on de Spear-
man, el cual mide la correlaci´ on existente entre las funciones de distribuci´ on de estas dos
variables aleatorias, este si muestra el alto grado de asociaci´ on tomando un valor de 1. En
el panel derecho del Gr´ aﬁco 3.6 se encuentra el gr´ aﬁco de dispersi´ on de las dos funciones
de distribuci´ on. Aqu´ ı, la probabilidad de que ambas variables tomen valores bajos (altos)




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































GR´ AFICO 3.6. Dependencia perfecta positiva
El Gr´ aﬁco 3.6 es un ejemplo de dependencia perfecta positiva entre dos variables aleato-
rias. Este concepto, junto con los de dependencia perfecta negativa y ordenamiento de
dependencia se describen a continuaci´ on.
3.4.1. Comonotonicidad. En la secci´ on anterior se mostr´ o que exist´ ıa dependencia perfec-
ta positiva entre dos variables aleatorias cuando una de ellas era una funci´ on crecienteMEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 16
de la otra. La dependencia perfecta positiva entre variables aleatorias es conocida como
comonotonicidad. La c´ opula que representa este tipo dependencia es la c´ opula asociada
al l´ ımite superior de Fr´ echet, el cual se deﬁne como:
Cu (u1,...,ud) = m´ ın{u1,...,ud} (3.23)
(propiedad iv) en la Secci´ on 3.2). Si R1,...,Rd son variables aleatorias comonot´ onicas, a
partir de las deﬁniciones (3.4) y (3.23) se tiene que:
F (u1,...,ud) = m´ ın{F1 (r1),...,Fd (rd)}
= P (U ≤ m´ ın{F1 (r1),...,Fd (rd)}) (3.24)




1 (U) ≤ r1,...,F−1
d (U) ≤ rd

de donde se concluye que R1,...,Rd se encuentran en funci´ on de la misma variable
aleatoria U. Adicionalmente, tal como lo destacan McNeil et al. [2005] en el caso de va-
riables aleatorias continuas, la comonotonicidad se presenta en el caso en que cada una
de las variables aleatorias es una funci´ on creciente de una sola variable aleatoria Z. For-
malmente:
(R1,...,Rd)
d =(v1 (Z),...,vd (Z)) (3.25)
donde v1,...,vd son funciones mon´ otonas crecientes. El Gr´ aﬁco 3.7 muestra la c´ opula de
comonotonicidad y las curvas de nivel del ejemplo utilizado para el Gr´ aﬁco 3.6. En este


























GR´ AFICO 3.7. C´ opula de comonotonicidad y curvas de nivel
3.4.2. Contramonotonicidad. An´ alogo a la forma en que la comonotonicidad describe la
dependencia perfecta positiva, la contramonotonicidad se reﬁere al caso en el que existe
dependencia perfecta negativa entre variables aleatorias y su c´ opula esta asociada con el
l´ ımite inferior de Fr´ echet:
Cl (u1,...,ud) = m´ ax{u1 + ... + ud − 1,0} (3.26)OSCAR BECERRA Y LUIS F. MELO 17
Sin embargo, tal como lo muestran McNeil et al. [2005] esta c´ opula es ´ unicamente v´ alida
para d = 2. Otra forma de entender este concepto, es similar a la deﬁnici´ on (3.25), donde
en el caso de d = 2:
(R1,R2)
d =(v1 (Z),v2 (Z)) (3.27)
donde v1 es una funci´ on mon´ otona creciente (decreciente) mientras v2 es una funci´ on
mon´ otona decreciente (creciente). Embrechts et al. [1999], muestran que la c´ opula de con-
tramonotonicidad corresponde al caso en que dos variables aleatorias R1 y R2 dependen
del vector (U, 1 − U) donde U ∼ U (0,1).
Un ejemplo de la contramonotonicidad se muestra en el Gr´ aﬁco 3.8, donde se presentan
5,000 replicaciones de una variable aleatoria F4,8 y una transformaci´ on mon´ otona decre-
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GR´ AFICO 3.8. Dependencia perfecta negativa
Nuevamente, la relaci´ on no lineal entre las variables (panel izquierdo) y la relaci´ on entre
sus funciones de distribuci´ on (panel derecho) son evidentes. El coeﬁciente de correlaci´ on
de Pearson estimado para este caso es -0,2178, mientras que el coeﬁciente de correlaci´ on
de rango y el τ de Kendall son iguales a -1.
El Gr´ aﬁco 3.9 muestra la c´ opula y las curvas de nivel obtenidas para el ejemplo anterior,
en ´ esta la forma de la c´ opula es un plano con valores positivos despu´ es de la recta u1 +
u2 = 1.
3.4.3. Concordancia. Adicional a los conceptos de comonotonicidad y contramonotoni-
cidad se encuentran los conceptos de concordancia y discordancia, los cuales ofrecen
informaci´ on acerca del signo de la dependencia entre dos variables aleatorias [Embrechts
et al., 1999]. A partir de este concepto, es posible establecer un “ordenamiento” de las
funciones de distribuci´ on [Joe, 1997]6.
6El orden de concordancia es s´ olo uno de los tipos de ordenamiento que se pueden establecer entre


























GR´ AFICO 3.9. C´ opula de contramonotonicidad y curvas de nivel
El caso m´ as simple es aquel en el que se compara las funciones de distribuci´ on multivari-
adas con respecto a la funci´ on de distribuci´ on de independencia de d variables aleatorias.
SiR1 yR2 sondosvariablesaleatoriasconfunci´ ondedistribuci´ onF,lacualsatisfaceque:
F (r1,r2) ≥ F (r1)F (r2) (3.28)
para todo r1, r2 ∈ R se dice que F (o an´ alogamente el vector aleatorio (R1,R2)) es depen-
diente en el cuadrante positivo (PQD, por sus siglas en ingl´ es). De una manera intuitiva,
esto implica que las variables R1 y R2 tienen una probabilidad m´ as alta de tomar va-
lores grandes o peque˜ nos que en el caso en que son independientes. Para la deﬁnici´ on
de dependencia en el cuadrante negativo (NQD), basta con cambiar el sentido de la de-
sigualdad en (3.28) [Nelsen, 2006]7.
De acuerdo con lo expuesto en las secciones anteriores, es posible establecer una conexi´ on
entre la dependencia en los cuadrantes y la c´ opula. Si (3.28) se mantiene para dos varia-
bles aleatorias R1 y R2 que tienen una c´ opula C, se tiene que:
C (u1,u2) ≥ u1u2 (3.29)
[Nelsen, 2006]. Es decir, la c´ opula C es PQD si para todo u1, u2 ∈ [0,1] se mantiene la
condici´ on (3.29). Si se cambia el sentido de la desigualdad, se tiene la deﬁnici´ on de NQD.
Basados en estos conceptos, es posible deﬁnir un ordenamiento de concordancia entre
las funciones de distribuci´ on dependiendo de su grado de PQD o NQD. As´ ı, para dos





0 o sus c´ opulas asociadas C y C0) se dice que F es m´ as
dependiente en el cuadrante positivo o m´ as concordante que F0, lo cual se escribe como
F0 ≺c F, si se cumple que:
F (r1,r2) ≥ F0 (r1,r2) (3.30)
7La extensi´ on de esta deﬁnici´ on para d ≥ 3 se encuentra en Joe [1997].OSCAR BECERRA Y LUIS F. MELO 19
para todo r1, r2 ∈ R [Joe, 1997]. Trasladando este resultado a las c´ opulas es posible
establecer el siguiente ordenamiento:
Cl (u1,u2) ≺c C0 (u1,u2) ≺c CI (u1,u2) ≺c C1 (u1,u2) ≺c Cu (u1,u2) (3.31)
Donde Cl, CI y Cu representan las c´ opulas de contramonotonicidad, independencia y
comonotonicidad, respectivamente, C0 es una c´ opula NQD y C1 es una c´ opula PQD.
Nuevamente, las c´ opulas asociadas a los l´ ımites de Fr´ echet juegan un papel importante
en estos conceptos, ya que son los l´ ımites de este orden de concordancia.
Gr´ aﬁcamente, el orden de concordancia puede ser entendido como un posicionamiento
m´ as hacia la izquierda de las curvas de nivel de la c´ opula que sea m´ as PQD. El Gr´ aﬁ-
co 3.10 muestra las curvas de nivel de las c´ opulas de contramonotonicidad, indepen-
dencia y comonotonicidad, respectivamente. Es posible ver que las curvas de nivel de
la c´ opula de contramonotonicidad siempre se encuentran a la derecha de la c´ opula de




































































GR´ AFICO 3.10. Curvas de nivel de las c´ opulas de contramonotonicidad,
independencia y comonotonicidad, respectivamente.
3.5. Familias de c´ opulas. En secciones anteriores se deﬁni´ o qu´ e es una c´ opula y se
mostraron algunas ecuaciones, gr´ aﬁcos y resultados asociados a c´ opulas espec´ ıﬁcas, por
ejemplo, las de independencia, comonotonicidad y contramonotonicidad. No obstante,
existe una gran cantidad de funciones que satisfacen las condiciones necesarias para ser
consideradascomoc´ opulas.Unalistadec´ opulasbivariadasymultivariadascom´ unmente
mencionadas en la literatura se encuentra en el Anexo C.
De acuerdo con sus caracter´ ısticas, las c´ opulas pueden ser agrupadas en diferentes cate-
gorias8. Por ejemplo, las c´ opulas presentadas en la secci´ on anterior son conocidas en la
literatura como las c´ opulas l´ ımite o c´ opulas “fundamentales”, ya que se encuentran aso-
ciadas con los casos extremos de dependencia: comonotonicidad, contramonotonicidad
e independencia.
8No obstante, como se ver´ a m´ as adelante, en muchos casos los criterios de agrupaci´ on no son excluyentes.MEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 20
Un segundo criterio de agrupaci´ on com´ unmente usado en la literatura se encuentra aso-
ciado a la forma funcional de la c´ opula. Este criterio identiﬁca dos tipos de c´ opulas, las
c´ opulas “expl´ ıcitas”, aquellas que pueden ser expresadas a trav´ es de una forma fun-
cional cerrada, o “impl´ ıcitas” las cuales son derivadas de funciones de distribuci´ on mul-
tivariadas conocidas, aunque sus formas funcionales no son simples o cerradas. Algunos
ejemplos de c´ opulas expl´ ıcitas se encuentran en las c´ opulas fundamentales (ecuaciones
(3.10), (3.23) y (3.26)), mientras que entre las c´ opulas impl´ ıcitas se encuentran las c´ opulas
derivadas de las funciones de distribuci´ on normal y t multivariada, las cuales se discuten
en la Secci´ on 3.5.1.
Por ´ ultimo, el tercer criterio de agrupaci´ on depende directamente de las caracter´ ısticas
particulares de las c´ opulas. Bajo este criterio, es posible identiﬁcar cuatro grandes grupos
o “familias” de c´ opulas, las cuales se presentan a continuaci´ on.
3.5.1. C´ opulas el´ ıpticas. De gran popularidad en los mercados ﬁnancieros, las c´ opulas
el´ ıpticas son aquellas que se encuentran asociadas a variables aleatorias cuya funci´ on
de distribuci´ on multivariada es de la forma f (x0x), por lo que las curvas de nivel de
variables aleatorias que tengan este tipo de c´ opulas forman elipses [Bouy´ e et al., 2000]9.
Las dos c´ opulas m´ as importantes en esta familia son la c´ opula normal (o Gaussiana) y la
c´ opula t de student, las cuales se derivan de las funciones de distribuci´ on multivariada
que poseen estos mismos nombres. La c´ opula Gaussiana con matriz de correlaci´ on P
viene de la forma:
CGa

























donde ΦP es la funci´ on de distribuci´ on normal multivariada con matriz de correlaciones
P ∈ Rd×d y Φ−1 es la funci´ on de distribuci´ on inversa de la distribuci´ on normal est´ andar
[Cherubini et al., 2004].
Por su parte, la c´ opula t de student con matriz de correlaci´ on P ∈ Rd×d y v > 0 grados
de libertad viene de la forma:
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donde tv,P es la funci´ on de distribuci´ on t de student multivariada con matriz de correla-
ciones P y v grados de libertad y t−1
v es la funci´ on de distribuci´ on inversa asociada a la
distribuci´ on t univariada con v grados de libertad [Cherubini et al., 2004].
Debido a que este tipo de c´ opulas est´ a caracterizado principalmente por la matriz de
correlaciones P, m´ as el n´ umero de grados de libertad en el caso de la c´ opula t, las c´ opulas
9Para una discusi´ on detallada sobre distribuciones el´ ıpticas v´ ease el Anexo A.OSCAR BECERRA Y LUIS F. MELO 21
el´ ıpticas resultan atractivas en el mundo ﬁnanciero, ya que en portafolios conformados
por factores de riesgo que sigan una distribuci´ on el´ ıptica se satisfacen las condiciones que
garantizan la subaditividad del Valor en Riesgo (V aRα) y el principio de diversiﬁcaci´ on.
En consecuencia la optimizaci´ on del portafolio de m´ ınima varianza resulta apropiado.
Impl´ ıcitamente, en la mayor´ ıa de aplicaciones ﬁnancieras es com´ un encontrar que se
supongan relaciones de dependencia descritas por c´ opulas el´ ıpticas. Por ejemplo, cuan-
do se supone una estructura del tipo GARCH multivariado y se usa como funci´ on de
verosimilitud la funci´ on de distribuci´ on normal multivariada, impl´ ıcitamente se est´ a su-
poniendo que el proceso de innovaciones (estandarizado) de los retornos de los activos
sigue esta c´ opula, con distribuciones marginales normales [Malevergne y Sornette, 2006].
Un razonamiento similar puede ser aplicado a la metodolog´ ıa de RiskMetrics R 
 en la cual
se supone normalidad multivariada de los retornos de los activos.
No obstante, una ventaja que poseen las c´ opulas Gaussiana y t de student con respecto
a las funciones de distribuci´ on de las cuales se derivan, es que a partir de las c´ opulas
es posible utilizar variables aleatorias que sigan distribuciones marginales que no sean
Gaussianas o t de student. N´ otese que si bien las ecuaciones (3.32) y (3.33) se encuen-
tran deﬁnidas en t´ erminos de las funciones de distribuci´ on inversas Φ−1 y t−1
v , ´ estas
se eval´ uan en las variables ui = Fi (ri) con i = 1,...,d, donde Fi corresponde a una
funci´ on de distribuci´ on arbitraria, por ejemplo, una funci´ on de distribuci´ on Weibull o
Chi cuadrado. De aqu´ ı, las variables aleatorias cuya estructura de dependencia este des-
crita por una c´ opula Gaussiana o una t de student pueden describir comportamientos
marginales diferentes. Las distribuciones derivadas de esta manera son conocidas como
“meta-distribuciones” y pueden ser pensadas como una generalizaci´ on de las distribu-
ciones multivariadas tradicionales. Por ejemplo, una distribuci´ on meta-Gaussiana ser´ ıa
aquella cuyo comportamiento multivariado se describa por una c´ opula Gaussiana, pero
al menos una de las distribuciones marginales sea diferente a la distribuci´ on normal.
Las densidades de dos distribuciones el´ ıpticas bivariadas obtenidas a partir de c´ opu-
las el´ ıpticas se presentan en el Gr´ aﬁco 3.11. El panel superior corresponde a dos varia-
bles aleatorias con una c´ opula Gaussiana y funciones de distribuci´ on marginales normal
est´ andar y Fr´ echet con θ = 2, respectivamente. En el panel inferior se muestra la den-
sidad de una distribuci´ on meta-t con v = 4 grados de libertad y marginales normales
est´ andar; en ambos casos ρ12 = 0,7.
Las c´ opulas el´ ıpticas ofrecen una estructura ﬂexible para describir comportamientos mul-
tivariados diversos. Como lo muestran McNeil et al. [2005], para el caso de la c´ opula t
bivariada, el coeﬁciente de dependencia en las colas est´ a dado por:








el cual es mayor que cero, lo que indica que existe una dependencia signiﬁcativa entre
los valores extremos de las series descritas por esta c´ opula. Por su parte, el coeﬁciente

































































GR´ AFICO 3.11. Superﬁcies y funciones de densidad asociadas a dos dis-
tribuciones el´ ıpticas bivariadas.
presentan el coeﬁciente de dependencia en las colas y las correlaciones de rango, ρS de
Spearman y ρτ de Kendall, para estas dos c´ opulas. Cabe destacar que a diferencia de la
c´ opula Gaussiana, no se conoce una f´ ormula simple para el ρS de Spearman de la c´ opula
t. En consecuencia, este valor debe ser obtenido por integraci´ on num´ erica a partir de las
ecuaciones (3.17) y (3.33) [Liu, 2006].
C´ opula Gaussiana C´ opula t de student
















TABLA 3.4. Medidas de dependencia para las c´ opulas normal y tvOSCAR BECERRA Y LUIS F. MELO 23
3.5.2. C´ opulas de Arqu´ ımedes. Las c´ opulas de Arqu´ ımedes conforman una de las familias
m´ as representativas y estudiadas en el ´ ambito te´ orico y aplicado. En general, su popu-
laridad se encuentra asociada a su sencilla deﬁnici´ on, la cual ha permitido construir un
numeroso grupo de funciones que pertenecen a esta familia [Nelsen, 2006].
Sea H(r1,r2) la funci´ on de distribuci´ on bivariada de las variables aleatorias R1 y R2,
con distribuciones marginales F1 y F2, respectivamente. Si bien s´ olo en el caso de inde-
pendencia entre R1 y R2 se observa que H(r1,r2) = F1(r1)F2(r2), es posible encontrar
funciones para las cuales se satisface la siguiente condici´ on:
λ(H(r1,r2)) = λ(F1(r1))λ(F2(r2)) (3.35)
Para alguna funci´ on λ que debe ser positiva en el intervalo (0,1). Si se deﬁne la funci´ on
φ(t) como φ(t) ≡ −logλ(t), para la c´ opula C(u1,u2), la ecuaci´ on (3.35) queda de la forma:
φ(C (u1,u2)) = φ(u1) + φ(u2) (3.36)
despejandoC (u1,u2)delaecuaci´ onanterior,seobtieneC (u1,u2) = φ[−1] (φ(u1) + φ(u2))
donde φ[−1] (s) es la pseudo-inversa de φ(t), la cual se deﬁne como:
φ[−1] (s) =
(
φ−1 (s), si 0 ≤ s ≤ φ(0)
0, si φ(0) ≤ s ≤ +∞
(3.37)
Las consideraciones anteriores motivan la siguiente deﬁnici´ on para las c´ opulas de Ar-
qu´ ımedes. Sea φ : [0,1] → R+ una funci´ on continua, estrictamente decreciente, c´ onvexa y
que satisface φ(1) = 0. Se dice que la c´ opula C es una c´ opula de Arqu´ ımedes si se puede
representar de la siguiente forma:
C (u1,u2) = φ[−1] (φ(u1) + φ(u2)) (3.38)
donde φ es conocido como el “generador” de la c´ opula C y φ[−1] es la pseudo inversa
de φ, deﬁnida en (3.37). En el caso en que φ(0) → +∞, entonces se dice que φ(t) es un
generador estricto y φ[−1] (s) ≡ φ−1 (s).
Algunos ejemplos de c´ opulas bivariadas que satisfacen la condici´ on (3.38) se encuentran
en las c´ opulas de contramonotonicidad e independencia. En el primer caso, su generador
φl (t) = 1 − t es un generador no estricto y, en consecuencia, al utilizar la deﬁnici´ on
(3.37) se tiene que φ
[−1]
l (s) = 1 − s para s ∈ [0,1] y 0 para s > 1, es decir φ
[−1]
l (s) =
m´ ax{1 − s,0}. As´ ı, a partir de (3.38) se obtiene:
C (u1,u2) = m´ ax{1 − (1 − u1 + 1 − u2),0}
= m´ ax{u1 + u2 − 1,0}
= Cl (u1,u2)MEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 24
A diferencia del caso de contramonotonicidad, para la c´ opula de independencia φI (t) =
−log(t) es un generador estricto por lo que φ
[−1]
I (s) = φ−1
I (s) = exp(−s). Utilizan-
do (3.38), se tiene que:
C (u1,u2) = exp(−(−log(u1) − log(u2)))
= exp(log(u1) + log(u2))
= CI (u1,u2)
A diferencia de las c´ opulas el´ ıpticas, las cuales pueden ser deﬁnidas para dimensiones
arbitrariamente grandes, existen c´ opulas de Arqu´ ımedes bivariadas que no pueden ser
generalizadas para dimensiones mayores que dos. Un ejemplo importante se encuentra
en la c´ opula de contramonotonicidad, que si bien representa uno de los l´ ımites de Fr´ echet
para c´ opulas de cualquier dimensi´ on d, no puede ser considerada una c´ opula para d ≥ 3
[McNeil et al., 2005]. Para construir c´ opulas de Arqu´ ımedes de dimensiones mayores a 2,
es necesario incorporar una restricci´ on adicional sobre las derivadas de φ[−1] (t). Espec´ ıﬁ-
camente, φ[−1] (t) debe satisfacer:
(−1)
k dk
dtkφ[−1] (t) ≥ 0 k = 0,1,2,... (3.39)
sobre el intervalo [0,∞). Para que esto suceda, φ(t) debe ser un generador estricto y en
consecuencia φ[−1] (t) = φ−1 (t) [Nelsen, 2006]. En caso que la condici´ on (3.39) se man-
tenga, entonces la funci´ on:
C (u1,...,ud) = φ−1 (φ(u1) + ... + φ(ud)) (3.40)
esunac´ opuladeArqu´ ımedesparadimensionesmayoresoigualesa2[Kimberling,1974].
Teniendo en cuenta este resultado, la c´ opula de independencia es una c´ opula de Ar-
qu´ ımedes para d ≥ 3, mientras que la c´ opula de contramonotonicidad no lo es.
Por ´ ultimo, Marshall y Olkin [1988] muestran que una forma sencilla de construir genera-
dores estrictos para c´ opulas de Arqu´ ımedes, es a trav´ es de la transformaci´ on de Laplace
de la funci´ on de distribuci´ on asociada a una variable aleatoria γ > 0, la cual se deﬁne
como:







donde G(x) corresponde a la funci´ on de distribuci´ on de γ, la cual debe satisfacer G(0) =
0. A partir de (3.41), es posible mostrar que φ(t) ≡ ψ−1 (t) [Cherubini et al., 2004].
Ejemplos de c´ opulas de Arqu´ ımedes. Como ya se mencion´ o, las c´ opulas de Arqu´ ımedes
son la familia de funciones m´ as numerosa. La mayor´ ıa de c´ opulas que pertenecen a es-
ta familia son funciones de uno o dos par´ ametros, lo que si bien permite representar
f´ acilmente diferentes tipos de dependencia, tambi´ en implica una de sus mayores limita-
ciones, ya que resulta complicado describir relaciones de dependencia complejas con un
n´ umero reducido de par´ ametros, especialmente en dimensiones altas [Nelsen, 2006]. A
continuaci´ on, se mencionan cuatro de las c´ opulas de Arqu´ ımedes m´ as relevantes. Una
discusi´ on detallada de sus propiedades se encuentra en Joe [1997].OSCAR BECERRA Y LUIS F. MELO 25
• C´ opula Clayton. Tambi´ en conocida como la c´ opula Cook-Johnson o Kimeldorf-Sampson,










1 + ... + u−θ
d − d + 1
 1
θ (3.42)
• C´ opula Gumbel. Tambi´ en conocida como c´ opula de Gumbel-Hougaard, su generador
est´ a deﬁnido por φ(t) = (−log(t))
θ con θ > 1. En este caso, la c´ opula Gumbel toma la
forma:











donde e ui ≡ −logui.





con θ > 0. La c´ opula asociada a este generador es:















• C´ opulaClaytongeneralizada.Estaesunejemplodec´ opuladeArqu´ ımedesdedospar´ ame-
tros. El generador de esta c´ opula es φ(t) = θ−δ  
t−θ − 1
δ, donde θ > 0 y δ ≥ 1. Para el















Algunos resultados asociados a cada una de las c´ opulas de Arqu´ ımedes reportadas en
los p´ arrafos anteriores, como lo son el τ de Kendall y los coeﬁcientes de dependencia
en las colas se encuentran deﬁnidos en la Tabla 3.5, la cual es tomada de McNeil et al.
[2005].
Como se puede observar, si bien todas estas c´ opulas son de Arqu´ ımedes, describen
tipos de dependencia completamente diferentes. Por ejemplo, la c´ opula Gumbel mues-
tra dependencia en los extremos ´ unicamente en la cola superior, mientras que la c´ opula
Clayton la exhibe en la cola contraria. Por su parte, la c´ opula Frank no muestra depen-
dencia en ninguna de las dos colas y la c´ opula Clayton generalizada muestra depen-
dencia en los extremos para ambas colas, aunque pueden ser de intensidades diferen-
tes. De otra parte, en todos los ejemplos, el τ de Kendall se expresa como funci´ on de los
par´ ametros, propiedad que resultar´ a ´ util para la estimaci´ on de los par´ ametros de este
tipo de c´ opulas a trav´ es del m´ etodo de momentos (Secci´ on 4.1.2).
3.5.3. C´ opulas de valor extremo. Otra familia de c´ opulas de uso com´ un es la de valor ex-
tremo. Estas c´ opulas son derivadas de la estructura de dependencia de la distribuci´ on
generalizada de valor extremo multivariada, MGEV. Cabe destacar que debido a la im-
portancia del an´ alisis de los valores extremos en la medici´ on de riesgos, los principalesMEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 26
C´ opula τ de Kendall λu λl
Clayton θ
θ+2 0 2−1/θ











Gumbel 1 − 1
θ 2 − 21/θ 0
Clayton Generalizada
(2+θ)δ−2
(2+θ)δ 2 − 21/δ 2−1/(θδ)
TABLA 3.5. Coeﬁciente τ de Kendall y coeﬁcientes de dependencia en las
colas para algunas c´ opulas de Arqu´ ımedes
resultados asociados a las c´ opulas pertenecientes a esta familia se discutir´ an en detalle
en la Secci´ on 4.5.









para t > 0.
Otra forma de representar esta familia de c´ opulas para el caso bivariado10 es mediante la
expresi´ on:












, conocida como la funci´ on de dependencia, es una funci´ on
convexa tal que m´ ax(ω,1 − ω) ≤ A(ω) ≤ 1 para todo ω ∈ [0,1].
Apartirdelacondici´ on(3.46)esf´ acilveriﬁcarquelasc´ opulasGumbel,deindependencia,
y de comonotonicidad pertenecen a esta clase. Estas cop´ ulas y otras que pertenecen a la
familia de valor extremo, as´ ı como sus funciones de dependencia, son presentadas en la
Tabla 4.2.
3.5.4. C´ opulas Arquimax. Cap´ era` a et al. [2000] combinaron las c´ opulas de valor extremo
y las de Arqu´ ımedes en una clase denominada c´ opulas Arquimax11. Estas c´ opulas tienen
la siguiente forma:
C (u1,u2) = φ−1







donde A(t) es una funci´ on de dependencia similar a la deﬁnida para las c´ opulas de va-
lor extremo y φ(t) es el generador de las c´ opulas de Arqu´ ımedes. Cabe destacar, que de
10Esta representaci´ on es presentada en la Secci´ on 4.5 para el caso multivariado.
11En ingl´ es, c´ opulas Archimax.OSCAR BECERRA Y LUIS F. MELO 27
acuerdo con la deﬁnici´ on (3.48), tanto las c´ opulas de Arqu´ ımedes como las de valor ex-
tremo pueden ser consideradas como casos particulares de la familia Arquimax. En efec-
to, si A(t) = 1, la expresi´ on (3.48) toma la forma de una c´ opula de Arqu´ ımedes, mientras
que las c´ opulas de valor extremo se obtienen cuando φ(t) = −log(t).
Noobstante,laaﬁrmaci´ onanteriornoimplicaquetodac´ opulaArquimaxdebapertenecer
a las familias de valor extremo o de Arqu´ ımedes. Una c´ opula de Arquimax que no per-
tenece a ninguna de estas dos familias es la c´ opula BB4 propuesta por Joe [1997]. Esta se
encuentra descrita en la Tabla C.3, donde:
A(t) = 1 −
h




φ(t) = t−δ − 1 (3.50)
Cap´ era` a et al. [2000], entre otros resultados, encuentran que el coeﬁciente de correlaci´ on
τφ,A de Kendall tiene la siguiente forma para las c´ opulas Arquimax:
τφ,A = τA + (1 − τA)τφ (3.51)
donde τA es el τ de Kendall asociado a una c´ opula de valor extremo con funci´ on de
dependencia A (CA) y τφ es el τ de Kendall de una c´ opula de Arqu´ ımedes con funci´ on
generadora φ (Cφ).
Adicionalmente, estos autores demuestran que las c´ opulas Arquimax, Cφ,A, que satis-





t) = s−m ∀s > 0, exhiben dependencia en la cola superior.
El coeﬁciente asociado a esta dependencia, descrito en la Secci´ on 3.3.2, para esta familia
de c´ opulas es:








Los valores que toman este coeﬁciente indican que existe dependencia en la cola superior,
excepto cuando m = 1 y A ≡ 1, ya que en este caso λu es cero.
3.6. Simulaci´ on. Entre los principales usos de la c´ opula se destaca la simulaci´ on de
variables aleatorias con diferentes estructuras de dependencia en la modelaci´ on de ries-
gos. Por ejemplo, el Gr´ aﬁco 3.12 presenta 1000 observaciones obtenidas a partir de la
simulaci´ on de un vector de tres variables aleatorias uniformes (0,1), cuya distribuci´ on
multivariada es la c´ opula t con 5 grados de libertad y correlaciones ρ12 = 0,5, ρ13 = 0,3
y ρ23 = 0,7. En este caso, cada uno de los vectores fue transformado de tal forma que
siguiera una distribuci´ on marginal diferente (normal est´ andar, log´ ıstica con par´ ametros
(0,1) y t con 7 grados de libertad), aplicando la funci´ on inversa de distribuci´ on. Con
este ejemplo, se muestra la versatilidad de la c´ opula para generar variables aleatorias
con diferentes grados de dependencia y gran variedad de comportamientos marginales.
A continuaci´ on se describen los principales algoritmos para la generaci´ on de n´ umeros
aleatorios uniformes que sigan una c´ opula espec´ ıﬁca.MEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 28
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GR´ AFICO 3.12. Simulaci´ on de 1000 observaciones a partir de una c´ opula
t5 tridimensional cuyas marginales distribuyen normal est´ andar, log´ ıstica
con par´ ametros (0,1) y t7
• Algoritmo de simulaci´ on para la c´ opula Gaussiana.
La idea detr´ as de este algoritmo se fundamenta en dos hechos puntuales. La funci´ on
de distribuci´ on normal multivariada depende exclusivamente de sus dos primeros mo-
mentos y para este caso en particular, la matriz de varianzas y covarianzas juega un
papel fundamental, ya que ´ esta determina la relaci´ on de dependencia entre las varia-
bles. Adem´ as, a partir de la ecuaci´ on (3.32) este proceso puede ser entendido como
un procedimiento en el que se obtienen d variables aleatorias uniformes a partir de la
simulaci´ on de un vector aleatorio que sigue una distribuci´ on normal multivariada con
media cero y matriz de varianzas y covarianzas Σ. El algoritmo de simulaci´ on para este
tipo de c´ opula es el siguiente:
i) Encuentre la matriz A, la cual es la descomposici´ on de Cholesky de la matriz de
varianzas y covarianzas Σ, que satisface la condici´ on AA0 = Σ.
ii) Simule n realizaciones del vector {zi}
n
i=1, el cual esta compuesto por d variables
aleatorias normales est´ andar, las cuales son independientes entre ellas. En conse-
cuencia, zi = [z1i,...,zdi] ∼ N (0,Id).OSCAR BECERRA Y LUIS F. MELO 29
iii) Calcule xi = Azi. De aqu´ ı, xi = [x1i,...,xdi] ∼ N (0,Σ).
iv) Genere el vector ui = [u1i,...,udi], con uji = Φ(xji), i = 1,...,n j = 1,...,d,
donde Φ corresponde a la funci´ on de distribuci´ on normal. De esta forma, ui sigue
una c´ opula Gaussiana con matriz de varianzas y covarianzas Σ.
• Algoritmo de simulaci´ on para la c´ opula t de student. La simulaci´ on de variables aleatorias
uniformes que sigan este tipo de c´ opula, se basan en que toda variable aleatoria t con v








donde Z es una variable aleatoria normal est´ andar y J es una variable chi cuadrado
con v grados de libertad. De esta manera, nuevamente la simulaci´ on depender´ a de la
generaci´ on de variables normales multivariadas, como se muestra a continuaci´ on.
i) Encuentre la matriz A, la cual es la descomposici´ on de Cholesky de la matriz de
varianzas y covarianzas Σ, que satisface la condici´ on AA0 = Σ.
ii) Simule n realizaciones del vector {zi}
n
i=1, el cual esta compuesto por d variables
aleatorias normales est´ andar, las cuales son independientes entre ellas.
iii) Calcule xi = Azi.
iv) Genere una variable aleatoria si, la cual sigue una distribuci´ on chi cuadrado con v
grados de libertad, independiente de zi.




vi) Genere el vector ui = [u1i,...,udi], con uji = tv (yji), i = 1,...,n j = 1,...,d,
donde tv corresponde a la funci´ on de distribuci´ on t con v grados de libertad. Como
resultado de esta simulaci´ on ui sigue una c´ opula tv con matriz de varianzas y
covarianzas Σ.
• Algoritmo para la generaci´ on de n´ umeros aleatorios que sigan una c´ opula dada, C. Este m´ etodo
sebasaenladistribuci´ oncondicionaldelvectoraleatoriou.Enelcasobivariadosetiene
que:




La expresi´ on (3.54) corresponde a la distribuci´ on marginal de u2 condicionada al valor
de u1. Con este principio, el algoritmo para simular este tipo de variables es el siguiente:
i) Se simulan n realizaciones de dos variables aleatorias uniformes (0,1) indepen-
dientes, wi1 y wi2 con i = 1,...,n.
ii) Posteriormente, se deﬁne el vector ui = [ui1,ui2] de la siguiente forma ui1 = wi1
y ui2 = C−1
2|1 (ui1,wi2). Por consiguiente, ui tiene como distribuci´ on conjunta a la
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Si bien este procedimiento parece simple y general, su implementaci´ on puede resultar
complicada dependiendo de qu´ e tan sencillo sea obtener las distribuciones marginales
condicionales C2|1 (u1,u2) y sus inversas. La extensi´ on al caso d dimensional utiliza el
mismo principio que el algoritmo bidimensional y se encuentra en Romano [2002].
• Algoritmo para simular variables aleatorias que sigan c´ opulas de Arqu´ ımedes.
Una aplicaci´ on expl´ ıcita del algoritmo anterior se encuentra en las metodolog´ ıas uti-
lizadas para la simulaci´ on de c´ opulas de Arqu´ ımedes. Para esta familia de c´ opulas,
es posible mostrar que la distribuci´ on marginal de uk condicionada a los valores de
u1,...,uk−1 es:
Ck|k−1,...,1 (u1,...,uk) =
φ−1(k−1) (φ(u1) + φ(u2) + ... + φ(uk))
φ−1(k−1) (φ(u1) + φ(u2) + ... + φ(uk−1))
(3.55)
donde φ−1(k−1) es la (k − 1)-´ esima derivada de la funci´ on inversa del generador φ de
la c´ opula de Arqu´ ımedes C, con k = 2,...,d. Esta forma funcional permite obtener
algoritmos expl´ ıcitos para las c´ opulas de Arqu´ ımedes m´ as usadas. Por ejemplo, para la
c´ opula Clayton, su generador es φ(t) = t−θ − 1 y por lo tanto φ−1 (t) = (t + 1)
−1/θ 12.
De aqu´ ı, el procedimiento para simular variables aleatorias uniformes que sigan este
tipo de c´ opula es [Cherubini et al., 2004]:
i) Genere n simulaciones de d variables aleatorias independientes que sigan una dis-
tribuci´ on U (0,1), wi1,...,wid, y deﬁna ui1 = wi1, con i = 1,...,n.

























i1 + ... + u−θ








donde el vector ui = [ui1,...,uid] sigue una c´ opula Clayton d dimensional con
par´ ametro θ, i = 1,...,n.





, de aqu´ ı,
φ−1 (t) = −1
θ log
 
1 + e−t  
e−θ − 1

. Utilizando estos resultados, el algoritmo para ge-
nerar variables aleatorias uniformes que sigan esta c´ opula son:
i) Genere n simulaciones de d variables aleatorias independientes que sigan una dis-
tribuci´ on U (0,1), wi1,...,wid, y deﬁna ui1 = wi1, con i = 1,...,n.





. No obstante, el
factor θ
−1 es una constante que no resulta relevante para el algoritmo de simulaci´ on.OSCAR BECERRA Y LUIS F. MELO 31
ii) Como en el caso anterior, deﬁna wi2 ≡ C2|1 (ui1,ui2). Usando las deﬁniciones ante-
riores y la ecuaci´ on (3.55), wi2 = e−θu1 e−θu2−1
e−θ−1+(e−θu1−1)(e−θu2−1). Despejando u2, se








iii) An´ alogamente, deﬁna wi3 ≡ C3|1,2 (ui1,ui2,ui3). Utilizando nuevamente (3.55), se






i2 . Esta funci´ on es
una ecuaci´ on polinomial de grado 2 sobre x = e−θui3 − 1. Este es un ejemplo en el
cual deben ser utilizados m´ etodos num´ ericos para encontrar un valor aproximado
de ui3.
Este procedimiento es extendido para uik, k = 4,...,d. N´ otese que como en el
punto anterior, la implementaci´ on de este procedimiento implica la soluci´ on de
una ecuaci´ on polinomial de grado k − 1, lo que imprime un mayor nivel de diﬁ-
cultad para la implementaci´ on de este algoritmo. El vector ui = [ui1,...,uid] sigue
una c´ opula Frank d dimensional con par´ ametro θ, i = 1,...,n.
Este ´ ultimo punto destaca la complejidad que puede alcanzar la implementaci´ on de
algunos algoritmos que a simple vista parecen sencillos. Incluso si se tiene una for-
ma simple de obtener las funciones inversas de las distribuciones marginales condi-
cionales, Ck|1,...,k−1, como en el caso de la c´ opula Clayton, repetir este procedimiento
para un gran n´ umero de simulaciones (denotadas por el sub´ ındice i en las t´ ecnicas
mencionadas), se convierte en una tarea altamente costosa desde un punto de vista
computacional. McNeil et al. [2005] proponen otro tipo de algoritmos para simular va-
riables aleatorias que sigan c´ opulas de Arqu´ ımedes y presentan metodolog´ ıas espec´ ıﬁ-
cas para las c´ opulas Clayton, Frank y Gumbel.
Para el caso de la c´ opula Clayton, se generan n replicaciones de una variable aleatoria
vi que siga una distribuci´ on gamma con par´ ametros (1/θ,0), θ > 0. Posteriormente,




, donde φ−1 (t) =
(t + 1)
−1/θ es la funci´ on inversa del generador de la c´ opula Clayton y wi1,...,wid son
variables aleatorias uniformes (0,1) independientes. El vector ui = [ui1,...,uid] sigue
una c´ opula Clayton d dimensional con par´ ametro θ, i = 1,...,n.
En el caso de la c´ opula Gumbel, se generan n replicaciones de una variable aleatoria
vi que siga una distribuci´ on estable positiva con par´ ametros (1/θ,1,γ,0), donde γ =
(cos(π/(2θ)))





, donde φ−1 (t) = exp
 
−t1/θ
es la funci´ on inversa del genera-
dor de la c´ opula Gumbel y wi1,...,wid son variables aleatorias uniformes (0,1) inde-
pendientes. El vector ui = [ui1,...,uid] sigue una c´ opula Gumbel d dimensional con
par´ ametro θ, i = 1,...,n.
13Para una descripci´ on del algoritmo de simulaci´ on de variables aleatorias que sigan una distribuci´ on
estable, v´ ease Nolan [2007].MEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 32
Finalmente, para la c´ opula Frank, se generan n replicaciones de una variable aleatoria
discreta vi cuya funci´ on de densidad es P (V = v) = (vθ)
−1  
1 − e−θv, con v = 1,2,...





, donde φ−1 (t) = −1
θ log
 
1 + e−t  
e−θ − 1

es la funci´ on inversa
del generador de la c´ opula Frank y wi1,...,wid son variables aleatorias uniformes (0,1)
independientes. El vector ui = [ui1,...,uid] sigue una c´ opula Frank d dimensional con
par´ ametro θ, i = 1,...,n.
• Algoritmoparasimularc´ opulasArquimax.Lasimulaci´ ondevariablesaleatoriasuniformes
u1 y u2 que sigan una c´ opula Arquimax Cφ,A se basa en la proposici´ on 5.1 de Cap´ era` a
et al. [2000]. El procedimiento sugerido por estos autores consta de cuatro pasos:
i) Se genera una realizaci´ on de una variable aletoria Z, zi, que siga una distribuci´ on
H, donde H(z) ≡ prob(Z ≤ z) y Z =
φ(U)
φ(U)+φ(V ).
ii) Posteriormente,segeneraunarealizaci´ ondeunavariablealeatoriauniformeest´ an-
dar, vi.
iii) Si vi ≤ p(zi) se genera wi a partir de una distribuci´ on uniforme est´ andar, de lo
contrario, wi se obtiene de la distribuci´ on Kφ, donde p(z) =
z(1−z)A00(z)
H0(z)A(z) y Kφ co-
rresponde a la funci´ on K deﬁnida en (4.14).












• Algoritmo para simular variables aleatorias a partir de la c´ opula emp´ ırica.
A partir del principio de bootstrapping, Romano [2002] menciona el siguiente algorit-
mo para la generaci´ on de variables aleatorias basado en la c´ opula emp´ ırica.
i) Obtenga de forma aleatoria (con reemplazamiento), n vectores observados de la
base de datos hist´ orica ri = [ri1,...,rid], i = 1,...,n.
ii) Deﬁna el vector ui =
h
b F1 (ri1),..., b Fd (rid)
i
, donde b Fj corresponde a la funci´ on de
distribuci´ on emp´ ırica para la variable j. Por lo tanto, el vector ui = [ui1,...,uid]
es un vector cuya relaci´ on de dependencia esta descrita por la c´ opula emp´ ırica,
i = 1,...,n.
4. ESTIMACI´ ON.
En la Secci´ on 3 se mencionaron algunos conceptos generales de la c´ opula, su deﬁnici´ on,
propiedades y sus categor´ ıas m´ as relevantes. En los p´ arrafos siguientes se describen di-
ferentes m´ etodos de estimaci´ on de los par´ ametros asociados a una c´ opula, dado un con-
junto de realizaciones de un vector aleatorio i.i.d. con una funci´ on de distribuci´ on mul-
tivariada F y una c´ opula asociada C, la cual por simplicidad se asume conocida. Poste-
riormente, se introducen algunos criterios de selecci´ on que facilitan la identiﬁcaci´ on deOSCAR BECERRA Y LUIS F. MELO 33
C entre las diferentes familias de c´ opula. Adicionalmente, se relaja el supuesto en el cual
las observaciones provienen de un vector aleatorio i.i.d., permitiendo dependencia en el
tiempo.
4.1. M´ etodos de estimaci´ on.
4.1.1. Estimaci´ on no param´ etrica. Al igual que en el caso de funciones de distribuci´ on
univariadas, los estimadores no param´ etricos desempe˜ nan un papel importante para las
c´ opulas. Al interior de esta categor´ ıa, el estimador m´ as importante es la copula emp´ ırica,
inicialmente deﬁnida por Deheuvels [1979, 1981] bajo el nombre ”funci´ on de dependen-



















donde um(ik) son las estad´ ısticas de orden asociadas a um, ik = 1,...,n y k,m = 1,...,d.
Al igual que cualquier c´ opula, la expresi´ on (4.1) corresponde a una funci´ on de distribu-
ci´ on. Siguiendo la notaci´ on de Nelsen [2006], la funci´ on de densidad asociada a la c´ opula

















j=1 kj × b Cemp

i1 − k1 + 1
n
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Adicionalmente, Deheuvels [1978, 1981] prueban que la c´ opula emp´ ırica converge uni-
formemente a la c´ opula verdadera de la cual fue seleccionada la muestra. Este resultado
implica que cuando la c´ opula verdadera es desconocida, un criterio de selecci´ on puede
ser el comparar cada una de las c´ opulas candidatas con la emp´ ırica, tal como se muestra
en la Secci´ on 4.3.
Sin embargo, la deﬁnici´ on (4.1) no corresponde al ´ unico estimador no param´ etrico de
c´ opulas, Cherubini et al. [2004] discuten otros estimadores en este contexto. En particular,
estosautoresconsideranm´ etodosbasadosenaproximacionespolin´ omicasyenfunciones
kernel.
4.1.2. Estimaci´ on a trav´ es de las correlaciones de rango (M´ etodo de momentos). Este tipo de
metodolog´ ıas se basan en las relaciones existentes entre dos medidas no param´ etricas,
como son el coeﬁciente de correlaci´ on de Spearman (ρS) y el τ de Kendall (ρτ), y las
c´ opulas (ver Secci´ on 3.3.1). Esta metodolog´ ıa tiene la ventaja que no necesita informaci´ on
acerca de las distribuciones marginales (individuales) de los datos, como se muestra a
continuaci´ on:MEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 34
Sisetienennrealizacionesdeunvectoraleatorioi.i.d.dedimensi´ ond,Rt = [R1t,...,Rdt]
0,
R1,...,Rn, este m´ etodo se puede implementar en dos etapas:
i) Se calcula de forma no param´ etrica la matriz de correlaciones de rango e P ∈ Rd×d,
la cual es sim´ etrica y semideﬁnida positiva14. En esta matriz, el elemento que se en-
cuentra en la posici´ on (i,j) corresponde al coeﬁciente de correlaci´ on de rango de
Spearman (o el τ de Kendall) para las series Rit y Rjt, t = 1,...,n, que pertenecen
al vector aleatorio Rt = [R1t,...,Rdt]
0. Un estimador del coeﬁciente de correlaci´ on de
rango de Spearman se puede calcular como:







donde dt es la diferencia entre los rangos Rit y Rjt. El rango de Rit corresponde a la
posici´ on que tiene Rit dentro del conjunto de observaciones ordenadas de la muestra,
Ri1,...,Rin. De otro lado, un estimador a partir de rangos del τ de Kendall para las
variables Ri y Rj es:








signo((Rit − Ris)(Rjt − Rjs)) (4.4)
ii) De forma similar al m´ etodo de momentos, se forma un sistema de ecuaciones a partir
de la igualaci´ on del resultado te´ orico obtenido de las integrales deﬁnidas en (3.17) (o
(3.18)), con los coeﬁcientes de correlaci´ on de rango estimados en (4.3) (o (4.4)). Dado
que los resultados de estas integrales dependen de los par´ ametros de la c´ opula, en
los casos que el sistema de ecuaciones se encuentra identiﬁcado, se puede obtener un
estimador de los par´ ametros de la c´ opula.
Un ejemplo sencillo de esta metodolog´ ıa se tiene en el caso de las c´ opulas de Arqu´ ımedes
bivariadas de un solo par´ ametro. En el caso de la c´ opula Gumbel, un estimador del
par´ ametro θ basado en este m´ etodo es b θ = 1/(1 − rτ (R1,R2)), dado que ρτ (R1,R2) =
1 − 1/θ15.
4.1.3. M´ etodo de m´ axima verosimilitud. Sea R = [R1,...,Rd]
0 un vector aleatorio confor-
mado por d variables aleatorias continuas con distribuciones marginales F1,...,Fd, con
funci´ on de distribuci´ on conjunta F y c´ opula C. Si se tiene una muestra de n realizaciones
i.i.d. del vector aleatorio R, r1,...,rn, es posible obtener una estimaci´ on de los par´ ame-
tros de la c´ opula a trav´ es de la maximizaci´ on de su funci´ on de log-verosimilitud, la cual
14En la pr´ actica, puede que la matriz de correlaci´ on de rango estimada no sea semideﬁnida positiva.
En estos casos, es posible utilizar el algoritmo del valor propio. Para una mayor discusi´ on acerca de ´ este
algoritmo, v´ ease Rousseeuw y Molenberghs [1993]










donde θ es el vector de par´ ametros de la c´ opula C, uit = Fi (rit) y ut = [u1t,...,udt]
0.
De los resultados presentados en (3.4) y (3.7), se sabe que uit ∼ U (0,1) y ut
i.i.d. ∼ C.
























donde f corresponde a la funci´ on de densidad conjunta de R y f1,...,fd son las fun-
ciones de densidad marginales [McNeil et al., 2005].
La implementaci´ on de este procedimiento es m´ as complicada que la basada en las corre-
laciones de rango. Por un lado, se requiere la funci´ on de densidad de la c´ opula c, la que
en algunos casos es dif´ ıcil de derivar; adem´ as, este procedimiento necesita estimaciones
de las funciones de distribuci´ on marginales de R. Por otro lado, en la mayor´ ıa de los ca-
sos el proceso de maximizaci´ on de la funci´ on de verosimilitud se lleva a cabo mediante
procedimientos num´ ericos, lo que implica un mayor costo computacional.
Sin embargo, a diferencia del m´ etodo de correlaci´ on de rango, el cual es aplicable solo en
los casos en que el sistema de ecuaciones resultante se encuentra identiﬁcado16, el m´ eto-
do de m´ axima verosimilitud se puede aplicar a cualquier familia de c´ opula. Otra ventaja
de este ´ ultimo m´ etodo es que, basado en las propiedades asint´ oticas que comparten to-
dos los estimadores de m´ axima verosimilitud, ofrece informaci´ on adicional acerca de los
estimadores, tales como sus errores est´ andar y sus distribuciones asint´ oticas.
Como se mencion´ o anteriormente, dada una c´ opula C el m´ etodo de m´ axima verosimil-
itud basado en (4.5) requiere informaci´ on acerca de una muestra aleatoria b u1,..., b un, la
cual se encuentra relacionada con la muestra aleatoria inicial r1,...,rn a trav´ es de las
funciones de distribuci´ on marginales F1,...,Fd mediante la siguiente expresi´ on: b ut = h
b F1 (r1t),..., b Fd (rdt)
i0
= [b u1t,..., b udt]
0, t = 1,...,n. Esta nueva muestra es llamada una
pseudo-muestra aleatoria.
16En los casos en que este sistema no se encuentra plenamente identiﬁcado es posible utilizar una aproxi-
maci´ on que combine los m´ etodos de correlaci´ on de rango y de m´ axima verosimilitud. Un ejemplo de esta
metodolog´ ıa aplicado a la c´ opula t se encuentra en Mashal y Zeevi [2002] y Demarta y McNeil [2005].MEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 36
Si la c´ opula C y las funciones de distribuci´ on marginales son conocidas, se podr´ ıan in-
cluir estas ´ ultimas dentro de (4.5) y estimar los par´ ametros de la c´ opula (θ) y los de las
distribuciones marginales (φ1,...,φd) de forma conjunta, a partir de la maximizaci´ on de




logc(F1 (r1t),...,Fd (rdt)) (4.7)
de esta manera, la pseudo muestra se encuentra dentro de la funci´ on de verosimilitud
(4.7). Este procedimiento param´ etrico es conocido como el m´ etodo de “Inference Func-
tions for Margins (IFM)” [Joe, 1997].
El IFM requiere hacer supuestos sobre las distribuciones marginales, y resulta costoso
en t´ erminos computacionales. Para reducir estos costos, Joe [1997] sugiere implementar
este procedimiento en dos etapas: en la primera de ellas se generan las pseudo muestras
b u1,..., b un a partir de la estimaci´ on de los par´ ametros de las funciones de distribuci´ on
marginales (φi) por m´ axima verosimilitud, la cual se hace de manera separada para i =
1,...,d. Finalmente, se maximiza (4.5) para obtener los par´ ametros de la c´ opula.
McNeil et al. [2005] describe un procedimiento de dos etapas en el que se generaliza el
m´ etodo IFM. En la primera etapa, se estiman las funciones de distribuci´ on marginales de
forma param´ etrica (IFM) o no param´ etrica, para generar la pseudo muestra b u1,..., b un y
posteriormente, en la segunda etapa se estiman los par´ ametros de la c´ opula a partir de la
maximizaci´ on de (4.5).
Uno de los posibles estimadores no param´ etricos que se pueden usar para generar la
pseudo muestra b u1,..., b un, y quiz´ a el m´ as natural, se encuentra asociado con la funci´ on
de distribuci´ on emp´ ırica F∗







I{Ri,t≤r} i = 1,...,d (4.8)
donde es I{D} es una funci´ on indicadora que toma el valor de uno si se cumple la condi-
ci´ on D y cero en otro caso [McNeil et al., 2005].
Carmona [2004] destaca que la funci´ on de distribuci´ on emp´ ırica no es apropiada para la
estimaci´ on de las funciones de distribuci´ on marginales en las colas, ya que existen muy
pocas observaciones para obtener una correcta aproximaci´ on en los extremos de la dis-
tribuci´ on. En consecuencia, utiliza un estimador semi-param´ etrico que involucra la teor´ ıa
del valor extremo (EVT por sus siglas en ingl´ es). En esta metodolog´ ıa las colas de la dis-
tribuci´ on son modeladas usando una distribuci´ on generalizada de Pareto, mientras que
el centro de la distribuci´ on es modelado utilizando la funci´ on de distribuci´ on emp´ ırica
[Zivot y Wang, 2006].
17Por ejemplo, asumiendo que las distribuciones marginales son normales, se tiene que Fi(rit) ∼
N(µi,σ
2
i ), t = 1,...,n, i = 1,...,d. Por lo tanto, φi = [µi,σ
2
i ]
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4.2. Veriﬁcaci´ on de supuestos. Es importante destacar que la estimaci´ on de la c´ opula
C por el m´ etodo de m´ axima verosimilitud supone que:
i) La c´ opula C es conocida.
ii) rt y ut son i.i.d.
iii) uit = b Fi (rit) sigue una distribuci´ on uniforme entre 0 y 1.
El supuesto i) resulta complicado de satisfacer, ya que en la mayor´ ıa de los casos no se
conoce a priori cu´ al es la c´ opula m´ as apropiada para los datos; en estos casos es com´ un
estimar varias c´ opulas y buscar un criterio de selecci´ on para escoger la m´ as apropiada
(v´ ease Secci´ on 4.3). Por otro lado, el supuesto ii) tiene grandes implicaciones en la esti-
maci´ on, ya que si los datos no son i.i.d., la funci´ on de verosimilitud presentada en (4.5)
no es adecuada y por consiguiente la estimaci´ on pierde validez; el desarrollo de modelos
din´ amicos que abordan la dependencia temporal en rt es tratado en la Secci´ on 4.4.
El supuesto iii) implica que las funciones de distribuci´ on marginales se especiﬁcaron
correctamente. En los casos en que la funci´ on de distribuci´ on esta mal especiﬁcada, no
es posible garantizar que la transformaci´ on b Fi (rit) siga una distribuci´ on uniforme por lo
cual el Teorema 3.1 no est´ a correctamente representado.
Para ilustrar las implicaciones que tiene la mala especiﬁcaci´ on de la funci´ on de distribu-
ci´ on en la posterior deﬁnici´ on de la pseudo–muestra, en el Gr´ aﬁco 4.1 se evaluaron 2,000
realizaciones de una variable aleatoria normal est´ andar en dos funciones de distribuci´ on,
G1 y G2. Si el supuesto iii) se mantiene ante una mala especiﬁcaci´ on de la distribuci´ on
marginal, al realizar los gr´ aﬁcos de Q–Q de u1 = G1 (z) y u2 = G2 (z) contra una distribu-
ci´ on uniforme con par´ ametros 0 y 1 estos deber´ ıan formar una l´ ınea recta con un ´ angulo
de 45◦.
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GR´ AFICO 4.1. Gr´ aﬁcos de Q–Q que muestran los efectos de la mala es-
peciﬁcaci´ on de las distribuciones marginales en la construcci´ on de la
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En el panel izquierdo del Gr´ aﬁco 4.1 se utiliza una distribuci´ on t con v = 3(G1), mientras
en el panel derecho se usa la distribuci´ on normal est´ andar (G2). Es posible notar que en
el caso que se especiﬁca mal la funci´ on de distribuci´ on, la transformaci´ on G1 (z) se aleja
del comportamiento de una variable aleatoria uniforme.
Aunque la c´ opula es invariante ante transformaciones mon´ otonas crecientes de los datos,
y la funci´ on de distribuci´ on acumulada es una funci´ on mon´ otona creciente, las estima-
ciones de los par´ ametros de la c´ opula no son adecuadas ante malas especiﬁcaciones de
las funciones de distribuci´ on marginales. Esto se debe a que, como se mostr´ o anterior-
mente, la transformaci´ on b Fi (rit) no sigue una distribuci´ on uniforme en los casos en que
la funci´ on de distribuci´ on se encuentra mal especiﬁcada18.
Para veriﬁcar que ut es i.i.d., Patton [2001] sugiere el uso de la prueba propuesta por
Diebold et al. [1998] en la que se prueba independencia de los primeros cuatro momentos
de u1t,...,udt
19. Para el caso bivariado, se realizan las regresiones de e uk
1t = (u1t − ¯ u1)
k y
e uk
2t = (u2t − ¯ u2)
k contra Q rezagos de e uk
1t y e uk
2t para k = 1,2,3,4 y se calcula el estad´ ıstico
J = (T − 2Q) ∗ R2 para cada regresi´ on. Bajo la hip´ otesis nula todos los coeﬁcientes de
estas regresiones son cero, y el estad´ ıstico J distribuye χ2 con 2Q grados de libertad.
Adicionalmente, Patton [2001] utiliza la prueba de Kolmogorov–Smirnov para probar si
la serie uit sigue una distribuci´ on uniforme entre 0 y 1 (supuesto iii)). Sin embargo, Pat-
ton [2001] menciona dos desventajas acerca del uso de este procedimiento: primero, estas
pruebas contrastan separadamente los supuestos ii) y iii), cuando ser´ ıa deseable utilizar
una prueba conjunta; segundo, la prueba de Kolmogorov–Smirnov tiene baja potencia en
las colas de la distribuci´ on, las cuales tienen gran importancia en el c´ alculo de medidas
de riesgo tales como el valor en riesgo, VaR20.
4.3. Selecci´ on de la c´ opula. En la secci´ on anterior, se presentaron diferentes procedi-
mientos para la estimaci´ on de una c´ opula de forma param´ etrica o semi–param´ etrica. Sin
embargo, estos procedimientos suponen que se conoce de antemano el tipo de c´ opula
que describe correctamente la estructura de dependencia que existe entre las series ana-
lizadas. En general, este supuesto no se cumple, por lo que es necesario obtener alg´ un
tipo de criterio que permita escoger una c´ opula especiﬁca entre el conjunto de todas las
c´ opulas posibles. Algunos de los criterios m´ as conocidos son:
4.3.1. Log verosimilitud y criterios de informaci´ on. Joe [1997] propone el uso de dos es-
tad´ ısticos como criterios para comparar varias c´ opulas y entre estas seleccionar la m´ as
apropiada. El primero de ellos es el valor de la funci´ on de log verosimilitud evaluada
18No obstante, este inconveniente no se presenta cuando se realiza la estimaci´ on de los par´ ametros de la
c´ opula a trav´ es de m´ etodos que no realicen supuestos sobre Fi, tales como el m´ etodo de correlaciones de
rango y en el caso en que se utiliza la funci´ on de distribuci´ on emp´ ırica F
∗
i .
19Esta prueba fue extendida al caso multivariado por Diebold et al. [1999].
20Una prueba alternativa a la de Kolmogorov–Smirnov es el “Hit test”, el cual fue planteado por Diebold
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en e θ (ecuaci´ on (4.5)), donde e θ corresponde al estimador de m´ axima verosimilitud21. El
segundo estad´ ıstico sugerido por Joe [1997] es el criterio de informaci´ on de Akaike (AIC
porsussiglaseningl´ es),deﬁnidocomoAIC = `−np,dondenp correspondealn´ umerode
par´ ametros estimados en el modelo. Esta ´ ultima deﬁnici´ on diﬁere de la deﬁnici´ on usual
de este criterio de informaci´ on donde AIC = −2`+2np; sin embargo, Joe [1997] propone
la primera deﬁnici´ on de este criterio, como una especie de log verosimilitud penalizado
por el n´ umero de par´ ametros estimados.
Adicional a los anteriormente mencionados, Zivot y Wang [2006] utilizan otros dos cri-
terios de informaci´ on para la selecci´ on de la c´ opula. Estos son el criterio de informaci´ on
Bayesiano (BIC por sus siglas en ingl´ es) y el criterio de informaci´ on de Hannan y Quinn
(HQ). Deﬁnidos de la forma:
BIC = −2` + np log(n) (4.9)
HQ = −2` + 2np log(log(n)) (4.10)
donde np representa el n´ umero de par´ ametros estimados y n es el tama˜ no de la muestra.
4.3.2. Comparaci´ on entre c´ opulas param´ etricas y la c´ opula emp´ ırica. Otro posible criterio de
selecci´ on es el uso de estad´ ısticos de bondad de ajuste (GOF por sus siglas en ingl´ es), en
los que se determina cu´ al es la c´ opula que describe de mejor manera el comportamiento
observado en los datos. Romano [2002] propone una estad´ ıstica que pretende generalizar
las estad´ ısticas usadas en las pruebas GOF univariadas, calculando la distancia entre la



























donde b Cemp corresponde a la c´ opula emp´ ırica (ver ecuaci´ on (4.1)) y b Ck es la c´ opula te´ orica
estimada. As´ ı, la c´ opula mas apropiada ser´ a la que minimice (4.11). No obstante, Romano
[2002] no analiza las propiedades de este tipo de estad´ ıstico.
En este mismo orden de ideas, otras medidas que se utilizan para comparar la c´ opula
te´ orica estimada y la c´ opula emp´ ırica se basan en la estad´ ıstica de Anderson y Darling
[1952]. Al respecto, Junker y May [2005] y An´ e y Kharoubi [2003] utilizan los siguientes
21No obstante, Patton [2001] llama la atenci´ on acerca de la comparaci´ on de los valores de log verosimili-
tud para la selecci´ on de la c´ opula, ya que en el caso de modelos no anidados esta aproximaci´ on no es valida.
Se dice que la c´ opula C1 se encuentra anidada dentro de la c´ opula C2 si es posible encontrar un conjunto de
restricciones sobre los par´ ametros de C2 tal que esta sea igual a C1.MEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 40
estad´ ısticos:
































































Junker y May [2005] utilizan los valores cr´ ıticos tabulados por Giles [2000] para evaluar
la bondad de ajuste de la c´ opula estimada a partir de la estad´ ıstica IAD. Sin embargo,
Junker y May mencionan que estos estad´ ısticos deben ser interpretados con cautela, ya
que la prueba IAD tiene problemas en estas aplicaciones y por lo tanto, los valores cr´ ıticos
solo deben servir como un indicador adicional.
Finalmente, Malevergne y Sornette [2006] presentan varias medidas de bondad de ajuste
adicionales; sin embargo, la mayor´ ıa de pruebas se desarrollan para la c´ opula Gaussiana.
Cabe destacar que una de las estad´ ısticas consideras por estos autores tiene un enfoque
diferente. En este caso, la prueba se basa en la estad´ ıstica de Anderson y Darling para la
funci´ on K (ecuaci´ on (4.14)) y no directamente sobre las c´ opulas.
Adicional a las t´ ecnicas anteriormente rese˜ nadas, existen otras metodolog´ ıas gr´ aﬁcas y
param´ etricas para seleccionar c´ opulas en el caso bivariado. Estas metodolog´ ıas se basan
en la funci´ on de distribuci´ on de la variable aleatoria V = C (F1 (R1),F2 (R2)). Genest y
Rivest [2001] mostraron que a diferencia del caso univariado, donde la deﬁnici´ on (3.4)
asegura que la variable aleatoria Fi (Ri) ∼ U (0,1), la funci´ on de distribuci´ on de la va-
riable aleatoria V , K (v), no necesariamente sigue esa misma distribuci´ on. En este caso,
K (v) tiene la forma:
K (v) = v − λ(v) (4.14)
donde la funci´ on λ(v) : [0,1] → [v − 1,0] se encuentra determinada por la familia de
c´ opulas a la cual pertenezca C22. Algunos casos espec´ ıﬁcos de formas funcionales de
λ(v) y K (v) se presentan en la Tabla 4.1.
En esta tabla, φ representa la funci´ on generadora, τA =
R 1
0 t(1 − t)/A(t)A00 (t)dt es el
τ de Kendall, y A es la funci´ on de dependencia, tal como se encuentra deﬁnida en la
Secci´ on 3.5.3. Las dos ´ ultimas ﬁlas de la Tabla 4.1 corresponden a las distribuciones l´ ımite
deK (v)cuandolasvariablesaleatoriasR1 yR2 soncomonot´ onicasycontramonot´ onicas,
respectivamente [Genest y Rivest, 1993, 2001; Cebrian et al., 2002]23.
A partir de los resultados de Genest y Rivest sobre K (v), se han desarrollado algunos
m´ etodos gr´ aﬁcos y pruebas estad´ ısticas que pueden aportar informaci´ on acerca del ajuste
22La forma en la que se deriva la funci´ on λ(v) se encuentra en Genest y Rivest [2001].
23En los casos de c´ opulas de m´ as de dos dimensiones, v´ ease Genest y Rivest [2001].OSCAR BECERRA Y LUIS F. MELO 41
Tipos de c´ opula λ(v) K (v)
Arqu´ ımedes λφ (v) = φ(v)φ0 (v) v − φ(v)φ0 (v)
Valor extremo λA (v) = (1 − τA)v log(v) v − (1 − τA)v log(v)
Arquimax λφ,A (v) = (1 − τA)λφ (v) v − (1 − τA)λφ (v)
Comonotonicidad λ(v) = 0 v
Contramonotonicidad λ(v) = v − 1 1
TABLA 4.1. Formas funcionales de λ(v) y K (v) para algunos tipos de c´ opulas.
de los datos a una familia de c´ opulas espec´ ıﬁca. Por ejemplo, si la funci´ on de distribu-
ci´ on de los datos se encuentra relacionada con una c´ opula de la Familia de Arqu´ ımedes,
Frees y Valdez [1998] plantean la aplicaci´ on de gr´ aﬁcos de Q-Q para la identiﬁcaci´ on de
la funci´ on generadora de la c´ opula de Arqu´ ımedes que ajuste mejor a los datos. Este
procedimiento consta de los siguientes pasos:
i) Se calcula el estimador no param´ etrico del τ de Kendall b τ, de la misma forma que
en la ecuaci´ on (4.4).
ii) Se construye un estimador no param´ etrico de K (v), denominado Kn (v), de la forma
siguiente:






I{R1j<R1i}I{R2j<R2i} i = 1,...,n (4.15)







iii) Se construye un estimador de K a partir de la relaci´ on (4.14) aplicada a diferentes
especiﬁcaciones de φ asociadas a c´ opulas de Arqu´ ımedes, Kφ (v) (primera ﬁla de la
Tabla 4.1), a partir de la relaci´ on existente entre los par´ ametros de la c´ opula y el b τ
estimado en el primer paso (v´ ease Secci´ on 4.1.2).
iv) Finalmente,serealizaungr´ aﬁcodeQ-QcomparandoloscuantilesdeKn (v)yKφ (v)
para cada una de las c´ opulas de Arqu´ ımedes consideradas en el numeral anterior.
Una aplicaci´ on de este m´ etodo se presenta en el Gr´ aﬁco 4.2, donde se utilizan los gr´ aﬁ-
cos de Q-Q para 1,500 simulaciones de una pareja de variables aleatorias que siguen
una c´ opula Gumbel con par´ ametro θ = 2,5. La funci´ on de distribuci´ on emp´ ırica para esta
pareja de variables, Kn (v), fue comparada contra cuatro funciones de distribuci´ on Kφ (v)
te´ oricas, asociadas a las c´ opulas de Arqu´ ımedes Gumbel, Clayton, Frank y de indepen-
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Como era de esperarse de las c´ opulas consideradas, la Gumbel es la que presenta el mejor
ajuste. Vale la pena destacar que en esta metodolog´ ıa se supone que la funci´ on de dis-
tribuci´ on multivariada de los datos esta asociada con una c´ opula de Arqu´ ımedes.
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GR´ AFICO 4.2. Selecci´ on de la c´ opula de Arqu´ ımedes a trav´ es del m´ etodo
de Frees y Valdez [1998] basado en Gr´ aﬁcos Q-Q.
Junto al m´ etodo de Romano [2002] que puede ser utilizado para evaluar cualquier tipo
de c´ opula y el m´ etodo gr´ aﬁco de Frees y Valdez [1998] para c´ opulas de Arqu´ ımedes,
Ghoudi et al. [1998] proponen una prueba para identiﬁcar si la c´ opula bivariada aso-
ciada a los datos pertenece a la familia de c´ opulas de valor extremo. Para los retornos
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donde I{Λ} representa una funci´ on que toma el valor de uno si la condici´ on Λ se satis-
face y cero en caso contrario. Bajo la hip´ otesis nula el estad´ ıstico b Sn
.
(b VJack(b Sn))1/2 sigue





mador de la varianza de b Sn a trav´ es del m´ etodo de jackknife. Al evaluar esta estad´ ıstica
sobre los datos simulados usados en el ejemplo del Gr´ aﬁco 4.2, el valor del estad´ ıstico
de prueba fue 1,53 (p − value 0,13). Este resultado no es sorprendente, ya que la c´ opula
Gumbel pertenece a la familia Arquimax. Otra aplicaci´ on de esta prueba se encuentra en
Cebrian et al. [2002].
Una ventaja que presenta el uso de este estad´ ıstico es que ofrece un criterio de selecci´ on
m´ as objetivo que los m´ etodos gr´ aﬁcos, no obstante, su implementaci´ on ´ unicamente in-
dica si los datos provienen de una c´ opula de valor extremo, lo que incluye tambi´ en a las
Arquimax. Por lo tanto, es recomendable usar este criterio en conjunto con los m´ etodos
expuestos anteriormente.
4.4. Estimaci´ on de c´ opulas en presencia de dependencia temporal. Tal como se men-
cion´ o en la Secci´ on 4.2 uno de los supuestos utilizados en la estimaci´ on de los par´ ametros
de la c´ opula es que los datos provienen de una muestra i.i.d. En particular, este supuesto
implica que las observaciones no deben presentar ning´ un tipo de dependencia temporal,
lo que resulta poco probable en datos ﬁnancieros [Mikosch, 2006]. Como resultado, se
han desarrollado metodolog´ ıas denominadas “c´ opulas din´ amicas” que tienen en cuenta
esta caracter´ ıstica de las series ﬁnancieras.
En el caso m´ as general, las c´ opulas din´ amicas utilizan alg´ un tipo de regla de compor-
tamiento para describir la evoluci´ on de las funciones de distribuci´ on (marginales y con-
junta) condicionadas al conjunto de informaci´ on disponible hasta el momento t, denomi-
nado =t. As´ ı, para este tipo de modelos la relaci´ on establecida por el teorema de Sklar en
la ecuaci´ on (3.3), condicionada a =t, es de la forma [Patton, 2006]:
Ft (r1t,...,rdt|=t−1) = Ct (F1t (r1t|=t−1),...,Fdt (rdt|=t−1)|=t−1) (4.18)
Patton [2001] muestra que si las distribuciones marginales y multivariada est´ an condi-
cionadas sobre el mismo conjunto de informaci´ on, la ecuaci´ on (4.18) puede ser entendida
como la versi´ on condicionada del teorema de Sklar. A partir de (4.18) es posible modelar
m´ ultiples tipos de dependencia, usando especiﬁcaciones particulares de Ct = Ct (·|=t−1)
y Fit = Fit (rit |=t−1).
En el caso m´ as sencillo, los retornos y la c´ opula no dependen del tiempo, es decir, Ct = C
y Fit = F para todo t. En consecuencia, la relaci´ on (4.18) toma su forma no condiciona-
da (ecuaci´ on (3.3)), por lo que es posible usar las t´ ecnicas de estimaci´ on referenciadas en
secciones anteriores sin necesidad de realizar ning´ un tipo de modelaci´ on adicional. Apli-
caciones de este tipo de modelos se encuentran en Joe [1997], Nelsen [2006] y McNeil et
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Otra posible especiﬁcaci´ on de (4.18) es aquella en que la forma funcional de la c´ opula
y sus par´ ametros no dependen del tiempo (Ct = C), pero las distribuciones marginales
describen alg´ un tipo de dependencia, por ejemplo, dependencia en el primer y segundo
momento de las series del tipo AR − GARCH. El uso de este tipo de c´ opulas din´ amicas
es com´ un en aplicaciones ﬁnancieras, por ejemplo Poon et al. [2001], Chollete y Heinen
[2006] y los modelos SCOMDY de Chen y Fan [2005], los cuales ser´ an discutidos en de-
talle en la Secci´ on 4.4.1.
Una tercera aproximaci´ on es aquella que modela dependencias en las distribuciones mar-
ginales y en la c´ opula. Adicional a una dependencia marginal del tipo AR − GARCH,
Patton [2001, 2006] menciona dos posibles formas para las variaciones temporales de
la c´ opula: en la primera de ellas, la forma funcional de la c´ opula se mantiene, pero se
permite que el conjunto de par´ ametros de la c´ opula evolucione en el tiempo, es decir
Ct = C0 (θt) donde θt representa el conjunto de par´ ametros de la c´ opula C0.
En la segunda especiﬁcaci´ on mencionada por Patton [2006], la cual fue usada tambi´ en en
Rodr´ ıguez [2007], tanto la forma funcional de la c´ opula como su conjunto de par´ ametros






de acuerdo con diferentes reg´ ımenes i = 1,...,k.
Aunque esta forma funcional resulta ser la m´ as general de las presentadas anteriormente,
tambi´ en es la m´ as costosa en t´ erminos de selecci´ on del modelo e implementaci´ on. A
continuaci´ on se presentan las metodolog´ ıas usadas por Chen y Fan [2005] y la primera
metodolog´ ıa usada por Patton [2006].
4.4.1. Modelos din´ amicos multivariados basados en la c´ opula (SCOMDY). Estos modelos
fueron propuestos originalmente por Chen y Fan [2005], quienes encuentran las propie-
dades asint´ oticas de los estimadores utilizados en este tipo de modelos24. Los modelos
SCOMDY suponen que la c´ opula no depende del tiempo, mientras que el vector de re-
tornos sigue un proceso de la forma:
rit = µt (θo1) +
p
Ht (θo)εt (4.19)
donde µt (θo1) = [µ1t (θo1),...,µdt (θo1)]
0 = E [rt|=t−1] representa el valor esperado del
vector de retornos rt condicionado al conjunto de informaci´ on =t−1, mientras Ht (θo)
describe el segundo momento condicionado del proceso y esta dado por:
Ht (θo) = diag (h1t (θo),...,hdt (θo)) (4.20)





para i = 1,...,d25. En esta






elementos en com´ un. En la ecuaci´ on (4.19) εt = [ε1t,...,εdt]0 representa un vector de
24No obstante, este tipo de modelos hab´ ıan sido utilizados en trabajos anteriores como Poon et al. [2001]
y Patton [2001]. Sin embargo, ninguno de estos trabajos desarrolla las propiedades de los estimadores de
estos modelos.
25Aunque la especiﬁcaci´ on original de los modelos SCOMDY utiliza la ecuaci´ on (4.20) para especiﬁcar la
varianza condicionada del proceso, otros autores como Patton [2006] y Fern´ andez [2003] utilizan matrices
de varianzas y covarianzas no diagonales.OSCAR BECERRA Y LUIS F. MELO 45
innovaciones independiente de =t−1, id´ enticamente distribuido con media cero y va-
rianza uno para cada uno de sus componentes, el cual sigue una distribuci´ on conjunta
F (εt) = C (F1 (ε1t),...,Fd (εdt))dondeFi representalafunci´ ondedistribuci´ onmarginal
de εit, i = 1,...,d y C es una c´ opula.
Existen gran variedad de modelos SCOMDY, dependiendo de las formas funcionales que
se especiﬁquen para las ecuaciones (4.19) y (4.20). Un ejemplo de este tipo de modelos es
el AR(p) − GARCH (1,1) con c´ opula normal, el cual es de la forma:







hit = ωi + αiν2
i,t−1 + βihi,t−1
donde ωi > 0, αi,βi son mayores o iguales que cero y αi + βi < 1 para todo i = 1,...,d.
En este caso, la c´ opula asociada al vector de los errores estandarizados del modelo (εit)
es la c´ opula normal referenciada en la Secci´ on 3.5.1.
En general, las especiﬁcaciones AR(p)−GARCH (1,1) tienen una gran aceptaci´ on y uso
en aplicaciones ﬁnancieras, aunque el proceso de selecci´ on de la forma funcional de la
c´ opula depende del comportamiento multivariado de εt. Por ejemplo, cuando se observa
una mayor dependencia en los valores extremos de εt, es recomendable contrastar varios
modelos SCOMDY con c´ opulas diferentes a la normal, y seleccionar la que muestre un
mejor ajuste. Para la selecci´ on del modelo SCOMDY m´ as apropiado, Chen y Fan (2005)
sugieren una prueba de pseudo raz´ on de verosimilitud (PLR por sus siglas en ingl´ es),
aunque tambi´ en podr´ ıan ser usadas las t´ ecnicas presentadas en la Secci´ on 4.3.
De la misma forma que en la estimaci´ on de los par´ ametros de la c´ opula, existen diferentes
procedimientos para la estimaci´ on de los modelos SCOMDY. Chen y Fan [2005] aplican
en forma univariada una t´ ecnica de dos etapas usual en este tipo de modelos, la cual se
describe a continuaci´ on:
i) En una primera etapa, se estima el modelo que describe el comportamiento del
primer y segundo momento condicional de rt, por ejemplo un modelo AR(p) −
GARCH (1,1) para cada uno de los elementos de rt [Chen y Fan, 2005], o modelos




y segundo momento condicional de rt. Otro punto importante para tener en cuenta
es que en esta etapa la forma funcional de la c´ opula es desconocida, por lo tanto la
mayor´ ıa de aplicaciones utilizan estimadores de quasi m´ axima verosimilitud26.
26Para una discusi´ on m´ as detallada de estimadores de quasi m´ axima verosimilitud y sus propiedades,
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ii) En la segunda etapa se estiman los par´ ametros de la c´ opula sobre los residuales de
la primera etapa con alguna de las t´ ecnicas presentadas en la Secci´ on 4.1. Adicional-
mente, es posible acompa˜ nar esta segunda etapa con los criterios de selecci´ on de la
c´ opula presentados en la Secci´ on 4.3.
4.4.2. C´ opulas con par´ ametros cambiantes en el tiempo. Aunque los modelos planteados en
la secci´ on anterior son ampliamente utilizados y han tenido un buen desempe˜ no, estos
modelos no toman en cuenta algunas consideraciones importantes, como por ejemplo
cuando los par´ ametros de la c´ opula siguen alg´ un tipo de patr´ on param´ etrico en el tiempo
(par´ ametros din´ amicos), o cuando existe un cambio estructural. En consecuencia, se han
desarrollado otros tipos de modelos que generalizan las metodolog´ ıas presentadas en la
secci´ on anterior, los cuales se presentan a continuaci´ on.
Patton [2006] propone una din´ amica similar a la de un modelo ARMA sobre los par´ ame-
tros de la c´ opula, para la modelaci´ on de los retornos diarios de las tasas de cambio del
marco alem´ an y el yen japon´ es con respecto al d´ olar, durante el per´ ıodo comprendido
entre enero de 1991 y diciembre de 2001. Esta din´ amica fue aplicada sobre los par´ ametros
de dos c´ opulas, la c´ opula Gaussiana y la c´ opula Joe-Clayton27, de la siguiente manera:
λu,t = Λ



















ρt = e Λ









donde ut = F1 (r1t), vt = F2 (r2t) y Φ−1 es la funci´ on inversa de distribuci´ on normal, λu,t,
λl,t y ρt son los coeﬁcientes de dependencia en las colas superior e inferior (para la c´ opula
Joe-Clayton), y el coeﬁciente de correlaci´ on (para la c´ opula Gaussiana), respectivamente.
Adem´ as, Λ(x) ≡ (1 + e−x)
−1 y e Λ(x) ≡ tanh(x/2) son las transformaciones log´ ıstica
y log´ ıstica modiﬁcada, que son usadas para garantizar que λu,t, λl,t y ρt se mantengan
entre (0,1) y (−1, 1), respectivamente.
Para este caso, la estimaci´ on es similar a la presentada en la secci´ on anterior, con la di-
ferencia que en estos modelos se utiliza una c´ opula que tenga en cuenta alg´ un tipo de
din´ amica en sus par´ ametros, por ejemplo la descrita por las ecuaciones (4.22) y (4.23) para
la c´ opula Joe-Clayton. Patton [2006] usa en su aplicaci´ on t´ ecnicas de m´ axima verosimili-
tud.
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Una ventaja que ofrecen este tipo de modelos es que permiten observar c´ omo evolucio-
nan los par´ ametros de la c´ opula a trav´ es del tiempo, lo que podr´ ıa brindar informaci´ on
adicional acerca de posibles cambios en la relaciones de dependencia. Por ejemplo, Pat-
ton [2006] encuentra un cambio en los patrones de dependencia entre las tasas de cambio
del marco alem´ an y el yen japon´ es con respecto al d´ olar, a partir de la introducci´ on del
euro y la ﬁjaci´ on de una tasa de cambio ﬁja entre esta moneda y el marco alem´ an en enero
de 199928.
De otro lado, Dias y Embrechts [2004] utilizan c´ opulas con par´ ametros din´ amicos para
tener en cuenta posibles cambios estructurales en las relaciones de dependencia entre el
marco alem´ an y el yen japon´ es, desde abril de 1986 hasta octubre de 1998, con seis dife-
rentes frecuencias. En una primera etapa, despu´ es de ﬁltrar la dependencia temporal a
partir de modelos ARMA − GARCH, Dias y Embrechts [2004] identiﬁcan a la c´ opula t
como aquella que describe mejor la dependencia entre estas dos tasas de cambio. Poste-
riormente, estiman por m´ axima verosimilitud una c´ opula t en la que sus par´ ametros (e νt
y ρt) evolucionan en el tiempo de la siguiente forma:
e νt = e ν para todo t (4.25)
ρt = h−1 (ω0 + α1h(ρt−1) + β1ut−1vt−1) (4.26)
donde ut y vt son las funciones de distribuci´ on evaluadas en los retornos de cada moneda





es la transformaci´ on de Fisher sobre ρ. De manera similar a (4.24),
(4.26) muestra una evoluci´ on del tipo ARMA sobre el coeﬁciente de correlaci´ on. A partir
de la evoluci´ on de ρt, Dias y Embrechts [2004] identiﬁcan varios puntos en los cuales se
pudo haber presentado un cambio estructural en la relaci´ on de dependencia de estas dos
series.
Adicionalmente, estos dos autores proponen una metodolog´ ıa basada en pruebas de
raz´ on de verosimilitud (LR) para detectar el posible cambio estructural en la relaci´ on
de dependencia. En este caso, se realiza una estimaci´ on recursiva de los par´ ametros
de la c´ opula, para posteriormente calcular el estad´ ıstico de prueba como el m´ aximo de
los estad´ ısticos LR calculados recursivamente29. Los valores cr´ ıticos de esta prueba son
obtenidos a partir de la aproximaci´ on asint´ otica realizada por Cs¨ org¨ o y Horv´ ath [1997].
No obstante, es posible que exista m´ as de un cambio estructural dentro de la relaci´ on
de dependencia. Para tener en cuenta esta posibilidad, Dias y Embrechts [2004] utilizan
la metodolog´ ıa de Vostrikova [1981]. En una primera instancia, se calcula el estad´ ıstico
LR recursivo sobre toda la muestra y si se encuentra evidencia de cambio estructural, se
divide la muestra en dos, antes y despu´ es del punto en que se presenta el cambio, y se
vuelve a realizar la prueba LR recursiva sobre las dos submuestras. Este procedimiento se
28La muestra utilizada por Patton [2006] incluye el per´ ıodo de transici´ on del marco alem´ an al euro
(primero de enero de 1999 hasta el 31 de diciembre de 2001). Durante este per´ ıodo, se estableci´ o una tasa de
cambio ﬁja de 1,95583 marcos por cada euro.
29Bajo la hip´ otesis nula de esta prueba los par´ ametros de la c´ opula son constantes en el tiempo mientras
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repite sucesivamente sobre las nuevas submuestras, hasta no tener evidencia de cambio
estructural.
Al aplicar este procedimiento, Dias y Embrechts [2004] encontraron evidencia de cuatro
cambios estructurales dentro de la muestra analizada, y estimaron los par´ ametros de
la c´ opula asociados a cada uno de los per´ ıodos obtenidos. Este tipo de estimaci´ on se
presenta como una alternativa a la estimaci´ on de c´ opulas con par´ ametros din´ amicos, ya
que en este caso se estiman c´ opulas sobre subper´ ıodos “estables”. No obstante, Dias y
Embrechts [2004] se˜ nalan la baja potencia que tiene la prueba LR recursiva para detectar
cambios estructurales peque˜ nos, por lo que en estos casos ser´ ıa mejor utilizar c´ opulas con
par´ ametros din´ amicos.
4.5. Modelaci´ on de valores extremos a trav´ es de c´ opulas. En secciones anteriores se
han descrito diversas metodolog´ ıas para tratar de caracterizar el comportamiento mul-
tivariado de los datos a trav´ es de la c´ opula. Sin embargo, en algunas aplicaciones (e.g.
ﬁnanzas), es posible que se desee analizar ´ unicamente ciertas caracter´ ısticas de la dis-
tribuci´ on conjunta, tales como las relaciones de dependencia entre los eventos extremos
de las series.
Por ejemplo, en el Gr´ aﬁco 3.1 se exhiben cuatro diferentes estructuras de dependencia,
que a su vez muestran varios tipos de relaciones entre los retornos extremos. Si estas
estructuras describen la relaci´ on entre los retornos de dos activos ﬁnancieros, aquellas
que presenten una mayor dependencia en la cola izquierda resultar´ an m´ as riesgosas,
ya que a medida que se observen p´ erdidas muy grandes en un activo, es probable que
tambi´ en suceda lo mismo en el otro.
En una primera etapa, estas relaciones de dependencia entre observaciones extremas, o
relaciones de “dependencia extrema”, pueden ser aproximadas a partir de medidas es-
pec´ ıﬁcas que se desprenden de la c´ opula, tales como el coeﬁciente de dependencia en las
colas, descrito en la Secci´ on 3.3.2. No obstante, el coeﬁciente de dependencia en las colas
es una medida asint´ otica, que no ofrece mayor informaci´ on acerca del comportamiento
probabil´ ıstico de las observaciones extremas.
De la misma forma que en el caso univariado, existen distribuciones l´ ımite que describen
el comportamiento de la distribuci´ on conjunta de los extremos de las series de estudio.
Estas distribuciones a su vez tienen una c´ opula asociada, la cual pertenece a la familia de
valor extremo. A continuaci´ on se describen los principales resultados relacionados con
el comportamiento de los extremos de las series de estudio, para el caso univariado y
multivariado.
4.5.1. Teor´ ıa del valor extremo: caso univariado. An´ alogo al teorema central del l´ ımite, que
estudia el comportamiento de la suma de variables aleatorias independientes e id´ entica-
mente distribuidas, la Teor´ ıa del Valor Extremo, EVT por sus siglas en ingl´ es, se concentra
en resultados asint´ oticos acerca de cu´ al es la distribuci´ on l´ ımite hacia la cual converge la
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[1928] y Gnedenko [1943], indica que el m´ aximo de una variable aleatoria puede ser esta-
bilizado a trav´ es de secuencias de par´ ametros de localizaci´ on y escala, de tal manera que








si ξ 6= 0
exp(−e−x) si ξ = 0
(4.27)
En este sentido, es importante anotar que la estimaci´ on de los par´ ametros de la GEV re-
quiere de la obtenci´ on de una serie de valores extremos a partir de los datos observados.
Una metodolog´ ıa f´ acil de implementar es la de m´ aximos por bloques, en la cual se iden-
tiﬁcan los valores extremos como los eventos que tengan el valor m´ as alto durante un
per´ ıodo de tiempo espec´ ıﬁco.
Otra forma de analizar el comportamiento de los valores extremos es a partir de la cola
de la distribuci´ on de la variable aleatoria. En esta aproximaci´ on el teorema de Balkema
y de Haan [1974] y Pickands [1975], indica que para aquellas distribuciones en las que
sus m´ aximos muestrales convergen en distribuci´ on a la distribuci´ on GEV, la distribuci´ on




1 − (1 + ξx/β)
−1/ξ si ξ 6= 0
1 − exp(−x/β) si ξ = 0
(4.28)
Dado que en este caso se desea aproximar el comportamiento de la cola de la distribuci´ on
a trav´ es de una GPD, la forma de seleccionar los valores extremos es a trav´ es del m´ etodo
de picos sobre elumbral (POT por sus siglas eningl´ es). Como su nombre lo indica,en este
m´ etodo los valores extremos se deﬁnen como los valores de la serie que sean mayores
que un umbral predeterminado υ. Una discusi´ on m´ as detallada acerca de la EVT, su
implementaci´ on y aplicaciones a la medici´ on de riesgo de mercado se encuentra en Melo
y Becerra [2006].
4.5.2. Teor´ ıa del valor extremo: caso multivariado. De la misma forma que en el caso uni-
variado, la teor´ ıa del valor extremo multivariada, MEVT por sus siglas en ingl´ es, mues-
tra el comportamiento asint´ otico de la distribuci´ on del m´ aximo Mn de una familia de
vectores aleatorios X1,...,Xn donde Xt ∈ Rd con t = 1,...,n. En este caso, Mn co-
rresponder´ a al vector de m´ aximos de los d componentes de X1,...,Xn, es decir, Mn =
[M1n,...,Mdn]
0 donde Mjn = m´ ax(Xj1,...,Xjn) j = 1,...,d. Vale la pena destacar que
en la mayor´ ıa de los casos Mn no coincidir´ a con una observaci´ on de Xt.
En la MEVT se busca la distribuci´ on l´ ımite de los m´ aximos normalizados a trav´ es de









n→∞Fn (cnx + bn) = H (x) (4.29)
30Distribuci´ on generalizada de valor extremo, GEV por sus siglas en ingl´ es.
31Distribuci´ on generalizada de Pareto, GPD por sus siglas en ingl´ es.MEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 50
si la relaci´ on (4.29) se mantiene, entonces se dice que la funci´ on de distribuci´ on F perte-
nece al dominio de atracci´ on en los m´ aximos de H, donde H corresponder´ a a una funci´ on
de distribuci´ on multivariada de valor extremo, MEV por sus siglas en ingl´ es32.
Vale la pena mencionar que a diferencia del caso univariado, en el que la distribuci´ on
del m´ aximo de la variable aleatoria converge a una sola funci´ on de distribuci´ on, en el
an´ alisis multivariado este resultado no se mantiene. Por el contrario, en la MEVT la dis-
tribuci´ on l´ ımite es una familia de distribuciones multivariadas, la MEV, la cual puede ser
aproximada por una familia de c´ opulas.
Si la relaci´ on (4.29) se mantiene, usando la deﬁnici´ on del teorema de Sklar (Secci´ on 3.2)
se tiene que:
H (x) = C0

e F1 (x1),..., e Fd (xd)

(4.30)
donde e F1 (x1),..., e Fd (xd) son las funciones de distribuci´ on de los m´ aximos de cada uno
de los componentes de la familia de vectores aleatorios X1,...,Xn, por lo que, de acuer-
do con el teorema de Fisher y Tippett [1928] y Gnedenko [1943] (Secci´ on 4.5.1), cada una
de ´ estas converge en distribuci´ on a una distribuci´ on GEV. A partir de estos resultados,
es posible deﬁnir el dominio de atracci´ on en los m´ aximos en t´ erminos de la c´ opula, tal
como se muestra en el Teorema 4.1 [McNeil et al., 2005]:
Teorema 4.1. Sea F (r) = C (F1 (r1),...,Fd (rd)), para funciones marginales continuas F1,
...,Fd y alguna c´ opula C. Adicionalmente, sea H (r) una distribuci´ on MEV tal que satisface
(4.30) para alguna c´ opula C0. Se dice que F pertenece al dominio de atracci´ on en los m´ aximos de
H, si y solo s´ ı cada Fi pertenece al dominio de atracci´ on en los m´ aximos de la distribuci´ on GEV,







= C0 (u), u ∈ [0,1]
d (4.31)
Tal como lo destacan McNeil et al. [2005], el resultado obtenido en el teorema anterior
implica que la c´ opula l´ ımite C0 se encuentra ´ unicamente determinada por la c´ opula C,
en consecuencia, aunque las distribuciones marginales determinar´ an el comportamiento
de la distribuci´ on MEV, su estructura de dependencia no se ver´ a afectada por ´ estas.
En los casos en que la condici´ on (4.31) se mantiene, se dice que la c´ opula C pertenece
al dominio de atracci´ on de los m´ aximos de la c´ opula C0. La familia de c´ opulas l´ ımite





= Ct (u), ∀t > 0 (4.32)
donde u = [u1,...,ud]
0 con ui = e Fi (xi). Algunas de las c´ opulas m´ as importantes, tales
como la de independencia y la de comonotonicidad, hacen parte de esta familia, junto
32Para una discusi´ on detallada sobre los dominios de atracci´ on en los m´ aximos, tanto para el caso uni-
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con otras c´ opulas vers´ atiles, por ejemplo, la Gumbel y la Galambos, las cuales resultar´ an
de gran importancia para la aplicaci´ on de la MEVT, tal como se mostrar´ a m´ as adelante.
Adicionalmente, existe otra representaci´ on de esta familia de c´ opulas que se basa en el
siguiente resultado obtenido por Pickands [1981].
Teorema 4.2 (Representaci´ on de Pickands). se dice que la c´ opula C es una c´ opula de valor
extremo si y s´ olo si ´ esta tiene la siguiente representaci´ on:









donde e ui = logui y ωi = e ui
.Pd





m´ ax(x1ω1,...,xdωd)dU (x) (4.34)
con U siendo una medida ﬁnita deﬁnida sobre el simplex unitario d-dimensional, es decir, sobre el
conjunto Sd = {x,xi ≥ 0,i = 1,...,d,
P
i xi = 1} [McNeil et al., 2005].
La funci´ on B es denominada funci´ on de dependencia y generalmente toma una forma
sencilla s´ olo en el caso bidimensional, cuando se puede expresar como una funci´ on A
evaluada en la variable ω1. En tal caso, A(ω1) = A(ω) = B (ω,1 − ω) con 0 ≤ ω ≤ 1. En
este caso la representaci´ on (4.33) de la c´ opula de valor extremo viene de la forma:








De la misma manera que en la funci´ on B, A es una funci´ on convexa, que satisface la
siguiente condici´ on:
m´ ax(ω,1 − ω) ≤ A(ω) ≤ 1 (4.36)
nuevamente, los l´ ımites de la funci´ on A(ω) mostrados en la condici´ on (4.36) se encuen-
tran asociados a las c´ opulas de independencia (A(ω) = 1 para todo ω ∈ [0,1]) y de
comonotonicidad (A(ω) = m´ ax(ω,1 − ω)). Una de las utilidades de la representaci´ on
(4.35) radica en el hecho que esta expresi´ on brinda una forma relativamente sencilla de





ω ∈ [0,1] (4.37)
Bouy´ e et al. [2000] muestran algunas de las funciones de dependencia asociadas con
varias de las c´ opulas bivariadas de valor extremo m´ as utilizadas, las cuales se reproducen
en la Tabla 4.2















y e u =
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Familia θ C (u1,u2) A(ω)

















Gumbel II [0,1] u1u2 exp[θe u1e u2/(e u1 + e u2)] θω2 − θω + 1






























m´ ax(1 − θ1ω, 1 − θ2 (1 − ω))
C´ opula de Co-
monotonicidad m´ ın(u1,u2) m´ ax(ω,1 − ω)
TABLA 4.2. C´ opulas param´ etricas de valor extremo y sus funciones de dependencia
4.5.3. Implementaci´ on MEVT. Al igual que en el caso univariado, la implementaci´ on de
la MEVT requiere la obtenci´ on de una serie de m´ aximos. Una alternativa es el uso del
m´ etodo de m´ aximos por bloques, el cual identiﬁca los valores extremos como los eventos
que tengan el valor m´ as alto durante un per´ ıodo de tiempo espec´ ıﬁco. En este procedi-
miento, los datos son divididos en m bloques no traslapados de longitud n y se deﬁne
el vector Mnk como el vector de d m´ aximos (componente por componente) dentro del
bloque k, para k = 1,...,m. As´ ı, se obtiene una serie de m vectores de valores extremos
Mn1,...,Mnm.
En general, la estimaci´ on de los par´ ametros de la c´ opula de valor extremo es realizada a
trav´ es del uso de m´ axima verosimilitud. De la misma forma que en la Secci´ on 4.1.3, se es-
timan dos conjuntos de par´ ametros, el vector θ de par´ ametros de la c´ opula y los vectores
ξ, µ y σ, que agrupan los par´ ametros de forma, localizaci´ on y escala de las distribuciones
marginales GEV. Este proceso puede implementarse en una o en dos etapas, tal como se
explic´ o en la Secci´ on 4.1.3.
Otra forma de encontrar valores extremos es a partir del m´ etodo de picos sobre um-
brales (POT). Dados unos vectores aleatorios R1,...,Rn, con una funci´ on de distribuci´ on
conjunta F (r) = C (F1(r1),...,Fd(rd)), una c´ opula C y unas funciones de distribuci´ on
marginales F1,...,Fd, la metodolog´ ıa POT multivariada (MPOT) aﬁrma que si F perte-
nece al dominio de atracci´ on de una distribuci´ on MEV, es posible aproximarse a la cola
superior de F (r) para valores de las variables que sean mayores que un vector de um-
brales υ = [υ1,...,υd]0, en cuyo caso las distribuciones marginales ser´ an distribucionesOSCAR BECERRA Y LUIS F. MELO 53
GPD, ecuaci´ on (4.28), las cuales toman la forma [McNeil, 1999]:






j = 1,...,d (4.38)
donde βj y ξj son los par´ ametros de la distribuci´ on GPD asociada a los excesos so-
bre el umbral de rj y λj corresponde a la probabilidad de que las observaciones de
rj sobrepasen el umbral. Esto sugiere que para r ≥ υ se puede usar la aproximaci´ on
e F (r) ≈ C0

e F1(r1),..., e Fd(rd)

, donde C0 representa la c´ opula l´ ımite descrita en el Teo-
rema 4.1.
Para la implementaci´ on pr´ actica de esta metodolog´ ıa, es necesario obtener en una etapa
inicial un vector de “excesos” de retorno, a partir de la estimaci´ on del conjunto de um-
brales υ = [υ1,...,υd]0. En general, en la identiﬁcaci´ on de estos umbrales es posible uti-
lizarmetodolog´ ıasunivariadassobrecadaunadelasseries,porejemplo,lasmetodolog´ ıas
(param´ etricas o no param´ etricas) basadas en el estimador de Hill o los gr´ aﬁcos del “pro-
medio de los excesos”, los cuales brindan informaci´ on acerca de la posible ubicaci´ on del
umbral33. No obstante, estas metodolog´ ıas pueden resultar poco manejables en dimen-
siones grandes, por lo que tambi´ en es posible utilizar un umbral ﬁjo para todas las series,
por ejemplo, el percentil 95 de la distribuci´ on. Aunque esta ´ ultima alternativa genera
ganancias en t´ erminos de tiempo, puede llevar a sesgos en la estimaci´ on.
Despu´ esdehaberobtenidoelvectordeumbrales,elsiguientepasoeslaestimaci´ ondelos
par´ ametros de la c´ opula (θ) y de las distribuciones marginales (µ y β) a trav´ es de m´ axima
verosimilitud, lo cual nuevamente, se puede hacer en una o dos etapas. En este caso, la
funci´ on de verosimilitud tiene en cuenta datos censurados y, para dos dimensiones, se
construye de acuerdo con el siguiente esquema [Longin y Solnik, 2001]:
i) Se separan los retornos en cuatro conjuntos, dependiendo si exceden o no los um-
brales determinados, υ1 y υ2. Es decir, se deﬁnen los conjuntos Ajk, donde j =
I{R1>υ1}, k = I{R2>υ2} e I{.} representa la funci´ on indicadora. Por ejemplo, en el
Gr´ aﬁco 4.3 estos conjuntos corresponden a las zonas A00,A01,A10y A11, donde A00
contiene a las parejas de retornos (r1t,r2t) en las que ninguno de los dos compo-
nentes superan los umbrales.
ii) Se deﬁne la funci´ on de verosimilitud para cada una de las cuatro regiones. As´ ı, el
aporte a la verosimilitud total de la pareja (r1t,r2t) depender´ a de en cual conjunto se
ubique, por lo tanto, existir´ an cuatro tipos de contribuciones a la verosimilitud total,
33Para una discusi´ on detallada de estos m´ etodos, v´ eanse por ejemplo Embrechts et al. [1997] y McNeil et
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L00,L01,L10 y L11 las cuales se deﬁnen como sigue:
L00 (r1t,r2t) = e F (υ1,υ2)
L01 (r1t,r2t) =















∂2 e F (r1t,r2t)
∂r1t∂r2t
donde e F (r1t,r2t) = C0

e F1(r1t), e F2(r2t)

y e Fj es una funci´ on de distribuci´ on GPD
tal como se deﬁni´ o en la ecuaci´ on (4.38).
iii) Finalmente, se deﬁne la funci´ on de verosimilitud para una secuencia de vectores
aleatorios r = (r1t,r2t)t=1,...,n como la multiplicatoria de las contribuciones a la






Ljk (r1t,r2t)Ijk (r1t,r2t) (4.40)
donde Ijk (r1t,r2t) = I{(r1t,r2t)∈Ajk}.
Vale la pena recordar que esta metodolog´ ıa supone que los retornos son independientes
e id´ enticamente distribuidos. En caso que no se presente esta situaci´ on, se hace necesario
el modelamiento de las dependencias existentes en las series, tal c´ omo se describe en la
Secci´ on 4.4.
Longin y Solnik [2001] aplican la metodolog´ ıa de MPOT a los retornos mensuales de
´ ındices accionarios de Inglaterra, Francia, Alemania y Jap´ on entre 1959 y 1996 (456 obser-
vaciones),conelﬁndecomprobarsiexistedependenciaentrelosretornosextremosdees-
tas series y los retornos extremos de un´ ındice del mercado accionario de Estados Unidos.
Adicionalmente, este ejercicio tiene en cuenta si el mercado se encuentra a la baja (bear
market) o al alza (bull market). En este documento, los autores usan como c´ opula l´ ımite








, ya que su par´ ametro
θ ∈ [1,∞) describe diferentes tipos de dependencia, desde independencia (en el caso en
que θ → 1) hasta comonotonicidad (cuando θ → ∞).
Los resultados de la estimaci´ on para la cola izquierda de la distribuci´ on conjunta de los
retornos de los´ ındices alem´ an y estadounidense se encuentran reportados en la Tabla 4.3.
Con base en estos datos se pueden realizar algunos c´ alculos sobre probabilidades de
ocurrencia de eventos extremos. Por ejemplo, la probabilidad estimada de que los dosOSCAR BECERRA Y LUIS F. MELO 55
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GR´ AFICO 4.3. Regiones usadas para la deﬁnici´ on de la funci´ on de
verosimilitud en la metodolog´ ıa MPOT bivariada.
Par´ ametro Estados Unidos Alemania
υ -6,12% -7,84%
obs > υ 25 16
ξ 0,153 (0,187) 0,260 (0,674)
β 2,367 (0,652) 3,102 (1,910)
λ 0,060 (0,015) 0,043 (0,009)
θ 1,389 (0,166)
TABLA 4.3. Resultados de la estimaci´ on de la relaci´ on de dependencia
extrema para excesos negativos basados en Longin y Solnik [2001] (errores
est´ andar entre par´ entesis)
´ ındices accionarios caigan m´ as del 10% es:
p12 = P (R1 ≥ 0,1,R2 ≥ 0,1)
= 1 − e F1 (0,1) − e F2 (0,1) + C0

e F1 (0,1), e F2 (0,1)

= 0,0063
Adicionalmente, la probabilidad de que el ´ ındice accionario alem´ an caiga por debajo de











con lo cual se concluye que para el per´ ıodo de muestra analizado, aunque la probabilidad
de observar ca´ ıdas mayores a 10% en ambos ´ ındices es reducida, cerca de la mitad de
los meses en que se presente una p´ erdida superior a 10% en el ´ ındice estadounidense,MEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 56
´ esta se encontrar´ a acompa˜ nada por una reducci´ on de proporciones similares en el ´ ındice
alem´ an. No obstante, vale la pena destacar que Longin y Solnik [2001] suponen que los
datos son i.i.d., lo cual puede afectar la estimaci´ on y la interpretaci´ on de los resultados
en caso de que este supuesto no sea apropiado.
5. APLICACI´ ON DE LA C´ OPULA EN MODELOS DE RIESGO.
5.1. Modelos de riesgo de mercado. Uno de los usos de los modelos expuestos an-
teriormente se encuentra en la valoraci´ on del riesgo de mercado de un portafolio. Es-
pec´ ıﬁcamente, en este documento se considerar´ an dos medidas de riesgo ampliamente
aplicadas en la literatura: el Valor en Riesgo (VaR, por sus siglas en ingl´ es) y la p´ erdida es-
perada en la cola (Expected Shortfall, ES), cuyas deﬁniciones se presentan a continuaci´ on:
• El valor en riesgo es una medida est´ andar para la medici´ on de riesgo de mercado. El
VaR corresponde a la m´ axima p´ erdida posible en el α×100% de los mejores escenarios,
o de forma equivalente, la m´ ınima p´ erdida posible en el (1 − α)×100% de las p´ erdidas
m´ as grandes en un per´ ıodo de tenencia dado (k).
En el Gr´ aﬁco 5.1 se representa la distribuci´ on hipot´ etica de las p´ erdidas y ganancias
de un activo (o portafolio) despu´ es de mantenerse durante k d´ ıas. El ´ area sombreada
corresponde al 95% de los mejores resultados (es decir, aquellos casos en que se obtiene
una p´ erdida peque˜ na o una ganancia), por lo tanto, el VaR es el l´ ımite derecho de dicha
´ area. En t´ erminos estad´ ısticos esta medida se puede deﬁnir como el α-´ esimo percentil
de la distribuci´ on futura de las p´ erdidas y ganancias. Si se denota a esta distribuci´ on
como FR, entonces el VaR con un nivel de signiﬁcancia α, V aRα, estar´ a deﬁnido por:
V aRα =´ ınf {r|FR (r) ≥ α} (5.1)
• Como su nombre lo indica, la p´ erdida esperada en la cola (ESα) se deﬁne como el
promedio de las p´ erdidas superiores al V aRα. Al ser comparado con el valor en riesgo
el ESα ofrece ventajas adicionales, ya que si bien el V aRα indica cu´ al es la menor de
las peores p´ erdidas, no brinda informaci´ on sobre la magnitud de los valores que lo
superen, mientras que la deﬁnici´ on del ESα si le permite cumplir este requerimiento.
Formalmente, el ESα se deﬁne como:
ESα = E (R|R ≥ V aRα) (5.2)
Dependiendo de la distribuci´ on de las p´ erdidas y ganancias del activo, el V aRα y el
ESα pueden ser f´ aciles de calcular. Sin embargo, la situaci´ on es un poco m´ as complicada
en presencia de un portafolio, ya que el V aRα no es una medida coherente de riesgo
en el sentido de Artzner et al. [1999], debido a que no siempre cumple la propiedad de
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GR´ AFICO 5.1. Valor en Riesgo.
donde ρ(p), ρ(j) j = 1,...,d, son las medidas de riesgo calculadas para el portafolio y
cada uno de los activos que lo conforman y ω(j) es la participaci´ on del activo j dentro de
la cartera, tal que
Pd
j=1 ω(j) = 1.
La condici´ on (5.3) tiene un signiﬁcado especial dentro de la administraci´ on de riesgo, ya
que se encuentra asociada con el principio de diversiﬁcaci´ on. Ante portafolios grandes,
en los que resulta complicado calcular una medida de riesgo global, es ´ util conocer que
el m´ aximo riesgo que podr´ ıa tener portafolio corresponde a la suma de los riesgos in-
dividuales. Adem´ as, esta propiedad est´ a relacionada con la convexidad de la medida
de riesgo, la cual garantiza que se puede encontrar una combinaci´ on ´ optima dentro del
portafolio tal que el riesgo sea m´ ınimo Acerbi y Tasche [2002]. Sin embargo, como lo
anotan Embrechts et al. [1999a], el V aRα si cumple la propiedad de subaditividad en el
contexto de distribuciones el´ ıpticas34.
5.1.1. Modelos de V aRα y ESα para un portafolio usando c´ opulas. En general, para calcu-
lar el V aRα y el ESα para portafolios se hace necesario conocer tanto las distribuciones
marginales como la distribuci´ on multivariada de los factores de riesgo incluidos en ´ el, lo
que exhorta nuevamente al uso de la c´ opula para simpliﬁcar este trabajo, m´ as a´ un si se
tiene en cuenta que encontrar una f´ ormula expl´ ıcita para determinar el V aRα y el ESα
34Adicionalmente, cuando la dependencia entre los factores de riesgo es descrita por la c´ opula de
comonotonicidad (ecuaci´ on (3.23)), el V aRα del portafolio es exactamente igual a la suma del V aRα de
cada uno de los activos [McNeil et al., 2005].MEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 58
del portafolio puede convertirse en una tarea complicada (incluso hasta imposible) de-
pendiendo de la funci´ on de distribuci´ on multivariada y del n´ umero de activos que hagan
parte de la cartera35.
Una manera relativamente sencilla y eﬁcaz de determinar cu´ ales son el V aRα y el ESα
de un portafolio es a trav´ es del uso del m´ etodo de simulaci´ on de Monte Carlo, el cual se
resume en los siguientes cuatro pasos:
i) A partir de la informaci´ on acerca de los retornos de los activos, rt = [r1t,...,rdt]
0 t =
1,...,n, se estiman los par´ ametros de la c´ opula y de las distribuciones marginales,
utilizando cualquiera de las t´ ecnicas descritas en la Secci´ on 4.
ii) Con los par´ ametros estimados, se simulan Q vectores (de dimensi´ on d) de n´ umeros
aleatorios, r
q
t+1 q = 1,...,Q, que tengan las mismas distribuciones (marginales y
conjunta) que los retornos de los activos que conforman el portafolio, cuyo procedi-
miento se puede resumir en dos etapas:
• Se simulan d variables uniformes (0,1), u1,...,ud, que tengan como distribuci´ on
conjunta la c´ opula estimada en el numeral anterior, tal como se describe en la Sec-
ci´ on 3.6.
• Se calculan los retornos simulados, r1,...,rd, con base en u1,...,ud y en la iden-
tidad ri = F−1 (ui), donde F−1 es la funci´ on inversa de distribuci´ on (ecuaci´ on
(3.5)).
iii) Para cada una de las simulaciones, se calcula una trayectoria del retorno del portafo-







t+kq = 1,...,Q (5.4)
donde ω ∈ Rd es el vector de ponderaciones del portafolio.
iv) Una vez obtenidos los Q retornos del portafolio, se calcula la distribuci´ on de p´ erdi-
das y ganancias del portafolio. El [ V aR
(p)
α,t+k corresponder´ a al α-´ esimo percentil de
esta distribuci´ on, mientras el d ES
(p)
α, t+k ser´ a el promedio de los retornos del portafo-
lio que superen al [ V aR
(p)
α,t+k.
Aunque a simple vista estos pasos parecen sencillos, su implementaci´ on se puede diﬁcul-
tar principalmente por tres factores. En primer lugar, en caso de que exista dependencia
temporal en los datos y se utilicen las t´ ecnicas de estimaci´ on presentadas en la Secci´ on
4.4, se hace necesario realizar pron´ osticos de los par´ ametros que cambian en el tiempo,
e.g. la media y la varianza condicional en el caso de modelos AR–GARCH, lo cual incre-
menta los costos computacionales de las simulaciones; en segundo lugar, la viabilidad de
este procedimiento est´ a directamente ligado con el n´ umero de activos que constituyen
35No obstante, Malevergne y Sornette [2006] proponen una metodolog´ ıa para calcular el V aRα de un
portafolio a partir de aproximaciones asint´ oticas. Estos autores ilustran esta aproximaci´ on para el caso de
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el portafolio, ya que si la dimensi´ on del proceso es muy grande, nuevamente los cos-
tos computacionales son demasiado altos. Finalmente, con un horizonte temporal alto, el
proceso de simulaci´ on tiende a hacerse cada vez m´ as dispendioso, m´ as a´ un si se tiene en
cuenta la dependencia temporal.
5.1.2. Pruebas de desempe˜ no (Backtesting) para el V aRα y el ESα de un portafolio.
• Modelos de Backtesting para el V aRα
Una etapa fundamental en la implementaci´ on de modelos de riesgo de mercado se en-
cuentra en la aplicaci´ on de pruebas de desempe˜ no o backtesting, con las que se veriﬁca
que tan efectivos son el V aRα y el ESα para identiﬁcar los riesgos subyacentes den-
tro del portafolio. Estas pruebas requieren estimaciones recursivas del V aRα para un
per´ ıodo de tenencia dado, tal como se describe a continuaci´ on (en este caso se supone
que se tiene informaci´ on hasta el per´ ıodo n):
i) Con la informaci´ on hasta el per´ ıodo t, se calcula el valor en riesgo del portafolio
con un nivel de conﬁanza α, para el per´ ıodo t + k, [ V aR
(p)
α,t+k, donde k representa el
tiempo de tenencia del portafolio, con t = n1,n1 + 1,...,n − k.






t+k > [ V aR
(p)
t+k
0 en otro caso
(5.5)
La informaci´ on relacionada con It+k constituye el principal insumo para la construc-
ci´ on de pruebas de desempe˜ no, ya que ´ esta forma una sucesi´ on de variables aleatorias
Bernoulli con par´ ametro p, el cual corresponde a la probabilidad de que el retorno del
portafolio exceda el V aRα. Si las observaciones de It+k son i.i.d., entonces la funci´ on




pIt+k (1 − p)
1−It+k = px (1 − p)
m−x (5.6)
donde x es el n´ umero de excepciones y m el n´ umero de observaciones incluidas en el
Backtesting (m = n − (n1 + k) + 1). Con base en (5.6) es posible encontrar el estimador
ML del par´ ametro p, el cual es b p = x/m. Si el V aRα est´ a midiendo de manera apropiada
el riesgo del portafolio, ´ este valor debe ser igual a (1 − α). A partir de estas observa-
ciones, Kupiec [1995] propuso una prueba de raz´ on de verosimilitud para contrastar la
hip´ otesis nula H0 : p = 1−α. El estad´ ıstico para la prueba de “proporci´ on de fallas” de








px (1 − p)
m−x
b px (1 − b p)
m−x

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donde el n´ umerador de (5.7) corresponde al valor de (5.6) evaluado bajo H0. Este es-
tad´ ıstico se distribuye asint´ oticamente Chi-cuadrado con un grado de libertad.
Unsupuestoimportantedetr´ asdeestapruebaesquelas observacionesdeIt+k soni.i.d,
no obstante, en especial en modelos que no tienen en cuenta la dependencia temporal
en los datos, es posible que esta secuencia no satisfaga esta condici´ on, lo que podr´ ıa
llevar a resultados indeseados en la cobertura de riesgo. Por ejemplo, si las excepciones
se encuentran agrupadas en una parte de la muestra, el administrador de portafolio
podr´ ıa predecir que si en un d´ ıa se presenta una excepci´ on del V aRα, la probabilidad
de que se presente una excepci´ on el siguiente d´ ıa es mayor a (1 − α), y por lo tanto,
deber´ ıa tener en cuenta esta informaci´ on para evitar subestimar el riesgo existente en
el portafolio [Christoffersen, 2003].
Es por esto, que Christoffersen [2003] propone una prueba para contrastar la inde-
pendencia entre las excepciones observadas dentro del backtesting. ´ esta se basa en el
supuesto que las realizaciones de la sucesi´ on de variables aleatorias {It}
n
n1+k siguen







donde πij = P (It = j|It−1 = i) con i,j = {0,1} son las probabilidades de transici´ on de
la cadena de Markov, tal que πi0 +πi1 = 1 para i = {0,1}. A partir de esta condici´ on, la
matriz de transici´ on (5.8) se puede rescribir como:
Π1 =

1 − π01 π01
1 − π11 π11

(5.9)
para estimar las probabilidades de transici´ on πij, se hace necesario construir la funci´ on
de verosimilitud para esta sucesi´ on, la cual tiene la forma:
L(Π1) = (1 − π01)
m00 π
m01




donde mij representa el n´ umero de observaciones en las cuales It = j e It−1 = i, con
m00+m01+m10+m11 = m, siendo m el n´ umero total de observaciones incluidas dentro
del backtesting. A partir de la optimizaci´ on de (5.10), el estimador m´ aximo veros´ ımil de
la matriz (5.8) es:
b Π1 =

b π00 b π01












A partir de la matriz (5.8) y algunas consideraciones acerca del comportamiento de
sus probabilidades de transici´ on, es posible establecer si las excepciones son indepen-
dientes. Espec´ ıﬁcamente, para este ejercicio resulta interesante comparar las diferencias
entre π01, la probabilidad de que ma˜ nana se presente una excepci´ on dado que hoy no
ocurri´ o, y π11, la probabilidad de que ma˜ nana el retorno del portafolio exceda el V aRαOSCAR BECERRA Y LUIS F. MELO 61
condicionado a que hoy lo super´ o. Bajo el supuesto de independencia, se debe cumplir
que π01 = π11 = π y por lo tanto la matriz de transici´ on tomar´ a la forma:
Π0 =

1 − π π




que π01 = π11 = π, es igual a b π = m01+m11
m . Con base en estos resultados, Christoffersen













donde `(·) = logL(·). Bajo H0, el estad´ ıstico LRind distribuye asint´ oticamente χ2 con
un grado de libertad. En caso que se rechace H0, se dir´ ıa que las excepciones del V aRα
son dependientes y por lo tanto el modelo utilizado deber´ ıa modiﬁcarse para corregir
estas deﬁciencias.
Finalmente, aunque las dos pruebas de hip´ otesis anteriores brindan informaci´ on acerca
del desempe˜ no del V aRα, ser´ ıa deseable probar de manera conjunta si las observa-
ciones de It+k son independientes y si el promedio de excesos en realidad se acerca al
nivel de signiﬁcancia supuesto para el modelo (1 − α). Para poder tener en cuenta esta
posibilidad, Christoffersen [2003] propone la siguiente prueba de raz´ on de verosimili-










nuevamente `(·) = logL(·), mientras que la matriz Πp corresponde a la matriz de tran-
sici´ on (5.12) evaluada en π = p = (1 − α), siendo α el nivel de conﬁanza considerado
en el modelo V aRα. Bajo la hip´ otesis nula, el estad´ ıstico LRcc asint´ oticamente se dis-
tribuye χ2 con dos grados de libertad. Tal como lo destaca Christoffersen [2003], una
forma sencilla de calcular el estad´ ıstico LRcc es a partir de las ecuaciones (5.7) y (5.13),












































LRcc = LRind + LRpof
para llegar a este resultado, n´ otese que cuando π01 = π11 = π, la funci´ on de verosimili-










Junto con el Backtesting, otra forma de evaluar el V aRα es a trav´ es de las denominadas
funciones de p´ erdida, las cuales tienen en cuenta no s´ olo el n´ umero de excepciones queMEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 62
haya tenido el modelo de riesgo, sino que tambi´ en consideran la magnitud de dichas
excepciones. En general, para un portafolio con un per´ ıodo de tenencia k, un nivel de
conﬁanza α e informaci´ on disponible hasta el per´ ıodo t, la funci´ on de p´ erdida Lt+k
































donde f (x,y) y g (x,y) son dos funciones tales que f (x,y) ≥ g (x,y) para todo y ∈ R.
En otras palabras, dado un valor del V aRα, la funci´ on de p´ erdida siempre castigar´ a de
maneram´ asfuertecuandoseexcedeelvalorenriesgo.N´ otesequelafunci´ onLt+k toma
la forma de la sucesi´ on It+k (ecuaci´ on (5.5)) en el caso en que f (x,y) = 1 y g (x,y) = 0.
Uno de los principales usos de las funciones de p´ erdida es en la construcci´ on de´ ındices





de esta manera, a medida que L es m´ as alto, dado que Lt+k es no decreciente en r
(p)
t+k,
el modelo de riesgo presenta un peor desempe˜ no. As´ ı, el mejor modelo ser´ a aquel que
minimice (5.17) y por lo tanto, si la c´ opula es utilizada con el ﬁn de calcular medidas
de riesgo para el portafolio, esta observaci´ on podr´ ıa ser considerada como un criterio
adicional para la selecci´ on de la c´ opula (ver Secci´ on 4.3). Para la construcci´ on de es-
tos ´ ındices, se han propuesto diferentes funciones de p´ erdida, siendo una de las m´ as
























Adicionalmente, este autor comenta que las pruebas de Christoffersen, descritas ante-
riormente, tienen baja potencia y recomienda pruebas adicionales basadas en la funci´ on
de p´ erdida cuadr´ atica deﬁnida en (5.18).








para la construcci´ on del ´ ındice de desempe˜ no puede llevar a desechar modelos apro-
piados para la medici´ on de riesgo, si estos presentan excepciones de gran tama˜ no y,
en consecuencia, propone el uso de las siguientes funciones f (x,y) en la deﬁnici´ on de
Lt+k, las cuales son menos sensibles ante valores at´ ıpicos y establecen una medida deOSCAR BECERRA Y LUIS F. MELO 63















































































Adicionalmente, con el ﬁn de evitar los problemas presentados por la funci´ on de p´ erdi-
da (5.18), este autor propone utilizar cada una de las funciones deﬁnidas en (5.19) sobre
toda la muestra, no solamente sobre los valores que exceden el V aRα, en otras palabras,
fi = gi, i = 1,2,3.
• Modelos de Backtesting para el ESα
De la misma forma que en el caso anterior, existen pruebas para evaluar el desempe˜ no
del ESα en la medici´ on de riesgos de mercado. Dichas pruebas se basan en la siguiente
observaci´ on: ya que el ESα es el valor esperado de las p´ erdidas del portafolio, condi-
cionadas a que estas excedieron el V aRα, al realizar una prueba de desempe˜ no sobre
la informaci´ on hist´ orica de las series, la diferencia promedio entre los retornos que ex-
cedan el V aRα y el ESα estimados para esos mismos d´ ıas deber´ ıa ser cero. Formal-
mente, para un per´ ıodo de tenencia k y un nivel de conﬁanza α, se deﬁne la secuencia














donde It+k est´ a deﬁnido como en (5.5). De aqu´ ı, H
(p)
t+k es una secuencia de variables







contrastar esta hip´ otesis, McNeil y Frey [2000] proponen el uso de un estad´ ıstico t cal-
culado a partir de t´ ecnicas bootstrap36, las cuales no realizan supuestos sobre la distribu-
ci´ on de los datos. Vale la pena mencionar que en aquellos casos en los que la varianza
de los datos no es constante en el tiempo, es necesario reescalar (5.20) por el factor
1/b σt+k, donde b σt+k es el pron´ ostico de la desviaci´ on est´ andar para el per´ ıodo t+k, con
la informaci´ on disponible hasta el per´ ıodo t.
5.2. Modelos de riesgo de cr´ edito. Al igual que en el riesgo de mercado, las c´ opulas
pueden ser usadas para ayudar a explicar de mejor manera el riesgo crediticio. En esta
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secci´ on, se presenta la aproximaci´ on propuesta por Li [2000], la cual ha sido adoptada
dentro de la metodolog´ ıa utilizada por J.P. Morgan para la medici´ on de riesgo37. Cabe
destacar que aparte de la propuesta de Li, existen otras aplicaciones de c´ opulas para
medici´ on de riesgo de cr´ edito, las cuales se discuten en Frey et al. [2001]38.
De acuerdo con la metodolog´ ıa de Li [2000], la distribuci´ on de p´ erdidas de un portafolio
invertido en instrumentos de cr´ edito pueden ser obtenida a trav´ es de t´ ecnicas de Monte
Carlo donde se simulan posibles “eventos crediticios”39.
Suponga que se tiene un portafolio que contiene n activos riesgosos (contrapartes) en un
momento inicial t0 = 0 y un horizonte ﬁjo T. La exposici´ on del portafolio a cada una de
las contrapartes est´ a representada por Ni, i = 1,...,n. En el caso m´ as simple, se tienen s
escenarios en los que es posible que las contrapartes incumplan o no incumplan40. Para
cada uno de los escenarios, la p´ erdida que presentar´ ıa el portafolio est´ a deﬁnida por:
Lij =
(
0 Si i no incumple en el escenario j
Ni (1 − Ri) Si i incumple en el escenario j
(5.21)
donde i = 1,...,n, j = 1,...,s y Ri es la tasa de recobro, la que por simplicidad se






donde ω = [ω1,...,ωn]
0 es el vector de posiciones del portafolio41. De esta manera, la







A diferencia del modelo de medici´ on de riesgo de mercado, donde V aRα corresponde
al α−´ esimo cuantil de la distribuci´ on de p´ erdidas del portafolio, en este modelo, el V aR
asociado al riesgo de cr´ edito, CreditV aRα, est´ a deﬁnido por:
CreditV aRα (ω) = MLα (ω) − EL(ω) (5.24)
37Esta secci´ on sigue de cerca la descripci´ on del modelo de Li [2000] realizada por Di Clemente y Romano
[2004].
38Para una discusi´ on detallada de modelos de riesgo de cr´ edito, v´ ease McNeil et al. [2005], Rachev et al.
[2005], Nyfeler [2000], KMV Corporation [2003], JP Morgan & Incorporated [1997] y Credit Suisse Financial
Products [1997].
39En general, un evento crediticio se deﬁne como la ocurrencia de al menos una de las siguientes
situaciones: i) Bancarrota; ii) no pago (ya sea del principal o de los intereses); iii) incumplimiento de la
obligaci´ on; iv) aceleraci´ on de la obligaci´ on; v) repudio/moratoria y vi) reestructuraci´ on.
40En este modelo, se desconoce la posibilidad de que las contrapartes “migren” entre diferentes caliﬁca-
ciones de riesgo.
41Di Clemente y Romano [2004] discuten la metodolog´ ıa para obtener las participaciones que optimizan
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donde α es un nivel de conﬁanza dado, por ejemplo 0,95 o 0,99, y MLα (ω) es el α−´ esimo
cuantil de la distribuci´ on de Lj. Por su parte, el ESα se deﬁne como:
ESα (ω) = MLα (ω) +
1
(1 − α) s
s X
j=1
[Lj (ω) − MLα (ω)]I{Lj(ω)−MLα(ω)>0} (5.25)
As´ ı, la correcta medici´ on de riesgo depende de la generaci´ on de escenarios conﬁables
paralacreaci´ ondeladistribuci´ ondep´ erdidasdelportafolio.Engeneral,estametodolog´ ıa
se implementa en tres pasos, los cuales se presentan a continuaci´ on.
i) En primer lugar, se describe el comportamiento univariado de cada una de las con-
trapartes a trav´ es de la variable aleatoria τi, la cual indica el tiempo que transcurre
entre el momento inicial t0 y el incumplimiento para la i-´ esima contraparte42. La
probabilidad de que no se presente un incumplimiento hasta en el momento t para
la contraparte i se encuentra determinada por su funci´ on de sobrevivencia, la cual
se deﬁne como:








donde hi (u) es la funci´ on hazard de la contraparte i43. Por simplicidad, es com´ un
suponer que esta funci´ on es constante en el tiempo, es decir, depende ´ unicamente
de las caracter´ ısticas propias de la contraparte i. Bajo este supuesto, τi sigue una
distribuci´ on exponencial con par´ ametro hi:
Fi (t) = P (τi ≤ t)







= 1 − e−hit
(5.27)
de esta manera, el modelamiento univariado de los tiempos hasta el incumplimien-
to τi se encuentra determinado completamente por la funci´ on hi. En la pr´ actica, hi
puede ser obtenido de diferentes formas, entre las que se destacan:
• El uso de probabilidades de incumplimiento publicadas por agencias caliﬁcadoras,
por ejemplo, Standard and Poor’s y Moody’s [Di Clemente y Romano, 2004]. Si
qi (0,t) es la tasa de incumplimiento promedio acumulada en el horizonte (0,t),
´ esta se puede tomar como un estimador de Fi (t) y al reemplazarla en (5.27) se
obtiene:
hi =
−log[1 − qi (0,t)]
t
(5.28)
• A partir de la metodolog´ ıa de Merton, descrita en Delianedis y Geske [1998].
42De acuerdo con esta deﬁnici´ on, se dice que la contraparte i incumple cuando τi < T.
43Una discusi´ on detallada de las funciones de supervivencia y hazard se encuentra en Klein y
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• Basados en la construcci´ on de una “curva de cr´ edito”, donde se genera una estruc-
tura a plazos de las tasas de incumplimiento [Li, 1998, 2000].
ii) En segundo lugar, la relaci´ on existente entre los tiempos hasta el incumplimiento de
las contrapartes se modela a partir de su funci´ on de probabilidad conjunta Fτ1,...,τn,
deﬁnida como:
Fτ1,...,τn (t1,...,tn) = P (τ1 ≤ t1,...,τ1 ≤ tn) (5.29)
utilizando el teorema de Sklar (Secci´ on 3.2) sobre la ecuaci´ on anterior, se tiene que:
Fτ1,...,τn (t1,...,tn) = C (F1 (t1),...,Fd (td)) (5.30)
para una c´ opula C. En esta ecuaci´ on, las funciones de distribuci´ on marginales co-
rresponden a las distribuciones exponenciales obtenidas en el paso anterior.
iii) Por ´ ultimo, la distribuci´ on de p´ erdidas del portafolio, el CreditV aRα y el ESα son
calculados a partir de las ecuaciones (5.21) a (5.25) y los algoritmos de simulaci´ on
propuestos en la Secci´ on 3.6.
En aplicaciones particulares de esta metodolog´ ıa, Li [2000] propone el uso de la c´ opula
Gaussiana para describir el comportamiento multivariado de los tiempos hasta el default
(ecuaci´ on (5.29)), donde se utiliza como matriz de correlaciones la matriz estimada para
los activos asociadas a las contrapartes. Esta aproximaci´ on fue extendida a otras familias
de c´ opulas por Meneguzzo y Vecchiato [2002] y Mashal y Zeevi [2002], entre otros.
Finalmente, cabe destacar que la anterior metodolog´ ıa resulta apropiada incluso para la
modelaci´ on de instrumentos de riesgo m´ as estructurados, como por ejemplo los basket
default swaps y los collateralized debt obligation (CDO)44. En estos casos, la construcci´ on de
las p´ erdidas del portafolio (ecuaci´ on (5.21)) requiere ser ajustada para tener en cuenta las
caracter´ ısticas propias del instrumento evaluado. Una aplicaci´ on de esta metodolog´ ıa a
basket default swaps y CDOs se encuentra en Cherubini et al. [2004].
6. UNA APLICACI´ ON DE LAS C´ OPULAS A LA VALORACI´ ON DEL RIESGO DE MERCADO
En secciones anteriores, se presentaron las principales caracter´ ısticas de la c´ opula y la
forma de aplicarlas en la valoraci´ on de riesgo de mercado y de cr´ edito. A continuaci´ on,
se presentan los resultados de un ejercicio para calcular el Valor en Riesgo (V aRα) de
un portafolio conformado por tres activos representativos del mercado colombiano: el
´ Indice General de la Bolsa de Colombia (IGBC), la tasa representativa del mercado (TRM)
y un producto representativo del mercado de deuda, un t´ ıtulo de deuda del Gobierno
Nacional (TES) con vencimiento de 10 a˜ nos. Para este ejercicio, se seleccion´ o el per´ ıodo
diario comprendido entre el 8 de octubre de 2002 y el 31 de mayo de 2007, para un total
de 1135 observaciones.
Los gr´ aﬁcos del negativo de los retornos logar´ ıtmicos (p´ erdidas) de cada una de las se-
ries de estudio se encuentran en el Gr´ aﬁco 6.1. En una primera etapa, esta ﬁgura permite
44Para una descripci´ on de este tipo de instrumentos v´ ease JP Morgan & Incorporated [2000].OSCAR BECERRA Y LUIS F. MELO 67
identiﬁcar algunas caracter´ ısticas de las series de estudio. En primer lugar, la volatili-
dad de los retornos muestra patrones irregulares en el tiempo, sugiriendo la presencia
de conglomerados de volatilidad; en segundo lugar, en diferentes puntos de la muestra,
es notoria la presencia de valores at´ ıpicos. Como es com´ un en el estudio de activos ﬁ-
nancieros, este comportamiento indica que la distribuci´ on de los retornos de cada uno de
los activos esta descrita por una distribuci´ on de colas pesadas [Engle, 1982]. En efecto,
cuando se comparan las distribuciones emp´ ıricas de cada uno de los activos con una dis-
tribuci´ on normal, las principales diferencias se encuentran en las colas de la distribuci´ on
(Gr´ aﬁco 6.2).
Como se mencion´ o en la Secci´ on 4.4, un factor importante en la modelaci´ on de la depen-
dencia multivariada es conocer si existe alg´ un tipo de patr´ on o regularidad temporal para
las series de estudio. Despu´ es de analizar funciones de autocorrelaci´ on sobre los retornos
en niveles y al cuadrado, al igual que otras herramientas tradicionales en series de tiem-
po, se identiﬁco un modelo VAR(10)- GARCH(1,1) sobre las tres series45. Las pruebas de
diagn´ ostico sobre los residuales estandarizados del modelo se encuentran el Anexo B, en
general estas pruebas muestran que no existen indicios de autocorrelaci´ on, ni de efectos
ARCH remanentes.
A partir de este punto y siguiendo de cerca el enfoque de Carmona [2004], se estimaron
las funciones de distribuci´ on marginales para los residuales estandarizados de cada ecua-
ci´ on a trav´ es de un estimador semiparam´ etrico, en el que en el centro de la distribuci´ on
se utiliza la funci´ on de distribuci´ on emp´ ırica mientras que las colas de la distribuci´ on
son ajustadas a partir de la teor´ ıa del valor extremo. Esta aproximaci´ on se justiﬁca por
dos razones. Por un lado, esta aproximaci´ on evita realizar supuestos fuertes sobre la for-
ma funcional de las distribuciones marginales. Por otro lado, la informaci´ on disponible
a partir del uso de las distribuciones emp´ ıricas resulta insuﬁciente en el an´ alisis de la
probabilidad de ocurrencia de valores extremos en las series, en consecuencia, es mejor
utilizar estimadores param´ etricos o semiparam´ etricos en la estimaci´ on de las colas de la
distribuci´ on.
La funci´ on de distribuci´ on ajustada para los residuales de la ecuaci´ on de las p´ erdidas del
IGBC se presenta en el Gr´ aﬁco 6.3. Adicional a la distribuci´ on, se presentan el histogra-
ma de la variable aleatoria uniforme derivada de la funci´ on de distribuci´ on marginal 
u1t = b F (r1t)

, junto con un gr´ aﬁco de Q-Q en el que se comparan los cuantiles de la
funci´ on de distribuci´ on estimada con respecto a los de una variable aleatoria uniforme
(0,1). Como se mencion´ o en la Secci´ on 4.2, un supuesto importante para que la esti-
maci´ on de la c´ opula sea apropiada es que los valores pertenecientes a la pseudo muestra
ut = [u1t,...,udt]
0 sigan una distribuci´ on uniforme est´ andar. Las gr´ aﬁcas sugieren que
la aproximaci´ on semiparam´ etrica de Carmona es apropiada. Esta conclusi´ on se conﬁrmo
realizando una prueba de Kolmogorov – Smirnov, en la cual no se encuentra evidencia
45Teniendo en cuenta que los residuales del modelo estimado no siguen una distribuci´ on normal, es
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GR´ AFICO 6.1. Negativo de los retornos logar´ ıtmicos de las variables seleccionadas
l l























l l l l



















l l l l





































l l l l l l l l

















l l l l l l
l l l l l l l l l l
l l l
l l l l l
l l l l
l l l
l
l l l l l l l l
l l
l l l l





l l l l l l l l ll l l l l
l l l l l l l l l l l l l l l l l l l
l


































l l l l l l l l
l
l l ll

































l l ll l
l










































l l l l l l
l
l l l l
l l l l l
l l

















l l l l l
l
l l
l l l l
l
l l l l
l




























































l l l l l
l
l
























































































































l l l ll
l l
l


































































































































l l l l l l
l
l l






























































































































































































































































































































































































































































































































































































l l l l l







































l l l l










l l l l l l l l l l l l l l l l
l l l l l
l l l
l l ll l l l l l l
l











l l l l l ll l l l
l l




l l l l l




















































































































































































































































































































































































































































































l l l l l


























































































































l l l l


































































































































































































































































































































































































































l l l l
l l
l l l
































































































GR´ AFICO 6.2. Gr´ aﬁcos Q-QOSCAR BECERRA Y LUIS F. MELO 69
estad´ ıstica para rechazar la hip´ otesis nula de que la distribuci´ on marginal ajustada sigue
una distribuci´ on uniforme est´ andar46.
















l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l
l l l l ll l l l l l l ll l l l l l l l ll ll l l l l l l l l l l l l l l l l l l l l l l l l l




















l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l l










Gráfico de Q−Q de u




















GR´ AFICO 6.3. Estimaci´ on semiparam´ etrica de las colas de la distribuci´ on
(-Dlog IGBC)
Con la pseudo muestra obtenida en el paso anterior, se procede a estimar la copula C.
No obstante, no existe un criterio ´ unico ni deﬁnitivo para seleccionar una c´ opula a-priori
sobre estos datos. En cambio, se estiman varias c´ opulas para describir el comportamiento
conjunto de estas tres series. Las c´ opulas seleccionadas son cinco, las cuales describen
diferentes patrones de comportamiento multivariado: la de independencia, dos c´ opulas
el´ ıpticas, la normal y la t multivariada, y tres c´ opulas de Arqu´ ımedes, la Gumbel, Clayton
y Frank, las cuales se describen en la Secci´ on 3.5.
A partir de los resultados de la estimaci´ on, se calculan los criterios de selecci´ on de la
c´ opula descritos en la Secci´ on 4.3, los cuales se presentan en la Tabla 6.1. De acuerdo con
´ estos, las c´ opulas que muestran un mejor ajuste son las c´ opulas el´ ıpticas, ya sea la nor-
mal o la t multivariada. De los siete criterios de selecci´ on evaluados, la c´ opula t obtiene
los mejores resultados en cinco de ellos (log verosimilitud, el criterio AIC y las tres es-
tad´ ısticas de bondad de ajuste con respecto a la c´ opula emp´ ırica), mientras que la normal
obtiene los resultados m´ as satisfactorios en los criterios BIC y HQ. En el Gr´ aﬁco 6.4, se
presentan las curvas de nivel asociadas a la c´ opula emp´ ırica y la c´ opula t estimada. En
´ este, resulta evidente el grado de correspondencia entre los datos y esta c´ opula. Teniendo
46Aunque en el Gr´ aﬁco 6.3 se presentan ´ unicamente los resultados para los residuales de la ecuaci´ on
asociada a las p´ erdidas del IGBC, se obtienen conclusiones similares para los residuales de las otras dos
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en cuenta estos resultados, las secciones siguientes usar´ an las c´ opulas t y Gaussiana para










Normal 42,71 3 39,71 -64,35 -73,73 13,85 3,12 2,39
t 44,83 4 40,83 -57,16 -72,89 13,25 2,64 2,27
Gumbel 9,8 1 8,80 -12,58 -15,70 31,64 4,15 9,67
Clayton 3,23 1 2,23 0,56 -2,56 37,09 4,39 11,14
Frank 10,44 1 9,44 -13,85 -16,97 28,90 4,25 7,55
Independencia n.a. n.a. n.a. n.a. n.a. 46,90 5,34 21,12


















































































GR´ AFICO 6.4. Curvas de nivel de la c´ opula t estimada y la c´ opula emp´ ırica
Por ´ ultimo, despu´ es de seleccionar las c´ opulas m´ as apropiadas, es posible utilizar ´ estas
para la medici´ on de riesgo de mercado, en particular, en el c´ alculo del valor en riesgo,
V aRα, y la p´ erdida esperada en las colas, ESα, para un portafolio conformado por estos
tresactivos.Losresultadosobtenidossiguenlaaproximaci´ onrealizadaporsimulaci´ ondeOSCAR BECERRA Y LUIS F. MELO 71
Monte Carlo, descrita en la Secci´ on 5.1.1, suponiendo que la participaci´ on de cada uno de
los tres activos representa un tercio del portafolio. Utilizando la informaci´ on disponible
hasta el 31 de mayo de 2007 y un per´ ıodo de tenencia de un d´ ıa, la distribuci´ on de p´ erdi-
das simulada a partir de la c´ opula t se presenta en el Gr´ aﬁco 6.5, donde, para un nivel
de conﬁanza de 95%, el V aR95 y el ES95 obtenidos son 0,815 y 1,259, respectivamente.
En otras palabras, para un portafolio con un valor total de 100 millones de pesos repar-
tido por igual entre estos tres activos, para el primero de junio de 2007, con un nivel de
conﬁanza de 95% se esperaba que las p´ erdidas del portafolio no superasen 815 mil pesos









































GR´ AFICO 6.5. Distribuci´ on simulada del portafolio y medidas de riesgo
para el 1/06/2007 a partir de la c´ opula t (per´ ıodo de tenencia un d´ ıa)
6.1. Pruebas de desempe˜ no (Backtesting) del V aRα y el ESα. En la secci´ on anterior,
se estimaron el V aRα y el ESα para un portafolio compuesto por tres activos: el ´ ındice
accionario colombiano (IGBC), la tasa de cambio peso d´ olar (TRM) y un t´ ıtulo representa-
tivo de los t´ ıtulos de deuda a diez a˜ nos (TES) para el primero de junio de 2007 y un nivel
de conﬁanza de 95%. A continuaci´ on, se eval´ ua el uso de las c´ opulas en la medici´ on de
riesgo de mercado utilizando las pruebas de desempe˜ no (Backtesting) presentadas en la
Secci´ on 5.1.2. Estas pruebas, por un lado, permiten establecer si las c´ opulas seleccionadas
exhiben un desempe˜ no satisfactorio comparado con otros m´ etodos est´ andar de medici´ on
de riesgo de mercado y, por otro lado, se convierten en un criterio adicional para la selec-
ci´ on de la c´ opula.
Como se mencion´ o en la Secci´ on 5.1.2, las pruebas de backtesting juegan un papel fun-
damental en la medici´ on de riesgo, ya que estas permiten establecer, sobre un rango de
d´ ıas observado, si las metodolog´ ıas aplicadas para cuantiﬁcar el riesgo de un portafolio
muestran un desempe˜ no satisfactorio. Por ejemplo, para el valor en riesgo, se utilizan
como indicadores tanto del n´ umero de ocasiones en que los retornos superan el V aRαMEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 72
como la magnitud de estas excepciones. Por su parte, para la p´ erdida esperada en las
colas, se eval´ uan las diferencias entre la magnitud promedio de las excepciones esperada
y observada.
Con el ﬁn de establecer si las medidas de riesgo de mercado basadas en los modelos de
c´ opulas, incluyendo la modelaci´ on del primer y segundo momento condicional a trav´ es
de modelos VAR – GARCH, exhiben ventajas sobre otras metodolog´ ıas, se realizan prue-
bas de desempe˜ no para otros modelos simples y ampliamente utilizados en la medici´ on
de riesgo. En particular, este ejercicio eval´ ua el desempe˜ no del c´ alculo del V aRα por
la metodolog´ ıa de RiskMetrics R 
 y aquella que supone normalidad multivariada de los
retornos. Estas dos ´ ultimas aproximaciones se describen en detalle en Melo y Becerra
[2006]. Cabe destacar que mientras los modelos de c´ opula modelan los dos primeros mo-
mentos de las series, la metodolog´ ıa RiskMetrics R 
 ´ unicamente modela dependencia en
el segundo momento y la metodolog´ ıa basada en la normalidad multivariada de los re-
tornos, supone que las series son i.i.d.
Los gr´ aﬁcos de Backtesting, con un nivel de conﬁanza de α = 0,95, se presentan en el
Gr´ aﬁco6.6.Enestos,esposibleobservarqueparalametodolog´ ıaquesuponenormalidad
multivariada de los retornos de los activos, el V aR95 present´ o 13 excepciones, que es
exactamente el n´ umero de excepciones esperadas. No obstante, la mayor´ ıa de estas (11)
se encuentran en los primeros 30 d´ ıas de la muestra, lo que contradice el principio de
independencia y adem´ as, evidencia el sesgo que posee esta metodolog´ ıa en la estimaci´ on
del riesgo.
Por su parte, al evaluar el n´ umero de excepciones del V aR95 obtenido por la metodolog´ ıa
de RiskMetrics R 
, ´ esta ´ ultima muestra un comportamiento altamente satisfactorio, 14 ex-
cepciones. Este resultado contrasta con el n´ umero de excepciones obtenido en la apli-
caci´ on de la c´ opula t y la c´ opula normal, en las que se presentan 18 y 20 excepciones,
respectivamente. Si bien este resultado sugerir´ ıa que la metodolog´ ıa de RiskMetrics R 
 re-
sulta superior a la de c´ opula, es necesario realizar an´ alisis adicionales, como por ejemplo,
realizar pruebas de hip´ otesis sobre el proceso de excepciones (ver Secci´ on 5.1.2), obser-
var el comportamiento del valor en riesgo para niveles de conﬁanza mayores (e.g. 99%
o 99,5%) los cuales son com´ unmente usados en la medici´ on de riesgos de mercado y
observar las funciones de p´ erdida, las cuales permitir´ an establecer con un mayor detalle
cu´ al es la mejor t´ ecnica para cuantiﬁcar el riesgo del portafolio.
Los resultados de las pruebas de desempe˜ no del V aRα calculado por normalidad y
RiskMetrics R 
, para niveles de conﬁanza α = 0,95, α = 0,99 y α = 0,995 se presen-
tan en la Tabla 6.2. Como se coment´ o, debido al episodio de alta volatilidad registrado
en los primeros d´ ıas de la muestra, el V aR95 suponiendo normalidad report´ o el n´ umero
de excepciones esperadas, no obstante, los resultados de la prueba de independencia
propuesta por Christoffersen sugieren que el n´ umero de excepciones no es un proceso
independiente.
Para el V aRα calculado bajo el supuesto de normalidad, a medida en que se aumenta los
niveles de conﬁanza, el n´ umero de excepciones observado supera de manera sistem´ aticaOSCAR BECERRA Y LUIS F. MELO 73


































































































































































































GR´ AFICO 6.6. Gr´ aﬁcos de Backtesting para los modelos VAR-GARCH
c´ opula t (panel superior izquierdo), VAR-GARCH c´ opula normal (panel
superior derecho), el m´ etodo de RiskMetrics R 
 (panel inferior izquierdo)
y el de normalidad (panel inferior derecho)
el n´ umero de excepciones esperado, lo que es ratiﬁcado por el resultado de la prueba
de proporci´ on de fallas. Al igual que en el m´ etodo de normalidad, el n´ umero de excep-
ciones obtenido por el m´ etodo RiskMetrics R 
 sobrestima el nivel de riesgo a medida que
el nivel de conﬁanza aumenta. No obstante, ya que este ´ ultimo m´ etodo tiene en cuenta la
varianza condicional de la serie, no se encuentra evidencia para suponer que el n´ umero
de excepciones no es un proceso independiente (Tabla 6.2).
De otra parte, los resultados obtenidos con la c´ opula t y la c´ opula normal son satisfac-
torios ya que la proporci´ on de fallas observada se encuentra cerca de su valor espera-
do y adem´ as, las pruebas de independencia sugieren que las excepciones se distribuyen
aleatoriamente en el per´ ıodo de evaluaci´ on (Tabla 6.3). Relativo a las metodolog´ ıas ante-
riores, el V aRα obtenido con la combinaci´ on de modelos VAR–GARCH y c´ opulas exhibeMEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 74
Normal RiskMetrics R 

Nivel de conﬁanza 95% 99% 99,5% 95% 99% 99,5%
Excepciones 13 10 7 14 7 6
Excepciones esperadas 13 3 1 13 3 1
Prop. de fallas (POF) 5,2% 4,0% 2,8% 5,6% 2,8% 2,4%
POF esperadas 5,0% 1,0% 0,5% 5,0% 1,0% 0,5%
Pruebas de desempe˜ no Normal RiskMetrics R 

Prop. de fallas (POF) 0,03 13,01 12,80 0,20 5,53 9,45
(valor-p) (0,87) (<0,01) (<0,01) (0,66) (0,02) (<0,01)
Independencia 9,57 8,45 6,74 1,54 1,85 0,30
(valor-p) (<0,01) (<0,01) (<0,01) (0,21) (0,17) (0,59)
POF e independencia 9,60 21,47 19,54 1,74 7,34 9,75
(valor-p) (<0,01) (<0,01) (<0,01) (0,41) (0,02) (0,01)
TABLA 6.2. Resultados obtenidos suponiendo Normalidad y por el m´ eto-
do RiskMetrics R 
 (Muestra: 2006/05/19-2007/05/31)
mejores resultados, debido a que, por un lado, considera los cambios en el primer y se-
gundo momento condicional de las series que conforman el portafolio y, por otro lado,
no realiza supuestos fuertes sobre las distribuciones marginales, permitiendo que ´ estas
muestren colas m´ as pesadas que las de la distribuci´ on normal.
Hasta el momento, el desempe˜ no del V aRα obtenido por diferentes metodolog´ ıas se ha
evaluado a partir de indicadores derivados de la frecuencia y el orden en el cual se pre-
sentan las excepciones del V aRα. No obstante, como se mencion´ o en la Secci´ on 5.1.2,
otro factor importante para la evaluaci´ on de los modelos de medici´ on de riesgo se en-
cuentra en las magnitudes de las p´ erdidas que superen al V aRα. En consecuencia, en
la Tabla 6.4 se presentan los valores de las funciones de p´ erdida descritas anteriormente
(ecuaciones (5.18) y (5.19)) para cada una de las metodolog´ ıas consideradas. Por simpli-
cidad, se supone que para todos los casos g (x,y) = 0 (ecuaci´ on (5.16)).
De acuerdo con la Tabla 6.4, las funciones de p´ erdida para las metodolog´ ıas derivadas
de las c´ opulas son sustancialmente menores que para el V aRα por normalidad y por
RiskMetrics R 
, lo que respalda el uso de las c´ opulas en la medici´ on de riesgo. Aunque
para α = 0,95 la c´ opula normal exhibe un desempe˜ no ligeramente superior, la c´ opula
t es aquella que muestra un mejor comportamiento, factor que deber´ ıa ser tenido en la
selecci´ on deﬁnitiva de la c´ opula.
Por ´ ultimo, otro factor importante es observar el comportamiento del ESα para los mo-
delos apropiados para la medici´ on de riesgo. Al evaluar el desempe˜ no del ESα para la
c´ opula t y la c´ opula normal utilizando la metodolog´ ıa propuesta en la segunda parte deOSCAR BECERRA Y LUIS F. MELO 75
C´ opula t C´ opula normal
Nivel de conﬁanza 95% 99% 99,5% 95% 99% 99,5%
Excepciones 18 3 2 20 3 3
Excepciones esperadas 13 3 1 13 3 1
Proporci´ on de fallas (POF) 7,2% 1,2% 0,8% 8,0% 1,2% 1,2%
POF esperadas 5,0% 1,0% 0,5% 5,0% 1,0% 0,5%
Pruebas de desempe˜ no C´ opula t C´ opula normal
Proporci´ on de fallas (POF) 2,30 0,10 0,39 4,10 0,10 1,78
(valor-p) (0,13) (0,75) (0,53) (0,04) (0,75) (0,18)
Independencia 0,38 0,07 0,03 1,19 0,07 0,07
(valor-p) (0,54) (0,79) (0,86) (0,28) (0,79) (0,79)
POF e independencia 2,69 0,17 0,42 5,29 0,17 1,85
(valor-p) (0,26) (0,92) (0,81) (0,07) (0,92) (0,40)
TABLA 6.3. Resultados obtenidos con la c´ opula t y la c´ opula normal
(Muestra: 2006/05/19-2007/05/31)
Funci´ on f C´ opula t C´ opula Normal RiskMetrics R 
 Normalidad
Lt+1|t (α = 0,95)
fL 23,0 25,0 43,2 43,2
f1 9,3 8,7 15,7 15,7
f2 7,0 6,7 29,5 29,5
f3 7,2 7,1 16,3 16,3
Lt+1|t (α = 0,99)
fL 4,4 4,7 27,8 27,8
f1 1,8 2,1 7,3 7,3
f2 1,7 2,2 12,2 12,2
f3 1,6 1,6 10,6 10,6
Lt+1|t (α = 0,995)
fL 3,1 4,3 21,6 21,6
f1 1,2 1,4 5,6 5,6
f2 1,1 1,5 8,9 8,9
f3 1,2 1,3 9,1 9,1
TABLA 6.4. Funciones de P´ erdida para un per´ ıodo de tenencia de un d´ ıa
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la Secci´ on 5.1.2 (ecuaci´ on (5.20)), se encuentra que para todos los niveles de conﬁanza, el
ESα obtenido por estas aproximaciones es adecuado (Tabla 6.5).
Nivel de conﬁanza
95% 99% 99,5%
C´ opula t 0,445 0,450 0,432
C´ opula normal 0,465 0,424 0,469
TABLA 6.5. Valores–p obtenidos en las pruebas de backtesting para el ESα
con un per´ ıodo de tenencia de un d´ ıa (Muestra: 2006/05/19-2007/05/31)
6.2. Otras aplicaciones del V aRα. Adem´ as de brindar informaci´ on sobre el riesgo sub-
yacente de un portafolio, es importante analizar la sensibilidad de las medidas de riesgo
ante cambios en las posiciones de los activos, ya que esto resulta de gran valor para una
apropiada administraci´ on de riesgo. Con este ﬁn, esta secci´ on presenta dos medidas de
sensibilidad del V aRα a cambios en las posiciones de los activos, el V aRα marginal y el
V aRα diferencial.
El VaR marginal se deﬁne como la cantidad de riesgo que la posici´ on del activo i adiciona
al portafolio P. Para un nivel de conﬁanza α se tiene la siguiente expresi´ on:
V aRM = V aR
P−pi
t+k|t (α) − V aRP
t+k|t (α)
En este caso se supone que el dinero obtenido por la liquidaci´ on del activo i se dis-
tribuye proporcionalmente dentro de los dem´ as activos que conforman el portafolio. Si
V aRM > 0, entonces liquidar el activo i aumenta el riesgo del portafolio en V aRM
unidades monetarias.
Noobstante,elV aRα marginalofreceinformaci´ onsobreelcambioenelriesgodelportafo-
lio cuando la posici´ on del activo i es liquidada, lo que si bien es informativo, puede re-
sultar extremo en la mayor´ ıa de los casos. Una alternativa a esta medida se encuentra en
el V aRα diferencial, el cual indica el cambio en el VaR del portafolio P ante un aumento
en la posici´ on en el activo i de δ × 100%. Formalmente:
V aRD = V aR
P+δpi
t+k|t (α) − V aRP
t+k|t (α)
N´ otese que V aRM = V aRD si δ = −1. Cuando V aRD > 0, aumentar en δ × 100%
la posici´ on del activo i aumenta el riesgo del portafolio en V aRD unidades monetarias.
Estas medidas alternativas se pueden obtener a partir del V aRα calculado utilizando
el procedimiento descrito en la Secci´ on 5.1.1 y el V aRα evaluado en las ponderaciones
propuestas en cada caso.
Los resultados obtenidos para el V aRα marginal y el V aRα diferencial reportados para
el per´ ıodo de desempe˜ no del V aRα son presentados en la Tabla 6.6, utilizando un nivel
de conﬁanza de α = 0,95 y δ = 0,05. Los resultados indican que dentro del portafolio, elOSCAR BECERRA Y LUIS F. MELO 77
activo m´ as riesgoso es el ´ ındice accionario, mientras que la tasa de cambio y el t´ ıtulo de
deuda soberana muestran comportamientos similares.
Por ejemplo, si se tiene un portafolio de 100 millones de pesos, para el per´ ıodo compren-
dido entre el 4 de agosto y el 17 de octubre de 2006, el resultado del V aR95 marginal
implica que liquidar la posici´ on mantenida en el ´ ındice accionario llevar´ ıa una reduc-
ci´ on del valor en riesgo del portafolio de 241 mil pesos, mientras que en los otros dos
casos, se tendr´ ıa un incremento en el riesgo del portafolio de 336 mil pesos y 214 mil
pesos, respectivamente. Consistentemente, el V aR95 diferencial sugiere que incrementar
la posici´ on en tasa de cambio y t´ ıtulos de deuda contribuir´ ıa a reducir el valor en riesgo
del portafolio. Al igual que en las aplicaciones anteriores, el V aRα marginal y el V aRα
diferencial cambian en el tiempo (son m´ as altas en per´ ıodos m´ as vol´ atiles), destacando la
importancia de actualizar las medidas de riesgo del portafolio.
Per´ ıodo
VaR marginal (%) VaR diferencial (%)
IGBC TRM TES IGBC TRM TES
19-May-06 03-Ago-06 -0,929 1,237 0,658 0,0734 -0,0767 0,0474
04-Ago-06 17-Oct-06 -0,241 0,336 0,214 0,0093 -0,0051 -0,0131
18-Oct-06 03-Ene-07 -0,269 0,276 0,205 0,0162 -0,0302 -0,0381
04-Ene-07 15-Mar-07 -0,226 0,363 0,259 0,0246 -0,0151 -0,0088
16-Mar-07 31-May-07 -0,265 0,315 0,332 0,0189 -0,0111 -0,0194
TABLA 6.6. Mediana del V aRα marginal y V aRα diferencial con α =
0,95, δ = 0,05 y k = 1 d´ ıa (Muestra: 2006/05/19-2007/05/31)
7. COMENTARIOS FINALES
En este documento, se presentaron la deﬁnici´ on, implicaciones y metodolog´ ıas para el
desarrollo de modelos de medici´ on de riesgo asociados con c´ opulas, las cuales, en l´ ıneas
generales, son funciones que aproximan el comportamiento conjunto de variables aleato-
rias, a partir de sus comportamientos individuales (marginales). Las c´ opulas han ganado
gran importancia en la ´ ultima d´ ecada, especialmente en el campo de las ﬁnanzas, ya que
el conocimiento del comportamiento conjunto de diferentes factores de riesgo resulta de
vital importancia para la correcta asignaci´ on de riesgos, por ejemplo, riesgos de merca-
do y de cr´ edito. Para ilustrar estas metodolog´ ıas, la ´ ultima secci´ on de este documento se
dedica a analizar un portafolio compuesto por tres activos del mercado colombiano: el
´ ındice general de la bolsa de valores (IGBC), la tasa de cambio (TRM) y un t´ ıtulo gen´ erico
con vencimiento a 10 a˜ nos (TES).
En part´ ıcular, al evaluar el valor en riesgo (V aRα) derivado de la c´ opula y compararlas
con el desempe˜ no de otras metodolog´ ıas com´ unmente aplicadas para el c´ alculo de es-
ta medida, los resultados son contundentes. En primer lugar, las t´ ecnicas que tienen enMEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 78
cuenta que los momentos condicionales de los activos (media y varianza) no son cons-
tantes en el tiempo, muestran un desempe˜ no superior con respecto a las metodolog´ ıas
que no consideran este tipo de din´ amicas.
En segundo lugar, los modelos de medici´ on de riesgo que realizan supuestos m´ as rea-
listas sobre las funciones de distribuci´ on marginales de las series (por ejemplo, aquellos
que se alejan del supuesto de normalidad de cada uno de los retornos de los activos), si
bien pueden ser m´ as costosos en t´ erminos computacionales, cuantiﬁcan de mejor manera
el riesgo del portafolio. En este sentido, los modelos derivados de la c´ opula ofrecen una
estructura anal´ ıtica ﬂexible que resulta apropiada para la medici´ on de riesgo.
Aunque este documento presenta buena parte de la teor´ ıa b´ asica y aplicaciones de las
c´ opulas, un an´ alisis m´ as detallado de cada secci´ on se encuentra en diferentes textos es-
pecializados, por ejemplo, Nelsen [2006], McNeil et al. [2005] y Cherubini et al. [2004],
entre otros. Finalmente, los c´ odigos utilizados a lo largo del texto se basan en el progra-
ma de libre distribuci´ on R y sus librer´ ıas dedicadas a an´ alisis ﬁnanciero (disponibles en
www.cran.r-project.org).OSCAR BECERRA Y LUIS F. MELO 79
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ANEXO A. DISTRIBUCIONES ESF´ ERICAS Y EL´ IPTICAS
La distribuci´ on normal multivariada pertenece a una clase de distribuciones m´ as amplia,
la cual es conocida como la familia de distribuciones el´ ıpticas. Estas distribuciones son
muy importantes en el ´ area de ﬁnanzas ya que cuando un vector de variables aleatorias
sigue una distribuci´ on el´ ıptica, las metodolog´ ıas est´ andar de administraci´ on de riesgo
son v´ alidas. Bajo este tipo de distribuciones el V aRα es una medida de riesgo coherente
y la selecci´ on ´ optima de portafolios lineales basada en la metodolog´ ıa media-varianza de
Markowitz es apropiada.
Adicionalmente, las distribuciones el´ ıpticas pueden ser deﬁnidas en t´ erminos de otra fa-
milia de distribuciones, las distribuciones esf´ ericas. Un ejemplo cl´ asico de distribuciones
esf´ ericas es Nd (0, I), mientras que uno para distribuciones el´ ıpticas es Nd (µ, Σ). Otros
ejemplos interesantes de estos dos tipos de familias de distribuciones incluyen distribu-
ciones de colas pesadas.
A.1. Distribuciones esf´ ericas. Un vector de variables aleatorias R = (R1,R2,...Rd)
0
sigue una distribuci´ on esf´ erica, S (ψ), si para toda matriz ortogonal U ∈ Rd×d (i.e. UU0 =
U0U = Id) se tiene que:
UR
d = dR (A.1)
La deﬁnici´ on (A.1) indica que la distribuci´ on de R es invariante ante rotaciones en sus
coordenadas. Adicionalmente, la funci´ on caracter´ ıstica φR
47 asociada al vector aleatorio
R satisface la siguiente relaci´ on:












La anterior deﬁnici´ on implica que existe una funci´ on ψ : Rd×1 → R tal que:





puesto que φR (t) = ψ (t0t) = ψ (t0UU0t) = φR (U0t). La funci´ on escalar ψ (·) es denomi-
nada el generador caracter´ ıstico de la distribuci´ on esf´ erica S (ψ), R ∼ S (ψ)48.
Como se ha mencionado anteriormente, un ejemplo de una distribuci´ on esf´ erica es la
distribuci´ on normal est´ andar multivariada. De acuerdo con el resultado (A.2) una forma
de comprobar que ´ esta distribuci´ on pertenece a esta familia es a trav´ es de su funci´ on
caracter´ ıstica. Para esta distribuci´ on se tiene que φR (t) = e
−1
2t0t; por lo tanto, el genera-
dor caracter´ ıstico es ψ (s) = e
−1
2s. En general, las distribuciones esf´ ericas corresponden a







y t ∈ R
d×1. Para una discusi´ on de la deﬁnici´ on de φR y sus propiedades v´ ease White [1999].
48Adem´ as de la deﬁnici´ on (A.1), existe otra forma de caracterizar a una distribuci´ on esf´ erica. Un vec-
tor aleatorio R tiene una distribuci´ on esf´ erica si y solo si ´ este se puede representar estoc´ asticamente como
R
d = TS; donde T es una variable aleatoria no negativa y S es un vector aleatorio independiente de T y
distribuido uniformemente sobre la hiperesfera unitaria Sd =
￿
s ∈ R
d×1 | ||s|| = 1
￿
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distribuciones de variables aleatorias no correlacionadas. Sin embargo, dentro de las dis-
tribuciones esf´ ericas, Nd (0,I) es la ´ unica distribuci´ on compuesta por variables aleatorias
independientes [Lindskog, 2000].
A.2. Distribuciones el´ ıpticas. En general, una distribuci´ on esf´ erica se puede ver como
una extensi´ on de la distribuci´ on normal multivariada est´ andar Nd (0,I), mientras que
una distribuci´ on el´ ıptica se puede entender como una extensi´ on de Nd (µ,Σ). Para en-
tender la deﬁnici´ on de este ´ ultimo tipo de distribuciones es importante recordar que, de
la misma forma que en el caso univariado, existe una relaci´ on entre un vector aleatorio
R ∼ Nd (µ,Σ) y uno normal est´ andar Y ∼ Nk (0,I), como se muestra a continuaci´ on:
R
d = µ + AY
donde Σ = AA0.
Si R sigue una distribuci´ on el´ ıptica, entonces R satisface la siguiente condici´ on:
R
d = µ + AY (A.3)
donde Y es un vector aleatorio de dimensi´ on k que sigue una distribuci´ on esf´ erica S (ψ),
A ∈ Rd×k y µ ∈ Rd. Es decir, una distribuci´ on el´ ıptica esta completamente descrita por su
vector de medias (µ), su matriz de covarianzas (Σ = AA0) y el generador caracter´ ıstico
(ψ). Si R sigue una distribuci´ on el´ ıptica se nota R ∼ Ed (µ, Σ, ψ).
Dado que Nd (0,I) sigue una distribuci´ on esf´ erica, de acuerdo con la deﬁnici´ on (A.3) una
funci´ on de distribuci´ on normal multivariada Nd (µ,Σ) es el´ ıptica con Σ = AA0. Otras dis-
tribuciones esf´ ericas o el´ ıpticas son la distribuci´ on t multivariada, la log´ ıstica multivari-
ada, las distribuciones multivariadas de escala mixta (scale mixture) y las distribuciones
de leyes estables (stable laws) [Bradley y Taqqu, 2002].
En el Gr´ aﬁco A.1 se muestran las funciones de densidad y las curvas de nivel de una
distribuci´ on esf´ erica y una el´ ıptica. Ambos casos corresponden a una distribuci´ on t bi-
variada,t2 (vi,µi,Σi),i = 1,2,conlossiguientespar´ ametrosv1 = v2 = 4,µ0
1 = µ0
2 = (0,0),





. En estos gr´ aﬁcos se puede apreciar que las curvas de ni-
vel de las funciones de densidad tienen formas circulares o esf´ ericas y el´ ıpticas, lo que
constituye una forma intuitiva de reconocer a que familia pertenecen algunos tipos de
distribuciones.
Una de las ventajas de las distribuciones el´ ıpticas es que ´ estas comparten varias de las
propiedades de la distribuci´ on normal multivariada: i) Cualquier combinaci´ on lineal
de vectores aleatorios con distribuciones el´ ıpticas tambi´ en es el´ ıptico; ii) Las distribu-
ciones marginales de distribuciones el´ ıpticas son el´ ıpticas; iii) Si R ∼ Ed (µ, Σ, ψ),R0 =
[R0
1, R0
2] y Σ es una matriz positiva deﬁnida, entonces la distribuci´ on de R1 condicionada
a R2 tambi´ en es el´ ıptica, [Embrechts et al., 1999].
Desde el punto de vista de riesgo ﬁnanciero algunas de las propiedades favorables de las







































































GR´ AFICO A.1. Funciones de densidad para dos variables aleatorias t bi-
variadas, t2 (ν1,µ1,Σ1) y t2 (ν2,µ2,Σ2) con ν1 = ν2 = 4, µ0
1 = µ0
2 = (0,0),
Σ1 = I2 y Σ2 = [1 0,8; 0,8 1]
de riesgo el´ ıpticos se tiene que el V aRα es una medida de riesgo coherente; ii) Si los fac-
tores de riesgo son el´ ıpticos entonces la correlaci´ on lineal es una medida de dependencia
adecuada; iii) Para factores de riesgo el´ ıpticos, la selecci´ on del portafolio ´ optimo basada
en la metodolog´ ıa de media-varianza de Markowitz para un nivel dado de retorno es-
perado es el mismo sin importar la medida de riesgo utilizada: ya sea la varianza, el VaR
(valor en riesgo), el ES (Expected Shortfall) o cualquier otra medida de riesgo invariante
ante traslaciones y homog´ enea positiva49.
Los anteriores resultados implican que en t´ erminos de manejo de riesgo es muy relevante
veriﬁcar si la distribuci´ on de los factores de riesgo utilizados tiene una distribuci´ on el´ ıpti-
ca. A continuaci´ on se introducen algunas metodolog´ ıas para identiﬁcar si la distribuci´ on
de un vector aleatorio R es una distribuci´ on el´ ıptica.
A.3. Pruebas para distribuciones el´ ıpticas. Para contrastar si una muestra de n vec-
tores aleatorios i.i.d. de dimensi´ on d, R1,R2,...,Rn siguen una distribuci´ on el´ ıptica, Li
49Para una demostraci´ on completa de estas propiedades v´ ease Bradley y Taqqu [2002].OSCAR BECERRA Y LUIS F. MELO 87
et al. [1997] proponen un m´ etodo basado en los gr´ aﬁcos Q-Q50, el cual se fundamenta en
el siguiente lema:
Lema A.1. Sea T (R) una estad´ ıstica tal que, casi seguramente (a.s.):
T (aR) = T (R) para todo a > 0 (A.4)
entonces T (R) tiene la misma distribuci´ on para todo vector esf´ erico R ∼ S+
d (ψ)51.
A partir del resultado anterior, Li et al. [1997] proponen utilizar dos estad´ ısticas para
Ri























i = (Ri,1,...Ri,d), T1 (Ri) ∼ t(d − 1) y T2 (Ri) ∼ Beta(k/2, (d − k)/2). En esta
prueba, el gr´ aﬁco Q-Q compara los cuantiles emp´ ıricos de T1 (R) y T2 (R) con los cuan-
tiles te´ oricos de una distribuci´ on t(d − 1) y Beta(k/2, (d − k)/2)52, respectivamente. Si
estos gr´ aﬁcos toman la forma de una l´ ınea recta, indica evidencia a favor de la hip´ otesis
el´ ıptica.
Es importante anotar que aunque se desea veriﬁcar que R sigue una distribuci´ on el´ ıptica,
el Lema A.1 utilizado por Li et al. [1997] est´ a basado en distribuciones esf´ ericas. Por lo
tanto, las estad´ ısticas T1 y T2 deben ser aplicadas a una transformaci´ on R∗ de R. Si R
sigue una distribuci´ on el´ ıptica, Ed (µ,Σ,ψ), la transformaci´ on R∗ es consistente con una
distribuci´ on esf´ erica y toma la siguiente forma:
R∗
i = b Σ−1/ 2 (Ri − b µ), i = 1,2,...,n
donde b Σ y b µ son estimaciones de Σ y µ, respectivamente53 y b Σ
1/ 2 corresponde al factor de
la descomposici´ on de Cholesky de b Σ.
50Los gr´ aﬁcos Q-Q, o cuantil - cuantil, comparan los cuantiles de dos distribuciones. Si las dos distribu-
ciones son iguales se espera una l´ ınea recta. Adicional a los gr´ aﬁcos Q-Q, existen pruebas de car´ acter num´ eri-




d (ψ) representa una subclase de distribuciones esf´ ericas en las cuales P (R = 0) = 0. Esta deﬁni-
ci´ on es utilizada ya que dentro de las distribuciones esf´ ericas frecuentemente se excluyen las que tienen
concentrada su masa en el origen.
52Li et al. [1997] proponen utilizar k = int(d/2).
53En este contexto es conveniente utilizar estimadores robustos a datos at´ ıpicos, debido a que la mayor´ ıa
de las series ﬁnancieras tienen distribuciones de colas pesadas. Para tal efecto McNeil et al. [2005] recomien-
da el uso de estimadores M. Para una discusi´ on detallada de este tipo de estimadores, v´ ease Huber [2004].MEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 88
En el Gr´ aﬁco A.2 se muestran los gr´ aﬁcos Q-Q asociados a las estad´ ısticas T1 y T2, para
5000 datos simulados de una distribuci´ on t multivariada de dimensi´ on 10 con v = 4
grados de libertad. La ausencia de curvatura en estas gr´ aﬁcas se puede ver como una
evidencia a favor de la hip´ otesis de que los datos siguen una distribuci´ on el´ ıptica. Mc-
Neil et al. [2005] sugiere que en la mayor´ ıa de casos emp´ ıricos la estad´ ıstica T2 es m´ as


















































GR´ AFICO A.2. Gr´ aﬁcos Q-Q paralas estad´ ısticasT1 (panel izquierdo) yT2
(panel derecho) calculadas para 5,000 realizaciones de un vector aleatorio
t de dimensi´ on d = 10 y con v = 4 grados de libertadOSCAR BECERRA Y LUIS F. MELO 89
ANEXO B. PRUEBAS DE ESPECIFICACI´ ON SOBRE EL MODELO VAR-GARCH
Prueba Hip´ otesis Nula Rezagos Estad´ ıstica P-Value




ci´ on 4 3,07 0,55
Ljung-Box No existe autocorrela-
ci´ on 281 278,1 0,37
Engle No hay efecto ARCH 12 2,42 0,99




ci´ on 4 6,32 0,18
Ljung-Box
No existe autocorrela-
ci´ on 281 254,3 0,83
Engle No hay efecto ARCH 12 5,45 0,94




ci´ on 4 8,82 0,07
Ljung-Box
No existe autocorrela-
ci´ on 281 265,60 0,72
Engle No hay efecto ARCH 12 4,30 0,98
TABLA B.1. Pruebas de especiﬁcaci´ on univariadas sobre los residuales es-
tandarizados del modelo V AR(10) − GARCH(1,1)
Pruebas multivariadas




ci´ on 4 50,82 0,05
Portmanteau
No existe autocorrela-




ci´ on 281 2564,8 0,04
Portmanteau sobre el
cuadrado de los resi-
duales
No hay efecto
MGARCH 12 472,32 0,09
TABLA B.2. Pruebas de especiﬁcaci´ on multivariadas sobre los residuales
estandarizados del modelo V AR(10) − GARCH(1,1)MEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 90
ANEXO C. C´ OPULAS COM´ UNMENTE MENCIONADAS EN LA LITERATURA




























































θ θ ∈ (0,∞)
δ ∈ [1,∞)
Frank −1
θ log{[η − (1 − exp(−θu1))(1 − exp(−θu2))]/η}
θ ∈ (0,∞)







































io θ ∈ [0,∞)
Joe 1 −














 θ1 ∈ [0,1]
θ2 ∈ [0,1]
Morgens-





1 + (θ − 1)(u1 + u2) −
h





o θ ∈ [0,∞)
B11 θm´ ın(u1,u2) + (1 − θ)u1u2 θ ∈ [0,1]
B12 [m´ ın(u1,u2)]
θ (u1u2)
1−θ θ ∈ [0,1]
Contin´ ua en la p´ agina siguienteOSCAR BECERRA Y LUIS F. MELO 91
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i−α δ ∈ [0,1]
α ∈ (0,∞)
Tabla C.3: Algunas c´ opulas bivariadasMEDIDAS DE RIESGO FINANCIERO USANDO C ´ OPULAS 92













Φ−1(·): Inversa de la funci´ on de distribuci´ on normal est´ andar























ν (·): Inversa de la funci´ on de distribuci´ on t con ν g.l.
Γ(·): Funci´ on gama
P es la matriz
de correlaciones




















































































































TABLA C.4. Algunas c´ opulas d-dimensionalesOSCAR BECERRA Y LUIS F. MELO 93












θ → ∞ θ → 0 θ → −∞
Gumbel (−log(t))
θ θ → ∞ θ = 1 −
Joe −log
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1 − (1 − t)θ




θ θ → ∞ o
δ → ∞
θ → 1 y






θ → ∞ o







θ → ∞ o
δ → ∞ − −
BB4 t−δ − 1
θ → ∞ o





1 − (1 − t)δθ θ → ∞ o
δ → ∞ − −
BB7
h




θ → ∞ o
δ → ∞ − −
TABLA C.5. Funci´ on generadora (φ(t)) y c´ opulas l´ ımite para algunas
c´ opulas de Arqu´ ımedes