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Abstract—Subspace clustering is a growing field of unsuper-
vised learning that has gained much popularity in the computer
vision community. Applications can be found in areas such
as motion segmentation and face clustering. It assumes that
data originate from a union of subspaces, and clusters the
data depending on the corresponding subspace. In practice, it
is reasonable to assume that a limited amount of labels can
be obtained, potentially at a cost. Therefore, algorithms that
can effectively and efficiently incorporate this information to
improve the clustering model are desirable. In this paper, we
propose an active learning framework for subspace clustering
that sequentially queries informative points and updates the
subspace model. The query stage of the proposed framework
relies on results from the perturbation theory of principal compo-
nent analysis, to identify influential and potentially misclassified
points. A constrained subspace clustering algorithm is proposed
that monotonically decreases the objective function subject to
the constraints imposed by the labelled data. We show that
our proposed framework is suitable for subspace clustering
algorithms including iterative methods and spectral methods.
Experiments on synthetic data sets, motion segmentation data
sets, and Yale Faces data sets demonstrate the advantage of our
proposed active strategy over state-of-the-art.
Index Terms—high dimensionality; active learning; subspace
clustering; constrained clustering
I. INTRODUCTION
In recent years crowdsourcing [1] for data annotation has
drawn much attention in the computer vision community, due
to the need to make use of as much data as possible and the
lack of sufficient labelled data. Clustering is commonly used
as an initial step to provide a coarse preliminary grouping
in the absence of labelled data. For example, there are plant
recognition apps that allow one to take a photo of a plant and
identify its species. In video surveillance, one may wish to
identify the points in a sequence of frames, be it people or cars
etc. Usually some form of external information is available
in these applications, either through crowdsourcing websites,
or through paid manual work to conduct a limited amount
of labelling. In either case, obtaining labels involves a cost
which is either in time, money or both. Therefore, effective and
efficient ways of carrying out data annotation are desirable.
The process of iteratively annotating the potentially misclas-
sified data and subsequently updating the model is generally
known as active learning [2]. It is a subfield of machine
learning that aims to improve both supervised and unsu-
pervised algorithms. In supervised learning, points that are
near the decision boundary are likely to be misclassified. In
unsupervised learning, the notion of potentially misclassified
points is less clear and is open to interpretation.
In subspace clustering, points are clustered according to
their underlying subspaces. There are different ways of mea-
suring how likely a point is misclassified. One approach is to
consider points whose projection onto the associated subspace
is large as potentially misclassified [3]. Alternatively, points
that are almost equidistant to their two nearest subspaces
are likely to be misclassified [4]. Such ideas are based on
the notion of reconstruction error between the original point
and its projection to the subspace that defines the cluster.
The total reconstruction error is the objective function of the
K-Subspace Clustering (KSC) algorithm [5]. We therefore
argue that effective active learning strategies should explicitly
associate the query procedure with the optimisation of this
objective. However as we will discuss in greater detail in the
next section, the points with the largest reconstruction error
are not necessarily the most informative from the perspective
of updating the entire subspace clustering model.
Motivated by the connection between the reconstruction er-
ror and the KSC objective, we consider a point to be influential
if querying its true class can lead to a large decrease in the
total reconstruction error. Given a set of cluster assignments,
the optimal linear subspace for each cluster can be trivially
estimated through Principal Component Analysis (PCA) [6]. In
particular, the basis for each subspace (cluster) can be defined
through the set of eigenvectors of the covariance matrix of the
points that are assigned to this cluster. We make use of ideas
from perturbation analysis of PCA [7] to evaluate efficiently
how influential each point is, and query the class of the most
informative point(s). Once the true classes of the influential
points have been identified, our proposed K-subspace cluster-
ing with constraints (KSCC) algorithm monotonically reduces
the reconstruction error while satisfying all the constraints
imposed by the labelled data. The active learning process
iterates between these two query and update procedures until
the query budget is exhausted.
The rest of the paper is organised as follows. We review
related work in active learning in Section II, and introduce our
proposed active framework in Section III. Experimental results
on synthetic and real data are discussed in Section IV. The
paper finishes in Section VI with conclusions and directions
for future work.
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II. RELATED WORK
There are three main approaches to active learning [2]: un-
certainty sampling [8], query by committee [9], and expected
model change [10].
Uncertainty sampling queries the points the learning algo-
rithm is least confident about. Classic uncertainty sampling
methods are generally ignorant to the data distribution, thus
prone to select outliers [12]. It is suggested in [13] to measure
the informativeness of each point by the probability margin
between the label it is assigned to and its second most
likely label. Other versions of uncertainty sampling have been
proposed to balance the density of a region and the uncertainty
in that region [14]. When building supervised models, one may
also choose the unlabelled points near the decision boundary.
Query by committee (QBC) is a type of active learning
strategy designed for classifier ensembles [9]. It constructs
a committee of models based on the labelled training data,
and chooses to query the unlabelled points upon which the
predictions of the classifiers in the ensemble disagree the most.
It enables the training of accurate classifiers using a small
subset of the data. To use this strategy, one has to provide both
the type of classifier and a measure of disagreement among
the classifiers. It has been shown in [15] that rapid decrease
in the misclassification error is guaranteed if the queries have
high expected information gain.
Expected model change is an active learning framework that
bases its query strategy on the idea that a point is informative
if knowing its true class can cause a big change in the
current model [10]. This is mostly applied to discriminative
probabilistic modelling, in which the gradient of the model is
used as an indicator for the informativeness of a point. It is
widely applied to image retrieval and text classification [11].
The method we propose also adopts this approach, but we are
the first to consider updating an unsupervised learning model
describing all the data rather than just the labelled data.
As is implied above, most active learning approaches have
been developed for supervised learning. However less attention
has been paid to the unsupervised counterpart. To the best of
our knowledge, only a few active learning strategies have been
proposed for subspace clustering [3], [4]. In [3], two active
strategies MaxResid and MinMargin for KSC are proposed.
MaxResid queries points that have large reconstruction error
to their allocated subspaces. MinMargin queries points that are
maximally equidistant to their two closest subspaces. These
two strategies are effective in identifying the points that are
most likely to be misclassified. However, these points are not
necessarily the most informative points in terms of updating
the full clustering model.
III. ACTIVE LEARNING FRAMEWORK
In this section, we first formulate the subspace cluster-
ing problem and then present the proposed active learning
framework. There are two iterative procedures within this
framework. The first is to identify the most influential and
potentially misclassified points. The second is to update the
cluster assignment for all the data given the labelled points.
A. K-Subspace Clustering
A q-dimensional linear subspace Sk, k ∈ {1, . . . ,K}, can
be defined through an orthonormal matrix Vk ∈ RP×q as
Sk =
{
x ∈ RP : x = Vky
}
, (1)
where the columns of Vk constitute a basis for Sk.
In subspace clustering, the overall objective is to find the
set of optimal cluster assignments for all data points such that
the total reconstruction error between each data point to their
corresponding subspaces is minimised. The loss function value
L(xi, Vki) and the objective f(X ,V) can be written as
L(xi, Vki) = ‖xi − VkiV >ki xi‖22, and (2)
f(X ,V) = min
V1,...,VK
N∑
i=1
min
ki∈{1,...,K}
L(xi, Vki), (3)
where X = {x1, . . . , xN} contains the set of all N points, and
V = {V1, . . . , VK} represents the set of all subspace bases.
This objective can be minimised through a K-means-like
iterative algorithm by alternating between subspace estimation
and cluster assignment [5].
Given a set of cluster assignments Ω = {k1, . . . , kN}, we
need to obtain the set of subspace bases such that the total
reconstruction error in Eq. (3) is minimised. The basis matrix
Vk for each subspace k can be obtained through the eigen-
decomposition of its covariance matrix as
(Xk − µk)T (Xk − µk) = V ∗k Λ∗k(V ∗k )T . (4)
We denote Xk ∈ Rnk×P as the data matrix that contains the
nk points assigned to cluster k, and µk as the column-wise
mean vector of Xk. V ∗k is a P × P matrix whose columns
correspond to the eigenvectors of the covariance matrix of Xk,
and Λ∗k is a diagonal matrix containing the P eigenvalues. We
denote Vk as the subset of eigenvectors in V ∗k that corresponds
to the q largest eigenvalues.
Given the subspace bases V = {V1, . . . , VK}, the cluster
assignment ki for each point xi ∈ X can be obtained as
ki = arg min
k∈{1,...,K}
∥∥xi − VkV Tk xi∥∥22 . (5)
The algorithm terminates when the loss function value in
Eq. (3) stops decreasing, which means either a local or global
optimum is reached.
B. Query Procedure
The first element in quantifying the influence of an unla-
belled point is the reduction in the reconstruction error that
would be achieved if this point is removed from its currently
assigned cluster. It is important to note that removing a point
from a cluster implies that the basis for the associated linear
subspace can change, because Vk is a function of Xk (see
Eq. (4)). Explicitly, we define U1(xs, Vks) as the decrease in
the reconstruction error after removing the queried point xs
from cluster ks as follows
U1(xs, Vks) =
∑
x∈Xks
L(x, Vks)−
∑
x∈Xks\{xs}
L(x, V˜ks), (6)
where Xks denotes the set of points in cluster ks, and Vks
denotes the basis for cluster ks. We use V˜ks to denote the
potentially perturbed basis after point xs is removed.
The second element in quantifying the influence of an un-
labelled point is to consider the increase in the reconstruction
error of the cluster that xs will be assigned to (after being
removed from its current cluster ks). As before, adding a point
to a cluster implies that the associated basis for this cluster
can change. Given that points are allocated to their closest
subspace, it is thus sensible to assume the cluster that xs has
the second smallest reconstruction error to is where xs would
be assigned next. This can be expressed as
k∗s = arg min
k∈{1,...,K}\{ks}
L(xs, Vk). (7)
Then we can define U2(xs, Vk∗s ) as the increase in the recon-
struction error after adding xs to cluster k∗s , which can be
expressed as
U2(xs, Vk∗s ) =
∑
x∈Xk∗s∪{xs}
L(x, V˜k∗s )−
∑
x∈Xk∗s
L(x, Vk∗s ). (8)
Here V˜k∗s is the P × q basis matrix whose columns are the
eigenvectors of the covariance matrix of the points in the set{Xk∗s ∪ {xs}}.
Combining the above two measures of influence together,
we determine the most informative and likely to be misclas-
sified point x∗s as
x∗s = arg maxxs∈XU
{
U1(xs, Vks)− U2(xs, Vk∗s )
}
, (9)
where XU denotes the set of unlabelled points, and XL the set
of labelled points. Eq. (9) gives the point that brings the largest
decrease in the reconstruction error once removed from its
allocated cluster ks, and the smallest increase in reconstruction
error upon being reallocated to its most probable cluster k∗s .
Although these two measures of influence can be quan-
tified and calculated exactly, the number of required SVD
computations is O(N2) throughout all iterations. Not to
mention that the computational complexity of SVD is
min
{
N2P, P 2N
}
[20]. Every time a point is removed from
or added to a cluster, the subspace bases change and need
to be recalculated through PCA. Hence the need to seek for
an alternative approach, which could be pursued through the
perturbation analysis of PCA [7].
We approximate the perturbed covariance matrix, the per-
turbed eigenvectors and eigenvalues through power series
expansions [16]. As such, we can obtain expressions for the
updated reconstruction error without having to recompute all
the updated eigenvalues and eigenvectors after data deletion
or addition. The algorithmic form of the query strategy is
provided in Algorithm 1 before we detail the specifics of how
the two influence measures are calculated.
The influence of data deletion. Let S denote the sample
covariance matrix for the points that belong to the same
cluster, λ1 . . . , λP denote its eigenvalues in descending order,
and v1, . . . , vP denote its eigenvectors. Let I denote a set
Algorithm 1: Query Strategy
Input : Data matrix X ∈ RN×P
Number of clusters K
Initial cluster assignment {k1, . . . , kN}
repeat
for xs ∈ XU do
Compute the influence U1(xs, Vks) of removing
xs from its allocated cluster ks
Calculate k∗s = arg mink∈{1,...,K}\{ks} L(xs, Vk)
Calculate U2(xs, Vk∗s ) using Eq. (8)
end
Optimise Eq. (9) to query x∗s and its true class
ls ∈ {1, . . . ,K}
until Budget T or desired performance is reached
of l points to be removed from the cluster. As a result, the
covariance matrix, its eigenvectors and eigenvalues will be
perturbed by a certain amount. Under small perturbations
(0 <  < 1), the perturbed covariance matrix S(), the kth
perturbed eigenvalue λk() and the kth perturbed eigenvector
vk() can be written as the following convergent power series
S() = S + S(1)+ S(2)2 + · · ·+ S(m)m + · · · ,
λk() = λk + α1+ α2
2 + · · ·+ αmm + · · · ,
vk() = vk +ψ1+ψ2
2 + · · ·+ψmm + · · · .
(10)
For sufficiently small , the order of the eigenvalues is main-
tained, so are the signs of the eigenvectors [17].
The main interest lies in finding the coefficients in the power
series approximations. First the perturbed sample covariance
matrix S−(I) can be deduced from basic definitions of the
covariance matrix [18], [19],
S−(I) = S +
l
n− l
[
(S − SI)− (x¯I − x¯)(x¯I − x¯)T
]
− l
2
(n− l)2 (x¯I − x¯)(x¯I − x¯)
T .
(11)
In the above expression, n denotes the original number of
points in the cluster. We use x¯ ∈ RP to denote the feature-
wise mean vector of the data before the removal of l points,
and x¯I the feature-wise mean vector of the l points to be
removed. Lastly, we use S, SI , and S−(I) to denote the original
covariance matrix, the covariance matrix of the deleted data,
and the covariance matrix of the perturbed data, respectively.
We can associate ln−l and
(
(S − SI)− (x¯I − x¯)(x¯I − x¯)T
)
with  and S(1) as in Eq. (10). Similarly, the correspondence
can be made for the second order coefficients. We use a first
order approximation for our purpose from now on, as it has
been shown to be sufficiently accurate [18].
As for the coefficients in the approximations for the eigen-
values and eigenvectors, Lemma 2 in [18] provides us with
the following results
α1 = vTk S
(1)vk, αm = vTk S
(1)ψm−1; (12)
and
ψ1 = −(S − λkI)+S(1)vk,
ψm = −(S − λkI)+
(
S(1)ψm−1 −
m−1∑
i=1
αiψm−i
)
.
(13)
In the above expression, we have the Moore-Penrose inverse
(S − λkI)+ =
∑
j 6=k
vjvTj
(λj−λk) [20]. Based on the above, we
can deduce expressions for the perturbed eigenvalues, and the
influence of data deletion as expressed in Eq. (6).
We start with writing the first order approximation of the
kth (k ∈ {1, . . . , P}) perturbed eigenvalue as follows
λk() = λk + λ
(1)
k +O(2)
≈ λk + vTk S(1)vk
= λk +
l
n− lv
T
k
[
S − 1
l
∑
i∈I
(xi − x¯)(xi − x¯)T
]
vk
= λk +
l
n− l
[
λk − 1
l
∑
i∈I
α2ki
]
=
n
n− l λk −
1
n− l
∑
i∈I
α2ki,
(14)
where αki = vTk (xi− x¯). Then using the expression in Eq. (6),
we can write the influence of removing a set I of data XI ∈
Rl×P from cluster k as
U1(XI , k) =
∑
x∈Xk
L(x, Vk)−
∑
x∈Xk\{xi:i∈I}
L(x, V˜k)
=
P∑
k=q+1
λk −
P∑
k=q+1
λk()
=
P∑
k=q+1
(
1
n− l
∑
i∈I
α2ki −
l
n− l λk
)
.
(15)
One can obtain the influence for the deletion of one point
by plugging in l = 1. The deduction follows due to the
equivalence between the reconstruction error and the sum of
the unused eigenvalues in representing the subspace [6].
The influence of data addition. In the previous section, we
have shown the influence of data deletion through perturbation
analysis of the eigenvalues and eigenvectors. The aim is to
find influential points whose true classes might differ from
their currently allocated labels. Now we assess the impact on
the reconstruction error for the cluster to which the removed
points are added. Following the same line of analysis as before,
we now let X denote the data matrix that the set of l points
are to be added to, and n the number of points in X . We
denote the data after the addition of l points as XI+ , and the
corresponding sample covariance matrix S+(I) which combines
the original data X and the data to be added XI .
Proposition 1. The form of S+(I) can be expressed as follows,
S+(I) = S +
l
n+ l
[
(SI − S)− (x¯I + x¯)(x¯I + x¯)T
]
+
l2
(n+ l)2
(x¯I + x¯) (x¯I + x¯)
T
.
(16)
The proof of Proposition 1 can be found in the Appendix.
It is easy to see that this can be matched exactly with the first
two orders of the power series expansion. Interestingly, the
form of the perturbed covariance matrix in the case of single
data addition cannot be obtained trivially by setting l = 1 in
Eq. (16). We show the perturbed form of the covariance matrix
for the case of single data addition in Proposition 2, with the
proof included in the Appendix.
Proposition 2. The perturbed covariance matrix in the case
when l = 1 can be expressed as
S+(i) = S +
1
n+ 1
[
(x¯− xi) (x¯− xi)T − S
]
− 1
(n+ 1)2
(x¯− xi) (x¯− xi)T ,
(17)
in which 1n+1 and
[
(x¯− xi) (x¯− xi)T − S
]
correspond to 
and S(1) respectively.
Using the above expression for the perturbed covariance
matrix and the results in Eq. (12), we express the first order
approximation of the kth perturbed eigenvalue for l = 1 as
λk() = λk + λ
(1)
k +O(2)
≈ λk + vTk S(1)vk
= λk +
1
n+ 1
vTk
(
(x¯− xi) (x¯− xi)T − S
)
vk
=
1
n+ 1
α2ki +
n
n+ 1
λk,
(18)
where αki = vTk (xi − x¯) as before. Hence, the change in the
reconstruction error for cluster k∗s after the addition of xs can
be expressed as
U2(xs, Vk∗s ) =
∑
x∈Xk∗s∪{xs}
L(x, V˜k∗s )−
∑
x∈Xk∗s
L(x, Vk∗s )
=
P∑
k=q+1
(λk()− λk)
=
P∑
k=q+1
α2ki − λk
n+ 1
.
(19)
Using the perturbation analysis results, the influence of
data addition and deletion can be calculated directly after K
SVD computations per iteration. This means we only need
(T · K) SVD computations for all T iterations as compared
to O(T · N2).
C. Update Procedure
After the class memberships of some points are queried, we
will know the pairwise must-link and cannot-link relationships
among them. However, we do not know to which cluster labels
we should assign each of these points to. The next step is
to update the subspace model under the grouping constraints.
That is, the queried points that belong to the same class must
be assigned to the same cluster label. Additionally, the queried
points that do not belong to the same class should be assigned
different cluster labels.
We can naturally extend KSC into an iterative constrained
clustering algorithm with three stages. The first two stages
involve the estimation of subspace bases and the cluster
assignment of each point to the closest subspace. In the third
stage, we satisfy the grouping constraints as mentioned above.
This gives us a new constrained clustering objective, which we
can divide into two parts.
For the set of unlabelled data XU , the subspace clustering
objective is to minimise
L(XU ,V) =
∑
xu∈XU
{
min
m∈{1,...,K}
∥∥xu − VmV Tmxu∥∥22} , (20)
where Vm is a P × q basis matrix that is determined by the
points that are currently allocated to subspace m. Note that the
basis matrix of the mth cluster Vm is determined by points that
are both labelled and unlabelled.
For the set of labelled data XL, we need to both minimise
the reconstruction error without violating any of the grouping
constraints. Among K groups of queried points, there are K!
ways of matching each group to a unique cluster label. This
is a combinatorial optimisation problem, and we can denote
as P(K) the set of all possible permutations. Let Pn be one
realisation of P(K) that contains K unique assignment labels
to be matched with the queried points, and Pnl be the assigned
cluster label in the nth permutation that corresponds to true
class l. Then we can write the subspace clustering objective
for the labelled data XL as
L(XL,V) = min
Pn∈P(K)
n∈{1,...,K!}
{
K∑
l=1
∥∥Xl − VPnlV TPnlXl∥∥22
}
, (21)
where Xl is a nl×P matrix that contains the nl queried points
from class l.
When K is small, it is easy to simply evaluate all K!
permutations and choose the one with the smallest overall cost.
However as the number of clusters grows, it is computationally
prohibitive to evaluate all combinatorial possibilities. It is
also known as the minimum weight perfect matching problem,
which can be solved in polynomial time through the Hungarian
algorithm [21]. We first construct a K by K cost matrix P in
which the (n, l)-th entry Pnl denotes the total reconstruction
error of allocating data from class n to cluster label l. In this
algorithm, the computational cost is upper bounded byO(K3).
We adopt the Hungarian algorithm as an alternative approach
to exhaustive search to our problem in stage 3 when K! is
larger than K3.
To combine both the unlabelled and labelled objectives
together, we can write a constrained objective as
g(X ,V) =
∑
xu∈XU
{
min
m∈{1,...,K}
∥∥xu − VmV Tmxu∥∥22}
+ min
Pn∈P(K),
n∈{1,...,K!}
{
K∑
l=1
∥∥Xl − VPnlV TPnlXl∥∥22
}
.
(22)
The procedural form of KSC with Constraints (KSCC) is
detailed in Algorithm 2. This three-stage procedure ensures
that the constrained subspace clustering objective decreases
monotonically while satisfying all grouping constraints. A
detailed proof for this can be found in Theorem 1.
Theorem 1. The K-subspace clustering with constraints
(KSCC) algorithm decreases the objective in Eq. (22) mono-
tonically throughout iterations.
Proof. Our proof borrows ideas from the proof for the
monotonicity of the K-means algorithm. In the first itera-
tion, we have as input a set of cluster assignment Ω(1) ={
k
(1)
1 , . . . , k
(1)
N
}
, the set of unlabelled data XU and labelled
data XL. In the first iteration, we can calculate a set of
bases matrices V(1) for all subspaces. Let g(X ,V(1)) be the
combined reconstruction error at iteration 1, then at iteration
t (t = 1, . . . , T ) we have
g(X ,V(t)) =
∑
xu∈XU
∥∥∥xu − V (t)
k
(t)
u
[V
(t)
k
(t)
u
]T xu
∥∥∥2
2
+
K∑
l=1
∥∥∥∥Xl − V (t)P (t)nl [V (t)P (t)nl ]TXl
∥∥∥∥2
2
≥
∑
xi∈X
∥∥∥∥xi − V (t+1)k(t)i [V (t+1)k(t)i ]T xi
∥∥∥∥2
2
=
∑
xu∈XU
∥∥∥xu − V (t+1)
k
(t)
u
[V
(t+1)
k
(t)
u
]T xu
∥∥∥2
2
+
K∑
l=1
∥∥∥∥Xl − V (t+1)P (t)nl [V (t+1)P (t)nl ]TXl
∥∥∥∥2
2
≥
∑
xu∈XU
∥∥∥xu − V (t+1)
k
(t+1)
u
[V
(t+1)
k
(t+1)
u
]T xu
∥∥∥2
2
+
K∑
l=1
∥∥∥∥Xl − V (t+1)P (t)nl [V (t+1)P (t)nl ]TXl
∥∥∥∥2
2
=
∑
xu∈XU
∥∥∥xu − V (t+1)
k
(t+1)
u
[V
(t+1)
k
(t+1)
u
]T xu
∥∥∥2
2
+
K∑
l=1
∥∥∥∥Xl − V (t+1)P (t+1)nl [V (t+1)P (t+1)nl ]TXl
∥∥∥∥2
2
= g(X ,V(t+1)).
(23)
The first line of the proof says that, at iteration t we have
a set of cluster assignments for the unlabelled data Ω(t)U and
for the labelled data Ω(t)L that satisfies all constraints imposed
upon knowing the true classes of the points in XL. When
we proceed into the next step of updating the set of bases
V(t+1) at iteration t + 1, the new set of bases minimise the
reconstruction error within each cluster of points given the
assignment Ω(t) (as stated in the second and third lines of the
proof). Next in the assignment update stage for the unlabelled
data, we obtain the fourth line of the proof. It says that the
assignment k(t+1)u in the (t + 1)th iteration would only be
different from k(t)u if it gives a smaller reconstruction error
for xu. Finally in the last step of the KSCC algorithm, we
update the matching between the cluster assignment and true
classes, and it only gets updated if some other matching has a
smaller overall reconstruction error for the labelled data XL.
This is reflected in the last two lines of the proof.
Algorithm 2: KSC with Constraints (KSCC)
Input : Labelled and unlabelled data XL, XU
Initial cluster assignment {k1, . . . , kN}
subspace dimension q
repeat
% Stage 1: fitting subspaces
for Xk ∈ X (k = 1, . . . ,K) do
Calculate the eigen-decomposition on the
covariance matrix of Xk:
cov(Xk) = VkΛkV Tk
end
% Stage 2: updating assignment
for xi ∈ X (i = 1, . . . , N ) do
Determine the cluster assignment for xi:
ki = arg minki∈{1,...,K}
∥∥xi − VkV Tk xi∥∥22
end
% Stage 3: satisfying constraints
Find the best vector P ∗n ∈ P(K) to match with the
true classes by solving Eq. (21):
P ∗n = arg min
Pn∈P(K),
n∈{1,...,K!}
{
K∑
l=1
∥∥Xl − VPnlV TPnlXl∥∥22
}
using the Hungarian algorithm
until Iteration number T is reached or the total
reconstruction error stops decreasing
IV. EXPERIMENTAL RESULTS
In this section, we conduct a series of experiments with
both synthetic and real data to evaluate the performance of
our proposed active learning strategies against three other
competing strategies. The cluster performance is measured by
the well-known normalised mutual information (NMI) [22].
In order to inspect the influence of data addition and deletion
separately, we use three versions of our proposed active
learning strategy: SCAL-A and SCAL-D only take into account
the influence of data addition or deletion respectively, and
SCAL is the combined strategy. We compare the performance
of our proposed active learning strategies with three alternative
schemes: MaxResid, MinMargin [3], and Random strategy.
MaxResid selects data that have the largest reconstruction error
to their corresponding subspaces. MinMargin selects the data
that are most equidistant to their two closest subspaces. Lastly
as a benchmark, we compare to random sampling and satisfy
the constraints using the proposed KSCC algorithm.
A. Synthetic data
For all synthetic experiments, we initialise the cluster as-
signments with the best initialisation (the one with the lowest
reconstruction error) out of 50 runs of the KSC algorithm.
We set the total number of iterations T of the active learning
procedure to be N , and one point is queried at a time.
Experiment 1: Varying noise level (σ). We investigate the
effectiveness of our proposed active learning strategy under
varying levels of additive noise. The effectiveness of various
strategies are compared under various levels of additive noise.
The data corrupted by noise can be expressed as Y = X+E,
where X is the noise-free data and E the noise component.
The noise-free data matrix X are generated from the standard
Normal distribution with N(0, 1) along their bases directions.
Each entry in the noise data matrix E is generated from
standard Normal distribution N(0, σ2), with zero mean and
variance σ2. We add additive noise levels of σ = 0.2, 0.4, and
0.6 respectively. Across all noise levels, there are 5 clusters
in each data set and each cluster contains 200 points from the
same subspace of dimension 10 out of the full dimension 20.
The performance of various strategies under all settings are
shown in Table I. As a general trend, all strategies require high
proportion of points to be queried to reach perfection as the
noise level goes up. It seems most of the advantage of SCAL
comes from the influence of data addition SCAL-A, and it is
difficult to say there is a difference between SCAL and SCAL-
A. It is worth noting that MinMargin has similar performance
to SCAL and SCAL-A when σ = 0.2.
Experiment 2: Varying angles between subspaces (θ). In
order to fix a vector to rotate the subspaces, we apply various
active learning strategies on three 3-D examples with subspace
dimension q = 2. 600 points are generated in total from 3
classes, and every cluster contains 200 points each. Noise with
σ = 0.1 is added to the data, and the between-subspace angle
is specified to be 30, 50, and 70 degrees respectively.
The performance results under all scenarios are shown in
Table I. Our proposed active strategy SCAL and SCAL-A
outperform all other strategies significantly. For these two
strategies, the proportion of data needed in order to achieve
perfection decreases as the between-subspace angle increases.
Other strategies have to query almost all points in order to
achieve perfect performance apart from MinMargin, which is
our close competitor in the varying noise setting.
Again SCAL-D strategy as part of our proposed SCAL
strategy barely distinguishes itself from Random strategy. This
is within our expectations for two reasons. First, misclassified
points are most likely to belong to the nearest cluster that they
have the second least reconstruction error to. Secondly, those
Parameters SCAL SCAL-A SCAL-D MaxResid MinMargin Random
σ = 0.2 0.30% 0.40% 45.20% 19.20% 0.70% 23.00%
σ = 0.4 43.10% 46.10% 99.00% 98.00% 83.10% 99.50%
σ = 0.6 85.60% 85.40% 99.90% 99.10% 89.50% 99.50%
θ = 30 41.67% 44.17% 98.67% 99.83% 96.00% 99.00%
θ = 50 37.17% 36.83% 99.00% 98.17% 69.50% 99.50%
θ = 70 32.17% 31.83% 98.83% 98.50% 77.67% 99.83%
TABLE I: The percentage of points queried before perfect cluster performance is reached on synthetic data sets.
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Fig. 1: Performance results measured by NMI on six motion segmentation data sets with KSC initialisation.
points whose deletion has a large influence on their allocated
subspaces are likely to be correctly classified in the first place
due to the noise in the data.
B. Real Data
In this section, we conduct experiments on real-world data
comparing SCAL to various competing strategies. We show the
advantage of our proposed active learning strategy when the
data exhibit subspace structure. Specifically, we experiment
with data sets in motion segmentation and face clustering that
have been used previously to demonstrate the effectiveness of
subspace clustering [23].
For KSC-based experiments, we experiment with two ini-
tialisation schemes. First we initialise with the output given
by KSC, which is the set of labels that gives the smallest
reconstruction error out of 50 runs. Secondly, we initialise
with the output from Sparse Subspace Clustering (SSC) [23]
under the default model parameters. Due to the excellent
performance of SSC, the aim is to investigate whether the
correct initialisation of subspace bases would help accelerate
the performance improvement.
All performance results are presented in two measures: the
first row of each data set presents the percentage of data that
need to be queried before perfect clustering is reached; the
second row presents the area under the curve as a percentage
of the total area.
Motion segmentation. In this set of experiments, we eval-
uate the performance of all strategies on six motion segmenta-
tion data sets [24]. Motion segmentation refers to the problem
of separating the points in a sequence of frames that compose
one video after being combined consecutively. Each point can
be represented by a 2F -dimensional vector, in which F is the
number of frames in the video [23]. Following the parameter
setting from [23], we set the subspace dimensionality q = 3
and one point is queried at each iteration.
The performance results are summarised in Table II. It
is worth noting that SSC achieves perfect performance on
‘truck2’ and ‘kanatani3’, thus there is no need for active
learning. The performance improvement over iterations is
shown in Fig. 1. We see that the performance of MinMargin
is very similar to that of SCAL most of the time. This is
also reflected in the second row of the performance of each
data set in Table II. However SCAL always achieves perfect
cluster performance first, which is what we expect to see due
to its ability to query potentially misclassified points that are
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Fig. 2: Performance results measured by NMI on Yale Faces datasets with KSC initialisation.
also informative. The performance of MaxResid also improves
rapidly in most scenarios, but it struggles to find the points
that lead to perfect performance.
KSC update (KSC initialisation)
SCAL MinMargin MaxResid Random
truck2 4.53% 90.63% 99.70% 91.84%99.36% 95.46% 86.60% 89.75%
1R2TCR 26.98% 43.35% 95.68% 88.13%94.89% 95.96% 85.44% 83.12%
kanatani3 26.03% 31.51% 86.30% 91.78%86.05% 84.86% 72.10% 53.10%
three-cars 31.21% 60.12% 99.42% 72.25%94.18% 89.07% 86.73% 87.16%
2R3RTC 37.28% 52.51% 46.49% 99.20%96.68% 97.23% 95.37% 87.86%
two-cranes 71.28% 81.92% 89.36% 97.87%59.52% 58.09% 53.09% 58.49%
KSC update (SSC initialisation)
1R2TCR 26.98% 43.35% 95.68% 98.02%94.89% 95.96% 85.44% 83.09%
three-cars 1.73% 83.82% 99.42% 84.39%99.94% 97.61% 95.52% 97.49%
2R3RTC 9.82% 40.88% 59.92% 78.96%99.76% 99.27% 98.21% 97.73%
two-cranes 73.40% 75.53% 98.94% 98.94%64.38% 71.23% 45.72% 65.80%
TABLE II: Performance on motion segmentation data sets.
Face clustering. The original Extended Yale Face
Database B [25] consists of 64 images of 38 distinct faces
under various lighting conditions. Each original image is of
size 192 × 168, and have been downsampled to have size 48
× 42 [23]. It has previously been shown under the Lambertian
assumption that images of a subject lie close to a linear
subspace of dimension 9 [26]. Since the data have intrinsically
low dimension, we preprocess the data by projecting onto
its first 5K principal components as has been done in [8].
Following the experimental settings in [23], we experiment
with K = 2, 3, 5, 8, and 10. The corresponding data sets are
obtained from the SSC package in MATLAB [23].
As before, we apply all active learning strategies with both
KSC and SSC initialisations. It is worth noting that SSC
achieves perfect performance on the preprocessed data when
K = 2, thus there is no need for active learning. From the
results shown in Table III, we see that the percentage of
data needed goes up as K increases. Although the proportion
of area under the curve is very similar between MinMargin
and SCAL, MinMargin requires a much higher percentage of
queries than SCAL before perfect clustering is reached.
The performance improvement over time with KSC initial-
isation is shown in Fig. 2. The initial performance decreases
slowly as K increases, and the performance of various active
strategies gets closer. With that said, the performance results
of SCAL and MinMargin still stand out from the rest.
V. EXTENSION TO SPECTRAL CLUSTERING
Finally, we make an initial attempt to extend our active
learning framework to the spectral clustering setting. A large
number of subspace clustering algorithms are spectral-based
methods. These methods construct a pairwise affinity matrix
through various optimisation schemes and solve the cluster
assignment problem through spectral clustering [23], [27]. We
incorporate the queried information in the similarity matrix
and compare with other strategies in the spectral setting.
KSC update (KSC initialisation)
Strategies K = 2 K = 3 K = 5 K = 8 K = 10
SCAL 21.09% 19.79% 24.06% 63.48% 53.91%96.10% 98.28% 93.80% 80.02% 86.45%
MinMargin 64.84% 36.46% 83.13% 98.44% 99.84%90.30% 97.31% 91.83% 81.92% 88.95%
MaxResid 96.88% 95.31% 99.69% 99.81% 99.84%77.19% 85.85% 77.43% 79.01% 82.22%
Random 97.66% 96.35% 99.69% 97.85% 97.97%77.59% 88.08% 76.27% 77.77% 83.46%
KSC update (SSC initialisation)
Strategies K = 3 K = 5 K = 8 K = 10
SCAL 10.94% 25.31% 28.52% 58.91%99.06% 99.09% 98.24% 95.15%
MinMargin 16.15% 38.13% 92.58% 62.18%98.59% 98.14% 98.00% 97.15%
MaxResid 93.23% 99.69% 99.81% 99.38%91.50% 82.66% 89.75% 93.34%
Random 91.15% 76.25% 99.02% 91.88%92.19% 94.40% 91.59% 94.75%
Spectral update (SSC initialisation)
Strategies K = 3 K = 5 K = 8 K = 10
SCAL 10.94% 26.56% 40.62% 26.56%98.91% 96.03% 91.08% 98.24%
SUPERPAC 14.06% 31.25% 40.62% 20.31%98.39% 95.96% 90.03% 98.67%
MaxResid 90.62% 98.44% 98.44% 57.81%93.23% 92.84% 86.81% 98.76%
Random 95.31% 98.44% 92.19% 96.88%90.90% 92.65% 87.50% 96.06%
TABLE III: Performance on Yale Faces data sets.
Using our proposed strategy, the points are queried in the
same manner as before. Upon receiving the class information
of some points, the constraints are satisfied by editing the
affinity matrix. Following the update procedure in [4], we set
to ones for those labelled data that belong to the same class and
zeros for those that lie in different classes. Spectral clustering
is then applied to the edited affinity matrix to obtain labels for
all points. As a final step, we apply KSCC to ensure that all
grouping constraints are satisfied for the labelled data.
The performance results are shown in the last section of
Table III. Note that the authors that propose MinMargin have
renamed it to SUPERPAC for the spectral setting. SCAL
outperforms other competing strategies in all scenarios apart
from when K = 10. With that said, SCAL still enjoys the same
level of rate of improvement as SUPERPAC and MaxResid
when K = 10.
VI. CONCLUSIONS & FUTURE WORK
We proposed a novel active learning framework for sub-
space clustering. Ideas from matrix perturbation theory are
borrowed to enable efficient estimation of the influence of data
deletion and addition as measured by the change in the recon-
struction error. New results on the perturbation analysis of data
addition are provided as a by-product of our proposed active
learning framework. In addition, we propose a constrained sub-
space clustering algorithm KSCC that monotonically decreases
the constrained objective over iterations.
For future research, we plan to consider extensions of
our proposed framework in the spectral setting. Our initial
experimental results seem promising on the Faces data using
the straightforward spectral update on the affinity matrix.
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APPENDIX
Proof of Proposition 1
In this section, we provide the proof for Proposition 1 in
Section III-B of the paper regarding the perturbed form of the
covariance matrix after data addition.
Proposition 1. The form of S+(I) can be expressed as,
S+(I) = S +
l
n+ l
[
(SI − S)− (x¯I + x¯)(x¯I + x¯)T
]
+
l2
(n+ l)2
(x¯I + x¯) (x¯I + x¯)
T
.
(24)
Proof. The sample covariance matrices S, SI , and S+(I) are
given as
S =
1
n
XT
(
In − 1
n
1n1Tn
)
X,
SI =
1
l
XTI
(
Il − 1
l
1l1Tl
)
XI ,
S+(I) =
1
n+ l
XTI+
(
In+l − 1
n+ l
1n+l1Tn+l
)
XI+ ,
(25)
in which In is an identity matrix of size n×n and 1n is a vector
of all ones that has length n. Starting from the expression for
S+(I) above, we can write:
(n+ l)S+(I) = X
T
I+XI+ −
1
n+ l
XTI+1n+l1
T
n+lXI+
= XTX +XTI XI −
1
n+ l
x¯I+ x¯
T
I+
= XTX +XTI XI −
1
n+ l
(nx¯ + lx¯I)(nx¯ + lx¯I)T
= nS + lSI +
1
n
XT 1n1TnX +
1
l
XTI 1l1
T
l XI
− 1
n+ l
(nx¯ + lx¯I)(nx¯ + lx¯I)T
= nS + lSI + nx¯x¯T + lx¯I x¯TI
− nl
n+ l
(
n
l
x¯x¯T + x¯x¯TI + x¯I x¯
T +
l
n
x¯I x¯TI )
= nS + lSI − nl
n+ l
(x¯x¯T + x¯x¯TI + x¯I x¯
T + x¯I x¯TI )
= nS + lSI − nl
n+ l
(x¯I + x¯)(x¯I + x¯)T
= (n+ l)S + l (SI − S)− l(x¯I + x¯)(x¯I + x¯)T
+
l2
n+ l
(x¯I + x¯)(x¯I + x¯)T ,
from which the result follows.
Proof of Proposition 2
In this section, we provide the proof for Proposition 1 in
Section III-B of the paper regarding the perturbed form of the
covariance matrix after the addition of one single point.
Proposition 2. Following the same line of analysis, we can
show that the perturbed covariance matrix in the case when
l = 1 can be expressed as,
S+(i) = S +
1
n+ 1
[
(x¯− xi) (x¯− xi)T − S
]
− 1
(n+ 1)2
(x¯− xi) (x¯− xi)T ,
(26)
in which we can think of 1n+1 and
[
(x¯− xi) (x¯− xi)T − S
]
as  and S(1) respectively.
Proof.
(n+ 1)S+(i) = X
T
i+Xi+ −
1
n+ 1
XTi+1n+11
T
n+1Xi+
= XTX + xixTi −
1
n+ 1
(nx¯ + xi)(nx¯ + xi)T
= nS +
1
n
XT 1n1TnX + xix
T
i
− 1
n+ l
(nx¯ + lx¯I)(nx¯ + lx¯I)T
= nS +
1
n
XT 1n1TnX
− n
n+ 1
(
x¯x¯T + 2x¯xTi − nxixTi
)
= nS + nx¯x¯− n
n+ 1
(
x¯x¯T + 2x¯xTi − nxixTi
)
= nS − n
n+ 1
(
2x¯xTi − x¯x¯T − xixTi
)
= nS +
n
n+ 1
(x¯− xi) (x¯− xi)T
= nS + (x¯− xi) (x¯− xi)T
− 1
n+ 1
(x¯− xi) (x¯− xi)T .
