Abstract--This paper proposed an even grid based lattice vector quantization method for audio coding. The method uses energy priority, with basic code book and the ball-type expansion, which is applicable to the low rate of the variable-rate vector quantization coding. The method uses the lattice characteristics to resolve rapid index distribution problem, as well as the compression of the basic code book. The experiment results show that the proposed method is as good as vector quantization method in ITU-T standard G729.1 in quality, with lower storage cost and computational complexity.
I. INTRODUCTION
In vector quantization we group the source output into blocks or vectors. The vector of source outputs forms the input to the vector quantizer. At both the encoder and decoder of the vector quantizer, we have a set of vetors called codebook of the vector quantizer. The vectors in this codebook, know as code-vectors, are selected to be representative of the vectors we genereate from the source output. Each-code vector is assigned a binary index. At the encoder, the input vector is compared to each code-vector in order to find the code-vector closest to the input vector. The elements of this code-vector are the quantized values of the source output. In order to inform the decoder about which code-vector was found to be the closest to the input vector, we transmit or store the binary index of the code-vector. Because the decoder has exactly the same codebook, it can retrieve the code-vector given its binary index. For a given rate, use of vector quantization results in a lower distortion than when scalar quantization is used at the same rate. If the source output is correlated, vectors of source output values will tend to fall in accurate representation of the source output. The density matching property of vector quantization is powerful, especially for identifying the density of large and high-dimensioned data. Since data points are represented by the index of their closest centroid, commonly occurring data have low error, and rare data high error.
Mobile device processing power, storage capacity and other resources are limited, research has a low bit-rate, low computational complexity and low storage space characteristics of audio codec algorithms is to upgrade the mobile network environment, the quality of audio signal reconstruction of the key resources and to overcome bottlenecks important means. Lattice vector quantization method can be realized through the yards of the extension from a low bit rate to high bit-rate quantization, its yards through the algebraic method of this construction, the need for storage and the computational complexity is low, at high bit-rate has been successfully used in the audio coding technology. However, in the low bit rate, the existing lattice vector quantization techniques exist to quantify the error is too large and outside the point of obvious defects, quantify the sharp decline in the quality has seriously hampered the universal application of this technology.
Lattice vector quantization technology in the multi-dimensional signal space, construct a regular grid, the signal space is divided into multiple cell-to grid point as vector quantization. As the cell-and lattice is regular, and its code book can be constructed by algebraic methods without the need for storage. This paper firstly introduces the traditional lattice vector quantization methods in section II and then proposes the principle of quantization in section III. And the design methods of basic code book and expansion code book are introduced in section IV. After that, the index allocation algorithm, code stream and the codec structure are presented in section V. The experimental results are shown in section VI. At last, the section VII give the conclusions.
II. TRADITIONAL LATTICE VECTOR QUANTIZATION
The traditional statistical vector quantization (VQ) methods, such as VQ designed by Linde-Buzo-Gray (LBG) algorithm. The algorithm functions as follows: Given a large set of output vectores from the source, known as the training set, and an initial set of k representative patterns, assign each element of the training set to the closest representative pattern. After an element is assigned, the representative pattern is updated by computing the centroid of the training set vectors assigned to it. When the assignment process is complete, we will have k groups of vectores clustered around each of the ourput points. LBG algrithm have highly compression capacity and thus implement widely in the field of data compression and quantified. But the quantization computing complexity grows with exponential relation with dimension. And it is usually not able to get the best codebook to train sequence with the clustering algorithm. In recent years lattice VQ is studied to get rid of the disadvantage of traditional VQ.
Lattice vector quantization (Lattice VQ) was first proposed in 1977 by the Slone [1] . 1982 Slone, and Conway proposed a practical lattice vector quantizer, its principle is to use a regular mesh over multi-dimensional signal space, and then to quantify the signal to be quantified to these grid points. The quantization vector quantization method to overcome the traditional overhead storage space large defects in the high computational complexity [2] . However, lattice vector quantization theory, there are two inherent flaws: one, due to lattice vector is uniformly distributed in space, so unless the source is a non-uniform distribution of memory, or can not be obtained at a given rate of the smallest average distortion . 2, lattice vector quantization with a hidden high-resolution, will lead to high bit-rate is only applicable to low-distortion high-bit-rate encoding of occasions, and its index can only use lossless encoding [3] .
Lattice vector quantization techniques for does not apply to non-uniform distribution of sources of defects, 1989 Berhm and Herrbert proposed a non-linear mapping model can be non-uniform distribution of sources mapped to approximate uniform distribution, then use the lattice vector quantization [4] . [4] the adoption of the model lattice vector quantization technique for non-uniform distribution of the speech spectrum signals quantified. Compared with the traditional vector quantization method, in theory, could rate higher than 1 bit / sample points to obtain a higher signal to noise ratio. However, lattice vector quantization of the second flaw, so the method of quantifying the quality of low bit rate still to be improved.
Lattice vector quantization for high-resolution hidden defects caused by high bit rate, you can choose a grid within a region or a subset of the grid constitutes a code book and make the code a good instinct matched with a particular source, namely, The cut through the yards to reduce the number of bits needed [3] . Although the code book truncated to a certain extent with high-resolution lattice vector quantization problems, but because of the number of directly dependent on the coded bits, the code still does not apply to this truncation of low bit-rate lattice vector quantization. The specific performance as follows: intercept only part of the grid constitutes a basic code book, it may result in a larger vector-point energy falls outside the code book as "outside point" can not be quantified, leading to quantify the overall poor quality [4] .
In view of mobile applications for audio codec technology should have a low bit-rate, low computational complexity and low storage space features, researchers began to try at home and abroad of low computational complexity, high-performance, high-level lattice vector quantization codebook extension technology to solve the above problem.
Lattice vector quantization of the high-level code of the extensions can be divided into two categories, one by scaling the basic code points outside of the right to quantify. The basic flow structure is: Code-side through the scaling factor approach to quantify the signal is compressed so that it is located within the code book and then proceed to quantify; re-scaling factor in the decoder side according to its zoom restored. This type of method to enlarge the basic code decoder side in the grid points of the cell cavity, will directly affect the lattice vector quantization of the quantization distortion of the size, so such methods to quantify distortion will be expanded as the scaling factor in proportion to increase, thus quantify the overall impact of the quality shown in Figure 2 . For example, in the AMR-WB + audio coding standard [7] , the code of the scaling of the most advanced number 4, that is, the value of the zoom factor of up to four, after scaling the signal of its quantization error is not scaled when the quantization error is equivalent to 4 times the will lead to reconstruction of audio quality greatly reduced. 1993, Jeong and Gibson proposed a sub-scale lattice vector quantization codebook expansion of high-order method. With the traditional scaling lattice vector quantization compared to the method in less than 2 bits / sample point to quantify the gain increased 0.3 ~ 0.5dB [5] . 2006, Subramaniam has designed a recursive multi-dimensional scaling lattice vector quantization (RMCLVQ) method [6] , in the multi-dimensional space through the recursive grid scaling, so that the code constraint instinct cover as much as possible vector space, and then quantified. This method is 48kbps bit-rate codes are not covered by the signal of the emergence of probability ratio did not use a recursive method of multi-dimensional scaling lattice vector quantization (MCLVQ) reduced by 70%, but the computational complexity and memory space overhead is higher than MCLVQ.
Another group of high-level lattice vector quantization codebook extension technology is based on a single-stage high-order extended model of Voronoi extension method, but also dealing with outsiders point problem in recent years, more effective technical means. Class methods borrowed from high-level code based on the scaling method of this extension, first of all the basic code book for n-order scale, expansion of the vector codebook can cover space; and then extended the code in this one-time broken down into many of the basic code The size of the same cell-cell cavity, to be a single-stage high-order extended code book, and finally quantify the outside point to that code book in order to enhance the quantitative accuracy, as shown in Figure 3 . This method originated in 1996, Xie and Adoul proposed nested lattice vector quantization (EAVQ). Multiple spherical truncated construct the basic code book, to quantify the point at different positions to be quantified using different code book. The code-book level-nested, smaller code book is part of a larger codebook. Complex with the two-dimensional random vector quantization (2D-CVQ) compared to the method of sub-signal to noise ratio improves 0.54dB, storage space overhead dropped 73.6%, but the quantization precision in the low bit-rate is still not high [ 8] . Subsequently, this type of method of research work focused on high-coding bits of the image coding area, in language audio codec literature in the field was relatively small. Until 2004, Ragot, and Bessette in the literature [8] based on the proposed extension model based on single-stage high-order extension of the Voronoi coding method. The use of a single-stage high-order expansion of the cell-size of the codebook with the underlying code of the cell-size of the same characteristics, they avoid the cell-scale distortion caused by quantization. Using this method of transform coding incentives encoder (TCX, Transform Coded Excitation) at 32Kbps bit rate signal to noise ratio (SNR) value is reached 17.21dB [9] , is the current point problem for the outside of the more successful solutions. In 2004, the method was developed by 3GPP organization AMR-WB + audio standard to adopt.
Lattice VQ based on the lattice point in space lattice to quantify signals. As space lattice is inerratic, the lattice point and the cell is also regular, the codebook of the lattice VQ method can be constructed merely through algebra computing with very little storage space, and with low complexity of computing, and high quantization precision [10] .
This paper proposed a lattice vector quantization construction method, based on even lattice, shown as follows, i a is even. } ) ,..., , {(
Basic code book covers spherical shell with the radius of not more than four. The selection of expansion code book is based on the algebra relations between the vectors. All En lattice vector with a radius of no more than 16 can be determined by basic code book with expansion code book. The index search method uses permutation; combination and sigh alter in basic code book to search quickly and save storage space. As a result of multi-code-books, the method has a variable rate feature, which means flexible quantization based on the number of bits can be allocated.
III. PROPOSED QUANTIZATION METHODS
The quantization system consists of a basic code book and two expansion code books. All vectors are E8 grid. The largest spherical shell radius of the basic code book is 4 (that is, {a1, a2,…, a8} ai <= 4). The first order expansion of the code book can include shell with the largest radius of 8. the second order expansion can include spherical shell with largest radius of 16. The basic book is divided into four small sub code book based on energy.
The following is the quantization methods in different lattice point location scenarios.
A Basic code book
When the lattice point is in the basic code book, its energy is less than 128, because the basic code book can only cover the spherical shell with a radius of 4. Because the basic book is divided into four sub code book based on energy, we must calculated the energy of the 8-dimensional vector firstly, and then find the corresponding sub code book number, select the appropriate code book to quantify the vector at last.
When a subset of lattice points is used as the output points of a vector quantizer, the quantizer is known as a lattice vector quantizer. Basing a quantizer on a lattice solves the storage problem. As any lattice point can be regenerated if we know the basis set, there is no need to stror the output points. Further, the highly structured nature of lattices makes finding the closest output point to an input relatively simple. 
B First order expansion
When the lattice point is out of the basic code book, its energy is more than 128 of less than 512. we need expand the code book, to search first order expansion of the code book. The first order expansion code book can cover the spherical shell with a radius of 4. Therefore, we calculate the distance between the energies of target vector and vector of expansion code book. When the distance is less than 128, the vector is a suitable first order extension quantization vector for the target vector. The quantization error is composed of two kinds of error, overload error and granulaer error. The overload error is determined by the location of the quantization regions furthest from the origin, or the boundary. We have seen how we can design the vetor quantizers to reduce the overload probability and thus the overload error. We call this the boundary gain of vector quantization. In scalar quantization, the ganulaer error was determined by the size of the quantization interval. In vecotr quantization, the granular error is affected by the size and shape of the quantization interval.
IV. THE CODE BOOK DESIGN

A The basic code book design
The basic code book covers spherical shell with a radius of 4, including a total of more than 390,000 basic vectors, and need 19-bit for coding. The maximum energy of code vector is 128.
According to the characteristics of lattice, we only need to consider absolute guide items when design the code book. Other vectors can be calculated by the absolute symbol of the changes in the composition and with the changes to generate [12] . The basic code book includes about 390,000 vectors, but there are only 45 of the absolute guide items. Most voice encoder bit rate is not high, can not guarantee that every 8-dimensional vector can get at least 19-bit to code. Therefore, the basic code book should be divided into sub code books to improve coding efficiency. The following table gives the energy and corresponding coding bits of the four sub code books. 
B The design of the expansion code book
There are two level expansions in the proposed quantization systems. The first order expansion can include all vectors, which are in the spherical shell with the radius of not more than 8. The second order expansion can include all vectors, which are in the sphere shell with the radius of not more than 16.
The code vectors of the first order expansion code book are in the following set:
There are 256 vectors in the first order expansion code book, need for 8-bit for coding.
The code vectors of the first order expansion code book are in the set (b1, b2,…, b8) bi = 8, or -8. On the base of the first order expansion code book, the second order expansion of the code book can determine all vectors in the spherical shell within a radius of 16. As descript above, each level expansion need additional 8-bit to code the vector of expansion code book. Since the basic code book needs 19-bit to encode, the first order expansion need 27-bit, the second order expansion need 35-bit for coding.
V. IMPLEMENT IN AUDIO CODEC
This sector introduces the index allocation algorithm; designs bit stream structure and present the quantization flow implemented in the audio codec.
A Index allocation algorithm
This section introduces how to generate the all code vectors from the absolute guide items. All vectors can be gotten by sign change and permutation alteration of absolute guide items. The following figure shows how to generate index items from the first two absolute values. In figure 4 , there are two layers, the first layer is the sign change, and the second layer is the alteration of permutation and combination. All components value of E8 lattice is even, so, for all vectors (a1, a2,… a8), their sign change total number is 2N, N is the number of non-zero value in (a1, a2,… a8). The rank of alteration of permutation and combination can be compute from Schalkwijk formula [11] calculated. So, for any vector, its index value I can get by these means. In the other hand, the target vector can be solved from an absolute guide items index table (only Including 45) and the vector index I. When this code book number is 0, it is a whole 0 vector, the bit stream only contain code book number. When the code book number is 1, 2, 3, it means it is a basic code vector. the bit stream will include basic code book index, but no expansion code book index. When the code book number is 4, the first order expansion index will be added into bit stream. And when the code book number is 5, the second order expansion index will be further added into bit stream
B Bit stream design
C Quantization flow
The following is the quantization flow chart implemented in audio codec. As shown in figure 6 , in the start of the quantization, we calculate the gain firstly, and get the vector zoom. Then find the nearest lattice point on E8 lattice. After that, we will judge whether codebook need to be expanded. If need, find the vector in expanded codebook, and minus the vectors to get the target vector, otherwise, find the absolute guide of the target vector directly. At last, we will find the index of the target vector in basis codebook.
If we wanted to find the closest lattice point to the input, all we need to do is find the closest integer to each coordinate of the scaled input. If the sum of these integers is even, we have a lattice point. If not, find the coordinate that incurred the largest distortion during convension to an integer and then find the next closest integer. The sum of coordinates of this new vector differs from the sum of coordinates of the previous vector by one.
The figure 7 shows the overall flow in encoder. Firstly, arrange 8-dimension vectors according to the energy descending order. Then select the 8-dimension vector with highest energy and estimate the number of encoding bit needed. If the remained bits are enough, encoded this vector and select the next 8-dimension vector with highest energy will be encoded. Otherwise, encoding is end. The figure 8 shows the flow of the decoder. In the start, we firstly read the index from the bitstream, and find the absolute guide item. Then the permutation and symbols are determined. After that, decode the basic code book. If there is expansion, the expanded code book will be decoded. At last, we get the vectors decoded.
VI. EXPERIMENTS
To verify the quality of the quantization method, we compare it with the quantization method in G729.1 algorithm [13] . The tests include subjective hearing tests and SNR comparison tests. The 12 test sequences are selected from MPEG recommended sequences, including voice and audio, with the bit rate of 24 kbps, sampling rate of 16 kHz.
A Subjective Listening Tests
We compare the proposed algorithm against the vector quantization algorithm in ITU 729.1 codec.
The test audio sequences are from MPEG standard audio. They are es01.wav, es02.wav, es03.wav, sc01.wav, sc02.wav, sc03.wav, si01.wav, si02.wav, si03.wav, sm01.wav, sm02.wav, sm03.wav. All of them are a 48 kHz sampled mono waveform. Testing bit-rates are 24kbps. Comparison of the Stimuli Score B is much better than A +3 B is better than A +2 B is slightly better than A +1 B is the same as A 0 B is slightly worse than A -1 B is worse than A -2 B is much worse than A -3
The test results consist of an average score and a 95% confidence interval. Solving confidence interval is as follows:
Standard deviation: The abscissa is test sequence name. A solid point for the sequence test shows that the average rate.
Figure9. Subjective listening test results
The objective test results show that the SNR values of the propose method and G.729.1 are very close.
VII. CONCLUSIONS
At present lattice vector quantization has been widely used in modern audio and video compression coding. Lattice vector quantizer performance depends primarily on two aspects: the selection of appropriate cell-type structure and the structure of extension based on the lattice method of design. In this paper, based on even-numbered grid lattice quantitative methods, using even the characteristics of grid-based code can be achieved in this low storage space and fast index lookup. In the extended codebook used in the design of the ball-type expansion, making the coverage of a larger codebook and to quantify more precise. From the above objective test and subjective hearing test, we can see that the proposed method can get nearly same audio quality compared with G729.1, but with the advantages of lower storage cost and computational complexity.
