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Abstract
If a difference equation has a saddle point equilibrium, then there are solutions which converge to
this equilibrium. For second order equations, conditions are given which imply that these solutions
are monotone. These results are used to analyze a rational difference equation which possesses a
saddle point equilibrium.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
The second order difference equation yn+1 = yn−1/(p + yn) , with positive initial con-
ditions y−1 and y0, has a saddle point equilibrium y¯ = 1 − p when p ∈ (0,1). In [1], Ku-
lenovic and Ladas assert that solutions which converge to this equilibrium are monotone.
The result of Section 2 gives conditions for the monotonicity of solutions of a second order
difference equation that converges to a saddle point equilibrium. This result is applied, in
Section 3, to a rational equation which includes the above example as a special case.
Let I be an interval and let f : I × I → I be a continuously differentiable function. We
consider the second order difference equation with initial conditions
yn+1 = f (yn−1, yn), y−1, y0 ∈ I, (1)
and assume that there is an equilibrium y¯ ∈ I .
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xn+1 = yn, yn+1 = f (xn, yn), (2)
and linearize about (y¯, y¯), we obtain
(
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vn+1
)
=
(
0 1
A B
)(
un
vn
)
, (3)
where A = ∂
∂x
f (y¯, y¯) and B = ∂
∂y
f (y¯, y¯).
The equilibrium (y¯, y¯) is a saddle point if the characteristic equation λ2 − Bλ − A = 0
has one root inside the unit disk and one root outside the unit disk. A necessary and suffi-
cient condition for this is that both inequalities B2 +4A > 0 and |B| > |1−A| are satisfied.
In the case that (2) has a saddle point equilibrium, we have the following result [1].
Stable Manifold Theorem. Suppose (y¯, y¯) is a saddle point equilibrium of (2), and let λ1
and λ2 be the two solutions of the characteristic equation λ2 − Bλ − A = 0, with |λ1| < 1
and |λ2| > 1. Vi =
( 1
λi
)
is the eigenvector associated with λi , for i = 1,2. Then the stable
manifold of (y¯, y¯) is a curve in the plane passing through (y¯, y¯). The tangent line to this
curve at (y¯, y¯) is parallel to V1. Similarly, the unstable manifold is a curve through (y¯, y¯)
with tangent line at (y¯, y¯) parallel to V2.
2. Monotonicity of solutions converging to a saddle point equilibrium
This section contains a proof of the following theorem.
Theorem 1. Let I be an interval, and let f : I × I → I be a continuously differentiable
function. Let y¯ be a saddle point equilibrium of (1). Assume that f satisfies the following
conditions:
(i) ∂
∂x
f (x, y) > 0, ∀(x, y) ∈ I × I ;
(ii) ∂
∂y
f (x, y) 0, ∀(x, y) ∈ I × I ;
(iii) (y − y¯)(y − f (y, y)) > 0, ∀y ∈ I , y = y¯.
Then every solution of (1) which converges to y¯ is monotone.
The proof uses properties of a solution to (1) contained in the following lemmas. These
four lemmas concern a solution {yn} of (1), where f satisfies the conditions (i)–(iii).
Lemma A. If there is an N such that yN  y¯  yN+1, then the solution {yn} oscillates with
semi-cycles of length one.
Lemma B. If there is an N such that yN+1  y¯  yN , then the solution {yn} oscillates with
semi-cycles of length one.
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yN+2k for k = 0,1,2,3, . . . . Furthermore, the sequence {yN+2k} is decreasing.
Lemma D. If yn  y¯ for all n and there is an N such that yN+1  yN , then yN+2k+1 
yN+2k for k = 0,1,2,3, . . . . Furthermore, the sequence {yN+2k} is increasing.
Proofs.
A. If there is an N such that yN  y¯  yN+1, then using conditions (i) and (ii),
yN+2 = f (yN,yN+1)  f (y¯, y¯) = y¯ . Also, yN+3 = f (yN+1, yN+2)  f (y¯, y¯) = y¯ . The
result follows by induction.
B. The proof of B is similar to the proof of A.
C. If yn  y¯ for all n and there is an N such that yN+1  yN , then using properties (ii)
and (iii): yN+2 = f (yN,yN+1) f (yN,yN) yN . Since yN+2  yN+1, we can now use
conditions (i) and (ii) to get yN+3 = f (yN+1, yN+2)  f (yN,yN+1) = yN+2. The result
follows by induction.
D. The proof is similar to the proof of C. 
Proof of Theorem 1. Let {yn} be a non-trivial solution to (1) which converges to the
saddle point equilibrium y¯. As stated in the Introduction, the characteristic equation
λ2 − Bλ − A = 0 has two real roots λ1 and λ2 with |λ1| < 1 and |λ2| > 1. In fact, since
conditions (i) and (ii) imply that A > 0 and B  0, we can conclude that λ1 ∈ (0,1) and
λ2 < −1. According to the Stable Manifold Theorem, also given in the Introduction, if we
consider (1) as the system (2), then the stable manifold is a curve in the phase plane pass-
ing through (y¯, y¯) which has tangent line parallel to Vi =
( 1
λi
)
. We can therefore consider
the stable manifold to be locally (near (y¯, y¯)) the graph of a function g, with g(y¯) = y¯
and d
dx
g(y¯) = λ1 ∈ (0,1). Also, since a solution of (2) which converges to the equilib-
rium must lie on the stable manifold, we must have g(yn) = yn+1. Let {yn} be a non-trivial
solution to (1) which converges to y¯. To prove that {yn} is monotone, we consider two
cases.
Case 1. yn = y¯ for finitely many n.
In this case, we can say
λ1 = d
dx
g(y¯) = lim
n→∞
g(yn) − g(y¯)
yn − y¯ = limn→∞
yn+1 − y¯
yn − y¯ . (4)
If {yn} did not satisfy either yn  y¯ or yn  y¯ for all n, then it would follow, by Lemmas A
and B that {yn} oscillates. This would imply that
yn+1 − y¯
yn − y¯  0 for infinitely many n.
We would then have, from (4), that λ1  0, which is a contradiction. Thus we can assume
that either yn  y¯ or yn  y¯ for all n. If, for contradiction, {yn} were not monotone, we can
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the appropriate Lemma C or D:
λ1 = lim
k→∞
yN+2k+1 − y¯
yN+2k − y¯  1.
This is a contradiction. Therefore, {yn} is monotone in this case.
Case 2. y = y¯ for infinitely many n.
In this case, consider a subsequence {ynk } of {yn} which consists of terms such that
ynk = y¯ but ynk+1 = y¯. Such a subsequence exists since we are assuming {yn} is not the
trivial solution. In this case, (4) implies
λ1 = lim
k→∞
ynk+1 − y¯
ynk − y¯
= 0,
which is a contradiction. Thus the only non-trivial solutions of (1) converging to y¯ are in
Case 1, and these solutions are monotone. 
3. Application to a second order rational difference equation
The equation
yn+1 = p + qyn + ryn−11 + yn , (5)
where the parameters p, q , and r are non-negative, has equilibrium
y¯ = q + r + 1 +
√
(q + r − 1)2 + 4p
2
.
This equation has been investigated in [2] where it was shown that:
(a) y¯ is globally asymptotically stable if r < q + 1,
(b) every solution converges to a period-two solution if r = q + 1,
(c) there exists unbounded solutions if r > q + 1.
In case (c), the equilibrium is a saddle point. Theorem 1 can be applied as described in
the following theorem. The hypothesis of this theorem include the equation given in the
Introduction.
Theorem 2. Let {yn} be a solution of (4) with r > q +1. Assume further that q < p. If {yn}
converges to y¯ , then it is monotone.
Proof. The function f : (0,∞)× (0,∞) → (0,∞) defined by f (x, y) = (p + qy + rx)/
(1 + y) satisfies conditions (i)–(iii) of Theorem 1 when q < p. Also, (5) has a unique
equilibrium.The result therefore follows by Theorem 1. 
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