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Abstract
Large-eddy simulation (LES) has been used extensively to study turbulence related
atmospheric processes, traditionally focussed on (highly) idealized studies, with the
domain size and resolution optimized for the process of interest. More recently the
use of LES hasmoved towardsmore realistic experiments, for example by performing
realistic weather hindcasts on domains as large as Germany (ª 1000 km). In con-
trast to more idealized LES experiments, such a setup requires both a sufficiently fine
computationalmesh to resolve the smallest turbulent scales – like shear driven turbu-
lence in the stable boundary layer (SBL) – and a sufficiently large domain to capture
the largest turbulent scales – like deep convective systems. As we are decades away
from being able to perform such experiments, some simplifications are required. Of-
ten a resolution is used which is sufficient to resolve the daytime boundary layer, but
insufficient to resolve turbulence at night, which (in theory) makes part of the LES
experiments invalid. This thesis addresses a number of questions about the use of
such an LES setup: How poorly is the atmosphere (SBL) represented when using a
resolution insufficient to resolve turbulence? And does a poorly resolved SBL have
the potential to influence the following day of convection?
ii
Zusammenfassung
ZurUntersuchung turbulenter, atmosphärischer Prozessewerden oftmals Grobstruk-
tursimulationen (LES) genutzt, deren Schwerpunkt traditionell auf (stark) idealisier-
ten Studien liegt, in denen das Modellgebiet und die Modellauflösung entsprechend
des untersuchten Prozesses optimiert werden. In jüngster Zeit verschiebt sich dieser
Schwerpunkt in Richtung realistischer Experimente, wie z.B. bei der Berechnung ei-
ner nachträglichenWettervorhersage in einemModellgebiet der GrößeDeutschlands
(ª1000 km). ImGegensatz zu stark idealisierten LES-Experimenten benötigt eine sol-
che realistische Simulation sowohl ein ausreichend feine Modellauflösung, um die
kleinsten turbulenten Skalen – wie z.B. durch Scherung verursachte Turbulenz in ei-
ner stabilen Grenzschicht – aufzulösen, als auch ein ausreichend großes Modellge-
biet, um die größten turbulenten Skalen – wie z.B. hochreichende, konvektive Syste-
me – zu erfassen. Da wir noch Jahrzehnte davon entfernt sind solch umfangreiche
Modellsimulationen durchzuführen zu können, sind einige Vereinfachungen uner-
lässlich. Oftmals wird deswegen eine Modellauflösung verwendet, die die Prozesse
der Tagesgrenzschicht gut darstellen kann, die jedoch für die Auflösung der nächtli-
chen Grenzschicht nicht ausreicht, was die Aussagekraft von Teilen der Simulationen
(theoretisch) stark begrenzt. Diese Arbeit befasst sichmit einer Reihe von Fragen über
die Aussagekraft solcher LES-Experimente: Wie schlecht wird die stabile, nächtliche
Grenzschicht dargestellt, wenn dieModellauflösung nur eine unzureichendeDarstel-
lung der Turbulenz zulässt? Kann eine unzureichend aufgelöste, nächtliche Grenz-
schicht die Konvektion am folgenden Tag beeinflussen?
iii
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Chapter I
Introduction
1.1 Motivation: there are (nearly) always smaller scales
Atmospheric processes cover a vast range of scales, from large planetary waves of
O (107 m) down to, for example, small microphysical processes of O (10°6 m) (Wal-
lace and Hobbs, 2006). In numerical simulations/experiments of the atmosphere, it
is currently not feasible to explicitly represent all these processes acting on such a
wide range of scales, turning every experiment into a compromise between domain
size, resolution, realism, and computational costs. The resolution introduces a divi-
sion between processes with a length scaleL larger than the grid spacing ¢ – which
can explicitly be resolved on themodel grid – andprocesseswithL <¢, which (unless
the process is being neglected) requires a sub-grid parameterization (e.g. Wyngaard,
2004).
10-6 10-4 10-2 100 102 104 106 scale (m)
thermals
organized convection
turbulence
108
planet. waves
LES HD(CP)2
GCMsLES (CBL)
LES (NBL)
microphysics
Figure 1.1: Overview of the scale of some atmospheric processes, and the type of models
used to study them.
In the current generation general circulation models (GCMs) and, for example,
limited area models used for numerical weather prediction (NWP), convection is one
of those sub-grid processes which requires a parameterization. Although both the
complexity and skill of these parameterizations has increased greatly, uncertainties
related to (moist) convection and precipitation are still present in the current state-
of-the-art GCMs (e.g. Stevens and Bony, 2013), making convection one of the major
uncertainties in suchmodels and causing biases in – amongst others – the frequency,
onset or spatial distribution of precipitation (Jakob, 2010). A logical solution to re-
move the uncertainty associated with a convective parameterization, is to remove the
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parameterization itself. Several more fundamental methods, in which convection is
explicitly resolved (¢<L , withL representing some typical convective length scale),
have been proposed and tested. Most notably, at least for model setups covering our
entire planet Earth, are the experiments being performed with NICAM (Nonhydro-
static ICosahedral Atmospheric Model), using a horizontal grid spacing of ª1000 m
(Miyamoto et al., 2013). Although at such resolutions deep convection is resolved (or
permitted, Bryan et al., 2003), some smaller scale phenomena – like turbulence in the
sub-cloud layer – still require a parameterization. In order to also resolve these pro-
cesses, a further decrease in grid spacing to ª100 m is needed. At such a resolution,
the largest (dry/shallow convective) eddies associated with the production and trans-
port of turbulence are resolved; hence the name large-eddy simulation (LES), as such
a model setup is mostly referred to. However, as shown in Fig. 1.1, there are (nearly)
always smaller, relevant processes. One of those processes, which occurs frequently
during clear conditions over land, is small scale shear-driven turbulence in the noc-
turnal stable boundary layer (NBL or SBL). For realistic LES experiments of the diel
cycle of convection over land, such processes also need to be considered.
1.2 Large-eddy simulation of the atmospheric boundary layer
Since the seminal work of Smagorinsky (1963); Lilly (1966) and Deardorff (1970), LES
has becomean invaluable tool to study turbulence related (or dominated) atmospheric
processes. By explicitly resolving the largest and most energetic eddies – and relying
less on parameterizations as models based on the Reynolds averaged Navier-Stokes
(RANS) equations – LES has proven to be very useful and reliable to study processes
like convection, or aid in the development of e.g. RANS basedmodels and the param-
eterizations that they depend on.
Traditionally, LES has mostly been used to perform fairly idealized experiments,
for example within the Global Energy and Water Cycle Exchanges Project (GEWEX)
Atmospheric Boundary Layer Study (GABLS) and Cloud System Study (GCSS) LES in-
tercomparison cases (Bechtold et al., 1996; Stevens et al., 2001; Brown et al., 2002;
Siebesma et al., 2003; Stevens et al., 2005; Beare et al., 2006; Ackerman et al., 2009;
Vanzanten et al., 2011). For such idealized cases, the domain size and resolution is
typically optimized for the kind of conditions being studied, where there are two dis-
tinct turbulence regimes: in the unstable convective boundary layer (CBL) and the
stable boundary layer (SBL).
2
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1.2.1 LES of the convective boundary layer
During the day a convective boundary layer is formed if the atmosphere is heated
from below, and warm buoyant air starts rising in thermals. Convective clouds are
formed if the air inside a thermal saturates, which – fueled by the release of latent
heat – can extent all theway up to the tropopause (deep convection). Convective con-
ditions have been studied extensively since some of the earliest work using LES (e.g.
Deardorff, 1972; Sommeria, 1976; Moeng, 1984). The required setup in LES depends
on the kind of convective conditions being studied. For dry and shallow convection a
grid spacing ofO (10m - 100m) is typical (e.g. Brown et al., 2002; Siebesma et al., 2003;
Vanzanten et al., 2011), which for deep convection is often increased to a few hundred
meters (e.g. Hohenegger and Stevens, 2013). The horizontal and vertical extent of the
domain has to be sufficiently large to allow the largest convective structures to de-
velop. For dry and shallow convection this can be as small as a few kilometers, while
deep convection might require domains which are a few hundred kilometers large
(e.g. Hohenegger and Stevens, 2013; Schlemmer and Hohenegger, 2015).
1.2.2 LES of the stable boundary layer
When around sunset the net surface radiation becomes negative, the atmosphere is
cooled from below and a stable boundary layer develops. In contrast to conditions
with convection –where buoyancy produces turbulence – the positive buoyancy strat-
ification in the SBL suppresses turbulence, produced (predominantly) by wind shear.
As a result, the typical length scale of the turbulent eddies is much smaller than ob-
served during convective conditions, and therefore requires a much finer computa-
tional mesh in LES (Fig. 1.2).
0
50
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  = 3.1253 m   = 6.253 m   = 12.53 m   = 253 m   = 50x50x25m
Figure 1.2: Illustrative example of the small turbulent scales in the SBL. Shown is a
vertical cross-section of potential temperature, from the experiments of Chapter 3.
Since the first experiments byMason and Derbyshire (1990), most work on LES of
the SBL has focused on weakly stable conditions, like for example within the GABLS1
LES intercomparison (Beare et al., 2006). Even for weakly stable conditions, high-
resolution experiments – with a grid spacing of O (1 m) – are needed to resolve the
small turbulent eddies, as illustrated in Fig. 1.2. Consequently, such experiments are
3
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limited to relatively small domains, typically with a horizontal extent of less than one
kilometer.
1.3 Towards realistic large-eddy simulations
Over the last few years, LES has slowly moved from idealized experimental setups
towards more realistic experiments, for example running LES continuously (days to
years, forced by mesoscale models) to take a more statistical approach in the valida-
tion of convection parameterizations (Neggers et al., 2012) and studies of turbulence
(Schalkwijk et al., 2015a), or realistic weather hindcasts on domains of hundreds of
kilometers (Schalkwijk et al., 2015b) to a thousand kilometer, as currently being per-
formed within the High-Definition Clouds and Precipitation for Advancing Climate
Prediction (HD(CP)2) project (e.g. Dipankar et al., 2015, hdcp2.eu). These realistic
large domain LES experiments, using a resolution of 50m - 200m, are useful as a view
into the future of (for example) NWP, but can also provide synthetic data for process
studies of convection, to aid in the development of parameterizations.
However, in contrast to the idealized experiments where domain size and res-
olution are optimized for a single process, such realistic experiments encompass a
variety of processes – ranging from small scale turbulence at night to large deep-
convective systems during the day – thereby requiring both a resolution of O (1 m),
and a domain size of a few hundred kilometers.
It is easy to illustrate the infeasibility of such a setup by considering how LES ex-
periments have evolved over the past 45 years. Figure 1.3 shows the increase in the
total number of grid points as a function of time, used in a selected number of pub-
lications using LES and direct numerical simulations (DNS). In the past, as computer
architectures (CPUs) advanced, a doubling of the total amount of grid points once
every approximately 2.5 years was possible. In a best case scenario, if we naively as-
sume that this trendwill continue in the future, the kind of experiments currently per-
formed within HD(CP)2, at an increased resolution required to resolve the NBL (¢ =
1-10m), won’t be feasible for another 25 to 45 years. More realistic is a scenario where
the performance of individual CPUs won’t increase significantly, in which case an in-
crease in the number of grid points can only be achieved by upscaling the number
of CPU cores, which would require supercomputers which are orders of magnitude
larger than current systems.
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Figure 1.3: Increase in the total number of grid points for a selection of DNS (circles) and
LES (squares) publications.
As we are decades away from resolving all relevant turbulent scales – both during
day and night – in experiments such as currently performed within HD(CP)2, some
simplifications are required. In most cases (at least in the previously mentioned ex-
amples), the representation of turbulence at night is sacrificed by using a resolution
sufficient to resolve the daytime boundary layer, but insufficient to resolve turbulence
at night. Although unwanted, such sacrifices are necessary given the impossible com-
putational demands necessary to resolve both (deep) convection and the SBL. This
methodology, inwhich parts of the LES experiments are – strictly speaking – no longer
LES, could be justified, but only if the poorly resolved parts of the experiments don’t
influence the periods of interest.
This thesis addresses a number of questions about the use of LES, in a setup where
the resolution is sufficient to resolve daytime convection, but insufficient to resolve
turbulence at night. How poorly is the nighttime boundary layer represented in
LES when using a resolution insufficient to resolve turbulence? And can a poorly
resolved / represented nocturnal boundary layer influence the following day of con-
vection?
5
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1.4 Brief overview previous work
Both the question how stable boundary layers in LES behave when they are unre-
solved (or very poorly resolved), and the impact that might have on the following day
of convection, has mostly been untouched in literature. For a variety of LES setups,
and mostly for weakly stable conditions, sensitivity studies on resolution have been
performed (e.g. Brown et al., 1994; Beare and Macvean, 2004; Beare et al., 2006; Sulli-
van et al., 2016), but limited to grid spacings of 12.5 m or less. In some of these cases,
turbulence was poorly resolved, resulting in unrealistic vertical temperature profiles
and an overestimation of the SBL depth. However, the impact on the following day of
convection was never addressed.
As daytime convection typically develops fromstable conditions in the earlymorn-
ing, details of the SBL are expected to influence the onset, development and charac-
teristics of (moist) convection (Wetzel et al., 1996). Vilà-Guerau de Arellano (2007)
studied the development of two consecutive days with convection, in which differ-
ences in nocturnal advection and vertical mixing resulted in two very different con-
vective boundary layers: one with dry convection, and one with shallow cumulus.
During the early morning transition, the combination of surface heating and entrain-
ment of warm air from aloft has to overcome the nocturnal temperature inversion
(Angevine et al., 2001). Any processes delaying this heating of the surface inversion
layer, like fog or clouds reducing the incoming shortwave radiation, have the potential
to delay the onset of convection (Yin et al., 2015; Anber et al., 2015).
Although all these studies addressed nocturnal or early morning processes which
can influence daytime convection, none of them studiedwhether these processes can
be influenced or caused by a poorly represented SBL in LES.
1.5 Outline thesis
Large-eddy simulation is a central theme in this thesis – being both the motivation
for this work, and one of the tools used for our research – so we start in Chapter 2
with a brief description of the two LES models used in this thesis: the University of
California Los Angeles, Large-Eddy Simulation (UCLA-LES) model (e.g. Stevens et al.,
2005), andMicroHH (van Heerwaarden et al., 2016).
The role of resolved turbulence: Themain benefit of using LES over RANSmodels
is that turbulence is explicitly resolved, removing the need for a turbulence parame-
terization. However, at grid spacings of 100-200 m – as used within e.g. HD(CP)2–
6
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turbulence in the SBL will be mostly unresolved, likely degrading the skill of LES. In
Chapter 3 we study how this affects the SBL development, and the following day of
convection. Using observations from Hamburg and Cabauw we first study the typ-
ical summertime west European nights, in order to design a set of LES experiments
which cover the typical conditions of our area of interest. Using three cases which
cover a near complete diel cycle of dry convection (day - night - day), a sensitivity
study on resolution is performedwithUCLA-LES, varying the resolution in steps from
¢ = 3.1253 m – with which we are capable of resolving most turbulence at night – to
¢ = 100£100£25 m – which is clearly insufficient to resolve the SBL. These experi-
ments allow us to study the development of a poorly resolved SBL, and whether any
biases in the representation of the SBL can influence the following day of convection.
The role ofmoisture: Althoughmoisture was excluded from the study in Chapter
3, it can have a strong impact on the development of the SBL, through the forma-
tion of fog or low clouds and their interaction with radiation. If SBL biases arising
from a poor representation of turbulent mixing influence the formation of fog or low
clouds, this could further amplify the SBL biases. In Chapter 4 we use both observa-
tions (Hamburg, Karlsruhe and Cabauw) and a newly developed conceptual model,
to study how likely this can happen. Using the observationswe first examine the char-
acteristics of the SBL, for example how often saturation occurs, or how close the con-
ditions are to saturation. Next, a newly developed conceptual model is used to study
whether overestimating verticalmixing (as observed in the experiments fromChapter
3) can cause a spurious formation of low clouds.
Towardsmore strongly stable conditions in LES: In Chapter 5 we take a small de-
tour from the European conditions, and study the GABLS4 LES intercomparison case
over the Antarctic. In contrast to most LES experiments which focus on the weakly
stable boundary layer, this case is in the so-called transitionally stable regime, where
the turbulent intensity quickly decreases with increasing stability. As similar condi-
tions can also occur over continental Europe, we address the question whether it is
possible – within reasonable limits on the computational costs – to obtain a valid LES
experiment for such a transitionally stable case.
Finally in Chapter 6, we summarize the main findings of this thesis.
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Chapter II
Model description
Throughout this thesis two different LES models are used: the Univer-
sity of California Los Angeles, Large-Eddy Simulation (UCLA-LES) code
in Chapter 3 (e.g. Stevens et al. 2005), and MicroHH in Chapter 5 (van
Heerwaarden et al., 2016). This chapter introduces LES in general, and
describes the (for this thesis) relevant parts of UCLA-LES andMicroHH.
Parts of this chapter are from van Heerwaarden et al. (2016), of which the author of this
thesis is the second author.
2.1 General considerations on large-eddy simulation
Turbulence in the atmosphere covers a vast range of scales — for processes in the at-
mospheric boundary layer (ABL) ranging from the Kolmogorov microscales at which
kinetic energy is dissipated (O (10°2° 10°3 m) up to scales as large as the ABL itself
where kinetic energy is produced and transported (O (103°104)m). To represent these
processes in meteorological models, several approaches can be applied.
In direct numerical simulation — the most fundamental approach — all relevant
turbulent processes are directly represented by numerically integrating the Navier-
Stokes (NS) equations. The advantage of this approach is that all turbulent scales are
explicitly represented, removing the need of a turbulence closure. However, given the
requirements on grid spacing and current limits on computational resources, these
type of simulations are limited to Reynolds numbers which are much smaller than
typically observed in our atmosphere. The exact opposite approach is currently ap-
plied in most operational weather forecasting / general circulation models. By using
the Reynolds averaged Navier-Stokes (RANS) equations (Reynolds, 1895), the influ-
ence of turbulence is modelled and only the evolution of mean quantities is explicitly
calculated. While this allows for domains are large as our planet Earth, it requires a
representation of processes acting on scales smaller than the averaging domain (sub-
grid processes), introducing a fair amount of uncertainty.
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LES is positioned in between both approaches. Turbulent processes in the ABL
can be divided into large scales at which turbulence is produced and transported,
and smaller scales at which energy is dissipated to heat. At intermediate scales (in-
ertial sub-range) there is a constant drainage (cascade) of energy from the large pro-
ducing/transporting scales to the small dissipating scales. The philosophy behind
LES is to explicitly represent the large scales (the large eddies), and tomodel the small
dissipating scales using a sub-grid or sub-filter scale diffusion model.
2.2 Introduction UCLA-LES andMicroHH
UCLA-LES (e.g. Stevens et al. 2005) is a well-proven and comprehensive LES code,
with amongst other options for representing radiative transfer (e.g. Pincus and Stevens,
2009), warm/ice microphysics (e.g. Seifert and Beheng, 2006), land-surface processes
(Rieck et al., 2014), and/or Lagrangian particles and droplets (Naumann and Seifert,
2015). The model is coded in Fortran 90, using the Message Passing Interface (MPI)
for parallelization, and NetCDF for most of its output. The model code is available
under the GNU General Public License v3.0 (GNU-GPLv3) at http://github.com/
uclales.
MicroHH was developed during the last few years, with the aim of creating a
cleanly structured, efficient and highly parallel LES and DNS (direct numerical sim-
ulation) model (van Heerwaarden et al., 2014; van Heerwaarden and Mellado, 2016).
MicroHH is coded inC++ (andCUDA-C), usingMPI for parallelization, netCDF for the
output of statistics, and MPI-IO for the in- and output of two and three-dimensional
fields. As part of this thesis, we explored the use of NVIDIA Graphical Processing
Units (GPUs), which is described in more detail in section 2.6.1. A reference paper
is currently in preparation (van Heerwaarden et al., 2016). Like UCLA-LES, MicroHH
is an open-source code, released under the GPLv3 license at http://github.com/
microhh and http://microhh.org.
Both UCLA-LES an MicroHH share many similarities in the choice of governing
equations, numerics, and parameterizations like the surface and sub-grid schemes.
Therefore we will describe most parts of the models in general, and where necessary
indicate their differences. Both models (and especially UCLA-LES) have many op-
tions which were not used for this thesis. For the sake of brevity, the description in
this chapter will exclude those components.
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2.3 Governing equations
LES solves the filtered Navier-Stokes equations, where the filtering operation in both
UCLA-LES andMicroHH is implicit. The prognostic variables are the threewind com-
ponents (eui ), and optionally the potential or liquid water potential temperature (eµ oreµl), specific humidity (eqt), and/or inert scalars (e¡). Assuming incompressibility, the
governing equations (in the anelastic approximation) in tensor notation read:
@eui
@t
= ° 1
Ω0
@Ω0 eui euj
@x j
° 1
Ω0
@ ep 0
@xi
+ b±i3 + fc (euj °Vg j )≤i j k + 1
Ω0
@Ω0øi j
@x j
, (2.1)
@e¡
@t
= ° 1
Ω0
@e¡euj
@x j
+ 1
Ω0
@(Ω0∞¡ j )
@x j
, (2.2)
@Ω0 eui
@xi
= 0, (2.3)
with additionally an equation of state:
µv = µ
µ
1+
∑
Rv
Rd
°1
∏
qt° RvRd ql
∂
, (2.4)
where Ω0 is the base-state density, b = g (eµv°µv0)/µv0 the buoyancy with µv0 the base-
state virtual potential temperature, fc the coriolis parameter,Vgj the geostrophicwind,
Rd and Rv the gas constants for dry air and water vapor, and øi j = Çuiu j °fuifuj and
∞¡ j = g¡uj ° e¡fuj the sub-grid momentum and scalar fluxes, which are further dis-
cussed in Section 2.5.1. The Kronecker Delta and Levi-Civita symbol are denoted by
±i3 and ≤i j k , respectively. The anelastic approximation is based onOgura and Phillips
(1962) in UCLA-LES, and based on Bannon (1996) in MicroHH.
2.4 Numerics
2.4.1 Grid and spatial discretization
UCLA-LES and the LES part of MicroHH are discretized using finite differences, using
(predominantly1) second-order accurate spatial operators. The direct numerical sim-
ulation part of MicroHH (which won’t be further discussed here) is based on fourth-
order accurate operators. The variables are placed on a staggered (Arakawa-C) grid,
with scalars located at the cell centers, and velocities at the cells edges. (Fig. 2.1, note
the differences in the placement of the velocity locations relative to the scalar location
1Some operations, like for example interpolations within advection schemes, optionally use higher-
order methods
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in UCLA-LES and MicroHH). Interpolations are approximated as (e.g. for MicroHH,
for an interpolation of S to the location of u):
Si° 12 , j ,k º a1 Si°2, j ,k +a2 Si°1, j ,k +a3 Si , j ,k +a4 Si+1, j ,k , (2.5)
where a = ©0, 12 , 12 ,0™ for the 2nd order interpolations and a = ©°116 , 916 , 916 , °116 ™ for the
4th order interpolations inMicroHH and a = ©°112 , 712 , 712 , °112 ™ for the fourth order inter-
polations in UCLA-LES (Wicker and Skamarock, 2002). Gradients are approximated
as (e.g. for the gradient of u in the x-direction at the scalar location in MicroHH):
@u
@x
ØØØØ
i+ 12 , j ,k
º ui+1, j ,k °ui , j ,k
¢x
. (2.6)
The grid spacing in the horizontal (¢x, ¢y) is always assumed to be constant
throughout the domain, in the vertical (¢z) a variable grid spacing is supported. Both
horizontal directions have cyclic boundary conditions.
uijk
vijk
wijk
sijk zk
zhk
xi
xhi yj
yhj
uijk
vijk
wijk
sijk zk
zhk
xi
xhi
yj
yhj
MicroHH UCLA-LES
Figure 2.1: Location of variables on the staggered Arakawa-C grid in MicroHH (left) and
UCLA-LES (right), with the full (x, y, z) and half (xh, yh, zh) levels.
2.4.2 Time integration
2.4.2.1 UCLA-LES
UCLA-LES uses a third-order Runge Kutta (RK) scheme, where the time integration is
performed in three sub-steps:
e¡n+1 = e¡n +an @e¡n
@t
¢t +bn @
e¡n°1
@t
¢t , (2.7)
for n = {1,2,3}, with an = © 815 , 1512 , 34™ and bn = ©0,°1760 ,°1512™
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2.4.2.2 MicroHH
MicroHH supports both third (Williamson, 1980) and fourth order (Carpenter and
Kennedy, 1994) low-storage Runge-Kutta schemes. The schemes require only two
three dimensional (3D) fields per variable; one for the field itself, and one for its ten-
dency. In contrast, the scheme inUCLA-LES requires the storage of both the tendency
at the current and previous RK step, introducing one additional 3D field per variable.
Such low storage schemes are beneficial in general, but evenmore for experiments on
GPU’s, where the amount of available memory is often limited. In generic form, the
time integration can be written as:
±¡n = @
e¡n
@t
+an±¡n°1, (2.8)
e¡n+1 = e¡n +bn±¡n¢t , (2.9)
With the coefficients an = ©0,°59 ,°153128™ and bn = ©13 , 1516 , 815™ for the third-order scheme,
and an = ©0,° 5673018057731357537059087 ,°24042679903932016746695238 ° 35509186866462091501179385™ and
bn = ©14329971744779575080441755 , 516183667771713612068292357 , 17201463215492090206949498 , 31345643535374481467310338 , 227782119143714882151754819™ for the fourth-
order scheme.
2.5 Physical parameterizations
2.5.1 Sub-grid diffusion
Both UCLA-LES andMicroHH use a Smagorinsky-Lilly (SL) model (e.g. Smagorinsky,
1963; Lilly, 1966), in which the sub-grid momentum flux øi j is modeled as being pro-
portional to the filtered rate of strain, and the sub-grid scalar flux ∞¡ j as proportional
to the scalar gradient:
øi j =Çuiu j °fuifuj =°2Km eSi j , (2.10)
∞¡ j = g¡uj ° e¡fuj =°Kh @e¡
@xi
, (2.11)
with eSi j the filtered rate of strain:
eSi j = 12
µ
@eui
@x j
+ @euj
@xi
∂
. (2.12)
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Km is the eddy viscosity, and Kh = Km/Prt the eddy diffusivity, with Prt the turbulent
Prandtl number. Within the SL-model, the eddy viscosity is modeled as:
Km =∏2
q
2eSi j eSi j = (Cs¢)2 S, (2.13)
where Cs is the Smagorinsky constant and ¢ a mixing length scale, typically defined
as ¢= (¢x¢y¢z)1/3. For cases which involve buoyancy, the eddy viscosity is corrected
as (Lilly, 1962):
Km = (Cs¢)2 S
s
1° Ri
Prt
, (2.14)
where Ri = N2/S2 is the Richardson number, with N2 the squared Brunt-Väisälä fre-
quency. Near the surface, the length scale ∏ is decreased as (Mason and Thomson,
1992):
1
∏n
= 1
∏n0
+ 1
(∑z)n
, (2.15)
where ∏n0 is the uncorrected length scale, ∑ the Von Kármán constant, z the distance
to the surface, and n a parameter (equal to n = 2 in both UCLA-LES andMicroHH).
2.5.2 Surface layer parameterization
Inmost cases, LES requires a parameterization of the surfacemomentum (guw0,gvw0)
and scalar (e.g. g¡w0) fluxes, which enter themodel as the sub-grid flux at the surface.
UCLA-LES and MicroHH have several options to prescribe or calculate them. For
all cases we will assume a no-slip lower boundary conditions. Most options require
Monin-Obukhov similarity theory (Monin and Obukhov, 1954), in which the surface
fluxes, and gradients within the surface layer, are assumed to be related as:
∑z1
u§
@U
@z
=°∑z1u§guw0 @eu@z =°∑z1u§gvw0 @ev@z =©m
≥ z1
L
¥
, (2.16)
° ∑z1u§g¡w0
@e¡
@z
=©h
≥ z1
L
¥
, (2.17)
where u§ is the surface friction velocity,U =
p
u2+ v2, ©m and ©h are empirical sta-
bility functions, and L is the Obukhov length:
14
2.5. PHYSICAL PARAMETERIZATIONS
L =° u
3§
∑gbw0 , (2.18)
withgbw0 the surface buoyancy flux. These relations canbe integrated from the rough-
ness length (z0m, z0h) to the first model level to obtain (e.g. ECMWF, 2011):
u§ = fm(U1), (2.19)
°
g¡w
u§
= fh(e¡1° e¡0), (2.20)
with
fm = ∑
ln
≥
z1
z0m
¥
°™m
° z1
L
¢+™m ° z0mL ¢ , (2.21)
fh = ∑
ln
≥
z1
z0h
¥
°™h
° z1
L
¢+™h ° z0hL ¢ . (2.22)
The stability functions differ between MicroHH and UCLA-LES, and are provided at
the end of this section. Depending on the surface boundary conditions, three differ-
ent Richardson numbers can be defined as:
• Prescribed surface momentum and buoyancy flux:
Ri= z1
L
=°∑z1
gbw0
u3§
. (2.23)
• Prescribed surface buoyancy flux and calculated momentum flux:
Ri= z1
L
f 3m =°
∑z1gbw0
u31
. (2.24)
• Prescribed surface buoyancy value and calculated momentum flux:
Ri= z1
L
f 2m
fh
= ∑z1 (b1°b0)
u21
. (2.25)
In Eq. 2.24 and 2.25, the left-hand side has to be solved for the value of L, either
iteratively (UCLA-LES, see ECMWF, 2011, p37), or by the use of a lookup table with
pre-calculated values of the left-hand size (MicroHH).
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2.5.2.1 Stability functionsMicroHH
MicroHH uses the stability functions fromWilson (2001) for unstable conditions, and
the functions fromHögström (1988) for stable conditions:
©m,h =
8><>:
°
1+ c1|≥|2/3
¢1/2
unstable
1+ c2 ≥ stable
(2.26)
™m,h =
8>><>>:
3 log
µ
1+©°1m,h
2
∂
unstable
°c2 ≥ stable
(2.27)
where for momentum (m) c1 = 3.6, c2 = 4.8 and for heat (h) c1 = 7.9, c2 = 7.8.
2.5.2.2 Stability functions UCLA-LES
UCLA-LES used the Businger-Dyer stability functions (e.g. Paulson, 1970; Businger,
1988) for unstable conditions:
©m,h = (1° c3 ≥)c4 , (2.28)
™m = º2 °2 atan(x)+ log
µ
(1+x)2(1+x2)
8
∂
, (2.29)
™h = 2 log
µ
1+x2
2
∂
, (2.30)
x = (1° c3 ≥)1/4 , (2.31)
with c3 = 16, c4 = -1/4 for momentum, and c3 = 15, c4 = -1/2 for heat. For stable
conditions, the integrated functions fromHoltslag and De Bruin (1988) are used:
™m =°b
≥
≥° c
d
¥
exp(°d≥)°a≥ bc
d
, (2.32)
™h =°b
≥
≥° c
d
¥
exp(°d≥)°
µ
1+ 2
3
a≥
∂1.5
° bc
d
+1, (2.33)
where a=1, b=2/3, c=5, and d=0.35.
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2.6 Benchmarks and validation MicroHH
As part of this thesis, I helped in the development of MicroHH, mostly focused on the
LES component, and the realization of a model version capable of running on graph-
ics processing units (GPUs). This section briefly summarizes some of the outcomes
and results of that work, including a validation of MicroHH against two well-known
LES intercomparison cases: for convective conditions the BOMEX (non-precipitating
shallow convection) case (Siebesma et al., 2003), and for stable conditions theGABLS1
case (Beare et al., 2006).
2.6.1 GPU implementation
Within MicroHH we explored the possibility of performing experiments on graphical
processing units (GPUs). Although originally intended for – as the name implies –
the processing of graphics on computers, the use of GPUs has now been extended to
general purpose computing (GPGPU) and scientific research. Compared to central
processing units (CPUs), which typically consist of <20 computing cores, GPU’s have
thousand of cores, which – despite the fact that GPU cores are more elementary and
run at lower clock speeds – have shown to provide speedups of a factor 10 - 100 for
certain algorithms, compared to CPUs (e.g. Luebke, 2008).
Within computational fluid dynamics (CFD) and atmospheric modeling, the use
of GPU’s is slowly emerging. Roughly speaking, two paths can be pursued when im-
proving the performance of a conventional CPU code using GPU’s: either by offload-
ing certain expensive computations, like a microphysics or radiative transfer routine,
to the GPU (e.g. Michalakes and Vachharajani, 2008; Mielikainen et al., 2012), or by
porting the entire model (or at least, all components involved in the time integration)
to theGPU (e.g. Schalkwijk et al., 2012). Although the latter requires significantlymore
effort to realize, it eliminates the need for continuous memory copies between CPU-
GPU, providing a greater potential for performance.
Like Schalkwijk et al. (2012), we implemented all model components involved in
the time integration (excluding in/output and statistics) on the GPU, using NVIDIA’s
CUDA-C language. The choice between the CPU andGPU version ismade at compile
time, enabling the respective computational kernels through the use of pre-compiler
statements. Both the algorithms and numerical precision (double) are identical in
the CPU and GPU versions, resulting in (statistically) identical results between both
model versions. Currently MicroHH only supports the use of a single GPU, in the
(near) future this will be extended to multiple GPUs. Despite this limitation, the first
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results of our GPU implementation look promising, as shown in Table 2.1. For a suf-
ficiently large setup, the speedup obtained with the GPU version is ª30£ compared
to a single CPU core, ª3£ compared to a single node on the Thunder supercomputer
(16 CPU cores), and approximately 64 CPU cores (4 Thunder nodes) are required to
outperform a single GPU.
Table 2.1: Speedup obtained with a single NVIDIA Quadro K6000 GPU, over the use of
"n" Intel Xeon E5-2670 CPU cores (8 cores per CPU, 2 CPUs per compute node). Results
are for the BOMEX case (Siebesma et al., 2003).
grid points n=1 n=16 n=32 n=64
64£64£64 18.49 1.93 1.14 0.95
128£128£128 28.01 2.98 1.51 0.92
256£256£256 27.76 3.02 1.59 0.91
512£512£384 29.88 3.03 1.56 0.86
2.6.2 Validation BOMEX and GABLS1 cases
In this section we very briefly compare MicroHH to two well-known LES intercom-
parison cases: the BOMEX case with shallow non-precipitating convection (Siebesma
et al., 2003), and the GABLS1 case for stable conditions (Beare et al., 2006). For both
cases, the LES results from all the intercomparison participants are available online,
allowing for a direct comparison of MicroHH against a variety of other LES models.
2.6.2.1 BOMEX
For the BOMEX case, we follow the exact case setup described in Siebesma et al.
(2003). As MicroHH currently doesn’t have a monotonic advection scheme, a cen-
tered 2nd order accurate scheme was used, with sub-grid diffusion performed with
the Smagorinsky-Lilly model (withCs=0.23, Prt=1/3).
Like in Siebesma et al. (2003), some statistics are conditionally averaged over grid
points defined as a cloud (positive liquid water content) or cloud core (positive liquid
water content, and positively buoyant). Fig. 2.2 shows the vertical profiles of the cloud
fraction, liquid water potential temperature (µl), total specific humidity (qt) and verti-
cal velocity (w), averaged between t = 5 - 6 hours. Allmean and conditionally sampled
statistics are predominantly within one standard deviation (shaded area) of themean
results from Siebesma et al. (2003).
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Figure 2.2: Results for the BOMEX case: a) cloud are, b) liquid water potential
temperature, c) total specific humidity and d) vertical velocity. The solid lines show the
results fromMicroHH, the shaded area the mean ± one standard deviation of the results
from Siebesma et al. (2003).
2.6.2.2 GABLS1
For the GABLS1 case we follow the exact case setup from Beare et al. (2006), using an
isotropic grid spacing of ¢ = 2 m. At larger grid spacings the model has difficulties
in becoming turbulent, which can also be observed in some of the results from Beare
et al. (2006). A second order accurate advection scheme with fourth order accurate
interpolations was used, with the Smagorinsky-Lilly model for the sub-grid diffusion
(Cs=0.12, Prt=1/3). Fig. 2.3 shows the vertical profiles of potential temperature and
the zonal wind component (averaged over the period t = 8 - 9 h), and times series
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Figure 2.3: Results for the GABLS1 case: a) potential temperatur, b) zonal wind
component, c) SBL depth, d) surface friction velocity. The solid lines show the results
fromMicroHH, the shaded are the spread in the results from Beare et al. (2006).
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of the boundary layer depth and surface friction velocity. Compared to the range of
results from Beare et al. (2006), the surface friction velocity u§ is on the low side, and
as a result, a similar trend is visible in the boundary layer depth (e.g. Zilitinkevich and
Mironov, 1996, and references therein). Nonetheless, the vertical profiles are within
the range of results obtained from other LES codes.
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Chapter III
The influence of misrepresenting the
nocturnal boundary layer on idealized
daytime convection in large-eddy
simulation
The influence of poorly resolvingmixing processes in the nocturnal bound-
ary layer (NBL) on the development of the convective boundary layer the
following day is studied using large-eddy simulation (LES). Guided by
measurement data from meteorological sites in Cabauw (Netherlands)
and Hamburg (Germany), the typical summertime NBL conditions for
Western Europe are characterized, and used to design idealized (absence
of moisture and large-scale forcings) numerical experiments of the diel
cycle. Using the UCLA-LES code with a traditional Smagorinsky-Lilly
subgrid model and a simplified land-surface scheme, a sensitivity study
to grid spacing is performed. At horizontal grid spacings ranging from
3.125m inwhichwe are capable of resolvingmost turbulence in the cases
of interest, to grid a spacing of 100 m which is clearly insufficient to re-
solve the NBL, the ability of LES to represent the NBL, and the influence
of NBL biases on the subsequent daytime development of the convective
boundary layer are examined. Although the low-resolution experiments
produce substantial biases in the NBL, the influence on daytime convec-
tion is shown to be small, with biases in the afternoon boundary layer
depth and temperature of approximately 100 m and 0.5 K, which par-
tially cancel each other in terms of themixed-layer top relative humidity.
This chapter has been published as van Stratum and Stevens (2015)
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3.1 Introduction
Moist convection remains one of the major uncertainties in general circulation mod-
els (GCMs), causing biases in (amongst others) the frequency, onset or spatial distri-
bution of precipitation (Jakob, 2010). Although the complexity of sub-grid scale pa-
rameterizations has greatly increased, uncertainties related to clouds and precipita-
tion (CP) continue to exist in current state-of-the-art GCMs (Stevens and Bony, 2013).
To increase the understanding and to ultimately improve the representation (parame-
terization) of CP processes, a number of initiatives exploiting high-performance com-
puting have been launched, for example the Cascade project (Holloway et al., 2012) or
high-resolution experiments with NICAM (Nonhydrostatic ICosahedral Atmospheric
Model, Miyamoto et al., 2013). Both initiatives use a (horizontal) grid spacing ¢x of 1
km - 2 km. For dry and shallow convection, these grid spacings approach the size of
the largest convective eddies and convection becomes partially (but poorly) resolved
(Honnert et al., 2011). With convection being neither fully resolved, nor fully parame-
terized, modeling in this area is challenging. As such, grid spacings in the range from
ª500 m to ª3 km are often referred to as the convective grey zone or terra incognita
(e.g. Wyngaard, 2004; Zhou et al., 2014).
Recently the German ministry for education and research (BMBF) launched an
initiative termedHighDefinition Clouds and Precipitation for Advancing Climate Pre-
diction [HD(CP)2]. This initiative strives to perform large-eddy simulation (LES) hind
casts of diurnal cycles of convection using horizontal grid spacings of¢x º 100 m on
spatial scales as large as Germany (10002 - 15002 km), and then expanding the domain
size as more computational resources become available with time. In contrast with
models relying on the Reynolds-Averaged Navier-Stokes (RANS) equations like stan-
dardGCMs, LES at grid spacings of 100m explicitly resolves themost energetic eddies
related to both dry and shallow convection. Thereby it attempts to leap over the afore-
mentioned modeling issues in the convective grey zone and reduce the uncertainty
related to convection. For relatively large domains, these type of experiments can be
a useful source of synthetic data to study CP processes in detail.
However, even though grid spacings of 100 m are sufficient to represent convec-
tion, it leaves some other processes unresolved. One of these processes, relevant
for the diurnal cycle of convection over land, is the stable nocturnal boundary layer
(NBL). Even for weak to moderately stable conditions, LES of the NBL requires a grid
spacing of O (1m) (Beare et al., 2006), which greatly increases the computational bur-
den. To illustrate this point, consider that every doubling of resolution (at a constant
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Courant number) increases the computational costs with roughly a factor 16. A grid
refinement from current limited-area models (e.g. COSMO-DE at ¢x = 2800 m, Bal-
dauf et al. (2011)) to convection resolving experiments (¢x = 100 m) implies a com-
putational increase of O (105 ° 106), which is ambitious but conceivable in the near
future. An additional increase in computational costs of O (108), which would be re-
quired for ¢x = 1 m, is not. If the representation of the NBL ends up being crucial
to the development of convective processes during the day this bodes poorly for at-
tempts to use more fundamental approaches, like LES, to understand CP processes.
So do we need to resolve the NBL to accurately study daytime convection?
The NBL plays a crucial role in numerical weather prediction (NWP, e.g. near-
surface temperatures, fog or air pollution; Fernando and Weil (2010); Holtslag et al.
(2013)), but these details might be of secondary importance for studies focused on
the daytime convective boundary layer (CBL). From this perspective, some errors in
the representation of the NBL may be tolerable, as long as they don’t significantly in-
fluence the development or characteristics of the CBL. Vilà-Guerau de Arellano (2007)
demonstratedwith differentmethods that differences in the earlymorning character-
istics of the NBL and free troposphere can significantly effect daytime convection and
the formation of shallow cumulus. Whether such different initial conditions can arise
from a poorly represented NBL in low-resolution LES is currently unknown.
As LES modeling of the diurnal cycle of convection requires both a sufficiently
sized domain to capture the large convective eddies, and high resolution to resolve
the small-scale nocturnal eddies, the NBL and CBL have primarily been addressed
individually (e.g. Mason and Derbyshire, 1990; Brown et al., 2002). The implications
of under-resolving the NBL was — to some extent — addressed in the first Global
Energy and Water Cycle Exchanges Project (GEWEX) Atmospheric Boundary Layer
Study (GABLS1) LES intercomparison (Beare et al., 2006). Their results indicate that
with decreasing resolution the NBL deepens, but their range of grid spacings was lim-
ited to ¢x ∑ 12.5 m, and without addressing the development of convection on the
subsequent day. Only recently has the increase in computational resources and de-
velopment of dynamic subgrid-scale (SGS) models made LES studies covering (near)
full diurnal cycles possible (Kleissl et al., 2006; Kumar et al., 2006; Basu et al., 2008b;
Kumar et al., 2010).
Despite their promising results, these dynamic schemes require a sufficiently re-
solved turbulence field to determine the subgrid-scale parameters. Prior to this study
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we tested twomore advanced subgridmodels for theGABLS1 case: the scale-dependent
Lagrangiandynamicmodel (Bou-Zeid et al., 2005;Huang et al., 2008) and the stretched-
vortexmodel (Chung andMatheou, 2014). Althoughboth schemesperformwell when
turbulence ismoderately underresolved, they fail at the coarse grid spacings addressed
in this study, where turbulent mixing ceases. For this reason, and because we an-
ticipate that simple subgrid-scale closures will remain attractive for convective scale
modeling, the remainder of this study focuses on the traditional Smagorinsky-Lilly
model.
What happens if we simulate the diurnal cycle of convection using a LES setup
with a crude representation of the SGS processes, with (horizontal) grid spacings as
coarse as 100 m? How poorly is the NBL represented, and could potential biases in
its development influence daytime convection? We address these questions with a
number of idealized experiments covering a near complete diel cycle of convection
over land.
To develop a foundational understanding of these issues, our study focuses on
the dynamical aspects: the ratio of explicitly resolved turbulence versus the fraction
modeled by the SGS model at various grid spacings, and its implication for the NBL
development and the development of the subsequent day of convection for a dry case
(nomoisture). Although bothmoisture and radiation are likely to be relevant tomany
situations (e.g. Duynkerke, 1999), the issues that we investigate are likely to be com-
mon to all cases. With moist convection being rooted in the dry sub-cloud layer (e.g.
van Stratumet al., 2014), any issueswith representing such a relatively simple dry CBL
are inevitably going to be reflected on the development and characteristics of more
complex cases with moist convection. To design the experiments, we first obtain the
typical summertime NBL characteristics from measurement data representative for
Western European conditions. This region was chosen for focus because of its rele-
vance for HD(CP)2 and availability of meteorological measurement sites at Cabauw
(The Netherlands) and Hamburg (Germany). Deriving typical boundary forcings like
wind speed and surface cooling allows for the design of numerical experiments that
cover the observed conditions, without having to deal with what we believe to be sec-
ondary details (e.g. case specific, complicated synoptic scale forcings). For each ex-
periment we perform a sensitivity study on resolution, ranging the grid spacing from
3.125 m in which we are capable of resolving most turbulence in the cases of inter-
est, to grid a spacing of 100 m which is clearly insufficient to resolve the NBL. In at-
tempting to focus on the most basic issues that will be common to almost every type
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of NBL, we have found it nonetheless necessary to include a minimal land-surface
model (LSM) as a lower boundary condition. Early experiments using prescribed sur-
face fluxes, or even a prescribed surface temperature (tendency) proved to prevent
the ABL from responding to surface biases, and vice-versa. The response introduced
by the LSM can potentially enhance biases, but has also proven to decrease the inter-
model spread of results (Holtslag et al., 2007). Furthermore, the use of prescribed
fluxes can lead to inconsistencies in the surface layer parameterization in the NBL
(Basu et al., 2008a).
The remainder of this chapter is organized as follows: Section 3.2 presents an
analysis of the measurement data. In Section 3.3 the LES code is briefly introduced,
together with a description of the case setup. Ourmain findings are presented in Sec-
tion 3.4, first in terms of the general characteristics of the experiments, followed by
the results of the sensitivity study on resolution. Finally, the results are summarized
in Section 3.5.
3.2 Characteristics of the clear summertime NBL
To setup the numerical experiments, we first obtain relevant NBL characteristics from
measurements. This allows us to design a number of experiments that cover the char-
acteristics of the desired study area. The analysis is based on 12 years of data (1 Jan-
uary 2001 to 12 December 2012) from two meteorological sites in Western Europe:
theHamburgweathermast operated by theUniversity ofHamburg, Germany, and the
Cabauw Experimental Site for Atmospheric Research (CESAR) in Cabauw, theNether-
lands. The Hamburg site is located in the easterly outskirts of Hamburg (53.52±N,
10.10±E) and characterized by flat but inhomogeneous surroundings comprising a
mix of industrial buildings and community gardens, with rural terrain towards the
east (Brümmer et al., 2012). The Cabauw site (51.97±N, 4.93±E) is surrounded by flat
terrain and open pasture in all directions, with some low buildings at 400-600 m dis-
tance towards the north and east (Van Ulden and Wieringa, 1996). See Appendix A.5
for additional details about the sites.
Because of the present study’s focus on daytime convection, we limit the analy-
sis to clear nights during the May to August period (see Appendix A.1 for details and
a validation of the sampling procedure). We focus the analysis on two key features
that govern the characteristics of the NBL: wind (shear production of turbulence) and
surface cooling (buoyancy suppression as the atmosphere becomes stably stratified).
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Figure 3.1: 2D Histograms (a-c: Hamburg, d-f: Cabauw) for the absolute wind speed at
200 m height (|U |200m, left column), change in surface temperature since sunset (±Ts,
middle column) and surface sensible heat flux (H, right column). For each variable, both
stations share the color bar. All samples are binned in hourly intervals, and the resulting
histograms are normalized per bin (i.e. the total probability per hourly bin equals 1).
The dashed lines indicate the 25th and 75th percentile, the solid line the median.
Wind speeds are obtained from tower measurements at 200 m height (direct mea-
surement for Cabauw, interpolated between 175 m - 250 m for Hamburg), and will
be used as a proxy for the geostrophic wind. For surface cooling two measures are
used: the surface (skin) temperature obtained from IR-radiometers, and near-surface
turbulent heat fluxes obtained from sonic anemometers (5 m height at Cabauw, 10 m
height at Hamburg). For all variables we examine the time development since sunset.
Although the NBL development (negative surface flux) usually begins before sunset,
this provides a simple robust and objective way to temporally align the data.
The statistics from both stations show typical characteristics of the NBL, with a
strong decrease in surface temperature and negative surface fluxes. The results are
summarized in Fig. 3.1. For each variable its time development is summarized by
means of 2D-histograms, with the probability binned over one hour intervals since
sunset (t = 0 h), and each individual hourly bin normalized to unity. For surface cool-
ing, the temperature at sunset is subtracted from the samples to obtain the net cool-
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ing over the night. In all panels the dashed and solid lines indicate the 25th (P1), 50th
(P2) and 75th (P3) percentiles. The 200 m wind speed (Fig. 3.1a,d) is relatively similar
for both stations — average wind speeds are ª7.5 m s°1, where ª75% of the samples
have a wind speed higher than 5 m s°1. Both station experience a light increase in
wind speed during the night, which most likely represents the formation of a low-
level jet, and is most evident at Cabauw. In contrast with the relatively similar wind
speeds, the surface cooling rate (Fig. 3.1 b,e) and sensible heat flux (Fig. 3.1c,f) dif-
fer more between the two stations. The total surface cooling at 9 hours after sunset
is approximately 9 K in Hamburg, which is 5 K more than in Cabauw, while the sen-
sible heat flux in Cabauw is significantly more negative. A possible explanation for
these differences might lie in the difference in near surface wind speed (not shown),
which is lower in Hamburg, likely due to its more sheltered location. However, these
interpretations should be tempered by the realization that the fluxes are measured at
different heights (decreasing heat flux with height), and that there are known difficul-
ties in flux measurements in the NBL (surface energy balance closure, e.g. de Roode
et al. (2010)).
Based on these findings, the numerical experiments will aim at covering the typ-
ical conditions (P1-P3 as a guideline) with wind speeds in the range of 5 m s°1 - 10
m s°1 and surface heat fluxes of approximately -30 Wm°2 to -40 Wm°2. Further de-
tails of the experimental set up are provided in section 3.3.2.
3.3 Setup
3.3.1 Large-eddy simulation code
TheUniversity of California, Los Angeles large-eddy simulation (UCLA-LES v4.0) code
was used for the numerical experiments in this study, which is described in Chapter 2.
Based on a validation (not shown) for the GABLS1 LES intercomparison (Beare et al.,
2006), a few minor adjustments were made: the addition of a fourth-order centered
advection scheme for scalars (Wicker and Skamarock, 2002), and the Smagorinsky
constant (Cs) was reduced from 0.23, its default value in UCLA-LES, to 0.17. In addi-
tion to these adjustments, we added aminimal land-surface model (LSM) that allows
for a response of the surface temperature and turbulent fluxes to biases in the atmo-
sphere, and vice versa. The LSM is based on the ECMWF (2011) documentation, and
described in Appendix A.3. Although radiative cooling of the NBL can be significant
(especially near the surface and NBL top), its influence on the mean thermodynamic
structure is typically small (Garratt and Brost, 1981). Therefore, we follow previous
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work on idealized NBL experiments (e.g. Beare et al., 2006; Basu et al., 2008b; Koso-
vic and Curry, 2000), exclude the influence of radiation on the atmosphere, and use
a simplified representation for radiation which only drives the LSM. The incoming
longwave radiation is set constant in time, and its outgoing component is based on
the surface temperature and Stefan-Boltzmann’s law. The incoming shortwave radi-
ation is prescribed, using a fixed surface albedo to calculate the outgoing radiation.
See Appendix A.3 for details.
3.3.2 Case description
The findings of section 3.2 informed the design of the numerical experiments, which
we here describe. All cases cover a near complete diel cycle (21 hours), running from
the late afternoon, throughout the night, into the second day with dry convection.
The model is initiated with a 500 m deep well-mixed layer of potential temperature
µ = 290 K, with a constant temperature stratification of 6 K km°1 above. The diur-
nal variability is introduced by the parameterized radiation and LSM (Appendix A.3).
In the late afternoon (start of the experiment), solar heating drives convection and
growth of the CBL. When the net surface radiation (Qnet) becomes negative, surface
cooling and the development of the NBL is initiated. In time the NBL deepens as the
cool surface air is mixed upwards by turbulent eddies, whose intensity is partially reg-
ulated by wind shear. Based on the findings of section 3.2, we initially consider two
experiments in which only the geostrophic wind is varied from 5 m s°1 to 10 m s°1
(Table 3.1). As shown in Section 3.2, the lower threshold of 5 m s°1 ensures that we
cover approximately 75% of the typical Western European conditions. In addition to
wind shear, the surface cooling rate determines the turbulent intensity as it drives the
formation of the stable layer, which suppresses (vertical) turbulentmotions. Although
the inclusion of the LSMobstructs us fromdirectly controlling the surface cooling, we
can manipulate the cooling rate through the surface characteristics in the following
way: By decreasing the thermal diffusivity of the skin layer (§sk, eq. A.3) the inter-
action between the surface and soil is decreased, increasing the atmospheric cooling
rate at night (experimentU8L). After sunrise the surface is heated again, a shallowCBL
forms in the stable layer, until convection grows into the residual layer of the previous
day of convection. Note that in the absence of large scale forcings (advection, subsi-
dence) and radiation, there is no process stabilizing the residual layer after the onset
of the NBL.
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Table 3.1: Overview of the three different (physical) LES experiments, varying the
geostrophic wind (Ug) and diffusivity of the skin layer (§sk, Eq. A.3). The domain is
oriented such that the geostrophic wind is in the x-direction, the v-component is set to
zero.
Exp Ug §sk
[ms°1] [Wm°2K°1]
U10 10 10
U5 5 "
U8L 8 1
Combined, the variation in geostrophic wind and surface cooling rate results in
three physical experiments, summarized in Table 3.1. For each physical experiment
sensitivity studies on resolution are performed. All cases fix the domain size to Lx = Ly
= 3200 m, Lz = 2000 m, in which the grid spacing is varied from ¢xy = ¢z = 3.125
m to ¢xy = 100 m, ¢z = 25 m (Table 3.2). Throughout the text, the combination of
physical experiment - resolution experiment is referred to as e.g. U10°¢3 for the 10
m s°1 case with a grid spacing of 3.125 m. Except for the variation in grid spacing,
the resolution experiments share the exact same setup — no tuning of (for example)
parameters in the SGS model is performed. However, to verify the validity of theU5
andU8L experiments, two additional runswere performed for a part of theNBLperiod
with a decreased Smagorinsky constant (case name appendedwith Cs). All horizontal
velocities are initiated with their geostrophic value, constant with height. Tempera-
ture perturbations are applied to the initial mixed-layer to break the horizontal slab
symmetry. Although sufficiently turbulent LES is stochastic (e.g. Sullivan and Patton,
2011), the averaging time and domain size provide sufficient sampling so that the
statistics are robust, and not influenced by differences among realizations. At the top
of the domain, a 200mdeep damping layer (with a time scale linearly increasing from
ø = 0 s at 1800 m to ø = 300 s at 2000 m) is added to prevent the reflection of gravity
waves. The surface pressure is set to 105 Pa, and the base state potential temperature
to 296 K.
3.4 Results
3.4.1 General characteristics of the experiments
We first present the general characteristics of the different experiments from the three
high-resolution reference cases (U10°¢3,U5°¢3,U8L°¢3, Table 3.2). In addition, the
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Table 3.2: Resolution experiment. All experiments fix the horizontal domain size to 3200
m, the vertical size to 2000 m
Exp Nxy [-] Nz [-] ¢xy [m] ¢z [m] Cs
¢3 (reference) 1024 640 3.125 3.125 0.17
¢3°Cs " " " " 0.10
¢6 512 320 6.25 6.25 0.17
¢12 256 160 12.5 12.5 "
¢25 128 80 25 25 "
¢50 64 " 50 " "
¢100 32 " 100 " "
validity of the reference caseswill be addressed. Figures 3.2 and 3.3 show the temporal
evolution of four key atmospheric and surface properties: the ABL depth (zABL) in Fig.
3.2, and the 10 m and 200 m wind speed (|U |), surface sensible heat flux (H) and the
surface temperature (Ts) in Fig. 3.3.
 3 0 3 6 9 12 15
t   tsunset [h]
101
102
103
z A
B
L
[m
]
su
ns
et su
nr
is
e
U10- 3
U5- 3
U8L- 3
U5- 3   Cs
U8L- 3   Cs
Figure 3.2: Temporal evolution of the ABL depth (zABL) in the three reference cases
(U10-¢3, U5-¢3, U8L-¢3) and the two sensitivity experiments on the Smagorinsky
constant (U5-¢3-C s,U8L-¢3-C s) As explained in the text, different ABL-depth
definitions for convective and stable conditions are used, resulting in two discontinuities
before and after sunset.
The 200 m wind speed, surface temperature and surface heat flux in Fig. 3.3 al-
lows for a comparison with the measurement data presented in Fig. 3.1. Note that
we do not attempt to validate the model in detail, which would require specific mea-
surements that we do not have access to, but rather compare the experiments with
measurement statistics to ensure that our idealized study addresses a relevant part of
the parameter space. Two different definitions of the ABL depth are used. For con-
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Figure 3.3: Temporal evolution of the absolute wind speed |U | =
p
u2+ v2 at 10 m and
200 m height (a), surface sensible heat flux H (b) and surface (skin) temperature Ts (c) in
theU10-¢3, U5-¢3, U8L-¢3 experiments.
vective conditions (H > 0), the ABL depth is defined as the height of the minimum
turbulent heat flux. For stable conditions (H < 0), the ABL depth is defined as the first
height at which the ABL temperature is within 0.25 K of the last temperature profile
when H was last larger than zero. In other words, this is the layer depth which is in-
fluenced by surface cooling. The definition for stable conditions differs from typical
definitions based on the momentum flux or a critical Richardson number (e.g. Beare
et al., 2006; Richardson et al., 2013), as both methods have proven to be imprecise for
our experiments because of decaying turbulence in the residual layer.
Although the surface temperature (Fig. 3.3b) decreases over the first few hours
before sunset, the surface sensible heat flux (Fig. 3.3c) remains positive resulting in
convection and growth of the mixed-layer up to approximately 800 m height. From
caseU5°¢3 toU10°¢3 themixed-layer slightly deepens; because of small differences
in H and potentially by shear driven growth of the mixed-layer (Pino et al., 2003). Ap-
proximately one hour before sunset Ts begins to decrease rapidly and Qnet becomes
negative, marking the onset of theNBL. A shallow internal boundary layer develops as
the thermally drivenmixing shuts down, and theNBL deepens in time as cool air from
the surface is mixed upwards, where the mixing depth is determined by the intensity
of the turbulent eddies. The NBL in theU10 case grows to approximately 200m depth
at sunrise. For weaker winds, or less conductive surfaces with stronger surface cool-
ing, the NBL is about half as deep. As observed in themeasurement data (Fig. 3.1a,d),
the wind speed aloft increases over the NBL period and becomes super-geostrophic
(low-level jet). Night time 200 m wind speeds are in between 4 m s°1 - 14 m s°1, in
line with the analysis for Cabauw/Hamburg. After the rapid decrease in surface tem-
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perature shortly before sunset, the cooling rates moderate and remain approximately
constant during the night. All cases have their total surface cooling in between 2.9 K
and 3.4 K, less than observed in the measurement data. However, the resulting sur-
face sensible heat flux (H) is in between -10 Wm°2 and -40 Wm°2, which agrees, in
both magnitude and tendency, with the findings in Fig. 3.1c and f. Despite the sim-
plicity with which the land-surface processes are represented and the idealizations
in the set up, the LES cases cover the typical conditions presented in Fig. 3.1, with
realistic features in both the CBL and NBL.
To address the validity of the reference (¢3) cases during the NBL period, we show
in Fig. 3.4 the fraction resolved/total heat flux as a function of the normalized ABL
depth (at t = 10 h or t ° tsunset º 5.5 h).
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Figure 3.4: Fraction of resolved/total heat flux in the NBL (t=10 h) for all ¢3 cases. For the
5m s°1 and 8m s°1 cases the sensitivity on the Smagorinsky constant (Cs) is shown.
With a 3m grid spacing, about 75% of the turbulent heat flux is resolved in theU10
case. This ensures that the NBL development is primarily driven by resolved turbu-
lence, and that the contribution of the SGS model is limited. Despite the high resolu-
tion, this requirement is more difficult to fulfill for theU5 andU8L cases which resolve
approximately 20% and 40%, respectively. More care must be applied in adopting
the ¢3 as a reference case in this situation. However, based on the U10 sensitivities
it is possible to sensibly interpret the effect of sub-optimal resolutions in these cases,
evenwhen the reference case is not fully resolved. However, to test such interferences,
Fig. 3.4 shows two additional experiments (case name appendedwith Cs) for the NBL
period in which the Smagorinsky constant was reduced from Cs = 0.17 to 0.10. This
produces a better resolved turbulent field, less influenced by uncertainties related to
the SGS closure. Compared to their counterparts with the reduced Smagorinsky con-
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Figure 3.5: Vertical profiles at sunset minus two hours (2.75 h), sunrise (13.25 h) and
noon (21 h) for caseU10. Top: Potential temperature (µ), bottom: Zonal wind
component (u). The markers in the top panels indicate the ABL from a bulk perspective,
i.e. the height of the ABL (zABL), and average temperature over that layer (hµi).
stant, the average NBL depth of theU5 andU8L cases is off by less than 7% (Fig. 3.2),
which indicates that the poor resolution of the reference case is not unduly influenc-
ing our experimental setup.
3.4.2 CaseU10: sensitivity on resolution
To study the influence of resolution in this section we present the results from a se-
quence of simulations in which the resolution is degraded systematically. The reso-
lution is coarsened by factors of two from ¢xy = ¢z = 3.125 m to ¢xy = 100 m, ¢z = 25
m (Table 3.2) to study (a) how well the NBL is represented at relatively coarse reso-
lutions, and (b) whether biases in the NBL influence the development of convection
on the second day. We start with a more detailed analysis of theU10 case as it most
clearly illustrates the temporal evolution of the cases and their dependence on reso-
lution. Next, the other cases are addressed by studying the ABL biases for both CBL
periods and the NBL in the next subsection.
Our analysis focuses on the vertical profiles of potential temperature (µ) and zonal
wind (u) at three distinct periods: two hours before sunset as the surface sensible heat
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flux becomes negative, sunrise as the NBL has fully developed, and end of the experi-
ment (noon). The results are shown in Fig. 3.5. Themarkers in the top panels indicate
the ABL structure from a bulk perspective, i.e. the height of the ABL (zABL), and aver-
age temperature over that layer (hµi).
Late afternoon decay:
Over the first hours of convection (Fig 3.5a,d), the results are relatively insensitive to
the large difference in grid spacing. Maximum biases in zABL and hµi are less than
0.1 K and 30m respectively, in line with the findings (first-order moments) of Sullivan
and Patton (2011). The velocity profiles are more sensitive, with a small underesti-
mation of the lower-ABL velocity in the low-resolution experiments. This is caused
by a small overestimation of the surface friction velocity, and/or the reduced amount
of resolved turbulence, causing more difficulties in maintaining the well-mixed pro-
file. Nonetheless, the resulting biases are small, which is beneficial for our study as
it shows that the CBL development itself is insensitive to the range of grid spacings,
allowing all cases to enter the NBL phase with similar conditions.
NBL period:
During the NBL period (Fig 3.5b,e) themean profiles show a greater sensitivity to grid
spacing as the more poorly resolved simulations mix through a deeper layer. With in-
creasing grid spacing less turbulence is resolved (percentage resolved/total flux), de-
creasing fromª70% - 80% in case¢3 toª10% in case¢25 (t = 10 h or t°tsunset º 5.5 h,
at z = 0.5zABL), the yet coarser resolution experiments (¢50, ¢100) are nearly laminar.
Even though this produces invalid LES (no turbulent mixing; “no-eddy simulation”),
there is still diffusive transport by the SGS model. The strain rate—predominantly
determined by the vertical shear component of eSi j (Eq. 2.12) —is fairly constant (Fig.
3.5e). Therefore, with similar strain rate and increasing grid spacing, sub-grid diffu-
sion increases which causes the deepening of the NBL. Amongst other possibilities,
the use of a shear-improved Smagorinsky scheme (Lévêque et al., 2007) or a more
appropriate choice of the sub-grid length scale Cs¢, might improve this undesirable
behavior of the SGS model and help it transition to a more standard RANS closure in
the absence of a resolved turbulent flow.
The difference in NBL structure is not only caused by the dynamics and/or the
SGS model, as in such a case (identical surface heat fluxes) the biases would solely
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consist of a different redistribution of the cooled air with height. Indicated within
Fig. 3.5b (dotted line) is the theoretical NBL structure (bulk temperature/height) that
would arise if the total NBL cooling of the¢3 case was simply distributed over a differ-
ent NBL depth. For example: compared to the residual layer temperature of 291 K, the
¢3-case has cooled 5 K (hµi º 286 K) over a 200m deep layer. Mixing the same cooling
over a layer of 400 m depth would theoretically result in 2.5 degrees NBL cooling, or
hµi º 288.5 K. Compared to the reference case, all lower resolution experiments are
relatively cold (i.e., situated left of the dotted line), which is the result of the interac-
tive LSM. Shown in Fig. 3.6 is the bias in the surface sensible heat flux compared to
the reference case (±H = Hx °H¢3, with Hx the differentU10 cases). Approximately
one hour before sunset, the lower resolution cases start producingmore negative sur-
face fluxes. This is the result of an increased temperature difference between the sur-
face and lowest model level, which is partially compensated by an increase in aerody-
namic resistance (Eq. A.2).
Second day of convection:
Despite the large biases that are introduced during the NBL period, the different reso-
lution experiments tend to re-align during the second day of convection (Fig. 3.5c,f).
As a result of the additional surface cooling at night (Fig. 3.6), the ABL depth and tem-
perature at the end of the experiments (noon) is lower for the lower resolution cases,
with maximum biases in themixed-layer depth ofª100m, and averagedmixed-layer
temperature of ª0.35 K. Note that the temperature bias is amplified by the difference
in mixed-layer growth, influencing the entrainment of relatively warm free tropo-
spheric air as the mixed-layer deepens. The LSM partially compensates these biases
as the surface sensible heat flux increases with decreasing resolution (Fig. 3.6).
A back of the envelope calculation helps to put these results in perspective: For
example, the nighttime bias ±H for case ¢50 is around -12 Wm°1 over a period of
approximately 12 hours (Fig. 3.6). With ±H integrated in time, and distributed over
the average afternoonmixed-layer depth of 1000 m, this results in a temperature bias
of -0.44 K. A similar calculation for the daytime bias (±H º 7 Wm°2 over approxi-
mately 5 hours) reveals a temperature compensation of 0.1 K, indicating that about
25% of the nighttime bias is compensated. As the difference in H remains positive
for the low-resolution cases at the end of the experiment, the biases in ABL depth
and temperature would further decrease if the experiments were further integrated in
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Figure 3.6: Bias in the surface sensible heat flux for caseU10, compared to theU10-¢3
case (±H =H¢X °H¢3 ).
time. The partial bias cancellation is not serendipitous, but the result of energy con-
servation within our experiments where the additional heat entering the soil at night
is again released during the day. In section 3.4.4 the implication of these biases on
convection is discussed in more detail.
Summarized, the experiments are insensitive to the large range of grid spacings
during the first day of convection. During the NBL phase the structure of the NBL
is influenced by both the ratio of resolved/modeled mixing, and differences in the
surface sensible heat flux as the LSM responds to ABL biases, and vice-versa. Despite
the large NBL biases, all cases tend to re-align during the second day of convection.
3.4.3 Statistics of theU5,U8L andU10 cases
For all cases, the biases in ABL depth (±zABL) and ABL averaged potential temperature
(±hµi) are here presented in condensed form (Fig. 3.7). We focus on the same three
periods as in the previous section: (i) two hours before sunset, (ii) sunrise and (iii)
noon during the second day of convection. The biases are calculated compared to
the reference (¢3) experiments, and all statistics are averaged over the sixty minute
period before the indicated time.
The results are shown in Fig. 3.7. All three physical experiments exhibit similar
behavior. Two hours before sunset (t = i ) the ABL depth is (on average) slightly un-
derestimated in the lower resolution experiments, although there is no clear trend
as a function of resolution. For all cases, the absolute biases in bulk potential tem-
perature areø0.1 K. During the NBL period the lower resolution experiments create
deeperNBLs. Themaximumbias at sunrise (t = i i ) in zABL increaseswith higherwind
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Figure 3.7: Biases in ABL depth (±zABL) and ABL averaged temperature (±hµi) at sunset
minus two hours (i, 2.75 h), sunrise (ii, 13.25 h) and noon (iii, 21 h). All statistics are
averaged over one hour (t=1.75-2.75 h, t=12.25-13.25 h, t=20-21 h).
speeds from ª80 m in the U5 case to ª250 m for case U10. The relative biases are,
however, approximately constant, with the ¢100 cases overestimating the NBL depth
by 100% - 120% compared to the ¢3 setup. The bulk potential temperature is overes-
timated in all sensitivity experiments. Although the lower resolution experiments ex-
perience more negative surface heat fluxes (Fig. 3.6 for caseU10), the NBL-averaged
temperature decreases less as the surface cooling is distributed over a deeper layer.
The absolute biases at sunrise (t = i i ) range from 2 K in caseU10 to 3 K in caseU8L.
At noon during the second day of convection (t = i i i ) the biases in ABL-depth are
opposite in sign of the biases during the NBL period. The U8L and U10 cases have
the largest underestimation of approximately 100 m. The relatively large bias in hµi
decreases as the mixed-layer grows to less than 0.5 K.
Summarized, themisrepresentation of the NBL results in biases in ABL depth and
temperature on the order of 100mand 0.5 K. In the following section, the implications
of such biases on cloud formation will be briefly discussed.
3.4.4 Implications for cloud formation
Up to this point, the biases during the second day of convection have been addressed
individually for the ABL depth and temperature. More relevant for moist convec-
tion is their contribution to a quantity related to clouds: the mixed-layer top relative
humidity (RHzABL). Even though our experiments exclude moisture, we can quan-
tify the temperature contribution to relative humidity biases. These arise both from
the effect of mixed-layer temperature biases directly, but also because of an over or
under-estimation of the mixed-layer depth, influencing the absolute temperature at
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the mixed-layer top. This thus excludes the influence of ABL dynamics (and biases)
on moisture, and only acts to place the biases in mixed-layer temperature and depth
in context of RHzABL .
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Figure 3.8: Influence of biases in ABL depth (±zABL) and temperature ±hµi on the
mixed-layer top relative humidity (%). Given a bias in zABL and hµi, the shaded contours
indicate the difference in RHzABL compared to a 1000 m deep ABL with hµi = 290 K and
RHzABL = 100%. The colors of the individual experiments are the same as in Fig. 3.7.
Fig. 3.8 shows the results of this analysis. The error in RHzABL (shaded contours) is
here calculated as the combined influence of ±zABL and ±hµi on RHzABL , compared to
the reference cases (¢3). For the reference case a referencemoisturemixing ratio (rref)
is calculated, such that RHzABL is equal to 100%, i.e. zABL equals the lifting condensa-
tion level. Assuming that rref is constant amongst the lower-resolution experiments,
the bias in mixed-layer potential temperature (directly influencing TzABL) and depth
(influencing TzABL through its dependence on the mixed-layer top pressure) is trans-
lated to a bias in RHzABL .
For all cases except one, the biases in zABL and ±hµi are of similar sign: an un-
derestimation of zABL is coupled to an underestimation of hµi. As the reference cases
(±zABL = ±hµi = 0) are assumed to have a mixed-layer top relative humidity of 100%,
their mixed-layer depth corresponds to the height of the lifting condensation level
(zLCL). Therefore, for a constant relative humidity, ±zABL corresponds to the change
in zLCL as a function of ±hµi. This allows the comparison of both the change in RHzABL
and zLCL° zABL from Fig. 3.8.
As shown, the biases inmixed-layer depth and temperature partially compensate.
The maximum temperature biases of -0.4 K would result in an increase in relative
humidity of 2-3% or change in zLCL of -50 m, which is compensated by the negative
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bias inmixed-layer depth. The resulting change in RHzABL is in the range of 0% to -3%,
and the difference zLCL° zABL is on the order of 0 m to -50 m. For comparison: these
differences are on the order of the inter-model spread (cloud base relative humidity,
and cloud base height) of different LES codes for experiments of the daytime ABL only
(ARM LES intercomparison, Brown et al., 2002).
3.5 Summary and conclusions
In the present study we analyzed the influence of misrepresenting the NBL in low-
resolution LES on the subsequent day of dry convection. Here, low-resolution was
defined as a grid spacing sufficient to explicitly represent daytime convection, but
much coarser than needed to resolve small scale turbulence in theNBL.With the high
requirements on grid spacing for the NBL period, such a setup might be necessary or
beneficial for studies that primarily address daytime convection, or early initiatives to
explore the use of LES for NWP purposes. We answered the question: how accurately
must the NBL be represented in order to obtain a faithful representation of daytime
convection?
Using statistics obtained frommeasurement data representative for summertime
Western European conditions, we designed idealized LES experiments covering near
complete diel cycles of convection over land. Reproducing the typically observed
conditions ensured that we covered realistic conditions in terms of wind (shear, pro-
ducing turbulence) and surface cooling (buoyancy suppression of turbulence). With
a sensitivity study on resolution, ranging the (horizontal) grid spacing from 3.125 m
to 100m in factors of two, we addressed the role of the fraction of resolved turbulence
on the development of the NBL, and implication of NBL biases on the consecutive
day of dry convection. The roles of moisture and radiation were excluded from the
experiments; if a relatively simple dry case is poorly represented, then more complex
cases involving moist convection will surely be influenced.
From the results of our numerical experiments we can draw a number of conclu-
sions. As expected, the rate of resolved turbulence in the NBL quickly decreases with
increasing grid spacing. At grid spacings as coarse as 100 m, no NBL turbulence is re-
solved and the NBL development is predominantly driven by the SGS model. Under
these conditions, the NBL is poorly represented with relative biases in the NBL depth
of 100% - 120%, and absolute biases in the bulk NBL temperature of 2 K - 3 K. These
biases are the result of both the SGS model, causing excessive vertical mixing at low
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resolutions, and feedbacks between the LSM and the atmosphere. The latter allows
for amore realistic response of surface processes to (biases in) the atmosphere, relax-
ing the strict coupling that would be introduced with the use of a prescribed surface
temperature or flux. Despite the large biases in the NBL, the influence on the con-
secutive day of convection is limited: maximum biases in the afternoon mixed-layer
depth and temperature are approximately 100 m and 0.5 K, respectively. As these bi-
ases are positively correlated— an underestimation of the NBL depth corresponds to
an underestimation of the ABL temperature— the biases compete and partially com-
pensate their individual influence on the mixed-layer top relative humidity, resulting
inmaximumdifferences of 0% to -3%. This insensitivity of the relative humidity is im-
portant for correctly timing the onset of moist convection, as a precursor for deeper
moist convection and precipitation. The authors remind the reader that our simula-
tions excludedmoisture and therefore only provides a first order estimate, neglecting
the influence of potential biases in the moisture mixing ratio.
For applications focussed on daytime convection, in which biases during the NBL
period are tolerable, these findings are promising. The use of relatively coarse resolu-
tions greatly decreases the required computational resources, opening the opportu-
nity for employing LES to study the diurnal cycle of convection at meso-alpha scales
(20 km - 2000 km). However, our study only addressed the dynamical aspects in the
absence of moisture and radiation. Whether moisture (fog) and radiation can, in par-
ticular cases, further amplify the NBL biases and/or daytime convection is studied
in the next chapter. Also, our study predominantly focussed on the mean thermody-
namic structure of the ABL. A more detailed analysis of the influence of grid spacing
on (shallow) convection, similar to Sullivan and Patton (2011) and extending the work
of Bryan et al. (2003), would be interesting.
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Chapter IV
Observational and conceptual modeling
analysis on the impact of model biases on
nocturnal low clouds
The impact of model biases in the nocturnal boundary layer (NBL) on
the formation of fog or low clouds is studied using both observations
and a newly developed conceptual model. The observations (fromHam-
burg, Cabauw and Karlsruhe) allow for a characterization of the typical
northwest European nighttime conditions, which indicate that (1) nights
in between convective days are fairly moist with high relative humidi-
ties near the surface, (2) from these sites, only Cabauw frequently ex-
periences saturated conditions near the surface, and (3) the dew point
depression higher up (200 m height) is often less than 2 K. The possibil-
ity whether this low dew point depression, combined with model biases,
might result in a spurious formation of low clouds is further explored us-
ing a newly developed conceptual model, where the results provide clear
evidence that this is unlikely to happen.
4.1 Introduction
Large-eddy simulation – traditionally used to study highly idealized conditions – is
slowly moving towards more realistic experiments, for example running LES contin-
uously (days to years) to validate or develop convective parameterization schemes
(Neggers et al., 2012) or study long-term statistics of turbulent flows (Schalkwijk et al.,
2015a). In addition, LES has recently been used to perform weather hindcasts on
domains as large as hundreds of kilometers (Schalkwijk et al., 2015b) to roughly a
thousand kilometer, as currently being performed with the LES-capable version of
ICON (Icosahedral non-hydrostatic general circulation model, Dipankar et al., 2015)
within theHigh-Definition Clouds and Precipitation for Advancing Climate Prediction
(HD[CP]2) project.
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With the traditional LES experiments (e.g. Deardorff, 1970;Moeng, 1984; Bechtold
et al., 1996; Stevens et al., 2001; Brown et al., 2002; Siebesma et al., 2003; Stevens et al.,
2005; Beare et al., 2006; Ackerman et al., 2009; Vanzanten et al., 2011), the domain size
and resolution is typically optimized for the process being studied. This results in a
variety of LES setups, with grid spacings ranging from meters (or less) for studies of
stable boundary layers (e.g. Beare et al., 2006), to grid spacings of hundreds of meters
for studies of deep convection (e.g. Hohenegger and Stevens, 2013; Schlemmer and
Hohenegger, 2015), and domain sizes ranging from hundreds of meters to hundreds
of kilometers. In contrast to these idealized cases, the more realistic LES experiments
(which aim at covering full diel cycles, and all the processes it encompasses) don’t
have this possibility, and should – at least in theory – have a grid spacing of O (1 m)
to capture the small nocturnal eddies, within a domain of O (100 km) to allow for the
development of the largest (deep convective) structures. As such a LES setup is clearly
not feasible, often sacrifices aremade, using a resolution which is sufficient to resolve
daytime convection, but insufficient to resolve the much smaller nocturnal eddies.
In chapter 3 (van Stratum and Stevens, 2015) we demonstrated that in such a low-
resolution LES setup (low-resolution with respect to the grid spacing required to re-
solve the small nocturnal eddies), the nocturnal boundary layer (NBL) is poorly rep-
resented, but that the nighttime biases have little impact on the following day of con-
vection. However, our work only focussed on the fundamental principle behind LES:
turbulent mixing. Any biases arising from incorrectly representing turbulent mixing
(we will refer to this as a primary bias, as it should be the main skill of LES) have
the potential to influence or offset other important processes (secondary biases), like
radiation (e.g. Garratt and Brost, 1981; Duynkerke, 1999; Edwards, 2009) or thermo-
dynamic processes. Especially the interaction between these two processes – the im-
pact that liquid water (mist/fog or low clouds) can have on the incoming longwave
radiation – has the potential to further modify the NBL development. In addition, if
persistent nocturnal clouds or fog layers are formed that don’t occur in reality, a re-
duction in the early morning incoming shortwave radiation can reduce the surface
heating which drives the development of the convective boundary layer, potentially
influencing the onset or intensity of convection. (Yin et al., 2015; Anber et al., 2015).
In this chapter we assess how likely the primary nocturnal model biases (the kind
of biases reported inChapter 3) can cause secondary biases in the formation ofmist/fog
or low clouds. Although we refer to biases in low-resolution LES, this work could also
be relevant for models based on the Reynolds-averaged Navier-Stokes (RANS) equa-
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tions, as many boundary layer parameterizations exhibit too much vertical mixing at
night (e.g. Cuxart et al., 2006; Mauritsen et al., 2007; Holtslag et al., 2013). The re-
sult of overestimating vertical mixing, in both low-resolution LES and RANS models,
typically causes a positive temperature bias near the surface, and a negative temper-
ature bias near or above the NBL top (Fig. 4.1) – potentially causing an absence of fog
occurring in reality, or a spurious formation of low clouds near/above the NBL top.
low-resolution LES
"reality"

z
Figure 4.1: Typical NBL bias in low-resolution LES
We study how likely this is to happen using both observational data and a simple
conceptual model. For the observations, data from Cabauw (Netherlands), Hamburg
(Germany), and Karlsruhe (Germany) are used. All three sites have a relatively long
data record (ª10-15 years), and with the available tower observations, we can study
the NBL development both in space (height) and time. Like in the previous chap-
ter, we are mostly concerned with the question whether nocturnal biases can influ-
ence the following day of convection. Therefore, the analysis is limited to the May
through August period, and nights in between convective days. From the statistics
of the observations, several questions can be answered, like how often the NBL satu-
rates, where (near the surface or higher up), or how close the NBL gets to saturation.
The latter can be important given the negative temperature biases near or above the
NBL top (Fig. 4.1). These questions (and their answers) form the basis for the second
part of this chapter.
In the second part we address whether the primarymodel biases can cause a spu-
rious formation of low clouds. When introducingmoisture, the parameter space of an
LES setup increases greatly compared to a dry setup (as in Chapter 3), which compli-
cates the design of a representative experiment, or set of experiments. For this reason
we developed a conceptual model which – given the total nocturnal cooling (time in-
tegral of the surface heat flux over the nocturnal period) and the depth over which
the cooled air is mixed – reproduces the vertical structure of the NBL. Several authors
have constructed similar conceptual models, for both convective (see e.g. Stevens,
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2006, for an overview) and stable (Stull, 1983a,b) conditions. We build on the work of
Stull (1983a,b), but derive amodified vertical NBL structure from the LES experiments
of Chapter 3, which is more representative for the cases that we are considering. Us-
ing the conceptual model we can study how the primary nocturnal biases (Fig. 4.1)
influence the relative humidity for a wide range of conditions, using only a fraction
of the computational resources that would be required to run the same experiments
in LES. In addition, the simplified nature of the model allows us to develop a more
fundamental understanding of how primary model biases influence the relative hu-
midity in the NBL.
We start the part on the observations in Section 4.2 with a description of themea-
surement sites, and describe in Section 4.2.1 the methods used for the selection and
analysis of the relevant nights. In Section 4.2.2 and 4.2.3 the general characteristics
and extremes of the nocturnal conditions are described. The second part of this chap-
ter starts in Section 4.3.1 with the derivation and validation of the conceptual model,
followed by the numerical experiments in Section 4.3.2. Finally, the entire chapter is
discussed in Section 4.4.
4.2 Moisture characteristics of European summertime nights
To quantify the (relative)moistness of summertime nights, and the spatial differences
across northwest Europe, we analyze data from three measurement sites. The sites at
Cabauw (Netherlands), Hamburg (Germany) and Karlsruhe (Germany) were selected
because of the availability of tower measurements and the relatively long observa-
tional records that are available for these sites: for this study 2001-2014 for Cabauw
and Karlsruhe, and 2004-2012 for Hamburg. Although all three locations are in the
same Köppen-Geiger climate classification, the characteristics of the sites are quite
diverse.
Hamburg is located in the northern part of Germany, ª75 km - 100 km from both
the Baltic and North sea. The weather mast (280 m high), operated by the University
of Hamburg, is located in the southeastern outskirts of the city (53.52oN, 10.10oE),
surrounded by the city, industrial areas and community gardens, with more rural ter-
rain towards the east (Brümmer et al., 2012). As shown in Figure 4.2, the measure-
ment site is typically downwind of the city. The Cabauw Experimental Site for Atmo-
spheric Research (CESAR) is located in the western part of the Netherlands (51.97oN,
4.93oE), at ª40 km distance from the North sea. The measurement site is located in
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Figure 4.2: Map showing the location of the measurement sites, with indication of the
May through August wind direction.
a low (0.7 m above sea level) and flat polder, with the tower (200 m high) surrounded
by relatively homogeneous open pasture and small drainage ditches (Van Ulden and
Wieringa, 1996). Karlsruhe is on the southwestern border between Germany and
France. The measurement site (49.10oN, 8.43oE), operated by the Institute for Me-
teorology and Climate research – Karlsruhe Institute of Technology (KIT), is located
in the relatively flat Rhine valley, but with stronger orography (Odenwald, Pfälzerwald
and Schwarzwald) in the near vicinity. As shown in Fig. 4.2, this has a strong impact
on the wind direction (Kalthoff and Vogel, 1992). The measurement tower (200 m
high) is located in a pine forest, with the observations below 20m collected at a small
meadow directly north of the tower. See Appendix A.5 for additional details about the
sites.
Given the location of the sites, certain relevant characteristics – like the soil mois-
ture content – are expected to differ. However, as we don’t have soil moisture obser-
vations from all sites, differences among the sites, and the impact of soil moisture on
the observed conditions, could not further be studied.
4.2.1 Data selection and analysis method
Because of the current study’s interest in daytime convection, the analysis focusses on
the summer (May through August) period. Compared to Chapter 3, wherewe only an-
alyzed data from clear (cloudless) nights, the sampling criteria is relaxed to nights in
between relatively clear (and with that most likely convective) days. This way, nights
at which fog or low clouds occur are included in the analysis. The total and sampled
45
4.2. MOISTURE CHARACTERISTICS OF EUROPEAN SUMMERTIME NIGHTS
number of nights are shown in Table 4.1, the sampling criteria and procedure is de-
scribed in Appendix A.2. Unless stated otherwise, from this point on “nights” will refer
to the sampled set of nighttime conditions.
For all nights the temporal evolution of theNBL is studied over the period atwhich
the lower atmosphere is stably stratified, based on the virtual potential temperature
gradient between 2 m and 10 m. The first time in the evening at which this criteria is
met is referred to as tN0, the last time in themorning as tN1, and the time in between is
normalized as bt = (t°tN0)/(tN1°tN0). This ensures that the initial vertical profiles like
the potential temperature and specific humidity are close to the (well-mixed) convec-
tive conditions, and the temporal evolution over the period bt = {0°1} describes the
deviation from the convective conditions. For Cabauw and Hamburg tN0 is on aver-
age 2.1 hours before sunset, for Karlsruhe 2.8 hours before sunset. The average night
length (tN1° tN0) is 11.7 hours for Hamburg, 12.4 hours for Cabauw, and 13.3 hours
for Karlsruhe.
The analysis focusses onmoisture related variables like the relative humidity (RH),
dew point depression (T °Td) and specific humidity (q). The selected variables are
studied using two dimensional histograms, with the normalized time bt on the x-axis,
and the probability on the y-axis, with the frequencywithin each time bin normalized
to unity.
4.2.2 General characteristics
We start by analyzing the temporal evolution of relative humidity (Fig. 4.3) and spe-
cific humidity (Fig. 4.4), to obtain an overview of the typical conditions and differ-
ences across northwest Europe.
4.2.2.1 Initial conditions (bt = 0)
Near the surface (2 m) the mean (median) initial relative humidity decreases going
further inland, from ª65% in Cabauw to ª52% in Hamburg and ª47% in Karlsruhe,
thus showing differences as large as 20% over a distance of 400 km. The variation
between Cabauw and Kalrsruhe is mostly caused by a difference in temperature: the
initial specific humidity is approximately the same for both sites, but the temperature
differs as much as 6 K (Table 4.1). Most likely because of its close proximity to the
city and the associated decrease of soil moisture, the specific humidity is lower in
Hamburg.
46
4.2. MOISTURE CHARACTERISTICS OF EUROPEAN SUMMERTIME NIGHTS
30
40
50
60
70
80
90
100
R
H
(%
)
a) Cabauw, z=2m
Q1
median
Q3
b) Hamburg, z=2m c) Karlsruhe, z=2m
0.00
0.10
0.20
0.0 0.2 0.4 0.6 0.8 1.0 t ( )
30
40
50
60
70
80
90
100
R
H
(%
)
d) Cabauw, z=200m
0.0 0.2 0.4 0.6 0.8 1.0 t ( )
e) Hamburg, z=175m
0.0 0.2 0.4 0.6 0.8 1.0 t ( )
f) Karlsruhe, z=200m
0.00
0.10
0.20
Figure 4.3: 2D histograms of the relative humidity at 2 m height (top) and ª200 m height
(bottom). The solid line indicates the median value, the dashes lines the interquartile
range.
Table 4.1: Statistics of the measurement sites. Median temperature (T ) and specific
humidity (q) at bt = 0, z = 2 m. N = total and sampled number of nights which are
considered in the statistics, f fraction of sampled nights
T |tN0 (K) q|tN0 (g kg°1) Ntot (-) Nsamp (-) f (%)
Cabauw 290.1 8.3 1722 867 50.3
Hamburg 291.6 7.5 1099 530 48.2
Karlsruhe 296.3 8.4 1709 958 56.1
4.2.2.2 Temporal evolution NBL
During the night, all sites show the strongest increase in RH near the surface, where
Hamburg is (relatively)most dry (Fig. 4.3). Despite the large initial difference between
Cabauw and Karlsruhe, the latter shows a stronger increase in RH during the night,
resulting in similar earlymorningmedian relative humidities of 94-95% for both sites.
As shown in Fig. 4.4, the specific humidity tendencies during the night are small, with
typically net differences between tN0 and tN1 of less than 1 g kg°1. The near surface
drying tendency for Cabauw is in line with the results from de Roode et al. (2010).
To quantify the contribution of changes in specific humidity to changes in the
relative humidity, the relative humidity budget is studied (Ek andMahrt, 1994):
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Figure 4.4: Like Fig. 4.3, for the change in specific humidity since tN0.
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where qs is the saturation specific humidity. The budget terms – indicating the change
in relative humidity due to drying ormoistening of the ABL (±q) andwarming or cool-
ing of the ABL (±T ) – are calculated approximating the time derivatives as finite dif-
ferences forward in time (with a 10 minute data interval). A time integration of Eq.
4.1 then provides us with the relative contribution of the two different terms over the
night. To prevent an accumulation or growth of the error due to the finite difference
approximation, we use the observed RH on the right hand side, instead of the numer-
ically integrated RH. The results are shown in Fig. 4.5. For all sites the drying of the
near-surface layers contributes only ª0-4% to the RH tendency, which is an order of
magnitude less than the impact of NBL cooling.
One question that remains in the explanation of the RH changes during the night
is the cause of the stronger NBL cooling for Karlsruhe. There are a number of po-
tential causes for this behavior: (i) differences in net surface radiation (Qnet), (ii) dif-
ferences in the redistribution of NBL cooling with height (shallow and cold versus a
deep and warm NBL), or (iii) larger scale processes. Process (i) is unlikely as com-
pared to Cabauw and Hamburg, Karlsruhe has on average the highest (least negative)
Qnet. Process (ii) is unlikely as the stronger cooling compared to Cabauw and Ham-
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Figure 4.5: Relative humidity budget at 2 m height, derived using Eq. 4.1. ±T is the
contribution of changes in temperature, ±q the changes due to changes in specific
humidity, and the grey lines indicate the residual (diagnostic tendency minus prognostic
tendency). Solid lines denote median values, the shaded area the interquartile range.
burg is present over the entire vertical extent of the tower. Process (iii) is difficult to
quantify, but given the small height differences along the axis of the Rhine valley, and
increases in terrain height towards the south (Schwarzwald), west (Pfälzerwald) and
east (Odenwald), drainage flows and pooling of cold air in the Rhine valley is a possi-
ble explanation of the increased NBL cooling (e.g. Kondo et al., 1989).
4.2.3 Extremes during the nocturnal period
Although the two-dimensional histograms are useful to summarize the typical evo-
lution of the NBL, it is difficult to obtain extremes from such figures. For example,
for the relative humidity in Fig. 4.3, the interesting details – how often does the NBL
saturate? – are difficult to obtain. Furthermore, since extremes like the maximum
nighttime relative humidity don’t necessarily occur at the same time during different
nights, some details are lost.
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Figure 4.6: Histogram of minimum dew point depression between tN0 and tN1. The first
bin encloses all values from °1< (T °Td)∑ 0 K.
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As a more strict assessment of these extremes, Fig. 4.6 shows histograms of the
minimum dew point depression observed during all of the sampled nights. At 2 m
height Cabauw frequently experiences conditions which are saturated, with a prob-
ability of 0.35, corresponding to a frequency of approximately once every 3 nights.
These findings are in line with the direct visibility measurements (2011-2014, not
shown). For Hamburg and Karlsruhe the probability is much lower: 0.05 (1/20 days)
and 0.035 (1/28.6 days), respectively. For Cabauw theprobability decreaseswith height,
to 0.18 (1/5.6 days) at 10 m height and 0.08 (1/12.5 days) at 200 m height. For Karl-
sruhe the probability slightly increases at 10 m height to 0.045 (1/22.2 days). Consid-
ering that we have approximately 4£30 nights during the May through August period
and analyze about 50% of them (Table 4.1), the frequency of finding a saturated night
above 2 m height in Hamburg, or above 10 m height in Karlsruhe, is very small at
about one night during this period.
Although saturated conditions at 200mheight (Hamburg: 175m) in between con-
vective days are only rarely observed, all sites are frequently close to saturation. For
example, for the range 0 < T ° Td ∑ 2 K, the probabilities are 0.37 (1/2.7 days) for
Cabauw, 0.34 (1/2.9 days) for Hamburg and 0.14 (1/7.1 days) for Karlsruhe.
Summarized, even for the summer period – which is typically drier than the win-
ter season – Northwest European nights are relatively moist. At 2 m height the late
night median relative humidities are as high as 94-95% for Cabauw and Karlsruhe,
and the strong increase in RH during the night is mostly governed by a decrease in
temperature, where changes in specific humidity only play a minor role. Despite the
high relative humidities, only Cabauw (situated in a low andmoist polder) frequently
experiences saturation near the surface. Although the probability of finding saturated
conditions decreases with height, the atmosphere at 200 m height is often within 2 K
from saturation. The implications of these findings are discussed in the next section.
4.3 Implications of model biases on low nocturnal clouds
The previous section showed that saturation at night most likely occurs near the sur-
face, but only for certain locations (Cabauw). Given the positive near-surface tem-
perature biases that arise from an overestimation of vertical mixing (Fig. 4.1), these
shallow mist layers are likely absent in low resolution LES. Furthermore, even in the
absence of temperature (or other model) biases, the vertical grid spacing in low res-
olution LES near the surface is likely insufficient to resolve mist with such a small (<
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10 m) vertical extent. We postulate that the absence of such shallow mist layers in
LES is unlikely to influence the NBL development, or convection during the following
day. First, we studied the influence of fog/mist on the nocturnal radiation balance
using an offline one-dimensional radiative transfer model (Pincus and Stevens, 2013,
results not shown). By varying both the vertical extent (0 to 50 m) and liquid water
content (0 to 0.5 g m°3) of the fog layer, and comparing the net surface radiation with
a clear sky experiment, it became obvious that the observed shallow fog/mist layers
influence the longwave incoming radiation by only a few Wm°2. Second, after sun-
rise these thin mist layers are insufficiently opaque to block the incoming shortwave
radiation, and early morning surface heating typically causes a quick evaporation of
such fog layers (e.g. Stull, 1988).
More interesting are the conditionswheremodel biases have the potential to form
spurious low clouds, as the NBL temperatures near or above the NBL top are under-
estimated (Fig. 4.1). At least in theory, this could create deeper cloud layers which
have a stronger impact on the nocturnal radiation budget, and which can persist af-
ter sunrise, delaying the development of the convective boundary layer (Yin et al.,
2015; Anber et al., 2015).
To address whether model biases as illustrated in Fig. 4.1 could cause spurious
low clouds, we study the impact that overestimating verticalmixing has on the relative
humidity in the NBL, using a conceptual model. The conceptual model allows us to
perform sensitivity experiments for a wide range of conditions, using only a fraction
of the computational resources that would be required for LES.
4.3.1 Description conceptual model
We consider a nocturnal boundary layer which develops from idealized convective
conditions (Fig. 4.7a): a convectively mixed layer (CBL) of depth zc, with a constant
potential temperature hµi and specific humidity hqi (e.g. Lilly, 1968). For European
conditions, zc is typically around 1-2 km, with a mixed-layer top relative humidity
(RHc) often close to, but less than, 100%. The initial relative humidity in the NBL is
mostly governed by zc and RHc, with the highest relative humidities (most favorable
for saturation during the night) arising from a shallow and relatively moist CBL. From
zc, hµi, and RHc, the bulk specific humidity hqi can be calculated, which based on the
findings of Section 4.2.2 is assumed to be constant throughout the night.
Unlike for convective conditions, where turbulence is typically sufficiently strong
tomaintain well-mixed potential temperature profiles, we can’t assume a similar bulk
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Figure 4.7: Sketch initial convective conditions (left) and NBL parameterization (right)
change of potential temperature in the NBL. Depending on the amount of turbulence
at night, two types of NBLs tend to form: If turbulence is weak and the development
of theNBL ismostly driven by radiation, concave upwards potential temperature pro-
files (with the strongest temperature gradient near the surface) are formed (e.g. Stull,
1983a,b, 2000). For more turbulent conditions, turbulent mixing creates slightly bet-
ter well-mixed conditions, with the strongest temperature gradients near the NBL top
(e.g. Vogelezang and Holtslag, 1996). We adopt a vertical structure typical for turbu-
lent conditions, as according to the classification proposed by Vogelezang and Holt-
slag (1996)1, 76.5% - 80% of the nights used in Section 4.2 are of the turbulent kind.
To determine the shape of the temperature profiles, we use the LES results from
Chapter 3. These experiments were set up to cover the typical European conditions,
and in addition, range from well to under-resolved LES experiments. Fig 4.8a shows
the potential temperature profiles, analyzed at sunrise. The characteristics of the
high-resolution experiments (darkest colors) range from boundary layer depths of 75
m to 200 m, with temperature differences between the surface and residual layer of
-7 K to -13 K. With increasing grid spacing (increasingly lighter colors), the relative
biases in NBL depth are as large as 100%.
If we define the total NBL cooling between tN0 and some arbitrary time t1 later as:
¢Q =
Zt1
tN0
°
w 0µ0s
¢
dt =
Zzn
0
£
µ(t1,z)°µ(tN0,z)
§
dz, (4.2)
with zn the depth of the stable boundary layer, the bulk cooling equals (Fig. 4.7b):
¢µb = ¢Qzn . (4.3)
1Their criteria to distinguish between radiation or turbulence dominated nights is that for radiative
cases, d2µ/dz2 < 0 throughout the NBL
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Figure 4.8: LES experiments from Chapter 3, unscaled (left) and scaled (right). The
dashed line in b) indicates the temperature structure that we assume, the dash-dotted
line the temperature structure from Stull (2000).
As shown in the inset in Fig. 4.8a, the total potential temperature difference over
the NBL (¢µs) scales well with ¢µb, with the inclusion of some pre-factor Æ = 1.9/3.
If we use this relation – together with the boundary layer depth zn – to scale the tem-
perature profiles, we find a universal shape for the vertical structure of the NBL, as
shown in Fig. 4.8b. Although the scaling sets the temperature at the surface (µ =
hµi+Æ°1 ¢µb) and NBL top (µ = hµi), it still requires assumptions about the distribu-
tion of the total coolingwith height (Eq. 4.2). We propose a simple two layer structure,
with the temperature at a heightÆzn equal to hµi°¢µb (Fig. 4.7). As shown in Fig. 4.8b
(dashed line), this gives a reasonable agreement with the LES experiments, without
introducing too much complexity in the assumptions of the vertical NBL structure.
We should stress that in the results from Fig. 4.8, and the remainder of this study, Æ is
fixed atÆ= 1.9/3. Also included in Fig. 4.8b is the parameterization proposed by Stull
(2000):
µ = hµi°¢µs e°z/He , (4.4)
where we used an e-folding height He = 0.5zn for a best fit to the LES data. It is clear
that the exponential fit is not appropriate for these more turbulent cases.
Summarized, given the total NBL cooling ¢Q and the NBL depth zn, the concep-
tual model can reproduce the vertical potential temperature structure of the NBL.
Given the results from Fig. 4.8b, the model not only reproduces the vertical structure
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observed in high resolution (well-resolved) LES, but also the change in structure as
the NBL depth is overestimated in low resolution LES.
4.3.2 Numerical solutions
With the conceptualmodelwe can study how the vertical structure of theNBL changes
as a function of the nocturnal boundary layer depth zn, where increasing zn mim-
ics the impact of overestimating vertical mixing as observed in low-resolution LES or
many boundary layer parameterizations (Cuxart et al., 2006)). We perform a number
of experiments, starting from a convective boundary layer with conditions typical for
northwestern Europe (Table 4.1). The initial conditions are listed in Table 4.2.
Table 4.2: Initial conditions of the numerical experiments with the conceptual model
Description symbol value
Convective boundary layer depth zc 1000 m
Bulk potential temperature CBL hµi 293 K
Bulk specific humidity CBL hqi 8.3 g kg°1
Relative humidity at zc RHc 95%
Surface pressure ps 105 pa
For the experiments we differ the total amount of NBL cooling according to Eq.
4.2 by prescribing a fixed surface sensible heat fluxH (withw 0µ0s =H/(Ωcp) over a time
period t1° tN0 = 32400 s. Given the total cooling over the nocturnal period, the NBL
depth zn is varied, the temperature profiles are reconstructed, and using hqi (fixed in
time) the relative humidity at the surface (RHs) and at Æzn (RHt) is calculated.
Figure 4.9a shows the resulting RH at the surface (solid lines) and at Æzn (dashed
lines) as a function of zn, for three different surface cooling rates. The results are di-
vided in two areas: the top-left area where for a given zn the RH is highest at the sur-
face, and the bottom-right area where the RH is highest near the NBL top. A number
of conclusions can be drawn from these experiments:
1. For conditions which are close to saturation, the surface RH is higher than the
RH at Æzn, or saturates at a lower zn, thus favoring saturation near the surface
(fog/mist) over low clouds, which is in line with the findings from Section 3.2.
2. For almost all conditions, increasing zn — as would be the results of overesti-
mating vertical mixing — results in a decrease in RH at both the surface and
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Figure 4.9: Experiments with the conceptual model, using the initial conditions from
Table 4.2. Left: relative humidity at the surface and Æzn for three different cases. Right:
relative humidity at Æzn (solid lines), and the total RH tendency calculated using Eq. 4.5
(dashed lines).
Æzn. This makes it unlikely that overestimating vertical mixing could cause a
spurious formation of low clouds.
3. The only conditions where the RH atÆzn increases with a deepeningNBL occur
for weakly cooled and deep NBLs (H = °20 W/m°2, zn > 250 m). Note that for
the case with the weakest cooling (-20 Wm°2) the absolute temperature at zn
can become lower as the temperature at Æzn. In such a case the highest RH is
located at zn, which equals the initial RH profile of the convective conditions
(dash-dotted line), which by definition can never be higher than RHc.
These results are easier to understand if we consider how the relative humidity
changes as a function of zn. At the surface, increasing zn always results in a decrease
in RH, so wewill focus on the RH atÆzn. The tendency at this height can be expressed
as:
@RHt
@zn
º RH
qs
≤
p
@es
@T
¢Q
z2n| {z }
±µ
+ RH
qs
≤
p
@es
@T
Æg
cp| {z }
±T
° RH
p
ÆΩg| {z }
±p
. (4.5)
See appendix A.4 for the derivation and definition of symbols, which have their
standard meaning. The tendency equation consists of three terms: the first term (±µ)
describes how the change in potential temperature – which by definition is positive
as the NBL is deepened – decreases the relative humidity. As the relative humidity
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depends on the absolute temperature, the second term (±T ) describes the influence
of adiabatic cooling on the relative humidity, which by definition is a negative con-
tribution to the RH budget. The last term (±p), which is small compared to the other
two terms, describes the change in RH caused by the dependence of the saturation
specific humidity on pressure.
In Fig. 4.9b the relative humidity at Æzn (solid black contours), and its tendency
as a function of zn (colored dashed lines), are shown for a wide range of conditions.
The initial conditions of the experiments are identical to the cases shown in Fig. 4.9a
(Table 4.2), and the results are again analyzed after a time period t1° tN0 = 32400 s (9
hours).
One prerequisite for a casewhere spurious deepening of theNBL results in satura-
tion, is that the relative humidity at Æzn increases with increasing zn. It is again clear
that those conditions (dashed blue lines) only occur for weakly cooled and/or deep
NBLs, where the boundary layer top is far from saturation. We can study this behavior
further if we consider the individual terms of Eq. 4.5, which are shown in Fig. 4.10 for
a case with a surface cooling H = °40 Wm°2. For a shallow NBL, the absolute tem-
perature term (±T ) is much weaker than the potential temperature term (±µ), but as
the latter decreases inverse proportional to the NBL depth squared, its contribution
decreases quickly as the NBL is deepened. For zn > 450 m, the contribution of ±µ is
offset by that from ±T , so that further deepening of the NBL results in cooling, and an
increase in RH.
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Summarized, the goal of the numerical experiments was to determinewhether an
overestimation of the NBL depth, as observed in low-resolution LES and many RANS
models, could results in saturation of the NBL. The numerical experiments indicate
that this is very unlikely: for conditions which are close to saturation, the highest rela-
tive humidities are found near the surface. In addition, for nearly all cases, deepening
the NBL results in a decrease in relative humidity throughout the NBL.
4.4 Summary and conclusions
In this chapter we studied whether the typical model biases in the nocturnal bound-
ary layer – an overestimation of the boundary layer depth caused by toomuch vertical
mixing – was likely to influence the formation of fog or low clouds. Such overestima-
tions of the boundary layer depth are typical for low-resolution LES (low-resolution
with respect to the grid spacing required to resolve nocturnal turbulence), but also for
many boundary layer parameterizations based on the RANS equations. The result of
overestimating vertical mixing is typically an overestimation of the near surface tem-
perature, and underestimation of the temperatures near or above theNBL top, poten-
tially causing an absence of fog/mist occurring in reality, or a spurious formation of
low clouds near/above the NBL top.
We addressed the question whether this is likely to happen using both observa-
tions, and a newly developed conceptual model. From the observations of Cabauw,
Hamburg andKarlsruheweonly considered the summertimeperiod (MJJA), and given
our interest in how NBL biases might influence daytime convection, further subsam-
pled the nights in between convective days. Even after subsampling the (convective)
summertime conditions, the NBL is still surprisingly moist, with median early morn-
ing (sunrise) relative humidities at 2 m height as high as 94-95% for Cabauw and
Karlsruhe. Most likely due to its close vicinity to the city, the early morning relative
humidities in Hamburg are ª 10% lower. Higher up (200 m), the relative humidities
are much lower, typically around 70% - 80%. By studying the extremes during the
nocturnal period, it became clear that only Cabauw frequently experiences saturated
conditions near the surface, occurring roughly once every three nights. Given the
positive near-surface temperature biases that arise from overestimating vertical mix-
ing, and the small vertical extent of these fog/mist layers (< 10 m), these events are
likely unresolved in low-resolution LES. However, given their small vertical extent, we
argued that this is unlikely to influence the NBL development, or have an impact on
the following day of convection.
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The study of the nocturnal extremes also indicated that at 200 m height, the NBL
is frequently within 2 K of saturation. With the negative temperature biases that arise
from overestimating vertical mixing, this could theoretically cause a spurious forma-
tion of low clouds. We addressed this question using a newly developed conceptual
model which, given the total nocturnal cooling and NBL depth, realistically repro-
duces the vertical structure of the NBL. By varying the boundary layer depth – to
mimic typical parameterization errors – for a given amount of cooling, this allowed
us to study if overestimating vertical mixing could result in low clouds, for a wide
range of conditions. The results indicate that a spurious formation of low clouds is
unlikely to happen. First, for conditions which are close to saturation, the maximum
RH is observed near the surface. Second, conditionswhere deepening theNBL results
in an increase in the NBL top relative humidity only occur for weakly cooled and/or
deep boundary layers, where the NBL top is far from saturation.
These findings complement the conclusions fromChapter 3. For LES experiments
of the diel cycle of convection, where the main focus is on daytime convection and
where details of the nocturnal boundary layer are less important, the use of a reso-
lution which is insufficient to resolve nocturnal turbulence is unlikely to influence
daytime convection. This greatly relaxes the requirements on resolution, opening the
possibility for LES of the diel cycle of convection on domains as large as hundreds or
a thousand kilometer.
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Chapter V
Large-eddy simulation of a transitionally
stable boundary layer: a bridge too far?
TheGABLS4 intercomparison case – a transitionally stable boundary layer
over theAntarctic (DomeC) – is studied using large-eddy simulation (LES).
Being in the transitionally stable regime, where turbulent intensities rapidly
decrease with increasing stability, the case is continuously turbulent, but
with turbulence kinetic energy (TKE) that is an order of magnitude less
than, for example, observed in the weakly stable GABLS1 case. As a re-
sult, a very fine computational mesh is required to resolve the small tur-
bulence production scales. With a sensitivity study on resolution, vary-
ing the grid spacing from 5 £ 5 £ 2 m3 down to 0.25 £ 0.25 £ 0.25 m3,
it is demonstrated that obtaining a valid LES experiments, which is well-
resolved and where the statistics (first and second order moments) con-
verge with increasing resolution, is difficult.
5.1 Introduction
Large-eddy simulation (LES) of the stable boundary layer (SBL) has been – and still
is – a challenging task (e.g. Mason and Derbyshire, 1990; Beare and Macvean, 2004).
Compared to convective conditionswhere (amongst others production factors) buoy-
ancy produces large turbulent structures, buoyancy suppresses turbulent motions in
the SBL, resulting in much smaller (and often weaker) turbulent eddies.
The intensity of turbulence in the SBL depends on the stability of the atmosphere,
which is often classified in three regimes, based on the ratio of height to the Obukhov
length (z/L, Mahrt, 1998) or on the gradient Richardson number (Rig). For the latter,
Rig < O (0.1) is called the "weakly stable" regime, O (0.1) < Rig < O (1) the "transition"
regime, and Rig > O (1) the "very stable" regime (Mauritsen and Svensson, 2007). In
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the weakly stable regime the heat flux increases with increasing stability, in the tran-
sition regime the opposite happens and the heat flux (and turbulent intensities) de-
crease rapidly with increasing stability, and in the very stable regime turbulence be-
comes very weak, intermittent or is completely absent (e.g. Mahrt, 1998; Ansorge and
Mellado, 2014). Most LES studies to-date have focussed on weakly stable conditions,
with for example gradient Richardson numbers (in the middle of the boundary layer)
of ª0.1 for the first Global Energy and Water Cycle Exchanges Project (GEWEX) At-
mospheric Boundary Layer Study (GABLS) LES intercomparison (Beare et al., 2006),
up to ª0.3 for sensitivity studies on stability for GABLS1 (Huang and Bou-Zeid, 2013;
Sullivan et al., 2016).
As an extension to more stable conditions, the GABLS community is currently
conducting the fourth GABLS intercomparison study1, with a case taking place over
the Antarctic Plateau (DomeC). The intercomparison is organized for both single col-
umn models (SCM) and LES, with several experiments with varying complexity. We
focus on the least complex setup (named "stage 3", GABLS4s3), which consists of a
24 hour case starting with approximately eight hours of weak convection, followed by
the development of a SBL, with (mid boundary layer) gradient Richardsonnumbers of
ª0.5-0.6. For these conditions, the buoyancy stratification starts limiting the vertical
motions (the transition regime), and as a result, the turbulence intensity (turbulence
kinetic energy, TKE) for this case is about an order of magnitude less than observed
for GABLS1, while still being continuously turbulent. Although this case takes place
over the Antarctic, summertime observations from Cabauw, Hamburg and Karlsruhe
(not shown) revealed that similar conditions do – infrequently – also occur over con-
tinental Europe, and are thus interesting to study within the scope of this thesis.
In this chapter we present the results obtained for GABLS4s3. In contrast to chap-
ter 3, the LES experiments in this chapter were performed with MicroHH, a recently
developed LES andDNS (direct numerical simulation)model (vanHeerwaarden et al.,
2016). MicroHH is designed with the aim of creating a highly parallel and efficient
code. As part of this thesis, we worked on the development of a model version capa-
ble of running on graphics processing units (GPUs, Section 2.6.1), which was used for
some of the experiments in this chapter.
The goal of this study is to assess whether LES experiments for such stable condi-
tions are feasible (within reasonable limits on the computational costs). As the results
1http://www.cnrm-game-meteo.fr/aladin/meshtml/GABLS4/GABLS4.html
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from LES intercomparisons are often used to develop or validate (parameterizations
for) RANSmodels, obtaining valid LES results is a first necessary step. Although there
are no hardmetrics to classify a LES experiment as "valid" or "invalid", several points
can be considered to judge the validity of an experiment. Even though LES is centered
around resolving turbulence, it still depends on a parameterization of the sub-grid
scale (SGS) fluxes. For LES to be reliable, either the SGS fluxes have to be a faithful
representation of reality, or the contribution of the SGS model has to be small, such
that errors in the SGS representation do not influence the flow characteristics (e.g.
Stevens and Lenschow, 2001). In practice, the second criteria – the requirement for
a well-resolved LES experiment – is typically used. With increasing resolution and a
decreasing contribution from the SGS model, the statistics (typically limited to first
or second order moments) of the experiment are expected to converge. Such sensi-
tivity studies have previously been done for both convective (e.g. Sullivan and Patton,
2011) and more weakly stable cases (e.g. Beare and Macvean, 2004; Beare et al., 2006;
Sullivan et al., 2016). To judge the validity of the LES experiments for GABLS4s3, we
perform a study similar to that of Sullivan and Patton (2011); Sullivan et al. (2016), by
evaluating the convergence of the first and second order statistics with increasing res-
olution. In addition, spectra of the velocity components and temperature are used, to
study whether details on the smallest scales (likely influenced by the conceptual SGS
model) influence the lower frequency statistics.
We start in Section 5.2 with a description of the case and LES model, followed by
the results in Section 5.3. The results section is split into two parts, where we first
address the impact of running only (part of) the nocturnal period on a domain with
a reduced size, followed by the results from the sensitivity study on resolution. Fi-
nally, the chapter is summarized in Section 5.4, and concluded with a brief outlook
on future work.
5.2 Case andmodel description
The GABLS4 intercomparison is based on observations collected at Dome C (Antarc-
tic, 75.1o S, 123.35o E) during the Antarctic summer (11 and 12 December 2009). Sev-
eral experiments are being performed by both the SCM and LES community. We fo-
cus on the least complex setup, which is a 24 hour time integration (11 December
2009) that uses idealized atmospheric forcings, a prescribed (but time varying) sur-
face temperature as the lower boundary condition instead of a land-surface scheme,
and excludes the use of a radiative transfer model.
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Aswewill demonstrate, the initially proposed intercomparison setup (using a grid
spacing of 5£5£2 m3) is inadequate to obtain a valid LES experiment; at this res-
olution (at least with our model setup) turbulence is mostly unresolved during the
night. For that reason we performed a number of additional experiments: the full
time period (24 hours) using an isotropic grid of 2£2£2 m3, and a sensitivity study
on resolution for the onset and first part of the nocturnal period (08:30 UTC to 14:00
UTC), with grid spacings ranging from 2£2£2 m3 down to 0.25£0.25£0.25 m3. In
addition, we tested two methods for initializing the refined experiments starting at
08:30UTC: by either starting the higher-resolution experiments fromhorizontally ho-
mogeneous conditions with random perturbations (as is typically done to initiate a
LES experiment), or by using an initial temperature field which is interpolated from
a lower-resolution experiment of the full 24 hour time period. As observed in the re-
sults from Beare et al. (2006), and also in experiments of the same GABLS1 case with
MicroHH, stable cases in LES often have difficulties in becoming turbulent from an
initial state which only has small random temperature perturbations. The application
of a more realistic initial temperature field, with temperature fluctuations on larger
spatial scales, might improve this behavior.
5.2.1 Experiments for the full time period
The experiments are initialized at 11 December 2009, 00:00 UTC. The initial atmo-
spheric state andboundary conditions are an idealization of the observed (radiosonde
and surface) conditions, shown in Fig. 5.12. Both wind components are initialized at
their geostrophic (ug, vg) value. In time, the case is driven by a varying surface po-
tential temperature, shown in Fig. 5.1c. The surface pressure is fixed at 65077 Pa,
resulting in absolute surface temperatures that vary between 231 K and 247.5 K. At
these temperatures the absolute moisture content is very low (saturation specific hu-
midity of ª 0.1-0.7 g kg°1), so moisture is excluded from the experiments. Additional
details of the model setup are shown in Table 5.1, with an overview of all numerical
experiments in Table 5.2. In both experiments, a stretched vertical grid is used, with a
constant grid spacing belowª500m (¢z;0 in Table 5.2), which is stretched toª 11m at
the top of the domain. To break the initial horizontal symmetry, random temperature
perturbations of ±0.1 K are applied in the lowest 100 m.
2The full details of the initial and boundary conditions are available in the MicroHHGit repository at
https://github.com/microhh/microhh/tree/master/cases/gabls4s3, or theGABLS4website at
http://www.cnrm-game-meteo.fr/aladin/meshtml/GABLS4/GABLS4.html
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Figure 5.1: Initial conditions of the GABLS4 case, at 11 December 2009, 00:00 UTC.
Table 5.1: Case specific settings for the GABLS4 experiments
Description value
Smagorinsky Constant 0.14
Turbulent Prandtl number 1/3
Coriolis parameter °1.4 ·10°4 s°1
Roughness length momentum 0.01 m
Roughness length heat 0.001 m
Galilean transformation {1.5, 2.5} m s°1
5.2.2 Experiments for the nocturnal period
The experiments for the nocturnal period are initialized at 08:30 UTC, with identical
boundary conditions and forcings as used for the full time period. As listed in Table
5.2, the domain size is reduced compared to the experiments over the full time period,
from 1024 m to 512 m in the horizontal, and from 955 m to approximately 600-700 m
in the vertical In the horizontal this domain is roughly 10 times the nocturnal bound-
ary layer depth, in the vertical the domain extends to beyond the convective boundary
layer whichwas formed before 08:30UTC. Vertical grid stretching is applied above the
nocturnal boundary layer, starting at ª80 m height, with a maximum grid spacing of
ª8 m at the domain top.
First, twomethods are tested to initialize the experiments, using a 2£2£2 m3 grid
spacing. Either the experiments are initiated with horizontally homogeneous tem-
perature and velocity fields (including temperature perturbations of±0.1 K below 100
m), using the domain mean profiles from the L¢5.00 case (experiment S¢2.00-m), or
the experiments are initiated using a sub-set of the L¢5.00 temperature field, inter-
polated to a new refined grid (experiment S¢2.00-t). Both runs are compared to an
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experiment at the same resolution, for the full time period (L¢2.00).
Second, a sensitivity study on grid spacing is performed, increasing the resolution
to 0.25£0.25£0.25 m3 (Table 5.2). These experiments are all started from interpola-
tions of the L¢5.00 temperature field.
Table 5.2: Overview of the different numerical experiments. The prefix "L" refers to the
large domain and full time period, "S" to the sensitivity experiments in the small
domain, and ¢ to the grid spacing. Lx and Nx denote the x and y direction domain size
and number of grid point, respectively. ¢z;0 is the vertical grid spacing, before grid
stretching is applied above the ABL. t0 and t1 are the start and end times (UTC) of the
experiments, and platform denotes the system used for the experiments.
name Lx (m) Lz (m) Nx Nz ¢z;0 (m) t0 (h) t1 (h) platform
L¢5.00 1024 955 256 288 2 0 24 GPU
L¢2.00 1024 955 512 288 2 0 24 GPU
L¢2.00-t 1024 634 512 128 2 8.5 14 GPU
S¢2.00-m 512 634 256 128 2 8.5 14 GPU
S¢2.00-t 512 634 256 128 2 8.5 14 GPU
S¢1.00-t 512 590 512 192 1 8.5 14 CPU
S¢0.50-t 512 720 1024 320 0.5 8.5 14 CPU
S¢0.33-t 512 687 1536 400 0.33 8.5 14 CPU
S¢0.25-t 512 660 2048 512 0.25 8.5 14 CPU
5.2.3 Model description
For a general description of MicroHH we refer to Chapter 2. For the experiments of
this study, the Smagorinsky-Lilly sub-grid schemewas used, with a Smagorinsky con-
stant (Cs) equal to 0.14, and a turbulent Prandtl number (Prt ) of 1/3. The choice of
Cs and Prt is not straightforward, as both depend on e.g. stability or height in the
boundary layer (e.g. Grachev et al., 2007) – a choice which is further complicated as
the GABLS4s3 experiments contain both convective and stable conditions. Advection
is calculated in flux form with a centered scheme, using second order accurate gradi-
ent operators, and fourth order accurate interpolations, with the time stepping (using
a third order Runge-Kutta scheme) limited to maintain a maximum Courant number
of 1.2.
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5.3 Results
5.3.1 Full diel cycle
The temporal evolution of the experiments is largely determined by the prescribed
surface temperature (Fig. 5.1c), and summarized in Fig. 5.2 for the two experiments
performed over the full 24 hour time period. During the first hours of the experiments
the surface sensible heat flux (Fig. 5.2b) is positive, with a maximum heat flux of ª25
Wm°2. As a result a shallow convective boundary layer is formed, with a depth of 300
m - 350 m (Fig. 5.2a). Here the boundary layer depth is estimated following Beare
et al. (2006), as the height where the total momentumflux becomes less than 5% of its
surface value, divided by 0.95.
After about eight hours the surface heat flux becomes negative, marking the onset
of the NBL. During the night the sensible heat flux decreases to approximately -17
W/m°2, and with the relatively light wind speeds (2.5 - 3 m s°1 at 10 m height) and
a smooth surface (Table 5.1), the surface friction velocity (Fig. 5.2c) is low, and the
resulting stable boundary collapses to a vertical extent of less than 50 m.
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Figure 5.2: Time series of the boundary layer depth (a), surface sensible heat flux (b), and
surface friction velocity (c), for both of the full domain experiments.
Aswewill show in Section 5.3.2.2, turbulence during the nocturnal period is poorly
resolved in both the L¢5.00 and L¢2.00 cases. For that reason, the focus of the re-
mainder of this chapter will be on the nocturnal period.
5.3.2 Nocturnal period
5.3.2.1 Initialization of the nocturnal experiments
The goal of the experiments focused on the nocturnal period is to reduce the compu-
tational costs by using a smaller domain and shorter integration time, opening up the
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possibility to perform experiments at a higher resolution. As the first eight hours are
convective, and at resolutions of O (1m) a further increase in resolution is expected to
have little to no impact on the results (Sullivan and Patton, 2011), the convective part
might be excluded from the setup. Of course, this can only be done if the development
of the NBL is insensitive to details of the CBL, the size of the domain, and the proce-
dure for starting a new experiment (including a new spin-up of the model) doesn’t
influence the NBL development. To address these question we compare a number of
experiments:
Large domain (Lx = 1024m):
1. L¢2.00: an experiment for the full time period (24 h);
2. L¢2.00-t: an experiment started at 08:30 UTC, with an initial temperature field
that is interpolated from the L¢5.00 case.
Small domain (Lx = 512m):
3. S¢2.00-t: an experiment started at 08:30 UTC from an initial temperature field
that is interpolated from the L¢5.00 case;
4. S¢2.00-m: an experiment started from a horizontally homogeneous temper-
ature field with random temperature perturbations, initialized at the vertical
mean temperature profile of the L¢5.00.
Experiments 1. and 2. allow us to study the impact of reducing the integration
timeby starting an experiment at 08:30UTC,which inevitably introduces a newmodel
spin-up. With experiments 3. and 4. we can study the impact of the initial conditions
at 08:30 UTC, being either a temperature field with realistic turbulent structures, or
a horizontally homogeneous field with random perturbations. In addition, experi-
ments 2. and 3. allow us study the impact of the reduced domain size.
Figure 5.3 shows the turbulence kinetic energy (TKE) and potential temperature
variance at 9mheight. Startingwith the impact of re-starting the experiments (L¢2.00
vs. L¢2.00-t), the TKE values clearly show the spin-up of the model, where it takes
approximately 15 minutes before the L¢2.00-t is fully turbulent. However, after this
period (at least until 12:30 UTC) both the TKE and temperature variance are nearly
identical in both experiments, indicating that the spin-up has little impact on the flow
characteristics. Comparing the impact of how the experiments are started (S¢2.00-t
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vs. S¢2.00-m), the experiment started from horizontally homogeneous conditions
takes twice as long to become turbulent. However, this again has little impact on the
turbulence statistics.
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Figure 5.3: Times series of the turbulence kinetic energy (a) and potential temperature
variance (b), at 9 m above the surface.
Around 12:30UTCa small bifurcation is visible in the temperature variance, where
the variance on both larger domains is higher than in the small domains. Although
not clearly visible at 9mheight, the TKE shows a similar pattern higher up in theNBL.
Fig. 5.4 shows a cross-section of the TKE, before (11:00 UTC) and after (13:00 UTC)
the results start diverging. At 11:00 UTC, both in the large and small domain, turbu-
lence is horizontally homogeneous. At 13:00 UTC long bands of increased turbulent
intensity have formed, perpendicular to the wind direction. On the cause of these
structures we can currently only speculate. Given the fact that the turbulent inten-
sity increases compared to earlier times, an intermittent behavior caused by a local
collapse of turbulence (Ansorge and Mellado, 2014) seems unlikely. Internal gravity
waves frequently occur in stable boundary layers, and can (locally) enhance or sup-
press turbulence (Stull, 1988; Einaudi and Finnigan, 1993). Either way, the spatial
structures that are formed seem to be marginally too large for the small domain.
Based on these results we can conclude that (1) running the experiments only for
the nocturnal period is possible, as the additional model spin-up does not influence
the results; (2) starting the experiments from a realistic temperature field instead of a
horizontally homogeneous field with random perturbations reduces the time needed
for the experiment to become turbulent; and (3) reducing the horizontal domain size
from 1000 m to 500 m has a small impact on the results. Therefore, given the small
differences between the large and small domain, and the four fold decrease in com-
putational costs, a domain size of 500 m wide was chosen for the sensitivity study of
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Figure 5.4: Horizontal cross-sections of the TKE at 9 m height, at 11:00 UTC (top) and
13:00 UTC (bottom), for both the large (left) and small (right) domains.
the next section.
5.3.2.2 Sensitivity study on resolution
As will soon become evident, a resolution of 5£5£2 m3 or 2£2£2 m3 is insufficient to
provide a well-resolved LES experiment. In this sectionwe discuss the outcome of the
sensitivity study on resolution, as outlined in Table 5.2.
Figure 5.5 shows the temporal evolution of the boundary layer depth (zi ), surface
sensible heat flux (H), and surface friction velocity (u§). With increasing resolution,
both H and u§ decrease in absolute magnitude, and with less input of momentum at
the surface and a decreased cooling of the SBL, the resulting SBLs are less deep. As
also becomes evident from the vertical profiles shown in Fig. 5.6, the boundary layer
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Figure 5.5: Like Fig. 5.2, focussed on the nocturnal period.
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Figure 5.6: Mean profiles of potential temperature (a), zonal (b), and meridional (c)
wind, averaged between 13:00 UTC and 14:00 UTC.
depth is overestimated by approximately 100% in the lowest resolution experiments.
As a result of the additional vertical mixing, the low-level jet (LLJ, Fig. 5.6b) shifts up-
wards and is decreased in magnitude compared to the higher resolution runs. How-
ever, with increasing resolution themean profiles start to converge; at the two highest
resolutions the potential temperature and wind profiles are nearly identical.
An interesting feature about these results is that with increasing resolution, the
buoyancy stratification (suppressing turbulence) increases, but at the same timewind
shear (driving turbulent production) also increases. Fig. 5.7a-b shows the resulting
total (resolved + sub-grid) fluxes of heat and the zonal wind component, with the frac-
tion of the total flux that is resolved in Fig. 5.7c-d. At the lowest resolution (L¢5.00)
turbulence is basically unresolved, and the temporal evolution of the flow is driven by
the SGS model. Using an isotropic grid with the same vertical grid spacing (L¢2.00,
S¢2.00) the flow becomes better resolved, although at 14:00 UTC, 60% of the heat flux
and 40% of the momentum flux is still unresolved. Given the difference in resolved
turbulence between the L¢5.00 and ¢2.00 cases, the difference in the total heat and
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momentum fluxes is surprisingly small. Whenwe further increase the resolution, tur-
bulence becomes better resolved, up toª80% andª90% for the heat andmomentum
fluxes of the S¢0.25 case. However, the fluxes itself do not converge with increasing
resolution, and the absolute change in the fluxes is about as large going from S¢0.50
to S¢0.25 as going from S¢1.00 to S¢0.50.
We continue with the analysis of two dimensional spectra of the velocity com-
ponents and potential temperature. As explained in the introduction, this allows us
to study if details on the smallest scales influence the lower wave number statistics.
For the representation of the spectra we follow Wyngaard (2010); Sullivan and Pat-
ton (2011), and average the x-y spectra in circular bands with a constant horizontal
wavenumber ∑h =
q
∑2x +∑2y , and additionally average the resulting spectra in time.
As explained by Sullivan and Patton (2011), these spectra should better represent at
which spatial scale eddies are acting. Two different times are compared: the period
09:00 - 09:30 UTC, when the SBL just started forming from the initially near-neutral
conditions at 08:30 UTC, and the period 13:30 - 14:00 UTC, when the SBL is fully de-
veloped.
Fig. 5.8 shows the spectra for the first time period, at two heights: near the surface
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Figure 5.7: Time series of the heat (left) and momentum (right) fluxes at 10 m height,
with the fraction of the total fluxes that is resolved by the model in the bottom panels.
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(3 m) and just below the LLJ (9 m). Despite differences at the highest wave numbers
(where the corresponding spatial scales approach the grid spacing, and the spectra
drop off), the spectra are nearly identical at the lower range of wave numbers. Only
the two lowest resolution experiments showdifferences, where the peak in the spectra
increases and shifts to lower wave numbers. For ∑h & 0.1 (corresponding to a spatial
scale ofª 10m),most spectra follow a ∑°5/3 slope (inertial subrange), only the vertical
velocity spectra have a marginally smaller slope.
For the second time period, when the SBL is further developed, the behavior of
the spectra changes significantly, as shown in Fig. 5.9. With increasing resolution,
the peak in all the spectra decreases and shifts towards higher wave numbers, and
none of the spectra converge with increasing resolution. Similar to the behavior of
the fluxes (Fig. 5.7), the total variance (for the representation used here, the sum over
the spectra) decreases with increasing resolution, for all three variables. These differ-
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Figure 5.8: Radially averaged horizontal spectra of the zonal wind component (top),
vertical velocity (middle) and potential temperature (bottom), at approximately 3 m
height (left) and 9 m height (right), averaged over the period 09:00 UTC - 09:30 UTC.
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Figure 5.9: As figure 5.8, averaged over the period 13:30 UTC - 14:00 UTC.
ences are introduced gradually over time, and a study of the TKE and variance bud-
gets (comparing the production, destruction and transport terms) did not provide an
explanation of these differences.
Compared to the spectra obtained over the period 09:00-09:30 UTC – where the
S¢2.00 case showed a -5/3 slope in the inertial subrange over more than a factor 10
difference in spatial scales – this scaling is less clear between 13:30-14:00 UTC. Some
variables, like the u wind component at 3 m height, still exhibit the -5/3 slope, but
over a reduced range of spatial scales. Most other variables show a widened (or even
absent) peak in the spectra, with slopes of less than -5/3 towards the higher wave
numbers.
5.4 Summary, conclusions and outlook
This chapter presented some first results for the GABLS4 LES intercomparison case, a
case mostly focussed on a stable boundary layer (SBL) over the Antarctic. Compared
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to earlier LES studies of the SBL, which mostly addressed weakly stable conditions,
the GABLS4 case is in the transitionally stable regime, where turbulent intensities
rapidly decrease with increasing stability. As a result the case is only weakly turbu-
lent, with turbulence kinetic energy (TKE) values which are an order of magnitude
less than observed in, for example, the weakly stable GABLS1 LES intercomparison.
As the results from LES intercomparisons are often used to validate or develop e.g.
models based on the Reynolds averaged Navier-Stokes equations, it is important to
know if LES can produce valid results for such weakly stable conditions.
To reduce the substantial computational costs, we first studied the impact of sim-
ulating only part of the experiment instead of the full 24 hour period, and tested two
methods for initializing such an experiment: either from horizontally homogeneous
conditions with randomperturbations, or from a temperature field interpolated from
a lower resolution experiment. Using a realistic initial temperature field has proven to
be beneficial in reducing the time required for the experiments to become turbulent.
Next, a sensitivity study on resolution was performed, with grid spacing ranging from
2£2£2m3 down to 0.25£0.25£0.25m3. Although some statistics, like the horizontally
averaged profiles of potential temperature and wind, converged at the highest reso-
lutions, second order moments like the heat and momentum fluxes didn’t converge.
An analysis of spectra of the velocity components and potential temperature showed
a similar behavior: where at the beginning of the night (when the SBL is still weakly
stable) the characteristics of turbulence at the largest scales are independent of de-
tails at the smallest scales, this is no longer the case when the atmosphere becomes
more strongly stratified.
These results demonstrate the difficulty in obtaining valid LES results for such
a weakly turbulent case, not only at the originally proposed intercomparison res-
olution of 5£5£2 m3 or 2£2£2 m3, but even at grid spacings which are roughly a
factor ten finer. However, we should note that this work only considered results ob-
tained with the (non-dynamic) Smagorinsky scheme. Over the years more advanced
sub-grid scale models have been developed, like a variety of dynamic Smagorinsky
schemes (e.g. Porté-Agel et al., 2000; Bou-Zeid et al., 2005) or the stretched-vortex
scheme (Chung and Matheou, 2014). The dynamic Smagorinsky schemes don’t re-
quire an ad-hoc tuning of the Smagorinsky constant and turbulent Prandtl number,
which might be beneficial for cases like GABLS4, which contain both convective and
stable conditions. Several participants of the GABLS4 intercomparison are using dy-
namic Smagorinsky or stretched-vortex sub-grid schemes, and a future comparison
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with their results would be interesting.
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Summary and conclusions
Large-eddy simulation (LES) is slowly moving from highly idealized experiment to
more realistic setups, including real-life experiments (hindcasts) of full diel cycles of
convection on domains as large as the Netherlands (hundreds of kilometers) or Ger-
many (thousand kilometers). In contrast to more idealized setups, such experiments
encompass a wide variety of processes, ranging from large deep convective systems
down to small scale shear-driven turbulence at night. Explicitly resolving all the rel-
evant turbulent processes is currently not feasible, and will, in all likelihood, remain
unattainable for the next few decades.
For studies focused on convection, in which details of the stable boundary layer
(SBL) are of secondary importance, a logical solution is to use a resolution which is
sufficient to accurately represent daytime convection but insufficient to resolve the
SBL, potentially sacrificing the representation of the latter. Although unwanted, such
sacrifices are unfortunately necessary given the impossible computational demands
necessary to resolve the SBL. This methodology, in which parts of the LES experi-
ments are – strictly speaking – no longer LES, could be justified, but only if the poorly
resolved parts of the experiments (the SBL) don’t influence the periods of interest
(daytime convection).
In this thesis we addressed whether this is the case, i.e. the question if a poorly
resolved SBL is badly represented in LES, and if so, whether this can influence the
following day of convection. In addition to using LES itself, observations from three
sites in northwest Europe were used to characterize the nocturnal conditions, and we
developed a conceptual model to assist us in the understanding of the observations
and results.
In Chapter 3 we started by addressing our main research question from the per-
spective of turbulent mixing. LES owes its main skill to the fact that most turbulence
is explicitly resolved; a skill which is likely to degrade when the chosen grid spac-
ing is too coarse to resolve the turbulent eddies. Using observations from Hamburg
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and Cabauw, we characterized the summertime SBL, and setup a number of LES ex-
periments of diel cycles of convection, covering the typical conditions in our area of
interest. Using a sensitivity study on resolution, with grid spacing ranging from ¢ =
3.125 m (isotropic) – with which we can resolve turbulence in the SBL – to ¢ = 100 £
100 £ 25 m3 – which is clearly insufficient to resolve the SBL – we studied the impact
of resolved turbulence at night on the development of the SBL, and convection the
following day. At grid spacings as coarse as 100 £ 100 £ 25 m3, turbulence at night is
unresolved, resulting in relative biases in the NBL depth of 100% - 120%, and abso-
lute biases in the bulk NBL temperature of 2 K - 3 K. These biases are the results of an
overestimation of vertical mixing by the Smagorinsky sub-grid model, and to a lesser
extent, caused by interactions between the SBL and land surface. Despite the large
nocturnal biases, the impact on the following day of convection was shown to be lim-
ited, with maximum biases in the afternoon mixed-layer depth and temperature of
approximately 100 m and 0.5 K, respectively.
In Chapter 4 we extended the work from Chapter 3, by considering the role that
moisture might play. The typical model biases observed in Chapter 3 consisted of an
overestimation of the SBLdepth, resulting in positive temperature biases near the sur-
face, and negative temperature biases near or above the SBL top. Such biases could
cause secondary biases related to moisture, like the absence of fog/mist occurring
in reality, or a spurious formation of low clouds near/above the NBL top. When in-
teracting with radiation, this could further distort the SBL development, and possi-
bly influence the following day of convection. Using observations from Hamburg,
Karlsruhe, and Cabauw, we first studied the moisture characteristics of nights in be-
tween convective days. Even though we focussed on summertime conditions, the
median early morning (sunrise) relative humidities at 2 m height were still as high as
94-95% for Cabauw and Karlsruhe, although only Cabauw actually experienced satu-
rated conditions (shallow layers of mist) approximately once every three nights. With
height, the relative humidity decreases in the SBL, but nonetheless conditions at 200
m height are frequently within 2 K from saturation. Using a newly developed concep-
tual model, which given the total SBL cooling and depth, can reproduce the vertical
structure of the SBL, we studied if overestimating vertical mixing could cause a spu-
rious formation of clouds. The results showed convincingly that this is unlikely to
happen: although there are conditions where overestimating the SBL depth increases
the relative humidity, this only occurs for conditions which are far from saturation.
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Even though the SBL is poorly represented in (low-resolution) LES, the poor rep-
resentation of turbulence in the SBL does not significantly influence the follow-
ing day of convection. In addition, a spurious deepening of the SBL, caused by
poorly representing vertical mixing, is unlikely to cause a spurious formation of
low clouds. For LES studies of complete diel cycles – which focus on daytime con-
vection, and in which a correct representation of the nocturnal conditions is less
important – the use of a resolution which is appropriate for daytime convection is
sufficient, opening up the possibility to perform LES experiments on domains as
large as e.g. Germany.
The studies from Chapter 3 and 4 focussed on the typical European nocturnal
conditions, not the extreme. For such (mostly) weakly stable conditions, it is attain-
able to obtain valid LES results, as has been demonstrated before in literature. How-
ever, more strongly stable conditions, like the transitionally stable regime – where
with increasing stability the buoyancy stratification rapidly starts suppressing turbu-
lence – or even the strongly stable regime – where turbulence becomes very weak,
intermittent, or absent – also occur over Europe. Perhaps because of the great com-
putational demands, or the inability of LES to reproduce such conditions, thesemore
strongly stable conditions have received less attention in literature. In Chapter 5 we
studied a transitionally stable boundary layer with LES: the GABLS4 intercomparison
case, situated over the Antarctic. Using a sensitivity study on resolution, with grid
spacings varying from 5£5£2 m3 to 0.25£0.25£0.25 m3, we demonstrated the diffi-
culties in simulating a case as weakly turbulent as GABLS4. Even at grid spacings of
ø1 m, the results still depend on resolution, and – somewhat counter intuitively –
with increasing resolution the SBL becomes less turbulent.
For stronger stably stratified conditions, with consequentlyweaker turbulence char-
acteristics, it is still challenging to obtain valid results using a traditional (non-
dynamic Smagorinsky diffusion) LES setup, and the results of such experiments
should be interpreted or used with caution. As in such a setup a grid spacing of
O (0.1 m) seems to be required, more advanced LES techniques, like an improved
representation of the sub-grid scale processes, might be beneficial to reduce the
computational costs, and the already significant difference in the grid spacing re-
quired to represent daytime convection and the nighttime boundary layer.
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Appendices
A.1 Sampling criteria clear nights
InChapter 3, we sample clear nights based on the difference in incoming longwave ra-
diation (LWin) between measurements and a theoretical value calculated using the 2
m temperature (T2m) and Stefan-Boltzmann’s law. In the presence (absence) of clouds
the difference ±Q = æT 42m ° LWin (with æ = 5.67£108 Wm°2 K°4) is expected to be
small (large). The threshold for this difference, and the mis-sampling that it intro-
duces, was studied using cloud cover observations fromCabauw as shown in Fig. A.1.
For samples with a large observed cloud cover, ±Q is typically less than 50 W m°2,
while for clear nights the majority of the samples have ±Q larger than 50W m°2. Us-
ing a threshold ±Q ∏50W m°2 to sub-sample the clear nights, and defining a cloud
cover of ∏ 30% as cloudy, results in a mis-sampling of 11% (dashed area).
A.2 Sampling criteria of nights in between convective days
In Chapter 4, we sample the nights in between convective days by considering the ob-
served shortwave incoming radiation over a period of 5 h to 3 h before sunset, and 3
h to 9 h after sunrise, and only select nights where the mean incoming shortwave ra-
diation over both periods is more than 40% of its theoretically maximum value (Stull,
1988, p255-258). The period after sunrise was deliberately chosen longer, as with a
shorter averaging period a number of convective days which started with clouds were
filtered out. In addition, based on a visual inspection of the sampling, nights with a
mean surface pressure tendency of less than (i.e., more negative) -20 pa h°1 are ex-
cluded, as those nights were typically dominated by frontal passages.
A.3 Description simplified land-surface model
The parameterization of the land-surface model (LSM) from Chapter 3 is described
here, and not in the model description in Chapter 2, as the implementation is quite
specific for the cases from that chapter. The LSM is inspired by the ECMWF IFS docu-
mentation (ECMWF, 2011), and equations or section numbers prepended with “IFS”
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A.3. DESCRIPTION SIMPLIFIED LAND-SURFACEMODEL
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Figure A.1: 2D histogram of the measured cloud fraction versus ±Q =æT 42m°LWin. For
each vertical bin the probability is normalized, i.e. each column has a total probability
of 1. The hashed square indicates the mis-sampling (see text).
refer to the latter document. In the absence of moisture, the surface energy balance
(SEB) is defined as:
Qnet = LWin°LWout+SWin°SWout =H +G , (A.1)
withQnet the net surface radiation, LW and SW the longwave and shortwave, in-
coming (in) and outgoing (out) radiative fluxes, and H andG the surface sensible and
soil heat flux. The different radiative components are prescribed or parameterized.
The longwave components are defined as LWin = 300W m°2 and LWout = æT 4s , with
Ts the surface (skin) temperature. Shortwave radiation is parameterized using the ge-
ographical location, time and day of year (Stull, 1988, p255-258) using 48oN, Julian
date 196 starting at 1500 UTC), and a prescribed surface albedo. With the latent heat
flux excluded from the SEB (Eq. A.1), the surface albedo was increased to 0.65 to pre-
vent unrealistic daytime sensible heat fluxes. The resulting heat flux, as shown in Fig.
3.3, is representative for both the Cabauw and Hamburg site. With the surface fluxes
defined as:
H = Ωcp
ra
(µs°µa), (A.2)
G =§sk(Ts°Tsoil), (A.3)
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A.4. DERIVATION RELATIVE HUMIDITY BUDGET EQUATION
with Ω the (surface) air density, cp the specific heat capacity of air at constant pres-
sure (1005 J kg°1 K°1), ra the aerodynamic resistance, µa the potential temperature at
the lowest model level, Ts (µs) the surface (potential) temperature, §sk the thermal
diffusivity of the skin layer, and Tsoil the temperature of the top soil layer. The aerody-
namic resistance is defined as 1/ra =CH |U |, with |U | the absolute wind speed at the
lowest model level, and CH the transfer coefficient of heat (Eq. IFS-3.15). The latter
is calculated using the integrated stability functions as defined in Eq. IFS-3.20 and
IFS-3.22, calculating the Obukhov length as defined in Section IFS-3.2.3.
Assuming that the heat capacity of the skin layer is zero, the surface tempera-
ture can explicitly be solved from Eq. A.1-A.3. Four soil layers are used with their
midpoints at {0.035, 0.175, 0.64 and 1.5} m depth, with initial temperatures (gradient
typical for the study area at hand) of {291.0, 290.7, 289.8, 287.9} degrees, respectively.
Evolution of the soil temperature follows a diffusion equation (Eq. IFS-8.54):
(ΩC )soil
@Tsoil
@t
=∏T @
2Tsoil
@z2
(A.4)
with (ΩC )soil = 2.19£106 J m°3 K°1 and ∏T a prescribed thermal diffusivity of 1.255
Wm°1 K°1. The latter value is representative for a loamy soil at a volumetric soil
moisture content of 0.247 m3 m°3.
A.4 Derivation relative humidity budget equation
Assuming an air density which is constant with height and equal to the density at
the surface, µ º T + (g/cp)z (with g the gravitational acceleration and cp the isobaric
specific heat of air), and a surface pressure which is constant in time and equals the
reference pressure (105 pa), the change in absolute temperature at the surface (sub-
script s) and Æzn (subscript t) changes with an increasing NBL depth zn as:
@Ts
@zn
=° ¢Q
Æz2n
, (A.5)
@Tt
@zn
º°¢Q
z2n
° Æg
cp
. (A.6)
In general, the change in relative humidity (RH) with height equals:
@RH
@z
= @
@z
µ
q
qs
∂
= 1
qs
@q
@z
° RH
qs
@qs
@z
, (A.7)
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where under well-mixed conditions, the first term on the RHS – containing the ver-
tical gradient of q – is zero. The change in the saturation specific humidity (qs) with
height can be approximated by:
qs º ≤esp , (A.8)
@qs
@z
º ≤
p
@es
@T
@T
@z
° qs
p
@p
@z
(A.9)
@RH
@z
=°RH
qs
≤
p
@es
@T
@T
@z
+ RH
p
@p
@z
, (A.10)
where ≤ is the ratio between the gas constant for dry air (Rd) and the gas constant for
water vapor (Rv), and es is the saturation vapor pressure. At the surface, the last term
of Eq. A.10 is zero, and using Eq. A.5 the tendency can be expressed as:
@RHs
@zn
= RH
qs
≤
p
@es
@T
¢Q
Æz2n
. (A.11)
At the height Æzn, two terms contribute to the change of temperature (Eq. A.6), and
assuming @p/@z =°Ωg , the tendency can be written as:
@RHt
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º RH
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° RH
p
ÆΩg (A.12)
A.5 Details observation sites
The measurement sites at Hamburg (Germany), Karlsruhe (Germany) and Cabauw
(Netherlands) provide tower observations at different heights, which are summarized
(for the variables used in this thesis) in Table A.1.
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Table A.1: Overview of the measurement heights at the towers of Hamburg, Karlsruhe
and Cabauw.
z (m) 2 10 50 70 110 175 250 280
T x x x x x x x x
RH / Td x x x x x x x
U x x x x x x
U-direction x x x x x x
z (m) 2 10 20 30 40 50 60 80 100 130 160 200
T x x x x x x x x
RH / Td x x x x x
U x x x x x x x x x x x
U-direction x x x x x x
z (m) 2 10 20 40 80 140 200
T x x x x x x x
RH / Td x x x x x x x
U x x x x x x x
U-direction x x x x x x x
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