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Kurzfassung
In der vorliegenden Arbeit werden Grundlagen zur Nutzung der audio-
visuellen Virtual Reality (VR) in der Produktentwicklung erarbeitet.
Damit die akustischen Produkteigenschaften technischer Systeme in der
VR hörbar gemacht werden können, wird eine Repräsentation für die-
se Eigenschaften, verbunden mit der Gestaltbeschreibung, geschaffen.
Unter Nutzung empirischer Daten, einer komponentenweisen Reprä-
sentation im Szenengraph und einfacher Manipulationsmöglichkeiten
zur Anpassung des Schallfeldes in Echtzeit können erste Bewertungen
des akustischen Produktverhaltens durchgeführt werden. Ein Schwer-
punkt der Untersuchungen ist die Repräsentation der richtungsabhängi-
gen Schallabstrahlung technischer Systeme im VR-Modell. Im Rahmen
der Arbeit werden zwei indirekte Methoden zur Repräsentation der
Richtcharakteristik durch räumlich verteilte Monopole erarbeitet, so
dass sich die Repräsentation direkt in den VR-Szenengraph einbinden
lässt. Die Methoden werden anhand konkreter Beispiele verifiziert.
Im Hauptteil der Arbeit werden Modelle entwickelt, die eine echtzeitfä-
hige Simulation akustischer Produkteigenschaften auf der Körperschal-
lebene ermöglichen. Hierfür wird eine komponentenweise Modellierung
eingeführt. Über Schnittstellen mit Potential- und Flussgrößen kön-
nen die Komponentenmodelle zu komplexeren technischen Systemen
zusammengesetzt werden. Für die Anregungssimulation werden für ein-
zelne Anregungsmechanismen vereinfachte Modelle entwickelt, welche
über Produktmerkmale parametrisiert werden und in Abhängigkeit von
Zustandsparametern die Berechnung der Anregungsspektren in Echt-
zeit ermöglichen. Außerdem werden empirisch erfasste Körperschall-
spektren verwendet, welche über Kennfelder abgebildet werden. Zur
Simulation der Körperschallübertragung werden Modelle entwickelt,
welche auf dem Konzept der Vierpole beruhen. In der Arbeit werden
unterschiedliche Methoden der Parameterbestimmung für die Vierpole
erörtert. Die entwickelten Modelle werden als Signalflussmodelle im-
plementiert. Durch die generische Modellierung der Vierpole mit ge-
trennter Datenhaltung und -bereitstellung lassen sich die Vierpolpa-
rameter den Körperschallmodellen effizient zuweisen. Für die Durch-
führung einer Akustiksimulation muss eine Simulation des aktuellen
Betriebszustandes eines technischen Systems vorgeschaltet werden, da-
mit die veränderlichen Potential- und Flussgrößen als Eingangsgrößen
x
für die Akustiksimulation in jedem Simulationsschritt vorhanden sind.
Für den Datenaustausch zwischen Simulations- und VR-Modell wird
ein Kommunikationsserver entwickelt. Anhand eines Anwendungsbei-
spiels werden die entwickelten Modelle validiert und die Vorteile der
parametrischen Modellbeschreibung erörtert.
Abstract
This thesis is about the use of audio-visual Virtual Reality (VR) during
the product development process. In order to represent acoustical infor-
mation in the virtual product model the VR scene graph is enhanced by
special sound-nodes which are linked to the structure and geometry in-
formation. Thus, a first evaluation of the acoustical product behaviour
is possible by using empiric acoustic data, a component-wise represen-
tation in the scene graph, and interactive manipulation methods which
allow for real-time adaptation of the sound field. Real components are
characterised by a direction-dependent sound radiation. Therefore, two
concepts for the representation of the directional characteristic of tech-
nical systems are developed using monopole-sources. The monopole-
sources can be integrated directly into the scene graph. The concepts
are evaluated by using examples.
The main part of the thesis explains the real-time simulation of struc-
ture borne sound stimulation and transmission. A component-wise re-
presentation approach is introduced for efficient modelling. The com-
ponent models can be connected to more complex technical systems
via interfaces, implying effort and flow variables. Parametric, simplified
models are developed for some stimulation mechanisms, which calcula-
te the stimulation spectrum according to the design parameters of the
product and its current state in real-time. In addition, measured sound
spectra are used. The simulation of structure borne sound transmissi-
on is based on a four-pole approach. Different parameter identification
methods for these four-poles are discussed. In order to simulate the
acoustical product properties the current kinetic state of the technical
system has to be known. For this purpose, state models are develo-
ped, which can be coupled with the acoustic models. For the real-time
information exchange between simulation model and VR-model a com-
munication server is developed. The simulation models and methods
are evaluated via an application example. The example is also used to
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Die gesellschaftlichen und industriellen Anforderungen an innovative
technische Produkte verlangen von den Produktentwicklern mehr und
mehr die frühzeitige Berücksichtigung und Optimierung aller relevanten
Produkteigenschaften. Dabei ist eine für viele Produkte immer wich-
tiger werdende Produkteigenschaft das akustische Verhalten während
der Nutzung. Dies umfasst Produkte der Fertigungs- und Automati-
sierungstechnik, Haushalts- und Bürotechnik, der Fahrzeugtechnik und
andere schallerzeugende Maschinen und Geräte. Es müssen hierbei Un-
tersuchungen zur Belästigung der mit dem technischen Produkt inter-
agierenden Personen sowie zum subjektiven Einfluss des akustischen
Verhaltens durchgeführt werden [Web10].
Akustische Produkteigenschaften werden bei vielen technischen Pro-
dukten gezielt zur Informationsübertragung eingesetzt und optimiert.
Diese werden vor allem dann herausgestellt, wenn das akustische Ver-
halten Träger funktionsrelevanter Informationen ist (z.B. Warnsigna-
le, Kennzeichnung von Funktionen und Problemen). Weiterhin wird
das akustische Verhalten hervorgehoben und mit viel Aufwand opti-
miert, wenn dieses ein Markenimage oder spezielle Funktionen symbo-
lisieren soll. Die akustischen Produkteigenschaften können aber auch
unerwünscht sein, wenn durch funktionelle oder technologische Prozes-
se Schall entsteht, der für den Menschen unangenehm ist. Die Ursachen
können in der Amplitude des Schalldrucks, den angeregten Frequenzen
oder dem Zeitverlauf des Schallsignals liegen. Gesetzliche Vorschrif-
ten und Richtlinien [Nor03, Lär07, ISO97a] schreiben derzeit zulässige
Schallpegel für den Arbeitsschutz vor. Für das Empfinden des akusti-
schen Verhaltens spielen neben dem Gesamtschallpegel auch das zuge-
hörige Frequenzspektrum und der zeitliche Verlauf eine entscheidende
Rolle, die daher Berücksichtigung finden müssen.
Derzeit werden akustische Untersuchungen primär an Hand von Experi-
menten durchgeführt. Dies ist erst nach dem Bau physischer Prototypen
oder gar des gesamten Produktes möglich. Zu diesem Zeitpunkt sind in
der Produktentwicklung nur noch wenige Änderungen am technischen
System möglich. Das Ziel und die Vision der Forschungsarbeiten, in
welche die hier vorliegende Dissertation eingebettet ist, ist daher die
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Durchführung akustischer Untersuchungen auf Basis digitaler Modelle,
die der Ingenieur aus Informationen in seinen Konstruktionsprogram-
men sowie weiteren Datensystemen erstellen kann. Viele Untersuchun-
gen beschäftigen sich mit der Nachbildung akustischer Phänomene ent-
lang der Schallentstehungskette (siehe Abbildung 1.1). Hierfür werden
aufgrund der Komplexität oftmals zeitaufwändige, numerische Berech-
nungsverfahren eingesetzt.
Je früher in die Schallentstehungskette eingegriffen wird, desto wirksa-
mer sind in der Regel die Maßnahmen [ISO09, ISO97b, Die01, Gum01].
Man spricht hier von primären Maßnahmen, die direkten Einfluss auf
die Schallanregung, also die Ursache für den Schall, haben. Das Ein-
greifen zu Beginn der Schallentstehungskette ist oftmals jedoch nur
schwer realisierbar. Daher werden auch sekundäre Maßnahmen unter-
sucht, welche die Körperschallausbreitung, die Schallabstrahlung und


















Abbildung 1.1: Schallentstehungs- und Übertragungskette (mit υ-Schwing-
schnelle und p-Schalldruck)
Da oftmals die Entwicklungsingenieure wenig Erfahrung in der Bewer-
tung des akustischen Verhaltens auf Basis simulierter oder gemessener
Schallspektren haben, ist eine Hörbarmachung (Auralisierung) der Er-
gebnisse eine sinnvolle Möglichkeit. Dabei ist zu beachten, dass das
menschliche Gehör die Schallinformationen nur selektiv wahrnimmt.
So werden Schwingungen im sehr niedrigen Frequenzbereich (< 20 bis
ca. 40 Hz) kaum bis gar nicht über das Gehör wahrgenommen. Die
höchste Empfindlichkeit des menschlichen Gehörs liegt im Bereich von
etwa 2.000 bis 5.000 Hz [ISO06b]. Die Wahrnehmung des Gehörs hängt
weiterhin vom zeitlichen Verlauf des Schallsignals ab. Dies untermauert
noch einmal die Notwendigkeit der Auralisierung, da viele Schallsignale
anders wahrgenommen werden, als im Spektrum ersichtlich, auch wenn
man versucht, die Spektren mittels einer Bewertung der Wahrnehmung
anzupassen [ISO03].










tige Nutzung der VR in
der Produktentwicklung
Für das Ansprechen möglichst vieler Sinnesor-
gane hat sich die Technologie Virtual Reality
(VR) etabliert. Derzeit liegt der Fokus in der
Produktentwicklung primär auf der Visualisie-
rung geometrischer (Gestalt technischer Sys-
teme), direkt mit der Geometrie verbunde-
ner (z.B. Kinematik) oder abstrakter Infor-
mationen (z.B. Richtungspfeile, Falschfarben-
repräsentationen) von technischen Systemen
oder durchgeführten Simulationen (siehe Ab-
bildung 1.2). Die Auralisierung ist möglich,
wird aber derzeit für die Produktentwicklung
kaum genutzt. Die zusätzliche Berücksichti-
gung des akustischen Verhaltens erhöht den
Grad der Immersion in der VR und ermöglicht
eine Bewertung der akustischen Eigenschaften
zusammen mit der Gestalt. Mit dem Einsatz
in der VR kommen zu den hohen Anforderun-
gen an eine akustische Modellierung auch die
Anforderungen an die Echtzeitfähigkeit hinzu
[MT03]. Diese konträren Anforderungen ver-
langen grundlegende Untersuchungen zu Be-
rechnungsmethoden und -modellen mit zuläs-
sigen Vereinfachungen.
1.2 Ziele der Arbeit
Diese Arbeit soll einen Beitrag zur Simulation und Auralisierung akus-
tischer Produkteigenschaften in der VR leisten. Für das Erreichen des
Gesamtziels sind zahlreiche Untersuchungen notwendig. Im Rahmen
dieser Arbeit sollen von diesen zwei wesentliche Schwerpunkte behan-
delt werden:
1. Entwicklung von erweiterten VR-Modellen für technische Systeme
zur Repräsentation akustischer Produkteigenschaften, verbunden
mit der Gestaltbeschreibung
2. Entwicklung von Methoden und Modellen zur echtzeitfähigen Si-
mulation akustischer Produkteigenschaften technischer Systeme in
Abhängigkeit vom veränderlichen Zustand und von den Produkt-
merkmalen
Die vorliegende Arbeit ist folgendermaßen gegliedert: Nach der Ana-
lyse des Stands der Technik im Kapitel 2 folgt die Konzeption und
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Inbetriebnahme eines audio-visuellen VR-Systems mit der Kopplung
von Stereoprojektion und akustischer Wellenfeldsynthese (WFS). Die-
ses stellt die materielle Grundlage für die Untersuchung audio-visueller
VR-Modelle dar.
Damit die akustischen Produkteigenschaften technischer Systeme in der
VR hörbar gemacht werden können, muss zunächst eine Repräsentati-
on für die akustischen Produkteigenschaften, verbunden mit der Ge-
staltbeschreibung, geschaffen werden. Dies ist Bestandteil des Kapitels
4. Die Repräsentation wird anhand konkreter Beispiele verifiziert. Die
Akustik-Daten stammen dabei primär aus Messungen (siehe Abbildung
1.3). Durch eine komponentenweise, parametrische Beschreibung wird
eine erste interaktive Modifikation der empirisch erfassten Schallfelder
ermöglicht.
Technische Systeme besitzen meist eine richtungs- und frequenzabhän-
gige Schallabstrahlung. Diese sollte bei der Auralisierung berücksich-
tigt werden, wodurch sich der Realitätsgrad erhöht und der Nutzer die
richtungsabhängige Intensität des abgestrahlten Schalls erfassen kann.
Ein weiterer Schwerpunkt im Kapitel 4 ist daher die Einbeziehung der
Richtcharakteristik technischer Systeme bei der Auralisierung und die
















Abbildung 1.3: Erweiterung der VR um die Auralisierung empirisch erfasster
akustischer Produkteigenschaften
Die ausschließliche Verwendung von Messdaten oder Ergebnissen aus
Vorausberechnungen ermöglicht noch keine Beeinflussung des akusti-
schen Verhaltens in der VR. In der Produktentwicklung ist die Vision,
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während der Nutzung der audio-visuellen VR den Einfluss von Ver-
änderungen der Produktmerkmale, der Kraft- und Bewegungsgrößen
auf das akustische Verhalten zu bewerten, um so das akustische Ver-
halten gezielt zu optimieren. Um sich dieser Vision zu nähern, werden
der Auralisierung vorgeschaltete, echtzeitfähige Simulationsmodelle für
die Anregung, Körperschallausbreitung und Abstrahlung benötigt. Der
Fokus der Diskussionen in dieser Arbeit liegt auf Anregungs- und Kör-
perschallmodellen bis an diskrete Oberflächenpunkte des technischen
Systems. Die Oberflächenpunkte bilden die Schnittstelle für eine wei-
terführende Abstrahlungssimulation. Die Modellierung der Schallab-
strahlung ist nicht Bestandteil dieser Arbeit.
Für den Einsatz der Simulationsmodelle in der Produktentwicklung und
für die Nutzung in der VR ergeben sich die in Abbildung 1.4 dargestell-
ten Hauptanforderungen, die teilweise konträr sind. Dies betrifft vor al-
lem die Genauigkeit und die Echtzeitfähigkeit. Zur Anwendbarkeit der
Simulationsmodelle in der Produktentwicklung müssen diese der Sicht-
weise des Konstrukteurs nachempfunden werden [Hus10a]. Um den An-
forderungen nachzukommen, werden im Kapitel 5 semi-physikalische
Modelle entwickelt (siehe Abbildung 1.5). Die Auralisierung ist in Ab-
bildung 1.5 ausgegraut, da die Simulation der Schallabstrahlung im








Abbildung 1.4: Hauptanforderungen an die Simulationsmodelle
Die entwickelten Modelle werden neben einer Prinzipbaugruppe an ei-
nem konkreten Anwendungsbeispiel im Kapitel 6 diskutiert. Außerdem
werden die gewonnenen Erkenntnisse hinsichtlich der Zielstellung kri-
tisch überprüft. Es werden Möglichkeiten und Grenzen der aktuellen
















Abbildung 1.5: Erweiterung der VR um Simulationsmodelle für akustisches
Produktverhalten
1.3 Eingliederung in den Entwicklungsprozess
Das Ziel des konstruktiven Entwicklungsprozesses ist im Wesentlichen
eine Produktbeschreibung für ein technisches System, welche als Grund-
lage für die Produktherstellung und weitere Produktlebensphasen ver-
wendet wird. Für eine hinreichende Beschreibung müssen nach [VDI93,
Ans69, Höh83] die Umgebung, Funktion und Gestalt festgelegt sein.
Unter Umgebung werden alle Objekte verstanden, welche sich außer-
halb der Grenzen des betrachteten technischen Systems befinden und
eine Beziehung zum technischen System besitzen [Kra00]. Die Funktion
eines technischen Systems beschreibt die Überführung der Eingangs- in
die Ausgangsgrößen [Kra00, Han76]. Ein technisches System kann ohne
seine Umgebung keine Funktion erfüllen. Daher treten Wechselwirkung-
en zwischen beiden über die Systemgrenzen auf. Diese Wechselwirkun-
gen lassen sich in die Kategorien „geometrisch-stofflich“, „energetisch“
und „informationstechnisch“ unterteilen. Die Gestalt beschreibt den
Aufbau des technischen Systems und besteht aus geometrischen, stoff-
lichen und Zustandsparametern [Spe91].
Die Aufgabe eines Konstrukteurs ist die Entwicklung eines technischen
Systems für einen definierten Zweck unter Berücksichtigung der gestell-
ten Anforderungen. Die Anforderungen beziehen sich dabei im Wesent-















































































































































Abbildung 1.6: Konstruktiver Entwicklungsprozess nach VDI-Richtlinie 2221
[VDI93]
lichen auf die Funktion und die Umgebung des technischen Systems.
Ziel der Entwicklung ist es, die Gestalt der Lösung festzulegen. Da-
mit die konstruktive Tätigkeit hinsichtlich der gestellten Anforderun-
gen und externen Rahmenbedingungen eine optimale Lösung liefert und
ein möglichst breites Lösungsfeld berücksichtigt wird, sollte eine metho-
dische Arbeitsweise eingehalten werden. Eine allgemeingültige Vorge-
hensweise beschreibt die VDI-Richtlinie 2221 [VDI93] (siehe Abbildung
1.6). In dieser wird eine systematische und strukturierte Arbeitsweise
vorgeschlagen. Der konstruktive Entwicklungsprozess wird in vier gro-
be Phasen eingeteilt. Diese können je nach Konstruktionsart systema-
tisch durchlaufen oder übersprungen werden und sie sind nicht scharf
voneinander trennbar. Die Phasen sind Aufbereitungsphase/Aufgaben-
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präzisierungsphase (I), Konzeptphase (II), Gestaltungsphase (III) und
Dokumentationsphase (IV).
Die VDI-Richtlinie 2221 ist das – auch international – bekannteste Vor-
gehensmodell für konstruktive Entwicklungsprozesse. Sie geht letztlich
auch auf Arbeiten von Hansen in Ilmenau zurück [Han55, Han76], er-
gänzt um weitere, hier nicht im Einzelnen aufgeführte Arbeiten anderer
Autoren.
Ein wichtiges Merkmal des konstruktiven Entwicklungsprozesses ist,
dass die Konstruktion eines technischen Systems nicht kontinuierlich in
eine Richtung fortschreitend vollzogen wird, sondern zahlreiche Itera-
tionen aufweist. Der Prozess ist durch ein Vor- und Rückwärtsschreiten
sowie erneutes Durchlaufen von Entwicklungsschritten, ausgehend von
einer Verifikation der realisierten Produkteigenschaften hinsichtlich der
gestellten Anforderungen, gekennzeichnet [VDI93]. In den ersten Pha-
sen werden die funktionellen Eigenschaften des technischen Systems aus
den gegebenen Anforderungen abgeleitet, welche in den nächsten Pha-
sen durch Festlegung und Konkretisierung der Gestaltmerkmale reali-
siert werden sollen.
Eine andere Sichtweise auf die Produktentwicklung stellt Weber vor
[Web09a]. Der Ansatz teilt den Prozess nicht in konkrete Phasen auf,
sondern sieht den Konstruktionsprozess als TOTE (Test-Operate-Test-
Exit)-Schleifen mit dem Ziel, die Abweichungen zwischen den Soll- und
Ist-Produkteigenschaften zu verringern. Basierend auf dem Ansatz las-
sen sich technische Systeme über Produktmerkmale (M) und Produk-
teigenschaften (E) beschreiben (siehe Abbildung 1.7). Von außen wirken
externe Einflüsse (EE) auf das System ein.
Im Rahmen dieser Arbeit sollen die Begrifflichkeiten nach Weber ge-
nutzt werden, die folgendermaßen charakterisiert sind:
Produktmerkmale:
• Beschreiben die Struktur und Gestalt des technischen Systems und
der Komponenten (Einzelteile aber auch zusammenhängende Bau-
gruppen in einem technischen System)
• Der Konstrukteur kann diese direkt festlegen
• Beispiele sind Form, Abmessungen, Anordnung, Anzahl und Werk-
stoff von Komponenten
Produkteigenschaften:
• Beschreiben das Verhalten des technischen Systems bei Einwir-
kung externer Einflüsse
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• Sie lassen sich nicht direkt festlegen, sondern folgen aus den Pro-
duktmerkmalen und externen Einflüssen [Web05a, Köh08]
• Beispiele sind Funktion, Störverhalten und akustisches Verhalten









































Relationen (R), Externe Einflüsse (EE)
Abbildung 1.7: CPM (Characteristics-Properties Modelling) und PDD
(Property-Driven Development) Ansatz [Web09a]
Das akustische Verhalten kann während der gesamten Produktentwick-
lung berücksichtigt werden. Die Möglichkeiten der Berücksichtigung
wurden ausführlich von Dietz und Gummersbach untersucht [Die01,
Gum01]. Eine gute Übersicht gibt auch die Norm ISO 11688-1 [ISO09].
Abbildung 1.8 zeigt die wesentlichen Möglichkeiten. Es zeigt sich, dass
viele akustische Untersuchungen erst durchgeführt werden können, wenn
quantitative Produktmerkmale festgelegt wurden. Die akustischen Un-
tersuchungen sind daher vorwiegend ab der Gestaltungsphase sinnvoll.
Erfahrungen aus dem akustischen Verhalten einer Konstruktion kön-
nen aber auch Einflüsse auf die Konzeptphase haben. So zeigen die Un-
tersuchungen von Dietz [Die01], dass bei vielen technischen Systemen
die Veränderung der kinematischen Eigenschaften erheblichen Einfluss
auf das akustische Verhalten hat. Werden diese Erkenntnisse frühzei-
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Abbildung 1.8: Unterstützung der konstruktiven Entwicklung durch Lärmmin-
derungsverfahren nach [ISO09]
Akustische Untersuchungen unter Einbeziehung von der VR sind erst
möglich, wenn bereits Gestaltbeschreibungen vorliegen. Neben den akus-
tischen Simulationsmodellen werden Gestaltmodelle für die Visualisie-
rung in der VR sowie Modelle zur Beschreibung des kinematischen und
kinetischen Verhaltens benötigt. Das Gesamtkonzept zur Einbindung
akustischer VR-Untersuchungen in den Entwicklungsprozess ist in Ab-
bildung 1.9 anhand eines Beispiels dargestellt. Die Abbildung zeigt die
grundsätzliche Vorgehensweise zur interaktiven VR-Untersuchung un-
ter Einbeziehung des akustischen Produktverhaltens. Die Eingangsda-
ten für die akustische Simulation in der VR können, je nach Anwen-
dungsfall und den zur Verfügung stehenden Rechenwerkzeugen und In-
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formationen, Messdaten, vorausberechnete Simulationsdaten oder Echt-
zeit-Simulationsergebnisse sein (Block 1 bis 3). Die Visualisierung in
der VR erfolgt durch Rendering der Objekte im Szenengraph. Die
Funktionsstruktur und das Technische Prinzip liefern wichtige Infor-
mationen für die Beschreibung des Verhaltens des technischen Systems.
Die Zielstellung ist, in der VR eine interaktive Echtzeit-Simulation
mit Visualisierung und Auralisierung der Ergebnisse durchzuführen
(Block 4). Dabei besteht die Vision, dass auf Basis einer durchge-
führten VR-Simulation Entscheidungen über konstruktive Maßnahmen
zur Optimierung des akustischen Verhaltens getroffen werden können
(Block 5 und 6). Die Maßnahmen können, wie auch in der Norm ISO
11688-1 [ISO09] dargestellt (siehe Abbildung 1.8), Auswirkungen auf
die Gestaltungs- und die Konzeptphase haben. Auf die einzelnen Blö-






















































Abbildung 1.9: Gesamtkonzept der Einbindung akustischer Untersuchungen
mittels der VR in den Entwicklungsprozess am Beispiel einer Pick-and-Place-
Maschine
2 Grundlagen und Stand der Technik
In diesem Kapitel werden die relevanten Grundlagen für die Arbeit ge-
klärt und der aktuelle Stand der Technik für die betrachteten Bereiche
diskutiert. Hierzu gehört die Technologie Virtual Reality (VR). Wei-
terhin sollen die relevanten Grundlagen zur Maschinenakustik und zur
maschinenakustischen Simulation mit dem Fokus auf die Echtzeitan-
wendung erläutert werden. Für die Konkretisierung der Anforderungen
an die zu entwickelnde VR-Repräsentation werden die wichtigsten Au-
ralisierungsverfahren kurz skizziert.
2.1 Virtual Reality
2.1.1 Definition Virtual Reality
Die Technologie VR ist eine multimodale, echtzeitfähige Mensch-Com-
puter-Schnittstelle, die es ermöglicht, rechnerinterne Produktinforma-
tionen dreidimensional und immersiv zu präsentieren und mit diesen
intuitiv zu interagieren [Bur03, Bri09a].





Immersion beschreibt das „Eindringen“ des Benutzers in die virtuel-
le Welt und gibt an, wie viele Sinne des Benutzers mit welcher Qua-
lität angesprochen werden. Die Immersion wird vor allem durch die
Benutzerschnittstelle bestimmt [Sla03]. VR-Systeme lassen sich in voll-
immersive, semi-immersive und nicht-immersive Systeme [Kal96] ein-
teilen. Präsenz beschreibt das Gefühl, sich in der virtuellen Welt, die
durch ein VR-System erzeugt wird, zu befinden. Der Benutzer kann mit
den Objekten in der virtuellen Szene in Interaktion treten. Das Beson-
dere dabei ist, dass der Benutzer intuitiv mit den virtuellen Objekten
interagieren und sich wie in der realen Umgebung bewegen kann. Eine
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wichtige Grundvoraussetzung hierfür ist, dass das VR-System echtzeit-
fähig ist. Im Bereich der VR wird unter Echtzeitfähigkeit verstanden,
dass das VR-System nach einer sehr kurzen Zeit auf die Benutzereinga-
ben reagiert, so dass der Benutzer keine Verzögerung wahrnimmt und
es nicht zu Störungen in der Wahrnehmung kommt.
Neben der visuellen Präsentation verwendet man für das Erreichen
möglichst realitätsnaher Wahrnehmungen und erweiterter Kommuni-
kationsmöglichkeiten in der virtuellen Welt für bestimmte Anwendun-
gen zusätzlich die Haptik („force-feedback“ oder „taktil“) [Swa06] und
die Akustik [Höh09, Len08, Beg00].
Im Bereich der Produktentwicklung ist es das Ziel, dem Nutzer eine
eingängige Analyse der virtuellen Prototypen zu ermöglichen und damit
die Absicherung der Produkteigenschaften zu unterstützen.
Neben der VR findet in der Produktentwicklung die Technologie Aug-
mented Reality (AR) Einsatz. Dabei wird die „reale“ Welt mit virtuel-
len Objekten angereichert [Sch08, Rad08, Gau09, Gau10].
2.1.2 Komponenten eines VR-Systems
Zur Nutzung der VR wird ein VR-System benötigt. Hierbei handelt es
sich um ein technisches, computerbasiertes System, welches die Mensch-
Computer-Schnittstelle realisiert [Sym00]. Jedes VR-System setzt sich
im Wesentlichen aus vier Bestandteilen zusammen. Dies sind die Ein-
und Ausgabegeräte, die VR-Software und die Datenbasis.
Die Ein- und Ausgabegeräte bilden die Verbindung zum Benutzer. Es
existieren eine Vielzahl von Ein- und Ausgabegeräten [Kul09, Fri08].
Die Eingabegeräte erfassen die Benutzereingaben und übertragen diese
an die VR-Software. Man unterscheidet grundsätzlich isotonische (Be-
wegungsgeräte) und isometrische (Kraft- oder Druckgeräte) Eingabege-
räte [Dam07, Zha95]. Das Trackingsystem stellt als isotonisches Einga-
begerät eine wichtige Komponente in einem VR-System dar. Mit diesem
können die Positionen von Kopf, Händen sowie auch anderen Elemen-
ten ermittelt werden, um Ansichtssteuerung, Navigation, Selektion und
Objektmanipulation zu ermöglichen. Die Ausgabegeräte sprechen die
menschlichen Sinne an. Head Mounted Displays (HMD) und Projector
Based Displays wie eine Powerwall oder CAVE (Cave Automatic Vir-
tual Environment) [CN92] gehören unter anderem zu den graphischen
Ausgabegeräten. Die akustische Ausgabe wird über Lautsprecher- oder
Kopfhörersysteme (siehe Abschnitt 2.3) [Bri09b, Beg00, Bra04a] mög-
lich. Außerdem existieren Ausgabegeräte, welche das haptische Wahr-
nehmungssystem des Menschen stimulieren [DP06]. Nach dem aktuel-
len Stand der Technik werden der Geruchs- und Geschmackssinn noch
kaum über Ausgabegeräte stimuliert.
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Eine wichtige Komponente in einem VR-System ist die VR-Software.
Sie verwaltet die virtuelle Szene, übernimmt die Daten der Eingabege-
räte, wertet Event-Funktionen aus und koordiniert die Kommunikati-
on mit angebundenen Softwareanwendungen. Eine weitere wesentliche
Aufgabe ist die Bildsynthese (Rendering der virtuellen Szene) und die
Weitergabe der Informationen an die Ausgabegeräte [Bur03].
Die Beschreibung der virtuellen Szene ist in einem Szenengraph abge-
legt (siehe Abbildung 2.1). Beim Szenengraph handelt es sich um einen
gerichteten, azyklisch organisierten Graphen. Dieser besteht aus Kno-
ten und Kanten. Die unterschiedlichen Knoten des Graphen repräsen-
tieren die Elemente der virtuellen Szene, wie z.B. Geometrie-Elemente,
Transformationen, Sound-Elemente und die Beleuchtung der Szene. Es
gibt auch Szenengraphen, bei denen die Transformationen direkt mit
den Elementen der Szene gespeichert werden und nicht als separate
Knoten vorliegen (wie der Szenengraph der VR-Software Virtual De-
sign 2 (VD2) der Firma vrcom GmbH [vrc06]). Die Kanten verbinden
die Knoten hierarchisch über Eltern-Kind-Beziehungen zu einer Szene.
Über diese Beziehung können die an das Eltern-Objekt zugewiesenen
Eigenschaften und Attribute direkt an die Kind-Objekte übertragen
werden [Bei98]. Für diese Arbeit sind dies vor allem die Positions- und
Orientierungsdaten, welche über Transformationsmatrizen beschrieben
sind. Der Szenengraph als Repräsentation für die Objekte in der VR
wird oftmals auch als VR-Modell bezeichnet. Im Rahmen dieser Ar-
beit soll unter dem VR-Modell der Szenengraph mit allen Objekten
(Geometrie, Sound etc.), erweitert um die Anwendungslogik verstan-
den werden.
Unter dem Begriff Rendern (Bildsynthese) versteht man im Kontext
der graphischen Datenverarbeitung die Berechnung eines zweidimensio-
nalen Bildes auf Basis von geometrischen 3D-Modellen [Ull04]. Dabei
müssen die von der Anwendung veränderten Objekte der VR-Software
vor dem Rendering eines neuen Bildes vorliegen. Im Bereich der akusti-
schen VR wird auch die Berechnung der akustischen Szene als Rendern
bezeichnet.
Den Zeitbereich, in welchem das VR-System läuft und das Rendering
durchgeführt wird, nennt man VR-Session.
2.1.3 Simulationen in der VR
In vielen Fällen ist die VR-Software nicht in der Lage, das Verhal-
ten eines Objektes im Szenengraph (ausgenommen dem Erscheinungs-
bild) zu beschreiben. Mit der VR-Software müssen daher Simulations-
Werkzeuge gekoppelt werden, welche das Verhalten nachbilden. Hierfür
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Abbildung 2.1: Beispiel für einen einfachen Szenengraph [Gau01]
existieren zwei Prinzipe. Das erste Prinzip besteht aus einer Voraussi-
mulation des Verhaltens im Pre-Prozess. Die Ergebnisse der Simulati-
on werden anschließend während der VR-Session mit dem VR-Modell
präsentiert. Für diese Variante gibt es keine Einschränkungen hinsicht-
lich der Berechnungsdauer der Simulation. Jedoch kann während der
VR-Session kein Einfluss auf die Parameter des Simulationsmodells ge-
nommen werden. Die zweite Variante ist die Echtzeit-Simulation. Bei
diesem Prinzip müssen die Simulation in Echtzeit durchgeführt, das Si-
mulationsmodell und der Szenengraph synchronisiert und Schnittstel-
len für die Interaktion vorgesehen werden. Der Vorteil dieses Prinzips
ist, dass während der VR-Session eine Modifikation der Parameter des
Simulationsmodells möglich ist. Neben den beiden Grundvarianten gibt
es Mischformen der Simulation, bei denen Teilsimulationen in den Pre-
Prozess verlagert und dann in der Echtzeit-Simulation deren Ergebnisse
aufgerufen werden.
Inzwischen werden einzelne Echtzeit-Simulationen auch direkt in die
VR-Software integriert, so dass der Übergang zwischen Simulations-
und VR-Software immer mehr verschwimmt.
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2.1.4 Virtual Reality in der Produktentwicklung
„Virtual Reality (VR) und Augmented Reality (AR) sind Schlüsseltech-
nologien des Virtual Engineerings“ [Kra07]. Im Bereich der Produktent-
wicklung erhält die Technologie VR einen immer höheren Stellenwert
[Gau01]. Viele früh im Entwicklungsprozess begangene Fehler können
in späteren Entwicklungsphasen nur unter hohem Kosten- und Zeitein-
satz wieder behoben werden. Unter Nutzung der VR können schon
in frühen Entwicklungsphasen an virtuellen Prototypen Absicherungen
durchgeführt werden, die so mit konventionellen Methoden nur schwer
möglich wären [Höh09, Bur08]. Weiterhin ging in den letzten Jahren
der Trend von der klassischen sequentiellen Produktentwicklung hin zur
simultanen Entwicklung. Dadurch wird eine verstärkte Kommunikati-
on zwischen einzelnen Unternehmensbereichen notwendig. Auch hier
unterstützt die Technologie VR die Produktentwicklung als effizien-
tes Werkzeug für die Kommunikation. „Für die Zukunft wird erwartet,
dass VR und AR durchgängig im Produktentwicklungsprozess Einsatz
finden und darüber hinaus weitere Anwendungsfelder, wie z.B. im Mar-
keting von hochwertigen, erklärungsbedürftigen Produkten, erschlossen
werden“ [Kra07].
Anwendungsbereiche sind unter anderem:
• Bauraumuntersuchung und Montageanalyse [Gud07]
• Design-Überprüfung [Met07, Met08]
• Konstruktions-Überprüfung [Gau04, And09]
• Präsentation von Simulations- oder Messergebnissen [Hon04, Ber08,
Gau10, Hus07b, Böh09]
• Ergonomieuntersuchung [Jun07, Met10]
• Produktionsplanung [Ost08, Hus09b]
2.2 Maschinenakustische Grundlagen
2.2.1 Körperschall
Als Körperschall werden Schwingungen bezeichnet, welche sich durch
die Struktur von Objekten (Festkörpern) ausbreiten [Cre96]. Für diese
Arbeit sind besonders erzwungene gedämpfte Schwingungen von Inter-
esse. Im Gegensatz zu fluiden Schwingungen, wo nur Normalspannun-
gen zur Schallausbreitung beitragen, treten beim Körperschall mehrere
Wellenarten bei der Ausbreitung der Schwingungen auf, da neben Nor-
malspannungen auch Schubspannungen zur Übertragung beitragen. Zu
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den Wellenarten gehören unter anderem die Dehnwellen, die Biegewel-
len sowie die Torsionswellen [Hen08, Mös05].
Die Ausbreitungsgeschwindigkeit des Schalls cS hängt stark vom Werk-
stoff und der Wellenart ab. Bei Stahl werden Ausbreitungsgeschwin-
digkeiten bis etwa 5000 ms erreicht [Hen08]. Weitere Erläuterungen zur
Ermittlung der Ausbreitungsgeschwindigkeit sowie zur Dispersion bei
Biegewellen befinden sich in [Hec94, Hen08].
Zur Beschreibung des Körperschalls werden Potential- und Flussgrö-
ßen eingesetzt. Die wichtigste Potentialgröße beim Körperschall ist die








Die Schnelle ist eine vektorielle Größe. Als Potentialgröße stellt die
Schnelle eine relative Größe dar, deren Wert sich stets auf eine Basis
bezieht.
Die wichtigste Flussgröße beim Körperschall ist die Kraft ~F ([F ] = N).
Im Bereich der Maschinenakustik werden Schwingungen als harmoni-
sche Oszillationen betrachtet:
υ(t) = υ̂ cos(2πft+ φ) (2.2)
Dabei ist υ̂ die Amplitude der Schnelle, f die Frequenz [f ] = Hz, der
Reziprokwert der Schwingungsdauer f = 1
T
, und φ die Phasenverschie-
bung [φ] = rad. Für eine effiziente Berechnung wird im Weiteren die
komplexe Schreibweise verwendet:
υ(t) = υ̂ei(2πft+φ) (2.3)









Das mechanische Übertragungsverhalten (siehe Abbildung 2.2) zwi-
schen zwei diskreten Punkten (1 - Anregung, 2 - Antwort) kann über
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Abbildung 2.2: Körperschallübertragung zwischen zwei Punkten
Dabei ist F j die Komponente der frequenzabhängigen anregenden Kraft
~F in Richtung ~ej und υi die Komponente der sich als Antwort erge-
benden Schwingschnelle ~υ in Richtung ~ei. Die Indices i und j werden
in der weiteren Arbeit nicht mitgeführt. Der erste Index bei der Kraft
und der Schnelle kennzeichnet den Anregungspunkt (1) und den Ant-
wortpunkt (2). Fallen beide Punkte zusammen, so spricht man von der
Eingangsadmittanz bzw. -impedanz. Das Frequenzspektrum einer me-






Abbildung 2.3: Gemessenes Frequenzspektrum einer realen mechanischen Ein-
gangsadmittanz bei transienter Anregung
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Die Körperschallübertragung hängt von der Massen-, Steifigkeits- und
Dämpfungsverteilung ab. Für die Maschinenakustik spielt in vielen Fäl-
len die Dämpfung eine entscheidende Rolle. Dabei ist darauf zu ach-
ten, dass die innere Dämpfung von metallischen Bauteilen gering ist.
Der größte Teil der Dämpfung in technischen Systemen wird an den
Kopplungen durch die sogenannte Fugendämpfung erzeugt [Kol06]. Al-
lerdings bereitet die Beschreibung der Übertragung an den Kopplungen
deutlich größere Probleme als innerhalb der Bauteile, da die Übertra-
gung an den Kopplungen meist stark nichtlineares Verhalten aufweist.
Das Schwingungsverhalten (Eigenschwingungsverhalten sowie Verhal-
ten bei erzwungenen Schwingungen) kann mittels unterschiedlicher Mo-
delle beschrieben werden. Die Modelle müssen passend zu den Ziel-
stellungen ausgewählt werden. Eine wichtige Zielstellung ist der rele-
vante Frequenzbereich. Werden nur Schwingungen im sehr niedrigen
Frequenzbereich betrachtet, so kann oftmals das Modell des Starr-
körpers angewendet werden [Zim04]. Die Berechnung erfolgt mittels
Mehrkörpersystem (MKS)-Simulationen [Ger09]. Diese Modellannah-
me trifft bei höheren Frequenzen nicht mehr zu. Hier müssen die zuvor
als Starrkörper angenommenen Komponenten im technischen System
entsprechend des relevanten Frequenzbereichs und der relevanten Ei-
genfrequenzen als Mehrmassen- oder als Kontinuumsschwinger abge-
bildet werden. Das Schwingungsverhalten wird hierfür durch Schwin-
gungsdifferentialgleichungen beschrieben [Zim09, Zim03].
Das Schwingungsdifferentialgleichungssystem kann mittels unterschied-
licher Ansätze gelöst werden. Bei analytischen Ansätzen wird die expli-
zite Bewegungsgleichung in Abhängigkeit von der Zeit, vom Ort sowie
von der Anregung ermittelt. Der Ansatz ist allerdings nur für einfache
Systeme realisierbar. Für komplexe Systeme müssen oftmals numeri-
sche Methoden (z.B. Finite-Elemente-Methode (FEM) [Kol00, Vaj09,
Est08b, Bec04] oder Statistische Energieanalyse (SEA) [Kor05, Lyo95,
Zei06]) eingesetzt werden.
Generell kann gesagt werden, dass maschinenakustische Simulationen
sehr aufwändig sind und die heutigen Werkzeuge und Methoden das
maschinenakustische Verhalten nicht vollständig nachbilden können.
Dies liegt unter anderem daran, dass die maschinenakustische Simu-
lation ein mehrdimensionales Problem darstellt. Neben den räumlichen
Schwingungsformen müssen auch die spektrale Verteilung sowie der
zeitliche Verlauf berücksichtigt werden. Weiterhin ist die Kenntnis vie-
ler Material-Parameter und Einflussgrößen nötig, die oftmals gar nicht
oder nur schlecht bestimmt werden können [Kol00].
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2.2.1.1 Finite Elemente Methode
Die Finite-Elemente-Methode (FEM) ist die derzeit am häufigsten ver-
wendete numerische Methode zur Lösung strukturmechanischer Pro-
blemstellungen. Hierfür wird die Komponente in finite Elemente aufge-
teilt [Vaj09, Kol00]. Für den Einsatz von FEM für strukturmechanische
Problemstellungen in der Maschinenakustik existieren zahlreiche Unter-
suchungen, welche die Vorteile der FEM, aber auch den notwendigen
Aufwand aufzeigen [Gra07, Est08a, Fra08]. Eine wesentliche Herausfor-
derung für die Untersuchungen ist die notwendige Modellgenauigkeit,
da sehr hohe Frequenzen berücksichtigt werden müssen. „Für zuverläs-
sige Ergebnisse setzt man bei der FEM an, dass pro Wellenlänge einer
Mode mindestens sechs Elemente modelliert sein müssen“ [Kor05]. Mit
wachsender Anzahl der Elemente steigt die Berechnungsdauer. Gerade
komplexe Modelle müssen für die Simulation geeignet vereinfacht wer-
den [Wen02]. Jedoch ist derzeit eine Echtzeit-Simulation meist nicht
möglich.
Neben der FEM wird unter anderem für die Abstrahlungssimulation die
Boundary-Elemente-Methode (BEM), oder auch Randelementmethode
genannt, eingesetzt [Kol00, Est00]. Die FEM und BEM lassen sich gut
koppeln, so dass eine Modellierung des Übergangs Körperschallausbrei-
tung und Abstrahlung möglich ist [Est08b, Wen02].
2.2.1.2 Statistische Energieanalyse
Die Statistische Energieanalyse (SEA) dient der Bestimmung räumli-
cher und zeitlicher Mittelwerte der Schwingungsenergie [Kor05]. Hier-
für wird das technische System in Einzelsysteme aufgeteilt. Zwischen
diesen werden Bilanzgleichungen aufgestellt [Zei06]. Bei der SEA wird
davon ausgegangen, dass die Schwingungsenergie von dem System mit
dem höheren energetischen Niveau zu dem System mit dem niedri-
geren Niveau übertragen wird. Die Kopplung der einzelnen Systeme
wird über Kopplungsverlustfaktoren beschrieben. Die Anregungsgröße
ist eine Leistung [Fec04]. Durch Lösen der Bilanzgleichungen kann die
Schwingungsenergie in den Einzelsystemen bestimmt werden [Kor05].
Bei der SEA-Methode werden die Frequenzen nicht einzeln betrachtet,
sondern es wird stets eine Mittelung über Frequenzbänder in Abhän-
gigkeit von der Modendichte durchgeführt. Daher ist die Anwendung
der SEA eingeschränkt. Ein sinnvoller Einsatz ist erst bei hohen Fre-
quenzen möglich, wenn in den Frequenzbändern eine hohe Modendichte
vorliegt [Kor05, Zei06]. Dies ist allerdings auch gleichzeitig ein großer
Vorteil dieser Methode, da durch die hohe Modendichte andere Verfah-
ren, wie FEM, in diesem Frequenzbereich schwer anwendbar sind. Für
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die in dieser Arbeit betrachtete Anwendung hat die SEA den Nachteil,
dass die komplexen Amplituden der Potential- und Flussgrößen für die
einzelnen Frequenzen und an definierten Punkten nicht bekannt sind.
Es werden nur zeitlich, räumlich und über die Frequenzen gemittelte
Größen bestimmt [Fec04].
2.2.1.3 Übertragungsfunktionen
Wie in den Abschnitten 2.2.1.1 und 2.2.1.2 diskutiert, lässt sich das
Körperschallverhalten von technischen Systemen mit unterschiedlichen
Methoden beschreiben. Oftmals ist es jedoch sehr aufwändig, das Ge-
samtverhalten hinreichend genau abzubilden, da die Modelle sehr um-
fangreich werden und die notwendigen Parameter nicht bekannt sind.
Für viele Untersuchungen ist außerdem nur die Übertragung zwischen
jeweils diskreten Punkten des technischen Systems von Interesse.
Aus diesem Grund wird in der Literatur der Einsatz von Übertragungs-
funktionen diskutiert, welche die Antwort der Struktur an einem Punkt
2 auf die Anregung an einem Punkt 1 beschreiben. Als Übertragungs-
funktion H12 kann unter anderem die eingeführte Admittanz genutzt
werden:
υ2(f) = H12(f)F 1(f) = Y 12(f)F 1(f) (2.7)
Die Eigenschaften der dazwischenliegenden und umgebenden Struktur
werden nicht detailliert abgebildet, es wird eine Black-Box-Betrachtung
durchgeführt. Für die Berechnung wird die Übertragungsfunktion als
zeitinvariante (mindestens innerhalb eines Zeitbereichs) Funktion be-
trachtet. Die Berechnung erfolgt im Zeitbereich als Faltung oder im Fre-
quenzbereich als elementweise Multiplikation (siehe Gleichung (2.7)).
Die Gleichung (2.7) geht von einem linearen Zusammenhang zwischen
Anregung und Antwort aus. Dies ist im Allgemeinen für reale Systeme
nicht gegeben. Im Bereich der Maschinenakustik wird allerdings, spezi-
ell für die Übertragung innerhalb von Bauteilen, meist eine Linearität
angenommen, da die Amplituden der Schwingungen sehr klein sind.
Diese Vereinfachung kann allerdings nicht auf elastische Bauteile bzw.
eine Vielzahl von Kopplungen uneingeschränkt angewendet werden, da
hier auch im akustischen Bereich nichtlineares Verhalten vorliegt. Die
Übertragungsfunktionen für derartige Bauteile und Kopplungen gelten
nur im Arbeitspunkt bei definierten Vorlasten und Umgebungsbedin-
gungen.
Befinden sich in einem technischen System mehrere Übertragungspfade
und Quellen, so werden die resultierenden Schwingungen am betrach-
teten Antwortpunkt überlagert [Jan08].
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Der Einsatz von Übertragungsfunktionen für die Simulation bietet große
Vorteile, da die Multiplikation bzw. Faltung schnell durchgeführt wer-
den kann [Nen04, Net07, Mar05]. Die Simulation gestattet allerdings
nur eine unidirektionale Betrachtung. Die nachfolgende Struktur hat
keinen Einfluss auf die Quelle bzw. das Schwingungsverhalten vorge-
schalteter Elemente. Einsatz findet die Methode der Übertragungsfunk-
tionen vor allem in Echtzeitanwendungen oder bei komplexen Syste-
men, bei denen eine Simulation des Gesamtsystems mittels numeri-
scher Methoden nicht möglich oder zu zeitaufwändig ist [Vas03, Est03,
Net07]. In vielen Fällen werden die Übertragungsfunktionen messtech-
nisch gewonnen. Untersuchungen zeigen auch die Voraussimulation mit-
tels numerischer Methoden und die Überführung der Ergebnisse in
Übertragungsfunktionen, damit in weiteren Simulationsschritten schnel-
ler gerechnet werden kann [Est04, Hus09a].
2.2.1.4 Vierpole
Zur Berücksichtigung der Wechselwirkung zwischen den einzelnen Kom-
ponenten sowie zur Bestimmung der Rückwirkung auf die Quellfunktio-
nen wurde im Bereich der Elektrotechnik eine weitere Beschreibungs-
möglichkeit des Übertragungsverhaltens entwickelt. Diese basiert auf
sogenannten Vierpolen [Fre90]. Im Gegensatz zu reinen Übertragungs-
funktionen nach Gleichung (2.7) existieren bei den Vierpolen vier Pa-
rameter, die neben dem bidirektionalen Übertragungsverhalten auch
die Eingangsadmittanzen (-impedanzen) bzw. Ausgangsadmittanzen
(-impedanzen) abbilden [Sei99].
Häufig wird in der neueren Literatur bei Vierpolen, welche die Torbe-
dingungen einhalten [Pau10], von Zweitoren gesprochen [Fin00]. Da im
Rahmen dieser Arbeit generell nur Vierpole genutzt werden, welche die
Torbedingungen einhalten, ist diese Unterscheidung nicht nötig und es
wird nur der Begriff Vierpol verwendet. Ein allgemeiner mechanischer




Abbildung 2.4: Allgemeiner mechanischer Vierpol
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Vierpole sind eine effiziente Repräsentation für Differentialgleichungen,
so auch für Bewegungsdifferentialgleichungen mechanischer Systeme.
Ein einfaches Beispiel für einen Ein-Massen-Schwinger ist im Anhang
A.1 dargestellt. An den beiden Ein- und Ausgängen der Vierpole be-
finden sich je zwei Größen, eine Potentialgröße (z.B. Schnelle) und eine
Flussgröße (z.B. Kraft). Das Produkt aus beiden entspricht einer Leis-
tungsgröße [Web05b, Hus09d].
Bei passiven Vierpolen unterscheidet man grundsätzlich sechs Formen,
welche durch die Kombination der Ein- und Ausgangsgrößen entstehen.
Über Gleichungen lässt sich das Übertragungsverhalten der Vierpole in
Abhängigkeit von den Größen am Ein- und Ausgang beschreiben. Bei
linearen Vierpolen lassen sich die Vierpolgleichungen auch als Matrizen
darstellen. Von den sechs Formen sind die vier für die Arbeit relevanten
Formen in der Tabelle 2.1 zusammengefasst. Die Vierpol-Formen sind
grundsätzlich äquivalent und lassen sich einfach ineinander umrechnen
[Zel09].
Tabelle 2.1: Vierpol-Formen für komplexe Größen



















































































Für die Bestimmung des Übertragungsverhaltens werden unter ande-
rem Signalflussmodelle eingesetzt [Web05b]. Abbildung 2.5 zeigt das
Signalflussmodell eines Vierpols in der Impedanz-Form für komplexe
Potential- und Flussgrößen. Die rechts in der Abbildung dargestellte
Symbolik für Verzweigungen und Summationen wird in der weiteren
Arbeit wiederholt verwendet.
Die Vierpole werden in der Literatur für die Beschreibung des Über-
tragungsverhaltens unterschiedlicher Systeme eingesetzt [Sel04, Kru09,
Mak03, Sno71, Vak85, Ha95]. Ein Schwerpunkt liegt auf der Beschrei-
bung des Übertragungsverhaltens von Schalldämmelementen [Sei99,
Sei01].























F 3 F 2
F 3 = F 1 + F 2
Abbildung 2.5: Signalflussmodell eines Vierpols in der Impedanz-Form für kom-
plexe Größen
2.2.2 Maschinenakustische Messtechnik
Die maschinenakustische Messtechnik dient der Bestimmung des ma-
schinenakustischen Verhaltens des technischen Systems während des
Betriebs. Daher spricht man auch von einer Betriebsschwingungsanaly-
se. Die Anregung ist in der Regel nicht bekannt, da sie durch die Kom-
ponenten im technischen System selbst erfolgt [Dos89]. Sind mehrere
Schallquellen in einem System vorhanden, so ist die genaue Separation
der Anteile der Quellen aufgrund der Überlagerung sehr schwierig bis
unmöglich. Es wurden unterschiedliche Methoden, wie die Kurzzeit-
FFT (Fast Fourier Transformation) [Sch05] und die Wavelet-Analyse
[Bad07] entwickelt, welche die Separation des Messsignals entlang der
Zeit- und Frequenzachse für eine bessere Analyse ermöglichen.
Weiterhin wird die maschinenakustische Messtechnik eingesetzt, um
spezifische Parameter des gesamten technischen Systems oder von Teil-
systemen zu ermitteln. Hierfür wird das technische System gezielt ange-
regt und die Anregungsfunktion sowie die Antwortfunktion gemessen.
Man spricht bei dieser Messung von einer Systemanalyse.
2.2.2.1 Messung von Körperschall
Der Schwerpunkt der Körperschallmessungen beruht auf der Messung
translatorischer Schwingungen [VDI01]. Die Messung von rotatorischen
Schwingungen gestaltet sich sehr schwierig [Sel04].
Für die Durchführung einer Systemanalyse muss das System mit ei-
ner messbaren Kraft angeregt werden. Man unterscheidet hierbei drei





Eine transiente Anregung kann mittels eines Impulshammers erzeugt
werden. Bei einer stochastischen Anregung werden mehrere Frequenzen
gleichzeitig angeregt. Die Bezeichnung stochastisch bezieht sich dabei
auf die Amplitude des Anregungssignals [Dos89]. Für eine Gleitsinus-
anregung (auch Sinus-Sweep genannt) [Glo04] werden die Anregungs-
frequenzen nacheinander durchlaufen. Das System kann hierbei mittels
eines Shakers (Schwingungserreger) angeregt werden.
Als Antwort bei der Körperschallmessung ist in der Regel eine Potenti-
algröße von Interesse. Dabei können der Schwingweg, die -schnelle oder
die -beschleunigung erfasst werden. Diese lassen sich durch Differentia-
tion oder Integration ineinander überführen (da nur Superpositionen
von Sinusschwingungen betrachtet werden, erfolgt die Differentiation
und Integration im Frequenzbereich durch Multiplikation und Divisi-
on mit iω). Der wesentliche Unterschied bei den Messverfahren liegt
darin, ob die Messung direkt auf der Oberfläche oder berührungslos
erfolgt [VDI01, DIN85]. Die Messung direkt auf der Oberfläche kann
mit Beschleunigungsaufnehmern erfolgen. Berührungslos lässt sich die
Schwingschnelle über Laser-Doppler-Vibrometer bestimmen.
Zeitsignal Fenster Zeitsignal Frequenzsignal
FFT
× =
Abbildung 2.6: Prinzip der Fensterung und FFT
Je nach Anregung oder Zielstellung der Messung ist nur ein kurzer
Zeitbereich aus den Messdaten von Interesse. Durch die Aufteilung in
zeitliche Blöcke kommt es zu Leakage-Effekten, da meist die Länge des
Blockes nicht dem Vielfachen der Periodendauer der erfassten Schwin-
gungen entspricht. Dies ist für die Weiterverarbeitung ungünstig, da
die Leakage-Effekte beim Übergang in den Frequenzbereich zum „Ver-
schmieren“ der Frequenzlinien führen [Bad07]. Daher ist es sinnvoll, die
Blöcke mit einer Fensterfunktion zu falten, welche die Randbereiche
der Blöcke abschwächt (siehe Abbildung 2.6). Man unterscheidet un-
terschiedliche Fensterfunktionen. Zu üblichen Fenstern in der Schwin-
gungstechnik gehören das Hamming- und Hann-Fenster. Bei der Wahl
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der Fensterlänge ist darauf zu achten, dass eine feste Abhängigkeit zwi-
schen Zeit- und Frequenzauflösung besteht. Die Auflösung kann für die
Zeit und Frequenz nicht gleichzeitig beliebig genau realisiert werden.
Der Zusammenhang ist in der Literatur als Heisenbergsche Unschär-
ferelation bekannt [Bri97]. Für die Anwendung heißt dies, dass ein
Kompromiss zwischen Zeit- und Frequenzauflösung eingegangen wer-
den muss.
Die Ergebnisse nach der Fensterung werden in den Frequenzbereich
überführt. Bei der Messung ist darauf zu achten, dass die Abtastrate
entsprechend dem Nyquist-Shannon-Abtasttheorem [Sha84] (2.8) ein-
gehalten wird:
fAbtast ≥ 2fmax (2.8)
2.2.2.2 Messung von Luftschall
Die Anregung für eine Luftschallmessung (bei der Anwendung mit tech-
nischen Systemen) ist ähnlich der Körperschallmessung. Der Unter-
schied liegt in der Antwortmessung. Im Gegensatz zur Körperschall-
messung mit den Messgrößen Weg, Schnelle oder Beschleunigung wird
bei der Luftschallmessung in den meisten Fällen der Schalldruck ge-
messen [DIN84]. Als Schallwandler werden Einzelmikrofone oder Mi-
krofonarrays eingesetzt.
Eine wesentliche Vereinfachung der Luftschallmessung gegenüber der
Körperschallmessung ist, dass es sich beim Schalldruck um eine skalare
Größe handelt. Es ist daher in einem Raumpunkt nur eine Messgrö-
ße nötig. Die Luftschallmessung gestaltet sich allerdings auch als sehr
schwierig, da der zu messende Schalldruck von vielen Störsignalen wie
der Raumantwort oder dem Schalldruck anderer Quellen überlagert
wird. Störungsfreie (-arme) Messungen unter Freifeldbedingungen sind
in reflexionsarmen Räumen möglich. In vielen praktischen Fällen ist
dies jedoch nicht realisierbar, so dass das Messsignal mit Störsignalen
überlagert ist.
2.3 Auralisierungsmethoden
Zur räumlichen Hörbarmachung (Auralisierung) akustischer Signale exis-
tieren viele Verfahren. Gerade in VR-Anwendungen ist der Anspruch
an die räumliche und zeitliche Lokalisierung sowie den räumlichen Au-
ralisierungsbereich sehr hoch. Viele Verfahren ermöglichen für diesen
Einsatzbereich keine hinreichend genaue Auralisierung. Unter anderem
für diesen Zweck wurden mehrere Methoden entwickelt. Zu diesen ge-
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hören die Binauraltechnik und die Wellenfeldsynthese, die in heutigen
VR-Systemen Anwendung finden. Sie sollen kurz vorgestellt werden,
da die Auralisierungsmethode Anforderungen an die akustische Reprä-
sentation stellt. Es existieren weitere Verfahren, die hier jedoch nicht
diskutiert werden sollen [Son00, Bir02].
2.3.1 Binauraltechnik
Der ausgestrahlte Schall einer Quelle wird auf seinem Weg zum Emp-
fänger (hier ist der Empfänger das Ohr) gebeugt, gedämpft und reflek-
tiert. Dies geschieht durch andere Objekte zwischen Quelle und Emp-
fänger, aber auch durch die Form des Außenohrs und des Kopfes. Das
Schallsignal muss also einen Übertragungspfad zurücklegen. Die Grun-
didee der Binauraltechnik ist die Nachbildung des Pfades von der Quelle
zum Ohr mittels Übertragungsfunktionen, mit denen das Quellsignal
gefaltet wird (siehe Abbildung 2.7). Da auch die Kopfform sowie die
Außenohrform eine Rolle spielen, spricht man in der Akustik bei der
letzten Übertragungsfunktion von einer Außenohrübertragungsfunkti-
on (Head Related Transfer Function (HRTF)) [Kuh07, Xu07, Vor08].
In der Regel wird die Binauraltechnik mit Kopfhörern umgesetzt, so
dass für den Nutzer in Echtzeit die Summe der Einzelübertragungs-
funktionen berechnet werden muss. Zur Berechnung ist die Positions-
und Orientierungsbestimmung des Nutzers durch ein Trackingsystem
notwendig. Untersuchungen [Men05, Len08] zeigen auch die Nutzung
von Lautsprechern zur Auralisierung. Hierfür werden die Ohrsignale
auf Lautsprechersignale zurückgerechnet. Das verwendete Prinzip wird
Übersprechkompensation genannt.
Für jeden Nutzer sind separate Kopfhörer und Berechnungen erforder-
lich, so dass sich die Binauraltechnik in der Regel nur für einzelne oder
einige wenige Nutzer sinnvoll realisieren lässt. Weiterhin ist das Tragen
von Kopfhörern für die Nutzung im Entwicklungsprozess während der
Konstruktionsberatung ungünstig, da diese die Kommunikation ein-
schränken.
2.3.2 Wellenfeldsynthese
2.3.2.1 Das Huygenssche Prinzip
Grundlage der Wellenfeldsynthese (WFS) ist das Huygenssche Prin-
zip. Es besagt: Jeder Punkt auf einer Wellenfront ist gleichzeitig eine
Quelle für eine neue kugelförmige Elementarwelle. Bei der Superposi-
tion der Elementarwellen ergibt sich als Einhüllende die neue Wellen-
front [The04]. Die Wellenfront einer primären Schallquelle kann dem-
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Abbildung 2.7: Konzept der Binauraltechnik am Beispiel eines Geigenspielers
mit richtungsabhängiger Schallabstrahlung [Len08]
nach durch Superposition unendlich vieler sogenannter Sekundärquel-
len nachgebildet werden [The04]. Abbildung 2.8 zeigt die Anwendung
des Huygensschen Prinzips in der Akustik. Die Sekundärquellen werden
dabei durch eine große Anzahl an Lautsprechern nachgebildet [Bra04a,
Bra04b, Bra09]. In Abbildung 2.8 wird deutlich, dass sich beim Ver-
schieben der Primärquelle, dargestellt über einen Lautsprecher, das
Schallfeld der Quelle mit verschiebt. Dies wird über eine veränderte
Ansteuerung der Lautsprecher nachgebildet.
Abbildung 2.8: Grundprinzip der Wellenfeldsynthese [Bra04a]
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2.3.2.2 Grundlage der Wellenfeldsynthese
Die Basis der für die WFS notwendigen Berechnungen ist das 3D-






















dO [pA] = Pa
(2.9)
Der erste Term repräsentiert die Verteilung der Monopole (Kugelstrah-
ler nullter Ordnung mit punktsymmetrischer Abstrahlung) mit der
Schallschnelle υn ([υn] =
m
s ) normal auf der Oberfläche O. Der zweite
Term beschreibt die Verteilung der Dipole (Kugelstrahler erster Ord-
nung durch Überlagerung des Schalldruckes zweier gegenphasiger Mo-
nopole [DEG04]) mit dem Schalldruck p
D
([pD] = Pa) [Ver97]. Der
Winkel ϕ ([ϕ] = rad) ist der Winkel zwischen dem Normalenvektor ~n
auf der Oberfläche O und dem Vektor ~r ([r] = m) (siehe Abbildung
2.9). ̺0 ist die Luftdichte ([̺0] =
kg
m3 ). Die Monopole und Dipole bilden
die Sekundärquellen.
Für die WFS ist das Ergebnis des Kirchhoff-Helmholtz-Integrals au-
ßerhalb der Oberfläche O nicht relevant. Somit kann das Integral bei
Annahme einer festen Oberfläche zu einer Beschreibung der reinen







Abbildung 2.9: Parameter des Kirchhoff-Helmholtz Integrals nach [Mel05]
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Rayleigh-Integral I (Beschreibung der Monopolverteilung) und das Ray-
leigh-Integral II (Beschreibung der Dipolverteilung) [Ver97, Hul04].
Eine weitere Vereinfachung der WFS ist die Reduktion auf eine Re-
produktionsebene [Sta97]. Die Sekundärquellen (realisiert durch eine
endliche Anzahl an Lautsprechern) in der Reproduktionsebene müs-
sen für die Nachbildung der Wellenfront einer Primärquelle angesteuert
werden. Hierfür wird ein Syntheseoperator benötigt. Dieser lässt sich
aus den Vereinfachungen des Kirchhoff-Helmholtz-Integrals herleiten
[Ver97, Sla10].
In der derzeitigen Umsetzung der WFS im IOSONO System [IDM07]
(Stand 2007) werden die Primärquellen als Monopole abgebildet. Die
Beschreibung von Schallquellen in der virtuellen Szene muss dement-
sprechend über Punktquellen erfolgen, die räumlich zu platzieren sind.
Für die nachfolgenden Betrachtungen wird der Begriff Monopol ver-
wendet, um die richtungsunabhängige Abstrahlung zu verdeutlichen.
Die Informationen über die Schallquelle müssen nach jeder Änderung
der Parameter oder Position an das WFS-System übergeben werden.
Weitere Informationen zum Einsatz der WFS können in [Ver97, Hul04,
Spr06, Spo08] nachgelesen werden.
2.3.2.3 Möglichkeiten der Wellenfeldsynthese für die Produktentwicklung
Durch die Nachbildung kompletter Wellenfronten über Lautsprecherar-
rays ergibt sich für die WFS der große Vorteil, dass alle im Hörbereich
befindlichen Nutzer den richtigen Höreindruck in Bezug auf die Distanz
und Richtung haben (Grenzen durch die technische Umsetzung werden
in [Ver97] diskutiert). Für ein komplettes Schallfeld muss der Zuhö-
rerraum vollständig von Lautsprechern umgeben sein (siehe Abbildung
2.10). Vollständig heißt derzeit innerhalb einer Ebene, in der Regel in
einer Horizontalebene. Dadurch ergibt sich für die Produktentwicklung
die Möglichkeit, dass mehrere Nutzer die Schallabstrahlung eines virtu-
ellen Prototyps realitätsnah bewerten können [Bri09b, Höh07a, Bri10].







Abbildung 2.10: Lautsprecheranordnung für die Wellenfeldsynthese mit zwei
Beispielquellen
2.4 Schlussfolgerungen zum Stand der Technik
Die Technologie VR wird verstärkt in der Produktentwicklung einge-
setzt. Die Visualisierung von Geometrie, direkt mit der Geometrie ver-
bundener oder abstrakter Informationen ist Stand der Technik. Damit
können viele Produkteigenschaften, wie Funktion, Herstell- und Mon-
tierbarkeit, bereits gut virtuell abgesichert werden. Der aktuelle Trend
geht zur Erweiterung der VR um weitere Sinnesmodalitäten, wie die
Haptik und Akustik, um die Immersion zu erhöhen und die Interak-
tionsmöglichkeiten zu erweitern sowie um weitere Eigenschaften absi-
chern zu können. Gerade die Akustik in der VR wurde für Anwendun-
gen mit technischen Systemen bisher jedoch wenig untersucht. Es sind
daher Fragestellungen zur Repräsentation, Modellvereinfachung unter
Echtzeitanforderungen, Interaktion mit dem Modell, Datenhaltung und
-bereitstellung, Parametergewinnung und weitere zu diskutieren.
Die Untersuchungen zu Auralisierungsmethoden zeigen, dass unter-
schiedliche Methoden mit sehr guter Reproduktionsgenauigkeit exis-
tieren. Mittels der Binauraltechnik und der Wellenfeldsynthese können
Schallquellen hinsichtlich Position und Lautstärke realitätsnah aurali-
siert werden. Beide Auralisierungsmethoden finden bereits in der VR
Anwendung. Die Recherchen zeigen jedoch, dass kaum Untersuchungen
mit technischen Produkten durchgeführt wurden. Es fehlen konkrete
Anforderungen an die notwendige Repräsentation zur Beschreibung der
Position der Schallquellen in Relation zur Gestalt, zur Beschreibung der
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richtungsabhängigen Schallabstrahlung technischer Systeme sowie zur
Bereitstellung der notwendigen Akustikdaten in Echtzeit.
Die Untersuchungen auf dem Gebiet der Maschinenakustik konzentrie-
ren sich vorwiegend auf die möglichst realistische Modellbildung. Für
zahlreiche Anwendungen konnten mit numerischen Methoden hohe Mo-
dellgenauigkeiten erreicht werden. Diese Methoden sind jedoch für die
Anwendung in der VR derzeit nicht geeignet, da der Rechenaufwand
zu groß und dadurch keine Echtzeitfähigkeit gegeben ist. Die Untersu-
chungen zeigen auch, dass die Simulationsmethoden FEM und SEA nur
für begrenzte Frequenzbereiche geeignet sind. Sie können den akustisch
relevanten Frequenzbereich (ca. 20 bis 16.000 Hz) nicht abdecken (siehe
Abbildung 2.11). FEM kann vor allem im niedrigen und mittleren Fre-
quenzbereich eingesetzt werden. Die SEA-Methode deckt den Bereich
der höheren Frequenzen ab. Für die Anwendung in der VR und während
der Produktentwicklung sind daher vereinfachte, echtzeitfähige Simula-
tionsmethoden nötig, welche den akustisch relevanten Frequenzbereich
abdecken. Sinnvoll ist der Einsatz von linearen Übertragungsfunktio-
nen oder linearen Vierpolen. Gerade für die Produktentwicklung ist es
weiterhin wichtig, dass die Modellparameter aus Messungen oder Simu-
lationen stammen können, da gerade in frühen Phasen der Produktent-
wicklung noch keine verlässlichen Produktmerkmale und -eigenschaften
vorliegen. Weiterhin sind Fragestellungen zur Parameterbereitstellung
und Modularisierung der Modelle zu beantworten, damit die Modelle
der Sichtweise des Ingenieurs nachempfunden werden.












Abbildung 2.11: Einsatz von Simulationswerkzeugen in Abhängigkeit von der
Frequenz
3 Einrichtung eines audio-visuellen VR-Systems
Die realitätsnahe Wiedergabe eines audio-visuellen Modells eines tech-
nischen Systems (es wird hier davon ausgegangen, dass sich das Objekt
meist in der Nähe des Nutzers befindet) erfordert ein VR-System mit
folgenden Komponenten [Hus07a, Hus07b]:
• Visualisierungssystem zur Erzeugung stereoskopischer Bilder
• Auralisierungssystem für eine räumliche akustische Wiedergabe
• Interaktionssystem
Für einen möglichst hohen Immersionsgrad muss dem Benutzer ein Bild
in mehreren Raumrichtungen dargestellt werden. Dies ist derzeit nur
mit Projector Based Displays mit mehreren oder gewölbten Projekti-
onswänden sowie kopfgebundenen Ausgabegeräten, wie HMDs, möglich
(siehe Abschnitt 2.1.2). HMDs sind für den Einsatz in der Produktent-
wicklung weniger geeignet, sofern die Kommunikation zwischen mehre-
ren Ingenieuren über ein Modell im Vordergrund steht. Daher empfiehlt
sich die Nutzung von Projector Based Displays, wie eine CAVE. Man
unterscheidet bei den Projektionssystemen zwischen Auf- und Rückpro-
jektion. Für die Seitenwände der CAVE-Systeme verwendet man über-
wiegend Rückprojektionssysteme. Aufprojektion ist für die Seitenwände
ungünstig, da der Benutzer im Lichtweg steht und eine Projektion von
oben oder der Seite zu starken Verzerrungen führt.
Die Auralisierung sollte für alle Benutzer realitätsnah sein. Da in der
Produktentwicklung meist mehrere Benutzer gleichzeitig das virtuel-
le Produkt analysieren, empfiehlt sich der Einsatz eines WFS-Systems
(siehe Abschnitt 2.3.2). Derzeit ist die WFS nur für die Wiedergabe
in der Ebene umgesetzt [Sla10]. Dies ist für die meisten Anwendungen
keine große Einschränkung, da die Lokalisation des menschlichen Hör-
systems in der Medianebene weniger genau als in der Horizontalebene
ist [Bla01, Dic08] (siehe Abbildung 3.1). Damit die Fehler der Wahr-
nehmung in der Richtung des Elevationswinkels minimal sind, sollten
die Lautsprecher auf Ohrhöhe angebracht sein [Spo08]. Ein Kompro-
miss für unterschiedliche Körpergrößen sowie die Berücksichtigung von
stehenden und sitzenden Personen ist eine Lautsprecherhöhe von ca.
1.500 mm über dem Boden.
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Abbildung 3.1: Ebenen für die Lokalisation von Schallereignissen [Len08]
Aus der Anordnung zahlreicher Lautsprecher rund um den Hörraum,
wie sie zur Nutzung der WFS erforderlich ist, ergibt sich das Problem,
dass die Lautsprecher (z.B. in 1.500 mm Höhe angeordnet) im Bereich
der Projektionswand, bzw. – bei mehrseitigen CAVEs – der Projekti-
onswände, im Sichtfeld liegen. Zur Lösung dieses Problems können die
Lautsprecher hinter den Projektionswänden angebracht [Mel03, Mel05,
Spr06] bzw. müssen aus dem Sichtfeld verschoben werden. Beide Vari-
anten stellen keine optimale Lösung dar. Bei der Platzierung der Laut-
sprecher hinter den Projektionswänden findet stets eine Verzerrung und
Dämpfung des akustischen Signals statt. Für Aufprojektionssysteme
mit gelochten Projektionswänden ist es möglich, dieses Verhalten über
Filter zu kompensieren [Mel03]. Bei Rückprojektionssystemen ist dieser
Aufwand zu groß, da die Lautsprecher erst hinter den Projektoren und
ggf. Spiegeln mit mechanischer Aufhängung angeordnet werden können.
Außerdem ist der Einsatz von gelochten Projektionswänden bei Rück-
projektionssystemen ungünstig. Die Kombination von Stereoprojektion
in einer CAVE mit der WFS ist derzeit daher nur durch das Platzieren
der Lautsprecher außerhalb des Sichtfeldes sinnvoll. Die Möglichkeiten
sind dabei die Platzierung unter- und oberhalb der Leinwand sowie die
Reduktion des Sichtfeldes und Platzierung der Lautsprecher in diesem
Bereich [Höh05].
Ein hierfür notwendiges, neuartiges 3-Seiten-System (Flexible Audio-
visuelle Stereo-Projektionseinrichtung (FASP)) mit der Kombination
aus Stereoprojektion und WFS wurde am Kompetenzzentrum Virtu-
al Reality der Technischen Universität Ilmenau zusammen mit dem
Fraunhofer IDMT (Fraunhofer-Institut für Digitale Medientechnolo-
gie) konzipiert [Höh07a] und durch die Firmen Barco und IOSONO
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Abbildung 3.2: Audio-visuelles VR-System (FASP) am Kompetenzzentrum Vir-
tual Reality der Technischen Universität Ilmenau [Höh09]
der Konzeption und der Inbetriebnahme der FASP maßgeblich betei-
ligt. Die FASP besitzt drei relativ zueinander bewegliche Projektions-
wände, wodurch sich Immersionsgrad, Bewegungsfreiheit und Größe des
möglichen Anwenderkreises spezifisch auf die Aufgabe anpassen lassen.
Im Bereich der Projektionswände wurden die Lautsprecher unter- und
oberhalb dieser angebracht. In dem freien Bereich ohne Projektions-
wände ist es möglich, die Lautsprecher in der Höhe von 1.500 mm zu
platzieren. Die Lautsprecher außerhalb des Projektionsbereiches müs-
sen je nach Konfiguration („CAVE“, „Theater“, „Powerwall“) des Pro-
jektionssystems neu positioniert werden. Da die Lautsprecherposition
für das Rendering genau bekannt sein muss, wurden die Lautsprecher
in Gestelle eingebaut, die sich über Indexierungsstifte reproduzierbar
platzieren lassen.
Für die Nutzung des VR-Systems sind Rechnersysteme zur Simula-
tion und für das visuelle und akustische Rendering notwendig (vgl.
Abbildung 3.3). Zwischen den beiden Renderern werden Positions-,
Lautstärke- sowie Steuerinformationen ausgetauscht. Hierfür wird das
OSC (Open Sound Control)-Protokoll [Wri97] verwendet. Parallel zum
Protokoll benötigt der WFS-Renderer ein Akustik-Signal auf einem im
Protokoll übergebenen Kanal.
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Als VR-Software wird die Software Virtual Design 2 (VD2) von der
Firma vrcom GmbH eingesetzt. Die Software beinhaltet bereits zahl-
reiche Funktionalitäten zum Laden, Bearbeiten und Visualisieren von
Modellen. Über eine Skript-Schnittstelle sowie API (Application Pro-
gramming Interface) können die Funktionalitäten der Software erwei-
tert werden. Über diese Schnittstellen können die Knoten aus dem Sze-






























Abbildung 3.3: Systemarchitektur der FASP an der Technischen Universität
Ilmenau
Für die Steuerung der Software und des VR-Modells sind Eingabegerä-
te notwendig, die eine intuitive Interaktion ermöglichen. Dafür verfügt
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die FASP, neben der Operatoreingabe mittels desktopgebundener Ein-
gabegeräte, über isotonische Eingabegeräte, die optisch getrackt wer-
den. Im Rahmen der Arbeit wurden die Eingabemöglichkeiten um den
physischen Prototypen eines Fahrzeugs (eine „Sitzkiste“ [Hop08]) mit
Pedal- und Lenkrad-Bedienung sowie um 3D-Menüs in der virtuellen
Szene erweitert.
Zur Nutzung des VR-Systems werden erweiterte VR-Modelle für die
Repräsentation akustischer Produkteigenschaften zusammen mit der
Gestaltbeschreibung benötigt. Die Entwicklung dieser ist Schwerpunkt
des nächsten Kapitels.
Die Simulationsmodelle in den nachfolgenden Kapiteln werden aus tech-
nischen Gründen für die Simulation auf Standard Rechnern konzipiert
und entwickelt.

4 Auralisierung akustischer Produkteigenschaften
technischer Systeme in der VR
Dieses Kapitel beschäftigt sich mit grundlegenden Untersuchungen zur
Auralisierung bekannter akustischer Produkteigenschaften im VR-Sys-
tem. Die durchgeführten Untersuchungen beschränken sich auf die An-
wendung der Wellenfeldsynthese als Auralisierungsmethode. Im ersten
Abschnitt wird die Repräsentation akustischer Produkteigenschaften in
der VR, verbunden mit der Gestaltbeschreibung, erarbeitet. Die Ergeb-
nisse werden anhand von Beispielen verdeutlicht. Da viele technische
Systeme eine markante und für die Bewertung relevante richtungsab-
hängige Schallabstrahlung besitzen, werden im Abschnitt 4.2 Methoden
zur Beschreibung der Richtcharakteristik entwickelt.
4.1 Einbindung akustischer Informationen in das VR-Modell
4.1.1 Parameter der Sound-Knoten
Der WFS-Renderer berechnet in jedem Simulationsschritt die Lautspre-
chersignale für ein durch punktförmige Schallquellen (Monopole) vor-
gegebenes Schallfeld. Hierfür müssen während des Rendering-Prozesses
unterschiedliche Informationen über die Schallquellen aus dem Szenen-
graph an das WFS-System übergeben werden. Bei der Analyse der aus-
zutauschenden Daten lässt sich erkennen, dass es Informationen gibt,
die mit der Position und Orientierung der Gestalt des technischen Sys-
tems im Zusammenhang stehen. Dazu gehören:
• räumliche Position der Schallquelle
• Orientierung der Schallquelle bzw. Anordnung mehrerer Schall-
quellen bei richtungsabhängiger Schallabstrahlung (Erläuterung
erfolgt im Abschnitt 4.2)
Für diese Abhängigkeiten (Position und Orientierung) zwischen Ge-
staltbeschreibung und Schallquelle bieten sich die Eltern-Kind-Bezie-
hungen im Szenengraph an. Alle Transformationsänderungen im Sze-
nengraph werden an die Kind-Objekte übergeben. Als Eltern-Objekt
wird ein Gruppen-Knoten benötigt, welcher nur zu der Komponente
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gehört. Der Gruppen-Knoten dient als gemeinsames Eltern-Objekt für
die Gestaltbeschreibung und die Schallquelle. Die Transformationsän-
derungen des Gruppen-Knotens werden so auf die Gestaltbeschreibung
und die Schallquelle übertragen. In Abbildung 4.1 ist dies beispiels-
weise der Knoten „Komponente 1“ für den „Sound-Knoten 1“ und das
Gestaltelement „Geometrie 1“.
Weitere Beschreibungsgrößen der Schallquelle sind unabhängig von der
räumlichen Position. Diese können als Parameter der Schallquelle abge-
speichert werden. Dabei ist darauf zu achten, dass sich neben der räum-
lichen Position und Orientierung auch weitere Parameter der Schall-
quelle, wie die Lautstärke, während des Rendering ändern können. Da-
her müssen diese Parameter für den Nutzer während der VR-Session
veränderlich beschrieben werden. Weiterhin benötigt der Sound-Knoten
eine Referenz auf das Akustik-Signal.
Abbildung 4.1 zeigt die für den verwendeten WFS-Renderer notwen-
digen Parameter der Sound-Knoten [Höh07c, Mel10] sowie die Zuord-
nung der Sound-Knoten im Szenengraph. Über den Anbieter der VR-
Software wurden entsprechende Sound-Knoten im Szenengraph nach
Absprache bereitgestellt.
Zur Übertragung von 3D-Modellen aus CAD (Computer Aided Design)-
Systemen oder von Teil-Szenengraphen mit Sound-Knoten aus Simula-
tionswerkzeugen (siehe Abschnitt 4.2.2) in die verwendete VR-Software


































Abbildung 4.1: Parameter der Sound-Knoten
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deling Language [ISO97c]) zum Einsatz. Die Sound-Knoten im VRML-
Format können mit der Standardspezifikation nicht alle WFS-Parameter
abbilden. Es zeigt sich jedoch, dass nicht alle Parameter des VRML-
Sound-Knoten für die WFS-Parameter benötigt werden. Damit die für
den WFS-Renderer notwendigen Parameter abgebildet werden können,
wurde eine Reinterpretation der Parameter im VRML-Sound-Knoten
eingeführt [Höh07c]. Diese wird beim Import in die VR-Software be-
rücksichtigt.
4.1.2 Zuordnung der Schallquellen zu den Komponenten
Ein technisches System besteht in der Regel aus mehreren schaller-
zeugenden Komponenten. Für den Ingenieur ist von Interesse, wel-
chen Einfluss eine Komponente auf die Gesamtakustik hat. Der In-
genieur möchte daher das akustische Verhalten der einzelnen Kompo-
nenten beeinflussen oder sogar austauschen, um den Einfluss auf das
akustische Gesamtverhalten zu evaluieren. Aus diesem Grund sollte
das akustische Verhalten der einzelnen Komponenten über separate
Sound-Knoten im Szenengraph beschrieben werden (siehe Abbildung
4.1) [Höh07b, Hus07c]. Dies ermöglicht, sie unabhängig voneinander
zu manipulieren. Welche Bauteile zu einer Komponente zusammenge-
fasst werden, hängt vom Untersuchungsziel, von den bekannten separa-
ten Akustik-Signalen und den über die Wahrnehmung lokalisierbaren
Schallereignissen [Bla01] ab. In den untersuchten Maschinen werden
vorwiegend Motoren, Getriebe, Führungen, Lager, etc. als Komponen-
ten betrachtet. Sollen beispielsweise ganze Fabrikhallen untersucht wer-
den, so ist es sinnvoll, die einzelnen Maschinen jeweils als Einheit zu
betrachten und durch je eine Schallquelle zu repräsentieren. Eine obe-
re Grenze für die Anzahl gleichzeitig auralisierbarer Schallquellen wird
durch den jeweiligen WFS-Renderer vorgegeben.
Damit die Parameter der Sound-Knoten während der VR-Session mani-
puliert werden können, sind Funktionen notwendig, welche über Events
der Eingabegeräte oder Events der Anwendungen (z.B. bei Kollisions-
erkennungen) gesteuert werden. Zu den einfachsten Manipulationen
gehören das Ein- und Ausschalten der separaten Sound-Knoten, die
Veränderung der Lautstärke oder das Austauschen des Akustik-Signals
über eine veränderte Referenz. Es ist sinnvoll, den Wertebereich für die
Parameter zu begrenzen. Gerade bei der Lautstärke sollte ein Maximal-
wert definiert werden, damit keine Schädigung des Anwenders auftreten
kann. Weiterhin sind Funktionen notwendig, welche das Erzeugen neu-
er Schallquellen während der VR-Session ermöglichen. Unter Nutzung
der API der VR-Software konnten diese Funktionen umgesetzt werden.
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Die Position der Sound-Knoten sollte gezielt gewählt werden. Da die
Wiedergabe mit der Wellenfeldsynthese realitätsnah ist, kann die Posi-
tion der Quelle gut zugeordnet werden. Weiterhin erfolgt die Repräsen-
tation als Monopol mit infinitesimal kleiner Ausdehnung. Die Sound-
Knoten sollten daher gezielt innerhalb der Komponenten bzw. an der
Kopplung relativ zueinander bewegter Komponenten platziert werden.
Die notwendigen Funktionalitäten bietet die VR-Software über Trans-
formationsmatrizen zwischen Gruppen- und Sound-Knoten.
4.1.3 Anwendungsbeispiele auf Basis experimenteller Daten
Im Rahmen erster Untersuchungen wurden Modelle unterschiedlicher
technischer Systeme unter Nutzung experimentell erfasster Schallfelder
erarbeitet. Für die Modelle wurde die geometrische Repräsentation aus
CAD-Daten gewonnen. Die VR-Modelle wurden derart erweitert, dass
das funktionale Verhalten (z.B. Bewegungsabläufe) nachgebildet wird.
Gesteuert werden die Modelle über Skripte, welche im VR-System über
die Eingabegeräte aufgerufen werden können.
Als ein Beispiel dient eine Pick-and-Place-Maschine [Ull03] (siehe Ab-
bildung 4.2) zur Montage von kleinen Bauteilen mit sehr kurzen Takt-
zeiten unter Nutzung von Kurvengetrieben (eine andere Version ge-
genüber der Maschine im Kapitel 6). Die Schallabstrahlung der Pick-
and-Place-Maschine wird durch den Motor, die Zahnradgetriebe, die





Abbildung 4.2: Modell der Pick-and-Place-Maschine nach [Ull03]
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sche Verhalten lässt sich mit 10 Schallquellen beschreiben, die als Mo-
nopole im Szenengraph unterhalb der schallerzeugenden Komponenten
platziert werden. Die notwendigen Daten stammen von messtechnisch
erfassten Schallquellen [Köh06]. Über die API-Funktionen können die
einzelnen Schallquellen manipuliert werden. Das Abschalten einzelner
Quellen ermöglicht die Bewertung des Einflusses der jeweiligen Kom-
ponente. Mit diesem Modell wurde entsprechend dem Gesamtkonzept
in Abbildung 1.9 eine interaktive VR-Szene geschaffen, die eine erste
Bewertung der akustischen Produkteigenschaften unter Nutzung empi-
risch erfasster Akustik-Signale ermöglicht (Block 1 in Abbildung 1.9).
Als weiteres Beispiel dient ein Rundtaktautomat der Firma SIM Au-
tomation GmbH & Co. KG (siehe Abbildung 4.3) zur Montage kleiner
Bauteile. Die wesentlichen Schallquellen des Rundtaktautomaten sind
der Schwingförderer, die Antriebseinheit mit Kurvenscheiben, der Aus-
wurf sowie die mittels Bowdenzug gesteuerten Handlingeinheiten. Das
VR-Modell besteht aus neun einzelnen Schallquellen, deren Parameter












Abbildung 4.3: VR-Modell des Rundtaktautomaten
Die Akustik-Signale für das Modell der Pick-and-Place-Maschine und
das Modell des Rundtaktautomaten stammen von realen Systemen. Um
möglichst realistische und plausible Modelle zu erhalten und die An-
forderungen der WFS zu erfüllen, müssen die aufgezeichneten Akustik-
Signale sowie die VR-Modelle eine Reihe von Kriterien erfüllen:
• Das akustische Verhalten von technischen Systemen hängt vom
stationären und instationären Zustand dieser ab. Daher muss der
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Zustand bei der Messung eingestellt und erfasst werden, damit
dieser im VR-Modell abbildbar ist.
• Während der Messung müssen die Akustik-Signale der einzelnen
Komponenten separat erfasst werden. Eine wichtige Herausforde-
rung besteht darin, die Schallereignisse möglichst trocken zu er-
fassen, dies bedeutet mit geringen Raumanteilen und ohne Stör-
geräusche aus der Umgebung.
• Die einzelnen erfassten Akustik-Signale sollten nur die jeweils ge-
wünschten Schallquellen beinhalten und keine weiteren Kompo-
nenten. Beispielsweise sollte nicht der Motor bei einem aufgenom-
menen Getriebe zu hören sein, durch den das Getriebe angetrieben
wird.
• Bei der Auralisierung spielt die relative Lautstärke der Schallquel-
len eine entscheidende Rolle. Daher ist bei der Messung darauf zu
achten, dass über die erfassten Schalldrücke die Relation richtig
abgebildet werden kann.
Zur Trennung der Signale sowie zur Isolation der Umgebungsgeräusche
wurden für die Anwendungsbeispiele Schaumstoffmatten eingesetzt. Je-
doch ist es hiermit nicht möglich, die Geräusche der einzelnen Kompo-
nenten vollständig zu isolieren. Eine Möglichkeit, die separaten Akustik-
Signale experimentell an realen Maschinen zu erfassen, ist die Nutzung
von Methoden der Quellenseparierung [Ser95, Aic07]. Die Anwendung
bei technischen Systemen ist jedoch sehr aufwändig. Im Rahmen die-
ser Arbeit wurde daher ein pragmatischerer Ansatz verfolgt und die
Separation auf Basis von markanten Frequenzbereichen und des zeit-
lichen Ablaufs vorgenommen [Köh06, Höh07b]. Beispielsweise hatten
die vermessenen Motoren eine dominant tieffrequente Charakteristik,
die über einen Filter aus den gemeinsamen Spektren herausgerechnet
werden konnte. Weiterhin treten bei den Maschinen prozessbedingt ei-
nige Geräuschanteile nur temporär auf (z.B. die Geräuschanregung an
den Handlingeinheiten), so dass diese gut zuordenbar sind. Dadurch
war eine für die Auralisierung hinreichend genaue Trennung der Signa-
le möglich.
4.2 Einbeziehung der Richtcharakteristik
Im vorhergehenden Abschnitt wurden die Schallquellen für einzelne
Komponenten als einfache Monopole beschrieben. Jede Komponente
hat eine kugelförmige Richtcharakteristik. Reale technische Systeme
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weisen jedoch eine komplexere Richtcharakteristik auf. Zusätzlich be-
sitzen viele technische Systeme diskrete Raumbereiche mit unterschied-
lichen Schallfeldern, wie beim Durchgang durch die Einhausung einer
Maschine. Hier soll im Weiteren von diskontinuierlichen Schallfeldern
gesprochen werden. Diese können mit den bisher betrachteten Modellen
noch nicht abgebildet werden.
Durch Einbeziehung einer richtungsabhängigen Schallabstrahlung kann
der Nutzer die Intensität des abgestrahlten Schalls erfassen und er er-
hält Informationen über seine Relativposition zum technischen Sys-
tem. Die Berücksichtigung unterschiedlicher Bereiche mit diskontinu-
ierlichem Übergang des Schallfeldes ist für die Auralisierung bei tech-
nischen Systemen in der VR notwendig, da der Nutzer so ein Feed-
back zum Betreten und Verlassen unterschiedlicher Raumbereiche er-
hält. Beide Charakteristiken sollten mit den Modellen abgebildet wer-
den können.
Die Beschreibung der Richtcharakteristik eines technischen Systems
kann direkt oder indirekt erfolgen. Bei einer direkten Beschreibung
wird neben der Position der Quelle die Richtcharakteristik als Funkti-
on von Azimut- und Elevationswinkel (siehe Abbildung 4.4) hinterlegt.
Bei einer indirekten Beschreibung wird die Richtcharakteristik durch
mehrere Einzelquellen substituiert. Die Richtcharakteristik ergibt sich
erst bei der Überlagerung der Einzelquellen.
Der WFS-Renderer ermöglicht die Beschreibung der akustischen Szene
ausschließlich über Monopole. Somit ist eine direkte Beschreibung nicht
möglich. Für die Anwendung der WFS und die direkte Einbindung in
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die Richtcharakteristik indirekt mittels Monopolen beschreiben. Für
die Nutzung der Methoden in der Produktentwicklung ist weiterhin
wichtig, dass die notwendigen Eingangsdaten einfach und auf Basis der
virtuellen Prototypen oder realen Produkte gewonnen werden können.
4.2.1 Portalmethode
Die primäre Zielstellung des Portal-Konzeptes ist die Repräsentation
diskontinuierlicher Schallfelder, wie sie bei vielen technischen Syste-
men auftreten. Diskontinuierliche Schallfelder sind aus kontinuierlichen
Schallfeldern zusammengesetzt, welche stets durch geometrische Ob-
jekte, z.B. eine Gehäusewand, begrenzt werden (siehe Abbildung 4.5).
Beim virtuellen Durchgang durch das begrenzende, geometrische Ob-
jekt wechselt das den Benutzer umgebende Schallfeld. Für das VR-
Modell sollte daher die Modellierung der Schallfelder an die begren-
zenden, geometrischen Elemente gekoppelt werden. Beim Durchgang
durch diese Elemente erfolgt (über Events) die Aktivierung oder Deak-







Abbildung 4.5: Übergang eines Benutzers zwischen diskreten Raumbereichen
mit Wechsel des umgebenden Schallfeldes
Das Betreten eines Bereichs ist mit der Kollision zwischen dem Be-
nutzer und einem Begrenzungselement verbunden. Derartige Events
lassen sich mittels Kollisionsanalysen erfassen, so dass dazu die je-
weils gültigen Schallfeldbeschreibungen aktiviert werden können. Für
die Echtzeit-Anwendung ist es jedoch nicht sinnvoll, die Gehäusewände
selber auf Kollision zu prüfen. Die Geometrie ist oftmals für effiziente
Kollisionsalgorithmen zu komplex. Die bessere Alternative besteht dar-
in, die Bereiche durch Primitive zu überlagern, deren Oberflächen an
Stelle der realen geometrischen Elemente auf Kollision geprüft werden.
In der vorhandenen VR-Software wurde das entwickelte Konzept unter
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Nutzung sogenannter Portale realisiert. Portale sind geometrische 3D-
Primitive. Sie werden im Szenengraph so platziert, dass die Oberflächen
der Portale mit den Begrenzungselementen der technischen Systeme
zusammenfallen. Die Portale sind für den Benutzer nicht sichtbar. In
jedem Portal wird das Schallfeld über Schallquellen mit entsprechen-
den Parametern abgebildet. Durch die Events der Kollisionen werden
Funktionen aufgerufen, welche die Änderungen an den Parametern der
Schallquellen vornehmen.
Die Modellierung der Schallfelder in den Portalen erfolgt über Mo-
nopole. Daher kann zunächst innerhalb eines Portals keine Modellie-
rung der richtungsabhängigen Schallabstrahlung erfolgen. Damit den-
noch eine richtungsabhängige Schallabstrahlung technischer Systeme
berücksichtigt werden kann, soll das Konzept durch Einführung zu-
sätzlicher Portale erweitert werden. Viele technische Systeme besit-
zen plattenförmige Außenflächen. An diesen Platten erfolgt ein großer
Teil der Schallabstrahlung aufgrund vorliegender Biegeschwingungen
[Hen08, Kol00, Mös05]. Weiterhin besitzen einige technische Systeme
in den Außenflächen Öffnungen, an denen Luftschall austritt (in Abbil-
dung 4.6 z.B. die Öffnung für den Auswurf). Bei manchen technischen
Systemen findet man an den Außenflächen auch weitere Komponenten,
die Schall abstrahlen (in Abbildung 4.6 z.B. der Schwingförderer). Diese
Punkte legen für eine Modellierung der richtungsabhängigen Schallab-
strahlung mit diskreten Bereichen nahe, den Bereich um das technische
System in Abhängigkeit von den Oberflächenelementen in weitere Por-
tale aufzuteilen. Somit kann in jedem Portal ein verändertes Schallfeld
abgebildet werden. Für das Konzept soll die idealisierte Annahme ge-
troffen werden, dass bei der Abstrahlung vor den Platten keine Rich-
tungsabhängigkeit vorliegt. Dies ist natürlich aus physikalischer Sicht
gerade bei der komplexen Schallabstrahlung von Biegeschwingungen
[Cre96] sowie den an den Öffnungen und Kanten auftretenden Beu-
gungseffekten nicht korrekt. Dennoch erlaubt dieser Ansatz für die be-
trachteten Anwendungen eine erste gute Näherung, um das Schallfeld
in Abhängigkeit von den Außenplatten zu beschreiben (siehe Abbildung
4.6) [Hus06, Hus09c, Höh07c].
Problematisch gestaltet sich beim dargestellten Ansatz der Übergang
zwischen den Portalen, wenn das Schallfeld eigentlich kontinuierlich
verläuft. Derzeit findet beim Übergang ein diskreter Sprung im Schall-
druck und ggf. auch Spektrum statt. Es wird ein Übergangsbereich
benötigt, in welchem eine Anpassung zwischen den Schallfeldern über
die Parameter der einzelnen Monopole erfolgt. Für die Modellierung im
Übergangsbereich wird eine Start- und Endposition sowie eine Steuer-
größe für den Übergang benötigt (hier nur für zwei Portale betrachtet).










Abbildung 4.6: Portale am Beispiel des Rundtaktautomaten mit Schallquellen
Die Steuergröße q ([q] = rad) muss positionsabhängig für eine definierte
Basis gewählt werden (siehe Abbildung 4.8). Für die Beschreibung der
Quellfunktion Snm ([S] = Pa m) eines Monopols im Übergangsbereich
ist eine Interpolation (siehe Abbildung 4.7) zwischen den Quellfunk-
tionen Sn, Sm in den benachbarten Portalen in Abhängigkeit von der
Steuergröße q und der Breite des Übergangsbereichs dq ([dq] = rad)
nötig. Die Interpolation ist unter Nutzung der Trackingdaten zu imple-
mentieren.
Liegen die Primärquellen des technischen Systems im Bezug zur ge-
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Abbildung 4.7: Prinzip der Anpassung der Quellfunktion zwischen zwei Porta-
len






Abbildung 4.8: Übergang zwischen zwei Portalen
zwischen zwei Portalen Zylindersektoren geeignet. Als Basis für die
Übergangsbereiche können die Eckpunkte der Portale verwendet wer-
den (siehe Abbildung 4.8).
Unter Nutzung der Portalmethode wurden mehrere Beispielmodelle er-
arbeitet. Hierzu zählen ein Rundtaktautomat (siehe Abbildung 4.6)
sowie Modelle aus der Kraftfahrzeugtechnik. Für die Modelle wurden
die notwendigen Schallfelddaten messtechnisch bestimmt. Dabei kamen
Messdaten außerhalb der technischen Systeme sowie gefilterte trockene
Schallquellen (siehe Abschnitt 4.1.3) zum Einsatz. Bei diesen Model-
len kommt insbesondere der Vorteil der Methode für diskontinuierliche
Schallfelder (Außen-/Innenakustik) zum Tragen.
Die generelle Vorgehensweise bei der Nutzung der Portal-Methode in
der Produktentwicklung ist:
1. Ermittlung der diskreten Raumbereiche sowie der Bereiche mit an-
nähernd konstanter Richtcharakteristik und Erfassung der Schall-
feldinformationen
2. Erzeugung von geometrischen Primitiven zur Repräsentation der
Portale und Integration dieser in das VR-Modell
3. Zuordnung der Schallquellen(-parameter) zu den Portalen
4. Definition der Übergangsbereiche
5. Erfassung der Kollisionen des Benutzers mit den Portalgrenzen
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und Anpassung der jeweiligen Schallquellen (während der VR-
Session)
Die wichtigsten Vor- und Nachteile der Portal-Methode sind in Ta-
belle 4.1 zusammengefasst. Hauptanwendungsfeld sind virtuelle Sze-
nen mit diskreten Raumbereichen. Weiterhin kann vereinfacht auch die
richtungsabhängige Schallabstrahlung über die Einführung zusätzlicher
Portale abgebildet werden.
Tabelle 4.1: Vor- und Nachteile der Portalmethode
Vorteile Nachteile
• einfache Umsetzbarkeit für • grundsätzlich nur diskonti-
technische Systeme nuierliche Schallfelder abbild-
• Schallfeldinformationen bar → Erweiterung mit Über-
lassen sich aus wenigen gangsbereichen nötig
Mess- oder Simulations- • mehrere Benutzer können in
daten gewinnen unterschiedlichen Portalen
• Schallfeld wird mit wenigen stehen und erhalten somit
Monopolen abgebildet einen falschen Akustikeindruck
• einfache Einbindung der
Monopole in den Szenengraph
Die Untersuchungen zeigen, dass weitere Methoden notwendig sind,
welche die Abbildung einer kontinuierlichen Richtcharakteristik tech-
nischer Systeme ermöglichen. Dies ist Schwerpunkt des nächsten Ab-
schnitts.
4.2.2 Methode der Monopolsynthese
Die Richtcharakteristik eines technischen Systems kann sehr komplex
sein. Es lässt sich jedoch zeigen, dass die Richtcharakteristik durch
eine endliche Anzahl kohärenter Quellen hinreichend genau substituiert
werden kann [Jam06, Zei05, Cor07, Bor03, Noi09, Sla10].
In vielen Untersuchungen werden die Substitutionen unter Nutzung von
Multipolen unterschiedlicher Ordnung durchgeführt. Meist werden die
Multipole in einem Punkt angeordnet. Dies ist aufgrund der erläuterten
Einschränkungen für den verwendeten WFS-Renderer nicht möglich.
Die Schallfelder können nur mittels Monopolen nachgebildet werden.
Hierfür ist eine angepasste räumliche Verteilung der Monopole (siehe
Abbildung 4.9) notwendig.
Die Grundidee des hier dargestellten Konzeptes ist, die Richtcharakte-
ristik durch Überlagerung der Schallabstrahlung einer geringen Anzahl
von Monopolen nachzubilden. Man spricht daher auch von der Mono-















Abbildung 4.9: Prinzip der Monopolsynthese
polsynthese [Gir96]. Hierfür wird der Ansatz der Greenschen Funktion
verwendet, so dass der Schalldruck eines Monopols im Abstand |~rq,l|
von diesem bestimmt werden kann zu:
p̂
q
(f) = Ŝl (f)
e−ik|~rq,l|
4π |~rq,l|
[p] = Pa (4.1)
Dabei sind Ŝ die komplexe Amplitude, |~r| der Abstand von der Quelle
und k die Wellenzahl.
Strahlen mehrere kohärente Schallquellen gleichzeitig Signale ab, so
kann der Schalldruck am Punkt q als Superposition der AQ Schallquel-










Da Schallfelder auf einer Kugeloberfläche sehr gut durch Sphärische
Harmonische [Mac67, Sch07a] approximiert werden können, empfiehlt
es sich, auch die Monopolsynthese zur besseren mathematischen Hand-
habbarkeit auf Basis eines bekannten Schallfeldes auf einer Kugelo-
berfläche durchzuführen. Diskretisiert man die Kugel in AO Punkte,
so kann unter Nutzung von Gleichung (4.2) das folgende lineare Glei-



























g(f,~rA,1) g(f,~rA,2) ... g(f,~rA,AQ)


























~̂p (f) = T
AOAQ
(f) ~̂S (f) (4.4)
Die Matrix enthält nur noch Funktionen, die vom Abstand zwischen








Damit eine gleichmäßige Verteilung der diskreten Punkte auf der Ober-
fläche erreicht wird, eignet sich als Aufteilung die sogenannte Lebedev-
Quadratur [Leb76, Leb99]. Diese ist im Gegensatz zur Gauß-Quadratur
und anderen Quadraturen durch annähernd äquidistante Punkte ge-
kennzeichnet. Dadurch reduziert sich die Anzahl der notwendigen Qua-
draturpunkte bei der Schallfeldzerlegung auf der Kugel [Sch07b, DG07].
Die Anzahl der Quadraturpunkte kann für die Schallfeldzerlegung nicht
beliebig gewählt werden, sondern hängt von der relevanten Grenzfre-
quenz fg ab [Sch07b] (siehe Anhang A.2).
Zur Bestimmung der notwendigen Monopolquellen sind drei Fragestel-
lungen zu bearbeiten:
1. Welche komplexen Amplitudenspektren haben die Monopole?
2. Wie viele Monopole beschreiben das Schallfeld hinreichend genau?
3. Welche Positionen haben die Monopole?
Die Amplitudenspektren entsprechen den komplexen Amplituden im
rechten Vektor des Gleichungssystems (4.3). Bei dem Gleichungssystem
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handelt es sich jedoch um ein überbestimmtes lineares Gleichungssys-
tem, da die Anzahl der Quadraturpunkte AO meist um ein Vielfaches
größer ist als die Anzahl der MonopolquellenAQ. Das Gleichungssystem
hat in der Regel keine exakte Lösung. Damit dennoch eine Lösung ge-
funden wird, sollte der Fehler zwischen dem ursprünglichen Schalldruck
auf der Kugeloberfläche und dem reproduzierten Schalldruck minimiert
werden. Hierfür bietet sich eine Minimierung der Fehlerquadratsumme




























Es lässt sich zeigen, dass die Problemstellung mit der sogenannten
















Die Matrix M ist nur von den Radien und der Frequenz abhängig. So-
mit kann die Matrix M in einem Pre-Prozess berechnet werden und
muss erst aktualisiert werden, wenn sich die Position der Monopolquel-
len ändert. Während der Echtzeitberechnung muss nur das Produkt
der Matrix M mit dem Vektor der Schalldrücke ~̂p berechnet werden.
Die Berechnung wurde in MATLAB implementiert. Aufgrund der ko-
härenten Überlagerung der Monopole werden für eine möglichst genaue
Reproduktion kohärente Eingangssignale benötigt.
Bevor die Amplituden berechnet werden können, müssen die Anzahl
und Positionen der Monopole bestimmt werden. Je genauer die Po-
sitionen der Monopole bekannt sind, desto besser funktioniert die Be-
rechnung der komplexen Amplituden. Die Monopole können meist nicht
an den Positionen platziert werden, an denen beim realen System die
Schallanregung hervorgerufen wird. Die Quelle strahlt in der Regel
nicht ausschließlich direkt ab, so dass die Form der Richtcharakteristik
durch die abstrahlenden Flächen, oftmals sogar nur passiver Elemente,
mitbestimmt wird. Die Anzahl und Positionen der Monopole müssen
daher auf Basis des das technische System umgebenden Schallfeldes
bestimmt werden. Giron schlägt hierfür eine Korrelationsmethode zwi-
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schen dem bekannten Schallfeld in Form der komplexen Eigenfunktions-
amplituden Ψ [Sch07b, Gir96] (werden über die Schallfeldzerlegung ge-
wonnen) und den komplexen Eigenfunktionsamplituden angenommener
Monopole Λ (siehe Anhang A.2) vor [Gir96]. Die Korrelationsrechnung
wird bei ausgewählten Frequenzen für verschiedene Radien ~ra zwischen

















An den Extremwerten der Korrelationsfunktion sind die Positionen der
Schallquellen zu finden (siehe Abbildung 4.10). Je Radius existiert ein
Feld, welches über dem Azimut- und Elevationswinkel aufgetragen ist.
Dabei ist darauf zu achten, dass viele Extremwerte bei unterschiedli-
chen Radien mehrfach zu finden sind, da der Einfluss einer Quelle bei
anderen Radien noch vorhanden ist. Es sind daher die Extremwerte
auch über die Radien hinweg zu betrachten. In der Auswertung müs-

















Abbildung 4.10: Korrelation zwischen den Eigenfunktionsamplituden für einen
Radius von 300 mm
Die bestimmten Monopole müssen relativ zum Gestaltelement der Kom-
ponente im Szenengraph platziert werden (siehe Abbildung 4.11). Da-
bei ist zu beachten, dass sie im Szenengraph unterhalb der eigentlichen
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Komponente angeordnet werden, damit die Quellen bei einer Bewe-
gung der Komponente mitbewegt werden (siehe auch Abschnitt 4.1.1).
Die über die Korrelationsfunktion ermittelten Positionen der Monopole
beziehen sich auf ein Bezugskoordinatensystem innerhalb der Kompo-
nente. Daher muss bei der Platzierung der Monopole dieses Bezugsko-
ordinatensystem der Komponente im Szenengraph verwendet werden.
Beim Einbinden in den Szenengraph muss die Orientierung der Quel-
len zum geometrischen Objekt beachtet werden, damit die Richtcha-
rakteristik zur Orientierung des Objektes passt. Es ist sinnvoll, aus-
gehend von den in Kugelkoordinaten bestimmten Monopolpositionen,
diese in kartesische Koordinaten umzurechnen. Mit den Monopolposi-
tionen kann der Teil-Szenengraph mit der notwendigen Anordnung der
Sound-Knoten, z.B. durch die Erstellung einer VRML-Datei, in der Si-
mulationssoftware der Monopolsynthese (hier MATLAB) gebildet wer-
den. Der Teil-Szenengraph entspricht in Abbildung 4.11 der Anordnung
der Schallquellen „Sound-Knoten 1“ bis „Sound-Knoten 3“. Der Teil-
Szenengraph lässt sich in der VR-Software einfach in den Szenengraph
des technischen Systems einbinden. Dies erleichtert die Übertragung













Abbildung 4.11: Einbindung der Monopolquellen in den Szenengraph
Die Methode der Monopolsynthese wurde anhand mehrerer Beispiele
verifiziert. Dazu gehören die Auralisierung eines Lautsprechers und ei-
nes Hinterachsgetriebes. Die Eingangsdaten für beide Modelle waren
stark unterschiedlich. Die akustischen Daten des Lautsprechers wur-
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den im Hörlabor der Technischen Universität Ilmenau mittels eines
entwickelten kugelförmigen Bewegungssystems mit einem Radius von
1.000 mm (siehe Abbildung 4.12) [Sch06] und einer Sweep-Funktion als
Anregung gemessen. Ideal wäre eine gleichzeitige Messung an allen Qua-
draturpunkten mittels eines Mikrofonarrays, damit die gemessenen Si-
gnale kohärent sind. Dies ist für die notwendige Messpunkteanzahl von
974 Punkten, entsprechend der Lebedev-Quadratur für eine Grenzfre-
quenz von 1.400 Hz [Sch07b], aus technischen Gründen nicht möglich.
Die Messpunkte wurden nacheinander angefahren und vermessen. Die
Lautsprechersignale lassen sich im Gegensatz zur Abstrahlung von tech-
nischen Systemen größtenteils reproduzieren.








Abbildung 4.12: Bewegungssystem zur Abtastung der Kugeloberfläche
Die Eingangsdaten für das Hinterachsgetriebe stammen aus BEM-Si-
mulationen des Fachgebietes Strukturmechanik und Akustik der Hoch-
schule Ulm [Hus09a]. Zur Übergabe der Simulationsergebnisse an die
Algorithmen der Monopolsynthese wurde eine spezielle Schnittstelle
entwickelt. Die Punkte der Oberfläche wurden nach der Lebedev-Qua-
dratur definiert. Der Radius der Kugel beträgt 1.000 mm. Das Schallfeld
wurde als zweidimensionales Feld mit den Achsen Oberflächenpunk-
te und Frequenz an die Monopolsynthese übergeben (siehe Abbildung
4.13).
Die Schallabstrahlungen für beide Beispiele wurden mit der Monopol-
synthese reproduziert. Für die Schallfeldzerlegung konnte auf vorhan-
dene Skripte aufgebaut werden [DG07]. Die Ergebnisse der Simulation




Abbildung 4.13: Übergabe der Schalldruckverteilung an die Monopolsynthese
sind für den Lautsprecher mit 16 Monopolquellen in Abbildung 4.14
[Hus08a] und für das Hinterachsgetriebe mit 10 Monopolquellen in Ab-
bildung 4.15 dargestellt. Die reproduzierten Richtcharakteristiken bil-
den das reale Verhalten gut nach. Beim Lautsprecher ist vor allem die
Hauptkeule gut zu erkennen. In der reproduzierten Richtcharakteristik
des Lautsprechers fehlen jedoch die Spitzen entlang der Elevationsachse
beim Azimutwinkel 0 ◦. Außerdem kann die kleinere Keule entlang der
Azimutachse beim Elevationswinkel 0 ◦ nicht vollständig nachgebildet
werden. Die Richtcharakteristik des Hinterachsgetriebes ist durch zwei
Keulen gekennzeichnet. Diese können bis auf den Verlauf im Bereich
der Maximalwerte gut reproduziert werden. Für die Anwendungsbei-
spiele wurde bei der Bestimmung der Amplituden der Monopole (mit-
tels Gleichung (4.7)) die Anzahl der berücksichtigen Quadraturpunkte
gleichmäßig reduziert, da somit bessere Ergebnisse erzielt werden konn-
ten.
(a) Gemessene Richtcharakteristik bei 960Hz (b) Reproduzierte Richtcharakteristik mit-
tels Monopolsynthese bei 960Hz
Abbildung 4.14: Richtcharakteristik des Lautsprechers
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(a) Simulierte Richtcharakteristik mittels
BEM bei 1044Hz
(b) Reproduzierte Richtcharakteristik mit-
tels Monopolsynthese bei 1044Hz
Abbildung 4.15: Richtcharakteristik des Hinterachsgetriebes
Aus den Abbildungen 4.14 und 4.15 ist ersichtlich, dass die Repro-
duktion für das Hinterachsgetriebe genauer möglich ist. Dies hat zwei
wesentliche Gründe. Ein Grund ist die geringere Komplexität der Richt-
charakteristik beim Hinterachsgetriebe. Der starke Schalldruckgradient
beim Lautsprecher (vor dem Lautsprecher zu hinter dem Lautsprecher)
sowie die Abweichungen der Richtcharakteristik von der theoretischen
Form durch Raumanteile und Abschattungen aufgrund der Messhard-
ware sind mit ausschließlich Monopolen nicht so gut reproduzierbar.
Der andere Grund sind die Messfehler bei der Lautsprechervermessung,
da die Messdaten keine vollständige Kohärenz aufweisen.
Beide Simulationen wurden in der FASP auralisiert. Da während der
Arbeit keine Möglichkeit der Echtzeit-Synthese des Zeitsignals aus den
Frequenzspektren in der FASP bestand, wurden die Schallsignale vor-
ausberechnet und unter Nutzung von wav (Waveform Audio File For-
mat)-Dateien an den Player in der FASP übertragen. Die Auralisierung
beim Hinterachsgetriebe funktionierte deutlich besser, da einerseits die
Simulationsergebnisse eine bessere Qualität aufwiesen und andererseits
der Audioplayer für die Wellenfeldsynthese mit 16 Quellen für den Laut-
sprecher an die technischen Grenzen stieß, um alle Akustik-Signale zeit-
synchron zu starten.
Die wichtigsten Vor- und Nachteile der Monopolsynthese sind in Ta-
belle 4.2 zusammengefasst. Ein wesentlicher Vorteil der Methode ist,
dass die Auralisierung unabhängig von der Nutzerposition ist. Außer-
dem lässt sich mit dieser Methode die Richtcharakteristik komplett im
Szenengraph mit Monopolquellen abbilden. Es wird keine weitere Be-
schreibung benötigt. Die Untersuchungen zeigen allerdings auch, dass
eine Modellierung auf der Seite des VR-Modells mit ausschließlich Mo-
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nopolquellen für Systeme mit komplexer Richtcharakteristik sehr auf-
wändig und derzeit nur eingeschränkt möglich ist.
Tabelle 4.2: Vor- und Nachteile der Monopolsynthese
Vorteile Nachteile
• Reproduktion ist unabhängig • aufwändiger Pre-Prozess für
von der Nutzerposition die Simulation notwendig
• kontinuierliche Richtcharakte- • zeitsynchrones Starten und
ristiken können in Echtzeit Verarbeiten der Schallquellen
nachgebildet werden notwendig
• zeitaufwändige Berechnung • Anzahl an notwendigen
kann in den Pre-Prozess Monopolen reduziert die
verlagert werden Anzahl auralisierbarer
• einfache Einbindung der technischer Systeme
Monopole in den Szenengraph • kohärente Luftschallsignale für
die Synthese notwendig
Zur Nutzung der Monopolsynthese in der Produktentwicklung ist fol-
gende Vorgehensweise erforderlich:
1. Ermittlung des Schallfeldes um ein technisches System herum durch
Messung von kohärenten Signalen oder Simulation
2. Ermittlung der Monopolpositionen unter Nutzung von Gleichung
(4.8)
3. Einbindung der Monopole entsprechend der ermittelten Positionen
in den Szenengraph des VR-Modells
4. Ermittlung der komplexen Amplituden der Monopole unter Nut-
zung von Gleichung (4.7) (während der VR-Session)
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4.3 Zusammenfassung
In diesem Kapitel wurde eine VR-Repräsentation für akustische Pro-
dukteigenschaften, verbunden mit der Gestaltbeschreibung, entwickelt.
Die Schallquellen werden als Sound-Knoten mit WFS-Parametern un-
terhalb von Gruppen-Knoten der Komponenten im Szenengraph abge-
legt. Somit werden die Schallquellen stets mit den Komponenten mit-
bewegt. Unter Nutzung der audio-visuellen VR-Modelle entsteht für
die Produktentwicklung der Vorteil, dass die akustischen Produkteigen-
schaften während der VR-Session direkt abgerufen und zusammen mit
der stereoskopischen Visualisierung auralisiert werden können. Durch
die komponentenweise Modellierung und die einfachen Manipulations-
möglichkeiten, wie das Aktivieren und Deaktivieren von Schallquellen,
Ändern der Lautstärke oder Austauschen der Schallquellen, können ers-
te Bewertungen des akustischen Produktverhaltens auf Basis virtuel-
ler Prototypen vorgenommen werden. Vor allem der Einfluss einzelner
Schallquellen auf das gesamte Schallverhalten kann effizient bewertet
werden.
Ein Schwerpunkt in diesem Kapitel ist die Modellierung der Richtcha-
rakteristik technischer Systeme in der VR. Es wurden zwei Methoden
zur Beschreibung der Richtcharakteristik im VR-Modell erarbeitet. Die
indirekte Methode der Portale wurde im Rahmen dieser Arbeit ent-
wickelt und ermöglicht vor allem die Modellierung diskontinuierlicher
Schallfelder. Die Methode kann weiterhin auch gut für kontinuierli-
che Schallfelder mit geringer Komplexität eingesetzt werden. Für die
Beschreibung kontinuierlicher Schallfelder eignet sich die Methode der
Monopolsynthese. Die Grundidee wurde von Giron [Gir96] für die Bi-
nauraltechnik entwickelt. Der Ansatz wurde aufgegriffen und für die
Anwendung mit technischen Systemen unter Nutzung der WFS und
der VR weiterentwickelt.
Die bisherigen Modelle erlauben keine Beeinflussung des akustischen
Verhaltens (abgesehen von der Lautstärke einzelner Schallquellen) und
bilden keine Wechselwirkungen des Körperschalls zwischen den Kompo-
nenten ab. Für diese Zielstellung sind parametrische und echtzeitfähige
Simulationsmodelle für das maschinenakustische Verhalten notwendig.
Dies ist Schwerpunkt des nächsten Kapitels.
5 Simulation akustischer Produkteigenschaften
Die bisher diskutierten Modelle erlauben die Auralisierung bekannter
akustischer Produkteigenschaften in der FASP, welche in Form von Mo-
nopolen in der virtuellen Szene beschrieben sind. Eine Beeinflussung
der akustischen Produkteigenschaften ist nicht möglich. Zur Nutzung
in der Produktentwicklung will der Ingenieur jedoch Produktmerkma-
le, Kraft- und Bewegungsgrößen verändern und den Einfluss auf das
akustische Verhalten bewerten und optimieren. Daher werden Simu-
lationsmodelle benötigt, die eine Einflussnahme auf die akustischen
Produkteigenschaften ermöglichen und der Auralisierung vorgeschal-
tet werden. Diese müssen für die Anwendung in der VR echtzeitfähig
sein.
5.1 Gesamtkonzept akustischer Simulation in der VR
5.1.1 Simulationsmodelle für audio-visuelles VR
Der für den Anwender hörbare Schall ist ausschließlich Luftschall. Nur
bei sehr niedrigen Frequenzen sind Schwingungen über die Haut wahr-
nehmbar, die in dieser Arbeit allerdings nicht untersucht werden. Der
Luftschall wird zum einem direkt von Schallquellen abgestrahlt und
zum anderen zunächst als Körperschall durch die Struktur – auch über
mehrere Komponenten hinweg – geleitet, bis dieser an der Oberfläche
in Luftschall überführt wird. Jede Komponente des technischen Sys-
tems strahlt somit weitergeleiteten Körperschall indirekt ab. Kompo-
nenten, an oder in denen Körperschall angeregt wird, also akustisch ak-
tive Komponenten, strahlen oftmals zusätzlich Schall direkt ab. Wie im
vorhergehenden Kapitel gezeigt, ist es für die richtungsabhängige Au-
ralisierung sinnvoll, das Schallfeld eines technischen Systems zunächst
auf einer virtuellen Kugeloberfläche um das System zu beschreiben. Für
eine vollständige Simulation sind Modelle für die Anregung, die direkte
Schallabstrahlung, die Körperschallübertragung, die indirekte Schallab-
strahlung sowie die Luftschallausbreitung bis zu diskreten Raumpunk-
ten nötig (siehe Abbildung 5.1).
Der Fokus der weiteren Diskussionen liegt auf den Anregungs- und Kör-
perschallmodellen bis an diskrete Oberflächenpunkte, welche für eine
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Motor Getriebe












Abbildung 5.1: Beispiel der Überlagerung direkter und indirekter Schallab-
strahlung sowie der Wechselwirkung zwischen den Komponenten
weiterführende Abstrahlungssimulation notwendig sind. Die Modellie-
rung der Schallabstrahlung und Luftschallausbreitung konnte in dieser
Arbeit nicht behandelt werden.
5.1.2 Modularisierung der Simulationsmodelle
Aus der maschinenakustischen Simulation eines technischen Systems
möchte der Ingenieur Informationen über dominante Anregungsquel-
len, relevante Körperschallübertragungspfade und Abstrahlungsberei-
che erhalten. Für die Bewertung ist es sinnvoll, wenn der Ingenieur
einzelne Anregungsquellen und Übertragungspfade direkt beeinflussen
und an unterschiedlichen Punkten im Modell des technischen Systems
die Parameter für eine Analyse ermitteln kann.
Der Ingenieur charakterisiert ein technisches System über Produkt-
merkmale und -eigenschaften und gliedert dieses in Komponenten, die
an den Kopplungen miteinander interagieren. Daher ist es zweckmäßig,
für die maschinenakustische Simulation das Gesamtsystem modular in
Komponentenmodelle zu zerlegen und über die Wechselwirkungen das
Gesamtverhalten zu beschreiben (siehe Abbildung 5.2).
Es ist sinnvoll, in den Komponentenmodellen die Berechnungsmodelle
und die Parameter für die Simulation zu trennen. Die Berechnungs-
modelle finden bei mehreren Komponenten Einsatz, so dass sich die-
se wiederverwenden lassen. Mit der Festlegung konkreter Parameter
entstehen Instanzen der Komponentenmodelle, welche dann konkrete
Komponenten beschreiben.
Die komponentenweise Modellierung bietet weiterhin den Vorteil, dass
die Komponentenmodelle mit den Knoten im Szenengraph verknüpft












Komponentenmodell für Komponente n+1
















Abbildung 5.2: Zerlegung des Gesamtsystems in Komponentenmodelle und Ver-
knüpfung der Komponentenmodelle mit dem Szenengraph
werden können (siehe Abbildung 5.2). Dies ist eine wichtige Vorausset-
zung für den Informationsaustausch zwischen dem Simulationsmodell
und dem Szenengraph für die Visualisierung und Auralisierung.
Es ist jedoch nicht sinnvoll, jedes Bauteil in einem technischen System
separat zu betrachten, da gerade die zahlreichen Kopplungen der ein-
zelnen Bauteile schlecht modelliert werden können. Kriterien für die
Zerlegung sind:
• Für welche Komponenten sollen in der Simulation die Parameter
unabhängig voneinander beeinflusst werden bzw. soll das Berech-
nungsmodell ausgetauscht werden können?
• Welche Komponentenmodelle finden wiederholt, auch mit anderen
Parametern, im Modell des Gesamtsystems Einsatz?
• Für welche Komponenten können die Simulationsparameter inner-
halb der Komponenten, aber auch an den Kopplungen hinreichend
genau separat bestimmt werden?
• Welche Rechnerhardware steht für die Simulation zur Verfügung?
5.1.3 Einflussgrößen für die Anregungs- und Körperschallmodelle
Körperschallanregung und -ausbreitung hängen von unterschiedlichen
Parametern des technischen Systems ab. Dazu gehören konstante Pa-
rameter, die sich während der Simulation nicht ändern. Dies sind unter
anderem die Produktmerkmale, wie die Anzahl von Elementen oder
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die Geometrie- und die Werkstoffparameter. Weiterhin sind veränder-
liche Parameter nötig, die in jedem Simulationsschritt bestimmt und
den Anregungs- und teilweise auch den Körperschallmodellen überge-
ben werden müssen. Hierzu gehören die Potentialgrößen (wie Geschwin-
digkeit und Winkelgeschwindigkeit) sowie die Flussgrößen (wie Kraft
und Drehmoment). Neben den Anregungs- und Körperschallmodellen
sind daher Modelle zur Simulation des veränderlichen Zustands nötig.
Bei den Modellen zur Bestimmung des Zustands wird in der weite-
ren Arbeit von Zustandsmodellen gesprochen. Das Zustandsmodell ei-
ner Komponente ist abhängig von den internen Produktmerkmalen der
Komponente. Der aktuelle Zustand kann bestimmt werden, wenn die
Fluss- und Potentialgrößen an den Koppelstellen des Zustandsmodells
bekannt sind. So hängt beispielsweise der Zustand bei einem Zahnrad-
getriebe für einfache Betrachtungen von den Geometrien beider Zahn-
räder, den Werkstoffparametern, der Winkelgeschwindigkeit und dem
Lastmoment ab.
Das Zustandsmodell kann vom Anregungs- und Körperschallmodell ge-
trennt berechnet oder direkt mit dem Anregungs- und Körperschallm-
odell verbunden werden. Die wesentlichen Vor- und Nachteile der jewei-
ligen Variante sind in Tabelle 5.1 dargestellt. Damit, wie im Abschnitt
5.1.2 erläutert, für jede Komponente eine geschlossene Beschreibung
vorliegt, wurde im Rahmen der Arbeit die Variante der direkten Kopp-
lung mit gemeinsamer Berechnung gewählt.
Tabelle 5.1: Vor- und Nachteile der Kopplung vom Zustandsmodell mit dem
Anregungs- und Körperschallmodell
Getrennte Berechnung Gemeinsame Berechnung
Vorteile
die Modelle können mit unter-
schiedlicher Wiederholfrequenz
berechnet werden





den Modellen ist notwendig
die Modelle werden mit der glei-
chen Wiederholfrequenz berech-
net
5.1.4 Einbindung der Simulationsmodelle in die VR
Jede Komponente besteht neben einer Gestaltrepräsentation aus dem
Zustands-, Anregungs-, Körperschall- und Abstrahlungsmodell (wird in
dieser Arbeit nicht weiter betrachtet). Die Verbindung von Anregungs-,
Körperschall- und Abstrahlungsmodell wird im Weiteren als Akustik-
modell bezeichnet. Die Zustands- und Körperschallmodelle der einzel-
nen Komponenten treten über Potential- und Flussgrößen mit den Mo-
dellen anderer Komponenten in Wechselwirkung (siehe Abbildung 5.3).















































Abbildung 5.3: Kopplung der Komponentenmodelle über Potential- und Fluss-
größen (zur vereinfachten Darstellung wurden nur die translatorischen Größen
eingezeichnet)
Die Details bezüglich der Wechselwirkungen werden in den folgenden
Abschnitten diskutiert.
Die Zustandsmodelle müssen nicht nur notwendige Eingangsdaten für
die Anregungs- und Körperschallmodelle liefern, sondern sie haben auch
die wesentliche Aufgabe der Berechnung der Informationen für die Ak-
tualisierung der Visualisierung. Die Visualisierung wird in der VR-
Software durch das Rendering der Objekte im Szenengraph realisiert.
Hierfür müssen die VR- und Simulations-Software Informationen zwi-
schen dem Zustandsmodell und dem Szenengraph austauschen. Für die
Anpassung des Szenengraphen nach einer Neuberechnung des Zustands
ist die Übergabe von neuen Positionen und Orientierungen von Inter-
esse, d.h. die Übergabe der Zeitintegrale der Potentialgrößen aus dem
Zustandsmodell.
Für diese Arbeit hat es sich als sinnvoll erwiesen, die VR- und die
Simulations-Software zu trennen. Die Simulation wird auf einem se-
paraten Rechner durchgeführt, da die Leistungsgrenze aktueller Rech-
ner schnell erreicht ist. Für den Informationsaustausch ist ein Kom-
munikationsserver als Schnittstelle nötig (Details zum Datenaustausch
befinden sich im Abschnitt 5.5). Treten während der VR-Session Ver-
änderungen auf, die das Akustik- oder Zustandsmodell beeinflussen,
so müssen diese rückwirkend auch von der VR- an die Simulations-
68 5 Simulation akustischer Produkteigenschaften
Software übergeben werden. Dies könnten beispielsweise Auswirkungen
von Kollisionen zwischen zwei Komponenten sein, die eine Relativbe-
wegung ausführen. Das Gleiche gilt für Benutzereingaben während der
VR-Session.
Die oben diskutierten Aspekte führen zu einem Gesamtkonzept zur Ein-
bindung der Simulationsmodelle in die VR. Dieses ist in Abbildung 5.4
dargestellt. Dabei werden die einzelnen Komponentenmodelle aus Ab-
bildung 5.3 zur vereinfachten Darstellung zusammengefasst. Über das
Zustandsmodell wird der VR-Szenengraph aktualisiert und das Akus-
tikmodell muss die notwendigen Schallfeldinformationen liefern, welche
der Wellenfeldsynthese-Renderer auswerten kann. Das Abstrahlungs-
modell ist ausgegraut, da es in dieser Arbeit nicht weiter betrachtet
werden konnte.
Die nachfolgenden Abschnitte beschäftigen sich mit den einzelnen Mo-
dellen für Anregung, Körperschall und Zustand sowie mit der notwen-
digen Parameterermittlung.




































Abbildung 5.4: Gesamtkonzept der Einbindung der Simulationsmodelle in die
audio-visuelle VR
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5.2 Anregungsmodelle
5.2.1 Anregungsarten und -mechanismen
Im Bereich der Maschinenakustik kann man mehrere Schwingungsanre-
gungen unterscheiden, welche unter anderem durch den zeitlichen Ver-
lauf charakterisiert sind. Man unterscheidet zwischen Kurzzeitanregung
(transienter Anregung) sowie periodischer und nicht periodischer (z.B.
stochastischer) Anregung. Die Schwingungsanregungen können dabei
mehreren Ursachen zugeordnet werden [Dre05, Dre06, Zsc00]. Klassifi-
ziert man die Anregungen hinsichtlich des Orts, kann man für typische
mechanische Anregungen die Einteilung in Tabelle 5.2 zugrunde legen.
Weiterhin existieren Luftschall- und Flüssigkeitsschallanregungen, wel-
che hier jedoch nicht aufgeführt werden sollen. Beispiele befinden sich
in [Die01].





• Variation von Parametern
(z.B. Kopplungssteifigkeit)




• Variation von Parametern (z.B.
Steifigkeit)
• Massenkräfte (z.B. Unwucht)
Die Anregung einer Struktur wird durch mehrere Parameter beschrie-
ben [Mon87, Ful99, Fin00]. Dazu gehört die eigentliche Quellfunktion
als Schnellequelle υQf oder Kraftquelle und die innere Admittanz Y S
(bzw. Impedanz). Je nach Last an der Quelle stellt sich eine ande-
re Schnelle und Kraft am Ausgang der Quelle ein. Eine ideale Quelle
kann als eine Gerade zwischen Kurzschluss- und Leerlauffall beschrie-
ben werden. Übertragen auf eine Schwingungsquelle bedeutet dies freie
Schwingung an der Quelle und vollständig geblockte Quelle. Die Schnel-
le am Ausgang der Quelle υQ lässt sich bei bekannter innerer Admittanz
der Quelle Y S bestimmen zu:
υQ = υQf − Y SFR (5.1)
Dabei ist FR die eingeprägte Kraft.
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Für viele Schwingungssimulationen wird von einer stärker idealisier-
ten Quelle ausgegangen [Net07, Dem02]. Die Schnelle oder Kraft am
Ausgang der Quelle wird dann unabhängig von der Last beschrieben.
Dieser Ansatz führt bei unterschiedlichen Lasten zu Fehlern, da die an-
genommene Schnelle oder Kraft im Realfall nicht erreicht werden kann.
Diese Vereinfachung ist daher eigentlich nur bei bekannten und nicht
veränderlichen Lasten anwendbar. Für viele Simulationen muss die Ver-
einfachung jedoch getroffen werden, da nicht alle Parameter der Quelle
bekannt sind.
Für die Beschreibung der Anregung ist weiterhin zu beachten, über wel-
che geometrischen Elemente die Quelle mit der Struktur verbunden ist.
Dabei handelt es sich meist um eine oder mehrere Flächenpaarungen.
Für viele Simulationen wird die Kopplung oft als punktuelle Kopplung
mit konzentrierter Beschreibung des Übertragungsverhaltens abgebil-
det. Bei größeren bzw. verteilten Kopplungen ist diese Vereinfachung
nicht zulässig. Modelle für derartige Kopplungen wurden unter ande-
rem in [Bon09, Bon10] vorgestellt. Für diese Arbeit werden aufgrund
der Echtzeitbedingungen und der Anregungsquellen in den betrachte-
ten technischen Systemen nur punktuelle Kopplungen berücksichtigt.
Für die Beschreibung der Anregung müssen die Anregungsmechanis-
men bei den betrachteten Systemen identifiziert werden. Die Anregun-
gen sind dabei Funktionen der Produktmerkmale und des aktuellen
Zustands, letzterer ausgedrückt über die aktuellen Potential- und Fluss-
größen. Die Anregungsmechanismen sind oftmals sehr komplex und vie-
le weisen ein stochastisches Verhalten auf. Dies ist vor allem der Fall,
wenn sie von lokalen Geometrieabweichungen oder tribologischen Ef-
fekten an der Kopplung abhängen. Trotzdem zeigt es sich, dass sich
einige Anregungsmechanismen mit vereinfachten Modellen hinreichend
gut beschreiben lassen, so dass markante Frequenzspektren nachgebil-
det werden können. Dies betrifft vor allem tonale Geräusche [DIN09]
bei periodischer Anregung, deren Frequenzen meist einer Potentialgrö-
ße, z.B. einer Winkelgeschwindigkeit, oder deren Vielfachen zugeordnet
werden können. Die Anregungsfrequenzen der tonalen Geräusche sind
von den Produktmerkmalen und Potentialgrößen abhängig (z.B. Zahn-
eingriffsfrequenz). Die zugehörigen Amplituden lassen sich wiederum
aus den Produktmerkmalen und den Flussgrößen sowie den Potential-
größen bestimmen [Dre06, VDI90, Wei03]. Gerade für tonale Geräusche
ist zu beachten, dass die Harmonischen der Grund-Anregungsfrequenz
berücksichtigt werden müssen, da diese für den Klang verantwortlich
sind.
Für eine Auralisierung reicht es oftmals jedoch nicht aus, ausschließlich
die tonalen Geräusche zu simulieren. Das Geräuschverhalten ist weiter-
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hin durch breitbandige Geräuschanteile charakterisiert. In derartigen
Fällen soll im Rahmen dieser Arbeit auf gemessene Spektren zurückge-
griffen werden. Um die tonalen Anregungen trotzdem über die Simula-
tionsmodelle beeinflussen zu können, ist es oftmals sinnvoll, simulierte
und gemessene Spektren für eine Gesamtsimulation zu überlagern.
5.2.2 Simulation von Schwingungsanregungen
In diesem Abschnitt soll die Anregungssimulation tonaler Geräusche
diskutiert werden. Hierfür kommen bekannte Anregungsmechanismen
zum Einsatz. Das Ziel der Anregungsmodelle ist die Ermittlung der An-
regungsspektren unter Berücksichtigung bekannter Produktmerkmale
und des aktuellen Zustands des technischen Systems. Die Modelle sollen
die wesentliche Anregungscharakteristik nachbilden und mit dem Fokus
auf den Einsatz in der VR eine Echtzeit-Simulation ermöglichen. Daher
wird in dieser Arbeit nur mit vereinfachten Anregungssimulationen ge-
arbeitet. Für die betrachteten Echtzeit-Simulationen der Anregungen
werden die Potential- und Flussgrößen in jedem Berechnungsschritt als
quasi-stationär betrachtet.
5.2.2.1 Zeit- und Frequenzbereich
Simulationen der Schwingungsanregung können im Zeit- oder Frequenz-
bereich durchgeführt werden. Im Zeitbereich kann die Anregung für to-
nale Geräusche bei bekannten Anregungsmechanismen oftmals relativ
einfach unter Nutzung der Produktmerkmale und der Potential- und
Flussgrößen berechnet werden [Wei03, Kol00, Dre06]. Die komplette
Simulation im Zeitbereich erfordert jedoch sehr hohe Wiederholraten,
damit die hohen Frequenzanteile bestimmt werden können [Her03].
Die direkte Simulation der Anregung im Frequenzbereich erfordert die
Kenntnis der spektralen Verteilung, also des Verhältnisses der Amplitu-
den der harmonischen Anregungsfrequenzen zur Amplitude der Grund-
Anregungsfrequenz (siehe Abbildung 5.6). Hier wird im Weiteren von
relativen Amplituden gesprochen. Diese werden vor allem durch den
zeitlichen Verlauf der Anregungsgröße bestimmt und lassen sich über
eine FFT des zeitlichen Verlaufs ermitteln. Das Prinzip der Transfor-
mation mittels FFT ist beispielhaft in Abbildung 5.5 dargestellt. Mit
Veränderung des zeitlichen Verlaufs der Anregungsgröße (z.B. durch
Veränderung der Potentialgröße) ändert sich auch das Anregungsspek-
trum. Die Grund-Anregungsfrequenzen können für viele Anregungs-
mechanismen mit analytischen Methoden aus den Produktmerkmalen










Abbildung 5.5: Umrechnung zwischen Zeit- und Frequenzbereich unter Nutzung















Abbildung 5.6: Erfassung der relativen Amplituden aus dem Spektrum
Für die Umwandlung zwischen Zeit- und Frequenzbereich gilt für die











a ∈ R, a 6= 0 (5.2)
mit t der Zeit, f der Frequenz und a dem Streckungs- oder Stauchungs-
faktor.
Die Gleichung (5.2) bedeutet, dass eine Streckung der Abszissenachse
im Zeitbereich zu einer Stauchung der Abszissenachse im Frequenzbe-
reich und umgekehrt führt. Unter der Annahme, dass sich bei Änderung
der Potentialgröße die Änderung des zeitlichen Verlaufs der Anregungs-
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Abbildung 5.7: Stauchung und Streckung des Spektrums bei Änderung der Po-
tentialgröße (Amplituden sind normiert)
größe nur durch Streckung oder Stauchung der Zeitachse (ggf. auch
Ordinatenachse - siehe unten) äußert, kann das veränderte Spektrum
unter Nutzung der relativen Amplituden für unterschiedliche Werte der
Potentialgröße direkt im Frequenzbereich bestimmt werden. Ausgangs-
punkt sind eine Referenz-Potentialgröße und eine -Flussgröße, die zur
Simulation im Zeitbereich dienen. Ein einfaches Beispiel zeigt Abbil-
dung 5.7 bei Verdopplung der Potentialgröße. Eine weitere Annahme
für die Echtzeit-Simulation im Frequenzbereich ist, dass zwischen den
Flussgrößen, ggf. auch den Potentialgrößen, und den Amplituden im
Spektrum ein expliziter, nicht zwangsweise linearer, Zusammenhang
besteht. Für viele Anregungsmechanismen müssen die Amplituden im
Spektrum bei Änderung der Potentialgröße skaliert werden. Die not-
wendige Skalierung lässt sich aus dem mathematischen Modell des An-
regungsmechanismus ableiten.
Es empfiehlt sich, für vorgegebene Produktmerkmale und diskrete Zu-
stände, bei denen sich der veränderte Verlauf der Anregungsgröße nicht
durch Streckung oder Stauchung der Achsen beschreiben lässt, zunächst
eine Pre-Simulation im Zeitbereich durchzuführen und die Ergebnisse
unter Nutzung der FFT in den Frequenzbereich zu überführen. Nor-









) zur Grund-Anregungsfrequenz f0 entnom-
men werden (siehe Abbildung 5.6 und Tabelle 5.3). Mit den relativen
Amplituden werden auch die Referenzgrößen gespeichert. Die Grund-
Anregungsfrequenz f0 und die zugehörige Amplitude υ0(f0) lassen sich
während der Echtzeit-Simulation über die Produktmerkmale, den aktu-
ellen Zustand und die Referenzgrößen berechnen. Unter Nutzung der re-
lativen Amplituden kann in der Echtzeit-Simulation ausgehend von der
Grund-Anregungsfrequenz und der zugehörigen Amplitude das Spek-
trum berechnet werden.
Tabelle 5.3: Relative Amplituden aus dem Anregungsspektrum












. . . . . .
5.2.2.2 Parametrische Modellierung
Wie geschildert, sind viele Anregungsspektren Funktionen der Produkt-
merkmale. Für den Einsatz der Anregungsmodelle in der Produktent-
wicklung ist es sinnvoll, die Parameter beeinflussen zu können. Dies
verlangt eine parametrische Modellierung mit einfacher Anpassbarkeit
der Parameter.
Viele Anregungsquellen stehen im Zusammenhang mit Maschinenele-
menten, wie Wälzlagerungen, Zahnriemengetrieben, Zahnradgetrieben
oder Führungen. Damit möglichst viele Elemente einer Klasse mit dem
selben Anregungsmodell abgebildet werden können, ist eine hinreichen-
de Abstraktion auf gemeinsame Produktmerkmale oder -eigenschaften
notwendig. Bei Wälzlagerungen ist dies unter anderem der Verlauf der
radialen Steifigkeit, welcher sich mit dem Umlauf der Wälzkörper zy-
klisch ändert. Wie die Steifigkeit bestimmt wird, hängt vom Lager-
typ und der Form der Wälzkörper und der Laufringe ab. Wird der
Steifigkeitsverlauf als gemeinsamer Parameter genutzt, können unter-
schiedliche Pre-Simulationen unter Nutzung lagerspezifischer Parame-
ter wie Anzahl der Wälzkörper oder Durchmesser der Wälzkörper und
der Laufringe zur Bestimmung der Steifigkeit eingesetzt werden. Dies
gilt auch für andere Maschinenelemente.
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5.2.2.3 Anregungsmechanismen
Die Simulation der Schwingungsanregungen setzt die möglichst genaue
Kenntnis der Anregungsmechanismen voraus. Selbst für einfache Ma-
schinenelemente sind dies oftmals eine Vielzahl von Mechanismen, die
nur in der Überlagerung das Gesamtspektrum ergeben. Die im Rah-
men dieser Arbeit betrachteten Anregungsmechanismen beschränken
sich auf bereits in der Literatur untersuchte mechanische Anregungen.
Weiterhin wird eine deterministische Modellierung vorgenommen. Alle
nicht mit Anregungsmechanismen beschreibbaren Anregungen werden
aus empirischen Messdaten gewonnen. Durch die Modularisierung (sie-
he Abschnitt 5.1.2) können die entwickelten Modelle in weiteren Arbei-
ten konkretisiert oder ausgetauscht werden.
Während der Simulation müssen die Anregungsfrequenzen und die zu-
gehörigen Amplituden bestimmt werden. Hier sollen zwei wichtige An-
regungsmechanismen näher erläutert werden. Die Parameterbestim-
mung erfolgt im Kapitel 6 am konkreten Beispiel.
Für Anregungen aufgrund periodisch veränderlicher Größen, wie dreh-
winkelabhängiger Steifigkeiten, kann unter Einbeziehung von Fluss-
oder Potentialgrößen der zeitliche Verlauf der Anregungsgröße bestimmt
werden. Eine für die betrachteten Echtzeit-Simulationen wichtige Ei-
genschaft dieser Anregungsmechanismen ist, dass sich der zeitliche Ver-
lauf der veränderlichen Größe (z.B. der Steifigkeit) bei Änderung der
Potentialgröße durch eine Streckung oder Stauchung der Zeitachse be-
schreiben lässt. Der Verlauf der Anregungsgröße lässt sich mittels einer






c s∆υ(f) ⇒ υQ(f) (5.3)
Dies ist in Abbildung 5.8 vereinfacht für ein Zahnradpaar mit Evol-
ventenverzahnung unter Berücksichtigung der veränderlichen Steifigkeit
und unter Annahme eines konstanten Lastmoments dargestellt.
Bei Stoßanregung hängt das Anregungsspektrum primär vom Verlauf
des Stoßes ab. Ein idealer Stoß regt alle Frequenzen gleichmäßig an,
wohingegen ein realer Stoß nur Frequenzbereiche anregt. Wiederholt
sich der Stoß mehrfach innerhalb kurzer Zeit (Stoßfolge), so entsteht
aus dem kontinuierlichen Spektrum ein Linienspektrum. Die Grund-
Anregungsfrequenz wird durch die Zeitdifferenz bei den Stößen be-
stimmt. Die relativen Amplituden der Harmonischen ergeben sich wie-
der durch den zeitlichen Verlauf des Stoßes selber und lassen sich gut
mittels der FFT berechnen (siehe Abbildung 5.9). Die Amplituden des










(a) Verlauf der drehwinkelabhängigen Zahn-
steifigkeit (Einzelsteifigkeiten und Gesamt-









Abbildung 5.8: Bestimmung des Anregungsspektrums basierend auf der dreh-
winkelabhängigen Steifigkeit

















(b) Spektrum der idealen Dirac-Impulsfolge

















(d) Spektrum der Stoßfolge
Abbildung 5.9: Spektren bei unterschiedlichem zeitlichen Verlauf der Stoßfolge
(normiert)
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5.2.2.4 Anregungsmodelle in der Simulation
Die Erläuterungen zeigen, dass unterschiedliche Anregungsmechanis-
men in technischen Systemen zu finden sind. Sie haben gemeinsam,
dass für ihre Simulation Produktmerkmale sowie Potential- und Fluss-
größen nötig sind. Die Anregungsmodelle der einzelnen Komponenten
liefern in jedem Simulationsschritt das Anregungsspektrum über den
betrachteten Frequenzbereich. Das Prinzip der Anregungsmodelle ist
in Abbildung 5.10 dargestellt. Die Anregungssimulation teilt sich in
einen Pre-Prozess und eine Echtzeit-Simulation auf. Im Pre-Prozess
werden die relativen Amplituden bestimmt. In der Echtzeit-Simulation
wird das zustandsabhängige Anregungsspektrum berechnet. Alle An-
regungsmodelle haben die gleiche Schnittstelle zu den Körperschallm-
odellen, welche aus komplexen frequenzabhängigen Vektoren für die
Schnelle υQ und der Kraft FR besteht. Dies ermöglicht die Austausch-
barkeit der Modelle. Im Rahmen der Untersuchungen für diese Arbeit
war es nicht möglich, die innere Admittanz Y S zu bestimmen. Diese ist
daher in Abbildung 5.10 nicht dargestellt. Die Kraft FR wird formal
bereits mitgeführt.
Im weiteren Verlauf der Arbeit wird für die Anregungsmodelle die kom-




















































Abbildung 5.10: Generelles Anregungsmodell mit Aufteilung in Pre-Prozess


















Abbildung 5.11: Kompakte Darstellung des Anregungsmodells mit Aufteilung
in konstante und veränderliche Einflussgrößen
5.2.3 Experimentelle Bestimmung von Schwingungsanregungen
Wie im Abschnitt 5.2.1 geschildert, ist es mit derzeit bekannten An-
regungsmechanismen nicht möglich, alle Schwingungsanregungen nach-
zubilden. Daher muss für viele Komponenten zusätzlich oder auch kom-
plett auf eine experimentelle Bestimmung der Anregung zurückgegriffen
werden. Bei der Erfassung sind die folgenden Bedingungen zu beachten.
Die relevanten Spektren treten an der Kopplung zwischen zwei Kompo-
nenten auf. Die Erfassung an diesen Punkten ist jedoch kaum möglich
oder der Einbau von Sensoren verändert die Gestalt der Komponente
[Gui08]. Daher müssen die Spektren oftmals in der Nähe dieser Punk-
te an den umgebenden Komponenten gemessen werden. Dabei ist zu
beachten, dass in den gemessenen Spektren bereits der Einfluss der
umgebenden Komponenten in Form einer Übertragungsfunktion zwi-
schen eigentlicher Quellposition und dem Messpunkt enthalten ist. Bei
bekannter Übertragungsfunktion sollte diese herausgerechnet werden.
Untersuchungen hierzu wurden unter anderem in [Ver94] vorgestellt.
Wie in den vorhergehenden Abschnitten herausgestellt, hängt die Anre-
gung wesentlich von den Potential- und Flussgrößen ab. Die gemessenen
Spektren sind daher auch Funktionen dieser Zustandsgrößen, so wie sie
während der Messung vorlagen. Es ist darauf zu achten, dass die Spek-
tren abhängig vom vollständigen Bewegungszustand sind (vor allem bei
instationärer Anregung), also nicht nur von der aktuellen Potentialgrö-
ße (z.B. Geschwindigkeit), sondern auch vom aktuellen Zeitdifferential
der Potentialgröße (z.B. Beschleunigung) und vom Zeitintegral der Po-
tentialgröße (z.B. Position). Damit die Anregungsspektren für einen
größeren Bereich an Potential- und Flussgrößen abgebildet werden kön-
nen, ist es sinnvoll, ganze Kennfelder zu erfassen und diese in Abhän-
gigkeit von den Zustandsgrößen zu speichern.
Zur Nutzung der Kennfelder in der Echtzeit-Simulation sollten die An-
zahl der berücksichtigten Zustandsparameter und die Anzahl der Stütz-
stellen gering gehalten werden. Mit steigender Anzahl berücksichtigter
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Zustandsparameter steigt die Anzahl der Elemente im Kennfeld expo-
nentiell an. Dadurch entsteht ein größerer Aufwand bei der Datenbereit-
stellung. So enthält ein dreidimensionales Kennfeld mit je 50 Zustän-
den und 5.000 Frequenzen beispielsweise bereits 12.500.000 Elemente
(siehe Abbildung 5.12). Außerdem sollte die Dimension der Kennfelder
auf wenige relevante und bestimmbare Zustandsparameter beschränkt
werden, da mit den Zustandsmodellen die notwendigen Kombinatio-
nen der Zustandsparameter für die Auswahl der Spektren bestimmt
werden sollen. Abbildung 5.12 zeigt beispielhaft ein Kennfeld für zwei
Zustandsparameter mit Frequenzspektren in Abhängigkeit von der Ge-
schwindigkeit und der Beschleunigung.




























Abbildung 5.12: Dreidimensionales Kennfeld zur Repräsentation experimentell
bestimmter Anregungsspektren
Zur Reduzierung der Stützstellen im Kennfeld sollte geprüft werden, ob
eine nichtlineare Skalierung der Achsen im Kennfeld zweckmäßig ist.
Dies ist vor allem dann sinnvoll, wenn die Werte der Zustandsgrößen
vorrangig in einem begrenzten Wertebereich vorliegen und nur wenige
Werte außerhalb des Bereichs auftreten. Eine nichtlineare Skalierung
wird in den Anregungsmodellen durch die Übergabe von Vektoren zur
Beschreibung der Skalierung der Achsen ermöglicht.
Bei der Übertragung der Messsignale in die Kennfelder spielt die Fens-
terlänge eine entscheidende Rolle (siehe Abschnitt 2.2.2.1). Viele mar-
kante Anregungen treten nur sehr kurzzeitig auf. Die Fensterlänge zur
Erfassung der zugehörigen Spektren kann jedoch nicht beliebig kurz
gewählt werden, da dies zu einer schlechteren Frequenzauflösung führt.
Hier muss bei der Übertragung meist ein Kompromiss eingegangen wer-
den.
Für den Einsatz der gemessenen Spektren ist zu beachten, dass diese
nur für die während der Messung vorliegenden Randbedingungen gel-
ten. Ändern sich die Belastungen, die Einbaulage oder kommt es durch
längeren Einsatz zu Erwärmungen oder Verschleiß, so müssen eigentlich
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für eine korrekte Simulation des gesamten Systems die Anregungsspek-
tren neu gemessen werden.
5.3 Körperschallmodelle
5.3.1 Simulationsmethoden
Die Simulation des Körperschallverhaltens mit numerischen Methoden,
wie FEM, ist sehr aufwändig und derzeit nicht in Echtzeit realisierbar,
zumal in der Regel die notwendigen Materialparameter und Randbe-
dingungen nicht hinreichend genau bekannt sind. Für die Nutzung in
der audio-visuellen VR sind vereinfachte Modelle nötig, welche die Kör-
perschallübertragung zwischen den Kopplungen der Komponenten und
den relevanten Oberflächenpunkten für die weiterführende Bestimmung
der Schallabstrahlung beschreiben.
Für die Simulation des maschinenakustischen Produktverhaltens muss
ein großer Frequenzbereich von ca. 20 Hz bis mehrere kHz betrachtet
werden. Weder FEM- noch SEA-Simulation decken diesen Bereich mit
vertretbarem Aufwand ab (siehe Abschnitt 2.2.1). Für Anwendungen
in der audio-visuellen VR ist der Einsatz von linearen Übertragungs-
funktionen oder linearen Vierpolen sinnvoll [Web09b, Hus10a]. Vierpo-
le bieten den Vorteil, dass die Körperschallübertragung bidirektional
abgebildet werden kann. Daher werden die Körperschallmodelle der
einzelnen Komponenten für diese Arbeit aus Vierpolen aufgebaut.
Im Rahmen dieser Arbeit wird nur eine Schwingungsrichtung betrach-
tet, da die vorhandene Messtechnik nur eine uniaxiale Messung ermög-
licht. Die gewählte Schwingungsrichtung wird unabhängig vom Haupt-
koordinatensystem in Richtung der vermutlichen Hauptschwingungs-
richtung an der Kopplung gewählt. Für eine Ebene-Ebene-Paarung ist
dies die Schwingung normal zur Oberfläche. Es ist bekannt, dass da-
durch Fehler entstehen können, die aufgrund der technischen Rahmen-
bedingungen aber nicht vermeidbar sind.
5.3.2 Modellierung der Körperschallübertragung mit Vierpolen
Die Modellierung der Körperschallübertragung kann mit unterschied-
lichen Vierpol-Formen (Ketten-, Impedanz-, Admittanz- und Hybrid-
Form) geschehen. Die Admittanz- und Impedanz-Form entsprechen vor
allem dem messtechnischen Verständnis für Vierpole [Hyn02]. Weiter-
hin finden sie bei der Verschaltung von Vierpolen Einsatz [Fin00]. Die
Ketten-Form wird dafür eingesetzt, Vierpole hintereinander zu schal-
ten. Hierfür werden die Vierpolmatrizen multipliziert. Diese Form ist in
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der Literatur sehr verbreitet [Vak85, Sei99]. Für den in dieser Arbeit be-
trachteten modularisierten Modellaufbau bietet sich die Hybrid-Form
an. Das Verhalten der Vierpole kann mittels Signalflussmodellen simu-
liert werden. Während der Simulation kann der Schwingungszustand
zwischen zwei Signalflussmodellen einfach ausgelesen werden. Weiterhin
lassen sich die Simulationsmodelle durch das Einfügen weiterer Elemen-
te zwischen zwei Elementen oder am Anfang sowie am Ende erweitern.
Die Impedanz-Form wird zusätzlich für spezielle Vierpolschaltungen
an den Verzweigungen der Vierpolnetzwerke benötigt (siehe Abschnitt
5.3.5).
Die Hybrid-Form-Beschreibung kann in zwei Varianten vorgenommen
werden. Dies sind eine flussgrößengetriebene (siehe Gleichung (5.4))
und eine potentialgrößengetriebene (siehe Gleichung (5.5) und Abbil-
dung 5.13) Form. Dabei ist die Fluss- oder die Potentialgröße die vor-
wärts getriebene Größe im Signalflussmodell, die jeweils andere Größe




























Die flussgrößengetriebene Hybrid-Form findet man in einigen Litera-
turquellen wie [Web05b, Fin00]. In dieser Arbeit hat sich gezeigt, dass
mit der potentialgrößengetriebenen Form die Randbedingung „freier
Rand“ sehr gut nachgebildet werden kann (siehe Abschnitt 5.3.6). Die-
se ist für eine weiterführende Abstrahlungssimulation nötig. Daher wird
für die weiteren Betrachtungen die potentialgrößengetriebene Form aus
Gleichung (5.5) verwendet. In der Literatur wird diese Form auch als
Inverse Hybridmatrix bezeichnet (zu beachten ist, dass in der Literatur
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Abbildung 5.13: Signalflussmodell eines Vierpols zur Beschreibung der Körper-
schallübertragung durch eine Komponente am Beispiel einer potentialgrößenge-
triebenen Hybrid-Form mit Anregungs- und Lastmodell
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Es ist darauf zu achten, dass in der Maschinenakustik und bei Be-
trachtungen im Frequenzbereich die Vierpolparameter sowie die Ein-
und Ausgangsgrößen komplexwertige Vektoren über dem betrachteten









































Die Vierpolgleichungen lassen sich elementweise berechnen. Für die Si-
mulation wird das Signalflussmodell des Vierpols in ein maschinenakus-
tisches Netzwerk integriert. Im einfachsten Fall wird im Signalflussmo-
dell eine Quelle vorgeschaltet sowie eine Last angehängt (siehe Abbil-
dung 5.13). Eine einfache Verschaltung von Signalflussmodellen zweier






























Abbildung 5.14: Signalflussmodell einer Verschaltung von Vierpolen in Hybrid-
Form
5.3.3 Betrachtung kohärenter und inkohärenter Anregungsquellen
In realen technischen Systemen befinden sich meist mehrere Anregungs-
quellen. Die Körperschallausbreitung der von den Anregungsquellen
ausgehenden Schwingungen kann zunächst unabhängig voneinander be-
trachtet werden. Ist das Gesamtkörperschallspektrum von Interesse, so
müssen die einzelnen Anteile überlagert werden. Dies gilt beispielswei-
se an den Oberflächenpunkten, wenn die resultierende Schwingschnelle
bestimmt werden soll. Bei der Überlagerung ist darauf zu achten, ob
die Schwingungsanteile von kohärenten oder inkohärenten Anregungs-
quellen stammen. Bei inkohärenten Anregungsquellen ist eine energe-
tische Addition (5.8) vorzunehmen, bei kohärenten Anregungsquellen
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eine Addition der komplexen Anteile (5.7).
Für m kohärente Quellen gilt:
υkohärent(f) = υ1(f) + υ2(f) + . . .+ υm(f) (5.7)





2 + . . .+ (υm(f))
2 (5.8)
Sinnvollerweise führt man inkohärente Additionen erst dann in der Si-
mulation durch, wenn die Überlagerung der Anteile der einzelnen An-
regungsquellen von Interesse ist. Dadurch bleiben vor der Überlagerung
die Phaseninformationen erhalten.
5.3.4 Zeitvariante Systeme
Vierpole nach Gleichung (5.5) sind allgemein nur für zeitinvariante Sys-
teme einsetzbar. Dies ist für reale Systeme oft unzureichend. Die Vier-
polmodelle müssen daher erweitert werden. Für die Simulation wird in
dieser Arbeit zwischen zwei Arten von zeitvarianten Systemen unter-
schieden.
Die erste Art sind sich zeitlich relativ langsam verändernde Syste-
me. Langsam ist in Relation zur Simulationsschrittweite aufzufassen.
Während der Simulation können die Systemzustände dann als quasi-
stationär beschrieben werden. Für derartige Systeme können die Vier-
polparameter als Kennfelder hinterlegt werden. Eine Zustandsgröße im
Modell wird als Auswahlparameter eingesetzt.
Als zweite Art gibt es sich zeitlich verändernde Systeme, die ihren Zu-
stand sehr schnell, in vielen Fällen zyklisch, verändern. Durch die hohe
Dynamik können die einzelnen Zustände nicht mit der Schrittweite der
Simulation erfasst werden. In diesem Fall muss das Übertragungsver-
halten gemittelt abgebildet werden. Treten zyklische Veränderungen
auf, die in der Regel auch zu einer Anregung führen, so kann die Anre-
gung parallel zur gemittelten Übertragung im Modell abgebildet wer-
den. Dies betrifft zum Beispiel Kugellager, die im Wesentlichen durch
einen einzigen Steifigkeitsparameter modelliert werden. Bei der Rota-
tion findet eine Veränderung dieser Steifigkeit statt, die jedoch im Ver-
hältnis zur gemittelten Steifigkeit relativ klein ist. Daher liegt es nahe,
die Kugellager durch zwei Elemente zu beschreiben: einen zeitinvari-
anten Anteil mit einer mittleren Steifigkeit sowie einen zeitvarianten
Anteil, welcher für eine Anregung sorgt (siehe Abschnitt 5.2.2). Diese
beiden Anteile müssen überlagert werden.
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5.3.5 Reihen- und Parallelschaltung von Komponenten
Durch die Hintereinanderschaltung der Signalflussmodelle wird die Rei-
henschaltung der Komponenten abgebildet (siehe Abbildung 5.14). Be-
finden sich in einem technischen System parallele Körperschallübertra-
gungspfade, so ist eine Verschaltung von Signalflussmodellen mit Ver-












Abbildung 5.15: Parallelschaltung von Elementen in einem mechanischen Sys-
tem nach [Bal09]
Für eine Verzweigung mit AZ Zweigen gilt:
AZ∑
i
Fi = 0 (5.9)
Für eine Masche (Gruppe von Elementen, die eine geschlossene Kette
bilden – in Anlehnung an [IFT11]) mit AM Elementen gilt:
AM∑
i
∆υi = 0 (5.10)
Die Gleichung (5.9) ist folgendermaßen zu deuten. An einer Verzwei-
gung ist die vorzeichenbehaftete Summe der Kräfte gleich Null (Kräfte-
gleichgewicht). Weiterhin besagt Gleichung (5.10), dass die vorzeichen-




= υ2 − υ1 in Abbildung 5.15) bei einem Umlauf
um eine Masche den Wert Null ergeben muss [Bal09]. Damit die beiden
Kriterien bei der Signalflussmodellierung eingehalten werden, sind an
den Verzweigungen für die Parallelschaltung von Komponenten neben
der Hybrid-Form weitere Vierpol-Formen, wie die Impedanz-Form, nö-
86 5 Simulation akustischer Produkteigenschaften
tig (siehe Abbildung 5.16). An den Verzweigungen werden die Kräfte
mehrerer Zweige addiert (siehe Abbildung 5.16: F 2 = F 4 + F 5). Die
Schnelle an dieser Verzweigung wird komplett in alle Zweige übertragen
(siehe Abbildung 5.16: υ2 = υ4 = υ5).
Die Reihen- und Parallelschaltung der Signalflussmodelle kann auch
dazu verwendet werden, komplexere Komponenten durch zusammen-
geschaltete Signalflussmodelle zu beschreiben. Hierfür müssen die ein-




































































Abbildung 5.16: Signalflussmodell für die Parallel- und Reihenschaltung von
Komponenten
5.3.6 Vierpole am geblockten oder freien Rand
In vielen Modellen technischer Systeme existieren ideale Randbedin-
gungen, wie „geblockter“ oder „freier Rand“. Die Orientierung der Po-
tential- und Flussgrößen ist an den Rändern eindeutig definiert. Ein
„geblockter Rand“ bedingt, dass die Schnelle υ = 0 ist. Somit ist die
Schnelle die Eingangsgröße mit dem Wert Null (siehe Tabelle 5.4). Die
Kraft ist die Ausgangsgröße in Richtung des Randes und wird während
der Simulation bestimmt. Bei einem „freien Rand“ verhält sich dies in-
vers. Hier ist die Kraft F = 0. Die Schnelle wird während der Simulation
berechnet. Entsprechend der notwendigen Orientierung der Potential-
und Flussgröße am Rand und dem Körperschallnetzwerk kann sich die
Form der verwendeten Vierpole ändern (siehe Abbildung 5.16).
Für die Untersuchungen in dieser Arbeit ist vor allem der „freie Rand“
von Interesse, da diese Randbedingung für den Übergang zur Schallab-
strahlung nötig ist.
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Bisher wurde davon ausgegangen, dass die einzelnen Komponenten nur
zwei Koppelstellen besitzen bzw. das Übertragungsverhalten der Kom-
ponente durch eine Reihen- oder Parallelschaltung von Signalflussmo-
dellen nachgebildet werden kann. Für viele Komponenten in techni-
schen Systemen mit mehreren Koppelstellen lassen sich die einzelnen
Vierpole bzw. Vierpolparameter jedoch nicht separat bestimmen. In
derartigen Fällen muss entsprechend der Anzahl der Koppelstellen ein
Mehrpol verwendet werden. Ein Mehrpol einer Komponente mit AK




Ein Vierpol ist auch ein Mehrpol mit AK = 2 und AP = 4.
Für jeden Mehrpol existieren unterschiedliche Formen. Die Anzahl der
möglichen Formen steigt aufgrund der Kombinationsmöglichkeiten der
Ein- und Ausgangsgrößen mit der Anzahl der Koppelstellen. In der
Simulation mittels Signalflussmodellen werden in Abhängigkeit vom
betrachteten technischen System unterschiedliche Mehrpol-Formen be-
nötigt. Ein Beispiel für die Hybrid-Form einer Komponente mit drei
Koppelstellen (AK = 3, AP = 9), man spricht hier auch von Sechspo-









P 11(f) P 12(f) P 13(f)
P 21(f) P 22(f) P 23(f)







Werden die Mehrpol-Parameter zunächst in der Admittanz- oder Im-
pedanz-Form bestimmt, so kann die Umkehrbedingung für eine lineare
Körperschallübertragung (Reziprozität) gut zur Reduzierung der not-
wendigen Messungen oder Berechnungen für die Parameterbestimmung




























Die in Gleichung (5.13) mit gleichem Index gekennzeichneten Elemente
sind nach der Umkehrbedingung vom Betrag gleich (das Vorzeichen























5.3.8 Bestimmung der Vierpolparameter
Vierpolparameter können mittels experimenteller Untersuchungen, Si-
mulationen und für geometrisch einfache Komponenten mittels analy-
tischer Methoden gewonnen werden (siehe Abbildung 5.17). Für einfa-
chere Komponenten und begrenzte Frequenzbereiche können die Vier-
polparameter weiterhin aus Grundelementen der technischen Mechanik
gebildet werden.
5.3.8.1 Vierpole aus Grundelementen der technischen Mechanik
Die Hybrid-Form der Vierpole für mechanische Grundelemente ist in
Tabelle 5.5 dargestellt. Ein mechanisches System kann aus diesen Ele-
menten zusammengesetzt werden. Dieser Ansatz ist geeignet, wenn die
Komponente durch ein einfaches mechanisches Element ersetzt oder
das technische System im relevanten Frequenzbereich als Mehrmassen-
system mit bekannter Massen-, Steifigkeits- und Dämpfungsverteilung
beschrieben werden kann. Die Parameter der Komponente werden dann
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Abbildung 5.17: Bestimmung der Vierpolparameter
Tabelle 5.5: Vierpolmodelle für mechanische Grundelemente



















































5.3.8.2 Vierpole aus Messungen
Für reale Systeme ist die Massen-, Steifigkeits- und Dämpfungsvertei-
lung in der Regel nicht bekannt oder sie können nicht als räumlich
konzentriert betrachtet werden. Eine Möglichkeit zur Ermittlung der
Vierpolparameter ist daher die Messung an realen Komponenten. Der
Literatur lassen sich zahlreiche Methoden der messtechnischen Erfas-
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sung entnehmen [Sei01, Sel04]. Eine Methode ist, zunächst die Vier-
polparameter in der Admittanz-Form zu bestimmen [Har88]. Hierfür







































Bei dieser Parameterbestimmung wird eine Seite der Komponente je-
weils mit einer Kraft angeregt. Die andere Seite schwingt frei. Unter
Nutzung der Umkehrbedingung (siehe Gleichung (5.14)) kann die An-
zahl der notwendigen Messungen reduziert werden.
Die Vierpolparameter der Admittanz-Form lassen sich in die Vierpol-
parameter der Hybrid-Form überführen. Hierzu dienen die folgenden
























Bei den Umrechnungen sind die Richtungen der Fluss- und Potenti-
algrößen in den Vierpol-Formen zu beachten und ggf. die Vorzeichen
anzupassen (siehe Abschnitt auch 5.3.7).
Bei elastischen Komponenten mit lastabhängiger Übertragungsfunk-
tion müssen die Komponenten bei der Messung statisch vorgespannt
werden. Unter Einsatz spezieller Prüfstände empfiehlt sich für derartige
Komponenten die Bestimmung der Vierpolparameter in der Impedanz-
oder Ketten-Form [ISO06a, Sei01, Har88].
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Werden die Vierpolparameter ausschließlich messtechnisch gewonnen,
so verhält sich die Komponente in der Simulation wie eine Black-Box,
deren Parameter nicht beeinflusst werden können. Der Konstrukteur
möchte jedoch die Parameter im Modell modifizieren. Es sind daher
für den Einsatz in der Produktentwicklung Methoden notwendig, mit
denen die gemessenen Vierpolparameter parametrisiert werden kön-
nen. Eine Möglichkeit der Parameterbestimmung ist die modale Zer-
legung mittels der Modalanalyse [Ewi00, Mös10, DIN00]. Bei der mo-
dalen Zerlegung werden die modalen Parameter (Modalfrequenz, Mo-
daldämpfung und Modenform) aus den Übertragungsfunktionen ge-
wonnen. Die modalen Parameter dienen zum einen der besseren Be-
schreibung des Übertragungsverhaltens, zum anderen können sie dazu
verwendet werden, im Simulationsmodell die Parameter zur Optimie-
rung des akustischen Verhaltens zu beeinflussen [Li88, Wah94]. Dies
soll jedoch nicht Bestandteil dieser Arbeit sein. Zu beachten ist, dass
für die Erstellung des mathematischen Modells zur Modifikation der
Parameter deutlich mehr Messwerte von unterschiedlichen Messpunk-
ten benötigt werden, als bei reiner Bestimmung der Vierpolparameter.
Die Anzahl der Messpunkte ist von der Anzahl der Eigenfrequenzen im
betrachteten Frequenzbereich und von der Geometrie der Komponente
abhängig [Wah94, Mös10]. Aufgrund des deutlich größeren Aufwands
empfiehlt sich die Zerlegung daher nur, wenn die Vierpolparameter über
die modalen Parameter modifiziert werden sollen.
Anstelle der Messung der Vierpolparameter können auch Simulations-
methoden, wie FEM, eingesetzt werden, um die Parameter im Pre-
Prozess zu berechnen (siehe Abbildung 5.17).
5.3.8.3 Vierpole aus analytischen Ansätzen
Für geometrisch einfache Bauteile, die allerdings nicht mehr als einzel-
ne Masse oder Steifigkeit beschrieben werden können, bietet sich die
Bestimmung der Vierpolparameter mittels analytischer Methoden an.
Eine Grundlage für die Berechnung stellt die Idealisierung des Schwin-
gungssystems als Kontinuum dar. Unter Nutzung spezieller Ansätze
wie der Bernoullischen Balkentheorie und der Kirchhoffschen Platten-
theorie können die Schwingungsdifferentialgleichungen ermittelt wer-
den. Für die Simulation in dieser Arbeit ist vor allem die Bernoullische
Balkentheorie von Interesse, da sich mit ihr die Biegeschwingungen von
Wellen und Achsen in technischen Systemen beschreiben lassen. Die
Bernoullische Balkentheorie wird in der Literatur ausführlich disku-
tiert. Daher soll für die Theorie auf die einschlägige Literatur verwiesen
werden [Wea90, Wau08, Mag08, Bro08].
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Bei der Bestimmung der Vierpolparameter interessieren vor allem die
partikulären Lösungen der Schwingungsdifferentialgleichungen bei äu-
ßerer harmonischer Anregung, wie im Beispiel einer zweifach gelagerten
Welle mit Anregung in radialer Richtung durch eine Riemenscheibe (sie-
he Abbildung 5.18). Da die Welle drei Koppelstellen besitzt, müssen für
die Beschreibung der Körperschallübertragung in der Welle Sechspole
verwendet werden (siehe Abschnitt 5.3.7). Daher wird im Weiteren von
Sechspolparametern gesprochen. Für das Beispiel wird mit einem kon-
stanten Querschnitt der Welle gerechnet. Weiterhin wird angenommen,
dass die äußeren Kräfte nur als Punktkräfte wirken. Die beiden Berei-
che (l1 und l2) müssen separat behandelt werden, so dass für die Bie-
geschwingungen ein Gleichungssystem mit acht Unbekannten entsteht.
Für die Simulation werden die Lager durch Kräfte (FA, FB) ersetzt.
FR = F̂R sin (ωt)BA
l1 l2










Abbildung 5.18: Modell einer Welle mit Kraftanregung über eine Riemenschei-
be
Die Lösung des Gleichungssystems für das Beispiel in Abbildung 5.18
befindet sich im Anhang A.3. Aus der Bewegungsgleichung lassen sich
die notwendigen Sechspolparameter bestimmen. Hierfür wird die Schnel-
le am Kraftangriffspunkt sowie an den Lagerstellen zur anregenden
Kraft und den Lagerkräften ins Verhältnis gesetzt. Somit können zu-
nächst die Sechspolparameter in der Admittanz-Form (siehe Gleichung
(5.13) und Tabelle 5.6) berechnet werden, welche sich in die Hybrid-
Form-Parameter umwandeln lassen.
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5.3.9 Modellierung der Kopplung
Die Modellierung der Körperschallübertragung an der Kopplung zwi-
schen zwei Bauteilen bereitet den größten Aufwand, da die Übertra-
gung in der Regel kein lineares Verhalten aufweist und die Parameter
schwer bestimmbar sind [Hac10]. Kopplungen zwischen Bauteilen kön-
nen starr sein oder einen kinematischen Freiheitsgrad aufweisen. Im
Rahmen dieser Arbeit werden für die Modellierung nur starre Kopp-
lungen betrachtet. An den Kopplungen können stoff-, kraft- oder form-
schlüssige Verbindungen vorliegen. In dieser Arbeit werden keine stoff-
schlüssigen Verbindungen betrachtet.
Bei den Kontaktmodellen unterscheidet man zwischen Modellen für die
Normal- und die Tangentialrichtung [Pop94, SF05]. Viele Modelle in
Normalrichtung basieren auf der Hertzschen Theorie. An Flächenpaa-
rungen mit rauen Oberflächen wird für die Modellierung oft eine Fläche
mit sphärischen Mikroerhebungen (mit unterschiedlichen Höhen in Ab-
hängigkeit von der Rauheit) angenommen, welche in Kontakt mit einer
ebenen Fläche gebracht wird [Kra82, Gör10, Gre66]. Die Berechnung er-
folgt mittels Hertzscher Pressung unter Annahme einer elastischen Ver-
formung. Die Kontaktmodelle in Tangentialrichtung ergänzen die Mo-
delle in Normalrichtung und beschreiben die Reibung und Relativbewe-
gung an der Kontaktfläche. Mögliche Modelle sind unter anderem das
Coulomb-, Elasto-Gleit- und Cattaneo-Mindlin-Modell [Gör10, Pop94].
Für die Modellierung sollen die Kopplungen in dieser Arbeit nur durch
Normalsteifigkeiten und parallel geschaltete lineare Dämpfer beschrie-
ben werden, so dass sich diese gut mittels der Signalflussmodelle abbil-
den lassen. Die Kontaktfläche wird im Modell auf einen Punktkontakt
mit konzentrierter Steifigkeit und Dämpfung reduziert.
Kragelski [Kra82] zeigt Ansätze, wie die statische Normalsteifigkeit der
Kopplung auf Basis der Hertzschen Theorie und unter Berücksichtigung
der Mikrogeometrie bei elastischer Verformung bestimmt werden kann.
94 5 Simulation akustischer Produkteigenschaften






























Zahlenfaktor, r ([r] = µm) , hmax ([hmax] = µm) , B und τ den Oberflä-
chenkenngrößen. Die Parameter sind [Kra82, Jan05] oder dem An-
hang A.6 zu entnehmen. Die Steifigkeit ist nichtlinear. Es ist daher
im Arbeitspunkt bei vorgegebener statischer Vorspannkraft eine Li-
nearisierung durchzuführen. Weitere Ansätze sind unter anderem in
[Pop10, Gre66, Buc89] zu finden.
5.3.10 Umsetzung der Vierpolmodelle
Zur Implementierung der Signalflussmodelle der Vierpole ist eine Tren-
nung des Vierpolverhaltens von der Datenhaltung der Vierpolparame-
ter sinnvoll. Die Grundformen der Vierpole (siehe Tabelle 2.1) sollten
generisch beschrieben und die Parameter über eine Referenz eingebun-
den werden. Dies ermöglicht den flexiblen Einsatz der Signalflussmo-
delle.
5.3.10.1 Simulationssoftware
Eine Möglichkeit, die Signalflussmodelle der Vierpole in Software um-
zusetzen, ist der Einsatz von MATLAB/Simulink. Die Vierpolopera-
tionen können mittels Toolbox-Funktionen beschrieben werden. Das
Signalflussmodell eines Vierpols wird als Block gespeichert und kann
so wiederverwendet werden.
5.3.10.2 Datenhaltung und Bereitstellung der Parameter
Die generischen Signalflussmodelle der Vierpole benötigen für die Si-
mulation konkrete Parameter für die jeweilige Komponente. Für jede
Komponente werden, je nach Vierpol-Form, die Hybrid-, Impedanz-
oder Admittanz-Parameter benötigt. Dabei gehören die jeweils vier Pa-
rameter immer zusammen. Dies ist eine wichtige Basis für eine externe
Datenhaltung. Die Signalflussmodelle im Simulationsmodell benötigen
nur eine Referenz auf die jeweiligen Parameter, beschrieben durch eine
Identifikation der Komponente und die Vierpol-Form.
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Die Simulationen werden über den relevanten Frequenzbereich durch-
geführt, der vom Nutzer variabel festzulegen ist. Daher ist es sinnvoll,
die Vierpolparameter in Abhängigkeit von einem globalen Parameter
für den Frequenzbereich und die Frequenzschritte bereitzustellen. Die
Frequenzschritte sind notwendig, wenn nicht jede Frequenz einzeln be-
trachtet werden soll.
Liegen zeitvariante Vierpolparameter vor (siehe Abschnitt 5.3.4), so
sind die Vierpolparameter nicht nur Vektoren, sondern mehrdimen-
sionale Felder. Die Datenbereitstellung benötigt daher Steuerparame-
ter, die vom Simulationsmodell in jedem Simulationsschritt vorzuge-
ben sind. Da die Funktionen der Datenbereitstellung generisch zu hal-
ten sind, sollten die Steuerparameter auf Index-Elemente (z.B. 1 . . . 10)
umgerechnet werden.
Während der Simulation gelten die Echtzeitanforderungen. Daher ist
es nicht sinnvoll, die Daten erst während der Simulation einzulesen
und aufzubereiten. Diese Operationen sollten im Initialisierungsprozess
durchgeführt und die Daten über einen Puffer bereitgestellt werden
(siehe Abbildung 5.19).
Die notwendigen Funktionalitäten wurden im Rahmen der Arbeit über
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Abbildung 5.19: Bereitstellung der Parameter mittels C++ „S-Functions“ am
Beispiel der Hybrid-Form
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5.3.10.3 Echtzeit-Simulation
Eine wichtige Anforderung an die Simulation ist die Echtzeitfähigkeit.
Die Simulationsdauer der Modelle muss kürzer oder darf maximal ge-
nauso lang wie die Realzeit sein. Dies bedeutet, eine Sekunde im Simu-
lationsmodell muss in weniger als einer Sekunde bis maximal einer Se-
kunde berechnet werden können. Dadurch kann das Simulationsmodell
gegebenenfalls auf Echtzeit abgebremst werden, ist aber nicht langsa-
mer.
Über die Modellparameter (hier z.B. Frequenzschrittweite) und die
Zeitschrittweite muss die Berechnungsdauer hinreichend reduziert wer-
den. Die Simulationen in dieser Arbeit werden mit einer festen Zeit-
schrittweite in Abhängigkeit von der Modellgröße durchgeführt (Details
für das Anwendungsbeispiel befinden sich im Abschnitt 6.4). Um die
Berechnungsdauer der Modelle weiter zu reduzieren, lässt sich das Si-
mulationsmodell in MATLAB/Simulink mit dem Real-Time Workshop
kompilieren. Dies führt zu einer großen Steigerung der realisierbaren
Wiederholrate. Für die Untersuchungen wurde mit dem „S-Function
Target“ gearbeitet. Mit dem Kompilieren entsteht eine „S-Function“,
welche wieder in ein MATLAB/Simulink-Modell eingebunden werden
kann. Somit können die Simulationsergebnisse direkt in MATLAB aus-
gewertet werden. Zur Einhaltung der Echtzeitbedingungen wurden wei-
terhin die in den vorhergehenden Abschnitten erläuterten Maßnahmen
bei der Datenaufbereitung und -bereitstellung berücksichtigt.
Die realisierten Signalflussmodelle der Vierpole lassen sich mit den in
Tabelle 5.7 dargestellten Simulationszeiten je Signalflussmodell nach
dem Kompilieren mit dem Real-Time Workshop berechnen. Die Simu-
lationen wurden auf einem Standard Computer durchgeführt:
• Betriebssystem: Windows XP, SP3
• Hardware: INTEL Core 2 Quad (Q 9550), 4x 2,83 GHz, 3,25 GB
RAM
Tabelle 5.7: Simulationszeiten je Signalflussmodell
Berechnete Frequenzen Simulationszeit je Signalflussmodell
5.000 0,388 ms
1.000 0,078 ms
Der Rechenaufwand steigt mit der Anzahl der Signalflussmodelle. Bei
größeren Modellen muss ggf. die Anzahl der berechneten Frequenzen




Das Prinzipmodell soll die Funktionalität der entwickelten Vierpol-
Modelle aufzeigen. Für das Modell sind einfache Bauteile und eine
einfache Kopplung nötig, damit die Störeinflüsse und unabhängigen
Parameter überschaubar sind. Gewählt wurden zwei lackierte Bleche
mit gleicher Geometrie, welche zur Mittelebene symmetrisch sind (siehe
Abbildung 5.20). Jedes Blech wird im Modell mit je einem Vierpol be-
schrieben. Ein weiterer Vierpol beschreibt das Übertragungsverhalten
an der Kopplung. Die beiden Bleche wurden über zwei M16 Schrauben
an Bohrungen symmetrisch zur Mittelebene verbunden (siehe Abbil-
dung 5.21). Zur Erzielung einer definierten Übertragung zwischen den
Blechen wurden Unterlegscheiben eingesetzt. Die beiden Bleche haben
keine weitere Kontaktfläche. Die Schrauben wurden unter Nutzung ei-
nes Drehmomentschlüssels angezogen.
Die Vierpolparameter wurden zunächst für die Einzelbleche und dann
für die Kopplung ermittelt. Hierfür wurden die Bleche an einem Rah-
mengestell frei aufgehängt. Somit wird gewährleistet, dass die umge-
benden Bauteile keinen Einfluss auf die Messung haben. Für die Mes-
sungen wurden ein Impulshammer sowie drei Beschleunigungssensoren
eingesetzt (siehe Anhang A.8). Die ermittelten Vierpolparameter für






Abbildung 5.20: Prinzipmodell Blechkopplung (links: Versuchsaufbau, rechts:
CAD-Entwurf)






Abbildung 5.21: Anregung und Messung an den Blechen
Für die Simulation des Gesamtverhaltens müssen auch die Parameter
der Kopplung bestimmt werden. Wie im Abschnitt 5.3.9 diskutiert,
lässt sich eine einfache Kopplung durch eine Steifigkeit nachbilden.
Die Steifigkeit lässt sich auf mehreren Wegen bestimmen. Berechnet
man die statische Kopplungssteifigkeit nach [Kra82] unter Nutzung der
Gleichung (5.23) und unter Einbeziehung der Oberflächeneigenschaf-
ten des Blechs (siehe Anhang A.5), so erhält man für das Anzugsmo-
ment von 12 Nm eine Steifigkeit im Arbeitspunkt in Normalrichtung
von cstat = 1,6 ∗ 109 Nm . Dabei wurde die Parallel- und Reihenschaltung
der einzelnen Kontaktflächen sowie die Steifigkeit der Unterlegschei-
ben berücksichtigt. Die vorhandenen analytischen Modelle gestatten
jedoch keine Ermittlung der frequenzabhängigen dynamischen Steifig-
keit. Nutzt man die Vierpolparameter der einzelnen Bleche sowie die
experimentell bestimmte Schnelle am Ein- und Ausgang, so lässt sich
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Abbildung 5.22: Signalflussmodell der Blechkopplung
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Das Ergebnis ist in Abbildung 5.23 dargestellt. Die messtechnisch er-
fasste Steifigkeit ist geringer als die analytische Kopplungssteifigkeit.
Dies hat unterschiedliche Gründe. Zum einen ist das analytische Modell
ideal und es werden mehrere Parameter benötigt, welche sich schlecht
mit hinreichender Genauigkeit bestimmen lassen. Das analytische Mo-
dell berücksichtigt dabei auch nur die Körperschallübertragung normal
zur Oberfläche der Bleche. Zum anderen liegen Messabweichungen auf-
grund der vorhandenen Messhardware vor.



















Abbildung 5.23: Aus den Messergebnissen ermittelte dynamische Steifigkeit
(die statische Steifigkeit ist als Vergleich mit dargestellt)
Das Modell der Blechkopplung (siehe Abbildung 5.22) wurde für die Si-
mulation in MATLAB/Simulink mit den in Abschnitt 5.3.10 beschrie-
benen Signalflussmodellen umgesetzt. Einen Vergleich der gemessenen
und simulierten Schwingschnelle (v4 in Abbildung 5.22) bei transienter
Anregung an Blech 1 und unter Nutzung der dynamischen Steifigkeit
zeigt Abbildung 5.24. Man kann erkennen, dass der qualitative Verlauf
über der Frequenz gut nachgebildet wird. Die wesentlichen Abweichun-
gen zwischen Simulation und Messung sind auf die Modellierung der
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Kopplung und die Messabweichungen aufgrund der Hammeranregung
zurückzuführen.






















Abbildung 5.24: Vergleich von gemessener und simulierter Schnelle am Ausgang
v4
Die durchgeführten Untersuchungen am Prinzipmodell zeigen, dass das
Übertragungsverhalten von zeit-invarianten technischen Systemen mit
den Vierpol-Modellen nachgebildet werden kann. Probleme bei der Mo-
dellierung ergeben sich primär an den Kopplungen, da hier das Über-
tragungsverhalten in der Realität nichtlinear ist.
5.4 Zustandsmodell
Im Abschnitt 5.1 wurde gezeigt, dass für die Bestimmung des maschi-
nenakustischen Verhaltens zunächst der aktuelle kinetische Zustand des
technischen Systems ermittelt werden muss. Die hierfür notwendigen
Zustandsmodelle werden in diesem Abschnitt entwickelt.
Das kinetische Verhalten von technischen Systemen lässt sich allge-
mein über zeitabhängige Differentialgleichungen beschreiben. Jedoch
ist der Umgang mit diesen, vor allem beim Zusammensetzen mehre-
rer Komponenten (nach Abschnitt 5.1) zu einem Gesamtsystem, nicht
einfach. Eine elegante Möglichkeit der Modellbildung ist auch hier die
Beschreibung des Verhaltens mittels Vierpolen. Im Gegensatz zu den
Körperschallmodellen empfiehlt es sich, die Zustandsmodelle zur Er-
möglichung der Beeinflussbarkeit der Modellparameter im Zeitbereich
zu simulieren. Weiterhin lassen sich die Zustandsparameter in der Regel
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nicht als harmonische Oszillationen darstellen, so dass eine Beschrei-











Abbildung 5.25: Signalflussmodell eines Vierpols für das Verhalten einer Masse
im Zeitbereich
Über die Vierpolparameter wird das Verhalten des jeweiligen Vier-
pols beschrieben. Dabei können die Vierpolparameter aus Massen bzw.
Massenträgheitsmomenten, Steifigkeiten, Dämpfungen, Übersetzungen
aber auch komplexen Funktionen bestehen [Web05b]. Im Gegensatz zu
den maschinenakustischen Vierpolen können die Vierpole für das Zu-
standsmodell nichtlineares Verhalten aufweisen. Für die Simulation von
Trägheiten und Steifigkeiten müssen Differential- bzw. Integralelemen-
te eingefügt werden (siehe Abbildung 5.25). Für viele Zustandsmodelle
sind die Vierpolparameter jedoch rein skalare Größen, oftmals sogar
Null oder Eins. Diese Werte werden mitgeführt, da sie eine einheitliche
formale Beschreibung der Vierpole ermöglichen.
Für die Simulation ist es oft sinnvoll, das Zustandsmodell einer Kom-
ponente in mehrere Vierpole zu zerlegen. Der notwendige Detaillie-
rungsgrad hängt davon ab, welches Verhalten nachgebildet werden soll.
Oft reicht es für die Beschreibung des Verhaltens einer Komponen-
te aus, den Zustand in Abhängigkeit von den generalisierten Koor-
dinaten nachzubilden. Für ein Zahnradgetriebe, bestehend aus zwei
Zahnrädern, kann beispielsweise das Verhalten durch die beiden Mas-
senträgheitsmomente (bzw. reduzierte Massenträgheitsmomente) und
deren Kopplung beschrieben werden (siehe Abbildung 5.26). Zur Be-
schreibung des Verhaltens der Komponente oder des gesamten techni-
schen Systems werden die Signalflussmodelle der Vierpole in Netzwer-
ken zusammengeschaltet. Auch hier gelten die Gleichgewichtsbedingun-
gen nach Abschnitt 5.3.5.
Ein einfaches Netzwerk für ein einstufiges Zahnradgetriebe (nach dem
Prinzip in Abbildung 5.26) mit einer Evolventenverzahnung (αw =
konst) ist in Abbildung 5.28 dargestellt, wobei neben den Massenträg-
heitsmomenten der Räder (J1,J2) die Zahnsteifigkeit in Zahnnormalen-
richtung mit modelliert ist, die sich abhängig von der momentanen Win-
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Abbildung 5.26: Prinzipsymbol eines Zahnradgetriebes mit Potential- und
Flussgrößen am Ein- und Ausgang (zur Vervollständigung des Prinzipsymbols
werden die Lager mit dargestellt)
Für die Körperschallmodelle wurde im Rahmen dieser Arbeit die Be-
schränkung auf eine Schwingungsrichtung eingeführt. Dies ist für die
Zustandsmodelle nicht möglich. Bei vielen Komponenten treten neben
den Potential- und Flussgrößen in Abhängigkeit von den generalisier-
ten Koordinaten Potential- und Flussgrößen in anderen Raumrichtun-
gen auf. Diese müssen über die Zustandsmodelle abgebildet werden, da
sie unter anderem Abstützkräfte charakterisieren. Im Vierpolnetzwerk
müssen die Potential- und Flussgrößen der Raumrichtungen gekoppelt
werden. An derartigen Querkopplungen treten auch Verzweigungen auf,
an denen bei verzweigter Flussgröße die Potentialgrößen addiert wer-
den. Ein einfaches Beispiel ist in Abbildung 5.29 für ein Zahnradge-
triebe mit Querkopplungen zur Bestimmung der Radialkraft dargestellt
(zur vereinfachten Darstellung wird eine Steifigkeit in Umfangsrichtung
angenommen).
Für eine realistische Simulation ist es sinnvoll, lastabhängige Antriebs-
modelle zu verwenden. Die Signalflussmodelle der Vierpole liefern in
jedem Simulationsschritt dem Antrieb bei vorgegebener Potentialgröße
(z.B. Geschwindigkeit v oder Winkelgeschwindigkeit ω) die Antwort der
Last in Form einer Flussgröße (z.B. Kraft F oder MomentM). In Abbil-
dung 5.28 ist die vorgegebene Größe die Winkelgeschwindigkeit ω1 und
die Antwort des Systems ist das Moment M1, das aufzubringen ist, um
den vorgegebenen Geschwindigkeitszustand erreichen zu können. Der
Antrieb wird als eine ω−M -Kennlinie beschrieben, im einfachsten Fall
als lineare Kennlinie zwischen Leerlaufwinkelgeschwindigkeit (ωL) und







Abbildung 5.27: Einfache Kennlinie eines lastabhängigen Antriebsmodells
Die Größen im Zustandsmodell können stationären, schwellenden und
wechselnden Charakter annehmen. Wie im Abschnitt 5.2 dargestellt,
sind Stoßanregungen wesentliche Anregungen in technischen Systemen.
Viele Stöße treten auf, wenn wechselsinnige Bewegungen zwischen Kom-
ponenten vorliegen. Daher müssen bei der Modellierung gerade diese
Zustandsgrößen möglichst realistisch nachgebildet werden.
Die Potential- und Flussgrößen können an den Ein- und Ausgängen
der Signalflussmodelle des Zustandsmodells für die Akustik-Simulation
abgegriffen werden. Weiterhin werden die Potentialgrößen benötigt, um
den Szenengraph für die Visualisierung anzupassen. Die notwendige
Schnittstelle wird im nächsten Abschnitt entwickelt.















































































































































































































































































































































































































Abbildung 5.29: Signalflussmodell von Vierpolen zur Beschreibung eines einstu-
figen Zahnradgetriebes mit Querkopplung zur Bestimmung der Radialkraft
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5.5 Visualisierungsmodell und Szenengraph
Eine wesentliche Aufgabe des Zustandsmodells ist, wie im Abschnitt
5.1 beschrieben, die Berechnung der Informationen für die Aktualisie-
rung des VR-Szenengraphen. Für die Anpassung des Szenengraphen
nach einer Neuberechnung des Zustands ist die Übergabe von neuen
Positionen und Orientierungen von Interesse, d.h. die Übergabe der
Zeitintegrale der Potentialgrößen aus dem Zustandsmodell.
Für diese Arbeit hat es sich als sinnvoll erwiesen, die VR- und die
Simulations-Software zu trennen. Die Simulation wird auf einem se-
paraten Rechner durchgeführt. Die Wiederholfrequenz des Rendering-
prozesses schwankt unabhängig von der Wiederholfrequenz der Simu-
lation, welche annähernd konstant ist. Für die Aktualisierung des VR-
Szenengraphen müssen die VR- und die Simulations-Software Infor-
mationen austauschen. Für die Kommunikation empfiehlt sich die Ver-
wendung eines verbindungslosen Protokolls (z.B. UDP (User Datagram
Protocol) basiert – eine Kontrollfunktion wird für die Anwendung nicht
benötigt (siehe Abschnitt 5.5.1)), damit durch die Kommunikation nur
geringe Wartezeiten entstehen. Für die Implementierung erwies sich
das OSC-Protokoll mit einer nachrichtenbasierten Informationsüber-
tragung als zweckmäßig [Hag09].
Damit neben dem für diese Arbeit verwendeten MATLAB/Simulink
auch andere kinematik- oder kinetikorientierte Simulationswerkzeuge
an die VR-Software angebunden werden können, wurde eine Schnitt-
stelle durch eine objektorientierte Erweiterung der VR-Software ge-
schaffen. Dieses Plug-In enthält einen Kommunikationsserver, der Er-
gebnisse von den Simulationswerkzeugen erfasst, auswertet und den
Szenengraph anpasst. Das grundlegende Konzept ist in Abbildung 5.30
dargestellt.
Bei der Entwicklung des Kommunikationsservers standen die folgenden
Teilaspekte im Vordergrund [Hus10c]:
• Die Simulationssoftware sollte einfach austauschbar sein. Daher
muss der Kommunikationsserver mehrere vordefinierte und ein-
deutige Methoden zur Modellanpassung bereitstellen.
• Das Zustandsmodell sowie die Kommunikation dürfen den Rende-
ringprozess nicht aufhalten.
• Die Aktualisierung des Visualisierungsmodells darf nicht zu Feh-
lern bei der Bildwiedergabe (z.B. Flimmern) führen.
• Fehler in der Kommunikation dürfen nicht zu einem inkonsisten-
ten VR-Modell führen.













































































































































































































































































































































































































































Abbildung 5.30: Konzept des Kommunikationsservers
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5.5.1 Modellstruktur im Szenengraph
Das Zustandsmodell sollte Absolutpositionen sowie -winkel der Kompo-
nenten für die Anpassung des Szenengraphen liefern, damit der Szenen-
graph auch bei Störungen des Datenaustauschs den richtigen Zustand
bei der nächsten Aktualisierung abbildet. Die Absolutpositionen und
-winkel beziehen sich auf ein Bezugskoordinatensystem, welches nicht
mit dem Weltkoordinatensystem zusammenfallen muss. Dies ist oftmals
aus Modellierungsgründen sinnvoll, da sonst zahlreiche Umrechnungen
nötig wären. Das Objekt mit dem Bezugskoordinatensystem hat einen
geringeren Freiheitsgrad als die jeweilige Komponente, befindet sich
in der kinematischen Kette somit näher am Gestellelement (Annahme
als ideal unbeweglich im Modell). Für eine effiziente Anpassung des
Szenengraphen ist es daher sinnvoll, in diesem die kinematische Kette
über die Modellstruktur abzubilden. Unter Nutzung der Eltern-Kind-
Beziehungen im Szenengraph aktualisieren sich die Kind-Elemente au-
tomatisch. Dies funktioniert jedoch nur bei Elementen in einer offenen
kinematischen Kette. Bei geschlossenen kinematischen Ketten muss das
Zustandsmodell die Vorausberechnung der geschlossenen Kette durch-
führen.
In vielen Fällen muss die Modellstruktur manuell angepasst werden,
da die CAD-Modelle aufgrund der Modellierweise des Konstrukteurs
oftmals keine kinematisch orientierte Struktur liefern oder die CAD-
Systeme beim Export die Struktur auflösen. Im Rahmen der Arbeit
wurde hierfür ein Werkzeug entwickelt, welches die automatische Ge-
nerierung der Modellstruktur vornimmt. Details sind in [Hus08b, Kir07]
erläutert.
5.5.2 Datenaustausch zwischen Zustandsmodell und VR-Modell
Die Verbindung von Simulationssoftware und VR-Software (VD2 der
Firma vrcom) erfolgt durch einen objektorientierten Server, der im
Rahmen der Arbeit entwickelt und direkt an die Software VD2 an-
gebunden wurde [Hus10c]. Der Client kann an Software zur Bestim-
mung des kinematischen oder kinetischen Verhaltens angebunden wer-
den, so auch an MATLAB/Simulink. Die Kommunikation basiert auf
dem OSC-Protokoll.
Durch das Protokoll ist der Aufbau der übertragenen OSC-Nachrichten
festgelegt. Darauf aufbauend wurden eigene Nachrichten definiert, die
aus einer Adresse, einem Objektnamen im Szenengraph und zugehöri-
gen Parametern bestehen:
<Adresse> <Objektname> <Parameter>
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Beim Eintreffen einer OSC-Nachricht wird durch die Adresse und die
Struktur der Nachricht eine entsprechende Methode des Servers be-
stimmt. Der Objektname bestimmt, auf welches Objekt im VR-Szenen-
graph die nachfolgenden Parameter angewendet werden sollen. Die Pa-
rameter können aus drei verschiedenen Datentypen aufgebaut sein (Da-
tentypen: String, Float, Integer).
Im Server wird für die Anpassung der Objektpositionen und -orientie-
rungen im Wesentlichen zwischen drei Methoden unterschieden:
• Aktualisierung mittels einer Transformationsmatrix (T )
• Aktualisierung mittels eines Rotationswinkels (ϕ) um eine defi-
nierte Drehachse
• Aktualisierung mittels einer Translation (~r)
Bei Transformationsmatrizen sind der Aufbau der Matrix und der Dreh-
sinn zwischen den Achsen zu beachten. Einige Simulationswerkzeuge
arbeiten mit linkshändigen Koordinatensystemen. Diese sind entspre-
chend umzuformen.
Der Server aktualisiert die Daten bei jedem neuen OSC-Paket. Die-
se werden zunächst gepuffert und in der folgenden Renderschleife im
Szenengraph aktualisiert, damit die Aktualisierung ohne Bildstörungen
stattfindet.
Die zu ändernden Objekte werden während der Initialisierung der VR-
Session als Instanzen in einen Container gespeichert sowie mit weite-
ren Informationen angereichert. Damit der Nutzer nicht programmieren
muss, lassen sich die Objekte über ihre Namen im Szenengraph mittels
Skript-Befehlen der VR-Software festlegen. Beispiele zeigt der nachfol-
gende Skript-Code:
appl i n i t myOSCTUI. so : I n i t " ObjectName1 ObjectName2 "
appl c a l l b a c k myOSCTUI. so : AddObjektWithAxis " ObjectName3
ObjectAxis3 " time 1000
Die Objekte „ObjectName1“ und „ObjectName2“ werden bei der In-
itialisierung direkt mit eingelesen und während der Loop-Funktion wer-
den deren Transformationsmatrizen aktualisiert. Das Objekt „Object-
Name3“ soll um seine Achse „ObjectAxis3“ gedreht werden. Dieses Ob-
jekt wird nach einer Sekunde zusammen mit der Achse initialisiert.
Damit der Nutzer während der VR-Session das Simulationsmodell be-
einflussen kann, ist eine Rückkopplung von der VR-Software zum Simu-
lationsmodell nötig. Über die VR-Software können alle Nutzereingaben
von physischen und virtuellen Eingabegeräten abgefangen und ausge-
wertet werden (siehe Abschnitt 2.1.2). Für die Anpassung des Simula-
tionsmodells müssen die Nutzereingaben Parametern des Simulations-
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modells zugeordnet werden. Zur Gewährleistung der Austauschbarkeit
der Eingabegeräte ist es sinnvoll, die übertragenen Nutzereingaben zu
normieren (z.B. auf −1 . . . 1). Der Wertebereich wird im Kommunika-
tionsserver festgelegt.
5.6 Zusammengesetzte Komponentenmodelle
In den vorhergehenden Abschnitten wurden die Modelle für die Bestim-
mung des Zustands, der Körperschallanregung und der Körperschall-
übertragung entwickelt. Wie im Abschnitt 5.1 eingeführt, werden die
einzelnen Modelle zu Komponentenmodellen zusammengesetzt. Dies er-
leichtert das Verständnis des Modells sowie die Modellerstellung.
Abbildung 5.31 zeigt ein akustisch aktives Komponentenmodell beste-
hend aus Zustands-, Anregungs- und Körperschallmodell sowie einer
Schnittstelle zum Kommunikationsserver. Bei akustisch passiven Kom-
ponenten fehlen das Anregungsmodell und ggf. auch das Zustandsmo-
dell sowie die Schnittstelle. Weiterhin sind in Abbildung 5.31 die über-






































Abbildung 5.31: Zusammengesetztes Komponentenmodell
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5.7 Zusammenfassung
In diesem Kapitel wurden Simulationsmodelle für die Körperschallanre-
gung und Körperschallübertragung in technischen Systemen sowie für
die Bestimmung des Zustands entwickelt. Die Modelle wurden so konzi-
piert, dass sie für die Anwendung in der VR in Echtzeit berechnet wer-
den können. Für den effizienten Einsatz der Simulationsmodelle in der
Produktentwicklung wurde die komponentenweise Modellbeschreibung
eingeführt. Somit lassen sich die Komponentenmodelle mit Anregungs-,
Körperschall- und Zustandsmodell geschlossen in Datenbanken ablegen
und durch Verschaltung zu Gesamtsystemen zusammensetzen.
Zur parametrischen Simulation der Anregung tonaler Schwingungen
wurde die Methode der relativen Amplituden entwickelt. Weiterhin
wurde für derzeit nicht beschreibbare Anregungsmechanismen die mess-
technische Erfassung diskutiert und die Repräsentation in Kennfeldern
erarbeitet. Durch die Einführung einheitlicher Schnittstellen an den
Anregungs- und Körperschallmodellen lassen sich die einzelnen Model-
le einfach austauschen.
Die Basis für die Körperschallsimulation sind komplexe, frequenzabhän-
gige, lineare, passive Vierpole, mit welchen die bidirektionale Körper-
schallübertragung über den relevanten Frequenzbereich simuliert wer-
den kann. Speziell für die potentialgrößengetriebene Hybrid-Form der
Vierpole konnten die Vorteile für die Simulation technischer Systeme
aufgezeigt werden. Am freien Rand kann die Ausgangsgröße Schwing-
schnelle für eine weiterführende Abstrahlungssimulation verwendet wer-
den. Für diese Vierpol-Form wurden die notwendigen Kopplungen und
Verschaltungen der Signalflussmodelle sowie die Parameterbestimmung
ausgearbeitet. Die konzipierten Modelle wurden in MATLAB/Simu-
link als Signalflussmodelle implementiert. Durch die generische Model-
lierung der Vierpole mit getrennter Datenhaltung und -bereitstellung
lassen sich die Vierpolparameter den Körperschallmodellen der Kompo-
nenten effizient zuweisen oder austauschen. Die Körperschallsimulation
wurde anhand einer Prinzipbaugruppe validiert. Für Komponenten mit
mehreren Koppelstellen wurde die Mehrpol-Repräsentation diskutiert.
In diesem Kapitel wurde weiterhin erarbeitet, dass für die Simulation
des maschinenakustischen Verhaltens zunächst der kinetische Zustand
bestimmt werden muss. Hierfür wurde die Modellierung der Zustands-
modelle auf Basis von Vierpolen erarbeitet. Diese können aufgrund
der ähnlichen Modellrepräsentation einfach mit den Anregungs- und
Körperschallmodellen gekoppelt werden. Die Vierpole bieten hier den
Vorteil, dass die Zustandsmodelle je nach notwendigem Detaillierungs-
grad weiter verfeinert oder erweitert werden können.
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Abschließend wurde in diesem Kapitel die Kopplung des Simulations-
modells mit dem VR-Modell diskutiert. Hierfür wurde im Rahmen
der Arbeit ein objektorientierter Kommunikationsserver entwickelt, mit
welchem neben dem verwendeten Werkzeug MATLAB/Simulink auch
weitere Simulationswerkzeuge an die VR-Software angebunden werden
können.
6 Anwendungsbeispiel Pick-and-Place-Maschine
In diesem Kapitel soll die Anwendung der im Kapitel 5 entwickelten
Methoden und Modelle an einem praktischen Beispiel gezeigt werden.
Hierfür wurde ein technisches System mit Standard-Maschinenelemen-
ten ausgewählt, welches vorwiegend aus metallischen Werkstoffen be-
steht.
Die für die Untersuchung ausgewählte Pick-and-Place-Maschine (siehe
Abbildung 6.1) wurde in der Diplomarbeit Lotz [Lot02] konzipiert und
konstruiert. Die Aufgabe der Maschine ist die schnelle Montage kleiner
Komponenten. Um dies zu erreichen, werden die beiden notwendigen
orthogonalen Abtriebsbewegungen über Mechanismen mit einem Zen-
tralantrieb erzeugt. Die kinematischen Zusammenhänge sind im Tech-
nischen Prinzip in Abbildung 6.2 dargestellt. Die wichtigsten techni-










Damit die Pick-and-Place-Maschine audio-visuell abgebildet werden
kann, müssen die folgenden Teilaufgaben bearbeitet werden:
1. Identifikation der Anregungsquellen
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2. Analyse der Anregungsmechanismen und Auswahl der notwendi-
gen Berechnungsmodelle
3. Analyse der relevanten Schallübertragungspfade
4. Aufteilung des Gesamtmodells in Komponenten
5. Erarbeitung der Anregungsmodelle
6. Erarbeitung der Körperschallmodelle
7. Identifikation notwendiger Zustandsparameter für die Anregungs-
und Körperschallmodelle
8. Erarbeitung der Zustandsmodelle mit den Schnittstellen für die
Anregungs- und Körperschallmodelle
9. Erarbeitung des VR-Modells auf Basis des CAD-Datensatzes


















6.1.1 Analyse der Anregungsquellen
Im ersten Schritt müssen die Anregungsquellen der Pick-and-Place-
Maschine gesucht und analysiert werden. Sie lassen sich gut auf Ba-
sis des Technischen Prinzips erarbeiten (siehe Abbildung 6.3 markierte
Kreise). Für die maschinenakustischen Betrachtungen wurden der An-




























Abbildung 6.3: Technisches Prinzip der Pick-and-Place-Maschine mit Kenn-
zeichnung der Anregungsquellen
Die Pick-and-Place-Maschine erfährt wesentliche Anregungen:
• an den Kugelumlaufführungen (1),
• zwischen den Zahnriemen und den Zahnriemenscheiben (2),
• an der Zahnradpaarung (3),
• in den Kugellagern (4) und
• durch die Transversalschwingungen des Riemens (erst bei hohen
Riemengeschwindigkeiten) (5).
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6.1.2 Analyse der Anregungsmechanismen und Auswahl der
Simulationsmethoden
Die Anregungsmechanismen werden durch unterschiedliche Parameter
beeinflusst. Grundsätzlich lassen sich diese in veränderlich und konstant
einteilen (siehe Abbildung 6.4). Konstante Einflussparameter ändern
sich während der Simulation nicht oder werden als Funktion hinter-
legt (z.B. Steifigkeitsverlauf). Dagegen müssen die veränderlichen Ein-
flussparameter in jedem Simulationsschritt neu berechnet und an das
Anregungsmodell übergeben werden.
Die angeregten Schwingungen werden in der Realität durch viele Para-
meter beeinflusst. Außer der makroskopischen Gestalt und der Anzahl
der Komponenten ist kein Einflussparameter wirklich konstant, sondern
sie ändern sich während der Nutzung. Für die Untersuchungen in dieser
Arbeit werden Parameter, die sich nur allmählich ändern (z.B. aufgrund
thermischer Einflüsse oder durch verschleißbedingten Materialabtrag),
als konstant angenommen.
In den nachfolgenden Abschnitten werden Anregungsmechanismen dis-
kutiert, welche für die maschinenakustische Simulation der Pick-and-
Place-Maschine benötigt werden. Die zugehörigen Anregungsmodelle
werden in eine einheitliche Form mit den in Abschnitt 5.2.2 erarbeite-
ten Schnittstellen gebracht.
Da die Bestimmung des Anregungsspektrums in Echtzeit durchgeführt
werden muss, wird die Anregungssimulation in zwei Teile aufgeteilt (sie-
he Abschnitt 5.2.2.4). Im Pre-Prozess werden unter Nutzung konkre-
ter Anregungsmechanismen die relativen Amplituden (siehe Abschnitt
5.2.2.1) für Referenz-Fluss- und -Potentialgrößen bestimmt. Während
der Echtzeit-Simulation werden unter Nutzung von Produktmerkmalen
und Potentialgrößen aus dem Zustandsmodell die Grund-Anregungsfre-
quenzen berechnet. Aus den Fluss- und Potentialgrößen aus dem Zu-
standsmodell und den relativen Amplituden lassen sich die Amplituden
der angeregten Frequenzen bestimmen.
6.1.2.1 Schwingungsanregung in den Kugellagern
Lager sind wichtige und häufig vorkommende Maschinenelemente. Sie
verbinden relativ zueinander rotierende Komponenten und nehmen Ab-
stützkräfte in radialer und/oder axialer Richtung auf. Im Rahmen die-
ser Arbeit werden ausschließlich Kugellager ohne Vorspannung betrach-
tet (siehe Abbildung 6.5), so wie sie in der Pick-and-Place-Maschine
verbaut sind. Die Kugellager in der Pick-and-Place-Maschine werden
primär radial belastet. Die axiale Belastung ist sehr gering und wird
















Abbildung 6.4: Einflüsse auf die Körperschallanregung
Kugellager eingeprägten Körperschall weiter. Weiterhin ist das Kugel-













Abbildung 6.5: Geometrische Parameter eines Kugellagers
Die von den Kugellagern selbst erzeugten Schwingungen werden maß-
geblich verursacht durch [Mom99, Wen98, Brä98]:
• Steifigkeitsänderungen in radialer Richtung aufgrund der verän-
derlichen Anordnung der Kugeln während der Rotation,
• Fertigungsungenauigkeiten oder Schäden an den Außen- und In-
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nenringen, den Kugeln sowie dem Käfig und
• tribologische Effekte beim Wälzvorgang.
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Abbildung 6.6: Signalflussmodell für das Verhalten des Kugellagers in radialer
Richtung mit resultierender, winkelabhängiger Steifigkeit unter Vernachlässigung
der Masse der Kugeln
Für die Simulation der Anregung an idealen Kugellagern ist vor al-
lem die Steifigkeitsänderung während der Umdrehung des Lagers von
Interesse [Wen98] (siehe Abbildung 6.6). Die Steifigkeit wird primär
durch die Verformung an der Kontaktstelle der Kugeln mit dem Innen-
und Außenring bestimmt. Sie lässt sich mittels Hertzscher Pressung
berechnen [Wei03]. Alternative Berechnungsmethoden berücksichtigen
den Schmierfilm im Lager (z.B. als Elasto-Hydrodynamische Kontakte).
Vor allem bei höheren Drehzahlen wird der Schmierfilm bei der Bestim-
mung der Steifigkeit relevant [Wen98]. Bei den betrachteten Drehzahlen
der Pick-and-Place-Maschine soll mit Hertzscher Pressung gerechnet
werden.
Schwingungsanregungen aufgrund von Fehlern in der Geometrie der
Kugellager sind in Maschinen sehr verbreitet [Alb87, Mom99]. Model-
le zur Beschreibung der Anregung aufgrund von Welligkeiten wurden
unter anderem von Wensing [Wen98] entwickelt. Für diese Arbeit soll
jedoch zunächst von idealen Kugellagern ausgegangen werden. Daher
findet in den folgenden Untersuchungen nur die Steifigkeitsänderung in-
folge der Rotation und der daraus resultierenden veränderlichen Lage
der Kugeln während der Rotation Beachtung.
Die Grund-Anregungsfrequenz aufgrund des Steifigkeitsverlaufs bei Ku-
gellagern lässt sich nach [Wen98, Mom99] für axial wenig beanspruchte














[fc] = Hz (6.1)











, DW dem Kugeldurchmesser ([DW ] = mm), DT dem Teilkreis-
durchmesser ([DT ] = mm) (siehe Abbildung 6.5), AW der Anzahl der
Kugeln.
Die harmonischen Anregungsfrequenzen und die zugehörigen Ampli-
tuden lassen sich über die in Abschnitt 5.2.2.1 entwickelte Methode
der relativen Amplituden ermitteln. Hierfür wird zunächst der winkel-
abhängige Verlauf der Steifigkeit während der Rotation benötigt. Die


























mit FR der Radialkraft ([FR] = N), h der Annäherung ([h] = mm),
ζ und ψ den Hilfskoeffizienten, E dem effektiven Elastizitätsmodul(
[E] = Nmm2
)
, ν der Querkontraktionszahl sowie r′ und r den Ersatz-
radien ([r] = mm). Die notwendigen Parameter sind dem Anhang A.9
oder der Literatur zu entnehmen [Wei03]. Weitere Methoden zur Be-










Abbildung 6.7: Repräsentation der Steifigkeiten am Kugellager unter Vernach-
lässigung der Masse der Kugeln
Aus Gleichung (6.2) lässt sich erkennen, dass die Steifigkeit nichtlinear
ist. Es soll daher eine Linearisierung für eine vorgegebene Radialkraft
FR0 durchgeführt werden.
Da die Verformung am Innen- und Außenring stattfindet, handelt es
sich um eine Reihenschaltung der beiden Steifigkeiten. Für die Ermitt-
lung der Gesamtsteifigkeit des Lagers müssen die projizierten Steifig-
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keiten an den Kugeln parallel geschaltet werden (siehe Abbildung 6.7).
Der Verlauf der resultierenden, linearisierten Lagersteifigkeit cres ist
für ein Kugellager mit AW = 10, DW = 4,8 mm, DT = 20 mm über den
Winkelbereich ϕi für eine Radialkraft von FR0 = 200 N in Abbildung
6.8 dargestellt.























Abbildung 6.8: Lagersteifigkeit für AW = 10, DW = 4,8 mm, DT =
20 mm, FR0 = 200 N
Unter Nutzung der ermittelten Lagersteifigkeit kann bei Vorgabe ei-
ner Potential- und Flussgröße das Anregungsspektrum der Schnelle be-
stimmt werden (siehe Abbildung 6.6). Dieses ist in Abbildung 6.9 für
eine konstante Drehzahl von n = 120 Umin und eine konstante Radial-
kraft von FR = 200 N dargestellt (dargestellt als Linienspektrum für
die Maximalwerte).
Die eigentliche Simulation wird wie erläutert in zwei Schritten durch-
geführt. Im Pre-Prozess werden der winkelabhängige Verlauf der ra-
dialen Steifigkeit (siehe Abbildung 6.8) und die relativen Amplituden
(siehe Abschnitt 5.2.2.1) unter Nutzung von Referenz-Potentialgrößen
und -Flussgrößen ermittelt. Während der Echtzeit-Simulation wird das
Anregungsspektrum auf Basis der relativen Amplituden und der quasi-
stationären Zustandsparameter bestimmt. Für die Bestimmung des An-
regungsspektrums müssen während der Echtzeit-Simulation vom Zu-
standsmodell die aktuelle Radialkraft FR und die Wellendrehzahl n
(bzw. Winkelgeschwindigkeit ω) übergeben werden. Die Grund-Anre-
gungsfrequenz wird nach Gleichung (6.1) berechnet. Der Verlauf der
winkelabhängigen, linearisierten Steifigkeit soll während der Echtzeit-
Simulation für ein vorgegebenes Kugellager als konstant betrachtet wer-
den.
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Abbildung 6.9: Spektrum des Schnellepegels für AW = 10, FR = 200 N, n =
120 Umin
Die im Rahmen der Arbeit letztlich verwendeten Einflussparameter zur






















Abbildung 6.10: Betrachtete Einflüsse auf das Anregungsmodell der Kugellager
Für das realisierte Anregungsmodell für Kugellager wurden mehrere
Vereinfachungen vorgenommen und bekannte Anregungsmechanismen
aufgrund der im Rahmen dieser Arbeit nicht möglichen Parameterbe-
stimmung vernachlässigt.
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Wissentlich vernachlässigt wurden Anregungen durch:
• Wälzreibungseffekte sowie
• Oberflächenfehler und Welligkeiten auf den Kugeln und der Lauf-
bahn.
Das diskutierte Modell erlaubt eine Simulation der Körperschallanre-
gung. Gleichzeitig wird allerdings auch Luftschall direkt abgestrahlt
[Brä98]. Hierfür sind der Literatur jedoch nur unzureichende Ergebnisse
zu entnehmen. Die Direktabstrahlung wurde daher zunächst vernach-
lässigt.
6.1.2.2 Schwingungsanregung am Zahnradgetriebe
Zahnradgetriebe dienen der Übertragung und Übersetzung von Dreh-
momenten und Winkelgeschwindigkeiten aufgrund meist unterschiedli-
cher Wälzkreisdurchmesser. Im Rahmen dieser Arbeit werden nur Stirn-
radgetriebe mit Evolventenverzahnung diskutiert. Das Zahnradgetrie-
be in der Pick-and-Place-Maschine besteht aus einem geradverzahnten
Stirnradpaar.
Die wesentlichen Schwingungen in Zahnradgetrieben werden [Opi66,
VDI90, Küç87, Bad07] verursacht durch:
• Steifigkeitsänderung während der Rotation,
• Zahnteilungsfehler, Fertigungsungenauigkeiten an den Zahnflan-
ken,
• Reibkraftumkehr im Wälzpunkt und
• Eingriffsstoß.
In den frühen Phasen der Produktentwicklung können die Fertigungs-
ungenauigkeiten, Zahnteilungsfehler und die physikalischen Einflüsse
kaum berücksichtigt werden. Der Eingriffsstoß wird nicht weiter be-
trachtet, da im Normalbetrieb der Pick-and-Place-Maschine von einer
nur geringen Verformung der Zähne aufgrund der vorliegenden Belas-
tungen ausgegangen wird. Daher findet zunächst nur die Änderung der
Steifigkeit Beachtung.
Das mechanische Modell eines einstufigen Zahnradgetriebes besteht
aus zwei Massenträgheitsmomenten und einer Kopplungssteifigkeit (sie-
he Abbildung 5.28). Die Steifigkeit ändert sich während der Rotati-
on, da sich der Kontaktpunkt während des Abwälzvorgangs verändert
[VDI90].
Die für die Berechnung der veränderlichen Steifigkeit notwendigen geo-
metrischen Parameter sind in Tabelle A.4 im Anhang A.10 und in Ab-
bildung 6.11 zusammengefasst. Die maximale und minimale Steifigkeit






Abbildung 6.11: Abmessungen am Zahnradpaar
werden. Die notwendigen Beziehungen sind den Gleichungen (A.31)
und (A.32) im Anhang A.10 oder der Literatur [Zie71] zu entnehmen.














Weitere Berechnungsverfahren sind der Literatur zu entnehmen [Dre05].
Da bei realen Zahnradgetrieben in der Regel mehrere Zähne im Ein-
griff sind, ergibt sich durch Superposition der Einzelsteifigkeitsverläufe
der in Abbildung 6.12 dargestellte Verlauf der Gesamtsteifigkeit. Die-
ser wird neben den Einzelsteifigkeitsverläufen maßgeblich durch den
Überdeckungsgrad εa bestimmt.
Die Amplitude der Schnelle kann im Zeitbereich unter Berücksichtigung
der winkelabhängigen Steifigkeit bei Vorgabe von Referenz-Potential-
und -Flussgrößen bestimmt werden. Für die Simulation wird von einer
konstanten Winkelgeschwindigkeit und einem konstanten Lastmoment
ausgegangen. Zur Bestimmung der relativen Amplituden wird die An-
regungsschnelle mittels einer FFT in den Frequenzbereich überführt.
Für die Echtzeit-Simulation wird ähnlich wie bei den Kugellagern ver-
fahren. Die relativen Amplituden werden zunächst im Pre-Prozess be-
stimmt. Die für die Echtzeit-Simulation notwendige Grund-Anregungs-




z1 [fz] = Hz (6.5)
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Abbildung 6.12: Verlauf der Zahnsteifigkeit c(ϕ1) (bei z1 = 48, z2 = 24, m =
2 mm, b = 20 mm)
Unter Nutzung der aktuellen, als quasi-stationär angenommenen, Win-
kelgeschwindigkeit wird in jedem Simulationsschritt die Grund-Anre-
gungsfrequenz berechnet. Mit Hilfe der relativen Amplituden, des vom
Zustandsmodell übergebenen Drehmoments sowie der Winkelgeschwin-
digkeit lassen sich die Amplituden des Anregungsspektrums bestim-
men.



















Abbildung 6.13: Betrachtete Einflüsse auf das Anregungsmodell des Zahnradge-
triebes
Es wurden für das realisierte Modell mehrere Vereinfachungen vorge-
nommen. Da im Rahmen dieser Arbeit die Bestimmung der Parameter
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für einige Anregungsmechanismen nicht möglich war, wurden diese wis-
sentlich vernachlässigt. Dies sind:
• Zahnteilungsfehler, Fertigungsungenauigkeiten an den Zahnflan-
ken,
• Reibkraftumkehr im Wälzpunkt und
• Eingriffsstoß
Mit den diskutierten Modellen ist eine Simulation der Körperschallan-
regung möglich. Es erfolgt jedoch auch eine direkte Abstrahlung von
Luftschall. Die Direktabstrahlung wurde zunächst vernachlässigt, da
der Literatur hierfür nur unzureichende Ergebnisse zu entnehmen sind.
6.1.2.3 Schwingungsanregung an den Zahnriemengetrieben
Die Berechnung der Schwingungsanregung bei Zahnriemengetrieben ist
sehr schwierig. Die in der Literatur aufgeführten Aussagen widerspre-
chen sich in einigen Teilen [Jan90, Per09, Nag08]. In älteren Veröffent-
lichungen wurde das Aufschlaggeräusch als Folge des Polygoneffekts
als dominante Anregungsursache diskutiert [Nag08, Böt95]. In neueren
Veröffentlichungen werden als primäre Ursachen für die Schallentste-
hung herausgestellt [Nag08, Per09]:
• die Luftverdrängung beim Einlauf des Riemens an der Scheibe,
• die transversalen Schwingungen der Trume aufgrund des Polygo-
neffekts und
• die Reibung zwischen Zahnriemenscheibe und Riemen
Die für die Simulation notwendige Grund-Anregungsfrequenz (Zahn-




zp1 [fe] = Hz (6.6)







In der Literatur werden Untersuchungen zur Körperschallanregung und
zur Bestimmung der abgestrahlten Schallleistung dargestellt. Die dar-
aus abgeleiteten Modelle für die Körperschallanregung berücksichtigen
den Zahneingriffsstoß, die Trumschwingungen und teilweise auch die
Reibungseffekte [Cal01, Cal03, Böt95]. Häufig kommen numerische Be-
rechnungsverfahren zum Einsatz. Weiterhin erarbeiteten einige Autoren
empirische Gleichungen zur Bestimmung der abgestrahlten Schallleis-
tung, welche implizit die Einflüsse aller Anregungsmechanismen bein-
halten. So hat Jansen [Jan90] die nachfolgende Gleichung zur Bestim-
mung des Schallleistungspegels am Zahnriemen durch experimentelle
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Untersuchungen identifiziert:






















, n0 die Bezugsdrehzahl mit 1
U
min , U1 die
Nennleistung am Riemen ([U1] = kW), U0 die Bezugsleistung mit 1 kW
und δL ein riementypspezifischer Korrekturwert ([δL] = dB(A)).
Jansen trifft die Annahme, dass die Zahnriemenbreite stets von der
Nennleistung, der Drehzahl und dem Riementyp abhängig ist, was
die Nutzung der Gleichung (6.7) einschränkt. Werden Zahnriemen mit
höherem oder niedrigerem Sicherheitsfaktor eingesetzt, lässt sich der
Schallpegel nicht korrekt bestimmen, da die für die Schallleistungspe-
gelberechnung notwendige Zahnriemenbreite falsch angenommen wird.
Eine weitere Einschränkung ist die Anzahl der betrachteten Riemen-
scheiben, da Jansen nur zwei Riemenscheiben am Getriebe einsetzt –
die Getriebe in der Pick-and-Place-Maschine besitzen je vier Riemen-
scheiben.
Für die weitere Arbeit, insbesondere wegen der komplexen Anregungs-
mechanismen und der Echtzeitanforderung, wird mit der Gleichung
(6.7) unter Berücksichtigung der Einschränkungen gearbeitet. Es wird
die Annahme getroffen, dass die Körperschallanregung proportional zur
Direktabstrahlung ist. Zur Ermittlung der Körperschallanregung wird
der mit Gleichung (6.7) ermittelte Schallleistungspegel in die nicht-
logarithmierte Schallleistung umgerechnet und unter Nutzung von Er-
gebnissen aus Körperschallmessungen skaliert. Die Anregungsfrequen-
zen werden nach Gleichung (6.6) bestimmt. Da der zeitliche Verlauf der
Anregungsgröße nicht mathematisch beschrieben ist (siehe Abschnitt
5.2.2.1), können die relativen Amplituden nicht bestimmt werden. Es
wird eine exponentielle Abnahme der Amplitude der harmonischen An-
regungsfrequenzen angenommen.
Für die Simulation wurden damit die in Abbildung 6.14 dargestellten
Einflussfaktoren berücksichtigt.
Für die Modellierung der Anregung in dieser Arbeit wird zunächst von
idealen Zahnriemengetrieben ausgegangen. Viele Untersuchungen zei-
gen, dass unterschiedlichste geometrische Fehler der Form und Anord-
nung Einfluss auf die Schallabstrahlung haben [Fre97, Böt95]. Zu den
Einflüssen gehören unter anderem:
• axialer Versatz zwischen den Riemenscheiben und


















Abbildung 6.14: Einflussparameter für das Anregungsmodell des Zahnriemenge-
triebes
Diese Einflüsse konnten auch an der Pick-and-Place-Maschine expe-
rimentell identifiziert werden. Eine Berücksichtigung in den Modellen
war jedoch nicht möglich.
6.1.2.4 Schwingungsanregung an den Kugelumlaufführungen
Die in der Pick-and-Place-Maschine dominierenden Schallanregungs-
quellen sind die Kugelumlaufführungen (siehe Abbildung 6.15). Auf-
grund der Komplexität der Kugelumlaufführungen lassen sich deren
Anregungen nur sehr schwer beschreiben. Weiterhin werden die Füh-
rungswagen in der Maschine zyklisch beschleunigt. Gleichförmige Be-
wegungen der Führungswagen treten kaum auf. Es findet daher keine
stationäre Anregung statt.
Basierend auf experimentellen, analytischen und numerischen Unter-
suchungen konnten in [Oht00, YS08] wesentliche Anregungsfrequenzen
bei gleichförmiger Bewegung der Kugelumlaufführungen bestimmt wer-
den.
Die Ergebnisse der Untersuchungen in [Oht00, YS08] sind für die Si-
mulation der Pick-and-Place-Maschine jedoch nicht ausreichend. Einer-
seits liegen kaum gleichförmige Bewegungen vor. Andererseits hören
sich die auralisierten simulierten Spektren nicht realistisch an, da unter
anderem markante breitbandige Geräuschanteile fehlen. Diese müssen
für die Kugelumlaufführungen berücksichtigt werden, da die Führun-
gen dominante Anregungsquellen in der Pick-and-Place-Maschine sind.
Weiterhin fehlen in den Simulationen die Einflüsse der unterschied-
lichen Einbaubedingungen und die damit verbundenen unterschiedli-
chen Belastungen, welche einen erheblichen Einfluss auf die Anregung




Abbildung 6.15: Schnittmodell einer Kugelumlaufführung nach [Oht00]
haben. Daher muss für die Kugelumlaufführungen auf gemessene Spek-
tren zurückgegriffen werden, die am realen Aufbau an den Führungen





































Abbildung 6.16: Kennfeld der geschwindigkeits- und frequenzabhängigen Anre-
gung einer Kugelumlaufführung
Die Spektren wurden an den verwendeten Führungen messtechnisch in
Abhängigkeit von den Potentialgrößen ermittelt. Unter Berücksichti-
gung der Verfahrgeschwindigkeit konnten die Spektren zunächst in ein
geschwindigkeits- und frequenzabhängiges Kennfeld überführt werden
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(siehe Abbildung 6.16). Markant ist die starke Anregung im Bereich
um 0 mms . Diese ist auf eine Stoßanregung bei der Bewegungsumkehr
zurückzuführen. Diese Anregung tritt selbstverständlich nicht im Ru-
hezustand der Führung auf. Für die Repräsentation der Anregungen
der Kugelumlaufführungen wird daher ein mehrdimensionales Kennfeld
(siehe Abschnitt 5.2.3) benötigt. Für die verwendeten Kugelumlauffüh-
rungen und die Anwendung bei der Pick-and-Place-Maschine hat sich
das dreidimensionale Kennfeld in Abhängigkeit von der Geschwindig-
keit und Beschleunigung als effiziente Repräsentation herausgestellt, da
dieses das reale Verhalten für einen bestimmten Bereich der Zustand-
sparameter gut abbildet.
6.1.3 Schallübertragungspfade
Der angeregte Körperschall breitet sich durch die Pick-and-Place-Ma-
schine über die Kopplungen der Komponenten aus. Neben der Direktab-
strahlung wird die Schallabstrahlung bei der Pick-and-Place-Maschine
vor allem durch die Abstrahlung von den großen Platten des Gestells
geprägt. Daher sind die Übertragungspfade zu dem Gestell von großem
Interesse. Verfolgt man den Körperschall von den Quellen durch die
Struktur bis zum Gestell, findet man das maschinenakustische Körper-
schallnetzwerk (siehe Abbildung 6.17).








































































































































































































































































































































































Abbildung 6.17: Körperschallnetzwerk innerhalb der Pick-and-Place-Maschine
Aus dem Netzwerk ist zu erkennen, dass für eine vollständige Simu-
lation sehr viele Übertragungspfade nachgebildet werden müssen. Auf-
grund der Echtzeitbedingungen wurden im Rahmen dieser Arbeit einige
Pfade vernachlässigt. Dies betrifft vor allem die Übertragung zwischen
den Führungen und den Zahnriemenscheiben, da davon ausgegangen
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werden kann, dass die Übertragung über den Zahnriemen den Körper-
schall deutlich stärker dämpft als die Übertragung über das Gestell
bzw. die Kugellager.
Die Körperschallübertragungen wurden in MATLAB/Simulink mittels
Vierpolmodellen abgebildet. Dabei wurden die einzelnen Vierpolpara-
meter unter Nutzung mechanischer Grundelemente (siehe Abschnitt
5.3.8.1) gebildet, aus der Lösung des Differentialgleichungssystems für
die Bernoullische Balkentheorie berechnet (siehe Abschnitt 5.3.8.3) und
messtechnisch erfasst (siehe Abschnitt 5.3.8.2). Am Gestell wurden
Oberflächenpunkte auf den Seitenplatten ausgewählt, bis zu denen die
Körperschallübertragung durch das Gestell von den Lagerstellen und
den gestellfesten Führungen ermittelt wurde. In Abbildung 6.18 sind
drei der Oberflächenpunkte durch blaue Kreise markiert. Abbildung
6.19 zeigt einen kleinen Ausschnitt aus dem Körperschallmodell. Für
die einzelnen Komponenten ist nur das Körperschallmodell dargestellt.
Eine für die Echtzeitsimulation notwendige Vereinfachung ist die re-
duzierte Körperschallsimulation innerhalb des Gestells. Aufgrund der
mindestens 19 Koppelstellen (wächst mit der Anzahl der betrachte-
ten Oberflächenpunkte) müsste das Gestell als Mehrpol simuliert wer-
den. Bei der Betrachtung aller Wechselwirkungen zwischen den 19 Kop-
pelstellen sind nach Gleichung 5.11 für eine vollständige Modellierung
Abbildung 6.18: Kennzeichnung der Körperschallpfade im Gestell zwischen den
Lagern (Punkte) und drei ausgewählten Oberflächenpunkten (Sterne)
132 6 Anwendungsbeispiel Pick-and-Place-Maschine
361 Mehrpol-Parameter notwendig. Die Berechnung mit 361 Mehrpol-
Parametern über einen Frequenzbereich bis 4.000 Hz ist in Echtzeit un-
ter Nutzung der verwendeten Rechnerhardware nicht realisierbar. Da-
her wurden am Gestell ausschließlich entkoppelte Vierpole bis zu den
Oberflächenpunkten verwendet, welche an den Oberflächenpunkten su-





































































































































































































































































































Abbildung 6.19: Ausschnitt aus dem Körperschallmodell der Pick-and-Place-
Maschine
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6.2 Zustandsmodell
Für die Bestimmung des aktuellen kinetischen Zustands wird ein Zu-
standsmodell benötigt, welches die für die Akustiksimulation notwen-
digen Potential- und Flussgrößen berechnet. Die Grundstruktur des


















Abbildung 6.20: Grundstruktur des Zustandsmodells der Pick-and-Place-
Maschine
Das Zustandsmodell besteht im Wesentlichen aus einem lastabhängi-
gen Antrieb, den Zahnriemengetrieben, dem Zahnradgetriebe sowie den
bewegten Massen inklusive deren Trägheiten und den Reibkräften und
-momenten. Für die Reibkräfte und -momente wurden Annahmen ge-
troffen, da sich diese nur schwer an der realen Maschine bestimmen
lassen. Am realen System lässt sich die Vorspannung des Zahnriemens
nicht genau bestimmen, so dass auch hier Annahmen auf Basis des
Anzugsmomentes an den Riemenspannern getroffen wurden.
Im Folgenden soll das Zustandsmodell des Zahnriemengetriebes mit
vertikalem Abtrieb (entspricht Zahnriemengetriebe 3 in den Abbil-
dungen 6.2 und 6.20) etwas näher erläutert werden, da die Zustands-
parameter dieses Zahnriemengetriebes das akustische Verhalten durch
die Anregung an den Kugelumlaufführungen maßgeblich beeinflussen.
Das Detail ist in Abbildung 6.21 dargestellt.
Der Abnehmer des hier verwendeten Zahnriemengetriebes ist über einen
gelagerten Gleitstein mit dem Riemen gekoppelt. Durch die Anordnung
der vier Riemenscheiben bewegt sich der Gleitstein auf einer Bahn mit
der Form eines abgerundeten Rechtecks. Der Gleitstein sorgt dafür, dass
nur die vertikale Bewegung auf den Abtrieb übertragen wird. Während
sich der Gleitstein horizontal bewegt, bleibt der Abtrieb (idealerwei-
se) stehen. Somit entstehen am Abtrieb vier Phasen, zwei Bewegungs-
phasen und zwei Rastphasen. Diese Kopplung sorgt jedoch für eine
ungleichmäßige Belastung des Riemens, der Riemenscheiben sowie der
Lager auf den zugehörigen Wellen. Die Kräfte an den Riemenscheiben
ändern sich in Abhängigkeit von der durchlaufenen Phase I bis IV (sie-











Abbildung 6.21: Zahnriemengetriebe 3 (links: Technisches Prinzip, rechts: Ori-
ginal)
der Übergänge wurden in einem Mehrzustandsmodell in Abhängigkeit
vom Umlaufweg modelliert.
Wird der Zahnriemen ideal modelliert, so erhält man in vertikaler Rich-
tung die Geschwindigkeit gemäß Abbildung 6.22 a). Diese entspricht
dem Geschwindigkeitsverlauf, sofern keine Störeinflüsse auf die Bewe-
gung einwirken. Der tatsächliche Geschwindigkeitsverlauf konnte am
Realsystem empirisch mittels eines Seilzugsensors bestimmt werden
und ist in Abbildung 6.22 b) dargestellt. Man sieht, dass der theoreti-
sche Verlauf stark vom realen Verlauf abweicht. Dies würde bei reiner
Visualisierung kaum stören. Die Geschwindigkeit und Beschleunigung
am Abtrieb bestimmen jedoch stark das maschinenakustische Verhal-
ten der Kugelumlaufführungen. Daher muss das Zustandsmodell weiter
konkretisiert werden.





























(a) Theoretischer Geschwindigkeitsverlauf bei
idealer Modellierung





























(b) Mittels Seilzugsensor gemessener Ge-
schwindigkeitsverlauf
Abbildung 6.22: Theoretischer und gemessener Geschwindigkeitsverlauf des
Abtriebs am Zahnriemengetriebe in vertikaler Richtung
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Hierfür wurde die Durchbiegung des Zahnriemens in den Phasen II und
IV (siehe Abbildung 6.21) berücksichtigt. Das zugrundeliegende Modell
ist der beidseitig gelenkig gelagerte Bernoulli-Balken. Die Grenzen des
Modells werden hier zwar überschritten, ermöglichen für diesen Anwen-
dungsfall dennoch eine hinreichend gute Modellierung. Der daraus re-
sultierende Geschwindigkeitsverlauf ist in Abbildung 6.23 a) dargestellt.
Es zeigt sich, dass wie im gemessenen Verlauf, die Ruhephase des Ab-
triebs nahezu verschwindet. Die gleichförmige Bewegung in Phase I und
III bleibt jedoch noch erhalten. Die Abweichung ist auf den lastabhän-
gigen Antrieb zurückzuführen. Bei Untersuchungen am realen System
wurde erkannt, dass der verwendete Antrieb bereits an der Lastgrenze
betrieben wird. Wird diese Belastung im Simulationsmodell über die
Leerlaufwinkelgeschwindigkeit und das Anlaufmoment berücksichtigt,
kann der Effekt der schwankenden Geschwindigkeit nachgebildet wer-
den (siehe Abbildung 6.23 b)).





























(a) Simulierter Geschwindigkeitsverlauf bei
Berücksichtigung der Durchbiegung des
Zahnriemens




























Durchbiegung und lastabhängigem Antrieb
(b) Simulierter Geschwindigkeitsverlauf bei Be-
rücksichtigung der Durchbiegung des Zahnrie-
mens und Erweiterung des Zustandsmodells um
ein lastabhängiges Antriebsmodell
Abbildung 6.23: Geschwindigkeitsverlauf des Abtriebs am Zahnriemengetriebe
in vertikaler Richtung
6.3 Parameterbestimmung
Für die Durchführung der Anregungs- und Körperschallsimulation müs-
sen an der realen Maschine unterschiedliche Parameter ermittelt werden
(siehe Abschnitte 5.2.3 und 5.3.8.2). Außerdem werden Validierungsda-
ten benötigt, mit denen die Simulationsergebnisse verglichen werden
können. Die Parameterbestimmung erfolgt im Rahmen einer System-
und Betriebsschwingungsanalyse.
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6.3.1 Systemanalyse zur Bestimmung der Vierpolparameter
Im Rahmen einer Systemanalyse wurden die für die Simulation notwen-
digen Eingangs- und Transferadmittanzen bestimmt. Als Messsystem
wurde das HARMONIE Quadro der Firma SINUS Messtechnik GmbH
eingesetzt. Dieses lässt sich über MATLAB ansteuern. Unter Nutzung
eines vorhandenen Skripts [Die06], welches für die Parameterbestim-
mung erweitert wurde, konnten die Messergebnisse direkt in MATLAB-
spezifischen Dateien gespeichert und damit einfach weiter verarbeitet
werden. Dabei erfolgten Fensterungen, Filterungen, Fourier-Transfor-
mationen sowie Admittanzberechnungen (siehe Abschnitt 2.2.2). Wei-
terhin wurden die Messdaten in die notwendigen Datenstrukturen für
die Echtzeit-Simulation in MATLAB/Simulink überführt.
Die Komponenten wurden mittels eines Impulshammers mit einer Alu-
minium-Spitze angeregt. Die Messung der Impulsantwort erfolgte über
Beschleunigungssensoren (technische Daten siehe Anhang A.8).
6.3.2 Betriebsschwingungsanalyse zur Validierung der
Simulationsergebnisse
Zur Erfassung der Validierungsdaten wurde eine Betriebsschwingungs-
analyse durchgeführt. Hierfür wurden mittels Beschleunigungssensoren
die Betriebsschwingungen erfasst. Für die Synchronisation der Messsi-







Abbildung 6.24: Parameterbestimmung an der Pick-and-Place-Maschine
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welches mit 51.200 Hz abgetastet wurde, ermittelt (siehe Abbildung
6.24). Unter Nutzung einer Kurzzeit-FFT wurden die Messergebnisse
in Spektrogramme (zeigen den zeitlichen Verlauf des Spektrums) über-
führt.
Abbildung 6.25 zeigt ein Spektrogramm der Messergebnisse in der Mit-
te der linken Seitenplatte des Gestells für eine Messdauer von 10 s und
12 Taktemin . Dies entspricht einer Antriebsdrehzahl von ca. 100
U
min . Aus
dem Spektrogramm kann man erkennen, dass, trotz der sich wieder-
holenden Abläufe in der Pick-and-Place-Maschine, die Spektren sich
aufgrund stochastischer Effekte nicht vollständig wiederholen. Man er-
kennt allerdings eine Charakteristik im zeitlichen Verlauf, die sich bei






























Abbildung 6.25: Spektrogramm der Körperschallbeschleunigung der Pick-and-
Place-Maschine auf der linken Seitenplatte in der Mitte
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6.4 Validierung des Simulationsmodells
Die Validierung des Simulationsmodells erfolgte unter Nutzung der Er-
gebnisse der Betriebsschwingungsanalyse für diskrete Antriebsdrehzah-
len und ohne zusätzliche Last am Abtrieb der Pick-and-Place-Maschine.
Als Validierungsgrößen dienten die Schwingschnelle und -beschleuni-
gung an unterschiedlichen Oberflächenpunkten.
Es hat sich als sinnvoll erwiesen, die Mess- und Simulationsergebnis-
se neben reinen Spektren mittels Spektrogrammen zu vergleichen. Die
Untersuchungen haben gezeigt, dass über den zeitlichen Verlauf im
Spektrogramm maßgebliche Fehler im Zustands- und Anregungsmo-
dell gefunden werden können. Werden die gemessenen Spektren mit
den Zustandsparametern abgeglichen, können Rückschlüsse auf weite-
re oder fehlerhaft abgebildete Anregungsmechanismen gezogen werden.
Dies führt zu einem iterativen Prozess, bis die Abweichungen im Simu-
lationsmodell hinreichend behoben sind.
Als Resultat ergibt sich für die Pick-and-Place-Maschine das Spektro-
gramm in Abbildung 6.26. Vergleicht man das Spektrogramm mit den
Messdaten aus Abbildung 6.25, so lässt sich erkennen, dass die wesent-
liche Charakteristik nachgebildet werden kann. Dies betrifft vor allem
die Spitzen im zeitlichen Verlauf, welche durch die hohen Beschleuni-
gungen an den Kugelumlaufführungen verursacht werden.
Beim Vergleich des gemessenen und simulierten Spektrogramms ist je-
doch auch zu erkennen, dass das simulierte Signal glatter ist. Im ge-
messenen Spektrogramm sind die Auswirkungen stochastischer Effek-
te zu erkennen. Einerseits schwanken die Amplituden im gemessenen
Spektrogramm in jedem Takt, während die Amplituden im simulier-
ten Spektrogramm in jedem Takt annähernd gleich sind – die leichten
Abweichungen über die Takte hinweg sind dabei auf numerische Fehler
zurückzuführen. Andererseits schwanken die Amplituden im gemesse-
nen Spektrogramm auch während eines Taktes kurzzeitig stärker als die
Amplituden im simulierten Spektrogramm. Die Hauptursachen hierfür
sind die Zeitschrittweite (in der Abbildung 6.26: 50 ms bei einer Fre-
quenzschrittweite von 1 Hz und bei Betrachtung des Frequenzbereichs
von 1 bis 4.000 Hz) im Simulationsmodell, die abgebildeten determinis-
tischen Anregungsmechanismen für quasi-stationäre Zustandsgrößen,
die als linear angenommenen Übertragungsfunktionen in den Vierpo-
len und die verwendeten Kennfelder für die Anregungen durch die Ku-
gelumlaufführungen. Die Kennfelder beinhalten Spektren für diskrete
Geschwindigkeits- und Beschleunigungszustände. Durch die Diskreti-
sierung sind Mittelungen nötig, die zu einer Glättung führen.




























Abbildung 6.26: Simulationsergebnis der Körperschallbeschleunigung auf der
linken Seitenplatte in der Mitte
Für den direkten Vergleich der Beschleunigungsspektren sind in Ab-
bildung 6.27 die über 10 s gemittelten Simulations- und Messspektren
gegenübergestellt. Die dominanten Frequenzen werden gut nachgebil-
det. Die Abweichungen entstehen vor allem durch die Diskretisierung
in den Kennfeldern der Kugelumlaufführungen und aufgrund der mit
dem Zustandsmodell simulierten Potentialgrößen für die Auswahl der
Anregungsspektren. Weitere Abweichungen sind auf die Messfehler bei
der Systemanalyse zurückzuführen.
Die Zielstellung der Simulation akustischer Produkteigenschaften in der
VR ist eine Bewertung durch den Anwender unter Nutzung einer Au-
ralisierung. Da derzeit nur das simulierte und das gemessene Körper-
schallsignal verglichen, nicht aber die Abstrahlungssimulation betrach-
tet werden konnte, unterscheidet sich das realisierte Signal vom tat-
sächlichen Luftschallsignal. Eine vollständige Bewertung der simulier-
ten akustischen Produkteigenschaften in der VR ist damit noch nicht
möglich. Aus dem simulierten Signal bereits erkennbar sind die wesentli-
che zeitliche Charakteristik und die dominanten Anregungsfrequenzen.
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Abbildung 6.27: Vergleich gemittelter Beschleunigungsverläufe
6.5 Möglichkeiten der Modellanalyse
6.5.1 Auswertung der Körperschallspektren an einzelnen Punkten
Das Simulationsmodell der Pick-and-Place-Maschine wurde für die un-
terschiedlichen Komponenten modularisiert aufgebaut. Jede Kompo-
nente hat Schnittstellen für die Interaktion mit anderen Komponenten
auf der Ebene des Zustandsmodells und des Körperschallmodells. Dies
ermöglicht es dem Konstrukteur, das Spektrum an jeder Schnittstel-
le abzugreifen und auszuwerten. Somit können die Anregung einzelner
Komponenten und die Verstärkung oder Abschwächung des Spektrums
bzw. der spektralen Anteile bei der Körperschallübertragung analysiert
werden.
Der modularisierte Aufbau ermöglicht weiterhin das vollständige De-
aktivieren von Schallquellen oder Körperschallpfaden, indem die ent-
sprechenden Modellzweige entkoppelt werden. Soll beispielsweise eine
Schallquelle nicht betrachtet werden, so kann die Kopplung des Anre-
gungsmodells mit dem Körperschallmodell in MATLAB/Simulink ge-
trennt werden. Somit ist eine flexible Modellanalyse möglich.
6.5.2 Variable Modellparameter
Die parametrische Modellbildung ermöglicht eine Variation der Para-
meter. Im Modell sind unterschiedliche Arten von Parametern zu fin-
142 6 Anwendungsbeispiel Pick-and-Place-Maschine
den. Sie sind in Tabelle 6.1 zusammengefasst. Die Parameter im Zu-
standsmodell können direkt und auch während der Echtzeit-Simulation
verändert werden, da sie explizit im Simulationsmodell hinterlegt sind.
Die Parameter im Anregungsmodell, die Produktmerkmale charakte-
risieren, sind teilweise direkt beeinflussbar. Produktmerkmale, welche
die relativen Amplituden des Spektrums beeinflussen, müssen im Pre-
Prozess verändert werden (siehe Abschnitt 5.2.2.1). Die Dateireferenzen
können nur vor dem Start der Simulation geändert werden, da während
der Laufzeit zur Gewährleistung der Echtzeitfähigkeit in der Implemen-
tierung kein erneutes Einlesen der Daten aus den Dateien stattfindet.
Tabelle 6.1: Variable Modellparameter
Modellgruppe Parameter Art
Zustandsmodell Potentialgrößen Zahl (integer, double)
(z.B. Drehzahl)
Flussgrößen Zahl (integer, double)
(z.B. Vorspannkraft)
Produktmerkmale Zahl (integer, double)
(z.B. Zähnezahl)
Anregungsmodell Produktmerkmale Zahl (integer, double)
(z.B. Anzahl an Kugeln)




Ein wichtiger Parameter ist die Drehzahl der Pick-and-Place-Maschine.
Diese kann während der Simulation direkt verändert werden. Das Zu-
standsmodell wird ausgehend von diesem Parameter sofort angepasst.
Das Akustikmodell kann derzeit nur bedingt aktualisiert werden. Die
parametrischen Anregungsmodelle ermitteln die Spektren entsprechend
der neuen Drehzahl, solange die Kriterien für die relativen Amplitu-
den gelten. Die Anregungsmodelle mit Kennfeldern können jedoch nur
Spektren zu Zuständen ermitteln, welche zuvor erfasst worden sind.
Bei der Veränderung der Drehzahl kann es zu Fehlern kommen, so dass
falsche Spektren ausgegeben werden.
6.6 VR-Modell der Pick-and-Place-Maschine
Ausgehend vom 3D-CAD-Modell der Pick-and-Place-Maschine in CA-
TIA V5 wurde das VR-Modell erstellt. Hierfür wurde der Standard-
Exporter in das VRML-Format eingesetzt.




Abbildung 6.28: VR-Modell der Pick-and-Place-Maschine
Unter Nutzung des entwickelten Kommunikationsservers kann das VR-
Modell der Pick-and-Place-Maschine mit dem Simulationsmodell ver-
bunden werden. Über das VR-Modell können die Zustandsänderungen
visualisiert werden. Dies betrifft die Bewegungen der Getriebekompo-
nenten, der Führungen, der Lager, der Wellen sowie des Auslegers. Hier-
für muss in der VR-Software der Server lediglich über wenige Skript-
Befehle initialisiert werden (Auszug):
appl i n i t myOSCTUI. so : I n i t " Bewegungsarm
Li n e ar fu e h r u n gMot or s e i t e RiemenuebergangMotorseite
RiemenuebergangRueckseite L inear fuehrungRueckse i te "
appl c a l l b a c k myOSCTUI. so : AddObjektWithAxis " Welle2_1
Achse_Welle2_1 " time 1000
Die Steuerung im VR-Modell erfolgt über einen entwickelten virtuel-
len Drehregler, welchen der Nutzer frei in der virtuellen Szene platzie-
ren kann und über die virtuelle Hand bedient (siehe Abbildung 6.28).
Über den Drehregler kann der Nutzer die Drehzahl der Pick-and-Place-
Maschine (siehe Tabelle 6.1) beeinflussen. Die Simulation wird manuell
gestartet. Die weitere Kommunikation übernimmt der Server.
6.7 Zusammenfassung und Schlussfolgerungen
In diesem Kapitel wurden auf Basis der Methoden und Modelle aus
Kapitel 5 für das Beispiel einer Pick-and-Place-Maschine ein Simulati-
onsmodell sowie ein VR-Modell entwickelt. Ausgehend davon sollen im
Folgenden Schlussfolgerungen für den Einsatz der audio-visuellen VR
in der Produktentwicklung erarbeitet werden.
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Ein wesentlicher Aspekt der Nutzung der audio-visuellen VR in der
Produktentwicklung ist die Bestimmung der akustischen Produkteigen-
schaften auf der Körperschallebene. Zur Simulation des Körperschall-
verhaltens existieren unterschiedliche Methoden. Numerische Metho-
den, wie FEM, sind derzeit für maschinenakustische Problemstellun-
gen zu rechenintensiv, um diese in Echtzeit durchzuführen. Außerdem
ist die Simulation im hochfrequenten Bereich aufgrund der notwendi-
gen Anzahl der Netzknoten sehr schwierig. Analytische Methoden sind
nur für einfache Systeme anwendbar. Energetische Methoden, wie die
SEA, sind nur für hohe Frequenzbereiche geeignet und liefern durch
die Mittelungen nicht die notwendigen frequenzabhängigen Potential-
und Flussgrößen. Für die Anwendung in der VR ist man derzeit auf
vereinfachte Methoden, wie die Nutzung von Übertragungsfunktionen
oder linearen Vierpolen, angewiesen.
Der Konstrukteur möchte die Einflüsse einzelner Komponenten auf das
akustische Gesamtverhalten bewerten und für dessen Optimierung die
Parameter der Simulationsmodelle beeinflussen. Hierfür muss das Ver-
halten der einzelnen Komponenten hinreichend genau nachgebildet wer-
den. Das Modell der Pick-and-Place-Maschine wurde für die Untersu-
chungen in die Komponentenmodelle für die Zahnriemengetriebe, das
Zahnradgetriebe, die Kugellager, die Kugelumlaufführungen, die Wel-
len und das Gestell aufgeteilt.
Jedes Komponentenmodell besitzt ein Körperschallmodell. Die Körper-
schallmodelle sind aufgrund der Verwendung von Vierpolen sehr flexibel
und bilden durch die Verschaltung über die Komponentenmodelle hin-
weg das Körperschallnetzwerk nach. Die Vierpolparameter lassen sich
aus mechanischen Grundelementen oder aus Potential- und Flussgrößen
ermitteln. Die hierfür nötigen Parameter lassen sich analytisch, nume-
risch oder messtechnisch bestimmen. Im Simulationsmodell kann der
Konstrukteur über die Produktmerkmale auf die analytisch oder nume-
risch, nicht aber auf die messtechnisch ermittelten Parameter Einfluss
nehmen. Hier kann die modale Zerlegung der erfassten Übertragungs-
funktionen als Hilfsmittel dienen.
Für die Bestimmung der Schwingungsanregung muss oft auf gemesse-
ne Körperschallinformationen zurückgegriffen werden, da die Simula-
tion keine zufriedenstellenden Ergebnisse liefert. Dies betrifft vor al-
lem Schallquellen, welche im technischen System dominieren und einen
großen Einfluss auf das akustische Gesamtverhalten haben. Einzelne
Anregungsmechanismen, speziell für tonale Geräusche bei periodischer
Anregung, können mit vereinfachten Anregungsmodellen nachgebildet
werden. Diese sind für den Einsatz in der audio-visuellen VR sehr flexi-
bel, da sie über einen breiten Bereich an Zustandsparametern die Anre-
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gungsspektren berechnen können. Die Tabelle 6.2 gibt einen Überblick
über die für die Pick-and-Place-Maschine realisierten Anregungsmo-
delle sowie die berücksichtigten Modellansätze. Die Anregungsmodelle
wurden so konzipiert, dass diese um weitere Anregungsmechanismen er-
weitert werden können. Dies könnten beispielsweise für Kugellager die
Anregungen aufgrund von Oberflächenfehlern oder Welligkeiten und
für Zahnradpaare die Anregungen aufgrund von Eingriffsstößen sein.
Die einheitlichen Schnittstellen der konzipierten Anregungsmodelle er-
lauben weiterhin ein einfaches Austauschen des gesamten Anregungs-
modells.
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Viele Anregungen müssen messtechnisch bestimmt werden, da vor al-
lem Anregungen aufgrund von Reibungseffekten oder Formabweichun-
gen nicht oder nur unzureichend nachgebildet werden können. Dies gilt
auch für instationäre Anregungen und weitere Anregungsmechanismen,
die noch nicht hinreichend untersucht wurden. Bei der Pick-and-Place-
Maschine sind dies vor allem die Anregungen an den Kugelumlauffüh-
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rungen. Für den Einsatz in der audio-visuellen VR müssen die mess-
technisch erfassten Anregungen parametrisiert werden, damit entspre-
chend dem simulierten Zustand des technischen Systems die richtigen
Spektren ausgewählt werden können. Es hat sich als effizient erwiesen,
die Messdaten in zustandsabhängigen Kennfeldern abzulegen. Jedoch
können oft die Anregungen nicht für alle Zustände erfasst werden, da
die Variantenvielfalt der möglichen Zustandsparameter zu groß ist und
viele Zustände für die messtechnische Erfassung nicht reproduzierbar
oder hinreichend andauernd eingestellt werden können. Dies gilt vor
allem für Schwingungsanregungen bei wechselnden Bewegungen von
Komponenten. Somit sind die Simulationen auf die erfassten Zustände
beschränkt.
Für die Simulation der Körperschallanregung oder die Auswahl der An-
regungsspektren aus Kennfeldern muss der aktuelle kinetische Zustand
des technischen Systems bestimmt werden. Da viele Anregungen bei
ungleichförmigen Bewegungen auftreten, muss der Detaillierungsgrad
des Zustandsmodells – zumindest lokal – sehr hoch sein. Die Zustands-
modelle können auf Basis der entwickelten Methoden unter Nutzung
von Vierpolen erarbeitet werden. Ein wesentlicher Vorteil der Vierpole
ist die universelle Einsetzbarkeit durch den frei wählbaren Detaillie-
rungsgrad. Jedoch ist das Erkennen der notwendigen Detaillierungen
oftmals sehr schwierig, da die Effekte auf Basis eines virtuellen Proto-
typs nur schwer erkennbar sind. So hat an der Pick-and-Place-Maschine
erst der Abgleich mit den Messungen am Abtrieb des Zahnriemenge-
triebes 3 die Ursachen für die Abweichungen vom theoretischen Verlauf
aufgezeigt.
Die Validierungen der Simulationsergebnisse an der Pick-and-Place-
Maschine zeigen, dass die durchgeführten Simulationen unter Nutzung
der entwickelten Methoden und Modelle für einzelne Systemzustän-
de bereits gute Ergebnisse liefern. Abweichungen entstehen vor allem
durch die verfügbare Messtechnik zur Parametergewinnung, die not-
wendigen Vereinfachungen, Linearisierungen und Diskretisierungen für
die Echtzeitanwendung und das deterministische Modell.
Für andere technische Systeme müssen ergänzende Komponentenmo-
delle erarbeitet werden. Dies betrifft vor allem weitere Getriebe, Lage-
rungen, Führungen und andere Komponenten bei denen Anregungen
auftreten. Generell sollte bei der Entwicklung der Modelle nach Abbil-
dung 6.29 vorgegangen werden.
Ein Bereich der Simulation, welcher in dieser Arbeit und für die Pick-
and-Place-Maschine nicht betrachtet werden konnte, ist die Abstrah-
lungssimulation. Hier existieren unterschiedliche analytische, aber auch
numerische Ansätze [Gra07, Hüb99, Est08b]. Viele Methoden erfüllen
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meist jedoch nicht die Echtzeitanforderungen oder erreichen nicht die
notwendige Modellgenauigkeit. Ein derzeit möglicher Weg ist die Vor-
ausberechnung und Nutzung von Kennfeldern [Hus09a] oder Übertra-
gungsfunktionen [Est04].
Neben den Maßnahmen auf der Körperschallebene interessieren den
Konstrukteur Einflussmöglichkeiten auf der Luftschallebene. Hier exis-
tieren unterschiedliche Ansätze. Vom Autor wurden Methoden zur echt-
zeitfähigen Simulation der Schalldämmung und -beugung entwickelt,
die für die Pick-and-Place-Maschine jedoch keine Anwendung fanden
und daher nicht detailliert vorgestellt wurden [Hus10b]. Es konnte ge-
zeigt werden, dass das Dämmungs- und Beugungsverhalten für geome-
trisch einfache Objekte in Echtzeit simuliert werden kann. Für reale,
meist komplexere Geometrien der Schallschutzelemente können die der-
zeitigen Methoden noch nicht in Echtzeit angewendet werden. Möglich-
keiten bieten numerische Simulationen im Pre-Prozess, deren Ergebnis-
se als Kennfeld an die Echtzeit-Simulation übergeben werden.
Die durchgeführten Untersuchungen zeigen, dass das akustische Ver-
halten für einzelne bekannte Zustände des technischen Systems, vor
allem unter Nutzung von Messdaten, gut nachgebildet werden kann.
Die Vorausberechnung eines nicht bekannten Zustandes ist jedoch sehr
schwierig bis unmöglich. Für die Produktentwicklung kann daher ak-
tuell das akustische Verhalten nur für eine Kombination vorher be-
kannter Zustände fehlerarm nachgebildet werden. Die Kombination be-
kannter Zustände ermöglicht es, bereits heute einen ersten Eindruck
der akustischen Produkteigenschaften vom technischen System zu er-
halten. Der Einsatz audio-visueller VR-Simulationen zur Verifikation
primärer akustischer Maßnahmen ist derzeit vor allem in nachfolgen-
den Entwicklungsprojekten sinnvoll, bei denen die vorher erfassten oder
simulierten, parametrisierten, komponentenweisen akustischen Produk-
teigenschaften wiederverwendet werden können (siehe Abbildung 6.30).
Sekundäre Maßnahmen nach der Schallabstrahlung können mit verein-
fachten oder vorausberechneten Modellen während der jeweiligen Pro-
duktentwicklung in der VR untersucht werden.
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Abbildung 6.29: Vorgehensweise zur Erarbeitung audio-visueller VR-Modelle
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Produktlebenszyklus 1 Erstellung und komponentenweise
Speicherung der Modelle sowie Erfassung
der Parameter für die Simulationsmodelle:









- Identifikation ähnlicher Komponenten
und Auswahl der Modelle und der
Parameter
- Zusammenführen zum Gesamtmodell


























































































































Abbildung 6.30: Nutzung audio-visueller VR-Simulation in der Produktent-
wicklung

7 Zusammenfassung und Ausblick
In der vorliegenden Arbeit wurden Grundlagen zur Nutzung der audio-
visuellen VR in der Produktentwicklung erarbeitet. Die Arbeit trägt
zum Erreichen der Zielstellung bei, im Rahmen der Produktentwick-
lung unter Nutzung einer interaktiven VR-Simulation eine subjekti-
ve Bewertung akustischer Produkteigenschaften durchzuführen, damit
über eine Anpassung der Konstruktion das akustische Verhalten früh-
zeitig optimiert werden kann.
Am Kompetenzzentrum Virtual Reality der Technischen Universität
Ilmenau wurde ein audio-visuelles VR-System eingerichtet, welches un-
ter Nutzung der akustischen Wellenfeldsynthese eine realitätsnahe Re-
produktion akustischer Signale gemeinsam mit einer stereoskopischen
Visualisierung ermöglicht. Unter Nutzung des VR-Systems wurden im
Rahmen der Arbeit erweiterte VR-Modelle zur Repräsentation akusti-
scher Produkteigenschaften entwickelt und an konkreten Beispielen ve-
rifiziert. Durch den Einsatz empirischer Daten, einer komponentenwei-
sen Modellierung und einfacher Manipulationsmöglichkeiten mit An-
passung des Schallfeldes in Echtzeit können erste Bewertungen durch-
geführt und Rückschlüsse auf die konstruktive Lösung getroffen werden.
In weiteren Arbeiten muss die komponentenweise Erfassung der not-
wendigen Schallfeldinformationen weiter untersucht werden. Dies be-
trifft vor allem die Erfassung unter Freifeldbedingungen, wie in einem
reflexionsarmen Raum, sowie ohne den Einfluss weiterer Komponenten.
Ein Schwerpunkt der Arbeit ist die Repräsentation der richtungsab-
hängigen Schallabstrahlung technischer Systeme im VR-Modell. Durch
Einbeziehung der Richtcharakteristik erhöht sich der Realitätsgrad. Der
Nutzer kann die Intensität des abgestrahlten Schalls erfassen und er er-
hält Informationen über seine Relativlage zum technischen System. Im
Rahmen der Arbeit wurden zwei indirekte Methoden zur Repräsentati-
on der Richtcharakteristik durch Monopole erarbeitet, so dass sich die
Repräsentation direkt in den VR-Szenengraph einbinden lässt. Hierzu
gehört die entwickelte Portal-Methode. Die Portal-Methode stellt durch
die einfache Nutzbarkeit eine effiziente Methode in der Produktentwick-
lung dar. Die Hauptvorzüge liegen bei der Modellierung diskontinuier-
licher Schallfelder. Die Methode hat allerdings Einschränkungen hin-
sichtlich der Repräsentation kontinuierlicher Schallfelder. Diese kann
die Monopolsynthese sehr gut nachbilden. Für die Methode der Mono-
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polsynthese konnte auf guten Vorarbeiten von Giron für die Binaural-
technik aufgebaut werden. Die Monopolsynthese wurde für die Nutzung
der Wellenfeldsynthese, die Nutzung in der VR und die Anwendung in
der Produktentwicklung erweitert. Anhand konkreter Beispiele konnten
die Vorteile der Methoden aufgezeigt werden. Die Beispiele zeigen auch
die Grenzen der derzeitigen Methoden, speziell aufgrund der Einschrän-
kungen durch die indirekte Modellierung mit Monopolen. In weiteren
Arbeiten ist zu untersuchen, wie die richtungsabhängige Schallabstrah-
lung technischer Systeme zusammenhängend – nicht nur über separate
Monopole – mit der geometrischen Repräsentation beschrieben und an
den Auralisierungs-Renderer übertragen werden kann. Eine Möglich-
keit stellt die Nutzung von Quellen höherer Ordnung dar. Weiterhin
muss untersucht werden, wie die Eingangsdaten effizient und möglichst
auf Basis virtueller Prototypen gewonnen werden können.
Im Hauptteil der Arbeit wurden Modelle entwickelt, die eine echtzeitfä-
hige Simulation akustischer Produkteigenschaften auf der Körperschal-
lebene ermöglichen. Es konnte herausgestellt werden, dass sich für die
Anwendung in der Produktentwicklung eine komponentenweise Model-
lierung eignet und diese möglich ist. Das Modell einer akustisch aktiven
Komponente besteht aus einem Anregungs-, Körperschall-, Abstrah-
lungs- (in dieser Arbeit nicht weiter betrachtet) und Zustandsmodell.
Über Schnittstellen mit Potential- und Flussgrößen können die Kom-
ponentenmodelle zu technischen Systemen zusammengesetzt werden.
Für die Simulation der akustischen Produkteigenschaften werden Anre-
gungsmodelle benötigt. Für einzelne periodische Anregungen kann das
Anregungsspektrum durch vereinfachte Simulationen bestimmt wer-
den. Hierfür wurde die Methode der relativen Amplituden entwickelt,
die es ermöglicht, einen Teil der aufwändigen Simulationen aus dem
Zeitbereich im Pre-Prozess durchzuführen und während der Echtzeit-
Simulation im Frequenzbereich auf die relativen Amplituden zurück-
zugreifen. Da viele Anregungsmechanismen noch nicht mit mathemati-
schen Modellen beschrieben oder die Anregungen zu stochastisch sind,
muss für diese Anregungen auf Messdaten zurückgegriffen werden. Für
die Nutzung der Messdaten wurde die Datenrepräsentation über Kenn-
felder erarbeitet. Während der Echtzeit-Simulation wird über Zustand-
sparameter auf die einzelnen Spektren zugegriffen. Für ein konkretes
Anwendungsbeispiel wurden für vier Komponenten Anregungsmodelle
erarbeitet.
Im Weiteren wurden Modelle zur Simulation der Körperschallübertra-
gung entwickelt. Diese beruhen auf dem Konzept der Vierpole. Im
Gegensatz zu den in der Literatur oft verwendeten unidirektionalen
Übertragungsfunktionen zur Echtzeitsimulation des Körperschallver-
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haltens, kann mittels Vierpolen die bidirektionale Wechselwirkung zwi-
schen den Komponenten abgebildet werden. Im Rahmen der Arbeit
wurde eine spezielle Form der Vierpole, die potentialgrößengetriebene
Hybrid-Form, verwendet. Es zeigt sich, dass die Vierpolparameter mit-
tels analytischer und numerischer Methoden oder unter Nutzung von
Messungen gewonnen werden können. Dies macht den Einsatz in der
Produktentwicklung flexibel, da je nach den vorhandenen Informatio-
nen über das technische System oder in Abhängigkeit von der Kom-
plexität der Komponenten andere Methoden der Parameterermittlung
eingesetzt werden können. Die genutzte Vierpol-Form bietet die Vor-
teile, dass sie sich gut in Signalflussmodelle integrieren lässt und eine
effiziente Modellierung der Randbedingung „freier Rand“ ermöglicht.
Diese Randbedingung wird für den Übergang zur Abstrahlungssimula-
tion benötigt. Es zeigt sich, dass bei der Verschaltung der Signalfluss-
modelle weitere Vierpol-Formen benötigt werden, damit die Gleichge-
wichtsbedingungen eingehalten werden. Die konzipierten Modelle wur-
den in MATLAB/Simulink als Signalflussmodelle implementiert. Durch
die generische Modellierung der Vierpole mit getrennter Datenhaltung
und -bereitstellung lassen sich die Vierpolparameter den Körperschall-
modellen der Komponenten effizient zuweisen oder austauschen.
Es wurde herausgestellt, dass für die Durchführung einer Akustiksi-
mulation eine Zustandssimulation vorgeschaltet werden muss, damit
die veränderlichen Potential- und Flussgrößen als Eingangsgrößen für
die Akustiksimulation in jedem Simulationsschritt berechnet werden
können. Es wurde gezeigt, dass sich auch hier die Vierpolmodellierung
eignet. Die Grundlagen für die Modellierung der Zustandsmodelle auf
Basis von Vierpolen wurden erarbeitet und anhand von Beispielen auf-
gezeigt. Hierfür wurden die Zustandsmodelle in MATLAB/Simulink
implementiert. Für diese Arbeit wurden die Akustik- und Zustands-
modelle der Komponenten direkt gekoppelt, damit eine geschlossene
Repräsentation entsteht. In weiteren Arbeiten sollte auch die separate
Berechnung in Betracht gezogen werden, damit die Zustandsmodelle
mit einer höheren Wiederholrate berechnet werden können. Für die Vi-
sualisierung der Zustandsänderungen in der VR wurde ein Kommunika-
tionsserver entwickelt, mit welchem Daten zwischen dem Simulations-
und VR-Modell ausgetauscht werden. Der Kommunikationsserver ist
generisch gehalten, so dass neben MATLAB/Simulink auch weitere Si-
mulationswerkzeuge mit der VR-Software gekoppelt werden können.
Anhand des Anwendungsbeispiels Pick-and-Place-Maschine konnten die
entwickelten Modelle validiert werden. Das Beispiel zeigt die gute An-
wendbarkeit der Modelle. Unter Nutzung des Beispiels konnten die Vor-
teile der parametrischen Modellbeschreibung erörtert werden. Weiter-
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hin konnten anhand des Beispiels auch Grenzen aufgezeigt werden. Dies
betrifft vor allem die Anregungsmechanismen, die Körperschallüber-
tragung in Komponenten mit mehreren Koppelstellen und die Körper-
schallübertragung an Kopplungen. Hier besteht weiterhin großer For-
schungsbedarf.
Mit den entwickelten Komponentenmodellen wurde ein Beitrag zur
Nutzung in Echtzeit berechneter akustischer Produkteigenschaften in
der VR geleistet. Durch die parametrische Beschreibung der Modelle
kann das Produktverhalten über die Produktmerkmale sowie Potential-
und Flussgrößen durch den Konstrukteur innerhalb der Modellgrenzen
beeinflusst werden. Die Komponentenmodelle wurden für weitere tech-
nische Systeme in MATLAB/Simulink Toolboxen abgelegt. Diese lassen
sich mittels „Drag & Drop“ in MATLAB/Simulink-Modelle einfügen.
Im Ergebnis liegt eine systematische Beschreibung zur Erstellung audio-
visueller VR-Modelle und zur Bestimmung der notwendigen Parameter
vor. Das Ergebnis betrifft Modelle für die Auralisierung empirisch erfas-
ster oder vorausberechneter akustischer Produkteigenschaften zusam-
men mit der Visualisierung der Gestaltbeschreibung, sowie auch Mo-
delle für die Echtzeitsimulation der akustischen Produkteigenschaften.
Mehrere Demonstratoren und Softwarebibliotheken dienen als Grund-
lage für weiterführende Arbeiten.
Im Rahmen dieser Arbeit war es nicht möglich, die direkte und indirek-
te Schallabstrahlung zu untersuchen. Diese muss in weiteren Arbeiten
diskutiert werden. Die bekannten Ansätze müssen auf Echtzeitfähigkeit
und die Möglichkeit zur Anwendung bei technischen Systemen unter-
sucht sowie ggf. für die Nutzung in der VR erweitert werden.
Aufgrund der während der Arbeit verfügbaren Messtechnik mussten
die Untersuchungen auf eine Schwingungsrichtung und auf translatori-
sche Schwingungen für einen eingeschränkten Frequenzbereich begrenzt
werden. In weiteren Arbeiten sollten die entwickelten Methoden und
Modelle auf mehrdimensionale Schwingungen erweitert werden.
A Anhang
A.1 Vierpolmodell für einen Ein-Massen-Schwinger
Die Abbildung A.1 zeigt das mechanische Modell eines gedämpften Ein-
Massen-Schwingers mit Anregung an der Masse. Unter Annahme ei-
ner harmonisch angeregten Schwingung kann das Signalflussmodell der
































Abbildung A.2: Signalflussmodell eines Ein-Massen-Schwingers
Es lässt sich leicht zeigen, dass das Signalflussmodell die Bewegungs-
differentialgleichung eines Ein-Massen-Schwingers beschreibt:
iωmυ3 + d (υ3 − υ1) +
c
iω
(υ3 − υ1) = −F 3 (A.1)
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mit υ1 = 0 folgt:
iωmυ3 + dυ3 +
c
iω
υ3 = −F 3 (A.2)
A.2 Lebedev-Quadratur und Eigenfunktionsamplituden
Die Anzahl der Quadraturpunkte muss entsprechend der relevanten
Grenzfrequenz fg festgelegt werden. Die Anzahl der Quadraturpunkte










mit r dem Kugelradius.




l,m(ϑ,ϕ)jl(kr) mit l ≥ 0 und − l ≤ m ≤ l (A.4)
mit Υ l,m(ϑ,ϕ) - Sphärische Harmonische, jm - Sphärische Besselfunk-
tionen der Ordnung m.
Die Eigenfunktionsamplituden des Schallfeldes lassen sich nach [Gir96]
bestimmen zu:








mit l ≥ 0 und − l ≤ m ≤ l
(A.5)
mit hl - Sphärische Hankelfunktion der Ordnung l.
Messtechnisch wird der Schalldruck auf einer Kugel an diskreten Punk-
ten bestimmt. Die Punkte sind nach der Lebedev-Quadratur [Leb99]
definiert. Die approximierten Eigenfunktionsamplituden des Schallfel-
des lassen sich unter Nutzung einer Lebedev-Quadratur mit AP Qua-
draturpunkten nach [Sch07b] bestimmen zu:








w sind die Wichtungen entsprechend der Quadratur [DG07].
Die Polynome vom Typ Sphärische Harmonische Υ l,m sind folgender-










l ≥ 0 und − l ≤ m ≤ l
(A.7)
mit den Legendre-Polynomen:





Pl(x) mit m ≥ 0, x ∈ [−1,1]
(A.8)






(x2 − 1)l (A.9)
Für die Sphärischen Harmonischen gilt weiterhin:
Υ l,−m(ϑ,ϕ) = (−1)mΥ ∗l,m(ϑ,ϕ). (A.10)
Somit können die Sphärischen Harmonischen für m < 0 bestimmt wer-
den.
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A.3 Lösung der Schwingungsgleichungen für die angeregte Welle
Die allgemeine Lösung lautet:
w(x, t) =
{
w1(x, t), x ∈ [0,l1]
w2(x, t), x ∈ [l1,l1 + l2]
, t ∈ R≥0 (A.11)
w1(x, t) = w1(x)T1(t) = (A1 cos(µx) + B1 sin(µx) + C1 cosh(µx) + D1 sinh(µx))T1(t)
(A.12)
w2(x, t) = w2(x)T2(t) = (A2 cos(µx) + B2 sin(µx) + C2 cosh(µx) + D2 sinh(µx))T2(t)
(A.13)
FR = F̂R sin (ωt)BA
l1 l2











Abbildung A.3: Modell einer Welle mit Kraftanregung über eine Riemenscheibe
Die zugehörigen acht Randbedingungen lauten:
I. Mbz(0,t) = 0 ⇒ w
′′
1 (0,t) = 0
⇒µ
2 (−A1T1 cos(µ0) − B1T1 sin(µ0) + C1T1 cosh(µ0) + D1T1 sinh(µ0)) = 0
(A.14)
II. Q1(0,t) + FA(0,t) = 0
⇒EIzw
′′′
1 (0,t) = FA(0,t)
⇒EIzµ
3 (A1T1 sin(0) − B1T1 cos(0) + C1T1 sinh(0) + D1T1 cosh(0)) = FA(0,t)
(A.15)
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III. − Q2(l1,t) + FB(l1,t) + Q3(l1,t) = 0
⇒ − EIzw
′′′
1 (l1,t) + EIzw
′′′
2 (l1,t) = FB(l1,t)
⇒EIzµ
3 (−A1T1 sin(µl1) + B1T1 cos(µl1) − C1T1 sinh(µl1) − D1T1 cosh(µl1)
+A2T2 sin(µl1) − B2T2 cos(µl1) + C2T2 sinh(µl1)+
D2T2 cosh(µl1)) = FB(l1,t)
(A.16)
IV. − Q4(l1 + l2,t) − FR(l1 + l2,t) = 0
⇒EIzw
′′′
2 (l1 + l2,t) = FR(l1 + l2,t)
⇒EIzµ
3 (A2T2 sin(µ (l1 + l2)) − B2T2 cos(µ (l1 + l2)) + C2T2 sinh(µ (l1 + l2))
+D2T2 cosh(µ (l1 + l2))) = FR(l1 + l2,t)
(A.17)
V. Mbz(l1 + l2,t) = 0 ⇒ w
′′
2 (l1 + l2,t) = 0
⇒µ
2 (−A2T2 cos(µ (l1 + l2)) − B2T2 sin(µ (l1 + l2)) + C2T2 cosh(µ (l1 + l2))
+D2T2 sinh(µ (l1 + l2))) = 0
(A.18)
V I. w1(l1,t) = w2(l1,t) ⇒ w1(l1,t) − w2(l1,t) = 0
⇒A1T1 cos(µl1) + B1T1 sin(µl1) + C1T1 cosh(µl1) + D1T1 sinh(µl1)











⇒µ (−A1T1 sin(µl1) + B1T1 cos(µl1) + C1T1 sinh(µl1) + D1T1 cosh(µl1)




1 (l1,t) = w
′′
2 (l1,t) ⇒ w
′′
1 (l1,t) − w
′′
2 (l1,t) = 0
⇒µ
2 (−A1T1 cos(µl1) − B1T1 sin(µl1) + C1T1 cosh(µl1) + D1T1 sinh(µl1)
+A2T2 cos(µl1) + B2T2 sin(µl1) − C2T2 cosh(µl1) − D2T2 sinh(µl1)) = 0
(A.21)
Durch Einbeziehung der Rand- und Übergangsbedingungen kann bei
harmonischer Anregung folgendes Gleichungssystem aufgestellt werden:
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oder kurz:
ΦV = FR (A.23)
Durch Lösen des Gleichungssystems werden die frequenzabhängigen
Parameter A1 bis D2 (∀t, aber t fix) bestimmt:
V = inv(Φ)FR (A.24)
Durch Einsetzen der Parameter A1 bis D2 in die Gleichungen (A.12)
und (A.13) lassen sich die Bewegungsgleichungen in den beiden Berei-
chen in Folge der Kraftanregung berechnen.
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A.4 Vierpolparameter der Blechkopplung

















































Abbildung A.4: Vierpolparameter der Einzelbleche
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A.5 Ergebnisse der Rauheitsmessung auf der Blechoberfläche
Die Oberflächen wurden mit dem Profilometer „TalySurf Serie 2“ der










Blech 1 - R/18x0.25mm/G/100/LS-Gerade
Blech 1 - 4.9mm/FTS-S 50F 3D
Abbildung A.5: Ergebnisse der Rauheitsmessung auf der Blechoberfläche
Rauheitskennwerte:
• Ra = 1,6304µm
• Rq = 2,1108µm
• Rz = 7,3951µm
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A.6 Parameter zur Bestimmung der Normalsteifigkeit
Der Zahlenfaktor kτ bestimmt sich zu [Kra82]:
kτ =
Γ (τ + 1)
Γ (τ + 32 )
(A.25)
mit der Gammafunktion Γ .
















und ν die Querkon-
traktionszahl der Komponenten am Kontakt.
Tabelle A.1: Kenngrößen der Oberflächenrauheit [Kra82] (Auszug)
Bearbeitungsart Ra in µm hmax in µm r in µm B τ
Zylinderfräsen 2,5 ... 1,25 16 ... 8 45 1,6 2,35
1,25 ... 0,63 8 ... 4 80 1,65 2,25
Stirnfräsen 2,5 ... 1,25 16 ... 8 900 0,55 1,65
1,25 ... 0,63 8 ... 4 1350 0,6 1,4
Hobeln 2,5 ... 1,25 16 ... 8 230 2,00 2,00
1,25 ... 0,63 8 ... 4 400 2,1 1,95
Drehen 2,5 ... 1,25 16 ... 8 20 1,4 1,95
1,25 ... 0,63 8 ... 4 35 1,8 1,80
Bohren 2,5 ... 1,25 16 ... 8 23 0,7 1,40
1,25 ... 0,63 8 ... 4 40 1,4 1,30
Flachschleifen 2,5 ... 1,25 16 ... 8 100 0,9 1,95
1,25 ... 0,63 8 ... 4 180 0,95 1,85
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A.7 Technische Parameter der Pick-and-Place-Maschine
Tabelle A.2: Technische Parameter der Pick-and-Place-Maschine
Elemente Beschreibung
Zahnradpaar
Ritzel: Modul = 2 mm Breite = 20 mm z1 = 48
Rad: Modul = 2 mm Breite = 20 mm z2 = 24
Zahnriemengetriebe 1
Scheibe 1: AT5 z1 = 20
Scheibe 2: AT5 z2 = 48
Riemen: AT5 Länge 500mm
Zahnriemengetriebe 2
Scheibe: AT5 z = 34
Riemen: AT5 Länge 610 mm
Zahnriemengetriebe 3
Scheibe: AT5 z = 17
Riemen: AT5 Länge 305 mm
Kugellager
Lager 1: DIN 625 T1 - 6001
Lager 2: DIN 625 T1 - 6002
Führungen
Führung 1: Kugelumlaufführung THK - RSR 15N
Führung 2: Kugelumlaufführung THK - RSR 20N
A.8 Verwendete Messhardware
• Sensoren: ICP Accelerometer 352C34 (50 g, 100 mVg , Frequenzbe-
reich 0,5 − 10.000 Hz) von PCB Piezotronics




• Seilzugsensor: WPS-500-MK30 von der Micro-Epsilon Messtech-
nik GmbH & Co. KG
A.9 Parameter für die Steifigkeitsberechnung an Kugellagern
Für die Bestimmung der Hertzschen Pressung zwischen den Wälzkör-
pern am Kugellager und den Schalen werden Hilfsradien benötigt. Da-
bei gilt mit den Krümmungsradien r1, r′1, r2, r
′
2 für die Ersatzradien r, r
′




























r1 = r ′1
r ′
2
Abbildung A.6: Radien am Kugellager nach [Wei03]














Mit dem Hilfswinkel können die Hilfskoeffizienten ermittelt werden (sie-
he Tabelle A.3).
Tabelle A.3: Hilfskoeffizienten zur Berechnung der Kugellagersteifigkeit nach
[Wei03]
θ[◦] 90 80 70 60 50 40 30 20 10
ζ 1 1,128 1,284 1,486 1,754 2,136 2,731 3,778 6,612
ψ 1 1,12 1,25 1,39 1,55 1,74 1,98 2,3 2,8
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A.10 Parameter für die Steifigkeitsberechnung an
Zahnradgetrieben
Bestimmung der relativen Steifigkeit nach [Zie71]:
c′max =0,188a
−0,0344(0,0467 |xges| (2,5 − i)(1 − ξ) + 1,3)




+ 1,2)(8,95 ∗ 10−4α2w + 0,942)







)(1,543 − 0,0342 b
mn
)(1,0 − 0,12(ξ − 0,5)2)
1






Tabelle A.4: Geometrische Parameter für die Berechnung der Zahnsteifigkeit
nach [Zie71]











Summe der Profilverschiebungen xges = x1 + x2
Verhältnis der Profilverschiebungen ξ = x2
x1








c′min =6250(0,336 − 1,11 ∗ 10−5a)(0,02 |xges| (2,5 − i)(1 − ξ) + 0,335)
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