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Abstract
In this paper, we consider the boundary value problem
y′′ + a(x)y′ + b(x)y=0; x∈ [x−; x+]; x− ¡ 0¡x+;
y(x−)=A; y(x+)=B;
where A and B are two prescribed constants, and 0¡1 is a small positive parameter. As x → 0, it is assumed that
a(x) ∼ 
x and b(x) ∼ , where 
¿ 0 and =
 =1; 2; 3; : : : : Under certain smoothness conditions on a(x) and b(x), an
asymptotic solution is constructed, which holds uniformly for x∈ [x−; x+]. This result is proved rigorously by using the
method of successive approximation. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
A typical problem in singular perturbation is to consider the di:erential equation
y′′ + a(x)y′ + b(x)y=0; x−6 x6 x+; x−¡ 0¡x+; (1.1)
with boundary conditions
y(x−)=A and y(x+)=B; (1.2)
where a(x) and b(x) are some su<ciently smooth functions. It is now well known that an asymptotic
approximation to the solution is given by
y(x)=yunif (x) + O(); (1.3)
where
yunif (x)=B exp
[∫ x+
x
b(t)
a(t)
dt
]
+
{
A− B exp
[∫ x+
x−
b(t)
a(t)
dt
]}
ea(x−)(x−−x)= (1.4)
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if a(x)¿ 0 in [x−; x+], and
yunif (x)=A exp
[
−
∫ x
x−
b(t)
a(t)
dt
]
+
{
B− A exp
[
−
∫ x+
x−
b(t)
a(t)
dt
]}
ea(x+)(x+−x)= (1.5)
if a(x)¡ 0 in [x−; x+]. The O-term in (1.3) is uniform with respect to x in [x−; x+]. Heuristic
derivations of this asymptotic solution can be found in [3, p. 425] and [4, p. 94]. For a rigorous
proof of (1.3), we refer to [7, Chapter 3] and [9, Section 8:3]. Note that the asymptotic solution
(1.4) is rapidly varying in a small region near x= x−, and the asymptotic solution (1.5) is rapidly
varying in a region near x= x+. These small intervals are known as the boundary layers.
The problem of Fnding a uniformly valid asymptotic approximation for the exact solution becomes
considerably more complicated when the coe<cient function a(x) has a zero in the interval [x−; x+].
For convenience, we assume that the zero occurs at x=0, and that near x=0 we have
a(x) ∼ 
x and b(x) ∼ ; (1.6)
where 
 is a nonzero constant. By using matching techniques, Bender and Orszag [3, p. 458] have
constructed a relatively simple asymptotic solution in the typical case when x−= − 1 and x+ =1.
Indeed, they showed that if 
¿ 0 and =
 =1; 2; 3; : : : then
yunif (x) =
(1− =
)√
2
(
√

=)=
e−
x
2=4
(
A exp
{∫ −1
x
[
b(t)
a(t)
− 

t
]
dt
}
D=
−1(x
√

=)
+B exp
{∫ 1
x
[
b(t)
a(t)
− 

t
]
dt
}
D=
−1(−x
√

=)
)
; (1.7)
where D(z) is the parabolic cylinder function in the notation of Whittaker and Watson [11]. Since
the argument used by Bender and Orszag is only formal, it naturally raises the question whether one
can justify their result by providing a mathematically rigorous proof. This is exactly the aim of the
present paper.
Searching through the literature, we found that this problem has been addressed by numerous
people, including Pearson [8], Ackerberg and O’Malley [2], Watts [10], and Olver [6]. While the
arguments used by most of these authors are again formal, the analysis given by Olver is completely
rigorous. Olver’s approach is based on the theory of uniform asymptotic approximation which he
has developed for second-order linear di:erential equations with two coalescing turning points [5].
However, it is not easily seen that the relatively simple asymptotic solution given in (1.7) can be
deduced from the approximate solution constructed by Olver [6, (5.28) and (5.16)]. In a later section
of this paper, we shall present a more detailed discussion of Olver’s result. Our approach to this
singularly perturbed boundary value problem di:ers entirely from that of Olver. In a sense, our
analysis is completely elementary; that is, we do not make use of any results from the theory of
uniform asymptotic expansions for second-order di:erential equations. Also, we require less stringent
conditions on the smoothness of the coe<cient functions a(x) and b(x).
There is a corresponding result in [3, p. 460, (9.6.19)] for the case 
¡ 0, and =
 =0;−1;−2; : : : :
However, this result does not seem to be correct. For instance, it gives the leading-order uniform
asymptotic approximation
yunif (x)= 2e−2(x+1)= + e−2(1−x)= (1.8)
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for the boundary-value problem
y′′ − 2xy′ + (1 + x2)y=0; y(−1)=2; y(1)= 1: (1.9)
Clearly, this approximate solution is positive in the whole interval [− 1; 1]. But, the exact solution
to (1.9) is actually negative near x=0; see the graph shown in [3, p. 460]. A detailed study of the
case 
¡ 0 will be given in a subsequent paper, where we shall also present asymptotic solutions in
the exceptional cases: (i) 
¿ 0 and =
=1; 2; 3; : : : ; (ii) 
¡ 0 and =
=0;−1;−2; : : : :
2. Preliminary transformations
Throughout this section, it is assumed that a(x) and b(x) are real-valued functions which are,
respectively, thrice and twice continuously di:erentiable in [x−; x+]. Furthermore, we assume that
a(x) does not vanish in [x−; x+] except at x=0, and that near x=0 we have
a(x) ∼ 
x and b(x) ∼ : (2.1)
By rescaling the small parameter , we may also assume that 
=± 1.
Motivated by the approximate solution in (1.7), we will try to derive an equation which is a
perturbation of the Weber equation for parabolic cylinder functions. To this end, we make the
transformation
y(x)= exp
(
−
∫ x
0
h() d
)
u(x); (2.2)
where h() is to be determined later. By straightforward calculation, we have
y′(x)= [u′(x)− h(x)u(x)] exp
(
−
∫ x
0
h() d
)
and
y′′(x)= {u′′(x)− 2h(x)u′(x) + [h2(x)− h′(x)]u(x)} exp
(
−
∫ x
0
h() d
)
:
Substituting these quantities in (1.1) gives
u′′(x) + a(x)u′(x) + [b(x)− h(x)a(x)]u(x)= {2h(x)u′(x) + [h′(x)− h2(x)]u(x)}: (2.3)
We shall introduce new independent and dependent variables
t= t(x) and U (t)= u(x) (2.4)
so that (2.3) becomes
 JU + 
tU˙ + U = [f(t)U˙ + g(t)U ]; (2.5)
where “ · ” denotes the derivative with respect to t. From (2.4), we have
du
dx
=
dt
dx
U˙ and
d2u
dx2
=
d2t
dx2
U˙ +
(
dt
dx
)2
JU:
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Inserting these into (2.3) yields

(
dt
dx
)2
JU + a(x)
dt
dx
U˙ + [b(x)− h(x)a(x)]U
= 
{[
2h(x)
dt
dx
− d
2t
dx2
]
U˙ + [h′(x)− h2(x)]U
}
:
A comparison of this equation with Eq. (2.5) gives
a(x)
dt=dx
= 
t; (2.6)
b(x)− h(x)a(x)
(dt=dx)2
= ; (2.7)
f(t)=
2h(x)(dt=dx)− (d2t=dx2)
(dt=dx)2
(2.8)
and
g(t)=
h′(x)− h2(x)
(dt=dx)2
: (2.9)
Solving (2.6), we obtain
t2 = 2

∫ x
0
a() d: (2.10)
Note that 
a(x) ∼ x as x → 0. Hence, 
a(x)¡ 0 if x¡ 0 and 
a(x)¿ 0 if x¿ 0. From this, it
follows that 

∫ x
0 a() d¿ 0 for all x. The variable t is thus deFned explicitly by
t(x)=


−
[
2

∫ x
0
a() d
]1=2
; x¡ 0;
[
2

∫ x
0
a() d
]1=2
; x¿ 0:
(2.11)
Using l’Hospital’s rule, we Fnd
lim
x→0
t2
x2
= lim
x→0
2
a(x)
2x
=1:
Therefore
t(x) ∼ x as x → 0 (2.12)
and
lim
x→0
dt
dx
= lim
x→0

a(x)
t
=1: (2.13)
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From (2.6), we also have
dt
dx
=

a(x)
t
¿ 0 for all x =0: (2.14)
As a consequence, t= t(x) is a well-deFned and one-to-one mapping from [x−; x+] to [t−; t+], where
t−= t(x−) and t+ = t(x+): (2.15)
Solving (2.7), we obtain from (2.6)
h(x)=
b(x)
a(x)
− (dt=dx)
2
a(x)
=
b(x)
a(x)
− a(x)
t2
: (2.16)
The boundary-value problem (1.1)–(1.2) is now transformed into the boundary-value problem
 JU + 
tU˙ + U = [f(t)U˙ + g(t)U ]; (2.17)
U (t−)=  and U (t+)= ; (2.18)
where
=A exp
(∫ x−
0
h() d
)
; =B exp
(∫ x+
0
h() d
)
: (2.19)
Lemma 1. Under our conditions on a(x) and b(x) stated at the beginning of this section; the
functions f(t) and g(t) de-ned in (2:8) and (2:9) are continuous in [t−; t+].
Proof. From (2.13) and (2.14), it is evident that dt=dx is continuous and positive in [x−; x+]. Thus,
in view of (2.8) and (2.9), it su<ces to prove that h(x) is continuously di:erentiable in [x−; x+]
and t(x) is twice continuously di:erentiable there. By our conditions on a(x) and b(x), we have
a(x)= 
x[1 + a1x + a2x2 + o(x2)]; (2.20)
b(x)=  + b1x + b2x2 + o(x2) (2.21)
and these expansions can be termwise di:erentiated to give approximations to the derivatives of a(x)
and b(x). From (2.10), it also follows that
t2 = x2 + 23a1x
3 + 12a2x
4 + o(x4): (2.22)
First, we show that t′′(x) is continuous in [x−; x+]. When x =0, di:erentiation of (2.6) gives
t′′(x)= 

ta′(x)− a(x)t′
t2
= 

t2a′(x)− 
a2(x)
t3
: (2.23)
On account of (2.12), we obtain by using l’Hospital’s rule
lim
x→0 t
′′(x) = 
 lim
x→0
t2a′(x)− 
a2(x)
x3
= 
 lim
x→0
2
a(x)a′(x) + t2a′′(x)− 2
a(x)a′(x)
3x2
= 
 lim
x→0
t2a′′(x)
3x2
=


3
a′′(0): (2.24)
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When x=0, we have from (2.13) and (2.14)
t′′(0)= lim
x→0
t′(x)− t′(0)
x
= lim
x→0

a(x)− t
tx
:
Again by using (2.12), we can write
t′′(0)= lim
x→0
a2(x)− t2
x2[
a(x) + t]
= lim
x→0
a2(x)− t2
2x3
:
An application of (2.20) and (2.22) gives
t′′(0)= 23a1: (2.25)
Since a′′(0)= 2
a1 by (2.20), coupling (2.24) and (2.25) shows that t′′(x) is continuous at x=0,
and hence in [x−; x+].
Next, we demonstrate that h(x) and h′(x) are continuous in [x−; x+]. By (2.16),
h(x)=
b(x)t2 − a2(x)
a(x)t2
:
From (2.20)–(2.22), we obtain
h(x)=
(b1 − (4=3)a1)x3 + o(x3)
a(x)t2
(2.26)
and
lim
x→0 h(x)=
1


(
b1 − 43a1
)
: (2.27)
Thus, h(x) can be made continuous in [x−; x+] by deFning h(0) to be the value given in (2.27). In
a similar manner, we get
h′(x)=
a(x)b′(x)− a′(x)b(x)
a2(x)
−  t
2a′(x)− 2tt′(x)a(x)
t4
and
h′(x)=
((11=9)
a21 − (3=2)
a2 + 
b2 − 
a1b1)x6 + o(x6)
t4a2(x)
:
By deFning
h′(0)= 119 
a
2
1 − 32
a2 + 
b2 − 
a1b1;
we also have h′(x) continuous in [x−; x+]. This completes the proof of the lemma.
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Remark. Since f(t) and g(t) are continuous in [t−; t+], we can assign a positive number 0 such
that
|f(t)|6 0 and |g(t)|6 0 (2.28)
for all t ∈ [t−; t+].
3. Conversion to an integral equation
Eq. (2.17) can be considered as a perturbation of the homogeneous equation
W ′′ + 
tW ′ + W =0: (3.1)
If we let
=
t√

and w()= e

2=4W (t);
then (3.1) becomes
d2w
d2
=
(
1
4
2 −  + 

2
)
w;
which is the standard form of Weber’s equation; see [4, p. 147]. Thus two linearly independent
solutions of (3.1) are given by
U
(
a;
t√

)
e−
t
2=4 and U
(
a;− t√

)
e−
t
2=4 (3.2)
with a=−  + 
=2 and a =− n− 12 ; n=0; 1; 2; : : : ; where U (a; ) is a parabolic cylinder function;
see [1, p. 687]. The following properties are well known:
U (a; ) ∼ −a− 12 e−2=4;  →∞; (3.3)
U ′(a; ) ∼ − 12−a+1=2e−
2=4;  →∞; (3.4)
for a =− n− 12 ; n=0; 1; 2; : : : .
U (a; ) ∼
√
2
(a+ 1=2)
||a−1=2e2=4;  → −∞; (3.5)
U ′(a; ) ∼ −1
2
√
2
(a+ 1=2)
||a+1=2e2=4;  → −∞: (3.6)
We also have the recurrence relations
U ′(a; )− 12U (a; )=− U (a− 1; ) (3.7)
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and
U ′(a; ) + 12U (a; )=− (a+ 12)U (a+ 1; ): (3.8)
The Wronskian of U (a; ) and U (a;−) is given by
W{U (a; ); U (a;−)}=
√
2
(a+ 1=2)
: (3.9)
We now construct two linearly independent solutions to (3.1), when 
=1. Denote them by W1(t)
and W2(t), such that
W1(t−)= 1; W1(t+)=0; (3.10)
W2(t−)= 0; W2(t+)=1: (3.11)
Since they must be linear combinations of the two solutions given in (3.2), we put
Wi(t)=CiU
(
a;
t√

)
e−t
2=4 + DiU
(
a;− t√

)
e−t
2=4; i=1; 2: (3.12)
By (3.10), we have
C1U
(
a;
t−√

)
e−t
2
−=4 + D1U
(
a;− t−√

)
e−t
2
−=4 =1;
C1U
(
a;
t+√

)
e−t
2
+=4 + D1U
(
a;− t+√

)
e−t
2
+=4 =0:
Upon solving these two equations, we get
C1 =
1
$()
U
(
a;− t+√

)
et
2
−=4; D1 =− 1$()U
(
a;
t+√

)
et
2
−=4;
where
$()=U
(
a;
t−√

)
U
(
a;− t+√

)
− U
(
a;− t−√

)
U
(
a;
t+√

)
: (3.13)
In a similar manner, we obtain
C2 =− 1$()U
(
a;− t−√

)
et
2
+=4; D2 =
1
$()
U
(
a;
t−√

)
et
2
+=4:
Therefore, we may write
W1(t)=
V1(t)
$()
e(t
2
−−t2)=4; (3.14)
W2(t)=
V2(t)
$()
e(t
2
+−t2)=4 (3.15)
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with
V1(t)=U
(
a;− t+√

)
U
(
a;
t√

)
− U
(
a;
t+√

)
U
(
a;− t√

)
; (3.16)
V2(t)=U
(
a;
t−√

)
U
(
a;− t√

)
− U
(
a;− t−√

)
U
(
a;
t√

)
: (3.17)
From (3.14) and (3.15), it also follows that
W ′1(t)=
OV 1(t)
$()
e(t
2
−−t2)=4; (3.18)
W ′2(t)=
OV 2(t)
$()
e(t
2
+−t2)=4; (3.19)
where
OV i(t)=V ′i (t)−
1
2
tVi(t); i=1; 2: (3.20)
A straightforward calculation gives
W{W1(t); W2(t)}= 1$2()e
(t2−+t
2
+−2t2)=4
∣∣∣∣∣
V1(t); V2(t)
OV 1(t); OV 2(t)
∣∣∣∣∣ : (3.21)
It can be shown from (3.20) that∣∣∣∣∣
V1(t); V2(t)
OV 1(t); OV 2(t)
∣∣∣∣∣=
∣∣∣∣∣
V1(t); V2(t)
V ′1(t); V
′
2(t)
∣∣∣∣∣ : (3.22)
Substituting (3.16) and (3.17) in (3.22), we obtain from (3.9)∣∣∣∣∣
V1(t); V2(t)
OV 1(t); OV 2(t)
∣∣∣∣∣= $()√ W{U (a; ); U (a;−)}=
√
2
(a+ 1=2)
$()√

: (3.23)
Coupling (3.21) and (3.23) yields
W{W1(t); W2(t)}=
√
2
(a+ 1=2)
1√
$()
e(t
2
−+t
2
+−2t2)=4: (3.24)
By considering the right-hand side of (2.17) as a nonhomogeneous term of the homogeneous
equation (3.1), we can convert the boundary value problem (2.17)–(2.18) into the integral equation
U (t)= W1(t) + W2(t)−
∫ t+
t−
G(t; s)[f(s)U ′(s) + g(s)U (s)] ds; (3.25)
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where G(t; s) is the Green’s function deFned by
G(t; s)=


W1(t)W2(s)
W{W1(s); W2(s)} ; t−6 s6 t6 t+;
W1(s)W2(t)
W{W1(s); W2(s)} ; t−6 t6 s6 t+:
(3.26)
In view of (3.14), (3.15) and (3.24), G(t; s) can be written as
G(t; s)=


(a+ 1=2)√
2
1=2W1(t)V2(s)e(s
2−t2−)=4; t−6 s6 t6 t+;
(a+ 1=2)√
2
1=2W2(t)V1(s)e(s
2−t2+)=4; t−6 t6 s6 t+;
(3.27)
from which it also follows
@G
@t
(t; s)=


(a+ 1=2)√
2
1=2W ′1(t)V2(s)e
(s2−t2−)=4; t−6 s6 t6 t+;
(a+ 1=2)√
2
1=2W ′2(t)V1(s)e
(s2−t2+)=4; t−6 t6 s6 t+:
(3.28)
4. Behavior of Wi(t) and W ′i (t) (i=1; 2) as  → 0
We recall that in this paper, we consider only the case 
=1 and  =1; 2; 3; : : : : Thus, a=
−  + 
=2 =− n− 12 ; n=0; 1; 2; : : : : Using (3.3) and (3.5), we obtain
$()=U
(
a;
t−√

)
U
(
a;− t+√

)
[1 + O(2ae−(t
2
−+t
2
+)=2)];  → 0: (4.1)
V1(t)=U
(
a;− t+√

)
U
(
a;
t√

)[
1 + O
((

|t|
)2a
e−(t
2+t2+)=2
)]
(4.2)
if t=
√
 → −∞, and
V1(t)=U
(
a;− t+√

)
U
(
a;
t√

)
[1 + O(t2ae(t
2−t2+)=2)] (4.3)
if t=
√
 →∞. In (4.3), the O-term is exponentially small if t+−t, and is bounded if t+−t=O().
Thus, in any case, we have from (4.2) and (4.3)
V1(t)=O
{
U
(
a;− t+√

)
U
(
a;
t√

)}
(4.4)
as t=
√
 → ±∞. By virtue of the behavior of U (a; ) near =0 (see [1, p. 687, (19.3.1)]), (4.4)
also holds when t=O(
√
) and hence uniformly for all t ∈ [t−; t+].
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In exactly the same manner, one can show that
V2(t)=U
(
a;
t−√

)
U
(
a;− t√

)
[1 + O(|t|2ae(t2−t2−)=2)] (4.5)
as t=
√
 → −∞, and
V2(t)=U
(
a;
t−√

)
U
(
a;− t√

)[
1 + O
((
t
)2a
e−(t
2+t2−)=2
)]
(4.6)
as t=
√
 →∞. Furthermore, uniformly for all t ∈ [t−; t+],
V2(t)=O
{
U
(
a;
t−√

)
U
(
a;− t√

)}
: (4.7)
A combination of (3.14), (3.15), (4.1), (4.4) and (4.7) gives the following result.
Lemma 2. For a =− n− 12 ; we have as  → 0
W1(t)=O
{
U
(
a;
t√

)
e(t
2
−−t2)=4
/
U
(
a;
t−√

)}
(4.8)
and
W2(t)=O
{
U
(
a;− t√

)
e(t
2
+−t2)=4
/
U
(
a;− t+√

)}
: (4.9)
To obtain estimates for W ′1(t) and W ′2(t), we note from (3.16) and (3.17) that
V ′1(t)=
1√

[
U
(
a;− t+√

)
U ′
(
a;
t√

)
+ U
(
a;
t+√

)
U ′
(
a;− t√

)]
and
V ′2(t)=−
1√

[
U
(
a;
t−√

)
U ′
(
a;− t√

)
+ U
(
a;− t−√

)
U ′
(
a;
t√

)]
:
From (3.20), it follows that
OV 1(t)=− 1√
[
U
(
a;− t+√

)
U
(
a− 1; t√

)
+ U
(
a;
t+√

)
U
(
a− 1;− t√

)]
and
OV 2(t)=
1√

[
U
(
a;
t−√

)
U
(
a− 1;− t√

)
+ U
(
a;− t−√

)
U
(
a− 1; t√

)]
;
where use has been made of (3.7). Again by (3.3) and (3.5), we obtain
OV 1(t)=− 1√U
(
a;− t+√

)
U
(
a− 1; t√

)
[1 + O(2a−1|t|2(1−a)e−(t2++t2)=2)] (4.10)
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if t=
√
 → −∞, and
OV 1(t)=− 1√U
(
a;− t+√

)
U
(
a− 1; t√

)
[1 + O(t2(a−1)e(t
2−t2+)=2)] (4.11)
if t=
√
 → ∞. Note that the O-term in (4.10) is exponentially small and the O-term in (4.11) is
O(). Coupling (4.10) and (4.11), we conclude that as t=
√
 → ±∞
OV 1(t)=O
{
1√

U
(
a;− t+√

)
U
(
a− 1; t√

)}
: (4.12)
The boundedness of U (a−1; ) near =0 ensures that (4.12) also holds when t=O(√) and hence
uniformly for all t ∈ [t−; t+].
The same argument gives that
OV 2(t)=
1√

U
(
a;
t−√

)
U
(
a− 1;− t√

)
[1 + O(|t|2(a−1)e(t2−t2−)=2)] (4.13)
if t=
√
 → −∞, and
OV 2(t)=
1√

U
(
a;
t−√

)
U
(
a− 1;− t√

)
[1 + O(2a−1t2(1−a)e−(t
2+t2−)=2)] (4.14)
if t=
√
 →∞. Moreover, uniformly for all t ∈ [t−; t+]
OV 2(t)=O
{
1√

U
(
a;
t−√

)
U
(
a− 1;− t√

)}
: (4.15)
On account of (4.1), (4.12) and (4.15), we have from (3.18) and (3.19).
Lemma 3. For a =− n− 12 and as  → 0;
W ′1(t)=O
{
1√

e(t
2
−−t2)=4 U
(
a− 1; t√

)/
U
(
a;
t−√

)}
(4.16)
and
W ′2(t)=O
{
1√

e(t
2
+−t2)=4 U
(
a− 1;− t√

)/
U
(
a;− t+√

)}
(4.17)
uniformly for t ∈ [t−; t+].
By making use of the behavior of Vi(t) and OV i(t) as t=
√
 → ±∞, i=1; 2, we also obtain
V2(t)
V1(t)
=O
{( |t|√

)−2a
e(t
2
−−t2+−2t2)=4
}
and
OV 2(t)
OV 1(t)
=O
{( |t|√

)2(1−a)
e(t
2
−−t2+−2t2)=4
}
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as t=
√
 → −∞,
V1(t)
V2(t)
=O
{(
t√

)−2a
e(t
2
+−t2−−2t2)=4
}
and
OV 1(t)
OV 2(t)
=O
{(
t√

)2(1−a)
e(t
2
+−t2−−2t2)=4
}
as t=
√
 →∞.
A combination of the last four estimates with (3.14), (3.15), (3.18) and (3.19) gives
Lemma 4. As  → 0; there exists a positive constant ) such that
W2(t)=W1(t)O
{( |t|√

)−2a
e−t
2=2
}
; t ∈ [t−;−)
√
]; (4.18)
W1(t)=W2(t)O
{(
t√

)−2a
e−t
2=2
}
; t ∈ [)√; t+]; (4.19)
W ′2(t)=W
′
1(t)O
{( |t|√

)2(1−a)
e−t
2=2
}
; t ∈ [t−;−)
√
] (4.20)
and
W ′1(t)=W
′
2(t)O
{(
t√

)2(1−a)
e−t
2=2
}
; t ∈ [)√; t+] (4.21)
hold.
5. Construction of the solution
To show that the integral equation (3.25) has a solution, we deFne a sequence {Un(t)}, n=
0; 1; 2; : : : ; such that
U0(t)= W1(t) + W2(t) (5.1)
and
Un(t)=U0(t)−
∫ t+
t−
G(t; s)[f(s)U ′n−1(s) + g(s)Un−1(s)] ds (5.2)
for n¿ 1. Di:erentiation yields that
U ′0(t)= W
′
1(t) + W
′
2(t) (5.3)
and
U ′n(t)=U
′
0(t)−
∫ t+
t−
@G
@t
(t; s)[f(s)U ′n−1(s) + g(s)Un−1(s)] ds (5.4)
for n¿ 1.
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To prove that the series
∑∞
n=1 [Un(t) − Un−1(t)] converges uniformly in [t−; t+], we need the
following lemma.
Lemma 5. As  → 0; we have∫ t+
t−
|G(t; s)|(|W ′1(s)|+ |W ′2(s)|+ |W1(s)|+ |W2(s)|) ds=(|W1(t)|+ |W2(t)|)O(
√
) (5.5)
and ∫ t+
t−
∣∣∣∣@G@t (t; s)
∣∣∣∣ (|W ′1(s)|+ |W ′2(s)|+ |W1(s)|+ |W2(s)|) ds=(|W ′1(t)|+ |W ′2(t)|)O(√) (5.6)
uniformly for t ∈ [t−; t+].
Proof. Let
I(; t)=
∫ t+
t−
|G(t; s)|(|W ′1(s)|+ |W ′2(s)|+ |W1(s)|+ |W2(s)|) ds (5.7)
and
J (; t)=
∫ t+
t−
∣∣∣∣@G@t (t; s)
∣∣∣∣ (|W ′1(s)|+ |W ′2(s)|+ |W1(s)|+ |W2(s)|) ds: (5.8)
By making use of (3.27) and (3.28), one can write I(; t) and J (; t) as
I(; t)=
(a+ 1=2)√
2
√
[(I1 + I2)e−t
2
−=4|W1(t)|+ (I3 + I4)e−t2+=4|W2(t)|] (5.9)
and
J (; t)=
(a+ 1=2)√
2
√
[(I1 + I2)e−t
2
−=4|W ′1(t)|+ (I3 + I4)e−t
2
+=4|W ′2(t)|]; (5.10)
where
I1 =
∫ t
t−
|V2(s)|(|W ′1(s)|+ |W1(s)|)es
2=4 ds; (5.11)
I2 =
∫ t
t−
|V2(s)|(|W ′2(s)|+ |W2(s)|)es
2=4 ds; (5.12)
I3 =
∫ t+
t
|V1(s)|(|W ′1(s)|+ |W1(s)|)es
2=4 ds (5.13)
and
I4 =
∫ t+
t
|V1(s)|(|W ′2(s)|+ |W2(s)|)es
2=4 ds: (5.14)
Thus, all we need to do is to estimate the quantities Ii, i=1; 2; 3; 4.
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First, we consider I1. By (4.7) and the results in Lemmas 2 and 3, we have
I1 =O(−1=2et
2
−=4)
∫ t
t−
∣∣∣∣U
(
a;− s√

)∣∣∣∣
(∣∣∣∣U
(
a− 1; s√

)∣∣∣∣+√
∣∣∣∣U
(
a;
s√

)∣∣∣∣
)
ds: (5.15)
For t ∈ [t−;−)
√
], the behavior of the parabolic cylinder function gives
I1 =O(−1=2et
2
−=4)
∫ t
t−
( |s|√

)−a−1=2(( |s|√

)a−3=2
+
√

( |s|√

)a−1=2)
ds
=O(−1=2et
2
−=4)
∫ t
t−
(( |s|√

)−2
+
√

( |s|√

)−1)
ds
=O(et
2
−=4): (5.16)
For t ∈ [− )√; )√], we write I1 as following
I1 =O(−1=2et
2
−=4)
∫ −)√
t−
∣∣∣∣U
(
a;− s√

)∣∣∣∣
(∣∣∣∣U
(
a− 1; s√

)∣∣∣∣+√
∣∣∣∣U
(
a;
s√

)∣∣∣∣
)
ds
+O(−1=2et
2
−=4)
∫ t
−)√
∣∣∣∣U
(
a;− s√

)∣∣∣∣
(∣∣∣∣U
(
a− 1; s√

)∣∣∣∣+√
∣∣∣∣U
(
a;
s√

)∣∣∣∣
)
ds:
(5.17)
The Frst term is O(et
2
−=4) by (5.16). In view of the behavior of the parabolic cylinder function
U (a; ) near =0, the integrand in the second term is bounded. Hence, for t ∈ [− )√; )√],
I1 =O(et
2
−=4) + O(−1=2et
2
−=4)
∫ t
−)√
ds
=O(et
2
−=4): (5.18)
For t ∈ [)√; t+], I1 can be expressed as
I1 =O(−1=2et
2
−=4)
∫ )√
t−
∣∣∣∣U
(
a;− s√

)∣∣∣∣
(∣∣∣∣U
(
a− 1; s√

)∣∣∣∣+√
∣∣∣∣U
(
a;
s√

)∣∣∣∣
)
ds
+O(−1=2et
2
−=4)
∫ t
)
√

∣∣∣∣U
(
a;− s√

)∣∣∣∣
(∣∣∣∣U
(
a− 1; s√

)∣∣∣∣+√
∣∣∣∣U
(
a;
s√

)∣∣∣∣
)
ds: (5.19)
By (5.18), the Frst term on the right-hand side of (5.19) is O(et
2
−=4). Using the behavior of
the parabolic cylinder function, it can be shown that the second term on the right-hand side is
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O( t√e
t2−=4). Coupling these two results gives that
I1 =O(et
2
−=4)
(
1 +
t√

)
; t ∈ [)√; t+]: (5.20)
Therefore, it follows that as  → 0
I1 =


O(et
2
−=4); t ∈ [t−; )
√
];
O(et
2
−=4)
(
1 +
t√

)
; t ∈ [)√; t+]:
(5.21)
Now, we give the estimation of I2. Again by (4.7) and the results in Lemmas 2 and 3, we have
I2 =O(−1=2et
2
+=4)
∣∣∣∣U
(
a;
t−√

)∣∣∣∣
/ ∣∣∣∣U
(
a;− t+√

)∣∣∣∣
×
∫ t
t−
∣∣∣∣U
(
a;− s√

)∣∣∣∣
(∣∣∣∣U
(
a− 1;− s√

)∣∣∣∣+√
∣∣∣∣U
(
a;− s√

)∣∣∣∣
)
ds: (5.22)
Using (3.5), (5.22) can be simpliFed to
I2 =O(−1=2et
2
−=4)
∫ t
t−
∣∣∣∣U
(
a;− s√

)∣∣∣∣
(∣∣∣∣U
(
a− 1;− s√

)∣∣∣∣+√
∣∣∣∣U
(
a;− s√

)∣∣∣∣
)
ds: (5.23)
Similar to the consideration of I1, the behavior of the parabolic cylinder function will be used to
estimate I2 in three separate cases: (i) t ∈ [t−;−)
√
], (ii) t ∈ [− )√; )√], and (iii) t ∈ [)√; t+].
For t ∈ [t−;−)
√
], (3.3) gives
I2 =O(−1=2et
2
−=4)
∫ t
t−
[( |s|√

)−2a
+
√

( |s|√

)−2a−1]
e−s
2=2 ds: (5.24)
By an integration by parts, one can show that as  → 0∫ t
t−
( |s|√

)l
e−s
2=2 ds ∼ √
( |t|√

)l−1
e−t
2=2 (5.25)
for any constant l and all t ∈ [t−;−)
√
]. Substituting (5.25) into (5.24), we obtain
I2 =O(e(t
2
−−2t2)=4)
[( |t|√

)−2a−1
+
√

( |t|√

)−2a−2]
=O
(( |t|√

)−2a−1
e(t
2
−−2t2)=4
)
=O(et
2
−=4) (5.26)
for t ∈ [t−;−)
√
]. In the interval −)√6 t6 )√, the same argument for (5.18) can be used to
show that
I2 =O(et
2
−=4): (5.27)
R. Wong, H. Yang / Journal of Computational and Applied Mathematics 144 (2002) 301–323 317
For t ∈ [)√; t+], I2 can again be written as
I2 =O(−1=2et
2
−=4)
∫ )√
t−
∣∣∣∣U
(
a;− s√

)∣∣∣∣
(∣∣∣∣U
(
a− 1;− s√

)∣∣∣∣+√
∣∣∣∣U
(
a;− s√

)∣∣∣∣
)
ds
+O(−1=2et
2
−=4)
∫ t
)
√

∣∣∣∣U
(
a;− s√

)∣∣∣∣
(∣∣∣∣U
(
a− 1;− s√

)∣∣∣∣+√
∣∣∣∣U
(
a;− s√

)∣∣∣∣
)
ds:
(5.28)
By using (5.27), it can be shown that the Frst term on the right-hand side is O(et
2
−=4). Applying
(3.5) to the integrand of the second term in (5.28), we have
O(−1=2et
2
−=4)
∫ t
)
√

∣∣∣∣U
(
a;− s√

)∣∣∣∣
(∣∣∣∣U
(
a− 1;− s√

)∣∣∣∣+√
∣∣∣∣U
(
a;− s√

)∣∣∣∣
)
ds
= O(−1=2et
2
−=4)
∫ t
)
√

(
s√

)a−1=2 [( s√

)a−3=2
+
√

(
s√

)a−1=2]
es
2=2 ds
= O(−1=2et
2
−=4)
∫ t
)
√

[(
s√

)2(a−1)
+
√

(
s√

)2a−1]
es
2=2 ds: (5.29)
An Integration by parts gives∫ t
)
√

(
s√

)l
es
2=2 ds=O
(
√

(
t√

)l−1
et
2=2
)
as  → 0; (5.30)
for any constant l and all t ∈ [)√; t+]. Substituting (5.30) into (5.29) yields
O(−1=2et
2
−=4)
∫ t
)
√

∣∣∣∣U
(
a;− s√

)∣∣∣∣
(∣∣∣∣U
(
a− 1;− s√

)∣∣∣∣+√
∣∣∣∣U
(
a;− s√

)∣∣∣∣
)
ds
= O(e(t
2
−+2t
2)=4)
[(
t√

)2a−3
+
√

(
t√

)2(a−1)]
=O
((
t√

)2(a−1)
e(t
2
−+2t
2)=4
)
: (5.31)
Thus, for t ∈ [)√; t+], we obtain
I2 =O(et
2
−=4)
[
1 +
(
t√

)2(a−1)
et
2=2
]
: (5.32)
Therefore, for  → 0, the estimation of I2 is given by
I2 =


O(et
2
−=4); t ∈ [t−; )
√
];
O(et
2
−=4)
[
1 +
(
t√

)2(a−1)
et
2=2
]
; t ∈ [)√; t+]:
(5.33)
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In similar manners, one can show that the estimations of I3 and I4 are given by
I3 =


O(et
2
+=4)
[
1 +
( |t|√

)2(a−1)
et
2=2
]
; t ∈ [t−;−)
√
];
O(et
2
+=4); t ∈ [− )√; t+]
(5.34)
and
I4 =


O(et
2
+=4)
(
1 +
|t|√

)
; t ∈ [t−;−)
√
];
O(et
2
+=4); t ∈ [− )√; t+]:
(5.35)
Substituting (5.21), (5.33), (5.34) and (5.35) into (5.9), we have
I(; t)= (|W1(t)|+ |W2(t)|)O(
√
) + |W2(t)|
( |t|√

)2(a−1)
et
2=2O(
√
)
for t ∈ [t−;−)
√
],
I(; t)= (|W1(t)|+ |W2(t)|)O(
√
)
for t ∈ [− )√; )√], and
I(; t)= (|W1(t)|+ |W2(t)|)O(
√
) + |W1(t)|
(
t√

)2(a−1)
et
2=2O(
√
)
for t ∈ [)√; t+]. Similarly, it follows from (5.10)
J (; t)= (|W ′1(t)|+ |W ′2(t)|)O(
√
) + |W ′2(t)|
( |t|√

)2(a−1)
et
2=2O(
√
)
for t ∈ [t−;−)
√
],
J (; t)= (|W ′1(t)|+ |W ′2(t)|)O(
√
)
for t ∈ [− )√; )√], and
J (; t)= (|W ′1(t)|+ |W ′2(t)|)O(
√
) + |W ′1(t)|
(
t√

)2(a−1)
et
2=2O(
√
)
for t ∈ [)√; t+]. By Lemma 4,
|W2(t)|
( |t|√

)2(a−1)
et
2=2 = |W1(t)|O
( 
t2
)
= |W1(t)|O(1)
and
|W ′2(t)|
( |t|√

)2(a−1)
et
2=2 = |W ′1(t)|O(1)
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for t ∈ [t−;−)
√
], and
|W1(t)|
(
t√

)2(a−1)
et
2=2 = |W2(t)|O
( 
t2
)
= |W2(t)|O(1)
and
|W ′1(t)|
(
t√

)2(a−1)
et
2=2 = |W ′2(t)|O(1)
for t ∈ [)√; t+].
Hence, as  → 0,
I(; t)= (|W1(t)|+ |W2(t)|)O(
√
) (5.36)
and
J (; t)= (|W ′1(t)|+ |W ′2(t)|)O(
√
) (5.37)
uniformly for all t ∈ [t−; t+], thus proving the lemma.
Lemma 5 infers that there exist positive constants 0 and 1 such that for 0¡6 0,∫ t+
t−
|G(t; s)|(|W ′1(s)|+ |W ′2(s)|+ |W1(s)|+ |W2(s)|) ds6 (|W1(t)|+ |W2(t)|)1
√
 (5.38)
and ∫ t+
t−
∣∣∣∣@G@t (t; s)
∣∣∣∣ (|W ′1(s)|+ |W ′2(s)|+ |W1(s)|+ |W2(s)|) ds6 (|W ′1(t)|+ |W ′2(t)|)1√: (5.39)
Now, we shall prove that the sequences of functions {Un(t)} and {U ′n(t)} deFned in (5.2) and
(5.4) are convergent, and this will be done by showing inductively that for 0¡6 0, t ∈ [t−; t+],
and n=0; 1; 2; : : : ;
|Un(t)− Un−1(t)|6 k0(|W1(t)|+ |W2(t)|) (k0
√
)n; (5.40)
|U ′n(t)− U ′n−1(t)|6 k0(|W ′1(t)|+ |W ′2(t)|)(k0
√
)n; (5.41)
where k0 =max{01; ||; ||}, U−1(t)= 0 and U ′−1(t)= 0.
For n=0, it is evident from (5.1) and (5.3) that
|U0(t)|6 k0(|W1(t)|+ |W2(t)|) (5.42)
and
|U ′0(t)|6 k0(|W ′1(t)|+ |W ′2(t)|): (5.43)
Assume that (5.40) and (5.41) hold for n= k; we need to prove that they also hold for n= k + 1.
From (5.2) and (5.4), we have
|Uk+1(t)− Uk(t)|6
∫ t+
t−
|G(t; s)|[|f(s)‖U ′k(s)− U ′k−1(s)|+ |g(s)‖Uk(s)− Uk−1(s)|] ds
320 R. Wong, H. Yang / Journal of Computational and Applied Mathematics 144 (2002) 301–323
and
|U ′k+1(t)− U ′k(t)|6
∫ t+
t−
∣∣∣∣@G@t (t; s)
∣∣∣∣ [|f(s)‖U ′k(s)− U ′k−1(s)|+ |g(s)‖Uk(s)− Uk−1(s)|] ds:
By (2.28), the last two inequalities are simpliFed to
|Uk+1(t)− Uk(t)|6 0
∫ t+
t−
|G(t; s)|[|U ′k(s)− U ′k−1(s)|+ |Uk(s)− Uk−1(s)|] ds
and
|U ′k+1(t)− U ′k(t)|6 0
∫ t+
t−
∣∣∣∣@G@t (t; s)
∣∣∣∣ [|U ′k(s)− U ′k−1(s)|+ |Uk(s)− Uk−1(s)|] ds:
From the induction hypothesis, it follows that
|Uk+1(t)− Uk(t)|6 k00(k0
√
)k
∫ t+
t−
|G(t; s)|(|W ′1(s)|+ |W ′2(s)|+ |W1(s)|+ |W2(s)|) ds
and
|U ′k+1(t)− U ′k(t)|6 k00(k0
√
)k
∫ t+
t−
∣∣∣∣@G@t (t; s)
∣∣∣∣ (|W ′1(s)|+ |W ′2(s)|+ |W1(s)|+ |W2(s)|) ds:
Substituting (5.38) and (5.39) in the above inequalities yields
|Uk+1(t)− Uk(t)|6 k0(|W1(t)|+ |W2(t)|)(k0
√
)k+1
and
|U ′k+1(t)− U ′k(t)|6 k0(|W ′1(t)|+ |W ′2(t)|)(k0
√
)k+1:
Therefore, (5.40) and (5.41) hold for n= k + 1, and hence for all n=0; 1; 2; : : : :
The estimates in (5.40) and (5.41) in fact show that for 0¡6 0, the series
U (t)= lim
n→∞Un(t)=U0(t) +
∞∑
n=1
[Un(t)− Un−1(t)]; (5.44)
deFnes a continuously di:erentiable function U (t) in [t−; t+]. Furthermore,
U ′(t)= lim
n→∞U
′
n(t):
Since
∞∑
n=1
|Un(t)− Un−1(t)|6 k
2
0
√

1− k0
√

(|W1(t)|+ |W2(t)|);
we have from (5.44)
U (t)= W1(t) + W2(t) + (|W1(t)|+ |W2(t)|)O(
√
): (5.45)
Taking limit in (5.2), we Fnd that U (t) satisFes the integral equation (3.25). Thus, U (t) is the
unique solution of the boundary value problem (2.17) and (2.18).
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Using (2.2), (2.4) and (2.19), U (t) in (5.45) can be expressed in terms of the original variables
x and y. Indeed, an asymptotic solution to the boundary value problem (1.1)–(1.2) when 
=1 is
given by
y(x) =A exp
[∫ x−
x
h() d
]
W1(t(x)) + B exp
[∫ x+
x
h() d
]
W2(t(x))
+ (|W1(t(x))|+ |W2(t(x))|)O(
√
); (5.46)
where W1(t) and W2(t) are the two linearly independent solutions of (3.1) satisfying boundary
conditions (3.10) and (3.11),
t(x)=


−
[
2

∫ x
0
a() d
]1=2
; x¡ 0;
[
2

∫ x
0
a() d
]1=2
; x¿ 0
and
h(x)=
b(x)
a(x)
− a(x)
t2
:
In summary, we have the following theorem.
Theorem. Suppose that a(x) and b(x) satisfy the smoothness conditions imposed at the beginning
of Section 2; and that 
=1 and  =1; 2; : : : in (2:1). Then there exists a constant 0 ¿ 0 such
that for 0¡6 0; the boundary value problem (1:1) and (1:2) has a unique solution y(x); whose
asymptotic behavior is given in (5:46).
If we make use of the behavior of W1(t(x)) and W2(t(x)) given in Section 4, then (5.46) can
further be written as
y(x)∼ (1− )√
2
−=2 exp
[
− 1
2
∫ x
0
a() d
]{
A|t−| exp
[∫ x−
x
h() d
]
U
(
− + 1
2
;
t(x)√

)
+Bt+ exp
[∫ x+
x
h() d
]
U
(
− + 1
2
;− t(x)√

)}
: (5.47)
One can now readily see the resemblance of this asymptotic solution with that of Bender and Orszag
given in (1.7). Recall that U (a; t)=D−a−1=2(t); see [1, p. 687].
From (5.47), we can deduce some nonuniform formulas for the solution. First, by (2.14) and
(2.16), it is easily found that
exp
[∫ x−
x
h() d
]
=
( |t(x)|
|t−|
)
exp
[
−
∫ x
x−
b()
a()
d
]
; x¡ 0
and
exp
[∫ x+
x
h() d
]
=
(
t(x)
t+
)
exp
[∫ x+
x
b()
a()
d
]
; x¿ 0:
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Next, the one-to-one relationship between t and x shows that t=
√
 → ±∞ if and only if
x=
√
 → ±∞. Thus, by making use of the behavior of the parabolic cylinder functions, we ob-
tain that
y(x) ∼ A exp
[
−
∫ x
x−
b()
a()
d
]
; x=
√
 → −∞; (5.48)
y(x) ∼ B exp
[∫ x+
x
b()
a()
d
]
; x=
√
 →∞ (5.49)
and
y(x)=O(−=2); x=O(
√
): (5.50)
Formulas (5.48)–(5.50) reveal that an internal boundary layer occurs when x=O(
√
).
By using (2.13), it can be shown that (5.47) implies (1.7) when x=O(
√
). When x=
√
 → ±∞,
(1.7) agrees with (5.48) and (5.49). Thus, Bender and Orszag’s result in (1.7) is correct.
6. Olver’s method
Olver’s approach in [6] is to Frst make the change of the variable
w(x)= exp
{
1
2
∫ x
0
a(t) dt
}
y(x) (6.1)
so that the term involving y′ in (1.1) is eliminated. The function w(x) satisFes an equation of the
form
w′′= {−2f(; x) + g(; x)}w; (6.2)
where both f(; x) and g(; x) are smooth functions of  and x, and f(; x) has only two zeros
x= z1() and x= z2(), with z1() being nonpositive and increasing in , and z2() being nonnegative
and decreasing in ; furthermore,
z1(0)= z2(0)= 0: (6.3)
Then he used the Liouville–Green transformation
x˙2f(; x)= .2 − 
2(); W (.)= x˙−1=2w(x) (6.4)
to transform (6.2) into the equation
d2W
d.2
= {−2(.2 − 
2()) +  (
(); .)}W; (6.5)
where  (
(); .) is a continuous function of 
() and .. In (6.4), the dot denotes di:erentiation
with respect to ., and 
() is a nonnegative real number chosen to make .=− 
() correspond to
x= z1() and .= 
() correspond to x= z2(); thus 
() is given by∫ z2
z1
{−f(; x)}1=2 dx=
∫ 
()
−
()
[
2()− .2]1=2 d.= 1
2

2(): (6.6)
R. Wong, H. Yang / Journal of Computational and Applied Mathematics 144 (2002) 301–323 323
Calculation shows

2()= 0+O(2) as  → 0; (6.7)
where 0=2 − 1¿ 0 and 0 =2n − 1, n=1; 2; : : : : Finally, he applied his earlier result on the
coalescence of two turning points (see [5]) to write down the asymptotic formula
y(x)= exp
[
− 1
2
∫ x
0
a(t) dt
]
x˙1=2(.)W (.); (6.8)
where
W (.) ∼
{
[11 + 12 cot ]U (.
√
2=)− 12 cscU (−.
√
2=); 06 x6 x+;
[13 + 14 cot; ]U (−.
√
2=)− 14 cscU (.
√
2=); x−6 x6 0
(6.9)
and
U (.
√
2=)=U (− + 12 ; .
√
2=); U (−.
√
2=)=U (− + 12 ;−.
√
2=):
The coe<cients 1i, i=1; 2; 3; 4, in (6.9) all depend on , and are determined by the boundary
conditions corresponding to (1.2) and the matching conditions of W (.) and W ′(.) at .=0; see
[6, (5:23)–(5:27)]. The expressions for these coe<cients are very complicated. Furthermore, the
Liouville–Green variable . deFned in (6.4) cannot be expressed explicitly in terms of the original
independent variable x. Thus, it is nearly impossible to write down a simple asymptotic formula
such as (1.7) or (5.47) from Olver’s result (6.8).
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