ABSTRACT The emergence of Internet connectivity has led to a significant increase in the volume and complexity of cyber attacks. Abnormal behavior detection systems are valuable tools for ensuring the security in computer networks. However, due to the huge amount and ever increasing diversity of the intrusions, the existing intrusion detection systems, which use machine learning techniques to learn a classifier based on a handcrafted feature vector, are not robust enough to detect sophisticated attacks which cause a high false alarm rate. Therefore, building a flexible in-depth defense system to detect abnormal behavior requires an ability to automatically learn powerful features and analyze large amounts of network traffic. To address these concerns, this paper proposes a novel distributed approach for the detection of abnormal behavior in largescale networks. The developed model discovers the abnormal behavior from large-scale network traffic data using a combination of a deep feature extraction and multi-layer ensemble support vector machines (SVMs) in a distributed way. First, we perform a non-linear dimensionality reduction, achieved through a distributed deep belief networks on large-scale network traffic data. Then, the obtained features are fed to the multi-layer ensemble SVM. The construction of the ensemble is accomplished through the iterative reduce paradigm based on Spark. Empirical results show a promising gain in performance compared with other existing models.
I. INTRODUCTION
The incredible growth in data generated by and collected from a variety of sources has led to a rapid development of highly sophisticated and targeted attacks. Nowadays, with the high levels of connectivity, attackers are able to coordinate multiple steps in order to reach their ultimate goal over a long period of time. These intrusions are menacing cyber worlds such as large-scale networks by hitting the devices on this environment with the malicious code, and by destroying them or gaining their authorities such as APT (Advanced Persistent Threat) [1] . To combat these threats, many security defense solutions such as firewalls, antivirus and behavior analytics offer the protection of computer users and networks from malicious intrusion. However, despite the significant advances in cyber security technology, sophisticated attack methods used by cyber criminals clearly indicate that the majority of solutions still operate with incapable techniques. Intrusion detection system is a framework designed by cyber security experts to observe events that happen in a computer system or network and identify abnormal behaviors caused by intruders. There are two ways to characterize the normal and the abnormal behavior of the system: the misuse detection approach and the anomaly detection approach. They are distinguished primarily by the way of detection. While a misuse detection approach will regard a suite of events as an attack if it corresponds to a previous complete description of the sequence of actions performed by the attacker or an anomaly detection method finds patterns in data that do not correspond to expected behavior. Their main advantage is the ability to detect unknown attacks; therefore, it has attracted growing interest in research and industry.
For over a decade, researchers have started using machine learning solutions (ML) such as Naive Bayes (NB), Decision Trees (DT) and Support Vector Machines (SVM) in the anomaly-based detection [2] . ML refers to the process of building systems that automatically extract important patterns from data in a supervised or unsupervised manner. However, the intrusion detection systems based on ML techniques relies heavily on the knowledge to represent useful features of network traffic. Thereby, feature engineering, which concentrates on building entities and data representations from raw data, is an major part of machine learning [3] .
Deep Learning algorithms are one promising path into the automated extraction of complex features. Deep learning uses supervised and unsupervised strategies to automatically learn and extract abstract features based on hierarchical and layerd architecture. It can be used to address large-scale network traffic abnormal behavior detection in a more efficient way, which is not possible with the traditional methods [4] . However, as the size of network traffic that needs to be monitored in order to reveal cyber attacks is continuously growing, machine learning and deep learning for Big Data technology has enabled the opportunity of gathering and analyzing a big quantity of real-world data in an efficient and effective manner [5] . Novel Big Data technologies such as the Hadoop map reduce and Apache Spark, enable pattern learning of largescale, heterogeneous datasets in an inherently distributed fashion.
While the incorporation of Big Data analytics and deep learning presents new opportunities for intrusion detection systems to build up their defense against sophisticated attacks, obvious challenges and new major problems are also emerging. On one hand, the presence of irrelevant features in real-world network traffic data can conceal the bad classification of the behavior. This problem is recognized as the curse of dimensionality. The nature of the large volume of high dimensional network traffic data representation has an important impact on the performance of intrusion detection systems: a poor illustration of the data can probably decreases the performance of even an advanced, complex abnormal behavior detector. On the other hand, given the huge amount and ever increasing diversity of the intrusions, the methods of machine learning, which learn a classifier based on manually discovered features, are not sufficiently robust to detect sophisticated attacks which cause a high false alarm rate.
To overcome the limitation mentioned above in the detection of the abnormal behavior for large-scale networks, this paper proposes a distributed deep approach based on the Apache Spark. The approach we propose is a combination of deep belief networks and a layered ensemble SVM in a distributed manner. First, the distributed deep belief networks learn the essential features of unbalanced datasets to gain better generalization ability so that it can get better results of detection. Next, the abnormal behavior detection technique is based on a novel distributed layered structure ensemble SVM, where each layer consists of SVMs connected with borderline oversampling method.
The SVM is selected as a base classifier for the multi-layer ensemble learning. It has a good generalization performance compared with the other machine learning algorithms. In particular, SVM can solve the binary classification problem in network intrusion detection system. However, the SVM is a high costing and time-consuming model for high dimensional network traffic data and a bad performor for the minority class in imbalanced data.
Recently, the application of deep belief network for network intrusion detection systems has witnessed a tremendous results. With the appropriate parameter configuration, the DBN classifier possess a good capability of feature representation, and its algorithm performs better than the hand crafted ones. As a result, the DBN model is more suitable for dimensionality extraction problems and its application to high dimensionality problem can enhance the performance and reduce the training time in intrusion detection systems.
Different from the existing works in [6] and [7] , our approach uses large-scale clusters to distribute the unsupervised training for the extraction of the network traffic data features. In addition, a novel distributed multi-layer ensemble SVM connected with an oversampling method is carried out to classify the packet into a normal or abnormal behavior. The proposed model also provides a confidence measure for the decision to pursue the multi-layer learning. Based on the confidence measure, the training samples are divided into confident and unconfident samples. In our system, the unconfident patterns are used for training next layer of the ensemble classifiers. This idea is similar to the boosting approachs in which weak classifiers are linearly integrated to reduce the variance of classifiers. Moreover, we demonstrates that our hybrid model yields significant performance improvements in the detection rate. The proposed combination achieves the accuracy of the best state-of-the-art methods while decreasing its training and testing time.
In [8] , we proposed a novel cooperative framework for detecting the abnormal behavior using a balanced decomposition mechanism and an ensemble SVM. The process of the ensemble learning consists of multiple steps. First, to each SVM classifier, it is allocated a sub dataset collected from the balanced decomposition algorithm. Then, an ensemble SVM is constructed when its train data patterns are conform to the required confidence measures of the system. Otherwise, the ensemble is retrained using the unconfident samples as the new training dataset. The implementation of the ensemble is based on the data parallelism approach, in which only the data can be distributed over the clusters. The results of this study show a promising results in the incorporation of the ensemble learning with big data analytics. Based on this study, this paper extends the previous work by improving three significant points. First, a distributed layered structure is employed that models high-level abstractions in network traffic data using nonlinear transformations, which ameliorates the ensemble SVM results. Second, an optimization step for the ensemble SVM is achieved by using the iterative reduce paradigm. Each SVM classifier is trained using a sub dataset obtained from the feature reduction phase. The grid search method is developed for the selection of the SVM classifier parameters according to the area under roc measure. Then, each pattern, in each sub dataset, is classified by the ensemble SVM and its confidence measure is calculated. The unconfident patterns of the minority class are fed to the borderline over sampling algorithm to create a new training data for constructing the next layer of the ensemble. The direction of this new multi layer ensemble is in line with the concept of deep learning where each layer uses a new train data. Third, the distributed proposed approach is based on the data parallelism approach and the model parallelism approach.
The motive of this research is to adopt a new approach to the abnormal behavior detection systems. The method combines deep and ensemble learning based on big data analytics, to enable the detection of unseen attacks in large-scale networks. The employment of a feature extraction technique that characterizes network traffic behaviors can effectively enhance the performance of the distributed layered ensemble SVM comparing to the use of manually designed features. The experimental results successfully prove the effectiveness of the proposed approach. This approach can optimize the learning time and the space efficiency and improve the over all classification performance.
The main contributions of our research are summarized as follows:
1) We propose a deep approach that combines the deep belief network (DBN) as dimensionality reduction method and novel layered ensemble SVM with borderline oversampling method to provide a better detection for large-scale network intrusion detection. The methods are based on Apache Spark. 2) We also demonstrate the effectiveness of distributed deep learning in network abnormal behavior detection systems with a comparison to traditional machine learning for large-scale networks. 3) Finally, we conducted an extensive experiment using some old and new cyber security datasets in order to verify the efficiency of the proposed approach. The reminder of this paper is organized as follows. Section 2, covers the background behind the detection of intrusions in high dimensional network traffic datasets. Section 3 discusses the proposed approach based on big data analytics. Simulation results are given in section 4. Finally, the conclusion to our work is given in section 5.
II. RELATED WORK
In this section, recent research on dimensionality reduction techniques for IDS is first introduced. Then, recent work on ensemble classification techniques for distributed abnormal behavior detection is presented. Finally, an investigation of abnormal behavior detection techniques, based on big data analytics, is briefly discussed.
A. DIMENSIONALITY REDUCTION TECHNIQUES FOR ABNORMAL BEHAVIOR DETECTION SYSTEMS
The curse of dimensionality is one of the significant challenges for intrusion detection systems in large-scale networks [9] . Solving this challenge leads to the development of effective feature reduction concepts that help reduce training time and provide a better performance in the detection of unknown attacks. Researchers have proposed many approaches to enhance the dimensionality reduction for intrusion detection systems, which can be roughly categorized into two types: feature selection and feature extraction. Feature selection methods consist on finding the relevant features and ignoring the irrelevant ones, with the goal to obtain a subset of features that correctly describe the given problem with a minimum deterioration in performance. The methods for feature selection can be classified into filter, wrapper and hybrid methods. Among the examples of linear features are Chi-squared statistic, mutual information, information gain, and correlation coefficient [10] . Feature extraction methods involve decreasing the amount of features required to describe a large set of data with sufficient accuracy by combining the original variables. A widely used technique for dimensionality reduction in intrusion detection systems is the Principal Component Analysis (PCA), based on the selection of a linear projection of the data that will result in maximum variance. However, a novel intrusion detection method, based on principal component analysis (PCA) and support vector machines (SVMs), has been proposed that showed a good classification performance [11] . The traditional linear dimensionality reduction approach (LDA) has also been widely used in intrusion detection systems. Tan et al. [12] propose a novel approach to reduce the heavy computational cost of an IDS based on LDA and difference distance map. The proposed method was able to transform high-dimensional feature vectors into a low-dimensional domain. Wang et al. [13] propose a lightweight intrusion detection model based on three data reduction schemes: attribute abstraction, attribute selection and exemplar extraction methods. In the attribute abstraction strategy, the PCA is employed to convert the data into low-dimensional space. The information gain method is then used to select the optimal sub dataset of the relevant features that effectively describe the original dataset. Finally, in the exemplar extraction strategy, the data is extracted using the affinity propagation and the k-means clustering algorithms. The authors perform a comparison between these three methods and, as their results show, the exemplar extraction strategy achieved the best accuracy.
In 2006, [14] was successfully able to apply deep neural networks to dimensionality reduction. Nowadays, deep learning algorithms such as: deep auto encoder, restricted Boltzmann machine, deep belief network, recurrent neural network and convolutional neural network have become a VOLUME 6, 2018 popular topic of research for dimensionality reduction issues. In [15] , a hybrid malicious code detection scheme based on deep learning is presented. The feature extraction stage is based on the Auto Encoder, able to turn the complex highdimensional data into low dimensional codes with the nonlinear mapping. Then, the DBN learning method is used as a classifier to detect malicious code. This method showed an improvement in the performance of malicious code detection. This proves that using multiple deep learning achieved better effects than surface learning model. In [16] , the use of SelfTaught Learning (STL), a deep learning based technique to implement an effective and flexible Network Intrusion Detection Systems (NIDS), is proposed. First, a good feature representation based on sparse autoencoder is learnt from a large collection of unlabeled data. Then, this learnt representation is applied to a labeled data and used for the classification task based on soft-max regression. In [17] , a deep approach based on autoencoder and K-means algorithm is introduced. The dimensionality reduction of the network traffic features is achieved using the autoencoder. Then, an improved K-means algorithm is implemented to regroup the extracted data. The KDD CUP99 data was used as train and test dataset to evaluate the performance of the proposed approach. The system claims to offer the power to process high-dimensional network traffic data detection and to improve the detection rate. Shone et al. [18] demonstrated an interesting research that employs a deep learning technique for intrusion detection. They proposed a nonsymmetrical deep autoencoder for unsupervised feature learning and a stacked Nonsymmetric Deep Auto-Encoders (NDAEs) to build the classification model. Another approach that is based on deep learning is proposed in [19] . The anomaly detection was carried out using a Restricted Boltzmann Machine (RBM) and a deep belief network. The unsupervised feature extraction was based on one-hidden layer RBM. The output weights from this RBM are then transmitted to another RBM generating a deep belief network. The fine tuning layer consists of a logistic regression classifier with multi-class softmax. A performance evaluation study of DBNs for malware detection has been presented in [20] . The malware was represented as operational code sequences and the DBN with the feed-forward neural network was used as a classification technique. In their experiments, the DBNs outperform the SVM, KNN, and decision tree. In [21] , an intrusion detection approach based on DBN and probabilistic neural network is developed. First, the DBN allows discovering the good feature representation. Next, the number of hiddenlayer nodes in each layer is selected according to the particle swarm optimization algorithm. Finally, the classification task is performed by the probabilistic neural network. The empirical results validate the performance of the method for KDD CUP 1999 dataset. Yin et al. [22] developed a deep learning technique for intrusion detection system based on recurrent neural networks (RNN). The construction of the proposed model consists of two stages: the forward propagation and back propagation. The proposed model permits feature extraction and classification. A study on the influence of the number of neurons and the effect of learning rate on the system performance was done. Moreover, the authors investigated the accuracy of different machine learning approaches such as naive Bayesian, random forest, multi-layer perception and support vector machine and compared it with the RNN based intrusion detection system for binary and multi class classification on the NSL-KDD dataset. The RNN model has a higher accuracy in the binary and multiclass classification. A novel approach that applies the convolutional neural network technique to represent the characteristics of spatial network packets and uses the long short-term memory to learn the temporal features for the enhancement of intrusion detection systems has been proposed in [23] . The DARPA1998 and ISCX2012 data sets were used to validate the approach. The experimental results show that the Hierarchical Spatial-Temporal features-based Intrusion Detection System (HAST-IDS) improves the accuracy and detection rate compared with other published methods. However, one of the major important issues experienced during training is that complex architecture requires more computational cost. From the above review, one can notice that deep learning methods are impressive in discovering sophisticated underlying feature from abstract aspects. They use supervised and unsupervised techniques to learn multi-level representations and features in hierarchical structures for the classification. Despite yielding significant results, these methods still pose many challenging issues for areas that need the analysis of large-scale data.
B. ENSEMBLE CLASSIFIER FOR DISTRIBUTED ABNORMAL BEHAVIOR DETECTION
Ensemble-based machine learning algorithms and their distributed implementations for the detection of abnormal behavior have recently witnessed a surge of research efforts due to their ability to handle large data. Ensemble-based techniques combine multiple models in order to classify new unseen instances. The construction of an ensemble can be based either on learners of the same type (homogeneous ensemble) or of different types (heterogeneous ensemble) [24] .
In [25] , a new combining classifier approach for the detection of intrusions using a set of heterogeneous classifiers is proposed. The outputs of ANN, SVM, Decision Tree and k-NN classifier algorithms are merged using three combination strategies: majority voting, Bayesian averaging and a belief measure. Experimental results indicated that the ensemblebased approach reach more reliable results compared with the single classifier. In another work, Perdisci et al. [26] propose an ensemble of one-class SVMs for payload-based anomaly detection system. In the first phase, the feature extraction is based on the frequency distribution of the n-grams in the payload. The payload is modeled using the technique of 2v-grams. Next, in order to reduce the dimensionality of the feature space, they apply a feature clustering algorithm. In the learning phase, an one SVM ensemble model is build in order to model the normal traffic. Finally, they combine the classification results obtained from each model in order to make a final decision. In [27] , an original ensemble construction method that uses Particle Swarm Optimization (PSO) generated weights to create set of classifiers, is proposed.The authors specify a series of five learners that work together in order to produce a binary vector of responses as an expert. Then, they trained six k-nearest neighbor (k-NN) and six support vector machine (SVM) experts. After that, they builded novel ensembles based on the PSO and the weighted majority algorithm. The ensembles aggregate the opinions of the twelve experts to achieve the final decision. Recently, the interest in distributed implementation for intrusion detection based on machine learning algorithms has grown and multiple approaches have been developed due to their potential capability of detecting intrusions that happen across largescale networks. Folino and Pisani [28] suggest an distributed ensemble, which employs a genetic approach to build the classifiers of the ensemble. This classifiers can be trained only on a portion of the training set, and then they can be combined and used without any extra phase of training. The framework is used to improve the detection accuracy when classifying malicious or unauthorized network activity and the dataset is distributed across multiple nodes. Experimental results show that the system outperforms the state of art methods. In the paper of Bukhtoyarov and Zhukov [29] , a basic scheme of the novel ensemble-distributed approach based on neural networks is proposed. The probabilistic approach is used for the generation of a neural network classifier on each node of a network. Then, each node classifies the traffic independently. If the prediction is uncertain, according to the calculated confidence measure, then and only then, it will inquire the use of the ensemble to classify it. The combination is done based on genetic programming. The system is evaluated on the KDD'99 dataset. Huang et al. [30] propose an ensemble Online Sequential Extreme Learning Machine(OS-ELM) framework which supports any combination of bagging, subspace partitioning and cross validation. Then, they design a parallel ensemble of online sequential extreme learning machine (PEOS-ELM) algorithm based on Map Reduce paradigm for large-scale learning.
By analyzing the above review on the work on the intrusion detection, we can remark that in general the solutions are suitable to be implemented in parallel environments. However, most of these methodologies emphasize feature engineering and selection; they cannot effectively solve the massive intrusion data classification problem that arises in the face of a real network application environment.
C. ABNORMAL BEHAVIOR DETECTION SYSTEMS BASED ON BIG DATA ANALYTICS
Despite the explicit ability of machine learning and deep learning techniques to detect complex and intelligent cyber attacks, these methods still have significant limitations to analyze large-scale network traffic. Nowadays, many technologies provide the opportunity to manage and process the large scale network traffic data [8] , [31] , [32] . Big data analytics enables machine learning and deep learning algorithms to examine sophisticated patterns during a small period of time. However, little work has been done in the domain of intrusion detection systems. Boukhris et al. [33] proposed a distributed belief decision trees based on map-reduce model to deal with the classification of large-scale network traffic data in an uncertain environment. The averaging approach and the conjunctive methods have been implemented to build the tree. The proposed system was evaluated on the KDD'99 dataset. In [34] , a distributed hybrid approach, that combines NetFlows with Extreme Learning Machines (ELM) classifier based on the Apache Spark framework, is presented. In particular, the map reduce paradigm was used to build a distributed and cost-sensitive ELM training algorithm. Experimental results indicate that the proposed approach tends to provide more reliable results compared with the other methods. In [35] , an intelligent IDS system based on principal component analysis and Gaussian mixture model is proposed. In this approach, the network data are analyzed directly in a short period of time using Apache Hadoop and Spark. Empirical results were conducted on a real IDS dataset provided by the Information Security Centre of Excellence at the University of New Brunswick.
In view of the above literature, intrusion detection systems based on distributed techniques should be chosen to meet the requirement of the modern network. The high amount of dataset that need to be analyzed, together with the high speed in which the data should be processed, are the main limitations of the current intrusion detection systems. However, the challenge depends on the amelioration of the existing machine learning and deep learning methods to fulfill the requirements of large scale network abnormal behavior systems.
III. THE DISTRIBUTED DBN AND MULTI-LAYER ENSEMBLE SVM HYBRID APPROACH
In this section, we elaborate the details of the proposed distributed deep abnormal behavior detection approach. Specifically, the approach can be summarized as three stages. First, a set of features is extracted based on the distributed DBN approach. In the second stage, we use a distributed multilayer ensemble SVM linked to a borderline over-sampling method to train the extracted data from the first phase. Then, the classification is done by a majority vote of the ensemble SVM obtained from the second stage.
A. ARCHITECTURAL OVERVIEW OF THE PROPOSED MODEL
The goal of this model is to find out the abnormal patterns from network traffic data. It works by characterizing behaviors that are very different from the normal in big data environments through a combination of a distributed dimensionality reduction and parallel ensemble machine learning techniques. The ensemble learning contributes in the amelioration of the performance of the system and reduces the 
1) NETWORK TRAFFIC COLLECTION AND STORAGE PHASE
In the initial phase, we first collect the traffic captured at the ultra-high-speed network with high-speed capturing devices. Then, we upload the gathered data to the Hadoop Distributed File System (HDFS). Every cluster node stores the high dimensional accumulated data from the sensors installed in the network into the HDFS which is designed to store very large files and manage storage on a network of machines.
2) DIMENSIONALITY REDUCTION PHASE
In the second phase, the data obtained during the first phase are first processed to generate the basic features. Data transformation and normalization are essential steps before applying the dimensionality reduction method. We transfer all symbolic attributes into numerical values and scale the value of each attribute into a well-proportioned range. Then, we implement the distributed DBN in order to identify the most informative features of traffic data, so that the multilayer ensemble SVM can effectively separate the normal behavior from the abnormal one in the learned feature space. Each layer of the DBN is assigned to a different machine in our distributed environment. Different nodes are responsible for the calculation of the different parts of a single network.
3) ENSEMBLE LEARNING PHASE
In order to find the abnormal behavior among the collected data, distributed multi-layer ensemble learning technique is applied. Each base classifier is trained with a different portion of the original training data. Then, the constructed ensemble computes the probability output of each input pattern in the train data to determine the confidence measure. After that, an oversampling method is applied to all the unconfident pattern. The obtained sampled data are propagated to the next layer of the multi-layer ensemble. As a result, the multi-layer ensemble learning becomes very close to the best accuracy as the number of layers increases. The process of distributing the training of the multi-layer ensemble learning is based on two approaches: the model parallelism approach and data parallelism approach. For the construction of the base classifier, different nodes are in charge of building the parts of the classifier. And each node has a different portion of the training data. The synchronizing of the model parameters between each worker is done based on the parameter averaging method.
4) PATTERN CLASSIFICATION PHASE
Finally, in the fourth phase, based on the results provided by the ensemble classifier, the voting service will analyze and determine the final result. We have taken into consideration that this voting technique will reduce the false positives rate and improve the accuracy of our detection system.
B. DIMENSIONALITY REDUCTION BASED ON DISTRIBUTED DBN
The purpose of reducing the dimensionality of the dataset in our paper is to facilitate the computational complexity and improve the performance of the ensemble SVM. Our aim is to find and extract valuable knowledge from large-scale network traffic data, so that the ensemble SVM will achieve a lower generalization error and a lesser time compared to an SVM built on the entire data set. For that, a deep belief model is implemented. Meanwhile, training a large-scale deep learning model shows various shortcomings in the applications, due to the consuming computation involved and the memory [36] . To address the above mentioned problem, a distributed training for the DBN based on Apache Spark is used. Typically, a DBN uses a greedy layer-wise structure based on an unsupervised pretraining and a supervised fine-tuning strategy to learn hierarchical features and representations of the data. First, we start by training the RBM of the first layer. Then, sequentially, we keep adding consecutive layers treating the reconstruction acquired in the previous layer as data for the visible layer. For the proposed distributed architecture, the network configuration and parameters, such as the number of neurons for visible and hidden layers, the bias of the input and hidden layer, the number of epoch, the learning rate and so on are initialized in the master node. Then, the dataset is randomly split up into a number of subsets and broadcasted to all worker nodes (slaves) with a copy of all the configured parameters. The number of splits is determined automatically, based on the training configuration. After that, for each epoch, each worker performs the Gibbs sampling method to compute the approximate gradients of W , b and c over its portion of the split. In the intermediate storage mechanism (the parameter server), we periodically average the obtained parameters from each worker and update the global parameter configuration which are the updated W , b and c and their accumulated approximate gradients. After the training is complete, the master obtain a copy of the trained network and initial it for another layer of RBM. The training of the rest level of RBMs is also similar to the bottom-level RBM except that the input dataset is changed accordingly. The construction of distributed DBN based on Spark is given in algorithm 1.
Based on the algorithm proposed above, the distribution of the training task is performed according to the data parallel approach. We maintain a copy of the entire model on each worker machine, and then process different subsets of the training data set on each worker. The combination of the results and the synchronization of the model parameters, is done based on the synchronous parameter averaging approach.
C. DISTRIBUTED MULTI-LAYER ENSEMBLE SVM
In our proposed approach, a layered structure of the ensemble of SVM models attached to a borderline over sampling method is proposed in order to perform the classification decision for the detection of the abnormal behavior. Then, a majority vote mechanism is developed to obtain the final decision of the ensemble. We first give a brief description of the elements of the ensemble. After that we give a detailed description of the proposed algorithm.
1) THE CLASSIFIER MODEL
To provide a total distribution for our proposed multi-layer ensemble, the SVM algorithm should also be distributed over the cluster. For this, we use the Stochastic Gradient Descent (SGD) method to optimize the primary objective for linear support vector machines to dispose of large data. This method has proved to be a very efficient approach to discriminative learning of linear SVM [37] . Initialize the network hyper-parameters based on the model configuration at the master node 3: Split the training data into a number of subsets 4: Broadcast a copy of the configuration parameters from the master to each worker 5: Broadcast a sub dataset to each worker (wr) 6: for i = 1 to wr do 7: for j = 1 to t do 8: Perform Gibbs sampling to compute the approximate gradients of W , b and c
Algorithm 1 Distributed DBN Based on Spark

9:
Periodically, average the parameters and return the averaged results to the master 10: end for 11: Send a copy of the trained network to the master 12: end for 13: Setup another layer of RBM 14: Set the global parameters as the average parameters that were obtained from each worker and broadcast it to each worker. Go to step 5 15: end while 16: The master average the global parameters and obtains the final trained network
2) THE BORDERLINE OVER SAMPLING METHOD
For the construction of the input of the next layer, a borderline over sampling method is applied to the minority class of the uncertain patterns that were determined by the classifier. In order to obtain the uncertain patterns we need to calculate the confidence measure for the ensemble classifier decision on each sub dataset. This measure is calculated by the estimation of the class membership probabilities based on the prediction's distance to the hyper plane [8] . The SVM classifier output is unassociated to the probability of the class. Platt's suggestes a method to estimate the conditional class probability P(y|x) as a function of the output of the SVM. In this method, the posterior class probability has the following form:
where the parameters A and B represent variables trained from the output patterns of SVM and f (x) is the decision function of the SVM. The best parameter setting z * = (A * , B * ) is decided by solving the following regularized maximum likelihood problem of the training data, which is the entropy VOLUME 6, 2018
The model classifies the sub training data in order to compute the probability output of each input pattern to determine the confidence measure by (3) . If the given input is considered as an unconfident, that pattern is pushed to the borderline over sampling method to construct the new training dataset as an input for the next layer.
In the borderline over sampling algorithm, some parameters, such as the percentage of oversampling, the number of minority class samples, k nearest neighbors of a particular minority class sample are initialized at the beginning. The percentage of the generated synthetic instances for minority data should be comparable with the number of majority data in the uncertain data. The steps involved in generating the synthetic samples are given in algorithm 2. Randomly choose one among the k nearest minority class neighborsx 5: The selected feature data is subtracted from the initial minority feature data 6: The subtracted value is multiplied with any value between 0 and 1 7:x = x i + α(x − x) 8: Appendx to S 9:N = N -1 10: end while 11: end for
Algorithm 2 Borderline Over Sampling Method
3) CONSTRUCTION OF THE ENSEMBLE
The first step for building the distributed multi-layer ensemble SVM, is to assign to each worker, a sub dataset obtained from the last layer of feature reduction phase. At each layer, the worker trains multiple SVM with SGD with different parameters using the grid search algorithm for the selection of the best parameters according to the area under roc measure. After this step, the workers share their models via the intermediate mechanism. Each worker then classifies its data using the ensemble and computes the probability output of each input pattern to determine the confidence measure by (3).
In each layer we define a threshold value θ for the patterns. If the given input is considered as an unconfident, that pattern is pushed to the borderline over sampling method to construct the new input training dataset for the next layer. The master collects all the sampled projected data from the workers and builds the new input dataset for the next layer of the ensemble. If the constructed training data is enough, the system is initialized for another layer. Otherwise, the algorithm stops and the final output from the final layer is the ensemble of SVMs that will be used in the classification phase. The construction of the distributed multi-layer ensemble SVM is given in algorithm 3.
D. PATTERN CLASSIFICATION
To make a prediction on a new instance, the algorithm must aggregate the predictions from the final set of SVMs obtained using the algorithms explained above. This aggregation is done based on the majority voting technique. Each SVM classifier prediction is counted as a vote for one class. The label is predicted to be the class which receives the most votes. The implementation process for the detection of the abnormal behavior based on Spark is summarized briefly as follows:
• Step 1: upload the intrusion data which sets to be trained to the HDFS distributed file storage system;
• Step 2: the task scheduling of the Spark cluster divides the dataset into K sample sets;
• Step 3: Use the DBN algorithm to reduce the dimension of the sample set for each worker;
• Step 4: Train the MLE-SVM classifier with the reduced sample set, and obtain the final set of SVMs classifies;
• Step 5: For the given test pattern x, a series of svm outputs is obtained;
• Step 6: Choose the class that receives the highest total vote as the final decision;
IV. EVALUATION AND EXPERIMENTAL RESULTS
This section provides a detailed description of the implementation and evaluation process of the proposed approach. First, we briefly introduce the experimental setup, the performance metrics and the datasets we used. Next, we present the results of the experiments that were performed on the large-scale network traffic data sets to validate our approach. Finally, a comparison between the implemented approach and the state-of-the-art methods is carried out.
A. EXPERIMENTAL SETUP
The experiments were conducted on a virtual Hadoop cluster. We installed Hadoop version 2:7:3. and Spark version 2.3.0. The operating system used was Linux system (Ubuntu 14.0.4). All experiments run on the same machine with Intel(R) Core(TM) i3-4160, CPU 3.60 GHz, and 4-Gb RAM. The implementation of the proposed approach encompasses both distributed deep belief networks and distributed multilayer ensemble SVM, which were realized using Java pro- Broadcast a sub dataset m from the master to each worker (wr) 4: for i = 1 to wr do 5: An SVM with SGD model is constructed. We train multiple SVMs with different parameters and select the SVM with the maximum accuracy over a validation dataset. The grid search algorithm for the parameter selection is obtained 6: Each of the constructed models are shared to the worker via the intermediate storage mechanism 7: A series of k SVMs output is obtained for each input x l ij of each worker sub data set; 8: Calculate the confidence measure x l ij by (3) 9:
if (x l ij < θ) then 10: Append x l ij to S, where S is the constructed input data for the borderline over-sampling method 11: end if 12: end for 13: The constructed input data S is pushed to the Algorithm 2; 14: After each layer, the master collects the sampled and the majority class of the uncertain data for the training of the SVMs of the next layer. Deeper layers use randomly selected 10% certain data obtained from the previous layer together with uncertain and sampled data. It helps the generalization performance in the learning of next layer 15: If the number of the input data of the next layer is enough, the master initializes for another round of training. The sets of support vectors found in the previous layer are passed to be merged with the support vectors of the next layer. Go to step 2 with L =L+1; 16: end while 17: The training is finished and the master obtains the final constructed ensemble gramming language. The dependency management for the built project was based on Apache Maven. Both Deeplearning4j (DL4J) and MLlib Apache Spark's libraries were integrated with IntelliJ IDEA IDE.
B. PERFORMANCE METRICS
Throughout this section, we will be using the following suite of statistical metrics for the performance evaluation of the system, see Table 1 : 1) Area Under Roc: is the performance metric for the ROC curve. The random IDS have an area of 0.5 whereas an ideal one has an area of one. 2) Precision: measures the proportion of attack cases that were correctly predicted relative to the predicted size of the attack class. 3) Recall: measures the proportion of correctly predicted attack cases to the actual size of the attack class. 4) F-measure: measures the harmonic mean of precision and recall. 5) Training time: describes how long a particular algorithm took to train the model for whole dataset. 6) Prediction time: describes how long a particular algorithm took to predict whole dataset as normal or attack.
Training and predection times are presented in seconds.
In order to calculate the previous metrics, each of our model-generated predicted output can be assigned to one of four categories:
• True Positive (TP) -label is attack and prediction is also attack.
• True Negative (TN) -label is normal and prediction is also normal.
• False Positive (FP) -label is normal but prediction is attack.
• False Negative (FN) -label is attack but prediction is normal.
C. DATASETS
In network intrusion detection, cyber security datasets are used for benchmarking the performance evaluation and comparison of intrusion detection systems (IDS), where each dataset may contain normal and abnormal network traffic. Real-world network traffic data infrastructure is mostly internal and unavailable due to the companies' privacy issues. However, publicly available datasets allow the researcher to obtain a real evaluation of the performance of IDS. Unfortunately, these datasets suffer from lack of traffic diversity, volumes and a lack of modern low footprint attack styles. Therefore, in order to facilitate a fair and rational comparison with other state-of-the-art detection approaches, we have used some old and a new public datasets. VOLUME 6, 2018 The main cyber security datasets involved in verifying the efficiency of the proposed approach are described in what follows:
1) KDD CUP'99
The KDD Cup 99 dataset is one of the most popular and comprehensive intrusion detection datasets and is widely applied to evaluate the performance of intrusion detection systems. The dataset is built on the traffic captured by DARPA [38] ,which has various intrusions. Each flow is characterized by 41 parameters and labeled as normal or attack of a specific type. A training dataset of KDD contains 24 specific types of intrusions with additional 14 attacks in the testing dataset, which includes denial of service (DoS) attack, user to root attack (U2R), remote to local attack (R2L), and probing attacks. The details of the training and testing datasets used for the experiments are shown in Table 2 .
2) NSL-KDD DATASET
NSL-KDD dataset is a new revised version of the KDD Cup 99 that has been proposed by Tavallaee et al. [39] . NSL-KDD dataset consists of approximately 4GB network traffic data. Each raw is described by 41 attributes deploying different features of the network flow and a label assigned to each flow indicating its type: either normal or some specific attack class. The dataset is selected because of its widespread use in the related work for testing abnormal detection models and it has a large number of instances and attributes. Table 2 .
3) UNSW-NB15
UNSW-NB15 is a recent dataset created by the cyber security research group of the Australian Center for Cybersecurity (ACCS). This data set consists of real modern normal packet and nine types of attack activities of the network traffic namely, Fuzzers, Analysis, Backdoors, DoS, Exploits, Generic, Reconnaissance, Shellcode and Worms. It contains a total of 49 features that comprise the flow existing between hosts and the network packets inspection to discriminate between the observations, either normal or abnormal. Some of this data set was divided into training and testing sets, reflected in Table 3 .
The UNSW-NB15 data set has several advantages compared to the NSL-KDD data set. Firstly, it contains real modern normal behaviors and contemporary synthesized attack activities. Secondly, the probability distribution of the training and testing sets are similar. Thirdly, it involves a set of features from the payload and header of packets to reflect the network packets efficiently. Finally, the complexity of evaluating the UNSW-NB15 on existing classification systems is an indication of this data set's complex patterns. This means that the data set can be used to evaluate our approach in an effective and reliable manner.
4) CICIDS2017
In 2017, the Canadian Institute for Cybersecurity (CIC) published an intrusion detection dataset named CICIDS2017 [40] . This dataset contains benign and the most up-to-date common attacks, which resembles the true real-world data packet capture (PCAPs). It also includes the results of the network traffic analysis using CICFlowMeter with labeled flows based on the time stamp, source and destination IPs, source and destination ports, protocols and attacks (CSV files). The attacks included in this dataset are Brute Force FTP, Brute Force SSH, DoS, Heartbleed, Web Attack, Infiltration, Botnet and DDoS, which meets real world criteria.
The data capturing period started at 9:00am, on Monday, 3rd of July, 2017 and ended at 17:00 on Friday, 7th of July, 2017, for a total of 5 days. Monday is the normal day and only includes the benign traffic. The implemented attacks include Brute Force FTP, Brute Force SSH, DoS, Heartbleed, Web Attack, Infiltration, Botnet and DDoS. They have been executed both morning and afternoon on Tuesday, Wednesday, Thursday and Friday. The CICIDS2017 was not divided by the provider into training and test datasets; therefore, we divided it into training and test datasets using a ratio of 60% to 40%, respectively. 
D. RESULTS AND ANALYSIS
As mentioned earlier, in order to evaluate the effectiveness of our proposal, we carried out a series of experiments. More precisely, the aims of these experiments are as follows:
• Validate the proposed approach by comparing its performance against the standalone approaches ( DBN, SVM, ensemble SVM and multi-layer ensemble SVM) using the 4 cyber datasets as outlined in the previous subsection.
• Measure the influence of distributed DBN on the accuracy of multi-layer SVM.
• Verify the performance of distributed multi-layer ensemble SVM.
• Compare the performance of the approach with some state-of-the-art approaches.
1) VALIDATION OF THE PROPOSED APPROACH
As mentioned in Section 4, the proposed approach consisted of two main steps: the feature extraction and the ensemble learning. The feature extraction step was used for addressing the curse of dimensionality problem in large-scale datasets while the ensemble learning module was used to improve the detection performance. In order to perform the feature extraction, we start by training the first RBM on the input dataset. Then we get the projection at h1 and train another RBM between h1 and h2 using the reconstructions of h1 as the input data. The hyper parameters of the distributed DBN were selected for each dataset based on the best performance of a validation set. In the multi-layer ensemble SVM, the decision of stacking layers is made by verifying the values of the confidence measure. If the proportion of the number of unconfident patterns is enough for training the next layer then the algorithm initiates another iteration. To calculate the confident measure, the output of our implemented SVM is determined by the posterior probability for each class, where a higher score indicates higher likelihood. Instead of simply taking the higher probability, there may be some cases where the model might need to be tuned so that it only predicts a class when the probability is very high. Therefore, we used a prediction threshold which determines what the predicted class will be, based on the probabilities of the model outputs.
To improve the clarity in the reporting results only the best parameters of the distributed DBN and multi-layer ensemble SVM are taken. The classification performance of the proposed approach compared against the results of SVM, DBN, ensemble SVM and distributed multi-layer ensemble SVM algorithm are shown in Table 6 . As expected, the results obtained using the SVM classifier, show a weak performance for large-scale network traffic datasets. This demonstrates the large impact of data representation on the ensemble learning technique. For the NSL-KDD dataset, the number of hidden layers was set to 2 and we mapped 41-dimensional features into 20 and 12 dimensional features, respectively. Thus, the distributed multi-layer ensemble SVM has 12 input nodes and 2 output nodes in the binary classification experiments. The learning rate is set to 0.01 and the number of iterations to 100. The same configuration was done to the 10 % KDD99 data set except that the features were mapped from 41 to 32 and 12 features, respectively. The best performance of the UNSW-NB15 was observed when the features are mapped from 48 to 28 and 12 hidden nodes, respectively. The learning rate is set to 0.001 and the number of iterations to 200. In the CICIDS2017 experiments, we randomly selected 60 % of the Friday records for training and 40 % for testing. We used a 3 RBM layers with 89,48,21,16 nodes in each layer, respectively. The learning rate is set to 0.5 and the number of iterations to 500. The parameters of SVM based ensemble are selected via a grid search method. Table 6 presents the performance results of the binary classification which separates the network traffic data into normal or abnormal behavior. This table contains the precision, recall, F-measure and area under roc measures obtained by each classifier. We can clearly notice that the detection model has achieved a performance of 0.9856, 0.9844, 0.9800 and 0.9630 % for NSL-KDD, 10 %KDD 99, UNSW-NB15 and CICIDS2017, respectively, and significantly outperforms all other methods. Considering the type of error, a similar improvement can also be observed for the precision and recall measures. In addition, F-measure, which gives the desired balance between precision and recall, showed a better detection rate.
The results of the training and prediction time for each dataset are displayed in Table 6 . All the classifiers are implemented in a distributed way under the Apache Spark. We can notice that the average of training and testing time is highly decreased compared with the traditional and non parallel machine and deep learning techniques. In the case of the proposed approach, the average training time is about 70s. The lowest prediction time is obtained by our method. In concordance with previous studies, the experimental results shows that the training time increases slightly for deeper layer in both DBN and multi-layer ensemble SVM.
As can be seen from Table 6 , the DBN overpasses the SVM and the multi-layer ensemble SVM in terms of recall and precision. It can be concluded that a good data representation can lead to a high performance, even if the machine learner is simple; whereas, a poor representation of data might lead to a lower performance, even with advanced complex machine learner. The use of Spark offers enough training objects by giving us the opportunity to use the 4 datasets with their global size, which helps to improve the performance of the proposed approach. The NSL-KDD dataset has been used to demonstrate the performance of the proposed approach compared to the others in the five-category classification experiment. We have found that the model has higher accuracy when there are 12 hidden nodes in the last layer of the distributed DBN phase, with a learning rate of 0.5 and when the training is performed 100 times, the DBN overpasses the SVM and the multi-layer ensemble SVM in terms of recall and precision. Figure 2 shows the area under roc performance for the multiclass classification case. It can be concluded that VOLUME 6, 2018 a good data representation can lead to a high performance, even if the machine learner is simple; whereas, a poor representation of data might lead to a lower performance, even with advanced complex machine learner. The use of Spark offers enough training objects by giving us the opportunity to use the 4 datasets with their global size, which helps to improve the performance of the proposed approach.
From the above analysis, we can draw the following conclusions.
• The use of DBN algorithm can reduce the dimension of the dataset, which, in turn, can improve the performance of the ensemble learning. At the same time, the distributed multi-layer ensemble can improve the classification performance.
• The borderline sampling algorithm helps in generating more balanced data for training the next layer of the ensemble, which can effectively improves the performance of the approach.
2) THE INFLUENCE OF DIMENSIONALITY REDUCTION
In this experiment, we investigate the performance of using distributed DBN as a dimensionality reduction technique when varying the network architecture. There are many parameters in the DBN, such as network structure, output dimension of data after dimensionality reduction, the number of iterations for pre-training, fine-tuning, etc. The number of hidden layers and the number of nodes in each hidden layer are the major parameters among them. This paper explores the impact of these parameters on the proposed approach. In Figure 3 , detection accuracy increases with increasing number of iterations. For the NSL-KDD, 10%KDD99 and UNSW-NB15, the top two layers tend to get a good performance, while the rest just realizes useless perturbation of the data. For the CICIDS2017, even the third layer performs well and this is due to the high number of features in this dataset. On the other hand, the performance changes significantly with the different configuration settings across the network, varying from 43.58% to 98.56%. Hence, DBN is either able to achieve a good or a bad accuracy on a specific database. In Figure 4 , we consider the performance on the various datasets when varying the number of nodes. It is noticed that, when the number of features is less than 12, the classification performance decreases. This is due to the large amount of retained features. Table 4 displays the influence of different number of hidden layers on the detection performance for the NSL-KDD dataset. As expected, the use of one hidden layer with a large reduction in the number of nodes exhibit a poor performance for large-scale datasets. It is also noticed that, the performance of our proposal increases with the increase of the number of hidden layers. It is proved that, the employment of a deep architecture deliver a good generalization. Moreover, the distributed architecture can solve the time consuming challenge of the deep network structure that affects the real time detection.
The influence of number of nodes in each hidden layer on the proposed approach For the NSL-KDD dataset is presented in Table 5 . In this experiment, the number of hidden layer is selected to be 2 since it is the best obtained performance that was used for the validation of our proposal for the NSL-KDD dataset. It is observed that, when using the same number of nodes in both layers, it delivers a poor performance. While the small varying of the number of nodes between the hidden layers can lead to a good results. Table 7 shows the performance of the proposed distributed multi-layer ensemble SVM without using the feature extraction phase. Only a three layers structure is chosen to explain the methodology of the proposed method.
3) THE DISTRIBUTED MULTI-LAYER ENSEMBLE SVM
As illustrated in Table 7 , the area under roc increases as the system layers increase. Based on these results, it can be concluded that the deeper layers of the ensemble are able to better classify the patterns. This is due to the obtained unconfident patterns from the first layer which need to be learnt more. In the overfitting phenomena, the accuracy of the confident pattern could be decreased in each layer.
After that, recall, precision, and the F measure metrics for all the data sets were calculated. Overall, the third layer of the ensemble SVM delivers the best performance.
4) COMPARISON WITH THE STATE-OF-THE-ART METHODS
The performance of the proposed system was further compared with recent and relevant approaches found in the literature. The classification stage of state-of-art methods is performed using distributed Weka with the 10% KDD99 and NSL-KDD datasets. The performance of the proposed approach was compared with the following classifiers: As seen in Figure 5 , the proposed approach offers better detection compared to all classifiers. It can be concluded that the proposed method is better considering its performance levels across both attack and normal classes, together with the advantages incurred by reducing the number of features.
In Figure 6 , we consider the Receiver Operating Characteristic Curve (ROC Curve) performance of various machine learning classifiers for NSL-KDD dataset. The ROC Curve describes relative trade-offs between recall and precision of the intrusion detection system. It is noticed that, the probability of false positive rate and true positive rate in our proposed approach is lower than the other methods.
V. CONCLUSION
In this paper, a distributed deep approach for abnormal behavior detection based on big data analytics and multi-layer ensemble learning machine has been carried out. The objective was to explore the information hidden in large amounts of network data and reduce its dimensionality to enhance the prediction performance of distributed multi-layer ensemble SVM. The proposed approach can be divided into two main steps: Firstly, in order to extract informative features for the construction of a more accurate prediction ensemble, a distributed deep belief network model is used as a dimensionality reduction technique. Secondly, an iterative reduce strategy based on Apache Spark for multi layer ensemble SVM is performed. The learned deep features were successively fed into ensemble classifiers for accurate classification based on a combination strategy. We demonstrated the efficiency of the proposed method with some experimental results. The developed system has shown high performances in the detection of abnormal behavior in a distributed way. Based on the obtained results, it can be concluded that the deep architecture have made a great progress in large-scale network traffic feature learning. Combining a DBN with an ensemble SVM is beneficial since it addresses the feature engineering step for the ensemble learning, especially when training with largescale datasets, which focuses on learning features and data representations from raw data. In addition, The deployment of ensemble-based classifiers can effectively improves the performance of IDS. As a next step, we propose to investigate the adoption of a privacy mechanism to distributed intrusion detection systems. 
