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The purpose of our paper is to introduce a robust preconditioning
scheme for the numerical solution of the leftmost eigenvalues and
corresponding eigenvectors of a constrained eigenvalue problem.
This constrained eigenvalue problem is congruent to a nonsym-
metric eigenvalue problemwith nontrivial Jordan blocks associated
with inﬁnite eigenvalues. The proposed preconditioning scheme is
relevant to the application of Krylov subspace methods and pre-
conditioned eigensolvers. The two key results are a semi-orthog-
onal decomposition and a transformation process that implicitly
combines a preconditioning step followed by abstract projection
onto the subspace associated with the ﬁnite eigenvalues. Numer-
ical results demonstrate the effectiveness of the preconditioning
scheme.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We are interested in computing the leftmost eigenvalues and corresponding eigenvectors of the
constrained eigenvalue problem[
A BT
B 0
] [
u
v
]
=
[
M 0
0 0
] [
u
v
]
λ, A,M = MT ∈ Rn×n, B ∈ Rm×n, m< n, (1)

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whereM is nonsingular, λ ∈ C ∪ {∞} is an eigenvalue, u ∈ Cn, and v ∈ Cm. We also assume that the
saddle point matrix on the left hand side of (1) is invertible. The constrained eigenvalue problem (1)
often arises as the optimality system for the constrained energy problem
min
x /=0
1
2
xTAx
xTMx
subject to Bx = 0,A = AT , M = MT ∈ Rn×n, B ∈ Rm×n, m< n, (2)
where A is positive definite on the Null(B), and B is of full row rank. Without loss of generality, the
primal and dual parts u and v of the eigenvector can be assumed to lie in Rn and Rm, respectively. The
dual vector corresponds to the vector of Lagrange multipliers used to enforce the constraints.
Computing approximations to the leftmost eigenvalues and corresponding eigenvectors of (1) is a
nontrivial task when only iterative methods are employed. For instance, (1) contains 2m “inﬁnite”
eigenvalues. Therefore, critical to the success in computing the leftmost eigenvectors is that any
approximation belongs to the subspace associated with ﬁnite eigenvalues. In particular, we are inter-
ested “preconditioning” (1) so that the relative separation of the leftmost eigenvalues improve, while
avoiding the deleterious effects of the eigenspace associated with the inﬁnite eigenvalues. We are
interested in exploiting a preconditioner N for the saddle point system of the left hand side of (1)
and/or a preconditioner K for A. We also assume that only the application of N−1 and/or K−1 upon a
vector, and matrix vector products with A,M and C are available.
The contribution of our paper is to present a class of preconditioning schemes for the robust numer-
ical solution of the constrained eigenvalue problem (1) for approximating the leftmost eigenvalues
and corresponding eigenvectors. Although we consider an algebraic perspective for precondition-
ing a general class of constrained eigenvalue problems (1), our results hold for important applica-
tions such as the linear stability analysis of the steady incompressible Navier–Stokes equations [1],
contact problems in linear elasticity [2], and electromagnetics [3]. In these applications, the matrix
A represents the ﬁnite element discretization of a second order differential operator, Bx = 0 is a
matrix of constraints, and M is a ﬁnite element mass matrix. For these applications, quality precon-
ditioners for the numerical solution of linear systems with coefﬁcient matrix A or left-hand side
of (1) are available. Still, little understood is the effective application of these preconditioners for
the numerical solution of the constrained eigenvalue problem (1). Such preconditioning schemes are
especially important when these applications arise in three dimensional settings. In particular, an
effective preconditioning scheme for the linear stability analysis of the steady incompressible Na-
vier–Stokes equations remains an extremely challenging problem. Our algebraic approach provides
guidance helpful for preconditioning constrained eigenvalue problems arising in important applica-
tions.
2. Structure of eigenvalue problem
A little appreciated fact is that even if A and M are symmetric matrices, and in addition that M
is positive definite, (1) is not a generalized positive definite eigenvalue problem. This fact can be
demonstrated as follows. There exist μ ∈ R so that A − μM is a symmetric positive definite matrix.
However[
A BT
B 0
]
− μ
[
M 0
0 0
]
=
[
I 0
B (A − μM)−1 I
] [
A − μM 0
0 −B (A − μM)−1 BT
] [
I (A − μM)−1 BT
0 I
]
implies that the associated generalized symmetric eigenvalue problem (1) is indefinite because there
are positive and negative eigenvalues. Hence (1) is equivalent to a nonsymmetric eigenvalue problem
(see [4, Chapter 15]). However, with these same assumptions on A and M, we can transform (1) into
a symmetric positive semi-definite generalized eigenvalue problem. Subtract μ
[
M 0
0 0
][
u
v
]
from both
sides of (1) and rearrange terms to obtain
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[
M 0
0 0
] [
A − μM BT
B 0
]−1 [
M 0
0 0
] [
u
v
]
=
[
M 0
0 0
] [
u
v
]
(λ − μ)−1 (3)
and note that the triple product of matrices above simpliﬁes to[
M (A − μM)−1 M + HTH 0
0 0
]
, H = (A − μM)−1/2 BTB (A − μM)−1 M
under the assumption that A − μM is a symmetric positive definite matrix. Such a transformation
allows the numerical solution of (3) by symmetric eigensolvers (assuming that any needed orthogo-
nality is relaxed to semi-orthogonality with respect to the semi-inner product induced by
[
M 0
0 0
]
);
for example, see [5]. Note alternatively that the generalized eigenvalue problem (1) may always be
rewritten as a standard nonsymmetric eigenvalue problem with coefﬁcient matrix[
A BT
B 0
]−1 [
M 0
0 0
]
so that algorithms for the large-scale eigenvalue problem can be applied.
Denote the generalized Rayleigh quotient of the vector
[
x
y
]
∈ Rn+m for the eigenvalue problem (1)
by
θ
([
x
y
])
=
[
x
y
]T [
A BT
B 0
] [
x
y
]
[
x
y
]T [
M 0
0 0
] [
x
y
] = xTAx + 2yTBx
xTMx
(4)
and the associated residual by[
A BT
B 0
] [
x
y
]
−
[
M 0
0 0
] [
x
y
]
θ
([
x
y
])
= r
([
x
y
])
=
[
r1
r2
]
. (5)
Let S = ST ∈ Rn×n be a positive definite matrix, and let
P = I − S−1BT
(
BS−1BT
)−1
B, Q = I − P. (6)
Let
‖x‖2S = xTSx.
Then we have that
‖x‖2S = ‖Px + Qx‖2S = ‖Px‖2S + ‖Qx‖2S
follows because PTSQ = 0. Therefore the matrices P and Q represent the orthogonal projectors (with
respect to the S inner product) fromRn onto Null(B) and S−1Range
(
BT
)
, respectively.We remark that
if S is a nonsingular but not a symmetric positive definite matrix, then because P2 = P, the matrices
P and Q are by definition projectors (albeit oblique ones), but ‖x‖2S /= ‖Px‖2S + ‖Qx‖2S .
The following result provides an orthogonal decomposition that proves central to our consider-
ations.
Lemma 1. Let B ∈ Rm×n be of full row rank. For x ∈ Rn and y ∈ Rm, consider the decomposition[
x
y
]
=
[
Px
w
]
+
[
0
y − w
]
+
[
Qx
0
]
(7)
wherew ∈ Rm is uniquely determined by
BS−1BTw = BS−1 (MPxν − APx + r1) (8)
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and
ν = (Px)
T APx
(Px)T MPx
. (9)
The terms of the decomposition are orthogonalwith respect to the semi-inner product induced by
[
S 0
0 0
]
∈
Rn+m×n+m, and r1 and r2 (as given by (5)) satisfy
(Px)T r1 = 0, r2 = 0.
Proof. That the decomposition (7) is orthogonal with respect to the semi-inner product induced by[
S 0
0 0
]
follows from the properties of the S-orthogonal projectors P and Q . Because BP = 0, then (4)
results in
θ
([
Px
y
])
= (Px)
T APx
(Px)T MPx
= ν ∈ R.
Premultiplying the residual r
([
x
y
])
of (5) by
[
Px
y
]
implies that (Px)T r1 = 0 and r2 = 0. With the same
choice of residual, premultiply both sides of (5) by
[
S−1 0
0 I
]
, to obtain
{
S−1BTw = S−1 (MPxν − APx + r1) ,
BPx = 0, (10)
where we used the identity BP = 0. Equation (10) results in{
BS−1BTw = BS−1 (MPxν − APx + r1) ,
BPx = 0, (11)
where BS−1BT ∈ Rm×m is a symmetric positive definitematrix, so thatw is determined uniquely. 
In Lemma1, the componentw of the decompositionwould, chosen arbitrarily, still satisfy the semi-
orthogonality. However, the speciﬁc choice ofw relates to the Lagrange multipliers of the solution of
(1); this form is necessary for the subspace discussion that follows. For x ∈ Rn, c ∈ Rm and w as in
Lemma 1, denote
E = Span
{[
Px
w
]}
, E∞ = Span
{[
0
c
]}
, Ed = Span
{[
Qx
0
]}
.
Consider a solution to the eigenvalue equation (1). Premultiply both sides of (1) by
[
S−1 0
0 I
]
, and
eliminate the dual variable v to obtain{
S−1PTAu = S−1PTMuλ,
Bu = 0,
which can be rewritten as
S−1PTAPu = S−1PTMPuλ. (12)
Premultiplying the previous equation by (Su)T leads to
λ = (Pu)
T APu
(Pu)T MPu
∈ C, (13)
becauseM is nonsingular (which is theassumptiongivenby (1)). Thenumberof theseﬁnite eigenvalues
is n − m because the rank of P is n − m. Any vector in z ∈ E∞ leads to[
A BT
B 0
]−1 [
M 0
0 0
]
z = z · 0,
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where thematrix inverse exists due to the assumption on the saddle point system following (1). Hence,
the dimension of E∞ is m. The rank of Q is m so that the dimension of Ed is m. The above discussion
leads to the following result.
Lemma 2. Let the hypothesis of Lemma 1 be given, and denote
E = Span
{[
Px
w
]}
, E∞ = Span
{[
0
c
]}
, Ed = Span
{[
Qx
0
]}
. (14)
Then
Rn+m = E ⊕ E∞ ⊕ Ed,
is an
[
S 0
0 0
]
semi-orthogonal decomposition, and
1. E is an eigenspace for (1) of dimension n − mwith complex eigenvalues,
2. E∞ is an eigenspace for (1) of dimension m associated with an inﬁnite eigenvalue,
3. Ed is of dimension m and orthogonal to E∞ in terms of the Euclidean inner product.
The above analysis emphasizes that the numerical solution of (1) depends upon the approximation
to the ﬁnite eigenvectors remaining in E . The usefulness of Lemmas 1 and 2 is that remaining in E is
equivalent to maintaining orthogonality to the undesired space E∞ ⊕ Ed. Numerically, the computa-
tion is sensitive to the error in maintaining the desired orthogonality. As discussed after Lemma 1, the
decomposition holdswhen S is a nonsymmetric or symmetric indefinitematrix but the decomposition
can no longer be orthogonal.
Lemmas 1 and 2 generalize the decomposition introduced by Malkus [6] to an orthogonal one (let
alone to an S-orthogonal decomposition). Instead, Malkus provides a decomposition based on the
Jordan Canonical form (see also Theorem 1 in [7]). Cliffe et al. [1] present a decomposition in the case
S = I using the QR factorization.
We end this section with the following result that proves useful for discussing how to precondition
(1), and so guides computation. The Lemma describes a transformation mapping Rn+m to E .
Lemma 3. Let S ∈ Rn×n be a symmetric positive definite matrix, let C ∈ Rn×n, and let x ∈ Rn. If P is
given by (6), then[
S BT
B 0
]−1 [
C 0
0 0
] [
x
y
]
=
⎡
⎣ PS−1Cx(
BS−1BT
)−1
BS−1Cx
⎤
⎦ ∈ E (15)
for arbitrary y ∈ Rm. In particular, if S−1Cx ∈ Range(P), then[
S BT
B 0
]−1 [
C 0
0 0
] [
x
y
]
=
[
PS−1Cx
0
]
. (16)
Proof. The application of the identity[
S BT
B 0
]−1
=
[
I −S−1BT
0 I
] ⎡⎣S−1 0
0 −
(
BS−1BT
)−1
⎤
⎦ [ I 0−BS−1 I
]
establishes the equality of (15). The tedious decomposition of the right hand side of (15) according to
Lemma 1 veriﬁes the membership of (15). If S−1Cx ∈ Range(P), then (16) follows because BP = 0.

Lemma 3 also allows us to link the vector in E of (15) with the solution of the constrained minimi-
zation problem
arg min
z∈Rn
(
1
2
zTSz − zTS
(
S−1Cx
))
subject to Bz = 0. (17)
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The optimality system for this constrained minimization problem is: Find xˆ ∈ Rn and yˆ ∈ Rm so that[
S BT
B 0
] [
xˆ
yˆ
]
=
[
S
(
S−1Cx
)
0
]
=
[
C 0
0 0
] [
x
y
]
,
which has the same solution as (15). The vector yˆ contains the Lagrange multipliers needed to enforce
the constraint Bz = 0. The vector xˆ is the S-orthogonal projection of S−1Cx onto Null(B).
Note that the hypothesis on S in Lemma 3 can be weakened to a nonsymmetric invertible S. The
projector P is no longer orthogonal, is instead oblique, and so E is no longer semi-orthogonal to E∞ ⊕
Ed. Moreover, the oblique projection does not enjoy the connection to the constrained minimization
problem.
2.1. Important special case
Suppose that (1) is the optimality system for the constrained energy minimization (2) (so that A is
a symmetric matrix positive definite on Null(B)). We may rewrite (13) as
λ = (Pu)
T APu
(Pu)T MPu
> 0, (18)
where without loss of generality u ∈ Rn and v ∈ Rm. Hence the n − m ﬁnite eigenvalues associated
with E in Lemma 3 are positive so that the leftmost eigenvalues are also the smallest ones. Moreover,
min
Pu /=0
(Pu)T APu
(Pu)T MPu
 ν = (Px)
T APx
(Px)T MPx
max
Pu /=0
(Pu)T APu
(Pu)T MPu
because Px is a linear combination of the n − m eigenvectors Pu of (12) associated with the positive
eigenvalues.
It remains to relate the leftmost eigenvector of (1) and the solution to the constrained energy
problem (2). This latter solution is given by
min
Px /=0
(Px)T APx
(Px)T MPx
= min
z∈E , /=0 θ(z), (19)
where θ(z) is given by (4). The eigenvector associated with the smallest eigenvalue of (1) solves the
constrained energy problem (2). We also remark that by removing the constraints on (19), we get
min
x /=0
xTAx
xTMx
 θ(z)max
x /=0
xTAx
xTMx
, z ∈ E ⊕ Ed, z /= 0,
where an error in the direction of Ed leads to a violation of the constraints.1 The Rayleigh quotient
θ(z) may then be smaller than the minimizing energy associated with (2). In contrast, from (4) and
|yTBx| ‖B‖ ‖x| ‖y‖ we have that when z ∈ Rn+m
min
x /=0
xTAx
xTMx
− 2‖B‖ ‖x‖‖M1/2x‖
‖y‖
‖M1/2x‖  θ(z)maxx /=0
xTAx
xTMx
+ 2‖B‖ ‖x‖‖M1/2x‖
‖y‖
‖M1/2x‖ . (20)
Then θ(z) is unbounded as‖y‖ increases relative to‖M1/2x‖ so that an error in the direction of E∞ can
lead to an extremely small or large Rayleigh quotient. The culprit is that the denominator of Rayleigh
quotient θ(·) is unaffected by y. Therefore errors in the direction of E∞ ⊕ Ed lead to unbounded
under- and over-estimates of the smallest eigenvalue of (1). This analysis underscores the importance
of satisfying the constraints.
1 These bounds are sharp. For instance, select the columns of BT to contain the n − 1 eigenvectors orthogonal to the largest
eigenvector of the matrix pencil (A,M).
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3. Preconditioning the constrained eigenvalue problem
Recall, as explained in the introduction that we are interested in “preconditioning” (1) (so that the
relative separation of the leftmost eigenvalues improve)while avoiding the eigenspace associatedwith
the inﬁnite eigenvalues. If possible, we want to exploit a preconditioner N for the saddle point system
of the left hand side of (1) and/or a preconditioner K for A. We also assume that only the application
of N−1 and/or K−1 upon a vector, and matrix vector products with A,M and C are available.
We precondition the constrained eigenvalue problem by considering (1) a shift-invert spectral
transformation, and (2) a preconditioned eigensolver. Crucial to either scheme is Lemma 3.
The left-hand side of (15) instructs us to:
Option 1 solve a saddle point linear system with coefﬁcient matrix
[
S BT
B 0
]
.
The saddle point system can be solved with a sparse direct solver, or with a preconditioned iterative
method (see [8–10] for overviews and citations to the literature). Success of a preconditioned iterative
method largely depends upon the quality of the preconditioner—often a nontrivial task that depends
upon S and B.
Alternatively, the right-hand side of (15) instructs us to:
Option 2 solve the linear set of equation Sxˆ = Cx followed by the projector vector product Pxˆ.
The efﬁcient implementation of Option 2 depends upon the ability to solve efﬁciently linear set of
equationswith S followedby application of the projectorP on the vector xˆ. This latter step is equivalent
to S-orthogonalizing xˆ against the columns of BT . A key step is in computing the projection is the
solutionof linear sets of equationswithBS−1BT , a daunting calculation ifm (i.e., thenumberof columns
of BT , the number of constraints) is large and/or the application of S−1 is expensive. A careful look at
the right-hand side of (15) explains that the dual vector is computed during the computation of the
primal vector PS−1Cx.
The right-hand side of (15) and (4) imply that
θ
⎛
⎝
⎡
⎣ PS−1Cx(
BS−1BT
)−1
BS−1Cx
⎤
⎦
⎞
⎠ =
(
PS−1Cx
)T
APS−1Cx(
PS−1Cx
)T
MPS−1Cx
because BP = 0. Hence the accurate computation of the dual vector is superﬂuous for computing an
eigenvalue approximation. An accurate dual vector, though, is necessary for computing the residual
(5).
In practical computationwith preconditioned iterativemethods, the tolerances for terminating the
necessary solves and/or applications of the projectors must result in errors in the directions of the
subspace Ed ⊕ E∞ that are sufﬁciently small so as not to contaminate the computations. The norm
of the application of B on approximations to the eigenvectors computed should be monitored. How
small is small depends the details of the constrained eigenvalue problem.
3.1. Shift-invert transformation
A conventional approach to solve (1) is to use a shift-invert spectral transformation. The generalized
eigenvalue problem (1) is recast as the standard eigenvalue problem[
A − σM BT
B 0
]−1 [
M 0
0 0
] [
u
v
]
=
[
u
v
]
(λ − σ)−1 , σ ∈ R. (21)
The inﬁnite eigenvalues of (1) are thus transformed to zero eigenvalues under the shift-invert spec-
tral transformation. Hence the shift-invert spectral transformation preconditions (1) by improving the
relative separation of the leftmost eigenvalues. If σ is chosen near the smallest eigenvalue of (1), then
this eigenvalue is large in magnitude under the spectral transformation.
If A − σM is a symmetric positive definite matrix, then by Lemma 3, the vector
[
u
v
]
(λ − σ)−1 ∈
E . Hence the spectral transformation has the interesting interpretation as effecting the (A − σM)-
orthogonal projection of (A − σM)−1Mx onto Null(B). Lemma 3 implies that the Krylov space
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Km
([
A − σM BT
B 0
]−1 [
M 0
0 0
]
, z
)
∈ E , m 0 (22)
if z ∈ E . The initialization of z ∈ E is accomplished by application of the shift-invert matrix (given by
matrix product on the left hand side of (21)) to an arbitrary vector in Rn+m. Because the shift-invert
matrix is nonsymmetric, the Arnoldi algorithm is employed. Note that by the discussion following
Lemma 3, nonsymmetric A leads to an oblique projector P.
Premultiplicationof (21)by
[
M 0
0 0
]
results in thegeneralizedeigenvalueproblem(3)whereμ = σ .
Lemma 3 implies that[
M 0
0 0
] [
A − σM BT
B 0
]−1 [
M 0
0 0
] [
x
y
]
=
[
MPS−1Cx
0
]
∈ Rn+m.
Unfortunately, then, in contrast to (22), the Krylov space
Km
([
M 0
0 0
] [
A − σM BT
B 0
]−1 [
M 0
0 0
]
, z
)
∈ Rn+m, m> 0 (23)
even if z ∈ E . In practice, a basis is constructed for (23) by the Arnoldi algorithm by computing an[
M 0
0 0
]
semi-orthogonal basis for the Krylov subspace (22). If A is symmetric, then the shift-invert
Lanczosmethod [11] canbe applied because (3) deﬁnes a symmetric positive semi-definite generalized
eigenvalue problem as discussed following (3). Both [7,11] explain how a “puriﬁcation” can be per-
formed in an implicit fashion to remove the component in the direction of E∞ ⊕ Ed. By Lemma 3 this
puriﬁcation is equivalent to projection onto Null(B) via a shift-invert transformation.
3.2. Preconditioned eigensolvers
We now brieﬂy discuss preconditioning schemes for (1) that avoids the need to apply a shift-invert
transformation as discussed in Section 3.1. For instance, the results of [12] suggest that preconditioned
eigensolvers can have a significant impact for challenging eigenvalue problems arising in structural
dynamics. Such preconditioned eigensolvers include gradient-based methods DACG [13,14] and LOB-
PCG [15], theDavidson-basedmethods [16] suchas theNewtonbased Jacobi–Davidson [17] algorithms,
RTR [18], trace minimization methods [19,20], and dynamical systems approaches [21].
The key step of a preconditioned eigensolver involves the application of a preconditioner to the
residual. Suppose a preconditioner N for the saddle point system of the left hand side of (1) is avail-
able. Given an approximation z ∈ E and the Rayleigh quotient θ(z), we apply a preconditioner N ∈
Rn+m×n+m to the residual (5) or
N−1r
([
x
y
])
= N−1
[
r1
r2
]
=
[
x˜
y˜
]
.
In general, though, the preconditioned residual is a member of Rn+m even if
[
x
y
]
∈ E . If the precondi-
tioned residual is not a member of E , Lemma 3 explains that[
S BT
B 0
]−1 [
C 0
0 0
]
N−1r
[(
x
y
])
∈ E.
The choice of C = S implies that the right-hand side of (15) results in[
Px˜(
BS−1BT
)−1
Bx˜
]
.
Now suppose that a preconditioner K for A available. Lemma 3 implies that the choices
S ← M−1, C ← K−1 (24)
are equivalent ﬁrst preconditioning the residual r1 with K
−1 followed by projection of
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[
K−1r1
0
]
onto E . Option 1 discussed at the start of Section 3 requires the solution of the saddle point linear
system[
M−1 BT
B 0
] [
xˆ
yˆ
]
=
[
K−1r1
0
]
. (25)
Option 2 also discussed at the start of Section 3 leads to the following procedure
Compute residual: r1,
Precondition residual: K−1r1,
Matrixvector product: xˆ ← MK−1r1, (26)
Project: Pxˆ,
Compute: yˆ such that
[
xˆT yˆT
]T
is in E.
4. Numerical experiments
We consider two elementary eigenvalue problems. The purpose of these problems is demonstrate
the effectiveness of a preconditioning scheme resulting from our analysis. Consider the following
matrices:
A(α) = n
⎡
⎢⎢⎢⎢⎢⎢⎣
2 −1 − α
−1 + α 2 −1 − α
−1 + α . . .
2 −1 − α
−1 + α 1
⎤
⎥⎥⎥⎥⎥⎥⎦
,
M = 1
6n
⎡
⎢⎢⎢⎢⎢⎢⎣
4 1
1 4 1
1
. . .
4 1
1 2
⎤
⎥⎥⎥⎥⎥⎥⎦
, BT = en/2 + en/2+1, (27)
where ei is the column i of the identity matrix of order n (assumed to be an even integer).
Problem 1 considers the symmetric positive definite matrix pencil (A(0),M). Problem 2 considers
the nonsymmetric matrix pencil (A(α∗),M), where α∗ > 0 is chosen small enough that the pencil has
real eigenvalues and eigenvectors.
Weemploy the restartedDavidsonmethoddescribed in [12] usingMATLAB to compute the leftmost
eigenvalue and eigenvector of (1). Orthogonality of the Davidson basis is maintained using the semi-
inner product induced by the matrix
[
M 0
0 0
]
. All experiments restart the Davidson method when the
number of basis vectors constructed is 10, and are initialized with the same random vector in E .
Weﬁrstdemonstrate that anaiveapplication (so ignoringLemma3)of theDavidsonmethod to solve
(1) using the matrices A(0), M and C, where n = 100, leads to a failure because of contamination by
components in the direction E∞ and Ed. The residual calculated at each step of the Davidson iteration
is preconditioned by the application of the block diagonal matrix
[
RTR 0
0 I
]−1 [r1
r2
]
where RTR is
the incomplete Cholesky of A(0) formed via MATLAB’s cholinc with drop-tolerance 0.1, and r1 and
r2 are given by (5). Fig. 1 plots the Rayleigh quotient, residual norm, and constraint satisfaction of
the Davidson iteration. The primal component of the initial iterate satisﬁes the constraint, a result
of the initialization of the iteration with a vector in E . However, as the Davidson iteration attempts
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Fig. 1. Davidson iteration for Problem 1, where n = 100, with block diagonal preconditioning of the residual
[
rT1 r
T
2
]T
.
convergence, the iterate becomes contaminatedwith components in E∞ and Ed. The Rayleigh quotient
moves towards negative inﬁnity, as desired by Davidson’s minimization goal and as allowed by (20),
and the Davidson iteration fails to converge.
Our next two examples exploit Lemma 3 within the Davidson iteration using the choices for S and
C given by (24). The two examples use two different preconditioners K for A(0) given by
K1 = I, K2 = RTR,
where RTR is again the incomplete Cholesky factorization of A(0) formed via MATLAB’s cholincwith
drop-tolerance 0.1. We use Option 1 as in (25) to apply Lemma 3. The Davidson method admits
convergence when the normalized residual (5), using the semi-inner product induced by the matrix[
M 0
0 0
]
, is less than the convergence tolerance .
Fig. 2 and Table 1 provide results for the two choices of preconditioners K1 and K2 and varying
tolerances . Because formulation (12) can also be used to compute the ﬁnite eigenvalues and eigen-
vectors of (1), Table 1 also lists the norm of the residual, and the eigenvalue estimate ν (given by (9)).
As a result of Lemma 3 and the starting conditions, both choices of preconditioner lead to a Davidson
subspace in E for the duration of the iteration. Furthermore, the incomplete Cholesky factorization
K2 = RTR of A(0) improves the convergence rate of the Davidson method, reducing the number of
iterations to 30 from 1100 (Fig. 2) when no preconditioning is used (i.e., K1 = I). We emphasize that
the choice of preconditioner does not affect the eventual solution, only the rate of convergence.
In our last example, we apply the preconditioned Davidson method (modiﬁed for nonsymmetric
eigenvalue problems) to the solution of the nonsymmetric constrained eigenvalue problem Problem
2. The preconditioner used is
K3 = LU,
an incomplete LU factorization ofA(α∗), and againwe use the choices for S and C given by (24), andwe
use Option 1 as in (25) to apply Lemma 3. These choices satisfy the conditions of Lemma 3 so that the
Davidson subspace remains in E . Fig. 3 illustrates the successful trajectory of the Davidson iteration.
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(a) Davidson iteration with preconditioner K1.
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(b) Davidson iteration with preconditioner  K2.
Fig. 2. Davidson iteration for problem Problem 1 where n = 100. The approximation to the smallest eigenvalue, the norms of
the residual and errors in the constraint are displayed for two different choices of preconditioner.
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Fig. 3. Davidson iteration for Problem 2, where n = 100 using preconditioner K3.
Table 1
Table of Rayleigh quotients, the norms of the residual and errors in the constraint are listed for two different choices of precon-
ditioner for the problems associated with Fig. 2a and b. The tolerance  used to terminate the Davidson iterations is varied. θ is
the Rayleigh quotient from (4) and ν is the Rayleigh quotient of (PTAP, PTMP) from (9), and ‖Bx‖2/‖x‖2 measures the error
in the constraint.
Tolerance  1e-02 1e-04 1e-06 1e-08 1e-10 1e-12
Davidson iteration with preconditioner K1∥∥∥∥∥
[
r1
r2
]∥∥∥∥∥
2
1.1e-02 1.2e-04 1.1e-06 1.1e-08 1.1e-10 1.5e-12
‖PTAPx − PTMPxν‖2 1.1e-02 1.2e-04 1.1e-06 1.1e-08 1.1e-10 1.5e-12
θ 2.49739 2.49192 2.49192 2.49192 2.49192 2.49192
ν 2.49739 2.49192 2.49192 2.49192 2.49192 2.49192
‖Bx‖2/‖x‖2 5.5e-17 6.6e-17 6.6e-17 6.6e-17 6.6e-17 6.6e-17
Davidson iteration with preconditioner K2∥∥∥∥∥
[
r1
r2
]∥∥∥∥∥
2
5.9e-03 1.2e-04 4.0e-07 1.0e-08 9.5e-11 2.7e-11
‖PTAPx − PTMPxν‖2 5.9e-03 1.2e-04 4.0e-07 1.0e-08 9.5e-11 2.7e-11
θ 2.49193 2.49192 2.49192 2.49192 2.49192 2.49192
ν 2.49193 2.49192 2.49192 2.49192 2.49192 2.49192
‖Bx‖2/‖x‖2 4.4e-17 4.4e-17 4.4e-17 4.4e-17 4.4e-17 4.4e-17
5. Conclusions
The contribution of our paper is to present a class of preconditioning schemes for the robust numer-
ical solution of the constrained eigenvalue problem (1) for approximating the leftmost eigenvalues and
corresponding eigenvectors. The subspace decomposition in Section 2 highlights the difﬁculties asso-
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ciated with the formulation (1), namely the introduction of inﬁnite eigenvalues. We present a generic
scheme for preconditioning this problem, which addresses the need to maintain orthogonality with
the subspace of constraints, while exploiting the availability of preconditioners for the unconstrained
problem. Two applications of this scheme are presented here. The application to Krylov methods
in Section 3.1 shows that a properly implemented shift-invert Krylov approach will remain in the
subspace associated with the ﬁnite eigenvalues. Section 3.2 illustrated an application of the technique
to a class of preconditioned eigensolvers. Combined, these two applications of the proposed scheme
address the bulk of existing approaches for solving eigenvalue problems. We provided two small
examples illustrating the theoretical results of the paper. These empirical results demonstrated the
pitfalls associated with a naive solution of the constrained eigenvalue problem as well as the success
of the proposed technique. Future work will explore the use of this approach for large-scale problems
in speciﬁc application domains.
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