Abstract: Energy integrated networks, designed to reduce energy consumption, offer cost savings at the expense of challenging operation. Simple networks with energy integration, involving either a large recycle of energy or a large throughput of energy, have been shown to exhibit dynamic behavior evolving over two time scales. In this paper, the time scale properties in the dynamics of networks involving multiple, interconnected throughputs and recycle loops are investigated. A graph theoretic analysis framework is developed which allows identifying the time scales where each of the process units in the network evolves, based on knowledge of the order of magnitude of the energy flows in the network. An example network is considered to illustrate the application of the proposed framework.
INTRODUCTION
Energy integration, motivated by the high cost of energy, has gained significant attention in the design and operation of modern chemical plants [Yee et al., 1990 , Annakou & Mizsei, 1996 , Westerberg, 2004 . It involves recovering most of the energy available with the effluents and recycling it back into the system, ultimately resulting in the reduction of utility consumption. These networks offer significant cost benefits, but are also challenging to operate and control owing to the strong interactions among the individual units [Luyben & Floudas, 1994 , Malcolm et al., 2007 . The energy feedback also leads to interesting dynamic features [Jacobsen & Berezowski, 1998 , Jacobsen, 1999 .
In our previous work [Jogwar et al., 2009] , we have identified a class of energy integrated networks characterized by the presence of large energy recycle. Such networks have been shown to exhibit two-time scale dynamics, with the individual units evolving at a much faster rate compared to the overall network. This class captures structural properties of numerous integrated configurations with a single integration loop such as, reactor-feed effluent heat exchanger networks and vapor recompression distillation. We have also identified [Baldea & Daoutidis, 2008] another class of integrated networks characterized by the presence of large energy throughput. These networks have also been shown to exhibit two-time scale dynamics, with the energy balance variables evolving at a much faster rate compared to the material balance variables. Typical examples of this class include thermally coupled distillation columns and multi-effect evaporators.
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However, a large number of energy integrated networks are complex, consisting of combinations of large energy throughput and large energy recycle loops. The resulting multi-loop integrated structure has a potential to demonstrate multi-time scale dynamics similar to the single loop networks and possibly some additional features due to interactions between the loops. An analysis of energy flow patterns in energy integrated distillation columns showed that typical column configurations lead to such complex networks with multiple integrated loops [Jogwar & Daoutidis, 2010] .
In this work, we focus on such complex multi-loop networks, aiming at an analysis/reduction framework which identifies the contributions from the constituent loops. The modular structure of these complex networks lends itself to a graph theoretic analysis, whereby weak and strong connections between process units arising from time scale separation can be identified from structural information. To this end, a process network is represented as a graph. An algorithm based on identification and replacement of recycles and throughputs in the graph to obtain a reduced representation of the original network and to predict its time scale properties is presented. The proposed approach has clear benefits over a rigorous dynamic analysis, which are illustrated through an example.
GRAPH THEORETIC FRAMEWORK FOR NETWORK ANALYSIS
Any network of entities can naturally be represented as a graph, wherein the nodes represent the entities and the edges represent interactions. Such an abstraction then allows for implementing graph-based algorithms and techniques to analyze the network. In this section, the graphtheoretic framework for representing energy flows in process networks is formulated. 
Terminology from graph theory
The terminology described here is adopted from common graph theory parlance [Chartrand & Zhang, 2005 ].
• Energy flow graph: A weighted graph G(N,E) of the energy flows in a process network -the nodes N represent individual process entities (e.g. heat exchanger passes, trays of a distillation column) and the edges E (directed and weighted) represent the direction and the order of magnitude of the energy flows. Sources and sinks are not explicitly represented. Directed edges with no tail (or head) node are energy flows from sources (or to sinks).
• Energy flow path: An open walk of nodes and edges of the energy flow graph, starting from an energy source and terminating at an energy sink, such that no node is repeated.
• Energy flow cycles: A closed walk of nodes and edges such that no node, except the first node, is repeated.
• Degree (of a node): Total number of edges connected to a node.
Basic building blocks
Large energy recycles are obtained when the magnitude of the recycle is larger than the magnitude of the inlet and outlet energy flows. Large energy throughputs are obtained when the magnitude of the throughput is larger than any other energy input/output. In the energy flow graphs, throughputs are energy flow paths, while recycles are energy flow cycles. These blocks can be replaced in the graph by a single composite unit to reduce the complexity of the representation and, as will be seen in the next section, also to analyze the dynamics of the energy balance variables in the process network. Based on our previous work [Jogwar et al., 2009 , Baldea & Daoutidis, 2008 , it can be established that:
• all the units of the throughput block in Figure 1 (a) evolve in a fast time scale corresponding to O(h 1 ) energy flows. This time scale can be expressed by stretching the original time t by the large term h 1,s /h s as:
where h is one of the smallest order of magnitude energy flows in the network and the subscript s denotes nominal values.
• all the units of the recycle block in Figure 1 (b) evolve in the fast time scale τ h1 , while the the overall enthalpy of the recycle block evolves in the slow time scale τ h0 , where τ h1 and τ h0 are defined as above and τ h1 τ h0 ∀t. Remark 1. For the recycle block in Figure 1 (b) , if the inputs and the outputs are of the same order of magnitude as the recycle (i.e. O(h 0 ) = O(h 1 )), then the constituents as well as the overall enthalpy of the block evolve in only one time scale τ h 0/1 . Such a block is equivalent to a large throughput block.
Simple combinations of building blocks
The energy flow graph of a complex process network (such as an energy integrated network) will have multiple loops and paths involving many units. Two example graphs are shown in Figure 2 . These energy flow graphs represent components of real integrated systems, in this case, side rectifiers and heat pump assisted distillation columns [Jogwar & Daoutidis, 2010] . The energy flow graphs of such networks can be simplified by identifying the throughputs and the recycles in the system and replacing them with their equivalent representations (see Figure 1) . Figure 2 also ultimately simplify to a single (throughput) unit. Note that a composite recycle (or throughput) block will exhibit the same time scale multiplicity properties as a simple recycle (or throughput) block, as discussed in section 2.2.
ALGORITHM FOR COMPLEX NETWORK REDUCTION AND INFERENCE OF MULTI-TIME SCALE DYNAMICS
Any complex energy flow graph can in principle be simplified (as shown above) to obtain a reduced form represented by a single composite unit (comprising of single and/or smaller composite units). This becomes a cumbersome task as the complexity of the network increases. To this end, the algorithm that follows formalizes this procedure within a graph theoretic framework.
Remove N from G end for end for return T The inputs to the algorithm are the graph G(N,E) and a vector W of the various orders of magnitude exhibited by different energy flows. The output of the algorithm is T , a set such that T (τ m ) refers to the set of units (nodes) evolving in the time scale τ m . Since we seek the evolution of the system for times t = 0 → ∞, the algorithm begins with the largest order of magnitude energy flows (corresponding to the fastest time scale) and proceeds to the smallest. For a given order of magnitude 'm', an induced subgraph 'H' is formed from G such that all the edges in H are of the order 'm'. All the nodes in this subgraph evolve at the time scale τ m . The next step is to simplify all the cycles in this subgraph. The while loop essentially performs the operation shown in Figure 2 (a). The subroutine SmallestElementaryCycle(H) finds the smallest cycle in H. Elementary cycles in a graph can be obtained by efficient algorithms [Tarjan, 1973 , Ehrenfeucht et al., 1973 . Once a cycle is found, the subroutine GraphReduce(G,C,m) replaces the nodes of C in G with a composite node labeled R m L where L is the set of nodes in C. Graph rewriting algorithms [Dorr, 1995 , Heckel, 1973 are available to implement such a replacement procedure. The iteration continues until all the cycles in H are replaced. Once all recycles are identified and replaced with composite units, H contains only composite recycle nodes and/or throughputs. Note that in a particular time scale, all the constituent units of a given recycle/throughput block of a process network have the same dynamic properties (section 2.2). Therefore, upon simplification, it is sufficient to retain the information of the nodes and the order of magnitude of the energy flow cycles and paths of H (or G).
Since the energy dynamics of all the units of a throughput block evolve in a single time scale, these units need not be considered while analyzing the subsequent time scales. Therefore the algorithm seeks all the nodes with edges (degree(N) =0), as they would necessarily be a part of a throughput, and removes them all from G. Removal of a node leads to edges without a tail (or head) node. These edges represent energy flows which have negligible (compared to the large throughput) contribution to the energy dynamics of the throughput. They can be treated as energy flows from the source (or to the sink) without any loss of information regarding the energy dynamics. The procedure described above is repeated for the subsequent orders of magnitude present in W. Remark 2. The recycles are identified prior to throughputs, because identifying and removing throughputs first leads to ambiguity in differentiating between a recycle and a bypass block involving some of the units of a throughput.
Remark 3. The algorithm captures the two-time scale dynamics of large energy recycles by identifying that the units of the recycle block of larger magnitude evolve in the fast time scale while the composite unit, representing the enthalpy of the entire recycle block, evolves in the slower time scale. Remark 4. The two fundamental steps in the algorithm are: (1) determining elementary cycles, and (2) graph rewriting. The process of finding elementary cycles requires O(N.E. (C + 1) ) operations [Tarjan, 1973] (where C represents the number of elementary cycles), while the number of graph replacement operations are bounded by the number of nodes (and edges) involved in a cycle (O (min(N, E) ). Clearly, the complexity of the algorithm is directly dependent on the complexity of the cycle detection algorithm.
ILLUSTRATING EXAMPLE
Let us consider an example of a complex network with the energy flow graph as shown in Figure 3 . This configuration includes energy flow structures previously observed in integrated process networks [Jogwar & Daoutidis, 2010] in a modified form, in order to illustrate all the features of the algorithm. The network under consideration has energy flows spanning three different orders of magnitude (distinguished by lines of varying thickness). Let us now investigate the dynamic properties of this network using both a rigorous analysis and the graph-based approach presented in the previous section.
Detailed analysis
The dynamic equations governing the energy balance of this network are represented by Eq. 1.
(1) where H i represents the enthalpy of the ith unit, h i represents the energy flow leaving the ith unit and d i represents an external energy flow entering/leaving the ith unit. Note that the energy flows h i are functions of the states H i . The various energy flows span three different orders of magnitude. Specifically, the energy flows h 1 , h 10b , h 13 , d 1 , d 3 , d 9 and d 10 are O(1); the energy flows h 2 , h 8b , h 10a , h 11 , h 12 , d 11 and d 12 are O(1/ α ); and the energy flows h 3 , h 4a , h 4b , h 5 , h 6 , h 7 , h 8a and h 9 are O(1/ β ) (1 α β ). Let us define the O(1) steady state ratios k i as:
, and k h3 = β h 3,s d 1,s and the deviations u i from the steady state as: Substituting k i and u i , the dynamic equations (1) can be cast in a vector form (2).
We can note that the dynamic equations in (2) are singularly perturbed showing potential for multi-time scale dynamics. To this end, we use singular perturbations to uncover this time scale multiplicity.
Let us define a fast time scale τ β = t/ β and O(1) constants k α = α / and k β = β / 2 . Substituting these in Eq. (2) and taking the limit → 0, the description of energy dynamics in the fast time scale can be obtained as:
Thus, the enthalpies H β = {H 3 , H 4 , H 5 , H 6 , H 7 , H 8 , H 9 } evolve in the fast time scale. This fast dynamics converges to a quasi-steady state captured by equations g β = 0. It can be verified that these equations are not linearly independent. This means that the quasi-steady state constraints do not represent an isolated equilibrium point, rather represent an equilibrium manifold characterized by the independent constraintsg β = 0 (with g β = Bg β = 0).
We next define an intermediate time scale τ α = t/ α . Taking again the same limit → 0, the description of energy dynamics in the intermediate time scale can be obtained as: 
It can easily be established that these constraints are linearly independent, leading to an equilibrium state H α = {H 2 , H 3 , H 4 , H 5 , H 6 , H 7 , H 8 , H 9 , H 10 , H 11 , H 12 } for these enthalpies.
Finally, the slow time scale captures the evolution of H 1 and H 13 as governed by Eq. (5). 
Graph theoretic analysis
The network of energy flows in Figure 3 is also the energy flow graph G of the system. The algorithm is implemented manually (for better illustration) on this graph, as shown in Figure 4 . Fig. 4 . Subgraphs H of the energy flow graph G node has edges (degree(γ) = 2), thus forming a path from source to sink, and is therefore removed from G. Note that removal of this node could lead to edges with no head/tail. Figure 4(c) shows the subgraph of G with the smallest magnitude energy flows (O(h 1 )). Note the trivial edges d 3 , d 9 and d 10 arising due to the removal of the large throughput. It is clear from the figure that the two nodes (1 and 13) correspond to the variables evolving in the slowest time scale i.e. T (τ h1 ) = {1, 13}. Note that these results match the detailed analysis outcomes as tabulated in Table 1 .
CONCLUSIONS AND FUTURE WORK
In this paper, we have presented a graph based approach for the investigation of time scales in complex networks with energy integration. A process network is viewed as an energy flow graph with each unit being a node and the energy flows connecting different units being edges. A graph simplification algorithm is proposed to identify different time scales exhibited by the network. The analysis also allows the identification of the variables evolving in each of these time scales.
The presented approach is compared with a rigorous dynamic analysis for an example complex network. The two approaches predict three-time scale energy dynamics for the network, with some variables evolving in single and the others evolving over multiple time scales. Both the approaches yield the same results, however, the graph based approach requires only the knowledge of the orders of magnitude of energy flows, and is generic and easily scalable to larger networks.
The framework proposed in this paper can be extended to extract further details, such as:
• classification of the outputs to be controlled and the inputs available for manipulation in each time scale, and • dynamic degrees of freedom in each time scale which can aid control structure selection and system identification. Also, the ideas presented are not restrictive to energy systems and are applicable to a broader class of networks with flow of materials, species and information, as observed in chemical, biological and computer networks. These ideas are being pursued currently.
