Enhancement of the quality of a digital image is desirable in several scenarios such as underwater-image analysis, where improving visibility is necessary to reduce alterations caused by unbalanced lighting and the presence of sediments, among others. Many algorithms have been proposed oriented towards treatment of specific factors, such as contrast, color fidelity, noise, and lighting. This work explores the literature techniques and establishes a filter sequence for enhancing underwater images based on a pre-established quality metric. The resulting sequence begins by balancing the lighting using homomorphic filtering, improve the contrast by the Contrast Limited Adaptive Histogram Equalization (CLAHE) algorithm, and finally noise reduction and edge enhancement are done by using bilateral filtering. The results of the implementation suggest a qualitative improvement, in contrast, color, and sharpness of borders.
Introduction
Digital image processing is a branch of signal processing whose objective is to obtain either a processed image or a set of characteristics from a digital image [1] . A digital image is defined as a bi-dimensional function ( , ) that specifies one or more levels of intensity depending on the color model for every coordinate ( , ) or pixel [2] . The most common procedures used to improve visibility are contrast enhancement, noise reduction, and degradation and reconstruction models.
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Due to their attributes, such as reduced visibility and prevalence of specific color tones, underwater environments add several additional difficulties because of the density of the medium and refraction. This gradually diminishes the intensity of colors that differ from blue as a function of depth (see Fig. 1 ). This results in reduced contrast, weak colors, and a visibility range between 5 and 20 m [3] or even less if there are disturbances in the water [4] . Underwater image (UI) treatment must consider physical phenomena originating from the medium and the effects resulting from the presence of organic and inorganic matter. The UI treatment techniques have become a tool for pre-processing used by computer vision systems that require the identification of objects in underwater environments [5] . These techniques can be classified into two categories: restoration and enhancement techniques [3] . The first defines a model that simulates the degradation of the scene to reconstruct it. Enhancement methods improve visibility through manipulation of the components of the scene. The latter are faster and simpler than image restoration, as they do not involve physical models of the formation of the image. UI enhancement is defined as a process that receives a low-quality image as input and generates as output an image with some increased features [7] . These techniques improve images through the enhancement of their characteristics. The contrast and noise characteristics are the most frequently mentioned in the literature [1] , [3] .
Measuring the effectiveness of these techniques is usually done through the Medium Square Error (MSE) [7] , [8] and Signal-to-Noise Ratio (SNR) [8] . Both metrics depend on having both the degraded image and an under graded copy to compare. If such images are not available, quality can instead be measured through edge detection algorithms and histogram analysis [9] .
This work aims to provide a methodology for UI enhancement through applying existing techniques oriented towards the treatment of their main deficiencies: lightning enhancement, contrast enhancement, and noise reduction.
Analyzing pre-processing filters sequences
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Previous Work
A proposed taxonomy of UI enhancement methods can be classified considers five categories [3] 
Histogram and Contrast Stretching and Manipulation.
These are the most common techniques for the enhancement of UIs. They consist in the extraction of the intensity histograms in order to normalize them either through equalization or stretching establishing a desired range of values to which the pixels in the image are restricted. Methods such as contrast stretching, histogram equalization, and Contrast Limited Adaptive Histogram Equalization (CLAHE) are some examples [1] , [7] , [10] - [12] , with CLAHE being one of the most recurrent with versions based on the RGB (Red, Green, Blue) and HSV (Hue, Saturation, Value) / HSI (Hue, Saturation, Intensity) color models [8] . The stretching of intensity values of an image is defined as [13] :
In [14] proposed a method based on stretching several attributes of the image. It begins with the use of a stretching algorithm to normalize the contrast of images in the RGB color model. Afterward, the image is transformed into the HSI model and stretching is done on the saturation and intensity layers to increase the color quality and to solve lighting problems. The enhanced image is then obtained by transforming it back to the RGB color model. In [15] observed differences in effectiveness between the use of Adobe Photoshop's color correction technique with manual and automatic adjustment mode. They worked with under-and overexposed UIs with depths of between 1 and 5 m.
In [16] proposed the color correction based on machine learning by Markov random fields. The color of input images is corrected with the value that best describes its surroundings.
In [17] used contrast stretching. Local contrast is treated using CLAHE. The resulting images have contrast enhancement at both local and global levels and are successfully used to perform image matching. Histogram manipulation is an effective way of improving UIs, but it is often necessary to couple it with other techniques to remove the enhance noise.
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The Retinex-based Model
The retinex theory uses the capacity of the human brain to recognize two instances of the same color under different lighting conditions as being the same color; that is, it searches for the constancy or invariance of color [18] . Computationally speaking, its goal is to eliminate the impact of the lighting component and to obtain the real component from the image resulting in improved images when there is little contrast due to inhomogeneous lighting [3] .
Chambah et al. [19] applied constancy color theory for the real-time recognition of fish. The methodology implements an Adaptative Contrast Equalization (ACE) method that combines the mechanisms of the gray world and white patch methods with histogram equalization to obtain an adequate constancy for both lighting and contrast, avoiding the creation of an inverse color emission over the image and facilitating subsequent segmentation and feature extraction.
Techniques Based on filters
Filter-based techniques use highly efficient filtering methods to reduce noise to improve quality in UIs [3] . This noise is often a result of the acquisition process of the image, resulting in pixel values that do not represent the real intensity of the scene [10] . Within this category, methods such as homomorphic filtering, anisotropic filtering, bilateral filtering, linear filtering, median filtering, and wavelet noise reduction, among others, can be found [10] - [12] , [20] .
Arnold-Bos et al. [21] describe a methodology for the enhancement of UI through the use of filters. The first step is contrast equalization using a low-pass filter and histogram thresholding to treat lighting inequalities. This step increases noise, so an adaptive smoothing filter is applied to reduce noise in the borders of objects. Two kinds of adaptive filtering are tested: anisotropic filtering, which requires manually setting diffusion constants, and Kovesi's wavelet filtering, which is applied automatically. Prabhakar and Kumar [22] presented an algorithm based on several imagefiltering methods. The first filter is the homomorphic filter, which corrects nonuniform lighting, improves contrast, and then performs wavelet noise reduction. The last filtering step is bilateral filtering, which smooths the image while preserving borders through a non-linear combination of image values close to each other. Finally, contrast stretching is applied to improve contrast and color correction is used to balance colors. The algorithm was tested with images where objects were at distances of between 1 and 2 m from the camera. Applying filters is effective when needed to treat specific problems in images, but when handling UIs, several attributes need to be corrected at the same time, resulting in the need to apply more than one method and, consequently, a higher processing cost.
Analyzing pre-processing filters sequences
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Polarization or Stereo Photography
Polarization techniques consist in using several images of the same scene taken rapidly with a variable grade of polarization [7] . These techniques are hard to apply in subaquatic environments where the speed of variation of the environment exceeds the acquisition speed. Techniques based on stereo photography avoid this problem by requiring two images of the same object taken from distinct angles. Although they can be used to enhance some of the image attributes directly, they are mostly applied in image restoration.
Mixed Techniques
Mixed techniques are remarkable for their often-consecutive application of more than one technique in the same image enhancement algorithm. They imply the application of not only methods from several image enhancement technique categories but also image restoration methods [3] . This tends to increase the computational cost but results in higher quality images.
Bazeille et al. [13] described a methodology composed of several independent methods. First, spectral analysis filtering is applied to remove repetitive wave patterns. Afterward, the image is scaled to a square power of two, allowing the use of Fourier transform and Fast Fourier transform algorithms. The color space is then transformed from RGB to YCbCr, making use of the luminance (Y) channel only, where homomorphic filtering is applied to correct non-uniform lighting. Afterward, wavelet noise reduction is used, and anisotropic filtering smooths the image while preserving borders. Intensity is adjusted by suppressing outlier pixels and stretching contrast. The image is then taken back to RGB space, and the original size is reestablished. The last step is to normalize the color median to ensure a balance between the three-color channels.
The procedure proposed by [23] is based on genetic algorithms and use the Empirical Mode Decomposition (EMD) methodology, which is widely used for non-linear data analysis. Through EMD, the image is decomposed into Intrinsic Mode Functions (IMFs), with weights for each channel of the RGB model: red, green, and blue. The improved image results from the combination of the IMFs with weights calculated through the genetic component of the implementation. The optimal individual is selected after processing the established generation, and then a color correction method based on that of Bazeille et al. [13] is applied. Table 1 depicts a set of works reported in the literature, detailing their approaches and most relevant characteristics as strengths and weaknesses. Table 2 shows the most relevant sequences according to the number of citations in the literature. This indicates that sequential-based approaches are effective to handle contrast, noise, and lighting simultaneously in a similar way to [13] . 
Methodology
To define the most appropriate sequence for the improvement of UIs, a set of filters or procedures is established considering the three most important problems present in a UI: lighting balance, contrast enhancement, and noise removal.
Based on the analysis reported in Tables 1 and 2 , the most common procedures in the literature are homomorphic filtering, CLAHE, and bilateral filtering to noiseremoval.
We determined CLAHE to be the pivotal step of the sequence due to its importance as a contrast-enhancing method. Since it is known that applying contrast enhancement methods can introduce artifacts in the image, noise removal was determined to be the last step in the methodology. Thus, the sequence begins by balancing lighting using homomorphic filtering, then contrast is enhanced through CLAHE, and finally noise is removed by bilateral filtering (see Fig. 3 ). Utilization of consecutive filters, alternating between RGB and YCbrCr color models.
+ The algorithm is fully automatic and does not require adjustment of parameters. + Positive results regarding the improvement of color and contrast.
-The implementation is not optimal; it can be improved by a C translation and better selection of filters. [14] Contrast stretching in the RGB model and intensity and saturation stretching in the HSI model. + Enhancement of both contrast and lighting.
-The increase in noise after applying two stretching techniques is not considered.
[16] Utilization of paired Markov random fields to infer the true color of underwater images.
+ Inference-based automatic enhancement of color and contrast.
-Requires and appropriately constructed training images dataset.
[23] Application of genetic algorithm to improve images, treating RGB color channels separately and using [13] for color correction.
+ Results are superior to [13] and other techniques such as contrast stretching and histogram equalization.
-The genetic algorithm results in images with unbalanced color that must be corrected through other techniques. [15] Comparison of manual and automatic color correction using histogram equalization.
+ The manual technique shows favorable results in terms of MSE.
-No improvement is proposed for the automatic methodology. [22] Consecutive application of filters followed by equalization of color and contrast.
+ Positive results regarding noise elimination and contrast and lighting enhancement. + Best parameters for bilateral filtering determined, based on PSNR (Peak Signal-to-Noise Ratio).
-Could not be compared with other techniques. [17] Separate applications of contrast stretching to improve global contrast and Rayleigh distribution-based CLAHE to improve local contrast.
+ The use of Rayleigh-based CLAHE with a significance of 5% resulted in a remarkable improvement of MSE.
-Manual contrast stretching did not result in a large improvement despite the time spent on its implementation. [19] Separate implementations of retinex model with WP/WW hybrid and ACE to improve the balance of colors and contrast.
+ Removes color and/or lighting cast over the scene. + The ACE method results in images that are appropriate for segmentation.
-The WP/WW method did not prove effective.
+ Strength -Weakness A homomorphic filter is a non-linear filter that allows the non-linear features of an image to be converted into additive ones through Fourier transform to manipulate. The motivation for the development of this technique is to handle multiplicative and signal-dependent noise, but it has been successfully utilized in digital image processing [31] . Ideally, the lighting component of an image is uniform, while only the reflection component varies abruptly. However, in some cases, such as UIs context, lighting is not constant. These variations can be modeled as non-linear noise and treated through homomorphic filtering. This transformation uses a sequence of steps to apply the filters. The first step is to carry out a logarithmic space transform through natural logarithms. Fast Fourier transform is used to pass into the frequency domain, and the chosen filter H is a high-pass filter to attenuate the low-frequency components without damaging high-frequency information [32] . Once the image has been treated in frequency space, inverse fast Fourier transform and the exponential function are used to return to the original space and obtain the processed image (see Fig. 4 ). Contrast enhancement is often done through histogram equalization based on the Cumulative Density Function. In a reduced contrast image, it is more likely that certain intensity values will be found, and thus the function will not have a linear shape. An image with good contrast is one where every intensity value in the selected range has a similar representation. This is achieved using a mapping table, which allows a more balanced apparition likeness to be assigned to every intensity value [2] . Mapping values are determined for each intensity value f of the original image as defined in (2), based on a maximum intensity and a minimum intensity , with ( ) as a uniform probability density distribution.
Although the increase in contrast is often noticeable, it often results in wrong mappings for some colors, undesirable amplification of noise, and the appearance of artifacts. The CLAHE algorithm solves this problem by combining two techniques: Adaptive Histogram Equalization (AHE) and Contrast Limited Histogram Equalization (CLHE).
The principle behind AHE is to divide the image into several tiles and increase the contrast for each of these individually to improve the contrast locally rather than globally. Once this step is finished, the image is reconstructed through linear interpolation [33] . In CLHE, a parameter is established to limit the increase in contrast by removing pixels from the highest points in the histogram and redistributing them evenly throughout it [34] . Usually, this implies that the cut zone surpasses the established threshold, so the process is repeated until the area above the limit is small enough.
CLAHE not only combines AHE and CLHE to increase contrast locally in a limited manner but also makes it possible to define a preferred probability density distribution, thus also defining the desired shape of the histogram. Some examples of these distributions are the exponential and Rayleigh distributions.
Bilateral filtering has the goal of reducing noise and enhancing borders in images at the same time, operating in both the spatial and frequency domains. The technique used often results in loss of detail in areas where transitions between colors are softer, easing the use of segmentation techniques when compared to other noise-removal and border-enhancing algorithms [35] . However, this filter is very costly in computational terms. The original bilateral filter implementation of [36] , which can be used with both gray-scale and color images, is employed with the recommended parameters of a semi-width of = 5 and standard deviations for the spatial and frequency domains of σ spatial = 3 and σ frequency = 0,1.
Selection of CLAHE Parameters
The CLAHE parameters are NumTiles, Clip Limit, NBins, Range, Distribution, Alpha, and color space. Due the different color spaces, we were interested about analyzing its effect, so were selected: LAB, HSV, RGB-HSV, and Red-HSV like as color spaces variants.
Parameter selection is carried out through experimental testing by verifying the effectiveness of each parameter combination for each CLAHE color space variant. The evaluation methodology was based on the principle that contrast improvement should happen mainly over the area or object of interest in comparison with the image background. For this reason, for each image, two windows are manually selected: one focusing on the object of interest, subject to a high contrast increment, and the other limited to background areas, where a noticeable change is not expected when applying CLAHE.
The difference in average intensity between the original and treated windows is defined as:
. , *
where 1 and 2 are the selected windows while , and , are their respective proportions. The effectiveness of the contrast enhancement for the image , ∈ [0,1] in each CLAHE iteration is established as the sum of the differences of average intensities calculated for the window with the object and the window with the background for the original image , and the improved image defined as follows:
where is the difference in average intensity between the two windows for the original image and is the difference in average intensity for the improved image. The total effectiveness of the CLAHE method measured for a set of images is:
Once the CLAHE parameters for each color space variant have been determined, the effectiveness of the algorithm sequences is analyzed from the perspectives established in the literature: subjective and objective. The subjective approach 760
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considers color perception and visibility. The objective approach, is based on [9] , which determines the quality of the method according to some detected borders with a border-detection algorithm and analysis of the histograms of the processed images.
Objetive Evaluation Methodology
The two basic ideas behind objective approach is that a good enhance image permits an improved border detection results, and that an image with contrast enhance has a wide range histogram.
Border detection is carried out with the Sobel border-detection algorithm. This method is a convolution technique where two kernels of uneven size are applied, one for detecting vertical borders and the other for detecting horizontal ones. The intensity gradient is calculated for the image at every point, showing how abrupt the changes in intensity are, and therefore indicating the probability that a border exists [37] . Eq. (5) defines both masks used in the algorithm, with ∆ being the horizontal mask and ∆ the vertical one. The method is sensitive to noise, and its selection was based on that fact, since in an image that has not been corrected properly, not only the borders but also noise will be detected, so even if the border count is favorable, an extremely high number of detected borders indicates that some of them are noise or artifacts, so the image can be of poor quality and hard to segment. 
Eq. (6) depicts the counting of separate elements in a binary image, thus:
where Q is the container including all separate elements in a binary image, where an individual element is one that does not intersect with any other element of the image. Additionally, histogram analysis is done with the assumption that an image with good contrast is one whose histogram covers a wide range of values. In an image with poor contrast, however, most intensity values will be skewed towards either 0 (dark tonalities) or 255 (bright tonalities). Even if the histogram is not skewed in either direction, its contrast is reduced too if the range of values covered is narrow. The two measures used to determinate whether the histogram of the processed image corresponds to an improved contrast are the difference between its maximum and minimum values, and the standard deviation in the every intensity value, which will be higher if there are color or intensity tones that are overrepresented and lower if there is a balanced representation, indicating better contrast. The intensity difference w of the histogram, and standard deviation σ are defined as:
where and are the maximum and minimum intensity values, respectively, and n is the highest possible intensity value, ̅ the average number of instances, and the number of instances for any given intensity value i.
Experimental Results
The images used were taken from the QUT image dataset [38] as well as other smaller databases used in similar works [39] - [44] . The computer used for testing was a desktop computer with an i7-4820k 3.70-GHz processor and 32 GB of RAM, with code being executed in high-performance mode.
CLAHE Parameters
The estimation of the effectiveness of each combination of parameters was done over a set of 30 images, and the results were averaged for each of 5000 iterations. The 5000 results were placed in descending order. The best results were manually selected for every CLAHE variant, discarding parameter values where the contrast increase resulted in extremely noisy images, such as NBins values higher than 512, which distort color, or fixing the distribution as Rayleigh as recommended for UI treatment [45] , reducing the results to a subset of 2000. Table 3 shows the parameters of the CLAHE algorithm as well as the evaluated values of each of them. Although the best results were obtained by applying CLAHE on the LAB color model, this does not guarantee that the use of LAB is a strictly superior option compared to using models such as combined RGB-HSV. This is because manipulating the luminance layer of the LAB color model does not have such a noticeable effect on background areas as manipulating the red, green, and blue layers of RGB, skewing the comparison and making it valid only for determining the best parameters to use for each color model separately. Table 4 shows the preferred parameter combination for each CLAHE color model variant.
Selection of CLAHE Variant and Measurement of Effectiveness
According to the results of the realized tests, in Table 5 , three of the variants of the original sequence of Homomorphic Filtering (HF), CLAHE, and Bilateral Filter (BF) are observed positively, excluding only the Red-HSV implementation, where CLAHE is applied on the red layer of the RGB color model and the hue and saturation layers of the HSV color space. Table 5 shows the average results for each measure of the execution of each variant of the proposed sequence on 30 images, including the average execution times in seconds. It can be observed that the most effective sequence for almost every evaluated aspect is HF-HSV CLAHE-BF, with an augmentation of borders detected by means of the Sobel technique and histogram width superior to that of the other sequences, as well as lower standard deviation in the histograms for all the color layers, which indicates higher contrast and color balance. The only aspect in which it is not the superior implementation is the average execution time. However, the difference from the others sequences is relatively small (less than 5%) and not significant when compared to the execution time of the bilateral filter itself.
It is important to note that, as observed in Figs. 10 to 12 , the HF-HSV CLAHE-BF sequence shows a higher occurrence of noise, although subjective analysis of the images also shows that the borders are better preserved. The HF-RGBHSV CLAHE-BF results are not remarkable; it has neither the best result nor the worst for any measurement. On the other hand, although its contribution to border detection is not big, it generates less noise than the rest of the proposed sequences. Furthermore, it is the only one of the four implementations that results in improved color when images with a predominant color cast are processed. The HF-LAB CLAHE-BF sequence produces histograms with a width very close to that of its counterpart in the HSV model and detects borders with less noise but has the worst average standard deviation for the red and blue histograms.
Finally, the HF-RedHSV CLAHE-BF implementation had the worst results overall, with worse border detection and generation of narrower color histograms when compared to the original images. The measurement of the average standard deviation is not positive either for the red and green layers, confirming that it does not result in images with improved contrast. The only positive point is its running time, which is not an important advantage given the reduced difference in the rest of the implementations.
Conclusions
In the field of UI enhancement, it is often difficult to implement techniques designed for non-underwater contexts directly. Lighting inequalities, poor contrast, and noise are problems when trying to implement computer vision technologies to solve real world problems. In this case, the segmentation of the fish for measurement implies the need for images without the mentioned issues, but such images are difficult to obtain even in controlled environments.
Another of the hardest aspects is the measurement of the quality of the processed images; usually, metrics such as the median square error and the peak signal-to-noise ratio are applied, however, they cannot be used without having ideal, undegraded images with which to compare the results or a model to generate degraded images from them. Therefore, it becomes necessary to measure the effectiveness of the implemented methods through histogram analysis and border detection. Thus, it is important to define a model for the generation of degraded images that simulate underwater conditions. Other metrics, such as the difference in contrast between windows used to define the best CLAHE parameters, are skewed when methods that are executed on different color spaces are compared.
The HF-HSV CLAHE-BF, HF-RGBHSV CLAHE-BF, and HF-LAB CLAHE-BF sequences result in improved visibility, more balanced lighting, and reduction of noise that could make segmentation harder. The processed images have a wider range of colors that is more representative of the scene characteristics, with more contrast between the distinct objects present in the scene, as confirmed by Sobel border detection and histogram analysis. Subjectively, removal of color casts is observed without the appearance of many noticeable artifacts when using CLAHE on the combined RGB-HSV color model; this is not the case when CLAHE is executed on the HSV and LAB models, as the color is not directly manipulated. However, HF-HSV CLAHE-BF is the best option when handling images where there is no dominant color tonality.
Although not all the images used for testing were images of fishes in controlled environments, the effectiveness of the proposed sequences in handling scenes with noise in the form of particles and background elements is a good indicator of progress towards the upcoming segmentation step to be carried out on the processed images. Considering the advantages of using CLAHE on three of the four proposed color models, future research should address the issue of automatically selecting an adequate method depending on the attributes of the input images. It is important to note, however, that the LAB and HSV results are similar in that they are not capable of fully eliminating color casts typical of many underwater environments. Considering that the HSV-based implementation has better results than the LAB one, the automatic selection can be restricted to the HF-HSV CLAHE-BF and HF-RGB HSV CLAHE-BF sequences.
In closing, the MATLAB implementation had the expected results. CLAHE and the homomorphic filter did not have very large impacts on running time, even when running the CLAHE algorithm five times when working with the combined RGB-HSV model. On the other hand, even if bilateral filtering has a positive impact on the segmentation of processed images, a real-time implementation will require a faster implementation, possibly making use of programming languages such as C or C++ and parallel processing techniques to obtain adequate running times. Analyzing pre-processing filters sequences 767 Fig. 12 : To the left, three underwater images. To the right, the same three images after being processed with the HF-CLAHE RGBHSV-BF sequence.
