Nonlinear conjugate gradient method holds an important role in solving large scale unconstrained optimization problems. Their simplicity, low memory requirement, and global convergence stimulated a massive study on the method. Numerous modifications have been done recently to improve its performance. In this paper, we proposed a new formula for the conjugate gradient coefficient k  that generates the descent search direction. In addition, we establish the global convergence result under exact line search. The outcome of our numerical experiment show that the proposed formula is very efficient and more reliable when compare to other conjugate gradient methods.
Introduction
Nonlinear conjugate gradient (CG) methods are designed to solve large scale unconstrained optimization problems of the form , ), ( min 5], Hestenes-Steifel (HS) [11] , Liu-Storey (LS) [21] , Dai-Yuan (DY) [20] , and Conjugate Descent (CD) [16] formulas and are given by
) (
where
. denotes Euclidean norm of vectors. Numerous studies have been done on the global convergence properties of the CG method. Zoutendijk [6] , prove the global convergence of FR method under exact line search. However, Al-Baali [9] , Touti-Ahmed and Storey [3] , and Gilbert and Nocedal [8] , analyse the global convergence of algorithm related to the FR method but under inexact line search, with strong Wolfe condition; For recent findings and further references of studies on CG method, refer to Andrei [15] , Hager and Zang [19] , Wei et al. [22] , Rivaie et al. [12, 13] , Abashar et al. [1] , Jusoh et al. [7] , and Sofi et al. [18] .
In this paper, we propose a new formula for k  and its algorithm in section 2.
In section 3, we present the sufficient descent condition and establish the global convergence proof of the new method. Some numerical results and discussions are presented in section 4. Finally, section 5 present the conclusion.
New CG Coefficient
In this section, we propose a new formula for k
SMARZ denotes Sulaiman, Mustafa, Abdelrhaman, Rivaie and Zabidin. For our new coefficient, we constructed a new formula for the numerator of Ravaie et al. [13] while retaining the denominator as define by
The algorithm is given as follows (5) - (10) or (13) Step3. Compute
Step4. Compute step size based on (3).
Step5. Update new point base on (2).
Step6. Convergence test and stopping criteria.
, then terminate,
and go to Step 1.
Convergence Analysis
All line search techniques require the sufficient descent condition. However, the conjugate gradient methods do not generate a descent search direction which is always assumed in its convergence analysis. In this section, the convergence properties of our new coefficient SMARZ k  will be studied. First of all, we need to establish the sufficient descent condition and global convergence properties which are the most important criteria for an algorithm to converge.
Sufficient descent condition
For sufficient descent condition to hold, then
The following theorem shows that our new formula with exact line search will possess the sufficient descent condition.
Theorem 1
. Hence condition (14) holds true. We also need to show that for 1  k , condition (14) will also hold true. From (4), we have
multiply both sides of (4) by
For exact line search, . 0
holds true. The proof is completed. ■
Global convergence properties
To analyse the global convergence of the CG method, the following assumption is often needed.
Assumption 1 (i)
The level set 
The following useful lemma is under Assumption 1, and was proved by Zoutendijk [6] .
Lemma 1
Suppose Assumption 1 hold true. Consider any CG method of the form (4), where k d is a descent search direction and k  satisfies the one-dimensional search direction condition. Then, the Zoutendijk condition holds, which is given by
which can be written as
Based Lemma 1, we obtain the convergent theorem of the CG method given below using (17) .
Theorem 2
Suppose assumption 1 holds. Consider any CG method of the form (2) and (4), where k  is computed by exact line search and k  is obtained by (13) . Then
Proof We prove by contradiction. That is, if Theorem 2 is not true, then there exist a constant 0   such that
Rewriting (4) as 
Dividing both side of (22) 
Applying (17), we have
Therefore, from (24) and (21), it shows that
This, however, contradicts the Zoutendijk condition in Lemma 1. Therefore, the proof is completed. ■
Numerical results and discussion
In this section, we present the numerical results of our propose method based on comparison with CG methods of FR, PRP, and RAMI. These comparisons are based on number of iteration and CPU time. We examined the numerical performance of the propose formulae on 16 different optimization test functions most of which are from Andrei [14] . We considered 6 
|| ||
as the stopping criteria. For each test problem, four initial points are used; these four initial points will lead us to test the global convergence of the new formulae. All algorithms are coded on MATLAB 7.6.0 (R 2008a) subroutine programming. The test was run on Intel® Core™ i5-2410M CPU @ 2.30 GHz processor, 4GB for RAM memory and Windows 7 Professional operating system. We employ exact line search to avoid complexity and also to obtain the exact value of the step size. The list of test functions used and their initial points are presented in Table 1 . The performance profile by Dolan and More [4] presented in Figures 1 and 2 , is used to display the performance of all the methods. They introduced a notion to evaluate and compare the performance of set of interested solvers S on a whole set of test problems P . They defined s p t , = computing time needed to solve problem by solver (the number of iteration of CPU time). Requiring a basis for comparisons, they compared the performance on problem p by solver s with the height performance by any solver on this problem using the performance,
