Channel estimation via training is a common method for providing imperfect channel state information (CSI) in a network. In a relay network, imperfect CSI can be efficiently provided at the relays by sending training signals from the source and the destination nodes to the relays. Providing imperfect CSI at the destination is more challenging since each relay is required to send training signals to the destination. We introduce the feedforwarding method, where each relay simply forwards the imperfect CSI to the destination in such a way that we benefit from the relay network structure to carry the information for us. This method significantly lowers the network resources spent on providing the imperfect CSI at the destination. In addition, we prove that the feedforwarding method provides better average effective signal to noise ratio (eSNR) compared to the training methods currently known in the literature. The eSNR is an important parameter in the channel capacity expressions. Therefore, the parameters of a network with training could be optimized in order to maximize the eSNR. In our setup, source, relay and destination nodes have M , N and M antennas, respectively. We use matched filtering at the relays and single antenna decoding at the destination, where each source antenna communicates to a separate destination antenna via K relays. We achieve our results at large K.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) technology is the corner stone of next generation wireless networks, which is supported by IEEE 802.11n (WiFi) and 802.16e (WiMax) standards, due to its capacity, coverage and diversity advantages [1] . Future WiMax networks with additional type of nodes, relays, are currently being standardized under 802.16j. Relays increase capacity and coverage. In addition, relays are affective in dealing with the non line-of-sight problem. Furthermore, relays do not require backhaul resulting in less complex and cost efficient designs [2, 3] .
The signal to noise ratio (SNR) of the effective channel between the source and destination nodes is known as effective SNR (eSNR). The parameters of a point-to-point network (P2PN) with training could be optimized in order to maximize the eSNR [4, 5] . The eSNR is also considered in industry including 802.16m [6, 7] . The main purpose of this study is to introduce the feedforwarding method, which is more efficient and provides better average eSNR performance than the training methods currently known in the literature.
Most of the studies in relay networks assume that the destination has the perfect channel state information (CSI) [8] - [13] , which may not necessarily be the best approach in practice. The perfect CSI assumption is suitable for a network with slow fading channels (i.e. Indoor environments). The innovative feedforwarding method efficiently provides the effective CSI at the destination. In [14] - [16] , the effective CSI is estimated at the destination, where amplify and feedforwarding is applied at the relays. This method is suitable for nomadic relays and fixed destination [2] . Amplify and feedforwarding always perform poor than matched filtering (MF). We focus on relays, where MF is applied with imperfect CSI. Additionally, we feedforward CSI to the destination. This method is suitable for fixed relays and mobile destination. Imperfect CSI at the relays is only studied in [17] . In [17] , they consider a single antenna relay network with deterministic equivalent channel model [9, 11, 12, 17] . Whereas we consider multi-antenna relay network with ergodic channels [18] . To the best of our knowledge, the previously mentioned papers are the only studies on channel estimation via training in relay networks. However, there exists a vast literature on channel estimation via training in P2PNs (see [19, 20] and the references therein). The reader is also directed to [21] , which discusses the CSI effects on the channel capacity of P2PNs.
In our setup, we consider two-hop relay networks, where source node transmits data signals to the relays at the first hop and at the second hop, relays transmit their received signals to the destination as seen in Fig. 1(a) . We also consider single antenna decoding at the destination, where designated end node (source and destination nodes) antenna pairs communicate (each source antenna communicates to a separate destination antenna) through assigned relays as seen in Fig. 1(b) . Assigning the relays (subgrouping the relays) is named relay partitioning [8] .
A. Notation
Bold characters denote vectors. E{.}, (.) * , (.) T and Tr{.} denote expectation, Hermitian, transpose and trace operators, respectively. CN (µ, σ 2 ) stands for a complex Gaussian random variable with mean µ and variance σ 2 . var{.} denotes the power of a vector or a scalar.
B. Outline
In Section II, we introduce the main results. In Section III, we introduce the complementary results including the numerical results. In Section IV, we conclude.
II. MAIN RESULTS

A. Channel and Signal Models
We assume fixed number of antennas at each node. In addition, we assume that there is no direct link between source and destination layers. The relays use MF with either imperfect or perfect CSI.
We assume independent data signals are sent from source antennas (spatial multiplexing). We use block fading channel model, where channel coefficients do not change in a coherence interval, T (symbols per channel use), and change independently in the consequent intervals. We denote the time spent on the data transmission phase with T d . We focus on data transmission phase and assume other phases, including training and feedforwarding phases, are already accomplished. We do not consider path-loss and shadowing effects. We assume all channels, transmitted signals and noises are complex Gaussian random variables with zero means and generic variances. We assume half-duplex communication, where the nodes cannot transmit and receive simultaneously. Finally, we assume minimum mean square error (MMSE) channel estimation is used at the relays, which provides an unbiased estimate that is uncorrelated with the channel estimation error [22] .
In single antenna decoding method, we assume x th (x = 1, 2, ..., M ) source and x th destination antennas are assigned to each other for notational simplicity. Each antenna pair is served by a subgroup of K relays, thus we have M subgroups (relay partitioning). The subgroup, which serves for the x th antenna pair is denoted by L x (x = 1, 2, ..., M ). We use M [1] [1] notation to represent our network setup, which is shown in Fig. 2 . M × N × M denotes that each node in source, relay and destination layer has M , N and M antennas, respectively. The numbers in the square brackets denote the number of the nodes at the respective layers. Therefore, M [1] [1] denotes that source layer has one node with M antennas, relay layer has M K nodes each with N antennas and destination layer has one node with M antennas.
Considering the communication between the i th antenna pair, the received signal at the k th relay in the i th subgroup is given as:
where ρ S is the power spent by source for data transmission and s y is the T d × 1 source signal vector transmitted from the y th antenna with independent and identically distributed ( ) entries, between the y th source antenna and the k th relay in the x th subgroup. n xk is the noise at each relay of the x th subgroup and has i.i.d. CN (0, σ 2 nx ) entries. Note that the second term in the parenthesis of (1) is the interference. After each relay applies MF, the received signal at the i th destination antenna is given as:
where ρ R is the power spent by each relay and t xk is the transmitted signal at the k th relay in the x th subgroup. The k th relay is denoted by R k (k = 1, 2, ..., K). g y xk is the forward channel, which is a N × 1 vector and has i.i.d.
entries, between the y th destination antenna and the k th relay in the x th subgroup. z y is the noise at the y th destination antenna and has i.i.d. CN (0, σ 2 z y ) entries. The desired source signal is represented with i and the interfering signals are represented with j (j = 1, 2, ..., M and j = i) as also seen in Fig. 2 .
Unlike [8] , we do not assume that all backward and forward channel variances are equal and normalized to unity. Instead, we use a more generic scenario as seen in Fig. 2 . As an example, consider a 2 [1] ×1 [4] ×2 [1] relay network with relay partitioning in Fig. 3 . Here, we assume that the channel variances of the relays in a subgroup seen by each antenna are equal. i.e. The channel variances between source (destination) antenna of pair 1 and the relays in the subgroup L 1 are σ 2
). We normalize the channel variances to unity in only numerical analysis for convenience.
B. Methods and Schemes
We compare the feedforwarding method (M1) to the classical (M2) [4] and the new training methods (M3) [15] . Consider a noiseless single antenna relay network with K relays, where amplify and feedforwarding method with an amplification constant 1 is applied. Therefore,
received at the destination, where ρ denotes the power normalization factor. h k (g k ) denotes the backward (forward) channel between the source node and the k th relay (between the k th relay and the destination node). We assume that in M2, destinations knows the estimates of each h k and g k separately; whereas in M3, the estimates of each h k g k . On the other hand, in M1, the destination knows the estimate of
After proving that M1 has higher average eSNR than M2 and M3, we compare M1 with challenging schemes shown in Fig. 4 , where the lines between the layers denote the MF directions. Consider a single antenna relay network with K relays. In scheme C1a, each relay applies MF with h * k and g * k . Therefore,
V is received at the destination, where s and V denote the source signal and the overall noise, respectively. We assume that the destination knows the effective CSI,
In scheme C1b, each relay applies MF with h * k and g * k , where h k and g k denote the MMSE estimates of the backward and forward channels. Therefore,
is received at the destination. We assume that the destination knows the effective CSI,
In scheme C2, each relay applies the same MF with C1b and therefore, the same signal is received at the destination. Each relay feedforwards
, where ρ ′ R,f and z f denote the power normalization factor and the zero mean complex Gaussian noise during the feedforwarding phase.
C. The eSNRs of C1a and C2 with Simplifications
We evaluate the eSNRs of C1a and C2 with and without simplifications in this sub-section and in Appendix V-A, respectively. Note that our main conclusions also hold for non-zero mean channels. However, the complicated expressions in (7) become more involved without zero mean channel assumption. 
Proof:
The received signal at each relay is given as:
Then, each relay applies MF with the perfect backward CSI, h * k :
The above signal is normalized to unit average power:
by using the following equality from [23] :
where σ 4 hk = σ 2 hk σ 2 hk . Then, each relay applies MF with the perfect forward CSI, g * k . Considering the power constraint E{|t k | 2 } = 1 at each relay, the transmitted signal from the k th relay is given as:
The received signal at the destination is given as:
where
y sig and v are the received desired and noise signals at the destination, respectively.
Note that the effective channel and the overall noise,
to the product of multiple Gaussian random variables [24] . However, we use central limit theorem due to large number of relays by observing that the effective CSI and the overall noise are composed of independent terms.
Then, eSNR is evaluated as follows:
November 8, 2008 DRAFT Now, we evaluate the numerator and denominator of the above equation step by step:
The third steps in the above evaluations are obtained by assuming all backward and forward channel variances are equal within themselves. That is, σ 2 hk = σ 2 h and σ 2 gk = σ 2 g , which also leads to ρ k = ρ for k = 1, 2, ..., K.
As a result, we obtain the following eSNR:
when K is large.
Theorem 2:
For the scheme C2 with M = N = T d = 1 and large K,
Proof: In C2, each relay applies MF with the imperfect backward and forward CSI, h * k and g * k , respectively. Following the same approach in C1a, the received signal at the destination is given as:
During the feedforwarding phase, each relay transmits A k = h k h * k g * k to the destination. Therefore, the received signal at the destination is given as:
ρ R,f is the power spent by each relay and z f is the noise during the feedforwarding phase. Then, ρ
is the normalized power, where ρ
. Assuming that all backward and forward channel variances are equal within themselves and the destination knows ρ ′ R,f noiselessly, the destination has the following effective CSI:
We rewrite the received signal (4) according to the noisy effective CSI (5) as follows:
At this point, we use the worst-case noise theorem [25] by observing that the source signal and the overall noise are uncorrelated given CSI at the destination (see theorem 4.0.2 in [26] for the details).
We prove the validity of this condition for the multiple antenna case in Appendix V-A.2. Following the same approach in C1a to evaluate eSNR, we obtain (3) when K is large.
Corollary 3:
The feedforwarding method provides higher average eSNR than the classical [4] and the new [15] training methods.
Proof: Consider that relays apply MF with imperfect backward and forward CSI. Therefore, (4) is received at the destination. The overall noise at the destination in (4) is same for all of the methods.
Therefore, we neglect this term in evaluating the eSNR.
In M1, both source and destination nodes send training signals to the relays. Then, relays estimate the channels and feedforward the channel estimations to the destination in such a way that the relay network carries the perfect forward CSI, g, to the destination for us. By neglecting the overall noise in (4), we
Since we have already presented the eSNR of the feedforwarding method in (3), we do not repeat the result.
In the classical training method (M2), classical P2PN training is applied for both backward and forward channels. For the backward channels, source node sends training signals to the relays. Then, relays estimate the backward channels and feedforward the backward channel estimations to the destination.
For the forward channels, relays send training signals to the destination and destination estimates the forward channels. By neglecting the overall noise in (4), we rewrite (4) since destination knows each h k and g k (k = 1...K) as follows:
The eSNR of the classical training method is as follows:
In the new training method (M3) [15] , the destination estimates the product of backward and forward channels, a k = h k g k . In M3, only source nodes send training signals to the relays. Then, relays simply feedforward the training signals to the destination. As a result, they also benefit from the relay network structure to include the forward channel in the training signal. Finally, the destination estimates the product of backward and forward channels. By neglecting the overall noise in (4), we rewrite (4) since destination knows each a k (k = 1...K) as follows:
where we assume a k = h k g k . This assumption leads to a k = h k g k + h k g k equality to hold.
The eSNR is evaluated as follows:
We use the results of [27] in order to determine the variances of a k , a k and a k , which we discuss in detail in Appendix V-B. The orthogonality of a k and a k is still preserved by using the results of [27] .
In addition, σ 2 a = σ 2 b a + σ 2 e a and a k = a k + a k equalities are still satisfied. We numerically analyze the results for K = 20 since this value is large when compared to M = N = 1.
We evalute the eSNRs by changing estimated backward and forward channel variances discretely from 0.1 to 0.9 by 0.1 increments. By averaging all eSNRs, we obtain 17.01, 6.14 and 10.29 for M1, M2 and M3, respectively. Therefore, the eSNR performances of the methods are M1 > M3 > M2. Without evaluating the eSNRs, we can also reach to the conclusion that the eSNR of M1 is higher than the eSNRs of both M2 and M3 by only observing that
Note that, for a time division duplexed training, the time spent between relays and destination to provide the required CSI at the destination is 2K, K and 1 symbol durations for M2, M3 and M1, respectively.
Therefore, M1 does not only provide higher average eSNR but also provides higher efficiency than M2
and M3 since it directly provides the CSI to the destination.
By the network training method introduced in [17] , all relays are provided with imperfect CSI by training signals, which are sent from end nodes to the relays. By the feedforwarding method introduced in this study, the destination is provided with effective CSI by feedforwarding imperfect CSI, which is sent from each relay to the destination. Due to these two methods, scheme C2 significantly lowers the network resources spent on providing the imperfect CSI at the relays and destination.
D. Worst-case noise theorem
By using the worst-case noise theorem, the lower bounds of the channel capacities are as follows:
for M1, M2 and M3, respectively, and where
For the sake of brevity, we omit the simple proofs that the source signal and the overall noise are uncorrelated given CSI at the destination.
Throughout the study, we ignore that destination has CSI while evaluating the eSNRs. Considering the Jensen's inequality [28] , this gives us an upper bound on the worst-case: 1, 2, 3 ). This approach is convenient for the comparisons used in this study.
The general conclusion of this study is that feedforwarding method is superior in terms of efficiency and average eSNR compared to the currently known training methods due its ability of conveying perfect forward CSI by using the relay network structure. In addition, learning the effective CSI at the destination as directly as possible is more efficient and provides better average eSNR performance. M3, where the products of the forward and backward channels are estimated at the destination, provides better average eSNR than M2, where each forward and backward channel is estimated at the destination.
III. COMPLEMENTARY RESULTS AND FURTHER INSIGHTS
A. Numerical Analysis
We numerically compare all of the schemes for M = 2 and K = 20 by using the following simplified versions of the results shown in (7) due to their conveniences:
For C1a:
For C1b:
For C2:
where we assume that σ 2
(x ∈ (i, j) and y ∈ (i, j, m)) and the channel variances have unit values.
We choose M = 2 since this is the least number expected for the MIMO technology.
We present the results for 1 ≤ N ≤ 6 in Fig. 5 and in Fig. 6 . The results shown with the bold lines exist in both Fig. 5 and Fig. 6 in order to have a reference for the results shown with the thin lines.
The continuous bold line presents the result for C1a. The dashed bold lines present the results for C1b
and C2, when both backward and forward channel estimation variances are 0.9. For C1b and C2, we set backward (forward) channel estimation variance fixed at 0.9 and vary the forward (backward) channel estimation variance discretely at 0.5 and 0.1 as seen in Fig. 5 (Fig. 6) . We show these results with the thin lines. Among the thin lines, the dashed and dotted styles notate 0.5 and 0.1 channel estimation variances, respectively.
Feedforwarding method:
The feedforwarding method introduced in C2 has unsatisfactory performance due its simplicity when compared directly to its challenging competitors. As an example, when we compare C2 to C1b directly, the loss ranges from 20.1% to 7.8% as N increases from 1 to 6 for good backward and forward channel estimations, σ 2 b h = 0.9 and σ 2 b g = 0.9, as seen in Fig. 5 . However, we can achieve a better result even than C1a (the scheme without channel estimation error) at a cost of additional single antenna at each relay. As an example, the eSNR of C1a is 8.6 when N = 2. The eSNR of C2 is higher, 11.27, when N = 3 if good backward and good forward channel estimations are available as seen from the tick dashed lines in Fig. 5 . The significant achievement of feedforwarding method is due to its ability of providing a perfect forward CSI at the destination as seen in (6).
In addition, for fixed relays, investing more at the relays is reasonable since relays could support a level of intelligence and a level of cost budget that are between mobile nodes and base stations regarding 802.16j.
MF options:
We use || and σ notations to denote MF option with and without instantaneous absolute channel values (i.e h * k |hk| and h * k ), respectively. In addition, we use (a,b) notation , where a,b ∈ {||, σ}, to denote that we apply MF with a and b options for backward and forward channels, respectively.
Throughout the study, we use (σ, σ) option.
Applying σ option for the backward channel is preferable since there is a noise amplification problem at the first hop. Whereas, applying || option for the forward channel is preferable when better forward channel variances are available since the amplification of the noise is not a problem at the second hop. Therefore, our schemes perform worse when we have better forward channel estimation variances as we observe by comparing Fig. 5 and Fig. 6 . Note that || option only changes the phase of the channel, which does not guarantee the average power spent at each relay. Whereas, σ option changes both amplitude and phase of the channel, which guarantees the average power spent at each relay. Our results can also be extended to (σ, ||) option. Further details on this issue are discussed in Appendix V-C, where we show that (σ, ||) option provides higher average eSNR than other options. In order to eliminate the noise amplification problem at the first hop, a better option is to include the power of the noise (i.e.
. However, the main purpose of this study is to introduce the superiority of the feedforwarding method. For this purpose, we use (σ, σ) option, which significantly lowers the burden of the derivations.
Finally, note that a relay network with MF has unsymmetrical structure. For the forward channel, MF is a pre-filtering before the noise corruption; whereas, for the backward channel, MF is just a rough estimation of the source signal due to the post-filtering after the noise corruption. Therefore, the effects of backward and forward channels on eSNR are unsymmetrical.
A performance equivalent scheme of C1a: Consider a single antenna relay network with M source, M destination and K relay nodes,
. Each relay has perfect CSI of all channels from source antennas to destination antennas. This scheme has the same eSNR as C1a with generic M and [1] . In fact, they have the same eSNR for M = 1 and N = 1 since both schemes are exactly equivalent for this case. Therefore, in parallel to the conclusion in [11] , this scheme achieves the same performance with C1a by less total number of relays but by more CSI at each relay.
In total, they both need M K CSI; whereas, the total number of relays for this scheme and C1a are K and M K, respectively. We do not provide the proof of this scheme for the sake of brevity. In addition, eSNR decreases with increasing M as seen in (7) since there is no interference mitigation in all of the schemes. Whereas, eSNR increases with increasing N .
Better channel estimation and the number of antennas
B. Two-Way Relay Networks
Hereby, we specifically separate relay networks into one-way and two-way relay networks for the sake of clarity. For two-way relay networks, which have multiplexing gain benefit over one-way relay networks [10] , end nodes transmit to the relays concurrently at the first hop. At the second hop, relays transmit their received signals to the end nodes as seen in Fig. 7(a) . Lastly, each end node cancels its own signal, which is transmitted at the first hop. In two-way relay networks, the destination needs to know the effective CSI of the received self signal in order to successfully cancel its own transmitted signal. In this section, we discuss the effect of imperfect knowledge of this effective CSI at the destination, which could be due to unknown CSI of particular links. We assume a symmetrical two-way relay network; that is, the relay network seen by each end node has the same properties defined in the previous section.
Therefore, we will only mention the differences from one-way relay networks.
We denote the end nodes by T 1 and T 2 as seen in Fig. 7(b) . Each antenna pair is served by a subgroup of K relays in each direction, thus we have 2M subgroups. The subgroup, which serves for the x th antenna pair is denoted by L x and U x (x = 1, 2, ..., M ) during the communication from T 1 to T 2 and
Considering the i th antenna pair during the communication from T 1 to T 2 , the received signal at the k th relay in the i th subgroup is given as:
where s y and x y are T d × 1 source signal vectors transmitted from the y th antenna of T 1 and T 2 , respectively.
The general structure of the received signal at the i th destination antenna is the same as in (2) . Twoway multi-antenna relay network schemes used in this study, C3a and C3b, are the same as in C1a and C1b seen in Fig. 4 , respectively. In deed, signalling in one-way and two-way relay networks is different as already mentioned (see Fig. 1(a) and Fig. 7(a) ).
The simplified eSNRs of C3a and C3b is slightly different from C1a and C1b in the last term of denominator, which is 2 ρS(N +1)σ 2 h and 2 ρS for C3a and C3b, respectively. Therefore, eSNR decreases for both C3a and C3b since the received self signal cannot be canceled completely.
Although we assume only one term cannot be canceled, we clearly observe the importance of self signal cancellation. As an example, the loss ranges from 12.51% to 4.35% as N increases from 1 to 6 when C1a and C3a are compared. We do not include the results of C3a and C3b in the figures for the sake of clarity of the figures.
IV. CONCLUSION
The feedforwarding method introduced in this study along with the network training method introduced in [17] make scheme C2 distinctive for industrial applications since these methods together significantly lower the network resources spent on providing the imperfect CSI at the relays and destination. Moreover, we proved that the feedforwarding method is superior to the classical [4] and new [15] training methods regarding average eSNR since our method benefits from the relay network structure to carry the forward CSI to the destination for us.
In fact, there is only one generic eSNR result in this study. Once a generic eSNR is obtained for C1a, generic eSNRs for other schemes could be found without the derivations. As an example, C1a can be obtained from C1b by removing channel estimation errors (e.g. σ 2
) as seen in (7). Our results converge to the results in [8, 10] , which state that eSNR converges to K with probability 1 when K → ∞.
The results in [8, 10] are achieved by rounding some of the terms in the effective and interference channels to zero on average when K → ∞. On the other hand, our eSNR results include the effects of these terms.
Our results precisely show the number of the relays, multi-antenna and CSI effects on eSNR, which position us one step away from optimizing a relay network with training in order to maximize the eSNR.
Future research would be achieving this optimization without large K assumption and with a proper MF option, which is not trivial due to significant amount of parameters to be optimized and due to the burden of MF options other than (σ, σ) option.
V. APPENDIX
A. Generic eSNR of Relay Networks:
where all of the terms are defined in the Table I . The terms in curly parenthesis should be additionally considered for two-way relay networks.
1) The Received Signal at the Destination:
The generic form of the received signal at the i th destination antenna for C1a, C1b and C2 is given as:
where h i,sig , h i,int j and h i,int j,m , and v i are the effective channel, interference channels and noise, respectively.
,
, h x i } and x ∈ {i, j}) and σ 2 x,y (x ∈ {i, j} and y ∈ {1, 2}) are determined for C1a, C1b and C2 in the following sub-sections.
h i,sig denotes the effective channel between the i th source signal received at the i th destination antenna via i th and j th assigned groups (j = 1, 2, ..., M and j = i). h i,int denotes the effective channel between the j th source signal received at the i th destination antenna via i th and j th assigned groups (j = 1, 2, ..., M and j = i). Finally, h i,int j,m denotes the effective channel between the m th source signal received at the i th destination antenna via j th assigned group (j, m = 1, 2, ..., M , j = i, m = i and m = j).
2) Proofs for One-Way Relay Networks:
The following lemma is useful for the derivation of the results in (7). The proof of the lemma is straightforward by using moment theorems for complex Gaussian processes [23] but tedious. CN (0, σ 2 n ) entries. The bar,x, denotes either the vector itself, x, estimation of the vector, x, or an independent same type vector, x ′ . Then, we have
Similar results can be obtained for the forward channel.
Generic eSNR derivation of C1a: Each relay applies MF with the perfect backward CSI, h i * ik , after receiving the signal (1):
by using the following equalities obtained from Lemma 1:
Then, each relay applies MF with the forward CSI, g i * ik . Considering the power constraint TrE{t * ik t ik } ≤ N T d at the relays, the transmitted signal from k th relay in the i th subgroup is given as:
Similar steps are followed for r jk (j = 1, ..., M and j = i), where the k th relay in each j th subgroup applies MF with perfect backward and forward CSI, g j jk and h j jk . The received signal at the destination is given in (8) with the following terms:
and
Note that y i,sig , y i,int and v i are composed of independent terms. However, y i,int and v i are dependent together. Therefore, we also have to assume that the destination knows the effective CSI of y i,int along with the effective CSI of y i,sig 1 in order to use central limit theorem due to large number of relays.
Note that the received desired signal and the overall noise, y i,sig and y i,int + v i , are not Gaussian due to product of multiple complex Gaussian random variables [24] .
From (8), eSNR is evaluated as follows:
Generic eSNR derivation of C1b: Each relay applies MF with the imperfect backward CSI, h i * ik , after receiving the signal (1):
by using the following equalities from Lemma 1:
Then, each relay applies MF with the imperfect forward CSI, g i * ik . Considering the power constraint TrE{t * ik t ik } ≤ N T d at the relays, the following signal is transmitted from the k th relay in the i th subgroup:
Similar steps are followed for r jk (j = 1, ..., M and j = i), where the k th relay in each j th subgroup applies MF with the imperfect backward and forward CSI, g j jk and h j jk , respectively. The received signal at the destination is given in (8) with the following terms:
Assuming that the destination knows the effective CSI of y i,int along with the effective CSI of y i,sig , we obtain the generic eSNR in (7) by following the same approach in C1a.
Generic eSNR derivation of C2:
During the feedforwarding phase, each relay in the subgroup L i (i = 1, 2, ..., M ) transmits A ik = h i ik h i * ik g i * ik to the destination. Therefore, by using the terms (10), the received signal at the destination is given as: 
We rearrange the received signal (8) with the terms (10) according to the above noisy effective CSI as follows:
y i,int and v i are the same as in (8) .
At this point, we apply the worst-case noise theorem [25] for the overall noise, y i,int
showing that the source signal and the overall noise are uncorrelated given CSI at the destination. Let us rewrite (8) as follows:
where Z i = y i,int + v i . Similarly, let us rewrite (11) as follows:
In order to apply the worst-case noise theorem, we need to show that E s i * V i |h i,sig
The last term is zero since source signal has zero mean, and s i and v i are independent. The second term is also zero since s i , s j and s m are zero mean independent random variables. We rewrite the first term as follows since s i and h i,int
The term is also zero by observing that E h i,sig − h i,sig
We obtain the generic eSNR in (7) by following the same approach in C1a. Note that we use the following property explained in Lemma 1 for evaluating the generic eSNR:
3) Proofs for Two-Way Relay Networks: The following lemma along with the Lemma 1 are useful for the derivation of the results.
Lemma 2:
Let the definitions introduced in the Lemma 1 hold for this Lemma. Then, we have
g ′′ , where g, g ′ and g ′′ are forward channel vectors independent from each other (i.e. Each of them is a channel between different relay and destination antenna).
Generic eSNR derivation of C3a
C3b : Here, we use the notation to differentiate the comments and results of C3b from C3a for the sake of brevity. The received signal at the i th destination antenna after each relay applies MF with the perfect backward and forward CSI, h i * ik and g i * ik , respectively, with the imperfect backward and forward CSI, h i * ik and g i * ik , respectively is given as:
where y i,sig , y i,int and v i terms are the same as in (8) with the terms (9) (10) .
where A and B A ′ and B ′ are defined in (7). For both C3a and C3b, we assume that the last term in y i,self seen in (12) cannot be canceled. This could be due to the unknown g m jk link. We specifically choose g m jk since it does not appear in other terms. To avoid repetition, we directly state generic eSNR results in (7).
B. The Product of Two Gaussian Random Variables:
The product of two real Gaussian random variables, N (µ 1 , σ 2 1 ) and N (µ 2 , σ 2 2 ), is explained clearly in [27] . The product is Gaussian only if µ1 σ1 and/or µ2 σ2 approaches to infinity. On the other hand, the variance of the product approaches to σ 2 1 σ 2 2 if µ1 σ1 and µ2 σ2 approach to zero. Note that the last result also holds for two complex Gaussian random variables. Therefore, we obtain σ 2 ak = σ 2 hk σ 2 gk by assuming a k = h k g k . We proved that the eSNR performances of the methods are M1 > M3 > M2 for zero mean complex Gaussian channels. However, the superiority of M1 to training methods also holds for non-zero mean complex Gaussian channels since the known signal at the destination for M1 has always higher power than the known signals at the destination for both M2 and M3 as explained in Corollary 3.
C. MF Options:
For the sake of simplicity, we assume M = N = T d = 1. For C1b with large K, the eSNRs for different MF options are as follows:
(||, σ) option:
(||, ||) option:
(σ, σ) option:
(σ, ||) option:
By following the same approach in Corollary 3, we average the eSNRs and obtain 3. 
