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Additional Details on Figure 1
In Figure 1 , the middle panel is from the IPCC SREX Figure SPM .3. Probability densities augmenting this in the left and right panels are each generated using data values simulated from GEV distributions. We choose to be large so that the densities are smooth. In all left panels, the location, scale, and shape parameters are chosen to be -250, 10, and -0.2 for the black ("null") distributions. Here the location parameter of -250 is to be interpreted as if it were fit to negated seasonal minima temperature values. To obtain caricatures of shifted densities in blue, we modify the location, scale, and shape parameters to -240, 20, and 0 in the left panels.
Similarly in the right panel, the black null distributions are assigned location, scale and shape parameters 250, 10, and -0.2, and their shifted distributions in red 260, 20, and 0, respectively.
These numbers were chosen to exaggerate and make clear the effects of GEV parameters yet to be moderately realistic given data outputted from GCMs and reanalyses.
Additional Details on Linear Mixed Effect Model
We fit and analyze a linear mixed effects model where , asymmetry as defined in the manuscript, is a function of all , where (tail type), (season), (terrain type), and (region) are fixed effects, and (GCM) is a random effect term. The model is of the form of , where is an error term. is a matrix composed of the vectors through and all their two-way interactions. The two-way interactions serve to test whether asymmetry depends on any differently at different levels of any . For example, we can test whether asymmetry depends on season differently if one considers minima rather than maxima events.
is a vector of estimated linear effects quantifying the influence of the respective variables and two-way interactions on . is a regressor describing the variance in asymmetry that can be 3 explained by systematic differences among GCMs, . We assign , , , and as 2-, 2-, 2-, and 5-level 'fixed' effects, with the idea that they are 'fixed' or 'controlled' in an experimental design sense and that we are interested in how asymmetry differs per different settings (levels) of each. By treating as a 'random effect', we are assuming that GCMs are random samples from a population and that they cannot be replicated in the experimental sense. While the idea of GCMs playing the role of random samples may not be entirely true, we are not as interested in describing the particular effects of any one GCM but more so the variability among the projections of the ensemble.
We evaluate the fitness of multiple linear models by comparing their Bayesian Information Criterion (BIC) metrics. The BIC, which ought to be minimized, is often used as a model selection tool that seeks to balance predictive power with simplicity. We also compute R 2 , the coefficient of determination, for each subsequent model we fit. R 2 provides information on how much of the total variance in is related to the effects included in the model.
The null model (predicting simply by its mean) yields a BIC of 1980, providing a baseline from which to assess the utility of any subsequent linear model. The mean of is 0.76 Kelvins;
hence this could be considered the best estimate for asymmetry on average if one had no other information (i.e., no knowledge of ). The first model, in Table S1 , is a linear regression that considers only the fixed effects through . Its BIC is 1951, indicating that the covariates do yield information statistically better than the null model. Table S2 adds as a random effect, and as such this becomes a linear mixed effect model. The BIC decreases to 1947, indicating that the added complexity is justified by the variance GCMs account for. Table S3 shows the details 4 of the model that best fits the data in terms of the BIC; it includes all fixed effects and the interactions , , and .
We interpret the terms in Table S3 ; the insights from this model are summarized in the manuscript as well:
 Winter minima over ocean are projected to change more asymmetrically than any other type of extreme.
 Temperature extrema are projected to change more asymmetrically in the NHEX and NP regions.
 In the summer, maxima events are projected to grow more asymmetrically than in the winter, especially over land.
 The model in Table S3 explains R 2 =30% of the variability in asymmetry. The remainder of the variability resides in non-systematic effects, for example potentially in internal GCM variability and smaller scale phenomena.
 This model can be used to obtain best estimates for any combination of the fixed effects through by treating every fixed effect in Table S3 like an indicator variable (1 or 0). The below equation is used to obtain these best estimates, which are all displayed in Figure 4 in the manuscript: 
Robustness to Seasonal Timing
Seasonal maxima and minima tend to be extracted from very similar times of year each year simply due to the dominance of the seasonal cycle. Since some portions of the seasonal cycle tend to exhibit more intraseason synoptic variability than others (e.g., the winter more than the summer), it is worth testing whether projections of asymmetric behavior of temperature extremes are robust and not solely an artifact of this seasonal timing. To do this, we select the incm4, ipslcm5amr, and mirocesmchem GCMs, and repeat the entire asymmetry analysis but first deseasonalize output data from all these three GCMs to neutralize the influence of seasonal timing on maxima and minima extraction. Those three GCMs are chosen because they respectively represent the minimum, central tendency, and maximum of the ensemble in terms of 6 projected asymmetry as determined from the random effects found in Tables S2(c),  We conduct the same summer and winter bootstrap GEV fitting procedure as detailed in
Methods for the three GCMs.
 From that data, we again calculate the asymmetry metric defined as as detailed in the Methods section of the manuscript.
We first compare the asymmetry metric from this procedure to the original procedure in Figure   S5 and find that the results are extremely similar. The correlation in the asymmetry metric as calculated by the two procedures is 0.88, strongly suggesting the asymmetry insights are robust to seasonal timing. Further, we repeat fitting a linear mixed effect model with the exact same structure as the one shown in Table S3 but with only these three GCMs. The model, summarized in Table S5 , is very similar to that in Table S3 . The terms and model in general are less statistically significant because it is estimated from fewer observations (output from 3 GCMs rather than 14). However, all regression terms are directionally and rank wise similar to those found in Table S3 . Their interpretations are all the same as those from Table S3 . These results provide additional confirmation that the asymmetric results are robust to whether anomalies are used and hence the seasonal timing of extremes.
Explaining Asymmetric Projections in Terms of GEV Parameters
It is desirable to obtain an understanding of how asymmetry relates to the conceptual Figure 1 through GEV parameters, which reflect statistical properties of GCM-projected changes in extremes. Here we linked the GEV parameters to the core asymmetry insight by examining tendency of change in scale and shape parameters, which can be related to extremes aspects of interest (e.g., see Figure 1 ). Asymmetry appears to be more related to bidirectional widening of extremes variability (i.e., the scale parameter, similar to Figure 1 b and e) and then secondly by larger increases in the highest percentiles of extremes and less so the lowest ones (i.e., the shape parameter, Figure 1 c and f). Figure S6 shows that both scale and shape parameters help explain the asymmetry. It implies that the scale parameter is more closely tied to the probability that projections will be asymmetric, but that both scale and shape are linked to the core insight of the study. Likely owing to the complexities of the gridwise GEV model fitting procedure and spatial averaging of changes in GEV parameters, the results in Figure S6 are similar in nature to but more nuanced than the idealized GEV parameter shifts presented in Figure 1 .
We use the scale and shape parameters fitted to GCM outputs for the historical period as well as for the future (2070-2099) periods. We subtract gridwise historical from future parameters to obtain spatial grids of scale and shape parameters for each GCM. Subsequently, we spatially average the change for each parameter and GCM ( ) over every combination of -Tail type (minima or maxima), -Season (summer or winter), -Terrain type (land or ocean), -Region (SP, SHEX, TX, NHEX, or NP) (32 combinations times 14 GCMs, yielding a total of 560 data points). These averaged changes for each parameter are compared to the asymmetry metric discussed previously . Specifically, we tabulate counts of and against cases where scale and shape are projected to increase or decrease. These counts are 8 provided in Table S6 . When scale and/or shape parameters are projected to increase versus decrease, the likelihood of observing projected asymmetry increases substantially. This implies that projected asymmetry is, very generally, related to both widening of extremes distributions (scale) and stretching of the uppermost temperature extremes compared to the lowermost (scale).
This analysis broadly relates the core insight of wider temperature extremes to the GEV parameters. Analysis asymmetry against the covariates is left to the linear mixed effect analysis discussed previously.
Data Details
Table S7 details the climate model and reanalysis datasets used in this study.
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SI Figures
Figure S1
Proportion Using all historical and future GCM simulations, the shape parameter is tested for significance at approximately 0.05 at every grid cell: if the maximum likelihood estimate of the shape parameter divided by its corresponding standard error falls below -2 or above 2, it is considered significantly less than or larger than 0, respectively. Data is split by extrema type and season within each of the 4 panels and then by time period as well as terrain type between panels. Bars represent averages over all GCMs for the proportion of times that a shape parameter is significantly less than 0. These instances correspond to Weibull variants of the GEV. The proportion of instances where the shape parameter is significantly larger than 0 is negligible.
Hence, practically all other instances correspond to distributions whose shape parameters cannot be distinguished from 0, which correspond to Gumbel variants of the GEV.
Figure S2
Over land only, the same historical location, scale, and shape parameters averaged over latitudinal bands are displayed as in Figure 5 but using the GPD model.
Figure S3
Over ocean only, the same historical location, scale, and shape parameters averaged over latitudinal bands are displayed as in Figure 6 but using the GPD model.
Figure S4
16
The same shape parameter significance test results are displayed as in Figure S1 but for the GPD model.
Figure S5
The asymmetry metric is calculated for three GCMs from deseasonalized (anomaly) data (y-axis) and compared graphically against the asymmetric metric from original seasonal minima and maxima data used in all other analysis with the seasonal cycle intact (x-axis).Vertical and horizontal dashed lines demarcate asymmetry of 0. Most points fall close to the diagonal (where x=y), implying the robustness of the core asymmetry results to data preprocessing choice (e.g., whether data is deseasonalized). parameter that is increasing. On the other hand, the second and fourth bars in the bottom panel show that out of N=464 cases where asymmetry is positive, the shape parameter is increasing in 253 (~55%) cases. Thus, in total across the top and bottom panels, 253 out of 296 (~85%) times that the shape parameter is increasing, the asymmetry metric is positive. When the scale and shape parameter are both increasing, 74 out of 75 (~99%) times the asymmetry metric is positive. Overall, the graphic implies that projected asymmetry is generally related to both widening of extremes distributions (scale) and stretching of the uppermost temperature extremes compared to the lowermost (shape). For additional clarity, Table S6 provides the data used to create Figure S6 . SI Table Captions   Table S1 Linear regression output for only fixed effects is tabulated. Rows with effects that are significant at 0.05 are bolded. Details include effect parameter estimates (the change in asymmetry when the factor is set to the level in parentheses), the standard error of that estimate, and finally corresponding T-statistics and p-values. The fixed effects explain 12% (R 2 =0.12) of the variability in asymmetry.
Table S2
Mixed effect model output for fixed effects plus random effects are tabulated. Part (a) summarizes the variability in asymmetry captured by systematic ensemble differences. In part Kelvins when the factor is set to the level in parentheses), the standard error of those estimates and finally corresponding T-statistics. In total, this model explains 17% (R 2 =0.17) of the variability in asymmetry. The BIC is lower than in Table S1 , indicating the statistical significance of GCMs as a random effect. In part (c), random effects are estimated for each GCM. These random effects sum to 0 and quantify each GCM's estimated deviation in Kelvins.
The random effects are also ranked from highest to lowest for reference.
Table S3
The same outputs are shown as in Table S2 but with additional rows in part (b) for three two-way interaction terms described in the SI text. All three are highly significant as per their T-statistics.
In total, this model accounts for 30% (R 2 =0.30) of the variability in asymmetry. Marginally, the interactions account for approximately 13% more variability than the model in Table S2 . The BIC is also lower than in Table S2 .
Table S4
The same outputs are shown as in Table S3 but with additional rows in part (b) for all other possible two-way interaction terms. In total, this model accounts for 35% (R 2 =0.35) of the variability in asymmetry. Marginally, these interactions account for approximately 5% more variability than the model in Table S3 . However, the BIC is higher than in Table S3 , implying that the added explanatory power of the model does not justify the marginal complexity.
Table S5
The same outputs are shown as in Table S3 but only using three GCMs where asymmetry ( ) is ultimately calculated from anomaly data that was deseasonalized prior to seasonal maxima and minima extraction and to the GEV bootstrap process. The insights are extremely similar to Table   S3 , implying robustness of the overarching asymmetry insight and all the effects of -to choice of preprocessing (e.g., choice of seasonal cycle removal). The model fit and parameters are generally less significant simply owing to the fact that this model only utilizes data from three GCMs (120 data points) versus 14 (560 data points) as in Tables S1-S4 .
Table S6
Count data used to create Figure S6 is provided.
Table S7
Details are provided for a list of the 14 GCMs and 3 reanalyses used in this analysis, including country and institution of development, spatial resolution, and time windows from which data were obtained. For summer in the northern hemisphere and for winter in the southern hemisphere 
