Abstract. The inverse problem of spectral analysis for the non-self-adjoint matrix SturmLiouville operator on a finite interval is investigated. We study properties of the spectral characteristics for the considered operator, and provide necessary and sufficient conditions for the solvability of the inverse problem. Our approach is based on the constructive solution of the inverse problem by the method of spectral mappings. The characterization of the spectral data in the self-adjoint case is derived as a corollary of the main result.
Introduction and main results
Consider the boundary value problem L = L(Q(x), h, H) for the matrix Sturm-Liouville equation
with the boundary conditions
Here Y (x) = [y k (x)] k=1,m is a column vector, λ is the spectral parameter, and Q(x) = [Q jk (x)] j,k=1,m , where Q jk (x) ∈ L 2 (0, π) are complex-valued functions. We will subsequently refer to the matrix Q(x) as the potential. The boundary conditions are given by the matrices h = [h jk ] j,k=1,m , H = [H jk ] j,k=1,m , where h jk and H jk are complex numbers.
In this paper, we study the inverse problem of the spectral theory for the matrix SturmLiouville operator, given by (1), (2) . Inverse problems consist in recovering differentail operators from their spectral characteristics. Such problems have many applications in science and engineering.
Inverse problems for the scalar Sturm-Liouville equation (m = 1) have been studied fairly completely (see monographs [1] [2] [3] [4] ). The matrix case is a natural generalization of the scalar one. A significant contribution in the inverse problem theory for the matrix operators was made by Z.S. Agranovich and V.A. Marchenko [5] , who studied the matrix Sturm-Liouville operator on the half-line. For the inverse problem on the finite interval, a constructive solution was presented by V.A. Yurko [6] in the case of the simple spectrum. Then D. Chelkak and E. Korotayev [7] have given the characterization of the spectral data (necessary and sufficient conditions) for the matrix Sturm-Liouville operator with asymptotically simple spectrum, which is a strong restriction. Necessary and sufficient conditions and an algorithm for the solution in the general case, without any restrictions on the behavior of the spectrum, provided in [8] . Ya.V. Mykytyuk and N.S. Trush [9] obtained characterization of the spectral data for the potential from the Sobolev class W −1 2 . All the previous works on the necessary and sufficient conditions for matrix Sturm-Liouville operators deal with the self-adjoint case: when the matrices Q, h and H are Hermitian. In this paper, we study the non-self-adjoint case. We develop the approach of [8] , based on the method of spectral mappings [4, 10] . This method allows to reduce an inverse problem to a so-called main equation, which is a linear equation in a suitable Banach space of infinite sequences. The reduction works for non-self-adjoint operators just as well as for self-adjoint ones. Moreover, by necessity one can prove, that the main equation is uniquely solvable. However, by sufficiency it is necessary to require its solvability even in the scalar case (see the example in [4, Section 1.6.3] ). For the non-self-adjoint scalar Sturm-Liouville operator, a constructive solution of the inverse problem by the method of spectral mappings and necessary and sufficient conditions were obtained by S.A. Buterin, C.-T. Shieh and V.A. Yurko [11, 12] . In this paper, we generalize their results, and get necessary and sufficient conditions for the spectral data of the matrix Sturm-Liouville operator.
Proceed to the formulation of the main results. Let ϕ(x, λ) and S(x, λ) be matrix-solutions of equation (1) Let ω be some m × m matrix. We will write L(Q(x), h, H) ∈ A(ω), if the problem L has a potential from L 2 (0, π) and h + H + Q(x) dx is diagonalizable by the unitary transform. In the general case, it is not true, but we restrict ourselves to the class of diagonalizable matrices. Then without loss of generality we can assume that L ∈ A(ω), ω ∈ D = {ω : ω = diag{ω 1 , . . . , ω m }}.
One can achieve this condition applying the standard unitary transform.
Before we proceed to asymptotics, let us agree to denote by {κ n } different sequences from l 2 .
The boundary value problem L has a countable set of eigenvalues {λ nq } n≥0,q=1,m , and
Note that Assumption 1 corresponds to the case, when the operator does not have associated functions (see [13] ). If there is a finite number of multiple poles, one can use the approach of [11, 12] .
Define the weight matrices:
Assumption 2. The sequence of the matrices {α nq } is bounded in a matrix norm: α nq ≤ C, for all n ≥ 0, q = 1, m.
For definiteness, here and below we consider the following matrix norm
We say that the boundary value problem L belongs to the class A 1,2 (ω), if L ∈ A(ω) and L satisfies Assumptions 1 and 2.
Let {λ n k q k } k≥0 be all the distinct eigenvalues from the collection {λ nq } n≥0,q=1,m . Put
Fix the numbers 1 = m 1 < m 2 < · · · < m p so that {ω ms } p s=1 are all the distinct values in the collection {ω q } m q=1 . Let J s = {q : ω q = ω ms }, and α
1 Analogously to κ n , denote by {K n } different matrix sequences, such that norms of these matrices form sequences from l 2 .
Then the following relations hold
where
Then the following relation holds
The data Λ := {λ nq , α nq } n≥0, q=1,m are called the spectral data of the problem L. Consider the following inverse problem.
Inverse Problem 1. Given the spectral data Λ, construct Q, h and H.
Describe the general strategy of our method. Suppose we know the spectral data Λ of some unknown boundary value problem L ∈ A 1,2 (ω), ω ∈ D. Choose an arbitrary model boundary value problemL = L(Q(x),h,H) ∈ A 1,2 (ω) (for example, one can takeQ(x) = 2 π ω,h = 0 m , 1 In the case of multiple eigenvalues, the same weight matrices α nq occur in Λ multiple times. To count each residue in the sum only once, we use the notation α ′ nq . H = 0 m ). We agree that if a certain symbol γ denotes an object related to L, then the corresponding symbolγ with tilde denotes the analogous object related toL.
Denote
in a suitable Banach space B of infinite bounded matrix sequences. Here I is the identity operator in B, and the operatorR(x) is constructed by the model problemL and two sets of spectral data Λ,Λ. Solving the main equation, one can recover the potential Q and the coefficients of the boundary conditions h and H by Algorithm 1, provided in Section 4. Using the main equation, we obtain necessary and sufficient conditions for spectral data of the problem L from A 1,2 (ω). We will write {λ nq , α nq } n≥0,q=1,m ∈ Sp, if λ nq are complex numbers, α nq are m × m matrices, and for λ nq = λ kl we always have α nq = α kl .
For data {λ nq , α nq } n≥0,q=1,m ∈ Sp to be the spectral data for a certain problem L ∈ A 1,2 (ω) it is necessary and sufficient to satisfy the following conditions.
(A) The asymptotics (3), (6), (7) (8) are valid, and Assumption 2 holds for {α nq }.
(R) The ranks of the matrices α nq coincide with the multiplicities of the corresponding values λ nq .
(M) The main equation (9) is uniquely solvable. Condition (M) holds for any choice of a model problemL ∈ A 1,2 (ω) by necessity and for at least one problemL by sufficiency.
Of particular interest are those cases, when the solvability of the main equation can be proved or easily checked, namely, the self-adjoint case, the case of finite pertrubations of the spectral data and the case of small pertrubations [11, 12] . As a corollary of Theorem 1, be derive a result for the self-adjoint case: Q = Q † , h = h † , H = H † (the symbol † stands for the conjugate transpose). Finite pertrubations and small pertrubations can also be studied analogously to the scalar case. Note that in the self-adjoint case, the problem L always belongs to the class A 1,2 (ω) with a diagonalizable ω (see Section 7). Condition (M) can be proved with help of the simplier condition (E), so we obtain the following result.
For data {λ nq , α nq } n≥0,q=1,m ∈ Sp to be the spectral data for a certain self-adjoint problem L ∈ A(ω) it is necessary and sufficient to satisfy the following conditions.
(A) The asymptotics (3), (6), (7) (8) are valid.
(S) All λ nq are real, α nq = (α nq ) † , α nq ≥ 0 for all n ≥ 0, q = 1, m. (E) For any row vector γ(λ) that is entire in λ, and that satisfy the estimate
Note that Assumption 2 in (A) is not necessary in the self-adjoint case, because it follows from (8) and the condition α nq ≥ 0.
As we have already mentioned, the characterization of the spectral data of the self-adjoint matrix Sturm-Liouville operator was obtained earlier in [8] . But the work [8] contains a technical mistake in asymptotics of the weight matrices. In this paper, using the method of [8] , we obtain correct necessary and sufficient conditions for the self-adjoint case (Theorem 2) as a corollary of a more general result (Theorem 1).
The paper is organized as follows. At first we study algebraic and analytical properties of the spectral characteristics (Section 2 ) and prove Lemmas 2 and 3 with asymptotic formulas for the weight matrices (Section 3 ). In Section 4, we derive the main equation in a suitable Banach space and provide a constructive algorithm for the solution of Inverse Problem 1. We also prove the unique solvability of the main equation, and this finish the proof of the necessity in Theorem 1. Further, in Section 5, we discuss the connection between the conditions (M), (E), (C) and (PW). Namely, they are connected as follows: (M) ⇒ (E) ⇒ (P W ) ⇔ (C). Section 6 devoted to the sufficiency in Theorem 1. In Section 7, we collect the results concerning the self-adjoint case, and prove Theorem 2. We also give a reformulation of Theorem 2, using the completeness of some system of vector functions (C).
Notation. Along with L we consider the boundary value problem
where Z is a row vector. LetL * = L * (Q(x),h,H). We agree that if a symbol γ denotes an object related to L, then γ * andγ * denote corresponding objects related to L * andL * , respectively.
We consider the space of complex column m-vectors C m with the norm
the space of complex m × m matrices C m×m with the corresponding induced norm (5), and the space of row vectors C m,T . We use the spaces
m×m ) of column vectors, row vectors and matrices, respectively, with entries from
are equipped with the following scalar products
In estimates and asymptotics, we use the same symbol C for different constants independent of x, ρ, etc.
Properties of the spectral data
The results of this section are valid for any boundary value problem L, satisfying Assumption 1. First, we prove an alternative formulation of this assumption. Proof. Suppose that λ 0 is a nonsimple pole of (V (ϕ)) −1 , namely
is entire, therefore we also have A −k V (ϕ(x, λ 0 )) = 0 m . Since the columns of the matrices ϕ(x, λ) and S(x, λ) form a fundamental system of solutions of equation (1), every solution ψ(x, λ) of this equation can be represented as their linear combination: ψ(x, λ) = ϕ(x, λ)A + S(x, λ)B, and it also satisfies the relation A −k V (ψ(x, λ 0 )) = 0. But if we choose the solution ψ(x, λ 0 ), satisfying the initial
The contradiction shows, that the simplicity of the poles of (V (ϕ)) −1 follows from the simplicity of the poles of M(λ). The inverse is obvious.
Lemma 5. The zeros of the characteristic function ∆(λ) coincide with the eigenvalues of the boundary value problem L. The multiplicity of each zero λ 0 of the function ∆(λ) equals to the multiplicity of the corresponding eigenvalue (by the multiplicity of the eigenvalue we mean the number of the corresponding linearly independent vector eigenfunctions).
Proof. 1. Let λ 0 be an eigenvalue of L, and let Y 0 be an eigenfunction corresponding to
are the solutions for the same initial value problem for equation (1) . Consequently, they are equal.
2. Let us have exactly k linearly independent eigenfunctions Y 1 , Y 2 , . . . , Y k corresponding to the eigenvalue λ 0 . Choose the invertible m × m matrix C such that the first k columns of ϕ(x, λ 0 )C coincide with the eigenfunctions. Consider 3. Suppose that p > k. Rewrite ∆ 1 (λ) in the form
In view of our supposition, we have ∆ 2 (λ 0 ) = 0, i. e. there exist not all zero coefficients α q , q = 1, m such that
If α q = 0 for q = 1, k, then the function
for λ = λ 0 is an eigenfunction, corresponding to λ 0 , that is linearly independent with Y q , q = 1, k. Since the eigenvalue λ 0 has exactly k corresponding eigenfunctions, we arrive at a contradiction.
Otherwise we consider the function
Now we plan to use the simplicity of the poles of (V (ϕ)) −1 , following from Assumption 1 by Lemma 4. Recall the following well-known fact (see [5, Lemma 2 
.2.1]):
The inverse (V (ϕ)) −1 has a simple pole at λ = λ 0 if and only if the relations at λ = λ 0 :
where a and b are constant vectors, yield a = 0.
In view of (11), the relations (12) are satisfied, and we arrive at a contradiction with Assumption 1. Thus, ∆ 2 (λ 0 ) = 0 and p = k.
Lemma 6. The ranks of the residue-matrices of the Weyl matrix M(λ) coincide with the multiplicities of the corresponding eigenvalues of L.
Under Assumption 1, the proof of Lemma 6 does not differ from the proof in the self-adjoint case (see [8, Lemma 4] . Now let us consider the problem L * , defined by (10) . It is easy to check that
Introduce the matrices ϕ * (x, λ), S * (x, λ) and Φ * (x, λ), satisfying the equation ℓ * Z = λZ and the conditions
and consequently, the spectral data of the problems L and L * coincide. 
Proof. Using (13) and (14), we derive
In view of (4), the product V (ϕ)M(λ) is an entire function of λ. Taking its residues at λ 0 , we get
Similarly α 0 V (ϕ * (x, λ 0 )) = 0 m . Consequently, we calculate
Similarly one can derive the second relation of the lemma.
Lemma 8. Let {λ nq , α nq } n≥0,q=1,m be the spectral data of the problem L, satisfying Assumptions 1 and 2. Then (E) is valid.
Proof. Let γ(λ) be a function described in (E). In view of (16), we have
Since rank V (ϕ(x, λ nq )) + rank α nq = m and γ(λ nq )α nq = 0, we get γ(λ nq ) = C nq V (ϕ(x, λ nq )), i. e. the row γ(λ nq ) is a linear combination of the rows of the matrix V (ϕ(x, λ nq )) (here C nq is a row of coefficients). Consider
The matrix-function (V (ϕ(x, λ))) −1 has simple poles in λ = λ nq , therefore, we calculate
Hence, f (λ) is entire. It is easy to show that
By the maximum principle this estimate is valid in the whole λ-plane. Using Liouville's theorem, we obtain f (λ) ≡ 0. Consequently, γ(λ) ≡ 0.
Asymptotics
In this section, we prove Lemmas 2 and 3, providing asymptotic formulas for the weight matrices α nq .
Lemma 9. For |ρ| → ∞, the following asymptotic formulae hold
Proof. The assertion of the lemma immediately follows from the standard asymptotics:
Q(t) dt, and
Proof of Lemma 2. Consider the contour
Then for sufficiently large n, by virtue of (3) and the residue theorem,
Further in this proof, we fix s = 1, p and a sufficiently large n, and consider only λ =
n . Taking a square root, we get
Here and below {κ n (µ)} denotes different sequences, depending on µ, but majorized by a constant sequence from l 2 , independent of µ:
Similarly, {K n (µ)} denotes sequences of matrices, whose norms form scalar sequences {κ n (µ)}.
It
Substitute this into (4):
Since |µ − ω q | ≥ R for all q = 1, m, the inverse M 0 (µ) := (µI m − ω) −1 is bounded, and
We calculate 1 2πi
Together with (22), this gives (6).
By (3) and (18),
By Assumption 2, α nq ≤ C. Using these facts together with (17), we obtain (ω − ω q I m )α nq = K n . This relation yields (7).
Lemma 10. Let a matrix A be such that A < R. Then
Proof. The matrix-function F (µ) = (µI m − A) −1 is analytic outside the circle |µ| < R. Therefore,
The Laurent series
converge uniformly when |µ| ≥ R > A . Therefore
that yields the assertion of the lemma.
Proof of Lemma 3. Note that in fact, the asymptotics (8) with the remainder K n are already proved. In order to improve this estimate, we will work with the remainder κ(ρ) in (18). Substituting the representation
and (20) into V (ϕ) = ϕ ′ (π, λ) + Hϕ(π, λ), we arrive at (18) with
Consider the contour
Further in this proof, we fix a sufficiently large n, such that
and consider only λ = n 2 + 2 π µ ∈ γ n . Then the square root of λ takes the form (23).
Substitute (23) into (24). Then the first integral in (24) equals
and all the other terms are K n (µ) n . Then by (4), (18), (19), we get
where L n is a matrix sequence independent of µ, and { L n } ∈ l 2 . Thus, for large n,
are bounded for |µ| = 3 ω . Therefore
Applying Lemma 10 to the right-hand side and changing dµ to dλ, we arrive at (8).
Solution of Inverse Problem 1
Let the spectral data Λ of the boundary value problem L ∈ A 1,2 (ω), ω ∈ D, be given. Denote
We choose an arbitrary model boundary value problemL = L(Q(x),h,H) ∈ A 1,2 (ω) (for example, one can takeQ(x) = 2 π ω,h = 0 m ,H = 0 m ). Note that for this choice of the model problem ω =ω, therefore the eigenvaluesλ nq and the weight matricesα nq ofL satisfy the same asymptotic formulae (3), (6), (7) and (8) 
then
By the standard way (see [4, Lemma 1.6.2]), using Schwarz's lemma, we get Lemma 11. The following estimates are valid for x ∈ [0, π], n, k ≥ 0, q, l, r = 1, m, i, j, s = 0, 1:
The analogous estimates are also valid forφ nqi (x),D(x, λ nqi , λ klj ), as well as for similar matrix functions, related to the problems L * ,L * .
The lemma similar to the following one has been proved in [6] by the contour integral method.
Lemma 12. The following relations hold
Both series converge absolutely and uniformly with respect to x ∈ [0, π] and λ, µ on compact sets.
Analogously one can obtain the following relatioñ
It follows from Lemma 12 that
for n, η ≥ 0, q, r = 1, m, i, j = 0, 1. For each fixed x ∈ [0, π], the relation (31) can be considered as a system of linear equations with respect to ϕ nqi (x), n ≥ 0, q = 1, m, i = 0, 1. But the series in (31) converges only "with brackets". Therefore, it is not convenient to use (31) as a main equation of the inverse problem. Below we will transfer (31) to a linear equation in a corresponding Banach space of sequences.
Introduce collections G n = {ρ nqi } q=1,m,i=0,1 , n ≥ 0. Fix n and, for convenience, renumerate the elements of the collection:
Introduce a Banach space of infinite row vectors
Fix x ∈ [0, π]. Lemma 11 gives the following estimates:
where the constant C does not depend on n. Therefore, ϕ(x, ρ 2 ) forms an element of B:
Denote ψ(x) := ϕ(x, ρ 2 ) |B ,ψ(x) :=φ(x, ρ 2 ) |B . Then (31) and (32) can be transformed into the following relations in the Banach space B:
where I is the identity operator in B, and R(x),R(x) are linear operators, acting from B to B.
3
The explicit form ofR(x) and R(x) can be derived from (31) and (32). Further we investigate the operator R(x), the same properties forR(x) can be obtained symmetrically. According to (31) and (32), the operator R(x) acts on an arbitrary element ψ = {ψ k } ∞ k=0 ∈ B in the following way:
Lemma 13. The series in (35) converge in B(G n )-norm and the operator R(x) is bounded and, moreover, compact on B.
where ξ k was defined in (27) and the constant C does not depend on n and k. Using (36), we derive
≤ C, and D(x, λ nqi , λ klj ) satisfy estimates of Lemma 11, one easily obtain the estimate (37) for the first two terms.
Recall that J s = {q : ω q = ω ms }, s = 1, p, are indices in groups with equal terms ω q in asymptotics (3) . Continue to work with the third term:
Applying the estimate
estimates for α ′ klj and Lemma 11, we arrive at (37) for the first two terms again and continue to investigate the third one.
Now we use the estimates
(following from (6), (8) and similar asymptotics forα nq ) and Lemma 11. Finally we arrive at (37). Analogously one can obtain the estimate
Together with (37), this gives
where the constant C does not depend on n and k. Substitute (38) into (35) and use (28):
Hence R(x) B→B < ∞.
The operator R(x) can be approximated by a sequence of finite-dimensional operators in B. Indeed, let R Now turn to the problem L * , defined in (10) . Take the model problemL * = L * (Q(x),h,H) with the same potentialQ as the problemL has. By virtue of (15), the problems L and L * (similarly,L andL * ) have the same spectral data. Symmetrically to (31), we obtain the relations 
in B * for each fixed x ∈ [0, π]. Hereψ * (x) andR * (x) are constructed symmetrically toψ(x) andR(x) by the model problemL * and the spectral data Λ,Λ. Proof. Fix x ∈ [0, π]. In view of Lemma 13, the operatorsR(x) andR * (x) are compact in the corresponding Banach spaces. Therefore it is sufficient to consider homogeneous equations γ(x)(I +R(x)) = 0 and (I +R * (x))γ * (x) = 0. Let us prove only the "if" part, since the "only if" part can be proved symmetrically.
Suppose the equation γ(x)(I +R(x)) = 0 is uniquely solvable. Then there exists a bounded inverse operatorP (x) = (I +R(x)) −1 of the following form
For simplicity, assume that all the values {λ nqi } are distinct (the general case requires minor modifications). The relationP (x)(I +R(x)) = I yields 
Convergence of the series can be proved with help of (41). Using (42), we obtain
In view of (43), we conclude that γ * (x) = 0, so the homogeneous equation (I +R * (x))γ * (x) = 0 is uniquely solvable.
Note that we do not use in the proof of Lemma 14 the fact, that Λ is the spectral data of L, but use only properties (A) and (R). Therefore this lemma can be used in the sufficiency part.
The main equation gives us a constructive solution of Inverse problem 1. Solving (33), we find the vector ψ(x), i.e. the matrix-functions ϕ nqi (x). Denote
Lemma 15. The series in (44) converges absolutely and uniformly on [0, π], the function ε 0 (x) is absolutely continuous, and
Proof. Here we use ideas similar to the proof of Lemma 13. Group the terms of (44) in the following way:
It follows from (27), (28) and Lemma 11, that the series in (44) converges absolutely and uniformly on [0, π]:
Let us analyze the derivative of the first term in (45):
The other terms can be treated similarly. Using asymptotics (3), (20) and (21) together with Schwarz's lemma, one gets
By the Riesz-Fischer theorem,
The series
converges absolutely and uniformly with respect to
The next lemma gives formulas for recovering the potential Q(x) and the coefficients of the boundary conditions h and H. It can be proved similarly to [8, Lemma 8] .
Lemma 16. The following relations hold
Thus, we obtain the following algorithm for the solution of Inverse Problem 1.
Algorithm 1.
Given the data Λ.
1. ChooseL ∈ A(ω), and calculateψ(x) andR(x).
2. Find ψ(x) by solving equation (33), and calculate ϕ nqi (x).
3. Construct Q(x), h and H by (46).
Conditions (M), (E), (C) and (PW)
In this section, we establish the connection between the solvability of the main equation (M), the condition (E) and the completeness of some system of functions (C). The condition (C) and its equivalent reformulation (PW) will be given further in this section.
Let ω ∈ D and data Λ ∈ Sp satisfy conditions (A) and (R) of Theorem 1. LetL be an arbitrary problem from the class A 1,2 (ω).
Lemma 17. (E) follows from (M).
Proof. Let γ(λ) be a row vector, entire in λ and satisfying the relations γ(λ) = O(exp(|τ |π)), γ(λ nq0 )α nq0 = 0 for all n ≥ 0, q = 1, m.
Schwarz's lemma together with asymptotics (3) yields
Consider the functioñ
In order to prove the convergence of the series in (48), we apply to following formal transformatioñ
By virtue of (27), (47) and the estimates
Taking (28) into account, we conclude that the series in (48) converges to an entire function, satisfying the estimateγ(λ) = O(exp(|τ |π)). Substitute λ = λ nq1 into (48) and multiply the result by α nq1 . Definition (26) and Lemma 7 yield
Therefore, we obtainγ(λ nq1 )α nq1 = 0 for all n ≥ 0, q = 1, m. Thus, we have got the entire functionγ(λ), satisfying the presupposition of (E) for the spectral dataΛ of the model problem L. But (E) holds forΛ by Lemma 8. Henceγ(λ) ≡ 0, and by (48)
We see that the vector ψ = [γ(λ nqi )] ∈ B satisfy the homogeneous main equation ψ(I +R(π)) = 0. It follows from (M), that γ(λ nqi ) = 0 for all n ≥ 0, q = 1, m, i = 0, 1. Using (48) once again, we arrive at γ(λ) ≡ 0. Thus, we have proved (E).
Introduce the subspaces E nq = Ran α
Note that we intendently use α 
is complete in L 2 ((0, π), C m ).
for all n ≥ 0, q = 1, m, i = 1, m nq . It is easy to check that the function
satisfy all the properties in (E) and, consequently, equals zero. Therefore f (x) = 0 and the system (51) is complete.
Lemma 19. Let ϕ(x, λ) satisfy conditions of Lemma 18, and the system (51) is complete. Then the system (51) is a basis in L 2 ((0, π), C m ).
Proof. The basis property of the system (51) follows from its completeness and l 2 -closeness to the ortonormal basis cos nxE
According to asymptotics (3) and (20),
In order to prove the basis property for the system (52), it is sufficient to show, that the system E (i) nq is a basis in C m for a fixed n, for all sufficiently large values of n ≥ N. If the elements of (52) for n < N are linearly dependent, one can change them to cos nxe q , q = 1, m, where
is the standard coordinate basis. Since (R) holds, i.e. ranks of the weight matrices equal multiplicities of the corresponding eigenvalues, the total number of the vectors E 
By virtue of Lemma 18, the following condition: (C) The system of functions
is complete in L 2 ((0, π), C m ). follows from (E). The converse is not true. Indeed, there is the one-to-one correspondence between vector-functions f (x) ∈ L 2 ((0, π), C m ) and row vectors γ(λ) = π 0 f † (x) cos ρx dx of an even Paley-Wiener class PW, defined by the following conditions:
Therefore, condition (C) is equivalent to the following condition: (PW) For any row vector γ(λ) ∈ PW, if γ(λ nq )α nq = 0 for all n ≥ 0, q = 1, m, then γ(λ) ≡ 0.
Proof of Theorem 1
The necessity in Theorem 1 is contained in Lemmas 1, 2, 3, 6 and Theorem 3. Turn to the proof of the sufficiency. Let data {λ nq , α nq } n≥0,q=1,m ∈ Sp be given. Choosẽ L ∈ A 1,2 (ω) and constructψ(x),R(x). Assume that the conditions of Theorem 1 hold. Let ψ(x) = {ψ n (x)} n≥0 ∈ B be the unique solution of the main equation (33). The proofs of Lemmas 21-23 are analogous to ones described in [4, Sec. 1.6.2].
Lemma 21. For n ≥ 0, the functions ψ n (x) are continuously differentiable with respect to x on [0, π], and the following relations hold 
(see (29), (30)) and the boundary value problem L(Q(x), h, H) via (46). Clearly, ϕ(x, λ nqi ) = ϕ nqi (x). Using estimates (53), one can show that the entries of ε 0 (x) are absolutely continuous and the entries of ε(x) belong to L 2 (0, π). Consequently, we get 
Let us prove that f ∈ L 2 ((0, π), C m×m ). Indeed, ϕ(x, λ) is a solution of equation (1), therefore the relation (18) holds and
By virtue of (7), { V (ϕ kl0 )α 
Using (46) and (55), we obtaiñ
Applying (58) and the following relations: λ − λ kl0 .
