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1. INTRODUCTION 
In this paper, we discuss the Dirichlet nonsingular second-order boundary value problem 
y" + ¢(t) f(t, y) = 0, on (0, 1), 
y(0) = y(1) = 0. 
(1.1) 
The paper has two main sections. In Section 2, we modify a new technique of the authors [1] 
to show under reasonable conditions that (1.1) has a solution y > 0 on (0, 1) even if y = 0 is a 
solution of (1.1). The strategy involves using 
(i) approximating problems, 
(ii) existence principles from the literature (which rely on a Leray-Schauder alternative), 
(iii) lower type inequalities [2], and 
(iv) a limiting argument. 
In some sense, Section 2 continues the study initiated in [1]. In Section 3, new ideas are presented 
to guarantee the existence of twin positive solutions to (1.1). The technique presented is new 
and involves combining (i), the results in Section 2 (which rely on a Leray-Schauder alternative), 
with (ii), Krasnoselskii's fixed-point theorem in a cone. The existence theory in Section 3 is new 
and very general. Indeed Section 3 improves considerably the results in the literature [2-6]. Note 
also that the ideas in this paper could be extended to discuss other boundary data and indeed 
other problems. 
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To conclude this section, we gather together some results which will be used throughout this 
paper. Suppose y • C1[0, 1] A C2(0, 1) satisfies y" < 0 for $ • (0, 1) and y(0) = y(1) -- 0. Then 
it is easy to see [2] that y has one extreme point, say at to • (0, 1), and 
{ t~[Y[o, fo rO<t<to ,  
y(t)  > 
¢--~-~)o)[YIom, forto <:_t_<l; 
here [Y[0 = supte[o,ll y(t) = y(to). 
Next we present an existence principle [7] for the boundary value problem 
THEOREM 1.1. Suppose 
y" + ¢(t)g(t, y) = O, on (0, 1), 
(1.2) 
y(0)  = y(1) = a. 
and 
¢ • C(0,1), with¢>Oon(O,1)  andCeL l [O ,  1] (1.3) 
g : [0, 1] x R --* R is continuous 
are satisfied. In addition, suppose there is a constant M > [hi, independent o/A, with 
[Y[0 = 
for any solution y • C1[0, 1] Cl C2(0, 1) to 
sup [y(t)[ ~ M, 
t~[0,1] 
(1.4) 
y" + A¢(t)g(t ,  y) = 0, on (0 ,1) ,  
(1.5)x 
y(0) = y(X) ---- a, 
for each A E (0, 1). Then (1.2) has at least one solution y e C1[0, 1] N C2(0, 1) with [Y[0 -< M. 
Finally, we state Krasnoselskii's fixed-point heorem in cones. This will be used in Section 3. 
THEOREM 1.2. Let E = (E, [[.[[) be a Banach space and let K C E be a cone in E. Assume f~l 
and f~2 are open subsets of E with 0 • f~l and f~-'~ C f~2 and let A : K n (~22\~~1) --4 K be 
continuous and completely continuous. In addition, suppose 
[[Au[[ _< [[u[[, for u • K Cl 0f~l and [{Au[[ _> [[u[[, for u • K n 0f~2. 
Then A has a fixed point in K N ( '~\f~l) .  
2. A POSIT IVE  SOLUTION 
In this section, we establish the existence of a solution fl • C110, 1] n C2(0, 1) with y > 0 on 
(0, 1) to the boundary value problem 
" t t +¢(  ) I ( ,y )  =0,  0<t<l ,  
(2.1) 
y(0)  = y(1)  = 0. 
Throughout his section, we will assume the following conditions hold: 
¢ • C(0, 1), with ¢ > 0 on (0, 1) and ¢ • L 1 [0, 1], (2.2) 
f :  [0, 1] x [0, oo) --. [0, co) is continuous with f(t ,  u) > 0, for (t, u) • [0, 1] x (0, oo), (2.3) 
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f(t, u) < w(u), on [0, 1] x (0, oo), 
and 
sup 
cE(O,c~) 
with w > 0 continuous and nondecreasing on [0, oo), (2.4) 
> 1 (2.5) 
w(c) supte[o,x I f~ G(t, s)¢(s) ds 
for each constant H > 0, there exists a function ~H continuous 
on [0,1] and positive on (0,1), and a constant a ,0  < a < 1, 
with f(t, u) > CH(t)u ~ on [0, 1] x [0, HI; 
here G(t, s) is the Green's function for 
(2.6) 
ytt = O, 
y(O) = y(1) = O. 
on [0, 1], 
(2.7) 
THEOREM 2.1. Suppose (2.2)-(2.6) hold. 
y > 0 on (0, 1). 
PROOF. Choose M > 0 with 
Then (2.1) has a solution y E C1[0, 1] N C2(0, 1) with 
M 
w( M) supte[o,1] f l  a( t, s)¢(s) ds 
> 1. (2.s) 
Next choose e > 0 and e < M with 
M 
w(M) supte[O, ll f l  G(t, s)¢(s) ds + e 
> 1. (2.9) 
Let no E {1, 2 , . . .  } be chosen so that  l/no < e and let No = {n0,no + 1 , . . .  }. We first show that 
y" + ¢(t)f*(t,y) = O, 
1 
y(O) = y(1) = - -  
m 
O<t<l ,  
(2.10) m 
has a solution for each m E No; here 
f(t,u), u> 1 
f*(t,u) = m 
f t, , u<- - .  
k m]  m 
To show (2.10) m has a solution, we consider the family of problems 
v" + ~¢( t ) l * ( t ,u )  = 0, 0 < t < 1, 
1 
y(0) = y(1) = - - ,  m e No, 
~n 
(2.11)~ 
for 0 < )~ < 1. Let y E C1[0, 1] NC2(0, 1) be any solution of (2.11)~ n. Then y > 1/m on [0, 1] and 
~o 1 1 + ~ G(t, s)¢(s)f*(s, y(s)) ds, u( t )  = m fo~ t ~ [o, 11. 
Let lylo = supte[0,1] ly(t)l, so 
Iv(t)l < ~ + ~(Ivlo) sup r / 1 _ G( t ,  s)¢(s) ds, 
te[O,1] Jo 
for t E [0, 1]. 
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Thus, 
Ivl0 < 1. (2.12) 
w(lyl0 ) supte[0,i] fo 1 a(t ,  s)¢(s) ds + e 
Now (2.9) together with (2.12) implies [YJo # M. Thus, Theorem 1.1 implies (2.10) m has a 
solution y,n with IV,hi0 < M (notice [YmJ0 < M by Theorem 1.1 and ]Y,n[o # M by an argument 
similar to above). In fact, 
1 
- -  < ym(t) < M, for t • [0, 1] with y~ < 0 on (o, 1) (2.13) 
m 
and Ym satisfies 
y" + ¢(t)f(t, y) = O, 
1 
y(O) = y(l)  = -- .  
m 
0<t<l ,  
Now (2.6) guarantees the existence of a function CM(t) continuous on [0, 1] and positive on (0, 1), 
and a constant a, 0 < a < 1, with f(t, ym(t)) >_ CM(t)[ym(t)] ~ for (t, ym(t)) • [0,1] x [0, M]. 
Now since y~ < 0 on (0, 1) and Ym >_ 1/m on [0, 1], there exists tm• (0, 1) with Y~m -> 0 on 
(0, tin) and y"  < 0 on (tin, 1). Also, from Section 1, we have 
ym(t) >_ t~ym(tm), for 0 < t < tin, (2.14) 
and 
ym(t) > ( ym(tm), for tm< t < 1. (2.15) 
Consequently, 
" "t" [Ym(tm)la -Ymt ) -> t'¢M(t)¢(t), for 0 < t _< tin, (2.16) 
tam 
and 
"'t" [v"~(t"0]~ -Y,nt } > ~- - - t~(  1 - t)=¢M(t)¢(t), for tm < t < 1. (2.17) 
Integrate (2.16) from s (s • (0, tin)) to t,n and then integrate from 0 to tm to obtain 
and so 
ym(tm) >_ _1 + 
m 
Ivy(tin)l" fo '~ ta m Xa+I~e~M(X)q~(X) dx, 
ym(tm) >_ [ym(tm)] a Xa+I¢M(T,)q~(X ) dx. 
Thus, 
(/? v~(t~) >_ x"+~OM(X)¢(x) ax) 1/(1-..), 
and this together with (2.14) yields 
t (j~ot m ,~l/(l-a) 
v.~Ct) > ~ x~+lCM(z)¢(z) d~) , for t e [o,t,,]. 
Consequently, 
t 1/(1-,'.) 
ym(t) > t (9~0 xa+lddM(X)¢(z)dx) ' for t e [o, t,,]. (2.18) 
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Similarly integrate (2.17) from tm to s (s e (tin, 1)) and then integrate from tm to 1 to obtain 
ym(t) > (1-- t) ( / l  xa+lCM(X)¢(x) dx) 1~(l-a) 
Combine (2.18) and (2.19) to obtain 
for t E [tin, 1]. (2.19) 
\ 1/(1--a) 
t(1 -- t) ( fO XCt+ I•M(X)¢(X) dx ft 1 xct+I~JM(X)¢(X ) dx) 
ym(t) > = ~M(t), (2.20) 
(~XCt+l¢M(X)¢(x)dx) 1/(l-a) 
for t E [0, 1]. Of course, (2.13) and the differential equation immediately implies 
yU) ~ is a bounded, equicontinuous family on [0, 1] for each j = 0, 1. (2.21) m JmENo 
The Arzela-Ascoli Theorem guarantees the existence of a subsequence N of No and a function 
y ¢ C 1 [0, 1] with y~) converging uniformly on [0, 1] to yU) as m --* oo through N; here j = 0, 1. 
Also, y(0) = y(1) = 0, lY[0 < M (in fact, lyl0 < M, use an argument similar to the first part of 
the theorem) and y(t) > CM(t) for t E [0, 1] (in particular, y > 0 on (0, 1)). Now Ym, m E N, 
satisfies 
tim(t) 1 ~01 = - -  + G(t, s)¢(s)/(s, ym(S)) ds, for t ¢ [0, 1]. m 
Fix t E [0, 1] and let m --* oo through N to obtain 
f0 
1 
y(t) = G(t, s)¢(s)f(s,  y(s)) ds. 
In Theorem 2.1, we proved, in particular, the following result, which we will use in Section 3. 
THEOREM 2.2. Suppose (2.2)-(2.4) and (2.6) hold. In addition, assume 
there exists r > O, with r > 1; (2.22) 
w(r) suPte[0,11 f~ G( t, s)¢(s) ds 
here G(t, s) is the Green's function for (2.7). Then (2.1) has a solution y E C1[0, 1] O C2(0, 1) 
with y > 0 on (0, 1) and lYl0 < r. 
EXAMPLE 2.1. Consider the boundary value problem 
=0,  
U(0) = U(1) = 0, 
0<t<l ,  
(2.23) 
with 0 _< a < l, /3 >_ 0, # > 0, andA_>0.  If 
#<8 sup ( c ) (2.24) 
ce(0,o¢) c ~+c~+A ' 
then (2.23) has a solution y E Cx[0, 1] O C2(0, 1) with y > 0 on (0, 1). 
REMARK. If A = 0 then y = 0 is also a solution of (2.23). 
We will apply Theorem 2.1 with ¢ = # and w(x) = xa+ x ~ + A. It is easy to see that (2.2)-(2.4) 
and (2.6) (with Cg = # and a = a) hold. Also note 
f01 G(t, s)¢(s) ds = ~, sup 
te[0,1] O 
and so (2.24) implies that (2.5) is true. Theorem 2.1 now establishes the result. 
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EXAMPLE 2.2. Consider the boundary value problem 
y" +ya  + y~ = 0, 0 < t < 1, 
(2.25) 
y(O) = y(1) = O, 
with 0 < a < 1 and fl > 0. Then (2.25) has a solution y E C1[0, 1] NC2(0, 1) with y > 0 on (0, 1) 
and lY[o < 1. 
REMARK. Note y -- 0 is also a solution of (2.25). 
This follows immediately from Theorem 2.2. Note (2.22) holds with r = 1 since 
r 8r 
w(r) suPte[O,l] f l  G(t, s)¢(s) ds r a + r~" 
EXAMPLE 2.3. The boundary value problem 
y" + e ~ = 0, 0 < t < 1, (2.26) 
y(0)  = y (1)  = 0, 
has a solution y e ca[0, 1] n C2(0, 1) with y > 0 on (0,1) and lylo < 1. 
This follows immediately from Theorem 2.2 (note (2.6) holds with ~H = 1 and a = 0) with 
w(=)  = e = 
3. TWIN POSIT IVE  SOLUTION 
In this section, we establish the existence of twin positive solutions to (2.1). First notice [2-6] 
the Green's function G(t, s) for (2.7) satisfies 
G(t, s) <_ G(s, s), for (t, s) e [0, 11 x [0, 1], (3.1) 
and 
REMARK.  Recall  
1 a(t, , )  _> ~G(s,,), 
G(t, s) = 
(1 t)s, 
(1 s)t, 
1 3 
for ~_<t_< ~. 
0<s<t ,  
t<s<l .  
(3.2) 
THEOREM 3.1. 
are satisfied: 
and 
Assume (2.2)-(2.4) and (2.6) hold. In addition, suppose the following conditions 
there exists r > 0 with w(r) suPtelo, a] f l  G(t, s)¢(s) ds > 1, 
, , , , , ( , ,o ,  o° x (0 oo, 
(3.3) 
(3.4) 
there exists R > r with w-~ -< 4 Ja/4 G , s r(s) ds, fo rxE  [R ,R] .  (3.5) 
Then (2.1) has two solutions Yl,Y2 E CI[0, 1] N C2(0, 1) with Yl > 0, Y2 > 0 on (0, 1) and with 
0 < ]yal0 < r < [y2[o < R. 
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PROOF. From Theorem 2.2, we have immediately the existence of Yl. To guarantee the existence 
of Y2, we will use Theorem 1.2. Let E = (C[0, 1], I.]o) and 
K={uEC[O,  1l:u(t)>OfortE[O, teIll4,3/4lmin u(t)> 
Clearly, K is a cone in E. Let A : K ~ C[0, 1] be defined by 
Au(t) = G(t, s)dz(s)f(s, u(s)) ds. (3.6) 
A standard argument [7] implies A : K --, C[0, 1] is continuous and completely continuous. Next 
we show A : K --* K. If u • K, then Au(t) > 0 for t • [0, 1] from (2.3), and in addition, (3.2) 
and (3.1) imply 
min Au(t) = rain G(t, s)¢(s)f(s, u(s)) ds > ~ G(s, s)¢(s)f(s, u(s)) ds 
te [1/4,3/41 te [1/4,3/41 
1 1 
_> sup [ = ¼1A to 
t~[O,l} Jo 
Consequently, Au • K, so A : K --~ K. Let 
~1 ={u•C[0 ,1 ] : lu lo<r}  and ~2={u•C[0 ,1 ] : lu lo<R}.  
We first show 
IAulo <_ lulo, for u • K n 0~1.  (3.7) 
To see this, let u • K A 0~21, so luIo = suPte[o,1] u(t) < r. Now (2.4) implies for t • [0,1] that 
/o /o Au(t) = a(t, s)¢(s)f(s, u(s)) ds <_ G(t, s)¢(s)w(u(s)) ds. (3.8) 
In addition, since u(s) < lulo = r for s • [0,1], we have, using the fact that w is nondecreasing 
and (3.3) holds, that 
r w(u(s)) < w(r) < , for s • [0, 1}. (3.9) 
- suptei0,11 f~ G(t, s)¢(s) ds 
Thus, (3.8) and (3.9) imply 
r fo 1 Au(t) <_ supta[O, ll f :  G(t, s)¢(s) ds G(t, s)¢(s) ds < r = [u[o, for all t • [0, 1], 
and so, [Aulo < [ulo for u • K N 0~1. Hence, (3.7) is true. Next we show 
IAulo >> lulo, for u e K (3 0~2. (3.10) 
To see this, let u e KNO~2, so [Ulo = R and minte[1/4,3/4l u(t) >_ 1/41ulo = (1/4)R (in particular, 
u(t) • [(R/4), R] for t • [1/4, 3/4]). Now (3.4) implies 
_ [3 /4  
> G(1,  s)'r(s)w(u(s))ds. 
J1/4 
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This, together with (3.5) (and the fact that  u(s) E [(R/4), R] for s • [1/4, 3/4]), yields 
(1) 4 ,/1/413/4'( 1 ) R 
Au >_ fa1 /4G( (1 /2 ) , s ) r ( s )d  s a 2 ,s  r ( s )u (s )ds  > 4-£ = R = lul0, 
and so IAu]0 _> lu]0 for u • K Cl 0f~2. Thus, (3.10) is true. Now Theorem 1.2 implies that  A has 
a fixed point Y2 • g N (~-2\f~l), i.e., r < lY2]0 < R. In fact, r < lYg.]0 (argue as in the first part 
of Theorem 2.1). Finally, since y~t < 0 on (0, 1) and lY2]0 > r > 0, then [2, Lemma 15.2] implies 
y2(t) > 0 for t • (0, 1). l 
EXAMPLE 3.1. Consider the boundary  value problem 
y-  + ya +y~ = 0, 0 < t < 1, 
(3.11) 
y(o) = y(1) = o, 
with 0 < a < 1 < 8. Then (3.11) has solutions yl ,y2 • CI[0, 1] N C2(0, 1) with yl > 0,y~. > 0 on 
(0,1) and 0 < [Yl[0 < 1 < [Y2[0. 
REMARK. Note y -- 0 is also a solution of (3.11). 
This follows from Theorem 3.1 with ¢ = ~ = 1, w(x)  = x a +x ~, and r = 1. Notice (2.2)-(2.4), 
(2.6), (3.3) (with r = 1, see Example  2.2), and (3.4) hold. Next notice 
and 
1/3 4 )  ilr ] 
G z ,S  r(s)  ds= sds+j,/2__ - s )  ds = 128 
x x 
= ----~ 0, as x ---4 oo. 
w(x)  z ~ + x~ 
Thus, there exists A > r = 1 with 
x 3 
x ~ +x~ < 128' for x > A. 
Let R = 4A and so 
x <3 fo rxE  [ R R] 
x a + x~ - 128' ' " 
Thus, (3.5) holds. Theorem 3.1 now establishes the result. 
EXAMPLE 3.2. I t  is easy to see (using Theorem 3.1 and the same type of analysis as in Exam- 
ple 3.1) that  
y" + e ~ = 0, 0 < t < 1, 
y(0) = y(1) = 0 (3.12) 
has solutions Yl,Y2 E C1[0, 1] N C2(0, 1) with Yl > 0,y2 > 0 on (0,1) and 0 < [YlIo < 1 < lY2Io. 
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