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第1章 はじめに
1.1 背景
現実で観測されるデータには，直接観測できない関係性や知識が背後に潜んでいると仮
定できる．このようなデータの背景にある抽象的な表現のことを本研究では，潜在的意味
と呼ぶ．例えば，自然言語で書かれたニュース 1つ 1つには扱っている話題という潜在的
意味があり，その話題が共通している記事同士では，使われる単語やフレーズが似通いや
すい．ニュースの例では，「研究」という話題をもつ記事であれば，「研究者」，「大学」，「分
野」といった単語が共通して出現しやすい．データから適切な潜在的意味を推定すること
ができれば，観測時には関連性の希薄なデータ同士を関連づけることができる．例えば，
情報検索の文脈では，単純なキーワードの一致で検索するのではなく，潜在的意味として
文書を扱っている話題を介することで，クエリ語を内容には含まないにもかかわらず，関
連性の高い検索対象を検索結果として返す検索エンジンを提供できる [1]．自然言語以外
の例として，商品の購買履歴において，潜在的意味はユーザの属性や嗜好であり，これを
利用することでよりユーザの趣味・嗜好を捉えた商品推薦が可能になる．このように，潜
在的意味を仮定したモデルを構築し，データから潜在的意味を推定することで，データ解
析やデータについてより理解できるため，重要な研究領域として注目されている．
1.1.1 大規模グラフにおけるコミュニティ抽出
グラフ1は，インスタンスの関係性を端的に表現できる汎用的なデータ表現である．例
えば，Webページのハイパーリンクやソーシャルネットワーキングサービス（SNS）上で
のやりとり，タンパク質の構造，道路網，商品の購買履歴は，グラフとして表現できる．
このような汎用性から，グラフ上で動作するアルゴリズムを開発できれば，異なるドメイ
ンのデータでもグラフで表現できれば適用可能になる．
その中でもソーシャルネットワークやウェブグラフ，生体ネットワークからコミュニティ
を発見することは，近年様々な応用が進んでおり，重要な課題の 1つである．コミュニティ
とは，コミュニティ内部のノード間と強く結びつき，コミュニティ外部のノード間と弱く
結びつくようなネットワークの部分構造であり，多くのネットワークが複数のコミュニティ
から構成されている．コミュニティは，ソーシャルネットワークに存在する知人のグループ
1本論文ではグラフとネットワークは同じ意味で用いる
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などに見られるように，性質や機能の類似したノード集合に対応しやすいことから，様々
な応用先も報告されている [2]．このため，より高速で正確なコミュニティ抽出は，重要
な技術課題として位置づけられる．また，グラフのコミュニティは，直接観測できない関
係性であるため，グラフにおける潜在的意味としてみなすことができる．
近年，解析対象となるグラフは大規模化しており，例えば，Facebook2の友人関係やTwit-
ter3の Follower Followee関係といったデータは世界中のユーザから生成されるため，非常
に大規模なグラフである．このため，大規模なネットワークに対しても高いスケーラビリ
ティをもつコミュニティ抽出手法が求められている．
コミュニティ抽出のアルゴリズムの 1つとして，文書データの潜在的意味解析で用いら
れる Latent Dirichlet Allocation (LDA) [3]が挙げられる [4]．LDAを用いる利点として，大
規模な文書データに対する高速なアルゴリズムの研究が盛んに行われてことが挙げられる
[5, 6, 7, 8, 9, 10]．このため，LDAは大規模グラフに対する高速なコミュニティ抽出に転用
しやすいモデルの 1つとして期待される．
1.1.2 短文書データにおける潜在的意味解析
自然言語処理や情報検索の分野では，SNSの普及によって顕著になった問題として，SNS
のコンテンツ，チャットメッセージ，検索エンジンのクエリや論文のタイトルなど短文書集
合に対する解析が挙げられる．特に，スマートフォン上で動作するインスタンスメッセー
ジアプリの普及で，1インスタンスの含む共起情報量が非常に限られたデータに対する解
析技術の要望はさらに高まっている．これまで論文やニュース記事の本文といった 1文書
に単語が多く含まれる文書データの解析方法として，トピックモデルの 1つである LDA
を用いた潜在的意味解析が用いられている．しかし，LDAは，1文書に含まれる単語数が
少数である場合，学習が困難であることが指摘されており [11]，短文書への適用に関して
は課題が残されている．
1.2 本研究の目的
研究背景に基づき，本研究の目的を，（1）LDAの高速化アルゴリズムである確率的変分
推論 [8]をグラフに適用した際のコミュニティ抽出の性能を実験的に明らかにすること，
（2）短文書のデータに対して LDAのアルゴリズムを変更せずに，性能を上げるアルゴリ
ズムの開発の 2つに設定する．
1つ目の研究目的は，自然言語のデータに対して LDAに確率的変分推論を用いたアルゴ
リズム [8]は，大規模な文書データに対して高いスケーラビリティをもつアルゴリズムと
2https://www.facebook.com/
3https://twitter.com/
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して提案されているが，グラフデータ解析の文脈におけるコミュニティ抽出のアルゴリズ
ムとしての有効性については明らかにされていない．グラフデータでは，自然言語のデー
タと異なり共起情報が少ないデータを多く含むため，サンプリングによる高速な近似推論
である確率的変分推論では，潜在変数を推定するのに必要な共起情報が十分に得られない
ことが原因となりコミュニティ抽出の性能が落ちることが懸念される．
2つ目の研究目的では，文書データの解析手法の 1つであるトピックモデルの中でも広
く使われている LDAを用い，単語の共起グラフを用いた擬似文書生成手法を提案する．グ
ラフ表現を利用することで，共起するデータを手がかりとして未知データに対して汎化性
能を向上できるため [12, 13]，短文書の解析における LDAに関してもグラフ表現を介する
ことで，共起情報の不足を補うことができる．また，LDAのモデルを拡張しない利点とし
て，Gensim4や scikit-learn5といった広く使われているライブラリでも適用でき，また，高
速なアルゴリズム [5, 6, 7, 8, 9, 10]を改良せずに適用可能な点が挙げられる．
1.3 本論文の構成
第 2章で関連研究について述べ，本論文の位置づけと有用性を明らかにする．第3章で
本論文の新奇性を明確にするために，本論文で用いるアルゴリズムとデータ構造について
概略を述べる．第 4章では本論文の 1つ目の目的のために，確率的変分推論を用いた LDA
をグラフデータに適用可能かを実験的に明らかにする．第5章は，本論文 2つの目的のた
めに，第 4章の結果に基づき，グラフ構造を介することで短文書に対する LDAの欠点を補
う手法を提案する．第6章で本論文のまとめを述べる．
4https://radimrehurek.com/gensim/
5http://scikit-learn.org/
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第2章 関連研究
2.1 重複コミュニティ抽出に関する研究
ネットワークからコミュニティを抽出する手法は，盛んに研究されている [14, 15]．コ
ミュニティ抽出の応用研究も行われており，例えば，ネットワークに付随するデータを利
用し，コミュニティの命名 [16]やイベント検知，画像のクラスタリングなど [2]がある．コ
ミュニティ抽出は，1つのノードが単一のクラスに属する Disjoint community detectionと 1
つのノードが 0個以上のコミュニティに所属できる Overlapping community detection（重
複コミュニティ抽出）の 2つに大別できる．Disjoint community detectionでは，ノードが
単一のコミュニティにしか所属しないという制約が強いため，非常に高速にコミュニティ
抽出アルゴリズムが提案されている [17]．しかし，Disjoint community detectionは，制約
が強すぎるために抽出したコミュニティに備わっているべき重要な構造や性質が失われて
しまう欠点も考えられる [18]．一方で重複コミュニティ抽出では，制約が弱いことに起因
して最適化が難しいため，効率的なアルゴリズムやモデリングが課題となっている．これ
らの手法は目的に応じて使い分けられると考えられるが，ソーシャルネットワークなど多
くのネットワークで，各ノードが複数のコミュニティに属することが自然である場合が多
い．また，研究者をノードとする共著ネットワークや引用ネットワークといって古くから
研究されているネットワークにおいても研究者が複数のコミュニティ（所属機関や研究分
野）に属するため，実データを扱う上で重複コミュニティ抽出が適している．図2.1に，重
複コミュニティの例として研究者の共著グラフを示す．このグラフでは，ノードが研究者
を表し，エッジが共著関係を表す．このとき，中央に位置する Timは，A大学とX研究所
の両方に所属しているため，所属機関というコミュニティは重複コミュニティである．
既存の研究として局所的な情報のみを用いてグラフを分割することで並列化可能なアル
ゴリズムを導出し，複数台のサーバによる分散計算による大規模グラフのコミュニティ抽
出を行う手法が提案されている [16]．しかし，このアプローチは，計算機資源を大量に消
費するため依然として計算コストが高く，また単語の共起グラフの分析 [19]のようにアド
ホックに生成されるグラフ構造上のコミュニティ抽出を行う場合などには分散環境の構築
を必要とするコストが大きいと考えられる．代表的な重複コミュニティ抽出手法の 1つに
は Pallaら [20]の Clique Percolation Method（CPM）がある．CPMでは，大きさ kの完全
グラフを単位としてコミュニティ抽出を行う．CPMのアルゴリズムでは，まずネットワー
4
X研究所A大学
図 2.1: 研究者の共著グラフにおける重複コミュニティの例．Timは A大学と X研究所に
属している．
クから全ての大きさ kの完全グラフを見つけ，コミュニティとする．次に隣接する完全グ
ラフを新しいコミュニティとして併合する．隣接する大きさ kの完全グラフとは，完全グ
ラフの間で k − 1個のノードを共有する 2つの完全グラフである．コミュニティの併合を
繰り返していくことでグラフに含まれるコミュニティを抽出する．しかし CPMは，最悪
の場合，実行に指数時間を必要とするため [21]，グラフのサイズに対してもスケールさせ
るために部分グラフに注目した並列化手法 [22]が提案されているが，計算資源を大量に必
要となる．
LDAをグラフデータに応用したアプローチの研究も進められている．Hendersonら [4]
の LDA–Gでは，ノードの隣接ノードの集合を文書の単語集合とみなして LDAの学習を
行うことにより，コミュニティ抽出を行っている．Hendersonら [4]の実験では，PubMed
の論文データから研究者の共著グラフを構築し，研究者コミュニティの抽出が可能である
ことを示している．これを拡張した手法として，Zhangら [23]の提案する Simple Social
Network Latent Dirichlet Allocationでは，接続するエッジの本数やノード間の距離に応じ
て，文書を構成する単語の数に重み付けを行うことで，LDAによるコミュニティ抽出精度
の向上を示している．Chaら [24]は，Hendersonら [4]と同様のアイデアに基づいて LDA
を Twitterの Follower Followeeネットワークに適用し，有向辺に対してユーザの興味を表
すラベル付けを行っている．これらの手法では，Gibbs samplingや変分ベイズ法を用いて
LDAの学習を行っており，1回の反復計算において全ノードの隣接ノード集合を走査する
ため，非常に大規模なグラフにおいては学習の収束に必要な計算時間が膨大になる．この
問題に対して，本論文では，LDAの学習に確率的変分推論を適用することにより，大規模
なグラフに対しても高速にコミュニティ抽出を実現する手法を提案する．
確率モデルに基づいてグラフ構造を直接モデル化するアプローチの提案も盛んに行われ
ている [25, 26]．Gopalanら [27]は，mixed–membership stochastic blockmodel [28]を用い
たベイズモデルを用いて，重複コミュニティ抽出を行っている．Gopalanら [27]の手法で
は，コミュニティを部分グラフで条件付けられる潜在変数で表し，反復的にネットワーク
5
の全エッジをもとに確率的最適化のアルゴリズムを用いることで，コミュニティを推定す
る．このモデルは，可能な全てのノードペアについてエッジの有無に関する潜在変数を仮
定しており，厳密推論にはノード数の 2乗のオーダが必要となるが，このアルゴリズムは
グラフデータに存在するエッジのみを用いた学習を行うことで高速化を実現している．し
かし，1回の反復計算で全エッジを走査するため，大規模ネットワークに対しては計算コス
トが大きくなる．一方，本論文で用いる確率的変分推論は，グラフデータに存在するノー
ドからさらにサンプリングを行うため，計算コストとコミュニティ抽出精度のトレードオ
フをより柔軟に調節できる．また，LDAではトピック数に対しても高いスケーラビリティ
をもつ効率的な学習アルゴリズム [8]が提案されていることから，大きなコミュニティ数
を仮定した場合でも計算量を小さく抑えることができると考えられる．
2.2 短文書に対するトピックモデルに関する研究
短文書を対象としたトピックモデルに関する手法は，外部情報を用いる手法と，短文書
集合のみ用いる手法の 2つに大別できる．以下では，それぞれの手法について本研究と関
連する手法について，概説する．
2.2.1 外部情報を用いる手法
526万エントリ以上の多様な記事を扱うオンライン百科事典Wikipedia1など大規模で汎
用性の高い外部コーパスにおける共起情報は，短文書集合と共通した内容を含むため，外
部コーパスを利用することで短文書集合の共起情報の不足を補う手法が提案されている．
Phanら [29]は，WikipediaやMEDLINEで学習したLDAを用いて短文書に対してトピック
の推論を行い，短文書分類の特徴量抽出を行っている．Nguyenら [30]と Liら [31]は，大
規模な外部コーパスで学習した単語の分散表現を用いることで短文書集合に対するトピッ
クモデルの性能向上を図っている．しかし，これらの外部コーパスを用いた手法は，SNS
など速報性の高いデータに含まれる未知語の推定が困難であるため，トピックの推定精度
が低くなる．特定のサービスやドメインに特化した手法も提案されており，投稿可能な文
字数が 140文字2に制限される Twitterの投稿に対して，同一ユーザの投稿や同じハッシュ
タグが付与された複数の投稿からなる擬似文書を構築し，トピックモデルの学習を行う手
法が提案されている [32, 33]．これらの手法では，個別のサービスや特定ドメインにおい
ては有効である一方で，投稿情報以外の収集と前処理が必要であり，またハッシュタグの
ない投稿や投稿数の少ないユーザの投稿には適用が難しいため汎用性に欠く課題もある．
1https://www.wikipedia.org/
2現在は一部のアジアの国を除いて 280文字が上限
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2.2.2 短文書集合のみを用いる手法
短文書集合のみを用いる手法では，トピックを表す潜在変数をより密な統計量から推
論するトピックモデルや学習データの生成手法が提案されている．Yanら [34]の Biterm
Topic Modelでは文書全体に対して 1つのトピック分布を定義した上で，短文書内で共起
順序を無視した 2単語対に 1つのトピックを仮定し共起情報を増やしている．Quanら [35]
の Self-Aggregation based Topic Model，Zuoら [36]の Pseudo-Document-based Topic Model
では，複数の短文書をクラスタリングする潜在変数を導入したトピックモデルを提案して
いる．これらのモデルは，LDAとは異なるモデルであるため，高速な推論アルゴリズムを
適用するためには，別途導出する必要があるためコストが高いと考えられる [37]．本論文
と最も関係のある研究には，Zuoら [38]のWord Network Topic Model (WNTM)が挙げら
れる．Zuoら [38]は，短文書内の共起情報がスパースであるのに対し，文書集合全体にお
ける単語同士の共起情報は密であることに注目し，入力に与える短文書集合を拡大してか
ら，LDAを学習する手法である．WNTMは，文脈窓幅 10に含まれる任意の 2単語対の
共起関係から共起グラフを構築した上で，各ノードの隣接ノードを要素にもつ擬似文書の
トピック推定を行うことで，短文書における共起関係の不足を補っている．
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第3章 前準備
本章では，本論文で使用する機械学習手法とグラフ表現について説明する．まず3.1節
で Latent Dirichlet Allocation [3]について概説する．次に3.2節で，大規模データに対する
近似推論アルゴリズムの 1つである確率的変分推論法に基づく LDAの学習アルゴリズム
を説明する．最後に，3.3節で本研究で扱うグラフ構造について説明する．
3.1 Latent Dirichlet Allocation
LDAは，Bleiら [3]によって提案されたBag of Wordsデータの確率的生成モデルの 1つで
ある．Bag ofWordsとは，要素（ここでは単語）の重複を許した集合であり，もともとある存
在する単語における順序を無視した表現である．本節では提案論文 [3]と同様に文書データを
例にして説明を行う．LDAでは，D個の文書からなる文書集合X = {X1, . . . , Xd, . . . , XD}
を観測した際に，各文書Xd = {xd,1, . . . , xd,i, . . . , xd,Nd}を，潜在的な意味（トピック）か
ら生成されるものとしてモデリングする．このとき，xd,iは，サイズ数が V の語彙の 1要
素である．
各トピックは，文書集合の要素と対応関係があり，Z = {Z1, . . . , Zd, . . . , ZD}，Zd =
{zd,1, . . . , zd,i, . . . , zd,Nd}とした確率変数で表現する．トピック kに対応する単語の確率分
布を φkとした場合，LDAでは，以下の同時確率についての条件付き独立性を仮定する．
p(X,Z,θ,φ | α,β) =
D∏
d=1
Nd∏
i=1
p(xd,i | φzd,i)p(zd,i | θd)
×
D∏
d=1
p(θd | α)
K∏
k=1
p(φk | β) (3.1)
このとき，Kはトピック数，Ndは文書Xdに含まれる単語数，θとφは，それぞれαとβ
をハイパーパラメータにもつ Dirichlet分布から生成される多項分布のパラメータである．
K D N K V
α θ z x βφ
図 3.1: LDAのグラフィカルモデル．灰色のノードは観測される離散値，白色のノードは
潜在変数とハイパーパラメータを表す．
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表 3.1: NIPSデータセットから推定した φのうちの上位 7単語
1 2 3 4 5
1 time layer problem map function
2 figure hidden solution maps functions
3 rate weights optimization mapping basis
4 rates output optimal space rbf
5 shown layers solutions vector approximation
6 shows input problems kohonen error
7 constant number set feature radial
以上の生成過程を表した LDAのグラフィカルモデルは，図 3.1で与えられる．
Dirichlet分布は，式（3.2）で定義される確率分布である．
p(θ;α) =
∏K
k=1 Γ(αk)
Γ(
∑K
k=1 αk)
K∏
k=1
θαk−1k (3.2)
このとき，αは正の実数値をとるハイパーパラメータであり，θは∑Kk=1 θk = 1かつ任意
の kに対して θk ∈ (0, 1)を満たすベクトルである．
LDAの学習では主にGibbs samplingによるサンプリング近似と変分ベイズ法による近似
推論の 2つが用いられる．本節では，広く用いられているCollapsed Gibbs sampling（CGS）
[39]について述べる．CGSでは潜在変数である θとφを周辺化し，トピック zd,iのサンプ
リングのみを行う．このとき，単語 xd,iにトピック kが割り当てられる確率は，式（3.3）
で定義される．
p(zd,i = k | X,Z\d,i,α,β) ∝ (n\d,id,k + αk)
n
\d,i
k,xd,i
+ βxd,i∑
v(n
\d,i
k,v + βv)
(3.3)
このとき，nd,k は Zdにおけるトピック kの出現頻度，nk,xd,i は単語タイプ xd,iにトピッ
ク kが付与された回数を表す．また，Z\d,iと n\d,iの上付き文字はそれぞれ zd,iを除いた
集合と頻度を表す．CGSを用いた学習では，全文書に対して式（3.3）に従ってサンプル
したトピック zd,iの更新を反復的に行うことで，Z を推定する．
LDAで抽出できるトピックの例として，表に国際会議Neural Information Processing Sys-
tems (NIPS) 1に採録された本文の 13年分のデータ2 に対してK = 100で推定した φの中
から 5トピックを選び，確率値の高い上位 7単語を示す．例えば，2列目では，ニューラ
ルネットの層に関連する単語が高い確率で生成されるφが推定されていることがわかる．
1https://nips.cc/
2https://cs.nyu.edu/˜roweis/data/nips12raw_str602.mat
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3.2 LDAにおける確率的変分推論
LDAの学習アルゴリズムとして CGSを用いる場合，収束までにかかる計算量は，反復
回数，全文書数，トピック数の積に比例する．このため，文書数が数万以上ある大規模な
文書データに対しては計算量が増加するためにトピック推定は困難になる．これに対して，
本研究では，Mimnoら [8]が提案する LDAの確率的変分推論を用いることで，文書数と
トピック数に対して劣線形の計算量のアルゴリズムを用いる．
Mimnoら [8]の手法では，Jensenの不等式を用いて得られる以下の変分下限を最適化す
る確率分布 q(Z, φ)を求めることを目指す．
log p(X | α,β) ≥
∫ ∑
Z
q(Z,φ) log
p(X,Z,φ)
q(Z,φ)
dφ ≡ F (3.4)
平均場近似として，以下を仮定する．
q(Z,φ) =
D∏
d=1
q(Zd)
K∏
k=1
q(φk | λk) (3.5)
ただし， q(φk | λk) はハイパーパラメータ λk の Dirichlet分布とする．LDAの確率的変
分推論法では， λk に対する変分下限の微分 ∂F∂λk を勾配として，確率的勾配法の一種であ
る Robbins–Monro法を適用する．Robbins–Monro法では，ベクトル λk の関数 F (λk) が
F (λk) =
∑D
d=1 Fd(λk)の形をしているとき，適切な確率分布 p(d)に従って得たB個のサ
ンプル D(s) = (d1, ..., dB)を用いて，以下の反復計算によって確率的に最適解を得る．
λ
(s)
k = λ
(s−1)
k − ν(s)G(λk)−1 ×
D
B
∇λk
∑
d∈D(s)
Fd(λ
(s−1)
k ) (3.6)
このとき，Bはミニバッチサイズと呼ばれる所与の値であり，sは現在の反復回数を表す．
ここで， ν(s) は収束を保証する条件∑∞s=1 ν(s) =∞および∑∞s=1(ν(s))2 <∞を満たすよ
うな数列であり，本研究では広く用いられている以下の式（3.8）を用いる [6]．
ν(s) =
1
(τ + s)κ
(3.7)
where τ > 0,
0.5 < κ ≤ 1
このとき，G(λk)は Dirichlet分布の KL情報量に基づいて定義される λk の Fisher情報行
列である．λk についての F の勾配を求めて代入すると，LDAのRobbins–Monro法の更新
式は以下のように得られる．
λ
(s)
k,v = (1− ν(s))λ(s−1)k,v + ν(s)
βk,v + D
B
∑
d∈D(s)
Eq[nd,k,v]
 (3.8)
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ただし， Eq[nd,k,v]は q(Zd)に基づいて求めた，文書Xdにおいてトピック kが単語 vに
割り当てられる回数の期待値である．
q(φ)を固定したとき，各文書Xdについて変分下限を最大化する q(Zd)は，Euler–Lagrange
方程式を用いた変分法により以下のように求められる．
q(Zd) ∝
K∏
k=1
Γ(αk + nd,k)
Γ(αk)
Nd∏
i=1
e
∫
q(φ) log φzd,i,xd,idφ (3.9)
これは文書Xdに含まれるNd個のトピックの組み合わせの上の確率分布であり，直接計
算することは現実的でないため，Gibbs samplingを用いて近似的に同時確率を求める．ト
ピック zd,iのサンプルは，i番目以外のトピック z\id が与えられているとき，以下の分布に
従って得られる．
q(zd,i = k | z\id ) ∝ (αk + nd,k)e
∫
q(φk) log φk,xd,idφk (3.10)
本研究では，さらにWangら [40]の提案する Locally Collapsed近似法を適用し， q(φk)に
おける φk,v の期待値
∫
q(φk)φk,vdφk =
λk,v∑
v′ λk,v′
を，分布 q(φk) の点推定として用いる．
この近似によって実験的に高い汎化能力が得られることがWangら [40]によって報告され
ている．このとき，Gibbs samplingの更新式は以下のようになる．
q(zd,i = k | z\id ) ∝ (αk + nd,k)
λk,xd,i∑
v λk,v
(3.11)
特に，本研究では，M回の burn–in iterationの後に得られる 1セットのサンプルのみを用い
て同時確率を近似する．このとき，Gibbs samplingによって得られた文書Xdのトピックの
サンプルについて，トピック kが単語 vに割り当てられている数を数えることで，E[nd,k,v]
をサンプル近似できる．
3.3 グラフ
提案手法の定式化のために，単語の共起グラフを表す重み付き有向グラフを Gdir =
(V, E ,W)とし，V をノード uを要素とする頂点集合，E を，2つのノード u, vの共起関
係を表す有向辺 edir(u, v)を要素とする辺集合とする．このとき，edir(u, v)は，ノード u
からノード vへのエッジを表す．wdir(u, v)は，edir(u, v)の重みを表す 0以上の実数値と
する．有向グラフと同様に，無向グラフは，G = (V, E ,W)とし，V をノード uを要素と
する頂点集合，E を，2つのノード u, vの共起関係を表す無向辺 e(u, v)を要素とする辺集
合とする．このとき，e(u, v)は，ノード uとノード vからなるエッジを表す．w(u, v)は，
e(u, v)の重みを表す 0以上の実数値とする．
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第4章 重複コミュニティ抽出における確率的
変分推論を用いたLDAの適用
本章における LDAに基づくアルゴリズムは，W の要素がすべて整数値であるような有
向グラフ Gdir と無向グラフ G に対して適用できる．説明を簡略化するために，本章では
無向グラフ Gを仮定する．
4.1 LDAに基づく重複コミュニティ抽出の定式化
LDAによる重複コミュニティ抽出の定式化のために，ノードにインデックスを付与し，i
番目のノードを vi ∈ Vとしたとき，以下の式（4.1）を満たすノード集合を neighbour(vi)
と定義する．
neighbour(vi) = {v : d(vi, v) ≤ 1, v ∈ V} (4.1)
このとき，d(vi, vj)は，ノード viとノード vj 間の最短距離である．ここで LDAにおける
文書データとグラフとの対応付けを行う．まずノード vは単語 x，neighbour(vi)は文書
Xiに対応付けできる．文書の場合，トピックモデルは文書内に共起しやすい単語の統計量
から確率変数 zで表したトピックを推定する．これはグラフにおいて，同じ neighbour(v)
で共起しやすいノード vからトピックを推定することに相当する．隣接ノードが類似して
いるノード集合は，同じトピックから生成される確率が高くなるために，LDAにおけるト
ピックはグラフに含まれるコミュニティとして解釈できる．このため，コミュニティkは
トピック kに相当し，p(v | z = k)の値が高いノード vは，コミュニティkのメンバとす
る．また複数のコミュニティから高い確率で生成されるノードは複数のコミュニティに属
するため，重複コミュニティ抽出に自然に適用できる．既存手法 [23]では neighbour(vi)
に距離 0のノード（vi自身）を含まないが，注目するノード viとその隣接ノードとの共
起関係が失われる可能性があるため，SVILDAでは d(vi, v) ≤ 1をみたすノード集合を
neighbour(vi)と定義する．
式（4.1）では，ノード viを距離 1以下のノード集合によって特徴付けているが，一般
に距離 n以下のノード集合によって特徴付けできる．例えば Zhangら [23]の実験では，
neighbour(vi)を隣接ノードの集合で構成する手法と比較して，距離 2以下のノードの多
重集合で構成する手法が，平均最短距離を用いたコミュニティ評価において高性能である
12
ことを報告している．文書データにおける LDAの学習では，文書に含まれる単語の共起
情報に基づきトピックを推定するので，文書長が短い場合は十分な共起情報が得られない
ためにトピックの推定を行いにくい．つまり，Zhangら [23]は，距離 2以下のノードを対
象として共起情報を増やすことでコミュニティ抽出精度の向上を図っている．これは提案
手法においても有効なアプローチであると考えられるが，ノード間の距離 nを広げるとグ
ラフの探索にかかるコストや，LDAの計算量が増加するため，実行時間とトレードオフの
関係にある．これを確認するために，本研究では距離 1, 2以下の 2種類について比較実験
を行う．
文書データに LDAを適用する際，計算効率や学習精度の点から低頻度の単語を取り除
くことが多い．これは，グラフデータにおいて，これは低次数のノードを取り除くことに
相当する．本手法では，グラフ内で degree(v) ≤ 1を満たすノード vとそのノードに接続
するエッジの削除を行う．
4.2 実験
LDAの学習アルゴリズムに確率的変分推論法を適用する手法（以下 SVILDA）の，グラ
フの規模に対するスケーラビリティとコミュニティ抽出精度について実験を行う．SVILDA
は，学習の反復回数やミニバッチサイズによって高速化とコミュニティ抽出精度のトレー
ドオフを操作できるため，ミニバッチサイズと反復回数の変化に対するコミュニティ抽出
精度と実行時間の変化についても実験を行う．さらに，式（4.1）で定義したneighbour(vi)
の拡張による SVILDAの学習時間や発見できるコミュニティの変化についても検証する．
SVILDAでは，トピック数，ミニバッチサイズ，学習の反復回数は所与の値であるため，
本実験ではそれぞれ 4000，2000，1000に設定し，3.2節で述べたGibbs samplingの burn–in
iterationは，5とする．
4.2.1 実験データ及び実行環境
実験では Stanford Large Network Dataset Collection 1 で公開されているグラフのベンチ
マークデータセットを用いる．実験で使用するグラフデータの概要を表4.1に示す．これら
のグラフのエッジに重みと向きと重複は存在しない．
Friendsterのグラフは，約 6000万ノードと約 18億エッジからなる非常に大規模なグラ
フであるために，実験環境においてメモリに展開して実験を行うことは現実的ではない．
SVILDAの 1回の反復において，ミニバッチサイズBだけ neighbour(v)をメモリに展開
できれば，それ以外の neighbour(v)は同じ反復計算中にはメモリに展開する必要がない．
1http://snap.stanford.edu/data/
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表 4.1: 実験に用いるグラフデータの概要
グラフ名 ドメイン |V| |E|
DBLP 共著グラフ 317,080 1,049,866
Orkut ソーシャルネットワーク 3,072,441 117,185,083
Friendster ソーシャルネットワーク 65,608,366 1,806,067,135
そのためデータベース上のテーブルの 1レコードに IDと neighbour(vi)を格納し，適宜
データベースを参照してサンプリングを行う．
SVILDAの実装は Java 8で実装を行い，実験はすべて CPU：Intel Xeon E5-2420，メモ
リ：96GBの計算機上で行う．Friendsterのグラフは，MySQL 5.6.24に格納する．
4.2.2 比較手法
本研究の課題としている重複コミュニティ抽出の既存手法として，CPM [20]，SVINET
[27]，BIGCALM [41]を比較対象とする．それぞれの手法の実装は，CFinder2，SVINET3，
SNAPの BIGCLAM4を使用する．SVINETと BIGCLAMで発見するコミュニティ数は実
行時に指定する必要があるので，SVILDAと同じ 4000とする．また，SVINETは SVILDA
と同じく実行時間とコミュニティ抽出精度のトレードオフを反復回数によって調節可能で
ある．そこで，反復回数を 5回，10回，収束するまでの 3通りを比較対象とし，それぞれ
SVINET ite5，SVINET ite10，SVINETと表記する．
SVILDAの有用性を検証するためにYaoら [5]の提案している SparseLDA（以下 SLDA）
も比較対象に加える．SLDAは，CGSのサンプリングをデータ構造とサンプリングの実装
を工夫することで高速化したアルゴリズムである．SVILDAとの大きな違いは，1回の反
復計算に全文書データを用いて学習を行う点にある．このため，SVILDAは SLDAの学習
量を減らすことで高速化を行う手法として位置付けられる．SLDAも SVILDA同様に，ト
ピック数と反復回数は所与の値であるため，それぞれ 4000，1000に設定し，SVILDAと
同様に実装は Java 8で行う．
4.2.3 評価指標
グラフの規模に対するスケーラビリティの評価は，コミュニティ抽出の実行時間によっ
て行う．実行時間にはグラフデータを格納したファイルの読み込みと抽出したコミュニティ
の出力にかかる時間を含める．SLDAと SVILDAに関しては，学習アルゴリズムによる違
2http://www.cfinder.org/
3https://github.com/premgopalan/svinet/
4https://github.com/snap-stanford/snap/tree/master/examples/bigclam/
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いを確認するために実行時間とは別にファイルの入出力の時間を除いた学習時間を別途計
測する．
コミュニティ抽出精度の評価には，Triangle Participation Ratio (TPR)と Conductanceを
用いる．TPRは式（4.2）で定義され，コミュニティ内で 3–クリークに属するノードの割
合によってコミュニティの質を表す指標である．ただし，Comはコミュニティ，triCom
は Comに含まれる 3–クリークに含まれるノード集合，nCom は Comに含まれるノード
数を表している．
TPR(Com) =
|{u : u ∈ triCom}|
nCom
(4.2)
Conductanceは，同じコミュニティのノードと密に結びつき，他のコミュニティのノー
ドと比較的疎に結びつく状態を表す指標である．Conductanceは，式（4.3）での定義され
る．Conductanceの値が 0に近いほどよいコミュニティとみなす．mComは，コミュニティ
Comに含まれるエッジ数，cComは，エッジに接続する片方のノードがコミュニティCom
に含まれもう一方のノードがコミュニティ Comに含まれないようなエッジ数である．
Conductance(Com) =
cCom
2mCom + cCom
(4.3)
4.2.4 トピックモデルで抽出したコミュニティの評価方法
本実験で使用する LDAを用いたコミュニティ抽出では，コミュニティに属するノードと
コミュニティkからノード vを生成する確率 p(v | z = k)を出力するが，評価指標を算出し
て他の手法と比較するためには，所属の有無を決定する必要がある．単純な方法としては，
確率が一定の閾値以上であればコミュニティのメンバとすることが考えられるが，全ての
コミュニティで同じ閾値を用いるのはコミュニティの大きさが不均衡な場合には適切でない
と考えられる．ここでは，コミュニティkの所属確率 p(v | z = k)が高い順に並べたノード
の列を v1, v2, ...と表したとき，ノード集合 {v1, v2, ..., vi}の TPRが最も大きくなるような
iの値を選択し，これを用いてコミュニティkの所属ノード集合をComk = {v1, v2, ..., vi}
と決定する．ただし，Comkのサイズは 1000を上限とする．形式的には，式（4.4）を満
たすようなノード集合 Comkを求めることに対応する．
argmax
Comk
TPR(Comk)
s.t. Sk = {v1, ..., vi}, i ≤ 1000
(4.4)
4.2.5 SVILDAの計算量とコミュニティ抽出精度の関係
ミニバッチサイズと学習の反復回数を変化させたときのコミュニティ抽出精度と計算時
間の比較を行う．この実験では，DBLPのグラフを用いて評価を行う．計算時間による評
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価は，ファイルに入出力の影響をなくすために学習時間で行う．この実験においても，式
（4.4）を満たすノード集合Comkを用いて TPRとConductanceで評価を行う．ミニバッチ
サイズによる影響は，反復回数を 1000回で固定した上でミニバッチサイズを 1000，2000，
3000，4000，5000，10000，15000，20000と変化させて観察する．同様に反復回数によ
る影響は，ミニバッチサイズを 2000で固定した上で反復回数を 500，1000，2000，3000，
5000，10000，20000と変化させて観察する．
4.2.6 neighbourの拡張とコミュニティ抽出精度の関係
Zhangら [23]と同様に，式（4.1）で定義した neighbour(vi)をノード間の距離に応じた
重み付けを行うように拡張し，提案手法の性能変化を比較する．この実験では，DBLPの
グラフを用いてコミュニティ抽出にかかる実行時間，コミュニティに含まれるノード数，
コミュニティ抽出精度の比較を行う．コミュニティ抽出精度の評価は，式（4.4）を満たす
ノード集合 Comkの TPRと Conductanceによって行う．
ノード viの特徴付けに用いるノードの定義は，neighbour(vi)と式（4.5）に示す距離 2
以下に存在するノードに距離に応じた重み付けを行う多重集合 neighbour2(vi)の 2つを比
較する．
neighbour2(vi) = {{v, v : d(vi, v) ≤ 1, v ∈ V }}
⊎{{v, v : d(vi, v) ≤ 1, v ∈ V }}
⊎{{v, v : d(vi, v) = 2, v ∈ V }} (4.5)
つまり，neighbour2(vi)は，距離 1以下のノードを 2つ，距離 2のノードを 1つ含む多重
集合である．SVILDAにおける式（4.1），（4.5）は，それぞれ Zhangら [23]の SIW01−SIP，
SIW012−SIP に対応する．
4.2.7 実験結果
表4.1に示したグラフに対して各手法を用いてコミュニティ抽出を実行した．もっとも
サイズの小さいDBLPに対するすべての手法と，Orkutと Friedsterに対するBIGCLAMと
SVILDAは，実行可能であった．BIGCLAMと SVILDA以外の手法は，メモリ不足によっ
てDBLPより規模の大きいグラフへの実行はできなかった．コミュニティ抽出精度の評価
は，DBLPと Orkutのグラフのみで比較を行う．
CFinderは発見するコミュニティ数を指定できないため，k–クリークの中でもっともコ
ミュニティ数が 4000に近かった k = 8のコミュニティに対して TPRと Conductanceの評
価を行った．
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図 4.1: 各データセットに対する実行時間の比較
各データセットに対する各手法の実行時間
各データセットを対象にコミュニティ抽出の実行時間を図4.1 に示す．SLDA train と
SVILDA trainは，それぞれのファイルの入出力を含まない学習時間を表している．すべて
の手法で実行できたDBLPの実行時間を比較すると，SLDAは 20時間以上を必要とする．
DBLPに対しては，BIGCLAMが最速であり，約 5分 30秒となっている．次いで，SVILDA
の実行が約 12分となっている．DBLPの 10倍程度の大きさのある Orkutのコミュニティ
抽出も両手法は高速に行っており，特に SVILDAの実行時間は約 1時間 15分で最速となっ
ている．さらにデータベースへのアクセスを行っている Friendsterでも，設定した条件に
おいて学習は 2時間以内，実行時間全体は 10時間以内で終えている．グラフサイズに対
して SVILDAが高速な理由は，計算量がミニバッチに対してスケールするためである．
TPR
各手法で DBLPにおける TPRの平均値とコミュニティに含まれるノードの平均数を表
4.2に示す．CFinderは，CPMのアルゴリズムの特性から k–クリークをコミュニティの単
位とするため，すべてのコミュニティにおいて TPRの値は 1になる．また，コミュニティ
に含まれる平均ノード数は他の手法に比べて小さく，比較的小規模なコミュニティを発見
している．CFinderの次に平均 TPRの値が 0.997と高かった SLDAは，平均ノード数は
65.114と CFinderより約 6倍大きいコミュニティを発見している．SVILDAは，TPRの平
均値は 0.887と SLDAを下回っているが，全ての SVINETと BIGCLAMを上回る結果と
なった．SVINET ite5と SVINET ite10は，SVINETと比較するとTPRの平均値が小さいた
め反復計算の回数が十分でないといえる．SVILDAは，学習が未完了である SVINET ite5
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表 4.2: DBLPのコミュニティの TPR平均値と平均ノード数
手法 平均 TPR 平均ノード数
CFinder 1.000 10.525
SVINET ite5 0.337 333.457
SVINET ite10 0.400 274.145
SVINET 0.813 111.345
BIGCLAM 0.738 128.336
SLDA 0.997 65.114
SVILDA 0.887 154.145
BIGCLAM SVILDA
Methods
0.0
0.2
0.4
0.6
0.8
1.0
TP
R
図 4.2: Orkutのコミュニティの TPR．値が大きいほどよいコミュニティを発見できている
と SVINET ite10を除いた比較手法よりも平均ノード数が大きいコミュニティを発見する
傾向が見られる．
BIGCLAMと SVILDAでOrkutにおける TPRの箱ひげ図を図4.2に示す．BIGCLAMと
SVILDAの両手法で TPRは 1.0に近く，特に BIGCLAMはすべてのコミュニティが 1.0と
コミュニティの抽出精度は極めて高いといえる．
Conductance
各手法で抽出したコミュニティごとにConductanceを計算した結果を図4.3に示す．CFinder
は箱の長さがもっとも長いため値にばらつきがあるが，下位四分位数は 0.4を下回ってお
り下のひげ線も 0.0まで伸びている．SLDAの中央値はわずかに CFinderを下回っており，
上位四分位数はもっとも小さい値を示している．SVILDAは，Conductanceの中央値で比
較すると，SVINET ite5と SVINET ite10に次いで悪かった．しかし，SVILDAは，以下
で示すように，反復回数を 1000回から一定の値まで増やすことで Conductanceの値が小
さくなる傾向があり，図4.3の結果よりも小さい Conductanceの値のコミュニティを，学習
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図 4.3: DBLPのコミュニティの Conductance．値が小さいほどよいコミュニティを発見で
きている
時間が大きく増加しない範囲で発見できる．
Orkutに対する Conductanceの箱ひげ図を図4.4に示す．中央値，下ひげ，下位四分位数
について SVILDAが小さい値となっている．この結果から，Orkutについては，SVILDA
はコミュニティ抽出の性能を保ちつつ大規模グラフに対しても高速に適用できるといえる．
SVILDAのミニバッチサイズと反復回数の変化によるコミュニティ抽出の性能比較
図4.5にミニバッチサイズと反復回数を変化させた際の TPRの変化の様子を示す．ミニ
バッチサイズを変化させた場合，ミニバッチサイズ 1000において TPRの値が著しく悪く，
十分なコミュニティ抽出を行えていない．2000以上にミニバッチサイズを増やした場合
は，箱の長さは大きく変化していない．ただし，ミニバッチサイズの増加に伴い，徐々に
中央値が 1に近づいている．
反復回数について 500回と 1000回の学習で比較すると，500回において下のひげ線は
0.6を下回る値まで伸びているが，1000回の中央値とはほぼ同じである．しかし，1000回
から 20000回までの結果を比較すると TPRの値の上昇傾向は見られない．このことから
DBLPにおいて，SVILDAで TPRの高いコミュニティを発見する場合は，1000回程度の
反復で十分といえる．
図4.6にミニバッチサイズと反復回数を変化させた際の Conductanceの変化の様子を示
す．ミニバッチサイズの最も小さい 1000では，他のミニバッチサイズと比較して高い値
を示しており，TPRの場合と同様にコミュニティ抽出に対して十分なミニバッチサイズと
はいえない．1000から 20000までのミニバッチサイズにおいて，中央値に大きな変化は見
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図 4.4: Orkutのコミュニティの Conductance．値が小さいほどよいコミュニティを発見で
きている
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図 4.5: ミニバッチサイズと反復回数を変化させたときの TPRの変化．値が大きいほどよ
いコミュニティを発見できている
られないが，箱は長くなる傾向にあった．中央値だけを改善する場合は，ミニバッチサイ
ズは 2000程度で十分といえる．2000からミニバッチサイズを増やす場合は，Conductance
の分散が大きくなるため，コミュニティの用途に応じてミニバッチサイズを変える必要が
ある．
反復回数については，500回と 1000回の結果を比較すると大きな違いは見られない．
1000回から 2000回で箱が 0.0に近づいているため，性能向上が確認できる．2000回以上
の反復ではConductanceの大きな変化は見られないため，Conductanceの高いコミュニティ
を発見する場合は，DBLPでは 2000回程度の反復で十分といえる．
最後に学習時間の変化とそれに伴う評価指標の変化を図4.7に示す．反復回数を 20000回
で実行したとき，約 20時間の学習時間がかかっている．このとき SLDAの学習時間とほ
ぼ同様であるにも関わらず，コミュニティ抽出精度は SLDAのほうが優れている．このこ
とから，トピックモデルに基づくDBLPのコミュニティ抽出に関しては，コミュニティ精
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図 4.6: ミニバッチサイズと反復回数を変化させたときの Conductanceの変化．値が小さい
ほどよいコミュニティを発見できている
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図 4.7: ミニバッチサイズと反復回数を変化させたときの学習時間の変化
度を優先する場合は SLDAを用い，高速化を優先する場合は SVILDAを用いるという関
係にある．
neighbourの拡張によるの性能比較
図4.8（a）に，neighbour(vi)と neighbour2(vi)を用いた場合にコミュニティ抽出にか
かった計算時間を示す．neighbour train，neighbour2 trainはそれぞれの学習時間を示し
ている．学習時間を比較すると neighbour trainが約 7分に対して neighbour2 trainは，
約 156分と大きな差が見られる．このことからグラフの探索にかかる時間も増加するため，
より大規模なグラフに対する neighbour2の適用は難しいと考えられる．
図4.8（b）に，抽出したコミュニティに含まれるノード数を示す．neighbourと比較し
て neighbour2は，上位四分位数，上ひげの値が小さいため，より小さなコミュニティを
多く抽出できている．また neighbour2の平均ノード数は 71.005であり，表4.2の結果と比
較して neighbourを用いた SVILDAの約半分であり，SLDAに最も近い．
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図 4.8: neighbour(vi)と neighbour2(vi)の違いによるコミュニティ抽出の比較
抽出したコミュニティごとに TPRを計算した結果を図4.8（c）に示す．neighbourと比
較して neighbour2は，中央値，下位四分位数，下ひげが最大値である 1.0に近くになり，
性能向上が確認できる．このときのTPRの値は，図4.5の結果と比較してneighbourのミニ
バッチサイズや反復回数を neighbour2と同等の学習時間で実行する場合より高くなった．
抽出したコミュニティごとにConductanceを計算した結果を図4.8（d）に示す．neighbour
と比較して neighbour2 は，下ひげと下位四分位数が 0.0に近づいているため性能向上が
確認できる．しかし中央値や上位四分位数については neighbourと比較して大きな変化は
見られなかった．このことから，Couductanceを改善するためには不十分であるといえる．
図4.8（c）と（d）の結果から neighbour2(vi)を用いることでコミュニティ抽出精度の
向上が確認でき，Zhangら [23]の実験と同様の効果が確認できた．さらに，DBLPに関し
ては SVILDAを用いることで，SparseLDAと同等の TPRの値をもつコミュニティをより
も短い時間で抽出できることが示された．
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4.3 結論
本章では，LDAの学習アルゴリズムに確率的変分推論法を適用した際，大規模グラフ
の重複コミュニティ抽出の文脈において有効かどうかを実験的に明らかにした．実験結果
からコミュニティ抽出精度と実行時間のトレードオフを操作可能にする手法であること
を明らかにした．LDAに基づく重複コミュニティ抽出において，グラフの規模に対して
スケーラビリティを求める場合は SVILDA，より高いコミュニティ抽出精度を求める場合
は SparseLDAといった近似でないアルゴリズムとを使い分けることができると結論付け
る．また，実験で用いた中でもっとも小規模なグラフに対しては，対象とするノードの範
囲を広げることで SVILDAでも SparseLDAと同等のコミュニティ抽出精度が確認できた．
SVILDAは，実験結果から約 6000万ノード，18億エッジからなる大規模グラフのコミュ
ニティ抽出を約 8時間半で実行できる非常に高速でスケーラブルな手法である．
neighbour2 を用いた場合，コミュニティ抽出精度が大きく改善されることから，特徴
付けの対象とするノードの範囲を広げても高速な手法の検討が今後の課題として挙げられ
る．また，提案手法ではノードがコミュニティに所属する確率が得られるため，この特性を
利用した応用研究も今後の展望である．応用上，コミュニティ数をデータから自動的に決
定することが求められるが，これに対しては，Yangら [41]と同様に Bayesian Information
Criterionのような情報量規準を用いることで解決できると考えられる．
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第5章 ランダムウォークによる擬似文書を用
いた短文書に対するLDAの学習
5.1 導入
本章では，短文書に対するトピックモデルの欠点を補うために，コーパスから構築した
共起グラフ上でランダムウォークを複数回行うことで生成した擬似文書上で LDAの学習
を行う．第 4章の実験結果に基づき，本章では，サンプリング近似を用いた高速化推論法
である Stochastic Variational Inference [8]ではなく，Collapsed Gibbs sampling [39]を用い
た潜在変数の推定を行う．
5.2 手法
トピックモデルの入力に与える擬似文書集合Xの生成を定式化する．提案法では，まず
学習する文書集合から単語の共起グラフを構築する．次にエッジの重みから共起グラフ上
でランダムウォークを行うための遷移確率を求め，各ノードを開始ノードとしたランダム
ウォークを行う．ランダムウォークの各ウォークに含まれるノードからなる Bag of Words
を擬似文書とする．ランダムウォークを用いる利点として，短文書の課題である文書長を
ランダムウォークの歩数によって増やすことができる点にある．また，短文書内において
直接共起関係のない関連性の高い単語に，ノードを 1つ介して到達可能なため，短文書内
には存在しない擬似的な共起関係を短文書のトピック推定に用いることができる．
提案手法では，単語の共起グラフを扱うため，1ノードは 1単語タイプ，エッジは文書Xd
の i番目の単語 xd,iの前後Nwin単語との共起関係と対応する．edir(u, v)の重みwdir(u, v)
は，ノード uとノード vの共起頻度 freq(u, v)を用いて，式（5.1）で定義する．
wdir(u, v) = freq(u, v) (5.1)
図 5.1にNwin = 1における共起グラフの構築例を示す．Nwinを大きくすることで，式
（5.1）の値は大きくなりやすく，より密なグラフを得ることができる．
次に，共起グラフ上でランダムウォークを行うために，エッジの重みから遷移確率を求
める．開始ノード u0 = uと，t歩目のウォークで訪れるノードを utとしたとき，ut−1か
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図 5.1: 文脈窓幅Nwin = 1における共起グラフの構築例．エッジの重みは共起頻度．
ら次ノード utへの遷移確率を式（5.2）で定義する．
p(ui | ut−1) = wdir(ut−1, ut)∑
v∈V wdir(ut−1, v)
(5.2)
求めた遷移確率を用いて，各ノードを開始ノードとした歩数Nwalkのランダムウォークを行
う．ウォークに含まれるノードの多重集合を擬似文書とみなすことで文書長Nd = Nwalk+1
の擬似文書を |V|個を生成できる．Nwalkは，所与の値であることから，任意の長さの擬似
文書を生成可能である．さらに，各開始ノードについて任意の回数分だけランダムウォー
クを行うことで，任意の数だけ擬似文書を得ることもできるため，柔軟な擬似文書生成が
可能である．
上記で述べた手法は，共起頻度から求めた遷移確率に従うランダムウォークを行ってい
るため 2つの問題がある．以下ではそれらの問題点と提案手法における解決策を述べる．
5.2.1 TF-IDFを用いた重み付け
エッジを単純な共起関係から作る場合，高頻度語と対応するノードは，多くノードとリ
ンクするためハブになりやすい．例えば，図5.1の共起グラフにおいてノード appleは多義
的な意味をもち相対的に次数が高いため，ハブとみなすことができる．ノード ut−1から
ハブノード utに遷移した場合，次に遷移するノード ut+1は，ノード ut−1と共起関係のな
いノードに遷移しやすいため，擬似文書を構成する単語間に不要な共起情報を含んでしま
う．Groverら [42]の node2vecは，ut−1と ut+1の距離に応じてバイアスをかけた Biased
RandomWalkを行っている．node2vecでは，ノードの分散表現の学習を行う際の正例ノー
ドのサンプリングのために Biased Random Walkを行っているが，提案手法においても過
去のノードを考慮したランダムウォークは有効である．しかし，Biased Random Walkで
は，ut+1の遷移確率が utと ut−1の 2つのノードに依存するため，大規模グラフでは遷移
確率を求める計算コストが高くなる欠点がある．別のアプローチとして，Huaら [43]は，
短文書理解のためにコーパスから構築した共起グラフにおいて itemや objectのような多く
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の単語と共起関係を持つ一般的な単語とのエッジの重みを小さくするために，TF-IDFを
用いている．TF-IDFの計算は node2vecの Biased Random Walkの確率値計算より容易で
あり，大規模なグラフに対しても計算が容易である．このため，提案法においても，ハブ
への遷移確率を小さくするために TF-IDFによる重み付けを用いる．提案法における共起
グラフのエッジの重み wdir(u, v)を式（5.3）で再定義する．
wdir(u, v) =
freq(u, v)∑
x freq(u, x)
log
|V|
degree(v)
(5.3)
このとき degree(v)は，ノード vの次数を表す．
5.2.2 隣接ノードを中心としたランダムウォーク
1つのウォークは，開始ノードと共起関係の大きいノードを多く含むことで，トピック
抽出の性能向上が期待される．このため，開始ノード周辺を優先的にサンプルするために，
開始ノードからランダムウォークを再開する確率値を式（5.4）で定義する．
p(nwalk) = 1− qnwalk (0 ≤ q ≤ 1) (5.4)
nwalkは，u0から現在のノードまでの移動したエッジ数とする．パラメータ qは所与の値
で，1に近いほど u0に戻りにくく，0に近いほど u0に戻りやすくなる．ランダムウォー
クを行う際，一様分布 U(0, 1)からサンプルした値が式（5.4）の値以上ならば，式（5.2）
に従ったサンプリングを行い，そうでない場合は，開始ノードに遷移させる．以下では，
これをリスタートと呼ぶ．
これらの踏まえて，提案手法における擬似文書生成をAlgorithm 1に示す．提案手法では，
開始ノードから複数回サンプリングを行うため，実装上はWalker’s Alias Method [44, 45]
を用いてサンプリングの高速化を行う．Walker’s Alias Methodは，事前に各ノード uに対
して次に遷移する隣接ノード確率値のテーブルを O(degree(u))で作成することで，ラン
ダムウォークを行う際は，O(1)で次に遷移するノードをテーブルからサンプルできる．ま
た，一度テーブルを構築すれば，共起グラフをメモリに保持する必要はない利点もある．
5.3 実験
提案手法の有効性を示すために，複数の短文書集合に対してLDAの性能比較実験を行う．
比較手法を含め，実装は Pythonを用いて行い，CPU: Intel Xeon E5-2630，メモリ 128GB
の Linuxサーバ上で実験を行う．
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Algorithm 1 Create Pseudo-Documents
1: Initialize Nwalk, q
2: Calculate edge weight w(u, v) by Eq. 5.3
3: PseudoDocuments← []
4: for all u ∈ V do
5: u0 ← u
6: walk ← [u0]
7: nwalk ← 0
8: for t = 1 to Nwalk do
9: if RandUniform() < p(nwalk) by Eq. 5.4 then
10: ut ← u0
11: nwalk ← 0
12: else
13: Sample next node ut by Eq. 5.2
14: nwalk ← nwalk + 1
15: Append ut to walk
16: Append walk to PseudoDocuments
表 5.1: 提案手法で比較するパラメータ．Nwinは単語の共起関係の範囲，Nwalk はランダ
ムウォークの歩数，qは式（5.4）で定義した開始ノードに戻すためのパラメータを表す．
パラメータ 値域
Nwin 1, 5
Nwalk 30, 50, 100
q 0.2, 0.4, 0.6, 0.8, 1.0
5.3.1 提案手法の設定
提案手法のパラメータによる擬似文書生成の影響を明らかにするために表5.1のパラメー
タの組み合わせ全 30通りの擬似文書集合を生成し，LDAの学習結果を比較する．トピッ
クモデルの学習アルゴリズムは，Collapsed Gibbs sampling [39]を用いる．学習の反復回数
は 1000回とし，LDAの所与の値であるトピック数K = 100，φに対応するDirichlet分布
のハイパーパラメータ βは対称とし，0.01とする．θのハイパーパラメータ αは非対称
とし，0.1で初期化した上で固定点反復法 [46]による最適化を行う．
5.3.2 比較手法
提案手法の有効性を確かめるために短文書のまま学習を行う LDAと提案手法と同様に
事前に単語の共起グラフから擬似文書を生成するWNTM [38]を比較対象とする．WNTM
における共起グラフを構築する際の文脈窓幅は，提案論文と同様に 10とする．
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表 5.2: 実験に用いるデータセットの概要
データ名 文書数 語彙数 平均文書長
newstitle 32,291 6,790 5.68
newsdesc 32,588 11,412 15.07
DBLP 1,842,471 43,649 7.39
WNTMでは，LDAのハイパーパラメータ αの最適化を意図的に行っていない．しか
し，αの最適化によって LDAの性能向上が報告されているため [47]，LDAを用いている
WNTMに対しても αの最適化は有効であると考えられる．本実験ではWNTMについて
はαの最適化を行う場合をWNTMoptとし，行わない場合をWNTMと表記して実験結果
を報告する．比較手法の学習方法とパラメータは，提案手法と同じ値に設定する．
5.3.3 データセット
本実験では短文書集合としてニュース記事と論文のタイトルの 2つのデータセット使用
する．ニュース記事は，複数のニュースサイトのRSSフィードから抽出した約 32,000記事
からなる TagMyNews1 (news)のタイトル（newstitle）と概要（newsdesc）を使用する．論文
のタイトルは，コンピュータサイエンス分野の学術情報を扱うオンラインサービスDBLP
が公開している書誌情報の XMLファイル2の inproceedingsから抽出したタイトルを使用
する．学習データの前処理として，非英数字と頻度 5未満の語彙とストップワードを削除
した上で，文書長が 2以上の文書集合を使用する．前処理後の各データセットの概要を表
5.2に示す．
5.3.4 評価指標
本実験では，短文書から抽出したトピックについて評価を行う．機械的に計算できる評
価指標として UCI topic coherence [48]を用いる．UCI topic coherenceは，各 φk ごとに確
率値の高い上位N 件の単語対の外部コーパスにおける共起頻度が高いほど，まとまりの
よいトピックとみなす指標である．外部コーパスは，大規模かつ多様な記事を提供するオ
ンライン百科事典Wikipediaを使用する．今回の実験では，2016年 9月 20日のWikipedia
のダンプデータ 3から抽出した 8, 748, 689記事を使用する．UCI topic coherenceでは外部
コーパスにおける一定の文脈窓幅内における共起情報を使用する．しかし，短文書である
学習データの前処理と非短文書である外部データの前処理を同一にすることは現実的で
1http://acube.di.unipi.it/tmn-dataset/
2http://dblp.dagstuhl.de/xml/release/dblp-2016-10-01.xml.gz
3https://goo.gl/QhRAFg
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表 5.3: 各トピック上位 10単語に対する UCI topic coherenceの平均値．提案手法は，平均
値最大の結果を示す．各データセットごとに平均値最大の評価値をボールド体で表記する．
データ名 LDA WNTM WNTMopt proposal
newstitle 2.58 2.58 2.62 2.83
newsdesc 2.51 2.52 2.67 3.14
DBLP 2.98 3.04 3.08 3.14
表 5.4: WNTMで生成した擬似文書集合の概要
データ名 文書数/語彙数 平均文書長
newstitle 6,790 130.37
newsdesc 11,412 486.21
DBLP 43,649 821.80
はない．このため文脈窓幅ではなく文書内の共起頻度を用いることで評価値を算出する．
UCI topic coherenceの定義は式（5.5）で与えられる．
coherence(φk) =
2
N(N − 1)
∑
i<j≤N
log
p(xi, xj)
p(xi)p(xj)
(5.5)
このとき p(xi)は，単語 xi がWikipediaの記事に含まれる割合で，p(xi, xj)はWikipedia
の記事内で単語 xi, xj が同時に含まれる割合を表す．
5.3.5 実験結果
Coherence比較
各データセットごとに計算した coherenceの平均値を表5.3に示す．提案手法では複数のパ
ラメータで比較を行っているが，ここでは平均値最大の結果のみ示す．newstitleと newsdesc
では，パラメータが Nwin = 5，Nwalk = 100，q = 0.8のとき，coherenceの平均値が最
大となった．DBLPでは，パラメータがNwin = 1，Nwalk = 100，q = 1.0のとき平均値
が最大となった．全データセットについて提案手法の値が比較指標の値を上回っているた
め，提案手法による擬似文書生成手法が短文書に対するトピックの推定に寄与している．
WNTMとWNTMoptで比較するとハイパーパラメータ αの最適化を行うことで評価値の
上昇が確認できるため，LDAと同様にWNTMについてもαの最適化は有効であった．
擬似文書長比較
WNTMと提案手法について計算コスト比較を行うためにそれぞれの擬似文書長について
比較を行った．表5.2で示したデータセットからWNTMで得た擬似文書の平均文書長を表
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5.4に示す．提案手法において coherenceの平均値を最大化したNwalk = 100では，WNTM
の平均文書長以下であり，特に newsdescでは約 0.21倍，DBLPでは約 0.12倍である．こ
のとき，提案手法の文書数と語彙数は，WNTMと同じである．Collasped Gibbs sampling
では，文書長と文書数に対して時間計算量が比例することから，WNTMと比較して提案
手法が高速に学習可能であり，トピックのまとまりもよいといえる．
パラメータ比較
表 5.1のパラメータによる提案手法の影響を明らかにするために，各データセットで
coherenceの平均値を最大化したパラメータのうち，1つのパラメータのみ変化にさせた
際の coherenceの変化を図 5.2に示す．newstitleと newsdescは，全体的に傾向が類似してお
り，NwinとNwalkに比例して coherenceが向上している．また，qの値は 0.8に上がるほ
ど coherenceが向上するが，1.0では大きく低下しているため，リスタートによる効果が確
認できる．
DBLPでは，newsとは異なり，Nwin = 1の coherenceがNwin = 5より高くなっている．
Nwalkは，100のとき coherenceが最大であるが，30まで減少させても coherenceの変化は
小さいことが確認できる．qは，1.0にすることで大幅に値が上がっており，開始ノードに
戻らないほうが coherenceの値が高いため，newsのデータとは傾向が異なる．
提案手法のパラメータ qと共起グラフの関係を調べるために，Nwin = 1と 5で構築し
た単語の共起グラフから各ノードの次数の箱ひげ図を図 5.3に示す．文書数は newsと比較
して DBLPが約 60倍多いことに対して，次数の中央値は newsdescと同等であることがわ
かる．加えてNwin = 5において DBLPの下ひげの値が増加していないことから，DBLP
では単語間の次数が偏った共起グラフである．提案手法では，TF-IDFによる重み付けを
行っているため，低次数ノードから高次数ノードへ遷移しにくく，低次数同士のノード間
で移動しやすいため，リスタートによって確率的に開始ノードに戻してしまうと，低次数
のノードを多く含んだ擬似文書となることが考えられる．一方で newsのデータセットで
はNwin = 5では，DBLPよりも低次数ノードが少なく，多数のノードと隣接しているた
め，リスタートによって確率的に開始ノードに戻すことでトピックのまとまりがよくなっ
ていることが示唆される．
5.4 結論
本稿では，短文書を LDAで学習するために，単語の共起グラフ上でランダムウォークを
行い，ウォークに含まれる単語からなる擬似文書の生成手法を提案した．提案手法は，移
動距離に応じて開始ノードに戻すパラメータとランダムウォークの歩数をパラメータとす
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ることで，柔軟な擬似文書生成を行うことができる．実験結果では，UCI topic coherence
において既存手法の値を上回るトピックの推定が可能な手法であることを明らかにした．
提案手法の有用性をより明確にするために，Wikipediaを用いた UCI topic coherence以
外の評価を行いたい．また，より実データを意識し，ソーシャルネットワークのデータや，
チャット履歴といったよりインフォーマルなドメインのデータへの適用を行いたい．さら
に，提案手法において疑似文書構築に関係するパラメータは，短文書の共起情報やドメイ
ンに応じて変化するため，パラメータを自動で推定する拡張手法の開発を今後の課題と
する．
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図 5.2: 各データセットごとに，coherenceの平均最大時のパラメータについて，1つのパ
ラメータを変化させ，それ以外のパラメータを固定したときの coherenceの平均値の変化．
newstitleとnewsdescはNwin = 5，Nwalk = 100，q = 0.8，DBLPはNwin = 1，Nwalk = 100，
q = 1.0が固定値．左から，文脈窓幅Nwin，ランダムウォークの歩数Nwalk，開始ノード
からランダムウォークを再開しにくさを表す qを変化させている．
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図 5.3: 各共起グラフにおけるノードの次数．newstitle，newsdescと比較して DBLPの共起
グラフは低次数のノードが多く，外れ値との差が大きい．
32
第6章 結論
本論文では，グラフ構造に対する潜在的意味解析の 1つであるグラフの重複コミュニティ
抽出における，サンプル近似による高速なアルゴリズムを用いた LDAの性能を実験的に
明らかにした．このアルゴリズムでは，ノード数に対しては比例せず，ミニバッチサイズ
に対して比例するため，大規模グラフに対しても高いスケーラビリティをもつアルゴリズ
ムであり，近似性能としてはデータセットや評価指標に応じて異なるが，悪くてもやや劣
る精度であることから，重複コミュニティの文脈においても適用できると結論付ける．
さらに，重複コミュニティ抽出における結果を利用し，グラフ構造を介することで推定
した短文書のトピックの coherenceを向上しつつ既存手法よりも高速な手法を提案した．短
文書では共起情報が限定されているが，文書集合全体から構築した単語の共起グラフは密
であることに着目した手法を拡張し，（1）重み付けに TF-IDFを用いることでハブの影響
を小さくし，（２）開始ノードから確率的にランダムウォークを再開することで，より共起
情報がまとまった疑似文書を構築できることを示した．提案手法の利点として，広く使わ
れている LDAのモデルの入力を拡張した手法であるため，古典的なアルゴリズムから近
年提案されている高速なサンプリング近似をそのまま適用できる．
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