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Abstract
In this paper, we treat estimation and prediction problems where negative multinomial
variables are observed and in particular consider unbalanced settings. First, the problem of
estimating multiple negative multinomial parameter vectors under the standardized squared
error loss is treated and a new empirical Bayes estimator which dominates the UMVU es-
timator under suitable conditions is derived. Second, we consider estimation of the joint
predictive density of several multinomial tables under the Kullback-Leibler divergence and
obtain a sufficient condition under which the Bayesian predictive density with respect to a
hierarchical shrinkage prior dominates the Bayesian predictive density with respect to the
Jeffreys prior. Third, our proposed Bayesian estimator and predictive density give risk im-
provements in simulations. Finally, the problem of estimating the joint predictive density of
negative multinomial variables is discussed.
Key words and phrases: Bayesian procedures, dominance, multinomial distribution, neg-
ative multinomial distribution, point and predictive density estimation, unbalanced models.
1 Introduction
Properties of shrinkage estimators based on count variables have been extensively investigated
within the decision-theoretic framework since the seminal work of Clevenson and Zidek (1975).
For example, as briefly reviewed in Section 1 of Hamura and Kubokawa (2020b), estimation of
Poisson parameters was studied by Ghosh and Parsian (1981), Tsui (1979b), Tsui and Press
(1982), and Ghosh and Yang (1988) in various settings while Tsui (1979a), Hwang (1982), and
Ghosh, Hwang, and Tsui (1983) showed that similar results hold for discrete exponential families.
Extending the result of Tsui (1984) and Tsui (1986a), Tsui (1986b) proved that Clevenson–
Zidek-type estimators dominate the usual estimator in the case of the negagive multinomial
distribution, which is a generalization of the negative binomial distribution and is a special case
of the general distributions of Chou (1991) and Dey and Chung (1992). More recent studies
include Chang and Shinozaki (2019), Stoltenberg and Hjort (2019), and Hamura and Kubokawa
(2019b, 2020b, 2020c). On the other hand, since Komaki (2001), Bayesian predictive densities
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with respect to shrinkage priors have been shown to dominate those based on noninformative
priors and parallels between estimation and prediction have been noted in the literature. In
particular, Komaki (2004, 2006, 2015) and Hamura and Kubokawa (2019b) obtained dominance
conditions in the Poisson case.
There are still directions in which these results could be generalized further. First, although
sample sizes will be unbalanced in many practical situations, some of the results are applicable
only to the balanced case. Weights in loss functions may also be unbalanced in practice (see,
for example, Section 7 of Stoltenberg and Hjort (2019)). Second, as pointed out by Hamura
and Kubokawa (2020b), decision-theoretic properties of Bayesian procedures have not been fully
studied for discrete distributions other than the Poisson distribution. Even in the Poisson case,
it was only after the work of Komaki (2015) that many Bayesian shrinkage estimators were
shown to dominate usual estimators in the presence of unbalanced sample sizes (Hamura and
Kubokawa (2019b, 2020c)). Third, while theoretical properties of Bayesian predictive densities
for Poisson models have been investigated in several papers as mentioned earlier, relatively few
researchers (Komaki (2012), Hamura and Kubokawa (2019a)) have considered predictive density
estimation for other discrete exponential families. In this paper, we treat these three issues when
considering Bayesian estimators and predictive density estimators based on negative multinomial
observations in unbalanced settings.
In Section 2, we consider the problem of estimating negative multinomial parameter vectors
under the standardized squared error loss in the general case where sample sizes, lengths of
observation vectors, and weights in the loss function may all be unbalanced. First, we generalize
Theorem 1 of Hamura and Kubokawa (2020b) to this unbalanced case and also obtain another
general sufficient condition for a general shrinkage estimator to dominate the UMVU estimator.
Then, using the method of maximum likelihood, a new empirical Bayes estimator is derived
which has a simple form as well as improves on the UMVU estimator. Finally, we present
still another dominance condition, which is applicable specifically to empirical Bayes estimators
including those based on the method of moments.
In Section 3, we consider the practically important problem of estimating the joint predic-
tive density of several independent multinomial tables under the Kullback-Leibler divergence.
The distribution of any one of them is specified by a set of negative multinomial probability
vectors, with each cell probability given by the product of the corresponding elements of the
vectors. The setting we consider is quite general in that two tables may be related through
a set of common overlapping probability vectors. Two simple special cases are the prediction
problems for independent multinomial vectors and for a single multinomial table. We show
that the Bayesian predictive density with respect to the Jeffreys prior is dominated by that
with respect to a generalization of the shrinkage prior considered by Hamura and Kubokawa
(2020b) under suitable conditions. Whereas Komaki (2012) investigated asymptotic properties
of Bayesian predictive densities for future multinomial observations based on current multino-
mial observations, the sample space is not a finite set in our setting and we investigate finite
sample properties of Bayesian predictive densities. Although Hamura and Kubokawa (2019a)
considered Bayesian predictive densities for a negative binomial model, where a future observa-
tion also is negative binomial and can take on an infinite number of values, they did not treat the
problem of estimating the joint predictive density of multiple negative binomial observations.
In Section 4, simple and illustrative simulation studies are performed. In Section 4.1, our
proposed empirical Bayes estimator and the UMVU estimator given in Section 2 are compared.
In Section 4.2, the Bayesian predictive densities given in Section 3 are compared.
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In Section 5, predictive density estimation for the negative multinomial distribution is dis-
cussed. Although no dominance conditions are obtained, generalizing Theorem 2.1 of Hamura
and Kubokawa (2019a), we derive two kinds of identities which relate prediction to estimation
in the negative multinomial case. In particular, the risk function of an arbitrary Bayesian pre-
dictive density under the Kullback-Leibler divergence is expressed using the risk functions of an
infinite number of corresponding Bayes estimators under a weighted version of Stein’s loss.
2 Empirical Bayes Point Estimation
Let N ∈ N = {1, 2, . . . }, m1, . . . ,mN ∈ N, and r1, . . . , rN > 0. For ν = 1, . . . , N , let pν =
(pi,ν)
mν
i=1 ∈ Dmν = {(p˚1, . . . , p˚mν )>|p˚1, . . . , p˚mν > 0,
∑mν
i=1 p˚i < 1} and let p0,ν = 1 − p·,ν =
1 −∑mνi=1 pi,ν . Let X1, . . . ,XN be independent negative multinomial variables such that for
each ν = 1, . . . , N , the probability mass function of Xν is given by
Γ
(
rν +
∑mν
i=1 xi,ν
)
Γ(rν)
∏mν
i=1 xi,ν !
p0,ν
rν
mν∏
i=1
pi,ν
xi,ν
for xν = (xi,ν)
mν
i=1 ∈ N0mν , where N0 = {0, 1, 2, . . . }. As pointed out by Hamura and Kubokawa
(2020b), m1, . . . ,mN may be different for example when we consider marginal distributions of
negative multinomial vectors of the same length. For some basic properties of the negative
multinomial distribution, see Sibuya, Yoshimura, and Shimizu (1964) and Tsui (1986b).
Now we assume that all the elements of p = (pν)ν=1,...,N ∈ D = Dm1 × · · · × DmN are
unknown and consider the problem of estimating p on the basis of the minimal and complete
sufficient statistic X = (Xν)ν=1,...,N = ((Xi,ν)
mν
i=1)ν=1,...,N under the standardized squared loss
function given by
Ln,c(d,p) =
n∑
ν=1
mν∑
i=1
ci,ν
(di,ν − pi,ν)2
pi,ν
(2.1)
for d = ((di,ν)
mν
i=1)ν=1,...,N ∈ Rm1×· · ·×RmN , where n ∈ {1, . . . , N} and c = ((ci,ν)mνi=1)ν=1,...,N ∈
[0,∞)m1 × · · · × [0,∞)mN .
For ν = 1, . . . , N , letX·,ν =
∑mν
i=1Xi,ν . Then the UMVU estimator of p is pˆ
U = ((pˆUi,ν)
mν
i=1)ν=1,...,N ,
where
pˆUi,ν =
Xi,ν
rν +X·,ν − 1 (2.2)
for i = 1, . . . ,mν for ν = 1, . . . , N . (We write 0/0 = 0.) We first derive a general sufficient
condition for the shrinkage estimator
pˆ(δ) = ((pˆ
(δ)
i,ν )
mν
i=1)ν=1,...,N =
(( Xi,ν
rν +X·,ν − 1 + δν(X·,·)
)mν
i=1
)
ν=1,...,N
(2.3)
to dominate pˆU, where δ = (δν)
N
ν=1 : N0 → (0,∞)N and X·,· =
∑N
ν=1X·,ν =
∑N
ν=1
∑mν
i=1Xi,ν .
For notational simplicity, let r = min1≤ν≤n rν and r = max1≤ν≤n rν . For ν = 1, . . . , N , let
c·,ν =
∑mν
i=1 ci,ν . Let c· = min1≤ν≤n c·,ν and c = max1≤ν≤n max1≤i≤mν ci,ν . Finally, let δ(x) =
min1≤ν≤n δν(x) and δ(x) = max1≤ν≤n δν(x) for x ∈ N0 and let ρ = infx∈N\{1} δ(x)/δ(x) ∈ [0, 1].
3
Theorem 2.1 Assume that rν ≥ 5/2 for all ν = 1, . . . , n with c·,ν > 0 and that 0 < 3c ≤ c·.
Suppose that for all ν = 1, . . . , n such that c·,ν > 0 and for all x ∈ N, we have
xδν(x) ≤ (x+ 1)δν(x+ 1). (2.4)
Suppose further that for all x ∈ N, one of the following two conditions are satisfied:
(i) • cδ(x+ 1) ≤ 2(r/r)2(c· − 3c)ρ implies{
2
(r
r
)2
(c· − 3c)ρ− c·
}
δ(x+ 1) + 2r
(r
r
)2
(c· − 3c)ρ ≥ 0 and (2.5)
• cδ(x+ 1) > 2(r/r)2(c· − 3c)ρ implies
n
[{
2
(r
r
)2
(c· − 3c)ρ− c·
}
δ(x+ 1) + 2r
(r
r
)2
(c· − 3c)ρ
]
≥ x
{
cδ(x+ 1)− 2
(r
r
)2
(c· − 3c)ρ
}
.
(2.6)
(ii) • cδ(x+ 1) ≤ 2(c· − 3c)ρ implies
2(c· − 3c)ρ− (c· − rc) ≥ 0 and (2.7)
• cδ(x+ 1) > 2(c· − 3c)ρ implies
n{2(c· − 3c)ρ− (c· − rc)}δ(x+ 1) ≥
( n∑
ν=1
rν + x
)
{cδ(x+ 1)− 2(c· − 3c)ρ}. (2.8)
Then the shrinkage estimator pˆ(δ) given in (2.3) dominates the UMVU estimator pˆU given by
(2.2) under the standardized squared loss (2.1).
Part (i) of Theorem 2.1 is a generalization of Theorem 1 of Hamura and Kubokawa (2020b),
who further obtained simpler conditions in specific cases. On the other hand, part (ii) is another
result of this paper. It is worth noting that under the setting of Theorem 2.1, there may exist
ν = 1, . . . , n such that ci,ν = 0 < ci′,ν for some i, i
′ = 1, . . . ,mν .
Next, we derive an empirical Bayes estimator based on the method of maximum likelihood.
Consider the conjugate Dirichlet prior distribution
N∏
ν=1
Dirmν (pν |a˜νv, j(mν)) =
N∏
ν=1
{Γ(a˜νv +mν)
Γ(a˜νv)
p0,ν
a˜νv−1
}
,
where v ∈ (0,∞) and where a˜ν ∈ (0,∞) and j(mν) = (1, . . . , 1)> ∈ Rmν for ν = 1, . . . , N . It
corresponds to the Bayes estimator(( Xi,ν
rν +X·,ν − 1 + a˜νv +mν
)mν
i=1
)
ν=1,...,N
of p. On the other hand, since the maximum likelihood estimator and the prior mean of p0,ν is
rν/(rν +X·,ν) and a˜νv/(a˜νv +mν) for ν = 1, . . . , N , a reasonable estimator of v would be
1
X·,·
N∑
ν=1
mνrν
a˜ν
.
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Thus, we obtain the empirical Bayes estimator
pˆ(a˜) =
(( Xi,ν
rν +X·,ν − 1 + δ(a˜)ν (X·,·)
)mν
i=1
)
ν=1,...,N
, (2.9)
where a˜ = (a˜ν)
N
ν=1 and where
δ(a˜)ν (X·,·) = mν +
a˜ν
X·,·
N∑
ν′=1
mν′rν′
a˜ν′
if X·,· ≥ 1 while δ(a˜)ν (0) ∈ (0,∞) for ν = 1, . . . , N . This estimator was not considered by Hamura
and Kubokawa (2020b). It is of the form (2.3) and clearly satisfies condition (2.4). Whether the
other conditions hold or not depends on the choice of the hyperparameter a˜. For example,
ρ =

inf
x∈N\{1}
(min1≤ν≤nmν)
(
1 +
∑N
ν′=1 rν′/x
)
(max1≤ν≤nmν)
(
1 +
∑N
ν′=1 rν′/x
) = min1≤ν≤nmν
max1≤ν≤nmν
, if a˜ = (mν)
N
ν=1,
inf
x∈N\{1}
min1≤ν≤nmν +
∑N
ν′=1mν′rν′/x
max1≤ν≤nmν +
∑N
ν′=1mν′rν′/x
=
min1≤ν≤nmν
max1≤ν≤nmν
, if a˜ = j(N),
inf
x∈N\{1}
min1≤ν≤n
(
mν + rν
∑N
ν′=1mν′/x
)
max1≤ν≤n
(
mν + rν
∑N
ν′=1mν′/x
) , if a˜ = (rν)Nν=1,
where j(N) = (1, . . . , 1)> ∈ RN .
There are other empirical Bayes estimators. For example, since the prior mean of E[X ·,·] =∑N
ν=1
∑mν
i=1 rνpi,ν/p0,ν is
∑N
ν=1
∑mν
i=1 rν/(v − 1) =
∑N
ν=1mνrν/(v − 1) when a˜ν = 1 and v > 1
for all ν = 1, . . . , N , one estimator of v based on the method of moments would be
1 +
1
X·,·
N∑
ν=1
mνrν .
We could also use 1+
(∑N
ν=1
∑mν
i=1 rν c˜i,ν
)
/
∑N
ν=1
∑mν
i=1 c˜i,νXi,ν for ((c˜i,ν)
mν
i=1)ν=1,...,N ∈ (0,∞)m1×
· · · × (0,∞)mN . More generally, we consider the shrinkage estimator
pˆ(b˜,c˜) = ((pˆ
(b˜,c˜)
i,ν )
mν
i=1)ν=1,...,N =
(( Xi,ν
rν +X·,ν − 1 + b˜ν + 1/X˜(c˜(ν))
)mν
i=1
)
ν=1,...,N
, (2.10)
where b˜ = (b˜ν)
N
ν=1 ∈ (0,∞)N and c˜ = (c˜(ν))Nν=1 = (((c˜(ν)i,ν′)
mν′
i=1 )ν′=1,...,N )
N
ν=1 ∈ ((0,∞)m1 × · · · ×
(0,∞)mN )N and where X˜(c˜(ν)) = ∑Nν′=1∑mν′i=1 c˜(ν)i,ν′Xi,ν′ for ν = 1, . . . , N .
Theorem 2.2 Under Assumption 6.1 given in the Appendix, the shrinkage estimator pˆ(b˜,c˜)
given in (2.10) dominates the UMVU estimator pˆU given by (2.2) under the standardized squared
loss (2.1).
When X˜(c˜
(1)) = · · · = X˜(c˜(N)) = c˜X·,·, where c˜ ∈ (0,∞), we have the following result.
Corollary 2.1 Assume that c˜(1) = · · · = c˜(N) = (c˜j(m1), . . . , c˜j(mN )). Then, under Assumption
6.2 given in the Appendix, pˆ(b˜,c˜) dominates pˆU under the loss (2.1).
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In Corollary 2.1, it is not necessarily assumed as in Theorem 2.1 that rν ≥ 5/2 for all
ν = 1, . . . , n with c·,ν > 0. Moreover, for the balanced case with r1 ≥ 1, another dominance
condition can be obtained by modifying the proof of Theorem 2.2 given in the Appendix. See
Remark 6.1 for details.
Finally, in order to estimate p, we could also use the hierarchical shrinkage prior introduced
by Hamura and Kubokawa (2020b) or its generalization. However, since they considered es-
sentially the same hierarchical Bayes estimator and gave important methods of evaluating the
risk function, we do not discuss the approach further. The usefulness of hierarchical Bayes
procedures will be shown in the next section.
3 Hierarchical Bayes Predictive Density Estimation
In this section, we consider predictive density estimation for the multinomial distribution. Let
L ∈ N and d(1), . . . , d(L) ∈ {1, . . . , N}. For λ = 1, . . . , L, let ν(λ)1 , . . . , ν(λ)d(λ) ∈ N be such that
1 ≤ ν(λ)1 < · · · < ν(λ)d(λ) ≤ N and let I
(λ)
0 = {0, 1, . . . ,mν(λ)1 } × · · · × {0, 1, . . . ,mν(λ)d(λ)
} and
W(λ) = {(w˚i)i∈I(λ)0 ∣∣w˚i ∈ N0 for all i ∈ I(λ)0 and ∑i∈I(λ)0 w˚i = l(λ)}. Now let l(1), . . . , l(L) ∈
N and let W (1), . . . ,W (L) be independent multinomial variables such that for λ = 1, . . . , L, the
probability mass function of W (λ) is given by
fλ(w
(λ)|p) = l
(λ)!∏
i∈I(λ)0
w
(λ)
i !
∏
i=(ih)
d(λ)
h=1∈I
(λ)
0
{ d(λ)∏
h=1
p
ih,ν
(λ)
h
}w(λ)i
for w(λ) = (w
(λ)
i )i∈I(λ)0
∈ W(λ). We consider the problem of estimating the joint probability mass
of W (1), . . . ,W (L), namely f(w|p) = ∏Lλ=1 fλ(w(λ)|p), w = (w(λ))λ=1,...,L ∈ W =W(1) × · · · ×
W(L), on the basis of X given in the previous section under the Kullback-Leibler divergence.
The risk function of a predictive mass fˆ(·;X) is given by
E
[
log
f(W |p)
fˆ(W ;X)
]
,
where W = (W (λ))λ=1,...,L = ((W
(λ)
i )i∈I(λ)0
)λ=1,...,L.
As noted in Remark 2.2 of Hamura and Kubokawa (2019a), defining a natural plug-in predic-
tive mass is not necessarily easy. Therefore, in this section, we seek a good Bayesian predictive
mass. As shown by Aitchison (1975), the Bayesian predictive mass fˆ (pi)(·;X) associated with a
prior p ∼ pi(p) is given by
fˆ (pi)(w;X) = Epi[f(w|p)|X]. (3.1)
We first consider the natural conjugate Dirichlet distribution with density
pia0,a(p) ∝
N∏
ν=1
(
p0,ν
a0,ν−1
mν∏
i=1
pi,ν
ai,ν−1
)
, (3.2)
where a0 = (a0,ν)
N
ν=1 ∈ RN , a = (aν)ν=1,...,N = ((ai,ν)mνi=1)ν=1,...,N ∈ (0,∞)m1 × · · · × (0,∞)mN ,
and a·,ν =
∑mν
i=1 ai,ν for ν = 1, . . . , N . The Jeffreys prior is a special case of the Dirichlet prior.
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Lemma 3.1 The Dirichlet prior (3.2) with a0 = ((1−mν)/2)Nν=1 and a = (j(mν)/2)ν=1,...,N is
the Jeffreys prior.
Next we consider the following conjugate shrinkage prior. Let
piα,β,γ,a0,a(p) =
∫ ∞
0
uα−1e−βu
{ N∏
ν=1
(
p0,ν
γνu+a0,ν−1
mν∏
i=1
pi,ν
ai,ν−1
)}
du, (3.3)
where α > 0, β > 0, and γ = (γν)
N
ν=1 ∈ (0,∞)N . This shrinkage prior is based on that of Section
3 of Hamura and Kubokawa (2020b) and is a slightly simplified version of the one mentioned in
the discussion of their papar.
Under the prior (3.2), the posterior distribution of p given X = x is proper for all x ∈
N0m1 × · · · ×N0mN if and only if rν + a0,ν > 0 for all ν = 1, . . . , N . Also, this condition implies
that the posterior under (3.3) is proper, since we have assumed that β 6= 0 for simplicity.
In order to derive the Bayesian predictive mass with respect to (3.2) and that with respect
to (3.3) in Proposition 3.1, we first rewrite f(w|p). Let S(λ) = {ν(λ)1 , . . . , ν(λ)d(λ)} for λ = 1, . . . , L.
For ν = 1, . . . , N , let Λ(ν) = {λ ∈ {1, . . . , L}|ν ∈ S(λ)} and, for λ ∈ Λ(ν), let {h(λ)ν } = {h ∈
{1, . . . , d(λ)}|ν = ν(λ)h } and let, for i = 0, 1, . . . ,mν , I(λ)0 (i, ν) = {(ih)d
(λ)
h=1 ∈ I(λ)0 |ih(λ)ν = i}.
Lemma 3.2 For any w = ((w
(λ)
i )i∈I(λ)0
)λ=1,...,L ∈ W, we have
f(w|p) =
{ L∏
λ=1
l(λ)!∏
i∈I(λ)0
w
(λ)
i !
} N∏
ν=1
mν∏
i=0
pi,ν
∑
λ∈Λ(ν)
∑
i∈I(λ)0 (i,ν)
w
(λ)
i
.
Let
C(w) =
L∏
λ=1
l(λ)!∏
i∈I(λ)0
w
(λ)
i !
for w = ((w
(λ)
i )i∈I(λ)0
)λ=1,...,L ∈ W. For (i, ν) ∈ N0 × {1, . . . , N} with i ≤ mν , let
si,ν(w) =
∑
λ∈Λ(ν)
∑
i∈I(λ)0 (i,ν)
w
(λ)
i
for w = ((w
(λ)
i )i∈I(λ)0
)λ=1,...,L ∈ W. Using (3.1) and Lemma 3.2, the following expressions for
fˆ (pia0,a)(·;X) and fˆ (piα,β,γ,a0,a)(·;X) are obtained.
Proposition 3.1 Suppose that rν + a0,ν > 0 for all ν = 1, . . . , N .
(i) The Bayesian predictive mass fˆ (pia0,a)(·;X) is given by
fˆ (pia0,a)(w;X) = C(w)
N∏
ν=1
Γ(s0,ν(w) + rν + a0,ν)
∏mν
i=1 Γ(si,ν(w) +Xi,ν + ai)
Γ
(∑
λ∈Λ(ν) l(λ) + rν + a0,ν +X·,ν + a·,ν
)
N∏
ν=1
Γ(rν + a0,ν)
∏mν
i=1 Γ(Xi,ν + ai)
Γ(rν + a0,ν +X·,ν + a·,ν)
.
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(ii) The Bayesian predictive mass fˆ (piα,β,γ,a0,a)(·;X) is given by
fˆ (piα,β,γ,a0,a)(w;X)
= C(w)
∫ ∞
0
uα−1e−βu
{ N∏
ν=1
Γ(γνu+ s0,ν(w) + rν + a0,ν)
∏mν
i=1 Γ(si,ν(w) +Xi,ν + ai)
Γ
(
γνu+
∑
λ∈Λ(ν) l(λ) + rν + a0,ν +X·,ν + a·,ν
) }du
∫ ∞
0
uα−1e−βu
{ N∏
ν=1
Γ(γνu+ rν + a0,ν)
∏mν
i=1 Γ(Xi,ν + ai)
Γ(γνu+ rν + a0,ν +X·,ν + a·,ν)
}
du
.
We now compare the risk functions of fˆ (pia0,a)(·;X) and fˆ (piα,β,γ,a0,a)(·;X).
Theorem 3.1 Assume that rν + a0,ν > 0 for all ν = 1, . . . , N . Assume that rν ≥ 1 for all
ν = 1, . . . , N . Suppose that{(α+ 1)γν
β + γν
− a·,ν
}
(rν − 1) ≤ xν
{
− (α+ 1)γν
β + γν
−
∑
λ∈Λ(ν)
l(λ) − a0,ν
}
(3.4)
for all xν ∈ N for all ν = 1, . . . , N . Then fˆ (piα,β,γ,a0,a)(·;X) dominates fˆ (pia0,a)(·;X).
Corollary 3.1 If 1 ≤ rν > (mν − 1)/2 >
∑
λ∈Λ(ν) l
(λ) for all ν = 1, . . . , N , then the Bayesian
predictive mass with respect to the Jeffreys prior, namely fˆ (pia0,a)(·;X) with a0 = ((1−mν)/2)Nν=1
and a = (j(mν)/2)ν=1,...,N , is inadmissible and dominated by the Bayesian predictive mass
fˆ (piα,β,γ,a0,a)(·;X) with a0 = ((1−mν)/2)Nν=1 and a = (j(mν)/2)ν=1,...,N for some α > 0, β > 0,
and γ ∈ (0,∞)N .
4 Simulation Studies
4.1 Simulation study for the model in Section 2
In this section, we investigate through simulation the numerical performance of the risk functions
of point estimators of p under the standardized squared error loss given by (2.1). Although there
are a number of conceivable unbalanced settings, for the sake of simplicity, we only consider
some of the most uncomplicated cases. In particular, we set n = N = 2, m1 = m2 = 7, and
c = (j(7), j(7)) and focus on the effect of r1, r2, and p. As in the Poisson case (see, for example,
Hamura and Kubokawa (2019b, 2020c)), although the dominance conditions given in Section 2
tend to be restrictive and may not be satisfied especially when r1 and r2 are highly unbalanced,
our proposed estimator turns out to perform well in such cases also.
We compare the UMVU estimator pˆU given by (2.2) and the empirical Bayes estimator pˆ(a˜)
given in (2.9) with a˜ = j(N), namely
pˆEB =
(( Xi,ν
rν +X·,ν − 1 + 7 + 7
∑2
ν′=1 rν′/X·,·
)7
i=1
)
ν=1,2
.
Let p0(0) = (1, 1, 1, 1, 1, 1, 1)
>/8, p0(1) = (1, 1, 1, 1, 10, 10, 10)>/44, and p0(2) = (10, 10, 10, 10, 1, 1, 1)>/44.
We consider the following cases:
(i) Let r1 = r2 = 12 and let p1 = p2 = (1− ω)p0(0) + ωp0(1) for ω = 0, 1/5, . . . , 4/5, 1.
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(ii) Let r1 = r2 = 12 and let p1 = (1− ω)p0(0) + ωp0(1) and p2 = (1− ω)p0(0) + ωp0(2) for
ω = 0, 1/5, . . . , 4/5, 1.
(iii) Let r1 = 8 and r2 = 16 and let p1 = p2 = (1−ω)p0(0) +ωp0(1) for ω = 0, 1/5, . . . , 4/5, 1.
(iv) Let r1 = 8 and r2 = 16 and let p1 = (1−ω)p0(0) +ωp0(1) and p2 = (1−ω)p0(0) +ωp0(2)
for ω = 0, 1/5, . . . , 4/5, 1.
In Cases (i) and (ii), r1 and r2 are balanced. On the other hand, they are highly unbalanced in
Cases (iii) and (iv). The parameter vectors p1 and p2 are identical for all ω = 0, 1/5, . . . , 4/5, 1
in Cases (i) and (iii) and distinct for ω = 1/5, . . . , 4/5, 1 in Cases (ii) and (iv). We obtain
approximated values of the risk functions of pˆU and pˆEB by simulation with 100, 000 replications.
The results are illustrated in Figure 1. It seems that pˆEB dominates pˆU in every case. In
Cases (i) and (iii), both pˆU and pˆEB have large values of risks for large ω. In Case (ii), the
risk values of pˆU are almost the same while those of pˆEB are small for large ω. On the other
hand, in Case (iv), where the amount of information from X2 is much larger than the amount
of information from X1, the results are similar to those in Cases (i) and (iii). Overall, the risk
values are smaller in Cases (i) and (ii) than in Cases (iii) and (iv) and larger in Cases (i) and
(iii) than in Cases (ii) and (iv).
4.2 Simulation study for the model in Section 3
This section corresponds to Section 3. As in Section 4.1, we focus on simple cases and in
particular consider low-dimensional settings for computational convenience. We set N = 2,
m1 = m2 = 3, L = 2, d
(1) = 1, d(2) = 2, ν
(1)
1 = 1, ν
(2)
1 = 1, ν
(2)
2 = 2, and l
(1) = l(2) = 1. We note
that p1 is related to both the vector W
(1) and the matrix W (2). We investigate through simula-
tion the numerical performance of the risk functions of fˆ (pia0,a)(·;X) given in part (i) of Proposi-
tion 3.1 and fˆ (piα,β,γ,a0,a)(·;X) given in part (ii) of Proposition 3.1; more specifically, we set a0 =
(−1,−1)>, a = (j(3)/2, j(3)/2), α = 1, β = 1, and γ = (1, 1)> and compare the Bayesian pre-
dictive mass with respect to the Jeffreys prior, namely fˆJ(·;X) = fˆ (pi(−1,−1)>,(j(3)/2,j(3)/2))(·;X),
and the Bayesian predictive mass fˆHB(·;X) = fˆ (pi1,1,(1,1)>,(−1,−1)>,(j(3)/2,j(3)/2))(·;X). Let p(0) =
((1, 1, 1)>/4, (1, 1, 1)>/4), p(1) = ((1, 1, 2)>/6, (1, 1, 2)>/6), and p(2) = ((1, 1, 2)>/6, (2, 2, 1)>/6).
For each p = p(0),p(1),p(2), we consider the following cases: (I) r1 = r2 = 5; (II) r1 = 4 and
r2 = 6; (III) r1 = 6 and r2 = 4.
We obtain approximated values of the risk functions of fˆJ(·;X) and fˆHB(·;X) by simulation
with 1, 000 replications. The Bayesian predictive mass fˆJ(·;X) is computed by generating
2, 000 independent posterior samples while fˆHB(·;X) is computed based on a Gibbs sampler by
generating 20, 000 approximate posterior samples after discarding the first 10, 000 samples. The
percentage relative improvement in average loss (PRIAL) of fˆHB(·;X) over fˆJ(·;X) is defined
by
PRIAL = 100
{
E
[
log
f(W |p)
fˆJ(W ;X)
]
− E
[
log
f(W |p)
fˆHB(W ;X)
]}
/E
[
log
f(W |p)
fˆJ(·;X)
]
.
Table 1 reports values of the risks of fˆJ(·;X) and fˆHB(·;X) with values of PRIAL given in
parentheses. It can be seen from the values of PRIAL that fˆHB(·;X) has smaller values of risks
than fˆJ(·;X) in every case. When p = p(0),p(2), PRIAL is smallest in Case (II) and largest
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Figure 1: Risks of the estimators pˆU and pˆEB for ω = 0, 1/5, . . . , 4/5, 1 in Cases (i), (ii), (iii),
and (iv). The black squares and red circles correspond to pˆU and pˆEB, respectively.
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in Case (III). On the other hand, when p = p(1), fˆHB(·;X) has the largest and smallest values
of PRIAL in Cases (II) and (III), respectively.
Table 1: Risks of fˆJ(·;X) (J) and fˆHB(·;X) (HB). Values of PRIAL of HB are given in paren-
theses.
Case p J HB
(I) p(0) 0.22 0.22 (1.13)
(I) p(1) 0.23 0.23 (1.08)
(I) p(2) 0.27 0.27 (1.40)
(II) p(0) 0.28 0.27 (1.00)
(II) p(1) 0.32 0.31 (2.78)
(II) p(2) 0.30 0.30 (1.35)
(III) p(0) 0.23 0.23 (1.34)
(III) p(1) 0.30 0.29 (0.52)
(III) p(2) 0.25 0.24 (2.02)
5 Discussion
In this paper, we considered the problems of estimating negative multinomial parameter vectors
and the joint predictive density of multinomial tables on the basis of observations of negative
multinomial variables in unbalanced settings. A related problem of mathematical interest is that
of estimating the joint predictive density of future negative multinomial variables on the basis of
the current negative multinomial observations. Although no dominance result has been obtained,
we here derive identities which relate prediction to estimation in the negative multinomial case.
Let s1, . . . , sn > 0 and let Y ν = (Yi,ν)
mν
i=1, ν = 1, . . . , n, be independent negative multinomial
variables with mass functions
gν(yν |pν) =
Γ
(
sν +
∑mν
i=1 yi,ν
)
Γ(sν)
∏mν
i=1 yi,ν !
p0,ν
sν
mν∏
i=1
pi,ν
yi,ν , (5.1)
yν = (yi,ν)
mν
i=1 ∈ N0mν , ν = 1, . . . , n, respectively. Consider the problem of estimating the
predictive density g(y|p) = ∏nν=1 gν(yν |pν), y = (yν)ν=1,...,n ∈ N0m1 × · · · ×N0mn , on the basis
of X given in Section 2 under the Kullback-Leibler divergence. As shown by Aitchison (1975),
the Bayesian predictive mass gˆ(pi)(·;X) with respect to a prior p ∼ pi(p) is given by
gˆ(pi)(y;X) = Epi[g(y|p)|X]
=
{ n∏
ν=1
Γ
(
sν +
∑mν
i=1 yi,ν
)
Γ(sν)
∏mν
i=1 yi,ν !
}∫
D pi(p)
{∏N
ν=1
(
p0,ν
sν+rν
∏mν
i=1 pi,ν
yi,ν+Xi,ν
)}
dp∫
D pi(p)
{∏N
ν=1
(
p0,νrν
∏mν
i=1 pi,ν
Xi,ν
)}
dp
, (5.2)
where sν = y1,ν = · · · = ymν ,ν = 0 if ν ∈ {1, . . . , N} ∩ [n+ 1,∞), and has risk given by
R(p, gˆ(pi)) = E
[
log
g(Y |p)
gˆ(pi)(Y ;X)
]
. (5.3)
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Let t1, . . . , tN : [0, 1] → (0,∞) be smooth, nondecreasing functions such that for all ν =
1, . . . , N ,
tν(0) = rν and tν(1) =
{
rν + sν , if ν ≤ n,
rν , if ν ≥ n+ 1.
(5.4)
For each τ ∈ [0, 1], let Zν(τ) = (Zi,ν(τ))mνi=1, ν = 1, . . . , N , be independent negative multinomial
variables with mass functions
Γ
(
tν(τ) +
∑mν
i=1 zi,ν
)
Γ(tν(τ))
∏mν
i=1 zi,ν !
p0,ν
tν(τ)
mν∏
i=1
pi,ν
zi,ν ,
(zi,ν)
mν
i=1 ∈ N0mν , ν = 1, . . . , N , respectively, and let Z(τ) = (Zν(τ))ν=1,...,N . Let Wν,k ={
(w˚i)
mν
i=1 ∈ N0mν
∣∣∑mν
i=1 w˚i = k
}
for ν = 1, . . . , N and k ∈ N0. Let
LKL(d˜, θ) = d˜− θ − θ log(d˜/θ) (5.5)
for d˜, θ ∈ (0,∞). The following theorem shows that the risk function of an arbitrary Bayesian
predictive mass can be expressed using the risk functions of the corresponding Bayes estimators
of an infinite number of monomials of the unknown probabilities.
Theorem 5.1 Let p ∼ pi(p) be a prior density. Then the risk of gˆ(pi)(·;X) is expressed as
R(p, gˆ(pi))
=
∫ 1
0
{ n∑
ν=1
tν
′(τ)
∞∑
k=1
1
k
∑
(wi)
mν
i=1∈Wν,k
k!∏mν
i=1wi!
E
[
LKL
(
Epi
[ mν∏
i=1
pi,ν
wi
∣∣∣Z(τ)], mν∏
i=1
pi,ν
wi
)]}
dτ .
Theorem 3 of Hamura and Kubokawa (2020b) is related to the monomials of degree 1 in the
above expression. In the negative binomial case, the “intrinsic loss” derived by Robert (1996)
is not given by (5.5); see Remark 2.2 of Hamura and Kubokawa (2019a) for details.
We also have the following somewhat simpler result. Let
piM,γ˜,a0,a(p) =
∫ ∞
0
[ N∏
ν=1
{
p0,ν
γ˜ν(u)+a0,ν−1
mν∏
i=1
pi,ν
ai,ν−1
}]
dM(u), (5.6)
where M is a measure on (0,∞) while γ˜ = (γ˜ν)Nν=1 : (0,∞) → (0,∞)N . Then Corollary 5.1
gives an expression for the risk difference between the Bayesian predictive mass with respect to
the prior (5.6) and that with respect to the prior (3.2).
Corollary 5.1 The risk difference between gˆ(piM,γ˜,a0,a)(·;X) and gˆ(pia0,a)(·;X) is expressed as
R(p, gˆ(piM,γ˜,a0,a))−R(p, gˆ(pia0,a))
=
∫ 1
0
{ n∑
ν=1
tν
′(τ)
∞∑
k=1
1
k
E[LKL(EpiM,γ˜,a0,a [p·,ν
k|Z(τ)], p·,νk)− LKL(Epia0,a [p·,νk|Z(τ)], p·,νk)]
}
dτ .
Despite these identities, dominance conditions have not been obtained. It may be worth
noting that log{gˆ(pia0,a)(Y ;X)/gˆ(piM,γ˜,a0,a)(Y ;X)}, whose expectation is the risk difference, is
a function only of X·,ν , ν = 1, . . . , N , and Y·,ν =
∑mν
i=1 Yi,ν , ν = 1, . . . , n. Inadmissibility of
gˆ(pia0,a)(·;X) could be studied in a future paper.
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6 Appendix
6.1 Assumptions
Let cν = max1≤i≤mν ci,ν for ν = 1, . . . , N . Let c˜
(ν)
ν = min1≤i≤mν c˜
(ν)
i,ν , c˜
(ν)
ν = max1≤i≤mν c˜
(ν)
i,ν ,
and C˜ν = (c˜
(ν)
ν /c˜
(ν)
ν )/{1 + b˜ν(c˜(ν)ν + c˜(ν)ν )} for ν = 1, . . . , N . Let A = max1≤ν≤n cν(C˜ν +
2), b˜ = min1≤ν≤n b˜ν , b˜ = max1≤ν≤n b˜ν , c˜ = min1≤ν≤n c˜
(ν)
ν , and c˜ = max1≤ν≤n c˜
(ν)
ν and let
c˜∗ = min1≤ν≤N min1≤ν′≤N min1≤i≤mν′ c˜
(ν)
i,ν′ and c˜
∗ = max1≤ν≤N max1≤ν′≤N max1≤i≤mν′ c˜
(ν)
i,ν′ . Let
A1 = max1≤ν≤n{cν(3 + 4b˜ν c˜)/(1 + 2b˜ν c˜)}.
Assumption 6.1 and Assumption 6.2 correspond to Theorem 2.2 and Corollary 2.1, respec-
tively.
Assumption 6.1
(a) c > 0.
(b) rν ≥ C˜ν + 1 and rν + b˜ν ≥ C˜ν + 2 for all ν = 1, . . . , n with c·,ν > 0.
(c) c· −A ≥ 0.
(d) For all x ∈ N, either
• c{b˜+ 1/(c˜∗x+ c˜)} − 2(r/r)2(c· −A){b˜c˜∗c˜/(b˜c˜∗c˜)} ≤ 0 implies
c·{b˜+ 1/(c˜∗x+ c˜)} − 2
(r
r
)2
(c· −A) b˜c˜∗c˜
b˜c˜∗c˜
{r + b˜+ 1/(c˜∗x+ c˜)} ≤ 0 and
• c{b˜+ 1/(c˜∗x+ c˜)} − 2(r/r)2(c· −A){b˜c˜∗c˜/(b˜c˜∗c˜)} > 0 implies
x
[
c{b˜+ 1/(c˜∗x+ c˜)} − 2
(r
r
)2
(c· −A) b˜c˜∗c˜
b˜c˜∗c˜
]
+ nc·{b˜+ 1/(c˜∗x+ c˜)} − 2n
(r
r
)2
(c· −A) b˜c˜∗c˜
b˜c˜∗c˜
{r + b˜+ 1/(c˜∗x+ c˜)} ≤ 0
or
• c{b˜+ 1/(c˜∗x+ c˜)} − 2(c· −A){b˜c˜∗c˜/(b˜c˜∗c˜)} ≤ 0 implies
(c· − cr)− 2(c· −A) b˜c˜∗c˜
b˜c˜∗c˜
≤ 0 and
• c{b˜+ 1/(c˜∗x+ c˜)} − 2(c· −A){b˜c˜∗c˜/(b˜c˜∗c˜)} > 0 implies( n∑
ν=1
rν + x
)[
c{b˜+ 1/(c˜∗x+ c˜)} − 2(c· −A) b˜c˜∗c˜
b˜c˜∗c˜
]
+ n(c· − cr){b˜+ 1/(c˜∗x+ c˜)} − 2n(c· −A) b˜c˜∗c˜
b˜c˜∗c˜
{b˜+ 1/(c˜∗x+ c˜)} ≤ 0.
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Assumption 6.2
(a) c > 0.
(b) rν ≥ 1/(1 + 2b˜ν c˜) + 1 and rν + b˜ν ≥ 1/(1 + 2b˜ν c˜) + 2 for all ν = 1, . . . , n with c·,ν > 0.
(c) c· −A1 ≥ 0.
(d) For all x ∈ N, either
• c[b˜+ 1/{c˜(x+ 1)}]− 2(r/r)2(c· −A1)b˜/b˜ ≤ 0 implies
c·[b˜+ 1/{c˜(x+ 1)}]− 2
(r
r
)2
(c· −A1) b˜
b˜
[r + b˜+ 1/{c˜(x+ 1)}] ≤ 0 and
• c[b˜+ 1/{c˜(x+ 1)}]− 2(r/r)2(c· −A1)b˜/b˜ > 0 implies
x
(
c[b˜+ 1/{c˜(x+ 1)}]− 2
(r
r
)2
(c· −A1) b˜
b˜
)
+ nc·[b˜+ 1/{c˜(x+ 1)}]− 2n
(r
r
)2
(c· −A1) b˜
b˜
[r + b˜+ 1/{c˜(x+ 1)}] ≤ 0
or
• c[b˜+ 1/{c˜(x+ 1)}]− 2(c· −A1)b˜/b˜ ≤ 0 implies
(c· − cr)− 2(c· −A1) b˜
b˜
≤ 0 and
• c[b˜+ 1/{c˜(x+ 1)}]− 2(c· −A1)b˜/b˜ > 0 implies( n∑
ν=1
rν + x
)(
c[b˜+ 1/{c˜(x+ 1)}]− 2(c· −A1) b˜
b˜
)
+ n(c· − cr)[b˜+ 1/{c˜(x+ 1)}]− 2n(c· −A1) b˜
b˜
[b˜+ 1/{c˜(x+ 1)}] ≤ 0.
6.2 Proofs
Here we prove Theorems 2.1, 2.2, 3.1, and 5.1, Lemma 3.2, and Corollary 5.1. We use Lemma
6.1, which is due to Hudson (1978).
For (i, ν), (i′, ν ′) ∈ N × {1, . . . , N} with i ≤ mν and i′ ≤ mν′ , let δi,i′,ν,ν′ = 1 if i = i′ and
ν = ν ′ and = 0 otherwise. Let X · = (X·,ν)Nν=1. For ν = 1, . . . , N , let e
(N)
ν be the νth unit
vector in RN , namely the νth column of the N × N identity matrix. For ν = 1, . . . , N , let
0(mν) = (0, . . . , 0)> ∈ Rmν . For ν, ν ′ = 1, . . . , N , let δ(N)ν,ν′ = e(N)ν
>
e
(N)
ν′ .
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Lemma 6.1 Let ϕ : N0m1 × · · · × N0mN → R and suppose that either ϕ(x) ≥ 0 for all x ∈
N0m1 × · · · × N0mN or E[|ϕ(X)|] < ∞. Then for all (i, ν) ∈ N × {1, . . . , N} with i ≤ mν , if
ϕ(x) = 0 for all x = ((xi′,ν′)
mν′
i′=1)ν′=1,...,N ∈ N0m1 × · · · × N0mN such that xi,ν = 0, we have
E
[ϕ(X)
pi,ν
]
= E
[rν +X·,ν
Xi,ν + 1
ϕ(X + ei,ν)
]
,
where X + ei,ν = ((Xi′,ν′ + δi,i′,ν,ν′)
mν′
i′=1)ν′=1,...,N .
Proof of Theorem 2.1. Let ∆
(δ)
c = E[Lc(pˆ
(δ),p)]− E[Lc(pˆU,p)]. For ν = 1, . . . , N , let
φ(δ)ν (X ·) =

δν(X·,·)
rν +X·,ν − 1 + δν(X·,·) , if X·,ν ≥ 1,
0, if X·,ν = 0,
so that pˆ
(δ)
i,ν = pˆ
U
i,ν − pˆUi,νφ(δ)ν (X ·) for all i = 1, . . . ,mν . Then, by Lemma 6.1,
∆
(δ)
c = E
[ n∑
ν=1
mν∑
i=1
[
ci,ν
(pˆUi,ν)
2{φ(δ)ν (X ·)}2 − 2(pˆUi,ν)2φ(δ)ν (X ·)
pi,ν
+ 2ci,ν pˆ
U
i,νφ
(δ)
ν (X ·)
]]
= E
[ n∑
ν=1
mν∑
i=1
(
ci,ν
Xi,ν + 1
rν +X·,ν
[{φ(δ)ν (X · + e(N)ν )}2 − 2φ(δ)ν (X · + e(N)ν )]
+ 2ci,ν
Xi,ν
rν +X·,ν − 1φ
(δ)
ν (X ·)
)]
= E
[ n∑
ν=1
{I(δ)1,ν (X)− 2I(δ)2,ν (X) + 2I(δ)3,ν (X)}
]
,
where
I
(δ)
1,ν (x) =
∑mν
i=1 ci,νxi,ν + c·,ν
rν +
∑mν
i=1 xi,ν
{ δν(∑Nν=1∑mνi=1 xi,ν + 1)
rν +
∑mν
i=1 xi,ν + δν
(∑N
ν=1
∑mν
i=1 xi,ν + 1
)}2,
I
(δ)
2,ν (x) =
∑mν
i=1 ci,νxi,ν + c·,ν
rν +
∑mν
i=1 xi,ν
δν
(∑N
ν=1
∑mν
i=1 xi,ν + 1
)
rν +
∑mν
i=1 xi,ν + δν
(∑N
ν=1
∑mν
i=1 xi,ν + 1
) ,
I
(δ)
3,ν (x) =
(∑mν
i=1 ci,νxi,ν
)
δν
(∑N
ν=1
∑mν
i=1 xi,ν
)(
rν +
∑mν
i=1 xi,ν − 1
){
rν +
∑mν
i=1 xi,ν − 1 + δν
(∑N
ν=1
∑mν
i=1 xi,ν
)} ,
for x = ((xi,ν′)
mν′
i=1 )ν′=1,...,N ∈ N0m1 × · · · × N0mN for each ν = 1, . . . , N . Since c > 0, it follows
that
∑n
ν=1{I(δ)1,ν ((0(mν))ν=1,...,N )− 2I(δ)2,ν ((0(mν))ν=1,...,N ) + 2I(δ)3,ν ((0(mν))ν=1,...,N )} < 0.
Fix x = ((xi,ν)
mν
i=1)ν=1,...,N ∈ (N0m1 × · · · ×N0mN ) \ {(0(mν))ν=1,...,N}. It is sufficient to show
that
∑n
ν=1{I(δ)1,ν (x) − 2I(δ)2,ν (x) + 2I(δ)3,ν (x)} ≤ 0. Let x·,ν =
∑mν
i=1 xi,ν for ν = 1, . . . , N and let
x·,· =
∑N
ν=1 x·,ν . Let cν = max1≤i≤mν ci,ν for ν = 1, . . . , N . Then for all ν = 1, . . . , n such that∑mν
i=1 ci,νxi,ν > 0, since, by (2.4), δν(x·,·) ≤ {(x·,·+1)/x·,·}δν(x·,·+1) ≤ {(x·,ν+1)/x·,ν}δν(x·,·+1),
we have that
I
(δ)
3,ν (x) ≤
∑mν
i=1 ci,νxi,ν
rν + x·,ν − 1
δν(x·,· + 1)
{x·,ν/(x·,ν + 1)}(rν + x·,ν − 1) + δν(x·,· + 1)
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and hence that
−I(δ)2,ν (x) + I(δ)3,ν (x) ≤ −
c·,ν
rν + x·,ν
δν(x·,· + 1)
rν + x·,ν + δν(x·,· + 1)
+
( mν∑
i=1
ci,νxi,ν
)
δν(x·,· + 1)
[
− 1
rν + x·,ν
1
rν + x·,ν + δν(x·,· + 1)
+
1
rν + x·,ν − 1
1
{x·,ν/(x·,ν + 1)}(rν + x·,ν − 1) + δν(x·,· + 1)
]
≤ − c·,ν
rν + x·,ν
δν(x·,· + 1)
rν + x·,ν + δν(x·,· + 1)
+ cνx·,νδν(x·,· + 1)
[
− 1
rν + x·,ν
1
rν + x·,ν + δν(x·,· + 1)
+
1
rν + x·,ν − 1
1
{x·,ν/(x·,ν + 1)}(rν + x·,ν − 1) + δν(x·,· + 1)
]
,
where
1
rν + x·,ν − 1
1
{x·,ν/(x·,ν + 1)}(rν + x·,ν − 1) + δν(x·,· + 1) ≤
x·,ν + 3
rν + x·,ν
1/x·,ν
rν + x·,ν + δν(x·,· + 1)
by the assumption that rν ≥ 5/2 for all ν = 1, . . . , n with c·,ν > 0. Thus, for any ν = 1, . . . , n,
I
(δ)
1,ν (x)− 2I(δ)2,ν (x) + 2I(δ)3,ν (x)
≤ cνx·,ν + c·,ν
rν + x·,ν
{ δν(x·,· + 1)
rν + x·,ν + δν(x·,· + 1)
}2
+ 2
3cν − c·,ν
rν + x·,ν
δν(x·,· + 1)
rν + x·,ν + δν(x·,· + 1)
=
δν(x·,· + 1)[(cνx·,ν + c·,ν)δν(x·,· + 1)− 2(c·,ν − 3cν){rν + x·,ν + δν(x·,· + 1)}]
(rν + x·,ν){rν + x·,ν + δν(x·,· + 1)}2
≤ δν(x·,· + 1)[(cx·,ν + c·)δν(x·,· + 1)− 2(c· − 3c){rν + x·,ν + δν(x·,· + 1)}]
(rν + x·,ν){rν + x·,ν + δν(x·,· + 1)}2
≤ cx·,ν + c·
rν + x·,ν
{ δ(x·,· + 1)
rν + x·,ν + δ(x·,· + 1)
}2 − 2 c· − 3c
rν + x·,ν
δ(x·,· + 1)
rν + x·,ν + δ(x·,· + 1)
(6.1)
by the assumption that 3c ≤ c·.
For part (i), we have by (6.1) that for any ν = 1, . . . , n,
I
(δ)
1,ν (x)− 2I(δ)2,ν (x) + 2I(δ)3,ν (x)
≤ cx·,ν + c·
r + x·,ν
{ δ(x·,· + 1)
r + x·,ν + δ(x·,· + 1)
}2 − 2 c· − 3c
r + x·,ν
δ(x·,· + 1)
r + x·,ν + δ(x·,· + 1)
≤ 1
r + x·,ν
δ(x·,· + 1)
{r + x·,ν + δ(x·,· + 1)}2
× [x·,ν{cδ(x·,· + 1)− 2(r/r)2(c· − 3c)ρ}+ c·δ(x·,· + 1)− 2(r/r)2(c· − 3c)ρ{r + δ(x·,· + 1)}],
which is nonpositive by (2.5) if cδ(x·,· + 1) − 2(r/r)2(c· − 3c)ρ ≤ 0. On the other hand, if
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cδ(x·,· + 1)− 2(r/r)2(c· − 3c)ρ > 0, then, by the covariance inequality,
n∑
ν=1
{I(δ)1,ν (x)− 2I(δ)2,ν (x) + 2I(δ)3,ν (x)}
≤ 1
n
[ n∑
ν=1
1
r + x·,ν
δ(x·,· + 1)
{r + x·,ν + δ(x·,· + 1)}2
]
× [x·,·{cδ(x·,· + 1)− 2(r/r)2(c· − 3c)ρ}+ nc·δ(x·,· + 1)− 2n(r/r)2(c· − 3c)ρ{r + δ(x·,· + 1)}],
which is nonpositive by (2.6). This proves part (i).
For part (ii), it follows from (6.1) that for all ν = 1, . . . , n,
I
(δ)
1,ν (x)− 2I(δ)2,ν (x) + 2I(δ)3,ν (x)
≤ 1
rν + x·,ν
δ(x·,· + 1)
{rν + x·,ν + δ(x·,· + 1)}2
[(cx·,ν + c·)δ(x·,· + 1)− 2(c· − 3c)ρ{rν + x·,ν + δ(x·,· + 1)}]
≤ 1
rν + x·,ν
δ(x·,· + 1)
{rν + x·,ν + δ(x·,· + 1)}2
× [(rν + x·,ν){cδ(x·,· + 1)− 2(c· − 3c)ρ}+ {c· − rc− 2(c· − 3c)ρ}δ(x·,· + 1)],
which is nonpositive by (2.7) if cδ(x·,· + 1) − 2(c· − 3c)ρ ≤ 0. If cδ(x·,· + 1) − 2(c· − 3c)ρ > 0,
then, by the covariance inequality,
n∑
ν=1
{I(δ)1,ν (x)− 2I(δ)2,ν (x) + 2I(δ)3,ν (x)}
≤ 1
n
[ n∑
ν=1
1
rν + x·,ν
δ(x·,· + 1)
{rν + x·,ν + δ(x·,· + 1)}2
]
×
[( n∑
ν=1
rν + x·,·
)
{cδ(x·,· + 1)− 2(c· − 3c)ρ}+ n{c· − rc− 2(c· − 3c)ρ}δ(x·,· + 1)
]
,
which is nonpositive by (2.8). This proves part (ii). 
Proof of Theorem 2.2. Let ∆
(b˜,c˜)
c = E[Lc(pˆ
(b˜,c˜),p)]− E[Lc(pˆU,p)]. For ν = 1, . . . , N , let
δ˜(b˜,c˜)ν (X˜
(c˜(ν))) =
{
b˜ν + 1/X˜
(c˜(ν)), if X˜(c˜
(ν)) > 0,
0, if X˜(c˜
(ν)) = 0,
so that
pˆ
(b˜,c˜)
i,ν = pˆ
U
i,ν −
pˆUi,ν δ˜
(b˜,c˜)
ν (X˜(c˜
(ν)))
rν +X·,ν − 1 + δ˜(b˜,c˜)ν (X˜(c˜(ν)))
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for all i = 1, . . . ,mν . By Lemma 6.1, we have
∆
(b˜,c˜)
c = E
[ n∑
ν=1
mν∑
i=1
( ci,ν
pi,ν
[ (pˆUi,ν)2{δ˜(b˜,c˜)ν (X˜(c˜(ν)))}2
{rν +X·,ν − 1 + δ˜(b˜,c˜)ν (X˜(c˜(ν)))}2
− 2 (pˆ
U
i,ν)
2δ˜
(b˜,c˜)
ν (X˜(c˜
(ν)))
rν +X·,ν − 1 + δ˜(b˜,c˜)ν (X˜(c˜(ν)))
]
+ 2ci,ν
pˆUi,ν δ˜
(b˜,c˜)
ν (X˜(c˜
(ν)))
rν +X·,ν − 1 + δ˜(b˜,c˜)ν (X˜(c˜(ν)))
)]
= E
[ n∑
ν=1
mν∑
i=1
(
ci,ν
Xi,ν + 1
rν +X·,ν
[ {b˜ν + 1/(X˜(c˜(ν)) + c˜(ν)i,ν )}2
{rν +X·,ν + b˜ν + 1/(X˜(c˜(ν)) + c˜(ν)i,ν )}2
− 2 b˜ν + 1/(X˜
(c˜(ν)) + c˜
(ν)
i,ν )
rν +X·,ν + b˜ν + 1/(X˜(c˜
(ν)) + c˜
(ν)
i,ν )
]
+ 2ci,ν
pˆUi,ν δ˜
(b˜,c˜)
ν (X˜(c˜
(ν)))
rν +X·,ν − 1 + δ˜(b˜,c˜)ν (X˜(c˜(ν)))
)]
≤ E
[ n∑
ν=1
mν∑
i=1
(
ci,ν
Xi,ν + 1
rν +X·,ν
[ {b˜ν + 1/(X˜(c˜(ν)) + c˜(ν)ν )}2
{rν +X·,ν + b˜ν + 1/(X˜(c˜(ν)) + c˜(ν)ν )}2
− 2 b˜ν + 1/(X˜
(c˜(ν)) + c˜
(ν)
ν )
rν +X·,ν + b˜ν + 1/(X˜(c˜
(ν)) + c˜
(ν)
ν )
]
+ 2ci,ν
pˆUi,ν δ˜
(b˜,c˜)
ν (X˜(c˜
(ν)))
rν +X·,ν − 1 + δ˜(b˜,c˜)ν (X˜(c˜(ν)))
)]
.
Fix ((xi,ν)
mν
i=1)ν=1,...,N ∈ (N0m1 × · · · × N0mN ) \ {(0(mν))ν=1,...,N} and let x·,ν =
∑mν
i=1 xi,ν and
x˜(c˜
(ν)) =
∑N
ν′=1
∑mν′
i=1 c˜
(ν)
i,ν′xi,ν′ for ν = 1, . . . , N . As in the proof of Theorem 2.1, it is sufficient
to show that
∑n
ν=1 I
(b˜,c˜)
ν ≤ 0, where
I(b˜,c˜)ν =
mν∑
i=1
(
ci,ν
xi,ν + 1
rν + x·,ν
[ {b˜ν + 1/(x˜(c˜(ν)) + c˜(ν)ν )}2
{rν + x·,ν + b˜ν + 1/(x˜(c˜(ν)) + c˜(ν)ν )}2
− 2 b˜ν + 1/(x˜
(c˜(ν)) + c˜
(ν)
ν )
rν + x·,ν + b˜ν + 1/(x˜(c˜
(ν)) + c˜
(ν)
ν )
]
+
2ci,νxi,ν(b˜ν + 1/x˜
(c˜(ν)))
(rν + x·,ν − 1)(rν + x·,ν − 1 + b˜ν + 1/x˜(c˜(ν)))
)
for ν = 1, . . . , n. It can be verified that for all ν = 1, . . . , n,
I(b˜,c˜)ν
≤ cνx·,ν + c·,ν
rν + x·,ν
{b˜ν + 1/(x˜(c˜(ν)) + c˜(ν)ν )}2
{rν + x·,ν + b˜ν + 1/(x˜(c˜(ν)) + c˜(ν)ν )}2
− 2 c·,ν
rν + x·,ν
b˜ν + 1/(x˜
(c˜(ν)) + c˜
(ν)
ν )
rν + x·,ν + b˜ν + 1/(x˜(c˜
(ν)) + c˜
(ν)
ν )
− 2 cνx·,ν
rν + x·,ν
b˜ν + 1/(x˜
(c˜(ν)) + c˜
(ν)
ν )
rν + x·,ν + b˜ν + 1/(x˜(c˜
(ν)) + c˜
(ν)
ν )
+
2cνx·,ν(b˜ν + 1/x˜(c˜
(ν)))
(rν + x·,ν − 1)(rν + x·,ν − 1 + b˜ν + 1/x˜(c˜(ν)))
.
Now for all ν = 1, . . . , n such that cνx·,ν > 0, since
x·,ν(b˜ν + 1/x˜(c˜
(ν)))− (x·,ν + C˜ν){b˜ν + 1/(x˜(c˜(ν)) + c˜(ν)ν )}
= c˜
(ν)
ν x·,ν/{x˜(c˜
(ν))(x˜(c˜
(ν)) + c˜
(ν)
ν )} − C˜ν{b˜ν(x˜(c˜
(ν)) + c˜
(ν)
ν ) + 1}/(x˜(c˜
(ν)) + c˜
(ν)
ν )
≤ c˜(ν)ν x·,ν/{c˜(ν)ν x·,ν(x˜(c˜
(ν)) + c˜
(ν)
ν )} − C˜ν{b˜ν(c˜(ν)ν + c˜(ν)ν ) + 1}/(x˜(c˜
(ν)) + c˜
(ν)
ν ) = 0,
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it follows that
2cνx·,ν(b˜ν + 1/x˜(c˜
(ν)))
(rν + x·,ν − 1)(rν + x·,ν − 1 + b˜ν + 1/x˜(c˜(ν)))
≤ 2cν(x·,ν + C˜ν)
rν + x·,ν − 1
b˜ν + 1/(x˜
(c˜(ν)) + c˜
(ν)
ν )
rν + x·,ν − 1 + b˜ν + 1/(x˜(c˜(ν)) + c˜(ν)ν )
≤ 2cν(x·,ν + C˜ν + 1)
rν + x·,ν
b˜ν + 1/(x˜
(c˜(ν)) + c˜
(ν)
ν )
rν + x·,ν − 1 + b˜ν + 1/(x˜(c˜(ν)) + c˜(ν)ν )
≤ 2cν(x·,ν + C˜ν + 2)
rν + x·,ν
b˜ν + 1/(x˜
(c˜(ν)) + c˜
(ν)
ν )
rν + x·,ν + b˜ν + 1/(x˜(c˜
(ν)) + c˜
(ν)
ν )
(6.2)
by assumption. Therefore, letting x·,· =
∑N
ν=1 x·,ν and noting that c· − A ≥ 0, we have for all
ν = 1, . . . , n,
I(b˜,c˜)ν ≤
cνx·,ν + c·,ν
rν + x·,ν
{b˜ν + 1/(x˜(c˜(ν)) + c˜(ν)ν )}2
{rν + x·,ν + b˜ν + 1/(x˜(c˜(ν)) + c˜(ν)ν )}2
+ 2
cν(C˜ν + 2)− c·,ν
rν + x·,ν
b˜ν + 1/(x˜
(c˜(ν)) + c˜
(ν)
ν )
rν + x·,ν + b˜ν + 1/(x˜(c˜
(ν)) + c˜
(ν)
ν )
=
1
rν + x·,ν
b˜ν + 1/(x˜
(c˜(ν)) + c˜
(ν)
ν )
{rν + x·,ν + b˜ν + 1/(x˜(c˜(ν)) + c˜(ν)ν )}2
× [(cνx·,ν + c·,ν){b˜ν + 1/(x˜(c˜(ν)) + c˜(ν)ν )}
− 2{c·,ν − cν(C˜ν + 2)}{rν + x·,ν + b˜ν + 1/(x˜(c˜(ν)) + c˜(ν)ν )}]
≤ 1
rν + x·,ν
b˜ν + 1/(x˜
(c˜(ν)) + c˜
(ν)
ν )
{rν + x·,ν + b˜ν + 1/(x˜(c˜(ν)) + c˜(ν)ν )}2
× [(cx·,ν + c·){b˜ν + 1/(x˜(c˜(ν)) + c˜(ν)ν )} − 2(c· −A){rν + x·,ν + b˜ν + 1/(x˜(c˜
(ν)) + c˜
(ν)
ν )}]
≤ cx·,ν + c·
rν + x·,ν
{b˜+ 1/(c˜∗x·,· + c˜)}2
{rν + x·,ν + b˜+ 1/(c˜∗x·,· + c˜)}2
− 2 c· −A
rν + x·,ν
b˜+ 1/(c˜∗x·,· + c˜)
rν + x·,ν + b˜+ 1/(c˜∗x·,· + c˜)
,
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which implies that
I(b˜,c˜)ν ≤
cx·,ν + c·
r + x·,ν
{b˜+ 1/(c˜∗x·,· + c˜)}2
{r + x·,ν + b˜+ 1/(c˜∗x·,· + c˜)}2
− 2 c· −A
r + x·,ν
b˜+ 1/(c˜∗x·,· + c˜)
r + x·,ν + b˜+ 1/(c˜∗x·,· + c˜)
≤ 1
r + x·,ν
b˜+ 1/(c˜∗x·,· + c˜)
{r + x·,ν + b˜+ 1/(c˜∗x·,· + c˜)}2
×
[
(cx·,ν + c·){b˜+ 1/(c˜∗x·,· + c˜)} − 2
(r
r
)2
(c· −A) b˜c˜∗c˜
b˜c˜∗c˜
{r + x·,ν + b˜+ 1/(c˜∗x·,· + c˜)}
]
=
1
r + x·,ν
b˜+ 1/(c˜∗x·,· + c˜)
{r + x·,ν + b˜+ 1/(c˜∗x·,· + c˜)}2
×
(
x·,ν
[
c{b˜+ 1/(c˜∗x·,· + c˜)} − 2
(r
r
)2
(c· −A) b˜c˜∗c˜
b˜c˜∗c˜
]
+ c·{b˜+ 1/(c˜∗x·,· + c˜)} − 2
(r
r
)2
(c· −A) b˜c˜∗c˜
b˜c˜∗c˜
{r + b˜+ 1/(c˜∗x·,· + c˜)}
)
(6.3)
and that
I(b˜,c˜)ν ≤
c(rν + x·,ν) + c· − cr
rν + x·,ν
{b˜+ 1/(c˜∗x·,· + c˜)}2
{rν + x·,ν + b˜+ 1/(c˜∗x·,· + c˜)}2
− 2 c· −A
rν + x·,ν
b˜+ 1/(c˜∗x·,· + c˜)
rν + x·,ν + b˜+ 1/(c˜∗x·,· + c˜)
≤ 1
rν + x·,ν
b˜+ 1/(c˜∗x·,· + c˜)
{rν + x·,ν + b˜+ 1/(c˜∗x·,· + c˜)}2
×
[
{c(rν + x·,ν) + c· − cr}{b˜+ 1/(c˜∗x·,· + c˜)} − 2(c· −A) b˜c˜∗c˜
b˜c˜∗c˜
{rν + x·,ν + b˜+ 1/(c˜∗x·,· + c˜)}
]
=
1
rν + x·,ν
b˜+ 1/(c˜∗x·,· + c˜)
{rν + x·,ν + b˜+ 1/(c˜∗x·,· + c˜)}2
×
(
(rν + x·,ν)
[
c{b˜+ 1/(c˜∗x·,· + c˜)} − 2(c· −A) b˜c˜∗c˜
b˜c˜∗c˜
]
+ (c· − cr){b˜+ 1/(c˜∗x·,· + c˜)} − 2(c· −A) b˜c˜∗c˜
b˜c˜∗c˜
{b˜+ 1/(c˜∗x·,· + c˜)}
)
. (6.4)
By (6.3) and (6.4) and by the covariance inequality, we conclude as in the proof of Theorem 2.1
that
∑n
ν=1 I
(b˜,c˜)
ν ≤ 0. 
Remark 6.1 Suppose that m1 = · · · = mN , that r1 = · · · = rN , and that c = (j(mν))ν=1,...,N .
Then, by modifying the above proof, we can show that if r1 ≥ 1, the UMVU estimator is domi-
nated by an empirical Bayes estimator for sufficiently large m1, which is related to the problem
of Section 5.1 of Hamura and Kubokawa (2020b). For example, the empirical Bayes estimator
(2.9) with a˚ = j(N) corresponds to b˜ = m1j
(N) and c˜ = (((1/(Nm1r1))
mν′
i=1 )ν′=1,...,N )
N
ν=1. In this
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case,
I(b˜,c˜)ν =
x·,ν +m1
r1 + x·,ν
[{ m1 +Nm1r1/(x·,· + 1)
r1 + x·,ν +m1 +Nm1r1/(x·,· + 1)
}2
− 2 m1 +Nm1r1/(x·,· + 1)
r1 + x·,ν +m1 +Nm1r1/(x·,· + 1)
]
+
2x·,ν(m1 +Nm1r1/x·,·)
(r1 + x·,ν − 1)(r1 + x·,ν − 1 +m1 +Nm1r1/x·,·)
for ν = 1, . . . , n. Now suppose that r1 ≥ 1 and that r1 +m1 ≥ 4. Then for all ν = 1, . . . , n such
that x·,ν ≥ 1, (6.2) can be replaced by
2x·,ν(m1 +Nm1r1/x·,·)
(r1 + x·,ν − 1)(r1 + x·,ν − 1 +m1 +Nm1r1/x·,·)
≤ 2(x·,ν + 1)
r1 + x·,ν
m1 +Nm1r1/x·,·
r1 + x·,ν − 1 +m1 +Nm1r1/x·,·
≤ 2(x·,ν + 3)
r1 + x·,ν
m1 +Nm1r1/(x·,· + 1)
r1 + x·,ν − 1 +m1 +Nm1r1/x·,·
≤ 2(x·,ν + 4)
r1 + x·,ν
m1 +Nm1r1/(x·,· + 1)
r1 + x·,ν +m1 +Nm1r1/x·,·
,
where the second inequality holds even if x·,ν = x·,· since x·,· ≥ 1. This leads to a dominance
condition which is satisfied when m1 is sufficiently large.
Proof of Lemma 3.2. We have
f(w|p)
C(w)
=
L∏
λ=1
∏
i=(ih)
d(λ)
h=1∈I
(λ)
0
{ d(λ)∏
h=1
p
ih,ν
(λ)
h
}w(λ)i
=
L∏
λ=1
d(λ)∏
h=1
∏
i=(ih)
d(λ)
h=1∈I
(λ)
0
p
ih,ν
(λ)
h
w
(λ)
i
=
N∏
ν=1
mν∏
i=0
∏
λ∈Λ(ν)
∏
i∈I(λ)0 (i,ν)
pi,ν
w
(λ)
i =
N∏
ν=1
mν∏
i=0
pi,ν
∑
λ∈Λ(ν)
∑
i∈I(λ)0 (i,ν)
w
(λ)
i
,
which is the desired result. 
Proof of Theorem 3.1. In this proof, if ϕ is a continuous function from (0,∞) to [0,∞), we
write∫ ∞
0
dµ(u) =
∫ ∞
0
uα−1e−βu
{ N∏
ν=1
Γ(γνu+ rν + a0,ν)Γ(rν + a0,ν +X·,ν + a·,ν)
Γ(γνu+ rν + a0,ν +X·,ν + a·,ν)Γ(rν + a0,ν)
}
du,
∫ ∞
0
ϕ(u)dµ(u) =
∫ ∞
0
ϕ(u)uα−1e−βu
{ N∏
ν=1
Γ(γνu+ rν + a0,ν)Γ(rν + a0,ν +X·,ν + a·,ν)
Γ(γνu+ rν + a0,ν +X·,ν + a·,ν)Γ(rν + a0,ν)
}
du, and
EU [ϕ(U)] =
∫ ∞
0
ϕ(u)dµ(u)/
∫ ∞
0
dµ(u).
Let ∆(α,β,γ,a0,a) = E[log{f(W |p)/fˆ (piα,β,γ,a0,a)(W ;X)}] − E[log{f(W |p)/fˆ (pia0,a)(W ;X)}].
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Then, by Proposition 3.1,
∆(α,β,γ,a0,a) = E
[
− log fˆ
(piα,β,γ,a0,a)(W ;X)
fˆ (pia0,a)(W ;X)
]
= E
[
− logEU
[ N∏
ν=1
{Γ(γνU + s0,ν(W ) + rν + a0,ν)Γ(∑λ∈Λ(ν) l(λ) + rν + a0,ν +X·,ν + a·,ν)
Γ
(
γνU +
∑
λ∈Λ(ν) l(λ) + rν + a0,ν +X·,ν + a·,ν
)
Γ(s0,ν(W ) + rν + a0,ν)
× Γ(γνU + rν + a0,ν +X·,ν + a·,ν)Γ(rν + a0,ν)
Γ(γνU + rν + a0,ν)Γ(rν + a0,ν +X·,ν + a·,ν)
}]]
. (6.5)
For ν = 1, . . . , N , let p˜0,ν = p0,ν and p˜1,ν = p·,ν =
∑mν
i=1 pi,ν for notational convenience. For
λ = 1, . . . , L, let W˜(λ) = {(w˚i˜)i˜∈{0,1}d(λ) ∣∣w˚i˜ ∈ N0 for all i˜ ∈ {0, 1}d(λ) and ∑i˜∈{0,1}d(λ) w˚i˜ =
1
}
. Let W˜
(λ)
(j) = (W˜
(λ)
i˜
(j))
i˜∈{0,1}d(λ) , j = 1, . . . , l
(λ), λ = 1, . . . , L, be independent multinomial
random variables with mass functions
∏
i˜=(˜ih)
d(λ)
h=1∈{0,1}d
(λ)
{ d(λ)∏
h=1
p˜
i˜h,ν
(λ)
h
}w˜(λ)
i˜
(j)
,
(w˜
(λ)
i˜
(j))
i˜∈{0,1}d(λ) ∈ W˜(λ), j = 1, . . . , l(λ), λ = 1, . . . , L, respectively. For ν = 1, . . . , N , let
I˜
(λ)
0 (ν) = I˜
(λ)
0 (0, ν) = {(˜ih)d
(λ)
h=1 ∈ {0, 1}d
(λ) |˜i
h
(λ)
ν
= 0} for λ ∈ Λ(ν). Notice that
(( ∑
i∈I(λ)0 (0,ν)
W
(λ)
i
)
λ∈Λ(ν)
)
ν=1,...,N
d
=
(( ∑
i˜∈I˜(λ)0 (ν)
l(λ)∑
j=1
W˜
(λ)
i˜
(j)
)
λ∈Λ(ν)
)
ν=1,...,N
. (6.6)
Then it follows from (6.5) and (6.6) that
∆(α,β,γ,a0,a) = E
[
− logEU
[ N∏
ν=1
{Γ(γνU +∑λ∈Λ(ν)∑i∈I(λ)0 (0,ν)W (λ)i + rν + a0,ν)
Γ
(
γνU +
∑
λ∈Λ(ν) l(λ) + rν + a0,ν +X·,ν + a·,ν
)
×
Γ
(∑
λ∈Λ(ν) l
(λ) + rν + a0,ν +X·,ν + a·,ν
)
Γ
(∑
λ∈Λ(ν)
∑
i∈I(λ)0 (0,ν)
W
(λ)
i + rν + a0,ν
)
× Γ(γνU + rν + a0,ν +X·,ν + a·,ν)Γ(rν + a0,ν)
Γ(γνU + rν + a0,ν)Γ(rν + a0,ν +X·,ν + a·,ν)
}]]
= E
[
− logEU
[ N∏
ν=1
{Γ(γνU +∑λ∈Λ(ν)∑i˜∈I˜(λ)0 (ν)∑l(λ)j=1 W˜ (λ)i˜ (j) + rν + a0,ν)
Γ
(
γνU +
∑
λ∈Λ(ν) l(λ) + rν + a0,ν +X·,ν + a·,ν
)
×
Γ
(∑
λ∈Λ(ν) l
(λ) + rν + a0,ν +X·,ν + a·,ν
)
Γ
(∑
λ∈Λ(ν)
∑
i˜∈I˜(λ)0 (ν)
∑l(λ)
j=1 W˜
(λ)
i˜
(j) + rν + a0,ν
)
× Γ(γνU + rν + a0,ν +X·,ν + a·,ν)Γ(rν + a0,ν)
Γ(γνU + rν + a0,ν)Γ(rν + a0,ν +X·,ν + a·,ν)
}]]
.
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Therefore,
∆(α,β,γ,a0,a) =
∑
(((w˜
(λ)
i˜
(j))
i˜∈{0,1}d(λ)
)
j=1,...,l(λ)
)λ=1,...,L∈(W˜(1)×···×W˜(1))×···×(W˜(L)×···×W˜(L))
(
[ L∏
λ=1
l(λ)∏
j=1
∏
i˜=(˜ih)
d(λ)
h=1∈{0,1}d
(λ)
{ d(λ)∏
h=1
p˜
i˜h,ν
(λ)
h
}w˜(λ)
i˜
(j)]
× E
[
− logEU
[ N∏
ν=1
{Γ(γνU +∑λ∈Λ(ν)∑i˜∈I˜(λ)0 (ν)∑l(λ)j=1 w˜(λ)i˜ (j) + rν + a0,ν)
Γ
(
γνU +
∑
λ∈Λ(ν) l(λ) + rν + a0,ν +X·,ν + a·,ν
)
×
Γ
(∑
λ∈Λ(ν) l
(λ) + rν + a0,ν +X·,ν + a·,ν
)
Γ
(∑
λ∈Λ(ν)
∑
i˜∈I˜(λ)0 (ν)
∑l(λ)
j=1 w˜
(λ)
i˜
(j) + rν + a0,ν
)
× Γ(γνU + rν + a0,ν +X·,ν + a·,ν)Γ(rν + a0,ν)
Γ(γνU + rν + a0,ν)Γ(rν + a0,ν +X·,ν + a·,ν)
}]])
=
1∑
i˜
(1)
1 (1)=0
p˜
i˜
(1)
1 (1),ν
(1)
1
· · ·
1∑
i˜
(1)
d(1)
(1)=0
p˜
i˜
(1)
d(1)
(1),ν
(1)
d(1)
· · ·
1∑
i˜
(1)
1 (l
(1))=0
p˜
i˜
(1)
1 (l
(1)),ν
(1)
1
· · ·
1∑
i˜
(1)
d(1)
(l(1))=0
p˜
i˜
(1)
d(1)
(l(1)),ν
(1)
d(1)
· · ·
1∑
i˜
(L)
1 (1)=0
p˜
i˜
(L)
1 (1),ν
(L)
1
· · ·
1∑
i˜
(L)
d(L)
(1)=0
p˜
i˜
(L)
d(L)
(1),ν
(L)
d(L)
· · ·
1∑
i˜
(L)
1 (l
(L))=0
p˜
i˜
(L)
1 (l
(L)),ν
(L)
1
· · ·
1∑
i˜
(L)
d(L)
(l(L))=0
p˜
i˜
(L)
d(L)
(l(L)),ν
(L)
d(L)
E
[
− logEU
[ N∏
ν=1
{Γ(γνU +∑λ∈Λ(ν)∑i˜∈I˜(λ)0 (ν)∑l(λ)j=1 δ˜(λ)(i˜, (˜i(λ)h (j))d(λ)h=1) + rν + a0,ν)
Γ
(
γνU +
∑
λ∈Λ(ν) l(λ) + rν + a0,ν +X·,ν + a·,ν
)
×
Γ
(∑
λ∈Λ(ν) l
(λ) + rν + a0,ν +X·,ν + a·,ν
)
Γ
(∑
λ∈Λ(ν)
∑
i˜∈I˜(λ)0 (ν)
∑l(λ)
j=1 δ˜
(λ)(i˜, (˜i
(λ)
h (j))
d(λ)
h=1) + rν + a0,ν
)
× Γ(γνU + rν + a0,ν +X·,ν + a·,ν)Γ(rν + a0,ν)
Γ(γνU + rν + a0,ν)Γ(rν + a0,ν +X·,ν + a·,ν)
}]]
,
where δ˜(λ)(i˜, i˜
′
) = 1 if i˜ = i˜
′
and = 0 if i˜ 6= i˜′ for i˜, i˜′ ∈ {0, 1}d(λ) for λ = 1, . . . , L. Furthermore,
since
∑
λ∈Λ(ν)
∑
i˜∈I˜(λ)0 (ν)
l(λ)∑
j=1
δ˜(λ)(i˜, (˜i
(λ)
h (j))
d(λ)
h=1) =
∑
λ∈Λ(ν)
l(λ)∑
j=1
{1− i˜(λ)
h
(λ)
ν
(j)}
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for all (((˜i
(λ)
h (j))
d(λ)
h=1)j=1,...,l(λ))λ=1,...,L ∈ ({0, 1}d
(1) × · · · × {0, 1}d(1)) × · · · × ({0, 1}d(L) × · · · ×
{0, 1}d(L)) for all ν = 1, . . . , N , we can rewrite the risk difference as
∆(α,β,γ,a0,a) =
1∑
i˜
(1)
1 (1)=0
p˜
i˜
(1)
1 (1),ν
(1)
1
· · ·
1∑
i˜
(1)
d(1)
(1)=0
p˜
i˜
(1)
d(1)
(1),ν
(1)
d(1)
· · ·
1∑
i˜
(1)
1 (l
(1))=0
p˜
i˜
(1)
1 (l
(1)),ν
(1)
1
· · ·
1∑
i˜
(1)
d(1)
(l(1))=0
p˜
i˜
(1)
d(1)
(l(1)),ν
(1)
d(1)
· · ·
1∑
i˜
(L)
1 (1)=0
p˜
i˜
(L)
1 (1),ν
(L)
1
· · ·
1∑
i˜
(L)
d(L)
(1)=0
p˜
i˜
(L)
d(L)
(1),ν
(L)
d(L)
· · ·
1∑
i˜
(L)
1 (l
(L))=0
p˜
i˜
(L)
1 (l
(L)),ν
(L)
1
· · ·
1∑
i˜
(L)
d(L)
(l(L))=0
p˜
i˜
(L)
d(L)
(l(L)),ν
(L)
d(L)
E
[
− logEU
[
F
(
U, (((˜i
(λ)
h (j))
d(λ)
h=1)j=1,...,l(λ))λ=1,...,L,
( ∑
λ∈Λ(ν)
l(λ)
)N
ν=1
)]]
, (6.7)
where
F (u, i˜,k) =
N∏
ν=1
[Γ(γνu+∑λ∈Λ(ν)∑l(λ)j=1{1− i˜(λ)h(λ)ν (j)}+ rν + a0,ν)
Γ(γνu+ kν + rν + a0,ν +X·,ν + a·,ν)
× Γ(kν + rν + a0,ν +X·,ν + a·,ν)
Γ
(∑
λ∈Λ(ν)
∑l(λ)
j=1{1− i˜(λ)h(λ)ν (j)}+ rν + a0,ν
)
× Γ(γνu+ rν + a0,ν +X·,ν + a·,ν)Γ(rν + a0,ν)
Γ(γνu+ rν + a0,ν)Γ(rν + a0,ν +X·,ν + a·,ν)
]
for u ∈ (0,∞), i˜ = (((˜i(λ)h (j))d
(λ)
h=1)j=1,...,l(λ))λ=1,...,L ∈ ({0, 1}d
(1) × · · · × {0, 1}d(1)) × · · · ×
({0, 1}d(L) × · · · × {0, 1}d(L)), and k = (kν)Nν=1 ∈ N0N .
Now fix λ∗ = 1, . . . , L, h∗ = 1, . . . , d(λ∗), and j∗ = 1, . . . , l(λ∗). For each (j, h, λ) ∈
N × N × {1, . . . , L} satisfying j ≤ l(λ), h ≤ d(λ), and (j, h, λ) 6= (j∗, h∗, λ∗), fix i˜(λ)h (j) ∈
{0, 1}. Let ν∗ = ν(λ∗)h∗ . For u ∈ (0,∞), i˜ ∈ {0, 1}, and k ∈ N0N , let F ∗(u, i˜,k) denote
F (u, ((˜i
(λ)
h (j))
d(λ)
h=1)j=1,...,l(λ))λ=1,...,L,k) with i˜
(λ∗)
h∗ (j
∗) = i˜. For each ν = 1, . . . , N , let s˜∗ν (˜i) de-
note
∑
λ∈Λ(ν)
∑l(λ)
j=1{1− i˜(λ)h(λ)ν (j)} with i˜
(λ∗)
h∗ (j
∗) = i˜ for i˜ ∈ {0, 1}. Finally, fix k = (kν)Nν=1 ∈ N0N
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such that s˜∗ν (˜i) ≤ kν ≤
∑
λ∈Λ(ν) l
(λ) for all ν = 1, . . . , N for any i˜ ∈ {0, 1}. Then, by Lemma 6.1,
1∑
i˜=0
p˜i˜,ν∗E[− logEU [F ∗(U, i˜,k)]]
= E[− logEU [F ∗(U, 0,k)]] + p˜1,ν∗E
[
log
EU [F ∗(U, 0,k)]
EU [F ∗(U, 1,k)]
]
= E
[
− log
∫∞
0 F
∗(u, 0,k)dµ(u)∫∞
0 dµ(u)
]
+ p˜1,ν∗E
[
log
∫∞
0 F
∗(u, 0,k)dµ(u)∫∞
0 F
∗(u, 1,k)dµ(u)
]
= E
[
− log
∫∞
0 F
∗(u, 0,k)dµ(u)∫∞
0 dµ(u)
]
+ E
[ X·,ν∗
rν∗ +X·,ν∗ − 1
× log
{∫ ∞
0
F ∗(u, 0,k)
γν∗u+ kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1 dµ(u)
/
∫ ∞
0
F ∗(u, 1,k)
γν∗u+ kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1 dµ(u)
}]
.
In the following, if ϕ is a continuous function from (0,∞) to [0,∞), we write∫ ∞
0
dµ˜(u) =
∫ ∞
0
F ∗(u, 1,k)
γν∗u+ kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1 dµ(u),∫ ∞
0
ϕ(u)dµ˜(u) =
∫ ∞
0
ϕ(u)F ∗(u, 1,k)
γν∗u+ kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1 dµ(u), and
E˜U [ϕ(U)] =
∫ ∞
0
ϕ(u)dµ˜(u)/
∫ ∞
0
dµ˜(u).
Then we have
1∑
i˜=0
p˜i˜,ν∗E[− logEU [F ∗(U, i˜,k)]]
= E
[
− log
∫∞
0 dµ˜(u)∫∞
0 dµ(u)
− log
∫∞
0 F
∗(u, 0,k)dµ(u)∫∞
0 dµ˜(u)
+
X·,ν∗
rν∗ +X·,ν∗ − 1 log E˜
U
[F ∗(U, 0,k)
F ∗(U, 1,k)
]]
= E
[
− log
∫∞
0 dµ˜(u)∫∞
0 dµ(u)
− log E˜U
[F ∗(U, 0,k)
F ∗(U, 1,k)
kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
γν∗U + kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
]
+
X·,ν∗
rν∗ +X·,ν∗ − 1 log E˜
U
[F ∗(U, 0,k)
F ∗(U, 1,k)
]]
. (6.8)
Notice that for all u ∈ (0,∞),
F ∗(u, 0,k)
F ∗(u, 1,k)
=
N∏
ν=1
Γ(γνu+ s˜
∗
ν(0) + rν + a0,ν)Γ(s˜
∗
ν(1) + rν + a0,ν)
Γ(γνu+ s˜∗ν(1) + rν + a0,ν)Γ(s˜∗ν(0) + rν + a0,ν)
=
Γ(γν∗u+ s˜
∗
ν∗(0) + rν∗ + a0,ν∗)Γ(s˜
∗
ν∗(1) + rν∗ + a0,ν∗)
Γ(γν∗u+ s˜∗ν∗(1) + rν∗ + a0,ν∗)Γ(s˜∗ν∗(0) + rν∗ + a0,ν∗)
=
γν∗u+ s˜
∗
ν∗(1) + rν∗ + a0,ν∗
s˜∗ν∗(1) + rν∗ + a0,ν∗
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since s˜∗ν∗(0) = s˜∗ν∗(1) + 1. It follows that
log E˜U
[F ∗(U, 0,k)
F ∗(U, 1,k)
kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
γν∗U + kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
]
= log E˜U
[kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
s˜∗ν∗(1) + rν∗ + a0,ν∗
γν∗U + s˜
∗
ν∗(1) + rν∗ + a0,ν∗
γν∗U + kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
]
= log E˜U
[{
1 +
kν∗ − s˜∗ν∗(1) +X·,ν∗ + a·,ν∗ − 1
s˜∗ν∗(1) + rν∗ + a0,ν∗
}{
1− kν∗ − s˜
∗
ν∗(1) +X·,ν∗ + a·,ν∗ − 1
γν∗U + kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
}]
= log E˜U
[
1 +
{kν∗ − s˜∗ν∗(1) +X·,ν∗ + a·,ν∗ − 1}γν∗U
{s˜∗ν∗(1) + rν∗ + a0,ν∗}(γν∗U + kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1)
]
(6.9)
and that
X·,ν∗
rν∗ +X·,ν∗ − 1 log E˜
U
[F ∗(U, 0,k)
F ∗(U, 1,k)
]
=
X·,ν∗
rν∗ +X·,ν∗ − 1 log E˜
U
[
1 +
γν∗U
s˜∗ν∗(1) + rν∗ + a0,ν∗
]
≤ log E˜U
[
1 +
X·,ν∗
rν∗ +X·,ν∗ − 1
γν∗U
s˜∗ν∗(1) + rν∗ + a0,ν∗
]
, (6.10)
where the inequality follows since 0 ≤ X·,ν∗/(rν∗ +X·,ν∗ −1) ≤ 1 by assumption. By integration
by parts,
(α+ 1)
∫ ∞
0
udµ˜(u) =
∫ ∞
0
[
(α+ 1)uαe−βu
{ N∏
ν=1
Γ(γνu+ rν + a0,ν)Γ(rν + a0,ν +X·,ν + a·,ν)
Γ(γνu+ rν + a0,ν +X·,ν + a·,ν)Γ(rν + a0,ν)
}
× F ∗(u, 1,k)γν∗u+ kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
]
du
=
∫ ∞
0
(
uα+1e−βu
{ N∏
ν=1
Γ(γνu+ rν + a0,ν)Γ(rν + a0,ν +X·,ν + a·,ν)
Γ(γνu+ rν + a0,ν +X·,ν + a·,ν)Γ(rν + a0,ν)
}
× F ∗(u, 1,k)γν∗u+ kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
×
[
β +
N∑
ν=1
γν{ψ(γνu+ rν + a0,ν +X·,ν + a·,ν)− ψ(γνu+ rν + a0,ν)}
−
N∑
ν=1
γν{ψ(γνu+ s˜∗ν(1) + rν + a0,ν)− ψ(γνu+ kν + rν + a0,ν +X·,ν + a·,ν)
+ ψ(γνu+ rν + a0,ν +X·,ν + a·,ν)− ψ(γνu+ rν + a0,ν)}
− γν∗
γν∗u+ kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
])
du
=
∫ ∞
0
(
u2
[
β +
N∑
ν=1
γν{ψ(γνu+ kν + rν + a0,ν +X·,ν + a·,ν)− ψ(γνu+ s˜∗ν(1) + rν + a0,ν)}
− γν∗
γν∗u+ kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
])
dµ˜(u).
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Therefore, by Lemma 7 of Hamura and Kubokawa (2020b),
(α+ 1)
∫ ∞
0
udµ˜(u) ≥
∫ ∞
0
u2[β + γν∗{ψ(γν∗u+ kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1)
− ψ(γν∗u+ s˜∗ν∗(1) + rν∗ + a0,ν∗)}]dµ˜(u)
≥
∫ ∞
0
u2
{
β + γν∗
kν∗ − s˜∗ν∗(1) +X·,ν∗ + a·,ν∗ − 1
γν∗u+ kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
}
dµ˜(u)
≥ (β + γν∗)
∫ ∞
0
u2
kν∗ − s˜∗ν∗(1) +X·,ν∗ + a·,ν∗ − 1
γν∗u+ kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1dµ˜(u),
where the third inequality follows since kν∗ ≥ s˜∗ν∗(0) = s˜∗ν∗(1) + 1, and this implies that
E˜U
[ U2
γν∗U + kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
]
≤ (α+ 1)/(β + γν∗)
kν∗ − s˜∗ν∗(1) +X·,ν∗ + a·,ν∗ − 1
E˜U [U ].
(6.11)
When Xν∗ ≥ 1, we have, by (3.4),{(α+ 1)γν∗
β + γν∗
− a·,ν∗
}
(rν∗ − 1) ≤ Xν∗
{
− (α+ 1)γν∗
β + γν∗
− kν∗ − a0,ν∗
}
,
which implies that
γν∗
(α+ 1)/(β + γν∗)
kν∗ − s˜∗ν∗(1) +X·,ν∗ + a·,ν∗ − 1
≤ 1− X·,ν∗
rν∗ +X·,ν∗ − 1
kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
kν∗ − s˜∗ν∗(1) +X·,ν∗ + a·,ν∗ − 1
(6.12)
since kν∗ ≥ s˜∗ν∗(1) + 1. From (6.11) and (6.12), it follows that when Xν∗ ≥ 1,
E˜U
[ γν∗U2
γν∗U + kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
]
≤ γν∗ (α+ 1)/(β + γν
∗)
kν∗ − s˜∗ν∗(1) +X·,ν∗ + a·,ν∗ − 1
E˜U [U ]
≤
{
1− X·,ν∗
rν∗ +X·,ν∗ − 1
kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
kν∗ − s˜∗ν∗(1) +X·,ν∗ + a·,ν∗ − 1
}
E˜U [U ],
which can be rewritten as
X·,ν∗
rν∗ +X·,ν∗ − 1E˜
U
[ U
kν∗ − s˜∗ν∗(1) +X·,ν∗ + a·,ν∗ − 1
]
≤ E˜U
[ U
kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
(
1− γν∗U
γν∗U + kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1
)]
or
E˜U
[ X·,ν∗
rν∗ +X·,ν∗ − 1
γν∗U
s˜∗ν∗(1) + rν∗ + a0,ν∗
]
≤ E˜U
[ {kν∗ − s˜∗ν∗(1) +X·,ν∗ + a·,ν∗ − 1}γν∗U
{s˜∗ν∗(1) + rν∗ + a0,ν∗}(γν∗U + kν∗ + rν∗ + a0,ν∗ +X·,ν∗ + a·,ν∗ − 1)
]
. (6.13)
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Thus, by (6.8), (6.9), (6.10), and (6.13),
1∑
i˜=0
p˜i˜,ν∗E[− logEU [F ∗(U, i˜,k)]] < E
[
− log
∫∞
0 dµ˜(u)∫∞
0 dµ(u)
]
= E[− logEU [F ∗(U, 1,k − e(N)ν∗ )]]. (6.14)
Finally, applying (6.14) to (6.7) sequentially, we obtain
∆(α,β,γ,a0,a) < · · · < 0.
This completes the proof. 
Proof of Theorem 5.1. By (5.1), (5.2), and (5.3),
R(p, gˆ(pi)) = E
[
log
{ n∏
ν=1
(
p0,ν
sν
mν∏
i=1
pi,ν
Yi,ν
)}]
+ E
[
− log
∫
D pi(p)
{∏N
ν=1
(
p0,ν
sν+rν
∏mν
i=1 pi,ν
Yi,ν+Xi,ν
)}
dp∫
D pi(p)
{∏N
ν=1
(
p0,νrν
∏mν
i=1 pi,ν
Xi,ν
)}
dp
]
, (6.15)
where Y1,ν = · · · = Ymν ,ν = 0 if ν ∈ {1, . . . , N}∩ [n+ 1,∞). The first term on the right of (6.15)
is
E
[
log
{ n∏
ν=1
(
p0,ν
sν
mν∏
i=1
pi,ν
Yi,ν
)}]
=
n∑
ν=1
(
sν log p0,ν +
mν∑
i=1
sν
pi,ν
p0,ν
log pi,ν
)
=
n∑
ν=1
sν
∞∑
k=1
1
k
(
− p·,νk + p·,νk
mν∑
i=1
k
pi,ν
p·,ν
log pi,ν
)
=
n∑
ν=1
sν
∞∑
k=1
1
k
∑
(wi)
mν
i=1∈Wν,k
k!∏mν
i=1wi!
{
−
mν∏
i=1
pi,ν
wi +
( mν∏
i=1
pi,ν
wi
) mν∑
i=1
wi log pi,ν
}
. (6.16)
On the other hand, since tν is a constant if ν ∈ {1, . . . , N} ∩ [n+ 1,∞),
E
[
− log
∫
D pi(p)
{∏N
ν=1
(
p0,ν
sν+rν
∏mν
i=1 pi,ν
Yi,ν+Xi,ν
)}
dp∫
D pi(p)
{∏N
ν=1
(
p0,νrν
∏mν
i=1 pi,ν
Xi,ν
)}
dp
]
=
∫ 1
0
{ ∂
∂τ
E[− logG(τ,Z(τ))]
}
dτ
=
∫ 1
0
E
[ n∑
ν=1
tν
′(τ)
{ Z·,ν(τ)∑
k=1
1
tν(τ) + k − 1 + log p0,ν
}
{− logG(τ,Z(τ))} −
∂G
∂τ
(τ,Z(τ))
G(τ,Z(τ))
]
dτ ,
(6.17)
where
G(τ, ((zi,ν)
mν
i=1)ν=1,...,N ) =
∫
D
pi(p)
[ N∏
ν=1
{
p0,ν
tν(τ)
mν∏
i=1
pi,ν
zi,ν
}]
dp
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for ((zi,ν)
mν
i=1)ν=1,...,N ∈ N0m1 × · · · × N0mN and where Z·,ν(τ) =
∑mν
i=1 Zi,ν(τ) for ν = 1, . . . , N
for each τ ∈ [0, 1].
Fix τ ∈ [0, 1]. Then
E
[{∂G
∂τ
(τ,Z(τ))
}
/G(τ,Z(τ))
]
= E
[ ∫
D
pi(p)
[{ N∑
ν=1
tν
′(τ) log p0,ν
} N∏
ν=1
{
p0,ν
tν(τ)
mν∏
i=1
pi,ν
Zi,ν(τ)
}]
dp/G(τ,Z(τ))
]
= −
n∑
ν=1
tν
′(τ)
∞∑
k=1
1
k
E
[ ∫
D
pi(p)
[
p·,νk
N∏
ν′=1
{
p0,ν′
tν′ (τ)
mν′∏
i=1
pi,ν′
Zi,ν′ (τ)
}]
dp/G(τ,Z(τ))
]
= −
n∑
ν=1
tν
′(τ)
∞∑
k=1
1
k
∑
(wi)
mν
i=1∈Wν,k
k!∏mν
i=1wi!
E
[ ∫
D
pi(p)
[( mν∏
i=1
pi,ν
wi
) N∏
ν′=1
{
p0,ν′
tν′ (τ)
mν′∏
i=1
pi,ν′
Zi,ν′ (τ)
}]
dp
/G(τ,Z(τ))
]
. (6.18)
On the other hand, by Lemmas 2.1 and 2.2 of Hamura and Kubokawa (2019a), we have for any
ν = 1, . . . , n,
E
[{ Z·,ν(τ)∑
k=1
1
tν(τ) + k − 1 + log p0,ν
}
{− logG(τ,Z(τ))}
]
= E
[{ Z·,ν(τ)∑
k=1
1
k
Z·,ν(τ) · · · {Z·,ν(τ)− k + 1}
{tν(τ) + Z·,ν(τ)− 1} · · · {tν(τ) + Z·,ν(τ)− k} + log p0,ν
}
{− logG(τ,Z(τ))}
]
=
∞∑
k=1
1
k
p·,νkE[E[− logG(τ,Z(τ))|Z ·(τ) + ke(N)ν ]− {− logG(τ,Z(τ))}],
where Z ·(τ) = (Z·,ν(τ))Nν=1. Now, fix k ∈ N. Let W ν , ν = 1, . . . , N , be mutually indepen-
dent multinomial variables such that for each ν = 1, . . . , N , the probability mass function of
W ν |Z·,ν(τ) is given by
Z·,ν(τ)!∏mν
i=1wi,ν !
mν∏
i=1
(pi,ν
p·,ν
)wi,ν
for (wi,ν)
mν
i=1 ∈ Wν,Z·,ν(τ). Let W ∗ν , ν = 1, . . . , N , be independent multinomial variable with
mass functions
k!∏mν
i=1w
∗
i,ν !
mν∏
i=1
(pi,ν
p·,ν
)w∗i,ν
,
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(w∗i,ν)
mν
i=1 ∈ Wν,k, ν = 1, . . . , N , respectively. Then, for any ν = 1, . . . , N ,
E[− logG(τ,Z(τ))|Z ·(τ) + ke(N)ν ]
= E[− logG(τ, (W ν′ + δ(N)ν,ν′W ∗ν′)ν′=1,...,N )|Z ·(τ)]
=
∑
(w∗i,ν)
mν
i=1∈Wν,k
k!∏mν
i=1w
∗
i,ν !
{ mν∏
i=1
(pi,ν
p·,ν
)w∗i,ν}
E[− logG(τ, (W ν′ + δ(N)ν,ν′ (w∗i,ν)mνi=1)ν′=1,...,N )|Z ·(τ)]
=
∑
(w∗i,ν)
mν
i=1∈Wν,k
k!∏mν
i=1w
∗
i,ν !
{ mν∏
i=1
(pi,ν
p·,ν
)w∗i,ν}
E[− logG(τ, (Zν′(τ) + δ(N)ν,ν′ (w∗i,ν)mνi=1)ν′=1,...,N )|Z ·(τ)]
and therefore
E[E[− logG(τ,Z(τ))|Z ·(τ) + ke(N)ν ]]
=
1
p·,νk
∑
(wi)
mν
i=1∈Wν,k
k!∏mν
i=1wi!
( mν∏
i=1
pi,ν
wi
)
E[− logG(τ, (Zν′(τ) + δ(N)ν,ν′ (wi)mνi=1)ν′=1,...,N )].
Since k is arbitrarily chosen, it follows that
E
[{ Z·,ν(τ)∑
k=1
1
tν(τ) + k − 1 + log p0,ν
}
{− logG(τ,Z(τ))}
]
=
∞∑
k=1
1
k
{ ∑
(wi)
mν
i=1∈Wν,k
k!∏mν
i=1wi!
( mν∏
i=1
pi,ν
wi
)
E[− logG(τ, (Zν′(τ) + δ(N)ν,ν′ (wi)mνi=1)ν′=1,...,N )]
−
∑
(wi)
mν
i=1∈Wν,k
k!∏mν
i=1wi!
( mν∏
i=1
pi,ν
wi
)
E[− logG(τ,Z(τ))]
}
=
∞∑
k=1
1
k
∑
(wi)
mν
i=1∈Wν,k
k!∏mν
i=1wi!
( mν∏
i=1
pi,ν
wi
)
E
[
− log G(τ, (Zν
′(τ) + δ
(N)
ν,ν′ (wi)
mν
i=1)ν′=1,...,N )
G(τ,Z(τ))
]
.
(6.19)
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Finally, combining (6.15), (6.16), (6.17), (6.18), and (6.19), we obtain
R(p, gˆ(pi)) =
∫ 1
0
[ n∑
ν=1
tν
′(τ)
∞∑
k=1
1
k
∑
(wi)
mν
i=1∈Wν,k
{ k!∏mν
i=1wi!
×
(
−
mν∏
i=1
pi,ν
wi +
( mν∏
i=1
pi,ν
wi
) mν∑
i=1
wi log pi,ν
+
( mν∏
i=1
pi,ν
wi
)
E
[
− log G(τ, (Zν
′(τ) + δ
(N)
ν,ν′ (wi)
mν
i=1)ν′=1,...,N )
G(τ,Z(τ))
]
+ E
[ ∫
D
pi(p)
[( mν∏
i=1
pi,ν
wi
) N∏
ν′=1
{
p0,ν′
tν′ (τ)
mν′∏
i=1
pi,ν′
Zi,ν′ (τ)
}]
dp/G(τ,Z(τ))
])}]
dτ
=
∫ 1
0
[ n∑
ν=1
tν
′(τ)
∞∑
k=1
1
k
∑
(wi)
mν
i=1∈Wν,k
{ k!∏mν
i=1wi!
× E
[
LKL
(G(τ, (Zν′(τ) + δ(N)ν,ν′ (wi)mνi=1)ν′=1,...,N )
G(τ,Z(τ))
,
mν∏
i=1
pi,ν
wi
)]}]
dτ .
Thus,
R(p, gˆ(pi))
=
∫ 1
0
{ n∑
ν=1
tν
′(τ)
∞∑
k=1
1
k
∑
(wi)
mν
i=1∈Wν,k
k!∏mν
i=1wi!
E
[
LKL
(
Epi
[ mν∏
i=1
pi,ν
wi
∣∣∣Z(τ)], mν∏
i=1
pi,ν
wi
)]}
dτ ,
which is the desired result. 
Proof of Corollary 5.1. By Theorem 5.1, we have
R(p, gˆ(piM,γ˜,a0,a))−R(p, gˆ(pia0,a))
=
∫ 1
0
{ n∑
ν=1
tν
′(τ)
∞∑
k=1
1
k
∑
(wi)
mν
i=1∈Wν,k
k!∏mν
i=1wi!
E
[
LKL
(
EpiM,γ˜,a0,a
[ mν∏
i=1
pi,ν
wi
∣∣∣Z(τ)], mν∏
i=1
pi,ν
wi
)
− LKL
(
Epia0,a
[ mν∏
i=1
pi,ν
wi
∣∣∣Z(τ)], mν∏
i=1
pi,ν
wi
)]}
dτ .
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Fix τ ∈ [0, 1], ν = 1, . . . , n, and k ∈ N. Then∑
(wi)
mν
i=1∈Wν,k
k!∏mν
i=1wi!
E
[
LKL
(
EpiM,γ˜,a0,a
[ mν∏
i=1
pi,ν
wi
∣∣∣Z(τ)], mν∏
i=1
pi,ν
wi
)
− LKL
(
Epia0,a
[ mν∏
i=1
pi,ν
wi
∣∣∣Z(τ)], mν∏
i=1
pi,ν
wi
)]
=
∑
(wi)
mν
i=1∈Wν,k
k!∏mν
i=1wi!
E
[
EpiM,γ˜,a0,a
[ mν∏
i=1
pi,ν
wi
∣∣∣Z(τ)]− Epia0,a[ mν∏
i=1
pi,ν
wi
∣∣∣Z(τ)]
−
( mν∏
i=1
pi,ν
wi
)
log
{
EpiM,γ˜,a0,a
[ mν∏
i=1
pi,ν
wi
∣∣∣Z(τ)]/Epia0,a[ mν∏
i=1
pi,ν
wi
∣∣∣Z(τ)]}].
Note that ∑
(wi)
mν
i=1∈Wν,k
k!∏mν
i=1wi!
E
[
EpiM,γ˜,a0,a
[ mν∏
i=1
pi,ν
wi
∣∣∣Z(τ)]− Epia0,a[ mν∏
i=1
pi,ν
wi
∣∣∣Z(τ)]]
= E[EpiM,γ˜,a0,a [p·,ν
k|Z(τ)]− Epia0,a [p·,νk|Z(τ)]]
and that for all (wi)
mν
i=1 ∈ Wν,k,
EpiM,γ˜,a0,a
[ mν∏
i=1
pi,ν
wi
∣∣∣Z(τ)]/Epia0,a[ mν∏
i=1
pi,ν
wi
∣∣∣Z(τ)]
=
∫ ∞
0
{ N∏
ν′=1
Γ(γ˜ν′(u) + tν′(τ) + a0,ν′)
Γ(γ˜ν′(u) + tν′(τ) + a0,ν′ + Z·,ν′(τ) + a·,ν′ + δ
(N)
ν,ν′k)
}
dM(u)
∫ ∞
0
{ N∏
ν′=1
Γ(γ˜ν′(u) + tν′(τ) + a0,ν′)
Γ(γ˜ν′(u) + tν′(τ) + a0,ν′ + Z·,ν′(τ) + a·,ν′)
}
dM(u)
/
N∏
ν′=1
Γ(tν′(τ) + a0,ν′)
Γ(tν′(τ) + a0,ν′ + Z·,ν′(τ) + a·,ν′ + δ
(N)
ν,ν′k)
N∏
ν′=1
Γ(tν′(τ) + a0,ν′)
Γ(tν′(τ) + a0,ν′ + Z·,ν′(τ) + a·,ν′)
= EpiM,γ˜,a0,a [p·,ν
k|Z(τ)]/Epia0,a [p·,νk|Z(τ)],
where Z·,ν′(τ) =
∑mν′
i=1 Zi,ν′(τ) for ν
′ = 1, . . . , N . It follow that∑
(wi)
mν
i=1∈Wν,k
k!∏mν
i=1wi!
E
[
LKL
(
EpiM,γ˜,a0,a
[ mν∏
i=1
pi,ν
wi
∣∣∣Z(τ)], mν∏
i=1
pi,ν
wi
)
− LKL
(
Epia0,a
[ mν∏
i=1
pi,ν
wi
∣∣∣Z(τ)], mν∏
i=1
pi,ν
wi
)]
= E[LKL(EpiM,γ˜,a0,a [p·,ν
k|Z(τ)], p·,νk)− LKL(Epia0,a [p·,νk|Z(τ)], p·,νk)].
This completes the proof. 
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