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INTRODUCTION
Haplotype-based association analysis evaluates the joint effects of closely linked genetic markers on a trait of interest. When compared to its single-marker counterparts, this multimarker approach can be more powerful to detect associations when the causal variants are not genotyped [de Bakker et al., 2005; Zaitlen et al., 2007] , have low frequency [de Bakker et al., 2005; Schaid, 2004] , or exhibit cis-acting effects [Clark, 2004; Schaid, 2004] . A standard approach for performing haplotype-based analysis is to regress the trait value on the haplotypes and test the significance of the regression parameters [Balding, 2006] . In recent years, applying penalized likelihood methods to identify important haplotypic factors has become increasingly popular in the literature. For example, Li et al. [2007] use the least absolute shrinkage and selection operator (LASSO) [Tibshirani, 1996] to perform selection among numerous possible haplotypes resulting from different haplotype window lengths. Guo and Lin [2009] use LASSO regression to evaluate the effects of rare haplotypes and high-dimension haplotype-environment interactions. Tzeng et al. [2010] use adaptive LASSO regression [Zou, 2006] to study high dimensional gene-treatment interactions in a haplotype-based pharmacogenetic analysis. These methods introduce a penalty on the regression coefficients and shrink the coefficient estimates of non-important covariates towards zero. The motivation behind using penalized methods in haplotype-based analysis is that while the predictor space under consideration may be large, many of the haplotypic predictors are not likely to be associated with the phenotype. In this case, it is more efficient to shrink these effect estimates to zero than to estimate them purely. This shrinkage leads to a reduction in variance and can increase the power to detect important haplotypic predictors [Guo and Lin, 2009] .
Modifications of classic penalized methods have also been developed to perform haplotype-based analysis and attempt to address issues specific to this type of analysis. Tanck and colleagues [Souverein et al., 2006 [Souverein et al., , 2008 Tanck et al., 2003 ] use a modified version of Ridge regression to stabilize inference for rare haplotypes. By constructing an L 2 -norm penalty term on the differences in coefficients of similar haplotypes, the coefficients of rare haplotypes are smoothed towards that of a similar common haplotype. Tzeng and Bondell [2010] modify traditional adaptive LASSO regression by placing an L 1 -norm penalty on pair-wise differences of the regression coefficients. This allows for effect comparisons between all pairs of distinct haplotypes, rather than with respect to an arbitrary baseline haplotype, during the estimation process. As result, the approach is able to sort haplotypes into different groups according to their effect sizes and eliminates the need for a post-hoc pair-wise analysis of haplotype effects. The key of a penalized regression method lies in the form of the penalty -by carefully designing the form of the penalty, one can gear the penalized-likelihood approach towards accomplishing various desired tasks.
Penalized regression methods rely on the underlying data likelihood. When analyzing data from case-control studies, one can implement methods based on a prospective likelihood (modeling the probability of disease status conditional on exposure) or a retrospective likelihood (modeling the probability of exposure conditional on disease status). Under a case-control design, a retrospective likelihood should be used because data are collected based on disease status. However, in practice, it is common for researchers to use a prospective likelihood, as it does not require specifying a model for the joint distribution of the genetic and environmental effects. Bypassing this step makes implementing prospective methods much easier than retrospective methods [Lin et al, 2005] . This approach seems congruent with the well-known result that optimizing the prospective likelihood yields the same inference on the disease model parameters as optimizing the retrospective likelihood [Prentice and Pyke, 1979] . This result requires that the distribution of the covariates be free of restrictions, which does not generally hold in haplotype-based analysis. Haplotypes are not directly observed from unphased genotype data. In order to reconstruct the haplotypes and estimate their effects, some assumptions must be placed on their frequency distribution (typically Hardy-Weinberg equilibrium).
Most of the penalized regression approaches mentioned above utilized a prospective likelihood. It has been well-documented that when using non-penalized regression methods in haplotype-based analysis of case-control data, ignoring the ascertainment scheme can be detrimental. A prospective analysis can lead to a loss of efficiency and severe bias when assessing the haplotype effects [Cordell, 2006; Satten and Epstein, 2004; Stram et al., 2003 ]. The aim of this work is to determine whether similar consequences occur when using penalized regression for case-control studies. Specifically, we consider the adaptive LASSO penalty, and examine the relative performance in parameter estimation and model selection between the penalized method using a prospective likelihood and using a retrospective likelihood. In subsequent sections, we describe the methods used to address the question posed by this work.
We illustrate the use of these methods through extensive simulation studies and close by discussing the results.
METHODS

PROSPECTIVE AND RETROSPECTIVE LIKELIHOODS
Let the vector ( , , ) represent the observed data for individual i in a case-control sample of size n. The relationship between the disease phenotype and the covariates can be characterized by the conditional density function ( | , ). A standard approach for binary trait values is logistic regression which models the conditional probability as
where 0 is an intercept, is the vector of disease model parameters representing the log-odds ratios, and , is a specified vector-valued function of and .
Various likelihood models have been developed to conduct inference about the disease model parameters in haplotype-based analyses while properly accounting for phase uncertainty.
The inference can be based on a prospective likelihood or on a retrospective likelihood. In this work, we consider maximum likelihood methods developed by two groups -one focusing on a prospective approach and the other on a retrospective approach. We implement the prospective method developed in Lake et al [2003] . Their prospective likelihood models ( | , ) and is expressed as
where ( ) is the set of all haplotype pairs consistent with , = = 2 =1 under the assumption of Hardy-Weinberg Equilibrium, is the number of copies of the k th haplotype in , is the population frequency of the k th haplotype, and l is the number of haplotypes included in the disease model. We implement the retrospective method developed in Lin and Zeng [2006] . Their retrospective likelihood models ( , | ) and is expressed as
The only difference between the two likelihoods is the conditional density function ( | ) found in the retrospective likelihood. The parameters in this model are of no interest to researchers performing haplotype-based association analysis, but they must be estimated in order to make proper inference when using a retrospective design. Specifying a model for this conditional density function and the subsequent maximum likelihood estimation are computationally intensive. As a result, researchers often rely on prospective methods when analyzing case-control data even though retrospective methods are dictated by the ascertainment scheme [Lin and Zeng, 2006] .
HAPLOTYPE ANALYSIS VIA PENALIZED LIKELIHOOD METHODS
While many different penalized likelihood methods can be used in haplotype-based association analysis, we consider the adaptive LASSO (ALASSO) penalty in this work. This approach achieves simultaneous variable selection and parameter estimation and is an oracle procedure. This refers to the fact that the approach asymptotically selects the correct model, and the resulting estimator is root-n consistent and asymptotically normal with the same variance as if the true model were known before hand [Zou, 2006] .
The ALASSO effect estimates are obtained by minimizing a penalized negative loglikelihood. These estimates are expressed as
where ℓ , denotes the log-likelihood, is a (possible) set of nuisance parameters (e.g. the haplotype frequencies, ), λ is the non-negative regularization parameter that controls the amount of shrinkage, and are data-dependent weights. By placing an L 1 -norm penalty on the regression coefficients, the ALASSO can set their estimates to exactly zero if the value of λ is large enough. It is this feature that allows the procedure to perform simultaneous variable selection and parameter estimation. Unlike its predecessor the LASSO, the ALASSO places a different penalty on each coefficient through the use of adaptive weights that are inversely proportional to their relative importance. Consequently, haplotypes with negligible effects receive larger penalties and are more readily shrunk to zero. This allows the effects of associated haplotypes to be estimated more efficiently. Zou [2006] proposed to set the weights as = − , where is an initial root-n consistent estimator of and > 0 is an additional tuning parameter. In our analysis, we chose = 1 and let be the maximum likelihood estimate of the haplotype effect computed by haplo.glm in R and HAPSTAT in Linux for the prospective and retrospective likelihoods, respectively [Lake et al, 2003; Lin et al, 2005] . When using penalized regression, the design matrix should be scaled so that the penalization is applied equally across all predictors. Because we chose = 1 and are scale equivariant estimators (i.e., a scale change in the design matrix changes the regression coefficients by a power of the same scale), the ALASSO automatically controls for scaling differences in the adaptive weights, bypassing the need to scale the imputed haplotype design matrix.
The ALASSO solution ( ) also depends on the value of λ. The regularization parameter controls the tradeoff between model fit and model sparsity. By including more predictors, one can continually improve the fit on the training data at the expense of interpretability and over fitting. Many model selection criteria, like Mallow's C p , Akaike information criterion (AIC), Bayesian information criterion (BIC), and cross validation, can be used to determine the appropriate value of λ from an exhaustive grid search. Because the goal of haplotype-based association analysis is more aligned with selecting the true model than minimizing prediction error, we use BIC for tuning which can achieve consistent model selection [Yang, 2005] . BIC is defined as
where ℓ , is the log-likelihood evaluated at the estimated regression coefficients and maximized over for a given λ and is the degrees of freedom, which equals the number of non-zero elements in , . The λ that minimizes BIC is chosen as the regularization parameter, and its corresponding is the ALASSO estimate.
For computational convenience, the least squares approximation (LSA) method was used to calculate the ALASSO solution. The LSA method replaces the objective function of the original ALASSO problem with its asymptotically equivalent least squares form [Weng and Lang, 2007] . The method is motivated by a standard Taylor series expansion of −ℓ , about ( , ), the function's unpenalized minimizer, and shows that the ALASSO estimate can asymptotically be given as
where Σ is the estimated covariance matrix of . Because the underlying data likelihoods are not quadratic in the regression coefficients, transforming them into their asymptotically equivalent forms greatly reduces the computational costs for finding the ALASSO solution [Weng and Lang, 2007] . Using the LSA method eliminates the need for an iterative procedure to perform optimization; it only requires one unpenalized fit of the original objective function and then a grid search to determine λ. The final estimate is again chosen by minimizing the BIC.
SIMULATION STUDIES
We performed simulation studies to examine the performance of the ALASSO method under two competing data likelihoods when analyzing case-control data. Specifically, we wanted to determine if using a prospective likelihood in place of the more appropriate retrospective likelihood was detrimental when performing haplotype-based analyses using a penalized likelihood method. To answer this question, we compared the parameter estimation and model selection properties of each approach. For ease of discussion, let aPro refer to ALASSO coupled with a prospective likelihood and aRetro refer to ALASSO coupled with a retrospective likelihood.
SIMULATION SETTINGS
Our simulation studies were based on two haplotype distributions (given in Table 1) studied by Lin and Huang [2007] . These distributions are based on the common haplotypes formed by five SNPs on chromosome 18 in the CEU sample of the HapMap data. The SNPs used to build the first haplotype distribution were in strong linkage disequilibrium, while those used to build the second haplotype distribution were not. Distribution 1 represents a haplotype distribution with a few high frequency haplotypes, while the haplotype frequencies in Distribution 2 are more uniform. Each distribution was normalized so that the haplotype frequencies summed to 1.
For each haplotype distribution, we considered two simulation studies -one in which a single haplotype was associated with the disease (Simulation I) and one in which two haplotypes were associated with the disease (Simulation II). Because our focus was on identifying and estimating disease-haplotype associations, only genetic covariates were considered in our simulation studies (i.e. is taken to be ∅). In both simulation studies, we examined the effect of varying the genetic mode of the associated haplotype(s) on the performance of aPro and aRetro.
We took the sample size to be n = 1,000 with an equal number of cases and controls. We allowed the associated haplotype(s) to act additively, dominantly, or recessively with respect to disease risk. In practice, the genetic mode of a risk haplotype is unknown a priori, and researchers typically analyze the data additively regardless of the true genetic model. To mimic this scenario, we analyzed each dataset using the correct genetic model and again using an additive model.
In addition to genetic mode, we varied the frequency and effect size of the associated haplotype. In Simulation I, a rare or a common haplotype was chosen to be the associated genetic variant for each haplotype distribution. A haplotype with frequency less than 0.10 was considered rare; otherwise it was considered common. We set the effect sizes of the associated haplotype (in terms of the odds ratio ) so that the power of finding the effect fell in a reasonable range. For additive and dominant models, we set = {1.0,1.3,1.5,1.7,2.0}, and for recessive models, we set = {1.0,2.0,2.5,3.0,3.5}. We let = 1 to examine the performance of the approaches under a null model. In Simulation II, we allowed two haplotypes to be associated with the disease, where the associated haplotypes were both rare, one rare and one common, or both common. The odds ratios of both associated haplotypes were set to = 1.7 for additive and dominant models and = 3.0 for recessive models. The settings for Simulation I and Simulation II can be found in Table 2 . In all, 78 different simulation settings were studied.
DATA GENERATION
We generated the haplotype pair of an individual conditional on their disease status and then dissolved the haplotype pair into its unphased genotypes. Let ( = | = ) denote the probability of having a particular haplotype pair conditional on disease status. This probability can be expressed as
For a case individual, ( = 1| = ) was found using the logistic regression model Table 2 for each simulation setting. The value of 0 was set to maintain a disease prevalence between 3% and 5%. Once = = was calculated for each haplotype pair formed from the haplotype distributions given in Table 1 , the vectors | = = = 1 = ⋯ = = were calculated for = 0 and = 1, where is total number of haplotype pairs. The sample was generated by taking /2 draws from the multinomial distribution parameterized by | =0 to determine the haplotype pairs of the control individuals and by taking /2 draws from the multinomial distribution parameterized by | =1 to determine the haplotype pairs of the case individuals. The haplotype pair of each individual was then dissolved into its unphased genotype.
COMPUTATIONAL DETAILS
For each simulation setting, 1,000 replicate datasets were generated, except for simulation under the null (i.e., = 1), where 2,000 replicated datasets were generated. For each dataset, analysis began by calculating the unpenalized MLEs of the haplotype log-odds ratios.
Prospective MLEs were obtained using haplo.glm in R [Lake et al, 2003 ] and retrospective
MLEs were obtained using HAPSTAT in Linux [Lin et al, 2005] . 
RESULTS
We present the results of Null Simulation (i.e., no risk haplotypes) for both haplotype distributions in Tables 6 and 7 . The discussion generalizes to the second haplotype distribution, and specific results are shown in Tables 8 -11 . For each simulation, the results are broken down into two broad categories -correct analysis versus additive analysis. Correct analysis refers to specifying the correct genetic model when analyzing the data using haplo.glm or HAPSTAT, while additive analysis refers to analyzing non-additive data additively.
NULL SIMULATION
For each haplotype distribution, both aPro and aRetro have desirable and nearly identical performances under the null model (Table 3 ). The average type I error rate is low (ranging from 0.002 to 0.010) for both methods, and the true model power is high (ranging from 0.915 to 0.988). The effect estimations are also very similar, with the bias from both methods ranging from -0.001 to 0.007, and MSE ranging from 0.000 to 0.007. When comparing results between the two haplotype distributions, the true model power was higher and the average type I error rate was lower for Distribution 1 than Distribution 2. This result is not unexpected, as the dimension of Distribution 2 is larger and therefore more parameters need to be estimated. With the same amount of data to estimate more haplotype effects, the true model power decreases and the Type I error rates increases for Distribution 2.
SIMULATION I for Haplotype Distribution 1
Additive Genetic Mode When the risk haplotype acts additively, the individual power of each procedure is comparable. The individual power of aPro is within 5% of the individual power of aRetro. If the effect size of the risk haplotype increases or if the frequency of the risk haplotype increases, the individual power of each procedure increases, but the relative power of the two methods stays the same. Similar results are observed when comparing the true model power and average Type I error rates of aPro and aRetro. Under this genetic model, the two procedures perform comparably with respect to all three model selection measures (Table 4) .
When comparing the bias and MSE of aPro and aRetro, the relative performance of the two procedures hovers around 1, which indicates that aPro and aRetro perform similarly with respect to effect estimation (Table 4) . For both procedures, the bias on the effect estimates is negative and the magnitudes are larger than what have been reported for an unpenalized likelihood analysis [e.g. Lin and Zeng, 2006] . These results are not unexpected when using a penalized likelihood approach. When a haplotype is not included in the model, its effect estimate is shrunk towards zero or set to exactly zero. Shrinkage can cause a large bias on the effect estimates. The impact of using a penalized method on the bias is greatest when the effect size is large and the power to detect the risk haplotype is low. As a result, a decrease in effect size or an increase in power does not necessarily guarantee a reduction in bias; the magnitude of the bias is a compromise between these two factors. This phenomenon is seen when examining the biases in Table 4 : (1) the bias for rare risk haplotypes is larger than the corresponding common risk haplotypes with the same effect size because the power to detect rare risk haplotype is smaller;
and (2) for a given risk haplotype, the bias on the effect estimate increases as the effect size increases until the power to detect the risk haplotype becomes large enough to overcome the shrinkage, and the bias on the effect estimate begins to decrease.
A similar pattern is observed when examining the MSE of the two procedures. Again, the MSE of aPRo and aRetro is larger than what has been found in an unpenalized likelihood analysis. MSE is an estimation measure that incorporates both the variance of an estimator and its bias. Because the effect estimates obtained from penalized methods are typically more efficient than those obtained from the corresponding unpenalized methods, it appears that the MSE of the effect estimates from aPro or aRetro could be dominated by their biases.
Dominant Genetic Mode
Under a dominant genetic mode, aRetro performs slightly better than aPro when the data are analyzed under the correct genetic model (Table 4 ). The individual power of aRetro is between 1% and 11% higher than the individual power of aPro. Regardless of the frequency of the risk haplotype, the individual power gained by aRetro decreases as the effect size of the risk haplotype increases. Similar results are observed when comparing the true model power of the procedures, where the true model power of aRetro is between 1% and 13% higher than that of aPro. When comparing the bias and MSE of effect estimates from both procedures, the bias and MSE of aRetro is between 1% and 10% lower and between 1% and 17% lower, respectively, than that of aPro. Again, the gain in the performance of these measures decreases as the effect size of the associated haplotype increases.
When the data are incorrectly analyzed additively (Table 5) , the average type I error rates are almost identical for both methods, and stay at a similar level as those of correct analysis.
However, both methods suffer from a decrease in individual power (and hence the true model power), and an increase in bias and MSE on the effect estimates when compared to the performance of a correct analysis. It appears that the impact of using an incorrect genetic model is larger on aRetro than on aPro. For example, the aRetro power of identifying a common dominant risk haplotype with OR=1.7 is reduced from 0.794 to 0.699 under additive analysis, while the power reduction of aPro is from 0.737 to 0.709. The aRetro bias in this setting increases from |-0.145| to |-0.242|, while the bias of aPro increases from |-0.161| to |-0.225|. As a result, aPro performs worse than aRetro under correct analysis (Table 4) but is comparable or slightly better than aRetro under the additive analysis (Table 5) .
Recessive Genetic Mode Under a recessive genetic model, aRetro clearly outperforms aPro when the data are analyzed under the correct model (Table 4) . When the risk haplotype is rare, the individual power of aRetro to is at least 9 times higher than that of aPro, which essentially has no individual power under this scenario. When the risk haplotype is common, the individual power of aRetro is at least 1.5 times higher than that of aPro. Similar results are observed when comparing the true model power of the two procedures. The lack of power of aPro also manifests in substantial bias on the effect estimates. Bias from aRetro is at least 16% smaller than the bias of the effects estimates from aPro. MSE of the effect estimates from aRetro is at least 10%
smaller than the MSE of the effects estimates from aPro.
When this data are incorrectly analyzed additively (Table 5) , the performance of each method suffers from a decrease in power and an increase in bias and MSE on the effect estimates. The magnitude of the performance loss due to incorrect modeling is more severe than what was observed under a dominant model and is much more severe for aRetro than aPro. For example, the aRetro power of identifying a common recessive risk haplotype with OR=2.5 is reduced from 0.65 to 0.11 under additive analysis, while the power reduction of aPro is from 0.265 to 0.11. The aRetro bias in this setting increases from |-0.329| to |-0.877|, while the bias of aPro increases from |-0.549| to |-0.876|. Consequently, while aRetro exhibits absolute superiority over the aPro method (Table 4) under a correct analysis, it becomes comparable to or slightly better than aPro under the additive analysis (Table 5) .
SIMULATION II for Haplotype Distribution 1
Simulation II examines the performance of aPro and aRetro when a two haplotypes are associated with the disease (Tables 6 and 7) . Under each genetic mode, the pattern of results observed in Simulation I remain the same in Simulation II: (1) When the risk haplotypes act additively on disease susceptibility, the performances of aPro and aRetro are nearly identical for power, average type I error rate, bias and MSE. (2) The performance of aRetro is better than that of aPro under a dominant model with correct analysis. The gain brought by aRetro is the largest for two rare risk haplotypes, i.e., the most difficult scenario. However, when analyzing the data with an additive model, the power of both methods drops and the bias/MSE of both methods increase. The performance lose is more severe in aRetro, resulting in a comparable performance of aPro and aRetro. (3) Under a recessive model, aRetro has substantial power gain (at least 2 to 3 times higher) and smaller bias (e.g., can have 50% less bias) compared to aPro. However, when recessively acting haplotypes are analyzed using an additive genetic model, the performance of each procedure suffers, especially for aRetro. Both methods essentially lost their power to detect risk haplotypes and yielded sizable biases/MSE with the misspecification of the genetic mode.
SIMULATION I and II for Haplotype Distribution 2
When comparing results between the two haplotype distributions for Simulation I and II, individual power and true model power were typically higher for Distribution 1 while the average Type I error rate, bias and MSE were typically higher for Distribution 2. Like for the Null Simulation, these results are not unexpected because Distribution 2 has a larger dimension, which means more parameters needed to be estimated in the analysis. Increasing the number of parameters and using the same amount of data for estimation can decrease power and increase bias. Although the magnitudes of model selection and estimation measures differ between the two haplotype distributions, when comparing the relative performance of aPro and aRetro, the pattern of results observed in the first haplotype distribution is similar to that in the second haplotype distribution for both Simulation I and II (Tables 8 -11 ). The relative performance of aPro and aRetro depends on both the underlying genetic mode of the risk haplotypes and the genetic model adopted in the analysis. When the haplotypes associated with disease risk act additively, the two procedures perform comparably with respect to model selection and estimation measures. Under a dominant mode, aRetro performs slightly better than aPro and substantially better under a recessive mode. When these data are analyzed using an additive model, both procedures suffer from a loss in power and an increase in bias/MSE. The impact of imposing the incorrect genetic model is more severe for aRetro than for aPro, and the performance gain of aRetro is lost.
DISCUSSION
Like other haplotype-based methods developed to assess haplotype-phenotype association, the success of penalized regression methods depends on the underlying data likelihood. For unpenalized methods, prospective analyses are valid but less efficient than their retrospective counterparts for hypothesis testing, and can result in substantial bias when estimating the haplotype effects. Based on our simulation studies, the same can be said for penalized methods, which combine testing and estimation into one procedure. We found that the impact of using a prospective likelihood in the analysis depends on the underlying genetic mode of the associated genetic variant and the genetic model adopted in the analysis. When the genetic mode of the haplotypes is known and the correct inheritance model is imposed, using a prospective analysis in place of the more appropriate retrospective analysis is detrimental when the associated haplotypes act dominantly or recessively with respect to disease risk. These results agree with the findings for non-penalized likelihood methods [Satten and Epstein, 2004] .
Because the genetic mode of a genetic variant is usually unknown, researchers often analyze the data additively. When the dominant or recessive data are analyzed under an additive genetic model, the performance of the prospective and retrospective analyses become comparable: Both methods suffer from decreased power and increased bias for using an incorrect genetic model, and the retrospective analysis appears to be more sensitive to model misspecification and exhibits a larger degree of performance loss, thus making its performance gain over the prospective analysis negligible or slight.
While our simulations focused on penalized methods using the ALASSO penalty with the prospective likelihood of haplo.glm and the retrospective likelihood of HAPSTAT, we hope our findings can provide insight when coupling other penalized approaches with a prospective or a retrospective likelihood for case-control studies. If the main consideration is the relative performance of the retrospective vs. prospective penalized method, then our results suggest that the negative impact of developing haplotype-based penalized methods based on a prospective likelihood for case-control data is non-marginal only when the risk haplotypes act non-additively and the correct genetic model is adopted in the analysis. However, we think a more appropriate way to summarize our findings is to note that a careful haplotype-based penalized analysis of case-control data requires the use of a retrospective likelihood and the correct genetic mode. In practice, a major concern about using retrospective likelihoods is that they are difficult to implement. When using penalized likelihood methods, optimizing the retrospective likelihood can become even more intractable when the penalty term is incorporated. To overcome the computational burden, the least squares approximation may provide a promising alternative for implementing penalized retrospective methods. By using the least square approximation, the need to directly optimize the penalized retrospective likelihood is bypassed. Instead, the unpenalized likelihood is optimized once for a starting value in the approximation; hence implementing prospective and retrospective penalized methods have similar computational costs.
The spared computational efforts can be put into exploring and identifying the correct genetic mode for potential risk haplotypes.
Penalized likelihood methods can have higher power than unpenalized methods in detecting important haplotypic factors [Guo and Lin, 2009] . Our simulations also reveal that the methods considered here can have better power to identify risk haplotypes individually and have better power to identify the true model than the unpenalized version (results not shown). This means that the penalized likelihood approach often identifies the truly associated haplotypes and only the truly associated haplotypes. However, the power enjoyed by penalized likelihood methods comes at the expense of obtaining effect estimates with higher bias than their unpenalized likelihood counterparts. As observed in our simulations, the bias on the effect estimates obtained by the penalized method can remain sizeable even when the power to detect the effects is reasonably high. In addition to power, the bias can be affected by the model selection criterion used to select the tuning parameter. In our analysis, we used BIC to choose the final model because it can achieve consistent model selection [Shao, 1997; Yang, 2005] and our goal was to identify the true model structure. To achieve selection consistency, BIC penalizes degrees of freedom more heavily, which can place a larger amount of shrinkage on the effect estimates and increase their bias. Alternatively, a cross-validation criterion or AIC could be used to select the final model. These selection criteria target prediction error rather than finding the true model structure [Shao, 1997; Yang, 2005] and typically impose a smaller penalty of degrees of freedom than BIC. As a result, models selected using these criteria incur less shrinkage on the effect estimates which can decrease their bias, but also can increases the chance of including non-important predictors in the final model. 
