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NON-EXISTENCE OF BI-INFINITE GEODESICS IN THE EXPONENTIAL
CORNER GROWTH MODEL
MA´RTON BALA´ZS, OFER BUSANI, AND TIMO SEPPA¨LA¨INEN
Abstract. This paper gives a self-contained proof of the non-existence of nontrivial bi-infinite
geodesics in directed planar last-passage percolation with exponential weights. The techniques used
are couplings, coarse graining, and control of geodesics through planarity and estimates derived from
increment-stationary versions of the last-passage percolation process.
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1. Introduction
1.1. Bi-infinite geodesics in random growth. Since their inception over 50 years ago in the
work of Eden [12] and Hammersley and Welsh [17], random growth models have been central drivers
of the mathematical theory of spatial random processes. Particularly important classes of growth
models are undirected first-passage percolation (FPP) and directed last-passage percolation (LPP)
where growth proceeds along optimal paths called geodesics. The structure of these geodesics has
been a challenging object of study.
Under natural assumptions, the existence of a geodesic between two points in space is straightfor-
ward. A compactness argument gives the existence of a semi-infinite geodesic, that is, a one-sided
infinite path that furnishes the geodesic between any two of its points. The existence or non-existence
of bi-infinite geodesics has turned out to be a very hard problem. This question was first posed to
H. Kesten by H. Furstenberg in the context of FPP [21, p. 258]. Apart from its significance for
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random growth, this existence issue is tied to questions about ground states of certain disordered
models of statistical physics ([4, p. 105], [24, Ch. 1]).
The development of mathematical techniques for infinite geodesics in two-dimensional FPP and
LPP began with the work of C. Newman and coauthors in the 1990s [23]. Licea and Newman
[22] ruled out directed bi-infinite geodesics with given direction in an unknown set of full Lebesgue
measure. Much more recently, a bi-infinite geodesic in any fixed direction has been ruled out, but
subject to a local regularity condition on the limit shape, by [15] in LPP and by [1, 11] in FPP.
The new approach here was based on Busemann functions. Bi-infinite FPP geodesics have also been
ruled out in certain restricted subsets of the lattice such as half-planes [3, 31]. However, despite all
the effort, a feasible strategy for solving the bi-infinite existence problem in FPP without restrictive
assumptions is not presently visible.
In exactly solvable planar directed LPP, techniques have evolved to the point where the existence
problem can be given a complete solution. The first proof of the nonexistence of bi-infinite geodesics
in planar LPP with exponential weights appeared in the 2018 preprint [6] of Basu, Hoffman and Sly.
Their work relies on fluctuation and moderate deviation estimates for the passage times that come
from integrable probability. These estimates were originally obtained through combinatorial analysis,
asymptotic analysis of Fredholm determinants, and random matrix methods. Further results from
these estimates were derived in the preprint [7] by Basu, Sidoravicius and Sly, in particular to control
transversal fluctuations of geodesics, and then applied to the bi-infinite geodesic problem in [6].
The elaborate multilayered effort behind [6] is remarkable. It raises an obvious question, namely,
whether ruling out bi-infinite geodesics requires the power of integrable probability.
The present paper answers this question in the negative by providing a second proof of the
nonexistence of bi-infinite geodesics that reduces the technical requisites considerably. Nothing
beyond standard probability tools such as coupling and coarse graining is needed. The features
specific to the exponential LPP utilized are the independence properties of its stationary version.
These independence properties cannot all hold for general i.i.d. weights. But if they were replaced
with sufficient mixing, the estimates behind our proof would remain provable in weaker form.
Next we state the main result and then relate our proof to existing literature. In particular, we
contrast our work with [6] in more detail.
1.2. Main result. The model studied is a version of nearest-neighbor directed LPP on the planar
integer lattice, also known as the corner growth model (CGM). Let ω “ tωxuxPZ2 be an assignment
of random weights on the vertices of Z2. The weights ωx are independent and identically distributed
(i.i.d) random variables with rate one exponential distribution, that is, Ppωx ą tq “ e´t for each
x P Z2 and real t ě 0. The last-passage value Gx,y for coordinatewise ordered points x ď y on Z2 is
defined by
(1.1) Gx,y “ max
x‚ PΠx,y
|y´x|1ÿ
k“0
ωxk ,
where Πx,y is the set of nearest-neighbor up-right paths x‚ “ pxkqnk“0 that start at x0 “ x and end
at xn “ y with n “ |y ´ x|1 “ the number of nearest-neighbor steps from x to y. Such paths
are defined by the requirement xk`1 ´ xk P te1, e2u. (See Figure 1.1.) When the weights have a
continuous distribution such as the exponential, (1.1) has a unique maximizing path pix,y P Πx,y
called the (point-to-point or finite) geodesic.
A bi-infinite geodesic is a nearest-neighbor up-right path txkukPZ indexed by all integers with the
property that for all m ă n, the path segment xrm,ns “ txkunk“m is the geodesic between xm and
xn. A straight line txk “ x ` keiuk PZ, for x P Z2 and i P t1, 2u, is trivially a bi-infinite geodesic
because there are no alternative paths between any two of its points. Let us call a bi-infinite geodesic
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Figure 1.1. An up-right path from p0, 0q to p7, 4q on the lattice Z2.
nontrivial if it is not of this type. The main result is that the exponential CGM has no nontrivial
bi-infinite geodesics.
Theorem 1.1. Assume that weights have i.i.d. exponential distribution. Then with probability one,
there are no nontrivial bi-infinite geodesics.
1.3. Related work. Among past work on geodesics, our proof is in spirit aligned with the Damron-
Hanson work on FPP [10, 11] and with the general LPP work in [15, 19], in the sense that the
stationary version of the process lies at the heart of the matter. However, statistical properties of the
stationary versions of FPP and of LPP with general weights are completely unknown. Consequently
a straightforward adaptation of our proof to those settings is not immediately available.
Compared to earlier work on the exponential CGM that utilized couplings with the stationary
version, such as [5, 26, 30], two specific new developments made this paper possible:
(i) The discovery in [13] of the stationary distribution of the joint LPP process with multiple
characteristic directions. A bivariate version of this distribution is constructed in Theorem 3.1
below.
(ii) A novel argument for controlling the location of the geodesic by coupling the bulk process with
two distinct stationary processes from two different directions (Lemma 5.5 below).
One can be fairly confident that these features extend to both zero-temperature and positive-
temperature polymer models in 1+1 dimensions that possess a tractable stationary version. This
includes various last-passage models in both discrete and continuous space, such as those studied in [2,
16, 20, 25, 28, 29], and the four currently known solvable polymer models [9]. In positive-temperature
polymer models the analogous question concerns the existence of bi-infinite Gibbs measures, as
discussed in [18]. These matters are left for future work.
As in [6] by Basu, Hoffman and Sly, our proof comes in two parts:
(a) The main argument rules out bi-infinite geodesics with finite positive slope.
(b) An easier argument shows that no geodesic can come infinitely often arbitrarily close to an axis
in the macroscopic scale.
Beyond this superficial similarity, the two proofs are quite different in both parts (a) and (b).
Our part (a) in Section 5 is a straightforward estimation of the probability that a geodesic through
the origin connects the boundaries of a square at scale N . By contrast, [6] controls complicated events
that involve coalescence of geodesics. This yields additional results of interest, but the simplicity of
the bi-infinite geodesic problem is obscured. Their sharper tools give a better estimate of the prob-
ability of a connection through the origin, namely OpN´1{3q, while our cruder bound is OpN´1{24q.
In Remark 5.6 we indicate the precise place where our estimates grow beyond optimal order of
magnitude.
Part (b) in [6] utilizes fluctuations. Our part (b) in Section 6 uses the limit shape and planarity.
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We conclude this introduction by observing that the non-existence of bi-infinite geodesics will be
a tool for further results. To cite an example, article [19] studies a random graph in the CGM that
represents an analogue of shocks in Hamilton-Jacobi equations. Theorem 4.3 in [19] shows that the
absence of bi-infinite geodesics implies certain coalescence properties of this “shock graph”.
Section 2 outlines the proof of Theorem 1.1 and describes the organization of the rest of the paper.
We provide a self-contained exposition of the entire proof, including proof sketches of many auxiliary
results that we use. We collect below some notation for easy reference.
1.4. Notation and conventions. Zě0 “ t0, 1, 2, 3, . . . u and Zą0 “ t1, 2, 3, . . . u. For real numbers
a and b, a_ b “ maxta, bu and Ja, bK “ ra, bs X Z. 0 denotes the origin of both R and R2. Cpεq and
N0pεq are constants that depend on a parameter ε but their values can change from line to line.
For x “ px1, x2q, y “ py1, y2q P R2 we use the following conventions. The standard basis vectors
are e1 “ p1, 0q and e2 “ p0, 1q. The `1-norm is |x|1 “ |x1| ` |x2|. Integer parts and inequalities
are interpreted coordinatewise: txu “ ptx1u, tx2uq and x ď y means x1 ď y1 and x2 ď y2. Notation
rx, ys represents both the line segment rx, ys “ ttx ` p1 ´ tqy : 0 ď t ď 1u and the rectangle
rx, ys “ tpz1, z2q P R2 : xi ď zi ď yi for i “ 1, 2u. The context makes clear which one is used. An
open line segment is sx, yr“ ttx` p1´ tqy : 0 ă t ă 1u. The lattice rectangle and line segment are
denoted by Jx, yK “ rx, ys X Z2. Path segments are abbreviated by pirm,ns “ ppiiqni“m.
X “ X´EX denotes a random variableX centered at its mean. X „ Exp(λ) for 0 ă λ ă 8means
that the random variable X has exponential distribution with rate λ, in other words P pX ą tq “ e´λt
for t ě 0.
2. Outline of the proof
We state two auxiliary theorems and use them to prove Theorem 1.1. Then we sketch the main
ideas behind the auxiliary theorems and explain the organization of the rest of the paper.
By the shift-invariance of the underlying weight distribution, it suffices to prove that with proba-
bility one, no nontrivial bi-infinite geodesic goes through the origin. This task is split into two cases:
either the geodesic ultimately stays away from the axes on a macroscopic scale, or it comes infinitely
often macroscopically close to some axis.
For the first case, for large positive integers N and small ε ą 0, we rule out geodesics that connect
the southwest boundary of the lattice square J´N,NK2 to its northeast boundary through the origin
and whose empirical average slope is in the range rε, ε´1s. Define these portions of the boundary of
the square: in the southwest
(2.1) BN, ε “ ` t´Nu ˆ J´N,´εNK ˘Y ` J´N,´εNKˆ t´Nu ˘
and in the northeast
(2.2) pBN, ε “ ` tNu ˆ JεN,NK ˘Y ` JεN,NKˆ tNu ˘.
Define the following event, illustrated in Figure 2.1:
(2.3)
WN, ε “
 D points u P BN, ε and v P pBN, ε such that
the geodesic piu,v goes through the origin
(
.
We have the following quantitative control of this event.
Theorem 2.1. For each ε ą 0 there exists a constant Cpεq ą 0 such that PpWN, εq ď CpεqN´ 124 for
all N ě 1.
Theorem 2.1 rules out all geodesics that stay macroscopically away from the axes. The next
theorem shows that there are no nontrivial geodesics that come macroscopically arbitrarily close to
an axis.
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p´N,´εNq
pN, εNq
p´εN,´Nq
pεN,Nq
u
BN,ε πu,v
1
Figure 2.1. The event WN, ε. The thickset portions of the boundary are BN,ε and pBN,ε.
They are connected by the geodesic piu,v through the origin.
Theorem 2.2. The following statement holds with probability one. For i P t1, 2u and each x P Z2ě0,
txk “ x`keiuk PZě0 is the only semi-infinite geodesic that satisfies x0 “ x and lim
kÑ8
k´1xk ¨ e3´i “ 0.
We combine the two theorems above to rule out all nontrivial bi-infinite geodesics.
Proof of Theorem 1.1, assuming Theorems 2.1 and 2.2. Fix a positive sequence εj Œ 0. Define the
event
A “
č
jě1
č
Mě1
ď
NěM
W cN, εj .
Theorem 2.1 implies that PpAq “ 1:
PpAcq “P
ˆ ď
j
ď
M
č
NěM
WN, εj
˙
ď
ÿ
j
P
ˆ ď
M
č
NěM
WN, εj
˙
“
ÿ
j
lim
MÑ8P
ˆ č
NěM
WN, εj
˙
ď
ÿ
j
lim
MÑ8PpWM,εj q ď
ÿ
j
lim
MÑ8CpεjqM
´ 1
24 “ 0.
For i P t1, 2u, let Bi the event that there are no semi-infinite geodesics txkukě0 such that x0 “ 0
and limkÑ8 k´1xk ¨ ei “ 0 except for the trivial one txk “ ke3´iuk PZě0 . Let R reflect the weight
configuration across the origin: pRωqx “ ω´x for x P Z2. Define the event
B “ B1 XB2 XR´1B1 XR´1B2.
On the event B every semi-infinite geodesic that either starts or ends at the origin satisfies the
condition that far enough from the origin it lies entirely inside a closed cone with apex at the origin
and disjoint from the coordinate axes. Theorem 2.2 and the reflection invariance of the distribution
of the weights ω imply that PpBq “ 1.
We claim that on the full-probability event A X B there are no nontrivial bi-infinite geodesics
through the origin. To show this, suppose there exists a nontrivial bi-infinite geodesic pi through the
origin in the weight configuration ω. Consider the following dichotomy:
(i) Dj,M P Zą0 such that pi connects BN, εj to pBN, εj for all N ěM , or
(ii) @j,M P Zą0, DN ěM such that pi misses either BN, εj or pBN, εj .
Alternative (i) forces ω P Ac. In alternative (ii), if pi misses pBN, εj infinitely often for each εj , it
follows that limkÑ8 k´1pik ¨ ei “ 0 for either i “ 1 or 2. Thus ω P Bc1 YBc2. Similarly, missing BN, εj
infinitely often for each εj implies Rω P Bc1 YBc2.
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Thus a nontrivial bi-infinite geodesic through the origin is possible only on the zero-probability
event Ac YBc. 
Sketch of the proof of Theorem 2.1. Theorem 2.1 comes from two distinct stages.
(i) In the first stage, the southwest boundary BN,ε is divided into blocks of size N2{3 and the
northeast boundary pBN,ε into blocks of size N19{24. The probability that a geodesic connects two
diagonally opposite blocks through the origin is bounded by N´2{5 (Lemma 5.5). The control here
comes from random walk bounds on the location where a geodesic crosses the y-axis. These bounds
are developed through a coupling with increment-stationary LPP processes.
(ii) The second stage shows that any geodesic that connects an N2{3-block through the origin
to a point outside its opposite N19{24-block violates the N2{3 KPZ wandering exponent. Through
another coupling argument, the probability of this happening is bounded by N´3{8 (Lemma 5.7).
Multiplying by the number of N2{3-blocks gives the estimate OpN1{3 ¨ N´2{5 ` N1{3 ¨ N´3{8q “
OpN´1{24q. 
Sketch of the proof of Theorem 2.2. Comparison with increment-stationary LPP processes shows that
the quantity G0,pin ´ Ge2,pin blows up if pin is a path above the x-axis but n´1pin comes arbitrarily
close to the x-axis. This rules out the possibility that pi‚ is a geodesic. 
The next two sections develop tools: Section 3 a coupling of increment-stationary LPP processes
and Section 4 bounds on geodesic fluctuations. The proof of Theorem 2.1 follows in Section 5 and
that of Theorem 2.2 in Section 6.
3. Stationary last-passage percolation
Pick 0 ă λ ă ρ ă 1 and a base vertex u P Z2. We construct two coupled LPP processes Gλu,‚
and Gρu,‚ on the nonnegative quadrant u ` Z2ě0 such that their increments are jointly stationary
under lattice translations. Both processes use the same i.i.d. Exp(1) weights tωxux Pu`Z2ą0 in the
bulk. They have boundary conditions on the positive x- and y-axes centered at u, coupled in a way
described in the next theorem.
For α P tλ, ρu, the definition of the process Gαu,‚ goes as follows. The boundary weights are denoted
by tIαu`ie1 , Jαu`je2 : i, j P Zą0u. Put Gαu,u “ 0 and on the boundaries
(3.1) Gαu, u` ke1 “
kÿ
i“1
Iαie1 and G
α
u, u` le2 “
lÿ
j“1
Jαje2 for k, l ě 1.
In the bulk for x “ px1, x2q P u` Z2ą0,
(3.2)
Gαu, x “ max
1ďkďx1´u1
! kÿ
i“1
Iαu`ie1 `Gu`ke1`e2, x
)ł
max
1ď`ďx2´u2
! ÿ`
j“1
Jαu`je2 `Gu`e1``e2, x
)
“ Gαu, x´e1 _Gαu, x´e2 ` ωx.
Gαu,‚ does not use a weight at the base point u. Above Gx,y is the LPP process (1.1) that uses the
bulk weights ω. Define increment variables for vertices x P u` Z2ą0 by
(3.3) Iαx “ Gαx ´Gαx´e1 and Jαx “ Gαx ´Gαx´e2 .
An important part of the next theorem for the sequel is the independence of various collections of
increment variables. These are illustrated in Figure 3.1.
Theorem 3.1. Let 0 ă λ ă ρ ă 1 and u P Z2. There exists a coupling of the boundary weights
tIλu`ie1 , Iρu`ie1 , Jλu`je2, Jρu`je2 : i, j P Zą0u such that the joint process pGλu,‚ , Gρu,‚q has the following
properties.
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u
x
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v
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Figure 3.1. The independent increment variables from Theorem 3.1. Left: Jλ below x
and Jρ above x from part (i). Middle and right: Iα and Jα increments on down-right lattice
paths from part (ii).
(i) (Joint) The joint process of increments is stationary: for each v P u` Z2ě0,
(3.4)
 pGλu,v`x ´Gλu,v, Gρu,v`x ´Gρu,vq : x P Z2ě0( d“  pGλu,u`x, Gρu,u`xq : x P Z2ě0(.
The following independence property holds along vertical lines: for each x P u ` Z2ą0, the
variables tJλx`je2 : u2 ´ x2 ` 1 ď j ď 0u and tJρx`je2 : j ě 1u are mutually independent.
(ii) (Marginal) For both α P tλ, ρu and for each v P u`Z2ě0, the increment variables tIαv`ie1 , Jαv`je2 :
i, j P Zą0u are mutually independent with marginal distributions
(3.5) Iαv`ie1 „ Expp1´ αq and Jαv`je2 „ Exppαq.
The same is true for the variables tIαv´ie1 , Jαv´je2 : 0 ď i ă v1 ´ u1, 0 ď j ă v2 ´ u2u.
Proof. We construct a joint LPP process pLλx, Lρxqx Pu`Zě0ˆZ on the discrete right half-plane with
origin at u. First define the boundary weights Jλ “ tJλu`je2ujPZ and Jρ “ tJρu`je2ujPZ on the y-axis
centered at u. For α P tλ, ρu let Yλ “ tY λj ujPZ and Yρ “ tY ρj ujPZ be independent sequences of i.i.d.
variables with marginal distributions Y αj „ Exppαq. Then define pJρ,Jλq “ pYρ, DpYλ,Yρqq in
terms of the departure process operator D from (A.1) in Appendix A. This gives coupled sequences
pJρ,Jλq.
For α P tλ, ρu define the LPP values on the y-axis by
(3.6) Lαu “ 0, Lαu`je2 ´ Lαu`pj´1qe2 “ Jαu`je2 for j P Z.
This results in negative values Lαu`je2 for j ă 0. Complete the definitions by putting, again for
α P tλ, ρu and now for x P u` Zą0 ˆ Z,
(3.7) Lαx “ sup
j:jďx2´u2
 
Lαu`je2 `Gu`e1`je2,x
(
, Iαx “ Lαx ´ Lαx´e1 and Jαx “ Lαx ´ Lαx´e2 .
For k ě 0, denote the sequences of J-increments on the vertical line shifted by ke1 from the
y-axis by Jα,k “ tJα,kj ujPZ “ tJαu`ke1`je2ujPZ and the sequences of weights by sk “ tskj ujPZ “
tωu`ke1`je2ujPZ. Jα,0 is the original boundary sequence Jα we began with. Then in terms of Lemma
A.2 we have the following. With pσ, α1, α2q “ p1, ρ, λq, pJρ,Jλq has the distribution of pa1,a2q and
for each k ě 1 and α P tλ, ρu, Jα,k “ DpJα,k´1, skq. Repeated application of Lemma A.2 implies the
distributional equality pJρ,k,Jλ,kq d“ pJρ,Jλq for all k ě 0.
The evolution in (3.7) satisfies a semigroup property: for each k the values Lαx for x1 ě u1` k` 1
satisfy
Lαx “ sup
j:jďx2´u2
 
Lαu`ke1`je2 `Gu`pk`1qe1`je2,x
(
.
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It follows that the entire process of increments is invariant under translations that keep it in the
half-space: for z P Zě0 ˆ Z,
(3.8)
tIλz`x`e1 , Iρz`x`e1 , Jλz`x, Jρz`x : x P u` Zě0 ˆ Zu
d“ tIλx`e1 , Iρx`e1 , Jλx , Jρx : x P u` Zě0 ˆ Zu.
(The index is x` e1 rather than x in the I-increments simply because these are not defined on the
boundary where x1 “ u1.)
We claim that for α P tλ, ρu and for any new base point v P u` Zě0 ˆ Z,
(3.9)
tIαv`ie1 , Jαv`je2 : i, j P Zą0u are mutually independent with marginal distributions
Iαv`ie1 „ Expp1´ αq and Jαv`je2 „ Exppαq.
Since everything is shift-invariant, we can take v “ u. As observed above, Jα is a sequence of i.i.d.
Exppαq random variables by Lemma A.2(i). Thus it suffices to prove the marginal statement about
tIαu`ie1 : i ě 1u because these variables are a function of tJαu`je2 , ωpi,jq : i ě 1, j ď 0u which are
independent of tJαu`je2 : j ě 1u.
The claim for tIαu`ie1 : i ě 1u follows from proving inductively the following statement for each
n ě 1:
(3.10)
tIαu`ie1 , Jαu`ne1`je2 : 1 ď i ď n, j ď 0u are mutually independent with
marginal distributions Iαu`ie1 „ Expp1´ αq and Jαu`ne1`je2 „ Exppαq.
This claim is a consequence of Lemma A.2(ii). Begin with the case n “ 1. The inputs are now inter-
arrival times taj “ Jαu`je2 : j ď 0u and service times tsj “ ωp1,jq : j ď 0u, out which we compute
the inter-departure times tdj “ Jαu`e1`je2 : j ď 0u and the sojourn time t0 “ Iαu`e1 . Continue
inductively. Assume that (3.10) holds for a given n. Then feed to the queueing operators inter-
arrival times taj “ Jαu`ne1`je2 : j ď 0u and service times tsj “ ωpn`1,jq : j ď 0u, all independent
of tIαu`ie1 : 1 ď i ď nu. Compute the inter-departure times tdj “ Jαu`pn`1qe1`je2 : j ď 0u and the
sojourn time t0 “ Iαu`pn`1qe1 . Lemma A.2(ii) extends the validity of (3.10) to n` 1. Claim (3.9) has
been verified.
To prove Theorem 3.1, take the coupled boundary weights tIαu`ie1 , Jαu`je2 : i, j ě 1, α P tλ, ρuu as
constructed above. The LPP process tGαu,x : x P u` Z2ě0u defined by (3.1)–(3.2) is then exactly the
same as the restriction tLαx : x P u` Z2ě0u of Lα. Namely, (3.2) can be rewritten as follows:
Gαu, x “ max
1ďkďx1´u1
 
Lαu`ke1 `Gu`ke1`e2, x
(ł
max
1ď`ďx2´u2
 
Lαu``e2 `Gu`e1``e2, x
(
“ sup
jď0
 
Lαu`je2 ` max1ďkďx1´u1
“
Gu`e1`je2,u`ke1 `Gu`ke1`e2, x
‰ (
ł
max
1ď`ďx2´u2
 
Lαu``e2 `Gu`e1``e2, x
(
“ sup
j:jďx2´u2
 
Lαu`je2 `Gu`e1`je2,x
( “ Lαx .
Invariance (3.4) comes from (3.8). The first statement of part (ii) of the theorem comes from (3.9),
the second statement from (3.10). 
4. Bounds for geodesic fluctuations
Let Gρu,‚ be a stationary LPP process with base point u as described in Theorem 3.1, with inde-
pendent boundary weights Iu`ie1 „ Expp1 ´ ρq and Ju`je2 „ Exppρq for i, j ě 1. For a northeast
BI-INFINITE GEODESICS 9
endpoint x P u` Z2ą0, let Zρu,x be the signed exit point of the geodesic piρ,u,x‚ of Gρu,x from the west
and south boundaries of u` Z2ě0. More precisely,
(4.1) Zρu,x “
$&%arg maxk
 řk
i“1 Iu`ie1 `Gu`ke1`e2, x
(
, if piρ,u,x1 “ u` e1,
´arg max
`
 ř`
j“1 Ju`je2 `Gu``e2`e1, x
(
, if piρ,u,x1 “ u` e2.
The open line segment of interior directions is denoted by se2, e1r“ tps, 1 ´ sq : 0 ă s ă 1u. The
parameter ρ P p0, 1q of the stationary LPP process is in one-to-one correspondence with a direction
vector ξ “ pξ1, 1´ ξ1q P se2, e1r through these equations:
(4.2) ξ “ ξpρq “
ˆ p1´ ρq2
p1´ ρq2 ` ρ2 ,
ρ2
p1´ ρq2 ` ρ2
˙
ðñ ρ “ ρpξq “
?
1´ ξ1?
ξ1 `?1´ ξ1 .
Direction ξpρq is called the characteristic direction associated to the parameter ρ. A key property
that distinguishes ξpρq among all η P se2, e1r is that |Zρu,u`tNηu| “ opNq almost surely if and only if
η “ ξpρq. Write the characteristic direction as
ξpρq “ pξ1pρq, ξ2pρqq “ αrρspp1´ ρq2, ρ2q
by introducing
(4.3) αrρs “ 1p1´ ρq2 ` ρ2 .
Note the bounds 1 ď αrρs ď 2.
This section derives basic estimates for later use. We take the base point as the origin u “ 0 but
in later applications the base point will vary. Abbreviate the sum of boundary weights on the x-axis
as Sρk “
řk
i“1 I
ρ
ie1
“ Gρ0,ke1 . The starting point for the estimates is the variance formula of the next
theorem.
Theorem 4.1. For pm,nq P Z2ą0,
VarrGρ0,pm,nqs “ ´
m
p1´ ρq2 `
n
ρ2
` 2
1´ ρ E
“
SρpZρ
0,pm,nqq`
‰
.(4.4)
Sketch of proof. We give the main steps of the argument. Detailed proofs appear in Lemma 4.6 of
[5] and in Section 5.3 of [30]. Utilizing
Gρ0,pm,nq “
mÿ
i“1
Iρpi,0q `
nÿ
j“1
Jρpm,jq “
nÿ
j“1
Jρp0,jq `
mÿ
i“1
Iρpi,nq
and the independence of tIρpi,nq, Jρpm,jq : 1 ď i ď m, 1 ď j ď nu from Theorem 3.1(ii), deduce
(4.5) Var
“
Gρ0,pm,nq
‰ “ ´Var„ mÿ
i“1
Iρpi,nq

` Var
„ nÿ
j“1
Jρp0,jq

` 2Cov
„ mÿ
i“1
Iρpi,0q ,
mÿ
i“1
Iρpi,nq

.
The first two terms of (4.4) and (4.5) match. Let Iλ,ρx be increment variables (3.3) for a process
whose independent boundary weights satisfy Iλ,ρpi,0q „ Exppλq and Jλ,ρp0,jq „ Exppρq. Complete the
proof through
Cov
„ mÿ
i“1
Iρpi,0q ,
mÿ
i“1
Iρpi,nq

“ ´ BBλE
„ mÿ
i“1
Iλ,ρpi,nq
ˇˇˇˇ
λ“1´ρ
“ 1
1´ ρ E
“
SρpZρ
0,pm,nqq`
‰
.
The line above comes by calculating the middle derivative in two ways. For the left equality, condition
on
řm
i“1 I
λ,ρ
pi,0q and differentiate its density. For the right equality, express the boundary variables I
λ,ρ
pi,0q
as functions of uniform random variables and take the differentiation inside the expectation. 
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Next a bound on the exit point. This CGM result is from [5] that adapted the seminal result from
[8]. A proof appears also in Section 5.4 of [30].
Theorem 4.2. For 0 ă ε ă 12 and κ ą 0 there exists a finite constant Bpε, κq such that
(4.6) P
 |Zρ0,pm,nq| ě `( ď Bpε, κq´ N2`3 ` N8{3`4 ¯ for all m,n,N, ` ě 1
whenever ρ P rε, 1´ εs and |pm,nq ´Nξpρq|1 ď κ.
Proof. It suffices to prove the bound
(4.7) P
 
Zρ0,pm,nq ě `
( ď Bpε, κq´ N2
`3
` N
8{3
`4
¯
because the other probability PtZρ0,pm,nq ď ´`u is obtained by reflection across the diagonal. We can
assume that ` ď m for otherwise the probability in (4.7) vanishes. Let 0 ă r ă 1 be a constant that
will be set small enough in the proof. Let
(4.8) λ “ ρ` r`
N
.
We take r “ rpε, κq at least small enough so that rm{N ă 12p1 ´ ρq for m ď Np1 ´ ρq2 ` κ and
N ě 1. This guarantees that λ P pρ, 1`ρ2 q is also a legitimate parameter for an increment-stationary
CGM.
Couple the boundary weights so that Iλie1 ě Iρie1 . In the first inequality below use Sλk`Gpk,1q,pm,nq ď
Gλ0,pm,nq. The second equality follows from I
λ
ie1
ě Iρie1 . Recall that X “ X ´ EX.
PtZρ0,pm,nq ě `u “ Pt Dk ě ` : Sρk `Gpk,1q,pm,nq “ Gρ0,pm,nq u
ď Pt Dk ě ` : Sλk ´ Sρk ď Gλ0,pm,nq ´Gρ0,pm,nq u
“ PtSλ` ´ Sρ` ď Gλ0,pm,nq ´Gρ0,pm,nq u
“ P
!
Sλ` ´ Sρ` ď Gλ0,pm,nq ´Gρ0,pm,nq ´
`
ErSλ` ´ Sρ` s ´ ErGλ0,pm,nq ´Gρ0,pm,nqs
˘ )
.(4.9)
Compute and bound the means in the last probability above.
ErSλ` ´ Sρ` s “ `
´ 1
1´ λ ´
1
1´ ρ
¯
“ `p1´ λqp1´ ρqpλ´ ρq “
1
p1´ λqp1´ ρq ¨
r`2
N
(4.10)
Introduce the quantities κ1N “ m´Nξ1pρq and κ2N “ n´Nξ2pρq that satisfy |κ1N | ` |κ2N | ď κ. Then
for the means of the LPP values,
(4.11)
ErGλ0,pm,nq ´Gρ0,pm,nqs “ m
´ 1
1´ λ ´
1
1´ ρ
¯
` n
´ 1
λ
´ 1
ρ
¯
“
´ m
p1´ λqp1´ ρq ´
n
λρ
¯
pλ´ ρq
“ αrρsN
´ 1´ ρ
1´ λ ´
ρ
λ
¯
pλ´ ρq `
´ κ1N
p1´ λqp1´ ρq ´
κ2N
λρ
¯
pλ´ ρq
“ αrρsN
λp1´ λqpλ´ ρq
2 `
´ κ1N
p1´ λqp1´ ρq ´
κ2N
λρ
¯
pλ´ ρq
“ αrρsr
2`2
λp1´ λqN `
´ κ1N
p1´ λqp1´ ρq ´
κ2N
λρ
¯r`
N
ď αrρsr
2`2
λp1´ λqN ` C1pε, κq
r`
N
.
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Comparison of (4.10) and (4.11) shows that if we choose r and c3 small enough as functions of
pε, κq, then there is a constant `0pε, κq ě 1 such that for ` ě `0pε, κq and ρ P rε, 1´ εs we have
(4.12) ErSλ` ´ Sρ` s ą ErGλ0,pm,nq ´Gρ0,pm,nqs ` c3
r`2
N
.
We continue the bound on PtZρ0,pm,nq ě `u from line (4.9) and apply (4.12). Below we pack the
pε, κq-dependent factors into a constant C “ Cpε, κq.
PtZρ0,pm,nq ě `u ď P
!
Sλ` ´ Sρ` ď Gλ0,pm,nq ´Gρ0,pm,nq ´ c3
r`2
N
)
ď P
!
Sλ` ´ Sρ` ď ´c3
r`2
2N
)
` P
!
Gλ0,pm,nq ´Gρ0,pm,nq ě c3
r`2
2N
)
ď CN
2
`4
VarrSλ` ´ Sρ` s `
CN2
`4
VarrGλ0,pm,nq ´Gρ0,pm,nqs
ď CN
2
`3
` CN
2
`4
`
VarrGλ0,pm,nqs ` VarrGρ0,pm,nqs
˘
ď CN
2
`3
` CN
2
`4
`
VarrGρ0,pm,nqs `mpλ´ ρq
˘
“ CN
2
`3
` CN
2
`4
´
´ mp1´ ρq2 `
n
ρ2
` 2
1´ ρErS
ρ
Zρ
0,pm,nq
s ` pp1´ ρq2N ` κq ¨ r`
N
¯
ď CN
2
`3
` CN
2
`4
`
ErZρ0,pm,nqs ` `
˘ ď CN2
`3
` CN
2
`4
ErZρ0,pm,nqs.(4.13)
Along the way we used the following two inequalities. For ε ď ρ ď λ ď 1´ ε{2,
VarrGλ0,pm,nqs ď VarrGρ0,pm,nqs ` Cmpλ´ ρq
holds by the variance formula (4.4) [30, Lemma 5.7]. Next, even though the i.i.d. terms Iρie1 are
positively correlated with Zρ0,pm,nq, we have the bound
ErSρ
Zρ
0,pm,nq
s ď C`ErZρ0,pm,nqs ` 1˘
because the terms Iρie1 have high moments [30, Lemma 5.8].
Define a constant b “ `0 ` C with `0pε, κq determined above (4.12) and Cpε, κq from line (4.13)
above. Then
ErZρ0,pm,nqs “
ż m
0
PpZρ0,pm,nq ě sq ds ď bN2{3 ` C
ż 8
bN2{3
´N2
s3
` N
2
s4
ErZρ0,pm,nqs
¯
ds
“ bN2{3 ` CN
2{3
2b2
` C
3b3
ErZρ0,pm,nqs ď bN2{3 ` 12N2{3 ` 13ErZρ0,pm,nqs.
From this we obtain the bound ErZρ0,pm,nqs ď C1pε, κqN2{3. Substituting this back into line (4.13)
gives the conclusion (4.7) for ` ě `0pε, κq. By increasing the constant Bpε, κq we can cover all
` ě 1. 
We state a corollary that quantifies the effect of deviating the endpoint from the characteristic
direction.
Corollary 4.3. For 0 ă ε ă 12 and κ ą 0 there exists a finite constant Cpε, κq such that for
m,n,N, b ě 1,
(4.14) P
 
Zρ
0,pm,n`tbN2{3uq ě 1
( ď Cpε, κqb´3
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and
(4.15) P
 
Zρ
0,pm,n´tbN2{3uq ď ´1
( ď Cpε, κqb´3
whenever these conditions hold: ρ P rε, 1´ εs, |pm,nq ´Nξpρq|1 ď κ, and in the case of (4.15) also
n´ tbN2{3u ě 1.
Proof. For (4.14) introduce another scaling parameter M and a constant d via
Mξ2pρq “ n` bN2{3 and d “ b
`
1´ρ
ρ
˘2 ě bε2.
Then tMξ2pρqu “ n` tbN2{3u while
Mξ1pρq “ np1´ ρq
2
ρ2
` dN2{3 “ m` dN2{3 ` np1´ ρq
2 ´mρ2
ρ2
,
from which follows
tMξ1pρqu ě m` tbε2N2{3u´ κε´2.
By the shifting Lemma B.4 in Appendix B,
PtZρ
0,pm,n`tbN2{3uq ě 1u ď P
 
Zρ0,ptMξ1pρqu , tMξ2pρquq ě bε2N2{3 ´ κε´2
(
ď P Zρ0,ptMξ1pρqu , tMξ2pρquq ě 12bε2N2{3( ď Cpεqb´3.
In the second-last inequality we assumed b ě 2κε´4 which entails no loss of generality because we
can adjust Cpε, κq. The last inequality is from the upper bound (4.6).
For bound (4.15) apply again Lemma B.4 in Appendix B and then the upper bound (4.6):
PtZρ
0,pm,n´tbN2{3uq ď ´1u ď PtZρ0,pm,nq ď ´bN2{3u ď Cpε, κqb´3. 
For directions ξ “ pξ1, ξ2q P se2, e1r, x-coordinates m P Z, and t ą 0 define
Cξm,t “ tmu ˆ
 
y P Z : |mξ2{ξ1 ´ y| ď tN 23
(
.(4.16)
Cξm,t is the vertical line segment of length 2tN2{3 centered on the ξ-directed ray at point pm,mξ2{ξ1q.
Recall that pi0,p denotes the unique geodesic of G0,p that uses i.i.d. Exp(1) weights. The next lemma
shows that for large r the geodesic pi0,tξNu is very likely to intersect Cξm,t.
Lemma 4.4. For 0 ă δ, ε ă 13 , there exists a finite constant C “ Cpδ, εq such that the following
holds for all N ě 1 and 1 ď r ă
?
ε
2p1`?εqN
1{3: for any direction ξ “ pξ1, 1 ´ ξ1q P se2, e1r such that
ξ1 P
“
ε
1`ε ,
1
1`ε
‰
and any i P JδNξ1, p1´ δqNξ1K,
(4.17) P
`
pi0,tNξu X Cξi,r “ ∅
˘ ď Cr´3.
Proof. Abbreviate p “ pp1, p2q “ tξN u. The proof shows that with high probability pi0,p is captured
between two geodesics of stationary LPP processes, and then controls the probability that these
geodesics deviate from the ξ-ray. Figure 4.1 illustrates the proof.
Take ρ‹ “ ρpξq ` rN´ 13 and ρ‹ “ ρpξq ´ rN´ 13 with characteristic directions ξ‹ “ ξpρ‹q and
ξ‹ “ ξpρ‹q. The upper bound on r guarantees that ρ‹, ρ‹ P rε1, 1´ε1s. Let ν‹ be the geodesic of Gρ‹0,p
and ν‹ the geodesic of Gρ‹0,p. We couple the weights of the three LPP processes as follows. The bulk
weights tωxux PZ2ą0 are the same for each LPP process. On the axes we couple so that, for i, j ě 1,
(4.18) ωie1 ď Iρ‹ie1 ^ Iρ
‹
ie1
and ωje2 ď Jρ‹je2 ^ Jρ
‹
je2
.
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p
y
0
⌫‹
⌫‹
⇡0,p
Rro
1
Figure 4.1. Illustration of the proof of Lemma 4.4. On the event tZρ‹0,p ă 0, Zρ
‹
0,p ą 0u,
geodesic ν‹ exits off the y-axis and ν‹ off the x-axis. Dashed straight lines: r0, ps is the ray
in direction ξ, r0, ros in direction ξ‹. With high probability the geodesics ν‹ and ν‹ sandwich
the geodesic pi0,p, while not wandering too far from the ξ-directed ray.
We develop estimates to control the location of ν‹. Similar reasoning applies to ν‹. The mean value
theorem applied to the function ξ2{ξ1 “ p ρ1´ρq2 shows that there exist constants C1pε, δq, C2pε, δq ą 0
such that
C1rN
2
3 ď
ˆ
ξ2
ξ1
´ ξ‹2
ξ‹1
˙
i ď C2rN 23 for i P JδN,NK.(4.19)
Given α P rδξ1, p1 ´ δqξ1s define the point ro “ p tαN u , tαNξ‹2{ξ‹1u q on the ξ‹-ray. Let Gρ‹,r0sro, p
be the stationary LPP process on the rectangle R “ Jro, pK with boundary weights on the south and
west sides given for i, j ě 1 by
I
ρ‹,r0sro`ie1 “ Gρ‹0,ro`ie1 ´Gρ‹0,ro`pi´1qe1 and Jρ‹,r0sro`je2 “ Gρ‹0,ro`je2 ´Gρ‹0,ro`pj´1qe2 .
Superscript r0s indicates that the boundary weights come from Gρ‹0,‚. By Lemma B.3, the crossing
point of the geodesic ν‹ through the south and west boundary of R is the exit point of the geodesic
of G
ρ‹,r0sro, p from that boundary. By (4.19) 
ν‹ X CξtαNu, 2C2r “ ∅
( Ă  ν‹ X Jro, ro` 2C2rN 23 e2K “ ∅(
Ă  Zρ‹, r0sro,p R J´2C2rN 23 , 0K(.
From this,
(4.20)
P
`
ν‹ X CξtαNu, 2C2r “ ∅
˘ ď P`Zρ‹ro,p R J´2C2rN 23 , 0K˘
“ P`Zρ‹ro,p ą 0˘` P`Zρ‹ro,p ă ´2C2rN 23 ˘.
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(The superscript r0s can be dropped from Zρ‹,r0sro,p in probability statements because it makes no
difference to the distribution.) We show that the last two probabilities are small. Let
y “ p2 ´ ξ‹2
ξ‹1
Nξ1
be the vertical distance between the rays ξ and ξ‹ along the east boundary of R. By (4.19),
C1rN
2
3 ď y ď C2rN 23 .
Since p ´ ye2 ´ ro points in the characteristic direction of ρ‹, the bounds below follow from (4.14)
and (4.6) for a constant C “ Cpε, δq, uniformly for ξ1 P
“
ε
1`ε ,
1
1`ε
‰
and α P rδξ1, p1´ δqξ1s:
PpZρ‹ro,p ą 0q ď Cr´3
and (with first an application of Lemma B.4),
PpZρ‹ro,p ă ´2C2rN 23 q “ P`Zρ‹ro,p´tyue2 ă ´2C2rN 23 ` tyu ˘
ď PpZρ‹ro,p´tyue2 ă ´C2rN 23 q ď Cr´3.
Substituting this into (4.20) gives a constant Cpε, δq independent of ξ, α such that
Ppν‹ X CξtαNu, 2C2r “ ∅q ď Cr´3.
Similarly one shows that
Ppν‹ X CξtαNu, 2C2r “ ∅q ď Cr´3.
Combining the bounds above with Corollary 4.3 gives the next estimate, still with a constant Cpε, δq
independent of ξ, α:
P
 
Zρ‹0,p ă 0, Zρ
‹
0,p ą 0, ν‹ X CξtαNu, 2C2r ‰ ∅, ν‹ X C
ξ
tαNu, 2C2r ‰ ∅
( ě 1´ Cr´3.
The proof of the lemma is complete once we show that the event above implies the complement
of (4.17), namely, that
(4.21)
 
Zρ‹0,p ă 0, Zρ
‹
0,p ą 0, ν‹ X CξtαNu, 2C2r ‰ ∅, ν‹ X C
ξ
tαNu, 2C2r ‰ ∅
(
Ă  pi0,p X CξαN, 2C2r ‰ ∅(.
The inclusion (4.21) holds because conditions Zρ‹0,p ă 0, Zρ
‹
0,p ą 0 imply that the geodesic pi0,p runs
between geodesics ν‹ and ν‹, with ν‹ above pi0,p and ν‹ below and to the right of pi0,p. This is where
the coupling (4.18) comes in. We argue one of the two cases, namely
(4.22) Zρ
‹
0,p ą 0 implies that pi0,p never goes strictly to the right of ν‹.
Let n “ |p|1 so that the geodesics end at pi0,pn “ ν‹n “ p. Suppose claim (4.22) fails, so that at some
index k, pi0,pk “ ν‹k “ z but ν‹k`1 “ z ` e2 while pi0,pk`1 “ z ` e1. Zρ
‹
0,p ą 0 implies that k ě 1 and
z ` e2 lies in the bulk Zą0. Since pirk`1,ns did not follow the bulk path ν‹rk`1,ns, the bulk weight of
pirk`1,ns must be strictly larger than that of ν‹rk`1,ns. But now the first inequality of (4.18) guarantees
that path segment ν‹rk`1,ns is inferior to pirk`1,ns also for the stationary LPP value Gρ
‹
0,p. Thus the
separation did not happen. 
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o
p0, Nq
p0,´N2{3q
p0, N2{3q
I
Z
⇢‹poq
o,´N2{3e2
Z
⇢‹poq
o,N2{3e2
1
Figure 5.1. Lemma 5.1. For large r, the exit point Zρ
‹poq
o,tN2{3ue2 is far to the right from o on
the scale N2{3. By the uniqueness of finite geodesics, the same holds for Zρ
‹poq
o,x for all x P I.
Similarly for exit points Z
ρ‹poq
o,x above o.
5. No bi-infinite geodesic away from the axes
This section proves Theorem 2.1. Recall the southwest boundary part BN “ pt´NuˆJ´N,´εNK qY
pJ´N,´εNKˆt´Nuq from (2.1). The parameter ε ą 0 stays fixed now and hence will be suppressed
from some notation. As in (4.2), a point o “ po1, o2q P BN is associated with its direction vector
ξpoq “ pξ1poq, 1´ ξ1poqq P se2, e1r and rate parameter ρpoq P p0, 1q through the relations
ξpoq “
ˆ
o1
o1 ` o2 ,
o2
o1 ` o2
˙
“
ˆ p1´ ρpoqq2
p1´ ρpoqq2 ` ρpoq2 ,
ρpoq2
p1´ ρpoqq2 ` ρpoq2
˙
(5.1)
and
ρpoq “
a|o2|a|o1| `a|o2| “
a
1´ ξ1poqa
ξ1poq `
a
1´ ξ1poq
.(5.2)
For all o P BN we have the bounds
ξpoq P
”´ ε
1` ε,
1
1` ε
¯
,
´ 1
1` ε,
ε
1` ε
¯ı
and
?
ε
1`?ε ď ρpoq ď
1
1`?ε.
The proof uses LPP values from points of BN to the vertical segment I “ t0uˆ J´N 23 , N 23 K. This
latter is indexed by I “ J´N 23 , N 23 K. For o P BN , let
ρ‹poq “ ρpoq ´ rN´ 13 and ρ‹poq “ ρpoq ` rN´ 13
and consider the stationary LPP processes Gρ
‹
o,‚ and G
ρ‹
o,‚ based at o. The next lemma shows that a
large enough r forces the exit point of Gρ
‹
o,x to the x-axis and that of G
ρ‹
o,x to the y-axis, arbitrarily
far on the N2{3 scale, with a probability bound that is uniform over o P BN and x P I. See Figure
5.1 for an illustration.
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Lemma 5.1. For 0 ă ε ă 1 there exist finite positive constants C0pεq, C1pεq such that, whenever d
and r satisfy
(5.3) 1 ď d ď 12εN1{3 and C0pεqd ď r ď
?
ε
2p1`?ε qN
1{3,
the following bounds hold for all N ě 1, x P I, and o P BN :
(5.4) P
 
Zρ‹poqo,x ě ´dN2{3
( ď C1pεqr´3
and
(5.5) P
 
Zρ
‹poq
o,x ď dN2{3
( ď C1pεqr´3,
where ρ‹poq “ ρpoq ´ rN´ 13 and ρ‹poq “ ρpoq ` rN´ 13 .
Proof. The upper bound r ď
?
ε
2p1`?ε qN
1{3 guarantees that ρ‹poq, ρ‹poq P rε1, 1´ ε1s for all ρpoq and
hence the estimates from the increment-stationary CGM apply.
We prove (5.5). (5.4) is similar. Represent o P BN, ε as o “ ´paN, bNq where a _ b “ 1 and
a^ b P rε, 1s. Abbreviate ρ “ ρpoq and ρ‹ “ ρ‹poq. Then a{b “ p1´ρρ q2.
Uniqueness of geodesics forces the o to tN2{3ue2 geodesic to stay above the o to x P I geodesic.
Then apply Lemma B.3 and translate o to the origin 0 to deduce:
(5.6)
P
 
Zρ
‹
o,x ď dN2{3
( ď P Zρ‹
o, tN2{3ue2
ď dN2{3( “ P Zρ‹
o, tN2{3ue2´tdN2{3ue1 ď ´1
(
“ P Zρ‹
0, paN´tdN2{3u, bN`tN2{3uq ď ´1
(
.
Define a new scaling parameter M by
aN ´ dN2{3 “Mξ1pρ‹q.
The assumption d ď 12εN1{3 ď 12aN1{3 guarantees that M ą 0.
To apply (4.15) to the last probability in (5.6), we bound the deviation of bN ` tN2{3u from the
characteristic point Mξ2pρ‹q.
Mξ2pρ‹q ´ bN ´ tN2{3u ěMξ2pρ‹q ´ bN ´N2{3
“ paN ´ dN2{3q
ˆ
ρ‹
1´ ρ‹
2˙
´ aN
ˆ
ρ
1´ ρ
2˙
´ N2{3
“ N2{3
ˆ
ar
ρ‹ ` ρ´ 2ρρ‹
p1´ ρ‹q2p1´ ρq2 ´ d
´ ρ‹
1´ ρ‹
2¯ ´ 1
˙
“M2{3 ¨ αrρ
‹s2{3p1´ ρ‹q4{3
pa´ dN´1{3q2{3 ¨
arpρ‹ ` ρ´ 2ρρ‹q ´ dpρ‹q2p1´ ρq2 ´ p1´ ρ‹q2p1´ ρq2
p1´ ρ‹q2p1´ ρq2 .
The above followed from definitions (4.2) and (4.3). Next bound the last line from below. The
assumption r ď
?
ε
2p1`?ε qN
1{3 guarantees that
ρ‹ ` ρ´ 2ρρ‹ ě c6pεq
for a positive constant c6pεq whose precise value is immaterial. Use additionally αrρ‹s ě 1, a ě ε
and d ě 1 to get the lower bound
Mξ2pρ‹q ´ bN ´ tN2{3u ěM2{3pc6pεqεr ´ 2dq ěM2{3c7pεqr
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where the last inequality follows from assuming r ě 4dc6pεq´1ε´1 ” C0pεqd and defining c7pεq
suitably. Returning to (5.6), we have
P
 
Zρ
‹
o,x ď dN2{3
( “ P Zρ‹
0, paN´tdN2{3u, bN`tN2{3uq ď ´1
(
ď P Zρ‹
0, p tMξ1pρ‹qu, tMξ2pρ‹qu´tM2{3r c7pεqu q ď ´1
( ď C1pεqr´3.
The last inequality comes from (4.15). The constant κ in (4.15) can be fixed at 2 and ignored. 
We introduce a pair of parameters d “ pd1, d2q P Z2ě1 that control coarse graining on the scale
N2{3, d1 on the southwest portion of the boundary of the square J´N,NK2 and d2 on the northeast
part. For o P BN let
Io,d “ tu P BN : |u´ o|1 ď 12d1N
2
3 u(5.7)
and
(5.8) oc “ the unique minimal point of Io,d in the coordinatewise partial order on Z2.
For an illustration of o, oc and Io,d see Figure 5.2.
For a given point o P BN , we compare the LPP processes Gu,‚ from initial points u P Io,d with
increment-stationary LPP processes Gρ‹oc,‚ and G
ρ‹
oc,‚ with base point oc and parameters
ρ‹ “ ρpocq ´ rN´ 13 and ρ‹ “ ρpocq ` rN´ 13 ,
assumed to satisfy ρ‹, ρ‹ P p0, 1q. The weights on the boundaries with corner at oc are coupled as
in (4.18): for i, j ě 1,
(5.9) ωoc`ie1 ď Iρ‹oc`ie1 ^ Iρ
‹
oc`ie1 and ωoc`je2 ď Jρ‹oc`je2 ^ Jρ
‹
oc`je2 .
Associated to these LPP processes are vertical increment variables on the y-axis. We are concerned
now only on the range j P I, so the increment variables below are well-defined once ´εN ă ´N2{3.
For u P Io,d and ρ P tρ‹, ρ‹u, let
Juj “ Gu,je2 ´Gu,pj´1qe2 and Jρj “ Gρoc,je2 ´Gρoc,pj´1qe2 , j P I.
Define the event
(5.10) Ao,d “
!
Zρ‹
oc,´rN2{3se2 ă ´d1N
2
3 , Zρ
‹
oc,rN2{3se2
ą d1N 23
)
.
Lemma 5.2. Let N ě N0pεq so that the increment variables are well-defined for j P I. On the event
Ao,d we have the inequalities
(5.11) Jρ
‹
j ď Juj ď Jρ‹j @j P I, u P Io,d.
There exists a constant Cpεq such that, whenever pd1, rq satisfy (5.3), then
(5.12) P
`
Aco,d
˘ ď C1pεqr´3 for all o P BN .
Proof. We prove the second inequality of (5.11). The first one comes analogously.
Let rGx,y be the LPP process on the quadrant oc ` Z2ě0 that uses weights rω defined by rωoc`je2 “
Jρ‹oc`je2 for j ě 1, rωoc “ 0, and rωoc`x “ ωoc`x for x ¨ e1 ą 0.
Suppose first that u “ oc ` `e2 for some ` ě 0. The uniqueness of finite geodesics together with
the first inequality of the event Ao,d implies that Z
ρ‹
oc,x ă ´d1N 23 for all x P I. Hence both u and
u` e2 lie on the geodesic of Gρ‹oc,x for all x P I. Consequently
Gρ‹oc,x`e2 ´Gρ‹oc,x “ rGu,x`e2 ´ rGu,x.
Lemma B.1 gives the inequality rGu,x`e2 ´ rGu,x ě Gu,x`e2 ´Gu,x.
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The other case is that u “ oc ` ke1 for some k ě 1. Then Gρ‹oc,x “ rGoc,x and Gu,x “ rGu,x. This
time the conclusion follows from Lemma B.2.
Bound (5.12) comes from Lemma 5.1. 
Next we perform the analogous construction in the northeast quadrant. As in (2.2), pBN “ tNu ˆJεN,NK Y JεN,NK ˆ tNu. A point po “ ppo1, po2q P pBN is associated with a density ρppoq P p0, 1q and
a direction ξppoq P se2, e1r through the relations (5.1)–(5.2). For x, y P Z2 such that x ď y define a
reversed last-passage process pGy,x “ Gx,y in terms of the i.i.d. Exp(1) ω-weights.
For each parameter value ρ P p0, 1q, analogously with (3.1)–(3.2), we define stationary last-passage
percolation processes pGρpo,‚ on the southwest quadrant po ` Z2ď0. Let tpIρpo´ie1uiPZą0 and t pJρpo´je2ujPZą0
be mutually independent boundary weights on the north and east, with marginal distributionspIρpo´ie1 „ Expp1 ´ ρq and pJρpo´je2 „ Exppρq, independent of the boundary variables Iρo`ie1 , Jρo`je2
in the southwest quadrant. Put pGρpo, po “ 0 and on the boundaries
(5.13) pGρpo, po´ke1 “ kÿ
i“1
pIρpo´ie1 and pGρpo, po´le2 “ lÿ
j“1
pJρpo´je2 .
Then in the bulk for x “ px1, x2q P po` Z2ă0,
(5.14) pGρpo, x “ max1ďkďpo1´x1
! kÿ
i“1
pIρpo´ie1 ` pG po´ke1´e2, x)ł max1ď`ďpo2´x2
! ÿ`
j“1
pJρpo´je2 ` pG po´`e2´e1, x).
For a southwest endpoint p P po` Z2ă0, let pZρpo,p be the signed exit point of the geodesic ppiρ,po,p‚ of pGρpo,p
from the north and east boundaries of po` Z2ď0. Precisely,
pZρpo, x “
$’&’%
arg max
kě1
 řk
i“1 pIρpo´ie1 ` pG po´ke1´e2, x(, if ppiρ,po, x1 “ po´ e1,
´arg max
`ě1
 ř`
j“1 pJρpo´je2 ` pG po´`e2´e1, x(, if ppiρ,po, x1 “ po´ e2.(5.15)
For po P pBN let pIpo,d “  v P pBN : |v ´ po|1 ď 12d2N2{3(
and (with a illustration in Figure 5.2),
(5.16) poc “ the unique maximal point of pIpo,d in the coordinatewise partial order on Z2.
Define again parameters
ρ‹ “ ρppocq ´ rN´ 13 and ρ‹ “ ρppocq ` rN´ 13 .
Define increment variables on the vertical edges tpx` e1, x` e1 ` e2q : x P Iu shifted by e1 from I.
For v P pIpo,d, j P I, and ρ P tρ‹, ρ‹u, letpJvj “ pGv,e1`pj´1qe2 ´ pGv,e1`je2 and pJρj “ pGρpoc, e1`pj´1qe2 ´ pGρpoc, e1`je2 .
Define the event
(5.17) Bpo,d “ ! pZρ‹poc,N2{3e2`e1 ă ´d2N 23 , pZρ‹poc,´N2{3e2`e1 ą d2N 23).
We have this analogue of Lemma 5.2.
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Lemma 5.3. Let N ě N0pεq so that the increment variables are well-defined for j P I. On the event
Bpo,d we have the inequalities
(5.18) pJρ‹j ď pJvj ď pJρ‹j @j P I, v P pIpo,d.
There exists a constant Cpεq such that, whenever pd2, rq satisfy (5.3), then
(5.19) P
`
Bcpo,d˘ ď C1pεqr´3 for all po P pBN .
Let o P BN , po P pBN and consider LPP from points u P Io,d to the interval I on the y-axis and
reverse LPP from points v P pIpo,d to the shifted interval e1` I. Abbreviate λ‹ “ ρ‹ppocq, λ‹ “ ρ‹ppocq
and ρ‹ “ ρ‹pocq , ρ‹ “ ρ‹pocq.
A given sequence of steps tXju defines a two-sided walk SpXq by
SnpXq “
$’&’%
řn
j“1Xj n ě 1
0 n “ 0
´ř0j“n`1Xj n ă 0.
Use this notation to define three random walks indexed by the edges tpp0, jq, p1, jqq : j P Iu that run
along the y-axis. The steps are defined by
Xu,vj “ Juj ´ pJvj , Y 1j “ Jρ‹j ´ pJλ‹j , and Yj “ Jρ‹j ´ pJλ‹j .
The corresponding walks are denoted by
Su,v “ SpXu,vq, S 1 “ SpY 1q, and S “ SpY q.
Recall the events defined in (5.10) and (5.17).
Lemma 5.4. The processes
(5.20) tS 1m : m P J´N2{3,´1K u and tSn : n P J1, N2{3K u are independent.
On the event Ao,d XBpo,d, for all u P Io,d and v P pIpo,d,
(5.21)
Sn ď Su,vn ď S 1n for n P J1, N2{3K
and S
1
n ď Su,vn ď Sn for n P J´N2{3,´1K.
Proof. The independence of the stationary LPP processes defined on the southwest and northeast
quadrants implies that the processes tJρ‹j , Jρ
‹
j ujPI and t pJλ‹j , pJλ‹j ujPI are independent of each other.
Theorem 3.1(i) implies that within these processes, tJρ‹j ujď0 and tJρ
‹
j ujě1 are independent, as
are t pJλ‹j ujě1 and t pJλ‹j ujď0. (Note the switch in the direction of indexing: since the geodesics ofpGpocpoc,‚ proceed southwest instead of northeast, application of Theorem 3.1 requires reversal of lattice
directions.)
Inequalities (5.21) come from the inequalities (5.11) and (5.18). 
Next observe that the walk Su,vpXq controls the edge along which the geodesic piu,v steps away
from the y-axis.
Gu,v “ sup
u2ďnďv2
 
Gu,p0,nq ` pGv,p1,nq(
“ sup
u2ďnďv2
 
Gu,p0,0q ` rGu,p0,nq ´Gu,p0,0qs ` pGv,e1 ´ r pGv,p1,0q ´ pGv,p1,nqs(
“ sup
u2ďnďv2
tGu,p0,0q ` pGv,p1,0q ` Su,vn u.
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In consequence,
(5.22)
for u P Io,d and v P pIpo,d, the geodesic piu,v goes along the edge pp0, jq, p1, jqq
if and only if j “ arg max
u2ďnďv2
tSu,vn u,
that is, if and only if the almost surely unique maximum of Su,vn is taken at n “ j.
Let o P BN and po “ ´o P pBN as in Figure 5.2. Let oc P Io,d be defined by (5.8) and poc P pIpo,d by
(5.16). We will take d1 ‰ d2, so poc ‰ ´oc. For u P Io,d and v P pIpo,d define the event
Uu,v “ tgeodesic piu,v uses edge pp0, 0q, p1, 0qqu.(5.23)
Lemma 5.5. Let r “ N 215 and d “ p1, N 18 q. There exist constants Cpεq, N0pεq such that for all
o P BN and N ě N0pεq,
P
ˆ ď
u P Io,d, v P pIpo,d
Uu,v
˙
ď CpεqN´2{5.(5.24)
Proof. Fix o P BN . For any u P Io,d, v P pIpo,d, by (5.22),
Uu,v Ď
!
sup
0ălďN2{3
Su,vl ă 0
)
X
!
sup
´N2{3ďlă0
Su,vl ă 0
)
.
By Lemma 5.4, on the event Ao,d XBpo,d,ď
u P Io,d, v P pIpo,d
!
sup
0ălďN2{3
Su,vl ă 0
)
Ď
!
sup
0ălďN2{3
Sl ă 0
)
and
ď
u P Io,d, v P pIpo,d
!
sup
´N2{3ďlă0
Su,vl ă 0
)
Ď
!
sup
´N2{3ďlă0
S
1
l ă 0
)
.
Thus on the event Ao,d XBpo,d,ď
u P Io,d, v P pIpo,d
Uu,v Ď
!
sup
0ălďN2{3
Sl ă 0
)
X
!
sup
´N2{3ďlă0
S
1
l ă 0
)
.
By the independence claim of Lemma 5.4,
P
´ ď
u P Io,d, v P pIpo,d
Uu,v
¯
ď P
´
sup
0ălďN2{3
Sl ă 0
¯
P
´
sup
´N2{3ďlă0
S
1
l ă 0
¯
` P`Aco,d YBcpo,d˘.(5.25)
Let ρ “ ρpocq and λ “ ρppocq. Since ρppoq “ ρpoq, there is a constant Cpεq such that, for N ě 1,
(5.26) |ρ´ λ| ď Cpεqpd2 ` d1qN´ 13 ď CpεqN´5{24.
Each step of the random walk S on J1, N 23 K is the difference of independent exponential random
variables with parameters ρ‹ “ ρ`rN´ 13 and λ‹ “ λ´rN´ 13 . Similarly, each step of the random walk
S
1
on J´N2{3,´1K is the difference of independent exponential random variables with parameters
ρ‹ “ ρ ´ rN´ 13 and λ‹ “ λ ` rN´ 13 . Take r “ N 215 . Then for N ě N0pεq, we have ρ‹ ą λ‹. (By
(5.26) we can take N0pεq “ Cpεq120.) Inequality (C.2) with α “ ρ‹ and β “ λ‹ gives the bound
(5.27)
P
ˆ
sup
0ălďN2{3
Sl ă 0
˙
ď C
N
1
3
ˆ
1´
ˆ
ρ´ λ` 2rN´ 13
ρ` λ
˙2 ˙N2{3
` ρ´ λ` 2rN
´ 1
3
ρ` rN´ 13
ď C
N
1
3
ˆ
1´
ˆ
ρ´ λ` 2rN´ 13
ρ` λ
˙2 ˙N2{3
` Cpd1 ` d2 ` rqN´ 13 .
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Io,d
oc
o
pocpopIo,dpF1po,d
pF2po,d
Io,doc
o
pocpopIo,d
pF1po,d
pF2po,d
Figure 5.2. The square J´N,NK2 with two possible arrangements of the segments Io,d,pIo,d and pFpo,d “ pF1po,d Y pF2po,d on the boundary of the square. In both cases po “ ´o.
With r “ N 215 and d “ pd1, d2q “ p1, N 18 q, the last line is dominated by the last term. Thus there is
a constant C3pεq ą 0 not depending on o, such that
P
´
sup
0ălďN2{3
Sl ă 0
¯
ď C3N´ 15 .(5.28)
Similarly one shows that
P
´
sup
´N2{3ďlă0
S
1
l ă 0
¯
ď C3N´ 15 .(5.29)
With r “ N 215 , (5.12) and (5.19) give for N ě N0pεq
P
`
Aco,d YBcpo,d˘ ď Cr´3 “ CN´ 25 .(5.30)
To complete the proof, substitute (5.28), (5.29) and (5.30) into (5.25). 
Remark 5.6. In the proof above we can observe where the optimal estimate is lost. Namely, if the
probability P
`
Aco,d YBcpo,d˘ could be ignored in (5.25), we could take r and d2 to be constants. This
would result in the bound C3N
´1{3 in (5.28) and (5.29). The end result would be an upper bound
of order N´2{3 on the probability that two opposite blocks of size N2{3 are connected by a geodesic
through the origin. Since geodesics fluctuate on the scale N2{3, this is the expected order.
Let o P BN and po “ ´o be as before above Lemma 5.5. For d “ pd1, d2q setpFpo,d “ tv P pBN : |po´ v|1 ą 12d2N 23 u(5.31)
Lemma 5.7. Let d “ p1, N 18 q. There are finite constants Cpεq and N0pεq such that, for any N ě
N0pεq and o P BN ,
(5.32) P
´ ď
u P Io,d, v P pFpo,d
Uu,v
¯
ď CpεqN´ 38
Proof. Define the sets of boundary points
B pFpo,d “ tv P pFpo,d : Du P pIpo,d such that v „ uu(5.33)
BIo,d “ tv P Io,d : Du P BNzIo,d such that v „ uu,(5.34)
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where v „ u means that v and u are adjacent in the graph Z2. Their cardinalities satisfy 1 ď
|B pFpo,d| ď |BIo,d| ď 2. (For example, B pFpo,d is a singleton if pIpo,d contains one of the endpoints
pN, tεN uq or ptεN u, Nq of pBN .) We denote the points of B pFpo,d by q1, q2 and those of BIo,d by h1, h2,
labeled so that these inequalities are satisfied:
q11 ď po1 ď q21, q12 ě po2 ě q22
h11 ě o1 ě h21, h12 ď o2 ď h22.
Geometrically, starting from the north pole p0, Nq and traversing the boundary of the squareJ´N,NK2 clockwise, we meet the points (those that exist) in this order: q1 Ñ poÑ q2 Ñ h1 Ñ oÑ h2
(Figure 5.3).
For points u P BN , v P pBN let
Pu,vm “ piu,v X
 
x P Z2 : x1 “ m
(
be the intersection of the geodesic piu,v with the vertical line at x1 “ m. For t ą 0 let
(5.35) Du,vm,t “
!
inf
p“pp1, p2q PPu,vm
ˇˇˇ
u2 ` v2 ´ u2
v1 ´ u1 pm´ u1q ´ p2
ˇˇˇ
ą t
)
.
be the event that along this vertical line the geodesic piu,v deviates by distance at least t from the
straight line segment from u to v. We now show that the event in (5.32) implies that one of the
geodesics pi h
i, qi deviates by at least order d2N
2{3 from the straight line segment rhi, qis.
For o P BN , u P BIo,d and v P B pFpo,d decompose as u “ o` eu and v “ po` ev. These vectors satisfy
(5.36) |eu|1 ď 12d1N
2
3 , |ev|1 ě 12d2N
2
3 , |ev1| _ |ev2| ď 2p1´ εqN, and ev1ev2 ď 0.pFpo,d is the union of two disjoint pieces separated by pIpo,d, one of which can be empty. pF1po,d is to the
left and above pIpo,d separated from pIpo,d by the point q1. pF2po,d is to the right and below pIpo,d separated
from pIpo,d by the point q2. They can be expressed as follows:pF1po,d “ tv P pFpo,d : ev1 ď 0 ď ev2u and pF2po,d “ tv P pFpo,d : ev2 ď 0 ď ev1u.
Decompose the point appearing in (5.35) suitably, using vi´ui “ poi`evi ´poi`eui q “ ´2oi`evi ´eui .
u2 ` v2 ´ u2
v1 ´ u1 pm´ u1q “ o2 ´
v2 ´ u2
v1 ´ u1 o1 ` e
u
2 ` v2 ´ u2v1 ´ u1 pm´ e
u
1q
“ o2e
v
1 ´ o1ev2
v1 ´ u1 ´
o2e
u
1 ´ o1eu2
v1 ´ u1 ` e
u
2 ` v2 ´ u2v1 ´ u1 pm´ e
u
1q.(5.37)
The first term on the last line is of order Θpd2N2{3q because there is no cancellation in the numerator.
It is positive if v P pF1po,d and negative if v P pF2po,d. This term dominates because d2 ąą d1.
From the calculation above we bound signed vertical distances from the x-axis to the line segment
ru, vs. In addition to (5.36), we utilize ´N ď oi ď ´εN , 2Nε ď vi ´ ui ď 2N and the slope bound
ε ď v2´u2v1´u1 ď ε´1.
First for u P Io,d and v P pF1po,d we bound below the positive distance from the origin to ru, vs so
we take m “ 0. The eu-terms on line (5.37) are collected together into a single error term.
(5.38)
u2 ` v2 ´ u2
v1 ´ u1 p´u1q ě
εN |ev|1
2N
´
´ N
2Nε
` 1` ε´1
¯
|eu|1
ě 14εd2N
2
3 ´ 2ε´1d1N 23 ě 18εd2N
2
3 .
In the last inequality we used pd1, d2q “ p1, N1{8q and took N ě p16ε´2q8.
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Io,d
h1
h2 u
pIo,d
pF1po,d
⇡u,v
⇡h
1, q1
v
q1
q2
1
Figure 5.3. Case (i) in the proof of Lemma 5.7. The geodesic piu,v connects Io,d and pF1po,d
through the edge pp0, 0q, p1, 0qq. The geodesic pi h1, q1 lies below piu,v and hence well below the
rh1, q1s line segment (dashed line).
For u P Io,d and v P pF2po,d we bound above the negative distance from the point p1, 0q to ru, vs and
hence take m “ 1:
(5.39)
u2 ` v2 ´ u2
v1 ´ u1 p1´ u1q ď ´
εN |ev|1
2N
`
´ N
2Nε
` 1` ε´1
¯
|eu|1 ` ε´1
ď ´14εd2N
2
3 ` 3ε´1d1N 23 ď ´18εd2N
2
3 .
Now suppose that for some u P Io,d and v P pFpo,d the geodesic piu,v goes through the edge
pp0, 0q, p1, 0qq. We have two cases.
(i) If v P pF1po,d, then the geodesic pi h1, q1 stays below and to the right of piu,v because both its
endpoints are below and to the right of the endpoints of piu,v. Then (5.38) with u “ h1 and
v “ q1 shows that at x-coordinate x “ 0 the geodesic pi h1, q1 deviates from the straight line
segment rh1, q1s by at least 18εd2N
2
3 . This case is illustrated in Figure 5.3.
(ii) If v P pF2po,d, then the geodesic pi h2, q2 stays above and to the left of piu,v. Now (5.39) with u “ h2
and v “ q2 shows that at x-coordinate x “ 1 the geodesic pi h2, q2 deviates from the straight line
segment rh2, q2s by at least 18εd2N
2
3 .
Put cases (i) and (ii) together and apply Lemma 4.4:
P
ˆ ď
u P Io,d, v P pFpo,d
Uu,v
˙
ď P`Dh1, q1
0, C1pεqd2N2{3 YD
h2, q2
1, C1pεqd2N2{3
˘ ď Cpεqd´32 “ CpεqN´ 38 .(5.40)
The proof is complete. 
Lemma 5.8. There is a constant Cpεq such that for any o P BN ,
P
´ ď
u P Io,d, v P pBN
Uu,v
¯
ď CpεqN´ 38(5.41)
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Proof. Since pBN “ pIpo,d Y pFpo,d,
P
´ ď
u P Io,d, v P pBN
Uu,v
¯
ď P
´ ď
u P Io,d, v P pFpo,d
Uu,v
¯
` P
´ ď
u P Io,d, v P pIpo,d
Uu,v
¯
(5.42)
and Lemmas 5.5 and 5.7 give the claimed bound. 
We come to the final step of the proof that geodesics that connect BN and pBN through the origin
are rare. Recall the event WN, ε defined in (2.3).
Proof of Theorem 2.1. A geodesic through the origin takes after that either an e1 or an e2 step. By
symmetry it suffices to control only one case. We prove
(5.43) P
´ ď
u P BN , v P pBN
Uu,v
¯
ď CpεqN´ 124
for the event Uu,v defined in (5.23). As before, d “ p1, N 18 q. To coarse graine BN let
ON “ BN X
´ p´N ` id1tN 23 u ,´Nq(iPZě0 ď  p´N,´N ` jd1tN 23 uq(jPZě0¯.
Then decompose ď
u P BN , v P pBN
Uu,v Ď
ď
o PON
ď
u P Io,d, v P pBN
Uu,v.
As |ON | ď Cpεqd´11 N1´
2
3 “ CpεqN 13 , a union bound and Lemma 5.8 give (5.43):
P
´ ď
u P BN , v P pBN
Uu,v
¯
ď
ÿ
o PON
P
´ ď
u P Io,d, v P pBN
Uu,v
¯
ď CpεqN 13N´ 38 “ CpεqN´ 124 . 
6. No nontrivial axis-directed geodesic
First we complete the proof of Theorem 2.2 with the lemma below and then prove the lemma.
Lemma 6.1. Let ηk “ pηk,1, 1´ ηk,1q P se2, e1r be a monotone sequence of directions such that η1,1 ă
η2,1 ă ¨ ¨ ¨ ă ηk,1 ă ¨ ¨ ¨ and limkÑ8 ηk “ e1. Let wn,k “ wpn, kq “ ptnηk,1u, n ´ tnηk,1uq P Z2ą0 be
lattice points such that limnÑ8 n´1wn,k “ ηk for each k. Then
(6.1) lim
kÑ8 limnÑ8
“
G0,wpn,kq ´Ge2,wpn,kq
‰ “ 8 P-almost surely.
Proof of Theorem 2.2. It is enough to prove the case e1 for x “ 0.
Fix ηk and wn,k as in Lemma 6.1 and let Ω0 be the event of full probability on which (6.1) holds.
Fix ω P Ω0 and suppose that at this ω there is a semi-infinite geodesic pi “ tpinunPZě0 such that
pi0 “ 0, pi` “ p`´ 1, 1q for some ` ě 1, and limnÑ8 n´1pin ¨ e2 “ 0. We derive a contradiction.
By connecting e2 “ p0, 1q to the point pi` “ p` ´ 1, 1q (now fixed) with a horizontal path, we get
the lower bound
Ge2,pin ě
`´1ÿ
i“0
ωpi,1q `Gpi``1,pin for n ą `.
That pi is a geodesic from pi0 “ 0 implies G0,pin “ G0,pi` `Gpi``1,pin for n ą `. Thus
(6.2) G0,pin ´Ge2,pin ď G0,pi` ´
`´1ÿ
i“0
ωpi,1q for all n ą `.
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0
1´ ηk,1
ηk,1
s
Figure 6.1. When the geodesic is forced to go downward from the northeast corner, the
geodesic chooses the distance s on the east side to maximize the sum of Exppλkq weights on
the east side and the bulk LPP value between the origin and the point pηk,1, 1´ ηk,1 ´ sq.
By the assumptions limn´1pin ¨ e2 “ 0 and ηk P se2, e1r, and by the crossing lemma, for each k there
are infinitely many indices n such that
G0,pin ´Ge2,pin ě G0,wn,k ´Ge2,wn,k .
Hence for each k,
lim
nÑ8rG0,pin ´Ge2,pins ě limnÑ8rG0,wn,k ´Ge2,wn,ks.
Limit (6.1) now contradicts (6.2) because the right-hand side of (6.2) is fixed and finite. 
Proof of Lemma 6.1. Let r ă 8 and begin by bounding as follows:
(6.3) P
 
lim
kÑ8 limnÑ8
“
G0,wpn,kq ´Ge2,wpn,kq
‰ ě r( ě lim
kÑ8 P
 
lim
nÑ8
“
G0,wpn,kq ´Ge2,wpn,kq
‰ ą r(.
We show that the last probability converges to one as k Ñ8.
Choose parameters λk so that
(6.4) 1 ą λk ą ρpηkq “
a
1´ ηk,1a
1´ ηk,1 `?ηk,1 .
Define the reverse stationary LPP processes pGλkwpn,kq,x for x P wn,k ` Z2ă0 as in (5.13)–(5.14), with
parameter λk and northeast base point wn,k. As before, for x P wn,k ` Z2ă0, letpJλkwpn,kq,x “ pGλkwpn,kq,x ´ pGλkwpn,kq,x`e2
denote vertical increment variables with distribution pJλkwpn,kq,x „ Exppλkq. Similarly to the argument
in Lemma 5.3, when the geodesic of pGwpn,kq,0 takes a ´e1 step from wn,k, that is, pZλkwpn,kq,0 ą 0, the
increments satisfy
(6.5) pJλkwpn,kq,0 ď pGwpn,kq,0 ´ pGwpn,kq,e2 “ G0,wpn,kq ´Ge2,wpn,kq.
The inequality follows from a combination of Lemmas B.1 and B.2.
To take advantage of this we record the limiting shape functions. The stationary LPP process
satisfies almost surely
(6.6) lim
nÑ8n
´1 pGλkwpn,kq,0 “ ηk,11´ λk ` 1´ ηk,1λk .
Let pGλkwpn,kq,0“ pZλkwpn,kq,0 ă 0‰ denote the last-passage value computed by maximizing over only those
paths that satisfy the condition pZλkwpn,kq,0 ă 0, or equivalently, that take first a ´e2 step from wn,k.
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The limit can be calculated from a macroscopic variational formula (see Figure 6.1 for justification):
(6.7)
lim
nÑ8n
´1 pGλkwpn,kq,0“ pZλkwpn,kq,0 ă 0‰ “ sup
0ďsď1´ηk,1
! s
λk
` gpηk,1, 1´ ηk,1 ´ sq
)
“ gpηk,1, 1´ ηk,1q.
That the supremum is achieved at s “ 0 is a consequence of (6.4). Increasing λk strictly above the
characteristic value ρpηkq as in (6.4) has the effect that the geodesic of pGλkwpn,kq,0 spends a macroscopic
distance on the horizontal boundary wn,k `Ză0e1. Hence forcing the ´e2 step from the corner wn,k
is suboptimal, and it can be checked directly that
(6.8)
ηk,1
1´ λk `
1´ ηk,1
λk
ą gpηk,1, 1´ ηk,1q.
We deduce a probability bound from (6.5).
P
`
G0,wpn,kq ´Ge2,wpn,kq ď r
˘ ď P` pZλkwpn,kq,0 ă 0˘` Pp pJλkwpn,kq,0 ď rq
“ P pGλkwpn,kq,0 “ pGλkwpn,kq,0r pZλkwpn,kq,0 ă 0s (` 1´ e´λkr.
By (6.6), (6.7), and (6.8), the first probability on the last line vanishes as n Ñ 8. Switch to
complements to get
lim
nÑ8
P
`
G0,wpn,kq ´Ge2,wpn,kq ą r
˘ ě e´λkr.
From this, upon replacing r by r ` ε for ε ą 0,
P
 
lim
nÑ8
“
G0,wpn,kq ´Ge2,wpn,kq
‰ ą r(
ě P G0,wpn,kq ´Ge2,wpn,kq ą r ` ε for infinitely many n( ě e´λkr´λkε.
By assumption ηk,1 Ñ 1. Hence we can satisfy (6.4) while also having λk Ñ 0. Thus the lower
bound in (6.3) equals one. 
Appendix A. Queues
We formulate last-passage percolation over a bi-infinite strip as a queueing operator. The inputs
are two bi-infinite sequences: the inter-arrival process a “ pajqjPZ and the service process s “
psjqjPZ. The queueing interpretation is that aj is the time between the arrivals of customers j ´ 1
and j and sj is the service time of customer j. The operations below are well-defined as long as
limmÑ´8
ř0
i“mpsi ´ ai`1q “ ´8.
From inputs pa, sq three output sequences
(A.1) d “ Dpa, sq, t “ Spa, sq, and qs “ Rpa, sq
are constructed through explicit mappings: the inter-departure process d “ pdjqjPZ, the sojourn
process t “ ptjqjPZ, and the dual service times qs “ pqsjqjPZ.
The formulas are as follows. Choose a sequence G “ pGjqjPZ that satisfies aj “ Gj´Gj´1. Define
the sequence rG “ p rGjqjPZ by
(A.2) rGj “ sup
k: kďj
!
Gk `
jÿ
i“k
si
)
.
The supremum above is taken at some finite k. Then set
(A.3) dj “ rGj ´ rGj´1, tj “ rGj ´Gj , and qsj “ aj ^ tj´1.
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The outputs (A.3) do not depend on the choice of G as long as aj “ Gj ´ Gj´1. Note that to
compute tdj , tj , qsj : j ď mu, only inputs taj , sj : j ď mu are needed.
The next lemma is a deterministic property of the mappings.
Lemma A.1. The identity D
`
Dpb,aq, s˘ “ D`Dpb, Rpa, sqq, Dpa, sq˘ holds whenever the sequences
a,b, s are such that the operations are well-defined.
Proof. Choose pAjq and pBjq so that Aj ´ Aj´1 “ aj and Bj ´ Bj´1 “ bj . Then the output of
Dpb,aq is the increment sequence of
rB` “ sup
kď`
!
Bk `
ÿ`
i“k
ai
)
.
Next, the output of DpDpb,aq, sq is the increment sequence of
Hm “ sup
`ďm
! rB` ` mÿ
j“`
sj
)
“ sup
kďm
!
Bk ` max
`: kď`ďm
” ÿ`
i“k
ai `
mÿ
j“`
sj
ı)
.
Similarly, define first
rAj “ sup
k: kďj
!
Ak `
jÿ
i“k
si
)
and qB` “ sup
kď`
!
Bk `
ÿ`
i“k
qsi).
Then the output of D
`
Dpb, Rpa, sqq, Dpa, sq˘ is the increment sequence of
rHm “ sup
`ďm
! qB` ` mÿ
j“`
raj) “ sup
kďm
!
Bk ` max
`: kď`ďm
” ÿ`
i“k
qsi ` mÿ
j“`
rajı).
It remains to check that
(A.4) max
`: kď`ďm
” ÿ`
i“k
qsi ` mÿ
j“`
rajı “ max
`: kď`ďm
” ÿ`
i“k
ai `
mÿ
j“`
sj
ı
.
This can be verified with a case-by-case analysis. See Lemma 4.3 in [13]. 
Specialize to stationary M/M/1 queues. Let σ be a service rate and α1, α2 arrival rates. Assume
σ ą α1 ą α2 ą 0. Let b1,b2, s be mutually independent i.i.d. sequences with marginals bkj „
Exppαkq for k P t1, 2u and sj „ Exppσq. Define a jointly distributed pair of arrival sequences by
pa1,a2q “ `b1, Dpb2,b1q˘. From these and services s, define jointly distributed output variables:
dk “ Dpak, sq, tk “ Spak, sq, and qsk “ Rpak, sq for k P t1, 2u.
Lemma A.2. We have the following properties.
(i) Marginally a2 is a sequence of i.i.d. Exppα2q variables.
(ii) For fixed k P t1, 2u and m P Z, the random variables tdkj ujďm, tkm, and tqskj ujďm are mutually
independent with marginal distributions dkj „ Exppαkq, tkm „ Exppσ ´ αkq, and qskj „ Exppσq.
(iii) For a fixed k P t1, 2u, sequences dk and qsk are mutually independent sequences of i.i.d. random
variables with marginal distributions dkj „ Exppαkq and qskj „ Exppσq.
(iv) pd1,d2q d“ pa1,a2q, in other words, we have found a distributional fixed point for this joint
queueing operator.
(v) For any m P Z, the random variables ta2i uiďm and ta1jujěm`1 are mutually independent.
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Proof. Parts (i)–(iii) are basic M/M/1 queueing theory. Proofs can be found for example in Lemma
B.2 in Appendix B of [13].
For part (iv), the marginal distributions of d1 and d2 are the correct ones by Lemma A.2(iii). To
establish the correct joint distribution, the definition of pa1,a2q points us to find an i.i.d. Exppα2q
random sequence z that is independent of d1 and satisfies d2 “ Dpz,d1q. From the definitions and
Lemma A.1,
d2 “ Dpa2, sq “ D`Dpb2,a1q, s˘ “ D`Dpb2, Rpa1, sqq, Dpa1, sq˘ “ D`Dpb2,qs1q,d1˘.
By assumption b2,a1, s are independent. Hence by Lemma A.2(iii) b2,qs1,d1 are independent. So
we take z “ Dpb2,qs1q which is an i.i.d. Exppα2q sequence by Lemma A.2(iii). This proves part (iv).
We know that marginally a1 and a2 are i.i.d. sequences. In queueing language observation (v)
becomes obvious. Namely, since a2 “ Dpb2,a1q, the statement is that past inter-departure times
ta2i uiďm are independent of future inter-arrival times ta1jujěm`1. Rigorously, (A.2) and (A.3) show
that variables ta2i uiďm are functions of ptb2i uiďm , ta1i uiďmq which are independent of ta1jujěm`1. 
Appendix B. Coupling and monotonicity in last-passage percolation
In this section ω “ pωxqxPZ2 is a fixed assignment of real weights. Gx,y is the last-passage value
defined by (1.1). No probability is involved.
Lemma B.1. Suppose weights ω and rω satisfy ωo`ie1 ě rωo`ie1, ωo`je2 ď rωo`je2, and ωx “ rωx for
i, j ě 1 and x P o` Z2ą0. As in (1.1) define LPP processes
Go,y “ max
x‚ PΠo,y
|y´o|1ÿ
k“0
ωxk and
rGo,y “ max
x‚ PΠx,y
|y´x|1ÿ
k“0
rωxk for y P o` Z2ě0.
Then for all y P o` Z2ě0, the increments over nearest-neighbor edges satisfy
Go,y`e1 ´Go,y ě rGo,y`e1 ´ rGo,y and Go,y`e2 ´Go,y ď rGo,y`e2 ´ rGo,y.
Proof. The statements are true by construction for edges py, y ` eiq that lie on the axes o` Zě0ei.
Proceed by induction: assuming the inequalities hold for the edges py, y`e2q and py, y`e1q , deduce
them for the edges py ` e2, y ` e1 ` e2q and py ` e1, y ` e1 ` e2q. 
Lemma B.2 (Crossing Lemma). The inequalities below are valid whenever the last-passage values
are defined.
Go`e1, x`e2 ´Go`e1, x ď Go, x`e2 ´Go, x ď Go`e2, x`e2 ´Go`e2, x(B.1)
Go`e2, x`e1 ´Go`e2, x ď Go, x`e1 ´Go, x ď Go`e1, x`e1 ´Go`e1, x.(B.2)
Proof. The proofs of all parts are similar. We prove the second inequality in (B.1), that is,
Go, x`e2 ´Go, x ď Go`e2, x`e2 ´Go`e2, x.(B.3)
The geodesics pio, x`e2 and pio`e2, x must cross. Let u be the first point where they meet. Note that
Go,u `Gu, x ď Go, x and Go`e2,u `Gu, x`e2 ď Go`e2, x`e2 .(B.4)
Add the two inequalities in (B.4) and rearrange to obtain (B.3).
This inequality can be proved also from Lemma B.1, by writing Go`e2, x`e2´Go`e2, x “ rGo, x`e2´rGo, x with environment rωo`y “ ωo`y when y2 ą 0 and rωo`ie1 “ ´M for large enough M . 
Fix base points u ď v on Z2. On the quadrant v ` Z2ě0, put a corner weight ηv “ 0 and define
boundary weights
(B.5) ηv`kei “ Gu, v`kei ´Gu, v`pk´1qei for k P Zą0 and i P t1, 2u.
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‚u
‚
v
‚x
‚ y
Figure B.1. Illustration of Lemma B.3. Path u-x-y is a geodesic of Gu,y and path v-x-y
is a geodesic of G
rus
v,y.
In the bulk use ηx “ ωx for x P v ` Z2ą0. Denote the LPP process in v ` Z2ě0 that uses weightstηxux P v`Z2ě0 by
(B.6) Grusv, x “ max
x‚ PΠv, x
|x´v|1ÿ
i“0
ηxi , x P v ` Z2ě0.
The superscript rus indicates that Grus uses boundary weights determined by the process Gu,‚ with
base point u. Figure B.1 illustrates the next lemma. The proof of the lemma is elementary.
Lemma B.3. Let u ď v ď y in Z2. Then Gu,y “ Gu,v`Grusv,y. The restriction of any geodesic of Gu,y
to v ` Z2ě0 is part of a geodesic of Grusv,y. The edges with one endpoint in v ` Z2ą0 that belong to a
geodesic of G
rus
v,y extend to a geodesic of Gu,y.
Assume now that the weights are such that geodesics are unique. Define the exit point Zu, p as in
(4.1). For k ě 1 let Zrusu`ke1, p be the exit point of the geodesic of G
rus
u`ke1, p. The lemma below follows
from taking v “ u` ke1 in Lemma B.3.
Lemma B.4. For positive integers m, Zu, p “ k `m if and only if Zrusu`ke1, p “ m.
Appendix C. Random walk bounds
Lemma C.1. Let α ą β ą 0, and Sn “ řnk“1 Zk be a random walk with step distribution Zk „
Exppαq ´ Exppβq (difference of two independent exponentials). Then there is an absolute constant
C independent of all the parameters such that for n P Zą0,
(C.1) PpS1 ą 0, S2 ą 0, ¨ ¨ ¨ , Sn ą 0q ď C?
n
ˆ
1´ pα´ βq
2
pα` βq2
˙n
and
(C.2) PpS1 ă 0, S2 ă 0, ¨ ¨ ¨ , Sn ă 0q ď C?
n
ˆ
1´ pα´ βq
2
pα` βq2
˙n
` α´ β
α
.
Proof. Define the events
(C.3) Aα,βn “ tS1 ą 0, . . . , Sn ą 0u and Bα,βn “ tS1 ą 0, . . . , Sn´1 ą 0, Sn ă 0u
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for n P Zą0 and also the decreasing limit Aα,β8 “ Şně1Aα,βn . Then
(C.4) P pAα,βn q “
8ÿ
k“n`1
P pBα,βk q ` P pAα,β8 q.
Lemma B.3 in Appendix B of [13] calculated
(C.5) P pBα,βn q “ Cn´1 α
nβn´1
pα` βq2n´1
where Cn “ 1n`1
`
2n
n
˘
, n ě 0, are the Catalan numbers. Note that parameters α and β are switched
around here compared with Lemma B.3 of [13]. From
`
2n
n
˘
2´2n „ ppinq´1{2, we can fix a constant c0
such that Ck´1 ď c04k´1k´3{2.
The assumption α ą β gives EZk “ α´1´β´1 ă 0, and hence řně1 P pBα,βn q “ 1 and P pAα,β8 q “ 0.
Thus (C.4) and (C.5), together with
ř8
k“n`1 k´3{2 ď 2n´1{2, give
(C.6)
P pAα,βn q “ αα` β
8ÿ
k“n`1
Ck´1
ˆ
αβ
pβ ` αq2
˙k´1
ď c0α
α` β
8ÿ
k“n`1
k´3{2
´
1´ pα´ βq
2
pα` βq2
¯k´1
ď 2c0α
α` β ¨
1?
n
´
1´ pα´ βq
2
pα` βq2
¯n
.
Since ´Sn is obtained from Sn by switching α and β around,
P
`
S1 ă 0, . . . , Sn ă 0
˘ “ P pAβ,αn q “ 8ÿ
k“n`1
P pBβ,αk q ` P pAβ,α8 q.
Bound the series above as in (C.6) (with α and β interchanged) and add P pAβ,α8 q “ α´βα . This last
fact appears on p. 600 of Resnick [27] and in Example VI.8(b) on p. 193 of Feller II [14]. 
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