Abstract A short-separation, optical reflectance probe has been developed to assist the neurosurgeon in functional neurosurgery for accurate localization of the surgical target. Because of the scattering nature of tissue, the optical probe has a "Look Ahead Distance" (LAD), at which the measured optical reflectance starts to "see" or "sense" the underlying brain structure due to the difference in light scattering of tissue. To quantify the LAD, 2-layer laboratory phantoms have been developed to mimic gray and white matter of the brain, and Monte Carlo simulations have been also used to confirm the experimental findings. Based on both the laboratory and simulation results, a quantitative empirical equation is developed to express the LAD as a function of scattering coefficient of the measured tissue for a 400-micron-diameter fiber probe. The quantified LAD of the probe is highly desirable so as to improve the spatial resolution of the probe for better surgery guidance.
Introduction
Steady-state diffuse reflectance spectroscopy is a simple spectroscopic technique that has been used to study optical properties of biological tissue [1, 2] , to identify tissue types [3, 4, 5] , to diagnose cancer [6] , and to monitor drug delivery processes [7] . Basically, light that is delivered to the tissue surface undergoes multiple elastic scattering and absorption; part of it returns to the surface as diffuse reflectance, carrying quantitative information on the structure and composition of the measured tissue [8, 9] . Wavelength-dependent absorption can be used to quantify the concentrations of biologically important chromosphores, such as hemoglobin, myoglobin, water, fat, and near-infrared-absorbing drugs [10] [11] [12] [13] [14] . Light scattering, on the other hand, can provide information [15] in real time on scatterer sizes [16] [17] [18] and densities [19, 20] within the measured tissue, providing a possible marker used in optical biopsy and optical identifications of tissue.
To benefit fully from spectroscopic measurements, a methodology is needed to associate the spectral features with the underlying biochemistry and morphology. A variety of reports of measurements on a variety of human and animal tissues, both in vivo and in vitro, have been published: semi-empirical models have been used to determine blood content and hemoglobin (Hb) oxygen saturation in rat gastric mucosa [21] and rat pancreas [22] , differences in the diffuse reflectance of rat brain were characterized empirically [23] , and empirical analysis was also employed to study human tissues in vivo, such as skin [24] , bladder [25] , and colon [26, 27] . The results confirm that optical reflectance of tissue provides valuable physiological/pathological information, but the scattering nature of light limits the accuracy of the spatial information obtained.
For the last few years, we have utilized diffuse reflectance spectroscopy (also called light scattering spectroscopy) as a tissue classification means to differentiate gray and white matter in the human brain to assist functional neurosurgery [3, 28, 29] . A near infrared (NIR) fiber optic probe used in the present study contains one 100-µm (or 400-µm) source fiber and one 100-µm (or 400-µm) detection fiber with a separation of ~100 µm (or ~400 µm). This kind of optical probes enables us to obtain one-dimensional (1-D) spatial mapping profiles along the neuro-surgical tracks to provide anatomical information in real time, based on the fact that gray matter, white matter, and cerebral spinal fluid (CSF) within the brain scatter light quite distinctly. Our previous studies have shown good consistency between the optically obtained spatial profiles and the actual anatomical profiles based on the post-operative MRI images [28] . A recent report by Giller et al has demonstrated that such an NIR probe can reliably detect submillimeter layers of intracrancial white matter structures [29] , based on rodent models, phantom models, and computer simulations.
Because of the scattering nature of light within tissue, the measured reflectance results from the volume that is interrogated by the light in front of the probe tip, causing an averaged or convoluted effect in measured data and worsening the spatial resolution. Knowledge on the detection depth interrogated by the optical field with such a small source-detection separation is limited [30] , and a concept of "lookthrough distance" and its initial exploration have been introduced and discussed [29] . This paper, indeed, presents a more quantitative and thorough study for the laboratory phantom development and computer simulations to address the "lookthrough distance" or "look ahead distance" of an NIR small-separation probe.
In principle, an optically interrogated volume lies straight ahead at an optical probe tip when two (or more) fibers within the probe are placed within tissue, as shown in Fig. 1 . The maximal length of the interrogated volume ahead of the probe highly depends on the optical properties of the measured sample and the separation of the source and detection fibers. For convenience, we define a term of "Look Ahead Distance" (LAD) to represent the distance between the tip of the probe and the maximal forward depth, within which the probe can still detect the reflectance signal (Fig. 1) when the probe is within the tissue. The LAD defined here is identical to "the lookthrough distance" given in Ref. 29. The purpose of this study was to develop an experimental methodology to obtain a quantitative expression for the LAD of our currently used probes in order to quantify the probes' resolution. The approach used in this study was based on both laboratory phantom measurements and Monte Carlo simulations, leading to empirically derived equations for the LAD as a function of reduced scattering coefficient (µ s ') of the measured tissue for a 400-µm fiber probe (i.e., a probe containing two of 400-µm fibers with a separation of ~ 400 µm between the fibers) and 100-µm probe. The methodology and experimental protocols developed here can be applied in obtaining the LADs of other optical probes, which are needed to improve the spatial resolution of the optical probes for better surgery guidance. Furthermore, the knowledge and quantification learned on LAD of a tissue-sensing probe would provide us with better understanding of light interaction with tissue within a millimeter distance. To predict the optical reflectance from the human brain and the LAD crossing a boundary within tissue, we employed the Monte Carlo simulation code that was provided by Wang and Jacques through the internet [31, 32] . Two-layer models were used in the simulation to represent white matter and gray matter with various input parameters of reduced scattering coefficient, µ s ', and absorption coefficient, µ a . As shown in Fig. 2 , the thickness of the top layer was 10 mm, the bottom layer was 13 mm, Regions 1, 2, and 3 represent the top entry medium, the top layer of the model, and the bottom layer, respectively. In the simulations, the input number of photons was 1,000,000, and the indexes of refraction (n) for both top and bottom layers were chosen to be ~1.38 [33] since both of them were simulating brain tissues. The mean cosine of the scattering angle (g) for tissue was 0.9. The simulated separation between the source and detector was 400 µm, and the output data were normalized at a certain depth of the 2-layer model. Since the NIR probe is always placed within the tissue volume for both the phantom and the animal/human studies, the simulation input parameters were chosen in such a way that there existed no mismatch of n at the entry boundary, namely, the boundary between Region 1 and Region 2 as shown in Fig. 2 . Specifically, we used 1.38 for the top entry medium so that there is no air-tissue interface (or mismatch of n) when the injected photons enter the top layer. Furthermore, the reflectance signal was recorded as the simulated probe was moving from the surface of the top layer into the bottom layer. The moving step size in depth was 1 mm when the probe was 0 to 7 mm away from the top surface, and 0.2 mm as the step size when the probe was crossing the boundary between the two layers, namely, 7 mm to 11.6 mm away from the top surface. . Simulated reflectance versus depth for determination of the LAD using a 2-layer model. The top layer is 10 mm thick as white matter with µ s '=10 cm -1 and µ a =0.1 cm -1 , and the bottom layer is 13 mm as gray matter with µ s '=5 cm -1 and µ a =0.2 cm -1 . The data points were normalized to the reflectance at 7 mm with a source-detection fiber separation of 400 microns. . The data points presented here are all normalized to the reflectance at 7 mm. As seen here, the reflectance profile starts to decrease slowly at around 8 mm and flattens out at 10 mm, indicating that the probe enters the bottom layer completely at the depth of 10 mm. We define the LAD to be the distance between points A and B, at which the normalized reflectance data start to deviate from or approach to a flattened region, with a deviation larger than 2 times of the standard deviation of the normalized reflectance data within the flat region. The LAD in this case is 1.9 mm. Fig. 4 has been increased as the µ s ' value of the top layer is decreased, implying that a less dense scattering madium will result in a longer LAD. In order to compare the LADs between the simulation results and the experiments, more Monte carlo simulations have been performed using a variety of µ s ' and µ a values, which were observed in the phantom experiments. The caluclated LADs from the simulation data are listed in Table 1 , and the given µ s ' and µ a values in Table 1 were all for the top layers. Indeed, a recent Monte Carlo study has shown [35] that the absorption effect on the reflectance determined by an NIR probe with a 400-µm separation can be reasonably neglected, when µ a values of the measured sample are equal to or less than 0.5 cm -1 . This is expected since in the NIR range, µ s ' values of tissue are much larger than µ a values, resulting in a minimal effect caused by absorption, particularly with a small detection distance between the source and detector. In the following sections, therefore, we can ignore the dependence of reflectance, R, on absorption properties of the phantoms as long as their µ a values are less than 0.5 cm 
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Materials and methods for phantom studies
To study the LAD of the probe experimentally, we developed a two-layer soft tissue phantom that permits the probe to go through from the top layer to the bottom layer. The basic materials consisted of Gelatin powder and Intralipid, and the respective concentrations resulted in different hardness and scattering properties of the phantom [36] . Basically, we utilized two types of the phantoms: solid-solid (or gelatin-gelatin) and liquid-solid (or Intralipid-gelatin) phantoms. The µ s ' and µ a values of each layer of the phantoms were measured by an ISS oximeter (96208, ISS, Champaign, IL).
Multi-layer tissue phantom preparation
Bottom Gelatin Layer: 15 grams of Gelatin powder (Sigma, St Louis, MO, USA) made from porcine skin were added into 200 ml of boiling water and was dissolved completely by stirring. After the solution was cool down, the Intralipid (IL) solution with a certain concentration was added to the prepared gelatin solution and was allowed for the formation of gel. The percentage concentration of the IL used was varied depending on the required µ s ′.
The µ s ′ of the mimicked gray matter is kept low in comparison to the other layer. Top Gelatin Layer: to generate gelatin-gelatin phantoms, a process similar to that in making the bottom layer was repeated for the top layer, except that the concentration of Intralipid used was lower or higher than that of the bottom layer in order to create the scattering contrast between the two layers. After the bottom layer was completely gelatinized, the prepared gelatin-Intralipid solution for the top layer was added on top of the bottom layer, leading to a gelatin-gelatin model after the solidation process was complete.
Top Liquid Layer: by having different concentrations of Intralipid solutions placed on top of the bottom phantom, we could generate a 2-layer, liquid-gelatin model. In this way, it was easier and quicker to vary the optical properties of the top layer. Although a mismatch of refractive index between the liquid and gelatin may exist, the experimental data (given in later sections) have shown minimal effects due to this mismatch.
The lifetime of such gelatin phantoms was relatively short, ~ one week; the phantoms were refrigerated during the week to prevent them from being decayed fast. After a week, they tend to lose water, becoming hard and changing their optical properties.
ISS oximeter
The ISS oximeter works on the principle of diffusion theory, which models photon transport in tissue. Diffusion theory is appropriate for a medium dominated by light scattering rather than absorption, so each photon undergoes many scattering events before being terminated by an absorption event. In this case, each photon has a relatively long lifetime, allowing the photon to engage in a random walk within the medium. The ISS oximeter is basically a frequency-domain, multiple-distance (FDMD) based instrument, capable of measuring the absolute absorption and reduced scattering coefficients for our gelatin-gelatin phantoms.
Experimental setup for phantom measurements
The experimental setup for laboratory phantom measurements is shown in Fig. 5 . The light delivering fiber was connected to a tungsten-halogen light source with a spectral range of 360 nm -2 µm, (LS-1, Ocean Optics, Inc., Dunedin, FL), and the detecting fiber was connected to a linear CCD spectrometer (USB2000, Ocean Optics, Inc., Dunedin, FL) with a wavelength range from 350-850 nm. The instrument system also included a data acquisition card (DAQ-1200), a linear actuator (TA-35H-100-L-R-S, Torrance, CA), a stepper motor driving for the actuator (National Instruments: MID 7604/7602, 4/2 axis), and a laptop computer. The optical probe with one source and one detection fiber (see the cross section in Fig. 5 ) was fixed on the stage of the actuator. The outer diameter of the stainless steel probe tube was 1.3 mm, and the length was ~25 cm. The spectrometer collected the optical signals as the optical probe moved into the phantom with a given step size. Fig. 5 . The experimental setup consists of (1) an optical probe containing two 400-µm fibers, (2) a data acquisition card, (3) a USB CCD spectrometer, (4) a broadband light source, (5) a power supply and control for the actuator, (6) an automatic linear actuator, (7) a laboratory tissue phantom, (8) a laptop computer, and (9) a cross section of the fiber probe.
Following our previous approach [3, 28] , the slope of the spectral data between 700 nm and 850 nm in the NIR range was used here as a relative index to represent the reflectance intensities measured from the various phantoms. The slope in the chosen range is directly proportional to the reflectance intensities with numerous data points, which offer better statistics for the measurement. In calibration, the reflectance signals, R, were calculated by R=(signal-dark)/(reference-dark), where "dark" was the signal due to the instrument system only and about 1~5% of the sample signal. The dark data used in the data process were taken from the corresponding readings when the light source was off. The reference was taken from a standard white sample (Labsphere, North Sutton, NH), which has nearly 99.9% reflection with a flat spectrum, for all in vitro and in vivo measurements. It is important to note that to be accurate, the signal, dark, and reference used for R calculation needed to be collected with the same integration time of the CCD spectrometer.
Experimental results of the phantom study

Intralipid-gelatin phantom model
Intralipid-gelatin phantoms were developed to study the dependence of the LAD on the optical properties of the top layer. The concentrations of top Intralipid solutions were varied while the bottom gelatin had fixed values of the scattering and absorption coefficient. Four sets of bottom gelatin phantoms with the µ s ′ values ranging from 1.7 cm -1 to 11.8 cm -1 were prepared (Table 2 ). For each of the gelatin sets, seven solutions with Intralipid concentrations of 0.5% to 4% were used to create the µ s ′ values of 4.41 cm -1 to 34.42 cm -1 for the top layers to quantify the respective LADs. Moreover, the µ a and µ s ' values of the bottom and top layers were measured with the ISS oximeter at wavelength 750 nm, as listed in Table  2 , and at 830 nm. Besides the µ a and µ s ' values of the top and bottom layers, Table 2 shows the mean values of the observed LADs with the standard deviation for the 400-µm fiber probe from the experiments. The mean LADs were obtained from 4 runs made in different tracks of the model for each concentration with the integration time being 10 ms. Table 2 clearly demonstrates that the LADs depend strongly on the scattering properties of the top layer, but little on those of the bottom layer. As another way to further understand Table 2 , Fig. 7 shows the dependence of LADs on the µ s ′ values of the top layers for each of the four bottom gelatins. The average LADs over the four sets of the data (plotted by the solid line) can be fitted by a logarithmic equation (R 2 = 0.983) and expressed in mm as:
where µ s ′ is the reduced scattering coefficient of the measured samples at 750 nm in mm -1 , and LAD NIR represents the LAD determined experimentally in mm. Equation (1) indicates that the LAD of a fiber probe with the NIR light will decrease as the µ s ′ value of measured sample increases. Furthermore, since light scattering in the NIR range (i.e., 700-850 nm) is weakly wavelength-dependent, LAD 750-nm here can be approximated to represent an average value of LAD over this wavelength range, namely LAD 750-nm = LAD NIR in mm. 
Gelatin-gelatin phantom model
LAD (mm)
Intralipid to Gelatin
Gelatin to Gelatin In order to simulate more realistic brain tissues, soft gelatin-gelatin phantoms were made and measured with the values of µ s ′ ranged from 2 cm -1 to 10 cm -1
. These values were reported from children patients in vivo [34] . Although these values seem to be smaller than those reported for the adult brain, the derived expression can be extended for a large range of µ s ′ for adults. Following the calculation and calibration procedures same as those used for intralipid-gelatin samples, we measured the gelatin-gelatin samples and arrived at Eq. (2):
(2) Figure 8 shows the comparison between the two phantom models, demonstrating that the gelatin-gelatin and intralipid-gelatin models are reasonably consistent. Figure 9 demonstrates the consistent values of the LADs obtained from the Monte Carlo simulations and from Eq. (2) for a 400-µm fiber probe, with µ s '=10 cm -1 and µ a =0.1 cm -1 for the simulated white matter, and µ s '=5 cm -1 and µ a =0.2 cm -1 for the simulated gray matter. This figure also illustrates that the LAD is larger when the probe is in the simulated gray layer and smaller when the probe is in the simulated white layer. A relative error of 10% for LAD is considered because of the uncertainty in selecting the starting and ending points to determine the LAD from the reflectance profiles. Fig. 9 . Comparison of the LADs obtained from both the simulation and the fitting equation.
Comparison between the simulation and experiment results
Discussion
Comparison of the penetration depth with the LAD
If the source and detector separation, d, of an optical probe is larger than a few times of transport mean free path (mfp), diffusion theory can be valid to quantify the penetration depth When d of a fiber probe is on the same order as mfp, however, diffusion theory does not hold to correctly interpret light propagation in tissue near the probe tip. This is the case when the small-separation NIR probe is used, where d is between 100-400 µm and is near or shorter than an average mfp of tissue (~0.5-1 mm). The meaning of LAD is different from that of d p in that LAD is the maximal vertical distance from the probe tip, within which the reflectance probe can detect the underlying tissue based on light scattering, whereas d p is the distance from the source tip, at which the light intensity is decreased to 37% of its original value. In order to quantify the LAD of an optic fiber probe, we had to take an experimental and computer simulation approach to empirically arrive at a relationship between the LAD and µ s ′ of the measured sample in the NIR range. Further theoretical study is needed if one wishes to prove the expression mathematically.
Validity and Usefulness of the Expressions for LAD
This study was initiated, particularly focusing on biomedical applications of a smallseparation, fiber optic probe to detect/identify tissue types using NIR light. Equations (1) and (2) for the LAD quantification were obtained empirically only for one of our NIR probes, depending on the fiber size, fiber separation, and probe configuration. In general, the LAD also depends on wavelength and is relatively constant in the NIR range, as mentioned earlier.
In the wavelength range of 500-650 nm, however, the LAD of a fiber probe will vary largely with wavelength because of high variation in light absorption due to the existence of hemoglobin in tissue. Similar Monte Carlo simulations in the wavelength range of 500-650 nm can be conducted to test whether Eqs.
(1) and (2) still hold. Although the expression of LAD developed here is specifically only for one of the probes, the methodology and experimental protocols are general and can be applied to other probes for their LAD quantifications. Indeed, we have also obtained a LAD expression for a thinner probe containing two of 100-µm fibers with a center-to-center separation of ~100 µm, as given below:
where µ s ' are in mm -1
, and LAD is in mm. Comparison between Eqs. (2) and (3) demonstrates that a thinner probe with a shorter separation has a shorter LAD, as one normally expects. Overall, we learned from this study that either the Monte Carlo simulation or experimental phantom measurement is adequate to obtain the quantitative LAD expression.
Although Eqs. (2) and (3) are sample-dependent, but they should be valid relatively broadly for biological tissues as long as NIR light is used for the sensing probe. Based on our simulation and experimental data, the following estimated conditions provide an approximate range of validity for the empirical expressions: g>0.9, reduced scattering albedo (= . In general, almost all of the respective parameters of biological tissues fall within the given ranges when NIR light is utilized.
Interpretation of in vivo Measurements
Now, with the understanding that the LAD depends highly on µ s ' of the measured area, to be large if µ s 'is small and small if µ s ' is large, we expect that the LAD is relatively larger in gray matter than that in white matter. This is exactly what we observed in the animal validation experiments [29] , where we have observed a slow rising and fast falling trend of the slope profile when the probe passes through a combined 3-layer brain tissue section of gray-whitegray matter. The slow rising feature is attributed to a larger LAD in gray matter when the probe approaches to the gray-white matter junction, whereas the fast falling feature is due to a shorter LAD in white matter when the probe leaves from the white matter to enter another underlying layer of gray matter. Given the fact that the difference between LADs for high and low µ s ' is real but small, it is not significant for clinical application, particularly for neurosurgery guidance [29] . Our recent study has shown that the µ s ' values of gray and white matter of the human brain are relatively large [38] , giving rise to a relatively small LAD and thus resulting in a spatial resolution better than 1 mm.
The quantitative LAD expression will allow us to interpret the in vivo data better and further to improve the spatial resolution of the 1-D neurostructual mapping, in the future, by de-convolving the measured data with the LAD profile. In order to conduct an actual deconvolution process, a possible profile function to represent the probe's 'blur function' will be chosen according to the LAD, which serves as the point-spread function (PSF). Then, the actual measured NIR profiles can be de-convolved with the probe's PSF to provide 1-D mapping for biological applications with a better spatial resolution. An exploratory example is given in Ref.
[29] to demonstrate the principle and importance of deconvolution process for neurosurgery guidance.
Conclusion
Quantification of the LAD of a fiber optic probe is important to quantify the spatial resolution to guide neurosurgery. In this work, two kinds of 2-layer tissue models have been developed so as to determine the LAD, and Monte Carlo simulations were also used to confirm the experimental findings. The study shows that a relatively simple expression can be arrived to associate the LAD with the scattering property of the measured tissue for the 400-µm (and 100-µm) probe, and that the expression is consistent between the experiment and simulation results. Particularly, absorption has little significant effect on the LAD when using NIR light, and the LAD value of biological tissues for the 400-µm probe ranges from 1 to 2 mm or even larger, depending on the actual measurement location.
