Assuming Πf=i ^ = 1, formulas for F p (n,k) and two other enumerants, which are closely related to F p (n,k), are obtained in this paper. These three functions generalize enumerants which Carlitz has determined.
Introduction.
We consider the enumeration of p-line arrays of positive integers (1.1) satisfying certain conditions. We first require that (1.2) In this paper we first generalize some identities which Carlitz stated for /, g and h. Then, by assuming (1.8) we are able to use these results and Carlitz's technique for finding /, g and h to obtain formulas for F p , G p and H p . In general these formulas are in terms of functions t(n,k) which are defined by where Φ(JC) is a known function. In some special cases the enumerants can be expressed in terms of binomial or q -binomial coefficients. For example, if q x = q 2 = q and q 2 = 1, (n,j;q) and where n \(2n+m -
We also find that if q { = q 2 = = q P = q and q p = I. In §6 we interpret the formulas for F p , G p and /ί p as partition theorems. It would be of interest to determine these enumerants without the restriction (1.8) .
In a subsequent paper we shall consider 
The proofs of (2.1)-(2.6), (2.8) and (2.9) are simply generalizations of the proofs of their analogues in [4] . To prove (2.1) it suffices to assume k ^ n since F p (n 4-1, n + 1) = F p (n + 1, n 
where the inner summation is over all arrays (1. 
where the inner sum is over all p-tuples (fl u+1 ; α 2 , n+ i; •; a p , n+i ) satisfying (2.15) and (2.16). From (2.17) we get (2.3). To prove (2.4) consider the array (1.1) subject to conditions (1.2), (1.3), (1.6) and (2.11). Corresponding to (2.13) and (2.17) in the previous proofs, we have (2.18)
where the inner summation is over the p-tuples (a u , a 2n , , a pn ) satisfying (1.6) and (2.11). From (2.18) we get c P (n,k)= Σ \ m Σ sk Π^'"""-^Σ^,Πq?"-m and (2.4) follows.
Since the proofs of (2.5), (2.6) and (2.9) are similar, we shall only establish (2.5) . To this end we observe that implies that there exists a greatest m such that
Therefore and we can divide our original array into two sub-arrays as follows:
By subtracting m -1 from each entry in the right sub-array of (2.19), we get
We obtain (2.8) by considering the array Before stating the theorem it is convenient to define some functions. Using N to denote the nonnegative integers and N* to represent the positive integers, let r(n, k) be a function from N*xN* into a field F and φ{n) be a function from N into F. Let and Furthermore we define t(n,k), a function from NxN into F, by n=m-\ n = l W We obtain (3.6) by equating coefficients of x n in (3.8). To state the corollary we must introduce two more functions. Let s(n, A:) be a function from N* x N* into F and define S n (x) by we see that
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Hence we have
and (3.12) follows. where ί/ p (x | q,, q 2 , > ,q P ) = H p (x) is the generalized Eulerian function defined and studied by Roselle [12] . Because H p (x) is quite complicated for p ^ 3, in general it is not feasible to find a simple formula for b p (n, k) in terms of more familiar coefficients. However, we can find b 2 (n, k) without difficulty. Another special case of interest is that in which q x = q 2 = = q p = q. In this case condition (1.8) .12) is the result given by Bertrand [1] as the number of two-element lattice permutations.
The functions

The function H p .
By virtue of (1.8), (2.8) and (2.9), the hypotheses of Theorem 1 are satisfied if r(n,k) = f/ p (n, k) and where θ p (n q 2 , <? 3 , , q p ), or more briefly 0 p (n), is defined by (2.7) for pg2 and by θ p (n) =1 for p = 1. Thus we can express H p (n, k) in terms of the coefficients c p (n,k) = c p (n,k;q ] ,q 2 , ''^Qp) defined by (In view of condition (1.8) it is possible to express Θ P (JC) and c p (n, k) as a function of p -1 φ's.)
Since the coefficients c p (n,k) are so closely related to θ p (k) and Θ p (x), we reduce θ p (k) from a (p -l)-tuple summation to a single sum. Using this simplification of θ p (k), we can write Θ P (JC) as a single, finite sum. 
wiίΛ ί/ie understanding that
Proof. We use induction on p. From definition (2.7) we get To complete the induction it suffices to prove LEMMA 1. We have
where γ,-is defined by (5.4) «nrf (5.5).
Proof. This proof was suggested by Carlitz. In the expression can α/so obtain (5.13) fey viewing θ p (k;l) as the number of (p -\)-combinations with repetition of k -I-1 distinct objects. Then we know that (see Riordan [11, p. 7] ) (5-14)
From (5.14) we can deduce (5.13).
If p =2, qι = q 2 = q and q 2 = 1, the formulas for ίί 2 (w, fc + 1), given in the following corollary, are particularly simple. The following arrays are enumerated by G 2 (3, 2) : The arrays counted by F 2 (3, 2) are (2) -(5). Array (2) accounts for the coefficient of q~x\ (3) and (4) are enumerated by the constant term, and (5) is counted by the coefficient of q x . Finally, Ji 2 (3, 2) counts arrays (3)_ (6) . The first two of these are enumerated by the constant term; (5) and (6) Since the sums of arrays (3) and (4) are even, these arrays are counted by the constant term in (6.4)- (6.6) . In each case the coefficient of q enumerates the arrays having an odd sum.
