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LIMITING BEHAVIOR OF SOLUTIONS FOR EULER
EQUATIONS OF COMPRESSIBLE FLUID FLOW
MANAS RANJAN SAHOO AND ABHROJYOTI SEN
Abstract. We study the limiting behavior of the solutions of Euler equations
of one-dimensional compressible fluid flow as the pressure like term vanishes.
This system can be thought of as an approximation for the one dimensional
model for large scale structure formation of universe. We show that the so-
lutions of former equation converges to the solution of later in the sense of
distribution and agrees with the vanishing viscosity limit when the initial data
is of Riemann type. A different approximation for the one dimensional model
for large scale structure formation of universe is also studied.
1. Introduction
This article is an attempt to establish a connection between the solutions of two
well known equations. One of them is called as Euler equation of one-dimensional
compressible fluids, which is an example of strictly hyperbolic system where as the
other one is a non strictly hyperbolic system, called one dimensional equation of
large scale structure formation of universe.
Euler equation of one-dimensional compressible fluid flow reads
ut + (
u2
2
+ P (ρ))x = 0
ρt + (ρu)x = 0,
(1.1)
with the initial condition
u(x, 0) = u0(x), ρ(x, 0) = ρ0(x). (1.2)
The equation (1.1) was first derived by S. Earnshaw [7, 23] for isentropic flow. It is
a scaling limit system of a Newtonian dynamics with long range interaction for a
continuous distribution of mass [18, 19]. This equation is also hydrodynamic limit
of Vlasov equation [2].
We take
P (ρ) =
∫ ρ
0
q
′
(ξ)
ξ
dξ
and intend to do all the analysis when q is defined in the form
q(ρ) =
∫ ρ
0
ξ2 exp(ξ)dξ.
The existence viscosity solution of (1.1) with initial data ρ0(x) > 0 by parabolic
regularization was shown in [13] and the large data existence of global weak solutions
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with locally finite total variation for (1.1) with (1.2) was by DiPerna [6] for some
general pressure function , say p(ρ) = k2ργ , γ ∈ (1, 3).
Now following [3], in our present work we consider the scalar function P is not only
a function of density ρ but also a small parameter ǫ > 0 satisfying
lim
ǫ→0
P (ρ, ǫ) = 0
and we redefine P (ρ, ǫ) as
P (ρ, ǫ) = ǫp(ρ) (1.3)
where p(ρ) is defined as before,
p(ρ) =
∫ ρ
0
q
′
(ξ)
ξ
dξ
At this point system (1.1) can be expressed as
ut + (
u2
2
+ ǫp(ρ))x = 0
ρt + (ρu)x = 0.
(1.4)
One can readily see that as ǫ→ 0 formally the system (1.4) becomes
ut + (
u2
2
)x = 0, x ∈ R, t > 0
ρt + (ρu)x = 0, x ∈ R.
(1.5)
The above equation is a one dimensional model for the large scale structure
formation of universe, see [24]. Note that the system (1.4) can also be viewed as
a strictly hyperbolic approximation of system (1.5). On the other hand, one can
perturb the flux function of the first equation of system (1.5) with (1.3) to make
it strictly hyperbolic. So in the rest of our article the term ”perturbed problem”
means system (1.4).
From the viewpoint of hyperbolic conservation laws the limit system (1.5) loses
strict hyperbolicity and does not have weak solution in BV- class [11, 9, 21, 10].
Exact solution of the the system (1.5) with the initial data (1.2) was studied by
many authors [9, 21, 10, 20]. A different approach towards the solution of (1.5)
in the sense of Colombeau [4, 16] can be found in [17]. The solution for the first
equation in (1.5) is well understood in the distributional sense [8], whereas the
solution for the second equation does not belong to the space of BV functions. In
fact the second component contains δ-measures. So one cannot expect that the
product ρu can be defined in the usual sense. This is taken care of using Volpert
superposition, see [22]. Moreover, non-conservative products are also discussed in
[12, 14].
In this paper we want to determine the distributional limit of the solutions of
(1.4) when the initial data (1.2) are of Riemann type, i.e,
(
u0(x)
ρ0(x)
)
=


(
ul
ρl
)
, if x < 0(
ur
ρr
)
, if x > 0.
(1.6)
It turns out that this limit is a solution for (1.5) and agrees with vanishing viscosity
limit [9]. So we attempt a different approach to find measure valued solution of the
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system (1.5) by passing to the limit as ǫ→ 0 in the solution of an existing strictly
hyperbolic model. The theory is well developed [1, 5] for strictly hyperbolic system
and can be used to solve (1.4). This kind of approach has been extensively used in
the theory of isentropic gas dynamics ([3],[15] and the references therein).
The paper finishes with another approximation, by adding ǫ > 0 in the flux func-
tion, which looks simpler than the previous one. The limit of solutions has been
explored which works quite well for the rarefaction case. For the shock case the
approximation of system (1.4) can not be solved in BV class for all types of Rie-
mann data. Delta-waves are introduced to such cases by properly defining u along
the discontinuity curve. Note that this is not the usual Volpert superposition [22]
and its limit agrees with vanishing viscosity limit.
Our paper is organized as follows. In section 2, shock and rarefaction curves are
described for system (1.4) and dependence of the Riemann solution on ǫ > 0 is
examined. In section 3, shock-waves are constructed for (1.4)-(1.6) when ul > ur
and the limit is obtained whenever the perturbation vanishes. In section 4, entropy-
entropy flux pairs are found for perturbed model (1.4) and limit is investigated for
small ǫ. Section 5 contains the solutions by other elementary waves. Finally, in
section 6, we discuss another approximation mentioned above.
2. The Riemann solution
The co-efficient matrix A(u, ρ) of the equation (1.4) is given by
A(u, ρ) =
(
u ǫp′(ρ)
ρ u
)
.
Eigenvalues for this co-efficient matrix are the following: λ1(u, ρ) = u −
√
ǫp′(ρ)ρ
and λ2(u, ρ) = u+
√
ǫp′(ρ)ρ and the eigenvectors to λ1 and λ2 areX1 = (−
√
ǫp′(ρ)
ρ , 1)
and X2 = (
√
ǫp′(ρ)
ρ , 1) respectively and ∇λi.Xi 6= 0 for i = 1, 2.
Each characteristics field is genuinely nonlinear for problem (1.4).
Shock curves: The shock curves s1,s2 through (ul, ρl) are derived from the
Rankine-Hugoniot conditions
λ(u − ul) =(
u2
2
+ ǫp(ρ))− (
u2l
2
+ ǫp(ρl))
λ(ρ− ρl) =ρu− ρlul.
(2.1)
Eliminating λ from (2.1), shock curves are computed as
s1 =
{
(u, ρ) : (u− ul)
2 (ρ+ ρl)
2
= ǫ(ρ− ρl)(p(ρ)− p(ρl)), ρ > ρl
}
(2.2)
s2 =
{
(u, ρ) : (u− ul)
2 (ρ+ ρl)
2
= ǫ(ρ− ρl)(p(ρ)− p(ρl)), ρ < ρl
}
(2.3)
Rarefaction curves: The Rarefaction curves R1, R2 passing through (ul, ρl) are
the following :
1- Rarefaction curve: First Rarefaction curve passing through (ul, ρl) is derived by
solving;
du
dρ
= −
√
ǫp′(ρ)
ρ
, u(ρl) = ul. (2.4)
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R1 =
{
(u, ρ) : u− ul = −
∫ ρ
ρl
√
ǫp′(ξ)
ξ
dξ, ρ < ρl
}
(2.5)
2- Rarefaction curve: Second Rarefaction curve R2 passing through (ul, ρl) is de-
rived by solving;
du
dρ
=
√
ǫp′(ρ)
ρ
, u(ρl) = ul. (2.6)
R2 =
{
(u, ρ) : u− ul =
∫ ρ
ρl
√
ǫp′(ξ)
ξ
dξ, ρ > ρl
}
(2.7)
To solve the equation (1.4) with (1.6), three cases are required to be considered,
that is (I) ul > ur, (II) ul = ur and (III) ul < ur. For case (I) we have solution as a
combination of two shock waves, for case (II) solutions are given as the combination
of 1-rarefaction and 2-shock curves or 1-shock and 2-rarefaction curves depending
upon ρl > ρr or ρl < ρr respectively. And finally in case (III) solution consists of
two rarefaction waves and vacuum state. In each case limit has been found and
it is exactly equal to the vanishing viscosity limit found in [9] which satisfies our
expectation.
3. Formation of shock waves for ul > ur
In this section the limiting behavior for the solution of (1.4)-(1.6) for ul > ur as
ǫ→ 0 has been studied. We first find solution for the system (1.4) satisfying Lax-
entropy condition for case ul > ur. ρl and ρr are taken positive through out this
section. The key result of this section is the following.
Theorem 3.1. If ul > ur, there exists a η > 0 such that for any ǫ < η, we have a
unique intermediate state (u∗ǫ , ρ
∗
ǫ ) which connects (ul, ρl) to (u
∗
ǫ , ρ
∗
ǫ ) by 1-shock and
(u∗ǫ , ρ
∗
ǫ ) to (ur, ρr) by 2-shock and satisfies Lax-entropy condition.
Proof. The admissible 1-shock curve passing through (u¯, ρ¯) satisfies the following:
(u− u¯)s1 =(
u2
2
+ ǫp(ρ))− (
u¯2
2
+ ǫp(ρ¯))
(ρ− ρ¯)s1 =ρu− ρ¯u¯,
(3.1)
and satisfies the inequality
s1 < λ1(u¯, ρ¯), λ1(u, ρ) < s1 < λ2(u, ρ). (3.2)
Eliminating s1 from (3.1) and simplifying yields
(u − u¯)2 = 2ǫ
ρ− ρl
ρ+ ρl
(p(ρ)− p(ρl)) (3.3)
We show that for a given u < u¯, there exists a unique ρ > ρ¯ such that equation
(3.3) holds. For that let us define a function
F (ρ) := 2ǫ
ρ− ρ¯
ρ+ ρ¯
(p(ρ)− p(ρ¯)) (3.4)
We see that F (ρ¯) = 0 and F (ρ)→∞ as ρ→∞. So by intemediate value theorem
we have F ([ρ¯,∞)) = [0,∞). Hence for a given u there exist a ρ > ρ¯ such that
F (ρ) = (u− u¯)2.
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This proves existence. To prove the uniqueness, now differentiate the equation (3.4)
with respect to ρ to get
F ′(ρ) = 2ǫ
2ρ¯
(ρ+ ρ¯)2
(p(ρ)− p(ρ¯)) + 2ǫ
ρ− ρ¯
ρ+ ρ¯
p
′
(ρ)
As ρ>ρ¯ and p
′
(ρ) > 0, F ′(ρ) is positive. So (u − u¯)2 will be achieved only once
in the interval [ρ¯,∞), which proves the uniqueness. The condition (3.1) and (3.2)
holds iff u ≤ u¯ and ρ ≥ ρ¯. In fact,
s1 satisfies (3.2) if
ρu− ρ¯u¯
ρ− ρ¯
< u¯−
√
ǫp′(ρ¯)ρ¯
u−
√
ǫp′(ρ)ρ <
ρu− ρ¯u¯
ρ− ρ¯
< u+
√
ǫp′(ρ)ρ (3.5)
The inequality (3.5) holds if
ǫp
′
(ρ¯)ρ¯ <
ρ2(u − u¯)2
(ρ− ρ¯)2
< ǫp
′
(ρ)ρ. (3.6)
Since (u, ρ) satisfies (3.4), (3.6) holds if
p
′
(ρ¯)ρ¯ <
2ρ2(p(ρ)− p(ρ¯))
(ρ− ρ¯)(ρ+ ρ¯)
< p
′
(ρ)ρ.
The above is true since p and p′ is an increasing function.
Therefore the branch of the curve satisfying (3.1) and (3.2) can be parameterized
by a C1 function ρ1 : (−∞, u¯]→ [ρ¯,∞) with parameter u.
From the equation (3.3), ρ1(u) satisfies
(u− ul)
2
ǫ
ρl + ρ1(u)
2(ρ1(u)− ρl))
+ p(ρl) = p(ρ1(u)). (3.7)
Differentiating the above equation with respect to u, we get
(u− ul)(ρl + ρ1(u))
ǫ(ρ1(u)− ρl)
+
−ρlρ
′
1(u)(u− ul)
2
4ǫ(ρ(u)− ρl)
= p′(ρ1(u))ρ
′
1(u).
Since ρ1(u) > ρl , ρl + ρ1(u) and −ρl + ρ1(u) are positive. This implies ρ
′
1(u) is
negative, because p′ is positive.
Similarly the branch of the curve satisfying
s1 > λ2(u, ρ), λ1(u¯, ρ¯) < s1 < λ2(u¯, ρ¯).
is the admissible 2-shock curve which can be parameterized by a C1 function ρ2 :
(−∞, u¯]→ (−∞, ρ¯] with parameter u.
Also ρ2 satisfies the following equation:
(u− u¯)2
ǫ
ρ¯+ ρ2(u)
2(ρ2(u)− ρ¯))
+ p(ρ¯) = p(ρ2(u)). (3.8)
Differentiating the above equation (3.8) with respect to u, we get
(u − u¯)(ρ¯+ ρ2(u))
ǫ(ρ2(u)− ρ¯)
+
−ρ¯ρ2′(u)(u− u¯)
2
4ǫ(ρ2(u)− ρ¯)
= p′(ρ2(u))ρ2′(u).
Since ρ2(u) > ρ¯, ρ¯ + ρ2(u) and −ρ¯ + ρ2(u) are positive. This implies ρ
′
2(u) is
positive, because p′ is positive.
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Consider the branch of the curve passing through (ur, ρr) satisfying the condition
u > ur, ρ > ρr. In a similar way as above it can be parameterized by a C
1- curve
ρ∗2(u). The part of the curve ρ
∗
2 from (w, z) to (ur, ρr) will be the admissible 2-shock
curve connecting (w, z) to (ur, ρr). So it is clear that ρ
∗
2
′(u) is positive.
Let’s denote admissible 1-shock curve passing through (ul, ρl) as ρ
∗
1. As from
the previous analysis this is parameterized by ρ∗1 : (−∞, ul]→ [ρl,∞) and satisfies
ρ∗1
′(u) < 0 .
ρ∗1(ur) satisfies (3.8) with ρ1(u) and u¯replaced by ρ
∗
1(ur) and ur respectiveily,
and ρ∗2(ul) satisfies (3.7) with ρ2(u) and u¯ replaced by ρ
∗
2(ul) and ul respectiveily.
Hence ρ∗1(ur) and ρ
∗
2(ul) goes to ∞ as ǫ tends to zero. Therefore there exists a
η > 0 such that ǫ < η, we have ρ∗2(ul) > ρl and ρ
∗
1(ur) > ρr. Now consider the
function ρ∗1 − ρ
∗
2. Since ρ
∗
1(ul) − ρ
∗
2(ul) = ρ
∗
1 − ρ
∗
2(ul) < 0 and ρ
∗
1(ur) − ρ
∗
2(ur) =
ρ∗1(ur) − ρr > 0. Now by intermediate value theorem there exist a point u
∗
ǫ such
that ρ∗1(u
∗
ǫ ) = ρ
∗
2(u
∗
ǫ ) = ρ
∗
ǫ (say). ρ
∗
ǫ is unique because ρ
∗
1 is stricty decreasing and
ρ∗2 is strictly increasing. Since we are cosidering only admissible curves lax entropy
condition holds. This completes the proof.

Now we determine the limit of the problem (1.4) for the shock case. For this
first we will define δ-distribution followed by a simple technical lemma which will
be useful later.
Definition: A weighted δ-distribution ”d(t)δx=c(t)” is concentrated on a smooth
curve x = c(t) can be defined by
〈 d(t)δx=c(t), ϕ(x, t)〉 =
∫
∞
0
d(t)ϕ(c(t), t)dt
for all ϕ ∈ C∞c (R× (0,∞))
Lemma 3.2. Suppose aǫ(t) and bǫ(t) converges uniformly to 0 on compact subsets
of (R×(0,∞)) as ǫ tends to zero. Also assume that dǫ(t) conveges to d(t) uniformly
on compact subsets of (R× (0,∞)) as ǫ tends to zero, then
1
bǫ(t)− aǫ(t)
dǫ(t)χ(c(t)−aǫ(t),c(t)+bǫ(t))(x)
converges to d(t)δx=c(t) in the sense of distribution.
Proof. Denote
Ψ(x, t) =
1
bǫ(t)− aǫ(t)
dǫ(t)χ(c−aǫ(t),c+bǫ(t))(x).
Now consider the integral∣∣∣ ∫ ∞
0
∫
∞
−∞
(
Ψ(x, t)ϕ(x, t)dxdt −
∫
∞
0
d(t)ϕ(c(t), t)dt
)∣∣∣
≤
∫
∞
0
∣∣∣ 1
bǫ(t)− aǫ(t)
∫ c(t)+bǫ(t)
c(t)−aǫ(t)
dǫ(t)ϕ(x, t) − d(t)ϕ(c(t), t)
∣∣∣ dx dt
Now since ϕ(x, t) has compact support and dǫ(t) converges to d(t) uniformly on
compact sets as ǫ → 0, the last integral converges to 0. Since this is true for all
test function ϕ, the proof of this lemma is completed . 
LIMITING BEHAVIOR 7
Theorem 3.3. The distribution limit (uǫ, ρǫ) exists as ǫ approaches zero and is
given by (u, ρ).
u(x, t) =


ul, ifx <
ul+ur
2 t
ul+ur
2 , if x =
ul+ur
2 t
ur, ifx >
ul+ur
2 t
(3.9)
and
ρ(x, t) =


ρl, if x <
ul+ur
2 t
(ul − ur)
ρl+ρr
2 δx=ul+ur
2
t
, if x = ul+ur2 t
ρr, if x >
ul+ur
2 t
(3.10)
Proof. From the above theorem (u∗ǫ , ρ
∗
ǫ ) satisfies the following conditions.
(u∗ǫ − ul)
ρ∗ǫu
∗
ǫ − ρlul
ρ∗ǫ − ρl
= (
u∗ǫ
2
2
+ ǫp(ρ∗ǫ ))− (
u2l
2
+ ǫp(ρl))
(u∗ǫ − ur)
ρ∗u∗ǫ − ρrur
ρ∗ǫ − ρr
= (
u∗ǫ
2
2
+ ǫp(ρ∗ǫ ))− (
u2r
2
+ ǫp(ρr)).
(3.11)
We know u∗ǫ ∈ (ur, ul). So the sequence u
∗
ǫ is bounded. Now our claim is that
ρ∗ǫ is unbounded as ǫ tends to zero.
proof of the claim(2.1): Suppose ρ∗ǫ is bounded.Then it has a convergent subse-
quence still denoted by ρ∗ǫ and it converges to ρ
∗ as ǫ→ 0. Then from the equation
(4.1) we get that ρ∗ǫ satisfies:
(u∗ǫ − ul)
2 (ρ
∗
ǫ + ρl)
2
= ǫ(ρ∗ǫ − ρl)(p(ρ
∗
ǫ )− p(ρl)) (3.12)
Now as ǫ→ 0,the above equation becomes
(u∗ − ul)
2 (ρ
∗ + ρl)
2
= 0, (3.13)
as R.H.S of the equation is bounded. Now since ρ∗ + ρl > 0, we get u
∗ = ul.
Again,since ρ∗ǫ satisfies:
(u∗ǫ − ur)
2 (ρ
∗
ǫ + ρr)
2
= ǫ(ρ∗ǫ − ρr)(p(ρ
∗
ǫ )− p(ρr)) (3.14)
By similar argument we get, u∗ = ur. So ul = ur. This leads to a contradiction.
So for a subsequence let u∗ǫ converges to u
∗ and ρ∗ǫ tend to +∞. Passing to the
limit for this subsequence in (3.11), we get
u∗(u∗ − ul) =
u∗2
2
−
ul
2
2
+ l
u∗(u∗ − ur) =
u∗2
2
−
ur
2
2
+ l,
where lim
ǫ→0
ǫp(ρ∗ǫ) = l. Solving the above two equations we get
u∗ =
ul + ur
2
and l =
1
8
(ul − ur)
2. (3.15)
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The solution for (uǫ, ρǫ) is given by
uǫ(x, t) =


ul if x < (
u∗ǫ+ul
2 +
ǫ(p(ρ∗
ǫ
)−p(ρl))
u∗
ǫ
−ul
)t
u∗ǫ if (
u∗ǫ+ul
2 +
ǫ(p(ρ∗
ǫ
)−p(ρl))
u∗
ǫ
−ul
)t < x < (u
∗
ǫ+ur
2 +
ǫ(p(ρ⋆
ǫ
)−p(ρr))
u∗
ǫ
−ur
)t
ur if x > (
u∗ǫ+ur
2 +
ǫ(p(ρ∗
ǫ
)−p(ρr))
u∗
ǫ
−ur
)t.
(3.16)
ρǫ(x, t) =


ρl if x < (
u∗ǫ+ul
2 +
ǫ(p(ρ∗
ǫ
)−p(ρl))
u∗
ǫ
−ul
)t
ρ∗ǫ if (
u∗ǫ+ul
2 +
ǫ(p(ρ∗
ǫ
)−p(ρl))
u∗
ǫ
−ul
)t < x < (u
∗
ǫ+ur
2 +
ǫ(p(ρ⋆
ǫ
)−p(ρr))
u∗
ǫ
−ur
)t
ρr if x > (
u∗ǫ+ur
2 +
ǫ(p(ρ∗
ǫ
)−p(ρr))
u∗
ǫ
−ur
)t.
(3.17)
As u∗ǫ converges to u
∗ = ul+ur2 as ǫ → 0, we have the limit for u(x, t) as stated in
the theorem.
From (3.11) and (3.15), one can show that
lim
ǫ→0
[
u∗ǫ + ul
2
+
ǫ(p(ρ∗ǫ )− p(ρl))
u∗ǫ − ul
] =
ul + ur
2
,
and
lim
ǫ→0
u∗ǫ + ur
2
+
ǫ(p(ρ∗ǫ )− p(ρr))
u∗ǫ − ur
=
ul + ur
2
.
Let’s denote,
c(t) =
ul + ur
2
t
aǫ(t) = c(t)− (
u∗ǫ + ul
2
+
ǫ(p(ρ∗ǫ )− p(ρl))
u∗ǫ − ul
)t
bǫ(t) = (
u∗ǫ + ur
2
+
ǫ(p(ρ∗ǫ )− p(ρr))
u∗ǫ − ur
)t− c(t)
dǫ(t) =
[ur − ul
2
+
ǫ(p(ρ∗ǫ )− p(ρr))
u∗ǫ − ur
−
ǫ(p(ρ∗ǫ )− p(ρl))
u∗ǫ − ul
]
ρ∗ǫ t.
(3.18)
With the above notations the formula for ρǫ in equation (3.17) can be written
in the following form as in the Lemma.
ρǫ =ρlχ(−∞,c(t)−aǫ(t))(x) +
dǫ(t)
bǫ(t)− aǫ(t)
χ(c(t)−aǫ(t),c(t)+bǫ(t))(x)
+ ρrχ(c(t)+bǫ(t),∞)(x).
(3.19)
Now we will determine the limit of dǫ(t) as ǫ tends to zero.
The equation (3.11) can also be written in the following form.
(ρ∗ǫ − ρl)
{u∗ǫ + ul
2
+
ǫ(p(ρ∗ǫ )− (ρl))
u∗ǫ − ul
}
= ρ∗ǫu
∗
ǫ − ρlul
(ρ∗ǫ − ρr)
{u∗ǫ + ur
2
+
ǫ(p(ρ∗ǫ )− (ρr))
u∗ǫ − ur
}
= ρ∗ǫu
∗
ǫ − ρrur.
(3.20)
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Subtracting second equation from the first in (3.20), we get[ur − ul
2
+
ǫ(p(ρ∗ǫ )− p(ρr))
u∗ǫ − ur
−
ǫ(p(ρ∗ǫ )− p(ρl))
u∗ǫ − ul
]
ρ∗ǫ
= ρlul − ρrur + ρr(
u∗ǫ + ur
2
)− ρl(
u∗ǫ + ul
2
)
+ ρr
ǫ(p(ρ∗ǫ )− p(ρr))
u∗ǫ − ur
− ρl
ǫ(p(ρ∗ǫ )− p(ρl))
u∗ǫ − ul
.
(3.21)
Passing to the limit as ǫ→ 0, we get
lim
ǫ→0
[ur − ul
2
+
ǫ(p(ρ∗ǫ )− p(ρr))
u∗ǫ − ur
−
ǫ(p(ρ∗ǫ )− p(ρl))
u∗ǫ − ul
]
ρ∗ǫ =
1
2
(ul−ur)(ρl+ρr) (3.22)
This implies
lim
ǫ→0
bǫ(t) =
1
2
(ul − ur)(ρl + ρr)t. (3.23)
Here in the calculation (3.23), we have used the fact that lim
ǫ→0
ǫp(ρ∗ǫ ) =
1
8
(ul − ur)
2
and lim
ǫ→0
u∗ǫ =
ul + ur
2
from the equation (3.15).
The first and third term of (3.19) converges to ρlχ(−∞,ul+ur
2
t)
(x) and
ρrχ(ul+ur
2
t,∞)
(x) respectively. Hence employing the above lemma to the middle
term of (3.19), we get the distribution limit ρ(x, t) as given in the theorem. Note
that all the analysis has been done for a subsequence, but since limit is same for
any subsequence, this implies full sequence converges. The proof of theorem 3.3 is
completed.

4. entropy and entropy flux pairs
In this section we explicitly find the entropy and entropy flux pairs for the
perturbed system (1.4). Let us start with a definition of entropy-entropy flux pairs.
Definition: A continuously differentiable function η : R2 7→ R is called an entropy
for the system with entropy flux q : R2 7→ R,if
Dη(u).Df(u) = Dq(u), u ∈ Rn
where f is the flux function for the system.
Entropy inequality: A weak solution u of a system is called entropy admissible
if ∫∫
Ω
η(u)ϕx + q(u)ϕx dx dt ≥ 0
for every positive, C∞-functions ϕ : Ω → R2 with compact support. The above
can be restated in the following way:
η(u)t + q(u)x ≤ 0 (4.1)
in the distributional sense for every pair (η, q) defined above.
A pair (η, q) of real valued maps is an entropy-entropy flux pair of (1.1) if(
∂η
∂u
u+
∂η
∂ρ
ρ , ǫρeρ
∂η
∂u
+ u
∂η
∂ρ
)
=
(
∂q
∂u
,
∂q
∂ρ
)
(4.2)
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That is;
∂q
∂u
=
∂η
∂u
u+
∂η
∂ρ
ρ
∂q
∂ρ
= ǫρeρ
∂η
∂u
+ u
∂η
∂ρ
(4.3)
Eliminating q from (4.3), we have
∂2η
∂ρ2
= ǫeρ
∂2η
∂u2
. (4.4)
One can see that
η(u, ρ) =
1
2
u2 + ǫeρ (4.5)
is a solution of above equation which is a strictly convex entropy (since D2η > 0)
of the system (1.4) and the corresponding entropy flux is
q(u, ρ) =
1
3
u3 + ǫρueρ. (4.6)
So, we need to calculate the following.
ηt + qx = −s1
(
1
2
u∗2ǫ + ǫe
ρ∗
ǫ −
1
2
u2l − ǫe
ρl
)
δx=s1t
−s2
(
1
2
u2r + ǫe
ρr −
1
2
u∗2ǫ − ǫe
ρ∗
ǫ
)
δx=s2t
+
(
1
3
u∗3ǫ + ǫρ
∗
ǫu
∗
ǫe
ρ∗
ǫ −
1
3
u3l − ǫρlule
ρl
)
δx=s1t
+
(
1
3
u3r − ǫρrure
ρr −
1
3
u∗3ǫ − ǫρ
∗
ǫu
∗
ǫe
ρ∗
ǫ
)
δx=s2t,
(4.7)
where s1t and s2t are defined as,
s1t = (
u∗ǫ + ul
2
+
ǫ(p(ρ∗ǫ )− p(ρl))
u∗ǫ − ul
)t,
s2t = (
u∗ǫ + ur
2
+
ǫ(p(ρ∗ǫ )− p(ρr))
u∗ǫ − ur
)t.
(4.8)
Let us consider,
−s1
(
1
2
u∗2ǫ + ǫe
ρ∗
ǫ
)
+
(
1
3
u∗3ǫ + ǫρ
∗
ǫu
∗
ǫe
ρ∗
ǫ
)
= u∗2ǫ
(
1
3
u∗ǫ −
1
2
s1
)
+ ǫeρ
∗
ǫ
(
ρ∗ǫu
∗
ǫ − s1
) (4.9)
and
s2
(
1
2
u∗2ǫ + ǫe
ρ∗
ǫ
)
−
(
1
3
u∗3ǫ + ǫρ
∗
ǫu
∗
ǫe
ρ∗
ǫ
)
= u∗2ǫ
(
−
1
3
u∗ǫ +
1
2
s2
)
+ ǫeρ
∗
ǫ
(
− ρ∗ǫu
∗
ǫ + s2
)
.
(4.10)
Observe that as ǫ → 0, the first term of the both equation (4.9) and (4.10) are
going to the same quantity ( say (ul+ur)
3
48 ) with a negative sign. So it cancels each
other after summing up.
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Now the crucial part is to handle the second term of both equations. After adding
we have
ǫeρ
∗
ǫ
(
s2 − s1
)
. (4.11)
We claim that as ǫ→ 0, (4.11) goes to 0.
Proof of the claim: (4.11) can be written as
ǫeρ
∗
ǫ
(
s2 − s1
)
= ǫ
p
′
(ρ∗ǫ )
p(ρ∗ǫ )
p(ρ∗ǫ )
ρ∗ǫ
(
s2 − s1
)
. (4.12)
Now since
lim
ǫ→0
p
′
(ρ∗ǫ )
p(ρ∗ǫ )
= 1 and lim
ǫ→0
ǫp(ρ∗ǫ) = l and ρ
∗
ǫ →∞ as ǫ→ 0. (4.13)
Moreover,
lim
ǫ→0
s1 = lim
ǫ→0
s2. (4.14)
This proves the claim.
Next consider the remaining terms of (4.7).
s1
(
1
2
u2l + ǫe
ρl
)
−
1
3
u3l − ǫρlule
ρl →
ul + ur
4
u2l −
1
3
u3l (4.15)
and
− s2
(
1
2
u2r + ǫe
ρr
)
+
1
3
u3l + ǫρlule
ρl → −
ul + ur
4
u2r −
1
3
u3r. (4.16)
as ǫ→ 0. So finally from (4.7), (4.15)and (4.16) we get,
ηt + qx →
(
ul + ur
4
(u2l − u
2
r) +
1
3
(u3r − u
3
l )
)
δ
x=
u
l
+ur
2
and
(
ul + ur
4
(u2l − u
2
r) +
1
3
(u3r − u
3
l ) = −
(ul − ur)
3
12
< 0,
since ul > ur. So for ǫ small (4.7) satisfies (4.1). This completes the proof.
5. Solution for the case ul ≤ ur
This section is devoted to discuss other two cases, i.e, ul = ur and ul < ur. In
this section our proof goes in the spirit of [15].
CaseI (ul = ur): For ul = ur, initial data is
(
u0(x)
ρ0(x)
)
=


(
ul
ρl
)
, if x < 0(
ul
ρr
)
, if x > 0.
(5.1)
Now if ρl = ρr, we have the trivial solution u(x, t) = ul and ρ(x, t) = ρl. Another
two possibilities are ρr < ρl or ρr > ρl.
Subcase I(ρr < ρl): For this case we start traveling from the state (ul, ρl) and by
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R1 we reach at (u
∗
ǫ , ρ
∗
ǫ ), then from (u
∗
ǫ , ρ
∗
ǫ ) we travel by S2 and reach at (ul, ρr).
1-rarefaction curve through (ul, ρl) is obtained solving the differential equation
du
dρ
= −
√
ǫp′(ρ)
ρ
u(ρl) = ul (5.2)
So the branch of the curve satisfying (5.2) can be parameterized by a C1 function
u1 : [ρr, ρl]→ [ul,∞) with parameter ρ. Since p
′
(ρ) > 0, we see that u1 is decreas-
ing. Therefore, u1(ρr) > ul.
Any state (u, ρ) connected to the end state (ul, ρr) by admissible 2-shock curve S2
satisfies the following equations;
(u− ul)
ρu− ρrul
ρ− ρr
= (
u2
2
+ ǫp(ρ))− (
u2l
2
+ ǫp(ρr)), (5.3)
s > λ2(u, ρ), λ1(ul, ρr) < s < λ2(ul, ρr) (5.4)
(5.3) -(5.4) valid iff u > ul and ρ > ρr. Again (5.3) implies
(u− ul)
2 = 2ǫ
(ρ− ρr)
(ρ+ ρr)
(p(ρ)− p(ρr)). (5.5)
Our claim is that for every fixed ρ > ρr there exists a unique u > ul such that the
equation (4.2) holds. Let us define
F (u) := (u− ul)
2.
Since F (ul) = 0, we have F (u)→∞ as u→∞ and F ([ul,∞)) = [0,∞). Since p is
increasing and ρ > ρr, right hand side of (4.3) is positive. So there exists a u > ul
such that
F (u) = 2ǫ
(ρ− ρr)
(ρ+ ρr)
(p(ρ)− p(ρr))
Also,
F
′
(u) = 2(u− ul) > 0,
since u > ul. Therefore u is unique.
Similarly in Theorem 3.1, the branch of the curve satisfying (5.3) and (5.4) can be
parameterized by a C1-function u2(ρ) = u2 : [ρr, ρl]→ [ul,∞) satisfying
F (u2(ρ)) = (u2(ρ)− ul)
2 = 2ǫ
(ρ− ρr)
(ρ+ ρr)
(p(ρ)− p(ρr)) (5.6)
Note that u2(ρr) = ul and from our argument it is clear that the function u2 is well
defined and our claim is that the function u2 is increasing in the interval (ρr, ρl)
Now differentiating the above equation (5.6) we get,
(u2(ρ)− ul)u2
′(ρ) = ǫ
[
p′(ρ)
ρ− ρr
ρ+ ρr
+ (p(ρ)− p(ρr))
2ρr
(ρ+ ρr)2
]
Since ρ > ρr and p(ρ) is an increasing function, i.e, p
′(ρ) > 0, RHS of above
equation is > 0 for small ǫ > 0. That is, (u2(ρ) − ul)u2
′(ρ) > 0. Previously we
proved that for ρ > ρr there exits a unique u > ul satisfying (5.6). This implies
u2
′(ρ) > 0. This proves our claim.
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From the above analysis, there exists an intermediate state ρ∗ǫ ∈ (ρr, ρl) such
that u1(ρ
∗
ǫ ) = u2(ρ
∗
ǫ ) = u
∗
ǫ . Hence the solution for (1.4) is given by:
uǫ =


ul if x < λ1(ul, ρl)t
Ru1 (x/t)(ul, ρl) if λ1(ul, ρl)t < x < λ1(u
∗
ǫ , ρ
∗
ǫ )t
u∗ǫ if λ1(u
∗
ǫ , ρ
∗
ǫ )t < x <
ρrul−ρ
∗
ǫ
u∗
ǫ
ρr−ρ∗ǫ
t
ur if x >
ρrul−ρ
∗
ǫ
u∗
ǫ
ρr−ρ∗ǫ
t
(5.7)
and
ρǫ =


ρl if x < λ1(ul, ρl)t
Rρ1(x/t)(ul, ρl) if λ1(ul, ρl)t < x < λ1(u
∗
ǫ , ρ
∗
ǫ )t
ρ∗ǫ if λ1(u
∗
ǫ , ρ
∗
ǫ )t < x <
ρrul−ρ
∗
ǫ
u∗
ǫ
ρr−ρ∗ǫ
t
ρr if x >
ρrul−ρ
∗
ǫ
u∗
ǫ
ρr−ρ∗ǫ
t
(5.8)
Where R1(ξ)(u¯, ρ¯) = (R
u
1 (ξ)(u¯, ρ¯), R
ρ
1(ξ)(u¯, ρ¯)) and R
u
1 (ξ)(u¯, ρ¯) is obtained by solv-
ing
du
dξ
= −
√
ǫp′(ρ(ξ))
ρ(ξ)
, u(0) = u¯ (5.9)
and Rρ1(ξ)(u¯, ρ¯) is obtained by solving
dρ
dξ
= 1, ρ(0) = ρ¯. (5.10)
Subcase II (ρl < ρr): This can be handled in a similar way. In fact, here we start
from (ul, ρl) and reach at (u
∗
ǫ , ρ
∗
ǫ ) by S1 and from (u
∗
ǫ , ρ
∗
ǫ ) to (ul, ρr) by R2. So, the
solution is given by :
uǫ =


ul if x <
ρ∗
ǫ
u∗
ǫ
−ρlul
ρ∗
ǫ
−ρl
t
u∗ǫ if
ρ∗
ǫ
u∗
ǫ
−ρlul
ρ∗
ǫ
−ρl
t < x < λ2(u
∗
ǫ , ρ
∗
ǫ )t
Ru2 (x/t)(u
∗
ǫ , ρ
∗
ǫ ) if λ2(u
∗
ǫ , ρ
∗
ǫ )t < x < λ2(ul, ρr)t
ur if x > λ2(ul, ρr)t
(5.11)
and
ρǫ =


ρl if x <
ρ∗
ǫ
u∗
ǫ
−ρlul
ρ∗
ǫ
−ρl
t
ρ∗ǫ if
ρ∗
ǫ
u∗
ǫ
−ρlul
ρ∗
ǫ
−ρl
t < x < λ2(u
∗
ǫ , ρ
∗
ǫ )t
Rρ2(x/t)(u
∗
ǫ , ρ
∗
ǫ ) if λ2(u
∗
ǫ , ρ
∗
ǫ )t < x < λ2(ul, ρr)t
ρr if x > λ2(ul, ρr)t
(5.12)
where R2(ξ)(u¯, ρ¯) = (R
u
2 (ξ)(u¯, ρ¯), R
ρ
2(ξ)(u¯, ρ¯)) and R
u
2 (ξ)(u¯, ρ¯) is obtained by solv-
ing
du
dξ
=
√
ǫp′(ρ(ξ))
ρ(ξ)
, u(0) = u¯ (5.13)
and Rρ2(ξ)(u¯, ρ¯) is obtained by solving
dρ
dξ
= 1, ρ(0) = ρ¯. (5.14)
Now our aim is to find the limit of (uǫ, ρǫ) as ǫ→ 0 in both of the above cases. Since
ρ∗ǫ ∈ (ρl, ρr) or ρ
∗
ǫ ∈ (ρr, ρl) this implies ρ
∗
ǫ is bounded. Also ρ
∗
ǫ and u
∗
ǫ satisfies
(u∗ǫ − ul)
2 (ρ
∗
ǫ + ρr)
2
= ǫ(ρ∗ǫ − ρr)(p(ρ
∗
ǫ )− p(ρr)) (5.15)
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Since R.H.S is bounded, as ǫ→ 0 we get,
lim
ǫ→0
(u∗ǫ − ul)
2 (ρ
∗
ǫ + ρr)
2
= 0 (5.16)
that is, limǫ→0 u
∗
ǫ = ul. Therefore the solution (u
ǫ, ρǫ) → (u, ρ) as ǫ → 0 where
(u, ρ) is given by:
ρ =
{
ρl if x < ult
ρr if x > ult
(5.17)
and
u =
{
ul if x < ult
ur if x > ult
(5.18)
Since here ul = ur we have u ≡ ul.
Case II (ul < ur) : The 1st-rarefaction curve passing through (ul, ρl) is given
by the solution of the following cauchy problem:
du
dρ
= −
√
ǫp′(ρ)
ρ
, ρ < ρl, u(ρl) = ul.
Note that for this case it does not matter whether ρl < ρr or ρl > ρr. So W.L.O.G
we can take ρl > ρr > 0. Now a branch of R1 can be parameterized by a C
1
function u1 : [0, ρl]→ [ul,∞) with a parameter ρ. Explicitly u1 can be written as
u1(ρ)− ul = −
∫ ρ
ρl
√
ǫp′(ξ)
ξ
dξ. (5.19)
Since ρ ∈ [0, ρl] is bounded and p is increasing, we have u1(ρ) → ul as ǫ → 0
decreasingly. Similarly, the 2nd-rarefaction curve is given by the solution of then
cauchy problem :
du
dρ
=
√
ǫp′(ρ)
ρ
, ρ < ρr, u(ρr) = ur (5.20)
Let u2 : [0, ρr]→ (−∞, ur] is a C
1 function, parameterized branch of R2 satisfying
(5.20) and can be written as
u2(ρ)− ur =
∫ ρr
ρ
√
ǫp′(ξ)
ξ
dξ. (5.21)
Since ρ ∈ [0, ρr] is bounded and p is increasing, we have u2(ρ) → ur as ǫ → 0
increasingly. Since ul < ur, by the above calculation one can see u1(0) < u2(0) for
small ǫ. In this case the complete solution is the following:
uǫ =


ul if x < λ1(ul, ρl)t
Ru1 (x/t)(ul, ρl) if λ1(ul, ρl)t < x < λ1(u
∗(1)
ǫ , 0)t
x/t if λ1(u
∗(1)
ǫ , 0)t < x < λ2(u
∗(2)
ǫ , 0)t
Ru2 (x/t)(u
∗(2)
ǫ , 0) if λ2(u
∗(2)
ǫ , 0)t < x < λ2(ur, ρr)t
ur if x > λ2(ur, ρr)t.
(5.22)
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and
ρǫ =


ρl if x < λ1(ul, ρl)t
Rρ1(x/t)(ul, ρl) if λ1(ul, ρl)t < x < λ1(u
∗(1)
ǫ , 0)t
0 if λ1(u
∗(1)
ǫ , 0)t < x < λ2(u
∗(2)
ǫ , 0)t
Rρ2(x/t)(u
∗(2)
ǫ , 0) if λ2(u
∗(2)
ǫ , 0)t < x < λ2(ur, ρr)t
ρr if x > λ2(ur, ρr)t.
(5.23)
Where Ru1 (.), R
ρ
1(.), R
u
2 (.), R
ρ
2(.) are defined above.
Now it remains to find the limit of (uǫ, ρǫ) as ǫ → 0. Since u
∗(1)
ǫ = u1(0), we
have u
∗(1)
ǫ → ul and in the same way u
∗(2)
ǫ → ur as ǫ → 0. So after passing the
limit, we get
u(x, t) =


ul if x < ult
x/t if ult < x < urt
ur if x > urt
(5.24)
and
ρ(x, t) =


ρl if x < ult
0 if ult < x < urt
ρr if x > urt.
(5.25)
Remark 5.1. In the solution of uǫ we are artificially filling the state λ1(u
∗(1)
ǫ , 0)t <
x < λ2(u
∗(2)
ǫ , 0)t by the function x/t as this gives the least total variation.
Remark 5.2. The vanishing pressure limit exists and equal to (3.9)-(3.10) for the
case ul > ur and (5.24)-(5.25) for the case ul ≤ ur with any pressure p(ρ) such that
p(ρ) and p′(ρ) are increasing. The proofs given here will valid for this case without
any change.
6. Another perturbation: adding ǫ > 0 in the flux function
In this short section we propose a different approximation to the system (1.5)
mentioned earlier in the introduction. The flux function f(u) = u
2
2 of the (1.5) of
the first function is replaced by f(u, ǫ) = (u+ǫ)
2
2 . This makes the system strictly
hyperbolic and is a perturbed system of (1.5).
Let us recall the system (1.5)
ut + (
u2
2
)x = 0
ρt + (ρu)x = 0,
with initial condition
u(x, 0) = u0(x), ρ(x, 0) = ρ0(x).
Perturbed version of the above system can be written as
ut + (
(u + ǫ)2
2
)x = 0
ρt + (ρu)x = 0.
(6.1)
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with the following Riemann type initial data:
(
u0(x)
ρ0(x)
)
=


(
ul
ρl
)
, if x < 0(
ur
ρr
)
, if x > 0.
(6.2)
Our aim is to obtain the distributional limit of the solutions uǫ and ρǫ of (6.1) as
ǫ tends to zero.
The eigenvalues and the eigenvectors for the system (6.1) are the following:
λ1(u) = u and the corresponding eigenvector is r1(u) = (0, 1)
and
λ2(u) = u+ ǫ and the corresponding eigenvector is r1(u) = (1, ρ/ǫ).
Again, ∇λ1(u).r1(u) = 0 and ∇λ2(u).r2(u) = 1. So the first characteristics field
is linearly de-generate and the second characteristics field is genuinely nonlinear.
Let’s find explicitly the rarefaction family.
1st-Rarefaction family: 1st-rarefaction family is the solution of the ODE;
w˙(ξ) = r1(w(ξ)), w(λ1(ul, ρl)) = (ul, ρl), (6.3)
where w(ξ) = (w1(ξ), w2(ξ)). So, solving the following pair of ODE:
w˙1(ξ) = 0, w1(ul) = ul
w˙2(ξ) = 1, w2(ul) = ρl,
(6.4)
we get the 1st-rarefaction family as
R1(ξ) = (ul, ξ + ρl − ul). (6.5)
2nd-Rarefaction family: 2nd-rarefaction family is the solution of the ODE;
w˙(ξ) = r2(w(ξ)), w(λ2(ul, ρl)) = (ul, ρl)
where w(ξ) = (w1(ξ), w2(ξ))
That gives the following system of ODEs with initial conditions.
w˙1(ξ) = 1, w1(ul + ǫ) = ul
w˙2(ξ) =
w2(ξ)
ǫ
, w2(ul + ǫ) = ρl
Solving this pair of ODE, we get the 2nd-Rarefaction family as
R2(ξ) = (ξ − ǫ, ρl. exp(
ξ − (ul + ǫ)
ǫ
)). (6.6)
Since the first characteristics field is linearly degenerate, the 1st-Shock curve and
the 1st-Rarefaction curve will coincide, i.e., R1(ξ) = S1(ξ).
2nd admissible shock curve: Second admissible shock curve passing through
(ul, ρl) is given by:
ρ(u) =
ρl(
u−ul
2 + ǫ)
ǫ− u−ul2
, u < ul, ul − u ≤ ǫ. (6.7)
Main result of this section is the following.
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Theorem 6.1. Consider the perturbed Riemann problem (6.3) with the initial data
(6.4) such that ul < ur, then it has a unique weak solution (u
ǫ, ρǫ) whose limit as
ǫ → 0 is given by
u(x, t) =


ul if x < ult
x/t if ult < x < urt
ur if x > urt
(6.8)
and
ρ(x, t) =


ρl if x < ult
0 if ult < x < urt
ρr if x > urt.
(6.9)
If ul ≥ ur, then then the limit of the solution (u
ǫ, ρǫ) of (6.3) as ǫ tends to zero is
given by
(u, ρ)(x, t) =


(ul, ρl) if ult < x < (
ul+ur
2 )t
(ul+ur2 ,
(ul−ur)(ρl+ρr)
2 δx=(ul+ur
2
)t
), if x = (ul+ur2 )t.
(ur, ρr) if x > (
ul+ur
2 )t.
(6.10)
Proof. Case 1: ul < ur: The state (ul, ρl) can be joined to (ul, ρ
∗
ǫ ) by 1-shock
curve and (ul, ρ
∗
ǫ ) can be joined to (ul, ur) by 2-rarefaction curve. Then by (6.6),
(ul, ρ
∗
ǫ ) will satisfy the following equations.
ul = ξ − ǫ, ρr = ρ
∗
ǫ . exp(
ξ − (ul + ǫ)
ǫ
).
Which yields
ξ = ul + ǫ, ρ
∗
ǫ = ρr. exp(
(ul − ur)
ǫ
).
So the solution for the perturbed problem is given by:
(uǫ, ρǫ)(x, t) =


(ul, ρl) if x < λ1(ul, ρl)t
(ul, ρ
∗
ǫ ) if λ1(ul, ρl)t < x < λ2(ul, ρ
∗
ǫ )t
R2(ξ)(ul, ρl) if λ2(ul, ρ
∗
ǫ ) < x < λ2(ur, ρr)t
(ur, ρr) if x > λ2(ur, ρr)t,
(6.11)
where λ2(R2(ξ)(ul, ρl) = x/t, i.e, ξ = x/t.
Therefore the solution is given by
(uǫ, ρǫ)(x, t) =


(ul, ρl) if x < ult
(ul, ρr. exp(
(ul−ur)
ǫ )) if ult < x < (ul + ǫ)t
(x/t− ǫ, ρ∗ǫ . exp(
x/t−(ur+ǫ)
ǫ )) if (ul + ǫ)t < x < (ur + ǫ)t
(ur, ρr) if x > (ur + ǫ)t.
(6.12)
Now as ǫ→ 0 gives the limit (6.9) in the sense of distribution.
Case 2: ul = ur: Solutions for the Riemann problem when ul ≤ ur, ur−ul ≤ ǫ
are given by the following: The state (ul, ur) is connected to (ul, ρ
∗) by 1st shock
family and (ul, ρ
∗) to (ur, ρr) by 2nd shock family. Here ρ
∗ =
ρl(
ur−ul
2
+ǫ)
ǫ−
ur−ul
2
.
(uǫ, ρǫ)(x, t) =


(ul, ρl) if x < ult
(ul, ρ
∗) if ult < x < (
ul+ur
2 + ǫ)t
(ur, ρr) if x > (
ul+ur
2 + ǫ)t.
(6.13)
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Case 3: ul > ur: When ul < ur, ur − ul > ǫ, then the solution can not be
a function of bounded variation. We give the solution in the class of measures by
defining u suitably along the discontinuity of the first component u. In this case
the solution (u, ρ) is given by the following.
(uǫ, ρǫ)(x, t)
=


(ul, ρl) if ult < x < (
ul+ur
2 + ǫ)t
(ul+ur2 + ǫ,
(ul−ur)(ρl+ρr)
2 + ǫ(ρr − ρl)δx=(ul+ur
2
+ǫ)t
), if x = (ul+ur2 + ǫ)t.
(ur, ρr) if x > (
ul+ur
2 + ǫ)t.
(6.14)
It can be easily checked that (uǫ, ρǫ) satisfies the equation (6.1)-(6.2). The limit
of (uǫ, ρǫ) in the equation (6.13)-(6.14) as ǫ tends to zero is (6.10) in the sense of
distribution. This completes the proof.

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