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Abstract
Obtained is the Lp estimate of solutions to the resolvent problem for the Stokes system with
interface condition in a bounded domain in Rn: It is the ﬁrst step to consider the free boundary
value problem.
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1. Introduction
Let O be a bounded domain in Rn ðnX2Þ with boundary @O: Let Oþ be a
subdomain of O with boundary G which is strictly contained in O: Namely, OþCO
and the distance between G and @O is positive. Put O ¼ O Oþ: We assume that G
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is a C3 hypersurface while @O is a C2 one. n is the unit outer normal to G of Oþ and
nO is the unit outer normal to the boundary @O of O:
We consider the Stokes resolvent problem in a bounded domain with interface:
lu7 Div T7ðu7; p7Þ ¼ f7; r  u7 ¼ 0 in O7;
n  Tþðuþ; pþÞ  n  Tðu; pÞ ¼ hþ  h; uþ ¼ u on G;
u ¼ 0 on @O;
8><>: ð1:1Þ
where u7 ¼ ðu71;y; u7nÞ are unknown velocity vectors in O7; p7 are unknown
pressures in O7: f7 ¼ ðf71;y; f7nÞ are the prescribed external force vectors, h7 ¼
ðh71;y; h7nÞ are the prescribed interface force vectors, where f7 and h7 are deﬁned
on O7: T7ðu7; p7Þ are the stress tensors in O7 whose ðj; kÞ component is deﬁned by
T7jkðu7; p7Þ ¼ 2m7Djkðu7Þ  djkp7; j; k ¼ 1;y; n;
where
Djkðu7Þ ¼ 1
2
@u7j
@xk
þ @u7k
@xj
 
; djk ¼
1; j ¼ k;
0; jak;
(
and m7 are viscous coefﬁcients. The resolvent parameter l is contained in the
sectorial domain:
Se ¼ flAC j la0; jarg ljpp eg; 0oeop=2:
Below, given functions v7 deﬁned on O7; we put
vðxÞ ¼ vþðxÞ xAOþ;
vðxÞ xAO:
(
Moreover given function v deﬁned on O; v7 denote the restriction of v to O7: For
vector valued function, we use the same symbol. We use the symbol for the
derivative:
rkv ¼ ð@axv j jaj ¼ kÞ; rv ¼ r1v:
We are interested in Lp estimates of the unknown velocity u and the pressure p: We
deﬁne the space W˜pðOÞ for the pressure p:
W˜pðOÞ ¼ pALpðOÞ
Z
O
p dx ¼ 0;rp7ALpðO7Þ
				
 ;
jjpjjW˜pðOÞ ¼
X
þ
jjp7jjW 1p ðO7Þ:
The following theorem is our main result.
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Theorem 1.1. Let 1opoN and 0oeop=2: There exists a s40 such that the
following assertion holds: For every lASe,flAC j jljpsg; f7ALpðO7Þn and
h7AW 1p ðO7Þn; (1.1) admits a unique solution ðu; pÞAW 1p ðOÞn  W˜pðOÞ with
u7AW 2p ðO7Þn which satisfies the estimate:
jlj jjujjLpðOÞ þ jlj
1
2jjrujjLpðOÞ þ
X
þ
jju7jjW 2p ðO7Þ þ jjpjjW˜pðOÞ
pCðp; e; n;O; sÞ
X
þ
ðjj f7jjLpðO7Þ þ jlj
1
2jjh7jjLpðO7Þ þ jjh7jjW 1p ðO7ÞÞ: ð1:2Þ
Our problem is the ﬁrst step to consider a problem with free boundary. There are
several works concerning the free boundary value problem. For example, Giga-
Takahashi [8] and Takahashi [10] proved the global existence of weak solutions by
using the viscous method in the L2 framework. Denisova and Solonnikov [3,4] and
Denisova [2] investigated of the motion of two liquids in the framework of Ho¨lder
space. Tani [11,12] studied two-phase problem for compressible viscous ﬂuid motion
in the Ho¨lder spaces.
We would like to consider the free boundary problem in the Lp framework,
extending the consideration done in the case of the usual Navier–Stokes equation in
a bounded or an exterior domain. In this paper, as the ﬁrst step of our approach, we
consider the resolvent estimate of the interface problem for the Stokes system in the
Lp framework.
In order to give a rough idea of our proof, let us deﬁne W1p ðOÞ and its norm by
the formulas:
W1p ðOÞ ¼W 1p0 ðOÞ;
jjujjW1p ðOÞ ¼ supfj/u;jSj j jjjjjW 1p0 ðOÞ ¼ 1;jAW
1
p0 ðOÞg;
where  means the adjoint space. When uALpðOÞ; if we take UAW 2p ðOÞ in such a
way that
ðDþ 1ÞU ¼ u in O; @U
@nO
				
@O
¼ 0;
then
jjujjW1p ðOÞpjjU jjW 1p ðOÞ;
which implies that LpðOÞ is compactly imbedded into W1p ðOÞ: The following
theorem is a key lemma.
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Theorem 1.2. Let 1opoN and 0oeop=2: Then there exists a positive constant
l0 ¼ l0ðp; e; n;OÞX1 such that for every lASe with jljXl0; f7ALpðO7Þn and
h7AW 1p ðO7Þn; if ðu; pÞAW 1p ðOÞn  W˜pðOÞ with u7AW 2p ðO7Þn satisfy (1.1), then
jlj jjujjLpðOÞ þ jlj
1
2jjrujjLpðOÞ þ
X
þ
jjr2u7jjLpðO7Þ þ jjpjjW˜pðOÞ
pCðp; e; n;OÞ
X
þ
ðjj f7jjLpðO7Þ þ jlj
1
2jjh7jjLpðO7Þ þ jjrh7jjLpðO7ÞÞ
"
þ jjpjjLpðOÞ þ jljjjujjW1p ðOÞ þ jlj
1
2jjujjLpðOÞ þ jjrujjLpðOÞ
#
: ð1:3Þ
We shall prove Theorem 1.2 by using the ﬁnite number of the partition of unity
and reducing (1.1) to the whole space problem, the half-space problem with Dirichlet
condition, and the whole space problem with interface xn ¼ 0: Since we use the cut
off function j; divergence free condition of ju is broken such as r  ðjuÞ ¼ ðrjÞ  u:
In order to reduce the problem to the divergence free case, we use a solution of the
Laplace equation whose ﬁrst derivative can be estimated by jjujjW1p ðOÞ: After this
reduction, we solve the whole space problem, the half-space problem with Dirichlet
condition, and the whole space problem with interface xn ¼ 0 by using the Fourier
transform. Applying the Fourier multiplier theorem to estimate the solutions to such
model problems and using the standard argument, we can prove Theorem 1.2. Once
getting Theorem 1.2, we can prove Theorem 1.1 by using the standard argument
based on Banach’s closed range theorem and compact perturbation method. Our
idea is based on Farwig and Sohr [6] where they treated the Stokes resolvent problem
with Dirichlet condition, and Shibata and Shimizu [9] where we treated the Stokes
resolvent problem with Neumann condition.
In this paper the letter C denotes a general positive constant which may change
from line to line and A ¼ Aða; b; c;?Þ means that the constant A depends essentially
on the quantities a; b; c; y appearing in parenthesis. LpðOÞ denotes the usual
Lebesgue space and jj  jjLpðOÞ denotes its norm. Throughout the paper we use the
following symbols:
LpðOÞn ¼fu ¼ ðu1;y; unÞ j ujALpðOÞ; j ¼ 1;y; ng;
W kp ðOÞ ¼ fpALpðOÞ j @axpALpðOÞ; jajpkg;
W kp ðOÞn ¼fu ¼ ðu1;y; unÞ j ujAW kp ðOÞ; j ¼ 1;y; ng;
jjujjLpðOÞ ¼
Xn
j¼1
jjujjjLpðOÞ for uALpðOÞn;
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jjpjjW kp ðOÞ ¼
X
jajpk
jj@axpjjLpðOÞ for pAW kp ðOÞ;
jjujjW kp ðOÞ ¼
Xn
j¼1
jjujjjW kp ðOÞ for uAW
k
p ðOÞn;
ðp; yÞO ¼
Z
O
pðxÞyðxÞ dx for scalar valued p; y;
ðu; vÞO ¼
Xn
j¼1
Z
O
ujðxÞvjðxÞ dx for u ¼ ðu1;y; unÞ; v ¼ ðv1;y; vnÞ;
/u; vSG ¼
Xn
j¼1
Z
G
ujðxÞvjðxÞ ds; ds being the surface element of G:
2. Weak solutions in the L2 framework
In this section we investigate the weak solutions of (1.1). We introduce the
following spaces:
H10 ðOÞ ¼ fuAW 12 ðOÞn j uj@O ¼ 0g;
D10ðOÞ ¼ fuAH10 ðOÞ j r  u ¼ 0 in Og:
By integration by parts, we have
ðlu Div Tðu; pÞ; vÞO þ/n  Tþðuþ; pþÞ  n  Tðu; pÞ; vSG
¼ lðu; vÞO þ 2mþðDðuþÞ; DðvþÞÞOþ þ 2mðDðuÞ; DðvÞÞO  ðp;r  vÞO ð2:1Þ
for any solution ðu; pÞ of (1.1) and vAH10 ðOÞ; where
ðDðu7Þ; Dðv7ÞÞO7 ¼
Xn
j;k¼1
ðDjkðu7Þ; Djkðv7ÞÞO7 :
In view of (2.1), we put
Bl½u; v ¼ lðu; vÞO þ 2mþðDðuþÞ; DðvþÞÞOþ þ 2mðDðuÞ; DðvÞÞO
for u; vAH10 ðOÞ: Using the 1st Korn inequality (cf. [5, III]), we have
jjujj2W 1
2
ðOÞpCðOÞjjDðuÞjj2L2ðOÞ ð2:2Þ
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for every uAH10 ðOÞ with suitable constant CðOÞ40; where
jjujj2W 1
2
ðOÞ ¼ jjujj2L2ðOÞ þ jjrujj
2
L2ðOÞ:
Employing the standard argument, we have the following lemma.
Lemma 2.1. Let 0oeop=2 and lASe: Then Bl is a coercive bilinear form on H10 ðOÞ:
In particular, there exists a constant C ¼ Cðe;OÞ40 such that
jBl½u; ujXCðjlj jjujj2L2ðOÞ þ jjujj
2
W 1
2
ðOÞÞ
for every lASe and uAH10 ðOÞ:
If we take s40 such as sCðOÞpminðmþ; mÞ; then by (2.2), we have for any lAC
with jljps;
jBl½u; ujX 2
X
þ
m7jjDðu7Þjj2L2ðO7Þ  jlj jjujj
2
L2ðOÞ
X 2 minðmþ; mÞjjDðuÞjj2L2ðOÞ  sCðOÞjjDðuÞjj
2
L2ðOÞ
XCðOÞminðmþ; mÞjjujj2W 1
2
ðOÞ for 8uAH10 ðOÞ:
By Lemma 2.1 and (2.2), we have the following lemma.
Lemma 2.2. There exist s ¼ sðO; eÞ40 and C ¼ CðO; eÞ40 such that
jBl½u; ujXCðjlj jjujj2L2ðOÞ þ jjujj2W 12 ðOÞÞ
for every lASe,flAC j jljpsg and uAH10 ðOÞ:
By Lemma 2.2 and the Lax–Milgram theorem (cf. [13, III.7]), we have the
following lemma.
Lemma 2.3. Let 0oeop=2: There exists a constant s40 such that for every
lASe,flAC j jljpsg; f7AL2ðO7Þn and h7AW 12 ðO7Þn; there exists a unique
uAD10ðOÞ satisfying the variational equation:
lðu; vÞO þ 2mþðDðuþÞ; DðvþÞÞOþ þ 2mðDðuÞ; DðvÞÞO
¼ ðf ; vÞO þ/hþ  h; vSG for 8vAD10ðOÞ:
The following theorem is our main result in this section, which can be proved by
employing the same argument as in the proof of Theorem 5.2 in [7, III].
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Theorem 2.4. Let 0oeop=2: There exists some positive constant s ¼ sðO; eÞ40 such
that for every lASe,flAC j jljpsg; f7AL2ðO7Þn and h7AW 12 ðO7Þn; there exist a
unique ðu; pÞAD10ðOÞ  L2ðOÞ with
R
O p dx ¼ 0 which satisfies the variational equation:
lðu; vÞO þ 2mþðDðuþÞ; DðvþÞÞOþ þ 2mðDðuÞ; DðvÞÞO  ðp;r  vÞO
¼ ðf ; vÞO þ/hþ  h; vSG for 8vAH10 ðOÞ:
3. Resolvent estimates for the Stokes system in the whole space
Let us introduce spaces Wˆ1pðDÞ and XpðDÞ for D ¼ Rn or D ¼ Rnþ ¼ fx ¼
ðx1;y; xnÞARn j7xn40g as follows:
Wˆ1pðDÞ ¼ fpALp;locðDÞ j rpALpðDÞng:
When 1opon;
XpðDÞ ¼Lnp=ðnpÞðDÞ-Wˆ1pðDÞ;
jjpjjXpðDÞ ¼ jjpjjLnp=ðnpÞðDÞ þ jjrpjjLpðDÞ þ jjpðdpÞ
1jjLpðDÞ;
when nppoN;
XpðDÞ ¼ Wˆ1pðDÞ; jjpjjXpðDÞ ¼ jjrpjjLpðDÞ þ jjpðdpÞ1jjLpðDÞ;
where dp ¼ dpðjxjÞ and dpðsÞ is a weight function deﬁned for sX0 by
dpðsÞ ¼
2þ s when pan; 1opoN;
ð2þ sÞ logð2þ sÞ when p ¼ n:
(
We shall show the uniqueness, existence and estimate of the solution to the
Cattabriga problem:
lu Div Tðu; pÞ ¼ f ; r  u ¼ r  g in Rn ð3:1Þ
(cf. [9, Theorem 3.3]).
Theorem 3.1. Let 1opoN and 0oeop=2:
(1) (Existence and estimate) For every fALpðRnÞn; gAW 2p ðRnÞn and
lASe; there exists a solution ðu; pÞAW 2p ðRnÞn  XpðRnÞ of (3.1) satisfying
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the estimate:
jlj jjujjLpðRnÞ þ jlj
1
2jjrujjLpðRnÞ þ jjr2ujjLpðRnÞ þ jjpjjXpðRnÞ
pCðp; e; nÞðjj f jjLpðRnÞ þ jlj jjgjjLpðRnÞ þ jlj
1
2jjrgjjLpðRnÞ þ jjr2gjjLpðRnÞÞ:
(2) (Uniqueness) Let lASe: If uALpðRnÞn and pAD0ðRnÞ satisfy the homogeneous
equation
lu Div Tðu; pÞ ¼ 0; r  u ¼ 0 in Rn;
then u ¼ 0 and p is a constant. In particular, if limjxj-N pðxÞ ¼ 0; then p ¼ 0:
In order to get the interior estimate, we will use the following theorem (cf. [9,
Theorem 3.4]).
Theorem 3.2. Let 1opoN; 0oeop=2 and jACN0 ðOÞ: Let uAW 1p ðOÞn such that
r  u ¼ 0 in O: Then, for every lASe and fALpðRnÞn; there exists a solution
ðv; pÞAW 2p ðRnÞn  XpðRnÞ to the equation:
lv Div Tðv; pÞ ¼ f ; r  v ¼ r  ðjuÞ in Rn:
Moreover, the ðv;pÞ satisfies the estimate:
jlj jjvjjLpðRnÞ þ jlj
1
2jjrvjjLpðRnÞ þ jjr2vjjLpðRnÞ þ jjpjjXpðRnÞ
pCjj f jjLpðRnÞ þ Cjðjlj jjujjW1p ðOÞ þ jlj
1
2jjujjLpðOÞ þ jjujjW 1p ðOÞÞ ð3:2Þ
with suitable constants C ¼ Cðp; e; nÞ and Cj ¼ Cðp; e; n;j;rj;r2jÞ:
4. Resolvent estimates for the Stokes system in the half-space
In this section, we consider the following problem:
lu Div Tðu; pÞ ¼ f ; r  u ¼ g in Rnþ;
ujxn¼0 ¼ 0;
(
ð4:1Þ
where Rnþ ¼ fx ¼ ðx1;y; xnÞARn j xn40g: We adopt the following space for D ¼
Rnþ or R
n:
W1p ðDÞ ¼ Wˆ1p0 ðDÞ; 1opoN; 1=p þ 1=p0 ¼ 1:
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Put
jjgjjW1p ðDÞ ¼ supfj/g; vSj j vAWˆ
1
p0 ðDÞ; jjrvjjLp0 ðDÞ ¼ 1g
for gAW1p ðDÞ: For gALpðDÞ with compact support, we put
/g; vS ¼
Z
D
gðxÞvðxÞ dx for 8vAWˆ1p0 ðDÞ:
If there exists a constant CðgÞ40 such that
j/g; vSjpCðgÞjjrvjjLp0 ðDÞ;
then gAW1p ðDÞ and jjgjjW1p ðDÞpCðgÞ:
The following theorem was proved by Farwig and Sohr [6, Corollary 2.6].
Theorem 4.1. Let 1opoN and 0oeop=2: For every lASe; fALpðRnþÞn and
gAW1p ðRnþÞ-W 1p ðRnþÞ having compact support, (4.1) admits a solution
ðu; pÞAW 2p ðRnþÞn  XpðRnþÞ satisfying the estimate:
jlj jjujjLpðRnþÞ þ jlj
1
2jjrujjLpðRnþÞ þ jjr
2ujjLpðRnþÞ þ jjpjjXpðRnþÞ
pCðp; e; nÞðjj f jjLpðRnþÞ þ jlj jjgjjW1p ðRnþÞ þ jlj
1
2jjgjjLpðRnþÞ þ jjrgjjLpðRnþÞÞ:
5. Resolvent estimates for the Stokes system with interface condition
Let Rn7 ¼ fx ¼ ðx1;y; xnÞ ¼ ðx0; xnÞARn j7xn40g and Rn0 ¼ fx ¼
ðx0; xnÞARn j xn ¼ 0g: In this section, we consider the following problem:
lu7 Div T7ðu7; p7Þ ¼ f7; r  u7 ¼ gjRn7 in R
n
7;
ð0;y; 0;1Þ  ½Tþðuþ; pþÞ  Tðu; pÞ ¼ hþ  h on Rn0;
uþ ¼ u on Rn0;
8><>: ð5:1Þ
where gjRn7 are the restriction of g to R
n
7: As the function class for the pressure p; we
introduce the space
YpðRn7Þ ¼ fp7AWˆ1pðRn7Þ j jjp7jjYpðRn7ÞoNg;
jjp7jjYpðRn7Þ ¼ jjrp7jjLpðRn7Þ þ sup
R41
dpðRÞ1
Z
xARn7
jxjpR
jp7ðxÞjp dx
0@ 1A1=p: ð5:2Þ
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The second condition of the norm of YpðRn7Þ is necessary to prove the existence of
the pressure term in the bent space in Section 6 (Theorem 6.1) from the technical
point of view, but it is automatically satisﬁed for the original problem, because the
original domain O is bounded.
The following theorem is the main result in this section.
Theorem 5.1. Let 1opoN and 0oeop=2: For every lASe with jljX1;
f7ALpðRn7Þn; gAW1p ðRnÞ-W 1p ðRnÞ having compact support and h7AW 1p ðRn7Þn;
(5.1) admits a solution ðu7; p7ÞAW 2p ðRn7Þn  YpðRn7Þ satisfying the estimate:X
þ
ðjlj jju7jjLpðRn7Þ þ jlj
1
2jjru7jjLpðRn7Þ þ jjr
2u7jjLpðRn7Þ þ jjp7jjYpðRn7ÞÞ
pCðp; e; nÞ
X
þ
ðjj f7jjLpðRn7Þ þ jlj
1
2jjh7jjLpðRn7Þ þ jjrh7jjLpðRn7ÞÞ
"
þ jlj jjgjjW1p ðRnÞ þ jlj
1
2jjgjjLpðRnÞ þ jjrgjjLpðRnÞ
#
: ð5:3Þ
To prove Theorem 5.1, by a technical reason we introduce the space:
ZpðRn7Þ ¼ fy7ABCðR7; LpðRn1ÞÞ j ry7ALpðRn7Þg;
jjy7jjZpðRn7Þ ¼ sup7xn40
jjy7ð; xnÞjjLpðRn1Þ þ jjry7jjLpðRn7Þ;
where BCðR7; LpðRn1ÞÞ is the set of all bounded continuous functions on R7 with
values in LpðRn1Þ: The pressure p7 will be constructed in such a way that p7 ¼
FjRn7 þ y7 with common FAXpðR
nÞ: Note that pþ  p ¼ yþ  y on Rn0: We see
that
jjp7jjYpðRn7ÞpCðjjFjjXpðRnÞ þ jjy7jjZpðRn7ÞÞ:
Since we know that there exists a constant c such that F cAXpðRnÞ and jjF
cjjXpðRnÞpCjjrFjjLpðRnÞ when FAWˆ1pðRnÞ (cf. [6,7,9]), instead of FAXpðRnÞ it sufﬁces
to ﬁnd FAWˆ1pðRnÞ:
First we have to reduce the problem (5.1) to the divergence free case. To do this,
we start with the following lemma.
Lemma 5.2. Let 1opoN: For every gAW1p ðRnÞ-W 1p ðRnÞ having compact support,
there exists a VAWˆ1pðRnÞ with rVAW 2p ðRnÞn which satisfies the equation: DV ¼ g in
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Rn and the estimates:
jjrV jjLpðRnÞpCðp; nÞjjgjjW1p ðRnÞ;
jjr2V jjLpðRnÞpCðp; nÞjjgjjLpðRnÞ; jjr3V jjLpðRnÞpCðp; nÞjjrgjjLpðRnÞ:
Proof. Let E be a fundamental solution of the Laplace operator given by
EðxÞ ¼ cn
log jxj n ¼ 2;
jxjðn2Þ nX3:
(
If we put V ¼ E  g; then VALp;locðRnÞ and DV ¼ g in Rn: By the Fourier multiplier
theorem, we have
jjr2V jjLpðRnÞpCðp; nÞjjgjjLpðRnÞ; jjr3V jjLpðRnÞpCðp; nÞjjrgjjLpðRnÞ:
Below we shall show that
jjrV jjLpðRnÞpCðp; nÞjjgjjW1p ðRnÞ:
It is sufﬁcient to prove that
jðrV ;cÞRn jpCðp; nÞjjgjjW1p ðRnÞjjcjjLp0 ðRnÞ ð5:4Þ
for any cACN0 ðRnÞn: Since c is compactly supported, we put CðxÞ ¼ E  ðr 
cÞðxÞ ¼ rE  c: Then DC ¼ r  c in Rn: Moreover, we have
CðxÞ ¼ Oðjxjðn1ÞÞ; rCðxÞ ¼ OðjxjnÞ as jxj-N;
VðxÞ ¼
OðlogjxjÞ n ¼ 2;
Oðjxjðn2ÞÞ nX3;
(
rVðxÞ ¼ Oðjxjðn1ÞÞ as jxj-N:
And therefore, we have the identity
ðrV ;cÞRn ¼ ðV ;r  cÞRn ¼ ðV ;DCÞRn ¼ ðDV ;CÞRn ¼ ðg;CÞRn :
Since gAW1p ðRnÞ-W 1p ðRnÞ and g is compactly supported,
jðg;CÞRn jpjjgjjW1p ðRnÞjjrCjjLp0 ðRnÞ:
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By the Fourier multiplier theorem,
jjrCjjLp0 ðRnÞpjjr
2ðE  cÞjjLp0 ðRnÞpCðp; nÞjjcjjLp0 ðRnÞ:
Thus we have (5.4), which completes the proof of the lemma. &
Let V be the function constructed in Lemma 5.2. If we put u7 ¼ v7 þrV jRn7 and
p7 ¼ *p7  lV jRn7 þ 2m7gjRn7 ; then (5.1) is reduced to the problem:
lv7 Div T7ðv7; *p7Þ ¼ f7 in Rn7;
r  v7 ¼ 0 in Rn7;
mþð@vþn@xk þ
@vþk
@xn
Þ  mð@vn@xk þ
@vk
@xn
Þ
¼  ðhþk þ 2mþ @2V@xk@xnÞ þ ðhk þ 2m @
2V
@xk@xn
Þ on Rn0; k ¼ 1;y; n  1;
ð2mþ @vþn@xn  *pþÞ  ð2m
@vn
@xn
 *pÞ
¼  ðhþn þ 2mþ @2V@x2n  2mþgjRnþÞ þ ðhn þ 2m
@2V
@x2n
 2mgjRnÞ on R
n
0;
vþ  v ¼ 0 on Rn0:
8>>>>>>>><>>>>>>>:
Therefore it sufﬁces to solve the problem:
lu7 Div T7ðu7; p7Þ ¼ f7; r  u7 ¼ 0 in Rn7;
mþð@uþn@xk þ
@uþk
@xn
Þ  mð@un@xk þ
@uk
@xn
Þ ¼ hþk  hk on Rn0; k ¼ 1;y; n  1;
ð2mþ @uþn@xn  pþÞ  ð2m
@un
@xn
 pÞ ¼ hþn  hn on Rn0;
uþ  u ¼ 0 on Rn0:
8>>><>>>:
ð5:5Þ
In order to prove Theorem 5.1, it sufﬁces to prove the following theorem.
Theorem 5.3. Let 1opoN and 0oeop=2: For every lASe; f7ALpðRn7Þn and
h7AW 1p ðRn7Þn; (5.5) admits a solution ðu7; p7Þ with u7AW 2p ðRn7Þn and p7 ¼
Fþ y7AWˆ1pðRnÞ þ ZpðRn7Þ satisfying the estimate:
X
þ
jlj jju7jjLpðRn7Þ þ jlj
1
2jjru7jjLpðRn7Þ þ jjr
2u7jjLpðRn7Þ
 
þ jjry7jjLpðRn7Þ þ jlj
1
2
ð11
p
Þ
sup
7xn40
jjy7ð; xnÞjjLpðRn1Þ
!
þ jjrFjjLpðRnÞ
pCðp; e; nÞ
X
þ
ðjj f7jjLpðRn7Þ þ jlj
1
2jjh7jjLpðRn7Þ þ jjrh7jjLpðRn7ÞÞ: ð5:6Þ
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Below, we shall prove Theorem 5.3. By the scaling argument we may assume that
lASe and jlj ¼ 1 in the course of the proof of Theorem 5.3. And therefore, instead of
(5.6) we shall prove the existence of ðu7; p7Þ with u7AW 2p ðRn7Þn and p7 ¼
Fþ y7AWˆ1pðRnÞ þ ZpðRn7Þ satisfying the estimateX
þ
ðjju7jjW 2p ðRn7Þ þ jjy7jjZpðRn7ÞÞ þ jjrFjjLpðRnÞ
pCðp; e; nÞ
X
þ
ðjj f7jjLpðRn7Þ þ jjh7jjW 1p ðRn7ÞÞ: ð5:7Þ
First, we reduce (5.5) to the case where f7 ¼ 0: To do this, we shall use the
following lemma.
Lemma 5.4. Let 1opoN; 0oeo1 and lASe with jlj ¼ 1: There exist
U7AW 2p ðRn7Þn; FAWˆ1pðRnÞ and C7AZpðRn7Þ which satisfies the equation:
ðl m7DÞU7 þrðFþC7Þ ¼ f7 in Rn7;
r  U7 ¼ 0 in Rn7;
Uþn  Un ¼ 0 on Rn0;
8><>: ð5:8Þ
and the estimate:X
þ
ðjjU7jjW 2p ðRn7Þ þ jjC7jjZpðRn7ÞÞ þ jjrFjjLpðRnÞpCðp; e; nÞ
X
þ
jj f7jjLpðRn7Þ: ð5:9Þ
Proof. Let j0ðx0ÞACN0 ðRn1Þ such that j0ðx0Þ ¼ 1 if jx0jp1 and j0ðx0Þ ¼ 0 if jx0jX2:
Put jNðx0Þ ¼ 1 j0ðx0Þ and
f07ðxÞ ¼F1x0 ½j0ðx0ÞFx0 ½f7ðx0; xnÞðx0Þ ¼ ðf071;y; f07nÞ;
fN7ðxÞ ¼F1x0 ½jNðx0ÞFx0 ½f7ðx0; xnÞðx0Þ ¼ ðfN71;y; fN7nÞ;
where Fx0 and F
1
x0 denote the partial Fourier transform with respect to x
0 ¼
ðx1;y; xn1Þ and its inversion formula, respectively. Put
f eN7jðx0; xnÞ ¼
fN7jðx0; xnÞ 7xn40;
fN7jðx0;xnÞ 7xno0;
(
j ¼ 1;y; n  1;
f oN7nðx0; xnÞ ¼
fN7nðx0; xnÞ 7xn40;
fN7nðx0;xnÞ 7xno0:
(
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Let ðUN7;FN7Þ be a solution to the whole space problem:
ðl m7DÞUN7j þ @@xjFN7 ¼ f eN7j in Rn; j ¼ 1;y; n  1;
ðl m7DÞUN7n þ @@xn FN7 ¼ f oN7n in Rn;
r  UN7 ¼ 0 in Rn:
8><>:
By the Fourier multiplier theorem,
jjUN7jjW 2p ðRnÞ þ jjrFN7jjLpðRnÞpCðp; e; nÞ
X
þ
jj f7jjLpðRn7Þ:
We see that UN7nðx0; 0Þ ¼ 0 as was stated in [6, Proof of Theorem 1.3]. What we
have to show is that
sup
7xnX0
jjFN7ð; xnÞjjLpðRn1ÞpCðp; nÞjj f7jjLpðRn7Þ: ð5:10Þ
Using the Fourier transform to represent FN7 and using the Cauchy theorem for
one complex variable, for xn40 we get the formula:
dFNþðx0; xnÞ ¼ 1
2i
Xn1
j¼1
Z xn
0
cfþjðx0; ynÞjNðx0ÞxjA1eðxnynÞA dyn

þ
Z N
xn
cfþjðx0; ynÞjNðx0ÞxjA1eðxnynÞA dyn
þ
Z N
0
cfþjðx0; ynÞjNðx0ÞxjA1eðxnþynÞA dyn
þ 1
2
Z xn
0
cfþnðx0; ynÞjNðx0ÞeðxnynÞA dyn


Z N
xn
cfþnðx0; ynÞjNðx0ÞeðxnynÞA dyn

Z N
0
cfþnðx0; ynÞjNðx0ÞeðxnþynÞA dyn;
where A ¼ jx0j and cfþjðx0; ynÞ ¼Fx0 ½fþjðx0; ynÞ: Since AX1 on supp jNðx0Þ;
we have
j@a0x0 ½jNðx0ÞxjA1eznAjpCa0 jx0jja
0 j
ezn=2;
j@a0x0 ½jNðx0ÞeznAjpCa0 jx0jja
0 j
ezn=2
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for zn40 and any multi-index a0 ¼ ða1;y; an1Þ: By the Fourier multiplier theorem
and the Ho¨lder inequality, we have
jjFNþð; xnÞjjLpðRn1ÞpC
Z N
0
jj fþð; ynÞjjLpðRn1Þfejxnynj=2 þ eðxnþynÞ=2g dyn
pCjj fþjjLpðRnþÞ
for xn40: In the same manner, we also have
jjFNð; xnÞjjLpðRn1ÞpCjj fjjLpðRnÞ for xno0:
Eq. (5.10) follows from these estimates.
Next, we consider the case for f07: Put f0ðxÞ ¼ f0þðxÞ if xn40 and f0ðxÞ ¼ f0ðxÞ if
xno0: Let ðV07;C07ÞAW 2p ðRnÞn  Wˆ1pðRnÞ be a solution to the whole space
problem:
ðl m7DÞV07 þrC07 ¼ f0; r  V07 ¼ 0 in Rn;
which satisfy the estimate
jjV07jjW 2p ðRnÞ þ jjrC07jjLpðRnÞpCðp; e; nÞ
X
þ
jj f7jjLpðRn7Þ: ð5:11Þ
Moreover, by using the Fourier transform we see that
C0þ ¼ C0 ¼F1x
ix F½f0ðxÞ
jxj2
" #
¼ C0;
where Fx and F
1
x denote the Fourier transform with respect to xAR
n and its
inversion formula, respectively. If W0þAW 2p ðRnþÞn and X0þAZpðRnþÞ satisfy the
equation:
ðl mþDÞW0þ þrX0þ ¼ 0; r  W0þ ¼ 0 in Rnþ;
W0þ ¼ ðV0þ  V0Þ on Rn0;
(
then putting U0þ ¼ V0þ þ W0þ; U0 ¼ V0; F0þ ¼ C0 þ X0þ and F0 ¼ C0; we
have
ðl m7DÞU07 þrF07 ¼ f07; r  U07 ¼ 0 in Rn7;
U0þ  U0 ¼ 0 on Rn0:
(
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Therefore, we shall construct W0þ and X0þ: First of all, we observe that
F1x0 ½ðV0þn  V0nÞjxn¼0ðx0Þ ¼
A
l
Rˆðx0Þ;
where
Rˆðx0Þ ¼  j0ðx
0Þ
2
Z N
0
ðcfþnðx0; ynÞ þ cfnðx0;ynÞÞðAB1þ eBþyn  AB1 eBynÞ dyn
 j0ðx
0Þ
2
Xn1
j¼1
i xjA
1
Z N
0
ðcfþjðx0; ynÞ cfjðx0;ynÞÞðeBþyn  eBynÞ dyn;
where B7 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jx0j2 þ m17 l
q
: Since supp Rˆðx0ÞCfx0ARn1 j jx0jp2g and Re B7X
cðe; m7Þðjlj þ jx0j2Þ1=2 (cf. Lemma 5.5), by the Fourier multiplier theorem we have
jjRjjW kp ðRn1ÞpCðp; e; k; nÞ
X
þ
jj f7jjLpðRn7Þ ð5:12Þ
for any integer kX0: Following Farwig and Sohr [6], we can construct W0þ and X0þ
as a solution to the following equation:
ðl mþDÞDW0þn ¼ 0 in Rnþ;
W0þn ¼ ðV0þn  V0nÞ on Rn0;
@W0þn
@xn
¼ Pn1
j¼1
@
@xj
ðV0þj  V0jÞ on Rn0;
8>>><>>:
DX0þ ¼ 0 in Rnþ;
@
@xn
X0þ ¼ ðl mþDÞW0þn on Rn0;
(
ðl mþDÞW0þj ¼  @@xj X0þ in Rnþ;
W0þj ¼ ðV0þj  V0jÞ on Rn0; j ¼ 1;y; n  1:
(
By using the partial Fourier transform with respect to x0 ¼ ðx1;y; xn1Þ and solving
the ordinary differential equation with respect to xn40; we have
dW0þnðx0; xnÞ ¼ A
Bþ  A ðe
Bþxn  eAxnÞ
 ðdV0þn  dV0nÞðx0; 0Þ Xn1
j¼1
ixj
A
ðdV0þj  dV0jÞðx0; 0Þ
( )
 A
l
eAxn Rˆðx0Þjð0Þ;
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where jðxnÞ is a function in CN0 ðRÞ such that jð0Þ ¼ 1: According to the argument
due to Farwig and Sohr [6, Section 3], by the Fourier multiplier theorem, the
Agmon–Douglis–Nirenberg lemma [1] concerning the singular integral operator
deﬁned on the half-space, and (5.11) and (5.12) we have
jjW0þnjjW 2p ðRnþÞpC
X
þ
jj f7jjLpðRn7Þ:
Since we can represent dX0þðx0; xnÞ by
dX0þðx0; xnÞ ¼ l
Bþ  A e
Axn
Xn1
j¼1
ixj
A
ðdV0þj  dV0jÞðx0; 0Þ(
 ðdV0þn  dV0nÞðx0; 0Þ) eAxn Rˆðx0Þjð0Þ;
noting that supp dV07jðx0; 0ÞCfx0ARn1 j jx0jp2g and jlj ¼ 1; we have also
jjX0þð; xnÞjjLpðRn1ÞpC
Xn
j¼1
jjðV0þj  V0jÞð; 0ÞjjLpðRn1Þ þ jjRjjLpðRn1Þ
( )
pC
X
þ
jj f7jjLpðRn7Þ;
jjrX0þjjLpðRnþÞpC
X
þ
jj f7jjLpðRn7Þ:
Finally, for j ¼ 1;y; n  1; we represent W0þj by W0þj ¼ W 10þj þ W 20þj where
W 10þj is a solution to the whole space problem: ðl mþDÞW 10þj ¼ gj in Rn with
gj ¼
 @@xjX0þ; xn40;
0; xno0;
(
and W 20þj is given by the formula:dW 20þjðx0; xnÞ ¼ fðdV0þj  dV0jÞðx0; 0Þ þ dW 10þjðx0; 0ÞgeBþxn :
By the Fourier multiplier theorem, the Agmon–Douglis–Nirenberg lemma [1], (5.11)
and (5.12) we have
jjW0þj jjW 2p ðRnþÞpC
X
þ
jj f7jjLpðRn7Þ:
Therefore, if we put U7 ¼ UN7 þ U07; F ¼ C0;Cþ ¼ FNþ þ X0þ andC ¼ FN;
then we have the lemma. &
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If we put u7 ¼ U7 þ v7 and p7 ¼ FþC7 þ y7; then (5.5) is reduced to the
equation:
lv7 Div T7ðv7; y7Þ ¼ 0; r  v7 ¼ 0 in Rn7;
mþð@vþn@xk þ
@vþk
@xn
Þ  mð@vn@xk þ
@vk
@xn
Þ ¼ aþk  ak on Rn0; k ¼ 1;y; n  1;
ð2mþ @vþn@xn  yþÞ  ð2m
@vn
@xn
 yÞ ¼ aþn  an on Rn0;
vþk  vk ¼ bþk  bk on Rn0; k ¼ 1;y; n  1;
vþn  vn ¼ 0 on Rn0;
8>>>><>>>>:
ð5:13Þ
where
a7k ¼ h7k  m7
@U7n
@xk
þ @U7k
@xn
 
; k ¼ 1;y; n  1;
a7n ¼ h7n  2m7
@U7n
@xn
 jC7
 
;
b7k ¼ U7k; k ¼ 1;y; n  1:
Here, j ¼ jðxnÞ is a function in CN0 ðRÞ such that jð0Þ ¼ 1: By Lemma 5.4
X
þ
ðjja7jjW 1p ðRn7Þ þ jjb7jjW 2p ðRn7ÞÞpCðp; e; nÞ
X
þ
ðjj f7jjLpðRn7Þ þ jjh7jjW 1p ðRn7ÞÞ:
Therefore, in order to prove (5.7) it is sufﬁcient to show that (5.13) admits a solution
ðv7; y7ÞAW 2p ðRn7Þn  ZpðRn7Þ satisfying the estimate:
X
þ
ðjjv7jjW 2p ðRn7Þ þ jjy7jjZpðRn7ÞÞ
pCðp; e; nÞ
X
þ
ðjja7jjW 1p ðRn7Þ þ jjb7jjW 2p ðRn7ÞÞ: ð5:14Þ
Taking the divergence of the ﬁrst formula of (5.13) and using the condition r  v7 ¼
0; we have Dy7 ¼ 0 in Rn7: Applying the Laplace operator to the nth component of
the ﬁrst formula of (5.13), we have ðl m7DÞDv7n ¼ 0 in Rn7: By using r  v7 ¼ 0;
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ﬁnally we arrive at the following equations for ðv7n; y7Þ:
ðl m7DÞDv7n ¼ 0; Dy7 ¼ 0 in Rn7;
vþn  vn ¼ 0 on Rn0;
ð2mþ @vþn@xn  yþÞ  ð2m
@vn
@xn
 yÞ ¼ aþn  an on Rn0;
@vþn
@xn
 @vn@xn ¼ 
Pn1
j¼1
ð@bþj@xj 
@bj
@xj
Þ on Rn0;
mþð@
2vþn
@x2n
 Pn1
j¼1
@2vþn
@x2
j
Þ  mð@
2vn
@x2n
 Pn1
j¼1
@2vn
@x2
j
Þ ¼ Pn1
j¼1
ð@aþj@xj 
@aj
@xj
Þ on Rn0;
ðl m7DÞv7n þ @y7@xn ¼ 0 on Rn0:
8>>>>>>>><>>>>>>>>>:
ð5:15Þ
After solving (5.15), we shall solve the equations for v7k; k ¼ 1;y; n  1;
ðl m7DÞv7k ¼ @y7@xk in R
n
7;
mþ
@vþk
@xn
 m @vk@xn ¼ ðaþk  mþ
@vþn
@xk
Þ  ðak  m @vn@xk Þ on Rn0;
vþk  vk ¼ bþk  bk on Rn0:
8><>>: ð5:16Þ
Now we solve (5.15). Applying the partial Fourier transform with respect to x0 to
(5.16), we have
ðlþ m7jx0j2  m7@2nÞðjx0j2 þ @2nÞdv7n ¼ 0; ðjx0j2  @2nÞcy7 ¼ 0 in Rn7;cvþn  cvn ¼ 0 on Rn0;
ð2mþ@ncvþn cyþÞ  ð2m@n cvn cyÞ ¼daþn dan on Rn0;
@ncvþn  @n cvn ¼ ix0  ðcb0þ cb0Þ on Rn0;
mþð@2n cvþn þ jx0j2cvþnÞ  mð@2n cvn þ jx0j2cvnÞ ¼  ix0  ðca0þ ca0Þ on Rn0;
ðlþ m7jx0j2  m7@2nÞdv7n þ @ncy7 ¼ 0 on Rn0;
8>>>>>><>>>>>>:
ð5:17Þ
where dv7n ¼ dv7nðx0; xnÞ and cy7 ¼ cy7ðx0; xnÞ: If we put A ¼ jx0j and B7 ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðm7Þ1lþ jx0j2
q
with Re B740; we shall seek the solution ðdv7n;cy7Þ to (5.17) of
the form:
cvþn ¼ aþðeAxn  eBþxnÞ þ beBþxn ; cyþ ¼ gþeAxn ;
cvn ¼ aðeAxn  eBxnÞ þ beBxn ; cy ¼ geAxn : ð5:18Þ
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From the interface condition in (5.17), we have
L
aþ
a
b
0B@
1CA ¼ iA
*x0  ðcb0þðx0; 0Þ cb0ðx0; 0ÞÞ
iA*x0  ðca0þðx0; 0Þ ca0ðx0; 0ÞÞ
Aðdaþnðx0; 0Þ danðx0; 0ÞÞ
0BB@
1CCA;
gþ ¼ mþA1ðA2  B2þÞaþ;
g ¼ mA1ðA2  B2Þa;
where
L ¼
Bþ  A B  A ðBþ þ BÞ
mþðA2  B2þÞ mðA2  B2Þ mþðA2 þ B2þÞ  mðA2 þ B2Þ
mþðA  BþÞ2 mðA  BÞ2 2ðmþABþ þ mABÞ
0B@
1CA;
*x0 ¼ ð*x1;y; *xn1Þ and *xj ¼ xj=jx0j: By direct calculation, we have
det L ¼ ðA  BþÞðA  BÞf ðA; Bþ; BÞ;
f ðA; Bþ; BÞ ¼  ðmþ  mÞ2A3
þ fð3mþ  mÞmþBþ þ ð3m  mþÞmBgA2
þ fðmþBþ þ mBÞ2 þ mþmðBþ þ BÞ2gA
þ ðmþBþ þ mBÞðmþB2þ þ mB2Þ:
To verify the invertibility of L; we use the following lemma.
Lemma 5.5. Let 0oeop=2: For every lASe and x0ARn1; we have the following two
inequalities:
j f ðA; Bþ; BÞjXcðe; mþ; mÞðjlj þ jx0j2Þ
3
2; ð5:19Þ
Re B7Xcðe; m7Þðjlj þ jx0j2Þ
1
2 ð5:20Þ
with suitable positive constants cðe; mþ; mÞ and cðe; m7Þ:
Proof. First we shall show (5.20). If we put ðm7Þ1lþ jx0j2 ¼ ðm7Þ1jlþ m7jx0j2jeiy;
then pþ epypp e provides that cosðy=2Þ ¼ sinðp=2 y=2ÞXsinðe=2Þ:
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Combining this with
jlþ m7jx0j2jXsinðe=2Þminð1; m7Þðjlj þ jx0j2Þ;
we have for every lASe
Re B7 ¼ðm7Þ
1
2jlþ m7jx0j2j
1
2 cosðy=2Þ
X ðm7Þ
1
2 minð1; ðm7Þ
1
2Þðsinðe=2ÞÞ32ðjlj þ jx0j2Þ12;
which implies (5.20).
Next we shall show (5.19). First, by using the uniqueness of the solution to
ordinary differential equation (5.17), we see that
f ðA; Bþ; BÞa0 for every lASe and x0ARn1: ð5:21Þ
Put
$l ¼ ljlj þ jx0j2;
$xj ¼
xjﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jlj þ jx0j2
q ; j ¼ 1;y; n  1;
and $x0 ¼ ð$x1;y; $xn1Þ: Obviously, j$lj þ j $x0j2 ¼ 1: For 0oso1=2; put
Ds ¼ fð$l; $x0ÞASe  Rn1 j j$lj þ j $x0j2 ¼ 1; j$ljXsg:
Since A ¼ ðjlj þ jx0j2Þ1=2Aˇ and B7 ¼ ðjlj þ jx0j2Þ1=2Bˇ7 where Aˇ ¼ j $x0j and Bˇ7 ¼ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðm7Þ1 $lþ j $x0j2
q
; we have
j f ðA; Bþ; BÞjXðjlj þ jx0j2Þ3=2 inf
ð$l;$x0ÞADs
j f ðAˇ; Bˇþ; BˇÞj: ð5:22Þ
Since f ðAˇ; Bˇþ; BˇÞ is a continuous function of ð$l; $x0Þ in Ds and since Ds is compact,
(5.21) implies that
inf
ð$l;$x0ÞADs
j f ðAˇ; Bˇþ; BˇÞj ¼ cs40;
which combined with (5.22) implies that
j f ðA; Bþ; BÞjXcsðjlj þ jx0j2Þ3=2 for ð$l; $x0ÞADs: ð5:23Þ
On the other hand, put
Ds ¼ fð$l; $x0ÞASe  Rn1j j$lj þ j $x0j2 ¼ 1; j$ljpsg:
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Since jljpjljsþ jx0j2s for ð$l; $x0ÞADs; we have
jljpsð1 sÞ1jx0j2p2sjx0j2 for ð$l; $x0ÞADs; ð5:24Þ
because 0oso1=2: If we put z7 ¼ ðm7Þ1l=jx0j2; then we have jz7jp2s=ðm7Þ when
ð$l; $x0ÞADs: Since
f ðA; Bþ; BÞ ¼ ½4mþðmþ þ mÞð1þ zþÞ þ 4mðmþ þ mÞð1þ zÞ
þ Oðjz7j2ÞA3 as jz7j-0;
there exists a small s40 such that j f ðA; Bþ; BÞjX2ðmþ þ mÞ2A3 when
jz7jp2s=m7: Since jlj þ jx0j2pð1þ 2sÞjx0j2p2jx0j2 when ð$l; $x0ÞADs as follows
from (5.24), we have
j f ðA; Bþ; BÞjX21=2ðmþ þ mÞ2ðjlj þ jx0j2Þ3=2 for ð$l; $x0ÞADs;
which combined with (5.22) implies (5.19). This completes the proof of the
lemma. &
By direct calculation, we have
aþ
a
b
0B@
1CA ¼L1 iA
*x0  ðcb0þðx0; 0Þ cb0ðx0; 0ÞÞ
iA*x0  ðca0þðx0; 0Þ ca0ðx0; 0ÞÞ
Aðdaþnðx0; 0Þ danðx0; 0ÞÞ
0BB@
1CCA;
L1 ¼
L11 L12 L13
L21 L22 L23
L31 L32 L33
0B@
1CA; ð5:25Þ
where
L11 ¼ mðA  BþÞf ðA; Bþ; BÞ  ½mðA
3 þ 3A2B þ AB2 þ B3Þ
þ 2mþABþðA þ BÞ þ mþðA  BÞðA2 þ B2þÞ;
L12 ¼ðmþ  mÞABþ þ AðmþBþ þ mBÞ þ mBðBþ þ BÞðA  BþÞf ðA; Bþ; BÞ ;
L13 ¼
½mþðA2 þ B2þÞ  mðA2 þ B2Þ þ mðA þ BÞðBþ þ BÞ
ðA  BþÞf ðA; Bþ; BÞ ;
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L21 ¼ mþðA  BÞf ðA; Bþ; BÞ  ½mþðA
3 þ 3A2Bþ þ AB2þ þ B3þÞ
þ 2mABðA þ BþÞ þ mðA  BþÞðA2 þ B2Þ
L22 ¼½ðm  mþÞAB þ AðmþBþ þ mBÞ þ mþBþðBþ þ BÞðA  BÞf ðA; Bþ; BÞ ;
L23 ¼
mþðA2 þ B2þÞ  mðA2 þ B2Þ  mþðA þ BþÞðBþ þ BÞ
ðA  BÞf ðA; Bþ; BÞ ;
L31 ¼ 2mþmðA
2  BþBÞ
f ðA; Bþ; BÞ ; L32 ¼
mðA  BÞ  mþðA  BþÞ
f ðA; Bþ; BÞ ;
L33 ¼ mþðA þ BþÞ þ mðA þ BÞ
f ðA; Bþ; BÞ :
By inserting formula (5.25) into (5.18), we obtain the explicit expression of the
solutions dv7n and cy7:
cvþnðx0; xnÞ
¼ e
Bþxn  eAxn
Bþ  A A
im
f ðA; Bþ; BÞ ½mðA
3 þ 3A2B þ AB2 þ B3Þ
þ 2mþABþðA þ BÞ þ mþðA  BÞðA2 þ B2þÞ *x0  ðcb0þðx0; 0Þ cb0ðx0; 0ÞÞ
þ e
Bþxn  eAxn
Bþ  A A
i
f ðA; Bþ; BÞ ½ðmþ  mÞABþ þ AðmþBþ þ mBÞ
þ mBðBþ þ BÞ *x0  ðca0þðx0; 0Þ ca0ðx0; 0ÞÞ
þ e
Bþxn  eAxn
Bþ  A A
1
f ðA; Bþ; BÞ ½mþðA
2 þ B2þÞ  mðA2 þ B2Þ
þ mðA þ BÞðBþ þ BÞ ðdaþnðx0; 0Þ danðx0; 0ÞÞ
þ eBþxn 2imþmAðA
2  BþBÞ
f ðA; Bþ; BÞ
*x0  ðcb0þðx0; 0Þ cb0ðx0; 0ÞÞ
þ eBþxn iA½mþðA  BþÞ  mðA  BÞ
f ðA; Bþ; BÞ
*x0  ðca0þðx0; 0Þ ca0ðx0; 0ÞÞ
þ eBþxn A½mþðA þ BþÞ þ mðA þ BÞ
f ðA; Bþ; BÞ ðdaþnðx0; 0Þ danðx0; 0ÞÞ;
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cvnðx0; xnÞ
¼ e
Bxn  eAxn
B  A A
imþ
f ðA; Bþ; BÞ½mþðA
3 þ 3A2Bþ þ AB2þ þ B3þÞ
þ 2mABðA þ BþÞ þ mðA  BþÞðA2 þ B2Þ *x0  ðcb0þðx0; 0Þ cb0ðx0; 0ÞÞ
þ e
Bxn  eAxn
B  A A
i
f ðA; Bþ; BÞ ½ðm  mþÞAB þ AðmþBþ þ mBÞ
þ mþBþðBþ þ BÞ *x0  ðca0þðx0; 0Þ ca0ðx0; 0ÞÞ
þ e
Bxn  eAxn
B  A A
1
f ðA; Bþ; BÞ½mþðA
2 þ B2þÞ þ mðA2 þ B2Þ
þ mþðA þ BþÞðBþ þ BÞ ðdaþnðx0; 0Þ danðx0; 0ÞÞ
þ eBxn 2imþmAðA
2  BþBÞ
f ðA; Bþ; BÞ
*x0  ðcb0þðx0; 0Þ cb0ðx0; 0ÞÞ
þ eBxn iA½mþðA  BþÞ  mðA  BÞ
f ðA; Bþ; BÞ
*x0  ðca0þðx0; 0Þ ca0ðx0; 0ÞÞ
þ eBxn A½mþðA þ BþÞ þ mðA þ BÞ
f ðA; Bþ; BÞ ðdaþnðx0; 0Þ danðx0; 0ÞÞ;
cyþðx0; xnÞ ¼ eAxn mþðA þ BþÞ
f ðA; Bþ; BÞ½imfmðA
3 þ 3A2B þ AB2 þ B3Þ
þ 2mþABþðA þ BÞ þ mþðA  BÞðA2 þ B2þÞg
 *x0  ðcb0þðx0; 0Þ cb0ðx0; 0ÞÞ
þ ifðmþ  mÞABþ þ AðmþBþ þ mBÞ þ mBðBþ þ BÞg
 *x0  ðca0þðx0; 0Þ ca0ðx0; 0ÞÞ
 fmþðA2 þ B2þÞ  mðA2 þ B2Þ þ mðA þ BÞðBþ þ BÞg
 ðdaþnðx0; 0Þ danðx0; 0ÞÞ;
cyðx0; xnÞ ¼ eAxn mðA þ BÞ
f ðA; Bþ; BÞ½imþfmþðA
3 þ 3A2Bþ
þ AB2þ þ B3þÞ þ 2mABðA þ BþÞ þ mðA  BþÞðA2 þ B2Þg
 *x0  ðcb0þðx0; 0Þ cb0ðx0; 0ÞÞ
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þ ifðm  mþÞAB þ AðmþBþ þ mBÞ þ mþBþðBþ þ BÞg
 *x0  ðca0þðx0; 0Þ ca0ðx0; 0ÞÞ
 fmþðA2 þ B2þÞ  mðA2 þ B2Þ  mþðA þ BþÞðBþ þ BÞg
 ðdaþnðx0; 0Þ danðx0; 0ÞÞ:
If we put v7nðxÞ ¼F1x0 ½dv7nðx0; xnÞðx0Þ; y7ðxÞ ¼F1x0 ½cy7ðx0; xnÞðx0Þ; where F1x0
denotes the inverse partial Fourier transform with respect to x0; then v7n and y7
satisfy (5.15). By using the Fourier multiplier theorem and the Agmon–Douglis–
Nirenberg theorem (cf. [1, Theorem 3.3]), we can prove that
jjv7njjW 2p ðRn7Þ þ jjy7jjZpðRn7Þpcðp; e; nÞ
X
þ
ðjja7jjW 1p ðRn7Þ þ jjb7jjW 2p ðRn7ÞÞ ð5:26Þ
for every lASe with jlj ¼ 1: Since the argument is now well-known (cf. [6, Section 2],
[9, Section 4]), we may omit the proof of (5.26).
Finally we shall solve (5.16). Put
gþkðxÞ ¼
@yþ@xk ; xn40;
0; xno0;
(
gkðxÞ ¼
0; xn40;
@y@xk ; xno0:
(
Then the solutions v7k (k ¼ 1;y; n  1) are given by v7kðxÞ ¼ w7kðxÞ þ z7kðxÞ;
where
w7kðxÞ ¼F1x ½ðlþ m7jx0j2Þ1dg7kðxÞðxÞ;
z7kðxÞ ¼ F1x0
blþðx0Þ  blðx0Þ8m8B8ðchþðx0Þ chðx0ÞÞ
mþBþ þ mB
eB7ð7xnÞ
" #
ðx0Þ;
l7k ¼ a7k  m7
@v7n
@xk
þ @w7k
@xn
 
; h7k ¼ b7k  w7k; k ¼ 1;y; n  1:
By employing the same argument as in [6, Section 2], we have
jjv7kjjW 2p ðRn7ÞpCðp; e; nÞ
X
þ
ðjja7jjW 1p ðRn7Þ þ jjb7jjW 2p ðRn7ÞÞ
for lASe with jlj ¼ 1 and k ¼ 1;y; n  1; which combined with (5.26) implies
(5.14). This completes the proof of Theorem 5.3.
Now we shall discuss the uniqueness of solutions to (5.1). To do this we use the
following lemma (cf. [7, II]).
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Lemma 5.6. Let 1opoN; pAYpðRn7Þ and vALp0 ðRn7Þ with 1=p þ 1=p0 ¼ 1: Put
fRðxÞ ¼cðlnðlnjxjÞ=lnðlnRÞÞ for any R41;
cðtÞACN0 ðRÞ; cðtÞ ¼
1; jtjp1=2;
0; jtjX1:
(
Then we have
lim
R-N
Z
Rn7
@
@xj
fRðxÞ
				 				jpðxÞjjvðxÞj dx ¼ 0; j ¼ 1;y; n:
Theorem 5.7. Let 1opoN; 0oeop=2 and lASe: If ðu7; p7ÞAW 2p ðRn7Þ  YpðRn7Þ
satisfies the homogeneous equation:
lu7 Div T7ðu7; p7Þ ¼ 0; r  u7 ¼ 0 in Rn7;
ð0;y; 0;1Þ  ½Tþðuþ; pþÞ  Tðu; pÞ ¼ 0; uþ ¼ u on Rn0;
(
ð5:27Þ
then uþ ¼ u ¼ 0 and there exists a constant c such that pþ ¼ p ¼ c: In particular,
when 1opon; pþ ¼ p ¼ 0:
Proof. Let fR be the same function as in Lemma 5.5. For every v7AW
2
p ðRn7Þ such
that r  v7 ¼ 0 in Rn7 and vþ ¼ v on Rn0; we have
0 ¼ðluþ Div Tþðuþ; pþÞ;fRvþÞRnþ þ ðlu Div Tðu; pÞ;fRvÞRn
¼ lðuþ;fRvþÞRnþ þ lðu;fRvÞRn
/ð0;y; 0;1Þ  Tþðuþ; pþÞ;fRvþSRn1
þ/ð0;y; 0;1Þ  Tðu; pÞ;fRvSRn1
þ
X
þ
½ðT7ðu7; p7Þ; ðrfRÞv7ÞRn7 þ 2m7ðDðu7Þ; Dðv7ÞfRÞRn7 :
Since vþ ¼ v on Rn0; by the interface condition,
/ð0;y; 0;1Þ  Tþðuþ; pþÞ;fRvþSRn1
þ /ð0;y; 0;1Þ  Tðu; pÞ;fRvSRn1 ¼ 0:
Since u7; v7AW 2p ðRn7Þ and p7AYpðRn7Þ; by Lemma 5.5 we have
lim
R-N
ðT7ðu7; p7Þ; ðrfRÞv7ÞRn7 ¼ 0:
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Therefore by letting R-N; we have
0 ¼ lðu; vÞRn þ 2mþðDðuþÞ; DðvþÞÞRnþ þ 2mðDðuÞ; DðvÞÞRn : ð5:28Þ
Theorem 5.1 implies for any f7ACN0 ðRn7Þ; there exists ðv7; y7ÞAW 2p0 ðRn7Þ 
Yp0 ðRn7Þ which satisﬁes
%lv7 Div T7ðv7; y7Þ ¼ f7; r  v7 ¼ 0 in Rn7;
ð0;y; 0;1Þ  ½Tþðvþ; yþÞ  Tðv; yÞ ¼ 0; vþ ¼ v on Rn0:
(
In the same manner as above we have
ðuþ; fþÞRnþ þ ðu; fÞRn
¼ lim
R-N
fðuþ; fþfRÞRnþ þ ðu; ffRÞRng
¼ lðu; vÞRn þ 2mþðDðuþÞ; DðvþÞÞRnþ þ 2mðDðuÞ; DðvÞÞRn ;
which combined with (5.28) implies that ðuþ; fþÞRnþ þ ðu; fÞRn ¼ 0: The arbitrari-
ness of the choice of f7 implies that u7 ¼ 0: By (5.27) we have
rp7 ¼ 0 in Rn7; pþ  p ¼ 0 in Rn0;
which implies that there exists a constant c such that pþ ¼ p ¼ c: When 1opon;
what c ¼ 0 follows from the fact that
sup
RX1
R1
Z
xARn7
jxjpR
jcjp dx
0@ 1A1=poN:
This completes the proof of the theorem. &
6. The bent space for the Stokes system with interface condition
Let o : Rn1-R be a bounded function in Ck (k ¼ 2 or 3) class whose derivative
up to k are all bounded in Rn1: Let H7 be the bent half-spaces deﬁned by
Hþ ¼ fx ¼ ðx0; xnÞARn j xn4oðx0Þ; x0ARn1g;
H ¼ fx ¼ ðx0; xnÞARn j xnooðx0Þ; x0ARn1g:
H0 denotes the interface of Hþ and H; which is deﬁned by
H0 ¼ fx ¼ ðx0; xnÞARn j xn ¼ oðx0Þ; x0ARn1g:
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nHðxÞ denotes the unit outer normal to H0 of Hþ; namely
nHðxÞ ¼ ðr0o;1Þ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ jr0oj2
q
; r0o ¼ ð@o=@x1;y; @o=@xn1Þ:
Put
YpðH7Þ ¼ fp7ðxÞ j *p7ðyÞ ¼ p7ðy0; yn þ oðy0ÞÞAYpðRn7Þg;
jjp7jjYpðH7Þ ¼ jj *p7jjYpðRn7Þ;
W1p ðH7Þ ¼ fu7ðxÞ j u˜7ðyÞ ¼ u7ðy0; yn þ oðy0ÞÞAW1p ðRn7Þg;
Wˆ1pðH7Þ ¼ fu7ðxÞ j u˜7ðyÞ ¼ u7ðy0; yn þ oðy0ÞÞAWˆ1pðRn7Þg:
For the resolvent problem in the bent space, we shall show the following theorem.
Theorem 6.1. Let 1opoN and 0oeop=2: Then there exist constants l0 ¼
l0ðp; e; jjojjB3ðRn1Þ; nÞX1 and K0 ¼ K0ðp; e; nÞ with 0oK0p1 such that if
jjr0ojjLNðRn1ÞpK0; then for every lASe with jljXl0; f7ALpðH7Þ
n;
gAW 1p ðRnÞ-W1p ðRnÞ having compact support and h7AW 1p ðH7Þn; there exists a
solution ðu7; p7ÞAW 2p ðH7Þn  YpðH7Þ to the equation:
lu7 Div T7ðu7; p7Þ ¼ f7; r  u7 ¼ gjH7 in H7;
nH  Tþðuþ; pþÞ  nH  Tðu; pÞ ¼ hþ  h; uþ ¼ u on H0;
(
ð6:1Þ
where gjH7 are the restriction of g to H7: Moreover, the ðu7; p7Þ satisfies the
estimate:X
þ
ðjlj jju7jjLpðH7Þ þ jlj
1
2jjru7jjLpðH7Þ þ jjr2u7jjLpðH7Þ þ jjp7jjYpðH7ÞÞ
pC
X
þ
ðjj f7jjLpðH7Þ þ jlj
1
2jjh7jjLpðH7Þ þ jjrh7jjLpðH7ÞÞ
"
þ jlj jjgjjW1p ðRnÞ þ jlj
1
2jjgjjLpðRnÞ þ jjrgjjLpðRnÞ
#
with some constant C ¼ Cðp; e; jjojjB3ðRn1Þ; nÞ40: Here we set jjojjB3ðRn1Þ ¼P
ja0jp3 jj@a
0
x0ojjLNðRn1Þ:
In order to prove Theorem 6.1 by using Theorems 5.1 and 5.3, we reduce (6.1) to
(5.1). To do this, we use the change of variables: xj ¼ yj ; j ¼ 1;y; n  1; xn ¼
yn þ oðy0Þ and the change of unknown functions: vjðyÞ ¼ u˜jðyÞ; j ¼ 1;y; n  1;
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vnðyÞ ¼ u˜nðyÞ 
Pn1
l¼1 ð@o=@ylÞu˜lðyÞ; where u˜lðyÞ ¼ ulðxÞ: The reason why we use
such a change of unknown functions is to avoid the remainder term of r  u7 ¼
gjH7 : But, as a result of the change of unknown functions, the third order derivatives
of o appear in the remainder term of the Stokes equation and the second order
derivatives of o appear in the remainder term of the interface condition. This is the
reason why we assume that G is a C3 hypersurface. We may omit the proof of
Theorem 6.1 because the proof is similar to that of Theorem 5.1 in [9].
Now we shall show the uniqueness of (6.1). To do this we start with the following
lemma.
Lemma 6.2. Let 1opoN: Put rRðxÞ ¼ fRðx0; xn  oðx0ÞÞ where fR is the same
function as in Lemma 5.5. Then for every p7AYpðH7Þ and v7ALp0 ðH7Þ with 1=p þ
1=p0 ¼ 1 we have
lim
R-N
Z
H7
@
@xj
rRðxÞ
				 				jp7ðxÞjjv7ðxÞj dx ¼ 0; j ¼ 1;y; n: ð6:2Þ
Proof. By the change of variables: x0 ¼ y0; xn ¼ yn þ oðy0Þ; noting that @xj ¼
@yj  ð@yjoÞ@yn ; j ¼ 1;y; n  1; and @xn ¼ @yn ; we haveZ
H7
@
@xj
rRðxÞ
				 				jp7ðxÞjjv7ðxÞj dx
pC
Z
Rn7
jrfRðyÞjj *p7ðyÞjj*v7ðyÞj dy; j ¼ 1;y; n; ð6:3Þ
where *p7ðyÞ ¼ p7ðxÞ; *v7ðyÞ ¼ v7ðxÞ; and C is a positive number. By the deﬁnition
of YpðH7Þ and Lp0 ðH7Þ; *pAYpðRn7Þ and *vALp0 ðRn7Þ: Therefore by Lemma 5.5, the
right-hand side of (6.3) tends to 0 as R-N; which implies (6.2). We have thus
proved the lemma. &
Theorem 6.3. Let 1opoN; 0oeop=2 and lASe: If ðu7; p7ÞAW 2p ðH7Þn 
YpðH7Þ satisfies the homogeneous equation:
lu7 Div T7ðu7; p7Þ ¼ 0; r  u7 ¼ 0 in H7;
nH  Tþðuþ; pþÞ  nH  Tðu; pÞ ¼ 0; uþ ¼ u on H0;
(
ð6:4Þ
then u7 ¼ 0 in H7 and there exists a constant c such that p7 ¼ c in H7: In
particular, when 1opon; pþ ¼ p ¼ 0:
Proof. In view of Lemma 6.2, employing the same argument as in the proof of
Theorem 5.7, we can prove the lemma, so that we may omit the proof. &
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In the end of this section, we consider the Dirichlet problem in the bent half-space:
lu Div Tðu; pÞ ¼ f ; r  u ¼ g in Hþ;
u ¼ 0 on H0:
(
ð6:5Þ
By using the diffeomorphism: xj ¼ yj ; j ¼ 1;y; n  1; xn ¼ yn þ oðy0Þ; we reduce
(6.5) to (4.1). Therefore by Theorem 4.1, we have the following theorem which was
proved by Farwig and Sohr [6, Theorem 3.1].
Theorem 6.4. Let 1opoN and 0oeop=2: Then there exist constants l0 ¼
l0ðp; e; jjojjB2ðRn1Þ; nÞX1 and K0 ¼ K0ðp; e; nÞ with 0oK0p1 such that if
jjr0ojjLNðRn1ÞpK0; then for every lASe with jljXl0; fALpðHþÞ
n
and
gAW 1p ðHþÞ-W1p ðHþÞ having compact support, there exists a unique solution
ðu; pÞAW 2p ðHþÞn  Wˆ1pðHþÞ to (6.5). Moreover, the ðu; pÞ satisfies the estimate:
jlj jjujjLpðHþÞ þ jlj
1
2jjrujjLpðHþÞ þ jjr2ujjLpðHþÞ þ jjrpjjLpðHþÞ
pCðjj f jjLpðHþÞ þ jlj jjgjjW1p ðHþÞ þ jlj
1
2jjgjjLpðHþÞ þ jjrgjjLpðHþÞÞ
with some constant C ¼ Cðp; e; jjojjB2ðRn1Þ; nÞ40:
7. Proof of Theorem 1.2
In this section, we prove Theorem 1.2. Let j be a function in CN0 ðRnÞ; and then
(1.1) is reduced to the equation:
lðju7Þ Div T7ðju7;jp7Þ ¼ fj7 in O7;
r  ðjuÞ ¼ gj in O;
n  Tþðjuþ;jpþÞ  n  Tðju;jpÞ ¼ hjþ  hj on G;
juþ ¼ ju on G;
ju ¼ 0 on @O;
8>>><>>>>:
ð7:1Þ
where fj7 ¼ ðfj71;y; fj7nÞ; hj7 ¼ ðhj71;y; hj7nÞ;
fj7k ¼jf7k
 m7
Xn
j¼1
2
@j
@xj
Djkðu7Þ þ @
@xj
@j
@xk
u7j þ @j
@xj
u7k
   
þ @j
@xk
p7;
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hj7k ¼jh7k þ m7
Xn
j¼1
nj
@j
@xj
u7k þ @j
@xk
u7j
 
;
gj ¼r  ðjuÞ ¼ ðrjÞ  u; ð7:2Þ
where n is suitably extended into Rn as a vector of functions in C3ðRnÞ having the
compact supports.
First we shall derive the estimate near the interface. Pick up x0AG and consider a
small neighborhood Bsðx0Þ ¼ fxARn j jx  x0josg of x0; where s will be chosen
later. Let jACN0 ðBsðx0ÞÞ such that jðxÞ ¼ 1 on Bs=2ðx0Þ: We shall reduce (7.1) to
(6.1) in the bent space. Let O be an orthogonal matrix such that tOnð0Þ ¼
ð0;y; 0;1Þ where tM denotes the transposed M: Put x ¼ x0 þ Oy; ðjuÞðxÞ ¼
vðyÞ; ðjpÞðxÞ ¼ wðyÞ and wðyÞ ¼ tOvðyÞ: Then from (7.1) we have
lw7 Div T7ðw7; w7Þ ¼ F7 in *O7;
r  w ¼ G in *O;
*n  Tþðwþ; wþÞ  *n  Tðw; wÞ ¼ Hþ  H; wþ ¼ w on *G;
8><>: ð7:3Þ
where *O7 ¼ ftOðx  x0Þ j xAO7g; *G ¼ ftOx0 j x0AGg; *nðyÞ ¼ tOnðxÞ; w7 ¼ wj *O7 ;
F7 ¼ F7ðyÞ ¼ tOfj7ðxÞ; G ¼ GðyÞ ¼ gjðxÞ and H7 ¼ H7ðyÞ ¼ tOhj7ðxÞ: Without
loss of generality, we may assume that there exist small numbers e0; e1 and a function
cAC3ðBe1Þ such that 0oe0o2e0oe1;
Be0- *OþCfy ¼ ðy1;y; ynÞ j yn4cðy0Þ; jy0joe1g;
Be0- *OCfy ¼ ðy1;y; ynÞ j ynocðy0Þ; jy0joe1g;
Be0- *GCfy ¼ ðy1;y; ynÞ j yn ¼ cðy0Þ; jy0joe1g;
cð0Þ ¼ 0; @yjcð0Þ ¼ 0; j ¼ 1;y; n  1;
*n ¼ðr0c;1Þ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ jr0cj2
q
; r0c ¼ ð@y1c;y; @yn1cÞ; ð7:4Þ
where Be0 ¼ fyARn j jyjoe0g: Choose s40 in such a way that supp w; supp wCBe0 :
Let rðy0Þ be a function in CN0 ðRn1Þ such that rðy0Þ ¼ 1 for jy0jp1 and rðy0Þ ¼ 0 for
jy0jX2: Put oðy0Þ ¼ rðy0=e0Þcðy0Þ and
Hþ ¼fy ¼ ðy1;y; ynÞARn j yn4oðy0Þ; y0ARn1g;
H ¼fy ¼ ðy1;y; ynÞARn j ynooðy0Þ; y0ARn1g;
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H0 ¼fy ¼ ðy1;y; ynÞARn j yn ¼ oðy0Þ; y0ARn1g;
nH ¼ðr0o;1Þ=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ jr0oj2
q
; r0o ¼ ð@y1o;y; @yn1oÞ:
From (7.3) and (7.4) it follows that jjr0ojjLNðRn1ÞpCðc; r; e1Þe0 and
lw7 Div T7ðw7; w7Þ ¼ F7; r  w7 ¼ G7 in H7;
nH  Tþðwþ; wþÞ  nH  Tðw; wÞ ¼ Hþ  H on H0;
wþ ¼ w on H0:
8><>: ð7:5Þ
To apply Theorem 6.1 and Theorem 6.3 to (7.5), we choose e040 so small that
Cðc; r; e1Þe0pK0ðp; e; nÞ: Then there exist constants l0 ¼ l0ðp; e; n; x0ÞX1 and C ¼
Cðp; e; n; x0Þ40 such that if lASe with jljXl0; then
X
þ
ðjlj jjwjjLpðH7Þ þ jlj
1
2jjrwjjLpðH7Þ þ jjr2w7jjLpðH7Þ þ jjw7jjYpðH7ÞÞ
pC
X
þ
ðjjF7jjLpðH7Þ þ jlj
1
2jjH7jjLpðH7Þ þ jjrH7jjLpðH7ÞÞ
"
þ jlj jjGjjW1p ðRnÞ þ jlj
1
2jjGjjLpðRnÞ þ jjrGjjLpðRnÞ
#
: ð7:6Þ
Noting that jljXl0X1; from the deﬁnition of F7; G; H7; w7; w7 and (7.6) we have
jlj jjjujjLpðOÞ þ jlj
1
2jjrðjuÞjjLpðOÞ þ
X
þ
jjr2ðju7ÞjjLpðO7Þ þ jjjpjjW˜pðOÞ
pCðp; e; n;OÞ
X
þ
ðjj f7jjLpðO7Þ þ jlj
1
2jjh7jjLpðO7Þ þ jjrh7jjLpðO7ÞÞ
"
þ jjpjjLpðOÞ þ jlj jjujjW1p ðOÞ þ jlj
1
2jjujjLpðOÞ þ jjrujjLpðOÞ
#
ð7:7Þ
for lASe with jljXl0: In fact, if we note that supp jCBsðx0Þ; the estimate of F7
and H7 follows immediately. And also using the formula: GðyÞ ¼ ½ðrjÞ  uðxÞ; we
have the estimate of jjGjjLpðRnÞ and jjrGjjLpðRnÞ immediately. Below we shall show
that
jjGjjW1p ðRnÞpCðp; e; n;jÞjjujjW1p ðOÞ: ð7:8Þ
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Recall that
jjGjjW1p ðRnÞ ¼ sup
vAWˆ1
p0 ðR
nÞ
jjrvjjL
p0 ðRnÞ
¼1
Z
Rn
gðz0; zn þ oðz0ÞÞvðzÞ dz
				 				; 1p þ 1p0 ¼ 1:
By the change of variables y ¼ tOðx  x0Þ and wðxÞ ¼ vðy0; yn  oðy0ÞÞ; we have the
identity: Z
Rn
gðz0; zn þ oðz0ÞÞvðzÞ dz ¼
Z
O
ðrjÞðxÞ  uðxÞwðxÞ dx
¼ 
Z
O
jðxÞuðxÞr  wðxÞ dx;
where we used the facts that ðrjÞ  u ¼ r  ðjuÞ and uþ ¼ u on G: Therefore, if we
put w0 ¼ 1jOj
R
O wðxÞ dx; then we haveZ
O
ðrjÞðxÞ  uðxÞwðxÞ dx
				 				 ¼ Z
O
ðrjÞðxÞ  uðxÞðwðxÞ  w0Þ dx
				 				
pCðp; n;jÞjjujjW1p ðOÞjjw  w0jjW 1p0 ðOÞ:
By Poincare`’s inequality, we have
jjw  w0jjW 1
p0 ðOÞ
pCðj; n;OÞjjrwjjLp0 ðO-supp jÞpCðj; n;OÞjjrvjjLp0 ðOÞ:
Combining these estimates, we have (7.8). Since G is compact, there exist a ﬁnite
number of points xjAG and small numbers sj40; j ¼ 1;y; N; such that
GC
SN
j¼1 Bsj=2ðxjÞ: Therefore from (7.7) it follows that
jlj jjujjLpðOGÞ þ jlj
1
2jjrujjLpðOGÞ þ
X
þ
ðjjr2ðu7ÞjjLpðO7-OGÞ þ jjp7jjW 1p ðO7-OGÞÞ
pCðp; e; n;OÞ
X
þ
ðjj f7jjLpðO7Þ þ jlj
1
2jjh7jjLpðO7Þ þ jjrh7jjLpðO7ÞÞ
"
þ jjpjjLpðOÞ þ jljjjujjW1p ðOÞ þ jlj
1
2jjujjLpðOÞ þ jjrujjLpðOÞ
#
ð7:9Þ
for lASe with jljXl0; where OG ¼
SN
j¼1 Bsj=2ðxjÞ:
Next, we shall show the estimate near the boundary. In the same way, by Theorem
6.4 we see that there exists a neighborhood U of @O such that the following
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estimate holds:
jlj jjujjLpðO@OÞ þ jlj
1
2jjrujjLpðO@OÞ þ jjr2ujjLpðO@OÞ þ jjpjjW 1p ðO@OÞ
pCðp; e; n;OÞðjj fjjLpðOÞ þ jjpjjLpðOÞ
þ jlj jjujjW1p ðOÞ þ jlj
1
2jjujjLpðOÞ þ jjrujjLpðOÞÞ; ð7:10Þ
for lASe with jljXl0; where O@O ¼ U-O:
Finally, we shall show the inner estimate. Let jACN0 ðOþ,OÞ such that jðxÞ ¼ 1
on ½Oþ\ðOG-OþÞ,½O\fðOG-OÞ,O@Og: From (7.1) we have
lðju7Þ Div T7ðju7;jp7Þ ¼ fj7; r  ðjuÞ ¼ gj in Rn; ð7:11Þ
where fj7 and gj are the same as in (7.2). Applying Theorem 3.1(2) (uniqueness) and
Theorem 3.2 to (7.11), we have
jlj jjju7jjLpðRnÞ þ jlj
1
2jjrðju7ÞjjLpðRnÞ þ jjr2ðju7ÞjjLpðRnÞ þ jjjp7jjXpðRnÞ
pCðp; e; nÞjj fj7jjLpðRnÞ þ Cðp; e; n;j;rj;r2jÞ
 ðjjpjjLpðOÞ þ jlj jjujjW1p ðOÞ þ jlj
1
2jjujjLpðOÞ þ jjujjW 1p ðOÞÞ ð7:12Þ
for every lASe: Noting the deﬁnition of j and combining (7.9), (7.10) and (7.12),
we have (1.3) when lASe with jljXl0ðp; e; n;OÞ: This completes the proof of
Theorem 1.2.
8. Proof of Theorem 1.1
In this section, we shall prove Theorem 1.1. By Theorems 6.1, 6.4 and 3.1, we
obtain the following lemma (cf. [7, IV; 9, Lemma 7.1]).
Lemma 8.1. Let 1opoN; 0oeop=2; lASe,flAC j jljpsg; f7ALpðO7Þn and
h7AW 1p ðO7Þn: If ðu; pÞAW 1p ðOÞn  LpðOÞ satisfies r  u ¼ 0 in O; uj@O ¼ 0;R
O p dx ¼ 0 and
ðlu; vÞO þ 2mþðDðuþÞ; DðvþÞÞOþ þ 2mðDðuÞ; DðvÞÞO  ðp;r  vÞO
¼ ðf ; vÞO þ/hþ  h; vSG for 8vAW 1p0 ðOÞn;
then ðu; pÞAW 1p ðOÞn  W˜pðOÞ with u7AW 2p ðO7Þn: Moreover ðu7; p7Þ satisfies
Eq. (1.1).
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By Theorem 2.4, Lemma 8.1 and the Sobolev imbedding theorem, we have the
following lemma.
Lemma 8.2. Let 1opoN; 0oeop=2; lASe,flAC j jljpsg: Then for any
f7ACN0 ðO7Þn; h7ACNðO7Þn; (1.1) admits a solution ðu; pÞAW 1p ðOÞn  W˜pðOÞ with
u7AW 2p ðO7Þn:
Now we shall show the uniqueness of (1.1).
Lemma 8.3. (1) Let 1opoN; 0oeop=2 and lASe,flAC j jljpsg: If
ðu; pÞAW 1p ðOÞn  W˜pðOÞ with u7AW 2p ðO7Þn satisfies the homogeneous equation:
lu7 Div T7ðu7; p7Þ ¼ 0; r  u7 ¼ 0 in O7;
n  Tþðuþ; pþÞ  n  Tðu; pÞ ¼ 0; uþ ¼ u on G;
u ¼ 0 on @O;
8><>:
then u7 ¼ 0 and p7 ¼ 0:
(2) Let 1opoN: If ðv; pÞALpðOÞn  W˜pðOÞ satisfies the equation:
v7 þrp7 ¼ 0; r  v7 ¼ 0 in O7;
vþ ¼ v; pþ ¼ p on G;
nO  v ¼ 0 on @O;
8><>:
then v7 ¼ 0 and p7 ¼ 0:
Proof. (1) By Lemma 8.2 we know the existence of solutions to (1.1) for any
f7ACN0 ðO7Þn and h7 ¼ 0; and therefore the duality argument implies that u7 ¼ 0:
Then rp7 ¼ 0 in O and nðpþ  pÞ ¼ 0 on G which combined with the factR
O p dx ¼ 0 implies that p7 ¼ 0:
(2) Since pþ ¼ p in G; we have pAW 1p ðOÞ and
v þrp ¼ 0; r  v ¼ 0 in O;
nO  v ¼ 0 on @O:
(
By the uniqueness of the Helmholtz decomposition, we obtain v ¼ 0 and rp ¼ 0:
Since
R
O p dx ¼ 0 as follows from the deﬁnition of W˜pðOÞ; we have p ¼ 0: This
completes the proof of the lemma. &
Now we shall show the a priori estimate, following Farwig and Sohr [6, Lemma
4.2] and Shibata and Shimizu [9, Lemma 7.4].
Lemma 8.4. Let 1opoN; 0oeop=2; lASe,flAC j jljpsg: Let ðu; pÞAW 1p ðOÞn 
W˜pðOÞ with u7AW 2p ðO7Þn satisfy r  u7 ¼ 0 in O7; uþ ¼ u on G; and u ¼ 0 on
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@O: Put
f7 ¼ lu7 Div T7ðu7; p7Þ; h7 ¼ n7  T7ðu7; p7Þ:
Then (1.2) holds.
Proof. By Theorem 1.2 and the boundedness of O; we have
jlj jjujjLpðOÞ þ jlj
1
2jjrujjLpðOÞ þ
X
þ
jju7jjW 2p ðO7Þ þ jjpjjW˜pðOÞ
pC
X
þ
ðjj f7jjLpðO7Þ þ jlj
1
2jjh7jjLpðO7Þ þ jjh7jjW 1p ðO7ÞÞ
"
þ jlj jjujjW1p ðOÞ þ jjpjjLpðOÞ þ jjujjLpðOÞ
#
ð8:1Þ
for lASe,flAC j jljpsg:
To prove the lemma, it sufﬁces to show that there exists a constant C ¼
Cðp; e; n;O; sÞ such that
jlj jjujjW1p ðOÞ þ jjujjLpðOÞ þ jjpjjLpðOÞ
pC
X
þ
ðjj f7jjLpðO7Þ þ jlj
1
2jjh7jjLpðO7Þ þ jjh7jjW 1p ðO7ÞÞ ð8:2Þ
for lASe,flAC j jljpsg:
By the Rellich compactness theorem we know that W 1p ðOÞ is compactly imbedded
into LpðOÞ: Moreover, as was stated in Section 1, LpðOÞ is also imbedded compactly
into W1p ðOÞ: Therefore, employing the argument due to Farwig and Sohr [6,
Lemma 4.2] based on the uniqueness stated in Lemma 8.3 and the compactness of
the spaces mentioned above, we can show (8.2). Combining (8.1) with (8.2), we
obtain (1.2). This completes the proof of the lemma. &
Proof of Theorem 1.1
Since CN0 ðO7Þ and CNðO7Þ are dense in LpðO7Þ and W 1p ðO7Þ; respectively, by
Lemmas 8.2–8.4 we can show Theorem 1.1. &
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