Complex nonlinear turbulent dynamical systems are ubiquitous in many areas. Quantifying the model error and model uncertainty plays an important role in understanding and predicting complex dynamical systems. In the first part of this article, a simple information criterion is developed to assess the model error in imperfect models. This effective information criterion takes into account the information in both the equilibrium statistics and the temporal autocorrelation function, where the latter is written in the form of the spectrum density that permits the quantification via information theory. This information criterion facilitates the study of model reduction, stochastic parameterizations, and intermittent events. In the second part of this article, a new efficient method is developed to improve the computation of the linear response via the Fluctuation Dissipation Theorem (FDT). This new approach makes use of a Gaussian Mixture (GM) to describe the unperturbed probability density function in high dimensions and avoids utilizing Gaussian approximations in computing the statistical response, as is widely used in the quasi-Gaussian (qG) FDT. Testing examples show that this GM FDT outperforms qG FDT in various strong non-Gaussian regimes.
Introduction
Complex nonlinear turbulent dynamical systems are ubiquitous in geophysics, engineering, neuroscience, and material science [1] [2] [3] [4] [5] [6] [7] [8] . Key features of these complex nonlinear systems include, but are not limited to, multiscale dynamics, high dimensional phase space, nonlinear energy transfers, highly non-Gaussian Probability Density Functions (PDFs), intermittent instability, random internal, and external forcing, as well as extreme events. Understanding and predicting these complex turbulent dynamical systems have both scientific and practical significance.
Nonlinear stochastic models are often utilized to describe the multiscale and turbulent behavior in many complex turbulent dynamical systems. These stochastic models provide an effective way to capture the nonlinear interactions between variables in different spatial and temporal scales, which avoids modeling the small-scale dynamics in a complicated and deterministic way. They also facilitate an efficient computation of the complex systems, capturing both the dynamical features in large-scale physics and the statistics in small-or unresolved-scale variables. Note that due to the complexity and turbulent nature of the underlying dynamics, quantifying the uncertainty and model error becomes an extremely important topic.
Recently, an information-theoretic framework has been developed to assess the uncertainty and model error in complex turbulent dynamical systems in an unbiased fashion [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . This information-theoretic framework has been widely applied to study the model fidelity and model sensitivity in complex nonlinear dynamical systems, which in turn offers a systematic procedure for model selection and parameter estimation within a given class of imperfect models [1, [9] [10] [11] . Here, model fidelity means the skill of reduced models in capturing the long-term (or equilibrium) statistical features, such as the non-Gaussian PDFs at the statistical equilibrium state. On the other hand, model sensitivity involves the dynamical consistency of the imperfect model related to nature, and it is reflected by the skill of recovering the system response to the changes in internal or external variabilities. Notably, both the model fidelity and model sensitivity are indispensable components in applying imperfect models to describe nature. The combination of the model fidelity and the model sensitivity then provides important guidelines for developing reduced-order models [19] [20] [21] and data-driven prediction strategies using physics-constrained nonlinear stochastic models [22] [23] [24] . Applying the information-theoretic framework for model calibration, the reduced-order models with suitable model structures are able to capture both the key dynamical and statistical features, as well as the crucial nonlinear and non-Gaussian characteristics such as intermittency and extreme events as observed in nature.
While the model sensitivity is an important criterion for the development of suitable imperfect models, it is sometimes difficult and expensive to apply in practice even to low-dimensional systems when the number of parameters is large. In this article, a simple information criterion of assessing the skill of imperfect models is developed. As a minimum requirement, this simple criterion takes into account both the equilibrium statistics and the dynamical (or temporal) information. In particular, instead of assessing the model sensitivity with respect to different parameters one by one, a spectral information criterion, which uses the information-theoretic framework for assessing the skill in fitting the autocorrelation function [25] [26] [27] , is adopted to quantify the ability of the imperfect model in capturing the dynamical characteristics. Note that minimizing the error in the autocorrelation function does not guarantee the imperfect models to have the exact response as the perfect model or nature. However, it at least ensures that the imperfect models have a similar leading order dynamical behavior as nature, which is a necessary condition for capturing the model sensitivity and is beyond calibrating only the information in the equilibrium statistics. This simple, but practical information criterion will be adopted in this article for developing systematic model reduction strategies, quantifying the skill of stochastic parameterizations and distinguishing different intermittent events.
Going back to the model sensitivity, developing an efficient way of computing the statistical response of the system is of importance. In fact, a practical approach to compute the linear statistical response is via the so-called Fluctuation Dissipation Theorem (FDT) [28] [29] [30] . One crucial property of the FDT is that it does not require any linearization of the underlying complex nonlinear turbulent dynamical system. Only the evolution of the statistics is linearized. Therefore, the FDT captures the nonlinear features in the underlying turbulent systems and is able to detect the response to the internal or external perturbation of the system in the non-Gaussian regime.
However, computing the linear response operator using the FDT requires the knowledge of the PDF of the unperturbed system. Practically, the full non-Gaussian PDF is often hard to compute, especially when the dimension of the system is large. Thus, Gaussian approximation is widely utilized in practice [31, 32] . Such a Gaussian approximation greatly reduces the computational complexity, but it may lead to a large bias in calculating the response in strongly-non-Gaussian systems. In fact, it usually fails to estimate the response caused by various non-Gaussian phenomena such as extreme events and intermittency. To overcome this fundamental difficulty, a mathematical framework is developed in the second part of this article, which incorporates a recent developed efficient and statistically-accurate algorithm [33, 34] into the FDT, to facilitate the calculation of the unperturbed high non-Gaussian PDF for high dimensional systems. This greatly improves the accuracy of the linear response computation.
The rest of the article is organized as follows. An information-theoretic framework is developed in Section 2. Section 3 reviews the linear response theory and FDT. In Section 4, a new framework for computing the FDT using the full non-Gaussian PDF is developed, which facilitates the calculation of the linear response theory. Various applications of the simple information criterion that combines the information in the equilibrium statistics with that in the spectrum density for the temporal autocorrelation function developed in Section 2 are discussed in Section 5. Section 6 involves several illustrative examples to show the advantage of using the new FDT technique in computing the linear response over the FDT with Gaussian approximation. The article is concluded in Section 7.
An Information-Theoretic Framework
An information-theoretic framework has recently been developed and applied to quantify model error, model sensitivity, and prediction skill [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . Suppose u(t) is a resolved variable as a function of time, and one has nature (or the perfect model) and imperfect models to characterize its dynamics. It is a natural question to study how informative and skillful the imperfect models are and quantify the information distance between the perfect and the imperfect (empirical) models. Generally speaking, there are two types of information one is interested in: the long time behavior and the equilibrium state and the information about the dynamics in time. These two perspectives will be described in detail in the following two subsections.
Information Distance of Equilibria
A natural quantity that measures the lack of information in one probability density q(u) compared with the true probability density p(u) is the relative entropy P (p, q) [9, 16, 30] ,
which is also known as Kullback-Leibler divergence or information divergence [35] [36] [37] . Despite the lack of symmetry, the relative entropy has two attractive features. First, P (p, q) ≥ 0 with equality holds if and only if p = q. Second, P (p, q) is invariant under general nonlinear changes of variables. These make it an attractive quantity for assessing model errors in many applications [9, 17, 18, [38] [39] [40] [41] [42] . One practical setup for utilizing the framework of empirical information theory in many applications arises when both the measurements of the perfect system and its imperfect model involve only the mean and covariance of the resolved variables u. Therefore, the distribution of u from the perfect model and that from the imperfect model are approximately Gaussian functions, denoted by:
where the perfect model has meanū and covariance R, and the imperfect model has meanū M and covariance R M . In this case, P (π G , π M G ) has the explicit formula [2, 9] :
where N is the dimension of the PDFs. The first term in brackets in (2) is called the "signal", reflecting the model error in the mean, but weighted by the inverse of the model variance, Σ M , whereas the second term in brackets, called "dispersion", involves only the model error covariance ratio, ΣΣ −1 M . The signal and dispersion terms in (2) are individually invariant under any (linear) change of variables, which map Gaussian distributions to Gaussians. This property is very important for unbiased model calibration.
Assuming p and q are the long-term statistics of nature and the imperfect model, respectively, the information criterion (1) (or its Gaussian form (2)) provides a natural way to quantify the model error in the equilibrium statistics and thus assesses the model fidelity in the imperfect model. On the other hand, the relative entropy provides a way to evaluate the model sensitivity. In fact, the response of the PDFs in terms of certain small perturbations of the model parameters is given by δp and δq for the perfect and imperfect models, respectively, and the model sensitivity can be interpreted using the relative entropy defined by p + δp and q + δq. See [9, 10] for more details.
Information Distance on Dynamical Features
While the model fidelity focuses on recovering the long-term (or equilibrium) statistics in nature using the imperfect model, the model sensitivity aims at capturing short-term responses to perturbation in the underlying system, which is governed by the dynamical features of the system. A suitable imperfect or reduced model is expected to recover both the statistical and dynamical properties in nature, at least the leading orders. Since imperfect models usually have different model structures compared with the perfect model and often contain quite a few parameters, a direct validation of the model sensitivity in terms of all possible parameter perturbations may not be practical. A simpler approach to analyze the dynamical consistency of the imperfect model is to compare the temporal autocorrelation function associated with the imperfect model with that associated with nature. Note that minimizing the error in the autocorrelation function associated with imperfect models does not guarantee the imperfect models to have the exact response as the perfect model or nature. However, to ensure that the imperfect models have a similar dynamical behavior as nature, it serves as the most fundamental necessary condition for capturing the model sensitivity that is beyond calibrating only the information in the equilibrium. Autocorrelation is the correlation of a signal with a delayed copy of itself as a function of delay. For a zero mean and stationary random process u, the autocorrelation function can be calculated as:
where u(t + τ) and u(τ) denote the variable u at time instants t + τ and τ; Var(u) represents the variance of u; and u * denotes the complex conjugate of u. Clearly, a linear Gaussian process is completely determined by its mean and autocorrelation function, where the autocorrelation function characterizes the memory of the system. Note that for a strongly-non-Gaussian system, the autocorrelation function is not able to describe the entire temporal information since it only makes use of the information up to the second order statistics. In such a scenario, studying the discrepancy in the autocorrelation functions of the perfect and imperfect models can be regarded as an analog of the Gaussian approximation of (2) in the temporal direction. Note that obtaining the temporal information for the underlying dynamics in complex turbulent dynamical systems is usually more difficult than that for the equilibrium statistics. Therefore, the simple approach of using the autocorrelation functions, despite its potential biases in strongly-non-Gaussian systems, is often a practically useful strategy. Calibrating both the equilibrium PDF and the autocorrelation functions in imperfect models for prediction was a strategy used in [19, 22] . Measuring the differences between the autocorrelation functions of imperfect and perfect models, however, is not straightforward. The quantity, the relative entropy defined in (1), requires both p and q to be positive, but R(t) typically carries negative values, and so does R M (t), the autocorrelation function from the empirical model; thus, P (R, R M ) is not well-defined. To overcome the difficulty, one can first defines the spectral measure using the Fourier transform of R(t):
As shown in [43] , using Khinchin's formula, whenever R(t) is smooth and rapidly-decaying (which is valid for most systems), by using the theory of spectral representation of stationary random fields, it is always possible to show E(λ) > 0, and integrate to one; thus, it can be regarded as a probability density. See the Appendix of [25] for a detailed proof. This allows us to quantize information distance in the temporary direction by:
where E(λ) and E M (λ) are the energy spectra corresponding to the autocorrelation functions R(t) and R M (t) of nature and the model, respectively. To overcome the difficulty, as shown in [43] , using Khinchin's formula, whenever R(t) is smooth and rapidly-decaying, as is the case for most physical systems, it is always possible to use the theory of spectral representation of stationary random fields to rewrite R(t) using a non-negative function E(λ) ≥ 0, termed the spectral measure:
with dF(λ) = E(λ)dλ. The positivity of E means F is non-decreasing. The idea was utilized in [25] [26] [27] , where the authors generalized the information-theoretic framework to include the autocorrelation functions. The spectral measure has a number of nice properties, and one of them is the independent increment. This allows us to approximate the Gaussian random fields of the true and imperfect models as:
where p G and p M G are partitioned into independent Gaussian random variables, N (µ, σ 2 ) denote Gaussian random variables with mean µ and variance σ 2 , and j is an index for partition. The above equality is understood in the sense that the number of partitions j goes to infinity and ∆λ goes to zero. By directly plugging in the expressions of p G and p M G as shown in (7), one can compute the normalized relative entropy between the two Gaussian fields with ease:
as ∆λ → 0 Therefore, given spectral density E(λ) and E M (λ), the spectral relative entropy is given by:
An efficient algorithm of solving (8) can be found in [25] .
The Overall Information Distance
Quantities defined in (1) and (8) provide simple, but systematic measurements assessing the model error and model uncertainty. If both the model and nature are stationary, then the overall model error including both equilibrium statistical information and temporal information is given by:
where w 1 and w 2 are weight functions. The two weight functions represent the importance of the two target information measurements. They are usually chosen to be the same such that the equilibrium PDFs and the autocorrelation are equally important. In practice, time-periodic forcing may be involved in both the observed time series and the physics-constrained model. In such a situation, both p M eq and R M (t) can be formed by making use of the sample points in a long trajectory from the model. Since the stationary assumption is broken, the target function in (9) can be modified as the average value of the information distance at different points within one period. Nevertheless, constant weight functions can still be used. Alternatively, an even cruder, but practically useful target function involves a modified version of the first part in (9) given by the empirical measurements based on the time-averaged PDFs, while the second part in (9) is replaced by directly computing the difference between the two autocorrelation functions. The important issue here is that both the PDF and the temporal correlation must be included in the target function.
Linear Response Theory and Fluctuation Dissipation Theorem
Finding the optimal response has great significance in many applications. However, detecting the optimal response by searching the high dimensional phase space of complex turbulent dynamical systems is often impractical, especially in the presence of nonlinearity, as has been observed in many atmosphere and ocean phenomena [44] . The Fluctuation-Dissipation Theorem (FDT) [28] [29] [30] 45] is an attractive way to assess the system response by making use of the statistics of only the present states. For instance, in climate science, each single run of a complex climate model is computationally prohibitive, but a skillful FDT algorithm could produce an efficient linear statistical response operator that can be used directly for multiple climate change scenarios, avoiding multiple running and saving computational cost [46, 47] . With systematic approximations, FDT has been shown to have high skills in suitable regimes of General Circulation Models (GCMs), which have the degrees of freedom at the order of one million and are extremely complicated [46, 47] . More applications of the FDT techniques include studying the sea surface temperature perturbations [48] and understanding a two-layer model of quasi-geostrophic turbulence [49] , studying the linear response function of an idealized atmosphere [50] and in a simple atmospheric model [51] , and the comparison between Gaussian and non-Gaussian PDFs [52] .
The General Framework of the FDT
Here we provide a quick summary of the general framework of the FDT as discussed in [30] . Consider a general nonlinear dynamical system with noise:
where F(u) denotes any nonlinear function of u. In (10), u ∈ R N is the state variables, σ ∈ R N×K is the noise matrix, andẆ ∈ R K is the white noise. The evolution of the PDF p(u) associated with u is driven by the so-called Fokker-Planck equation [53, 54] ,
where Σ = σσ T . Assume the equilibrium PDF exists, and let p eq (u) be the smooth equilibrium PDF that satisfies L FP p eq = 0. Associated with (10), the statistics of some function A(u) are determined by:
Now, consider the dynamics in (10) by a small external forcing perturbation δF(u, t). The perturbed system reads:
We further assume a very natural explicit time-separable structure for δF(u, t), namely:
where w(u) is a function of u only and f (t) is a function of t only. Then, the Fokker-Planck equation associated with the perturbed system (13) is given by:
where p δ is the PDF associated with the perturbed system,
Here, w j is the jth element of w, which is defined in (14) . Similar to (12) , for the perturbed system (15) , the expected value of the nonlinear functional A(u) is given by:
The goal here is to calculate the change in the expected value:
This can be computed by taking the difference between (11), evaluated at p eq , and (15),
where δp = p δ − p eq is the small perturbation in the PDF. Ignoring the higher order term δL ext δp assuming δ is small, (19) reduces to:
Since L FP is a linear operator, the solution of (20) can be written explicitly with semigroup notation:
Now, combining (21) with (18) and (15), we arrive at the linear response formula :
where the vector linear response operator is given by:
This general calculation is the first step in the FDT. However, for nonlinear systems with many degrees of freedom, direct use of the formula in (23) is completely impractical because the exponential exp[tL FP ] cannot be calculated directly.
FDT states that if δ is small enough, then the leading-order correction to the statistics in (12) can be computed using (22) , where R(t) is the linear response operator, which is calculated through correlation functions in the unperturbed climate [30] :
where the bracket notation takes integration over the probability space. See [30] for a rigorous proof of (22)- (24) . Clearly, calculating the correlation functions in (24) via FDT is much less expensive and practical than directly computing the linear response operator (23) . Before we move on to the more specific FDT algorithms, let us comment on the perturbation function in (13) and (14) . In fact, if w has no dependence on u, then δF(t) naturally represents the forcing perturbation. If w(u) is a linear function of u, then δF(u, t) represents the perturbation in dissipation. It is also clear that if the functional A(u) in (22) is given by A(u) = u, then the response computed is for the statistical mean. Likewise, A(u) = (u −ū) 2 is used for computing the response in the variance.
Notably, FDT (22)-(24) does not require any linearization of the underlying dynamics in (10). The linearization from (19)-(20) is only applied for the evolution of the statistical response. Therefore, the FDT captures the nonlinear features in the underlying turbulent systems.
Quasi-Gaussian FDT
One major issue in applying FDT directly in the form of (24) is that the equilibrium measure p eq (u) is hard to obtain, especially when the system has a high dimensional phase space. This is because solving the high dimensional Fokker-Planck equation (11) is often extremely difficult, known as the curse of dimensionality [55, 56] . Therefore, different approximate methods have been proposed to compute the linear response operator.
Among all the approximate methods, the quasi-Gaussian (qG) approximation is one of the most effective and widely-applied approaches. It uses the approximate equilibrium measure:
where the meanū and covariance matrix Σ match those in the equilibrium p eq , and C N =
is the normalization constant. One then calculates:
as a surrogate for B(u). This procedure is termed qG FDT. The Gaussian form in (25) allows one to compute (26) explicitly, alleviating computational complexity. Note that the correlation in (24) with this approximation is calculated in practice by integrating the original system in (10) over a long trajectory or an ensemble of trajectories covering the attractor for shorter times assuming mixing and ergodicity for (24) .
A special case of δF is to set w(u) i = e i , 1 ≤ i ≤ N, where N is the dimension of w, and thus, the perturbation is independent of the state u. Here, the response operator for the qG FDT is given by the matrix:
The qG FDT will be applied in Section 5. As a remark, another strategy to approximate the linear response operator that avoids direct evaluation of p eq through the FDT formula is through the kicked response of an unperturbed system to a perturbation δu of the initial state from the equilibrium measure. See [14] for more details, and see [27, 30, 57] for the use of kicked FDT in calibrating the reduced-order models.
An Efficient and Accurate Algorithm for Calculating Linear Response
As discussed in Section 3, one of the central difficulties in calculating the linear response operator (24) lies in obtaining the unperturbed PDF p eq , which requires solving the Fokker-Planck equation associated with the complex turbulent dynamical system (10) . This is often quite difficult in practice due to the curse of dimensionality in solving the high dimensional Fokker-Planck equation. On the other hand, applying the qG FDT may lead to some bias, especially in the presence of intermittency, extreme events, and other strong non-Gaussian features, which are frequently observed in the observational data of temperature, wind and rainfall, etc. [58, 59] . In fact, it has been shown in [14] using simple non-Gaussian models mimicking the atmosphere behavior in some realistic regimes that the qG FDT fails to capture the correct response.
Recently, an efficient statistically-accurate algorithm for solving the high dimensional Fokker-Planck equations has been developed for nonlinear complex turbulent dynamical systems with conditional Gaussian structures [33, 34, 60] . Decomposing the state variables u into two groups u = (u I , u II ) with u I ∈ R N I and u II ∈ R N II , the conditional Gaussian systems are characterized by the fact that once a single trajectory of u I (s ≤ t) is given, u II (t) conditioned on u I (s ≤ t) becomes a Gaussian process. Despite the conditional Gaussianity, the coupled systems remain highly nonlinear and are able to capture strong non-Gaussian features such as skewed or fat-tailed distributions, as observed in nature [61] . Many complex turbulent dynamical systems belong to this conditional Gaussian model family, such as the noisy versions of the Lorenz models, the Boussinesq equations with noise, and quite a few stochastically-coupled reaction-diffusion models in neuroscience and ecology. A gallery of examples of conditional Gaussian systems can be found in [62] . One of the desirable features of such conditional Gaussian system is that they allow closed analytical formulae for solving the conditional distribution p(u II (t)|u I (s ≤ t)) [63] . Applications of the conditional Gaussian systems to strongly-nonlinear systems include predicting the intermittent time series of the Madden-Julian Oscillation (MJO) and monsoon intraseasonal variabilities [22, [64] [65] [66] , filtering the stochastic skeleton model for the MJO [67] , and recovering the turbulent ocean flows with noisy observations from Lagrangian tracers [68] [69] [70] . Other studies that also fit into the conditional Gaussian framework include the inexpensive exactly solvable forecast models in dynamic stochastic superresolution of sparsely-observed turbulent systems [71, 72] , stochastic super-parameterization for geophysical turbulence [73] , physics constrained nonlinear regression models [23, 24] , and blended particle filters for large dimensional chaotic systems [74] .
This efficient statistically-accurate algorithm allows us to apply the full non-Gaussian PDF in computing the linear response in (24).
The Efficient Statistically-Accurate Algorithm for Solving the Non-Gaussian PDF in Large Dimensions
Here, we state the efficient statistically-accurate algorithms in solving the equilibrium PDF p eq of the unperturbed system. Note that in most applications, only one single trajectory for each observed variable is available. Therefore, the algorithm here is based on the one developed in [34] , and the ergodicity is assumed so that the time average is utilized to replace the ensemble average in order to obtain p eq . It is also easy to generalize the algorithm to the situation where the state variables have periodic behavior that corresponds to the seasonal cycle and other climate periodic effects. In that case, the climatology is a periodic function, and the PDF at each time instant within one period can be estimate using a similar technique as described below. As in [34] , the only underlying assumption here is that the dimension of u I is low, while the dimension of u II can be arbitrarily high.
A hybrid strategy is adopted to deal with u I and u II , respectively. The PDF of u II is estimated via a parametric method that exploits the closed form of the conditional Gaussian statistics,
Note that the limit L → ∞ in (28) (as well as (29) and (30) below) is taken to illustrate the statistical intuition, while the estimator is the non-asymptotic version. On the other hand, due to the underlying assumption of the low dimensionality of u I , a Gaussian kernel density estimation method is used for solving the PDF of the observed variables u I ,
where K H (·) is a Gaussian kernel centered at each sample point u I (t i ) with covariance given by the bandwidth matrix H(t). The kernel density estimation algorithm here involves a "solve-the-equation plug-in" approach for optimizing the bandwidth [75] that works for any non-Gaussian PDFs. Finally, combining (28) and (29), the joint PDF of u I and u II is solved through a Gaussian mixture,
See Proposition 3 in [34] for the detailed derivations. Practically, L ∼ O(100) is sufficient for the hybrid method to solve the joint PDF with N I ≤ 3 and N II ∼ O(10). Rigorous analysis [60] shows that the hybrid algorithm (30) requires a much lesser number of samples as compared with the traditional Monte Carlo method, especially when the dimension of u II is large. To solve the equilibrium PDF in even larger systems, block decomposition and statistical symmetry can be further applied. See [33] for details.
Gaussian Mixture FDT
Now, we apply the tools developed in Section 4.1 to calculate the linear response operator in (24) , where the underlying dynamics has conditional Gaussian structures. In light of (30), the full PDF can be approximated as a Gaussian mixture,
where ∑ L l=1 w l = 1 and:
In (32), the mean and covarianceū l II and R l II are computed from (28) . In addition, eachū l I is a sample point on the observed trajectory. The scalars N I and N II are the dimension of u I and u II , respectively. Then, with (32) in hand, one has the following explicit expression of B(u):
where:
For the comparison with the qG FDT, we name this method as GM FDT, where "GM" stands for Gaussian Mixture. The details of a two-dimensional example of the GM FDT are illustrated in Appendix C. Note that there has been other work that involved using the fully-non-Gaussian PDF in the FDT formula. For example, a direct kernel density estimation was used in [76] for recovering the non-Gaussian PDF. Nevertheless, there is a fundamental difference between the hybrid strategy adopted in this work and the direct kernel density estimation for calculating the fully-non-Gaussian PDF. In fact, despite the fact that the direct kernel density estimation is skillful in recovering the non-Gaussian PDF in low dimensions, it is well known to suffer from the curse of dimensionality. On the other hand, as has been shown rigorously in [60] , the method of recovering the PDF here can be applied to systems where the dimension of u II is arbitrarily large.
Applications of the Simple Information Criterion: Model Reduction, Stochastic Parameterizations, and Intermittent Events

Model Reduction
Due to the high dimensionality and complicated structures of many complex turbulent dynamical systems, developing a systematical model reduction procedure is of great importance in many practical issues [77] [78] [79] . Here, we discuss the application of the information-theoretic framework (9) to the model reduction. In fact, the information theory can be utilized to quantify the information gain of each process in the complex turbulent dynamical systems, especially the processes associated with unobserved variables, which facilitates the study of model reduction.
As a concrete example, consider the following complex system as a starting model,
The model in (35) is the so-called Stochastic Parameterized Extended Kalman Filter (SPEKF) model [32, 80] that was introduced to filter and predict the highly nonlinear and intermittent turbulent signals as observed in nature. In the SPEKF model (35) , the process u(t) is driven by the stochastic damping γ(t), stochastic phase ω(t), and stochastic forcing correction b(t), all of which are specified as Ornstein-Uhlenbeck (OU) processes [53] . In (35) , F(t) is a deterministic large-scale forcing, representing external effects such as the seasonal cycle. Physically, the variable u(t) in (35) represents one of the resolved modes (i.e., observable) in the turbulent signal, while γ(t), ω(t), and b(t) are hidden processes. In particular, γ(t), ω(t), and b(t) are surrogates for the nonlinear interaction between u(t) and other unobserved modes in the perfect model.
The following parameters are utilized in the SPEKF model (35),
See Figure 1 for sample trajectories of each variable (where only the real part of u and b is shown). Due to the switching between positive and negative values of γ, the signal of u has an intermittent behavior. The oscillation frequency also varies at different time instants due to the interactions between different stochastic sources with the phase term ω.
Below, the information-theoretic framework (9) is utilized to study the model reduction. In the SPEKF model (35) , the three stochastic parameterized variables γ, ω, and b are typically hidden and unresolved. It is important to see whether these processes are essential in contributing to the statistical and dynamical behavior of the observed variable u in the dynamical regime with the parameters in (36) .
Three simplified models are proposed. In the first reduced model, the randomness in the phase is removed, and ω is set to beω throughout time. In the second model, both the stochastic phase and stochastic forcing are replaced by their mean states ω =ω and b =b, and only the stochastic damping is retained in (35) . The last reduced model contains a constant damping γ =γ, while the stochasticity in the phase and forcing is unchanged. Figure 2 compares the trajectories of the full SPEKF model and the three reduced models. The overall statistical and dynamical behavior of the first two models look similar to those in the full SPEKF model. On the other hand, the third reduced model seems to miss all the extreme events since the stochastic damping is removed. Figure 3 shows the PDFs and the autocorrelation functions associated with different models. It is clear that the PDFs associated with the first two reduced models are still non-Gaussian with fat tails, but the third one is nearly Gaussian. In addition, the large variability in the stochastic forcing dominates the stochastic phase, and therefore, the autocorrelation function in the third model involves almost no oscillation structure. As shown in Table 1 , using the information measurement (9), the model errors in terms of the equilibrium statistics in the three reduced models were 0.0142, 0.0578, and 0.542, respectively. The model errors in terms of the spectrum density associated with the autocorrelation functions were 0.0173, 0.0185, and 0.1023. Clearly, the first reduced model captured both the dynamical and statistical information of the full SPEKF model almost perfectly. Notably, although the stochastic phase was dropped, the randomness in the damping and forcing interacted with the phase, and the resulting patterns of u still contained random oscillations. The second reduced model with both constant phase and constant forcing was also a good approximate model. However, some error in the equilibrium PDF was found. On the other hand, the reduced model with no stochastic damping was not an appropriate one as a significant lack of information was found in both the statistics and dynamics. (35) using the information criterion (9) . The model error in the equilibrium statistics and the spectrum density is listed, respectively, for the three imperfect models (a) with a constant phase, (b) with both a constant phase and a constant forcing, and (c) with a constant damping. 
Stochastic Parameterizations
Stochastic parameterizations are important tools that have been widely applied in developing simpler models that nevertheless capture most key features of the underlying complex nature [81] [82] [83] [84] . Simple and analytically-tractable processes are often utilized to replace the full dynamics for the unresolved variables. A suitable stochastic parameterization is able to recover the statistical and dynamical features in the observed variables. The information-theoretic framework in (9) can be used to assess the skill of stochastic parameterizations.
Consider the following starting modeling:
where u can be regarded as a large-scale variable, while γ is an unresolved variable that interacts with u in a nonlinear way. Here, the process of γ is given by a highly nonlinear equation, which is a canonical model for low frequency atmospheric variability and was derived based on stochastic mode reduction strategies. This one-dimensional, normal form was applied in a regression strategy in [85, 86] for data from a prototype AOSmodel [87] to build one-dimensional stochastic models for low-frequency patterns such as the North Atlantic Oscillation (NAO) and the leading Principal Component (PC-1) that has features of the Arctic Oscillation. Note that the scalar model of γ has both correlated additive and multiplicative noise (A − Bγ)Ẇ C , as well as an extra uncorrelated additive noise σ γẆA . The nonlinearity interacting with noise allows rich dynamical features in the model such as strongly-non-Gaussian PDFs and multiple attractors.
The following parameters are utilized in this model,
With these parameters, the process of γ shows a bimodal distribution, and the associated trajectory has roughly two states, where one state has an averaged value that is slightly negative and it triggers the intermittent instability in u. See Panels (a,b) in Figure 4 .
Below, a simple stochastic parameterization is adopted to describe the process of γ, and the goal here is to capture the nonlinear dynamical and statistical behavior of the large-scale resolved variable u. Thus, the process of u is unchanged, but that of γ is simplified,
In (39), the process of γ is given by a Gaussian model. There are only three parameters d γ , σ γ , and γ to calibrate, which are determined by matching the mean, variance, and decorrelation time of γ in the full model (37) . A model simulation of (39) is shown in Panel (c) of Figure 4 . Despite the completely different structure in γ, the resulting process of u resembles that of the full model (37) . This is because γ in (39) nevertheless alternates between positive and negative values, and the feedback from γ to u is retained. As a result, the PDF of u with the simple stochastic parameterization (39) remains skewed with a one-sided fat tail. To quantify the difference between (39) and (37) in describing the features of u, the simple information criterion (9) is used to measure the two information distances. The relative entropy of the equilibrium PDF is 0.0095, and that of the spectrum density associated with the autocorrelation function is 0.0298, both of which are almost negligible. Furthermore, if the forcing f is changed within ±50%, the maximum model errors with the simple stochastic parameterization (39) are 0.01199 and 0.03651 in terms of the equilibrium PDF and the spectrum density, respectively. These facts imply that the stochastic parameterization in (39) is not only skillful for the specific parameters given by (38) , but also robust to the parameter perturbation. (37) . The parameters are given by (38) . (c,d) are similar, but are for the system (39) with the simple stochastic parameterized equation of γ.
Intermittency with the Same Statistics, but Different Dynamical Behavior
Intermittency is an important topic in complex dynamical systems. They are typically characterized by strongly-non-Gaussian PDFs and extreme events. This subsection aims at quantifying the difference between different intermittencies using the information theory and emphasizing that simply using the non-Gaussian PDFs is not sufficient to distinguish different intermittent events.
The test example used here is a simplified version of the SPEKF model with only the stochastic damping,
From Section 5.1, it is clear that the stochastic damping γ is able to trigger non-Gaussian features with intermittency and extreme events. However, focusing only on the equilibrium PDF may lead to a misleading conclusion for intermittent events since there are different mechanisms in generating these events. Consider the following two dynamical regimes,
The corresponding trajectories and PDFs are shown in Figure 5 . Both regimes contain extreme events, and the associated PDFs shown in Panels (b) and (d) are both skewed with a one-sided fat tail. As expected, the information distance computed from the relative entropy (1) between the two PDFs was tiny with P (π I (u), π II (u)) = 0.0065, where the superscripts I and II stand for Regimes I and II. However, this is not sufficient to make the conclusion that the two dynamical regimes have a similar dynamical behavior. In fact, the trajectories shown in Panels (a) and (c) clearly indicate the difference in these two regimes. In Regime I, the intermittency happened quite frequently, but has only a short duration. On the other hand, a less frequent occurrence, but longer duration time were found for the intermittent events in Regime II. These differences are mainly due to the mean dampingγ and the memory time of γ. In fact, the mean state of γ in Regime I is relatively far from zero. Thus, only when negative γ is triggered by the stochastic noise, the intermittency occurs. In Regime II, the mean value of γ was nearly zero, which allowed the time series of u to stay in a nearly neural stable or weakly unstable status for a long time. Such a difference in the temporal patterns can be quantified by the spectrum density. In fact, the relative entropy between the two spectrum density functions in (9) was quite large with P (E I (λ), E II (λ)) = 0.8742. Note that these different dynamical behavior of extreme events have been studied in [14] . The discussion here provides a quantitative way to assess the information distance in both temporal and statistical behavior. 
Applying the GM FDT for Calculating the Linear Response in Strongly-Non-Gaussian Models
A Scalar Nonlinear Model
In the first example, the scalar nonlinear model for low frequency atmospheric variability with cubic nonlinearity and Correlated Additive and Multiplicative (CAM) noise [85, 86] as used in Section 5.2 was studied,
where c > 0, b, a, f , A, B, and σ A are given constants andẆ C ,Ẇ A are independent white noise [53] . Due to the nonlinearity and the multiplicative noise, the statistics of (42) can be highly non-Gaussian. Therefore, it provides a testbed for understanding the skill of the linear response. One desirable property of (42) is that the equilibrium PDF of (42) can be written down explicitly. Particularly, for the case of zero CAM noise, i.e., A = B = 0, the PDF is given by:
where N 0 is a normalizing constant to make π(u) integrate to one. Note that since (42) is a scalar model, its PDF is recovered using the kernel estimation (29) . The following parameter values are adopted for the system of the unperturbed state,
The perturbation is on the forcing term f with the perturbed amplitude:
A trajectory and the associated PDF of the unperturbed PDF (Panels (a,b) ), as well as those with the forcing perturbation (Panels (c,d)) are shown in Figure 6 . For a fair comparison, the same random number seed was used in both experiments. It is clear that some extreme events appeared in the trajectory, and the PDF was skewed with an one-sided fat-tail, indicating that the regime, in the setup of (44), was strongly non-Gaussian. With the forcing perturbation in (45) , the mean and variance increased and decreased, respectively. The skewness and kurtosis both decreased, which implies the perturbation reduced the non-Gaussian features.
In Figure 7 , the linear response operator R(t) in (24) for the response of the first four moments is shown. To obtain p eq , three different methods were used: 1. the explicit expression given by (43) , namely the exact FDT; 2. the computation from qG FDT (26), and 3. computation from GM FDT using L = 500 samples (see Section 4.2). The linear response computed using these three p eq s are represented in blue, red, and green curves in Figure 7 . It is clear that since the Gaussian mixture provided an accurate recovery of the full non-Gaussian PDF, the linear response using the GM FDT led to results that were nearly the same as those from the FDT using the analytic PDF.
Finally, we compared the perturbed PDFs that were reconstructed by adding the response statistics to the unperturbed PDFs. Here, the perturbed PDFs correspond to the system state that has been transited to the new equilibrium state, which was achieved after a sufficiently long time. The difference between the perturbed and unperturbed PDFs was quantified by the relative entropy. The reference solution was given by the analytic Formula (43) with perturbed parameters (45) , as shown in black in Figure 8 . Other perturbed PDFs were obtained through the maximum entropy principle, a technique presented in Appendix B, which was applied to reconstruct PDFs upon the linear response correction from the first four (or two) moments being added. An interesting feature of this problem is that according to the analytic Formula (43) and the general recovered PDFs from the maximum entropy principle (A7), the full PDF of the nonlinear scalar model (42) without CAM noise is fully determined by the first four moments. Therefore, using four moments to recover the perturbed PDF is expected to give the full PDF, while using two moments for the recovery only gives a Gaussian approximation (see (A8)).
From Figure 8 , it is clear that the reconstructed PDFs using the response of the moments calculated from the GM FDT (red) overlapped with the ones using those calculated from the exact FDT (blue). Note that this is not the true response since the linear response itself (24) represents only the leading order approximation (see (19) and (20)). Therefore, a small gap is seen between the black and the blue/red curves, which can be regarded as an intrinsic barrier due to the linearization in FDT, and it cannot be overcome by improving the accuracy of computing the p eq in the FDT. On the other hand, the reconstructed full PDF using the qG FDT (green), which is bimodal based on the maximum entropy principle, was very different from the truth. In fact, even the recovered Gaussian approximation (Panel (b)) from the qG FDT contained an obvious error, which indicates that the qG FDT cannot accurately capture the variance response in this case. See the error listed in Table 2 . The error was mainly due to the non-symmetry of the unperturbed PDF, where the qG FDT had no skill in including this information. On the other hand, the GM FDT was computationally efficient, and it was able to take into account non-Gaussian features in p eq ; thus, it outperformed qG FDT in the computation of the linear response. Figure 7 . Linear response operator R(t) in (24) for the response of the first four moments of the nonlinear scalar model (42) . All the results were computed using the FDT (24) . In each panel, the blue curve shows the results where p eq in (24) was computed from (43) ; the green curves shows the quasi-Gaussian (qG) FDT (26); the red curve shows the results where p eq in (24) was computed using the GM FDT discussed in Section 4.2). (42) . The blue, green, and red curves show the reconstructed PDF based on the increment of the statistical response from the FDT. The black curve shows the exact PDF after perturbation, which was computed from the analytic Formula (43) with the perturbed forcing in (45) . (a) shows the reconstructed PDF using the first four moments, and (b) shows that using the first two moments. The reconstruction was based on maximum entropy principle. Note that the blue and red curves overlap with each other here. Table 2 . Nonlinear scalar model. Errors in the perturbed PDFs reconstructed by the linear response compared with the true perturbed PDF. The error is given by the relative entropy (1) .
FDT (exact) FDT (qG) FDT (GM)
u (2 moments) 0.0034 0.0268 0.0040 u (4 moments) 0.0040 0.7524 0.0044
A Dyad Model with Energy-Conserving Nonlinearity
The second test example here involves a dyad model with energy-conserving nonlinearity:
where c, d uu , d vv , σ u , σ v , and F are given constants andẆ u andẆ v are independent white noise. In this nonlinear model, the total energy in the nonlinear terms is conserved, which is also known as the physical constraint [23, 24] . This crucial property allows a systematical framework for model reduction, data assimilation, and prediction. Note that in most of the applications, u can be regarded as one of the large-scale resolved variables and is fully observed, while v is a small-scale variable containing unknown details. Given the observed trajectory of u, the variable v conditioned on the historical trajectory of u is conditional Gaussian. The hybrid strategy (30) was applied to solve the full non-Gaussian joint PDF of u and v.
The following parameters were adopted in the dyad model (46) for computing the unperturbed equilibrium states,
Sample trajectories of both u and v, as well as the associated PDFs are shown in Panels (a-d) (in blue color) of Figure 9 . It is clear that both u and v were highly non-Gaussian with negative and positive skewness, respectively.
The perturbation was on both the nonlinear feedback coefficient γ and the forcing F with:
The perturbed PDFs are shown in Panels (e) and (f) in red. The perturbation of the parameters changed the statistics of both u and v.
The first two rows of Figure 10 show the linear response operator R(t) in (24) with the two components associated with u and v, respectively. Here, the linear responses were computed using the FDT Formula (24) with the two dimensional joint PDF p(u, v). Similar to the results in the nonlinear scalar model, the response computed from the qG FDT (26) contained errors for both u and v. On the other hand, the GM FDT with L = 500 matched very well with the exact FDT based on a large number of Monte Carlo samples (10 6 ). Consequently, the recovered PDFs based on the GM FDT as shown in Columns (a) and (b) in Figure 11 were very similar to those based on the exact FDT. However, the PDFs recovered using the response from the qG FDT were far from the truth.
In many real applications, it is quite difficult to obtain the full information of the variables in the unresolved or unobserved scales. Therefore, marginal PDFs of the large-scale or resolved scale variables were utilized to compute the linear response. Obviously, this simplification saves the computational cost, but may lead to extra model error. Here, we assumed that only the response in u was of interest. We tested the skill of the response using FDT, where the p eq in the FDT was based only on the marginal PDF of u. Since the model (46) involves v in the first equation of the large-scale or resolved scale variable u, the trajectory of v was needed to compute the linear response operator. We assumed that we knew the form of the model (46) here. Then, we computed the conditioned mean of v via data assimilation, using that as the recovered trajectory of v. Note that the conditional mean of v can be compute from the closed form (A1a), as shown in Appendix A, and therefore, there was no extra numerical error here. The recovered trajectory of v is shown in Figure 9 (Panels (c) and (d) in green).
The linear response operators are shown in the third row of Figure 10 , and the recovered PDFs are shown in Panels (c) and (d) in Figure 11 . Using the marginal PDF in the GM FDT only resulted in slightly worse results compared with those using the joint PDF. This indicates some potentials for a further simplification in computing the linear response. An interesting phenomenon was that the qG FDT with the marginal PDF became skillful. See Panels (c) and (d) in Figure 11 and Table 3 . A possible explanation is that the largest error source came from the Gaussian approximation of v in computing the FDT. A biased PDF of v may provide a worse result than simply using the marginal PDF of u in computing the FDT. In fact, if v is regarded as a stochastic parameterization that provides the key mechanisms for the non-Gaussian behavior of u, then these results imply that a suitable stochastic parameterization of the unresolved variables is extremely important in the linear response, especially considering that perfect models cannot always be available in practice. Table 3 . Dyad model. Errors in the perturbed PDFs reconstructed by the linear response compared with the true perturbed PDF. The error is given by the relative entropy (1). (24) for the response of the first four moments of the dyad model (46) . All the results were computed using the FDT (24) . In each panel, the blue curve shows the results where p eq in (24) was computed from (43); the green curves shows the qG FDT (26); the red curve shows the results where p eq in (24) was computed using the GM FDT discussed in Section 4.2). The first two rows show the response based on the joint PDF p(u, v), while the third row shows that based only on the marginal PDF p(u), and the corresponding response was only on u as well. Figure 11 . Reconstruction of the perturbed PDFs of the dyad model (46) . The blue, green, and red curves show the reconstructed PDF based on the increment of the statistical response from the FDT. The black curve shows the exact PDF after perturbation, which was computed from the analytic Formula (43) with the perturbed forcing in (45) . (a) shows the reconstructed PDF using the first four moments, and (b) shows that using the first two moments, based on the joint PDF p(u, v) in the FDT. (c,d) are similar to (a,b), but are based on the marginal PDF of p(u) in the FDT. The reconstruction is based on maximum entropy principle.
FDT (exact; joint) FDT (qG; joint) FDT (GM; joint) FDT (qG; marginal) FDT (GM; marginal)
A Slow-Fast Triad Model with Potential Application to the Study of the El Niño-Southern Oscillation
Now, we consider a simple triad model with multiscale linear structure and multiplicative noise,
where u 1 and u 2 are a pair of slow variables that form an oscillation, and they can usually be resolved; while τ lies in the fast time scale; and its random amplitude depends on the state variable u 1 . This model belongs to the conditional Gaussian framework, and it allows us to study the effect of linear response in the presence of hidden multiplicative noise. This model can be derived from the leading modes of an intermediate model [88] and thus serves as a toy model for the El Niño Southern Oscillation (ENSO) that preserves the very basic structures of physics. In fact, if u 1 and u 2 are thought as the Western Pacific thermocline depth (or heat content) and the Eastern Pacific sea surface temperature, then τ can be regarded as the zonal wind bursts in the Western Pacific. We choose the following parameters:
Note that in (50), the memory (or damping) time of τ (wind bursts) is 10-times faster than that of u 1 , u 2 (SST and thermocline), reflecting the correct ratio in physics (roughly one month vs. one year). The state-dependent noise coefficient in the third equation of (49) was chosen to be:
which is shown in Panel (c) of Figure 12 . This relation reflects the fact that the increases of the heat content in the Western Pacific will lead to more active wind bursts [89, 90] . With these parameters, the model simulation is shown in Panel (a) of Figure 12 , and the associated PDFs are shown in Panel (b). Clearly, the trajectories of u 1 and u 2 formed an oscillator, where the positive phase had a larger amplitude, but the negative phase had a longer duration for each event. These are consistent with the observed ENSO features found in various ENSO indices [91, 92] . In addition, the PDFs of u 1 and u 2 are highly non-Gaussian with extreme events in the positive direction that correspond to strong El Niños. (49), where the Gaussian fit of the true PDF is also included. The state-dependent noise amplitude σ τ (u 1 ) is shown in (c). Now, we perturb the system by putting:
which means the memory time of τ is increased and, meanwhile, the strength of the wind bursts is enhanced. Physically, this can be regarded as the increase of the Madden-Julian oscillation or the monsoon activities in the Western Pacific that modify the ENSO behavior [93] [94] [95] . A direct consequence is that the variance of u 1 and u 2 becomes larger, increasing the occurrence of strong ENSO events. Now, we test various FDT methods in computing the linear response. Figure 13 shows the linear response operator R(t) for both the slow variables u 1 , u 2 and the fast variable τ. In this strongly-non-Gaussian model, the qG FDT completely failed, while the GM FDT with L = 500 was extremely skillful. Note that the blue curves in Figure 13 show the linear response computed from the exact FDT, with the PDF constructed using 10 6 Monte Carlo samples. Figure 14 shows that the reconstructed PDFs based on the GM FDT were almost the same as the perfect perturbed PDFs from the linear response. See also the error computed via relative entropy between various reconstructed PDFs with the one computed directly from Monte Carlo in Table 4 . Note that, despite that the reconstructed PDFs of u 1 and u 2 using the leading four moments were nearly the same as the full PDFs, the gap between the reconstructed PDF of τ was quite big in this extremely non-Gaussian case, even when there were four moments that were being adjusted. See Figure 15 . This reflects some fundamental difficulties in capturing the statistical response in the wind bursts for the study of ENSO, especially considering that the higher order moments are numerically challenging to capture. (24) for the response of the first four moments of the triad model (49) . All the results were computed using the FDT (24) . In each panel, the blue curve shows the results where p eq in (24) was computed from (43); the green curve shows the qG FDT (26); the red curve shows the results where p eq in (24) was computed using the GM FDT discussed in Section 4.2). (49) . The blue and red curves show the reconstructed PDF based on the increment of the statistical response from the FDT. The black curve shows the exact PDF after perturbation, which was computed from the analytic Formula (43) with the perturbed forcing in (45) . (a) shows the reconstructed PDF using the first four moments, and (b) shows that using the first two moments. The reconstruction was based on maximum entropy principle. Note that due to the large errors in the reconstructed PDFs based on the qG FDT, we omit those PDFs. Table 4 . Triad model. Errors in the perturbed PDFs reconstructed by the linear response compared with the true perturbed PDF. The error is given by the relative entropy (1) . 
FDT (exact) FDT (qG) FDT (GM)
Conclusions
In this article, information theory was applied to understand the complex turbulent dynamical systems with nonlinear and non-Gaussian features. In the first part of this article, an information-theoretic framework was developed that involved the quantification of model error in both the equilibrium statistics and the spectrum density associated with the temporal autocorrelation function via relative entropy. This information-theoretic framework was applied to the study of the model reduction, stochastic parameterizations, and intermittent events. In the second part of this article, an efficient method of calculating the statistical response was proposed. This new method involves a Gaussian Mixture (GM) FDT that takes into account non-Gaussian information in the computation of the linear response. Several simple, but illustrative examples in light of information measurement showed that this GM FDT had significant advantages over the quasi-Gaussian (qG) FDT, especially in the regimes that present strongly non-Gaussian features.
One important future topic is to study the effect of various errors in the response theory systematically. The first error appeared in applying the FDT due to the linearization of the evolution of the statistics. This is an intrinsic barrier in the FDT methods. Another error came from computing the unperturbed PDF p eq in the linear response. Experiments showed that such error could be significantly reduced and even eliminated by GM FDT. One other potential error appeared if marginal PDFs were adopted in computing the FDT. It is interesting to investigate and compare, especially in high dimensional systems, the skill of the FDT utilizing marginal, but non-Gaussian, PDFs and joint, but Gaussian, PDFs.
Using the method of Lagrangian multiplier, the least biased probability distribution p subject to the r + 1 constraints, F j = f j p = f j (a)p(a)da, j = 1, . . . , r, p(a)da = 1,
can be written down explicitly and is given by:
The result in (A7) indicates that the PDF from the maximum entropy principle belongs to the exponential family. In particular, the least biased density p with the constraints of the mean and variance,ā = ap(a)da, σ 2 = (a −ā) 2 p(a)da is the Gaussian distribution, p * (a) = 1 √ 2πσ exp − (a −ā) 2 2σ 2 .
(A8)
Appendix C. A Two-Dimensional Example of the GM FDT
For the purpose of illustrating the idea, here, we present the calculation of the linear response operator (24) in a two-dimensional case with state variables u I = u 1 and u II = u 2 , and the perturbation is on the external forcing of u 1 .
According to (30) , the equilibrium PDF of the unperturbed system is given by:
In (A9), h is the bandwidth computed from the kernel density estimation, and therefore, h 2 represents the variance in each component of the Gaussian mixture associated with u 1 . Note that the bandwidth of different components is the same. The meanū i 1 , i = 1, . . . , L are collected at different observed time instants. On the other hand, the mean and variance of each Gaussian component (ū i 2 , R i ) associated with u 2 is computed from the closed Formula (A3), and the variance R i for different components is different.
Next, assume the perturbation is the external forcing on u 1 . Then, w = [1, 0] T and B(u) yields:
