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Abstract–We present strategy for multi-objects 
tracking in multi camera environment for the 
surveillance and security application where tracking 
multitude subjects are of utmost importance in a 
crowded scene. Our technique assumes partially 
overlapped multi-camera setup where cameras share 
common view from different angle to assess positions 
and activities of subjects under suspicion. To establish 
spatial correspondence between camera views we 
employ an epipolar geometry technique. We propose an 
overlapped block search method to find the interested 
pattern (target) in new frames. Color pattern update 
scheme has been considered to further optimize the 
efficiency of the object tracking when object pattern 
changes due to object motion in the field of views of the 
cameras. Evaluation of our approach is presented with 
the results on PETS2007 dataset. 
Index Terms–Video surveillance, Epipolar geometry. 
Stereo vision 
I. INTRODUCTION
NCREASE in population is continually demanding for 
methods to track people in crowded scenes using 
surveillance cameras. Such systems which can track I
multiple subjects under multiple views have increasingly 
become an area of interest among researchers. Surveillance 
systems record data using multitude of sensors and fuse 
them to extract the knowledge [5] which often translates 
into detecting unusual movements, suspicious activities, 
and known/unknown events. The end goal of most of 
surveillance systems is to make a decision or set an alarm 
based on the measurements recorded by sensors placed in 
the environment. Camera is one of the widely used sensors 
deployed in such systems as visual data is more 
understandable and desirable than other forms of data such 
as radar or voice data. Therefore it is not far away from the 
truth if we can say the cameras are the undeniable parts of 
every surveillance system. Furthermore cameras can 
provide comprehensive information about the scene with an 
acceptable accuracy. In last few years, a many researchers 
have explored the studies related to software and hardware 
issues considered in Automated Visual Surveillance 
Systems (AVSS). Besides its security applications, video 
mining techniques are also utilized for domain specific 
event detection applications [1][2][3] (e.g. extracting and 
analyzing the video events from the scenes captured during 
the perceivable sports such as baseball, tennis and soccer) 
and non-domain specific applications such as the works of 
[4][6][7][8]. Common point between all of these 
techniques, especially those who are involved with the 
security issues in daily life, is to analyze the data and 
extract the knowledge to make decision based on the results 
coming from the objects tracking. In our case study, objects 
are the persons walking in the area under the surveillance 
with the goal to track them based on their appearances. 
One of the main challenges faced in this domain deals with 
tracking a person or multi persons in a crowded scene due 
to occlusions occurred by overlapping objects in the scene 
under consideration. Figure 1 illustrates an example of the 
occlusion occurring in a crowded scene taken from PETS 
2007 dataset for two cameras [14]. As seen, the crowded 
scene demands for handling occlusion issues in every 
tracking algorithm. Multi camera visual surveillance can be 
considered as one of the solutions to effectively overcome 
the problem of occlusion. As evidenced in Fig. 1, there are 
a few cases where occluded people in one camera are not 
occluded in the other. While such scheme can be effective, 
the situation doesn't address need for number of cameras 
(finding the optimum number of cameras to cover all area 
with the minimum number of cameras), to avoid occlusion 
in a deployed environment. Aforementioned solution also 
doesn't address cameras calibration and the installation 
scheme (installing the cameras with or without overlap in 
their FOVs). In our work, we consider tracking people in a 
partial overlap multi camera views. Network of cameras for 
event detection have been discussed in the literature as one 
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Fig. 1. A crowded scene seeing by two synchronous 
cameras installed at different angles [14].
of the most important topics in surveillance systems 
[9][1][10][11][12][13].
Color information is one of the well-known feature 
candidates used to locate and track a person. However in 
the case of occlusion we cannot expect color tracking 
algorithm alone to do well. To address the issue, we 
propose a communication scheme between the cameras to 
validate the position of the occluded objects in cameras. 
The basic idea of using multi camera in object tracking is 
based on a few mathematical constraints provided between 
multiple views resulting from the cameras. Such constraints 
can be used to relate the geometrical coordinates of the 
field of views between cameras. Our scheme for tracking a 
people exploits mathematical relationships between the 
coordinates of overlapped cameras. Knowing the position 
of an object in one view, called as the reference view in our 
work, we can find an estimation position of the object in 
other views. Once such correspondence is established, we 
employ cross-correlation of color features to determine the 
exact position of the object. In our work, we have 
considered faces as representative objects and the goal is to 
track the face of a person as it travels in the field of views 
of surveillance area. Rest of the paper is structured as 
follows. Section 2 discusses the mathematical foundation of 
the relationships between the fields of views of the cameras 
using epipolar geometry. Section 3 explains our strategy to 
locate and track faces in multiple views. Section 4 discusses 
dataset and experimental results of applying the proposed 
method and we conclude the method and talk about the 
future improvements in section 5.
II. EPIPOLAR GEOMETRY CONSTRAINTS
As explained in previous section, multi camera 
tracking requires a way to relate the coordination systems 
of the views of different cameras to be able to locate the 
object in an image frames captured by different camera 
with different angle of views. Considering mathematical 
formulation, there exist a transformation between the 
position of an object in 3D coordinate called world 
coordinate system and the position of the object in the 
image coordinate system called camera coordinate. 
Therefore by considering at least two cameras seeing the 
same scene, one can define transformation to map the 
position of an object in world coordinate system to the 
image coordinate system. Often such scheme is referenced 
as the stereo vision or the geometrical basics in stereo 
vision called the epipolar geometry [15]. The basics of the 
epipolar geometry are briefly explained here for 
completeness as we employ geometrical constraints of 
epipolar geometry to communicate between the cameras. 
Let's consider two cameras as shown in Fig. 2 with camera 
centers at c1 and c2 as seen as objects in the world 
coordinate at position X.
If we consider x1 and x2 to be an image point of the 
object captured by camera 1 (I1) and camera 2 (I2) 
respectively then the following condition is satisfied:
(1)
where is called fundamental matrix. Once determined, 
the fundamental matrix provides all required information 
needed to correlate two image coordinates (I1, I2) 
surveying the same object (X). Assuming knowledge of the 
fundamental matrix, an object position (x1) in the image 
coordinate of the first camera (I1) can be plotted as a line in 
the second image coordinate (I2). This line is called 
epipolar line. The following equations stand for epipolar 
lines corresponding to camera 1 and camera 2. 
where is called fundamental matrix. Once determined, 
the fundamental matrix provides all required information 
needed to correlate two image coordinates (I1, I2) 
surveying the same object (X). Assuming knowledge of the 
fundamental matrix, an object position (x1) in the image 
coordinate of the first camera (I1) can be plotted as a line in 
the second image coordinate (I2). This line is called 
epipolar line. The following equations stand for epipolar 
lines corresponding to camera 1 and camera 2. 
(2)
(3)
Richard Hartley proposed an “Eight point algorithm” 
to estimate the fundamental matrix. Algorithm uses, as 
worded, at least eight match pair of points in two views [16] 
to compute fundamental matrix. He considered the problem 
of finding the fundamental matrix as minimizing a linear 
least square error function. We applied the same algorithm 
in our work to find the fundamental matrix corresponding 
to the video streams of camera 1 and camera 2 of PETS 
2007 dataset. It shall be noted that we employed Harris 
corner detection [17] followed by a matching technique to 
find the pairs of match points in two views. Fig. 3 shows 
the results of application of fundamental matrix in finding 
the epipolar lines to estimate the corresponding points in 
two views.
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Fig. 2. Stereo Vision and epipolar geometry.
III. PROPOSED TRACKING STRATEGY
Features corresponding to the objects colors have been 
broadly employed as one of the main features in detection 
and tracking of human faces. Using color histograms and 
other color information one can find matched patterns as 
well as track these pattern in multiple views [18][19]. We 
have developed color pattern searching by applying 
normalized 2-D cross correlation to detect the patterns of 
interest (faces).
A. Normalized 2-D Cross Correlation and Block color 
pattern searching Algorithm
After estimating the fundamental matrix, the cameras can 
communicate and transfer the information about estimated 
position of the object under consideration. As explained in 
the previous section, the problem of crowded scene and 
existence of similar color patterns can decrease the 
accuracy of local search algorithm. A color pattern search 
algorithm finds the global maxima in the normalized 2-D 
cross correlation coefficients resulting from the following 
equation [20]:
While color correlation based techniques provide good 
measure of match, a global search between camera frames 
without any knowledge of localization can lead to global 
maxima issue where it can find in similar color pattern in 
different regions of the current frame. While epipolar lines 
can provide good support for a local search, it still falls in 
similar trap while looking for a match along epipolar line in 
an image. To overcome the issue, we propose a block 
search scheme which forces the algorithm to find the local 
minima to improve the accuracy. In such computation, the 
fundamental matrix explained in section 2 is used to define 
the corresponding blocks in two views to reduce the search 
space.
Fig. 4 captures the blocks resulted for the search space due 
to epipolar constraint. To prove the point of undesired 
maxima, we ran a search of one block (square shown in Fig. 
5(a)) from camera one to the entire image of camera 2. Fig. 
5(c) shows the normalized 2-D cross correlation 
coefficients of the block search in second camera. The 
difference between finding the global maxima vs. local 
maxima can be easily observed in Fig. 5 and Fig. 6.
Fig. 5. (a) Camera 1 Image capturing the object of interest in red rectangle; 
(b) Camera 2 image captured at the same time; (c) normalized 2-D cross-
correlation coefficients found in (b).
Fig. 6. (a) Camera 1 Image capturing the object of interest in red rectangle; 
(b) Camera 2 corresponding block; (c) normalized 2-D cross-correlation 
coefficients found in (b)
B. Color pattern Updating and Tracking Algorithm
After localizing an object in both cameras using the 
strategy explained in the previous section the next task is to 
track the object in upcoming frames. Seemingly simple, 
such task can lead to erroneous results in an event of object 
translation and deformation due to motion. Object 
deformation in scene can result from change in the direction 
or rotation. The color pattern of face changes in relation to 
the camera center as variances occurs as a result of change 
in scales. To overcome this problem, we add another block 
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Fig. 3. Epipolar Lines in camera1 and camera2. Fig. 4. Blocks of one simultaneous frame in camera1 and camera2.
to our tracking algorithm which we refer as model updating. 
The job of this block is to update the pattern based on the 
changes to forces the algorithm to search for the new 
pattern. In the worst case, the algorithm updates the search 
pattern for each upcoming frame if the speed in changes of 
the pattern is more than the frame rate in capturing the 
scene. 
In addition, above mentioned scheme in updating the 
object pattern as the object travels can guarantee object 
tracking in an event of partial occlusion or changes in the 
object pattern. Another advantage of our method is that it is 
able to track an object even in the case of total object 
occlusion for few frames. Our algorithm is able to track the 
hidden object based on the information coming from the 
first camera and also based on the movement history from 
the last frames as the object travels between frames.
IV. RESULTS AND DISCUSSION
We evaluated the proposed algorithm using the PETS2007 
dataset which captures fairly crowded scene posing many 
occlusions as the people walk. In addition, the video has 
many color patterns. We applied the proposed algorithm on 
two video sequences recorded from two cameras with 100 
frames each. We considered 5 people who are walking in 
different direction as our tracking task. Fig. 7 shows the 
results of the tracking at different time interval as the 
persons walk in the field of views of two cameras. As Fig. 7 
illustrates, the proposed algorithm can track multi person in 
multi camera with a good accuracy even with partial or full 
occlusion including the case of changes in the object 
appearance. 
To compare our result with traditional block based 
color correlation method, we con-sider another experiment 
which measured the effect of block based cross-correlation 
analysis in comparison with the whole frame cross-
correlation analysis. We also considered the effect of 
proposed pattern updating scheme and camera 
communication to have the updated version of the tracked 
patterns. Our experiment considered tracking of the same 5 
people in two cameras. We chose camera 1 for our 
experiment as it has the better view for the designated 
people. Table 1 show the number of false tracks in video 
sequence. False track is designated when the applied 
algorithm missed the person at least in n frame. As captured 
in the table, tracking method based on cross correlation for 
whole frame results in 5 false tracks which means the 
applied method could not track any of the people correctly 
for all the frames. For the case of Block-based cross 
correlation the method is able to track one out of five 
people all the time. The mentioned false tracks are detected 
due to occlusion and changes in the appearance pattern as 
person walks around. We had two false tracks considering 
block based cross correlation plus pattern updating which 
are the results of the occlusion which single camera systems 
cannot solve.
TABLE I: NUMBER OF FALSE TRACK RESULTS 
FOR ONE VIEW STRATEGY
False Tracks
Frame-Based Cross Correlation Analysis 5
Block-Based Cross Correlation Analysis 4
Block-Based Cross Correlation 
Analysis with Pattern Updating Scheme 2
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Fig. 7. Tracking results by applying the proposed algorithm to track 5 
persons as they travel in the field of views of the two cameras. 
Tracking results for different person are color coded
After adding the second camera and implementing the 
camera communication strategy explained in previous 
section we performed the same experiment. The results of 
the number of false tracks are captured in Table 2. As 
evidenced, the numbers of false tracks have been decreased 
to zero based on proposed block based cross correlation 
analysis and pattern updating scheme. The only case where 
the accuracy of our proposed algorithm drops is when the 
object is occluded in both fields of views of the cameras, 
which leads to solving a different problem; minimum 
number of camera needed to track every object in every 
position and their optimal positioning for situation under 
surveillance.
TABLE II: Number of False Track Results 
for Multi View Strategy
False Tracks
Block-Based Cross Correlation Analysis 2
Block-Based Cross Correlation Analysis 
with Pattern Updating Scheme 0
V. CONCLUSION AND FUTURE RESEARCH
In this paper, we presented a strategy for tracking 
people in multi camera setting. Our method uses epipolar 
geometry to connect the camera views and image 
coordinates of the cameras used in the system. For detection 
and tracking we employed the color pattern of the person’s 
face. Based on epipolar geometry, we performed block 
search to compute normalized 2-D cross correlation. To 
overcome the issue of object occlusion and pattern changes, 
we used a model update process. In addition to dealing with 
occlusion, our method doesn’t need pre-processing step for 
tracking objects, e.g. background removal which is the 
basic step of most of traditional object tracking methods. 
Our method doesn’t require camera calibration either. The 
accuracy of the proposed method decreases only when no 
one of the cameras has better view of the object e.g. in the 
case that the object is mostly occluded in all the views. We 
will further expand our work to track all the objects in a 
crowded scene utilizing multi-camera object location 
optimization scheme
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