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NULL DECOMPOSITION OF UNICYCLIC GRAPHS
L. EMILIO ALLEM, DANIEL A. JAUME, GONZALO MOLINA, MAIKON M. TOLEDO,
AND VILMAR TREVISAN
Abstract. In this work we obtain basis for the null space of unicyclic graphs. We ex-
tend the null decomposition of trees from [11] for unicyclic graphs. As an application,
we obtain closed formulas for the independence and matching numbers of unicyclic
graphs just using the support of the graph.
1. Introduction
Analysing the eigenspace of graphs to obtain structural properties is a standard
technique in the area of spectral graph theory. One of the most relevant examples is
the pioneer work of Fiedler [7, 8], where the eigenspace associated with the algebraic
connectivity of the graph was used to obtain a vertex set decomposition. The idea was
called by Nikiforov [13] a mathematical golden strike due to its tremendous impact in
several areas of mathematics as well as for numerous applications. One of the most
important results on the Laplacian matrix is Fiedler’s Monotocity Theorem [3]. This
theorem relates the structure of the vertices of a graph with any eigenvector associated
with the second least eigenvalue of the Laplacian matrix. In 1988, Power [15] also
obtained relationships between the eigenvectors and properties of the graphs.
Recently, in [11], Jaume and Molina studied the null space of the adjacency matrix
of trees and they presented a null decomposition of trees. In general, this null decom-
position divides a tree into two forests (one of the forests can be empty), one composed
by singular trees and the other composed by non-singular trees. The technique used
was the analysis of the support of the tree, where the support is defined as the subset
of vertices for which at least one of its corresponding coordinates of the eigenvectors of
the null space of the adjacency matrix is nonzero.
Understanding the support of a graph, in some sense, resembles the work of Fiedler,
who obtained information of the graph based on the signs of the coordinates of the
eigenvector. Here, we obtain information of the graph based on whether an eigenvec-
tor coordinate is zero or nonzero. It happens that the support provides important
information about the graph.
As an application, in [11], the null decomposition was used to obtain closed formulas
for two classical parameters. The first one is the cardinality of the maximum inde-
pendent set of a graph G, denoted by α(G), and the second one, the cardinality of
the maximum matching of a graph G, denoted by ν(G). Several mathematicians have
studied α(G) [2, 9, 16] and ν(G) [4, 12]. In order to compute α(G), most algorithms
first find a maximum independent set and then count the number of elements in this
set [6, 18]. In particular this is the strategy used in SageMath and Maple softwares. In
the same softwares, the problem of computing ν(G) is solved using Edmond’s algorithm
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[5]. It also computes a maximum matching, and then counts the number of elements
in this matching.
Here, we compute ν(G) and α(G) directly using linear algebra without finding max-
imum sets. In [1], we obtained closed formulas for the independence and matching
numbers of a unicyclic graph based on the support of its subtrees, here, we also present
closed formulas for these parameters of a unicyclic graph, the difference is that now, we
only use the support of the unicyclic graph G.
To give a glimpse of our results, we present the following example. First, we compute
the support, core (neighborhood of the support) and N -vertices (the remaining vertices)
of the graph G of Figure 1. Consider C the cycle of G. Supp(G) = {a, b, e, f, i},
Core(G) = {c, v, g, h} and V (GN(G)) = {d, ℓ, j,m, n, o, p, r, q}.
c
a
b
v d
e f
g h
i
j ℓ m n
o p
qr
G
Figure 1. Unicyclic graph G and its support.
Notice that, V (C) * V (GN (G)). Therefore, by theorems 7.10 and 7.13, we have that
the independence and matching numbers of G can be computed as follows
α(G) = |Supp(G)|+
⌈
|V (GN(G))| − |Supp(G) ∩ Core(G)|
2
⌉
= 5 +
⌈
9− 0
2
⌉
= 10
ν(G) = |Core(G)|+
⌊
|V (GN (G))| − |Supp(G) ∩ Core(G)|
2
⌋
= 4 +
⌊
9− 0
2
⌋
= 8.
Our main goal in this paper is to extend the theory that Jaume and Molina devel-
oped for trees in [11] for unicyclic graphs. More specifically, we will obtain structural
information of unicyclic graphs using their null space. That is, we extend the definition
of null decomposition of trees from [11] for graphs in general. This graph decomposition
divides the graph into two subgraphs, a subgraph generated by the closed neighbor-
hood of the support and another subgraph generated by the remaining vertices. As an
application we obtain closed formulas for the independence and matching numbers of
unicyclic graphs. These formulas allows one to compute independence and matching
numbers using basically only the support of the graph.
Next, we give an outline of this paper. In Section 2, we present some basic notations
and definitions. In the sections 3 and 4, we provide linear algebra results for unicyclic
graphs of types I and II, respectively. More precisely, we obtain a basis of the null space
of unicyclic graphs. These results will be important for the following sections 5 and
6, where we study the support, core and N -vertices of unicyclic graphs of Type I and
Type II, respectively.
As applications of this null decomposition, in section 7, we obtain our main results,
which are closed formulas for the matching and independence numbers of unicyclic
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graphs. These formulas depend on the support, core and N -vertices of unicyclic graphs.
It turns out that these formulas are similar to the formulas obtained by Jaume and
Molina [11] for trees.
2. Preliminaries
Let G = (V,E) be a simple graph of order n and its adjacency matrix A(G). Denote
by ελ the λ-eigenspace of A(G), that is, ελ = {x ∈ Rn : A(G)x = λx}. The 0-eigenspace
(ε0) is the focus of our work and it will be denoted by N (G). The nullity of a graph
G, denoted by η(G), is the multiplicity of the eigenvalue zero in the spectrum of A(G),
or, equivalently, the dimension of N (G). The graph G is called singular if A(G) is a
singular matrix or η(G) > 0. Otherwise, the graph G is called nonsingular.
A set I ⊂ V of vertices of a graph G is an independent set in G if no two vertices
in I are adjacent. A maximum independent set is an independent set of maximum
cardinality. The cardinality of any maximum independent set in G, denoted by α(G), is
called the independence number ofG. I(G) denotes the set of all maximum independent
sets of G.
A matching M in G is a set of pairwise non-adjacent edges, that is, no two edges in
M share a common vertex. A maximum matching is a matching of largest cardinality
in G. The matching number of G, denoted by ν(G), is the size of a maximum matching
in G. M(G) denotes the set of all maximum matchings of G. A vertex is saturated by
M , if it is an endpoint of one of the edges in the matching M . Otherwise the vertex is
said non-saturated. Moreover, a matching is said to be perfect if it saturates all vertices
of G. The set of vertices of G that are not saturated by some maximum matching is
known as Edmond-Gallai of G and it is denoted by EG(G). And, a vertex v of G is
called matched if it is saturated by all maximum matching, that is, v /∈ EG(G).
The notion of support of a vector is a natural one and crucial for our purposes.
Definition 2.1. [11] Let G be a graph with n vertices and let x be a vector of Rn. The
support of x in G is
SuppG(x) = {v ∈ V (G) : xv 6= 0}.
Let S be a subset of Rn. Then the support of S in G is
SuppG(S) =
⋃
x∈S
SuppG(x).
The following result shows that in order to compute the support of an eigenspace of
A(G), it is enough to analyse the coordinates of the vectors of a basis of this eigenspace.
Lemma 2.2. [11] Let G be a graph and λ an eigenvalue of A(G). Let B = {b1, . . . , bk}
be a basis of ελ, then SuppG(ελ) = SuppG(B).
In this present paper, our concern is the support of the null space of A(G), focusing in
N (G), the SuppG(N (G)), which, for purposes of notation, will be denoted by Supp(G).
In practice, in order to compute Supp(G), we use Lemma 2.2, we compute a basis of
the null space and consider the non-null entries of the vectors in the basis to obtain the
support.
We know from [11] that the support of a tree is an independent set of vertices and
we state the result as lemma for future reference.
Lemma 2.3. [11] Let T be a tree, then Supp(T ) is an independent set of T .
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It is very important to notice that, unlike trees, the support of unicyclic graphs is
not always an independent set. For example, consider G the unicyclic graph of Figure
2. The support of G is the set {u, v, z, w, b, c, d, e}, which is not an independent set.
We will characterize unicyclic graphs whose support is an independent set (see propo-
sitions 5.4, 5.5, 5.6, 5.8 and 6.1). We will see that the only unicyclic graphs whose
support is not an independent set are the unicyclic graphs of Type II with a cycle of
length equal to 4t, where t ∈ N (see Proposition 6.3).
u v
wz
a
b c d e
f
Figure 2. Unicyclic graph whose support is not an independent set.
The next stated result shows that only the vertices of the support of a tree are not
saturated by some maximum matching.
Lemma 2.4. [1] Let T be a tree, then EG(T ) = Supp(T ).
Let G be a unicyclic graph and let C be the unique cycle of G. For each vertex
v ∈ V (C), we denote by G{v} the induced connected subgraph of G with maximum
number of vertices, which contains the vertex v and no other vertex of C. G{v} is
called the pendant tree of G at v. The unicyclic graph G is said to be of Type I if there
exists a vertex v on the cycle of G such that does not exist a maximum matching of
G{v} that does not saturate v, otherwise, G is said to be of Type II (for more details
see [1]).
The next two lemmas [1] show that in order to verify whether a unicyclic graph is
Type I or II, it is sufficient to check whether a vertex v of the cycle is or is not in the
support of its pendant tree G{v}.
Lemma 2.5. [1] A unicyclic graph G is of Type I if and only if there exists at least
one pendant tree G{v} such that v /∈ Supp(G{v}).
Lemma 2.6. [1] A unicyclic graph G is of Type II if and only if every pendant tree
G{v} is such that v ∈ Supp(G{v}).
Lemma 2.7. [17] If n ≡ 0 (mod 4), then η(Cn) = 2. Otherwise, η(Cn) = 0.
The following result computes the nullity of a unicyclic graph from the nullity of its
pendant trees.
Lemma 2.8. [10] Let G be a unicyclic graph and let C be its cycle. If G is of Type I
and v ∈ V (C) be matched in G{v}, then
η(G) = η(G{v}) + η(G−G{v}).
If G is of Type II, then
η(G) = η(G− C) + η(C).
3. Null space of unicyclic graphs of Type I
In this section, we obtain a basis for the null space of a unicyclic graph G of Type I
using a basis for N (G{v}) and N (G−G{v}).
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Definition 3.1. Let H be a subgraph of a graph G. Each vector x ↾GH of the extended
null space of H, denoted by N (H) ↾GH , is constructed by extending a vector x ∈ N (H)
as follows:
1- For any v ∈ V (G)− V (H),
(
x ↾GH
)
v
= 0;
2- For any v ∈ V (H),
(
x ↾GH
)
v
= xv; .
In the next results, we obtain a basis for the null space of unicyclic graphs of Type
I.
Proposition 3.2. If G is a unicyclic graph of Type I and G{vi} is a pendant tree such
that vi /∈ Supp(G{vi}), then
N (G{vi}) ↾
G
G{vi}
⊆ N (G).
Proof. Consider the unicyclic graph G of Type I with cycle C = {v1v2 · · · vkv1} and
its corresponding pendant trees. If we order the columns of the adjacency matrix of G
from V (G{v1}) to V (G{vk}), then A(G) can have the following format
A(G) =
V (G{v1}) . . . V (G{vi−1}) V (G{vi}) V (G{vi+1}) . . . V (G{vk})



V (G{v1}) A(G{v1}) · · · 0 0 0 · · · C
...
...
. . .
...
...
... · · ·
...
V (G{vi−1}) 0
t · · · A(G{vi−1}) M 0 · · · 0
V (G{vi}) 0
t · · · M t A(G{vi}) B · · · 0
V (G{vi+1}) 0
t · · · 0t Bt A(G{vi+1}) · · · 0
...
... · · ·
...
...
...
. . .
...
V (G{vk}) C
t · · · 0t 0t 0t · · · A(G{vk})
.
Where M , B and C are submatrices with almost all null entries, except for the
entries corresponding to the adjacencies between vi−1 and vi, vi and vi+1, v1 and vk,
respectively.
Consider x ∈ N (G{vi}) and observe that as vi /∈ Supp(G{vi}) we have that xvi = 0.
Thus
A(G) ·
(
x ↾GG{vi}
)
=


0
Mx
A(G{vi})x
Bt.x
0

 =


0
xvi .1
A(G{vi})x
xvi .1
0

 = 0.
Therefore, the extended vector x ↾GG{vi}∈ N (G) and it implies that N (G{vi}) ↾
G
G{vi}
⊆
N (G). 
Proposition 3.3. Let G be a unicyclic graph and G{v} a pendant tree. Let u, w ∈
N(v) ∩ V (G−G{v}). If x ∈ N (G−G{v}) such that xu + xw = 0, then
x ↾GG−G{v}∈ N (G).
Proof. We observe that the condition u, w ∈ N(v) ∩ V (G−G{v}) means that the
vertices u and w are in the cycle C of G and are adjacent to v. Thus, we can sort the
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adjacency matrix of G as follows
A(G) =
V (G−G{v}) V (G{v})[ ]
V (G−G{v}) A(G−G{v}) M
V (G{v}) M t A(G{v})
.
WhereM is a submatrix with almost all null entries, except for the entries corresponding
to the adjacencies between v and u and v and w. Given x ∈ N (G−G{v}) we construct
the extended vector x ↾GG−G{v}. Using the hypothesis that xu + xw = 0 we obtain that
A(G)x ↾GG−G{v}=
[
A(G−G{v})x+M.0
M tx+ A(G{v}).0
]
=
[
0
xu + xw
]
= 0.
Hence, x ↾GG−G{v}∈ N (G). 
Now, we are ready to prove the following theorem.
Theorem 3.4. Let G be a unicyclic graph of Type I, G{v} its pendant tree such that
v /∈ Supp(G{v}) and u, w ∈ N(v) ∩ V (G−G{v}). If for all x ∈ N (G−G{v}) we
have xu + xw = 0, then
N (G{v}) ↾GG{v}
⊕
N (G−G{v}) ↾GG−G{v}= N (G).
Proof. Using the fact that N (G{v}) ↾GG{v}
⋂
N (G − G{v}) ↾GG−G{v}= {0} and propo-
sitions 3.2 and 3.3 we have that N (G{v}) ↾GG{v}
⊕
N (G − G{v}) ↾GG−G{v}⊆ N (G).
Moreover, by Lemma 2.8 N (G) and N (G{v}) ↾GG{v}
⊕
N (G−G{v}) ↾GG−G{v} have the
same dimension. Therefore,
N (G{v}) ↾GG{v}
⊕
N (G−G{v}) ↾GG−G{v}= N (G).

The next Lemma ensures that the set {t1, t2, . . . , tk} in Proposition 3.6 is non-empty.
Lemma 3.5. Let T be a tree. If v /∈ Supp(T ), then N(v) ∩ Supp(T − v) 6= ∅.
Proof. Let M ∈M(T ) and w ∈ N(v) such that {v, w} ∈M . As v /∈ Supp(T ) then v is
saturated byM according to Lemma 2.4. We will prove thatM−{{v, w}} ∈ M(T−v).
Otherwise, there would be a matching M
′
in T − v such that |M
′
| > |M − {{v, w}}| =
|M | − 1. Observe that M
′
is a matching in T as well. As M ∈ M(T ) we have that
|M | ≥ |M
′
|. Thus
|M | − 1 < |M
′
| ≤ |M |. (1)
The inequality (1) implies |M
′
| = |M | because |M | − 1 and |M | are integer numbers.
And, it means that M
′
∈ M(T ). Which is a contradiction, because M
′
does not sature
v and all maximum matchings in T sature v. Hence, M − {{v, w}} ∈ M(T − v).
Moreover, w is non-saturated by the maximum matching M − {{v, w}} in T − v, and
it means that w ∈ Supp(T − v) by Lemma 2.4. 
Proposition 3.6. Let G be a unicyclic graph of Type I, G{v} its pendant tree such
that v /∈ Supp(G{v}) and u, w ∈ N(v) ∩ V (G−G{v}). Let N(v) ∩ Supp(G{v} − v) =
{t1, t2, . . . , tk}. If y ∈ N (G{v}−v) and there is a x ∈ N (G−G{v}) such that xu+xw 6=
0, then s ∈ N (G), where s = c · x ↾GG−G{v} +y ↾
G
G{v}−v with c =
−
k∑
i=1
yti
xu+xw
.
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Proof. We can sort the adjacency matrix of G as
A(G) =
V (G−G{v}) v V (G{v} − v)[ ]
V (G−G{v}) A(G−G{v}) a 0
v at 0 bt
V (G{v} − v) 0t b A(G{v} − v)
.
Where a is a submatrix with almost all null entries, except for the entries corresponding
to the adjacencies between v and u and v and w. The submatrix b also has almost all
null entries, except for the entries corresponding to the adjacencies between v and the
vertices of G{v} − v. Then
A(G) · s =



− k∑i=1 yti
xu+xw

A(G−G{v})x

− k∑i=1 yti
xu+xw

 atx+ bty
A(G{v} − v)y


=


0
− k∑i=1 yti
xu+xw

 (xu + xw) + k∑
i=1
yti
0

 = 0.
Therefore, s ∈ N (G). 
We need the next lemma from [14] to ensure the existence of the vector y in Theorem
3.8.
Lemma 3.7. Let G be a graph with n vertices and S a subset of Rn with dimension
k > 0. Then there exists a basis B = {b1, . . . , bk} of S satisfying Supp(G) = SuppG(bi)
for all i = 1, 2, . . . , k.
The next result gives a basis for N (G), where G is a unicyclic graph of Type I, using
basis of N (G{v}) and N (G−G{v}).
Theorem 3.8. Let G be a unicyclic graph of Type I, G{v} its pendant tree such that
v /∈ Supp(G{v}) and u, w ∈ N(v) ∩ V (G−G{v}). Let N(v) ∩ Supp(G{v} − v) =
{t1, t2, . . . , tk}. Let {w1, w2, . . . , wt} be a basis of N (G{v}). Let {b1, b2, . . . , bp} ∪
{a1, a2, . . . , ar} be a basis of N (G−G{v}) such that (bi)u+(bi)w 6= 0 and (aj)u+(aj)w=0,
for i = 1, 2, . . . , p and j = 1, 2, . . . , r. Let y ∈ N (G{v}−v) such that Supp(G{v}−v) =
SuppG{v}−v(y). Let ci =
−
k∑
s=1
yts
(bi)u+(bi)w
, for i = 1, 2, . . . , p. Define
B1 =
p⋃
i=1



 cibi0
y



 , B2 =
r⋃
i=1
{
ai ↾
G
G−G{v}
}
and B3 =
t⋃
i=1
{
wi ↾
G
G{v}
}
.
Then B1 ∪ B2 ∪ B3 is a basis of N (G).
Proof. Notice that B1 ∪ B2 ∪ B3 ⊆ N (G) by propositions 3.6, 3.3 and 3.2, respectively.
Moreover, |B1∪B2∪B3| = η(G{v})+η(G−G{v}). Now, we will prove that B1∪B2∪B3 is
a set of linearly independent vectors. Given α1, α2, . . . , αp, β1, β2, . . . , βr, γ1, γ2, . . . , γt ∈
R and consider the following linear combination
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p∑
i=1

αi

 cibi0
y



+ r∑
j=1
(
βj
[
aj
0
])
+
t∑
ℓ=1
(
γℓ
[
0
wℓ
])
= 0


p∑
i=1
αicibi +
r∑
j=1
βjaj
p∑
i=1
αi
[
0
y
]
+
t∑
ℓ=1
γℓwℓ

 = 0. (2)
Then
p∑
i=1
αicibi +
r∑
j=1
βjaj = 0. But {b1, b2, . . . , bp} ∪ {a1, a2, . . . , ar} is a basis of
N (G − G{v}) and ci 6= 0, hence αi = βj = 0 for i = 1, 2, . . . , p and j = 1, 2, . . . , r.
Using (2) we have that
t∑
ℓ=1
γℓwℓ = 0. As {w1, w2, . . . , wt} is a basis of N (G{v}), then
γℓ = 0 for ℓ = 1, 2, . . . , t.
We have proved that B1 ∪ B2 ∪ B3 is a set of linearly independent vectors in N (G)
and by Lemma 2.8 η(G) = |B1∪B2∪B3|. Therefore B1∪B2∪B3 is a basis of N (G). 
4. Null space of unicyclic graphs of Type II
In this section, we obtain a basis for the null space of a unicyclic graph G of Type II
using basis for N (G−C) and N (G{vi}). Where C is the cycle of G and vi is a vertex
in C.
The next lemma will be used in Proposition 4.2.
Lemma 4.1. [1] Let G be a unicyclic graph and C its cycle. Let G{v} be a pendant
tree such that v ∈ Supp(G{v}). If u ∈ N(v) ∩ V (G{v}), then u /∈ Supp(G− C).
In the following proposition we find vectors of the N (G) using the null space of the
subtrees obtained from G− C.
Proposition 4.2. If G is a unicyclic graph of Type II and C its cycle, then N (G −
C) ↾GG−C⊆ N (G).
Proof. Consider G − C =
k⋃
i=1
Ti, where Ti is a connected component of G − C. Given
x ∈ N (Ti). We will prove that x ↾GTi∈ N (G). Remember that given v ∈ V (C), by
Lemma 2.6, we have that v ∈ Supp(G{v}). If ui ∈ V (Ti) ∩ N(v), then by Lemma 4.1
ui /∈ Supp(G− C). It means that ui /∈ Supp(Ti), that is, xui = 0.
Note that, we can order the adjacency matrix of G as follows
A(G) =
V (T1) V (T2) · · · V (Ti) · · · V (Tk) V (C)



V (T1) A(T1) 0 · · · 0 · · · 0 M1
V (T2) 0
t A(T2)
... 0
... 0 M2
...
...
...
. . .
...
...
...
...
V (Ti) 0
t
0
t · · · A(Ti) · · · 0 Mi
...
...
...
...
...
. . .
...
...
V (Tk) 0
t
0
t · · · 0t · · · A(Tk) Mk
V (C) M t1 M
t
2 · · · M
t
i · · · M
t
k A(C)
.
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Where Mi is a submatrix of A(G) with almost all null entries, with the exception of the
single entry corresponding to the adjacency between vertices v ∈ V (C) and ui ∈ V (Ti),
for i ∈ {1, 2, . . . , k}. Thus
A(G) · x ↾GTi=


0
A(Ti)x
M ti .x
0

 =


0
0
xui .1
0

 = 0.
Therefore, N (Ti) ↾
G
Ti
⊆ N (G). And, since that G− C is the union of disjoint graphs
we have that
k⊕
i=1
N (Ti) ↾
G
Ti
= N (G− C) ↾GG−C⊆ N (G).

The next theorem shows that the null space of unicyclic graphs of Type II with a
cycle that has lenght diferent of 4k is equal to the extended null space of the forest
G− C.
Theorem 4.3. If G is a unicyclic graph of Type II and C its cycle such that |V (C)| 6=
4k, with k ∈ N, then N (G− C) ↾GG−C= N (G).
Proof. As |V (C)| 6= 4k, we have that η(C) = 0 by Lemma 2.7. Using this in Lemma 2.8
we obtain that η(G− C) = η(G). And, the Proposition 4.2 gives that N (G−C) ↾GG−C⊆
N (G). These facts imply that N (G− C) ↾GG−C= N (G). 
According to lemmas 2.7 and 2.8, we still have to find two vectors for N (G) when
|V (C)| = 4k. And, in the next proposition we construct these two vectors.
Proposition 4.4. Let G be a unicyclic graph of Type II and C its cycle. Let V (C) =
{v1, v2, . . . , v4k}, for some k ∈ N, such that N(vi) ∩ V (C) = {vi−1, vi+1} and v0 = v4k.
Let x(vi) ∈ N (G{vi}) such that Supp(G{vi}) = SuppG{vi}(x(vi)). If x(vi)vi = 1, then
z1, z2 ∈ N (G), where
z1 =
2k∑
i=1
(−1)ix(v2i−1) ↾
G
G{v2i−1}
and z2 =
2k∑
i=1
(−1)ix(v2i) ↾
G
G{v2i}
.
Proof. Notice that
(
A(G)x(vi) ↾
G
G{vi}
)
vj
=
∑
u∈N(vj )
(
x(vi) ↾
G
G{vi}
)
u
=
{
1, if j ∈ {1, . . . , 4k} and j = i− 1 or j = i+ 1;
0, otherwise.
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Thus
(A(G)z1)vj =
(
A(G)
2k∑
i=1
(−1)ix(v2i−1) ↾
G
G{v2i−1}
)
vj
=
2k∑
i=1
(−1)i
(
A(G)x(v2i−1) ↾
G
G{v2i−1}
)
vj
=
2k∑
i=1
(−1)i
∑
u∈N(vj)
(
x(v2i−1) ↾
G
G{v2i−1}
)
u
=


2k∑
i=1
(−1)i, if j ∈ {1, . . . , 4k} and j = 2i− 2 or j = 2i;
0, otherwise.
= 0.
And similarly we conclude that A(G)z2 = 0.
Therefore, z1 and z2 ∈ N (G). 
Now, we are able to present a basis of the null space of a unicyclic graph of Type II
when |V (C)| = 4k.
Theorem 4.5. Let G be a unicyclic graph of Type II and C its cycle. Let V (C) =
{v1, v2, . . . , v4k}, for some k ∈ N, such that N(vi) ∩ V (C) = {vi−1, vi+1} and v0 = v4k.
Let x(vi) ∈ N (G{vi}) such that Supp(G{vi}) = SuppG{vi}(x(vi)). Let {w1, w2, . . . , wt}
be a basis of N (G− C). If x(vi)vi = 1, then B ∪ {z1, z2} is a basis of N (G), where
B =
t⋃
i=1
{
wi ↾
G
G−C
}
, z1 =
2k∑
i=1
(−1)ix(v2i−1) ↾
G
G{v2i−1}
and z2 =
2k∑
i=1
(−1)ix(v2i) ↾
G
G{v2i}
.
Proof. Using the propositions 4.2 and 4.4 we observe that B ∪ {z1, z2} ⊆ N (G). Using
the Lemma 2.7 and the hypothesis that |V (C)| = 4k we have that η(C) = 2. Moreover,
|B ∪{z1, z2}| = t+2 = η(G−C)+ η(C). And, as G is a unicyclic graph of Type II, we
have η(G) = η(G−C)+η(C) according to Lemma 2.8. Therefore, |B∪{z1, z2}| = η(G)
and now we just have to prove that B∪{z1, z2} is a linearly independent set of vectors.
Given α1, α2, . . . , αt, γ1, γ2 ∈ R, suppose that
γ1z1 + γ2z2 +
t∑
i=1
αiwi ↾
G
G−C= 0. (3)
For j ∈ {1, . . . , 4k}, we have that(
γ1z1 + γ2z2 +
t∑
i=1
αiwi ↾
G
G−C
)
vj
=
{
γ1(−1)
i, if j = 2i− 1;
γ2(−1)i, if j = 2i.
(4)
Comparing (3) and (4) we can conclude that γ1(−1)i = γ2(−1)i = 0, and it means
that γ1 = γ2 = 0. Substituting the values of γ1 and γ2 in (3), we obtain the following
t∑
i=1
αiwi ↾
G
G−C= 0 =

 t∑
i=1
αiwi
0

 . (5)
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Then
t∑
i=1
αiwi = 0, and using the fact that {w1, w2, . . . , wt} is a basis of N (G − C)
we conclude that αi = 0 for i = 1, 2, . . . , t. And it proves that B ∪ {z1, z2} is a linearly
independent set of vectors. 
5. Support, Core and N-vertices sets of Unicyclic Graphs of Type I
In this section, we present the null decomposition of graphs and we study the support,
core and N -vertices of unicyclic graphs of Type I. We divide the unicyclic graphs of
Type I into four disjoint sets. More precisely, the unicyclic graphs of Type I must
satisfy the hypothesis in one of the following propositions: 5.4, 5.5, 5.6 or 5.8.
The definition of null decomposition of trees from [11] can directly be extended for
graphs in general as follows.
Definition 5.1. Let G be a graph. The S-graph of G, denoted by GS(G), is the induced
subgraph defined by the closed neighborhood of Supp(G) in G: GS(G) = G〈N [Supp(G)]〉.
The N-graph of G, denoted by GN (G), is defined as the remaining graph as follows
GN(G) = G − GS(G). Then, the Null Decomposition of G is the pair (GS(G),GN(G)).
And, V (GN (G)) is called the N-vertices set of G.
Definition 5.2. The core of G, denoted by Core(G), is defined to be the set of all the
neighbors of the supported vertices of G: Core(G) =
⋃
v∈Supp(G)
N(v).
Now, we give an example of the null decomposition of a unicyclic graph.
v1
v2 v3
v4v5
v6v7 v8
v9
v10
v11 v12 v13v14v15v16
v17
v18
GS(G)
GN(G)
Figure 3. Null decomposition of the unicyclic graph G.
The unicyclic graph G in Figure 3 has Supp(G) = {v7, v8, v9} and Core(G) = {v6}.
Then, the S-graph of G generated by the closed neighbourhood of the support consists
of
GS(G) = G〈N [Supp(G)]〉 = G〈N [{v7, v8, v9}]〉 = G〈{v6, v7, v8, v9}〉.
The N -graph of G is given by
GN(G) = G− GS(G) = G〈{v1, v2, v3, v4, v5, v10, v11, v12, v13, v14, v15, v16, v17, v18}〉.
12 L. E. ALLEM, D. A. JAUME, G. MOLINA, M. M. TOLEDO, AND V. TREVISAN
And, the N -vertices set of G is
V (GN(G)) = {v1, v2, v3, v4, v5, v10, v11, v12, v13, v14, v15, v16, v17, v18}.
Remark 5.3. Let G be a unicyclic graph of Type I, G{v} its pendant tree such that
v /∈ Supp(G{v}) and u, w ∈ N(v) ∩ V (G−G{v}). Note that G necessarily satisfies the
hypotheses of one of the propositions 5.4, 5.5, 5.6 or 5.8. In fact, we can divide the set
of unicyclic graphs of Type I into four disjoint classes according to the items below.
(1) ∀x ∈ N (G−G{v}) we have that xu = xw = 0, that is, u, w /∈ Supp(G−G{v}).
(Hypotheses of Proposition 5.4)
(2) ∀x ∈ N (G− G{v}) we have that xu + xw = 0, and there is y ∈ N (G− G{v})
such that yu 6= 0 and v ∈ Core(G{v}) (Hypotheses of Proposition 5.5)
(3) ∀x ∈ N (G− G{v}) we have that xu + xw = 0, and there is y ∈ N (G− G{v})
such that yu 6= 0 and v ∈ V (GN(G{v})) (Hypotheses of Proposition 5.6)
(4) There is x ∈ N (G − G{v}) such that xu + xw 6= 0 (Hypotheses of Proposition
5.8)
In the next propositions we compute the support, core and N -vertices of unicyclic
graphs of Type I using its subtrees.
Proposition 5.4. Let G be a unicyclic graph of Type I, G{v} its pendant tree such
that v /∈ Supp(G{v}) and u, w ∈ N(v) ∩ V (G−G{v}). If u, w /∈ Supp(G−G{v}),
then
(i) Supp(G) = Supp(G{v})
⋃
Supp(G−G{v});
(ii) Core(G) = Core(G{v})
⋃
Core(G−G{v});
(iii) V (GN(G)) = V (GN(G{v}))
⋃
V (GN(G−G{v});
(iv) Supp(G) is an independent set of G;
(v) Supp(G) ∩ Core(G) = ∅.
Proof. (i) As u, w /∈ Supp(G−G{v}), then xu = xw = 0 for all x ∈ N (G−G{v}).
It means that xu + xw = 0. Analyzing the entries of the vectors of the basis of
the N (G) in Theorem 3.4 we obtain the result.
(ii) Given a vertex p ∈ Core(G), then there is a vertex p1 ∈ Supp(G) such that
p ∈ N(p1). Notice that, the only adjacencies between G{v} and G−G{v} occur
between vertices v and u and v and w, that is, V (G−G{v}) ∩N(V (G{v})) =
{u, w} and V (G{v}) ∩ N(V (G−G{v})) = {v}. Thus, N(V (G{v}) − {v}) ∩
V (G−G{v}) = ∅ and N(V (G − G{v}) − {u, w}) ∩ V (G{v}) = ∅. Since v /∈
Supp(G{v}) and u, w /∈ Supp(G−G{v}), then Supp(G{v}) ⊆ V (G{v})− {v}
and Supp(G − G{v}) ⊆ V (G−G{v})− {u, w}. Therefore, N(Supp(G{v})) ∩
V (G−G{v}) = ∅ and N(Supp(G − G{v})) ∩ V (G{v}) = ∅. Moreover, by
item (i) we have that Supp(G) = Supp(G{v})
⋃
Supp(G−G{v}), thus p1 ∈
Supp(G{v}) or p1 ∈ Supp(G−G{v}). Hence, if p1 ∈ Supp(G{v}), then p ∈
V (G{v}) or if p1 ∈ Supp(G−G{v}), then p ∈ V (G−G{v}). We conclude that
p ∈ Core(G{v}) or p ∈ Core(G−G{v}).
Now, given a vertex p ∈ Core(G{v})
⋃
Core(G−G{v}). That is, there is a
p1 ∈ Supp(G{v}) such that p ∈ N(p1) or there is a p2 ∈ Supp(G−G{v}) such
that p ∈ N(p2). By item (i) we have that Supp(G) = Supp(G{v})
⋃
Supp(G−
G{v}), then p1 or p2 ∈ Supp(G). Therefore, p ∈ Core(G).
(iii) Just use the items (i) and (ii).
(iv) By item (i) we have that Supp(G) = Supp(G{v})
⋃
Supp(G−G{v}). Note
that N(Supp(G{v}))∩V (G−G{v}) = ∅ and it implies that N(Supp(G{v}))∩
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Supp(G−G{v}) = ∅. Moreover, by Lemma 2.3 we have that Supp(G{v}) and
Supp(G−G{v}) are independent sets. Therefore, Supp(G) is an independent
set.
(v) Just use item (iv).

Proposition 5.5. Let G be a unicyclic graph of Type I, G{v} its pendant tree such
that v /∈ Supp(G{v}) and u, w ∈ N(v) ∩ V (G−G{v}). If v ∈ Core(G{v}), for all
y ∈ N (G − G{v}) we have that yu + yw = 0 and there is an x ∈ N (G − G{v}) such
that xu 6= 0, then
(i) Supp(G) = Supp(G{v})
⋃
Supp(G−G{v});
(ii) Core(G) = Core(G{v})
⋃
Core(G−G{v});
(iii) V (GN(G)) = V (GN(G{v}))
⋃
V (GN(G−G{v}));
(iv) Supp(G) is an independent set of G;
(v) Supp(G) ∩ Core(G) = ∅.
Proof. (i) We just use the Theorem 3.4.
(ii) Given a vertex p ∈ Core(G). Note that if p = v, then p ∈ Core(G{v}), because
v ∈ Core(G{v}). Assume that p ∈ Core(G) \ {v}, then there is a vertex p1 ∈
Supp(G) such that p ∈ N(p1). Note that V (G−G{v}) ∩N(V (G{v})) = {u, w}
and V (G{v}) ∩N(V (G−G{v})) = {v}. Since u, w ∈ Supp(G−G{v}) (be-
cause xu 6= 0 and xw 6= 0) and v /∈ Supp(G{v}) we have that N(Supp(G{v}))∩
V (G−G{v}) = ∅ and N(Supp(G− G{v})) ∩ V (G{v}) = {v}. By item (i) we
have that Supp(G) = Supp(G{v})
⋃
Supp(G−G{v}), then p1 ∈ Supp(G{v})
or p1 ∈ Supp(G−G{v}). Hence, if p1 ∈ Supp(G{v}), then p ∈ V (G{v})
or if p1 ∈ Supp(G−G{v}), then p ∈ V (G−G{v}). We conclude that p ∈
Core(G{v}) or p ∈ Core(G−G{v}).
The inclusion ⊇ is analogous to 5.4 (ii).
(iii) Just use the items (i) and (ii).
(iv) Same argument used in Proposition 5.4 (iv).
(v) Argument equal to the used in Proposition 5.4 (v).

Proposition 5.6. Let G be a unicyclic graph of Type I, G{v} its pendant tree such
that v /∈ Supp(G{v}) and u, w ∈ N(v) ∩ V (G−G{v}). If v ∈ V (GN(G{v}), for all
y ∈ N (G−G{v}) we have yu+yw = 0 and there is x ∈ N (G−G{v}) such that xu 6= 0,
then
(i) Supp(G) = Supp(G{v})
⋃
Supp(G−G{v});
(ii) Core(G) = Core(G{v})
⋃
Core(G−G{v})
⋃
{v};
(iii) V (GN(G)) = (V (GN(G{v})) \ {v})
⋃
V (GN (G−G{v}));
(iv) Supp(G) is an independent set of G;
(v) Supp(G) ∩ Core(G) = ∅.
Proof. (i) Same argument used in Proposition 5.5 (i).
(ii) Given a vertex p ∈ Core(G). Note that if p = v, then p ∈ {v}. Assume p ∈
Core(G) \ {v}, then there is a vertex p1 ∈ Supp(G) such that p ∈ N(p1). Note
thatN(V (G{v})) ∩ V (G−G{v}) = {u, w} andN(V (G−G{v})) ∩ V (G{v}) =
{v}. Since u, w ∈ Supp(G−G{v}) (because xu 6= 0 and xw 6= 0) and v /∈
Supp(G{v}) we have that N(Supp(G{v}))∩V (G− G{v}) = ∅ and N(Supp(G−
G{v})) ∩ V (G{v}) = {v}. By item (i) Supp(G) = Supp(G{v})
⋃
Supp(G−
G{v}), then p1 ∈ Supp(G{v})
⋃
Supp(G−G{v}). Hence, if p1 ∈ Supp(G{v}),
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then p ∈ V (G{v}) or if p1 ∈ Supp(G−G{v}), then p ∈ V (G−G{v}), that is,
p ∈ Core(G{v}) or p ∈ Core(G−G{v}).
Now, given a vertex p ∈ Core(G{v})
⋃
Core(G−G{v})
⋃
{v}. Notice that,
using (i) we have that u, w ∈ Supp(G), because u, w ∈ Supp(G−G{v}). Thus,
if p = v, then we have that p ∈ Core(G) because p ∈ N(u) and u ∈ Supp(G). If
p ∈ Core(G{v}), then there exists r ∈ N(p) such that r ∈ Supp(G{v}). Using
the item (i) we can conclude that r ∈ Supp(G). Hence p ∈ Core(G). If p ∈
Core(G−G{v}), then there exists r ∈ N(p) such that r ∈ Supp(G−G{v}).
Using the item (i) we have that r ∈ Supp(G). Therefore, p ∈ Core(G).
(iii) Just use the items (i) and (ii).
(iv) Same argument used in Proposition 5.4 (iv).
(v) Argument equal to the used in Proposition 5.4 (v).

Lemma 5.7. Let G be a unicyclic graph of Type I and G{v} its pendant tree such that
v /∈ Supp(G{v}). Then Supp(G{v}) ⊆ Supp(G{v} − v).
Proof. Given j ∈ Supp(G{v}). It means that there is a vector x ∈ N (G{v}) such that
xj 6= 0. The adjacency matrix of G can have the following format
A(G{v}) =
V (G{v} − v) v[ ]
V (G{v} − v) A(G{v} − v) a
v at 0
.
Where the submatrix a has almost all null entries, except for the entries corresponding
to the adjacency between v and vertices of the G{v} − v. Note that
x =
[
w
xv
]
,
where w =
[
x1 x2 · · · xj · · · xv−1
]t
and xv = 0, because v /∈ Supp(G{v}). The
product
A(G{v})x =
[
A(G{v} − v)w + xva
atw
]
=
[
A(G{v} − v)w
atw
]
= 0
gives A(G{v} − v)w = 0. And, as (w)j = xj 6= 0, we obtain that j ∈ Supp(G{v} − v).

Proposition 5.8. Let G be a unicyclic graph of Type I, G{v} its pendant tree such
that v /∈ Supp(G{v}) and u, w ∈ N(v) ∩ V (G−G{v}). If there is a x ∈ N (G−G{v})
such that xu + xw 6= 0, then
(i) Supp(G) = Supp(G{v} − v)
⋃
Supp(G−G{v});
(ii) Core(G) = Core(G{v} − v)
⋃
Core(G−G{v})
⋃
{v};
(iii) V (GN(G)) = V (GN(G{v} − v))
⋃
V (GN(G−G{v}));
(iv) Supp(G) is an independent set of G;
(v) Supp(G) ∩ Core(G) = ∅.
Proof. (i) As there is a x ∈ N (G − G{v}) such that xu + xw 6= 0 and by Lemma
5.7 Supp(G{v}) ⊆ Supp(G{v} − v), thus just use the Theorem 3.8.
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(ii) Given a vertex p ∈ Core(G). If p = v, then p ∈ {v}. Assume p ∈ Core(G)\{v}.
Thus there is a vertex p1 ∈ Supp(G) such that p ∈ N(p1). Note that, there is no
adjacency between V (G{v} − v) and V (G−G{v}), that is, N(V (G{v} − v)) ∩
V (G−G{v}) = ∅. Therefore, N(Supp(G{v} − v)) ∩ V (G−G{v}) = ∅. Using
the item (i) we can conclude that p1 ∈ Supp(G{v} − v)
⋃
Supp(G−G{v}).
Hence, if p1 ∈ Supp(G{v} − v), then p ∈ V (G{v} − v) or if p1 ∈ Supp(G−
G{v}), then p ∈ V (G−G{v}), that is, p ∈ Core(G{v} − v) ∪ Core(G−G{v}).
Now, given a vertex p ∈ Core(G{v} − v)
⋃
Core(G−G{v})
⋃
{v}. Note
that xu + xw 6= 0, then u ∈ Supp(G−G{v}) or w ∈ Supp(G−G{v}). Then
using the item (i) we can conclude that u ∈ Supp(G) or w ∈ Supp(G). If p = v,
then p ∈ N(u) ∩N(w). Therefore, p ∈ Core(G). Now, if
p ∈ Core(G{v} − v)
⋃
Core(G−G{v}),
then there is p1 ∈ Supp(G{v} − v) such that p ∈ N(p1) or there is p2 ∈
Supp(G−G{v}) such that p ∈ N(p2). By item (i) we conclude that p1 ∈
Supp(G) or p2 ∈ Supp(G). It implies that p ∈ Core(G).
(iii) Just use the items (i) and (ii).
(iv) By item (i) we have that Supp(G) = Supp(G{v} − v)
⋃
Supp(G−G{v}). De-
note G{v} − v =
k⋃
i=1
Ti, where Ti are the connected components of the forest
G{v} − v. Note that N(Supp(G{v} − v)) ∩ V (G−G{v}) = ∅ and it implies
that N(Supp(G{v} − v)) ∩ Supp(G−G{v}) = ∅. Moreover, by Lemma 2.3 we
have that Supp(G{v}−v) =
k⋃
i=1
Supp(Ti) and Supp(G−G{v}) are independent
sets. Therefore, Supp(G) is an independent set.
(v) Argument equal to the used in Proposition 5.4 (v).

6. Support, Core and N-vertices of Unicyclic Graphs of Type II
In this section, we study the support, core and N -vertices of unicyclic graphs of Type
II. We divide the unicyclic graphs of Type II into two disjoint sets. Those with a
length cycle other than 4t (Proposition 6.1) and those with a length cycle equal to 4t
(Proposition 6.3), where t ∈ N.
Proposition 6.1. Let G be a unicyclic graph of Type II and C its cycle. Consider
G−C =
k⋃
i=1
Ti, where Ti is a connected component of G−C. If | V (C) |6= 4t for t ∈ N,
then
(i) Supp(G) = Supp(G− C) =
k⋃
i=1
Supp(Ti);
(ii) Core(G) = Core(G− C) =
k⋃
i=1
Core(Ti);
(iii) V (GN(G)) = V (C)
⋃( k⋃
i=1
V (GN (Ti))
)
;
(iv) Supp(G) is an independent set.
(v) Supp(G) ∩ Core(G) = ∅.
Proof. (i) Just use Theorem 4.3.
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(ii) Given a vertex p ∈ Core(G). Then there exists p1 ∈ Supp(G) such that p ∈
N(p1). By item (i) we have that p1 ∈ Supp(G− C). Using the Lemma 4.1 we
can conclude that N(C) ∩ Supp(G− C) = ∅. Then p ∈ V (G− C). Therefore,
p ∈ Core(G− C). Now, given a vertex p ∈ Core(G− C). Then there exists
p1 ∈ Supp(G− C) such that p ∈ N(p1). By item (i) we have that p1 ∈ Supp(G).
Hence, p ∈ Core(G).
(iii) Just use items (i) e (ii).
(iv) By item (i) we have that Supp(G) = Supp(G − C) =
k⋃
i=1
Supp(Ti). Note that
for all i 6= j we have that N(Supp(Ti)) ∩ Supp(Tj) = ∅. Using the Lemma 2.3
in every Ti we obtain the result.
(v) Argument equal to the used in Proposition 5.4 (v).

Lemma 6.2 is used to proof item (i) of the Proposition 6.3.
Lemma 6.2. Let G be a unicyclic graph and C its cycle. If G is a unicyclic graph of
Type II, then Supp(G− C) ⊆
⋃
v∈V (C)
Supp(G{v}).
Proof. Consider G − C =
k⋃
i=1
Ti, where Ti is a connected component of G − C. We
know that Supp(G − C) =
k⋃
i=1
Supp(Ti). Given wi ∈ Supp(G− C), then there is an i
such that wi ∈ Supp(Ti). Pick x ∈ N (Ti) and note that V (Ti) ⊆ V (G{v}) for some
v ∈ V (C). We will show that x ↾G{v}Ti ∈ N (G{v}). In fact, since G is a unicyclic graph
of Type II we have that v ∈ Supp(G{v}). By Lemma 4.1, if ui ∈ V (Ti) ∩N(v), then
xui = 0. The adjacency matrix of G{v} can have the following format
A(G{v}) =
V (Ti) V (G{v} − Ti)[ ]
V (Ti) A(Ti) B
V (G{v} − Ti) B
t A(G{v} − Ti)
.
Where B is a submatrix of A(G{v}) with almost all null entries, except for the entry
corresponding to the adjacency between the vertex ui and the vertex v. Then the
product
A(G)x ↾
G{v}
Ti
=


0
A(Ti)x
Bt.x
0

 =


0
0
1.xui
0

 = 0
gives x ↾
G{v}
Ti
∈ N (G{v}). Therefore, wi ∈ Supp(G{v}) and we have that Supp(G−
C) ⊆
⋃
v∈V (C)
Supp(G{v}). 
Proposition 6.3 tells us what is the support, core and N -vertices of a unicyclic graph
G of Type II, where the cycle of G has length equal to 4t.
Proposition 6.3. Let G be a unicyclic graph of Type II and C its cycle. If | V (C) |= 4t
for t ∈ N, then
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(i) Supp(G) =
⋃
v∈V (C)
Supp(G{v});
(ii) Core(G) = V (C) ∪
( ⋃
v∈V (C)
Core(G{v})
)
;
(iii) V (GN(G)) =
⋃
v∈V (C)
V (GN(G{v}));
(iv) Supp(G) ∩ Core(G) = V (C);
(v) Supp(G) is not an independent set of G.
Proof. (i) Since that G is a unicyclic graph of Type II then by Lemma 6.2
Supp(G− C) ⊆
⋃
v∈V (C)
Supp(G{v}).
Then using the Theorem 4.5 we obtain the result.
(ii) Given a vertex p ∈ Core(G), then there exists a vertex p1 ∈ Supp(G) such
that p ∈ N(p1). By item (i) p1 ∈ Supp(G{v}) for some v ∈ V (C). If p1 6= v
then p ∈ V (G{v}), because v is the only vertex of G{v} that has neighbors
in V (G − G{v}). It implies that p ∈ Core(G{v}). If p1 = v we have that
p ∈ V (C) ∪ V (G{v}), therefore
p ∈ V (C) ∪

 ⋃
v∈V (C)
Core(G{v})

.
Given a vertex p ∈ V (C) ∪
( ⋃
v∈V (C)
Core(G{v})
)
. If p ∈ Core(G{v}) for some
pendant tree G{v}, then there exists p1 ∈ Supp(G{v}) such that p ∈ N(p1).
By item (i) p1 ∈ Supp(G). Therefore, p ∈ Core(G). Now, consider p ∈ V (C).
Obviously, we have that p ∈ N(v) for some v ∈ V (C). Using the item (i) and
since that G is a unicyclic graph of Type II we have that V (C) ⊆ Supp(G),
then v ∈ Supp(G). Therefore, p ∈ Core(G).
(iii) Just use items (i) e (ii).
(iv) Given a vertex v ∈ V (C), then v ∈ Supp(G{v}) because G is a unicyclic
graph of Type II. That is, v ∈
⋃
v∈V (C)
Supp(G{v}). By item (i) we have that
v ∈ Supp(G), and it implies that V (C) ⊆ Supp(G). Moreover, there is w ∈
N(v) ∩ V (C) and since that w ∈ Supp(G) we have that v ∈ Core(G). Hence,
v ∈ Supp(G) ∩ Core(G). Now, given a vertex v ∈ Supp(G) ∩ Core(G), then
there exists a vertex w ∈ Supp(G) such that w ∈ N(v). If v ∈ V (C) we have
nothing to proof. Suppose that v /∈ V (C). Then we have that v ∈ V (G{u}))
for some u ∈ V (C). Since that u is the only vertex of G{u} that has neighbors
outside of G{u} we can conclude that w ∈ V (G{u}). Then by item (i), w ∈
Supp(G{u}). Note that v ∈ Supp(G{u}), because
v ∈ Supp(G) =
⋃
v∈V (C)
Supp(G{v}).
Therefore, v and w ∈ Supp(G{u}) which is a contradiction, because Supp(G{u})
is an independent set. Hence, v ∈ V (C).
(v) By item (i) and since that G is a unicyclic graph of Type II, we have that
V (C) ⊆ Supp(G). Then Supp(G) is not an independent set.
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
7. Null Decomposition of Unicyclic Graphs
In this section, we obtain closed formulas for matching and independence numbers
of unicyclic graphs. These formulas depend on the support, core and N -vertices of
unicyclic graphs. Coincidentally, the formulas are very similar to those obtained by
Jaume and Molina [11] for trees.
The next lemmas will be used to prove our main results (theorems 7.10 and 7.13).
Lemma 7.1. [1] If G is a unicyclic graph of Type I and G{v} its pendant tree such
that v /∈ Supp(G{v}), then
α(G) = |Supp(G{v})|+ |Supp(G−G{v})|+
|V (GN (G{v}))|+|V (GN(G−G{v}))|
2
.
Lemma 7.2. [1] Let G be a unicyclic graph and C its cycle. Consider G−C =
k⋃
i=1
Ti,
where Ti is a connected component of G−C. If G is a unicyclic graph of Type II, then
α(G) =
⌊
|V (C)|
2
⌋
+
k∑
i=1
|Supp(Ti)|+
|V (GN(Ti))|
2
.
Lemma 7.3. [1] If G is a unicyclic graph of Type I and G{v} its pendant tree such
that v /∈ Supp(G{v}), then
ν(G) = |Core(G{v})|+|Core(G−G{v})|+
|V (GN(G{v}))|+ |V (GN (G−G{v}))|
2
.
Lemma 7.4. [1] Let G be a unicyclic graph and C its cycle. Consider G−C =
k⋃
i=1
Ti,
where Ti is a connected component of G−C. If G is a unicyclic graph of Type II, then
ν(G) =
⌊
|V (C)|
2
⌋
+
k∑
i=1
|Core(Ti)|+
|V (GN (Ti))|
2
.
The next result gives closed formulas for the independence and matching numbers of
trees and it will be used to prove lemmas 7.8 and 7.9.
Lemma 7.5. [11] Let T be a tree. Then
ν(T ) = |Core(T )|+
|V (GN(T ))|
2
α(T ) = |Supp(T )|+
|V (GN(T ))|
2
.
Lemma 7.6. [1] If T is a tree and v ∈ V (GN(T )), then there exist I1, I2 ∈ I(T ) such
that v ∈ I1 and v /∈ I2.
Lemma 7.7. [1] Let T be a tree and I an independent set of T . If ci ∈ Core(T ) and
ci ∈ I, then I /∈ I(T ).
Lemmas 7.8 and 7.9 will be used to prove the Theorem 7.10.
Lemma 7.8. Let G be a unicyclic graph of Type I and G{v} its pendant tree such that
v /∈ Supp(G{v}). Then
|Supp(G{v})|+
|V (GN (G{v}))|
2
= |Supp(G{v} − v)|+
|V (GN(G{v} − v))|
2
.
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Proof. Consider G{v}− v =
k⋃
i=1
Ti, where Ti is a connected component of the G{v}− v
for i = 1, . . . , k. Since v /∈ Supp(G{v}), then v ∈ V (GN(G{v})) ∪ Core(G{v}). Using
lemmas 7.6 and 7.7 we know that there is a I ∈ I(G{v}) such that v /∈ I. Note that
I ∈ I(G{v} − v). Thus using the Lemma 7.5 in each Ti we have
α(G{v}) = α(G{v} − v) =
k∑
i=1
α(Ti) =
k∑
i=1
|Supp(Ti)|+
|V (GN(Ti))|
2
|Supp(G{v})|+
|V (GN(G{v}))|
2
= |Supp(G{v} − v)|+
|V (GN (G{v} − v))|
2
.

Lemma 7.9. Let G be a unicyclic graph of Type I and G{v} its pendant tree such that
v /∈ Supp(G{v}). Then
|Core(G{v})|+
|V (GN(G{v}))|
2
= |Core(G{v} − v)|+
|V (GN(G{v} − v))|
2
+ 1.
Proof. Let M ∈ M(G{v}). As v /∈ Supp(G{v}), by Lemma 2.4 we have that M
saturates v . Then there is a vertex u in G{v}− v such that {u, v} ∈M . First, we will
show that M \ {{u, v}} ∈ M(G{v} − v). Suppose that M \ {{u, v}} /∈M(G{v} − v).
Hence, there is a matching M
′
in G{v} − v such that |M
′
|>|M \ {{u, v}}|. Note that
M
′
is a matching in G{v} as well. As M ∈M(G{v}) we have that |M | ≥ |M
′
|. Thus
|M | − 1 < |M
′
| ≤ |M |. (6)
|M | − 1 and |M | are integer numbers, then equation (6) implies that |M
′
| = |M |,
which is a contradiction. Because M
′
does not saturate v and all maximum matching
in G{v} saturates v. Therefore, M \ {{u, v}} ∈ M(G{v} − v). Now, we have that
ν(G{v}) = 1+ν(G{v}−v). Note that, G{v}−v =
k⋃
i=1
Ti, where Ti’s are the connected
components of the forest G{v} − v. Using the Lemma 7.5 in each Ti and in G{v} we
obtain that
ν(G{v}) = 1 + ν(G{v} − v) = 1 +
k∑
i=1
ν(Ti)
|Core(G{v})|+
|V (GN (G{v}))|
2
= 1 +
k∑
i=1
|Core(Ti)|+
|V (GN (Ti))|
2
|Core(G{v})|+
|V (GN (G{v}))|
2
= 1 + |Core(G{v} − v)|+
|V (GN (G{v} − v))|
2
.

In [1], we obtained closed formulas for the independence and matching numbers of a
unicyclic graph G based on the support of its subtrees. In this paper we also present
closed formulas for these parameters of G, the difference is that we just use the support
of G. Theorems 7.10 and 7.13 give a nice way to compute the independence and
matching numbers of unicyclic graphs using its Null Decomposition. More precisely, to
compute the independence and matching numbers of unicyclic graphs it is necessary to
compute its support, core and N -vertices and verify certain properties of these subsets
of vertices.
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The following theorem gives closed formulas for the matching number of unicyclic
graphs.
Theorem 7.10. Let G be a unicyclic graph. Then
ν(G) = |Core(G)|+
⌊
|V (GN (G))| − |Supp(G) ∩ Core(G)|
2
⌋
.
Proof. Notice that, since G is a unicyclic graph, then, G must satisfy just the conditions
of one of the following propositions: 5.4, 5.5, 5.6, 5.8, 6.1 or 6.3. That is, we can divide
the unicyclic graphs into six disjoint sets.
Case 1: Suppose that G satisfies the conditions of Proposition 5.4.
By Proposition 5.4 we have that
Core(G) = Core(G{v})
⋃
Core(G−G{v}),
V (GN (G)) = V (GN(G{v}))
⋃
V (GN(G−G{v}) and
∅ = Supp(G) ∩ Core(G).
Thus, using the Lemma 7.3, the matching number of G is given by
ν(G) = |Core(G{v})|+|Core(G−G{v})|+
|V (GN (G{v}))|+ |V (GN(G−G{v}))|
2
= |Core(G)|+
|V (GN(G))|
2
= |Core(G)|+
⌊
|V (GN(G))|
2
⌋
= |Core(G)|+
⌊
|V (GN(G))| − |Supp(G) ∩ Core(G)|
2
⌋
.
Case 2: Suppose that G satisfies the conditions of Proposition 5.5.
This case is analogous to Case 1.
Case 3: Suppose that G satisfies the conditions of Proposition 5.6
Then by Proposition 5.6, we have that
Core(G) = Core(G{v})
⋃
Core(G−G{v})
⋃
{v} and
V (GN(G)) = (V (GN (G{v})) \ {v})
⋃
V (GN(G−G{v}))
∅ = Supp(G) ∩ Core(G).
And, by Lemma 7.3, we have that the matching number of G is the following
ν(G) = |Core(G{v})|+|Core(G−G{v})|+
|V (GN (G{v}))|+ |V (GN(G−G{v}))|
2
= |Core(G)| − 1 +
|V (GN(G))|+ 1
2
= |Core(G)|+
|V (GN (G))| − 1
2
= |Core(G)|+
⌊
|V (GN (G))|
2
⌋
= |Core(G)|+
⌊
|V (GN(G))| − |Supp(G) ∩ Core(G)|
2
⌋
.
Case 4: Suppose that G satisfies the conditions of Proposition 5.8.
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By Proposition 5.8 we have that
Core(G) = Core(G{v} − v)
⋃
Core(G−G{v})
⋃
{v},
V (GN(G)) = V (GN(G{v} − v))
⋃
V (GN (G−G{v})) and
∅ = Supp(G) ∩ Core(G).
And, using the Lemmas 7.3 and 7.9 we have that the matching number of G is given
by
ν(G) = |Core(G{v})|+|Core(G−G{v})|+
|V (GN (G{v}))|+ |V (GN(G−G{v}))|
2
= |Core(G{v} − v)|+|Core(G−G{v})|+
|V (GN(G{v} − v))|
2
+
|V (GN (G−G{v}))|
2
+ 1
= |Core(G)|+
|V (GN(G))|
2
= |Core(G)|+
⌊
|V (GN(G))|
2
⌋
= |Core(G)|+
⌊
|V (GN(G))| − |Supp(G) ∩ Core(G)|
2
⌋
.
Case 5: Suppose that G satisfies the conditions of Proposition 6.1.
By Proposition 6.1 we have that
Core(G) = Core(G− C) =
k⋃
i=1
Core(Ti) and
V (GN(G)) = V (C)
⋃( k⋃
i=1
V (GN (Ti))
)
∅ = Supp(G) ∩ Core(G).
And, by Lemma 7.4, the matching number of G is the following
ν(G) =
⌊
|V (C)|
2
⌋
+
k∑
i=1
|Core(Ti)|+
|V (GN (Ti))|
2
= |Core(G)|+
⌊
|V (GN (G))|
2
⌋
= |Core(G)|+
⌊
|V (GN(G))| − |Supp(G) ∩ Core(G)|
2
⌋
.
Case 6: Suppose that G satisfies the conditions of Proposition 6.3.
By Proposition 6.3, we know that
Core(G) = V (C) ∪

 ⋃
v∈V (C)
Core(G{v})

 ,
V (GN (G)) =
⋃
v∈V (C)
V (GN (G{v}) and
V (C) = Supp(G) ∩ Core(G).
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Consider that G− C =
k⋃
i=1
Ti, where the Ti’s are the connected components of G− C.
Now, note that ν(G{v}) = ν(G{v} − v), because v ∈ Supp(G{v}). And, using Lemma
7.4, we obtain that the matching number is satisfies
ν(G) =
⌊
|V (C)|
2
⌋
+
k∑
i=1
|Core(Ti)|+
|V (GN(Ti))|
2
=
|V (C)|
2
+
k∑
i=1
ν(Ti) = −
|V (C)|
2
+ |V (C)|+
k∑
i=1
ν(Ti)
= −
|V (C)|
2
+ |V (C)|+
∑
v∈V (C)
ν(G{v} − v)
= −
|V (C)|
2
+ |V (C)|+
∑
v∈V (C)
ν(G{v})
= −
|V (C)|
2
+ |V (C)|+
∑
v∈V (C)
|Core(G{v})|+
|V (GN (G{v}))|
2
= |Core(G)|+
|V (GN(G))| − |Supp(G) ∩ Core(G)|
2
= |Core(G)|+
⌊
|V (GN(G))| − |Supp(G) ∩ Core(G)|
2
⌋
.

Lemma 7.11. If T is a tree, then
⋂
I∈I(T )
I = Supp(T ).
Proof. Given a vertex v ∈
⋂
I∈I(T )
I. If v ∈ Core(T ) ∪ V (GN(T )), then by Lemmas
7.6 and 7.7 there is a J ∈ I(T ) such that v /∈ J , which is a contradiction, because
v ∈
⋂
I∈I(T )
I. Therefore, v ∈ Supp(T ).
Now, given a vertex v ∈ Supp(T ). If v /∈
⋂
I∈I(T )
I, then there is a maximum inde-
pendent set J ∈ I(T ) such that v /∈ J . Note that, given c ∈ Core(T ) then by Lemma
7.7 we have that c /∈ J . Thus, J = {s1, s2, . . . , sk} ∪ {n1, n2, . . . , nr}, where for all i
we have that si ∈ Supp(T ) and ni ∈ V (GN (T )). Therefore, J ∪ {v} is an independent
set of T , because {s1, s2, . . . , sk} ∪ {v} ⊆ Supp(T ) and by Lemma 2.3 Supp(T ) is an
independent set of T . Moreover, |J ∪ {v}| = |J | + 1 > |J |, which is a contradiction,
because J ∈ I(T ). Hence, v ∈
⋂
I∈I(T )
I. 
The Lemma 7.12 will be used to prove the Theorem 7.13.
Lemma 7.12. Let G be a unicyclic graph and C its cycle. Consider that G−C =
k⋃
i=1
Ti,
where the Ti’s are the connected components of G−C. If G is a unicyclic graph of Type
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II, then
∑
v∈V (C)
|Supp(G{v})|+
|V (GN(G{v}))|
2
= |V (C)|+
k∑
i=1
|Supp(Ti)|+
|V (GN (Ti))|
2
.
Proof. Given Iv ∈ I(G{v}) and since that G is a unicyclic graph of Type II we have
that v ∈ Supp(G{v}). Using the Lemma 7.11 we have that
Supp(G{v}) =
⋂
I∈I(G{v})
I,
thus v ∈ Iv. We will show that Iv − {v} ∈ I(G{v} − v). Suppose that Iv − {v} /∈
I(G{v} − v). Therefore, there is an independent set J of G{v} − v such that
|J | > |Iv − {v}| = |Iv| − 1. (7)
As G{v}− v is a subgraph of G{v}, we have that J is also independent set of G{v}.
Then
|J | ≤ |Iv|. (8)
Using (7) and (8) we obtain that |Iv| ≥ |J | > |Iv| − 1. It implies that |J | = |Iv|, thus
J ∈ I(G{v}). Which is a contradiction, because v /∈ J and we know that v is in every
maximum independent set of G{v}. Then, we have that Iv−{v} ∈ I(G{v} − v). Note
that
⋃
v∈V (C)
G{v} − v =
k⋃
i=1
Ti. By Lemma 7.5 we have that
α(Ti) = |Supp(Ti)|+
|V (GN(Ti))|
2
and α(G{v}) = |Supp(G{v})|+
|V (GN (G{v}))|
2
where i ∈ {1, . . . , k} and v ∈ V (C). Then
∑
v∈V (C)
−1 + α(G{v}) =
∑
v∈V (C)
α(G{v} − v) =
k∑
i=1
α(Ti)
∑
v∈V (C)
−1 +
∑
v∈V (C)
α(G{v}) =
k∑
i=1
α(Ti)
−|V (C)|+
∑
v∈V (C)
|Supp(G{v})|+
|V (GN(G{v}))|
2
=
k∑
i=1
|Supp(Ti)|+
|V (GN (Ti))|
2
.

Theorem 7.13. Let G be a unicyclic graph and C its cycle. If V (C) ⊆ V (GN (G)),
then
α(G) = |Supp(G)|+
⌊
|V (GN (G))|
2
⌋
,
otherwise,
α(G) = |Supp(G)|+
⌈
|V (GN (G))| − |Supp(G) ∩ Core(G)|
2
⌉
.
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Proof. If V (C) ⊆ V (GN (G)), then G can not satisfy the conditions of propositions 5.5,
5.8, 5.6 and 6.3, because in propositions 5.5, 5.8, 5.6 and 6.3 we have that V (C) *
V (GN (G)).
Case 1: Suppose that G satisfies the conditions of Proposition 5.4.
By Proposition 5.4 we have that
Supp(G) = Supp(G{v})
⋃
Supp(G−G{v}) and
V (GN(G)) = V (GN(G{v}))
⋃
V (GN(G−G{v}).
Using the Lemma 7.1, we can say that the independence number of G is
α(G) = |Supp(G{v})|+ |Supp(G−G{v})|+
|V (GN (G{v}))|+|V (GN(G−G{v}))|
2
= |Supp(G)|+
|V (GN (G))|
2
= |Supp(G)|+
⌊
|V (GN(G))|
2
⌋
.
Case 2: Suppose that G satisfies the conditions of Proposition 6.1.
By Proposition 6.1 we have that
Supp(G) = Supp(G− C) =
k⋃
i=1
Supp(Ti) and
V (GN(G)) = V (C)
⋃( k⋃
i=1
V (GN(Ti))
)
.
Using the Lemma 7.2 we have that the independence number of G is given by
α(G) =
⌊
|V (C)|
2
⌋
+
k∑
i=1
|Supp(Ti)|+
|V (GN(Ti))|
2
= |Supp(G)|+
⌊
|V (GN(G))|
2
⌋
.
Now, suppose that V (C) * V (GN (G)). Note that G can not satisfy the conditions
of Proposition 6.1, because in Proposition 6.1 we have that V (C) ⊆ V (GN (G)).
Case 1: Suppose that G satisfies the conditions of Proposition 5.4.
By Proposition 5.4 we have that
Supp(G) = Supp(G{v})
⋃
Supp(G−G{v}),
V (GN (G)) = V (GN(G{v}))
⋃
V (GN(G−G{v}) and
∅ = Supp(G) ∩ Core(G).
Using the Lemma 7.1, we can say that the independence number of G is
α(G) = |Supp(G{v})|+ |Supp(G−G{v})|+
|V (GN (G{v}))|+|V (GN(G−G{v}))|
2
= |Supp(G)|+
|V (GN (G))|
2
= |Supp(G)|+
⌈
|V (GN(G))|
2
⌉
= |Supp(G)|+
⌈
|V (GN (G))| − |Supp(G) ∩ Core(G)|
2
⌉
.
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Case 2: Suppose that G satisfies the conditions of Proposition 5.5.
This case is analogous to Case 1.
Case 3: Suppose that G satisfies the conditions of Proposition 5.6
Then by Proposition 5.6, we have that
Supp(G) = Supp(G{v})
⋃
Supp(G−G{v}),
V (GN(G)) = (V (GN(G{v})) \ {v})
⋃
V (GN(G−G{v})) and
∅ = Supp(G) ∩ Core(G).
Using the Lemma 7.1 we have that the independence number of G is given by
α(G) = |Supp(G{v})|+
|V (GN(G{v}))|
2
+ |Supp(G−G{v})|+
|V (GN(G−G{v}))|
2
= |Supp(G)|+
⌈
|V (GN (G{v}))| − 1
2
⌉
+
|V (GN(G−G{v}))|
2
= |Supp(G)|+
⌈
|V (GN (G{v})) \ {v}|
2
⌉
+
|V (GN(G−G{v}))|
2
= |Supp(G)|+
⌈
|V (GN (G))|
2
⌉
= |Supp(G)|+
⌈
|V (GN (G))| − |Supp(G) ∩ Core(G)|
2
⌉
.
Case 4: Suppose that G satisfies the conditions of Proposition 5.8.
By Proposition 5.8 we have that
Supp(G) = Supp(G{v} − v)
⋃
Supp(G−G{v}),
V (GN(G)) = V (GN(G{v} − v))
⋃
V (GN (G−G{v})) and
∅ = Supp(G) ∩ Core(G).
Using the Lemmas 7.1 and 7.8, we have that the independence number of G is given
by
α(G) = |Supp(G{v})|+ |Supp(G−G{v})|+
|V (GN (G{v}))|+ |V (GN(G−G{v}))|
2
= |Supp(G{v} − v)|+|Supp(G−G{v})|+
|V (GN (G{v} − v))|
2
+
|V (GN(G−G{v}))|
2
= |Supp(G)|+
|V (GN(G))|
2
= |Supp(G)|+
⌈
|V (GN(G))|
2
⌉
= |Supp(G)|+
⌈
|V (GN (G))| − |Supp(G) ∩ Core(G)|
2
⌉
.
Case 5: Suppose that G satisfies the conditions of Proposition 6.3.
26 L. E. ALLEM, D. A. JAUME, G. MOLINA, M. M. TOLEDO, AND V. TREVISAN
By Proposition 6.3, we know that
Supp(G) =
⋃
v∈V (C)
Supp(G{v}),
V (GN (G)) =
⋃
v∈V (C)
V (GN(G{v}) and
V (C) = Supp(G) ∩ Core(G).
Consider that G−C =
k⋃
i=1
Ti, where the Ti’s are the connected components of G−C.
Using the lemmas 7.2 and 7.12, we have that the independence number of G is given
by
α(G) =
⌊
|V (C)|
2
⌋
+
k∑
i=1
|Supp(Ti)|+
|V (GN(Ti))|
2
=
|V (C)|
2
+
k∑
i=1
|Supp(Ti)|+
|V (GN(Ti))|
2
= −
|V (C)|
2
+ |V (C)|+
k∑
i=1
|Supp(Ti)|+
|V (GN(Ti))|
2
= −
|Supp(G) ∩ Core(G)|
2
+
∑
v∈V (C)
|Supp(G{v})|+
|V (GN(G{v}))|
2
= |Supp(G)|+
|V (GN(G))| − |Supp(G) ∩ Core(G)|
2
= |Supp(G)|+
⌈
|V (GN(G))| − |Supp(G) ∩ Core(G)|
2
⌉
.

We refer to the example given in the Introduction of this paper for an illustration of
the use of theorems 7.10 and 7.13. Further, we observe that I = {a, b, e, f, i, j, ℓ,m, n, r} ∈
I(G) and M = {{a, c}, {v, j}, {d, ℓ}, {o,m}, {p, n}, {r, q}, {f, g}, {h, i}} ∈ M(G). Be-
cause |I| = 10 and |M | = 8.
In the following example, we use the theorems 7.10 and 7.13 to obtain α(G) and ν(G)
of the unicyclic graph G in Figure 4. Consider C the cycle of G. Computing the sup-
port, core and N -vertices of G we obtain that Supp(G) = {h, g, i, j, ℓ,m, t, u, w, v, y, z},
Core(G) = {f, i, r, s, x} and V (GN(G)) = {a, b, c, d, e,m, n, o, p}.
Observe that V (C) ⊆ V (GN (G)). Therefore, by theorems 7.10 and 7.13, the inde-
pendence and matching numbers of G are given by
α(G) = |Supp(G)|+
⌊
|V (GN (G))|
2
⌋
= 11 +
⌊
9
2
⌋
= 15
ν(G) = |Core(G)|+
⌊
|V (GN(G))| − |Supp(G) ∩ Core(G)|
2
⌋
= 5 +
⌊
9− 0
2
⌋
= 9.
Notice that I = {g, h, j, ℓ,m, u, v, w, t, z, y, a, c, o, q} ∈ I(G) and M = {{a, b}, {d, c},
{f, g}, {n, o}, {p, q}, {r, v}, {s, u}, {x, y}, {m, i}} ∈ M(G). Because |I| = 15 and |M | =
9.
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Figure 4. Unicyclic graph G its support.
In the next example, we use the theorems 7.10 and 7.13 to obtain α(G) and ν(G)
of the unicyclic graph G in Figure 5. Consider C the cycle of G. Computing the
support, core and N -vertices of G we obtain that Supp(G) = {b, c, d, e, j, ℓ, u, v, z, w},
Core(G) = {f, a, i, u, v, z, w} and V (GN (G)) = {g, h}.
u v
wz
a
b c d e
f g h
i
j
ℓ
Figure 5. Unicyclic graph G and its support.
Notice that V (C) * V (GN (G)). Therefore, by theorems 7.10 and 7.13, we have that
the independence and matching numbers of G are given by
α(G) = |Supp(G)|+
⌈
|V (GN(G))| − |Supp(G) ∩ Core(G)|
2
⌉
= 10 +
⌈
2− 4
2
⌉
= 9
ν(G) = |Core(G)|+
⌊
|V (GN (G))| − |Supp(G) ∩ Core(G)|
2
⌋
= 7 +
⌊
2− 4
2
⌋
= 6.
Observe that I = {b, c, d, e, g, j, ℓ, v, z} ∈ I(G) and M = {{a, b}, {e, f}, {i, j}, {g, h},
{u, v}, {z, w}} ∈ M(G). Because |I| = 9 and |M | = 6.
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