Abstract. In the present article we provide a sufficient condition for a closed set F ∈ R d to have the following property which we call c-removability: Whenever a function f : R d → R is locally convex on the complement of F , it is convex on the whole R d . We prove that no generalized rectangle of positive Lebesgue measure in R 2 is c-removable. Our results also answer the following question asked in an article by Jacek Tabor and Józef Tabor [J. Math. Anal. Appl. 365 (2010)]: Assume the closed set F ⊂ R d is such that any locally convex function defined on R d \ F has a unique convex extension on R d . Is F necessarily intervally thin (a notion of smallness of sets defined by their "essential transparency" in every direction)? We prove the answer is negative by finding a counterexample in R 2 .
Introduction
The present article is mostly motivated by the work [5] about negligible sets for convexity of functions in R d , where an interesting open problem was raised. We shall need the following notion introduced in [5] .
A set A ⊂ R d is called intervally thin if for any x, y ∈ R d and any ε > 0 there exist x ′ ∈ B(x, ε) and y ′ ∈ B(y, ε) such that [x ′ , y ′ ] ∩ A = ∅.
Problem TT. Let A ⊂ R n be closed. Suppose that for an arbitrary open set U containing A every locally convex function f : U \ A → R has a unique extension on U . Is it then necessarily true that A is intervally thin?
Arguably our main result is that the answer to this question is negative. Example 4.2 and Remark 4.3 provide a closed set K which is not intervally thin, but which enjoys the "unique extension property for convex functions" (UEP) from Problem TT. We took the liberty of calling this set K "the Holey Devil's Staircase" since it is the graph of the classical Cantor function (the Devil's Staircase) minus all the horizontal open line segments contained in the graph (in other words, it is the graph of the restriction of the Cantor function to the Cantor set).
One can readily verify that the Holey Devil's Staircase is not intervally thin. It is enough to consider the last intersection of the graph of the Cantor function with any line segment with endpoints in (−∞, 0) × 0, To prove that K has the UEP, is considerably more difficult and our effort in this direction has inspired a large part of this article.
The main result of [5] is essentially the following theorem. Note that since we restrict our attention to convex functions (as opposed to ω-semiconvex functions studied in [5] ), we change the formulation of the theorem accordingly:
Theorem TT. Let U be an open subset of R d and let A be a closed intervally thin subset of U . Let f : U \ A → R be a locally convex function. Then f has a unique locally convex extension on U .
The proof of this theorem consists of two principal steps: (1) First, one proves that there is a unique continuous extension; this is the more difficult part. (2) Once one has the continuous extension, it is then easy to prove that it is convex.
Our aim is to apply this scheme to our set K. It turns out that in this case the easier step is (1); we only need a simple generalization of the corresponding theorem from [5] -which we have in Lemma 4.1.
Performing step (2) for K is the crucial part and it motivates the introduction of c-removable sets with the consequent natural question: Which sets are c-removable?
Definition. We say that a closed set A ⊂ R d is c-removable if the following is true: Every real function f on R d is convex whenever it is continuous on R d and locally
A consequence of Theorem TT is that all closed intervally thin sets are cremovable, but this fact does not help us. In R 2 we were able to find a sufficient condition more general than interval thinness which covers also the case of our set K:
2 be compact and intervally thin in two different directions. Assume that for a dense set of line segments L ⊂ R 2 the cardinality of K ∩ L is at most countable. Then K is c-removable.
Here interval thinness of K in a direction means that to any given line segment in that direction we can find arbitrarily close line segments contained in the complement of the set K. It is not difficult to see that for any closed set K intervally thin in a direction v, any continuous function which is locally convex outside K is necessarily convex on all lines parallel to v. Hence, the assumption of interval thinness of K in two directions ensures that our function is convex in those two directions (i.e. is essentially separately convex) which we can use further in the proof-the key Lemma 3.1 tells us that a separately convex function cannot "have a concave angle" on any line.
The condition from the proposition may seem rather artificial, but it emerges quite naturally from our method of the proof. What is more, it is easily seen to be more general than interval thinness and is fulfilled by K. (Hence, the Holey Devil's Staircase is c-removable.) However, we were not able to generalize this condition to higher dimensions; instead, we used the geometric measure theory to obtain the following theorem which in R 2 is strictly weaker than Proposition 1.
This condition does not include interval thinness because there are intervally thin sets of positive d-dimensional measure in R d . For instance, in R 2 one can construct such a set by taking the full unit square and digging in it countably many straight tunnels in such a way that the rest is intervally thin but still of positive measure. Among other signs, also from this fact it seems rather obvious that this theorem is far from being a characterization of c-removable sets. In fact, it is not even clear whether all c-removable sets in R 2 are totally disconnected; from the considerations contained in the second part of Section 5 it seems plausible that the Koch curve might be an example of a non-trivial c-removable continuum in R 2 . (Of course, such an example has to be rather complicated as it is not difficult to prove that no smooth curve in R 2 is c-removable.) On the other hand, we have the following. This theorem is interesting only for A, B totally disconnected (otherwise A × B contains a non-degenerated line segment and the statement is trivial). However, we do not know (and would like to know) whether e.g. the Cantor dust (C × C where C is the Cantor set) is c-removable. As a matter of fact, possibly the most interesting of related open problems is:
Problem. Is there a closed totally disconnected Lebesgue null set in R 2 which is not c-removable?
It is worth pointing out that Theorem 2 is related to the recent work [4] where a totally disconnected compact set which is not c-removable is constructed. The construction is rather complicated, but the witnessing function has a compact support, making the example stronger. However, even Theorem 2 is enough to achieve the main goal of [4] , which is to disprove a theorem by L. Pasqualini from 1938 [3, Theorem 51] stating that any totally disconnected compact set in R 2 is c-removable. It was the connection to this old article what convinced us that, of the two steps involved in the proof of Theorem TT, the crucial one is actually the second.
Notation and basic facts
All spaces shall be equipped with the Euclidean metric. We denote by B(x, ε) the open ball (with respect to the Euclidean metric) with the centre x and radius ε. Since confusion is unlikely, the symbol (x, y) denotes an open interval in R as well as the point in R 2 with coordinates x and y. Similarly the symbol [x, y] may denote a closed interval (when x, y ∈ R) as well as the line segment with endpoints x and y (when
and α a countable ordinal we denote the α-th Cantor-
Let U ⊂ R d be open and f : U → R be a function. We say that f is locally convex on U if for some open convex V ⊂ U the function f | V is convex. It is easy to see that a locally convex function is convex on any convex set contained in its domain.
Since we will work only with the case k = d − 1, we will call (d − 1)-rectifiable sets just rectifiable. Let G(d, k) be the Grassmannian of k-dimensional linear subspaces of R d equipped with the unique invariant probability measure ν d k . Besides the Hausdorff measure we will also use the k-dimensional Favard measure (integralgeometric measure) I k on R d which is for a Borel set M defined as
where p V is the orthogonal projection to V and the number β(d, k) is a non-zero constant depending only on d and k whose precise value is not important for us. We will also need the following properties of the Favard measures.
Then M can be expressed as a union of a rectifiable set R and a set P satisfying
Separately convex functions
The following lemma is a variant of an unpublished observation by V.Šverák (see [6] ). For the convenience of the reader we provide a proof as we were not able to find one in the literature.
for every x.
Proof. Without any loss of generality we can suppose that x = (0, 0), f (z) = 0 and that there is a sequence t n ց 0 such that for each n ∈ N,
For t > 0 put
Note that, since f is separately convex for every t,
Now we shall prove the following claim. If for some t 0 and some p, σ(t n ) ≥ pt n for every n,
This is enough to prove the lemma since (2) and (1), together with the above claim, imply σ(t n ) ≥ L for every n and every L ∈ R, which is not possible.
To prove the claim, first observe that due to (1) we know that for each n,
This implies for each n,
By separate convexity of f , we get that
Using the separate convexity of f one more time together with (1) we get
d with x − y parallel to v, and any ε > 0, there exist x ′ ∈ B(x, ε) and
Proof of Theorem 1. First we claim that for every non-convex function f , there is a line L such that L ∩ M is countable and f | L is non-convex. Moreover, L can be found such that v ∈ Lin{n i : i ∈ J} for no J {1, . . . , d}, where v is the direction of L.
To prove the claim first express M as a countable union of sets M n satisfying
.13] we can express each M n in the form P n ∪ R n with I d−1 (P n ) = 0 and R n rectifiable. Fix n ∈ N. Using [1, 3.2.26] we see that
This means, by the definition of the Favard measure, that for almost every H ∈ G(d, d − 1), almost every line perpendicular to H intersects R n in at most finitely many points. In particular, this means that almost every line intersects M in finitely many points. So, putting P = P n and R = R n , we have that I d−1 (P ) = 0, and also that almost every line intersects R in at most countably many points. Hence, almost every line intersects M = P ∪ R in at most countably many points.
Since f is non-convex, the set A consisting of all lines L such that f | L is nonconvex has a positive measure. To finish the proof of the claim we simply pick a line from A such that L ∩ M is at most countable.
Fix z ∈ L. Due to the last part of the claim, we can suppose (possibly by composing f with a suitable affine mapping) that
(1, 1, . . . , 1) and such that z = (0, 0, . . . , 0). Now, we will prove the statement of the theorem using induction on d. Suppose that d = 2 and that f is locally convex on M c . Put K := M ∩ L; then K is a countable compact. By Lemma 3.1 we know that if f | L is convex on N c for some N then it is convex on a neighbourhood of any isolated point N . This means that f L is convex on K (α) for every countable ordinal α. But, since K is a countable compact, there is a countable ordinal β such that K (β) = ∅ which is a contradiction with the assumption of f being non-convex. This finishes the proof for d = 2.
Suppose that the lemma is true for every d up to k − 1 ≥ 2, we will prove that it is true for d = k as well. Put ν := v − v · e 1 , A(p) := pe 1 + Lin{e 2 , . . . , e d } and L(p) := pe 1 + Lin{ν} for p ∈ R. Then it is easy to verify that one of the following two statements is true:
(a) f | L(p) is non-convex for every p from some interval (a, b),
is convex for every p. If (a) is valid than by [2, Theorem 7 .7] we know that M ∩ A(q) is of σ-finite (d − 2)-dimensional Hausdorff measure for some q ∈ (a, b). But this is not possible by applying induction procedure to the function f | A(q) .
One the other hand, (b) is not possible either. Indeed, we can apply Lemma 3.1 to f | Lin{v,e1} the same way as in the proof of the case d = 2.
Note that the proof for d = 2 directly gives us Proposition 1.
Extensions of locally convex functions
Definition. We say that a set A ⊂ R d is totally disconnected in a direction v ∈ S d−1 if the set A ∩ l is totally disconnected for every line l parallel to v.
The following lemma is a refinement of [5, Theorem 3.1] (note that the non-trivial part of the theorem is the existence of a unique continuous extension). Proof. Let f : U → R be locally convex on A c ∩ U . Choose x ∈ U and ε > 0 we need prove that there is a δ > 0 such that if |x − a|, |x − b| ≤ δ and a, b ∈ U ∩ A c then |f (a) − f (b)| < ε. Without any loss of generality we can suppose that x = 0 and that v is parallel to one of the coordinate axis.
For u ∈ R d and r > 0 put l u := u + Lin{v} and C(u, r) := u + [−r, r] d . Since A is totally disconnected in the direction v we can find α > 0 and α 2 > γ > 0 such that for y := αv we have C(y, γ), C(−y, γ) ⊂ A c ∩ U. Since f is locally convex on A c and therefore locally Lipschitz on A c , there is K > 0 such that f is K-Lipschitz on both C(y, γ) and C(−y, γ). Using the fact that A is totally disconnected in the direction v again, we can find min ε 25K , α − 2γ > λ > 0 such that for z := λv we have z ∈ A c . Since f is continuous on A c , there is λ > δ > 0 such that for every u ∈ C(z, δ) we have |f (z) − f (u)| ≤ 
Now, consider for instance the inequality f (a) − f (x a ) ≥ ε 4 . Since A is intervally thin in the direction v there are three colinear points s y ∈ C(−y, γ), s a ∈ C(x, δ) and s x ∈ C(z, δ) such that [s y , s x ] ⊂ U \ A and such that
Then we have
Moreover,
Using (4) and (5) we obtain
Choose an arbitrary w ∈ ([s y , s x ] \ {s y }) ∩ C(−y, γ 
which is not possible. The remaining cases in (3) can be proved following the same lines.
Example 4.2.
There is a compact set K ⊂ R 2 which is not intervally thin and such that for every f : K c → R locally convex on K c there is a convex extension F : R 2 → R.
Proof. Let h : [0, 1] → [0, 1] be the classical Cantor function (the Devil's Staircase) and let C ⊂ [0, 1] be the Cantor ternary set. Now define the set K as the graph of h restricted to C. First note that H 1 (K) < H 1 (graph h) < ∞ and that K is intervally thin in directions (1, 0) and (0, 1). Therefore using Theorem 1 and Lemma 4.1 we obtain that K has the desired extension property and so it remains to prove that K is not intervally thin. Define H : R → R by H = h on [0, 1], H = 0 on (−∞, 0) and H = 1 on (1, ∞). Then R 2 \ graph H has two components, say C + and C − , and therefore for any ) and set
Remark 4.3. Note that the set K from Example 4.2 also provides an answer to Problem TT (see the introduction) in the negative. This can be seen from the fact that the argument used in the proof of Example 4.2 can be easily localized using the self affinity of K.
Two examples
In the first part of this section we prove Theorem 2 which provides us with a very natural class of examples of sets which are not c-removable. We shall need the following definitions.
Let β, ε > 0. Then we define the function g β,ε : R 2 → R by
For w ∈ R, set g w β,ε (x, y) := g β,ε (x − w, y) and h Further, define the functions f i : R 2 → R, i ∈ {1, 2, 3, 4}, as follows:
and f 2 (x, y) := f 1 (x, −y), f 3 (x, y) := f 1 (y, x) and f 4 (x, y) := f 3 (−x, y). Again, it is easy to check that the functions f i , i = 1, 2, 3, 4 are C 1 and that the Hessian matrix of (e.g.) f 1 in R × (1, ∞) and R × (−∞, 1), respectively, is (9) 
and define the set K ⊂ R as
Then f has the following properties:
(a) It is non-convex, since
Proof. First, we need to check that f is a well-defined function. To that end, it is sufficient to note that for any R > 1 and any i ∈ N the maximum of g i on [−R, R] 2 is attained at the point (R, R) and is less than β i R 2 + 2ε i 2R. Obviously, the same is true for h i , and so the infinite series in the definition of f converges locally uniformly on R 2 . Now, the Hessian matrix of f at a point (x, y) ∈ R 2 \ K 2 need not exist; however, all the summands in the definition of f , excluding ϕ, are convex functions. Since the sum of convex functions is convex, it is enough to prove that at any point (x, y) outside K 2 we can find finitely many f i 's, g i 's and h i 's such that their sum together with −xy has a positively definite Hessian matrix at (x, y).
This is easy to do if (x, y) / ∈ [−1, 1] 2 ; in this case we only need to use one of the f i 's. For example, if (x, y) ∈ R × (1, ∞), then we see from (9) and (10) that ϕ + f 1 is convex at (x, y).
The "worst case" is that (x, y) ∈ [−1, 1] 2 lies in a single vertical stripe of the form (w k − ε k , w k + ε k ) × R (fix the k) and not in any of the horizontal stripes of the form R × (w i − ε i , w i + ε i ). In this case we find a finite set F ⊂ N such that (x, y) does not lie on the boundary of any stripe of the form R × (w i − ε i , w i + ε i ) with i ∈ F (which can happen at most twice) and such that
Let us now consider the function
Since we know that (x, y) does not lie on the boundary of any of the stripes (horizontal or vertical) involved in the definition of f F , the Hessian matrix of f F exists on a convex open neighbourhood U of (x, y) and it is easy to see from (7) and (8) that its determinant satisfies
As ∂ 2 fF ∂x 2 > 0, we obtain that f F is convex on U . On the other hand, f − f F is convex and therefore f is convex on U ; one can check the other cases in a similar way concluding the proof of property (b).
It remains to verify property (a). Denote
An easy computation shows that
and clearly the same is also true if we substitute all the occurrences of g in the definition of δ i by h. Hence,
We also have
The last two facts clearly imply (a).
Proof of Theorem 2. If A × B contains a line segment then it is not c-removable as follows from [5, Example 2.1]. From now on, assume that the sets A and B are totally disconnected. By the Lebesgue density theorem we can find points a ∈ R and b ∈ R which are density points of A and B respectively. Without loss of generality assume that a = b = 0; since A and B are both closed, 0 ∈ A ∩ B. Then 0 is clearly a point of density of A ∩ B ∩ (−A) ∩ (−B); consequently we can further assume that the sets A and B are symmetrical. We shall prove that (A ∩ B)
2 is not c-removable. Take an r > 0 such that Since f is convex on [s i , b i ] we have for every i,
Finally, for i = 0 and any k > 0 we obtain 
Open problems
The following general question is likely to be very difficult to answer, but naturally arises from the introducion of the notion of c-removability.
Problem 6.1. Is there any interesting characterization of c-removable sets?
However, there are several other interesting problems whose solutions might contribute to our understanding of the matter. Note that if one could prove that there is a dense set of lines intersecting the Koch curve in countably many points, the answer would be positive; this would follow from the proof of Theorem 1.
