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Abstract	
	 The	purpose	of	this	study	was	to	build	a	customer	selection	model	based	on	
20	 dimensions,	 including	 customer	 codes,	 total	 contribution,	 assets,	 deposit,	
profit,	profit	rate,	trading	volume,	trading	amount,	turnover	rate,	order	amount,	
withdraw	amount,	withdraw	rate,	process	fee,	process	fee	submitted,	process	fee	
retained,	 net	 process	 fee	 retained,	 interest	 revenue,	 interest	 return,	 exchange	
house	 return	 I,	 exchange	 house	 return	 II,	 to	 group	 and	 rank	 customers.	 The	
traditional	 way	 to	 group	 customers	 in	 securities/futures	 companies	 is	 simply	
based	 on	 their	 assets.	 However,	 grouping	 customers	 with	 respect	 to	 only	 one	
dimension	cannot	give	us	a	full	picture	about	customers’	attributions.	It	is	hard	to	
group	 customers’	with	 similar	 attributions	 or	 values	 into	 one	 group	 if	we	 just	
consider	 assets	 as	 the	 only	 grouping	 criterion.	 Nowadays,	 securities/futures	
companies	usually	group	customers	based	on	managers’	experience	with	lack	of	
quantitative	 analysis,	 which	 is	 not	 effective.	 Therefore,	 we	 use	 kmeans	
unsupervised	 learning	methods	 to	 group	 customers	with	 respect	 to	 significant	
dimensions	 so	 as	 to	 cluster	 customers	 with	 similar	 attributions	 together.	
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Grouping	is	our	first	step.	It	is	the	horizontal	analysis	in	customer	study.	The	next	
step	 is	 customer	 ranking.	 It	 is	 the	 longitudinal	 analysis.	 It	 ranks	 customers	 by	
assigning	 each	 customer	with	 a	 certain	 score	 given	 by	 our	weighted	 customer	
value	calculation	formula.	Therefore,	by	grouping	and	ranking	customers,	we	can	
differentiate	 our	 customers	 and	 rank	 them	 based	 on	 values	 instead	 of	 blindly	
reaching	everyone.	 	
	
Introduction	
	 In	 recent	 years,	 China	 Securities	 Regulatory	 Commission	 (CSRC)	 requires	
securities	companies	to	properly	group	and	classify	customers.	According	to	the	
new	regulation	in	2010,	securities	companies	should	follow	up	customers	more	
frequently,	which	is	no	less	than	10%	of	the	total	number	of	customers	in	the	end	
of	last	year.	Many	big	securities	companies	have	tried	to	use	statistical	methods	
to	group	and	rank	their	customers,	but	the	results	were	not	satisfactory.	 	 Many	
common	 statistical	 methods	 that	 can	 be	 applied	 in	 this	 problem	 are	 linear	
regression,	 logistic	regression,	clustering,	decision	tree,	random	forest,	gradient	
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boosting	method	and	support	vector	machine.	In	this	paper,	we	apply	clustering	
method	 in	 horizontal	 analysis	 and	 gradient	 boosting	 method	 in	 longitudinal	
analysis.	 	
	 Clustering	is	the	partitioning	or	grouping	process	in	a	given	set	of	patterns	to	
produce	disjoint	 clusters	 (Alsabti,	Ranka	&	Singh,	 2002).	This	 algorithm	works	
iteratively	to	assign	each	data	point	to	one	of	k	groups	based	on	feature	similarity.	
We	can	get	the	centroids	of	the	k	clusters	and	labels	for	the	training	data,	since	
each	data	point	is	assigned	to	a	single	cluster.	However,	choosing	the	number	of	k	
is	 a	 tricky	 part	 in	 this	 algorithm.	Normally	 speaking,	 k	 can	 be	 specified	 by	 the	
user	 with	 reference	 to	 the	 background	 information.	 Nevertheless,	 we	 can	 use	
elbow	method	to	identify	the	number	of	clusters	by	observing	the	change	of	the	
direction	 of	 the	 cost	 function	 (Gorakala	 S.K.	 &	 Usuelli	 M.	 (2015)	 Building	 a	
Recommendation	System	with	R.	Birmingham,	UK:	Packt	Publishing	Ltd.).	 In	our	
case,	we	use	elbow	method	to	 identify	the	number	of	clusters	and	compare	the	
answer	to	our	experience.	The	two	answers	are	the	same.	 	
	 We	use	stochastic	gradient	boosting	in	customer	ranking	analysis.	Stochastic	
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gradient	boosting	relies	on	an	empirical	approximation	of	the	true	gradient	with	
associated	with	a	particular	kind	of	regression	mean	function:	linear	regression,	
logistic	 regression,	 robust	 regression,	 Poisson	 regression,	 quantile	 regression,	
and	others	(Berk,	R.A.	(2016)	Statistical	Learning	from	a	Regression	Perspective.	
Philadelphia,	 PA:	 Springer).	 With	 stochastic	 gradient	 boosting,	 each	 tree	 is	
constructed	much	as	a	conventional	regression	tree	(Berk,	R.A.	(2016)	Statistical	
Learning	 from	 a	 Regression	 Perspective.	 Philadelphia,	 PA:	 Springer).	 The	
difference	 exists	 in	 the	 definition	 for	 the	 fitting	 target.	 Usually,	 we	 consider	
random	forest	as	“big	trees”	because	it	requires	plenty	of	trees	in	the	process,	but	
we	 think	 gradient	 boosting	 methods	 as	 “small	 trees”	 because	 we	 only	 need	 a	
number	of	trees	that	is	enough	to	observe	the	changes	in	the	loss	function	with	
OOB	(Out	of	Bagging)	data	to	get	the	stopping	point	of	the	iteration.	 	
	 In	addition,	we	can	use	 interaction	plot	 to	decide	 the	 relationship	between	
two	particular	dimensions,	 for	example,	assets	vs.	 contribution.	 It	 is	helpful	 for	
securities	companies	to	gain	insightful	findings	into	customer	values.	 	
	 This	 paper	 will	 be	 divided	 into	 two	 parts.	 The	 first	 part	 will	 introduce	
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horizontal	 analysis	 in	 customer	 grouping.	 The	 second	 part	 will	 introduce	
longitudinal	analysis	in	customer	ranking.	The	quantitative	analysis	is	developed	
in	 the	 R	 environment,	 and	 the	 dataset	 is	 from	 an	 anonymous	 big	 futures	
company	in	China.	 	
	
Customer	Grouping	
	 Before	 applying	 clustering	methods,	we	need	 to	 reduce	 the	dimensionality.	
We	 have	 20	 dimensions,	 including	 customer	 codes,	 total	 contribution,	 assets,	
deposit,	profit,	profit	rate,	trading	volume,	trading	amount,	turnover	rate,	order	
amount,	 withdraw	 amount,	 withdraw	 rate,	 process	 fee,	 process	 fee	 submitted,	
process	 fee	retained,	net	process	 fee	retained,	 interest	 revenue,	 interest	 return,	
exchange	house	return	I,	exchange	house	return	II,	but	not	all	of	them	are	useful.	
There	 are	many	ways	 to	 reduce	 dimensionality.	 One	 popular	way	 is	 to	 build	 a	
linear	 regression	model	 by	 setting	 total	 contribution	 to	be	dependent	 variable,	
and	regress	all	the	others	(except	customer	codes)	on	it.	In	order	to	comply	with	
the	 normality	 assumption,	 I	 take	 log	 of	 total	 contribution.	 P-values	 of	 each	
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variable	is	as	follows.	
assets	 deposit	 profit	 Profit	
rate	
Trading	
volume	
Trading	
amount	
Turnover	 	
rate	
<2e-16	 <2e-16	 7.43e
-14	
2e-16	 0.0208	 <2e-16	 <2e-16	
Withdraw	
Rate	 	
Process	
fee	
Process	 	
Fee	
submitted	
Process	fee	
retained	
Net	
Process	
Fee	retained	
<2e-16	 <2e-16	 <2e-16	 NA	 4.33e-05	
Order	
amount	
Withdraw	amount	 Interest	revenue	 Interest	return	
<2e-16	 <2e-16	 0.9139	 <2e-16	
Exchange	
House	return	I	
Exchange	house	
Return	II	
0.9776	 <2e-16	
We	set	critical	value	to	be	0.01,	which	is	usually	used	when	there	are	more	than	
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10,000	 data	 points.	 Based	 on	 the	 summary	 report,	 we	 delete	 customer	 codes,	
trading	 volume,	 process	 fee	 retained,	 interest	 revenue	 and	 exchange	 house	
return	I	due	to	the	insignificance	of	p-values.	The	reason	that	NA	shows	up	in	the	
variable	of	process	fee	retained	is	because	it	 is	overlapped	with	net	process	fee	
retained.	 Overlapping	 can	 also	 explain	 why	 exchange	 house	 return	 I	 is	
insignificant.	It	is	because	the	change	of	variance	in	the	dependent	variable	total	
contribution	 explained	 by	 exchange	 house	 return	 I	 can	 also	 be	 interpreted	 by	
exchange	house	return	II.	 	
We	use	 the	 left	 15	dimensions	 to	 do	 clustering	 analysis	 by	 applying	 elbow	
method	first	to	decide	K,	the	number	of	clusters.	 	
	Looking	at	the	graph,	we	see	that	change	of	direction	happens	when	k	equals	7.	It	
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complies	our	experience.	 	
Previously,	 we	 divided	 customers	 into	 seven	 groups	 based	 on	 customer	
contributions.	However,	if	we	look	at	their	assets,	we	find	that	more	than	half	of	
customers	 are	 with	 zero	 asset.	 I	 then	 sequence	 the	 exchange	 fare	 (which	 is	
equivalent	to	customers’	contribution	in	other	sense)	in	decreasing	order,	setting	
10%	 of	 total	 exchange	 fare	 as	 separating	 benchmark	 to	 count	 customers	
numbers.	 Based	 on	 the	 benchmark	 and	 according	 assets,	 I	 get	 the	 following	
results:	 The	 highest	 five	 exchange	 fare	 customers	 contribute	 10%	 overall	
amounts,	and	then	6th	to	15th,	16th	to	29th,	30th	to	48th,	49th	to	72nd,	73rd	to	109th,	
110th	 to	178th,	179th	 to	337th,	338th	 to	900th	 customers	contribute	10%	of	 total	
amounts	 respectively.	 These	 nine	 hundred	 customers	 in	 total	 contribute	 90%	
exchange	 fare.	Using	 these	 900	 customers	 (sequenced	based	 on	 their	 assets	 in	
ascending	order),	setting	the	highest	contributing	customer’s	asset	as	midpoint,	
normalize	 each	 customer’s	 asset,	 and	 then	 set	 plus	 and	 minus	 1	 sigma	 of	
standard	deviation	as	grouping	criterion	to	get	the	first	two	groups	(corresponds	
to	68%	confidence	interval),	and	then	set	plus	and	minus	2	sigma	(corresponds	
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to	95%	confidence	interval)	to	get	the	third	and	fourth	groups,	and	then	plus	and	
minus	3	sigma	(99.7%	confidence	interval)	to	get	fifth	and	sixth	groups.	Finally,	
we	let	the	extreme	values	to	be	the	seventh	group.	Apparently,	this	way	is	based	
on	 normal	 distribution.	 Although	 the	 approaches	 are	 different,	 the	 number	 of	
clusters	stays	the	same	to	be	7.	 	
	 After	 using	 elbow	 method	 to	 select	 the	 number	 of	 clusters,	 we	 can	 use	
kmeans	method	to	cluster	customers	into	7	groups.	The	results	are	as	follows.	
	
The	 less	 sparse	of	 the	 region	 is,	 the	 fewer	 customers	 are	 there.	The	bigger	 the	
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region,	the	larger	range	of	customers	is	covered.	 	
	We	see	that	the	whole	dataset	is	divided	into	7	clusters	with	sizes	to	be	86,	6,	3,	
12,	91236,	213	and	37.	Since	the	dataset	is	confidential,	we	changed	the	variable	
name	to	maintain	the	security.	However,	we	can	find	that	there	is	one	huge	group	
that	 contains	 90%	 of	 the	 customers.	 It	 is	 because	 customers	 in	 this	 group	 are	
those	with	 little	or	only	a	 few	assets	stored	 in	the	company.	Around	half	of	our	
customers	are	“empty”	customers	with	assets	to	be	0.	It	means	more	than	40,000	
customers	 are	 zero	 contribution	 customers,	 and	 90%	 of	 our	 customers	 have	
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assets	less	than	121805	yuan	in	our	company.	Except	for	this	extreme	group,	all	
the	others	are	aimed	as	our	targeting	customers.	According	to	kmeans	method,	it	
divides	 valued	 customers	 into	 six	 groups.	 It	 shows	 the	 importance	 of	 these	
customers.	 If	we	calculate	 the	 contributions	made	by	each	group	of	 customers,	
we	 find	 that	 the	 extreme	 group	 only	 contributes	 less	 than	 1%	 of	 total	
contribution	 but	 containing	 90	 percent	 of	 our	 total	 customers.	 This	 is	 the	
common	issue	faced	with	all	securities	companies.	There	is	a	famous	statement	 	
“less	than	20%	of	our	customers	contribute	more	than	80%	of	our	total	revenue”.	
It	 is	 also	 known	 as	 “2-8”	 rule.	 However,	 look	 at	 the	 company	 that	 we	 are	
analyzing,	we	have	 to	admit	 that	 the	real	situation	 is	even	worse	 than	 the	rule.	
One	suggestion	we	can	put	forward	to	this	company	is	that	instead	of	following	
up	all	customers	in	a	period	of	time,	why	not	mainly	concentrate	on	serving	the	
most	10	percent	valuable	customers?	 	
	
Customer	Ranking	
	 We	 rank	customers	by	determining	 the	weight	of	 each	dimension	accounts	
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for.	 By	 assigning	 the	 weight	 to	 each	 dimension,	 we	 can	 give	 a	 scaled	 score	 to	
every	customer	through	adding	up	the	weighted	scores	of	each	dimension.	A	very	
simple	formula	can	be	written	as	Weight	1	*	Asset	Score	+	Weight	2	*	Process	Fee	
Score	+	Weight	3	*	Holding	Position	Score.	For	example,	customer	A	has	the	score	
of	 36%	 *	 7.5	 +	 29%	 *	 6.7	 +	 7%	 *	 8.5	 +	 28%	 *	 5	 =	 6.638.	 36%	 is	 the	 weight	
assigned	to	assets	that	denotes	the	importance	of	the	dimension	of	assets	in	15	
dimensions	left.	Similarly,	29%	is	the	weight	assigned	to	process	fee	that	denotes	
the	 importance	 of	 the	 dimension	 of	 process	 fee	 in	 15	 dimensions,	 and	 so	 are	
holding	 position	 to	 be	 7%	 and	 cancelling	 rate	 to	 be	 28%.	 The	 weights	 for	
dimensions	 are	 fixed	 within	 the	 model.	 However,	 the	 scaled	 score	 given	 to	
customers	such	as	7.5	of	customer	A	on	assets,	6.7	of	customer	A	on	process	fee	
vary	 from	person	 to	person.	Suppose	 there	 is	another	customer	B,	having	 total	
scores	 of	 36%	 *	 8.1	 +	 29%	 *	 7.2	 +	 7%	 *	 3.5	 +	 28%	 *	 5	 =6.649.	 Although	 the	
holding	position	of	customer	B	is	much	less	than	that	of	customer	A,	the	overall	
scores	of	customer	B	is	still	higher	than	customer	A.	The	reason	is	that	customer	
B	receives	higher	scores	on	assets	and	process	fee,	which	account	more	weights	
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than	holding	position	does.	Therefore,	determining	the	weights	of	dimensions	is	
the	most	crucial	part	of	customer	ranking.	 	
	 We	apply	 stochastic	 gradient	boosting	method	 to	determine	 the	weights	of	
dimensions	by	setting	total	contribution	to	be	response	variable,	and	regress	all	
the	 other	 variables	 onto	 the	 response	 variable	 through	 gradient	 boosting	
algorithm.	In	boosting	algorithm,	trees	are	a	key	component.	Our	challenge	is	to	
minimize	the	loss	over	a	set	of	trees	(Berk,	R.A.	(2016)	Statistical	Learning	from	a	
Regression	 Perspective.	 Philadelphia,	 PA:	 Springer).	 Given	 the	 results	 from	 the	
previous	tree,	our	intent	is	to	reduce	the	loss	to	the	most	extent,	where	the	loss	
functions	 are	 what	 the	 response	 variables	 (either	 numerical	 or	 categorical	
variables)	follow.	The	gradient	is	defined	as	the	partial	derivative	of	the	loss	with	
respect	 to	 the	 fitting	 function	 (Berk,	 R.A.	 (2016)	 Statistical	 Learning	 from	 a	
Regression	Perspective.	 Philadelphia,	 PA:	 Springer).	 The	 larger	 the	 gradient,	 the	
greater	 the	 change	 in	 the	 loss,	 and	 the	 more	 effective	 fitting	 function	 would	
respond	 to	 the	 larger	 absolute	 values	 of	 gradient	 than	 small	 ones	 (Berk,	 R.A.	
(2016)	 Statistical	 Learning	 from	 a	 Regression	 Perspective.	 Philadelphia,	 PA:	
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Springer).	 The	 potential	 consequences	 for	 trees	 grown	 by	 stochastic	 gradient	
boosting	are	as	follows:	
First,	 the	 first	 step	 of	 stochastic	 boosting	 is	 generating	 decision	 trees.	
Decision	trees	grown	with	truncated	values	are	 inaccurate	because	the	number	
of	 splits	 will	 be	 much	 fewer	 than	 the	 previous.	 Nevertheless,	 trees	 within	
stochastic	 gradient	 boosting	 method	 are	 shallow	 trees	 with	 fewer	 splits.	 The	
fewer	the	splits	are,	the	less	likely	the	values	larger	than	100,000	will	be	covered.	
Therefore,	the	influence	will	be	milder.	 	
Second,	stochastic	gradient	boosting	method	reweights	at	each	step.	As	 the	
regression	 tree	 attempts	 to	maximize	 the	 quality	 of	 the	 fit	 overall,	 it	 responds	
more	 to	 the	 observations	 with	 larger	 positive	 or	 negative	 residuals.	 Thus,	 the	
influence	of	truncated	values	will	be	minimized	due	to	weights	assigned	to	each	
tree.	Due	to	updating	at	each	step,	stochastic	gradient	boosting	method	is	better	
than	random	forest	method	in	this	case	when	faced	with	truncated	values.	 	
Third,	 stochastic	 gradient	 boosting	 method	 is	 with	 numeric	 response	
variable.	 It	 determines	 fitted	 values	 through	 proportions,	 and	 proportions	 are	
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subject	 to	 the	 weights	 assigned.	 Thus,	 it	 can	 abate	 the	 influence	 of	 truncated	
values.	
A	 similar	method	 to	 stochastic	 gradient	 boosting	 is	 random	 forest.	 Both	 of	
them	are	 using	 trees	 to	 classify.	However,	 the	 potential	 consequences	 for	 trees	
grown	 by	 random	 forests	 are	 different	 from	 gradient	 boosting,	 which	 are	 as	
follows:	
First,	because	random	forest	consists	of	large	trees,	the	larger	the	trees	are,	
the	more	splits	they	have.	Due	to	the	truncation,	some	values	larger	than	100,000	
were	 shorten	 to	 be	 99,999.	 As	 a	 result,	 possible	 splits	 larger	 than	 100,000	
disappeared.	It	will	unavoidably	reduce	the	accuracy	of	decision	trees.	 	
Second,	 random	 forest	 is	 the	 averaging	 of	 decision	 trees	 through	 bagging	
method.	Thus,	the	accuracy	of	random	forest	will	also	get	reduced.	The	more	the	
splits	are,	the	larger	the	trees	are,	and	the	inaccurate	the	results	will	be.	
Third,	 random	 forest	 is	 with	 categorical	 response	 variable.	 It	 determines	
fitted	 values	 through	 voting.	 This	 procedure	 does	 not	 effectively	 abate	 the	
influence	of	truncated	values.	 	
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Although	these	two	methods	are	similar,	stochastic	gradient	method	is	better	
than	random	forest	in	terms	of	accuracy.	There	are	several	reasons:	first	of	all,	for	
truncated	 data,	 gradient	 boosting	 method	 reweighted	 at	 each	 step,	 which	 can	
reduce	the	extreme	positive	or	negative	residuals.	Second	of	all,	level	II	analysis	is	
an	 interest	 in	 using	 the	 values	 as	 estimates	 of	 the	 fitted	 values	 in	 the	 joint	
probability	 distribution	 for	 the	 data.	 If	we	 create	 test	 set	 for	 boosting	method,	
then	we	 can	 get	 a	more	 honest	 estimate	 of	 generalization	 error.	 Level	 I	 is	 just	
statistics	 computed	 for	 the	 data	 on	 hand.	 Therefore,	 in	 terms	 of	 level	 II	
justification,	 random	 forest	 has	 no	 advantage	 over	 boosting	 method.	 Third,	
boosting	method	 is	 using	 numerical	 response	 variable,	 while	 random	 forest	 is	
through	voting.	 The	 accuracy	of	 boosting	proportions	 is	 from	 the	 loss	 function	
that	keeps	updating	in	every	step.	Therefore,	boosting	method	is	more	accurate	
in	terms	of	determining	0	or	1	than	random	forest.	
Based	on	the	distribution	of	the	response	variables,	there	are	several	options	
for	 choosing	 gradient	 boosting	 model.	 Common	 ones	 are	 Poisson,	 Adaboost,	
Bernoulli	 and	 Gaussian.	 In	 our	 case,	 we	 decide	 to	 use	 Gaussian	 since	 our	
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response	variable	 total	 contribution	 is	 continuous.	We	 then	 check	 the	 iteration	
convergence	plot	to	get	the	best	iteration	times,	which	should	be	2420.	 	
	Setting	 the	 number	 of	 trees	 to	 be	 the	 best	 iteration	 number	 and	 build	 the	
gradient	boosting	model,	we	will	get	the	summary	table	as	follows:	
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	Based	 on	 the	 table,	 we	 see	 that	 process	 fee	 retained	 account	 for	 36.8%	
relative	 influence	among	all	14	 features.	Assets	 is	 the	 second	place,	 accounting	
for	 25.2%	 relative	 influence	 of	 whole	 features.	 The	 third	 place	 is	 the	 normal	
process	 fee,	 accounting	 for	 13.3%.	 The	 fourth	 place	 is	 process	 fee	 submitted,	
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accounting	 for	 9.3%.	 The	 fifth	 place	 is	 profit,	 accounting	 for	 5.7%.	We	 should	
notice	that	in	the	first	five	“big”	features,	process	fee	related	features	take	three	
places.	 It	 is	not	surprising.	On	 the	other	hand,	 it	 complies	with	our	experience,	
since	 process	 fee	 is	 the	 feature	 that	 futures/securities	 companies	 value	 most.	
Based	on	this	table,	it	is	easy	for	us	to	plug	the	relative	influence	into	the	scaled	
equation	to	get	scores	for	each	customer.	However,	if	we	go	one	step	further,	we	
can	 get	 the	 partial	 importance	 plot	 to	 indicate	 the	 direction	 of	 an	 association	
between	an	input	and	the	outcome	being	forecasted.	 In	our	model,	 there	 is	one	
particular	 thing	 that	 I	 want	 to	 point	 out	 here	 is	 that	 when	 withdraw	 rate	 is	
getting	 higher,	 the	 total	 contribution	 is	 getting	 less.	 It	 is	 very	 natural,	 because	
when	withdraw	rate	is	getting	large,	it	means	the	company	is	getting	worse,	then	
the	profit	 is	 also	 shrinking.	Another	 thing	 that	may	be	 interesting	 to	 look	 at	 is	
that	 there	 are	 no	 clear	 relationships	 between	 contribution	 and	 profit	
rate/transaction	amount/turnover	rate.	This	is	because	the	relevant	influences	of	
these	three	features	are	quite	small.	The	smaller	the	relevant	influences	are,	the	
more	unpredictable	association	of	these	variables	with	response	variable.	 	
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We	can	also	look	at	the	interaction	plot	between	two	variables	to	check	their	
relationships.	If	there	are	some	relationships	between	two	variables,	then	colors	
for	 these	variables	 should	pair	 to	 each	other	on	 the	diagonal.	 For	example,	 the	
following	plot	 tells	 us	 that	 there	 is	 a	 positive	 relationship	 between	 transaction	
fee	and	asset.	When	asset	is	getting	larger,	transaction	fee	is	also	getting	larger.	 	
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However,	 the	 interaction	 plot	 of	withdraw	 rate	 and	 transaction	 fee	 tells	 us	
that	there	is	no	relationship	between	these	two	variables	because	no	pattern	in	
the	diagonal.	 	
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	We	can	apply	interaction	plot	to	check	the	relationships	between	every	pair	
of	 features.	 However,	 I	 only	 apply	 it	 to	 explore	 the	 pair	 of	 features	 that	 I	 am	
interest	in.	 	
Summary	
	 Customer	 analysis	 model	 is	 within	 the	 realm	 of	 risk	 management.	 The	
application	 of	 statistics	 in	 finance	 is	 broad.	 However,	 some	 details	 are	 still	
remained	to	be	uncertain	in	our	model.	For	example,	the	cost	ratio	is	decided	by	
experience	 only.	 Is	 there	 a	 better	 way	 to	 define	 cost	 ratio	 through	 some	
quantitative	 analysis?	What’s	more,	 can	we	 apply	 support	 vector	machine	 into	
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our	 future	 customer	 analysis	 project	 if	 we	 could	 get	 the	 definitions	 of	 which	
group	of	 customers	 is	 considered	 to	be	good	or	bad?	This	 is	 just	a	preliminary	
report.	Our	research	group	will	continue	working	on	this	project.	 	
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