Abstract. A system of fermions on a one-dimensional lattice, subject to a periodic potential whose period is incommensurate with the lattice spacing and veri es a diophantine condition, is studied. The Schwinger functions are obtained, and their asymptotic decay for large distances is exhibited for values of the Fermi momentum which are multiple of the potential period.
1. Introduction.
The Static Holstein model P, H] describes a system of fermions (electrons) in a linear
lattice interacting with a classical phonon eld. It is obtained from a tight-binding Hamiltonian with neglect of the vibrational kinetic energy of the lattice (an approximation which can be justi ed in physical models as the atom mass is much larger than the electron mass).
The Hamiltonian of the model, if we neglect all internal degrees of freedom (the spin, for example), which play no role, is given by ' 2 x ;
(1:1) where x; y are points on the one-dimensional lattice with unit spacing, length L and periodic boundary conditions; we shall identify with fx 2 Z : ? L=2] x (L ? 1)=2]g. Moreover the matrix t xy is de ned as t xy = x;y ? (1=2) x;y+1 + x;y?1 ], where x;y is the Kronecker delta. The elds x are creation (+) and annihilation (?) fermionic elds, satisfying periodic boundary conditions: x = x+L . We de ne also x = e tH x e ?Ht , with x = (x; t), ? =2 t =2 for some > 0; on t antiperiodic boundary conditions are imposed. The potential ' x is a real function representing the classical phonon eld, of a form which will be speci ed below (see x1.3). In (1.1) is the chemical potential, and is the interaction strenght.
The expectation value of an observable O in the Grand-canonical state at inverse temperature and volume is given by hOi Tr exp(? H This equation has been rigorously studied, up to now, only in the case of density 1=2 KL, LM]. However, if = lim L!1 L ?1 P x x is an irrational number, there have been recently, starting from AAR], some numerical studies of the model, which led, through a strong numerical evidence, to the conjecture that, for small coupling, the ground state energy of the system E(') has a minimum for a potential of the form ' x = '(2px), where '(u) is a 2 -periodic real function of the real variable u and p = .
The conjecture has a physical interest to explain the properties of strongly anisotropic compounds which can be considered as one-dimensional systems; in such systems one nds a charge density wave incommensurate with the lattice, according to (1.2).
In this paper, we shall not study the minimization problem of E('), but we shall analyze the properties of the two-point Schwinger function S 2 (x; y) = hT ? x + y i, for a suitable set of values of and ' x = '(2px), with p= irrational. Note that all the Schwinger functions can be expressed in terms of the two-point Schwinger functions, as the interaction is quadratic in the fermionic elds]. We shall do that by constructing a convergent expansion for S 2 (x; y), that we hope will be useful in studying the equation (1.2).
In any case, this expansion allows to prove some properties of S 2 (x; y), which are interesting by themselves; these properties imply known results about the Schroedinger equation related to the model (1.1), but are not a trivial consequence of them (see discussion in x1.6 below).
1.2.
As it is well known, the Schwinger functions can be written as power series in , convergent for j j " , for some constant " (the only trivial bound of " goes to zero, as ! 1). This power expansion is constructed in the usual way in terms of Feynman graphs (in this case only chains, since the interaction is quadratic in the eld), by using as free propagator the function g L; (x; y) g L; (x ? y) = Tr e ? H0 T( ? e ?ik(x?y) e ? e(k) 1 + e ? e(k) 1 ( > 0) ? e ?( + )e(k) 1 + e ? e(k) 1 ( 0) ;
(1:3) where H 0 is the free Hamiltonian ( = 0), x = (x; x 0 ), y = (y; y 0 ), = x 0 ?y 0 , 1 (E) denotes the indicator function ( 1 (E) = 1, if E is true, 1 (E) Hence, if we introduce a nite set of Grassmanian variables f k g, one for each of the allowed k values, and a linear functional P(d ) on the generated Grassmanian algebra, such (1:7)
The \Gaussian measure" P(d ) has a simple representation in terms of the \Lebesgue Grassmanian measure" d ? d + , de ned as the linear functional on the Grassmanian algebra, such that, given a monomial Q( ? ; k , for any complex z.
By using standard arguments (see, for example, NO] , where a di erent regularization of the propagator is used), one can show that the Schwinger functions can be calculated as expectations of suitable functions of the Grassmanian eld with respect to the \Gaussian measure" P(d ) . In particular, the two-point Schwinger function, which in our case de- (1:11) If x 0 = y 0 , S L; (x; y) must be de ned as the limit of (1.10) as x 0 ? y 0 ! 0 ? , as we shall understand always in the following.
Remark. The ultraviolet cuto M on the k 0 variable was introduced in order to give a precise meaning to the Grassmanian integration (the numerator and the denominator in the r.h.s. of (1.10) are indeed nite sums), but it does not play any essential role in this paper, since all bounds will be uniform with respect to M and they easily imply the existence of the limit. Hence, we shall not stress anymore the dependence on M of the various quantities we shall study.
1.3. We now de ne precisely the potential ' x . We are interested in studying potentials which, in the limit L ! 1, are of the form ' x = '(2px), where ' is a real function on the real line 2 -periodic and p= is an irrational number, so that the phonon eld has a period which is incommensurate with the period of the lattice. We also impose that '(u) is of mean zero (its mean value can be absorbed in the chemical potential), even and analytic in u, so that '(u) = X 06 =n2Z' n e inu ; j' n j F 0 e ? jnj ;' n =' ?n =' n :
( (1:17)
Note that p F is an allowed momentum, if mn L is even. In this case, there are two eigenstates of the one-particle Hamiltonian h xy corresponding to (1.16) with energy , for = 0 (i.e. of h xy = t xy ; see (1.1)); the coupling removes the degeneracy and the corresponding interacting eigenstates have energy ' m .
Given a one-particle Hamiltonian h xy (in the model (1.1) h xy = t xy ? ' x xy ) with spectrum , we de ne as usual the spectral gap around the level in the following way:
= inffE 2 : E > g ? supfE 2 : E < g
(1:18)
The bound (1.17) implies that the measure P (d ) is associated with a one-particle Hamiltonian with a spectral gap 2j ' m j + O(L ?1 ) around the level . It is also easy to prove that the zero temperature density L , de ned as the limit as ! 1 of the nite density, given by
S L; (x; ; x; 0) ;
is independent of and L, for the approximated model, and is given by L = p F = . This follows from the previous calculations and from the remark that L is equal to the number of eigenvalues lower than of the one-particle Hamiltonian plus half the number of eigenvalues equal to , divided by L; hence the two eigenstates that degenerate for = 0 (if they are present) give the same contribution to L for any value of , as well as all the others, thanks to (1.17). We shall prove also that the density Li; is a continuous function of near 0, uniformly in i and , as well as its limit as ! 1. This result implies that lim !1 Li; = p F = , independently of and L i ; in fact, at nite volume and zero temperature, the density can take only a nite set of values , hence it is constant if it is continuous. In order to implement this program, one must face one main di culty, related to the fact that p Li converges to an irrational number as L i ! 1, so that there are terms in the interaction (1.14), which are almost equal to those included in the de nition of P (d ), without being exactly equal. These terms can not be simply included in the de nition of P (d ) and make di cult to control the perturbation theory. This di culty will be cared by using the decreasing property of' n , see (1.12), and a diophantine condition hypothesis on p. (1:20)
for some positive constants C 0 and independent of i. Then there exists " 0 > 0, such that, if 2 R and j j " 0 , the following sentences are true.
(i) There exists the limit lim !1 i!1 S Li; (x; y) = S(x; y) = S 1 (x; y) + S 2 (x; y) ; (1:25)
Finally, for any jx ? yj, one has jS 1 (x; y) ? g(x; y)j K 2 j j log(j j ?1 + 1) ;
(1:26) where g(x; y) lim !1;i!1 g Li; (x; y) (it satis es the bound (1.25) for any jx ? yj).
(iii) For any i, the density Li; , given by (1.19), is a continuous function of , uniformly in , as well as its limit as ! 1.
(iv) For any i, there is a spectral gap j j=2 around . 1.5. The above theorem states that, if in the in nite volume limit the Fermi momentum is a multiple of the period of the potential (p F = mp) and p= is an irrational number verifying a diophantine condition, then the two-point Schwinger function decays as the free one ( = 0) for jx ? yj K 3 j j ?1 and faster than any power if jx ? yj K 3 j j ?1 , for some constant K 3 . The region in which the behaviour is a power law enlarges taking larger and larger m. As the points of the form mp are dense on T 1 , very small changes in the Fermi momentum (related to changes of the density of the system) can correspond to very di erent values of m, and so to very di erent asymptotic behaviour of S(x; y) (one can pass for instance with a very small di erence in p F from a situation in which the faster than any power decay is observable to a situation in which it occurs at so large distances to becomes unobservable).
1.6. The in nite volume two-point Schwinger function is obtained as the limit of S Li; (x; y), when p Li =(2 ) is a sequence of rational numbers verifying the generalized diophantine condition (1.20) and converging to an irrational diophantine number. A sequence with the above property is constructed in Appendix 1, for any diophantine number. (1:27) for some positive constants C 0 and , then the two-point Schwinger function is given by S(x; y) = g(x; y) + S 2 (x; y) ; (1:28) where g(x; y) is de ned after (1.26) and jg(x; y)j; jS 2 (x; y)j K 4 1 + jx ? yj ; (1:29) for some constant K 4 . However, since in this case the construction of a sequence of L i ; p F;Li ; p Li verifying (1.27) seems to be much more involved, while the renormalization group analysis, to which mainly is devoted this paper, seems to be essentially the same, we prefer not to discuss this case here.
1.7. Systems of fermions on a lattice subject to a periodic potential incommensurate with the period of the lattice are widely studied, starting from P], in which this problem was 25=aprile=1997; 22:17 considered relevant to understand a system of electrons in a lattice and subject to a magnetic eld and was faced by studying the spectrum of the nite di erence Schroedinger equation
(1:30)
where ' x is de ned as before. This problem is of course closely related to the study of the spectrum of the Schroedinger equation
(1:31)
where ' x = '(!x), ! 2 R d is a vector with rationally independent components and '(u)
is 2 -periodic in all its d arguments.
In fact in (1.30) there are two periods, the one of the potential and the intrinsic one of the lattice, and this makes the properties of (1.30) and of ( The existence of quasi-Bloch waves for (1.31) with k(E) verifying k(E) = 1 2 ! n and j! nj C 0 jnj ? was proved, together with the existence of gaps in the spectrum, in JM,MP] with some additional assumption removed in E].
Our results are in agreement with those contained in the papers referenced above, but we think that they do not follow completely from them. In particular, the properties of the Schwinger functions do not seem to us a consequence of the known properties of the one-particle Hamiltonian spectrum.
1.8. The proof of Theorem 1 is performed by using renormalization group techniques combined with the diophantine condition (1.20). The proof of the convergence of the perturbative series for the two-point Schwinger function is similar to the proof of the convergence of the Lindstedt series for the invariant tori of a mechanical system, G,GM], in which a notion of resonance is introduced and it is shown that, thanks to the diophantine condition, if one subtracts the relevant part of the value associated to the resonances (resonance value, see GM] and x3.3 below), the resulting series is convergent. In the Lindstedt series the sum of the relevant part of the resonance values is vanishing; this is not true in this case, in which the relevant part of the resonance value is a running coupling constant, in the renormalization group sense. However, here a di erent mechanism still ensures the convergence of the perturbative series.
The paper is organized as follows. In x2 we introduce the multiscale decomposition of the propagators and set up the graph formalism, which allows us to treat all contributions corresponding to graphs not belonging to a certain class (graphs without resonances, see the de nition in x2.5); this will lead to Lemma 1. In x3 we show that a more re ned 25=aprile=1997; 22:17 renormalization procedure (which consists essentially in changing suitably the \Grassmanian integration" at each step of the renormalization procedure) allows us to extend the result of x2 to all graphs (Lemma 2); then the convergence of the e ective potential follows. In x4 we study the two-point Schwinger functions, with the same techniques of x3, and we prove Theorem 1.
Multiscale decomposition
2.1. In order to simplify the notation, in this section and in the following one we shall not stress anymore the dependence on and L L i of the various quantities; in particular p Li , g Li; (x; y) will be written simply as p, g(x; y).
It is convenient to decompose the Grassmanian integration P(d ) into a nite product of independent integrations:
where h > ?1 will be de ned below (before (2.9)) This can be done by setting
where (h) k are families of Grassmanian elds with propagatorsĝ (h) k which are de ned in the following way. Note that, if h 0, f h (k 0 ) = 0 for jk 0 j < t 0 h?1 or jk 0 j > t 0 h+1 , and f h (k 0 ) = 1 for jk 0 j = t 0 h . as the sum of two independent Grassmanian variables (h) k;! with propagator
(2:10)
so that
?ik 0 + cos p F ? cos k ; (2:12) where (k) is the (periodic) step function. If !k > 0, we will write in the following k = k 0 + !p F , where k 0 is the momentum measured from the Fermi surface and we shall de ne,
where v 0 = sin p F .
In order to simplify the notation, it will be useful in the following to denoteĝ (1) k also as g (1) 1 (k 0 ), with k = k 0 + p F . It is easy to prove that, for any h 1 and any !,
for a suitable positive constant G 0 , depending on p F and diverging as a 0 ! 0.
In the following we shall use also the de nitions
(2:15)
2.2. The most naive de nition for the e ective potential \at scale" h is the following:
where E h is de ned so that V (h) (0) = 0. If we de ne p = (p; 0) and p F = (p F ; 0), V( ( 1) ) can be written as
k+2np ;
(2:17)
25=aprile=1997; 22:17 with' 0 = 0, see (1.12). Hence the e ective potential on scale h 0 can be represented as
k+2np;! 0 :
Note that here, as always in the following, the momentum k is de ned modulo 2 .
The kernel W (h) n (k) admits the diagrammatic representation in terms of chain graphs described in x2.3 below. Note that a sum over the labels !; ! 0 could be introduced in (2.18), but it is useless as the labels ! and ! 0 are uniquely determined by the signs of k and k +2np respectively: ! = sign (k) and ! 0 = sign (k + 2np) (see comments after (2.12)).
We shall study the convergence of the e ective potential in terms of the norm
where D h fk 2 D L; : Fig.2 .1 below) is a chain of q + 1 lines`1; : : : ;`q +1 connecting a set of q ordered points (vertices) v 1 ; : : : ; v q , so that`i enters v i and`i +1 exits from v i ;`1 and`q +1 are the external lines of the graph and both have a free extreme, while the others are the internal lines; we shall denote int(#) the set of all internal lines. We say that v i < v j if v i precedes v j and we denote v 0 j the vertex immediately following v j , if j < q. We denote also by`v the line entering the vertex v, so that`i `v i , 1 i q. We say that a lineè merges from a vertex v if`either enters v (`=`v) or exits from v (`=`v0). We shall say that # is a labeled graph of order q and external scale h, if # is a graph of order q, to which the following labels are associated: a label n v for each vertex, a frequency (or scale) label h for both the external lines and a frequency label h` h + 1 for each internal line,`2 int(#), a label !`= 1 for each line of frequency label h` 0 and a label !`= +1 for each line of frequency label h`= 1, a momentum k`1 = k = k 0 + ! 1 p F for the rst line,
Moreover, h # min`2 int(#) h`will be called the internal scale or simply the scale of #. A graph can be imagined to be obtained from q graph elements (see Fig.2 .2), each of which is formed by a vertex with two emerging half-lines (representing the rst one a + eld and the second one a ? eld), by pairing the half-lines (contractions) in such a way that the resulting graph turns out to be connected and only two half-lines remain non contracted (the external lines of the graph). Each line arises from the contraction of a half-line representing the ? eld of a vertex v with a half-line representing the + eld of a vertex w: then the line is supposed to carry an arrow pointing from v to w. We suppose also that a waving line emerges from each vertex v: it represents the component' nv of the phonon eld.
For each line`we set k 0`= (k 0`; k 0 ), and we associate to it a propagatorg (h`) !`( k 0`) . The value of the graph is given by
(2:20)
Let T h n;q denote the set of all labeled graphs of order q and external scale h, such that
(2:21)
Since the topological form of the graphs of order q is given (they are all chains of q vertices, it will disappear in x3, where new graphs will be introduced in which also \non diagonal"
propagators will be allowed.
2.4. Given a labeled graph #, we can consider a connected subset of its lines, T, carrying the same labels they have in #. If the external lines of T (that is the lines that have only one vertex inside T) have frequency labels smaller than h T , where h T denotes the minimum between the frequency labels of its internal lines (i.e. the lines with both vertices inside T), we shall say that T is a cluster of scale h T . An inclusion relation can be established between the clusters, in such a way that the innermost clusters are the clusters with the highest scale (minimal clusters), and so on. Note that # itself is a cluster (of scale h # ).
Each cluster T has an incoming line`i T and an outgoing line`o T ; we set 2n
so that n T = P v2T n v . The maximum between h`i T and h`o T will be called the external scale of T. If a line`is internal to a cluster T, we write`2 T.
Given a cluster T we introduce the following notations. (1) We call T 0 the collection of internal lines in T which are on scale h T (i.e. the lines`2 T such that h`= h T ), and denote by L T the number of elements in T 0 . We denote also by q T the number of vertices inside T; of course q T L T + 1. To obtain a bound like (2.25) also for graphs with resonances (and so for all graphs), a more re ned procedure is required, which next section will be devoted to.
3. Renormalization 3.1. We introduce a localization operator L, which acts on the e ective potential in the following way:
(3:1)
Note that k 0 = 0 is not an allowed value, but W (h) n (k 0 + ! 1 p F ) is a well de ned expression for any real values of k 0 , so that W (h) n (! 1 p F ) is well de ned.
The e ect of this operator is to \isolate" the problem connected to the resonances, in order to treat it separately in a way that we shall discuss below. We say that LV (h) ( ( h) ) is the relevant part (or localized part) of the e ective potential V (h) ( ( h) ).
25=aprile=1997; 22:17
We perform the integration P(d ) in the following way. First we integrate the eld with frequency h = 1 (ultraviolet integration), which can be written, up to a constant, and we obtain V (0) ( ( 0) ) as a power series in , convergent in the norm (2.19), for j j small enough, say j j " 0 , by (2.25). Then we decompose ( 0) as in (2.11), and we write, using also the evenness of the potential,
where F (0) and F (0) are given by
k 0 +!pF ;! ; The r.h.s of (3.9) can be written as 1 We perform the integration The above procedure can be iterated, and at each step one has to perform the integration Note that, if is real, the factor 2 in front of in the de nition of h could be substituted with any constant, without loosing the bounds (3.42) and (3.43)
Finally, since js h j j h j + j h+1 j 3 , it easy to prove that, for j j " 0 , h h , 0 t 1 and any q, for a suitable constant G 2 , a bound which will play an important role in the following.
3.2. The new e ective potentialṼ (h) can be written as in (2.18), by substituting the kernel W (h) n (k) with a new kernel W (h) R;n (k), which admits a graph representation in terms of new labeled graphs # R , the renormalized graphs, which di er from the ones described in x2. where h e V is the external scale of V (see x2.4). Hence, with respect to the unrenormalized bound, R produces an extra factor of the form h e V ?h`0 , which can be used to compensate the lack of the small factor associated to non resonant clusters, as a consequence of the condition (1.27).
Concerning the resonant vertices, the renormalization procedure eliminated those with n v = m, but introduced new resonant vertices with n v = 0. The new vertices carry a factor h , which is a real gain in the power counting, if one can prove that h is uniformly bounded.
In fact the discussion can be generalized to graphs containing an arbitrary number of resonances: all these improvements will be used in Appendix 2, xA2.3, to prove the following extension of Lemma 1. The kernelsK (0) (1) ; (2) ;n (k) can be represented as sums of graphs of the same type of those appearing in the graph expansion of the e ective potential V (0) ; the new graphs di er only in the following respects: if (2) = , the right external line is associated to the ? eld and the graph ends with a vertex carrying no ' n factor; if (1) = , the left external line is associated to the + eld and the graph begins with a vertex carrying no ' n factor; Note that there is at least one vertex carrying a ' n factor. The propagators of the internal lines emerging from vertices without a ' n factor will be called the external propagators.
We have, in particular, K
; (x; y) = It is very easy to take the limit M ! 1 in (4.2). In fact, for M large enough, the measure P(d ( 0) ) is independent of M; hence, the limit is obtained by taking the limit as M ! 1 of the r.h.s. of (4.4). The limit of K (0) ; (x; y) is trivial; in fact each graph contributing to it behaves as 1=jk 0 j 2 , as k 0 ! 1, so that the sum over k 0 is absolutely convergent. On the contrary, the limit of g (1) has to be done carefully, since it involves a sum over k 0 , which is not absolutely convergent; however, by using standard techniques, one can show easily that the limit does exist and, uniformly in L and , if jx 0 ? y 0 j =2 and jx ? yj L=2, for any N 0 and suitable constants C N . Hence, from now on, we shall suppose that the limit M ! 1 has been performed, but we shall still use the same notation for g (1) and K (0) ; (x; y). Equation (4.2) can be written S L; (x; y) = V (0) ; (x; y) + S (0) (x; y) ; ; (x; y) = g (h+1) (x; y) + K (h) ; (x; y) :
The kernelsK (h) (1) ; (2) ;n (k) can be represented as sums of graphs of the same type of those appearing in the graph expansion of the e ective potential V (h) ; the new graphs di er only in the following respects: if (2) = , the right external line is associated to the ? eld and the graph ends with a vertex carrying no ' n factor; if (1) = , the left external line is associated to the + eld and the graph begins with a vertex carrying no ' n factor; R 1 1 on resonances containing an external propagator (de ned as before);
h # = h + 1 for all graphs, if (1) = (2) = .
Let us now suppose that L = L i , i 2 Z + , so that the condition (1.20) is satis ed. The integration over the eld ( h ) can be performed in a single step, since the covariance g ( h ) satis es the same bound as g (h ) , see (3.42) and (3.43). Then the functional derivatives in and T ;h R;n;q is the set of all labeled graphs of order q with two external propagators, such that ; (x; y), with g ( h ) in place of g (h+1) .
All the functions appearing in the r.h. ; (x; y) and g ( h ) . 4.4. We are now ready to prove Theorem 1. First of all, we note that the r.h.s. of (4.19) has a meaning also if we take the formal limit i ! 1, ! 1, ( In fact the integral over k is well de ned, since k 2 T 1 and k 0 belongs to a bounded set, except in the case h = 0, and, for h = 0, each graph contributing to K (0) ; (x; y) decays at least as jk 0 j ?2 for large values of jk 0 j, (see comments between (4.6) and (4.7)).
The substitution (4.22), applied to (3.34), allows to de ne g (h) (x; y) in the limit i ! 1, ! 1, at least for h 0. For h = 1, one has to be careful, since the integral over k 0 is not absolutely convergent. However it is easy to prove, by using standard well known arguments, that the limit as i ! 1 and ! 1 of g (1) (x; y) is well de ned for x 0 6 = y 0 and has the same discontinuity in x 0 = y 0 of the same limit taken on the free propagator (1.3). We shall denote this limit, as usual, by doing again the substitution (4.22) in the nite L and expression (see again comments between (4.6) and (4.7)). The previous considerations suggest that, for real and small enough, there exists the limit S(x; y) = lim !1 i!1 S Li; (x; y) (4:23) and that this limit is obtained by doing the substitution (4.22) in all quantities appearing in the r.h.s. of (4.18). In Appendix 3, xA3.3, we shall prove that this is indeed the case.
We want now to prove that S(x; y) can be decomposed as in (1.21). Therefore, we shall suppose that the substitution (4.22) has been done everywhere. Note that the bounds (4.20) and (4.21) and the similar ones for K (<h ) ; (x; y) and g ( h ) are still valid, without any restriction on x, y and h in place of maxf h ; L ?1 g.
If h 0, we can write g (h) (x; y) = g (h) (x; y) + r (h) (x; y) ; (4:24) where g (h) (x; y) is obtained by g (h) (x; y), by substituting in (3.29) h (k 0 ) with
By proceeding as in the proof of (A3.3) and using (3.51), it is easy to prove that, if j j " 0 and h h , for any N 0, r (h) (x; y) C N j j h 1 + hN jx ? yj N ; (4:25) where C N , here and everywhere from now on, denotes a generic suitable constant, only depending on N. A bound similar to (4.25) is valid for r ( h ) (x; y), if is real.
By diagonalizing the quadratic form It follows that, in order to prove that there is a gap =2, it is su cient to prove that the r.h.s of (4.44) is analytic as a function of k 0 , in the strip fjIm k 0 j =4g.
For any xed real small enough and k 0 real, the r.h.s. of (4.44) can be bounded by proceeding as in x4.5. The only di erence is that there is no integral over k 0 , so that we loose a factor h in the contributions of scale h. It is easy to see that We want to show that the same bound can be obtained, also if we take k 0 complex, with jIm k 0 j =4. Of course, the expansion discussed before is not suitable for such a task, since the cuto functionsf h (k) are not analytic in k 0 . However, we can consider a di erent multiscale decomposition, involving only the k 0 variables. It is su cient to modify the equations (2.3) (2.8), by substituting everywhere k, k 0 and jk 0 j with k, k 0 and kk 0 k T 1 , respectively. Moreover equation (2.9) must be modi ed, by further substitutingf h (k) with
The analysis of x2 can be repeated, without any problem, since the bound (2.14) is still valid; in particular, Lemma 1 is still true. Also the analysis of x3 can be repeated, but now one has to be careful when bounding the contribution of a resonance, since the discussion leading to the bound (3.49) is not valid anymore. The reason is that the factor jk 0 j in the r.h.s. of (3.44) is not of order h e V , since k 0 is not constrained anymore to be small by the support properties of the cuto functions. We shall now discuss how this part of the analysis of x3 has to be modi ed.
We rst note that (2.14), (3.42) and (3.43) can be replaced by where the second factor inside the square brackets can be bounded by the rst one. At rst sight, the bound (4.48) is not as good as the bound (3.49), since we do not get the factor h e V ?h`, which we claimed in x3 is necessary to compensate, in the case of a resonance, the lack of a small factor associated to non resonant clusters; even worse, the factor j ? ik 0 + h e V j=j ? itk 0 + h`0 j is not bounded. However, it is easy to see, by using the rst equation in (4.46), that the product of jR h V (k 0 )j by a propagator of scale h e V is bounded as in x3.
It follows that we can certainly bound the value of a graph # R as in x3, if it contains only a resonance, not coinciding with the whole graph (so that there is at least one propagator external to the resonance). If # R itself is a resonance, but it does not contain other resonances, the previous argument does not apply, but in this case the factor h e V ?h`w as not used in the proof of Lemma 2, see (A2.29); hence it is su cient to bound jR h V (k 0 )j by j h V (k 0 )j + j h V (0)j and the problem associated with the use of (4.47) disappears.
In Appendix 4, we show that the previous considerations can be generalized, in order to treat a general graph, so that we get a new expansion of the e ective potentials, satisfying the same bounds as before.
The analysis in Appendix 4 also shows that the bound (4.45) is still valid, for k 0 real and small enough. However, it is very easy to see that it is valid also if we substitute everywhere k 0 with k 0 + i , j j =4. In fact, the dependence on k 0 is now restricted to the factor (?ik 0 + cos p F ? cos k) ?1 in the de nition ofĝ (1) (A1:1)
Note that the graph of h + (x) (h ? (x)) is made by a sequence of segments joining the points (q 2i ; p 2i ) and (q 2i+2 ; p 2i+2 ) ((q 2i+1 ; p 2i+1 ) and (q 2i+3 ; p 2i+3 )).
The well known properties of the convergents (see, for example, D]) imply that (c) If k; n 2 N , n q 0 and !n ? k < 0, then k ? !n + (n), the equality being satis ed i k = p 2i , n = q 2i , i 0; vice versa, if k; n 2 N , n q 1 and !n ? k > 0, then !n ? k ? (n), the equality being satis ed i k = p 2i+1 , n = q 2i+1 , i 0. where the rst product is over all the clusters contained in # (which are uniquely determined by the frequency labels assignment), h T is the scale of the cluster T and T 0 is the collection of lines inside T which are outside the clusters internal to T (so that the last product is over the lines on scale h T contained in T, see x2.4). Finally, we shall suppose that k 2 D h . A2.2. Proof of Lemma 1. The case q = 1 is trivial. Let us suppose that q 2 and let us consider one of the graphs contributing to the sum in the r.h.s. of (A2.3) and suppose that it satis es the non resonance condition assumed in the statement of Lemma 1; this means that there are neither clusters nor vertices for which the resonance conditions (2.24) can occur.
We start by considering a cluster T 2 T 1 (#), that is a minimal cluster (see x2.4). By (2.14) and (1.12), we have The r.h.s. of (A2.10) can be further bounded by (1) neglecting the ordering relation between the frequency labels, and (2) which depend on the hypothesis (3.41). However, to check the validity of (3.41), we need a bound on the e ective potential; hence the proof will be inductive. We shall suppose that with V 3 (the family of resonances which are strictly contained inside some resonance belonging to V 2 in place of V 2 ), and so on. At the end the r.h.s. of (A2.18) can be written as a sum of q V ? 1 terms, if q V denotes the number of vertices contained in V , which can be described in the following way.
(1) There is one term for each line `2 V ;
(2) if `2 T 0 , where T is a cluster contained in V (see item (1) (5) no cluster can belong to more than one chain of clusters; (6) each resonance belongs to one of the chains of clusters; where M (r) T = M (1)
T is the number of resonant clusters strictly contained in T and M T =M (1) T +M (2) T . We iterate the previous procedure, as in the proof of Lemma 1, and we get jVal(# R )j (2j j) q C 4MT In order to bound W (h) R;n;q (k) we have to perform the sum of (A2.30) over the n v , ! i`a nd h T labels. The sum over n v is trivial, as well as the sum over h T , for the clusters with M T 6 = 0. The sum over h T would give some bad factor, whenM T = 0, but it turns out that there is indeed no sum in this case. In fact, if all the clusters and vertices strictly contained in T are resonant, then T itself must be a resonance and all its internal lines have the same k 0 as the external ones, implying, by support properties of the f h functions, that the frequency label of the external lines is equal to h T ? 1. Hence we can proceed as in the proof of Lemma 1 and we get W (h) R;n;q (k) e ? 2 jnj B q where B 4 is a suitable constant.
The constant B 4 depends in principle on the constants A and B 3 , appearing in the inductive hypothesis (A2.15), through the constant C 3 in (A2.30), de ned after (A2.26). However, it is easy to prove that in fact it can be chosen independently of A and B 3 , if is small enough. The independence of A follows from the remark that the constant C 2 of (A2.30) can be made independent of the constant A, if is chosen so small that (3.41) is satis ed. The independence of B 3 is a bit more involved. One has to observe that there is no graph contributing to W (h) R;n;2 (?mp), n = 0; m, (that is no second order contribution to h and s h ), containing resonant vertices. In fact one can construct graphs of this type, but their value is zero, since they contain necessarily a line with k 0`= 0, whose propagator vanishes by its support properties, (see item (2) after (A2.32)). It easily follows that it is possible to choose B 4 independent of B 3 , if is small enough.
By iterating the bound (A2.35) and using the bound (3.5) on 0 , we get, for h h , where the same notation of xA2.3 is used, except for the de nition ofM T , which di ers from the previous one, since we do not consider the external vertices in the calculation ofM (2) T ;
moreover we assigned a label n v = 0 to the external vertices. Suppose now that v 1 is contained in some cluster strictly contained in # R and that the scale of the external propagator emerging from v 1 is h 1 . In this case, there is a chain of clusters T (1) T (2) : : : T (r) = # R , such that v 1 2 T (i) and h T (1) = h 1 ; moreover R = 1 1 on T (i) , i = 1; : : : ; r, even if T (i) is a resonance.
We proceed again as in xA2.3, by we have to take into account the lack of the factor h e T (i) ?h T (i) , which was present before, when T (i) is a resonance. Since # R is not a resonance (by de nition) and h e T (i) = h T (i+1) , we loose at most a factor h # R ?h T (1) = h+1?h1 . If we also consider the bound of the external propagator emerging from v 1 , we see that the overall e ect of the vertex v 1 in the bound of Val(# R ) is to add a factor ?h?1 to the expression in the r.h.s. of (A2.30), that is the same e ect that we should get, if the only cluster containing v 1 was # R .
A similar argument can be used for studying the e ect of the vertex v q . Hence we get the bound (A3.4) for all graphs contributing to K (h) ; (x; y). We can now bound as in xA2.3 the sum over # R in the r.h.s. of (4.19). Since the sum over k 0 gives a factor h maxf h ; L ?1 g, we get, for su ciently small, ; (x; y). A3.3. Limit i; ! 1. Let us consider one of the nite L = L i and quantities appearing in the r.h.s. of (4.18); if we interpret it as a Riemann sum of the corresponding L i = = 1 quantity, as de ned in x4.4, it is easy to prove that, for any h > h , the di erence between the two quantities can be bounded by a constant times (1=L i +1= ). In fact one gets essentially the same bounds as in the proof of (4.20) and (4.21), up to a factor ?h (1=L i +1= ), coming from the comparison of the integral and the corresponding Riemann sum; we shall not give the details, which are completely straightforward. It follows that jS(x; y) ? S Li; (x; y)j Cjh j(1=L i + 1= ) ????! i; !1 0 :
(A3:8) Appendix 4. A4.1. In this section we shall discuss how the analysis of xA2.3 has to be modi ed, if the support functionsf h do not depend on k 0 . As we have discussed in x4.6, we must use now the bounds (4.46), instead of (2.14), (3.42) and (3.43). The main di erence (see (4.47)) is that the bound (A2.21) has to be replaced by In x4.6 we remarked that this bound is not good for k 0 large; however this problem can be cared by using, for each resonance, the decay of the one of the propagators external to it, if the set of such propagators is not empty. Of course, it is not possible to use one xed It is important to note thatṼ can contain at most two resonances and that, if jṼj = 2, one of them must coincide with the whole graph. This claim easily follows from the remark that, if a graph # R with external scale h contains a resonance V with`o V =`q +1 , then the internal scale of # R must be equal to h + 1; hence no other cluster, except # R itself, can contain V . A4.2. In xA2.3 the interpolating formula (A2.18) was used to produce a \gain factor", that allowed to control the sum over the scale index of the cluster containing the resonance. The remark above implies that the bounds (A2.31), (A2.34), (A2.35) would not have been modi ed, if we did not exploit the gain factor associated with the resonances belonging tõ V. We shall now prove that they survive also to the use of (A4.1) instead of (3.44).
Note that, instead of (A2.23), one has By the remarks above aboutṼ, the r.h.s. of (A4.4) can be bounded by a constant times the r.h.s. of (A2.29). Hence we get again the bound (A2.30), with di erent values of the constants.
