In this article we analyze the error of a semidiscrete scheme for the stochastic nonlinear Schrödinger equation with power nonlinearity. We consider supercritical or subcritical nonlinearity and the equation can be either focusing or defocusing. Allowing sufficient spatial regularity we prove that the numerical scheme has strong order 1 2 in general and order 1 if the noise is additive. Furthermore, we also prove that the weak order is always 1.
Introduction
The numerical analysis of stochastic partial differential equations is a recent subject. There are now a certain number of articles devoted to this field but many problems still need to be solved. The numerical analysis of schemes for stochastic differential equations is much better understood. It started with the pioneering work of Milstein [22] , [23] and Talay [29] , [30] . It is known that the Euler scheme is in general of strong order 1 2 and weak order 1. Also in the case of an additive noise, it is of strong order 1. Various developments can be found in the literature including the derivation of higher-order schemes (in the weak or strong sense), and the expansion of the error in terms of the time step. (See for instance [1] , [20] , [21] and [31] .)
In most of the articles dealing with stochastic partial differential equations, the aim is to analyze the pathwise convergence and the strong order for a time discretization of the Euler type of a parabolic stochastic partial differential equation. Some of them also consider a space-time discretization. (See [15] - [19] and [26] ). Only very recently has the study of the weak order been started. (See [5] , [13] and [28] ). For instance, in the case of a parabolic stochastic equation, it is known that the Euler scheme has a strong order depending on the regularity of the noise. For a spatially smooth noise it is of order 1 2 while in the case of a space-time white noise in space dimension one it is of order 1 4 . In [28] it has been shown that, in the case of a full discretization for this latter equation, the scheme is of weak order 1 2 provided a CFL condition is satisfied. This means that the time step has to be much smaller than the space step. In particular, this result cannot be extended to the case of a time semidiscrete scheme. This restriction has been removed in [13] .
In this article we consider the stochastic nonlinear Schrödinger equation with a power nonlinear term. This equation is used has a model of wave propagation in numerous situations (see [7] , [8] , [10] and [11] for references on that aspect). It presents several interesting features and the noise has significant effects on the solutions. Numerical methods are often used in order to understand the behavior of the solutions. Numerical simulations have been performed for example in [2] , [3] and [12] to understand the effect of the noise on blow-up phenomena.
We believe that it is very important to understand how the numerical schemes approximate the solutions and the first step is to analyze the error. A semidiscrete version of the scheme used in [3] and [12] has been studied in [9] . In this latter article, convergence was proved under low regularity assumptions on the noise and in the context of H 1 (R d )-valued solutions. Here, we wish to make precise the convergence and estimate the order of the error. It is easy to see that this requires more regularity on the solutions. In the case of a linear equation, we relate explicitly the order of the scheme to the smoothness of the solutions and see that the best order is obtained when three spatial derivatives are used. Therefore, we only consider the approximation of spatially smooth solutions. We first investigate the strong order. We show that the scheme is of strong order 1 2 in general and of strong order 1 in the case of an additive noise. Moreover, it is of weak order 1. Thus, we are able to recover the same results as in the finite-dimensional case. The main difficulty in dealing with partial differential equations is the presence of differential operators. Here we strongly use the fact that the equation is semilinear so that we can write it in an integral form containing no differential operator. All the analysis is made on this integral form of the equation. In this way we require the minimal regularity assumptions on the solutions. For instance, we prove that order 1 (weak or strong in the additive case) is achieved provided we allow the loss of three spatial derivatives and recover the result obtained in the linear case. The way the integral form is used to study weak order is not so obvious. Indeed, weak error analysis is classically done thanks to the use of the Kolmogorov equation. We use the same argument as in [13] and change the unknown of this equation so that the Kolmogorov equation has no more singular terms (these are due to the presence of differential operators in the stochastic equation) and is much easier to deal with. Another difficulty is due to the fact that we deal with an implicit scheme.
The equations we consider may have blowing up solutions. Because the abovementioned numerical simulations are concerned with this question, we believe that this case is worth studying. Therefore, we do not make any assumption concerning global existence, and allow finite time singularities in the solutions. This creates further technical difficulties. All the error estimates we give are valid up to a time smaller than the blow-up time.
The full discretization of the equations studied in this paper will be dealt with in a future work. Again, the weak or strong order of the error depends on the smoothness of the solutions. It also depends on the spatial discretization. Provided enough smoothness is required on the noise covariance and on the initial data, it is expected that the strong order in space is the same as in the deterministic case. If a semidescritization in space is considered, it is probable that the weak and strong order are the same.
Preliminaries
We consider the following stochastic nonlinear Schrödinger equation:
where the unknown u is a random process on a probability space ( , F, P) depending on t > 0 and x ∈ R d . The nonlinear term is a power law and is assumed to satisfy σ < 2/(d − 2) if d ≥ 3, further restrictions will be imposed below on σ . The noise term involves a cylindrical Wiener process W on
Assumptions on s will be given below. Finally, λ = 1 or −1.
As already mentioned, we wish to study a semidiscrete scheme for this equation and analyze the order of the error. This requires some regularity on the solutions and we always assume that the initial data is in H s (R d ) and that the square root of the covariance operator, , is Lipschitz from
Moreover, in order to avoid technical problems, we assume that σ is an integer. Note that this is not compatible with σ < 2/(d − 2) if d ≥ 4 and implies σ = 1 if d = 3. If d = 1 or 2, we can take any integer.
In order to lighten the presentation, we use the following notations:
The norm of a Banach space K is simply denoted by | · | K . In the case where K = H s , we write | · | H s = | · | s . We also use the space of the bilinear operators from
. We denote by (S(t)) t∈R the group associated to the linear Schrödinger equation. It is easily described in terms of the Fourier transform F:
Then (2.1) can be written in the mild form
It is easy to solve this equation in H s and to prove the existence and uniqueness of solutions locally in time. We introduce a cut-off function θ: 
It is classical to prove that τ R (u 0 ) is almost surely nondecreasing and that u R and u R coincide on τ R∧R . Thus we can define the stopping time
and the stochastic process on [0, τ (u 0 ))
It is clear that u is the unique solution of (2.2) and that either τ (u 0 ) = ∞ or |u(t)| s blows up when t approaches τ (u 0 ).
Remark 2.1. In [10] a solution of (2.2) has been constructed in the space of continuous functions with values in H 1 . This solution is unique and defined on a random interval [0,τ (u 0 )) with eitherτ (u 0 ) = ∞ or |u(t)| 1 blows up when t approachesτ (u 0 ). Since s ≥ 1, it is obvious that τ (u 0 ) ≤τ (u 0 ). Under our assumptions that σ is an integer, d ≤ 3 and σ = 1 if d = 3, and if, moreover, is Lipschitz from
is not difficult to see in that case that the fixed-point procedure performed in [10] can be reproduced on the same time interval with one more space derivatives, giving that the existence time in
is also the existence time in H s for any larger s follows by arguments similar to the ones of Lemma 4.9 below since 2 > max(1, d/2). In particular, if λ = −1 or if σ < 2/d, thenτ (u 0 ) = ∞ (see [10] ) so that τ (u 0 ) = ∞.
We wish to study the following time discretization of (2.1):
where
Here, and throughout the article, we write t k = k t. The random variables (χ k ) are independent and identically distributed. They are Gaussian centered with covariance operator I , the identity operator. This scheme is a stochastic version of a well-known scheme for the deterministic equation, which has very good properties (see [14] and [27] ). Indeed, it is easily seen that, in the deterministic case, it conserves both the mass-equal to the L 2 norm-and the Hamiltonian. Recall that the Hamiltonian is given by
It reproduces very well the propagation of nonlinear waves. Note that when σ is an integer, f (a, b) is a polynomial in the variables a 2 and b 2 and is easy to evaluate precisely. In [3] and [12] finite differences have been used for the spatial discretization and a refinement procedure has been used to capture blow-up solutions in the presence of noise.
Note that the discretization of the noise corresponds to an Ito product in (2.1). This is different from [9] where the more difficult case of a Stratonovich product was considered.
Similarly as in the continuous case, we introduce a truncated version of the scheme. We set
and consider the modified scheme
Using a fixed-point argument, we can see that there exists a constant κ 1,σ depending only on σ such that if 
In order to avoid problems due to a continuous parameter t, throughout the article it is implicitly assumed that the set { t} is a discrete sequence converging to 0: { t} = { t n } n∈N . Moreover, we will sometimes need that there exists p 0 such that
Common examples of such a sequence of time steps are t n = 2 −n T or t n = T /n. Throughout the article we fix T ≥ 0 and consider the equations on the interval [0, T ] and the numerical schemes for indices k ≤ K T where K T = [T / T ] is the integer part of T / T . Similarly, given any stopping time τ , we define
Moreover, c, c(·), c i or c i (·) denote constants which may depend on T and on their arguments and which may change from one line to another.
The Linear Case
In this section we consider the case of the linear Schrödinger equation with additive noise. In other words, we estimate the error between the solution of
where z 0 ∈ H s and ∈ L s 2 , and its numerical approximation given by the scheme
Here, W and χ k are as above. The solution of (3.1) is given by
.
we also have the expression of the discrete solution
The error estimates is given in next result. then, for any p ∈ N, there exists a constant c p such that
Proof. The proof relies on the following lemma whose proof is standard and is given in the Appendix for the reader's convenience.
Lemma 3.2. There exists a constant c such that for any
and
We write
The first term is easy to bound thanks to Lemma 3.2. We split the second as follows:
The result then follows thanks to Lemma 3.2, Gaussianity and a martingale inequality.
The Nonlinear Case with Additive Noise
We now consider the case of an additive noise and analyze the error between the numerical solution given by the scheme (2.4) and the continuous solution of (2.1). We start with the case of a globally Lipschitz nonlinearity, which corresponds to the truncated equation (2.3).
The Lipschitz Case
In this section we consider the stochastic nonlinear Schrödinger equation
where F is globally Lipschitz and is an operator on
The solution is approximated by the numerical scheme (2.4) where the nonlinear term is replaced by a globally Lipschitz function g(u k , u k+1 ) satisfying the consistency assumption g(u, u) = F(u) and (u k ) is replaced by :
We need strong regularity properties on the solutions of (4.1) and on the nonlinear term F. Namely, we assume in this section that We also assume that the following holds for some p ≥ 1:
We denote by L g the Lipschitz constant of g. If the time step t is smaller than L −1 g then u k is well defined for any k. Otherwise it is not difficult to see that there exists at least one solution to (4.2) and, proceeding as in [9] , we deduce from Theorem 3.1 in [4] that there exists a measurable mapping γ g such that u k+1 = γ g (u k , χ k+1 ) is a solution to (4.2). Clearly, in this way we obtain an adapted discrete solution (u k ).
In this section we prove the following error estimate. 
Proof. Clearly, we can assume that t < L −1 g . We have
where S t and T t have been defined in Section 3. We define the mapping T k which
We deduce
Now we write
and deduce
and, with (z(t)), (z k ) solutions of the linear equation (3.1) and linear scheme (3.2) when z 0 = 0,
The terms B k and C k are estimated thanks to Lemma 3.2 and Proposition 3.1 yielding
The estimate of A k is more technical. We split it further as follows:
We proceed as in the proof of Proposition 3.1 to get
and, by Hypothesis 4.2,
We then use the integral form of (4.1) to write u(r ) in terms of u(t l−1 ):
), we get, thanks to the Taylor formula,
We easily majorize the first and last term:
Therefore, by Hypotheses 4.1 and 4.2,
Moreover, since F is bounded,
Recall that, for ρ ∈ R, S(ρ) is an isometry and
Thus, using (4.6), we derive
It follows, by Hypothesis 4.1 and 4.2, that
Concerning the second term A 2,2 k , we first use Fubini's theorem and then a martingale inequality
by Hypothesis 4.1. Clearly, A 3 k can be estimated similarly.
Gathering (4.4), (4.5) and the above estimates on A k , we obtain
where κ is a constant depending on p, T , F, g and the solution u of (4.1). Then, by (4.3) and the Minkowski inequality,
The result follows from the discrete Gronwall lemma.
It is also possible to get a pathwise order of convergence. For that purpose, we replace Hypothesis 4.2 by the following one. 
Hypothesis 4.4. The solution (u(t))
Proof. The proof follows the same line as the proof of Proposition 4.3. We simply indicate the modifications. We use (4.3) and (4.4). The term B k is easily estimated pathwise. We also get a pathwise estimate of C k thanks to the Borel-Cantelli lemma, (2.8) and Proposition 3.1 with z 0 = 0 and p sufficiently large. Finally, we use the same decomposition for A k and note that A 
The Non-Lipschitz Case
We now want to study the error when applying the scheme (2.4) to the nonlinear Schrödinger equation (2.1). We again consider the case of an additive noise, i.e. does not depend on the unknown. Recall that we assume that σ is an integer, therefore the nonlinear terms in (2.1) and (2.4) are smooth.
We do not know if the scheme (2.4) defines a discrete solution uniquely. The following lemma gives a sufficient condition for this. 
Proof. The proof is standard and uses a fixed-point argument in the ball of radius 4R 0 and center 0 in H s .
For t > 0 fixed and k ≥ 0, given u k , Lemma 4.6 does not allow us to define u k+1 almost surely. To define a discrete solution, we also consider the truncated scheme (2.5). As already mentioned, it defines a unique discrete solution if t ≤ κ 1,σ R −2σ and a selection theorem is used otherwise. Letũ R k+1 be given by the truncated scheme (2.5) with u R k = u k . We define the random variable
Note that we do not have any assumption which would allow us to get an a priori estimate on the discrete solution. Such an estimate would imply that R k+1 is almost surely finite but here this is not true in general. This explains why we are not able to construct a solution almost surely. This corresponds to what happens practically in simulations when blow-up occurs. In that case the discrete solution is defined up to a discrete blow-up time.
However, it is convenient to work with processes defined for
−1/2σ . Fix any deterministic u t,∞ such that |u t,∞ | s = 4R 0 and define u k+1 as follows:
We let τ t be the discrete stopping time such that τ t = k 0 t where k 0 is the first integer such that u k = u t,∞ . We have thus constructed a discrete solution of the numerical scheme (2.4) on [0, τ t ). After τ t , it does not satisfy the numerical scheme. Note that in the case u k+1 =ū k+1 , since κ 2,σ ≤ 4 −2σ κ 1,σ we have u k+1 = u 4R 0 k+1 .
Remark 4.7.
Our definition of u k for k t ≥ τ t is artificial. It is convenient to define it in that way so that we work with sequences defined for k = 0, . . . , K T . We have to keep in mind that u k is meaningful only when k t < τ t . Note that in practice, during a computation in the critical or supercritical case, if u k gets very large it is wise to refine in time and choose a smaller time step.
We could also use a truncation of the noise as in [24] and [25] . In that way we would not have to useũ R k+1 k+1 . We think that both approaches are good. The result below is easily extended to a scheme with a truncated noise.
Note that it easily follows from Theorem 4.8 below that, for any stopping time τ * < τ(u 0 ), P(τ t < τ * ) converges to zero when t→0. In fact, standard arguments can be used to prove P(lim inf t→0 τ t ≥ τ (u 0 )) = 1. In the defocusing or subcritical case, λ = −1 or σ < 2/d, we know that τ (u 0 )∧T = T . In fact, proceeding as in [9] , we could construct discrete solutions for (2.4) and (2.5) that are defined for k = 0, . . . , K T and which coincide as long as they are in the ball in H s of radius R. In this case we always have R k+1 < ∞ so that τ t = T .
Since we have not made any assumption ensuring a global existence of the solutions of (2.1), we cannot give an error estimate on the full interval [ 
uniformly in t. Following [26] , we say that the scheme has order 1 in probability. Moreover, for any δ < 1, there exists a random variableK δ such that
Proof. The proof of this result relies on a truncation argument and Proposition 4.3. We use the truncated equation (2.3) and scheme (2.5). The proof is divided into several steps.
Step 1: Cut-off. Since σ is an integer and H s is an algebra, setting Proof. We use the well-known inequality
Since s > d/2, we deduce by Sobolev embedding that
In particular,
Then we use (2.3) and obtain
, we easily derive, by Gronwall's lemma,
The result follows.
Therefore, for any p ≥ 1, Proposition 4.3 applies to (2.3) and (2.5). We denote by
Step 2: Convergence in probability. Let ε ∈ (0, 1) and let R 0 be such that
Such an R 0 exists since τ * < τ(u 0 ) a.s. and
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Then we have
and consider the case
and define the random variable
1/2 thanks to (4.8). We have proved that max k=0,...,K τ * |u k − u(t k )| s converges to zero in probability when t→0.
Step 3: Order in probability. We now choose R 1 ≥ R 0 − 1 such that, for any t > 0,
Recalling that t runs through a discrete set, the existence of R 1 follows easily from the convergence in probability proved in step 2. We define t 1 = κ 2,σ R −2σ 1 . If t ≤ t 1 , arguing as above we have
provided C is large enough uniformly in t. If t > t 1 , we have
Step 4: Almost sure convergence. Proceeding as in step 1, we prove that Hypotheses 4.1 and 4.4 hold for the truncated equation (2.3) and the truncated scheme (2.5). Therefore, for δ < 1 and R ≥ 0, by Proposition 4.5, there exists a random variable
It is classical that the Wiener process W has paths which are almost surely α Hölder continuous in time with values in H s for α < 1 2 . Therefore max k=0,...,K T √ t| χ k+1 | s is bounded independently of t. We take
and set
By (4.9), this is impossible for t small enough. We deduce that max k=0,...,K τ * |u k − u(t k )| s converges to zero almost surely when t→0.
Step 5: Almost sure order. We then choose R 1 ≥ R 0 − 1 such that, for any t > 0,
Recalling that t runs through a discrete set, the existence of R 1 follows easily from almost sure convergence. We define t 1 = κ 2,σ R −2σ 1 . If t ≤ t 1 , arguing as above we have
Remark 4.10. In the preceding proof, step 2 is useless since we actually prove almost sure convergence in step 4. We chose to work that way because it allows us to introduce tools and notations used in step 3. Note that the results on the order in probability and on almost sure order require distinct proofs. The notion of order in probability is not very common. We have chosen to use it and to give the result on this order because it allows us to reach the optimal order 1 whereas, for the almost sure error, only an error strictly less than 1 can be proved.
Nonadditive Noise

Strong Order
As in the case of additive noise, we first consider a Lipschitz nonlinear term and consider the stochastic nonlinear Schrödinger equation
The associated numerical scheme is
where again g satisfies the consistency assumption g(u, u) = F(u). We first use the following regularity assumptions. Denoting by L g the Lipschitz constant of g, the scheme (5.2) defines a unique discrete solution provided t < L −1 g . For larger t, the discrete solution is constructed by a measurable selection.
Hypothesis 5.2. The solution (u(t))
Under these assumptions we have the following error estimate. 
Proof. The proof follows the same line as in the additive noise case. We now have
Again, we can assume that t < L −1 g and define the mapping T k which maps u 0 , . . . ,
Thus, by Minkowski's inequality,
We then use a martingale inequality and again the Minkowski inequality to get
We now write
We easily deduce, from Hypotheses 5.1 and 5.2 and thanks to the integral form of the equation, that
so that, using similar arguments as in the additive case,
We deduce that
This proof cannot be adapted to get a pathwise order of the method. However, using the Borel-Cantelli lemma and (2.8), we easily obtain the following result. 
We now consider (2.1) and the scheme (2.4). We first define the discrete solution, the construction is similar to the additive case. Again, the following result is easy to prove. 
The construction of a discrete solution is the same as in the additive noise case. Let u R k+1 be given by the truncated scheme (2.5) with u R k = u k . We set
We set R 0 = (κ −1 2,σ t) −1/2σ . Fix any u t,∞ such that |u t,∞ | s = 4R 0 and define u k+1 as follows:
We let τ t be the discrete stopping time such that τ t = k 0 t where k 0 is the first integer such that u k = u t,∞ . We have thus constructed a discrete solution of the numerical scheme (2.4) on [0, τ t ). and has at most linear growth in these norms:
Then, for any u 0 ∈ H s+3/2 and stopping time τ * < τ(u 0 ) almost surely we have
uniformly in t. Following [26] , we say that the scheme has order 1 2 in probability. Moreover, for any δ < 1 2 , there exists a random variableK δ such that
The proof follows exactly the same lines as the proof of Theorem 4.8 and is left to the reader.
Weak Order
As is well known in the finite-dimensional case the result given in the preceding section can be improved if we investigate the order of the error for the law of the solution, the so-called weak order. We prove that in the case of smooth and bounded nonlinear terms, we can achieve weak order 1. The generalization to the nonlinear Schrödinger equation with power law causes many technical difficulties. This problem will be studied elsewhere.
Again, we need strong regularity assumptions. 
where u is the solution of (5.1) and u k is given by (5.2). 
Remark 5.11. In the case of an additive noise, the weak order 1 is achieved under the same regularity assumptions as for the strong order. This might seem surprising since, in the case of the heat equation, the weak order is bigger than the strong order for a space-time white noise.
Remark 5.12. We restrict our study to the derivation of an upper bound for the weak error. It has been shown in [31] that, in the finite-dimensional case, the weak error is exactly of order 1 and can be expanded in a series of powers of the time step. Such a study probably extends to our situation under suitable smoothness assumptions on the coefficients and on the function ϕ. This will be studied elsewhere.
Proof of Theorem 5.9. Again, we split the proof into several steps.
Step 1: Construction of an interpolation of the discrete solution. As in the proof in the finite-dimensional case, it is convenient to work with continuous processes and to interpolate the discrete solution in a suitable way. There are two difficulties in our case: the scheme is implicit and the equation involves unbounded operators. We explain in Remark 5.15 below why these points cause difficulties.
To remedy the first problem, we consider the auxiliary process defined bỹ
where D 2 g means the differential of g with respect to the second variable. This auxiliary processũ k will be useful to define a continuous interpolation of the discrete solution in an adapted way, without losing an order 1 2 in time. Using the Taylor formula and denoting by |D 2 g| ∞ and L D 2 g the supremum norm and Lipschitz constant of D 2 g and g, we have
We have used Hypotheses 5.7 to bound the various terms appearing in u k+1 − S t u k . It follows that
for any p ≥ 1, with a constant c p independent of u k or t. To eliminate the differential operator in (5.1), we transform the unknown as in [13] and set
We have written N = K T in order to lighten the notation. Theñ
We clearly have
Then we define the continuous process (ṽ) by
Note that v is discontinuous at the times k t andṽ(t
Step 2: The transformed Kolmogorov equation. We define U (t, u 0 ) = E(ϕ(u(t, u 0 ))), where for the sake of clarity we make explicit the dependence of the solution of (5.1) on the initial data u 0 . It is classical (see [6] ) that under our assumptions, U satisfies the following infinite-dimensional Kolmogorov equation:
where (·, ·) is the L 2 inner product and the differential DU of U has been identified with its gradient in L 2 . In fact, this equation is satisfied at each (t, u) ∈ [0, T ] × H s+2 . As in step 1, we eliminate the Laplace operator and define Remark 5.14. The same arguments can be used to prove that if we require that F, g, and ϕ are C k b functions then U and V also have this regularity. This might be useful to derive an expansion of the error as in [31] .
Tr{[S(t) (S(−t)v)][S(t) (S(−t)v)]
Proof of Lemma 5.13. This proof is long and not so interesting. We do not give the details. The computations are formal but could be justified rigorously by an approximation argument. We have, for h ∈ H s ,
Using Hypothesis 5.7, it is not difficult to prove
for any p ≥ 1 so that
Similarly,
The following estimate
The last term dC(t) is the second term in the formula above for dV (T − t,ṽ(t)). It is not difficult to see that under our assumptions it defines a square integrable martingale whose expectation vanishes. By Hypothesis 5.7
with |D(t)| ≤ c t. Moreover, by Lemma 3.2 and Hypothesis 5.8, it is not difficult to get
with |E(t)| ≤ c t. We write 1 2 
Tr{([S(T − t) (S(−T + t)v k )][S(T − t) (S(−T + t)v k )] * − [S(T − t) (S(−T + t)ṽ(t))][S(T − t) (S(−T + t)ṽ(t))]
* )D 2 V } = 1 2
Tr{([S(T − t) (S(−T + t)v k )][S(T − t) (S(−T + t)v k )] * − [S(T − t) (S(−T + t)ṽ(t))] · [S(T − t) (S(−T + t)ṽ(t))]
* )D 2 V (T − t, v k )} + 1 2
Tr{([S(T − t) (S(−T + t)v k )][S(T − t) (S(−T + t)v k )] * − [S(T − t) (S(−T + t)ṽ(t))][S(T − t) (S(−T + t)ṽ(t))]
We easily show that To estimate A 1 , we use Ito's formula on
G t 0 (ṽ(t)) = [S(T − t 0 ) (S(−T + t 0 )ṽ(t))][S(T − t 0 ) (S(−T + t 0 )ṽ(t))]
* .
We obtain A 1 (t) = Similarly, we can prove
|E(B(t))| ≤ c t, t ∈ [t k , t k+1 ].
It follows, by integration of (5.5) between t k and t k+1 that Finally, since U (T, u 0 ) = E(ϕ(u(T ))), we deduce that |E(ϕ(u N )) − E(ϕ(u(T )))| ≤ c t.
Clearly, we can do the same proof for any k = 1, . . . , N and obtain a similar constant independent on k.
Remark 5.15. We could not construct directly the continuous interpolation of the discrete solution in step 1. Indeed, since the scheme is implicit, an interpolation defined by
would not be adapted and use of the Ito formula in step 3 would not be correct. We cannot replace u k+1 by u k in this definition since this would create an error of the order of t 1/2 . Thus we have used the auxiliary random variableũ k+1 which allows us to construct a more precise adapted interpolation of the sequence (u k ).
The second trick we used was to change the unknown and to use v k instead of u k . We could in fact work with u k . Then in step 3 we would use Ito's formula on U (T − t,ũ) with an interpolationũ defined in a similar way asṽ. Due to the presence of the Laplace operator in the Kolmogorov equation satisfied by U and in the scheme (5.2), this would require stronger smoothness assumptions on the discrete solutions. Thus we have preferred to work that way. Note that in the case of the heat equation, this argument has been used in [13] and has allowed the authors to prove a weak order without any CFL condition, whereas in [28] We deduce (3.3) since it is easy to see that (3.4) still holds if k is replaced by −k and t k by −t k .
