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Abstract
Learned dynamics models combined with both
planning and policy learning algorithms have
shown promise in enabling artificial agents to
learn to perform many diverse tasks with limited
supervision. However, one of the fundamental
challenges in using a learned forward dynamics
model is the mismatch between the objective of
the learned model (future state reconstruction),
and that of the downstream planner or policy
(completing a specified task). This issue is ex-
acerbated by vision-based control tasks in diverse
real-world environments, where the complexity
of the real world dwarfs model capacity. In this
paper, we propose to direct prediction towards
task relevant information, enabling the model to
be aware of the current task and encouraging it to
only model relevant quantities of the state space,
resulting in a learning objective that more closely
matches the downstream task. Further, we do so
in an entirely self-supervised manner, without the
need for a reward function or image labels. We
find that our method more effectively models the
relevant parts of the scene conditioned on the goal,
and as a result outperforms standard task-agnostic
dynamics models and model-free reinforcement
learning.
1 Introduction
Enabling artificial agents to learn from their prior experience
and generalize their knowledge to new tasks and environ-
ments remains an open and challenging problem. Unlike
humans, who have the remarkable ability to quickly gen-
eralize skills to new objects and task variations, current
methods in multi-task reinforcement learning require heavy
supervision across many tasks before they can even begin
to generalize well. One way to reduce the dependence on
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heavy supervision is to leverage data that the agent can
collect autonomously without rewards or labels, termed
self-supervision. One of the more promising directions in
learning transferable knowledge from this unlabeled data
lies in learning the dynamics of the environment, as the
physics underlying the world are often consistent across
scenes and tasks. However learned dynamics models do not
always translate to good downstream task performance, an
issue which we study and attempt to mitigate in this work.
While learning dynamics in low-dimensional state spaces
has shown promising results (McAllister and Rasmussen,
2016; Deisenroth and Rasmussen, 2011; Chua et al., 2018;
Amos et al., 2018a), scaling to high dimensional states, such
as image observations, poses numerous challenges. One key
challenge is that, in high dimensional spaces, learning a per-
fect model is often impossible due to limited model capacity,
and as a result downstream task-specific planners/policies
struggle from inaccurate model predictions. Specifically, a
learned planner/policy will often exploit errors in the model
that make it drastically overestimate its performance. Fur-
thermore, depending on the nature of the downstream task,
prediction accuracy on certain states may be more impor-
tant, which is not captured by the next state reconstruction
objective used to train forward dynamics models.
Our primary hypothesis is that this “objective mismatch”
between the training objective of the learned model (fu-
ture state reconstruction), and the downstream planner or
policy (completing a specified task) is one of the primary
limitations in learning models of high dimensional states.
In other words, the learned model is encouraged to predict
large portions of the state which may be irrelevant to the
task at hand. Consider for example the task of picking up a
pen from a cluttered desk. The standard training objective
of the learned model would encourage it to equally weigh
modeling the pen and all objects on the table, when given
the downstream task, modeling the pen and adjacent objects
precisely is clearly the most critical.
To that end, we propose goal-aware prediction (GAP), a
framework for learning forward dynamics models that direct
their capacity differently conditioned on the task, resulting
in a model that is more accurate on trajectories most relevant
Videos/code can be found at https://sites.google.
com/stanford.edu/gap
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to the downstream task. Specifically, we propose to learn a
latent representation of not just the state, but both the state
and goal, and to learn dynamics in this latent space. Further-
more, we can learn this latent space in a way that focuses
primarily on parts of the state relative to achieving the goal,
namely by reconstructing the goal-state residual instead of
the full state. We find that this modification combined with
training via goal-relabeling (Andrychowicz et al., 2017) al-
lows us to learn expressive, task-conditioned dynamics mod-
els in an entirely self-supervised manner. We observe that
GAP learns dynamics that achieve significantly lower error
on task relevant states, and as a result outperforms standard
latent dynamics model learning and self-supervised model-
free reinforcement learning (Nair et al., 2018) across a range
of vision based control tasks.
2 Related Work
Recent years have seen impressive results from reinforce-
ment learning (Sutton and Barto, 2018) applied to challeng-
ing problems such as video games (Mnih et al., 2015; Ope-
nAI, 2018), Go (Silver et al., 2016), and robotics (Levine
et al., 2016; OpenAI et al., 2018; Kalashnikov et al., 2018).
However, the dependence on large quantities of labeled data
can limit the applicability of these methods in the real world.
One approach is to leverage self-supervision, where an agent
only uses data that it can collect autonomously.
Self-Supervised Reinforcement Learning: Self-
supervised reinforcement learning explores how RL
can leverage data which the agent can collect autonomously
to learn meaningful behaviors, without dependence on
task specific reward labels, with promising results on tasks
such as robotic grasping and object re-positioning (Pinto
and Gupta, 2016; Ebert et al., 2018; Zeng et al., 2018).
One approach to self-supervised RL has been combining
goal-conditioned policy learning (Kaelbling, 1993; Schaul
et al., 2015; Codevilla et al., 2017) with goal re-labeling
(Andrychowicz et al., 2017) or sampling goals (Nair et al.,
2018; 2019). While there are numerous ways to leverage
self-supervised data, ranging from learning distance metrics
(Yu et al., 2019b; Hartikainen et al., 2020), generative
models over the state space (Kurutach et al., 2018; Fang
et al., 2019; Eysenbach et al., 2019; Liu et al., 2020;
Nair and Finn, 2020), and representations (Veerapaneni
et al., 2019), one of the most heavily utilized techniques
is learning the dynamics of the environment (Watter et al.,
2015; Finn and Levine, 2017; Agrawal et al., 2016).
Model-Based Reinforcement Learning: Learning a
model of the dynamics of the environment and using it to
complete tasks has been a well studied approach to solving
reinforcement learning problems, either through planning
with the model (Deisenroth and Rasmussen, 2011; Watter
et al., 2015; McAllister and Rasmussen, 2016; Banijamali
et al., 2017; Chua et al., 2018; Amos et al., 2018a; Hafner
et al., 2019b; Nagabandi et al., 2019) or optimizing a policy
in the model (Racanière et al., 2017; Ha and Schmidhuber,
2018; Łukasz Kaiser et al., 2020; Lee et al., 2019; Janner
et al., 2019; Wang and Ba, 2019; Hafner et al., 2019a; Gre-
gor et al., 2019; Byravan et al., 2019). Numerous works
have explored how these methods might leverage deep neu-
ral networks to extend to high dimensional problem settings,
such as images. One technique has been to learn large video
prediction models (Finn and Levine, 2017; Babaeizadeh
et al., 2018; Ebert et al., 2017; 2018; Paxton et al., 2018;
Lee et al., 2018; Villegas et al., 2019; Xie et al., 2019),
however model under-fitting remains an issue for these ap-
proaches (Dasari et al., 2019). Similarly, many works have
explored learning low dimensional latent representations of
high dimensional states (Watter et al., 2015; Dosovitskiy
and Koltun, 2016; Zhang et al., 2018; Hafner et al., 2019b;
Kurutach et al., 2018; Ichter and Pavone, 2019; Wang et al.,
2019; Lee et al., 2019; Gelada et al., 2019) and learning the
dynamics in the latent space. Unlike these works, we aim
to make the problem easier by encouraging the network to
predict only task-relevant quantities, while also changing
the objective, and hence the distribution of prediction errors,
in a task-driven way. This allows the prediction problem to
be more directly connected to the downstream use-case of
task-driven planning.
Addressing Model Errors: Other works have also studied
the problem of model error and exploitation. Approaches
such as ensembles (Chua et al., 2018; Thananjeyan et al.,
2019) have been leveraged to measure uncertainty in model
predictions. Similarly, Janner et al. (2019) explore only
leveraging the learned model over finite horizons where it
has accurate predictions and Levine et al. (2016) use local
models. Exploration techniques can also be used to collect
more data where the model is uncertain (Pathak et al., 2017).
Most similar to our proposed approach are techniques which
explicitly change the models objective to optimize for per-
formance on downstream tasks. (Schrittwieser et al., 2019;
Havens et al., 2020) explore only predicting future reward to
learn a latent space in which they learn dynamics, Freeman
et al. (2019) learn a model with the objective of having a pol-
icy achieve high reward from training in it, and Amos et al.
(2018b); Srinivas et al. (2018) embed a model/planner inside
a neural network. Similarly, Farahmand et al. (2017); D’Oro
et al. (2019) explore how model training can be re-weighted
using value functions or policy gradients to emphasize task
specific performance. Unlike these works, which depend
heavily on task-specific supervision, our proposed approach
can be learned on purely self-supervised data, and generalize
to unseen tasks.
3 Goal-Aware Prediction
We consider a goal-conditioned RL problem setting (de-
scribed next), for which we utilize a model-based reinforce-
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ment learning approach. The key insight of this work stems
from the idea that the distribution of model errors greatly
affects task performance and that, when faced with limited
model capacity, we can control the distribution of errors
to achieve better task performance. We theoretically and
empirically investigate this effect in Sections 3.2 and 3.3
before describing our approach for skewing the distribution
of model errors in Section 3.4.
3.1 Preliminaries
We formalize our problem setting as a goal-conditioned
Markov decision process (MDP) defined by the tuple
(S,A, p,G, λ) where s ∈ S is the state space, a ∈ A is
the action space, p(st+1|st, at) governs the environment
dynamics, p(s0) corresponds to the initial state distribution,
G ⊂ S represents the unknown set of goal states which
is a subset of possible states, and λ is the discount factor.
Note that this is simply a special case of a Markov decision
process, where we do not have access to extrinsic reward
(i.e. it is self-supervised), and where we separate the state
and goal for notational clarity.
We will assume that the agent has collected an unlabeled
dataset D that consists of N trajectories [τ1, ..., τN ], and
each trajectory τ consists of a sequence of state action pairs
[(s0, a0), (s1, a1), ..., (sT )]. We will denote the estimated
distance between two states as C(st, sg) = ||st − sg||22,
which may not accurately reflect the true distance, e.g. when
states correspond to images. At test time, the agent is initial-
ized at a start state s0 ∼ p(s0) with a goal state sg sampled
at random from G, and must minimize cost C(st, sg). We
assume that for any states st, sg we can measure C(st, sg)
as the distance between the states, for example in image
space C would be pixel distance. Success is measured as
reaching within some true distance of sg .
In the model-based RL setting we consider here, the agent
aims to solve the RL problem by learning a model of the
dynamics pθ(st+1|st, at) from experience, and using that
model to plan a sequence of actions or optimize a policy.
3.2 Understanding the Effect of Model Error on Task
Performance
A key challenge in model-based RL is that dynamics predic-
tion error does not directly correspond to task performance.
Specifically, for good task performance, certain model er-
rors may be more costly than others, and if errors are simply
distributed uniformly over dynamics predictions, errors in
these critical areas may be exploited when selecting ac-
tions downstream. Intuitively, when optimizing actions for
a given task, we would like our model to to give accurate
predictions for actions that are important for completing the
task, while the model likely does not need to be as accurate
on trajectories that are completely unrelated to the task. In
this section, we formalize this intuition.
Suppose the model is used by a policy to select from
N action sequences ai1:T , each with expected final cost
c∗i = Ep(st+1|st,at),ai1:T [C(sT , sg)]. Without loss of gen-
erality, let c∗1 ≤ c∗2... ≤ c∗N , i.e. the order of action se-
quences is sorted by their cost under the true model, which
is unknown to the agent. Denote cˆi as the predicted final
cost of action sequence ai1:T under the learned model, i.e.
cˆi = Epθ(st+1|st,at),ai1:T [C(sˆT , sg)]. Moreover, we consider
a policy that simply selects the action sequence with lowest
cost under the model: aˆ = arg minai1:T cˆi. Let the policies
behavior be -optimal if the cost of the selected action se-
quence ai1:T has cost c
∗
i ≤ c∗1 + . Under this set-up, we
now analyze how model error affects policy performance.
Theorem 3.1. The policy will remain -optimal, that is,
c∗i′ ≤ c∗1 +  i′ = arg min
i
cˆi (1)
if the following two conditions are met: first, that the model
prediction error on the best action sequence a11:T is bounded
such that |c∗1 − cˆ1| <  (2)
and second, that the errors of sub-optimal actions sequences
ai1:T are bounded by
|c∗i − cˆi| < (c∗i − c∗1)−  ∀i | c∗i > c∗1 +  (3)
Proof. For the specified policy, violating -optimality will
only occur if the cost of the best action sequence a11:T is
overestimated or if the cost of a sub-optimal action sequence
(i | c∗i > c∗1 + ) is underestimated. Thus, let us define the
"worst case" cost predictions as the ones for which c∗1 is
most overestimated and c∗i ∀i | c∗i > c∗1 +  are most
underestimated (while still satisfying Equations 2 and 3).
Concretely we write the worst case cost estimates as
c˜i := min cˆi ∀i | c∗i > c∗1 + 
c˜1 := max cˆ1
s.t. Eq. 2 and 3 hold. We will now show that c˜1 < c˜i ∀i |
c∗i > c
∗
1 + . First, since c˜i satisfies Eq. 3, we have that
c˜i > c
∗
i − (c∗i − c∗1) + 
Similarly, since c˜1 satisfies Eq. 2, we have that
c˜1 < c
∗
1 + 
Substituting, we see that
c˜i > c
∗
i −(c∗i −c∗1)+ = c∗1+ > c˜1 ∀i | c∗i > c∗1+ (4)
Hence even in the worst case, Equations 2 and 3 ensure that
cˆi > cˆ1 ∀i | c∗i > c∗1 + , and thus no action sequence i
for which c∗i > c
∗
1 +  will be selected and the policy will
remain -optimal. Note that action sequences besides i = 1
for which c∗i ≤ c∗1 +  costs are unbounded, as it is ok for
them to be significantly underestimated since selecting them
still allows the policy to be -optimal.
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Figure 1: Distribution of model errors vs. performance: We validate how the distribution of model errors affects performance on a
simple 2D navigation domain, by adding noise to cost predictions (left) or model predictions (right). We add varying amounts of noise
with magnitude up to ε to the predictions of the 10 lowest true cost trajectories (0-10) to the 10 highest true cost trajectories (90-100).
We observe that adding noise to low true cost trajectories dramatically reduces performance, while adding noise to the high true cost
trajectories has no nearly no impact on performance.
Theorem 3.1 suggests that, for good task performance,
model error must be low for good trajectories, and we can
afford higher model error for trajectories with higher cost.
That is, the greater the trajectory cost, the more model
error we can afford. Specifically, we see that the allowable
error bound on cost of an action sequence from a learned
model scales linearly with how far from optimal that action
sequence is, in order to maintain the optimal policy for the
downstream task. Note, that while Theorem 3.1 relates cost
prediction error (not explicitly dynamics prediction error) to
planning performance, we can expect dynamics prediction
error to relate to the resulting cost prediction error. We also
verify this empirically in the next section.
3.3 Verifying Theorem 3.1 Experimentally
We now verify the above analysis through a controlled study
of how prediction error affects task performance. To do so,
we will use the true model of an environment and true cost
of an action sequence for planning, but will artificially add
noise to the cost/model predictions to generate model error.
Consider a 2 dimensional navigation task, where the agent
is initialized at s0 = [0.5, 0.5] and is randomly assigned
a goal sg ∈ [0, 1]2. Assume we have access to the un-
derlying model of the environment, and cost defined as
C(st, sg) = ||st − sg||2. We can run the policy described
in Section 3.2, specifically sampling N = 100 action se-
quences, and selecting the one with lowest predicted cost,
where we consider 2 cases: (1) predicted cost is using
the true model, but with noise α added to the true cost
cˆi = c
∗
i +α of some subset of action sequences, and (2) pre-
dicted cost is true cost, but with noise α added to the model
predictions st+1 = s¯t+1 + α where s¯t+1 ∼ p(st+1|st, at)
of some subset of action sequences. The first case relates di-
rectly to Theorem 3.1, while the second case relates to what
we can control when training a self-supervised dynamics
model. When selectively adding noise, we will use uniform
noise α ∼ U(−ε, ε). We specifically study the difference in
task performance when adding noise α to model predictions
for the first 10% of trajectories with lowest true cost, the sec-
ond 10% lowest true cost trajectories, etc., up to the 10% of
trajectories with highest true cost. Here “true cost” refers to
the cost of the action sequence under the true model and cost
function without noise. For each noise augmented model we
measure the task performance, specifically the success rate
(reaching within 0.1 of the goal), over 500 random trials.
We see in Figure 1 that for multiple values of noise ε, when
adding noise to the better (lower true cost) trajectories we
see a significant drop in task performance, while when
adding noise to the worse (higher true cost) trajectories task
performance remains relatively unchanged (except for the
case with very large ε). In particular, we notice that when
adding noise to cost predictions, performance scales almost
linearly as we add noise to worse trajectories. Note there is
one exception to this trend: if we add noise only to the top
10% of trajectories, performance is not optimal, but reason-
able because the best few trajectories will occasionally be
assigned a lower cost under the noise model.
In the case of model error, we see a much steeper increase
in performance, where adding model error to the best 10
trajectories significantly hurts performance, while adding
to the others does not. This is because, in this environment,
noise added to model predictions generally makes the cost
of those predictions worse; so if no noise is added to the
best trajectories, the best action sequence is still likely to be
selected. The exact relationship between model prediction
error and cost prediction error depends on the domain and
task. But, we can see that in both cases in Figure 1, the
conclusion from Theorem 3.1 holds true: accuracy on good
action sequences matters much more than accuracy on bad
action sequences.
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Standard	Latent	Dynamics	Model Goal-Aware	Prediction
Figure 2: Goal-Aware Prediction: Compared to a standard latent dynamics model (left), our proposed method, goal-aware prediction
(GAP), (right) encodes both the current state st and goal sg into a single latent space zt. Samples from the distribution of zt are then
used to reconstruct the residual between the current state and goal sg − st. Simultaneously, we learn the forward dynamics in the latent
space z, specifically, learning to predict zt+1 from zt and at. Using this approach, we obtain 2 favorable properties: (1) the latent space
only needs to capture components of the scene relevant to the goal, and (2) the prediction task becomes easier (the residual approaches 0)
for states closer to the goal.
3.4 Redistributing Model Errors with Goal Aware
Prediction
Our analysis above suggests that distributing errors uni-
formly across action sequences will not lead to good task
performance. Yet, standard model learning objectives will
encourage just that. In this section, we aim to change our
model learning approach in an aim to redistribute errors
more appropriately.
Ideally, we would like to encourage the model to have more
accurate predictions on the trajectories which are relevant
to the task. However, actually identifying how relevant a
trajectory is to a specific goal sg can be challenging.
One potential approach to doing this would be to re-weight
the training loss of the model on transitions pθ(st+1|st, at)
inversely by the cost C(st, sg), such that low cost trajectories
are weighted more heavily. While this simple approach
may work when the cost function C(st, sg) is accurate, the
distance metric C(st, sg) for high-dimensional states is often
sparse and not particularly meaningful; when states are
images, C amounts to `2 distance in pixel space.
An alternative way of approaching this problem is, rather
than focusing on how to re-weight the model’s predictions,
instead ask, “what exactly should the model be predicting?”
If the downstream task involves using the model to plan to
reach a goal state, then intuitively the model should only
need to focus on predicting goal relevant parts of the scene.
Moreover, if the model is trained to focus on parts of the
scene relevant to the goal, it will naturally be biased towards
higher accuracy in states relevant to the task, re-distributing
model error favourably for downstream performance.
To that end, we propose goal-aware prediction (GAP) as a
technique to re-distribute model error by learning a model
that, in addition to the current state and action, st and
at, is conditioned on the goal state sg, and instead of re-
constructing the future state st+1, reconstructs the differ-
ence between the future state and the goal state, that is:
pθ((sg − st+1)|st, sg, at). Critically, to train GAP effec-
tively, we need action sequences that are relevant to the
corresponding goal. To accomplish this, we can choose
to set the goal state for a given action sequence as the fi-
nal state of that trajectory, i.e. using hindsight relabeling
(Andrychowicz et al., 2017). Specifically, given a trajec-
tory [(s1, a1), (s2, a2), ..., (sT )], the goal is assigned to be
the last state in the trajectory sg = sT , and for all states
{st|1 ≤ t ≤ T − 1}, pθ(st, sg, at) is trained to reconstruct
the delta to the goal sg − st+1.
Our proposed GAP method has two clear benefits over stan-
dard dynamics models. First, assuming that the agent is
not in a highly dynamic scene with significant background
distractor motion, by modeling the delta between sg and
st, pθ only needs to model components of the state which
are relevant to the current goal. This is particularly impor-
tant in high dimensional settings where there may be large
components of the state which are irrelevant to the task, and
need not be modeled. Second, states st that are temporally
close to the goal state sg will have a smaller delta sg − st,
approaching zero along the trajectory until st = sg. As
a result, states closer to the goal will be easier to predict,
biasing the model towards low error near states relevant to
the goal. In light of our analysis of model error in the pre-
vious sections, we hypothesize that this model will lead to
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better downstream task performance compared to a standard
model that distributes errors uniformly across trajectories.
When do we expect GAP to improve performance on down-
stream tasks? We expect GAP to be most effective when
the goals involve changing a subset d < D state dimensions
from the initial states st ∈ RD. Under these conditions,
GAP only needs to predict the dynamics of the d dimen-
sions, while standard latent dynamics need to predicts all D
making GAP an easier problem.
4 Implementing Goal-Aware Prediction
We implement GAP with a latent dynamics model, as shown
in Figure 2. Given a dataset of trajectories [τ1, ..., τN ], we
sample sequences of states [(s1, a1), ..., (sT )] where we re-
label goal for the trajectory as sg = sT .
The GAP model consists of three components, (1) an en-
coder fenc(zt|st, sg; θenc) that encodes the state st and goal
sg into a latent space zt, (2) a decoder fdec(sg− st|zt; θdec)
that decodes samples from the latent distribution into sg−st,
and (3) a forward dynamics model in the latent space
fdyn(zt+1|zt, at; θdyn) which learns to predict the future
latent distribution over zt+1 from zt and action at. In our
experiments we work in the setting where states are images,
so fenc(zt|st, sg) and fdec(sg − st|zt) are convolutional
neural networks, and fdyn(zt+1|zt, at) is a fully-connected
network. The full set of parameters θ = {θenc, θdec, θdyn}
are jointly optimized. Exact architecture and training details
for all modules can be found in the supplement. Following
prior works (Finn et al., 2016; Finn and Levine, 2017; Amos
et al., 2018a), we train for multi-step prediction. More
specifically, given st, at:t+H , sg, the model is trained to
reconstruct (sg − st), ..., (sg − st+H), shown in Figure 2.
Data Collection and Model Training: In our self-
supervised setting, data collection simply corresponds to
rolling out a random exploration policy in the environment.
Specifically, we sample uniformly from the agent’s action
space, and collect 2000 episodes, each of length 50, for a
total of 100,000 frames of data.
During training, sub-trajectories of length 30 time steps are
sampled from the data set, with the last timestep labeled as
the goal sg = s30. Depending on the current value of H ,
loss is computed overH step predictions starting from states
st:(t+H). We use a curriculum when training all models,
where H starts at 0, and is incremented by 1 every 50,000
training iterations. All models are trained to convergence,
for about 300, 000 iterations on the same dataset.
Planning with GAP: For all trained models, when given
a new goal at test time sg, we plan using model predictive
control (MPC) in the latent space of the model. Specifi-
cally, both the current state st and sg are encoded into their
respective latent spaces zt and zg (Algorithm 1, Line 3).
Algorithm 1 Latent MPC(fenc, fdyn, st, sg)
1: Let D = 1000, D∗ = 10, H = 15
2: Receive current state st and goal state sg
3: Encode zt ∼ fenc(st, sg), zg ∼ fenc(sg, sg)
4: Initialize N(µ, σ2) = N (0, 1)
5: Let cost function C(zi, zj) = ||zi − zj ||22
6: while iterations ≤ 3 do
7: a1t:H , ..., a
D
t:H ∼ N(µ, σ2)
8: z1t+1:t+H , ..., z
D
t+1:t+H ∼ fdyn(zt, a1t:H , ..., aDt:H)
9: cˆ1, ..., cˆD = [
∑H
h=1 C(z1t+h, zg), ...,
∑H
h=1 C(zDt+h, zg)]
10: asorted = Sort([a1t:H , ..., a
D
t:H ]) by cˆ
11: Refit µ, σ2 to asorted[1 : D∗]
12: end while
13: Return cˆsorted[1], asorted[1]
Then using the model fdyn(zt+1|zt, at), the agent plans
a sequence of H actions to minimize cost
∑H
h=0 ||zg −
zt+h||22 (Algorithm 1, Lines 4-11). Following prior works
(Finn and Levine, 2017; Hafner et al., 2019b), we use the
cross-entropy method (Rubinstein and Kroese, 2004) as the
planning optimizer. Finally, the best sequence of actions
is returned and executed in the environment (Algorithm 1,
Line 13).
While executing the plan, our model re-plans every H
timesteps. That is, it starts at state st, uses Latent MPC
(Algorithm 1) to first plan a sequence of H actions, exe-
cutes them in the environment resulting in a state st+H ,
then re-plans an additional H actions, and executes them
resulting in a final state sT . Success is computed based the
difference between sT and sg .
5 Experiments
In our experiments, we investigate three primary questions
(1) Does using our proposed technique for goal-aware pre-
diction (GAP) re-distribute model error such that predictions
are more accurate on good trajectories?
(2) Does re-distributing model errors using GAP result in
better performance in downstream tasks?
(3) Can GAP be combined with large video prediction mod-
els to scale to the complexity of real world images?
We design our experimental set-up with these questions in
mind in Section 5.1, then examine each of the questions in
Sections 5.2, 5.3, and 5.4 respectively.
5.1 Experimental Domains and Comparisons
Experimental Domains: Our primary experimental do-
main is a simulated tabletop manipulation task built off
of the Meta-World suite of environments (Yu et al., 2019a).
Specifically, it consists of a simulated Sawyer robot, and
3 blocks on a tabletop. In the self-supervised data collec-
tion phase, the agent executes a random policy for 2,000
episodes, collecting 100,000 frames worth of data. Then,
after learning a model, the agent is tested on 4 previously
unseen tasks, where the task is specified by a goal image.
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Figure 3: Distribution of Model Errors: We examine the distribution of model prediction errors of GAP compared to prior methods
over 1000 random action sequences, evaluated on the “Task 1” domain. The y-axis are corresponds to model mean-squared error (with
standard error bars), and the x-axis corresponds to number of time steps predicted forward. Naturally, we observe that model error
increases as the prediction horizon increases, for all approaches. However, although all approaches have a similar error over all 1000
action sequences (left), GAP achieves significantly lower error on the best 10 trajectories (right). This suggests that changing the model
objective through predicting the goal-state residual leads to more accurate predictions in areas that matter in downstream tasks.
Task 1 consists of pushing the green, pink, or blue block to
a goal position, while the more challenging Task 2 requires
the robot to push 2 blocks to each of their respective goal
positions (see Figure 4). Task success is defined as being
within 0.1 of the goal positions. Task 3 and 4 involve
closing and opening the door respectively with distractor
objects on the table, where success is defined as being within
pi/6 radians of the goal position. The agent receives 64×64
RGB camera observations of the tabletop. We also study
model error on real robot data from the BAIR Robot Dataset
(Ebert et al., 2017) and RoboNet dataset (Dasari et al., 2019)
in Section 5.4.
Comparisons: We compare to several model variants in our
experiments. GAP is our approach of learning dynamics
in a latent space conditioned on the current state and goal,
and reconstructing the residual between the current state
and goal state, as described in Section 3.4. GAP (-Goal
Cond) is an ablation of GAP that does not use goal condi-
tioning. Instead of conditioning on the goal and predicting
the residual to the goal, it is conditioned on the initial state,
and predicts the residual to the initial state. This is repre-
sentative of prior works (e.g. Nagabandi et al. (2019)) that
predict residuals for model-based RL. GAP (-Residual) is
Task1 TaskÓ Task3 Task4
Figure 4: Evaluation Tasks: Sample initial & goal states for each
of the simulated manipulation tasks. Tasks involve manipulating
blocks or a door, with the task specified by a goal image.
another ablation of GAP that is conditioned on the goal but
maintains the standard reconstruction objective instead of
the residual. This is similar to prior work on goal condi-
tioned video prediction (Rybkin et al., 2020). Standard
refers to a standard latent dynamics model, representative of
approaches such as PlaNet (Hafner et al., 2019b), but with-
out reward prediction since we are in the self-supervised
setting.
When studying task performance, we also compare to two al-
ternative self-supervised reinforcement learning approaches.
First, we compare to an Inverse Model, which is a latent
dynamics model where the latent space is learned via an
action prediction loss (instead of image reconstruction), as
done in Pathak et al. (2017). Second, we compare to a
model-free approach: reinforcement learning with imagined
goals (RIG) (Nair et al., 2018), where we train a VAE on the
same pre-collected dataset as the other models, then train a
policy in the latent space of the VAE to reach goals sampled
from the VAE. Further implementation details can be found
in the supplement.
5.2 Experiment 1: Does GAP Favorably Redistribute
Model Error?
In our first set of experiments, we study how GAP affects
the distribution of model errors, and if it leads to lower
model error on task relevant trajectories. We sample 1000
random action sequences of length 15 in the Task 1 domain.
We compute the true next states s11:H , ..., s
1000
1:H and costs
c1, ..., c1000 for each action sequence by feeding it through
the true simulation environment. We then get the predicted
next states from our learned models, including GAP as well
the comparisons outlined above. We then examine the model
error of each approach, and how it changes when looking at
all trajectories, versus the lowest cost trajectories.
We present our analysis in Figure 3. We specifically look at
the model error on all 1000 action sequences, the top 100
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Figure 5: GAP Predictions on Good/Bad Trajectories. Here
we show qualitatively how GAP focuses on the task relevant parts
of the scene. Note, for GAP predictions we add back the goal
image to the predicted goal-state residual. Given the task specified
by pushing the green block (top), consider a good action sequence
(middle) and bad action sequence (bottom). On the good action
sequence GAP more effectively models the goal relevant parts of
the scene (the green block) than the standard model. Additionally,
on the bad trajectory, GAP ignores the irrelevant objects and does
not model their dynamics at all, while the standard model does.
action sequences, and the top 10 action sequences. First,
we observe that model error increases with the prediction
horizon, which is expected due to compounding model er-
ror. More interestingly, however, we observe that while
our proposed GAP approach has the highest error averaged
across all 1000 action sequences, it has by far the lowest
error on the top 10. This suggests that the goal conditioned
prediction of the goal-state residual indeed encourages low
model error in the relevant parts of the state space. Further-
more, we see that the conditioning on and reconstructing
the difference to the actual goal is in fact critical, as the
ablation GAP (-Goal Cond) which instead is conditioned
on and predicts the residual to the first frame actually gets
worse error on the lowest cost trajectories.
Figure 6: Success rate on tabletop manipulation. On the tasks
proposed in Section 5.1, we find that GAP outperforms the com-
parisons. Specifically on the harder 2 block manipulation task,
GAP has a significantly higher success rate.
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Figure 7: Success rate on tabletop manipulation (ablation).
We compare the success rate of GAP to ablations on the task
described in Section 5.1. We find that in all tasks except Task 3 both
goal conditioning and residual are important for good performance.
This indicates that GAP successfully re-distributes error
such that it has the most accurate predictions on low-cost
trajectories. We also observe this qualitatively in Figure 5.
For a given initial state and goal state from Task 1, GAP
effectively models the target object (the green block) on
a good action sequence that reaches the goal, while the
standard model struggles. On a poor action sequence that
hits the non-target blocks, the Standard approach models
them, while GAP does not model interaction with these
blocks at all, suggesting that GAP does not model irrelevant
parts of the scene. In the next section, we examine if this
error redistribution translates to better task performance.
5.3 Experiment 2: Does GAP Lead to Better
Downstream Task Performance?
To study downstream task performance, we test on the table-
top manipulation tasks described in Section 5.1. We perform
planning over 30 timesteps with the learned models as de-
scribed in Section 3, and report the final success rate of each
task over 200 trials in Figure 6. We see that in all tasks GAP
outperforms the comparisons, especially in the most chal-
lenging 2 block manipulation task in Task 2 (where precise
modeling of the relevant objects is especially important).
We make a similar comparison, but to the ablations of GAP,
in Figure 7. Again we see that GAP is performant, and in
all tasks except Task 3 both goal conditioning and residual
are important for good performance. Interestingly, we ob-
serve that GAP (-Goal Cond) is competitive on the door
manipulation tasks.
Hence, we can conclude that GAP not only enables lower
model error in task relevant states, but by doing so, also
achieves a 10-20% absolute performance improvement over
baselines on 3 out of 4 tasks.
5.4 Experiment 3: Does GAP scale to real, cluttered
visual scenes?
Lastly, we study whether our proposed GAP method extends
to real, cluttered visual scenes. To do so we combine it with
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Figure 8: GAP+SVG Video Prediction (BAIR Robot Dataset): Here we present qualitative examples of action-conditioned SVG with
and without GAP on the BAIR robot dataset, predicting on goal-reaching trajectories. Note, in the GAP predictions the goal is added back
to the predicted goal-state residual. In this case the goal is the rightmost frame. We see that GAP is able to more accurately predict the
objects relevant to the goal, for example the small spoon highlighted in the red box.
an action-conditioned version of the video generation model,
SVG (Denton and Fergus, 2018). Specifically, we condition
the SVG encoder on the goal, and the current goal-state
residual, and predict the next goal-state residual.
We compare the prediction error of SVG to SVG+GAP on
goal reaching trajectories (Figure 9) from real robot datasets,
namely the BAIR Robot Dataset (Ebert et al., 2017) and
the RoboNet Dataset (Dasari et al., 2019). We see that
action-conditioned SVG combined with GAP as well as
the ablation without residual prediction both have lower
prediction error on goal reaching trajectories than standard
action-conditioned SVG.
Qualitatively, we also observe that SVG+GAP is able
to more effectively capture goal relevant components, as
shown in Figure 8. We see that GAP is able to capture the
motion of the small spoon, while correctly modeling the
dynamics of the arm, while SVG ignores the spoon.
As a result, we conclude that GAP can effectively be com-
bined with large video prediction models, and scaled to
challenging real visual scenes.
6 Discussion and Limitations
In this paper, we studied the role of model error in task
performance. Motivated by our analysis, we proposed goal-
aware prediction, a self-supervised framework for learning
dynamics that are conditioned on a goal and structured in
a way that favorably re-distributes model error to be low in
goal-relevant states. In visual control domains, we verified
that GAP (1) enables lower model error on task relevant
states, (2) improves downstream task performance, and (3)
scales to real, cluttered visual scenes.
While GAP demonstrated significant gains, multiple limita-
tions and open questions remain. Our theoretical analysis
suggests that we should re-distribute model errors according
to their planning cost. While GAP provides one way to do
that in a self-supervised manner, there are likely many other
approaches that can be informed by our analysis, including
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Figure 9: Model Errors (Real Robot Data): We examine
the model error of SVG combined with GAP on unseen, goal-
reaching trajectories from two real robot datasets (the BAIR
Dataset (Ebert et al., 2017) and the RoboNet Dataset (Dasari et al.,
2019)). We see that action-conditioned SVG combined with GAP
has lower prediction error on the goal reaching trajectories than
standard action-conditioned SVG. We observe that the GAP abla-
tion which also conditions on the goals, but predicts residuals is
equally effective in this setting.
approaches that leverage human supervision. For example,
we anticipate that GAP-based models may be less suitable
for environments with dynamic distractors such as chang-
ing lighting conditions and moving distractor objects, since
GAP would be still encouraged to model these events. To
effectively solve this case, an agent would likely require
human supervision to indicate the axes of variation that are
relevant to the goal. Incorporating such supervision is out-
side the scope of this work, but an exciting avenue for future
investigation.
Additionally, while in this work we found GAP to work
well with goals selected at the end of sampled trajectories,
there may be more effective ways to sample goals. Studying
the relationship between how exactly goals are sampled and
learning performance, as well as how best to sample and
re-label goals is an exciting direction for future work.
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A Method Implementation Details
In this section we go over implementation details for our
method as well as our comparisons.
A.1 Architecture Details
Block/Door Domain: All comparisons leverage a nearly
identical architecture, and are trained on an Nvidia 2080
RTX. In the block pushing domain input observations are
[64,64, 6] in the case of our model (GAP), as well as the
ablations, and [64,64, 3] in the case of Standard.
All use an encoder fenc with convolutional layers (channels,
kernel size, stride): [(32, 4, 2), (32, 3,1), (64, 4, 2), (64,
3,1), (128, 4, 2), (128, 3,1), (256, 4, 2), (256, 3,1)] followed
by fully connected layers of size [512, 2 ×L] where L is
the size of the latent space (mean and variance). All layers
except the final are followed by ReLU activation.
The decoder fdec takes a sample from the latent space of size
L, then is fed through fully connected layers [128, 128, 128],
followed by de-convolutional layers (channels, kernel size,
stride): [(128, 5, 2), (64, 5, 2), (32, 6, 2), (3, 6,2)]. All layers
except the final are followed bu ReLu activation, except the
last layer which is a Sigmoid in the case of Standard, and
GAP (-Residual).
For all models the dynamics model fdyn are a fully con-
nected network with layers [128, 128, 128, L], followed by
ReLU activation except the final layer.
The inverse model baseline utilizes the same fenc and fdyn
as above, but fdec is instead a fully connected network of
size [128, 128, action size] where action size is 4 (corre-
sponding to delta x,y, z motion and gripper control). All
layers except the final are followed by ReLU activation.
Lastly, the RIG (Nair et al., 2018) baseline uses a VAE
with identical fenc and fdec to the standard approach above,
except learns a policy in the latent space. The policy archi-
tecture used is the default SAC (Haarnoja et al., 2018) from
RLkit, namely 2 layer MLPs of size 256.
SVG+GAP: In all SVG (Denton and Fergus, 2018) based
experiments on real robot data, the architecture used is iden-
tical to the SVG architecture as described in official repo1
with the VGG encoder/decoder. All BAIR dataset exper-
iments take as input sequences of 2 frames and predict
10 frames, while all RoboNet experiments take as input 2
frames and predict 20 frames. The latent dimension is 64,
and the encoder output dimension is 128. All models are
trained with batch size 32.
1https://github.com/edenton/svg
A.2 Training Details
Block/Door Domain: We collect a dataset of 2,000 trajecto-
ries, each 50 timesteps with a random policy. All models are
trained on this dataset to convergence for roughly 300,000
iterations. All models are trained with learning rate of 1e-4,
and batch size 32.
The RIG baseline is trained using the default SAC example
parameters in RLkit, for an additional 3 million steps.
BAIR Robot Dataset: We train on the BAIR Robot Dataset
(Ebert et al., 2017) as done in the original SVG paper, except
with action conditioning.
RoboNet: We train on the subset of the RoboNet dataset
which considers only the sawyer arm and the front facing
camera view, and use a random 80/20 train test split.
A.3 Task/Evaluation Details
Tasks. All tasks are defined in a Mujoco simulation built
off the Meta-World environments (Yu et al., 2019a). In Task
1, the agent must push a single block to a target position, as
specified by a goal image. The task involves either pushing
the pink, green, or blue block. Success if defined as being
within 0.08 of the goal position. In Task 2 the agent must
push 2 blocks, specifically the green and blue block to their
respective goal positions, again indicated by a goal image.
Success is determined as both blocks being within 0.1 of
their respective goal positions. In Tasks 3 and 4 the agent
must close or open a door, as specified by a goal image,
where success is definged as being within pi/6 radians of
the goal angle.
Evaluation. During all control experiments, evaluation is
done using model predictive control with the latent space
dynamics model. Specifically, we do latent MPC as de-
scribed in Algorithm 1, specifically by planning 15 actions,
executing them in the environment, then planning 15 more
actions and executing them. Each stage of planning uses
the cross entropy method, specifically sampling 1000 action
sequences, sorting them by the mean latent distance cost
to the goal, refitting to the top 10, and repeating 3 times,
before selecting the total lowest cost action.
B Additional Results
In Figure 10 we present additional examples of combining
SVG with GAP on the BAIR dataset. Again we consider the
goal image to be the last state in the trajectory. We see that
using GAP leads to more effectively capturing task relevant
objects, highlighted in red.
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Figure 10: GAP+SVG Video Prediction (BAIR Robot Dataset): We present additional qualitative examples of action-conditioned
SVG with and without GAP on the BAIR robot dataset, predicting on goal-reaching trajectories. Note, in the GAP predictions the goal is
added back to the predicted goal-state residual. In this case the goal is the rightmost frame. In the top example, we see that GAP more
effectively models the water gun, while normal SVG blurs it out. In the middle example, we see that by using the goal information, GAP
is able to more effectively model the jar. In the bottom example we see that SVG blurs out a background object, while GAP does not.
