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A note on antichains in the continuous cube
Barnaba´s Janzer
∗
Abstract
It is well-known that an antichain in the poset [0, 1]n must have measure zero. Engel,
Mitsis, Pelekis and Reiher showed that in fact it must have (n − 1)-dimensional Hausdorff
measure at most n, and they conjectured that this bound can be attained. In this note we
show that, for every n, such an antichain does indeed exist.
1 Introduction
We can partially order [0, 1]n by writing x ≤ y if xi ≤ yi for each i = 1, . . . , n. A subset A ⊆ [0, 1]
n
is called an antichain if it contains no two distinct elements x,y with x ≤ y. It is natural to
ask for continuous generalisations of Sperner’s theorem (which describes the largest possible size
of an antichain in the discrete cube {0, 1}n, see e.g. [1] for background). It is well-known that
any antichain in [0, 1]n must have Lebesgue measure zero. However, as shown by Engel, Mitsis,
Pelekis and Reiher [2], we can make interesting statements about the sizes of the antichains if we
consider their Hausdorff measure. The definition and some properties of the Hausdorff measure
are recalled in the Appendix, following [2], to make the paper self-contained.
Engel, Mitsis, Pelekis and Reiher [2] proved the following result.
Theorem 1 (Engel, Mitsis, Pelekis and Reiher [2]). Any antichain in [0, 1]n has Hausdorff
dimension at most n− 1 and (n− 1)-dimensional Hausdorff measure at most n. Moreover, these
bounds cannot be improved (that is, there are antichains with (n − 1)-dimensional Hausdorff
measure arbitrarily close to n).
They also conjectured that there are antichains in [0, 1]n of (n − 1)-dimensional Hausdorff
measure exactly n. In this note, we construct such an antichain for each n.
Theorem 2. For every n there is an antichain in [0, 1]n of (n−1)-dimensional Hausdorff measure
n.
2 The construction
Proof of Theorem 2. Let f be a strictly increasing singular function from [0, 1] onto [0, 1],
that is, a strictly increasing continuous surjective function [0, 1] → [0, 1] for which there is a set
S ⊆ (0, 1) of measure 1 such that f is differentiable with derivative zero at all points of S. (See
e.g. [4] for the construction of such a function.) As noted by Engel, Mitsis, Pelekis and Reiher
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[2], the graph of 1− f has Hausdorff measure 2 (see [3]), giving an example of an antichain with
the required properties when n = 2. We will generalise this construction for any n ≥ 2. (The
case n = 1 is trivial.)
First, we construct a function p : (0, 1)n−1 → (0, 1) with the following properties.
1. The function p is differentiable at every point in (0, 1)n−1 except maybe when two of the
coordinates are equal.
2. Whenever n − 2 coordinates are fixed, then the resulting function (0, 1) → (0, 1) is strictly
increasing and surjective. In particular, if x < y for some x,y ∈ (0, 1)n−1, then p(x) < p(y).
(We write x < y if x ≤ y and x 6= y.)
If n = 2 then p(x) = x works. For n ≥ 3, we define p as follows. Given (x1, . . . , xn−1) ∈
(0, 1)n−1, let σ be a permutation of {1, . . . , n − 1} such that xσ(1) ≤ · · · ≤ xσ(n−1), and set
p(x1, . . . , xn−1) =
∏n−2
i=1 xσ(i)
1− xσ(n−1) +
∏n−2
i=1 xσ(i)
.
It is clear that this satisfies the conditions above.
Define F : (0, 1)n−1 → (0, 1) by
F (x1, . . . , xn−1) = 1− p(f(x1), f(x2), . . . , f(xn−1)),
and write A for the graph of F . Note that, since f is strictly increasing, Property 2 above shows
that if x < y then F (x) > F (y) and so A is an antichain. We show that A has (n−1)-dimensional
Hausdorff measure at least n. (The measure is then exactly n by Theorem 1.)
Write pii : R
n → Rn−1 for the projection pi(x1, . . . , xn) = (x1, . . . , xi−1, xi+1, . . . , xn). We find
n disjoint subsets A1, . . . , An of A such that pii(Ai) has measure 1 for each i. This is sufficient,
since the projections pii cannot increase the Hausdorff measure, so each Ai must then have measure
at least 1.
Recall that there is a subset S ⊆ (0, 1) of measure 1 such that f is differentiable with derivative
zero at each point of S. We set
Bn = S
n−1
and, for i = 1, . . . , n− 1,
Bi = {x ∈ (0, 1)
n−1 : xj ∈ S for j 6= i and xi 6∈ S}.
Let Ai be the piece of the graph of F corresponding to domain Bi. Note that the Ai are
disjoint. It is clear that pin(An) = Bn has measure 1. To show that pii(Ai) has measure 1 for
i = 1, . . . , n − 1, it suffices to consider the case i = n− 1.
Let x = (x1, . . . , xn−2) ∈ S
n−2 be a point with all coordinates distinct, we show that the
set {xn ∈ (0, 1) : (x1, . . . , xn−2, xn) ∈ pin−1(An−1)} has measure 1. (Since the set of such points
x ∈ Sn−2 has measure 1, this then gives the result.) Write T = {x1, . . . , xn−2}. Consider the
function gx : (0, 1)→ (0, 1) given by gx(t) = F (x1, . . . , xn−2, t). Note that gx is strictly decreasing
and surjective by the properties of p and f . Moreover, whenever t ∈ S \ T , then the chain rule
gives that gx is differentiable at t with derivative zero. It follows that gx(S \ T ) has measure 0,
and hence (using that T is finite and gx is surjective onto (0, 1)) gx((0, 1)\S) has measure 1. But
this says exactly that {xn ∈ (0, 1) : (x1, . . . , xn−2, xn) ∈ pin−1(An−1)} has measure 1, giving the
result.
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We remark that when n = 3, the function p : (0, 1)2 → (0, 1) has a nice geometric in-
terpretation: p(x) is given by the (first) coordinate of the projection of x onto the diagonal
{(t, t) : t ∈ (0, 1)} from the point (1, 0) if x is below the diagonal and from (0, 1) if it is above.
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Appendix: The Hausdorff measure
Following [2], we recall the definition and some properties of the Hausdorff measure.
For a non-empty subset U of Rn, let diamU denote its diameter. For any real number s ≥ 0,
write αs =
pis/2
2sΓ(s/2+1) for the volume of the s-dimensional sphere of radius 1/2. For s ≥ 0, δ > 0
and A ⊆ Rn, write
Hsδ(A) = αs inf
{
∞∑
i=1
diam(Ui)
s : A ⊆
∞⋃
i=1
Ui and diam(Ui) ≤ δ for each i
}
.
Note that as δ decreases, the value of Hsδ(A) increases, so we may set
Hs(A) = lim
δ→0+
Hsδ(A).
It can be shown that Hs restricts to a measure, called the s-dimensional Hausdorff measure, on
a σ-algebra containing all the Borel measurable sets. Note that the scaling by αs guarantees that
the Hausdorff measure and the Lebesgue measure agree when s = n. Furthermore, it can be
shown that
dimH (A) = inf{s ≥ 0 : H
s(A) = 0}
has the property that if s < dimH(A) then H
s(A) = 0 and if s > dimH(A) then H
s(A) =∞, so
the only ’interesting’ value of Hs(A) occurs when s = dimH(A). The value dimH(A) is called the
Hausdorff dimension of A. See [2] for references on the topic.
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