The classical Loomis-Whitney inequality and the uniform cover inequality of Bollobás and Thomason provide upper bounds for the volume of a compact set in terms of its lower dimensional coordinate projections. We provide further extensions of these inequalities in the setting of convex bodies. We also establish the corresponding dual inequalities for coordinate sections; these uniform cover inequalities for sections may be viewed as extensions of Meyer's dual Loomis-Whitney inequality.
Introduction
The classical Loomis-Whitney inequality [18] compares the volume |K| of a convex body K in ℝ n with the geometric mean of the volumes |P i (K)| of its orthogonal projections onto e ⊥ i , where {e 1 , . . . , e n } is an orthonormal basis of ℝ n . We have
and equality holds if and only if K is an orthogonal parallelepiped such that ±e i are the normal vectors of its facets. In this inequality, |P i (K)| denotes the (n − 1)-dimensional volume of P i (K) (more generally, when A is a compact convex set in ℝ n , we write |A| for the volume of A in the appropriate affine subspace aff(A)). In fact, (1.1) holds true for any compact subset K of ℝ n . A dual inequality, in which the projections P i (K) are replaced by the sections K ∩ e ⊥ i , was obtained by Meyer in [19] . For every convex body K in ℝ n one has
with equality if and only if K is a linear image T(B n 1 ) of the cross-polytope B n every centered convex body K in ℝ n ,
3)
The assumption that K is centered, i.e. it has its center of mass at the origin, is of course needed only for the left hand side inequality. The equality cases are exactly the same with the ones in the Loomis-Whitney and Meyer inequality respectively. The right hand side inequality in (1.3) was proved by Ball in [3] , while the left hand side inequality was recently proved by Li and Huang in [17] . The geometric Brascamp-Lieb inequality and its inverse, due to Ball and Barthe (see [4] and [5] ), play a crucial role in the proofs of these more general inequalities.
A considerable extension of the Loomis-Whitney inequality was proved by Bollobás and Thomason in [8] . In order to state their result, we introduce some notation and terminology. For every non-empty τ ⊂ [n] := {1, . . . , n} we set F τ = span{e j : j ∈ τ} and E τ = F ⊥ τ . Given s ⩾ 1 and σ ⊆ [n] we say that the (not necessarily distinct) sets σ 1 , . . . , σ r ⊆ σ form an s-uniform cover of σ if every j ∈ σ belongs to exactly s of the sets σ i . The uniform cover inequality of [8] provides an upper bound for the volume of a compact set in terms of the volumes of its coordinate projections that correspond to a uniform cover of [n]. 
In the first part of this article we obtain some restricted variants of the Loomis-Whitney inequality and of the uniform cover inequality of Theorem 1.1. Our starting point is the following inequality from [14] :
This inequality may be viewed as a restricted (or "local") version of the Loomis-Whitney inequality, in the sense that it gives a lower estimate for the geometric mean of just two coordinate hyperplane projections of a convex body. A consequence of (1.5) is the inequality
for every convex body K in ℝ n and every u ∈ S n−1 , where S(A) is the surface area of A in the appropriate dimension. This inequality was used in [14] for the study of a question (posed by Dembo, Cover and Thomas [11] ) about the monotonicity of an analogue of the Fisher information on the class of compact convex sets, and it reappears in [15] , where the question to compare the surface area S(K) of a convex body K in ℝ n to the average, minimal or maximal surface area of its hyperplane projections is studied. In Section 3 we revisit (1.5). We adapt the proof of [14, Lemma 4.1] and combine it with the uniform cover inequality (1.4) of Theorem 1.1 to obtain the next generalization of (1.5). 
Note that if the sets σ 1 , . . . , σ r have the same cardinality k, then k = sd r and the result takes the form
Our starting point (1.5) corresponds to the special case d = r = 2, k = 1 and s = 1. The case k = 1, d = r and s = 1 has been recently studied by Soprunov and Zvavitch in [24] ; they use a similar argument, based on [14, Lemma 4.1] and on the classical Loomis-Whitney inequality. They also present an example which shows that the constant
is optimal.
In the second part of this article, starting from Meyer's inequality (1.2) we study the natural question if it is possible to have an inequality for sections, which is dual to (1.5). More precisely the question is if, for every centered convex body K in ℝ n and every i ̸ = j ∈ {1, . . . , n}, 
where c 0 > 0 is an absolute constant.
Note that under the assumptions of Theorem 1. ds by Jensen's inequality. Therefore, the result may be written in the simpler form
This is equivalent to (1.7) if all the sets σ i have the same cardinality k = ds r . Our starting point (1.6) corresponds to the special case d = r = 2, k = 1 and s = 1. In the more general case d = r, k = 1 and s = 1, which corresponds to σ j = {i j } for some distinct i 1 , . . . , i r ∈ [n], Theorem 1.3 provides the bound
The constant (c 0 r) r is probably non-optimal but it depends only on r and not on the dimension n. In Section 5 we provide an alternative proof of (1.5), with the same constant, using a general inequality about mixed volumes. Let C = (K 3 , . . . , K n ) be an (n − 2)-tuple of compact convex sets in ℝ n . For any pair of compact convex sets A, B in ℝ n we denote the mixed volume V(A, B, C) by V(A, B) (see Section 2 for basic facts about mixed volumes). Then, for any triple A, B, C of compact convex sets in ℝ n we have
V(A, A)V(B, C) ⩽ 2V(A, B)V(A, C).
(1.8)
In fact, (1.8) is an immediate consequence of one of the main lemmas in [14] and [12] . We observe that (1.8) leads to a generalization of (1.5), valid for any pair of hyperplane projections defined by two not necessarily orthogonal unit vectors u and .
Theorem 1.4. Let K be a convex body in
We also discuss a different question, which illustrates the usefulness of (1.8). It has been conjectured by Hug and Schneider in [16] that for any 1 ⩽ r ⩽ n and any r-tuple (K 1 , . . . , K r ) of convex bodies in ℝ n one has
where V(A 1 , . . . , A n ) is the mixed volume of n compact convex sets A i , the notation A[m] stands for an mtuple A, . . . , A, and
is the s-th intrinsic volume of K (see also [7] for the planar case). Hug and Schneider proved (1.9) under the assumption that the bodies K 1 , . . . , K r are zonoids. In the case r = 2, Artstein-Avidan, Florentin and Ostrover have proved in [1] that if K is any convex body and Z is a zonoid in ℝ n then
By the definition of V 1 (K) this inequality is the same as the conjectured one (for r = 2).
A discussion of a more general problem is given in [24] , where Soprunov and Zvavitch prove that if A is any convex body in ℝ n and Z 1 , . . . , Z r are zonoids then
while for an r-tuple of (arbitrary) convex bodies K 1 , . . . , K r in ℝ n one has
where c n,r = n r r r−1 . Moreover, the constant c n,r can be replaced by c n,r = n r/2 r r−1 if K 1 , . . . , K r are origin symmetric. We observe that (1.8) implies a much more general inequality, which confirms the conjectured inequality (1.9) in the case r = 2, with an absolute (almost optimal) constant and shows that the constant c n,2 in (1.10) may be replaced by the constant 2.
Theorem 1.5. Let A be a convex body in ℝ n . Then, for any pair of convex bodies K 1 and K 2 in ℝ n ,
Choosing A = B n 2 in Theorem 1.5 we get a variant of (1.9) with constant 2. One can check that Regarding the constants c n,r and c n,r in (1.10), from Theorem 1.5 we immediately see that c n,2 ⩽ 2 and we also observe that an induction argument leads to a version of the general inequality (1.10) with a constant c r which depends only on r. It would be interesting to determine the best possible value of this constant; simple induction gives the very crude estimate c r ⩽ 2 2 r−1 −1 .
Notation and background information
We work in ℝ n , which is equipped with a Euclidean structure ⟨ ⋅ , ⋅ ⟩ and we fix an orthonormal basis {e 1 , . . . , e n }. We denote by B n 2 and S n−1 the Euclidean unit ball and sphere in ℝ n respectively. We write σ for the normalized rotationally invariant probability measure on S n−1 and ν for the Haar probability measure on the orthogonal group O(n). Let G n,k denote the Grassmannian of all k-dimensional subspaces of ℝ n . Then, O(n) equips G n,k with a Haar probability measure ν n,k . The letters c, c , c 1 , c 2 etc. denote absolute positive constants which may change from line to line. Whenever we write a ≃ b, we mean that there exist absolute constants c 1 ,
Let K n denote the class of all non-empty compact convex subsets of ℝ n . If K ∈ K n has non-empty interior, we say that K is a convex body. If A ∈ K n , we denote by |A| the volume of A in the appropriate affine subspace unless otherwise stated. The volume of B n 2 is denoted by ω n . We say that a convex body K in ℝ n is symmetric if x ∈ K implies that −x ∈ K, and that K is centered if its center of mass 1 |K| ∫ K x dx is at the origin. The support function of a convex body K is defined by h K (y) = max{⟨x, y⟩ : x ∈ K}, and the mean width of K is
For any E ∈ G n,k we denote by E ⊥ the orthogonal subspace of E, i.e. E ⊥ = {x ∈ ℝ n : ⟨x, y⟩ = 0 for all y ∈ E}. In particular, for any u ∈ S n−1 we define u ⊥ = {x ∈ ℝ n : ⟨x, u⟩ = 0}. The section of K ∈ K n with a subspace E of ℝ n is K ∩ E, and the orthogonal projection of K onto E is denoted by P E (K).
Mixed volumes are introduced by a classical theorem of Minkowski which describes the way volume behaves with respect to the operations of addition and multiplication of compact convex sets by non-negative reals: If K 1 , . . . , K N ∈ K n , N ∈ ℕ, then the volume of t 1 K 1 +⋅ ⋅ ⋅+t N K N is a homogeneous polynomial of degree n in t i ⩾ 0 (see [10] and [23] ):
where the coefficients V(K i 1 , . . . , K i n ) are chosen to be invariant under permutations of their arguments. The coefficient V(K i 1 , . . . , K i n ) is called the mixed volume of the n-tuple (K i 1 , . . . , K i n ). We will often use the fact that V is positive linear with respect to each of its arguments and that
Steiner's formula is a special case of Minkowski's theorem. The volume of K + tB n 2 , t > 0, can be expanded as a polynomial in t:
where
In particular, this implies that the sequence (W 0 (K), . . . , W n (K)) is log-concave. From the AleksandrovFenchel inequality one can recover the Brunn-Minkowski inequality as well as the following generalization for the quermassintegrals:
We write S(K) for the surface area of K. From Steiner's formula and the definition of surface area we see that S(K) = nW 1 (K). Finally, let us mention Kubota's integral formula
The case k = 1 is Cauchy's surface area formula
We refer to the books [13] and [23] for basic facts from the Brunn-Minkowski theory and to the book [2] for basic facts from asymptotic convex geometry. We also refer to [9] for detailed information on the properties of the family of the L p -centroid bodies of a convex body.
Restricted Loomis-Whitney inequalities
For the proof of Theorem 1.2, we will use the uniform cover inequality (1.4) of Bollobás and Thomason and the next classical inequality of Berwald [6] .
Lemma 3.1. Let A be a convex body in ℝ m and let φ : A → ℝ + be a concave function. Then, for every 0 < p < q,
Proof of Theorem 1.2. Let r > s ⩾ 1, let σ ⊆ [n] with cardinality |σ| = d < n and let (σ 1 , . . . , σ r ) be an s-uniform cover of σ. Note that if
For every y ∈ P E σ (K) we define the sets
An application of Hölder's inequality shows that
By the Brunn-Minkowski inequality, the function φ :
|K(y)| dy = |K|.
Applying Lemma 3.1 with
and q = d, we get
It follows that
and the result follows from (3.1). 
In order to get a feeling of the estimates, let us consider the case of two orthogonal coordinate subspaces
for some absolute constant c 1 > 0. So, we get: Corollary 3.3. Let k < n/2 and let F 1 , F 2 ∈ G n,k be two orthogonal coordinate subspaces. For every convex body K in ℝ n we have |P F
Let K be a centered convex body of volume 1 in ℝ n . Recall that, for every p ⩾ 1, the L p -centroid body Z p (K) of K is the symmetric convex body with support function
The L p -centroid bodies of a convex body were introduced by Lutwak and Zhang. Their systematic study from an asymptotic point of view started with the works of Paouris [20] and [21] . In particular, the inequality (4.2) below, which is essential for our argument, comes from [21] . We will use the next basic facts about the family {Z p (K)} p⩾1 ; see [9, Chapter 5] for the proofs. 
and
Besides (4.1) and (4.2) we will need the following: For every centered convex body K of volume 1 in ℝ n , for every p ⩾ 1 and every u ∈ S n−1 ,
where c 5 , c 6 > 0 are absolute constants. We start with the proof of (1.5). This is a simple case of the general inequality of Theorem 1.3, which illustrates the main ideas behind its proof. Proof. By homogeneity we may assume that |K| = 1. Using (4.2) with F = E ⊥ u = span{u, } we see that
where the two equalities hold because u, ∈ F. If we consider the two-dimensional origin symmetric ellipsoid C = P F (Z 2 (K)) it is clear (by the Loomis-Whitney inequality in the plane) that |C| ⩽ 4h C (u)h C ( ), and this shows that
This completes the proof. By homogeneity we may assume that |K| = 1. Starting from (4.2) we write 3 for all i, and hence,
so we need a lower bound for the product
Now, since (σ 1 , . . . , σ r ) is an s-uniform cover of σ, applying the uniform cover inequality of Bollobás and Thomason to the convex body P F σ (Z d (K)) we get
Next, using again (4.2), we see that
Combining the above, we have
where c 0 = c 1 c 3 /c 2 , and the result follows.
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In order to get a feeling of the estimates, let us consider the case of two orthogonal coordinate subspaces F 1 , F 2 ∈ G n,k , where k < n/2. Then, r = 2, s = 1 and d = 2k. Therefore, we get: Corollary 4.3. Let k < n/2 and let F 1 , F 2 ∈ G n,k be two orthogonal coordinate subspaces. For every centered convex body K in ℝ n we have 
Inequalities about mixed volumes
In this last section we prove Theorem 1.4 and we discuss the conjecture of Hug and Schneider in the case r = 2; we provide an affirmative answer, up to a factor 2, in greater generality. The main source of our results is the next lemma which is an almost immediate consequence of a lemma from [12] (a variant of it had been earlier proved in [14] ). We reproduce a sketch of its proof for completeness. 
+ 2ts(V(B, C)V(A, A) − V(B, A)V(C, A)),
where g is a linear function of t and s. It follows that the quadratic term is non-negative and hence, either
V(B, C)V(A, A) > V(B, A)V(C, A) or its discriminant (V(B, A)V(C, A) − V(B, C)V(A, A)) 2 − [V(B, A) 2 − V(A, A)V(B, B)][V(C, A) 2 − V(A, A)V(C, C)]
is non-positive. Working in the same way with the second inequality, we arrive at 
Therefore, |V(B, A)V(C, A) − V(B, C)V(A, A)| ⩽ V(B, A)V(C, A)
, and the lemma immediately follows.
Let us finally mention that Soprunov and Zvavitch have observed in [24] that if A = ∆ is an n-dimensional simplex then (5.7) holds true with constant 1, and they conjecture that if a convex body A in ℝ n satisfies (5.7) with constant 1 for all r and all K 1 , . . . , K r ∈ K n then A must be an n-dimensional simplex. In [22] this conjecture is confirmed under the additional hypothesis that A is a polytope.
