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The accessible information quantifies the amount of classical information that can be extracted
from an ensemble of quantum states. Analogously, the informational power quantifies the amount
of classical information that can be extracted by a quantum measurement. For both quantities,
we provide upper and lower bounds that depend only on the dimension of the system, and we
prove their tightness. In the case of symmetric informationally complete (SIC) ensembles and
measurements, stronger bounds are provided and their tightness proved for qubits and qutrits. From
our upper bounds, we notice, perhaps surprisingly, that the statistics generated by SIC ensembles
or measurements in arbitrary dimension, though optimal for tomographic purposes, in fact never
contain more than just one bit of information, the rest being constituted by completely random
bits. On the other hand, from our lower bounds, we obtain an explicit strategy beating the so-
called “pretty-good” one for the extraction of mutual information in the case of SIC ensembles and
measurements.
I. INTRODUCTION
Quantum theory poses bounds on the amount
of classical information that can be extracted from
an ensemble of quantum states or by a quantum
measurement, and the problem of quantifying such
bounds lies at the heart of many important aspects
of the theory. From a fundamental viewpoint, it has
implications in fields such as quantum measurement
theory [1], entropic uncertainty relations [2–6], or
the informational axiomatization of quantum the-
ory [7, 8]. On the other hand, in applications it
is often important to implement preparations and
measurements that achieve those bounds in order to
optimally perform tasks such as information lock-
ing [4], private quantum decoupling [9, 10], purifica-
tion of noisy quantum measurements [11], random-
ness generation [12], classical communication over
quantum channels [12], storage and retrieval of infor-
mation from quantum memories [12], and quantum
error correction [13, 14].
The problem of quantifying how much informa-
tion can be extracted from an ensemble of quan-
tum states was first addressed almost half a cen-
tury ago, and is usually referred to as the accessible
information problem [15–23]. Since exact solutions
to this problem are known only for some restricted
classes of symmetric preparations, tight upper and
lower bounds - known as the Holevo-Yuen-Ozawa
bound [16, 22] and the subentropy bound [23], re-
spectively - can often be extremely useful. We note
however that, even for highly symmetric prepara-
tions like the so-called tetrahedral preparation first
introduced by Davies [19], the analytic evaluation of
the accessible information remained an open prob-
lem for long time [24].
Very recently, a “dual” problem to that of acces-
sible information has been introduced, as the prob-
lem of quantifying how much information can be
extracted by a quantum measurement (i.e. its in-
formational power) [24]. Despite the usefulness of
such dual approach [24–29] (leading e.g. to the an-
alytic evaluation [24, 25, 28] of the accessible infor-
mation of the tetrahedral preparation), tight upper
and lower bounds on the informational power of a
quantum measurement are still lacking.
The tetrahedral configuration for qubits is gen-
eralized to higher dimensions by what are called
symmetric informationally complete (SIC) prepara-
tions and measurements [30]. SIC quantum mea-
surements [30–32] were introduced as useful tools for
quantum tomography, quantum cryptography [33–
38], and classical signal processing [39], but it has
been argued that they also play a fundamental role
in characterizing the structure of quantum state
space [32]. Despite numerous efforts, many impor-
tant properties of SIC measurements, not last their
existence in any dimension, are still unanswered
problems. Therefore, any approach that can shed
new light on SIC measurements may lead to a bet-
ter understanding of their structure.
The purpose of this work is twofold. First, we
provide tight upper and lower bounds, depending
only on the dimension of the system, on the accessi-
ble information and the informational power of any
preparation and measurement. While both upper
and lower bounds for accessible information can be
trivially saturated, we find that, for the case of in-
formational power, the lower bound is saturated by
a non-trivial measurement that we name “Scrooge”
following Ref. [23]. Second, we focus on the case
of SIC preparations and measurements, providing
stronger upper and lower bounds on accessible infor-
mation and informational power, and proving their
tightness in the case of qubits and qutrits. As a
corollary of our upper bound, we show that the ac-
cessible information and the informational power of
SIC preparations and measurements are always up-
per bounded by one bit. In this sense, therefore,
the statistics generated by SIC preparations or SIC
measurements, though optimal for tomographic pur-
poses, are (perhaps surprisingly) constituted by al-
most completely random bits. As a corollary of
our lower bound, we provide a strategy for the ex-
traction of mutual information from SIC ensembles
or by SIC measurements, which beats the so-called
“pretty-good” one [40–43].
The paper is organized as follows. In Sec. II we
provide our first main result, namely tight upper
and lower bounds on the accessible information and
informational power for arbitrary preparations and
measurements, as a function of the dimension only.
In Sec. III we provide our second main result, namely
upper and lower bounds on the accessible informa-
tion and informational power for SIC preparations
and measurements. For qubits and qutrits we prove
tightness in Sec. III A. We conclude the paper dis-
cussing some open problems in Sec. IV.
II. BOUNDS FOR ARBITRARY
ENSEMBLES AND MEASUREMENTS
In this Section we provide upper and lower bounds
on the accessible information (resp., informational
power) of arbitrary preparations (resp., measure-
ments).
Let us recall some basic definitions [44] from clas-
sical information theory. A random variable X is
a function that maps from its domain, the sample
space, to its range, the real numbers, according to a
probability distribution (probability density for the
continuous case) p(X=x). Given a random variable
X , the Shannon entropy H(X) defined as
H(X) := −
∑
x
p(X=x) log p(X=x),
for the discrete case, or
H(X) := −
∫ ∞
−∞
dx p(X=x) log p(X=x),
for the continuous case, is a measure of the lack of in-
formation about the outcome of X . We write log for
binary logarithms and ln for natural logarithms, and
we express informational quantities in bits. Given
two random variables X and Y , the joint Shannon
entropy H(X,Y ) is defined as
H(X,Y ) := −
∑
x,y
p(X=x, Y=y) log p(X=x, Y=y),
for the discrete case, or
H(X,Y ) :=
−
∫∫ ∞
−∞
dxdy p(X=x, Y=y) log p(X=x, Y=y)
for the continuous case, and is a measure of the lack
of information about the joint outcomes of X and
Y . The conditional Shannon entropy H(X |Y ) de-
fined as H(Y |X) := H(X,Y ) − H(X) is a mea-
sure of the lack of information about the outcome
of X given the knowledge of the outcome of Y . The
mutual information I(X ;Y ) defined as I(X ;Y ) :=
H(X) + H(Y ) − H(X,Y ) = H(Y ) − H(Y |X) =
H(X)−H(X |Y ) is a measure of correlation between
X and Y , or, equivalently, a measure of how much
information about each random variable is carried
by the other one.
Let us recall some basic definitions [12] from quan-
tum information theory. Any quantum system is as-
sociated to an Hilbert space H, and we denote with
L(H) the space of linear operators on H. We will
consider only finite dimensional Hilbert spaces. A
state ρ is a positive semidefinite operator in L(H)
such that Tr[ρ] ≤ 1. Any preparation of a quantum
system is described by an ensemble. In the discrete
(resp., continuous) case, an ensemble is an opera-
tor valued measurable function E = {ρx} from real
numbers x to states ρx ∈ L(H), associated with a
probability distribution (resp., probability density),
such that
∑
x Tr[ρx] = 1 (resp.,
∫
x dxTr[ρx] = 1).
We will call any ensemble of rank-one states a rank-
one ensemble. For any Hilbert space H, the con-
tinuous ensemble uniformly distributed according to
Haar measure [45, 46] is sometimes called Scrooge
ensemble [23].
An effect Π is a positive semidefinite operator
in L(H) such that Π ≤ 1 . Any measurement
on a quantum system is described by a probability
operator-valued measure (POVM) [16]. In the dis-
crete (resp., continuous) case, a POVM is an op-
erator valued measurable function P = {Πy} from
real numbers y to effects Πy ∈ L(H), such that∑
y Πy = 1 (resp.,
∫
y
dyΠy = 1 ), where 1 de-
notes the identity operator. We will call any POVM
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of rank-one effects a rank-one POVM. In analogy
with [23], for any Hilbert space H, we call the con-
tinuous POVM uniformly distributed according to
Haar measure [45, 46] the Scrooge POVM.
Given an ensemble E = {ρx} and a POVM P =
{Πy}, the joint probability P (X=x, Y=y) of state ρx
and outcome Πy is given by the Born rule, namely
P (X=x, Y=y) = Tr[ρxΠy], and the mutual informa-
tion I(X ;Y ) is usually denoted with I(E ,P). Given
an Hilbert space K and an ensemble E = {ρx} on K
with average state ρ :=
∑
x ρx, or ρ :=
∫
x dxρx in
the continuous case, call P the orthogonal projector
on H := supp ρ. Then for any POVM P = {Πy} on
K one has that
Tr[ρxΠy] = Tr[ρxPΠyP ], ∀x, y,
since ρx = PρxP for any x. Since
∫
y dyPΠyP =
P (i. e.
∑
y PΠyP = P in the discrete case) and
PΠyP ≥ 0 for any y, one has that {PΠyP} is a
POVM on H with same joint probability. Therefore
we can limit ourselves, without loss of generality, to
ensembles E = {ρx} such that the average state ρ
is invertible (or faithful [47]), namely to be defined
on H with H := supp ρ. Given an ensemble E =
{ρx} with average state ρ, then {ρ−1/2ρxρ−1/2} is
a POVM, sometimes called pretty-good POVM [40–
43] for E or ρ−1-distortion [23]. Given a POVM P =
{Πy} and a normalized state ρ, then {ρ1/2Πyρ1/2} is
an ensemble with average state ρ, sometimes called
pretty-good ensemble for E or ρ-distortion.
The accessible information [15] was introduced as
a measure of how much information can be extracted
from an ensemble.
Definition 1 (Accessible Information). The acces-
sible information A(E) of a discrete or continu-
ous ensemble E is the supremum over any discrete
or continuous POVM P of the mutual information
I(E ,P), namely
A(E) := sup
P
I(E ,P).
Any POVM P that attains the accessible information
is called maximally informative for the ensemble E.
The informational power [24] was introduced as a
measure of how much information can be extracted
by a POVM.
Definition 2 (Informational Power). The infor-
mational power W (P) of a discrete or continuous
POVM P is the supremum over any discrete or
continuous ensemble E of the mutual information
I(E ,P), namely
W (P) := sup
E
I(E ,P).
Any ensemble E that attains the informational power
is called maximally informative for the POVM P.
The following Lemma, appearing also in Ref. [24],
provides a fundamental relation between accessible
information and informational power.
Lemma 1. For any discrete or continuous POVM
P = {Πy}, the informational power W (P) is the
supremum over normalized states ρ of the accessible
information of the ensemble {ρ1/2Πyρ1/2}, namely
W (P) = sup
ρ
A({ρ1/2Πyρ1/2}). (1)
Proof. For both the discrete or continuous case, one
has that
W (P) = sup
E
I(E ,P)
= sup
E
I({ρ−1/2ρxρ−1/2}, {ρ1/2Πyρ1/2})
= sup
ρ
A({ρ1/2Πyρ1/2}),
where first equality follows from Definition 2; sec-
ond equality follows from the identity Tr[ρxΠy] =
Tr[ρ−1/2ρxρ
−1/2ρ1/2Πyρ
1/2]; third equality follows
from Definition 1.
We can now provide the first main result of this
work.
Theorem 1 (Bounds for arbitrary ensembles and
POVMs). For any d-dimensional discrete or con-
tinuous rank-one ensemble E = {ρx} with average
state ρ and any d-dimensional discrete or continu-
ous rank-one POVM P = {Πy} one has that
0 ≤ A(E) ≤ log(d), (2)
and
log(d)− 1
ln(2)
d∑
n=2
1
n
≤W (P) ≤ log(d), (3)
Lower and upper bounds in Eq. (2) are saturated,
respectively, when ρx ∝ ρ for all x, and when
ρx =
1
d |ex〉〈ex| for some orthonormal basis |ex〉.
Lower and upper bounds in Eq. (3) are saturated, re-
spectively, when P is the Scrooge POVM and when
Πy = |ey〉〈ey| for some orthonormal basis |ey〉.
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Proof. Lower bound in Eq. (2) follows from the non-
negativity of mutual information.
Upper bound in Eq. (2) is the well known Holevo-
Yuen-Ozawa bound [16, 22].
Let us prove the lower bound in Eq. (3). One has
that
inf
P|P is rank-1
W (P) = inf
P|P is rank-1
sup
ρ
A({ρ1/2Πyρ1/2})
= sup
ρ
A({ρ1/2Π∗yρ1/2})
= log(d)− 1
ln(2)
d∑
n=2
1
n
,
where first equality follows from Lemma (1); second
equality follows from the fact proved in Sec. II and
Sec. III of Ref. [23] that the infimum over P for any
ρ is attained when P is the Scrooge POVM P∗ =
{Π∗y}, and thus infimum and supremum commute;
third equality follows from the fact proved in Sec.
IV of Ref. [23] that the supremum over ρ, in the
case of Scrooge POVM, is attained when ρ = 1d1 .
The lower bound in Eq. (3) is then proved.
Let us prove the upper bound in Eq. (3). By ab-
surd suppose that there exists a POVM P∗ such that
W (P∗) > log(d), and call E∗ its maximally informa-
tive ensemble. Then A(E∗) ≥ W (P∗) > log(d) con-
tradicting Holevo-Yuen-Ozawa bound. The upper
bound in Eq. (3) is then proved.
Notice that, if the hypotheses on the rank of E and
P are dropped in Theorem 1, while Eq. 2 still holds,
the lower bound in Eq. (3) does not hold anymore
and must be replaced with the bound 0 ≤ W (P),
which is trivially saturated when Πy ∝ 1 for all y.
Finally, notice that the expression in the left hand
side of Eq. (3) appeared in Eq. (42) of a very recent
work [28] by S lomczyn´ski and Szymusiak as the av-
erage value of the relative entropy of measurement
over all pure states.
III. BOUNDS FOR SIC ENSEMBLES AND
SIC MEASUREMENTS
In this Section we provide upper and lower bounds
on the accessible information (resp., informational
power) of rank-one SIC ensembles (resp., rank-one
SIC POVMs).
Let us first introduce symmetric informationally
complete (SIC) sets of operators.
Definition 3 (SIC set of operators). A d-
dimensional set X = {Xx}d2x=1 of d2 rank-one pos-
itive operators Xx satisfying Tr[Xx] = λ for any x
and for some λ and Tr[XxXy] =
λ2
d+1 for any x 6= y
is called symmetric informationally complete (SIC)
set of operators.
The following Lemma, appearing also in Ref. [32],
provides a fundamental property of SIC set of oper-
ators.
Lemma 2. For any d-dimensional SIC set X =
{Xx} of operators Xx with Tr[Xx] = λ, the aver-
age operator X¯ :=
∑
xXx is X¯ = dλ1 .
Proof. For any operator A we have that Tr[A†A] = 0
if and only if A = 0. Taking A = dλ1 − X¯ we have
Tr[(dλ1 − X¯)2]
=d2λ2Tr[1 ] + Tr[X¯2]− 2dλTr[X¯ ]
=d3λ2 + d2λ2 +
d2(d2 − 1)
d+ 1
λ2 − 2d3λ2
=0.
by noticing that Tr[X¯] =
∑d2
x=1 λ = d
2λ
and Tr[X¯2] =
∑
x λ
2 +
∑
x 6=y
λ2
d+1 = d
2λ2 +
d2(d2−1)
d+1 λ
2.
Definition 4 (SIC Ensemble). A d-dimensional
SIC set E = {ρx} of operators ρx with Tr[ρx] = 1d2
is called symmetric informationally complete (SIC)
ensemble.
Definition 5 (SIC POVM). A d-dimensional SIC
set P = {Πy} of operators Πy with Tr[Πy] = 1d
is called symmetric informationally complete (SIC)
POVM.
Notice that Lemma 2 ensures that the average
state of any SIC ensemble is 1d1 and that in Def-
inition 5 the necessary condition
∑
y Πy = 1 is
automatically granted. Notice also that given any
SIC POVM P = {Πx}, one has that { 1dΠx} is a
SIC ensemble. Analogously, given any SIC ensem-
ble E = {ρx}, one has that {dρx} is a SIC POVM,
since the average state of any SIC ensemble is 1d1 .
Then there is a one-to-one correspondence between
SIC POVMs and SIC ensembles given by renormal-
ization.
We can now provide the second main result of this
work.
Theorem 2 (Bounds for SIC ensembles and SIC
POVMs). For any d-dimensional SIC ensemble E =
{ρx} and any d-dimensional SIC POVM P = {Πy}
one has that
log(d)− 1
ln 2
d∑
n=2
1
n
≤A(E) ≤ log 2d
d+ 1
, (4)
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and
log(d)− 1
ln 2
d∑
n=2
1
n
≤W (P) ≤ log 2d
d+ 1
. (5)
Proof. The lower bound in Eq. (5) follows from
Eq. (3).
Let us prove the upper bound in Eq. (5). Upon
introducing an ensemble E = {ρx} and two ran-
dom variables X and Y such that p(X=x) =
Tr[ρx] and p(X=x, Y=y) = Tr[ρxΠy ], we have
I(E ,P) = I(X ;Y ) = H(Y ) − H(Y |X). Entropy
H(Y ) is trivially upper bounded byH(Y ) ≤ log(d2).
Since the entropy H(Y |X=x) is lower bounded by
H(Y |X=x) ≥ log(d(d + 1)/2) as proven in a recent
interesting work by Rastegin [48], the conditional
entropy H(Y |X) =∑x p(X=x)H(Y |X=x) is lower
bounded by H(Y |X) ≥ log(d(d + 1)/2). The upper
bound in Eq. (5) is then proved.
The upper bound in Eq. (4) follows from the upper
bound in Eq. (5) and from Lemma 1.
Let us prove the lower bound in Eq. (4). One has
that
inf
E|E is SIC
A(E) ≥ inf
P|P is rank-1
A
(
1
d
P
)
= log(d)− 1
ln(2)
d∑
n=2
1
n
.
where first inequality follows from the fact that the
set of SIC ensembles is a subset of the set of rank-one
ensembles with average state 1d1 due to Lemma 2;
second equality follows from the fact proved in Sec.
II and III of Ref. [23] that the infimum over P is
attained when P is the Scrooge POVM. The lower
bound in Eq. (3) is then proved.
Notice that, for any dimension d, the lower bound
on accessible information and informational power
given by Eqs. (4) and (5) are tighter than those
provided by the pretty-good POVM and ensem-
ble. Indeed, for any d-dimensional SIC ensemble
E = {ρx}, the corresponding pretty-good POVM
is {dρx}; analogously, for any d-dimensional SIC
POVM P = {Πx}, the corresponding pretty-good
ensemble is {d−1Πx}; the mutual information given
by the pretty-good strategy is then
I({ρx}, {dρx})
=I({d−1Πx}, {Πx})
=
2d
d2(d+ 1)
log d− d− 1
d2(d+ 1)
log(d+ 1)
≤ log d− 1
ln 2
d∑
n=2
1
n
,
where the first and second equalities follow from Def-
inition 3 and the inequality follows by direct inspec-
tion.
Notice also that the values of the mutual infor-
mation in lower bounds in Eqs. (4) and (5) can be
achieved by the Scrooge measurement and ensemble,
respectively, as shown in the proof of Theorem 2.
Therefore, when extracting information from a SIC
ensemble or by a SIC measurement, the strategy
based on the Scrooge construction performs strictly
better than the pretty-good one. Note, however,
that pretty-good construction was not introduced
with respect to accessible information extraction,
but aiming to maximize the probability of correct
guess.
Finally, as a “numerological” aside, we notice the
intriguing fact that the quantity 2d+1 , appearing in
the right hand side of both Eqs. (4) and (5), appears
also in a number of other quantities related to SIC
POVMs. For example, the index of coincidence C,
defined for any POVM P = {Πy} and any state ρ as
C =
∑
y(Tr[ρΠy])
2, is constant and equal to 2d(d+1)
in the case of SIC POVMs and pure states [48, 49].
Also, the so-called quantumness [33] Q of a Hilbert
space, representing the worst-case difficulty of trans-
mitting quantum states through a purely classi-
cal communication channel, was shown [50] to be
achieved whenever the states to be transmitted con-
stitute a SIC ensemble, in which case Q = 2d+1 . As
a further example, the total uncertainty [51] T on
the outcome of a complete set of mutually unbiased
bases [52] in any prime dimension is known to be
lower bounded as T ≥ (d + 1) log d+12 , with equal-
ity if and only if the input states constitute a SIC
ensemble [51].
A. The cases of qubits and qutrits
The following two corollaries prove the tightness
of the upper bounds in Eqs. (4) and (5) for qubits
and qutrits.
5
Corollary 1. Upper bounds in Eqs. (4) and (5) are
tight in dimension d = 2, namely the 2-dimensional
SIC ensemble (tetrahedral ensemble) E and the 2-
dimensional SIC POVM (tetrahedral POVM) P are
such that
A(E) =W (P) = log 4
3
.
The accessible information is achieved by the so-
called antitetrahedral POVM and the informational
power by the so-called antitetrahedral ensemble.
Proof. The POVM P = {Πy}4y=1 (tetrahedral
POVM) with Πy =
1
2 |piy〉〈piy | given by
|pi1〉 = |0〉,
|pi2〉 = 1√
3
|0〉+
√
2
3
|1〉,
|pi3〉 = 1√
3
|0〉+ ei 23pi
√
2
3
|1〉,
|pi4〉 = 1√
3
|0〉+ e−i 23pi
√
2
3
|1〉.
is a SIC POVM in dimension 2.
The ensemble E = {ρx}4x=1 (antitetrahedral en-
semble) with ρx =
1
4 |ψx〉〈ψx| given by
|ψ1〉 = |1〉,
|ψ2〉 =
√
2
3
|0〉 − 1√
3
|1〉,
|ψ3〉 =
√
2
3
|0〉+ ei 13pi 1√
3
|1〉,
|ψ4〉 =
√
2
3
|0〉+ e−i 13pi 1√
3
|1〉.
saturates the upper bound in Eq. (5). Since the
average state of the ensemble E is 1d1 , due to Lem-
mas 1 and 2 also the upper bound in Eq. (4) is sat-
urated.
Corollary 2. Upper bounds in Eqs. (4) and (5) are
tight in dimension d = 3, namely there exist a 3-
dimensional SIC ensemble E and a 3-dimensional
SIC POVM P such that
A(E) =W (P) = log 3
2
.
The accessible information is achieved by an or-
thonormal POVM and the informational power by
an orthonormal ensemble.
Proof. The POVM P = {Πy}9y=1 with Πy =
1
3 |piy〉〈piy | given by
|pi1〉 = |0〉,
|pi2〉 = 1
2
|0〉+ i
√
3
2
|1〉,
|pi3〉 = 1
2
|0〉 − i
√
3
2
|1〉,
|pi4〉 = 1
2
|0〉+ 1
2
|1〉+ 1√
2
|2〉,
|pi5〉 = 1
2
|0〉+ 1
2
|1〉+ e 23pii 1√
2
|2〉,
|pi6〉 = 1
2
|0〉+ 1
2
|1〉+ e− 23pii 1√
2
|2〉,
|pi7〉 = 1
2
|0〉 − 1
2
|1〉+ 1√
2
|2〉,
|pi8〉 = 1
2
|0〉 − 1
2
|1〉+ e 23pii 1√
2
|2〉,
|pi9〉 = 1
2
|0〉 − 1
2
|1〉+ e− 23pii 1√
2
|2〉,
is a SIC POVM in dimension 3. Notice that states
|pii〉 with i = 1, 2, 3 lie on a plane on the Bloch
sphere, and the same for i = 4, 5, 6 and i = 7, 8, 9.
The ensemble E = {ρx}3x=1 with ρx = 13 |ψx〉〈ψx|
given by
|ψ1〉 = |2〉,
|ψ2〉 = − 1√
2
|0〉+ 1√
2
|1〉,
|ψ3〉 = 1√
2
|0〉+ 1√
2
|1〉,
saturates the upper bound in Eq. (5). Notice that
Tr[ρ1Πy] = 0 if y = 1, 2, 3 and Tr[ρ1Πy] = 1/18 oth-
erwise; Tr[ρ2Πy] = 0 if y = 4, 5, 6 and Tr[ρ2Πy ] =
1/18 otherwise; Tr[ρ3Πy] = 0 if y = 7, 8, 9 and
Tr[ρ3Πy] = 1/18 otherwise. Notice also that E is
an orthonormal ensemble. Since the average state of
the ensemble E is 1d1 , due to Lemmas 1 and 2 also
the upper bound in Eq. (4) is saturated.
Notice how the optimal construction in the case
of Corollary 2 is given by orthonormal ensemble
and POVM, contrarily to the case of Corollary 1,
in which the optimal construction still involves the
tetrahedral configuration. An analogous observa-
tion was very recently reported also by Szymusiak
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in Ref. [29], where a characterization of the max-
imally informative ensembles for group-covariant
three-dimensional SIC POVMs is provided.
We can now compare the bounds provided in The-
orem 2 with those provided in Theorem 1. A plot of
these bounds as a function of the dimension is pro-
vided in Fig. 1. The lower bounds in Eqs. (2) and
0
0.5
1
1.5
2
2.5
2 3 4 5 6 7 8 9 10
W
,
 
A
d
Holevo bound (upper green line)
SIC upper bound (middle red line)
Subentropy (lower blue line)
FIG. 1. (Color online) Bounds on the accessible infor-
mation and the informational power as given by Theo-
rems 1 and 2. The upper green line is the upper bound
for arbitrary ensembles and POVMs, namely log d. The
middle red line is the upper bound for SIC ensem-
bles and SIC POVMs, namely log 2d
d+1
. The lower blue
line is the lower bound for rank-one POVMs, namely
log(d) − 1
ln(2)
∑d
n=2
1
n
. The two horizontal black lines
are the asymptotes for the latter two quantities.
(3), as well as the upper bounds in Eqs. (4) and (5),
are asymptotically finite, namely
log d− 1
ln 2
d∑
i=2
1
d
−→ 1− γ
ln 2
∼ 0.60995,
where γ is the Euler constant, and
log
2d
d+ 1
−→ 1.
Then, while there exist ensembles (resp., POVMs)
whose accessible information (resp., informational
power) grows as log d, that of SIC ensembles (resp.,
SIC POVMs) is asymptotically upper bounded by
one bit.
IV. CONCLUSION AND OUTLOOK
The purpose of this work was twofold. First, we
provided tight upper and lower bounds, depending
only on the dimension of the system, on the accessi-
ble information and the informational power of any
preparation and measurement. While both upper
and lower bounds for accessible information can be
trivially saturated, we found that, for the case of
informational power, the lower bound is saturated
by the Scrooge measurement. Second, we focused
on the case of SIC preparations and measurements,
providing stronger upper and lower bounds on ac-
cessible information and informational power, and
proved their tightness in the case of qubits and
qutrits. As a corollary of our upper bound, we
showed that the accessible information and the in-
formational power of SIC preparations and measure-
ments are always upper bounded by one bit. As a
corollary of our lower bound, on the other hand, we
provided a strategy for the extraction of mutual in-
formation from SIC ensembles or by SIC measure-
ments, beating the “pretty-good” one.
Our results can be generalized to arbitrary (in
general, not discrete nor continuous) ensembles and
POVMs, upon redefining the mutual information in
terms of relative entropy [44]. In the most general
case, a POVM [16] is defined as an operator val-
ued function P = {Π(∆)} from the collection of
Borel subsets on the real line such that Π(∅) = 0,
Π(R) = 1 , and for every sequence of disjoint Borel
subsets ∆y one has that Π(∪y∆y) =
∑
y Π(∆y). It
should be noted that the sets of discrete and that
of continuous POVMs are dense subsets of the set
of general POVMs in a suitable weak topology, so
that the present definition of accessible information
is consistent with that for the general case. The most
general definition of ensemble is analogous. The dis-
cussion of the most general case is out of the scope
of the present manuscript.
We notice that no non-trivial upper and lower
bounds on the informational power as functions
of the POVM are known (while analogous bounds
for the accessible information as function of the
ensemble are provided by the Holevo-Yuen-Ozawa
bound [16, 22] and the subentropy bound [23]). For
any POVM P = {Πx}, the subentropy of the en-
semble E = {ρ1/2Πxρ1/2}, for any normalized state
ρ, is a lower bound on the informational power of
P , as it follows immediately from Lemma 1 (see also
Refs. [24, 25]). Unfortunately, a general method to
maximize over ρ, thus making such bound tighter,
is not known.
We conclude our work by adding a few items to the
long list of conjectures related to SIC ensembles and
SIC POVMs. We start by noticing that in dimen-
sion d ≥ 4 it is not clear whether the upper bounds
in Theorem 2 are tight or not. Nonetheless, some
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light can be shed by numerical optimization. Indeed,
from the proof of Theorem 2 it follows that neces-
sary condition for the upper bound in Eq. (5) to be
tight is that the bound H(Y |X=x) ≥ log(d(d+1)/2)
is tight. Then, for the 16 Z4 × Z4 covariant 4-
dimensional SIC POVMs listed in Ref. [31], we nu-
merically searched for the state ρx minimizing the
entropy H(Y |X=x). We employed a steepest de-
scent algorithm similar to that proposed in Ref. [24]
for several (> 1000) seed states chosen with uniform
distribution. For any considered POVMs, the opti-
mal state we found has H(Y |X = x) ∼ 3.433, so
the bound H(Y |X = x) ≥ log 10 ∼ 3.322 is not sat-
urated. If a state saturating such bound does not
exist, then the upper bound in Eq. (4) is not tight
for Z4 × Z4 4-dimensional SIC POVM.
This rises another intriguing question: is the in-
formational power the same for any SIC POVM in
fixed dimension? And also: for any SIC POVM in
arbitrary dimension, does there exist a maximally
informative ensemble with average state d−11 ? Of
course, the answer to this question would be affirma-
tive if all SIC POVMs were proved to be covariant
under the action of some discrete group. Moreover,
if true, due to Lemmas 1 and 2, this would also
imply an affirmative answer to the following ques-
tion: is the informational power of any SIC POVM
P = {Πx} equal to the accessible information of the
corresponding SIC ensemble E = {d−1Πx}? We be-
lieve that these tantalizing open problems well de-
serve future investigation.
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