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Boston University, College of Engineering, 44 Cummington Street, Boston, Massachusetts 02215 (Received 29 October 1987; accepted for publication 2 February 1988) Domain waH dynamics in thin films of amorphous rare-earth-transition-metal alloys are investigated using numerical integration of the Landau-Lifshitz-Gilbert equation. A twodimensional square lattice of dipoles with nearest-neighbor exchange interaction and random axis anisotropy is simulated and the structure of domain walls (with and without Bloch lines) is determined. The motion of domain walls under applied fields is then considered and the effec"k'l of random spatial variations of magnetic parameters upon wall. mobility are discussed.
I. iNTRODUCTION
The process of magnetization reversal in thin films of amorphous rare-earth-transition-metaI alloys is of considerable importance in the area of erasable optical data starage. [1] [2] [3] [4] [5] Thermomagnetic recording consists oflaser-induced nucleation and growth of reverse magnetized domains under the influence of external and! or internal magnetic fields. &-9 The nature of the nucleation process, speed and uniformity of growth, and local pinning of domain boundaries due to structural inhomogeneities of the material are among factors that determine the final shape and size of the recorded domain. Since it is important to control the domain size while avoiding nonuniformities and jagged boundaries, and since it is important to create stable domains, a knowledge of magnetization reversal dynamics including the effects of amorphous structure is highly desirable.
In this paper we present computer simulations of a model based on the Landau-Lifshitz-Gilbert equation ofmagnetization dynamics. The model incorporates random features of amorphous materials and gives a quantitative description of the reversal process. Our algorithm is particularly suited for programming on a highly parallel computer such as the Connection Machine lO ,!!; in fact, for large scale simulations, such special purpose hardware and/or supercomputers are indispensable. However, it is possible to show the feasibility of the concept using ordinary computers. The small scale simulations reported here were obtained on a VAX 11/780 machine.
In the next section we derive the equations needed for the description of the algorithm. Then, in Sec. III we derive analytic results pertaining to the statics and dynamics of domain walls under various approximations. This analysis identifies the range of validity of the approximate solutions and provides results for comparison with the simulations in certain limiting regimes. Section IV gives a description of the algorithm and presents the simulation results.
II. MAGNETIZATION DYNAMICS IN A DISCRETE LATTICE OF INTERACTiNG DIPOLES
The Landau-LW,hitz-Gilbert (LLG) equation is believed to embody the governing mechanisms of magnetization dynamics.
12 This equation describes the motion of a dipole in the presence of a net equivalent magnetic field. In the fonowing subsections we derive the equivalent field for a square lattice of interacting dipoles which is then used in the LLG equation to yield suitable formulas for the numerical analysis of the dynamic process. We also show that the energy ofthe system driven by the LLG equation is a nonincreasing function of time.
Ao Effective magnetic fields
We derive expressions for the effective magnetic fields acting on individual moments in a two-dimensional square lattice. These arise from the applied field, local anisotropy, nearest-neighbor exchange, and classical dipole-dipole interactions. The sum of these four contributions is the net field with components in the Y, (J, and ¢ directions ofthe spherical coordinate system. Since only the torque induced by the field is of interest in this work, and since the component of the field along the magnetization direction does not contribute to the torque, we shall define the r direction to be that of the magnetization vector at the given lattice site and therefore ignore the r component of the field. Thus, in the following analysis, only the e and <f; components of the field are evaluated.
The following relationships hold between the unit vectors of a Cartesian coordinate system and those of a spherical coordinate system: f, = sin B cos <f;ix + sin (J sin ¢;iy +-cos et (Ia) fo = cos (J cos <f;ix + cos (J sin <f;iy -sin eiz, (lb) i¢ = -sin ¢>ix + cos ¢;fyo (Ic) Assuming an external field H cxt = H)" + H)v + Hziz acting at t~e lattice site (i,j) 
Next we calculate the contribution of the uniaxial magnetic anisotropy to the effective field at a given site. Let the local axis of anisotropy have an arbitrary direction in space, M = Muir with angular coordinates (B,<jJ) . Using Ku as the uniaxial anisotropy constant, the anisotropy energy density can be written as 13 
In order to obtain an equivalent field H for anisotropy, let us assume that M rotates by a small amount (!l.O,tup) . The change in energy density is then given by:
Consequently:
Equations (4a) and (4b) are quite general and give compo~ nents of the equivalent field in terms of the corresponding energy density. For anisotropy, these components are
+ cos e sin 20 0 sin(¢ -<Po)].
(5b)
Although the field as given by Eq. (5) is complicated, one can check its validity by looking at some special cases. For instance, when <p -<Po = nrr, we find that H ~ans} = -(Ku/IM!)sin2 [B-(-}) nOoJ and H~allS) =0. Clearly the field is in the direction of if) and tries to pull the magnetization toward the easy axis through the shortest path. Calculation of the exchange contribution to the equivalent field must proceed by first expressing the exchange energy density in terms of orientations of the coupled moments.
Let M and Ml be two neighboring moments on the lattice with distance d between them and let A x represent the macroscopic exchange stiffness coefficient.
13 ,14 The exchange energy density for this pair is then written as
or, in terms ofthe spherical coordinates of the corresponding moments,
This energy density can now be differentiated to yield the effective exchange field on M as a result of interaction with MI' Using Eqs. (4) 
. Let n be the unit vector along the line connecting the origin to (XI' Yl) as shown in Fig. 1 . Then
The demagnetizing field at the origin is related to m l and n as follows 15;
From Egs. (1) and (8), we find
or equivalently:
Here hd 2 is the volume of a cell in the lattice which, when multiplied by the magnetization M I , gives the strength of the dipole moment m 1 at that lattice site. Again, one may check the validity of Eqs. (lOa) and (lOb) by considering some special cases. The total demagnetizing field on any given dipole in the lattice is the sum of the demagnetizing field of all the other / FIG. 1. Assumed positions of two dipoles m and m; in the xy plane of the lattice fOT calculation of the demagnetizing field. m is at the origin and its orientation is specified by the spherical coordinates () and.p. m, is a distance I away from the origin and its orientation is specified by 8, and <Pi" The angular coordinate of the line joining the two dipoles is 1/J. All three angles rp, 1>,. and !/J are measured from the positive x axis.
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dipoles calculated at the given site. Since the strength of dipole-dipole interaction drops with distance as 11[3 whereas the number of dipoles at a distance I in two dimensions grows only linearly with I, it is not necessary to include the contribution of the entire lattice in the demagnetizing field calculations. Thus, we define significant neighbors (sn) as those neighbors whose contribution to the demagnetizing field is substantial; typically, these include the dipoles within a radius often or so lattice constants from the given site.
3 Confining the dipole-dipole interaction to significant neighbors constitutes a major reduction in the required amount of computation, yet it fails to bring large scale simulations within the reach of conventional (sequential) computers. A parallel machine such as the Connection Machine with several thousand processors that can communicate efficiently among themselves, however, is the perfect environment for these simulations. At the time of this writing only a few Connection Machines exist and access to them is extremely limited; moreover, appropriate software tools are still under development. Nevertheless, there is widespread belief that the Connection Machine and similar architectures will soon become the mainstream of parallel computing. It is only in anticipation of their emergence that a direct approach to the simulation of magnetization dynamics can be seriously considered.
Another issue that must be addressed with regard to demagnetizing field calculations is the extent of validity of our discrete approximation to what is basically a continuum problem. Based on simple physical arguments one expects the approximation to be reasonably accurate when the lattice constant d is smaller than the spatial scale of magnetization variations and, at the same time, d is comparable to the film thickness h.
3 Although higher order approximations with various degrees of sophistication exist,16,17 we believe that our simple model contains the essence of the demagnetizing effect and its quantitative results can be relied on when h-;:::,d. For films thicker than the spatial scale ofmagnetization variations, two-dimensional simulations are inappropriate in the first place and one must resort to three-dimensional models in order to account for Bloch points, horizontal Bloch lines, 18 and other nonuniform magnetization constructs throughout the film thickness.
B. The landau-Lifshitz-Gilbert equation
The fundamental law governing magnetization dynamics is the mechanical law relating the applied torque to the time rate of angular momentum change. At a lattice site with dipole moment m and effective magnetic field H(elfl, the torque is mxH(eff) and the angular momentum is mly where y is the effective gyromagnetic ratio. Thus:
The effective field has contributions from external, anisotropy, exchange, and demagnetizing sources. In addition, it has a phenomenological term that represents the effect of dissipative phenomena. This term is proportional to the time rate of change of ml I m I and, for dimensional reasons, its propor- 
Equations (13) form the basis of our simulation. 
c. Energy considerations
The total energy of the system is the sum of contributions from external field, anisotropy, exchange, and dipoledipole interactions, that is,
The outer sum is over all lattice sites (i,j 
III. DOMAIN WALL STRUCTURE AND DYNAMICS APPROXIMATE ANALYTIC SOLUTIONS
Although the focus ofthis paper is on computer simulations, it is instructive to analyze the LLG equation in various limits and under different approximations in order to obtain closed form solutions for comparison with simulated results. In the following subsections we first derive the static wall structure (including Bloch lines) for both straight and circular walls. We then derive expressions for wall mobility in various limiting regimes.
A. Static domain wall equations
For a static domain wall, e = ;p = 0 at all lattice sites.
Consequently, Egs. (13) require that Ho = H", = O. Let us ignore the effects of demagnetizing and external fields. Then at each site on the lattice we must have
Using Eqs. (5) (without random axis anisotropy) and Eqs. (7) in the above equations, and allowing d to approach zero, in the continuum limit we obtain: sin e cos ¢; V 2 (cos e) -cos ev 2 (sin () cos ¢; )
( 1%)
/By 2 istheLaplacianoperatorinthe plane. Equations ( 19) are the basic equations of domain wall structure in two dimensions. Note that random spatial varia~ tions of M, Ax, and Ku, random axis anisotropy, demagne-tizing effects, and external field effects are not included in these equations.
To calculate wall energy, we use Eqs. (3) and (6b) and find the sum of anisotropy and exchange energies for an arbitrary lattice site. In the limit of small d we obtain
+ sin e cos ¢ V 2 (sin e cos ¢ ) + sin e sin ¢;V2(sin B sin ¢;)]. (20) Here W(x,y) is the local energy density arising from exchange and anisotropy contributions only. We now solve Eqs. (19) for two special cases and derive the wall energy in each case using Eq. (20).
B, Structure and energy density of straight walls
In general, e and l/J in Eqs. (19) are functions of both x and y. However, for straight walls, it seems reasonable to assume that 8 is a function of x and ¢ is a function of y only.
With this assumption Eq. (l9b) reduces to
dy which has the following solution:
Replacing this solution in Eq. (19a), one arrives at
which is similar to the standard equation for domain waH structure in one dimension. 19 Let us define the wall thickness parameter b. w as
(24) Equation (23) can then be integrated in the following steps:
Equations (22) and (28) describe the structure of a straight wall in the xy plane. Xo is an arbitrary constant that defines the position of the waH center along the x axis. b. w is the wall thickness parameter given by Eq, (24) and Ao is the thickness parameter for the Bloch lines within the wall. If we define Bloch lines as regions through which ¢; rotates by 180°, then the length of each of these regions in the y direction will be trAo' Finally, r/Jo is an arbitrary constant that defines the position of the Bloch lines along the y axis. Note that, unlike b. w. Ao is independent of Ax and K u and, in the absence of demagnetizing effects, is solely determined by the initial and boundary conditions. When Ao becomes infinitely large, Bloch lines disappear, ¢( y) becomes a constant C¢Jo), (22) and (28). This yields:
The local energy density is thus independent of the y coordinate. Equation (29) 
Equations (31) and (36) 
The local energy density is thus independent of {3. Equation (37) can now be integrated over the entire plane using Eq. (34) to yield. the following expression for the wall energy density:
In the limit of fto = 0, Eq. (38) reduces to the standard formula for domain wall energy density.
D. Domain walls in the presence of demagnetizing effects
The long range nature of dipole-dipole interactions makes exact analyses of demagnetizing eiYects very difficult. Nevertheless, simplifications may arise for particular geometries under certain approximations. As long as one is interested in a qualitative (or perhaps even semiquantitative) understanding of the demagnetizing effects such simplifica-tions may be justifiable. Let us consider the straight wall with Bloch lines described by Eqs. (22) and (28). We approximate this wall with a discrete model in which the wall occupies only one row in a two-dimensional square lattice. The moments in this row are in the plane of the lattice (i.e., () = 90') but their i fJ dependence is given by Eq. (22). All the rows to one side of the wall are "up" magnetized with () = 0 and all the rows to the other side of the wall are "down" magnetized with () = 180°. Using Eqs. (10) one calculates the demagnetizing field on individual moments within the wall as follows:
In the absence of Bloch lines Ao--00 and if; = ifJo. If we further set h;:::;: d to assure the validity of the discrete approximation to the demagnetizing field, we obtain
The coefficient 3.6 in the above equation may be off by a factor of 2 or so because of the approximations, but the general form ofthe equation is correct. In fact, the exact field for this special case of straight wall without Bloch lines is known to be
One can see from either Eq. (40) The inner sum is over significant neighbors and we chose all neighbors within a circle of radius lOd in our numerical calculations. The outer sum is over all lattice sites. o/iji,j, is the angle, in cylindrical coordinates, ofthe line connecting site ij of the lattice to site i i j 1 (see Fig. 1 ). The distribution of e is given by Eq. (36) and is dependent on ,old, Anld, and no. (38), we first compute the difference in the demagnetizing energy of the lattice with and without the circular domain and then normalize this difference by the wall surface area. We denote this normalized reduction in the demagnetizing energy of a uniform lattice upon the creation of a circular domain by a~mag) and express it as follows: (i) T o >5A o since otherwise the approximation that allowed derivation of wall structure in Eq. (36) will be unacceptable; (ii) ro>2no since otherwise rapid variations of if; over the length of the wall will make our discrete approximation to the continuum problem a poor one. The interpretation of the curves is straightforward. Note that at any given radius r o , 
1 +a
As for the energy, we can substitute Eqs. (46) in Eq. (ISb) to obtain (for a unit length of the wall): 
Note that for Flo = 0, Eqs. (51) and (47) are identical.
Let us now look at the effects of demagnetization on waH motion. We discuss only the case of straight walls, but circular walls are qualitatively similar. The important case turns out to be the case of a wall without Bloch lines for which Ao --> OCJ. (The corresponding case for circular walls is no = 1.) In the absence of the external field, the waH mini-mizes its demagnetizing energy by settling in the Bloch wall state (r/J = ± 90"). As soon as Hz is applied, the wall begins to move according to Egs. (47 
where r/Jo is given by Eq. (52h). The waH mobility formula obtained from Eq. (54a) is the classical result first derived by Landau and Lifshitz.20 It represents an upper bound on mobility since aU the energy provided by the external field is consumed by the motion of (J while ¢ is constant r see Eq. (ISb) and the discussion fonowing Eq. (49)). On the other hand, the mobility formula of Eq. (48a) is a lower bound since in deriving it, we placed no constraints on the motion of ¢.19 From Eq. (55a) one can derive the wall velocity as was done in the preceding subsection. The result can then be combined with Eq. (5Sb) to eliminate the term containing sin 2¢J. The final result is:
;;. The right-hand side of this equation is the force per unit area of the walL Therefore, the coefficient of waH acceleration must be associated with mass. Hz is reached when ¢o becomes equal to ± 45° or ± 135°. This is the critical Hz for the so-called "Walker breakdown."
Beyond this critical field, the initial precessional motion of the in-plane wall component does not come to a halt and the wall attains an average velocity that is somewhere between the aforementioned upper and lower bounds. When the external field is no longer smail to justify the approximations that led to Eq. (54), one must first solve Eg. (55b) to obtain the fu.nction if; ( t) . One then uses if; ( t) in Eq. (5 6a) and finds the time dependence of the velocity.
IV. THE SiMULATION ALGORITHM AND NUMERICAL RESULTS
There are at least two reasons for resorting to computer simulations when dealing with complex physical systems. The first reason is that in the absence of reliable analytical methods, one can postulate the underlying mechanisms of the phenomena and, through computer si.mulations, relate them to the observable macroscopic behavior. By comparing the simulation results with experiment, one can then verify the validity of one's assumptions andlor establish the relative significance of each postulated mechanism when several such mechanisms are simultaneously at work. The second reason is that computer simulations often provide guidance and testing ground for theoretical analysis, Their role in this respect is better appreciated when one considers the fact that theoretical studies are almost always based on simplifying approximations and their results are in many cases only indirectly related to experimental observations. The drawback is that meaningful simulations usually require an inordinate amount of computation which is beyond the reach of even the most powerful modern computers.
The advent of paranel computers with hypercube architecture in recent years has had significant implications for the study of physical systems with near-neighbor interactions. In the Connection Machine, for exa.lnple, where every pair of 65 536 processors can communicate with each other in a fast and efficient manner, one has the idea! environment for the simulations of the type that is being proposed here. Since these machines are not widely available at the present ti.me we restrict attention in this paper to the results of some small scale simulations. Besides proving the feasibility of the algorithm, our results also shed light on certain aspects of the media for erasable optical recording.
A. The simulation atgorithm
Consider an N X N square lattice where each lattice cell has dimensions d X d X h with d being the cell size and h the film thickness. Each cell has assigned to it magnetization 1\{, anisotropy energy density K u ' anisotropy axis «(JolPo), exchange stiffness coefficients A xl' A x2' and applied field (H~, Hy. Hz). The two exchange coefficients represent the interaction energy with the cell to the right and the cell below, respectively. Any arbitrary distribution of magnetic parameters across the lattice is permissible although, in our preliminary simulations, we fixed aU but the direction of the anisotropy axes. (Jo and ,po in these simulations were chosen as follows:
Here x is a uniformly distributed random variable in the interval [0,1 J, chosen independently for each parameter and for each lattice cell. /5 0 is a constant parameter of the simulations that identifies the range of variation of eo. When oe equals zero, the lattice has no random axis anisotropy.
It should be emphasized that the above choice of parameters is purely for simplicity's sake and that there are no experimental data for or against these assumptions at the present time. However, it is reasonable that in the absence of evidence to the contrary this simplest of models be fully scrutinized. The simulation algorithm itself is in no way dependent on the specific distribution functions, nor does the presence or absence of correlation among the various parameters alter the algorithm.
The simulation begins with an initial distribution of magnetization directions over the lattice. Next Ho and H", are calculated for each cell using Eqs. (2), (5) (6b), (16), and (17) and the process is repeated.
The pattern of magnetization will be displayed using the following convention: each moment is represented by its projections on the plane of the lattice (II component) and perpendicular to the lattice (1 component), The perpendicular component will have an arrowhead pointing either up or down depending on whether the moment is above or below the plane of the lattice. The size of the arrowhead will be proportional to the magnitude of the 1 component itself, so in case of ambiguity one should be guided by this bit of information. To give an example, t.--=.. is a moment above the plane with the perpendicular component equal to the arrow, and the in-plane component along the appendage to the ar-row, pointing towards the upper right-hand corner of the plane. The origin is the point where the two components join each other and as such the direction of the in-plane component is uniquely identifiable without the need for another arrowhead. Another example is t which has a small perpendicular component, is below the plane of the lattice, and points to the left.
B. Results and discussion
Preliminary simulations of a 30 X 30 square lattice were run on a VAX 11/780 machine in order to study the performance of the algorithm. The fonowing set of parameters was usedthroughout:.M= lOOemu/cm3,Ku = 10 6 erg/cm 3 , Ax = 10-7 erg/em, d = 10 A, y = -10 7 Oe--1 S-I, and a = 0.5. The maximum rotation across the lattice (Ll.qt)max for each iteration was set at 2° and the scanning ofthe lattice was performed in a straightforward sequential way. Since the long-range nature of demagnetizing fields results in a substantial increase of computation time, these fields were not included in our simulations. However, there is no fundamental reason for this exclusion and, with highly parallel computers, it should be possible to retain the demagnetizing effects even in large scale simulations. According to the standard theory of domain walls the preceding set of parameters corresponds to the fonowing values of waH thickness and energy density:
Also, contributions of exchange and anisotropy to the wall energy must be equa1. In the absence of demagnetizing effects the wall mobility is given by Eq. (4Sa) as Pw = alrlb.oJ(1 -+-a 2 ) = 12.65 X 10-.
where straight waH motion is accompanied by the precessional motion of the in-plane waH magnetization. These theoretical predictions can now be compared with numerical results. Consider the situation where random axis anisotropy is absent, namely 8 0 = O. Initially ten columns on the left of the lattice are made to point up while the remaining twenty columns point down. The lattice elements in the leftmost column and those in the rightmost column remain frozen in their initial orientations while periodic boundary conditions apply to the top and bottom rows. Figure 4(a) shows the state of the lattice after 1000 iterations. Clearly the abrupt transition has relaxed into a wall of approximately 100 A thickness while the in-plane components of magnetization are parallel throughout the wall. Figure 4(b) shows the exchange energy, the anisotropy energy, and the total energy of the system versus time. It is observed that for the first ten or so picoseconds the system slowly moves away from its initial configuration which is an unstable, maximum energy state. After this period the torques become strong enough to pull the lattice down to its minimum energy state. Then, after a few oscillations, the wall assumes its steady configuration and all the energy terms reach a stable value. Note that the final value of the exchange energy is only slightly above the anisotropy energy. The total energy, when divided by the l-100A-1 length of the wall (300 A.), gives a value of (Tw = 1,3 ergs/ crn 2 , in good agreement with Eq. (6tb). Although the energy reaches a stable value after only a few hundred iterations, the average magnetization of the lattice requires a few thousand iterations to become stable. However, no significant changes in the structure of the waH were observed during this stabilization process. We noticed that stabilization was somewhat dependent on the details of the numerical integration procedure and on the way in which the lattice is scanned. For instance, if (~'i')m"" is made larger or if the lattice is scanned in a checkerboard fashion, the stability of average magnetization is achieved in a shorter period of time.
When a perpendicular field H ext = 1 kOe is applied to the lattice of Fig. 4 (a) > the wall embarks on a translational motion during which the wall structure remains intact but its in-plane component gyrates around the field. Figure 4( c) shows the lattice after 4000 iterations under the applied field. The various energies of the system during the period of wall translation are shown in Fig. 4(d) . Notice that the exchange and anisotropy energies remain more or less constant but the external field energy drops linearly with time. Next we consider the effect of random axis anisotropy on the structure and dynamics of straight walls. The parameters will be the same as before except for 013 which is now 0.25. This means that anisotropy axes will have random orientations (Oo,rpo) with 0 0 chosen from a uniform distribution in the interval (0,17"/4) and rPo chosen independently from another uniform distribution over (0,217") . The waH structure in this case depends on the seed for the random number generator or, what amounts to the same thing, the initial position of the wan in the lattice. We studied two cases with identical seeds but different initial distributions. In the first case the abrupt transition from up to down magnetization was placed at column 20 of the lattice and subsequent behavior of the system was as depicted in Fig. 5 . The second case had the abrupt transition placed at column 10 which resulted in the patterns of Fig. 6 . The wall structure in Fig. 5 (a) has a 21T-Bloch line and is stabilized after 17000 iterations although the energy of the lattice, shown in Fig. 5(b) , reaches the steady state after only a few hundred iterations. Notice in Fig. 5 (b) that, unlike the previous case, the anisotropy energy of the initial state is nonzero. This, of course, is due to the presence of random axis anisotropy. Once the waH is established, the exchange and anisotropy energies of the system become almost equal and the waH energy density ap-proaches 1.94 ergs/cmz. There is no meaningful comparison between this and the waH energy density obtained in the previous case, since in the present situation the energy is not confined to the waH region but has contributions from the rest of the lattice as well. The equality of exchange and anisotropy energies must also be considered coincidental.
Figure 5(c) shows the state of the lattice after 3000 iterations in the presence of an applied perpendicular field He"-t = -1 kOe; the energy versus time curves of Fig. 5(d) confirm that the wall structure during motion has remained intact. The behavior of average magnetization during wall motion as depicted in Fig. 5 (e) shows a slight non uniformity in velocity which is expected since the wall has to traverse a region with random di.stribution of anisotropy axes. The average waH velocity in the 500-ps time interval elapsed between Figs. 5(a) and S(c) is 19.7 m/s which is significantly higher than the 12.8-m/s velocity in Fig. 4( e) . This difference can be attributed to the gyration of the in-plane component of waH magnetization: Whereas the waH of Fig. 4 can freely gyrate in the plane of the lattice and thereby cause a reduction of the translational velocity, the in-pl11ne component in Fig. 5 is constrained by the local orientations of the axes of anisotropy and its gyration is reduced, causing an increase in the translational velocity. Of course, the addition of demagnetizing fields with the constraints that they impose on the in-plane gyration will further change the picture, as can be expected from the theoretical considerations in Sec.
III.
Finally, Fig. 5(f) shows the average magnetization versus time when the wall of Fig. 5 (a) is subjected to an external field H ext = -250 Oe. The wall initially moves to the left, but then it encounters an insurmountable barrier, retreats to the right, and comes to rest near its initial location. One can associate this behavior with wall coercivityo Figure 6 is obtained under conditions identical to those of Fig. 5 except for the initial wall position. Note that here the wall has no internal structure and, as a result, its energy density is 1.6 ergs/em2 which is well below the energy of the wall in Fig. 5 . The waH velocity under an applied field H ext = I kOe is again nonuniform with an average of 15.4 mis, which is between those obtained for Figso 4 and 5, indicating that the in-plane gyration has increased in comparison with the wall with internal (Bloch line) structure but is still less than it would be in the absence of random axis anisotropy. When the applied field is H cxt = 2500e, the average velocity drops to v = 5.2 m/s. Notice that between Figs. 6(e) and 6( f) the field has dropped by a factor of 4 but the velocity has only dropped by a factor of 3, The reason for this departure from linearity may be that barriers to the in-plane gyration that could be overcome with the larger :field have now become effective in slowing down the gyration under the smaller field, thereby causing the translational velocity to increase. Comparing the results of this example with those of the previous one, one might also conclude that waH coercivity depends not only on the material characteristics but also on the structure of the wall itself.
To study the effect of spatial variations of magnetic parameters, the small circular region at the center of the lattice in Fig. 7 was assigned a value of K u = 10 7 erg/cm3. All other parameters were the same as Fig. 6 . An abrupt transition placed at column 10 relaxes into the waH (with a 21T~Bloch line) shown in Fig. 7 (a) . Application of the external field H ext = 6 kOe results in a bent wall around the central region shown in Fig. 7(b) . While the exchange and anisotropy en~ ergies of the system increase in the process of bending. the total energy decreases due to the reduction in the external field energy [see Fig. 7 (c) ]. The average magnetization versus time for this process is shown in Fig. 7 
(d). Under an
external field H ext = 7 kOe the barrier was overcome and the wall moved all the way to the right. The sequence of events in this case is shown in Figs. 7 (e )-7 (h). The interesting feature of these figures is that they show the wall not going through the barrier but around it, and that the central region is reversed in the wake of the wall. 
Vo CONCLUDING REMARKS
A discrete model for the computer simulation of magnetization dynamics in thin films of amorphous magnetic materials has been presented. The model incorporates the effects of exchange, anisotropy, external field and demagnetization, with provisions to include spatial variations of the various magnetic parameters. The Landau-Lifshhz-Gilbert equation is the basis of this work. For certain ideal situations where analytic solutions to the LLG equation exist we have provided detailed analyses, with results that provide useful benchmarks for testing the simulation algorithm. Preliminary results of smail scale simulations on a VAX 11/780 machine confirmed the robustness of the al~ gorithm and, in special cases where analytic solutions exist. excellent agreement with theory was demonstrated. As an example of applications in the study of complex phenomena, the effects of random axis anisotropy on the structure and dynamics of stright walls were also investigated. The simulation software for the Thinking Machines Corporation's Con-
