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DRINFELD DOUBLE OF GLn AND GENERALIZED CLUSTER
STRUCTURES
M. GEKHTMAN, M. SHAPIRO, AND A. VAINSHTEIN
Abstract. We construct a generalized cluster structure compatible with the
Poisson bracket on the Drinfeld double of the standard Poisson-Lie group GLn
and derive from it a generalized cluster structure on GLn compatible with the
push-forward of the Poisson bracket on the dual Poisson–Lie group.
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2 M. GEKHTMAN, M. SHAPIRO, AND A. VAINSHTEIN
1. Introduction
The connection between cluster algebras and Poisson structures is documented
in [15]. Among the most important examples in which this connection has been uti-
lized are coordinate rings of double Bruhat cells in semisimple Lie groups equipped
with (the restriction of) the standard Poisson-Lie structure. In [15], we applied our
technique of constructing a cluster structure compatible with a given Poisson struc-
ture in this situation and recovered the cluster structure built in [2]. The standard
Poisson-Lie structure is a particular case of a family of Poisson-Lie structures cor-
responding to quasi-triangular Lie bialgebras. Such structures are associated with
solutions to the classical Yang-Baxter equation. Their complete classification was
obtained by Belavin and Drinfeld in [1] using certain combinatorial data defined
in terms of the corresponding root system. In [16] we conjectured that any such
solution gives rise to a compatible cluster structure on the Lie group and provided
several examples supporting this conjecture. Recently [17, 19], we constructed the
cluster structure corresponding to the Cremmer–Gervais Poisson structure in GLn
for any n.
As we established in [19], the construction of cluster structures on a simple
Poisson-Lie group G relies on properties of the Drinfeld double D(G). Moreover,
in the Cremmer-Gervais case generalized determinantal identities on which cluster
transformations are modeled can be extended to identities valid in the double. It
is not too far-fetched then to suspect that there exists a cluster structure on D(G)
compatible with the Poisson-Lie bracket induced by the Poisson-Lie bracket on
G. However, an interesting phenomenon was observed even in the first nontrivial
example of D(GL2): although we were able to construct a log-canonical regular
coordinate chart in terms of which all standard coordinate functions are expressed
as (subtraction free) Laurent polynomials, it is not possible to define cluster trans-
formations in such a way that all cluster variables which one expects to be mutable
are transformed into regular functions. This problem is resolved, however, if one is
allowed to use generalized cluster transformations previously considered in [14, 15]
and, more recently, axiomatized in [6].
In this paper, we describe such a generalized cluster structure on the Drinfeld
double in the case of the standard Poisson-Lie group GLn. Using this structure,
one can recover the standard cluster structure on GLn. Furthermore, there is a
well-known map from the dual Poisson–Lie group GL∗n ⊂ D(GLn) to an open
dense subset GL†n of GLn (see [20]). The push-forward of the Poisson structure on
GL∗n extends from GL
†
n to the whole GLn (the resulting Poisson structure is not
Poisson–Lie). We define a generalized cluster structure on GLn compatible with
the latter Poisson structure, using a special seed of the generalized cluster structure
on D(GLn). Note that the log-canonical basis suggested in [4] is different from the
one constructed here and does not lead to a regular cluster structure.
Section 2 contains the definition of a generalized cluster structure of geometric
type, as well as properties of such structures in the rings of regular functions of
algebraic varieties. This includes several basic results on compatibility with Pois-
son brackets and toric actions. These statements are natural extensions of the
corresponding results on ordinary cluster structures, and their proofs are obtained
via minor modifications. Section 2 also contains basic information on Poisson–Lie
groups and the corresponding Drinfeld doubles.
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Section 3 contain the main results of the paper. The initial log-canonical basis
is described in Section 3.1, the corresponding quiver is presented in Section 3.2,
and the generalized exchange relation is given in Section 3.3. The main results are
stated in Section 3.4 and include two theorems: Theorem 3.6 treats the generalized
cluster structure on the Drinfeld double, while Theorem 3.8 deals with the gener-
alized cluster structure on GLn compatible with the push-forward of the bracket
on the dual Poisson–Lie group. Section 3.5 explains the main steps in the proof of
Theorem 3.6, and shows how it yields Theorem 3.8.
Section 4 has an independent value. Recall that originally upper cluster algebras
were defined over the ring of Laurent polynomials in stable variables. In this section
we prove that upper cluster algebras over subrings of this ring retain all properties
of usual upper cluster algebras, and under certain coprimality conditions coincide
with the intersection of rings of Laurent polynomials in a finite collection of clusters.
The log-canonicity of the suggested initial basis is proved in Section 5. The
proofs rely on invariance properties of the elements of the basis.
The first part of Theorem 3.6 is proved in Section 6. We start with studying a
left–right toric action by diagonal matrices, see Section 6.1. In Section 6.2 we prove
the compatibility of our generalized cluster structure with the standard Poisson–
Lie structure on the Drinfeld double. To prove the regularity of the generalized
cluster structure, we verify the coprimality conditions in the initial cluster and its
neighbors.
The second part of Theorem 3.6 is proved in Section 7.
Section 8 contains proofs of various auxiliary statements in matrix theory that
are used in other sections.
A short preliminary version of this paper was published in [18].
2. Preliminaries
2.1. Generalized cluster structures of geometric type and compatible
Poisson brackets. Let B˜ = (bij) be an N × (N +M) integer matrix whose prin-
cipal part B is skew-symmetrizable (recall that the principal part of a rectangular
matrix is its maximal leading square submatrix). Let F be the field of rational
functions in N + M independent variables with rational coefficients. There are
M distinguished variables; they are denoted xN+1, . . . , xN+M and called stable. A
stable variable xj is called isolated if bij = 0 for 1 ≤ i ≤ N . The coefficient group
is a free multiplicative abelian group of Laurent monomials in stable variables, and
its integer group ring is A¯ = Z[x±1N+1, . . . , x
±1
N+M ] (we write x
±1 instead of x, x−1).
For each i, 1 ≤ i ≤ N , fix a factor di of gcd{bij : 1 ≤ j ≤ N}. A seed
(of geometric type) in F is a triple Σ = (x, B˜,P), where x = (x1, . . . , xN ) is
a transcendence basis of F over the field of fractions of A¯ and P is a set of n
strings. The ith string is a collection of monomials pir ∈ A = Z[xN+1, . . . , xN+M ],
0 ≤ r ≤ di, such that pi0 = pidi = 1; it is called trivial if di = 1, and hence both
elements of the string are equal to one.
Matrices B and B˜ are called the exchange matrix and the extended exchange
matrix, respectively. The N -tuple x is called a cluster , and its elements x1, . . . , xN
are called cluster variables . The monomials pir are called exchange coefficients.
We say that x˜ = (x1, . . . , xN+M ) is an extended cluster , and Σ˜ = (x˜, B˜,P) is an
extended seed.
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Given a seed as above, the adjacent cluster in direction k, 1 ≤ k ≤ N , is defined
by x′ = (x \ {xk}) ∪ {x′k}, where the new cluster variable x
′
k is given by the
generalized exchange relation
(2.1) xkx
′
k =
dk∑
r=0
pkru
r
k;>v
[r]
k;>u
dk−r
k;< v
[dk−r]
k;<
with cluster τ-monomials uk;> and uk;<, 1 ≤ k ≤ N , defined by
uk;> =
∏
{x
bki/dk
i : 1 ≤ i ≤ N, bki > 0},
uk;< =
∏
{x
−bki/dk
i : 1 ≤ i ≤ N, bki < 0},
and stable τ-monomials v
[r]
k;> and v
[r]
k;<, 1 ≤ k ≤ N , 0 ≤ r ≤ dk, defined by
v
[r]
k;> =
∏
{x
⌊rbki/dk⌋
i : N + 1 ≤ i ≤ N +M, bki > 0},
v
[r]
k;< =
∏
{x
⌊−rbki/dk⌋
i : N + 1 ≤ i ≤ N +M, bki < 0};
here, as usual, the product over the empty set is assumed to be equal to 1. In what
follows we write vk;> instead of v
[dk]
k;> and vk;< instead of v
[dk]
k;< . The right hand side
of (2.1) is called a generalized exchange polynomial.
We say that B˜′ is obtained from B˜ by a matrix mutation in direction k if
(2.2) b′ij =
−bij, if i = k or j = k;bij + |bik|bkj + bik|bkj |
2
, otherwise.
Note that bij = 0 for 1 ≤ i ≤ N implies b
′
ij = 0 for 1 ≤ i ≤ N ; in other words, the
set of isolated variables does not depend on the cluster. Moreover, gcd{bij : 1 ≤
j ≤ N} = gcd{b′ij : 1 ≤ j ≤ N}, and hence the N -tuple (d1, . . . , dN ) retains its
property.
The exchange coefficient mutation in direction k is given by
(2.3) p′ir =
{
pi,di−r, if i = k;
pir, otherwise.
Remark 2.1. The definition above is adjusted from an earlier definition of general-
ized cluster structures given in [6]. In that case a somewhat less involved construc-
tion was modeled on examples appearing in a study of triangulations of surfaces
with orbifold points, and coefficients of exchange polynomials were assumed to be
elements of an arbitrary tropical semifield. In contrast, our main example forces
us to consider a situation in which the coefficients have to be realized as regular
functions on an underlying variety which results in a complicated definition above.
More exactly, if one defines coefficients pi;l in [6] as pilv
[l]
i;>v
[di−l]
i;< , then our ex-
change coefficient mutation rule (2.3) becomes a specialization of the general rule
(2.5) in [6]. As we will explain in future publications, many examples of this sort
arise in an investigation of exotic cluster structures on Poisson–Lie groups.
Consider Laurent monomials in stable variables
qir =
vri;>v
di−r
i;<(
v
[r]
i;>v
[di−r]
i;<
)di , 0 ≤ r ≤ di, 1 ≤ i ≤ N.
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By (2.2), bij = b
′
ij mod di for 1 ≤ j ≤ N + M . Consequently, the mutation
rule for qir is the same as (2.3). In what follows we will use Laurent monomials
pˆir = p
di
ir/qir. One can rewrite the generalized exchange relation (2.1) in terms of
the pˆir as follows:
(2.4) xkx
′
k =
dk∑
r=0
(
pˆkrv
r
k;>v
dk−r
k;<
)1/dk
urk;>u
dk−r
k;< ;
note that
(
pˆkrv
r
k;>v
dk−r
k;<
)1/dk
is a monomial in A for 0 ≤ r ≤ dk.
In certain cases, it is convenient to represent the data (B˜, d1, . . . , dN ) by a quiver.
Assume that the modified extended exchange matrix B̂ obtained from B˜ by replac-
ing each bij by bij/di for 1 ≤ j ≤ N and retaining it for N + 1 ≤ j ≤ N +M has a
skew-symmetric principal part; we say that the corresponding quiver Q with vertex
multiplicities d1, . . . , dN represents (B˜, d1, . . . , dN ) and write Σ = (x, Q,P). Ver-
tices that correspond to cluster variables are called mutable, those that correspond
to stable variables are called frozen. A mutable vertex with di 6= 1 is called special ,
and di is said to be its multiplicity. A frozen vertex corresponding to an isolated
variable is called isolated.
Given a seed Σ = (x, B˜,P), we say that a seed Σ′ = (x′, B˜′,P ′) is adjacent to Σ
(in direction k) if x′, B˜′ and P ′ are as above. Two seeds are mutation equivalent if
they can be connected by a sequence of pairwise adjacent seeds. The set of all seeds
mutation equivalent to Σ is called the generalized cluster structure (of geometric
type) in F associated with Σ and denoted by GC(Σ); in what follows, we usually
write GC(B˜,P), or even just GC instead. Clearly, by taking di = 1 for 1 ≤ i ≤ N ,
and hence making all strings trivial, we get an ordinary cluster structure. Indeed,
in this case the right hand side of the generalized exchange relation (2.1) contains
two terms; furthermore, u0k;> = u
0
k;< = v
[0]
k;> = v
[0]
k;< = 1 and
u1k;>v
[1]
k;> =
∏
{xbkii : 1 ≤ i ≤ N +M, bki > 0},
u1k;<v
[1]
k;< =
∏
{x−bkii : 1 ≤ i ≤ N +M, bki < 0}.
Consequently, in this case (2.1) coincides with the ordinary exchange relation, while
the exchange coefficient mutation (2.3) becomes trivial. Similarly to the case of
ordinary cluster structures, we will associate to GC(B˜,P) a labeled N -regular tree
TN whose vertices correspond to seeds, and edges correspond to the adjacency of
seeds.
Fix a ground ring Â such that A ⊆ Â ⊆ A¯. We associate with GC(B˜,P) two
algebras of rank N over Â: the generalized cluster algebra A = A(GC) = A(B˜,P),
which is the Â-subalgebra of F generated by all cluster variables from all seeds in
GC(B˜,P), and the generalized upper cluster algebra A = A(GC) = A(B˜,P), which
is the intersection of the rings of Laurent polynomials over Â in cluster variables
taken over all seeds in GC(B˜,P). The generalized Laurent phenomenon [6] claims
the inclusion A(GC) ⊆ A(GC).
Remark 2.2. Note that our definition of the generalized cluster algebra is slightly
more general than the one used in [6]. However, the proof in [6] utilizes the Cater-
pillar Lemma of Fomin and Zelevinsky (see [10]) and follows their standard pattern
of reasoning; it can be repeated verbatim in our case as well.
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Let V be a quasi-affine variety over C, C(V ) be the field of rational functions
on V , and O(V ) be the ring of regular functions on V . Let GC be a generalized
cluster structure in F as above. Assume that {f1, . . . , fN+M} is a transcendence
basis of C(V ). Then the map θ : xi 7→ fi, 1 ≤ i ≤ N +M , can be extended to
a field isomorphism θ : FC → C(V ), where FC = F ⊗ C is obtained from F by
extension of scalars. The pair (GC, θ) is called a generalized cluster structure in
C(V ), {f1, . . . , fN+M} is called an extended cluster in (GC, θ). Sometimes we omit
direct indication of θ and say that GC is a generalized cluster structure on V . A
generalized cluster structure (GC, θ) is called regular if θ(x) is a regular function
for any cluster variable x. The two algebras defined above have their counterparts
in FC obtained by extension of scalars; they are denoted AC and AC. As it is
explained in [15, Section 3.4], the natural choice of the ground ring for AC and AC
is
(2.5) Â = C[x±1N+1, . . . , x
±1
N+M ′ , xN+M ′+1, . . . , xN+M ],
where θ(xN+i) does not vanish on V if and only if 1 ≤ i ≤ M ′. If, moreover, the
field isomorphism θ can be restricted to an isomorphism of AC (or AC) and O(V ),
we say that AC (or AC) is naturally isomorphic to O(V ).
The following statement is a direct corollary of the natural extension of the
Starfish Lemma (Proposition 3.6 in [8]) to the case of generalized cluster structures.
The proof of this extension literally follows the proof of the Starfish Lemma.
Proposition 2.3. Let V be a Zariski open subset in CN+M and GC = (GC(B˜,P), θ)
be a generalized cluster structure in C(V ) with N cluster and M stable variables
such that
(i) there exists an extended cluster x˜ = (x1, . . . , xN+M ) in GC such that θ(xi) is
regular on V for 1 ≤ i ≤ N +M , and θ(xi) and θ(xj) are coprime in O(V ) for
1 ≤ i 6= j ≤ N +M ;
(ii) for any cluster variable x′k, 1 ≤ k ≤ N , obtained via the generalized exchange
relation (2.1) applied to x˜, θ(x′k) is regular on V and coprime in O(V ) with θ(xk).
Then GC is a regular generalized cluster structure. If additionally
(iii) each regular function on V belongs to θ(AC(GC)),
then AC(GC) is naturally isomorphic to O(V ).
Remark 2.4. Conditions of the Starfish Lemma in our case are satisfied since O(V )
is a unique factorization domain.
Let {·, ·} be a Poisson bracket on the ambient field F , and GC be a generalized
cluster structure in F . We say that the bracket and the generalized cluster structure
are compatible if any extended cluster x˜ = (x1, . . . , xN+M ) is log-canonical with
respect to {·, ·}, that is, {xi, xj} = ωijxixj , where ωij ∈ Z are constants for all i, j,
1 ≤ i, j ≤ N +M .
Let Ω = (ωij)
N+M
i,j=1 . The following proposition can be considered as a natural
extension of Proposition 2.3 in [19]. The proof is similar to the proof of Theorem 4.5
in [15].
Proposition 2.5. Assume that B˜Ω = [∆ 0] for a non-degenerate diagonal matrix
∆, and all Laurent polynomials pˆir are Casimirs of the bracket {·, ·}. Then rank B˜ =
N , and the bracket {·, ·} is compatible with GC(B˜,P).
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The notion of compatibility extends to Poisson brackets on FC without any
changes.
Fix an arbitrary extended cluster x˜ = (x1, . . . , xN+M ) and define a local toric
action of rank s as a map T W
q
: FC → FC given on the generators of FC =
C(x1, . . . , xN+M ) by the formula
(2.6) T W
q
(x˜) =
(
xi
s∏
α=1
qwiαα
)N+M
i=1
, q = (q1, . . . , qs) ∈ (C
∗)s,
whereW = (wiα) is an integer (N+M)×s weight matrix of full rank, and extended
naturally to the whole FC.
Let x˜′ be another extended cluster in GC, then the corresponding local toric
action defined by the weight matrix W ′ is compatible with the local toric action
(2.6) if it commutes with the sequence of (generalized) cluster transformations that
takes x˜ to x˜′. If local toric actions at all clusters are compatible, they define a
global toric action Tq on FC called a GC-extension of the local toric action (2.6).
The following proposition can be viewed as a natural extension of Lemma 2.3 in
[14] and is proved in a similar way.
Proposition 2.6. The local toric action (2.6) is uniquely GC-extendable to a global
action of (C∗)s if B˜W = 0 and all Casimirs pˆir are invariant under (2.6).
2.2. Standard Poisson-Lie group G and its Drinfeld double. A reductive
complex Lie group G equipped with a Poisson bracket {·, ·} is called a Poisson–Lie
group if the multiplication map G × G ∋ (X,Y ) 7→ XY ∈ G is Poisson. Denote
by 〈 , 〉 an invariant nondegenerate form on g, and by ∇R, ∇L the right and left
gradients of functions on G with respect to this form defined by〈
∇Rf(X), ξ
〉
=
d
dt
∣∣∣∣
t=0
f(Xetξ),
〈
∇Lf(X), ξ
〉
=
d
dt
∣∣∣∣
t=0
f(etξX)
for any ξ ∈ g, X ∈ G.
Let π>0, π<0 be projections of g onto subalgebras spanned by positive and nega-
tive roots, π0 be the projection onto the Cartan subalgebra h, and letR = π>0−π<0.
The standard Poisson-Lie bracket {·, ·}r on G can be written as
(2.7) {f1, f2}r =
1
2
(〈
R(∇Lf1),∇
Lf2〉 − 〈R(∇
Rf1),∇
Rf2
〉)
.
The standard Poisson–Lie structure is a particular case of Poisson–Lie structures
corresponding to quasitriangular Lie bialgebras. For a detailed exposition of these
structures see, e. g., [5, Ch. 1], [20] and [21].
Following [20], let us recall the construction of the Drinfeld double. The dou-
ble of g is D(g) = g ⊕ g equipped with an invariant nondegenerate bilinear form
〈〈(ξ, η), (ξ′, η′)〉〉 = 〈ξ, ξ′〉 − 〈η, η′〉. Define subalgebras d± of D(g) by d+ = {(ξ, ξ) :
ξ ∈ g} and d− = {(R+(ξ), R−(ξ)) : ξ ∈ g}, where R± ∈ End g is given by
R± =
1
2 (R±Id). The operator RD = πd+−πd− can be used to define a Poisson–Lie
structure on D(G) = G × G, the double of the group G, via
(2.8) {f1, f2}D =
1
2
(〈〈
RD(▽
Lf1),▽
Lf2
〉〉
−
〈〈
RD(▽
Rf1),▽
Rf2
〉〉)
,
where ▽R and ▽L are right and left gradients with respect to 〈〈·, ·〉〉. The diagonal
subgroup {(X,X) : X ∈ G} is a Poisson–Lie subgroup of D(G) (whose Lie algebra
is d+) naturally isomorphic to (G, {·, ·}r).
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The group G∗ whose Lie algebra is d− is a Poisson-Lie subgroup ofD(G) called the
dual Poisson-Lie group of G. The map D(G) → G given by (X,Y ) 7→ U = X−1Y
induces another Poisson bracket on G, see [20]; we denote this bracket {·, ·}∗. The
image of the restriction of this map to G∗ is denoted G†. Symplectic leaves on
(G, {·, ·}∗) were studied in [7].
In this paper we only deal with the case of G = GLn. In that case G† is the
non-vanishing locus of trailing principal minors detU
[i,n]
[i,n] (here and in what follows
we write [a, b] to denote the set {i ∈ Z : a ≤ i ≤ b}). The bracket (2.8) takes the
form
{f1, f2}D =〈R+(ELf1), ELf2〉 − 〈R+(ERf1), ERf2〉
+ 〈X∇Xf1, Y∇Y f2〉 − 〈∇Xf1 ·X,∇Y f2 · Y 〉,
(2.9)
where ∇Xf =
(
∂f
∂xji
)n
i,j=1
, ∇Y f =
(
∂f
∂yji
)n
i,j=1
, and
(2.10) ER = X∇X + Y∇Y , EL = ∇XX +∇Y Y.
So, (2.9) can be rewritten as
{f1, f2}D = 〈R+(ELf1), ELf2〉 − 〈R+(ERf1), ERf2〉
+ 〈ERf1, Y∇Y f2〉 − 〈ELf1,∇Y f2 · Y 〉 .
(2.11)
Further, if ϕ is a function of U = X−1Y then ELϕ = [∇ϕ,U ] and ERϕ = 0, and
hence for an arbitrary function f on D(GLn) one has
(2.12) {ϕ, f}D = 〈R+([∇ϕ,U ]), ELf〉 − 〈[∇ϕ,U ],∇Y f · Y 〉 .
3. Main results
3.1. Log-canonical basis. Let (X,Y ) be a point in the double D(GLn). For
k, l ≥ 1, k + l ≤ n− 1 define a (k + l)× (k + l) matrix
Fkl = Fkl(X,Y ) =
[
X [n−k+1,n] Y [n−l+1,n]
]
[n−k−l+1,n]
.
For 1 ≤ j ≤ i ≤ n define an (n− i+ 1)× (n− i+ 1) matrix
Gij = Gij(X) = X
[j,j+n−i]
[i,n] .
For 1 ≤ i ≤ j ≤ n define an (n− j + 1)× (n− j + 1) matrix
Hij = Hij(Y ) = Y
[j,n]
[i,i+n−j].
For k, l ≥ 1, k + l ≤ n define an n× n matrix
Φkl = Φkl(X,Y ) =
[
(U0)[n−k+1,n] U [n−l+1,n] (U2)[n] . . . (Un−k−l+1)[n]
]
where U = X−1Y .
Remark 3.1. Note that the definition of Fkl can be extended to the case k + l = n
yielding Fn−l,l = XΦn−l,l. One can also identify F0l with Hn−l+1,n−l+1 and Fk0
with Gn−k+1,n−k+1. Finally, it will be convenient, for technical reasons, to identify
Gi,i+1 with Fn−i,1.
Denote
fkl = detFkl, gij = detGij , hij = detHij ,
ϕkl = skl(detX)
n−k−l+1 detΦkl,
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2n2 − n+ 1 functions in total. Here skl is a sign defined as follows:
skl =
{
(−1)k(l+1) for n even,
(−1)(n−1)/2+k(k−1)/2+l(l−1)/2 for n odd.
It is periodic in k + l with period 4 for n odd and period 2 for n even; sn−l,l = 1;
sn−l−1,l = (−1)l for n odd and sn−l−1,l = (−1)l+1 for n even; sn−l−2,l = −1 for n
odd; sn−l−3,l = (−1)l+1 for n odd. Note that the pre-factor in the definition of ϕkl
is needed to obtain a regular function in matrix entries of X and Y .
Consider the polynomial
det(X + λY ) =
n∑
i=0
λisici(X,Y ),
where si = (−1)i(n−1). Note that c0(X,Y ) = detX = g11 and cn(X,Y ) = detY =
h11.
Theorem 3.2. The family of functions Fn = {gij , hij , fkl, ϕkl, c1, . . . , cn−1} forms
a log-canonical coordinate system with respect to the Poisson-Lie bracket (2.11) on
D(GLn).
3.2. Initial quiver. The modified extended exchange matrix B̂ has a skew-symmet-
ric principal part, and hence can be represented by a quiver. The quiverQn contains
2n2 − n + 1 vertices labeled by the functions gij , hij , fkl, ϕkl in the log-canonical
basis Fn. The functions c1, . . . , cn−1 correspond to isolated vertices. They are not
connected to any of the other vertices, and will be not shown on figures. The ver-
tex ϕ11 is the only special vertex, and its multiplicity equals n. The vertices gi1,
1 ≤ i ≤ n, and h1j , 1 ≤ j ≤ n, are frozen, so N = 2n2 − 3n+ 1 and M = 3n− 1.
Below we describe Qn assuming that n > 2.
Vertex ϕkl, k, l 6= 1, k + l < n, has degree 6. The edges pointing from ϕkl are
ϕkl → ϕk+1,l, ϕkl → ϕk,l−1, and ϕkl → ϕk−1,l+1; the edges pointing towards ϕkl are
ϕk,l+1 → ϕkl, ϕk+1,l−1 → ϕkl, and ϕk−1,l → ϕkl. Vertex ϕkl, k, l 6= 1, k + l = n,
has degree 4. The edges pointing from ϕkl in this case are ϕkl → ϕk,l−1 and
ϕkl → fk−1,l; the edges pointing towards ϕkl are ϕk−1,l → ϕkl and fk,l−1 → ϕkl.
Vertex ϕk1, k ∈ [2, n − 2], has degree 4. The edges pointing from ϕk1 are
ϕk1 → ϕk−1,2 and ϕk1 → ϕ1k; the edges pointing towards ϕk1 are ϕk2 → ϕk1
and ϕ1,k−1 → ϕk1. Note that for k = 2 the vertices ϕk−1,2 and ϕ1k coincide,
hence for n > 3 there are two edges pointing from ϕ21 to ϕ12. Vertex ϕn−1,1 has
degree 5. The edges pointing from ϕn−1,1 are ϕn−1,1 → ϕ1,n−1, ϕn−1,1 → fn−2,1,
and ϕn−1,1 → g11; the edges pointing towards ϕn−1,1 are ϕ1,n−2 → ϕn−1,1 and
g22 → ϕn−1,1.
Vertex ϕ1l, l ∈ [2, n−2], has degree 6. The edges pointing from ϕ1l are ϕ1l → ϕ2l,
ϕ1l → ϕ1,l−1, and ϕ1l → ϕl+1,1; the edges pointing towards ϕ1l are ϕ1,l+1 → ϕ1l,
ϕ2,l−1 → ϕ1l, and ϕl1 → ϕ1l. Vertex ϕ1,n−1 has degree 5. The edges pointing from
ϕ1,n−1 are ϕ1,n−1 → ϕ1,n−2 and ϕ1,n−1 → h22; the edges pointing towards ϕ1,n−1
are ϕn−1,1 → ϕ1,n−1, f1,n−2 → ϕ1,n−1, and h11 → ϕ1,n−1.
Finally, ϕ11 is the special vertex. It has degree 4, and the corresponding edges
are ϕ12 → ϕ11, g11 → ϕ11 and ϕ11 → ϕ21, ϕ11 → h11.
Vertex fkl, k + l < n, has degree 6. The edges pointing from fkl are fkl →
fk+1,l−1, fkl → fk,l+1, and fkl → fk−1,l; the edges pointing towards fkl are
fk−1,l+1 → fkl, fk,l−1 → fkl, and fk+1,l → fkl. To justify this description in the
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extreme cases (such that k + l = n− 1, k = 1, and l = 1), we use the identification
of Remark 3.1.
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3444444342
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Figure 1. Quiver Q4
Vertex gij , i 6= n, j 6= 1, has degree 6. The edges pointing from gij are
gij → gi+1,j+1, gij → gi,j−1, and gij → gi−1,j; the edges pointing towards gij are
gi,j+1 → gij , gi−1,j−1 → gij , and gi+1,j → gij (for i = j we use the identification
of Remark 3.1). Vertex gnj , j 6= 1, has degree 4. The edges pointing from gnj are
gnj → gn−1,j and gnj → gn,j−1; the edges pointing towards gnj are gn−1,j−1 → gnj
and gn,j+1 → gnj (for j = n we use the identification of Remark 3.1). Vertex
gi1, i 6= 1, i 6= n, has degree 2, and the corresponding edges are gi1 → gi+1,2 and
gi2 → gi1. Vertex g11 has degree 3, and the corresponding edges are ϕn−1,1 → g11
and g11 → g21, g11 → ϕ11. Finally, gn1 has degree 1, and the only edge is gn2 → gn1.
Vertex hij , i 6= 1, j 6= n, i 6= j, has degree 6. The edges pointing from hij are
hij → hi,j−1, hij → hi−1,j , and hij → hi+1,j+1; the edges pointing towards hij
are hi+1,j → hij , hi,j+1 → hij , and hi−1,j−1 → hij . Vertex hii, i 6= 1, i 6= n, has
degree 4. The edges pointing from hii are hii → f1,n−i and hii → hi−1,i; the edges
pointing to hii are f1,n−i+1 → hii and hi,i+1 → hii. Vertex hin, i 6= 1, i 6= n,
has degree 4. The edges pointing from hin are hin → hi,n−1 and hin → hi−1,n;
the edges pointing towards hin are hi+1,n → hin and hi−1,n−1 → hin. Vertex h1j ,
j 6= 1, j 6= n, has degree 2, and the corresponding edges are h1j → h2,j+1 and
h2j → h1j . Vertex hnn has degree 3. The edges pointing from hnn are hnn → gnn
and hnn → hn−1,n; the edge pointing to hnn is f11 → hnn. Vertex h11 has degree 2,
and the corresponding edges are h11 → ϕ1,n−1 and ϕ11 → h11. Finally, h1n has
degree 1, and the only edge is h2n → h1n.
The quiver Q4 is shown in Fig. 1. The frozen vertices are shown as squares,
the special vertex is shown as a hexagon, isolated vertices are not shown. Certain
arrows are dashed; this does not have any particular meaning, and just makes the
picture more comprehensible. One can identify in Qn four “triangular regions”
associated with four families {gij}, {hij}, {fkl}, {ϕkl}. We will call vertices in
these regions g-, h-, f - and ϕ-vertices, respectively. It is easy to see that Q4, as
well as Qn for any n, can be embedded into a torus.
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The case n = 2 is special. In this case there are only three types of vertices: g,
h, and ϕ. The quiver Q2 is shown in Fig. 2.
2222
x21x y 12y
11ϕ|X| |Y|
Figure 2. Quiver Q2
Remark 3.3. On the diagonal subgroup {(X,X) : X ∈ GLn} of D(GLn), gii = hii
for 1 ≤ i ≤ n, and functions fkl and ϕkl vanish identically. Accordingly, vertices
in Qn that correspond to fkl and ϕkl are erased and, for 1 ≤ i ≤ n, vertices
corresponding to gii and hii are identified. As a result, one recovers a seed of
the cluster structure compatible with the standard Poisson-Lie structure on GLn,
see [15, Chap. 4.3].
Remark 3.4. At this point, we should emphasize a connection between the data
(Fn, Qn) and particular seeds that give rise to the standard cluster structures on
double Bruhat cells Ge,w0 , Gw0,e for G = GLn and w0 the longest element in the
corresponding Weyl group. We will frequently explore this connection in what fol-
lows. Consider, in particular, the subquiver Qhn of Qn associated with functions
hij in which, in addition to vertices h1i, we also view vertices hii as frozen. Re-
stricted to upper triangular matrices, the family {hij} together with the quiver
Qhn defines an initial seed for the cluster structure on G
e,w0 . This can be seen, for
example, by applying the construction of Section 2.4 in [2] using a reduced word
121321 . . . (n− 1)(n− 2) . . . 21 for w0. This leads to the cluster formed by all dense
minors that involve the first row. The seed we are interested in is then obtained via
the transformation B 7→ W0BTW0 applied to upper triangular matrices. Similarly,
the family {gij} restricted to lower-triangular matrices together with the quiver Qgn
obtained from Qn in the same way as Q
h
n (and isomorphic to it) defines an initial
seed for Gw0,e.
As explained in Remark 2.20 in [2], in the case of the standard cluster structures
on Ge,w0 or Gw0,e, the cluster algebra and the upper cluster algebra coincide. This
implies, in particular, that in every cluster for this cluster structure, each matrix
entry of an upper/lower triangular matrix is expressed as a Laurent polynomial
in cluster variables which is polynomial in stable variables. Furthermore, using
similar considerations and the invariance under right multiplication by unipotent
lower triangular matrices of column-dense minors that involve the first column, it
is easy to conclude that each such minor has a Laurent polynomial expression in
terms of dense minors involving the first column and, moreover, each leading dense
principal minor enters this expression polynomially. Both these properties will be
utilized below.
3.3. Exchange relations. We define the set Pn of strings for Qn that contains
only one nontrivial string {p1r}, 0 ≤ r ≤ n. It corresponds to the vertex ϕ11 of
multiplicity n, and p1r = cr, 1 ≤ r ≤ n− 1. The strings corresponding to all other
vertices are trivial. Consequently, the generalized exchange relation at the vertex
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ϕ11 for n > 2 is expected to look as follows:
ϕ11ϕ
′
11 =
n∑
r=0
crϕ
r
21ϕ
n−r
12 .
Indeed, such a relation exists in the ring of regular functions on D(GLn), and is
given by the following proposition.
Proposition 3.5. For any n > 2,
(3.1) det((−1)n−1ϕ12X + ϕ21Y ) = ϕ11P
∗
n ,
where P ∗n is a polynomial in the entries of X and Y .
For n = 2, relation (3.1) is replaced by
det(−y22X + x22Y ) = ϕ11
∣∣∣∣y21 y22x21 x22
∣∣∣∣ .
3.4. Statement of main results. Let n ≥ 2.
Theorem 3.6. (i) The extended seed Σ˜n = (Fn, Qn,Pn) defines a generalized
cluster structure GCDn in the ring of regular functions on D(GLn) compatible with
the standard Poisson–Lie structure on D(GLn).
(ii) The corresponding generalized upper cluster algebra A(GCDn ) over
Â = C[g±111 , g21, . . . , gn1, h
±1
11 , h12, . . . , h1n, c1, . . . , cn−1]
is naturally isomorphic to the ring of regular functions on D(GLn).
Remark 3.7. 1. Since the only stable variables that do not vanish on D(GLn) are
g11 = detX and h11 = detY , the ground ring in (ii) above is a particular case
of (2.5). In fact, it follows from the proof that a stronger statement holds:
(i) GCDn extends to a regular generalized cluster structure on Matn×Matn;
(ii) the generalized upper cluster algebra over
Â = C[g±111 , g21, . . . , gn1, h11, h12, . . . , h1n, c1, . . . , cn−1]
is naturally isomorphic to the ring of regular function on GLn ×Matn.
2. For n = 2 the obtained generalized cluster structure has a finite type. Indeed,
the principal part of the exchange matrix for the cluster shown in Fig. 2 has a form 0 2 −2−1 0 1
1 −1 0
 .
The mutation of this matrix in direction 2 transforms it into 0 −2 01 0 −1
0 1 0
 ,
and its Cartan companion is a Cartan matrix of type B3. Therefore, by [6,
Thm. 2.7], the generalized cluster structure has type B3. This implies, in particu-
lar, that its exchange graph is the 1-skeleton of the 3-dimensional cyclohedron (also
known as the Bott–Taubes polytope), and its cluster complex is the 3-dimensional
polytope polar dual to the cyclohedron (see [9, Sec. 5.2] for further details).
3. It follows immediately from Theorem 3.6(i) that the extended seed obtained
from Σ˜n by deleting functions detX and detY from Fn, deleting the corresponding
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vertices from Qn and restricting relation (3.1) to detX = det Y = 1 defines a
generalized cluster structure in the ring of regular functions on D(SLn) compatible
with the standard Poisson–Lie structure on D(SLn). Moreover, by Theorem 3.6(ii),
the corresponding generalized upper cluster algebra is naturally isomorphic to the
ring of regular functions on D(SLn).
Using Theorem 3.6, we can construct a generalized cluster structure on GL†n. For
U ∈ GL†n, denote ψkl(U) = skl det Φkl(U), where skl are the signs defined in Section
3.1. The initial extended cluster F †n for GL
†
n consists of functions ψkl(U), k, l ≥ 1,
k + l ≤ n, (−1)(n−i)(j−i)hij(U), 2 ≤ i ≤ j ≤ n, h11(U) = detU , and ci(1, U),
1 ≤ i ≤ n − 1. To obtain the initial seed for GL†n, we apply a certain sequence S
of cluster transformations to the initial seed for D(GLn). This sequence does not
involve vertices associated with functions ψkl. The resulting cluster S(Fn) contains
a subset {(detX)ν(f) f : f ∈ F †n} with ν(ψkl) = n−k− l+1 and ν(hij) = 1. These
functions are attached to a subquiver Q†n in the resulting quiver S(Qn), which is
isomorphic to the subquiver of Qn formed by vertices associated with functions
ϕkl, fij and hii, see Fig. 3. Functions hii(U) are declared stable variables, ci(1, U)
remain isolated. See Theorem 3.13 below for more details.
21 12
31 22 13
24 23 22
34 33
44
ψ ψ
11
h
h
h
11hψ ψ ψ
ψ
h h
h
Figure 3. Quiver Q†4
All exchange relations defined by mutable vertices of Q†n are homogeneous in
detX . This allows us to use (F †n, Q
†
n,Pn) as an initial seed for GL
†
n. The general-
ized exchange relation associated with the cluster variable ψ11 now takes the form
det((−1)n−1ψ121+ ψ21U) = ψ11Π∗n, where Π
∗
n is a polynomial in the entries of U .
Theorem 3.8. (i) The extended seed (F †n, Q
†
n,Pn) defines a generalized cluster
structure GC†n in the ring of regular functions on GL
†
n compatible with {·, ·}∗.
(ii) The corresponding generalized upper cluster algebra over
Â = C[h11(U)
±1, . . . , hnn(U)
±1, c1(1, U), . . . , cn−1(1, U)]
is naturally isomorphic to the ring of regular functions on GL†n.
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Remark 3.9. 1. It follows from Remark 7.5 that a stronger statement holds, simi-
larly to Remark 3.7.1:
(i) GC†n extends to a regular generalized cluster structure on Matn;
(ii) the generalized upper cluster algebra over
Â = C[h11(U), . . . , hnn(U), c1(1, U), . . . , cn−1(1, U)]
is naturally isomorphic to the ring of regular function on Matn.
2. Let Vn be the intersection of SL†n with a generic conjugation orbit in SLn.
This variety plays a role in a rigorous mathematical description of Coulomb branches
in 4D gauge theories. The generalized cluster structure GC†n descends to Vn if one
fixes the values of c1(1, U), . . . , cn−1(1, U). The existence of a cluster structure on
Vn was suggested by D. Gaiotto (A. Braverman, private communication).
3.5. The outline of the proof. We start with defining a local toric action of right
and left multiplication by diagonal matrices, and use Proposition 2.6 to check that
this action can be extended to a global one. This fact is then used in the proof of
the compatibility assertion in Theorem 3.6(i), which is based on Proposition 2.5.
As a byproduct, we get that the extended exchange matrix of GCDn is of full rank.
Next, we have to check conditions (i)–(iii) of Proposition 2.3. The regularity
condition in (i) follows from Theorem 3.2 and the explicit description of the basis.
The coprimality condition in (i) is a corollary of the following stronger statement.
Theorem 3.10. All functions in Fn are irreducible polynomials in matrix entries.
We then establish the regularity and coprimality conditions in (ii), which com-
pletes the proof of Theorem 3.6(i).
To prove Theorem 3.6(ii), it is left to check condition (iii) of Proposition 2.3.
The usual way to do that consists in applying Theorem 3.21 from [15] which claims
that for cluster structures of geometric type with an exchange matrix of full rank,
the upper cluster algebra coincides with the upper bound at any cluster. It remains
to choose an appropriate set of generators in O(V ) and to check that each element
of this set can be represented as a Laurent polynomial in some fixed cluster and in
all its neighbors. We will have to extend the above result in three directions:
1) to upper cluster algebras over Â, as opposed to upper cluster algebras over A¯;
2) to more general neighborhoods of a vertex in TN , as opposed to the stars of
vertices;
3) to generalized cluster structures of geometric type, as opposed to ordinary
cluster structures.
Let GC = GC(B˜,P) be a generalized cluster structure as defined in Section 2.1,
and let L be the number of isolated variables in GC. For the ith nontrivial string
in P , define a (di − 1) × L integer matrix B˜(i): the rth row of B˜(i) contains the
exponents of isolated variables in the exchange coefficient pir (recall that pir are
monomials).
Following [11], we call a nerve an arbitrary subtree of TN on N +1 vertices such
that all its edges have different labels. A star of a vertex in TN is an example of
a nerve. Given a nerve N , we define an upper bound A(N ) as the intersection of
the rings of Laurent polynomials Â[x±1] taken over all seeds in N . We prove the
following theorem that seems to be interesting in its own right.
Theorem 3.11. Let B˜ be a skew-symmetrizable matrix of full rank, and let
rank B˜(i) = di − 1
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for any nontrivial string in P. Then the upper bounds A(N ) do not depend on the
choice of N , and hence coincide with the generalized upper cluster algebra A(B˜,P)
over Â.
We then proceed as follows. First, we choose the 2n2 matrix entries of X and Y
as the generating set of the ring of regular functions on D(GLn). Then we prove
the following result.
Theorem 3.12. Each matrix entry of X is either a stable variable or a cluster
variable in GCDn .
To treat the remaining part of the generating set we consider a special nerveN0 in
the tree T(n−1)(2n−1). First of all, we design a sequence S of cluster transformations
that takes the initial extended seed Σ˜n to a new extended seed Σ˜
′
n = S(Σ˜n) =
(S(Fn),S(Qn),S(Pn)) having the following properties. Let Q†n and F
†
n be as defined
in Section 3.4, and U = X−1Y .
Theorem 3.13. There exists a sequence S of cluster transformations such that
(i) S(Pn) = Pn;
(ii) S(Qn) contains a subquiver Q
′
n isomorphic to Q
†
n;
(iii) the functions in S(Fn) assigned to the vertices of Q′n constitute the set{(
detXn−k−l+1ψkl(U)
)
k,l≥1,k+l≤n
, (detX · hij(U))2≤i≤j≤n , detX · h11(U)
}
;
(iv) the only vertices in Q′n connected with the rest of vertices in S(Qn) are those
associated with detX · hii, 2 ≤ i ≤ n, and ϕ11.
As an immediate corollary we get Theorem 3.8(i).
The nerve N0 contains the seed Σ˜′n, a seed Σ˜
′′
n adjacent to Σ˜
′
n, and a seed Σ˜
′′′
n
adjacent to Σ˜′′n. Besides, it contains 2(n − 1)
2 seeds adjacent to Σ˜′n and distinct
from Σ˜′′n, and n − 3 seeds adjacent to Σ˜
′′′
n and distinct from Σ˜
′′
n. A more detailed
description of N0 is given in Section 7.3.1 below. We then prove
Theorem 3.14. Each matrix entry of U = X−1Y multiplied by an appropriate
power of detX belongs to the upper bound A(N0).
Consequently each matrix entry of Y = XU belongs to A(N0).
It remains to note that B˜(1) is the (n−1)×(n−1) identity matrix. Therefore, all
conditions in Theorem 3.11 are satisfied, and we get the proofs of Theorems 3.6(ii)
and 3.8(ii).
4. Generalized upper cluster algebras of geometric type over Aˆ
Let GC = GC(B˜,P) be a generalized cluster structure as defined in Section 2.1,
and let A ⊆ Â ⊆ A¯ be the corresponding rings. The goal of this section is to prove
Theorem 3.11. We start with the following statement, which is an extension of the
standard result on the coincidence of upper bounds (see e.g. [15, Corollary 3.22]).
Theorem 4.1. If the generalized exchange polynomials are coprime in A[x1, . . . , xN ]
for any seed in GC, then the upper bounds A(N ) do not depend on the choice of the
nerve N , and hence coincide with the upper cluster algebra A(B˜,P) over Â.
Proof. Let us consider first the case N = 1. In this case everything is exactly
the same as in the standard situation. Namely, we consider two adjacent clusters
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x = {x1} and x1 = {x′1} and the exchange relation x1x
′
1 = P1, where P1 ∈ A. The
same reasoning as in Lemma 3.15 from [15] yields
Â[x±11 ] ∩ Â[(x
′
1)
±1] = Â[x1, x
′
1].
As a corollary, for general N one gets
(4.1) Â[x±11 , x
±1
2 , . . . , x
±1
N ] ∩ Â[(x
′
1)
±1, x±12 , . . . , x
±1
N ] = Â[x1, x
′
1, x
±1
2 , . . . , x
±1
N ].
The latter relation is obtained from the one for N = 1 via replacing A with
A[x2, . . . , xN ] and the ground ring Â with Â[x
±1
2 , . . . , x
±1
N ].
Let now N = 2. Note that T2 is an infinite path, and hence all nerves are
just two-pointed stars. Let x = {x1, x2} be an arbitrary cluster, x1 = {x′1, x2}
and x2 = {x1, x′2} be the two adjacent clusters obtained via generalized exchange
relations x1x
′
1 = P1 and x2x
′
2 = P2 with P1 ∈ A[x2] and P2 ∈ A[x1]. Besides,
let x3 = {x′1, x
′′
2} be the cluster obtained from x1 via the generalized exchange
relation x2x
′′
2 = P¯2 with P¯2 ∈ A[x
′
1]. Let N be the nerve x1—x—x2, and N1 be the
nerve consisting of the clusters x1—x—x3. The following statement is an analog
of Lemma 3.19 in [15].
Lemma 4.2. Assume that P1 and P2 are coprime in A[x1, x2] and P1 and P¯2 are
coprime in A[x′1, x2]. Then A(N ) = A(N1).
Proof. The proof differs substantially from the proof of Lemma 3.19, since we are
not allowed to invert monomials in Â.
It is enough to prove the inclusion A(N ) ⊆ A(N1), since the opposite inclusion
is obtained by switching roles between x and x1. By (4.1), we have
A(N ) = Â[x1, x
′
1, x
±1
2 ]∩Â[x
±1
1 , (x
′
2)
±1], A(N1) = Â[x1, x
′
1, x
±1
2 ]∩Â[(x
′
1)
±1, (x′′2 )
±1].
Let y ∈ Â[x1, x′1, x
±1
2 ]; expand y as a Laurent polynomial in x2. Each term of
this expansion containing a non-negative power of x2 belongs to Â[(x
′
1)
±1, (x′′2 )
±1],
so we have to consider only y of the form
y =
a∑
k=1
Q′k +Qk
xk2
, a ≥ 1,
with Qk ∈ Â[x1], Q′k ∈ Â[x
′
1].
We can treat y as above in two different ways. On the one hand, by substituting
x′1 = P1/x1, it can be considered as an element in Â[x
±1
1 , x
±1
2 ] and written as
(4.2) y =
∑
k≤a
Rk
xδk1 x
k
2
with Rk ∈ Â[x1] and δk ≥ 0. Imposing the condition y ∈ Â[x
±1
1 , (x
′
2)
±1], we get
Rk = P
k
2 Sk for k > 0 and some Sk ∈ Â[x1]. Note that each summand in (4.2) with
k ≤ 0 belongs to Â[x±11 , (x
′
2)
±1] automatically.
On the other hand, by substituting x1 = P1/x
′
1, y can be considered as an
element in Â[(x′1)
±1, x±12 ] and written as
(4.3) y =
∑
k≤a
R′k
(x′1)
δ′
kxk2
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with R′k ∈ Â[x
′
1] and δ
′
k ≥ 0. Note that R
′
k can be restored via Rl and δl, k ≤ l ≤ a.
We will prove that P¯ k2 divides R
′
k in Â[x
′
1] for any k > 0. This would mean that
each summand in (4.3) belongs to Â[(x′1)
±1, (x′′2 )
±1], and hence A(N ) ⊆ A(N1) as
claimed above.
Assume first that bˆ12 = bˆ21 = 0 in the modified exchange matrix Bˆ, which means
that P1, P2 ∈ A and P¯2 = P2. Rewrite an arbitrary term Tk = Rk/(x
δk
1 x
k
2), k > 0,
in (4.2) as an element in Â[(x′1)
±1, x±12 ] via substituting x1 = P1/x
′
1. Recall that
Rk is divisible by P
k
2 , hence
Tk =
(x′1)
δkP k2 Sk|x1←P1/x′1
P δk1 x
k
2
=
P¯ k2 S¯k
(x′1)
γkP δk1 x
k
2
for some γk ≥ 0 and S¯k ∈ Â[x′1]. Comparing the latter expression with (4.3), we
see that γk = δ
′
k and R
′
k = P¯
k
2 S¯k/P
δk
1 . Since P¯2 and P1 are coprime, this means
that P¯ k2 divides R
′
k in Â[x
′
1].
Assume now that bˆ12 = b > 0 (otherwise bˆ21 > 0, and we proceed in the same
way with P2 instead of P1). Then one can rewrite P1 as P1 = P10+x
b
2P11 with P10 is
a monomial in A and P11 ∈ A[x2] is not divisible by x2. Consider an arbitrary term
Tk = Rk/(x
δk
1 x
k
2), k > 0, in (4.2) as an element in Â[(x
′
1)
±1]((x2)) via substituting
x1 = (P10+x
b
2P11)/x
′
1 and expanding the result in the Taylor series in x2. Similarly
to the previous case, we get
Tk =
k∑
j=0
P k−j2 |x1←P10/x′1 Sˆj
j!P δk+j10 x
k−j
2
+
∑
j>k
Sˆjx
j−k
2
j!P δk+j10
for some Sˆj ∈ Â[x′1]. Since y ∈ Aˆ[(x
′
1)
±1, x±12 ], we conclude that the infinite sums
above contribute only finitely many terms to y =
∑
k≤a Tk. By (4.3), any term of
these finitely many automatically belongs to Aˆ[(x′1)
±1, (x′′2 )
±1]. To treat the finite
sum in Tk we note that
(x′1)
degx1P2P2|x1←P10/x′1
P¯2
is a monomial in A. So, the finite sum can be rewritten as
k∑
j=0
P¯ k−j2 S¯j
j!(x′1)
γjP δk+j10 x
k−j
2
for some γj ≥ 0 and S¯j ∈ Â[x′1]. Comparing the latter expression with (4.3), we
get
R′k
(x′1)
δ′
k
= P¯ k2
a−k∑
j=0
S¯j
j!(x′1)
γj+kP
δj+k+j
10
.
Note that P¯2 and P10 are coprime, since P10 is a monomial and P¯2 does not have
monomial factors, which means that P¯ k2 divides R
′
k in Â[x
′
1]. 
In the case of an arbitrary N one can use Lemma 4.2 to reshape nerves while
preserving the upper bounds. Namely, let N be a nerve, and v1, v2, v3 ∈ N be
three vertices such that v1 is adjacent to v2 and v2 is the unique vertex adjacent
to v3. Consider the nerve N ′ that does not contain v3, contains a new vertex v′3
adjacent only to v1, and otherwise is identical to N ; the edge between v1 and v
′
3 in
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N ′ bears the same label as the edge between v2 and v3 in N . A single application of
Lemma 4.2 with Â replaced by Â[x±13 , . . . , x
±1
N ] shows that A(N ) = A(N
′). Clearly,
any two nerves can be connected via a sequence of such transformations, and the
result follows. 
To complete the proof of Theorem 3.11, it remains to establish the following
result.
Lemma 4.3. Let B˜ be a skew-symmetrizable matrix of full rank, and let rank B˜(i) =
di − 1 for any nontrivial string in P. Then the generalized exchange polynomials
are coprime in A[x1, . . . , xN ] for any seed in GC.
Proof. We follow the proof of Lemma 3.24 from [15] with minor modifications. Fix
an arbitrary seed Σ = (x˜, B˜,P), and let Pi be the generalized exchange polynomial
corresponding to the ith cluster variable.
Assume first that there exist j and j′ such that bij > 0 and bij′ < 0. We
want to define the weights of the variables that make Pi into a quasihomogeneous
polynomial. Put w(xj) = 1/bij, w(xj′ ) = −1/bij′ . If j, j′ ≤ N , put w(xk) = 0
for k 6= j, j′. Otherwise, put w(xk) = 0 for all remaining cluster variables and
all remaining stable non-isolated variables. Finally, define the weights of isolated
variables from the equations w(pˆir) = 0, 1 ≤ r ≤ di − 1. The condition on the
rank of B˜(i) guarantees that these equations possess a unique solution. Now (2.4)
shows that this weight assignment turns Pi into a quasihomogeneous polynomial of
weight one.
Let Pi = P
′P ′′ for some nontrivial polynomials P ′ and P ′′, then they both
are quasihomogeneous with respect to the weights defined above, and each one of
them contains exactly one monomial in variables entering ui;>, vi;>, and exactly
one monomial in variables entering ui;<, vi;<. Consider these two monomials in P
′.
Let δj and δj′ be the degrees of xj and xj′ in these two monomials, respectively.
Then the quasihomogeneity condition implies δj/bij = −δj′/bij′ . Moreover, for any
j′′ 6= j, j′ such that bij′′ > 0 (or bij′′ < 0) a similar procedure gives δj′′/bij′′ =
−δj′/bij′ (or δj/bij = −δj′′/bij′′ , respectively. This means that the ith row of B˜
can be restored from the exponents of variables entering the above two monomials
by dividing them by a constant. Consequently, if Pi and Pj possess a nontrivial
common factor, the corresponding rows of B˜ are proportional, which contradicts
the full rank assumption.
If all nonzero entries in the ith row have the same sign, we proceed in a similar
way. Namely, if there exist j, j′ such that bij , bij′ 6= 0, we put w(xj) = 1/|bij|,
w(xj′ ) = −1/|bij′ |. The weights of other variables are defined in the same way as
above. This makes Pi into a quasihomogeneous polynomial of weight zero, and the
result follows. The case when there exists a unique j such that bij 6= 0 is trivial. 
5. Proof of Theorem 3.2
The proof exploits various invariance properties of functions in Fn. First, we
need some preliminary lemmas.
Let a bilinear form 〈·, ·〉0 on gln be defined as 〈A,B〉0 = 〈π0(A), π0(B)〉.
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Lemma 5.1. Let g(X), h(Y ), f(X,Y ), ϕ(X,Y ) be functions with the following in-
variance properties:
(5.1)
g(X) = g(N+X), h(Y ) = h(Y N−),
f(X,Y ) = f(N+XN−, N+Y N
′
−), ϕ(X,Y ) = ϕ(AXN−, AY N−),
where A is an arbitrary element of GLn, N+ is an arbitrary unipotent upper-
triangular element and N−, N
′
− are arbitrary unipotent lower-triangular elements.
Then
{g, h}D =
1
2
〈X∇Xg, Y∇Y h〉0 −
1
2
〈∇Xg ·X,∇Y h · Y 〉0,
{f, g}D =
1
2
〈ELf,∇Xg ·X〉0 −
1
2
〈ERf,X∇Xg〉0,
{h, f}D =
1
2
〈∇Y h · Y,ELf〉0 −
1
2
〈Y∇Y h,ERf〉0,
{ϕ, f}D =
1
2
〈ELϕ,∇Xf ·X〉0 −
1
2
〈ELϕ,∇Y f · Y 〉0,
{ϕ, g}D =
1
2
〈ELϕ,∇Xg ·X〉0,
{ϕ, h}D = −
1
2
〈ELϕ,∇Y h · Y 〉0,
where EL and ER are given by (2.10).
Proof. From (5.1), we obtain X∇Xg, ERf ∈ b+, ∇Y h ·Y,∇Xf ·X,∇Y f ·Y,ELϕ ∈
b−, ERϕ = 0. Taking into account that R+(ξ) =
1
2π0(ξ) for ξ ∈ b− and that
b± ⊥ n± with respect to 〈·, ·〉, the result follows from (2.9),(2.11). 
Lemma 5.2. Let g(X), h(Y ), f(X,Y ), ϕ(X,Y ) be functions as in Lemma 5.1. As-
sume, in addition, that g and h are homogeneous with respect to right and left
multiplication of their arguments by arbitrary diagonal matrices and that f and ϕ
are homogeneous with respect to right and left multiplication of X,Y by the same
pair of diagonal matrices. Then all Poisson brackets {·, ·}D among functions log g,
log h, log f , logϕ are constant.
Proof. The homogeneity of g(X) with respect to the left multiplication by diagonal
matrices implies that there exists a diagonal element ξ such that for any diagonal h
and any X , g(exp(h)X) = exp〈h, ξ〉g(X). The infinitesimal version of this property
reads π0(X∇ log g(X)) = ξ. A similar argument shows that diagonal projections
of all elements needed to compute Poisson brackets between log g, log h, log f ,
logϕ using formulas of Lemma 5.1 are constant diagonal matrices, and the claim
follows. 
Lemmas 5.1, 5.2 show that any four functions fij , gkl, hαβ, ϕµν are log-canonical.
Indeed, it is clear from definitions in Section 3.1 that
(5.2)
gij(X) = gij(N+X), gii(X) = gii(N+XN−),
hij(Y ) = hij(Y N−), hii(Y ) = hii(N+Y N−),
fkl(X,Y ) = fkl(N+XN−, N+Y N
′
−),
ϕ˜kl(X,Y ) = ϕ˜kl(AXN−, AY N−),
20 M. GEKHTMAN, M. SHAPIRO, AND A. VAINSHTEIN
where ϕ˜kl = detΦkl, and so the corresponding invariance properties in (5.1) are
satisfied for any function taken in any of these four families. Besides, all these
functions possess the homogeneity property as in Lemma 5.2 as well.
For a generic element X ∈ GLn, consider its Gauss factorization
(5.3) X = X>0X0X<0
with X<0 unipotent lower-triangular, X0 diagonal and X>0 unipotent upper-trian-
gular elements. Sometimes it will be convenient to use notationsX≤0 = X0X<0 and
X≥0 = X>0X0. Taking N+ = (X>0)
−1 in the first relation in (5.2), N− = (Y<0)
−1
in the second relation, and N+ = (Y>0)
−1, N− = (X<0)
−1, N ′− = (Y<0)
−1 in the
third relation, one gets
(5.4)
gij(X) = gij(X≤0),
hij(Y ) = hij(Y≥0),
fkl(X,Y ) = fkl
(
(Y>0)
−1X≥0, Y0
)
= hn−l+1,n−l+1(Y )hn−k−l+1,n−k+1
(
(Y>0)
−1X≥0
)
.
Next, we need to prove log-canonicity within each of the four families. The
following lemma is motivated by the third formula in (5.4).
Lemma 5.3. The almost everywhere defined map
Z : (D(GLn), {·, ·}D)→ (GLn, {·, ·}r)
given by (X,Y ) 7→ Z = Z(X,Y ) = (Y>0)−1X≥0 is Poisson.
Proof. Denote π≥0 = π>0 + π0 and π≤0 = π<0 + π0. We start by computing the
variation
δZ = (Y>0)
−1
(
δX≥0 − δY>0(Y>0)
−1X≥0
)
= Z(X≥0)
−1δX≥0 − (Y>0)
−1δY>0Z
= Zπ≥0
(
(X≥0)
−1δX(X<0)
−1
)
− π>0
(
(Y>0)
−1δY (Y≤0)
−1
)
Z.
Then for a smooth function f on GLn we have
δf(Z(X,Y )) = 〈∇f, δZ〉
=
〈
(X<0)
−1π≤0(∇f · Z)(X≥0)
−1, δX
〉
−
〈
(Y≤0)
−1π<0(Z∇f)(Y>0)
−1, δY
〉
.
Therefore, if we denote f˜(X,Y ) = f ◦ Z(X,Y ) then
X∇X f˜ = AdX≥0 π≤0(∇f · Z),
Y∇Y f˜ = −AdY>0 π<0(Z∇f),
∇X f˜ ·X = Ad(X<0)−1 π≤0(∇f · Z) ∈ b−,
∇Y f˜ · Y = −Ad(Y≤0)−1 π<0(Z∇f) ∈ n−,
and
ERf˜ = AdY>0 (AdZ π≤0(∇f · Z)− π<0(Z∇f))
= AdY>0 (Z∇f −AdZ π>0(∇f · Z)− π<0(Z∇f))
= AdY>0 (π≥0(Z∇f)−AdZ π>0(∇f · Z)) ∈ b+.
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Plugging into (2.8) we obtain
{f1 ◦ Z, f1 ◦ Z}D =
1
2
〈∇f1 · Z,∇f2 · Z〉0 −
1
2
〈Z∇f1, Z∇f2〉0 + 〈X∇X f˜1, Y∇Y f˜2〉
=
1
2
〈∇f1 · Z,∇f2 · Z〉0 −
1
2
〈Z∇f1, Z∇f2〉0
− 〈AdZ π≤0(∇f1 · Z), π<0(Z∇f2)〉.
The last term can be rewritten as 〈Z∇f1, π<0(Z∇f2)〉 − 〈π>0(∇f1 · Z), Z∇f2)〉.
Comparing with (2.7), we obtain {f1 ◦ Z, f1 ◦ Z}D = {f1, f2}r ◦ Z. 
We are now ready to deal with the three families out of four.
Lemma 5.4. Families of functions {fij}, {gij}, {hij} are log-canonical with respect
to {·, ·}D.
Proof. If ϕ1(X,Y ) = gij(X) and ϕ2(X,Y ) = gαβ(X) (or ϕ1(X,Y ) = hij(Y ) and
ϕ2(X,Y ) = hαβ(Y )) then {ϕ1, ϕ2}D = {ϕ1, ϕ2}r. Furthermore, Proposition 4.19
in [15] specialized to the GLn case implies that in both cases
(5.5) {logϕ1, logϕ2}r =
1
2
〈ξ1,L, ξ2,L〉0 −
1
2
〈ξ1,R, ξ2,R〉0,
provided i−j ≥ α−β (i−j ≤ α−β, respectively), where ξ•,L, ξ•,R are projections of
the left and right gradients of logϕ• to the diagonal subalgebra. These projections
are constant due to the homogeneity of all functions involved with respect to both
left and right multiplication by diagonal matrices. Thus, families {gij}, {hij} are
log-canonical. The claim about the family {fij} now follows from Lemma 5.3 and
the third equation in (5.4). 
The remaining family {ϕij} is treated separately.
Lemma 5.5. The family {ϕkl} is log-canonical with respect to {·, ·}D.
Proof. Since detX is a Casimir function for {·, ·}D, we only need to show that
functions ϕ˜kl = detΦkl are log-canonical with respect to the Poisson bracket
(5.6) {ϕ1, ϕ2}∗ = 〈R+([∇ϕ1, U ]), [∇ϕ2, U ]〉 − 〈[∇ϕ1, U ],∇ϕ2 · U〉 ,
which one obtains from (2.12) by assuming that f(X,Y ) = ϕ(X−1Y ). In other
words, {·, ·}∗ is the push-forward of {·, ·}D under the map (X,Y ) 7→ U = X
−1Y .
Let C = e21+· · ·+en,n−1+e1n be the cyclic permutation matrix. By Lemma 8.2,
we write U as
(5.7) U = N−B+CN
−1
− ,
where N− is unipotent lower triangular and B+ is upper triangular. Since functions
ϕ˜kl are invariant under the conjugation by unipotent lower triangular matrices, we
have ϕ˜kl(U) = ϕ˜kl(B+C). Furthermore,(
(B+C)
i
)[n]
= bii · · · b11ei +
∑
s<i
αises
for i ≤ n, where bij , 1 ≤ i ≤ j ≤ n, are the entries of B+. It follows that
ϕ˜kl(U) = ±
(
n−k−l+1∏
s=1
bn−k−l−s+2ss
)
det(B+)
[n−l+2,n]
[n−k−l+2,n−k]
= ± detUn−k−l+1
hn−k−l+2,n−l+2(B+)∏n−k−l+2
s=2 hss(B+)
.
(5.8)
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Remark 5.6. It is easy to check that the sign in the first line of (5.8) equals
(−1)k(n−k)+(l−1)(n−k−l+1)skl. We will use this fact below in the proof of Theo-
rem 3.6(ii).
Note that detU = detB+C = ±
∏n
s=1 bss is a Casimir function for (5.6).
Therefore to prove Lemma 5.5 it suffices to show that functions det(B+)
[j,n]
[i,i+n−j],
2 ≤ i ≤ j ≤ n, are log-canonical with respect to {·, ·}∗ as functions of U . To this
end, we first will compute the push-forward of {·, ·}∗ under the map U 7→ B
′
+ =
B′+(U) = (B+)
[2,n]
[2,n] of GLn to the space Bn−1 of (n− 1)× (n− 1) invertible upper
triangular matrices.
Let S = e12 + · · · + em−1,m be the m × m upper shift matrix. For an m × m
matrix A, define
τ(A) = SAST .
Lemma 5.7. Let f1, f2 be two differentiable functions on Bn−1. Then
{f1 ◦B
′
+, f2 ◦B
′
+}∗ = {f1, f2}b ◦B
′
+,
where {·, ·}b is defined by
(5.9)
{f1, f2}b(A) = {f1, f2}r(A) +
1
2
(〈A∇f1, τ((∇f2)A)〉0 − 〈τ((∇f1)A), A∇f2〉0)
for any A ∈ Bn−1.
Proof. We start by computing an infinitesimal variation of B+ as a function of U .
From (5.7), we obtain
(
AdN−1−
δU
)
C−1 = [N−1− δN−, B+C]C
−1 + δB+. Then
(5.10) π<0
((
AdN−1−
δU
)
C−1
)
= π<0
(
[N−1− δN−, B+C]C
−1
)
.
If we define Λ : n− → n− via Λ(ν−) = −π<0
(
adB+C(ν−)C
−1
)
for ν− ∈ n−
then (5.10) above implies that N−1− δN− = Λ
−1
(
π<0
((
AdN−1−
δU
)
C−1
))
. In-
vertibility of Λ is easy to establish by observing that (5.10) can be written as a
triangular linear system for matrix entries of N−1− δN−. The operator Λ
∗ : n+ → n+
dual to Λ with respect to 〈·, ·〉 acts on ν+ ∈ n+ as
Λ∗(ν+) = π>0
(
adB+C(C
−1ν+)
)
= π>0
(
B+ν+ − C
−1ν+B+C
)
= B+ν+ − Sν+B+S
T =
(
1− τ ◦AdB−1+
)
(B+ν+).
(5.11)
Note that Λ∗ extends to an operator on gln given by the same formula and invertible
due to the fact that τ ◦AdB−1+
is nilpotent.
Let f be a differentiable function on Bn. Denote f˜(U) = (f ◦B+)(U). Then
〈∇f˜ ,δU〉 = 〈∇f, δB+〉 = 〈C
−1∇f,
(
AdN−1−
δU
)
− [N−1− δN−, B+C]〉
= 〈AdN−(C
−1∇f), δU〉+
〈
[C−1∇f,B+C],Λ
−1
(
π<0
((
AdN−1−
δU
)
C−1
))〉
= 〈AdN−
(
C−1
(
∇f + (Λ∗)−1
(
π>0([C
−1∇f,B+C])
)))
, δU〉;
(5.12)
in the last equality we have used the identities Λ−1 = π<0 ◦ Λ−1 and (Λ∗)−1 =
π>0 ◦ (Λ
∗)−1.
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From now on we assume that f depends only on B′+, that is, does not de-
pend on the first row of B+. Thus, the first column of ∇f is zero. Define
ζf = π>0([C
−1∇f,B+C]) and ξf = ∇f + (Λ∗)−1(ζf ). Clearly,
ζf = π>0(C
−1∇f · B+C −B+∇f) = π>0(τ(∇f ·B+))− π>0(B+∇f)
and
[C−1ξf , B+C] = C
−1ξfB+C −B+ξ
f = C−1ξfB+S
T −B+ξ
f
= SξfB+S
T −B+ξ
f + en1ξ
fB+C
= −
(
1− τ ◦AdB−1+
)
(B+ξ
f ) + en1ξ
fB+C,
which is equivalent to
(5.13) [C−1ξf , B+C] = −Λ
∗(ξf ) + en1ξ
fB+C
by (5.11). Furthermore,
Λ∗(ξf ) = Λ∗(∇f) + ζf = π≤0 (B+∇f − τ(∇f · B+)) .
Consequently, [C−1ξf , B+C] ∈ b−. Using this fact and the invariance of the trace
form, for any f1, f2 that depend only on B
′
+ we can now compute {f1◦B+, f2◦B+}∗
from (5.6) and (5.12) as
{f1 ◦B+, f2 ◦B+}∗(U) = 〈R+
(
[C−1ξ1, B+C]
)
, [C−1ξ2, B+C]〉
− 〈[C−1ξ1, B+C], C
−1ξ2B+C〉,
(5.14)
where ξi = ξfi , i = 1, 2. Thus, ∇i = ∇fi are lower triangular matrices with zero
first column, and so ∇iB+, B+∇
i, ξi, ξiB+, B+ξ
i have zero first column as well,
and C−1ξ2B+C has zero last column. We conclude that the second term in (5.13)
does not affect either term in the right hand side of (5.14). In particular, the first
term in (5.14) becomes
1
2
〈
B+∇
1 − τ(∇1B+), B+∇
2 − τ(∇2B+)
〉
0
,
while the second can be re-written as〈
π≤0
(
τ(∇1B+)−B+∇
1
)
,C−1ξ2B+C
〉
=
〈
STπ≤0
(
τ(∇1B+)−B+∇
1
)
S, ξ2B+
〉
=
〈
π≤0
(
∇1B+
)
− STπ≤0
(
B+∇
1
)
S, ξ2B+
〉
=
〈
π≤0
(
∇1B+
)
− STπ≤0
(
B+∇
1
)
S,∇2B+
〉
+
〈
π≤0
(
∇1B+
)
− STπ≤0
(
B+∇
1
)
S, (Λ∗)−1(ζ2)B+
〉
,
where ζ2 = ζf2 .
The last term can be transformed as
〈AdB+
(
π≤0(∇
1B+) −S
Tπ≤0(B+∇
1)S
)
, B+(Λ
∗)−1(ζ2)〉
= 〈
(
1−AdB+ ◦τ
∗
)
π≤0(B+∇
1), B+(Λ
∗)−1(ζ2)〉
= 〈π≤0
(
B+∇
1
)
,
(
1− τ ◦AdB−1+
)
B+(Λ
∗)−1(ζ2)〉
= 〈π≤0
(
B+∇
1
)
,Λ∗((Λ∗)−1(ζ2))〉
= 〈π≤0
(
B+∇
1
)
, π>0(τ(∇
2B+))− π>0(B+∇
2)〉.
Here, in the first equality we used the fact that (Λ∗)−1(ζ2) ∈ n+, and that
〈AdB+ π≤0(∇
1B+), A〉 = 〈π≤0
(
AdB+ π≤0(∇
1B+)
)
, A〉 = 〈π≤0
(
AdB+(∇
1B+)
)
, A〉
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for A ∈ b+.
Combining our simplified expressions for two terms in the right hand side of
(5.14) and taking into account that 〈τ(∇1B+), τ(∇2B+)〉0 = 〈∇1B+,∇2B+〉0 we
obtain
{f1 ◦B+, f2◦B+}∗(U)
=
1
2
(〈
B+∇
1, τ(∇2B+)
〉
0
−
〈
τ(∇1B+), B+∇
2
〉
0
)
+ {f1, f2}r(B+)
for functions f1, f2 on Bn that depend only on B′+. To complete the proof of
Lemma 5.7, it remains to observe that for such functions, the right hand side does
not depend on the first row of B+ and is equal to a similar expression in which B+
is replaced with B′+ and the bracket {·, ·}r and the forms 〈·, ·〉, 〈·, ·〉0 are replaced
with their counterparts for GLn−1. 
Now we can finish the proof of Lemma 5.5. Let functions f1, f2 belong to the
family {log det(B+)
[j,n]
[i,i+n−j] = log det(B
′
+)
[j−1,n]
[i−1,i+n−j], 2 ≤ i ≤ j ≤ n}. Then the
second term in our expression (5.9) for {f1, f2}b(B′+) is constant because of the
homogeneity of minors of B′+ under right and left diagonal multiplication, and the
first term is constant because, as we discussed earlier, functions det(B′+)
[j−1,n]
[i−1,i+n−j]
are log-canonical with respect to {·, ·}r (see, e.g., (5.5)). 
This ends the proof of Theorem 3.2.
Remark 5.8. The bracket (5.9) can be extended to the entire GLn−1. In fact,
the right hand side makes sense for GLm for any m ∈ N. It can be induced via
the map Tm × Tm × GLm ∋ (H = diag(h1, . . . , hm), H˜ = diag(h˜1, . . . , h˜m), X) 7→
HXH˜ ∈ GLm if one equips Tm × Tm with a Poisson bracket {hi, hj} = {h˜i, h˜j} =
0, {hi, h˜j} = δi,j−1. It follows from [13, Prop. 2.2] that right and left diagonal
multiplication generates a global toric action for the standard cluster structure on
GLm (and on double Bruhat cells in GLm), for which {·, ·}r is a compatible Poisson
structure. Therefore, the above extension of (5.9) to the entire group is compatible
with this cluster structure as well.
6. Proof of Theorem 3.6(i)
6.1. Toric action. Let us start from the following important statement.
Theorem 6.1. The action
(6.1) (X,Y ) 7→ (T1XT2, T1Y T2)
of right and left multiplication by diagonal matrices is GCDn -extendable to a global
toric action on FC.
Proof. For an arbitrary vertex v in Qn denote by xv the cluster variable attached
to v. If v is a mutable vertex, then the y-variable (τ -variable in the terminology of
[14]) corresponding to v is defined as
yv =
∏
(v→u)∈Q xu∏
(w→v)∈Q xw
.
Note that the product in the above formula is taken over all arrows, so, for example,
ϕ221 enters the numerator of the y-variable corresponding to ϕ12. By Proposition 2.6,
to prove the theorem it suffices to check that yv is a homogeneous function of degree
DRINFELD DOUBLE OF GLn AND GENERALIZED CLUSTER STRUCTURES 25
zero with respect to the action (6.1) (see [16, Remark 3.3] for details), and that the
Casimirs pˆ1r are invariant under (6.1).
Let us start with verifying the latter condition. According to Section 3.1, pˆ1r =
cnr g
r−n
11 h
−r
11 , 1 ≤ r ≤ n − 1. It is well-known that functions ci are Casimirs for the
Poisson-Lie bracket (2.11) on D(GLn), as well as g11 and h11. Therefore, pˆ1r are
indeed Casimirs. Their invariance under (6.1) is an easy calculation.
Next, for a function ψ(X,Y ) on D(GLn) homogeneous with respect to (6.1),
define the left and right weights ξL(ψ), ξR(ψ) of ψ as the constant diagonal matrices
π0(EL logψ) and π0(ER logψ). Recall that all functions gij , hij , fkl, ϕkl possess
this homogeneity property.
For 1 ≤ i ≤ j ≤ n, let ∆(i, j) denote a diagonal matrix with 1’s in the entries
(i, i), . . . , (j, j) and 0’s everywhere else. It follows directly from the definitions in
Section 3.1 that
(6.2)
ξL(gij) = ∆(j, n+ j − i), ξR(gij) = ∆(i, n),
ξL(hij) = ∆(j, n), ξR(hij) = ∆(i, n+ i− j),
ξL(fkl) = ∆(n− k + 1, n) + ∆(n− l + 1, n), ξR(fkl) = ∆(n− k − l + 1, n),
ξL(ϕkl) = (n− k − l) (1+∆(n, n)) + ∆(n− k + 1, n) + ∆(n− l + 1, n),
ξR(ϕkl) = (n− k − l + 1)1.
Now the verification of the claim above becomes a straightforward calculation
based on the description of Qn in Section 3.2 and the fact that for a mono-
mial in homogeneous functions M = ψα11 ψ
α2
2 · · · the right and left weights are
ξR,L(M) = α1ξR,L(ψ1) + α2ξR,L(ψ2) + · · · .
For example, if v is the vertex associated with the function hii, i 6= 1, j 6= n,
i 6= j, then
ξR(yv) = ξR(hi−1,i) + ξR(f1,n−i)− ξR(hi,i+1)− ξR(f1,n−i+1)
= ∆(i− 1, n− 1) + ∆(i, n)−∆(i, n− 1)−∆(i − 1, n) = 0
and
ξL(yv) = ξL(hi−1,i) + ξL(f1,n−i)− ξL(hi,i+1)− ξL(f1,n−i+1)
= ∆(i, n) + ∆(i + 1, n) + ∆(n, n)−∆(i+ 1, n)−∆(n, n)−∆(i, n) = 0.
Other vertices are treated in a similar way. 
6.2. Compatibility. Let us proceed to the proof of the compatibility statement
of Theorem 3.6(i). We have already seen above that pˆ1r are Casimirs of the bracket
{·, ·}D. Therefore, by Proposition 2.5, it suffices to show that for every mutable
vertex v ∈ Qn
(6.3) {log xu, log yv}D = λδu,v for any u ∈ Qn,
where λ is some nonzero rational number not depending on v.
Let v be a mutable g-vertex in Qn and u be a vertex in one of the other three
regions ofQn. Then to show that {logxu, log yv}D = 0 one can use (5.2), Lemma 5.1
and the proof of Theorem 6.1, which implies that
π0 (X∇X log yv) = π0 (ER log yv) = ξR(yv) = 0,
π0 (∇X log yvX) = π0 (EL log yv) = ξL(yv) = 0.
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The same argument works if u and v belong to any two different regions of the
quiver Qn.
Thus, to complete the proof it remains to verify (6.3) for vertices u, v in the same
region of Qn. In view of (5.4), for g- and h-vertices other than vertices correspond-
ing to gii and hii, this becomes a particular case of Theorem 4.18 in [15] which
establishes the compatibility of the standard Poisson–Lie structure on a simple Lie
group G with the cluster structure on double Bruhat cells in G. We just need to set
G = GLn (a transition to GLn from a simple group SLn is straightforward), set λ
in (6.3) to be equal to −1 and apply the theorem to Gid,w0 ,Gw0,id in the case of g-
and h-regions, respectively (here w0 is the longest permutation of length n− 1).
Vertices corresponding to gii and hii are treated separately, because in quivers
for Gid,w0 ,Gw0,id they would have been frozen. For any such vertex v we only need
to check that {logxv, log yv}D = −1. Using the description of Qn in Section 3.2,
the third equation in Lemma 5.1, the second and the third lines in (6.2), and
equation (5.5), we compute{
log hii, log
f1,n−ihi−1,i
f1,n−i+1hi,i+1
}
D
=
1
2
〈∆(i, n), 2∆(i+ 1, n)− 3∆(i, n) + ∆(i − 1, n)
+ ∆(i − 1, n− 1)−∆(i, n− 1)〉0
=
1
2
〈∆(i, n), 2(∆(i− 1, i− 1)−∆(i, i))〉0 = −1
for 1 < i < n. Using in addition the first equation in Lemma 5.1 and the first line
in (6.2) we get{
log hnn, log
hn−1,ngnn
f11
}
D
=
1
2
〈∆(n, n),∆(n− 1, n)− 3∆(n, n) + ∆(n− 1, n− 1)〉0
=
1
2
〈∆(n, n), 2(∆(n− 1, n− 1)−∆(n, n))〉0 = −1.
Vertices corresponding to gii are treated in a similar way.
Now, let us turn to the f -region. Let v be a vertex that corresponds to fkl,
k, l ≥ 1, k + l < n, then by the last equality in (5.4),
(6.4) yv =
fk+1,l−1fk,l+1fk−1,l
fk+1,lfk−1,l+1fk,l−1
(X,Y ) =
hα,β−1hα−1,βhα+1,β+1
hα,β+1hα+1,βhα−1,β−1
(Z),
where α = n− k − l + 1, β = n− k + 1, and Z = (Y>0)−1X≥0. Consequently, if u
is a vertex that corresponds to fk′l′ , and α
′ = n− k′ − l′ + 1, β′ = n− k′ + 1, then
{log xu, log yv}D = {log hn−l′+1,n−l′+1(Y ), log yv}D + {loghα′β′ , log yv}r(Z)
by Lemma 5.3. The first term in the right hand side vanishes, as it was already
shown above (this corresponds to the case when one vertex belongs to the h-region
and the other to the f -region), and we are left with
(6.5) {log xu, log yv}D = {log hα′β′ , log yv}r(Z).
Consider the subquiver of Qn formed by all f -vertices, as well as vertices (viewed
as frozen) that correspond to functions gii(X) and ϕn−i,i(X,Y ). It is isomorphic,
up to edges between the frozen vertices, to the h-part of Qn in which vertices
corresponding to hii(Y ) are viewed as frozen. The isomorphism consists in sending
the vertex occupied by fkl(X,Y ) to the vertex occupied by hαβ(Z), including the
values of k, l subject to identifications of Remark 3.1. The latter is possible since
gii(X) = hii(Z) by the second equation in (5.4), and since the third equation
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in (5.4) can be extended to the cases k = 0 and l = 0 by setting hi,n+1 ≡ 1 for any
i. It now follows from (6.4), (6.5) that this isomorphism takes (6.3) for f -vertices
to the same statement for h-vertices, which has been already proved.
We are left with the ϕ-region. If v is a vertex that corresponds to ϕkl, k > 1,
l > 1, k + l < n, then by (5.8)
(6.6) yv =
ϕk,l−1ϕk−1,l+1ϕk+1,l
ϕk+1,l−1ϕk,l+1ϕk−1,l
(X,Y ) =
hα−1,γhα+1,γ+1hα,γ−1
hα,γ+1hα+1,γhα−1,γ−1
(B′+),
where α = n − k − l + 2, γ = n − l + 2, B′+ = (B+)
[2,n]
[2,n] (here we use the identity
hij(B+) = hi−1,j−1(B
′
+) for i, j > 1). In view of Lemma 5.7 and Remark 5.8, we
can establish (6.3) for v by applying the same reasoning as in the case of f -vertices.
To include the case k = 1 it suffices to use the same convention hi,n+1 ≡ 1 as above.
Therefore, the only vertices left to consider are the ones corresponding to ϕk,n−k,
1 ≤ k ≤ n− 1, and ϕk1, 1 ≤ k ≤ n− 2. They are treated by straightforward, albeit
lengthy, calculations based on Lemma 5.7, equations (5.8), (5.5), and the fourth
equation in Lemma 5.1. Note that in all the cases equation (6.3) is satisfied with
λ = −1.
Remark 6.2. It follows from (6.3) and Proposition 2.5 that the exchange matrix
corresponding to the extended seed Σ˜n = (Fn, Qn,Pn) is of full rank.
6.3. Irreducibility: the proof of Theorem 3.10. The claim is clear for the
functions gij , hij and fkl, since each one of them is a minor of a matrix whose
entries are independent variables (see e.g. [3, Ch. XIV, Th. 1]). Functions ck,
1 ≤ k ≤ n − 1, are sums of such minors. Consequently, each ck is linear in any of
the variables xij , yij . Assume that ck = P1P2, where P1 and P2 are nonconstant
polynomials, and that P1 is linear in y11, hence P2 does not depend on y11. If P2
is linear in any of y1j , 2 ≤ j ≤ n, then ck includes a multiple of the product y11y1j,
a contradiction. Therefore, P1 is linear in any one of y1j , 1 ≤ j ≤ n. If P2 is linear
in zij for some values of i and j (here z is either x or y) then ck includes a multiple
of the product y1jzij , a contradiction. Hence, P2 is trivial, which means that ck is
irreducible.
Our goal is to prove
Proposition 6.3. ϕkl(X,Y ) is an irreducible polynomial in the entries of X and
Y .
Proof. We first aim at a weaker statement:
Proposition 6.4. ϕkl(I, Y ) is irreducible in the entries of Y .
Proof. In this case U = X−1Y = Y , so we write ψkl(U) instead of ϕkl(I, Y ). It
will be convenient to indicate explicitly the size of U and to write ψ
[n]
kl (U) for the
function ψkl evaluated on an n× n matrix
U =

u11 u12 . . . u1n
u21 u22 . . . u2n
...
...
un1 un2 . . . unn
 .
We start with the following observations.
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Lemma 6.5. (i) Consider ψ
[n]
kl (U) as a polynomial in ujn, then its leading coeffi-
cient does not depend on the entries uji, 1 ≤ i ≤ n − 1, nor on uin, 1 ≤ i ≤ n,
i 6= j.
(ii) The degree of ψ
[n]
kl (U) as a polynomial in u1n equals n− k − l + 1.
Proof. Explicit computation. 
Next, let us find a specialization of variables uij such that the corresponding
ψkl(U) is irreducible.
Define a polynomial in two variables z, t by
Pm(z, t) = t
m−1zm +
m−2∑
i=0
(−1)m−i−1
(
m
i
)
tm−1 − ti
t− 1
zi.
This is an explicit expression for the determinant of the m×m matrix

z 1 1 1 . . . 1
1 tz t t . . . t
1 1 tz t . . . t
. . .
. . .
1 1 1 1 . . . tz
 .
Lemma 6.6. For any m ≥ 2, Pm(z, t) is an irreducible polynomial.
Proof. It is easy to see that a polynomial in two variables is irreducible if its Newton
polygon can not be represented as a Minkowski sum of two polygons. The Newton
polygon of Pm(z, t) in the (z, t)-plane has the following vertices: (m,m−1), (0,m−
2), (0,m−3), . . . , (0, 1), (0, 0). It contains two non-vertical sides connecting (m,m−
1) with (0,m− 2) and (0, 0), respectively; all the other sides are vertical. Assume
that two polygons as above exist. Consequently, both non-vertical sides should
belong to the same one out of the two. However, it is not possible to complete this
polygon without using all the remaining vertical sides, a contradiction. 
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Lemma 6.7. Define an n× n matrix Mkl via
Mkl =

0 0 1 z
t 0 0 1
0 1n−3 0 1
0 0 0 1
 if l = 1,
Mkl =

0 0 1 0 0 0 z
t 0 0 0 0 0 1
0 0 0 0 0 1l−1 1
0 1 0 0 0 0 1
0 0 0 0 1m−1 0 1
0 0 0 1l−2 0 0 1
0 0 0 0 0 0 1

if k ≥ l, l > 1,
Mkl =

0 0 0 0 1 0 z
t 0 0 0 0 0 1
0 0 0 0 0 1k−1 1
0 1 0 0 0 0 1
0 0 0 1m−2 0 0 1
0 0 1k−1 0 0 0 1
0 0 0 0 0 0 1

if k ≤ l, l > 1.
where m = max{n− 2l, n− 2k}. Then detMkl = ±t, and
ψ
[n]
kl (Mkl) = ±Pn−k−l+1(z, t).
Proof. Explicit computation. 
Let us proceed with the proof of Proposition 6.4. Assume to the contrary that
ψ
[n]
kl (U) = P1P2 for some values of n, k and l, where both P1 and P2 are nontrivial.
It follows from Lemmas 6.7, 6.6 and 6.5(ii) that only one of P1 and P2 depends on
u1n, say, P1. Therefore, P2(Mkl) is a nonzero constant. Consequently, P2 contains
a monomial
∏n−1
j=3 u
rj
jσkl(j)
, where rj ≥ 0 and σkl ∈ Sn−1 is the permutation defined
by the first n−1 rows and columns ofMkl. Assume there exists j such that rj > 0,
and consider ujn. If P2 depends on ujn then the leading coefficient of ψ
[n]
kl (U)
at u1n depends on ujn, in a contradiction to Lemma 6.5(i). Therefore, P2 does
not depend on ujn, and hence the leading coefficient of ψ
[n]
kl (U) at ujn depends
on ujσkl(j), which again contradicts Lemma 6.5(i). We thus obtain that rj = 0
for 3 ≤ j ≤ n − 1, which means that P2 is a constant, and Proposition 6.4 holds
true. 
The next step of the proof is the following statement:
Proposition 6.8. ϕkl(X, I) is irreducible in the entries of X.
Proof. Note that[
I [n−k+1,n] (X−1)[n−l+1,n] (X−2)[n] . . . (Xk+l−n−1)[n]
]
=
Xk+l−n−1
[
(Xn−k−l+1)[n−k+1,n] (Xn−k−l)[n−l+1,n] (Xn−k−l−1)[n] . . . I [n]
]
,
hence it suffices to prove that the functions
ψ¯kl = det
[
(Xn−k−l+1)[n−k+1,n] (Xn−k−l)[n−l+1,n] (Xn−k−l−1)[n] . . . I [n]
]
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are irreducible. As in the proof of Proposition 6.4, we write ψ¯
[n]
kl (X) for the function
ψkl evaluated on an n× n matrix
X =

x11 x12 . . . x1n
x21 x22 . . . x2n
...
...
xn1 xn2 . . . xnn
 .
Similarly to the case of ψ
[n]
kl (U), we have the following observations:
Lemma 6.9. (i) Consider ψ¯
[n]
kl (X) as a polynomial in xjn, then its leading coef-
ficient does not depend on the entries xji, 1 ≤ i ≤ n − 1, and xin, 1 ≤ i ≤ n,
i 6= j.
(ii) The degree of ψ¯
[n]
kl (X) as a polynomial in x1n equals n− k − l+ 1.
Proof. Explicit computation. 
As in the previous case, we find a specialization of variables xij , such that the
corresponding ψ¯kl(X) is irreducible.
Lemma 6.10. Define an n× n matrix M¯kl via
M¯kl =

0 0 1 0 0 0 0 z
t 0 0 0 0 0 0 1
0 1m−1 0 0 0 0 0 1
0 0 0 0 0 1 0 1
0 0 0 1l−2 0 0 0 1
0 0 0 0 0 0 1k−2 1
0 0 0 0 1 0 0 1
0 0 0 0 0 0 0 1

,
where m = n− k − l. Then det M¯kl = ±t, and
ψ¯
[n]
kl (M¯kl) = ±Pn−k−l+1(z, t).
Proof. Similar to the proof of Lemma 6.7. 
The rest of the proof of Proposition 6.8 is parallel to the proof of Proposition 6.4.

Assume now that ϕkl(X,Y ) = P1P2. It follows from Propositions 6.4 and 6.8
and the quasihomogeneity of ϕkl(X,Y ) that one of P1, P2 depends only on X , and
the other only on Y ; moreover, both P1(I) and P2(I) are nonzero complex numbers.
Consequently, ϕkl(I, I) is a nonzero complex number, which contradicts the explicit
expression for ϕkl(X,Y ). 
The proof of Theorem 3.10 is complete.
6.4. Regularity. We now proceed with condition (ii) of Proposition 2.3. By The-
orem 3.10, we have to check that for any mutable vertex of Qn the new variable
in the adjacent cluster is regular and not divisible by the corresponding variable in
the initial cluster. Let us consider the exchange relations according to the type of
the vertices.
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Regularity of the function ϕ′11 that replaces ϕ11 follows from Proposition 3.5.
Let us prove that this function is not divisible by ϕ11. Indeed, assume the contrary,
and define an n× n matrix Σ11 via
Σ11 =

0 0 0 1
1n−3 0 0 0
0 t 0 0
0 0 1 0
 .
An explicit computation shows that detΣ11 = ±t and
ϕ11(I,Σ11) = ±t, ϕ21(I,Σ11) = ±1, ϕ12(I,Σ11) = 0.
Therefore, (3.1) yields
ϕ11(I,Σ11)ϕ
′
11(I,Σ11) = ϕ21(I,Σ11) detΣ11,
and hence ϕ′11(I,Σ11) = ±1, which contradicts the divisibility assumption.
Denote by Φ∗pl the matrix obtained from Φpl via replacing the column U
[n−l+1]
by the column U [n−l], and put ϕ˜∗pl = detΦ
∗
pl. Clearly, ϕ
∗
pl = −splϕ˜
∗
pl detX
tp+l is
regular (here and in what follows we set ts = n − s + 1). By the short Plu¨cker
relation for the matrix
[
(U0)[n−p+1,n] U [n−l,n] (U2)[n] . . . (Un−p−l+2)[n]
]
and columns I [n−p+1], U [n−l], U [n−l+1], (Un−p−l+2)[n], one has
ϕ˜plϕ˜
∗
p−1,l = ϕ˜
∗
plϕ˜p−1,l + ϕ˜p,l−1ϕ˜p−1,l+1,
provided p, l > 1 and p+ l ≤ n. Multiplying the above relation by detXtp+l+tp+l−1
and sp,l−1sp−1,l+1 = −splsp−1,l, one gets
(6.7) ϕplϕ
∗
p−1,l = ϕ
∗
plϕp−1,l + ϕp,l−1ϕp−1,l+1.
A linear combination of (6.7) for p = k and for p = k + 1 yields
(6.8)
ϕkl(ϕk+1,lϕ
∗
k−1,l − ϕk−1,lϕ
∗
k+1,l) = ϕk+1,lϕk,l−1ϕk−1,l+1 + ϕk+1,l−1ϕk,l+1ψk−1,l,
which means that the function that replaces ϕkl after the transformation is regular
whenever k, l > 1 and k + l < n.
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Let us prove that ϕk+1,lϕ
∗
k−1,l − ϕk−1,lϕ
∗
k+1,l is not divisible by ϕkl. Indeed,
assume the contrary, and define an n× n matrix Σkl via
Σkl =

0 0 0 0 0 0 1
0 0 0 1 0 0 0
0 0 0 0 0 Jk−2 0
1 0 0 0 0 0 0
0 0 1m 0 0 0 0
0 0 0 0 1 0 0
0 Jk−1 0 0 0 0 0

, if k = l,
Σkl =

0 0 0 0 0 0 0 0 1
0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 Jl−2 0
1 0 0 0 0 0 0 0 0
0 0 1m 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 1k−l−1 0 0 0
0 0 0 0 1 0 0 0 0
0 Jl−1 0 0 0 0 0 0 0

+ e2,n−l, if k ≥ l + 1,
Σkl =

0 0 0 0 0 1
1m+1 0 0 0 0 0
0 0 0 0 1l−2 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 1k−1 0 0 0
 + em+2,n−l, if k < l,
where m = n−k− l−1 and Jr is the r×r unitary antidiagonal matrix. An explicit
computation shows that detΣkl = ±1, and
ϕk−1,l(I,Σkl) = ±1, ϕ
∗
k+1,l(I,Σkl) = ±1,
ϕk+1,l(I,Σkl) = ϕ
∗
k−1,l(I,Σkl) = ϕkl(I,Σkl) = 0,
which contradicts the divisibility assumption.
Extend the definition of Φpq and spq to the case p = 0, denote by Φ
∗∗
pq the
matrix obtained from Φpq by deleting the last column and inserting (U
2)[n−1] as the
(p+ q+1)-st column, and put ϕ˜∗∗pq = detΦ
∗∗
pq . Clearly, ϕ
∗∗
pq = sq,p+2ϕ˜
∗∗
pq detX
tp+q−1
is regular. It is easy to see that UΦp1 = Φ0p and UΦp2 = Φ
∗∗
0p. Therefore, by the
short Plu¨cker relation for the matrix[
I [n] U [n−k+1,n] (U2)[n−1,n] (U3)[n] . . . (Un−k+1)[n]
]
and columns I [n], U [n−k+1], (U2)[n−1], (Un−k+1)[n], one has
ϕ˜0kϕ˜
∗∗
1,k−1 = ϕ˜
∗∗
0,k−1ϕ˜1k + ϕ˜
∗∗
0kϕ˜1,k−1.
Multiplying the above relation by detX2tk−1 = detXtk−1+tk+1−1 and sk2s1,k−1 =
sk−1,2s1k = s0ksk−1,3, taking into account that ϕ0p = h11ϕp1, ϕ
∗∗
0p = h11ϕp2,
sk1 = (−1)ns0k and dividing the above relation by h11 we arrive at
(6.9) (−1)nϕk1ϕ
∗∗
1,k−1 = ϕk−1,2ϕ1k + ϕk2ϕ1,k−1,
which means that the function that replaces ϕk1 after the transformation is regular
whenever 1 < k < n− 1.
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To prove that ϕ∗∗1,k−1 is not divisible by ϕk1, we assume the contrary and define
an n× n matrix Σk1 via
Σk1 =

0 0 0 1
1n−4 0 0 0
0 0 1 0
0 12 0 0
+ en−1,n−l, if k = 2,
Σk1 =

0 0 0 0 0 1
1m 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 1k−3 0 0
0 12 0 0 0 0
 , if k ≥ 3,
where m = n− k − 2. An explicit computation shows that detΣk1 = ±1, and
ϕ∗∗1,k−1(I,Σk1) = ±1, ϕkl(I,Σk1) = 0,
which contradicts the divisibility assumption.
With the extended definition of Φpq, relation (6.7) becomes valid for p = 1.
Taking a linear combination of (6.7) for p = 1 and p = 2 one gets
ϕ1l(ϕ2lϕ
∗
0l − ϕ0lϕ
∗
2l) = ϕ2lϕ1,l−1ϕ0,l+1 + ϕ2,l−1ϕ1,l+1ϕ0l.
Recall that ϕ0p = h11ϕp1. Besides, Φ
∗
0l = UΦ
◦
l1, where Φ
◦
pq is the matrix ob-
tained from Φpq via replacing the column I
[n−p+1] by the column I [n−p]. De-
note ϕ˜◦pq = detΦ
◦
pq; clearly, ϕ
◦
pq = −sq−1,pϕ˜
◦
pq detX
tp+q is regular. We thus have
ϕ˜∗0l = detUϕ˜
◦
l1, and hence ϕ
∗
0l = h11ϕ
◦
l1. Consequently,
(6.10) ϕ1l(ϕ2lϕ
◦
l1 − ϕl1ϕ
∗
2l) = ϕ2lϕ1,l−1ϕl+1,1 + ϕ2,l−1ϕ1,l+1ϕl1,
which means that the function that replaces ϕ1l after the transformation is regular
whenever 1 < l < n− 1.
To prove that ϕ2lϕ
◦
l1−ϕl1ϕ
∗
2l is not divisible by ϕ1l, we assume the contrary and
define an n× n matrix Σ1l via
Σ1l =

0 0 0 1
1m 0 0 0
0 0 1l−2 0
0 12 0 0
+ en−l,n−l,
where m = n− l− 1. An explicit computation shows that detΣ1l = ±1, and
ϕl1(I,Σ1l) = ±1, ϕ
∗
2l(I,Σ1l) = ±1,
ϕ2l(I,Σ1l) = ϕ
◦
l1(I,Σ1l) = ϕ1l(I,Σ1l) = 0,
which contradicts the divisibility assumption.
Define an n× n matrix F♦k,n−k−1, 0 ≤ k ≤ n− 2, by
F♦k,n−k−1 =
[
I [1] X [n−k+1,n] Y [k+2,n]
]
.
Clearly, fk,n−k−1 = detF
♦
k,n−k−1. Besides, denote by Φ
♦
k,n−k−1 the matrix obtained
from XΦk,n−k−1 via replacing the column X
[n−k+1] by the column I [1]. Denote
ϕ˜♦k,n−k−1 = detΦ
♦
k,n−k−1. Clearly, ϕ
♦
k,n−k−1 = sk,n−k−1ϕ˜
♦
k,n−k−1 detX is regular.
Therefore, the short Plu¨cker relation for the matrix[
I [1] X [n−k+1,n] Y [k+1,n] (Y X−1Y )[n]
]
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and columns I [1], X [n−k+1], Y [k+1], (Y X−1Y )[n] involves submatrices XΦk,n−k,
XΦk,n−k−1, XΦk−1,n−k, Φ
♦
k,n−k−1, F
♦
k,n−k−1, and F
♦
k−1,n−k and gives
detXϕ˜k,n−kϕ˜
♦
k,n−k−1 = − detXϕ˜k−1,n−kfk,n−k−1 + detXϕ˜k,n−k−1fk−1,n−k.
Multiplying by detX and sk,n−k−1 = −sk−1,n−k and taking into account that
sk,n−k = 1, we arrive at
ϕk,n−kϕ
♦
k,n−k−1 = ϕk−1,n−kfk,n−k−1 + ϕk,n−k−1fk−1,n−k,
which together with the description of the quiver Qn means that the function that
replaces ϕk,n−k after the transformation is regular whenever 1 < k < n − 1. For
k = 1 the latter relation is modified taking into account that f0,n−1 = h22 and
ϕ0,n−1 = s0,n−1sn−1,1h11ϕn−1,1, which together with s0,n−1 = sn−1,1 = 1 gives
ϕ1,n−1ϕ
♦
1,n−2 = h11ϕn−1,1f1,n−2 + ϕ1,n−2h22.
This means that the function that replaces ϕ1,n−1 after the transformation is reg-
ular.
To prove that ϕ♦k,n−k−1 is not divisible by ϕk,n−k is enough to note that ϕ
♦
k,n−k−1
is irreducible as a minor of a matrix whose entries are independent variables.
Define two n × n matrices Φ2,n−2 and F

n−2,1 via replacing the first column of
Φ2,n−2 by U
[1] and the first column of F♦n−2,1 by X
[1]. Clearly, fn−2,1 = detF

n−2,1
is regular; besides, denote ϕ˜2,n−2 = detΦ

2,n−2, then ϕ

2,n−2 = −s2,n−2ϕ˜

2,n−2 detX
is regular. The short Plu¨cker relation for the matrix[
U [1] I [n] U [2,n] (U2)[n]
]
and columns U [1], I [n], U [2], (U2)[n] involves submatrices UΦn−1,1, Φ1,n−2, Φ1,n−1,
UX−1Fn−2,1, Φ

2,n−2, and U and gives
detUϕ˜n−1,1ϕ˜

2,n−2 = detUϕ˜1,n−2 − detUϕ˜1,n−1f

n−2,1.
Multiplying the above relation by detX2 and s1,n−2 = −s1,n−1, dividing by detU
and taking into account that sk,n−k = 1 for 0 ≤ k ≤ n one gets
(6.11) ϕn−1,1ϕ

2,n−2 = ϕ1,n−2 + ϕ1,n−1f

n−2,1,
which means that the function that replaces ϕn−1,1 after the transformation is
regular.
To prove that ϕ2,n−2 is not divisible by ϕn−1,1 is enough to note that ϕn−1,1(I, Y ) =
y1n and ϕ

2,n−2(I, Y ) is a (n− 1)× (n− 1) minor of Y .
Define a (p+ q + 1)× (p+ q + 1) matrix F ∗pq by
F ∗pq =
[
I [n−p−q+1] X [n−p+1,n] Y [n−q+1,n]
]
[n−p−q,n]
,
and put f∗pq = detF
∗
pq. The short Plu¨cker relation for the matrix[
I [n−p−q,n−p−q+1] X [n−p+1,n] Y [n−q,n]
]
[n−p−q,n]
and columns I [n−p−q], I [n−p−q+1], X [n−p+1], Y [n−q] gives
fpqf
∗
p−1,q+1 = fp−1,q+1f
∗
pq + fp−1,qfp,q+1
for p + q < n − 1, p > 0, q > 0. Applying this relation for (p, q) = (i, j) and
(p, q) = (i+ 1, j − 1) we get
fij(fi+1,j−1f
∗
i−1,j+1−fi−1,j+1f
∗
i+1,j−1) = fi+1,j−1fi−1,jfi,j+1+fi,j−1fi+1,jfi−1,j+1,
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which means that the function that replaces fij after the transformation is regular
whenever i + j < n − 1, i > 0, j > 0. To extend the above relation to the case
i + j = n − 1 is enough to recall that fk,n−k = ϕk,n−k by the identification of
Remark 3.1.
To prove that f ′ij = fi+1,j−1f
∗
i−1,j+1 − fi−1,j+1f
∗
i+1,j−1 is not divisible by fij is
enough to show that f ′ij is irreducible. Indeed, f
′
ij can be written as
f ′ij = yn−i−j,n−jfi+1,j−1fi−1,j − xn−i−j,n−ifi−1,j+1fi,j−1 +R(X,Y ),
where R does not depend on yn−i−j,n−j and xn−i−j,n−i. Moreover, fi+1,j−1, fi−1,j,
fi−1,j+1, and fi,j−1 do not depend on these two variables as well. Consequently,
reducibility of f ′ij would imply
f ′ij = (yn−i−j,n−jP (X,Y ) + xn−i−j,n−iQ(X,Y ) +R
′(X,Y ))R′′(X,Y ),
which contradicts the irreducibility of fi+1,j−1, fi−1,j, fi−1,j+1, fi,j−1.
Define an (n− i+ 2)× (n− i+ 2) matrix H⋆ii by
H⋆ii =
[
X [n] Y [i+1,n] I [n]
]
[i−1,n]
and denote h⋆ii = detH
⋆
ii. Clearly,
(6.12) h⋆ii = det
[
X [n] Y [i+1,n]
]
[i−1,n−1]
;
in particular, h⋆nn = xn−1,n. The short Plu¨cker relation for the matrix[
I [i−1] X [n] Y [i,n] I [n]
]
[i−1,n]
and columns I [i−1], X [n], Y [i] and I [n] gives
hiih
⋆
ii = f1,n−ihi−1,i + f1,n−i+1hi,i+1,
which means that the function that replaces hii after the transformation is regular
whenever 2 ≤ i ≤ n. Note that for i = n we use the convention hn,n+1 = 1, which
was already used above.
To prove that h⋆ii is not divisible by hii is enough to note that h
⋆
ii is irreducible
as a minor of a matrix whose entries are independent variables.
Define an (n− i+2)× (n− i+2) matrix F ◦n−i+1,1 and an (n− i+1)× (n− i+1)
matrix G◦ii via replacing the column X
[i] with the column X [i−1] in Fn−i+1,1 and
Gii, respectively, and denote f
◦
n−i+1,1 = detF
◦
n−i+1,1, g
◦
ii = detG
◦
ii. The short
Plu¨cker relation for the matrix[
I [i−1] X [i−1,n] Y [n]
]
[i−1,n]
and columns I [i−1], X [i−1], X [i], and Y [n] gives
(6.13) giif
◦
n−i+1,1 = fn−i,1gi−1,i−1 + fn−i+1,1g
◦
ii
for 2 ≤ i ≤ n. Taking into account that g◦nn = gn,n−1 and the description of the
quiver Qn, we see that the function that replaces gnn after the transformation is
regular.
To prove that f◦n−i+1,1 is not divisible by gii is enough to note that f
◦
n−i+1,1 is
irreducible as a minor of a matrix whose entries are independent variables.
Next, define an (n− i)× (n− i) matrix G◦i+1,i via replacing the column X
[i] with
the column X [i−1] in Gi+1,i, and denote g
◦
i+1,i = detG
◦
i+1,i. The short Plu¨cker
relation for the matrix [
I [i−1,i] X [i−1,n]
]
[i−1,n]
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and columns I [i], X [i−1], X [i], and X [n] gives
(6.14) gi+1,ig
◦
ii = gi,i−1gi+1,i+1 + giig
◦
i+1,i
for 2 ≤ i ≤ n− 1. Combining relations (6.13) and (6.14) one gets
gii(gi+1,if
◦
n−i+1,1 − g
◦
i+1,ifn−i+1,1) = fn−i,1gi−1,i−1gi+1,i + fn−i+1,1gi,i−1gi+1,i+1,
which means that the function that replaces gii after the transformation is regular
whenever 2 ≤ i ≤ n− 1.
To prove that g′ii = gi+1,if
◦
n−i+1,1 − g
◦
i+1,ifn−i+1,1 is not divisible by gii, define
X◦ to be the lower bidiagonal matrix with x◦ii = t and all other entries in the two
diagonals equal to one. Then gi+1,i(X
◦) = 1, f◦n−i+1,1(X
◦, Y ) = ±(yin − yi−1,n),
g◦i+1,i(X
◦) = 0, and hence g′ii(X
◦, Y ) = ±(yin−yi−1,n) is not divisible by gii(X◦) =
t.
The rest of the vertices gij and hij do not need a separate treatment since the
corresponding relations coincide with those for the standard cluster structure in
GLn.
7. Proof of Theorem 3.6(ii)
7.1. Proof of Theorem 3.12. Functions xni, 1 ≤ i ≤ n, are in the initial cluster.
Our goal is to explicitly construct a sequence of cluster transformations that will
allow us to recover all xij as cluster variables. For this, we will only need to work
with a subquiver Γnn of Qn whose vertices belong to lower n levels of Qn and in
which we view the vertices in the top row as frozen (see Fig. 4 for the quiver Γ55).
31
21 12
3332 11 33 23
3444444342
22
24
2222
22 13 22 13
21g21g21g21g21g
21g
21g
14h
14h
ϕ
g
h h
hh
f f
f
h
g
gg
g31g
g41g
hh
ϕ ϕ ϕ ϕ
  
  
  
  




  
  
  
  




  
  
  
  




  
  
  
  




  
  
  
  




  
  
  
  




  
  
  
  




    
    
    



    
    
    



  
  
  
  




  
  
  
  




   
   
   
   




   
   
   
   




   
   
   
   




   
   
   
   
   





   
   
   
   




  
  
  
  




  
  
  
  




   
   
   
   




   
   
   
   




   
   
   
   




  
  
  
  
  





   
   
   
   




  
  
  
  




   
   
   
   




     
     


    
    


    
    
    



     
     
     



     
     


    
    
    



  
  
  
  




  
  
  
  
  





    
    


    
    


Figure 4. Quiver Γ55
One can distinguish two oriented triangular grid subquivers of Γnn: a “square”
one on n2 vertices with the clockwise orientation of triangles in the lowest row
(dashed horizontally on Fig. 4), and a “triangular” one on n(n− 1)/2 vertices with
the counterclockwise orientation of triangles in the lowest row (dashed vertically).
They are glued together with the help of the quiver Γn on 3n− 2 vertices placed in
three columns of size n, n− 1, and n− 1. The left column of Γn is identified with
the rightmost side of the square subquiver, and the right column, with the leftmost
side of the triangular subquiver, see Fig. 5a) for the case n = 5. More generally,
we can define a quiver Γnm, m ≤ n, by using Γm to glue an oriented triangular grid
quiver on mn vertices forming a parallelogram with a base of length n and the side
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of length m with an oriented triangular grid quiver on m(m− 1)/2 vertices forming
a triangle with sides m − 1 (the orientations of the triangles in the lowest rows of
both grids obeys the same rule as above).
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Figure 5. Quivers Γ5 and Γ
∗
5
Let A be an m×m matrix; for 1 ≤ i ≤ m− 1, denote
am−i = detA
[i+1,m]
[i+1,m], bm−i = detA
[i+1,m]
[i,m−1], cm−i = detA
[1]∪[i+2,m]
[i+1,m] .
It is easy to check that am−i, bm−i and cm−i are maximal minors in the (m− i +
1)× (m− i+ 3) matrix [
I [i] A[1]∪[i+1,m] I [m]
]
[i,m]
,
obtained by removing columns A[1] and I [m], I [i] and A[1], A[i+1] and I [m], respec-
tively. Moreover, the maximal minor obtained by removing columns A[1] and A[i+1]
equals bm−i−1 (assuming b0 = 1), and the one obtained by removing columns I
[i]
and I [m] equals cm−i+1 (assuming cm = detA). Consequently, the short Plu¨cker
relation for the matrix above and columns I [i], A[1], A[i+1], I [m] reads
aia
∗
i = bici + bi−1ci+1,
where a∗m−i = detA
[1]∪[i+2,m]
[i,m−1] . Let us assign variables ai to the vertices in the
central column of Γm bottom up, variables bi to the vertices in the right column, and
variables ci to the vertices in the left column. It follows from the above discussion
that applying commuting cluster transformations and the corresponding quiver
mutations to vertices in the central column of Γm results in the quiver Γ
∗
m shown
in Fig. 5b) for m = 5. The variables attached to the vertices of the central column
bottom up are a∗i defined above.
Denote Xm = X[1,m] and Ym = Y
[n−m+1,n]
[1,m] . Extending the definition of func-
tions gij(X) in Section 3.1 to rectangular matrices, we write
gmij = gij(Xm) = detX
[j,j+m−i]
[i,m]
for 1 ≤ j ≤ i+ n−m. Functions fmkl = fkl(Xm, Ym) and h
m
ij = hij(Ym) are defined
exactly as in Section 3.1. Consequently,
(7.1) hmij = h
m−1
i+1,j for i < j.
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Going back to the quiver Γnm, let us denote by Σ˜
n
m the extended seed that consists
of Γnm and the following family of functions attached to its vertices: the functions
attached to the sth row listed left to right are gmm−s+1,1, . . . , g
m
m−s+1,n−s+1 followed
by fms−1,1, . . . , f
m
1,s−1 followed by h
m
m−s+1,m−s+1, . . . , h
m
1,m−s+1 (except for the top
row that does not contain hm11). Now, consider the sequence of m − 1 commuting
mutations of Γnm at vertices h
m
ii , 2 ≤ i ≤ m. As in (6.12), one sees that the new
variables associated with these vertices are h⋆ii = det
[
X [n] Y [i+1,m]
]
[i−1,m−1]
. In
particular, h⋆mm = xm−1,n, and we thus have obtained xm−1,n as a cluster variable.
Moreover, h⋆mm = g
m−1
m−1,n, and h
⋆
ii = f
m−1
1,m−i for 2 ≤ i ≤ m− 1.
The cumulative effect of this sequence of transformations can be summarized as
follows:
(i) detach from the quiver Γnm a quiver isomorphic to Γm with h
m
ii , i = m, . . . , 2,
playing the role of ai, i = 1, . . . ,m − 1, and note that functions assigned to its
vertices are of the form described above if one selects A =
[
X
[n]
m Y
[2,m]
m
]
;
(ii) apply cluster transformations to vertices ai, 1 ≤ i ≤ m− 1, of Γm;
(iii) glue the resulting quiver Γ∗m back into Γ
n
m and erase any two-cycles that
may have been created in this process;
(iv) note that the new variables attached to the mutated vertices are gm−1m−1,n,
fm−11,m−i, i = m− 1, . . . , 2.
The resulting quiver contains another copy of Γm, shifted leftwards by 1, with
vertices gmmn, f
m
11, . . . , f
m
1,m−2 playing the role of ai, i = 1, . . . ,m−1, and the matrix[
X
[n−1,n]
m Y
[3,m]
m
]
playing the role of A. Therefore, we can repeat the procedure
used on the previous step to obtain a new quiver in which gmmn, f
m
11, . . . , f
m
1,m−2 are
replaced by xm−1,n−1, det
[
X [n−1,n] Y [i+2,m]
]
[i−1,m−1]
, i = m − 1, . . . , 2, respec-
tively. Thus, we have obtained xm−1,n−1 as a cluster variable, and, moreover, the
new variables attached to the mutated vertices are gm−1m−1,n−1, g
m−1
m−2,n−1, f
m−1
2,m−i for
i = m− 1, . . . , 3.
We proceed in the same way n − 2 more times. At the jth stage, 1 ≤ j ≤
n − 1, the copy of Γm is shifted leftwards by j, A =
[
X
[n−j,n]
m Y
[j+2,m]
m
]
, the
role of ai, i = 1, . . . ,m − 1, is played by vertices associated with the functions
gmm,n−j+1, . . . , g
m
m−j+1,n−j+1, f
m
j1 , . . . , f
m
j,m−j , which are being replaced with
detX
[n−j,n−j+i−1]
[m−i,m−1] , i = 1, . . . , j + 1,
det
[
X [n−j,n] Y [j+i+1,m]
]
[i−1,m−1]
, i = m− j, . . . , 2.
Note that the first of the functions listed above is xm−1,n−j , so in the end of this
process, we have restored all the entries of the (m− 1)-st row of X . Moreover, the
new variables are gm−1m−i,n−j , i = 1, . . . , j + 1, f
m−1
j+1,m−i, i = m− 1, . . . , j + 2.
Let us freeze in the resulting quiver Γ˜nm all g-vertices and f -vertices adjacent
to the frozen vertices. It is easy to check that the quiver obtained in this way is
isomorphic to Γnm−1. Moreover, the above discussion together with the identity (7.1)
shows that the functions assigned to its vertices are exactly those stipulated by the
definition of the extended seed Σ˜nm−1. Thus we establish the claim of the theorem
by applying the procedure described above consecutively to Σ˜nn, Σ˜
n
n−1, . . . , Σ˜
n
2 .
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7.2. Sequence S: the proof of Theorem 3.13. Consider the subquiver Γ̂nn of
Γnn obtained by freezing the vertices corresponding to functions hii(Y ), 2 ≤ i ≤ n,
and ignoring vertices to the right of them. In other words, Γ̂nn is the subquiver of
Qn induced by all g-vertices, all f -vertices, ϕ-vertices with k+ l = n, and h-vertices
with i = j ≥ 2. The quiver Γ̂55 is shown in Fig. 6; the vertices that are frozen in Γ̂
5
5,
but are mutable in Q5 are shown by rounded squares. Note the special edge shown
by the dashed line. It does not exist in Γ̂nn (since it connects frozen vertices), but
it exists in Qn.
Within this proof we label the vertices of Γ̂nn by pair of indices (i, j), 1 ≤ i ≤ n,
1 ≤ j ≤ n + 1, (i, j) 6= (1, n + 1), where i increases from top to bottom and j
increases from left to right; thus, the special edge is (1, n)→ (2, n+ 1). The set of
vertices with j− i = l forms the lth diagonal in Γ̂nn, 1−n ≤ l ≤ n−1. The function
attached to the vertex (i, j) is
χij =
{
gij(X) = detX
[j,n+j−i]
[i,n] if i ≥ j,
fn−j+1,j−i(X,Y ) = det
[
X [j,n] Y [n+i−j+1,n]
]
[i,n]
if i < j.
We denote the extended seed thus obtained from Σ˜nn by Σ̂
n
n. Note that it is a seed of
an ordinary cluster structure, since no generalized exchange relations are involved.
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Figure 6. Quiver Γ̂55
Consider a sequence of mutations Sn which involves mutating once at every
non-frozen vertex of Γ̂nn starting with (n, 2) then using vertices of the (3 − n)-th,
(4 − n)-th, ..., (n − 3)-rd, (n − 2)-nd diagonals. Note that a similar sequence of
transformations was used in the proof of Proposition 4.15 in [15] in the study of the
natural cluster structure on Grassmannians. The order in which vertices of each
diagonal are mutated is not important, since at the moment a diagonal is reached
in this sequence of transformations, there are no edges between its vertices. In fact,
functions χ1ij obtained as a result of applying Sn are subject to relations
χ1ijχij = χ
1
i,j−1χi,j+1 + χ
1
i+1,jχi−1,j , 2 ≤ i, j ≤ n,
where we adopt a convention χ1n+1,j = xn1, χ
1
i1 = χi−1,1 = gi−1,1(X). These
relations imply
(7.2) χ1ij =
{
detX
[1]∪[j+1,n+j−i+1]
[i−1,n] if i > j,
det
[
X [1]∪[j+1,n] Y [n+i−j,n]
]
[i−1,n]
if i ≤ j.
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To verify (7.2) for i > j, one has to apply the short Plu¨cker relation to[
I [i−1] X [1]∪[j,n+j−i+1]
]
[i−1,n]
using columns I [i−1], X [1], X [j], X [n+j−i+1]. In the case i ≤ j, the short Plu¨cker
relation is applied to [
I [i−1] X [1]∪[j,n] Y [n+i−j,n]
]
[i−1,n]
using columns I [i−1], X [1], X [j], Y [n+i−j]. Note that
χ12j = det
[
X [1]∪[j+1,n] Y [n−j+2,n]
]
[1,n]
= detX · (−1)(n−j)(j−1) detU
[n−j+2,n]
[2,j]
= detX · (−1)(n−j)(n−2)h2,n−j+2(U), 2 ≤ j ≤ n.
The subquiver of Sn(Γ̂nn) formed by non-frozen vertices is isomorphic to the
corresponding subquiver of Γ̂nn. However, the frozen vertices are connected to non-
frozen ones in a different way now: there are arrows (i, 1) → (i + 2, 2) and (i +
1, n+ 1)→ (i+ 2, n) for 1 ≤ i ≤ n− 2, (i, 2)→ (i− 1, 1) and (i, n)→ (i, n+ 1) for
2 ≤ i ≤ n, (1, j) → (2, j) for 2 ≤ j ≤ n, (n, 1) → (n, n), and (2, j)→ (1, j + 1) for
2 ≤ j ≤ n− 1. After moving frozen vertices we can make Sn(Γ̂nn) look as shown in
Fig. 7.
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Figure 7. Quiver Sn(Γ̂55)
Note that if we freeze the vertices (2, 2), . . . , (2, n), (3, n), . . . (n, n) in Sn(Γ̂nn)
(marked gray in Fig. 7) and ignore the isolated frozen vertices thus obtained, we
will be left with a quiver isomorphic to Γ̂n−1n−1 whose vertices are labeled by (i, j),
2 ≤ i ≤ n, 1 ≤ j ≤ n, (i, j) 6= (2, n), and have functions χ1ij attached to them.
The new special edge is (2, n− 1)→ (3, n). Let us call the resulting extended seed
Σ̂n−1n−1.
We can now repeat the procedure described above n−2 more times by applying,
on the kth step, the sequence of mutations Sn−k+1 to the extended seed
Σ̂n−k+1n−k+1 =
(
(χk−1ij )k≤i≤n,1≤j≤n−k+2,(i,j) 6=(k,n−k+2) , Γ̂
n−k+1
n−k+1
)
.
The functions χkij are subject to relations
χkijχ
k−1
ij = χ
k
i,j−1χ
k−1
i,j+1 + χ
k
i+1,jχ
k−1
i−1,j , k + 1 ≤ i ≤ n, 2 ≤ j ≤ n− k + 1,
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where we adopt the convention χkn+1,j = χ
k−1
n1 , χ
k
i1 = χ
k−1
i−1,1. Arguing as above, we
conclude that
(7.3) χkij =
{
detX
[1,k]∪[j+k,n+j−i+k]
[i−k,n] if i− k + 1 > j,
det
[
X [1,k]∪[j+k,n] Y [n+i−j+1−k,n]
]
[i−k,n]
if i− k + 1 ≤ j.
To verify (7.3) for i− k + 1 > j, one has to apply the short Plu¨cker relation to[
I [i−k] X [1,k]∪[j+k−1,n+j−i+k]
]
[i−k,n]
using columns I [i−k], X [k], X [j+k−1], X [n+j−i+k]. In the case i − k + 1 ≤ j, the
short Plu¨cker relation is applied to[
I [i−k] X [1,k]∪[j+k−1,n] Y [n+i−j−k+1,n]
]
[i−k,n]
using columns I [i−k], X [k], X [j+k−1], Y [n+i−j−k+1]. Note that
χkk+1,j = det
[
X [1,k]∪[j+k,n] Y [n−j+2,n]
]
[1,n]
= detX · (−1)(n−j−k+1)(j−1) detU
[n−j+2,n]
[k+1,j+k−1]
= detX · (−1)(n−j−k+1)(n−k−1)hk+1,n−j+2(U), 2 ≤ j ≤ n− k + 1.
Define the sequence of transformations S as the composition S = S2 ◦ · · · ◦ Sn.
Assertion (i) of Theorem 3.13 follows from the fact that ϕ-vertices of Qn are not
involved in any of Si. This fact also implies that the subquiver of Qn induced by ϕ-
vertices remains intact in S(Qn). As it was shown above, the function detX ·hij(U)
is attached to the vertex (i, n− j+2). It is easy to prove by induction that the last
mutation at (i, j) (which occurs at the (i−1)-st step) creates edges (i, j)→ (i, j−1),
(i − 1, j) → (i, j) and (i, j − 1) → (i − 1, j). Comparing this with the description
of Qn in Section 3.2 and the definition of Q
†
n in Section 3.4 yields assertions (ii)
and (iii) of Theorem 3.13. Finally, assertion (iv) follows from the fact that the
special edge (i, n− i+ 1)→ (i+ 1, n− i+ 2) disappears after the last mutation at
(i+ 1, n− i+ 1).
The quiver S(Q5) and the subquiver Q
′
5 are shown in Fig. 8. The vertices of
Q′5 are shadowed in dark gray. The area shadowed in light gray represents the
remaining part of S(Q5). The only vertices in this part shown in the figure are
those connected to vertices of Q′5.
7.3. Proof of Theorem 3.14.
7.3.1. The nerve N0. The nerve N0 is obtained as follows: it contains the seed Σ˜′n
built in the proof of Theorem 3.13, the seed Σ˜′′n adjacent to Σ˜
′
n in direction ψn−1,1,
and the seed Σ˜′′′n adjacent to Σ˜
′′
n in direction ψ1,n−1. Besides, it contains n−3 seeds
adjacent to Σ˜′′′n in directions ψn−i,i, 2 ≤ i ≤ n− 2, and 2(n− 1)
2 seeds adjacent to
Σ˜′n in all the remaining directions.
We subdivide N0 into several disjoint components. Component I contains the
seed Σ˜′n and its (n − 1)
2 neighbors in directions that are not in Q′n. Component
II contains n − 3 neighbors of Σ˜′n in directions ψi1, 2 ≤ i ≤ n − 2. Component
III contains only the neighbor of Σ˜′n in direction ψ11. Component IV contains
(n−2)(n−3)/2 seeds adjacent to Σ˜′n in directions ψkl, k+ l < n, l > 1. Component
V contains n(n − 1)/2 seeds adjacent to Σ˜′n in directions hij , 2 ≤ i ≤ j ≤ n.
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Figure 8. Quiver S(Q5) and the subquiver Q′5
Component VI contains the seeds Σ˜′′n and Σ˜
′′′
n together with all other seeds adjacent
to the latter.
In each of the components we consider several normal forms for U with respect
to actions of different subgroups of GLn. We show how to restore entries of these
normal forms and, consequently, the entries of U as Laurent expressions in corre-
sponding clusters. Recall that detX and detX−1 belong to the ground ring, so it
suffices to obtain Laurent expressions in variables ψkl, hij (and their neighbors),
and ci instead of actual cluster variables.
7.3.2. Component I. To restore U in component I, we use two normal forms for
U : one under right multiplication by unipotent lower triangular matrices, and the
other under conjugation by unipotent lower triangular matrices, so U = B+N− =
N¯−B¯+CN¯
−1
− , where B+, B¯+ are upper triangular, N−, N¯− are unipotent lower
triangular, and C = e21 + · · · + en,n−1 + e1n is the cyclic permutation matrix
(cf. with (5.7)). Note that by (5.2), hij(U) = hij(B+) and ψkl(U) = ψkl(B¯+C).
Our goal is to restore B+ and B¯+C.
Once this is done, the matrix U itself is restored as follows. We multiply the
equality B+N− = N¯−B¯+CN¯
−1
− by W0 on the left and by N¯− on the right, where
W0 is the matrix corresponding to the longest permutation of size n, and consider
the Gauss factorizations (5.3) forW0B+ in the left side and forW0B¯+C in the right
hand side. This gives
(W0B+)>0(W0B+)≤0N−N¯− =W0N¯−W0 · (W0B¯+C)>0(W0B¯+C)≤0,
where W0N¯−W0 is unipotent upper triangular. Consequently,
(7.4) N¯− =W0(W0B+)>0(W0B¯+C)
−1
>0W0.
Recall that matrix entries in the Gauss factorization are given by Laurent expres-
sions in the entries of the initial matrix with denominators equal to its trailing
principal minors (see, e.g., [12, Ch. 2.4]). Clearly, the trailing principal minors of
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W0B+ and W0B¯+C are just ψn−i,i, which allows to restore U in any cluster of
component I.
Restoration of B+ = (βij) is standard: an explicit computation shows that
βii = ±hii/hi+1,i+1 with hn+1,n+1 = 1, and βij for i < j is a Laurent polynomial
in hkl, k ≤ l, with denominators in the range i + 1 ≤ k ≤ n, j + 1 ≤ l ≤ n (here
h1l is identified up to a sign with ψl−1,n−l+1 for l > 1). Since all hij are cluster
variables in the clusters of component I, we are done.
In order to restore M¯ = B¯+C we proceed as follows. Let B¯+ = (β¯ij). Clearly,
ψn−k,1 = ±
∏k
i=1 β¯
k−i+1
ii for 1 ≤ k ≤ n− 1, which yields
(7.5) β¯ii = ±
ψn−i,1ψn−i+2,1
ψ2n−i+1,1
, 1 ≤ i ≤ n− 1,
where we assume ψn1 = ψn+1,1 = 1. The remaining diagonal entry β¯nn is given by
β¯nn = h11
n−1∏
i=1
β¯−1ii = ±
h11ψ21
ψ11
.
Remark 7.1. Note that the only diagonal entries depending on ψ11 are β¯nn and
β¯n−1,n−1 = ±ψ11ψ31/ψ221. This fact will be important for the restoration process
in component III below.
We proceed with the restoration process and use (5.8) to find
det(M¯)
[n−l+1,n−1]
[n−k−l+2,n−k] = ±ψkl
n−k−l+1∏
i=1
β¯k+l+i−n−2ii ,
which together with (7.5) gives det(M¯)
[n−l+1,n−1]
[n−k−l+2,n−k] = ±ψklψ
k+l−3
k+l,1 /ψ
k+l−2
k+l−1,1. By
Remark 3.4, this means that all entries β¯ij with i > 1 are restored as Laurent
polynomials in any cluster in component I. Note that non-diagonal entries do not
depend on ψ11.
Remark 7.2. Using Remark 5.6, we can find signs in the above relations. Specifi-
cally, β¯n−1,n = (−1)nψ12/ψ21. This fact will be used in the restoration process in
component III below.
To restore the entries in the first row of M¯ , we first conjugate it by a diagonal
matrix ∆ = diag(δ1, . . . δn−1, h
−1
11 ) so that ∆M¯∆
−1 has ones on the subdiagonal.
This condition implies δi = ±ψn−i+1,1/ψn−i,1. Consequently, the entries of the
rows 2, . . . , n of ∆M¯∆−1 remain Laurent polynomials. Next, we further conjugate
the obtained matrix with a unipotent upper triangular matrix N+ so that M¯
∗ =
N+∆M¯∆
−1N−1+ has the companion form
(7.6) M¯∗ =
[
γ
1n−1 0
]
with γ = (γ1, . . . , γn). If we set all non-diagonal entries in the last column of N+
equal to zero, all other entries of N+ (and hence of N
−1
+ ) can be restored uniquely
as polynomials in the entries in the rows 2, . . . , n of ∆M¯∆−1. Recall that M¯∗ is
obtained from U by conjugations, and hence U and M¯∗ are isospectral. Therefore,
γi = (−1)i−1cn−i for 1 ≤ i ≤ n. This allows to restore the entries in the first row
of
(7.7) M¯ = ∆−1N−1+ M¯
∗N+∆
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as Laurent polynomials in any cluster in component I.
Remark 7.3. Note that although diagonal entries of B+ are Laurent monomials
in stable variables hii, Laurent expressions for entries of (W0B+)>0 depend on hii
polynomially. This follows from the fact that these entries are Laurent polynomials
in dense minors of W0B+ containing the last column; recall that such minors are
cluster variables in any cluster of component I. Moreover, dense minors containing
the upper right corner enter these expressions polynomially, see Remark 3.4. Con-
sequently, stable variables hii do not enter denominators of Laurent expressions for
entries of U by (7.4), since restoration of B¯+C does not involve division by hii.
7.3.3. Component II. The two normal forms used in this component are given by
U = B+N− = Nˇ−Bˇ+W0Nˇ
−1
− , where B+, Bˇ+ are upper triangular, N−, Nˇ− are
unipotent lower triangular, and W0 is the matrix corresponding to the longest
permutation, see Lemma 8.3. Note that by (5.2), hij(U) = hij(B+) and ψkl(U) =
ψkl(Bˇ+W0). Our goal is to restore B+ and Bˇ+W0.
Once this is done, the matrix U itself is restored as follows. We multiply the
equality B+N− = Nˇ−Bˇ+W0N
−1
− by W0 on the left and by Nˇ− on the right and
consider the Gauss factorization (5.3) for W0B+ in the left hand side. This gives
(W0B+)>0(W0B+)≤0N−Nˇ− =W0Nˇ−W0 ·W0Bˇ+W0
where W0Nˇ−W0 is unipotent upper triangular and W0Bˇ+W0 is lower triangular.
Consequently, Nˇ− = W0(W0B+)>0W0. Clearly, the trailing principal minors of
W0B+ are just ψn−i,i, which allows to restore U in Σ˜
′
n and in any cluster of com-
ponent II.
Restoration of B+ is exactly the same as before. In order to restore Mˇ = Bˇ+W0
we proceed as follows. Let Bˇ+ = (βˇij)1≤i≤j≤n. We start with the diagonal entries.
An explicit computation immediately gives
(7.8) βˇii = ±
ψn−i,i
ψn−i+1,i−1
, 1 ≤ i ≤ n,
with ψn0 = 1 and ψ0n = h11. Next, we recover the entries in the last column of
Bˇ+. We find
ψn−l,l−1 = ±βˇ11βˇln
l−1∏
i=1
βˇii,
which together with (7.8) gives
(7.9) βˇln = ±
ψn−l,l−1
ψn−1,1ψn−l+1,l−1
, 2 ≤ l ≤ n− 1.
Note that we have already restored the last two rows of Mˇ . We restore the other
rows consecutively, starting from row n − 2 and moving upwards. To this end,
define an n× n matrix Ψ via
Ψ =
[
e1 Mˇe1 Mˇ
2e1 . . . Mˇ
n−1e1
]
.
Clearly, for 2 ≤ l ≤ n− 2, 2 ≤ t ≤ n− l + 1 one has
ψn−t−l+2,l−1 = ±βˇ
t−1
11
l−1∏
i=1
βˇii detΨ
[2,t]
[l,t+l−2],
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which together with (7.8) yields
(7.10) detΨ
[2,t]
[l,t+l−2] = ±
ψn−t−l+2,l−1
ψn−l+1,l−1ψ
t−1
n−1,1
.
Therefore, each detΨ
[2,t]
[l,t+l−2] is a Laurent polynomial in any cluster in component
II. Moreover, the minors detΨ
[2,t]
I possess the same property for any index set
I ⊂ [2, n], |I| = t − 1, since they can be expressed as Laurent polynomials in
detΨ
[2,t]
[l,t+l−2] for l > 2 that are polynomials in detΨ
[2,t]
[2,t], see Remark 3.4.
On the other hand, Ψ
[2,t]
[l,t+l−2] = Mˇ[l,t+l−2]Ψ
[1,t−1], which yields a system of linear
equations on the entries βˇlj :
n−l∑
j=2
βˇlj det
([
eTj
Mˇ[l+1,t+l−2]
]
Ψ[1,t−1]
)
= detΨ
[2,t]
[l,t+l−2] − det
([
βˆl
Mˇ[l+1,t+l−2]
]
Ψ[1,t−1]
)
, 3 ≤ t ≤ n− l + 1,
(7.11)
where βˆl1 = βˇ1l, βˆl,n−l+1 = βˇll, and βˆlj = 0 for j 6= 1, n − l + 1. Rewrite the
second determinant in the right hand side of (7.11) via the Binet–Cauchy formula;
it involves minors detΨ
[2,t]
I and minors of Mˇ[l+1,t+l−2]. Assuming that the entries
in rows l + 1, . . . , n have been already restored and taking into account (7.10), we
ascertain that the right hand side can be expressed as a Laurent polynomial in any
cluster in component II. Clearly, the same is also true for the coefficients in the left
hand side of (7.11).
It remains to calculate the determinant of the linear system (7.11). Denote the
coefficient at βˇlj in the t-th equation by aj,t−2. Then
ajk =
k∑
i=1
(
Mˇ i
)
l1
detΨ
[2,i+1]∪[i+3,k+2]
[l+1,k+l] =
k∑
i=1
(
Mˇ i
)
l1
γik.
Let A = (ajk), 2 ≤ j ≤ n− l, 1 ≤ k ≤ n− l− 1, be the matrix of the system (7.11).
By the above formula we get
A =
[
Mˇe1 . . . Mˇ
n−l−1e1
]
[2,n−l]

γ11 γ12 . . . γ1,n−l−1
0 γ22 . . . γ2,n−l−1
...
...
. . .
...
0 0 . . . γn−l−1,n−l−1
 ,
and hence
detA = detΨ
[2,n−l]
[2,n−l]
n−l−1∏
i=1
γii = detΨ
[2,n−l]
[2,n−l]
n−l−1∏
i=1
detΨ
[2,i+1]
[l+1,l+i]
= ±
ψl1
ψn−l−1n−l,l ψ
(n−l)(n−l+1)/2
n−1,1
n−l−1∏
i=1
ψn−l−i,l.
We thus restored the entries in the l-th row of Mˇ as Laurent polynomials in all
clusters in component II except for the neighbor of Σ˜′n in direction ψl1, which we
denote Σ˜′n(l). In the latter cluster ψl1, which enters the expression for detA, is
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no longer available. It is easy to see that the factor ψl1 in detA comes from the
(n− l + 1)-st equation in (7.11): its left hand side is defined by the expression
(7.12) det Mˇ
[1,n−l]
[l,n−1] detΨ
[2,n−l]
[2,n−l] = ± det Mˇ
[1,n−l]
[l,n−1]
ψl1
ψn−ln−1,1
.
In other words, each coefficient in the left hand side of this equation is proportional
to ψl1. To avoid this problem, we replace this equation by a different one. Recall
that by (6.9), in the cluster under consideration ψl1 is replaced by ψ
∗∗
1,l−1 given by
ψ∗∗1,l−1 = ± det
[
en Mˇ
[n−l+2,n] Mˇ2en−1 Mˇ
2en Mˇ
3en . . . Mˇ
n−len
]
= ±βˇn−l−111 βˇ22 det
[
Mˇ [n−l+2,n] Mˇe2 Mˇe1 Mˇ
2e1 . . . Mˇ
n−l−1e1
]
[1,n−1]
= ±βˇn−l11 βˇ22 det
(
Mˇ
[1,n−1]
[2,n−1]
[
1[1,2]∪[n−l+2,n−1] Mˇe1 Mˇ
2e1 . . . Mˇ
n−l−2e1
]
[1,n−1]
)
;
here we used relations Mˇen = βˇ11e1 and Mˇen−1 = βˇ12e1 + βˇ22e2. By the Binet–
Cauchy formula, the latter determinant can be written as
n−1∑
j=1
det Mˇ
[1,j−1]
[n−j+1,n−1]
n−j∏
i=2
βˇii det
[
1[1,2]∪[n−l+2,n−1] Mˇe1 Mˇ
2e1 . . . Mˇ
n−l−2e1
]
[1,n−1]\{j}
.
Clearly, the second factor in each summand vanishes for j = 1, 2 and n − l + 2 ≤
j ≤ n− 1. For 3 ≤ j ≤ n− l + 1, the second factor equals detΨ
[2,n−l−1]
[3,n−l+1]\{j}. As it
was explained above, for 3 ≤ j ≤ n− l these determinants are Laurent polynomials
in all clusters of component II, whereas the corresponding first factors contain only
entries in rows l+1, . . . , n of Mˇ , which are already restored as Laurent polynomials.
Consequently, the left hand side of the new equation for the entries in the l-th row
is defined by the (n− l + 1)-st summand
det Mˇ
[1,n−l]
[l,n−1]
l−1∏
i=2
βˇii detΨ
[2,n−l−1]
[3,n−l] = ± det Mˇ
[1,n−l]
[l,n−1]
ψl−1,n−l+1ψl2
ψn−2,2ψ
n−l−1
n−1,1
;
note that the inverse of the factor in the right hand side above is a Laurent monomial
in the cluster under consideration. Comparing with (7.12), we infer that the left
hand side of the new equation is proportional to the left hand side of the initial
one. Therefore, the determinant of the new system is Laurent in the cluster Σ˜′n(l),
and the entries of the l-th row of Mˇ are restored as Laurent polynomials.
Therefore, the entries in all rows of Mˇ except for the first one are restored as
Laurent polynomials in component II. The entries of the first row are restored via
Lemma 8.5 as polynomials in the entries of other rows and variables ci divided by
the detK = detΨ = ±h11ψ11/ψnn−1,1; the latter equality follows from βˇ11e1 = Mˇen
and (7.8).
7.3.4. Component III. In this component we use all three normal forms that have
been used in components I and II. Restoration of B+ is exactly the same as before.
Restoration of Bˇ+W0 goes through for all entries except for the entries in the first
row, since the determinant detK involves a factor ψ11, which is no longer available.
On the other hand, restoration of B¯+C also fails at two instances: firstly, at the
entry β¯nn, see Remark 7.1, and secondly, at the entry β¯1n, which gets ψ11 in the
denominator after the conjugation by ∆−1. However, we will be able to use partial
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results obtained during restoration of B¯+C in order to restore the first row of
Bˇ+W0.
Indeed, using Lemma 8.3 we can write Mˇ = W0 (W0U)≤0W0
(
W0M¯
)
>0
W0.
Clearly, W0M¯ is block-triangular with diagonal blocks 1 and W
′
0B¯
′
+, where B¯
′
+ =
(B¯+)
[2,n]
[2,n] and W
′
0 is the matrix of the longest permutation on size n− 1. Therefore,
(βˇ11, βˇ12, . . . , βˇ1n) = (β¯11, β¯1n, β¯1,n−1, . . . , β¯12)
[
0 (W ′0B¯
′
+)>0W
′
0
1 0
]
,
which can be more conveniently written as
(βˇ11, βˇ12, . . . , βˇnn)
[
1 0
0 W ′0(W
′
0B¯
′
+)≤0W
′
0
]
= (β¯11, β¯1n, β¯1,n−1, . . . , β¯12)
[
0 W ′0B¯
′
+W
′
0
1 0
]
.
(7.13)
It follows from the description of the restoration process for M¯ , that all entries
of the matrix in the left hand side of the system (7.13) are Laurent polynomials
in component III, and the determinant of this matrix equals ±h11/ψn−1,1. In the
right hand side, W ′0B¯
′
+W
′
0 is a lower triangular matrix with β¯nn in the upper left
corner and β¯n−1,n−1 next to it along the diagonal. Recall that other entries of
W ′0B¯
′
+W
′
0 do not involve ψ11; besides, the entries β¯1j for j 6= n may involve ψ11
only in the numerator, which makes them Laurent polynomials in component III.
Therefore, the right hand side of (7.13) involves two expressions that should be
investigated: β¯11β¯nn + β¯1nβ¯n−1,n and β¯1nβ¯n−1,n−1. Recall that β¯1n is the product
of a Laurent polynomial in component III by δn−1/δ1 = ±ψ21ψn−1,1/ψ11, whereas
β¯n−1,n−1 = ±ψ11ψ31/ψ221 by Remark 7.1, hence the second expression above is a
Laurent polynomial in component III.
Recall further that M¯ is transformed to the companion form (7.6) by a conju-
gation first with ∆ and second with N+. The latter can be written in two forms:
N+ =
[
N ′+ 0
0 1
]
and N+ =
[
1 ν
0 N ′′+
]
where N+ = (νij) and N
′′
+ are (n−1)×(n−1) unipotent upper triangular matrices,
and ν = (ν12, . . . , ν1,n−1). Consequently, (7.6) yields
(7.14) N ′′+(∆M¯∆
−1)
[1,n−1]
[2,n] = N
′
+.
Note that (7.7) implies(
β¯12
δ1
,
β¯13
δ2
, . . . ,
β¯1n
δn−1
)
=
1
δ1
(γ1 + ν¯12, γ2 + ν¯13, . . . , γn−2 + ν¯1,n−1, γn−1)N
′
+,
where ν¯ij are the entries of (N
′
+)
−1. Taking into account that
δ1 =
n∏
i=2
β¯ii, δn−1 = β¯nn,
n∏
i=1
β¯ii = (−1)
n−1h11,
we infer that
β¯1n = (−1)
n−1 β¯11β¯nn
h11
(
n−1∑
i=1
γiνi,n−1 +
n−1∑
i=2
ν¯1iνi−1,n−1
)
.
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Besides, β¯n−1,n = (−1)nψ12/ψ21 by Remark 7.2. Denote ζ = (−1)n−1ψ12/ψ21,
Then one can write
(7.15)
β¯11β¯nn + β¯1nβ¯n−1,n =
β¯11β¯nn
h11
(
h11 + (−1)
nζ
(
n−1∑
i=1
γiνi,n−1 +
n−1∑
i=2
ν¯1iνi−1,n−1
))
.
To treat the latter expression, we consider first the last column of (∆M¯∆−1)
[1,n−1]
[2,n] .
It is easy to see that the first n − 3 entries in this column equal zero modulo
ψ11, whereas the (n − 2)-nd entry equals −ζ, and the last entry equals 1. Con-
sequently, (7.14) implies that νi,n−1 = (−1)
n−i−1ζn−i−1 mod ψ11. Therefore, the
first sum in the right hand side of (7.15) equals
n−1∑
i=1
γi(−1)
n−i−1ζn−i−1 mod ψ11.
By Lemma 8.6, −ν¯12, . . . ,−ν¯1,n−1, 0 form the first row of the companion form
for (∆M¯∆−1)
[2,n]
[2,n]. Consequently,
n−1∑
i=2
ν¯1iνi−1,n−1 =
n−1∑
i=2
(−1)n−iν¯1iζ
n−i mod ψ11
= (−1)n−1
(
det
(
(∆M¯∆−1)
[2,n]
[2,n] + ζ1n−1
)
− ζn−1
)
mod ψ11.
Note that det((∆M¯∆−1)
[2,n]
[2,n] + ζ1n−1) = 0 mod ψ11, since the last column of
(∆M¯∆−1)
[2,n]
[2,n] is zero, and the second to last column equals en−1−ζen−2 mod ψ11;
therefore, the second sum in the right hand side of (7.15) equals (−1)nζn−1 mod ψ11.
Combining this with the previous result and taking into account that h11 = (−1)n−1γn,
we get
β¯11β¯nn + β¯1nβ¯n−1,n
=
β¯11β¯nn
h11
(
h11 + (−1)
n
(
n−1∑
i=1
γi(−1)
n−i−1ζn−i + (−1)nζn
))
mod ψ11
=
β¯11β¯nn
h11
(
ζn +
n∑
i=1
γi(−1)
i+1ζn−i
)
mod ψ11
= ±
ψn−1,1
ψn−121 ψ11
det(ψ21M¯ + (−1)
n−1ψ121n) mod ψ11.
Recall that det(ψ21M¯ + (−1)n−1ψ121n)/ψ11 multiplied by an appropriate power
of detX is the new variable that replaces ψ11 in component III, and hence (7.13)
defines the entries of the first row of Mˇ as Laurent polynomials.
7.3.5. Component IV. In this component we use the same two normal forms as in
component I. Restoration of B+ and of diagonal entries of B¯+ is exactly the same
as before. Next, we apply the second line of (5.8) and (7.5) to (6.8) (or (6.10)) and
observe that the right hand side of the exchange relation for ψkl, k > 1, can be
written as
ψk+l−3,1ψk+l−2,1ψk+l−1,1
×
(
hα−1,γ+1(B¯+)hα,γ−1(B¯+)hα+1,γ(B¯+) + hα−1,γ(B¯+)hα,γ+1(B¯+)hα+1,γ−1(B¯+)
)
,
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where α = n− k− l+ 2, γ = n− l+ 2 (cf. with (6.6)). Note that for l = 2 we have
hα−1,γ+1(B¯+) = hα,γ+1(B¯+) = 1, and hence the expression above can be rewritten
as
ψk−1,1ψk1ψk+1,1
(
hα,n−1(B¯+)hα+1,n(B¯+) + hα−1,n(B¯+)hα+1,n−1(B¯+)
)
.
We conclude that the map
(k, l) 7→
{
(α, γ) for l > 1,
(α+ 1, α+ 1) for l = 1
transforms exchange relations for ψkl, l > 1, k + l < n, to exchange relations for
the standard cluster structure on triangular matrices of size (n − 2) × (n − 2),
up to a monomial factor in variables that are fixed in component IV, see Fig. 9.
Consequently, the entries β¯ij , 2 ≤ i < j ≤ n, can be restored as Laurent polynomials
in component IV via Remark 3.4.
Figure 9. Modification of the relevant part of Q†6 in component IV
The entries in the first row of B¯+ are restored exactly as in component I.
7.3.6. Component V. In this component we once again use the same two normal
forms as in component I. Restoration of B¯+ is exactly the same as before. To
restore B+, we note that the cluster structure in component V coincides with the
standard cluster structure on triangular n × n matrices, and hence the entries of
B+ can be restored as Laurent polynomials via Remark 3.4.
7.3.7. Component VI. The two normal forms used in this component are given by
U = B+N− = N̂+N̂−M̂S12N̂
−1
− N̂
−1
+ , whereB+ is upper triangular,N−, N̂− = (νˆij)
are unipotent lower triangular with νˆj1 = 0 for 2 ≤ j ≤ n, N̂+ = 1n + νˆe12, and
M̂ = (µˆij) satisfies conditions µˆ1n = 0 and µˆi,n+2−j = 0 for 2 ≤ j < i ≤ n, see
Lemma 8.4. Note that h2j(U) = h2j(M̂) and ψkl(U) = ψkl(M̂). Our goal is to
restore B+ and M̂ .
Once this is done, the matrix U itself is restored as follows. First, by the proof
of Lemma 8.4, νˆ = β1n/µˆ2n, which is a Laurent polynomial in component VI,
since µˆ2n = h2n is a Laurent monomial. Next, we write B+N−N̂+N̂− = N̂+N̂−M̂ .
Taking into account that N̂+N̂− = N̂−N̂+, we arrive at
W¯ ′0B+ ·N−N̂− = W¯
′
0N̂−W¯
′
0 · W¯
′
0N̂+M̂N̂
−1
+
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with W¯ ′0 =
(
1 0
0 W ′0
)
. Note that the second factor on the left is unipotent
lower triangular, whereas the first factor on the right is unipotent upper trian-
gular. Taking the Gauss factorizations of the remaining two factors, we restore
W¯ ′0N̂−W¯
′
0 =
(
W¯ ′0B+
)
>0
(
W¯ ′0N̂+M̂N̂
−1
+
)−1
>0
. Note that trailing minors needed for
Gauss factorizations in the right hand side above equal det M̂
[n−i+2,n]
[2,i] = h2i, and
hence are Laurent monomials in component VI.
We describe the restoration process at Σ˜′′′n , and indicate the changes that occur
at its neighbors. Restoration of B+ is almost the same as before. The difference
is that h1n and h12, which coincide up to a sign with ψn−1,1 and ψ1,n−1, are no
longer available (at Σ˜′′n only h1n is not available). However, since they are cluster
variables in other clusters, say, in any cluster in component I, they both can be
written as Laurent polynomials at Σ˜′′′n . Moreover, they never enter denominators
in expressions for βij , and hence B+ is restored. At the neighbor of Σ˜
′′′
n in direction
ψn−i,i we apply the same reasoning to h1,n−i+1 = ±ψn−i,i; at Σ˜′′n we apply it only
to h1n.
In order to restore M̂ we proceed as follows. First, we note that
h2j = ±
n∏
i=j
µˆn+2−i,i,
and hence µˆn+2−i,i = ±h2j/h2,j+1 for 2 ≤ j ≤ n with h2,n+1 = 1. Next, note
that by (6.11), the function ψn−1,1 is replaced in component VI by ψ
′
n−1,1 =
± det M̂
1∪[3,n]
[1,n−1]. Besides, it is easy to see that in all clusters in component VI
except for Σ˜′′n, ψ1,n−1 is replaced by ψ
′
1,n−1 = ± det M̂
1∪[3,n]
[2,n] . Consequently,
h11 = ±
(
µˆn1ψ1,n−1 − µˆn2ψ
′
n−1,1
)
yields µˆn1 as a Laurent monomial at Σ˜
′′
n, and
ψ′1,n−1 = ±µˆn1h23 yields it as a Laurent monomial in all other clusters in compo-
nent VI.
To proceed further, we introduce an n×n matrix Ψ̂ similar to the matrix Ψ used
in component II:
Ψ̂ =
[
e2 M̂e2 M̂
2e2 . . . M̂
n−1e2
]
.
Lemma 7.4. The minors det Ψ̂
[2,t]
I , 2 ≤ t ≤ n − 1, are Laurent polynomials in
component VI for any index set I such that 2 /∈ I, |I| = t− 1.
Proof. An easy computation shows that for k + l < n one has
ψkl = ±h
n−k−l+1
2n
∑
j∈[1,l+1]\2
(−1)j+χj det M̂
[n−l+1,n−1]
[1,l+1]\{2,j} det Ψ̂
[2,n−k−l+1]
j∪[l+2,n−k] ,
where χ1 = 1 and χj = 0 for j 6= 1. It follows from the discussion above that
det M̂
[n−l+1,n−1]
[3,l+1] = (−1)
l−1h2,n−l+1/h2n. Besides,
det M̂
[n−l+1,n−1]
[1,l+1]\{2,j} = (−1)
(j−1)(l−j+1) det M̂
[n−j+2,n−1]
[1,j−1]\2 det M̂
[n−l+1,n−j+1]
[j+1,l+1]
= (−1)l
h1,n−j+2
h2n
h2,n−l+1
h2,n−j+2
,
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and hence
(7.16) ψkl = ±h
n−k−l
2n h2,n−l+1
∑
j∈[1,l+1]\2
ηj det Ψ̂
[2,n−k−l+1]
j∪[l+2,n−k] ,
where ηj = (−1)(n−j)(j−1)ψn−j+1,j−1/h2,n−j+2 with ψn0 = h2,n+1 = 1.
Now we can prove the claim of the lemma by induction on the maximal index
in I. The minimum value of this index is t. In this case we use (7.16) to see that
(7.17) det Ψ̂
[2,t]
[1,t]\2 = ±ψn−t,1/h
t
2n
is a Laurent monomial in component VI. Assume that the value of the maximal
index in I equals r > t. We multiply the (r − 1) × (t − 1) matrix Ψ̂
[2,t]
[1,r]\2 by a
(t− 1)× (t− 1) block upper triangular matrix with unimodular blocks of size t− 2
and 1, so that the upper (t − 2) × (t − 1) submatrix is diagonalized with 1’s on
the diagonal except for the first row. Clearly, this transformation does not change
the values of any minors in the first t − 2 and t − 1 columns. Consequently, each
matrix entry (except for the one in the lower right corner, which we denote z) is a
Laurent polynomial in component VI. We then consider (7.16) with k = n− r and
l = r − t+ 1 and expand each minor in the right hand side by the last row. Each
entry in the last row distinct from z enters this expansion with a coefficient that is
a Laurent polynomial in component VI. The entry z enters the expansion with the
coefficient
±ht−12n h2,n−r+t
∑
j∈[1,r−t+2]\2
ηj det Ψ̂
[2,t−1]
j∪[r−t+3,r−1] = ±ψn−r+1,r−t+1h2n.
Thus, z is a Laurent monomial in component VI, and hence any minor of Ψ̂
[2,t]
[1,r]\2
that involves the r-th row is a Laurent polynomial. 
We can now proceed with restoring the entries of M̂ . Equation (7.16) for k =
n− l − 1 gives
ψn−l−1,l = ±h2nh2,n−l+1
∑
j∈[1,l+1]\2
ηjΨ̂
2
j = ±h
2
2nh2,n−l+1
∑
j∈[1,l+1]\2
ηj µˆj2,
and we consecutively restore µˆj2, 1 ≤ j ≤ n−1, j 6= 2, as Laurent polynomials at all
clusters in component VI except for the neighbor of Σ˜′′′n in direction ψn−j+1,j−1. An
easy computation shows that in this cluster ψn−j+1,j−1 is replaced by ψ
′
n−j+1,j−1 =
±h2n det M̂
2∪[n−j+3,n]
[2,j] = ±h2nh2,n−j+3µˆj2, and hence µˆj2 is restored there as a
Laurent monomial. In particular, it follows from above that
(7.18) µˆ12 = ±
ψn−2,1
h32n
in any cluster in component VI.
Recall that we have already restored the last row of M̂ . We restore the other
rows consecutively, starting from row n − 1 and moving upwards. Matrix entries
in the l-th row, 3 ≤ l ≤ n − 1, are restored in two stages, together with the
minors det M̂
i∪[n−l+3,n]
[1,l−1] for 1 ≤ i ≤ n − l + 1, i 6= 2. First, we recover minors
det M̂
2∪i∪[n−l+3,n]
[1,l] for 1 ≤ i ≤ n− l + 1, i 6= 2, as Laurent polynomials in compo-
nent VI. Once they are recovered, we find µˆli and det M̂
i∪[n−l+3,n]
[1,l−1] via expanding
det M̂
2∪i∪[n−l+3,n]
[1,l] and det M̂
i∪[n−l+2,n]
[1,l] by the last row. This gives a system of
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two linear equations for a fixed i, and its determinant equals ±ψn−l,l−1. Note that
minors det M̂
i∪[n−l+2,n]
[1,l] for 1 ≤ i ≤ n− l, i 6= 2, were recovered together with the
entries of the (l + 1)-st row, and det M̂
[n−l+1,n]
[1,l] = ±ψn−l,l (recall that ψn−l,l are
Laurent polynomials in component VI). For l = 3, we have det M̂ i∪n[1,2] = µˆ1ih2n,
and hence the entries of the first row are recovered together with the entries of the
third row.
The minors det M̂
2∪i∪[n−l+3,n]
[1,l] for 1 ≤ i ≤ n− l+1, i 6= 2, are recovered together
with all other minors det M̂
i∪j∪[n−l+3,n]
[1,l] for 1 ≤ i < j ≤ n−l+1, i, j 6= 2, altogether
(n− l)(n− l + 1)/2 minors. We first note that the Binet–Cauchy formula gives
(7.19) ψkl =
∑
J⊆[1,n−l]\2
|J|=n−k−l−1
(−1)χJ det M̂
2∪J∪[n−l+1,n]
[1,n−k] det Ψ̂
[2,n−k−l]
J
for k+l < n−1, where χJ =
∑
j∈J χj . Recall that by Lemma 7.4, det Ψ̂
[2,n−k−l]
J are
Laurent polynomials in component VI. Writing down ψk,l−2 for 1 ≤ k ≤ n− l via
the above formula, and expanding the minors det M̂
2∪J∪[n−l+3,n]
[1,n−k] for J 6∋ n− l+ 2
by the last n−k− l rows, we get n− l linear equations; note that the corresponding
minors for J ∋ n − l + 2 have been already restored as Laurent polynomials in
component VI when we dealt with the previous rows. For l = n− 1 we get a single
equation
ψ1,n−3 = − det M̂
[1,n]\3
[1,n−1]µˆ12 + det M̂
[2,n]
[1,n−1]µˆ32,
and hence det M̂
[1,n]\3
[1,n−1] is a Laurent polynomial in component VI, since µˆ12 is a
Laurent monomial by (7.18).
In what follows we assume that 3 ≤ l ≤ n−2. The remaining (n− l)(n− l−1)/2
linear equations are provided by short Plu¨cker relations
det M̂
i∪j∪[n−l+3,n]
[1,l] det M̂
2∪[n−l+2,n]
[1,l] = det M̂
2∪j∪[n−l+3,n]
[1,l] det M̂
i∪[n−l+2,n]
[1,l]
+ (−1)χi+1 det M̂
2∪i∪[n−l+3,n]
[1,l] det M̂
j∪[n−l+2,n]
[1,l] ,
where the second factor in each term is a Laurent polynomial in component VI,
and, moreover, det M̂
2∪[n−l+2,n]
[1,l] = ±ψn−l−1,l/h2n. We can arrange the variables
in such a way that the matrix of the linear system takes the form A =
(
A1 A2
A3 A4
)
,
where A4 is an (n − l)(n − l − 1)/2 × (n − l)(n − l − 1)/2 diagonal matrix with
det M̂
2∪[n−l+2,n]
[1,l] on the diagonal. The column (i, j) of A2 corresponding to the
variable det M̂
i∪j∪[n−l+3,n]
[1,l] , i, j 6= 2, contains
(7.20)
∑
I⊆[1,n−l+1]\{2,i,j}
|I|=t−1
(−1)θ(i,j,I) det M̂2∪I[l+1,l+t] det Ψ̂
[2,t+2]
i∪j∪I
in row n−l−t for 1 ≤ t ≤ n−l−1, where θ(i, j, I) = χi∪I+#{p ∈ 2∪I : i < p < j},
and zero in row n−l. Similarly, the column (2, i) of A1 corresponding to the variable
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det M̂
2∪i∪[n−l+3,n]
[1,l] , i 6= 2, contains∑
J⊆[1,n−l+1]\{2,i}
|J|=t
(−1)θ(i,J) det M̂J[l+1,l+t] det Ψ̂
[2,t+2]
i∪J
in row n− l − t for 1 ≤ t ≤ n− l − 1, where
θ(i, J) =
{
1 for i = 1,
χJ +#{p ∈ J : 2 < p < i} for i 6= 1,
and (−1)χi µˆi2 in row n− l.
To find detA, we multiply A by a square lower triangular matrix whose column
(2, i) contains µˆl+1,2 in row (2, i), µˆl+1,j in row (j, i), 1 ≤ j ≤ i − 1, j 6= 2, and
(−1)χi+1µˆl+1,j in row (i, j), i+1 ≤ j ≤ n− l+1, j 6= 2; column (i, j) of this matrix
contains a single 1 on the main diagonal, and all its other entries are equal to zero.
Let A′ =
(
A′1 A2
A′3 A4
)
be the obtained product. Clearly, detA = µˆl−nl+1,2 detA
′. We
claim that (A′1)[1,n−l−1] is a zero matrix, and (A
′
1)[n−l] = µˆl+1,2(A1)[n−l].
The second claim follows immediately from the fact that (A2)[n−l] is a zero
vector. To prove the first one, we fix arbitrary i, t, and J = {j1 < j2 < · · · < jt},
and find the coefficient at det Ψ̂
[2,t+2]
i∪J in the entry of A
′
1 in row n− l− t and column
(2, i). For i = 1 this coefficient equals
(−1)θ(1,J)µˆl+1,2 det M̂
J
[l+1,l+t] +
t∑
r=1
(−1)2+θ(1,jr,J\jr)µˆl+1,jr det M̂
2∪J\jr
[l+1,l+t].
Taking into account that θ(1, J) = 1 and θ(1, jr, J \ jr) = 2 + #{p ∈ J : 2 < p <
jr} = 1+r, we conclude that the signs in the above expression alternate. For i 6= 1,
the coefficient in question equals
(−1)θ(i,J)µˆl+1,2 det M̂
J
[l+1,l+t] +
∑
jr<i
(−1)θ(jr,i,J\jr)µˆl+1,jr det M̂
2∪J\jr
[l+1,l+t]
+
∑
jr>i
(−1)1+θ(i,jr,J\jr)µˆl+1,jr det M̂
2∪J\jr
[l+1,l+t].
If j1 = 1, then θ(i, J) = r
∗, where r∗ = r∗(i, J) = max{r : jr < i}. Further,
θ(1, i, J \ 1) = 1 + r∗, θ(jr , i, J \ jr) = 1 + r∗ − r for 1 < jr < i and θ(i, jr, J \
jr) = 2 + r − r∗ for i < jr, hence the signs in the above expression taken in the
order 1, 2, j2, . . . , jt alternate once again. Finally, if j1 > 1, then θ(i, J) = r
∗,
θ(jr, i, J \ jr) = r∗ − r for jr < i and θ(i, jr, J \ jr) = 1 + r − r∗ for i < jr, and
again the signs taken in the corresponding order alternate. Therefore, in all three
cases the coefficient at det Ψ̂
[2,t+2]
i∪J equals det M̂
2∪J
l+1∪[l+1,l+t], and hence vanishes as
the determinant of a matrix with two identical rows.
The entry of A′3 in column (2, i) and row (i, j) is
(−1)χi+1µˆl+1,j det M̂
2∪[n−l+2,n]
[1l] + (−1)
χi µˆl+1,2 det M̂
j∪[n−l+2,n]
[1l]
= (−1)χiM̂
2∪j∪[n−l+2,n]
[1,l+1] ,
(7.21)
and the entry in column (2, j) and row (i, j) is
(7.22) µˆl+1,i det M̂
2∪[n−l+2,n]
[1l] −µˆl+1,2 det M̂
i∪[n−l+2,n]
[1l] = (−1)
χi+1M̂
2∪i∪[n−l+2,n]
[1,l+1] .
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By the Schur determinant lemma,
detA′ = detA4·det
(
A′1 −A2A
−1
4 A
′
3
)
= ±µˆl+1,2
(
ψn−l−1,l
h2n
)(n−l)(n−l−3)/2+1
detA′′,
where A′′ is the (n− l)× (n− l) matrix satisfying A′′[1,n−l−1] = (A2A
′
3)[1,n−l−1] and
A′′[n−l] = (A
′
1)[n−l]. Using (7.20), (7.21), and (7.22), we compute the entry A
′′
n−l−t,i
for 1 ≤ t ≤ n− l − 1, 1 ≤ i ≤ n− l + 1, i 6= 2, as∑
j<i
∑
I⊆[1,n−l+1]\{2,i,j}
|I|=t−1
(−1)θ(j,i,I)+χj+1 det M̂2∪I[l+1,l+t] det Ψ̂
[2,t+2]
i∪j∪I det M̂
2∪j∪[n−l+2,n]
[1,l+1]
+
∑
j>i
∑
I⊆[1,n−l+1]\{2,i,j}
|I|=t−1
(−1)θ(i,j,I)+χi det M̂2∪I[l+1,l+t] det Ψ̂
[2,t+2]
i∪j∪I det M̂
2∪j∪[n−l+2,n]
[1,l+1]
=
∑
J⊆[1,n−l+1]\{2,i}
|J|=t
det Ψ̂
[2,t+2]
i∪J
×
∑
jr<i
(−1)θ(jr,i,J\jr)+χjr+1 det M̂
2∪J\jr
[l+1,l+t] det M̂
2∪jr∪[n−l+2,n]
[1,l+1]
+
∑
jr>i
(−1)θ(i,jr,J\jr)+χi+1 det M̂
2∪J\jr
[l+1,l+t] det M̂
2∪jr∪[n−l+2,n]
[1,l+1]
 .
Analyzing the same three cases as in the computation of the entries of A′1, we
conclude that the second factor in the above expression can be rewritten as
(−1)χJ+χi+r
∗+1
t∑
r=1
(−1)r+1 det M̂
2∪J\jr
[l+1,l+t] det M̂
2∪jr∪[n−l+2,n]
[1,l+1] .
To evaluate the latter sum, we multiply M̂
2∪J∪[n−l+2,n]
[1,l+t] by a matrix
(
1l+1 0
0 N
)
,
where N is unipotent lower triangular, so that the entries of column 2 in rows
l + 2, . . . , l + t vanish. This operation preserves the minors involved in the above
sum, and hence the latter is equal to
t∑
r=1
(−1)r+1+χJ µˆl+1,2 det M̂
J\jr
[l+2,l+t] det M̂
2∪jr∪[n−l+2,n]
[1,l+1] = µˆl+1,2 det M̂
2∪J∪[n−l+2,n]
[1,l+t] .
Thus, finally,
A′′n−l−t,i = µˆl+1,2
∑
J⊆[1,n−l+1]\{2,i}
|J|=t
(−1)χJ+χi+r
∗+1 det Ψ̂
[2,t+2]
i∪J det M̂
2∪J∪[n−l+2,n]
[1,l+t] .
To evaluate detA′′, we multiply A′′ by the (n − l) × (n − l) upper triangular
matrix having (−1)i det Ψ̂
[2,k−1]
[1,k]\{2,i} in row i and column k, i, k ∈ [1, n − l + 1] \ 2,
i ≤ k; we assume that for i = k = 1 this expression equals 1. Denote the obtained
product by A′′′ and note that detA′′′ = ± detA′′
∏n−l+1
k=3 det Ψ̂
[2,k−1]
[1,k−1]\2. The entry
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A′′′n−l−t,k equals
µˆl+1,2
∑
i∈[1,k]\2
(−1)i det Ψ̂
[2,k−1]
[1,k]\{2,i}
×
∑
J⊆[1,n−l+1]\{2,i}
|J|=t
(−1)χJ+χi+r
∗+1 det Ψ̂
[2,t+2]
i∪J det M̂
2∪J∪[n−l+2,n]
[1,l+t]
= µˆl+1,2
∑
J⊆[1,n−l+1]\2
|J|=t
det M̂
2∪J∪[n−l+2,n]
[1,l+t]
×
∑
i∈[1,k]\2
(−1)χJ+χi+i+r
∗+1 det Ψ̂
[2,k−1]
[1,k]\{2,i} det Ψ̂
[2,t+2]
i∪J ;
the equality follows from the fact that det Ψ̂
[2,t+2]
i∪J = 0 for i ∈ J . Expanding the
latter determinant by the i-th row, we see that the entry in question equals
µˆl+1,2
∑
J⊆[1,n−l+1]\2
|J|=t
(−1)χJ+1 det M̂
2∪J∪[n−l+2,n]
[1,l+t]
×
t+2∑
s=2
(−1)s det Ψ̂
[2,t+2]\s
J
∑
i∈[1,k]\2
(−1)χi+iµˆis det Ψ̂
[2,k−1]
[1,k]\{2,i}.
Note that the inner sum above equals
det Ψ̂
s∪[2,k−1]
[1,k]\2 =
{
0, 2 ≤ s ≤ k − 1,
det Ψ̂
[2,k]
[1,k]\2, s = k.
We conclude that A′′′n−l−t,k = 0 if t+ 2 < k, and hence detA
′′′ equals the product
of the entries on the main antidiagonal. The latter correspond to t+2 = k and are
equal to
(−1)t+1µˆl+1,2 det Ψ̂
[2,t+2]
[1,t+2]\2
∑
J⊆[1,n−l+1]\2
|J|=t
(−1)χJ det M̂
2∪J∪[n−l+2,n]
[1,l+t] det Ψ̂
[2,t+1]
J ,
which by (7.19) coincides with ±µˆl+1,2 det Ψ̂
[2,t+2]
[1,t+2]\2ψn−l−t,l−1. Therefore,
detA′′′ = ±µˆn−l−1l+1,2
n−l−1∏
t=1
ψn−l−t,l−1
n−l−1∏
t=0
det Ψ̂
[2,t+2]
[1,t+2]\2,
and hence, taking into account (7.17) for t = n− l + 1, we get
detA = ±
ψ
(n−l)(n−l−3)/2+1
n−l−1,l ψl−1,1
h
(n−l)(n−l−1)/2+2
2n
n−l−1∏
t=1
ψn−l−t,l−1.
So, all minors det M̂
2∪i∪[n−l+3,n]
[1,l] for 1 ≤ i ≤ n−l+1, i 6= 2 are Laurent polynomials
in component VI, and hence so are all entries in the rows 1, 3, 4, . . . , n of M˜ . The
entries of the second row are restored via Lemma 8.5 as polynomials in the entries
of other rows and variables ci divided by the detK = det Ψ̂ = ±h11ψ11/h
n
2n.
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Remark 7.5. Once we have established that stable variables hii do not enter denom-
inators of Laurent expressions for entries of U at Σ˜′n (see Remark 7.3), this remains
valid for any other cluster in N0. This is guaranteed by the fact that entries of
U are Laurent polynomials in any cluster in N0 and the condition that exchange
polynomials are not divisible by any of the stable variables.
8. Auxiliary results from matrix theory
8.1. Proof of Proposition 3.5. This proposition is an easy corollary of the fol-
lowing more general result.
Proposition 8.1. Let A be a complex n×n matrix. For u, v ∈ Cn, define matrices
K(u) =
[
u Au A2u . . .An−1u
]
,
K1(u, v) =
[
v u Au . . .An−2u
]
, K2(u, v) =
[
Av u Au . . . An−2u
]
.
In addition, let w be the last row of the classical adjoint of K1(u, v), i.e. wK1(u, v) =
(detK1(u, v)) e
T
n . Define K
∗(u, v) to be the matrix with rows w,wA, . . . , wAn−1.
Then
det
(
detK1(u, v)A− detK2(u, v)1
)
= (−1)
n(n−1)
2 detK(u) detK∗(u, v).
Proof. It suffices to prove the identity for generic A, u and v. In particular, we can
assume that A has distinct eigenvalues. Then, after a change of basis, we can reduce
the proof to the case of a diagonal A = diag(a1, . . . , an) and vectors u = (ui)
n
i=1
and v = (vi)
n
i=1 with all entries non-zero. In this case,
detK(u) = VanA
n∏
j=1
uj , detK
∗(u, v) = VanA
n∏
j=1
wj ,
where VanA is the n× n Vandermonde determinant based on a1, . . . , an and wj is
the jth component of the row vector w. The the left-hand side of the identity can
be rewritten as
n∏
j=1
(aj detK1(u, v)− detK2(u, v)) =
n∏
j=1
det
[
(aj1−A)v u Au . . . A
n−2u
]
.
We compute the jth factor in the product above as
Pj =
∑
α6=j
(−1)α+1(aj − aα)vα VanA{α}
∏
i6=α
ui
=
uj ∏
β 6=j
(aj − aβ)
∑
α6=j
(−1)α+1(−1)n−j−θ(α−j)vαVanA{α,j}
∏
i6=α,j
ui,
(8.1)
where VanAI is the (n − |I|) × (n − |I|) Vandermonde determinant based on ai,
i /∈ I, and θ(α− j) is 1 if α > j and 0 otherwise.
Note that
n∏
j=1
uj
∏
β 6=j
(aj − aβ) = (−1)
n(n−1)
2 (VanA)2
n∏
j=1
uj = (−1)
n(n−1)
2 VanAdetK(u),
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and that the minor of K(u) obtained by deleting the last two columns and rows α
and j is
detK(u)
[1,n−2]
[1,n]\{α,j} = VanA{α,j}
∏
i6=α,j
ui.
Therefore
wj =(−1)
n+j detK1(u, v)
[1,n−1]
[1,n]\{j}
=(−1)n+j
∑
α6=j
(−1)α+1−θ(α−j)vα detK(u)
[1,n−2]
[1,n]\{α,j}.
Comparing with (8.1), we obtain
P1 · · ·Pn
= (−1)
n(n−1)
2 detK(u)VanA
n∏
j=1
∑
α6=j
(−1)n+α−j+1−θ(α−j)vα detK(u)
[1,n−2]
[1,n]\{α,j}
= (−1)
n(n−1)
2 detK(u)VanA
n∏
j=1
wj = (−1)
n(n−1)
2 detK(u) detK∗(u, v),
as needed. 
Specializing Proposition 8.1 to the case A = X−1Y , u = en, v = en−1, one
obtains Proposition 3.5.
8.2. Normal forms. In this section we derive several normal forms that were used
in the main body of the paper.
Lemma 8.2. For a generic n × n matrix U there exist a unique unipotent lower
triangular matrix N− and an upper triangular matrix B+ such that
U = N−B+CN
−1
− ,
where C = e21 + · · ·+ en,n−1 + e1n is the cyclic permutation matrix.
Proof. Let N1 = 1 −
∑n
i=2 uin/u1n. Then U1 = N1UN
−1
1 is a matrix whose last
column has the first entry equal to u1n and all other entries equal to zero. Next,
let N2 be a unipotent lower triangular matrix such that
(i) off-diagonal entries in the first column of N2 are zero, and
(ii) U2 = N2U1N
−1
2 is in the upper Hessenberg form, that, is has zeroes below
the first subdiagonal.
Then U2 has a required form B+C, where B+ is upper triangular. To establish
uniqueness, it is enough to show that if B1, B2 are invertible upper triangular
matrices and N is lower unipotent matrix, such that NB1C = B2CN , then N = 1.
Comparing the last columns on both sides of the equality, it is easy to see that
off-diagonal elements in the first column of N are zero. Then, comparison of first
columns implies that the same is true for off-diagonal elements in the second column
of N , etc. 
Lemma 8.3. For a generic n × n matrix U there exist a unique unipotent lower
triangular matrix N− and an upper triangular matrix B+ such that
U = N−B+W0N
−1
− ,
where W0 is the matrix of the longest permutation.
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Proof. Equality UN− = N−B+W0 implies W0U · N− = W0N−W0 · W0B+W0.
Using the uniqueness of the Gauss factorization, we obtain W0N−W0 = (W0U)>0
and W0B+W0 = (W0U)≤0N−, and thus recover N− =W0 (W0U)>0W0 and B+ =
W0 (W0U)≤0W0 (W0U)>0. 
Lemma 8.4. For a generic n× n matrix U there exists a unique representation
(8.2) U = (1n + νe12)N−MN
−1
− (1n − νe12) ,
where N− = (νij) is a unipotent lower triangular matrix with νj1 = 0 for 2 ≤ j ≤ n
and M = (µij) has µ1n = 0 and µi,n+2−j = 0 for 2 ≤ j < i ≤ n.
Proof. First, observe that if (8.2) is valid, then µ2n = u2n, and ν = u1n/u2n. De-
note U ′ = (1n − νe12)U (1n + νe12). Then (8.2) implies that the first row and
column of M coincide with those of U ′, and that M
[2,n]
[2,n] and N are uniquely deter-
mined by applying Lemma 8.3 to U ′
[2,n]
[2,n]. 
8.3. Matrix entries via eigenvalues. For an n×n matrix A, denote K = K(e1),
where K(u) is defined in Proposition 8.1.
Lemma 8.5. Every matrix entry in the first row of A can be expressed as P/detK,
where P is a polynomial in matrix entries of the last n−1 rows of A and coefficients
of the characteristic polynomial of A.
Proof. Let det(λ1−A) = λn+ c1λn−1+ · · ·+ cn. Compare two expressions for the
first row R(λ) of the resolvent (λ1−A)−1 of A:
R(λ) =
∑
j≥0
1
λj+1
Aje1 =
1
det(λ1−A)
(
λn−1e1 + λ
n−2Q2 + · · ·+Qn−1
)
,
where Qi, 2 ≤ i ≤ n− 1, are vectors polynomial in matrix entries of the last n− 1
rows of A. Cross-multiplying by det(λ1−A) and comparing coefficients at positive
degrees of λ on both sides, we obtain
cie1 + ci−1Ae1 + · · ·+ c1A
i−1e1 +A
ie1 = Qi, 2 ≤ i ≤ n− 1.
Let T be an n×n upper triangular unipotent Toeplitz matrix with entries of the ith
superdiagonal equal to ci, and let Q be the matrix with columns e1, Q2, . . . , Qn−1.
Then the equations above can be re-written as a single matrix equation KT = Q.
Note also that AK = KCA, where CA is a companion matrix of A with 1s on
the first subdiagonal, −cn, . . . ,−c1 in the last column, and 0s everywhere else.
Therefore, AKT = KT · T−1CAT = QT
−1CAT (note that C
′
A = T
−1CAT =
W0C
T
AW0 is an alternative companion form of A). Consequently, the first row A[1]
of A satisfies the linear equation A[1]KT = Q[1]C
′
A, and the claim follows. 
Lemma 8.6. Let H be an n × n upper Hessenberg matrix, CH =
[
⋆ ⋆
1n−1 0
]
be its upper Hessenberg companion and N = (νij) be a unipotent upper triangular
matrix such that N−1HN = CH . Then the row vector ν = (−ν1i)ni=2 coincides
with the first row of the companion form of H˜ = H
[2,n]
[2,n] .
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Proof. Factor N as N =
[
1 0
0 N˜
] [
1 ν
0 1n−1
]
. Then
N˜−1H˜N˜ =
([
1n−1 0
] [ 1 −ν
0 1n−1
])[2,n]
,
and the claim follows. 
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