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Abstract
The aim of this research project was to design an εµ Near Zero (EMNZ)
Electromagnetic Artificial Material (EAM), optimised to operate in high
power microwave environments. This was achieved by manipulating the ge-
ometry of sub-wavelength resonant periodic inclusions – unit cells – to create
an effective material whose electromagnetic properties could be manipulated
to enable high power operation with minimal losses for x-band operation.
The optimised unit cell design comprised of a 500µm thick copper double-
circular Complementary Split Ring Resonator (CSRR) arrangement with
an operating frequency of 10.03GHz. Simulations were conducted in HFSS
to determine the electromagnetic characteristics for an infinite array of the
unit cell design, optimised to operate as an effective medium with an oper-
ating frequency of around 10GHz, demonstrating an absorption coefficient
of below 0.1. This was then expanded to simulations where the optimised
unit cell design was loaded into a 36x18mm waveguide (x-band waveguide
would have only resulted in three of the unit cells being present in the
waveguide, thus not adhering to the Effective Medium condition required
for this design to be considered an Artificial Material). A comparison of the
electromagnetic properties was conducted in COMSOL, with the intention
of COMSOL conducting the simulations into the thermal properties of the
unit cell design. The COMSOL results suggest that this new design can
withstand incident pulsed powers of up to 10kW (a significant improvement
on the previous incident power limit of 1W) thus expanding the capabilities
of EMNZ materials for use in high power microwave environments.
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Chapter 1
Introduction
The focus of this research was to design an optimised Electromagnetic Arti-
ficial Material (EAM) which operates in a high power environment, enabling
energy exchange between a low energy electron beam and an incident x-band
(microwave) RF wave. This is because, when designing a device for RF gen-
eration/particle acceleration, a number of key concerns become apparent
very early on:
• How much power can the device produce/withstand?
• How much will the device cost to manufacture/maintain?
• How large will the device be?
One of the most recent developments in high power RF technologies are
Solid State Transistors. These are easy to produce, can be manufactured
to operate at a range of frequencies, can be swapped out of the system
if a transistor breaks (reducing down-time), and the maximum achievable
output power is predominantly limited by the number of transistors in the
system. They do have their draw-backs though: they are very large, heavy,
expensive systems which require constant maintenance. Figure 1.1a) shows
1
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the ESRF RF generator system at Grenoble, showing the system at well over
2m tall while producing an output power of 75kW [1] in x-band operation.
Figure 1.1b) however shows an x-band traveling wave tube (TWT), designed
early on in the second world war [2]. This device is around a metre along
the longest dimension and can produce powers of 100kW for around a fifth
of the price of the solid state device for the same output power. The main
drawback of a TWT type of system is the wavelength dependence on the size
of the device, a drawback that can be mitigated by the use of EAMs.
Figure 1.1: a) Image showing the ESRF solid state RF generator system at
Grenoble [1]. b) Traveling Waveguide [2]. Both operate in x-band.
EAMs are materials made from periodic sub-wavelength unit cells, designed
to have desirable electromagnetic properties as required by the user. These
properties can be, for example, increasing the amount of energy exchange
between an incident RF wave and a charged particle beam, achieved by
manipulating the dispersion relation of the wave or adjusting the phase of
the incident wave, reducing the sizes of equipment such as waveguides, or
3simply by enabling a charged particle beam and incident wave interaction
at a frequency not previously possible for a particular system.
Over the last 20 years there has been a growing interest in one type of
EAM – metamaterials – to achieve this. Their ability to produce novel
and interesting interactions with EM waves – such as negative refraction
– has opened the doors to many new areas of physics and engineering [3].
These materials rely on a largely resonant design to produce a large negative
refractive index. This unfortunately removes their ability to withstand high
power operating environments due to the storage of energy in the resonant
structures, creating substantial losses and limiting their usability in many
environments where high levels of energy exchange are required.
This study focuses on the development of εµ Near Zero (EMNZ) materials,
structures which use the same resonant design as metamaterials but oper-
ate in a frequency region away from negative refraction. This significantly
reduces the lossy behaviour whilst still allowing sufficient electromagnetic
property manipulation [4]. By loading this type of material into a system
like a TWT, the benefits of light weight, high power operation and cheaper
costs may be retained whilst removing the wavelength dependence of the
size of the device and increasing the high power capabilities of a system
[5].
Chapter 2 focuses on the origins and development of EAMs, giving a more
comprehensive discussion on the motivations behind this project and intro-
ducing the concept of a split ring resonator design for use as an EAM, along
with highlighting some of the benefits and short fallings of the field. Chapter
2.5 discusses the current advances and limitations on existing high power
applications of EAMs, highlighting the need to development of high power
compatible devices. Chapter 3 discusses important theoretical considera-
tions required for the full understanding of the EAM system, discussing Ef-
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fective Media theory and Bloch-Floquet Theory. This section also compares
the SRR design to a CSRR design. Chapter 4 covers the initial experimental
work conducted on a pre-existing metamaterial design, demonstrating the
usability of the theories discussed in Chapter 3 and showing that materials
can indeed be designed with desirable qualities (in this case demonstrating
Double Negative constitutive parameters in x-band).
The simulation software used (HFSS and COMSOL) are then discussed in
Chapter 5, highlighting the advantages and limitations of the code used in
each case. A comparison between the experimental setup discussed in 3
and a simulation of the same setup is then discussed in Section 5.2, demon-
strating the usability of the software. The simulations run to determine
the optimal unit cell design are then discussed in Chapter 5, where discus-
sions regarding the meshing, the computational optimisations and the unit
cell optimisations are made. The optimised design is studied in more detail
in Chapter 6 where the thermal handling capabilities are also addressed.
Chapter 7 discusses initial and potential fabrication methods, showing how
these designs can be constructed easily and cheaply from easily accessible
materials. Chapter 8 concludes this work, highlighting the successes of this
research and discussing future work possibilities.
Chapter 2
Background
In the early 1860s J. C. Maxwell combined the workings of Faraday, Gauss
and Ampe´re to determine a complete set of equations which describe the
properties of electric and magnetic fields. For vacuum these are:
∇ ·E = ρ
ε0
, (2.1)
∇ ·B = 0, (2.2)
∇×E = −∂B
∂t
, (2.3)
∇×B = µ0
(
J+ ε0
∂E
∂t
)
, (2.4)
where E is the electric field, B is the magnetic induction, ρ is the charge
density of the material and ε0 and µ0 are the permittivity and permeability
of free space, equal to (in SI units) 8.854× 10−12 m−3 kg−1 s4 A2 and 4pi×
107 H/m respectively (a full discussion of the derivation of these equations
can be found in [6]).
These equations are scale-invariant, meaning that phenomena predicted to
occur at millimetre lengths are also predicted for lengths of kilometres when
5
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scaled by the relevant factor (as λ increases by factor of a million, f decreases
by a factor of a million due to the equation c = fλ, where c is the speed
of light in vacuum). By modelling a system with macroscopically averaged
electric and magnetic fields the E and B fields can be re-expressed using
the macroscopic electric displacement D and the magnetic field H, given
by:
D = ε0E+
P−∑
β
∂Q′β
∂xβ
+ ...
 ,
H =
1
µ0
B− (M+ ...), (2.5)
where P, M and Qβ represent the macroscopically averaged electric dipole
(electric polarisation), magnetic dipole (magnetic polarisation) and electric
quadrupole [6].
By assuming small numbers of point charges (i.e. charged particles) and
weak incident fields, the material can be regarded as linear (see Appendix
A.1 for discussion) and the higher order terms in D and H can be disre-
garded (they represent the moment densities when the material experiences
a significant external magnetic field, such as those found in ferro-electrics,
ferro-magnets or other highly crystalline structures). P can then be written
as ε0χeE where χe is the electric susceptibility, and M can be written as
χmH where χm is the magnetic susceptibility. These susceptibilities repre-
sent the ability of a material to respond to an incident EM field, enabling
Eqns. 2.5 to be re-written as:
D = ε¯E, (2.6)
B = µ¯H, (2.7)
7where ε¯ represents the electric (permittivity) tensor and µ¯′ represents the
inverse magnetic (permeability) tensor. If the material is isotropic as well
as linear, then ε¯ and µ¯ are diagonal with all elements equal, so D and H
become:
D = ε0εrE = εE, (2.8)
H =
1
µ0µr
B =
1
µ
B. (2.9)
ε and µ are known as the constitutive parameters, with εr and µr rep-
resenting the complex relative permittivity and permeability respectively.
Equations. 2.6 and 2.7 are known as the constitutive relations.
By assuming that the wave is monochromatic and plane, travelling in the
r direction, both E and B are proportional to ei(k·r−ωt), the Helmholtz
Equation – relating the wavevector to the frequency of the wave – can be
determined from Maxwell’s equation as:
(−k2 + µεω2)
 EB
 = 0. (2.10)
The non trivial solution to this equation is:
(−k2 + µεω2) = 0, (2.11)
giving the relationship between the wavenumber k and the frequency ω
as:
k = ω
√
εµ = ω
√
εrµr
√
ε0µ0 =
ωn
c
= nk0, (2.12)
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where c is the speed of light in vacuum and k0 is the free space wavenumber.
This is the dispersion relation for the material, demonstrating that all of
the electromagnetic physics of the material is encapsulated into ε and µ. In
this equation n represents the refractive index of the material and is defined
as:
n2 = εrµr =
( c
v
)2
. (2.13)
As εr and µr are complex values n is also complex, where n = n
′ − jn′′
where:
n′ =
1
2n′′
(ε′µ′′ + ε′′µ′), (2.14)
is the real part of n and:
n′′ = +
{
1
2
(ε′′µ′′ − ε′µ′) + 1
2
((ε′2 + ε′′2) · (µ′2 + µ′′2))1/2
}1/2
, (2.15)
is the imaginary part of n [4], also known as the extinction coefficient. This
is related to the absorption coefficient of a material by the equation:
AbsCoeff =
4pifn′′
c
, (2.16)
where f is the frequency of the incident wave and c is the speed of light in
vacuum.
The normalised absorption (the absorptivity) in an idealised system can be
determined by:
A(ω) = NormPlost = 1− |S11|2 − |S21|2, (2.17)
9where S11 is related to the reflection coefficient of the material and S21 is
related to the transmission coefficient of the material, as used by Smith in
his 2002 paper as A2 [7] and is discussed in Appendix A.3.
Figure 2.1 shows the plot of ε vs µ for all possible types of isotropic electro-
magnetic materials, as taken from page 3 in [8]. Most materials lie in the
first quadrant of the plot, where µ = µ0 and ε > ε0. For some materials
ε < 0 and µ > 0 (for example in non-magnetic wires at low electron oscil-
lation frequencies (electric plasmas)), as in quadrant 2. For others, ε > 0
and µ < 0 (i.e. magnetic plasmas, such as anti-ferromagnetic materials like
MnF2 and FeF2 [9, 10]) as in quadrant 4. In both of these cases, the refrac-
tive index n =
√
εµ is imaginary, therefore only evanescent wave propagation
can occur.
In quadrant 3 ε and µ are both negative. Contained within this quadrant is
the point −ε0,−µ0, otherwise called “anti-air” or “anti-vacuum” (refractive
index n = 1) which produces a perfect lens [11]. The line where ε = µ rep-
resents impedance matching materials; materials with impedances perfectly
matched to that of air, removing reflections at the air-material interface [12].
Materials with µ near zero (MNZ) or ε near zero (ENZ) are also interesting
media, as is the point where ε = µ = 0, called the nihility point [13]. Ma-
terials containing these properties were not discovered until the early 2000s
(see Chapter 2.2).
For an electromagnetic wave the electric field strength E, magnetic field
strength H and wave vector k are related by:
k×E = ωµH,
k×H = −ωεE. (2.18)
One can see here that when ε and µ are simultaneously positive, k,E and
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Figure 2.1: ε − µ plot showing all the different possible configurations for
isotropic materials [8].
11
H form a right handed triplet; these are conventionally called Right Handed
Materials (RHM). Conversely when ε and µ are simultaneously negative
then k,E and H form a left handed triplet, called Left Handed Materials
(LHM). The energy flow per unit area per unit time, otherwise known as
the Poynting Vector S, is written as:
S =
√
ε
µ
|E0|2nˆ, (2.19)
where nˆ is the unit normal vector of the plane of propagation of the wave.
S always forms a right handed system with E and H, shown by the rela-
tionship:
S = E×H. (2.20)
When ε and µ are simultaneously positive, S and k are parallel to one an-
other and the material behaves as conventionally observed. However, when
ε and µ are simultaneously negative, S and k are anti-parallel to each other.
As k points in the same direction as the phase velocity of the wave, it is
apparent that the direction of energy propagation and phase velocity point
in opposite directions. This has some very profound effects, resulting in phe-
nomena such as dispersion manipulation [14], backwards wave propagation
[15], inverse Cherenkov acceleration [16] and reverse Doppler effects [17].
Researchers such as Rayleigh [18], Bose [19], Lamb [20], Schuster [21] and
Kock [22] had discussed ideas of negative ε and µ, even discussing backwards
wave propagation, yet non did a thorough study of the behaviour of double
negative materials. These effects were first discussed in significant detail by
Veselago in the mid 1960s [23].
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2.1 Veselago’s Vision
Veselago discusses in [23] how the different signs for ε and µ would manifest
themselves physically. He talks about a boundary between two materials,
with a monochromatic wave incident through the first, right handed mate-
rial. This is shown in Fig. 2.2. This wave can behave in one of three ways;
it can be reflected off the boundary, it can refract through the boundary or
it could do a combination of the two.
Figure 2.2: 1 - incident ray, 2 - reflected ray, 3 - refracted ray if the second
medium is left handed, 4 - refracted ray if the second medium is right handed.
φ (top) and ψ (bottom) represent the incident/reflected and refracted rays
respectively [23].
If both materials have the same handedness, then the incident wave (ray
1) will either reflect of refract through the second material along ray paths
2 or 4. This is well known as conventional materials (both right handed),
behave in this manner. However, if the materials have different handedness,
then Veselago predicts that the incident wave will refract through the second
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medium along ray path 3.
The refractive index of a material was defined in Eqn. 2.13 as n2 = εrµr,
and Snell’s law states that n1sinθ1 = n2sinθ2 (for |n1| > |n2|). Combining
these equations for the two materials results in:
n1
n2
=
sinθ2
sinθ1
= ±
√
ε1µ1
ε2µ2
. (2.21)
Conventionally only the positive root was accepted as the negative root was
deemed unphysical, however Veselago re-expressed Snell’s Law to include
the negative root:
n1
n2
=
sinθ2
sinθ1
=
p1
p2
∣∣∣∣√ε1µ1ε2µ2
∣∣∣∣ , (2.22)
where p1 and p2 represent whether the material is Right Handed (pi = +1) or
Left Handed (pi = −1) and εi and µi are the permittivity and permeability
of material 1 and 2 respectively. This study was regarded as interesting
but not relevant to the academic community at the time as there were no
physical realisation of RHMs and so the study was no longer pursued.
2.2 Pendry’s Proof
In the late 1990s Pendry and his team produced two papers; one demon-
strating a possible realisation of a negative ε [24], (experimentally verified
in [25]), and another showing a realisation of negative µ [26]. The first de-
scribes an array of thin wires arranged periodically to produce a reduced
plasma frequency response, enabling plasmons to exist in the near infra-red
to GHz range. Prior to this, the plasmons had only been observed in the
visible or ultra-violet frequencies due to dissipative effects establishing dom-
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inant Drude behaviour at lower frequencies1. The second paper describes a
periodic array of resonant non-magnetic “microstructures” which exhibited
behaviour in the microwave region as if they had an effective permeabil-
ity. These were dubbed Split Ring Resonators (SRRs). At the resonant
frequency, induced currents set up in the split rings cause the storage of en-
ergy from the incident wave, creating an opposing magnetic field, while the
capacitive regions act to store the electric field. The greater the capacitance,
the greater the induced current.
The equations for the resonant frequency for the split rings was determined
as:
ω20 =
3lc20
piln2cd r
3
= 7.1× 1021, (2.23)
where l is the distance between adjacent planes of rings, c0 is the speed of
light in vacuum, c is the width of each ring (assumed the same for both
rings), d is the spacing between ring edges and r is the inner radius.
This equation assumes:
r >> c, r >> d, (2.24)
l < r, (2.25)
ln
c
d
>> pi (2.26)
A complete solution for the exact electromagnetic behaviour of a split ring
resonator system is difficult due to the complexity of the inductances pro-
duced by the structures. Exact solutions for simple, idealised cases are
possible but consist of complex expressions – for example, circular coaxial
1Drude behaviour is essentially where the electrons can be modelled as classical objects
which “bounce” between their adjacent atoms, similar to a ball in a pinball machine.
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filaments in a circuit require the use of elliptical integrals. Look-up ta-
bles can be used to determine the solutions to these expressions, however
exemplary accuracy must be made when taking measurements of the indi-
vidual terms for the equations for the calculated values for the inductance
to have even a moderate precision. To determine the approximate resonant
frequency for a split ring resonator with magnetic resonance applications,
Hardy and Whitehead [27] determined:
ω0 =
c
r0
√
t
piw
(2.27)
where t is the split-width in the SRR, w is the ring width, c is the speed of
light in vacuum and r0 is the internal ring radius. These dimensions can be
seen in Fig. 2.3.
Figure 2.3: Hardy and Whitehead’s determination of a resonant frequency
for a SRR [27].
This enables the material engineer to easily determine an approximate op-
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erating frequency for the SRR structure.
A more complete analysis for determining the analytic resonant frequency of
the split rings were later produced by Shamonin et. al. [28, 29]. This models
the SRR arrangement as a collection of distributed circuits – similar to those
used in transmission-line theory – connected via two gap capacitances. The
equivalent circuit model for the SRRs can be seen in Fig.2.4.
Figure 2.4: Inductances and Capacitances for SRR arrangement [29].
By assuming a lossless system the resonant frequencies of the system can be
determined using the characteristic equation:
κsinκpi · [4piκ2 − piγ1γ2 − 2γ1ν2 − 2γ2ν1] + cosκpi · [γ1γ2(ν1+
ν2)− 2piκ2(γ1 + γ2)] = −2γ1γ2(ν1ν2)1/2, (2.28)
where:
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κ2 = ω2LeqC, γ1 = C/Cg1, γ2 = C/Cg2,
ν1 = [(L1 − L12)/D]2,
ν2 = [(L2 − L12)/D]2, Leq = L1 + L2 − 2L12,
D = (L1L2 − L212)1/2 (2.29)
The values for the inductances and capacitances can be determined using
look-up tables given in [30, 31].
Due to the periodic nature of these designs, and because these structures
were designed with unit cell dimensions significantly less than the wavelength
of the incident radiation, the structure can be modelled as an Effective Media
(see Chapter 3.1) where the wave propagation through the material can be
modelled using Bloch-Floquet Theory (see Chapter 3.2).
2.3 Smith’s Success
In the early 2000s, Smith et. al. [32] consolidated Pendry’s work with wires
and SRRs to produce a simultaneously negative material. Their numerical
and experimental results are shown in Fig. 2.5. These results show that
transmission occurs in the 5GHz frequency region, akin to the region where
ε and µ have the same, negative sign. This is not a direct measure of negative
refraction.
Negative refraction was directly demonstrated experimentally in 2001 by
Shelby et. al. [33]. In their experiment they move to using the square split-
ring arrangement, as shown in Fig. 2.6a), and use a Drude-Lorentz type
model (based on the Nicolson-Ross [34] and Weir [35] extraction technique)
to determine the effective ε and µ:
18 CHAPTER 2. BACKGROUND
Figure 2.5: Plot showing the numerical results for the transmission of a wave
over an SRR array with a = 8mm. Inset: Dispersion plot for the SRR and
wire array [32].
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µr =
µ(ω)
µ0
= 1− ω
2
mp − ω2R
ω2 − ω2mp + iγω
, (2.30)
εr =
ε(ω)
ε0
= 1− ω
2
ep − ω2ER
ω2 − ω2ep + iγω
, (2.31)
where ωmp is the magnetic plasma frequency, ωR is the magnetic resonance
frequency, ωep is the electric plasma frequency for the wires, ωER is the
electric resonant frequency for the wires and γ is a damping factor. From
this, they were able to determine a region where the index of refraction was
−2.7± 0.1 at 10.5GHz. This can be seen in Fig. 2.6b).
Further discussion on this extraction method can be found in Appendix
A.2.
Parazzoli et. al. conducted a similar experiment in 2003 with a modified
structure (operating frequency at 12.6GHz) [36], and Houck et. al. also
experimentally verified a negative index of refraction, also in 2003 [37]. This
proved that a material which demonstrated a negative refractive index was
realisable, completing the ε − µ graph and paving the way for new physics
and technologies to be explored.
These materials were given the name “Metamaterials”, a term coined by
Rodger Walser in the early 2000s [38], and were defined in [39] as:
macroscopic composites having a man-made, three-dimensional,
periodic cellular architecture designed to produce an optimized
combination, not available in nature, of two or more responses
to specific excitation.
The idea of negative refraction has since been elaborated on further [40, 41]
and used in phenomena from planar super-lensing [42, 43] to invisibility
cloaking [44–47]. By coupling the unit cells in certain ways, properties like
Electromagnetically Induced Transparency (EIT) [48–51], Fano-resonance
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Figure 2.6: a)Image of the structure designed by Shelby et. al.. b) Plot of
the refractive index of the material over a range of frequencies, showing a
negative refraction of 2.7± 0.1 at 10.5GHz [33].
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[52–55], and chirality [56–58] can be achieved; phenomena not known to
occur in the original Pendry designs of metamaterials. However, for suc-
cessful operation, it is imperative that these structures do not suffer from
high losses or thermal breakdown.
A mention should also be made at this point, that there still remains some
discrepancy in the literature as to what constitutes a “Metamaterial”. Many
literature sources treat any artificial material created with a specific, engi-
neered EM behaviour as a Metamaterial, thus including structures with
single negative or even dual positive constitutive parameters. This thesis
uses the definition that a Metamaterial and a Left-Handed Material are
synonymous i.e. both have a negative refractive index. Metamaterials are
therefore a subset of Artificial Materials in this context.
2.4 Electromagnetic Artificial Materials
Metamaterials were not the first type of material to demonstrate interesting
properties which do not exist naturally. Instead, they may be seen as succes-
sors of artificial dielectrics, pioneered by Bose [19], Lindman [59], Kock [60],
Cohn [61], and Rotman [62] and typically existed as inclusions of spheres,
discs or rods [62–64].
Artificial Dielectrics, or Electromagnetic Artificial Materials (EAMs), be-
came a staple component for modern technology around the 1940s, with
pioneering work produced by W. Kock of Bell Laboratories, in response
to the then-recently developed radar microwave technologies, as lightweight
structures and components were required for various forms of microwave de-
livery devices during the second world war. These structures used arrays of
metallic strips to create an effective “metallic lens” by using the fact that the
phase velocity of a wave is increased in waveguide. This essentially created
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an artificial dielectric lens whose properties were determined by the spacing
of the strips and the frequency of operation, producing low-loss, lightweight
and cost effective lenses for use with radio-waves [22, 60].
Figure 2.7: Kock’s Metallic Lens [60].
The requirement of smaller, lighter microwave devices did not simply stop at
the end of the second world war; the improvements in technologies were con-
stantly requiring yet further reductions in the size of these devices and higher
power operation. Vacuum Electronic Devices (VEDs) such as traveling-wave
tubes, klystrons, magnetrons and backwards-wave oscillators currently hold
the top-spot for high power capability, yet have the disadvantages of a large
physical footprint (as the size of the VED is dependant on the wavelength
of radiation being used), being heavy, being very limited in operational use
and being expensive to manufacture and maintain. It is here that EAMs
can help as their interesting, novel EM behaviour can be exploited to further
reduce the size and cost of microwave devices [65].
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2.5 High Power AMs
In 2002 N. Garcia et. al. [66] produced a comprehensive study questioning
the validity of the experimental data produced by Smith et. al., concluding
that the introduction of metals into the unit cell arrangement would result
in “unavoidable problems at microwave frequencies because of losses con-
comitant with dispersion that swamp any characterization of a net negative
real refractive index”.
P. Markus et. al. [67] however produced a numerical study analysing the
origins of losses in Left Handed Materials (LHMs), concluding that very
good transmission is possible in the region of negative refractive index in
spite of the dispersion in µ and n. This study supposed that the high losses
seen in the experiments could be due to the absorption of the dielectric
board of the SRRs were located on, with the metallic components of the LH
structures not contributing a significant source of loss.
J. Dimmock used Pendry and O’Brien’s 2002 study [68] to continue this
work into losses of LHMs [4]. By using the equations and results from the
Pendry and O Brien’s paper, Dimmock was able to deduce the material loss
factor per wavelength, Lm, (for silver) as:
Lm ≡ 4.8
λ
. (2.32)
The plot of this is seen in Fig 2.8, where La is the loss factor of the material
per wavelength in air and is equal to:
La = 4pin
′′, (2.33)
where n′′ is the imaginary part of the refractive index as described in Eqn.
2.15.
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Figure 2.8: Plot showing the predicted material loss factor per wavelength
as given in [4], based on the data given in [68]. Lm represents the material
loss per wavelength in silver, and La is the loss factor of the material per
wavelength in air.
Dimmock concludes that the losses in LHMs in the infrared and viable spec-
tra are likely to be large, a result reiterated by Raynolds et. al. [69]. His
results however suggests that the losses caused by the metal additions to the
unit cells only produce a very small addition to the total losses experienced
by the artificial structure for microwaves, therefore suggesting that the ex-
perimental setup or some other cause was to blame for the losses observed
in experiment.
2.5.1 High Power Experiments
To test the ability of LHMs to withstand high power (required for operation
in a VED) R.Seviour et. al. conducted a number of numerical simulations
to determine whether the dielectric substrate was indeed the source of the
losses [5, 70]. Through the use of HFSS and ePhysics (now ANSYS) they
were able to demonstrate that the region of simultaneously negative εr and
µr resulted in a peak in the absorption coefficient of the system. This is
shown in Fig. 2.9.
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Figure 2.9: Plots of a) Re(εr), b) Re(µr) and c) absorption coefficient for
the structure. These show that the region of simultaneously double negative
response coincides with the peak in absorption [70].
The simulations determined the loss density and temperature rise of a bulk
material made up of 2mm unit cell SRRs loaded into an x-band waveguide.
The material was simulated to be exposed to 1W of RF at 10GHz, and
suggested that temperatures exceeding the combustion point of the FR4
(600◦C) would be reached after merely 15 seconds of exposure. This is
shown in Fig. 2.10, indicating the loss density and the temperature rise for
a unit cell located at the centre of the waveguide at the top of an array of
4 unit cells.
To verify these simulations, an experiment was made of the simulation setup,
26 CHAPTER 2. BACKGROUND
Figure 2.10: Left: Loss Density Map (HFSS). Right: Thermal Profile as
produced in ePhysics (now ANSYS) produced using the Loss Density Map.
Regions exceeding 600◦C are predicted to occur in the bottom left of the
unit cell [5].
and the material was exposed to a 10GHz 1W wave. After 15 seconds,
the material began to combust, demonstrating temperatures exceeding the
600◦C had occurred. This can be seen in Fig. 2.11, validating the simulation
technique used.
Figure 2.11: Image showing that after a 15 second exposure to a 1W 10GHz
wave, the metamaterial suffered thermal breakdown.
Many other types of simulations were also conducted, for example varying
the geometry of the unit cell and varying the substrate to name a couple.
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However, all simulations concluded that operation in the region of negative
refractive index resulted in very high predicted absorption coefficients which
result in catastrophic failure of the structure either through deformation
or melting/combustion. This demonstrates that LHM are not suitable for
operation in high power VED environments.
Numerous studies have been conducted with varying degrees of success in
order to identify methods to reduce these losses, for example by geometric
tailoring [71], manipulating the coupling relationship between the electric
and magnetic resonances [72, 73], using superconducting elements [74, 75]
or operating away from resonance [76–78]. Many of these solutions actually
move the operating frequency away from regions of negative refraction and
use the LHM unit cell design in a frequency region where the bulk material
is considered an ENZ/MNZ/EMNZ material. Active metamaterials have
also been investigated [79–83], though more work needs to be done on these
as the complex behaviour created when the gain materials are embedded
into the metamaterial structure creates significant difficulties in creating a
stable active metamaterial design [81, 84–87].
All that being said, there is considerable work being conducted into utilising
these high absorption abilities for beneficial uses [12, 88–90]. Applications of
these types of structures range from photovoltaics [91, 92], EM “pollution”
absorbers [93, 94] or as a “perfect optical black hole” [95].
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Chapter 3
Theory
In order to successfully design a high power electromagnetic artificial ma-
terial, a number of concepts and derivations needed to be understood. The
most important of these was being able to determine ε and µ from physically
measurable quantities, thus ensuring that a material behaves in the desired
manner. Typically, these measurable quantities are the scattering parame-
ters (S-parameters) which are measures of the amount of the incident wave
reflected from or transmitted through a material.
The most conventional method of doing this is by inserting the material (the
Device Under Testing – DUT) between two ports (input - port 1, and output
- port 2) in a Network. Exposing the DUT to an incident wave then enables
the user to measure the amount of the wave from port 1 that is reflected back
to port 1 (S11), or transmitted through to port 2 (S21), therefore allowing
the electromagnetic properties of a material to be determined. A schematic
of this can be seen in Fig. 3.1.
The actual values for the S-parameters are complex (as the incident wave is
complex) so are expressed as Sij = |Sij |eiθij where |Sij | represents the am-
plitude or magnitude of the S-parameter, and θij represents the phase.
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Figure 3.1: Schematic showing how the S11 and S21 parameters are related
to the amount of wave being reflected off (S11) or transmitted though (S21)
the DUT.
3.1 Effective Media Theory
Section 3 introduced the concept of averaging the electromagnetic prop-
erties of a microscopic system, enabling the system to be modelled using
the macroscopic Maxwell’s Equations. This leads to the question of where
the limit between a microscopic and a macroscopic system lies; can an EM
medium with physically realisable substructure be created which also en-
sures that the incident wave remains unaware of the fine detail - an “Effective
Medium”?
Effective Media Theory (EMT) and the electromagnetic response of inclu-
sions in a host medium have been a topic of interest since the time of Maxwell
and Rayleigh [96–105]. For a composite material, EMT outlines the limita-
tions of the size of a sub-wavelength periodic unit cell relative to the incident
wave, resulting in the material appearing to the wave as a single, homoge-
neous bulk of material.
Here, a composite material is any material made up of two or more types
of material, generally with one of the materials forming the main bulk of
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the material, called the “host”, with the other materials existing as “sub-
structures” or “inclusions” within the host. These can exist in two forms; a
cermet – substructures are complete isolated from one another, as shown in
Fig 3.2a) – or an aggregate – substructures touch on one or more edges, as
see in Fig 3.2b) [106].
Figure 3.2: a) Cermet Topology (unit cells isolated from one another). b)
Aggregate Topology (unit cells share boundaries) [106].
In a two-material cermet composite (typically a vacuum or air “host” and
dielectric or metal “inclusion”), an incident wave will encounter five different
conditions: |k1|a  1, |k2|a  1, |k|a  1, |k1|b  1 and |k|b  1. Here,
ki is the wavenumber in each material (1 is the host and 2 is the inclusion,
where ki =
2pi
√
εiµi
λ0
), k is the average wavenumber for the bulk structure, a is
the radius of the material inclusion and b is the largest length characterising
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the unit cell spacing (i.e. the largest primitive lattice vector in a crystal).
When the first condition is satisfied (|k1|a 1) the system is said to adhere
to the long-wavelength limit. If all five conditions are satisfied, then the
system is in the infinite wavelength (or quasi-static) limit.
Most theories of wave propagation through cermets are variations or exten-
sions of the Maxwell-Garnett [107] or the Bruggeman [108] methods, with
the Bruggeman theory becoming known as EMT. Both methods are based on
Mie scattering (the scattering of EM waves within the material lattice) and
on the the electric-dipole moment induced in the unit cell. When the frac-
tion of the unit cell volume (Fr) occupied by the inclusion is suitably small
(for example Fr = 0.3 [109]), the two theories become indistinguishable and
the effective complex dielectric constant is determined as [110]:
εr − ε1
εr + 2ε1
= Fr
ε2 − ε1
ε2 + 2ε1
, (3.1)
where ε1 and ε2 represent the permittivities of the host and inclusion re-
spectively.
Stroud and Pan [111] extended the Bruggeman theory to include the magnetic-
dipole terms (important at long wavelengths), which, in the long wavelength
limit, simplify to [112]:
µr − µ1
µr + µ1
= Fr
µ2 − µ1
µ2 +mu1
. (3.2)
Discussions on the details of the different types of effective media approxi-
mations can be found in [104, 106, 113–115].
By enforcing that a medium is truly effective (i.e. the scattering within the
bulk material tends to zero so k1a  1 [109]), Wu et. al. showed that the
long wavelength limit is:
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λ0 ≡ 2pi
k0
> 3.5a, (3.3)
for magnetodielectric composites [112]. Wavelengths shorter than this pro-
duces scattering within the material, removing the purely refractive be-
haviour required for the material to be considered effective.
The long wavelength theory has been applied to various types of metamate-
rial [116–118]. The general “rule of thumb” technique is to use unit cell sizes
of λ/10, though structures with sizes λ/6 [33] were sufficient to demonstrate
negative refraction, and sizes of λ/4 have also been justified [119].
This defines the maximum size that the unit cell can have to be considered an
effective medium. However, an effective medium cannot really be considered
a medium at all if there are only a few unit cells in the arrangement. To
determine the complete EM behaviour of the unit cells it is useful to model
an infinite sheet of them, a technique easily achievable by the use of Bloch-
Floquet theory.
3.2 Bloch-Floquet Theory
Bloch Floquet Theory describes how waves propagate in an infinite, linear,
periodic medium. The theorem is stated in [120] as:
For a given mode of propagation at a given steady-state fre-
quency, the fields at one cross section differ from those one period
away only by a complex constant.
This means that if one knows the properties of the initial wave, the period-
icity of the system and the number of unit cells which need to be traversed
to reach a particular point in the material, the electromagnetic properties
at the point can be determined. This can be expressed as:
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Φ(r + p) = eζrF (r) = Φ(r) (3.4)
where Φ is the periodic function in the r direction, p is the periodicity of
the material, ζ is the propagation constant of the wave and may be real,
imaginary or complex, F (r) is the general solution of the wave at position
r. This shows that for any periodic system, knowing the general solution
to a single periodic unit cell provides the solutions for all given periodic
units, given ζ. For a more complete derivation of this theory see Appendix
A.5.
Using the concepts described so far, one can design an effective medium for
any desired operating frequency and model an infinite plane of the material
to determine the effective values of ε and µ. However, the actual value of
the operating frequency, and thus the required sizes of the unit cells still
needs addressing.
3.3 SRR vs CSRR
So far only the Split Ring Resonator (SRR) and wire arrangement suggested
by Pendry et. al. have been discussed. However, as time has progressed,
researchers began investigating many other designs, for example the Com-
plementary Split Ring Resonator (CSRR).
Figure 3.3 shows both an SRR and a CSRR [121], along with their equivalent
circuit models. In this image C0 = 2pir0Cpul represents the total capacitance
between the rings, Cpul is the capacitance between the rings per unit length,
f0 = (LsCs)
−1/2/2pi represents the resonant frequency of the SRR where
Cs = C0/4 is the series capacitance of the lower and upper halves of the
SRR and Ls represents the inductance and can be approximated by that of
a single ring with an averaged radius r0 and width c.
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Figure 3.3: Images showing the difference between an SRR and a CSRR,
alongside their corresponding equivalent circuit diagram. Grey zones repre-
sent metal regions [121].
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This demonstrates that, where the SRR can be considered a resonant mag-
netic dipole which is excited by an axial magnetic field, an equivalent CSRR
can be considered as a resonant electric dipole (with the same resonant fre-
quency as the SRR) which is excited by an axial electric field. Therefore
both designs can be used to create very similar electromagnetic responses.
This enables the use of the formulas suggested by Pendry when creating a
CSRR design.
Chapter 4
Experimental Work
To determine whether the Nicolson-Ross-Weir extraction technique is ap-
propriate for obtaining εr and µr, an existing metamaterial design was ex-
perimentally characterised.
When deriving the extraction technique relating the scattering parameters to
the constitutive parameters (specifically the technique developed by Nicol-
son, Ross [34] and Weir [35], and also Smith [32], as discussed in Chapter
2.3) certain assumptions were made which need to be addressed. The first
assumption, that the technique requires an infinite sheet of unit cells, will
never be possible to completely fulfil, however by filling the cross-section of
the waveguide with the unit cells the edge effects caused by the finite size
of the material can be reduced. The second assumption, that the incident
wave is plane, is addressed by the use of a parallel plate waveguide system
and ensuring that the structure is located a suitable distance away from the
wave source ensures that the incident wave is plane at the structures surface.
The final assumption, that the material is passive, is easily achievable as the
structure is isolated from external energy sources.
The metamaterial used was a 2.4mm unit cell double square-SRR design,
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lithographically etched onto an FR4 substrate, and with a copper stripwire
along the back. These unit cells were stacked 4 high and 14 long to fill the
10.16mm x 22.86mm cross section of the x-band waveguide, creating a single
row of artificial material. This design can be seen in Fig. 4.1. This design
was used as it has the same geometry as the unit cell described in Chapter
2.5.1.
Figure 4.1: a)Metamaterial structure being experimentally characterised.b)
Dimensions of the unit cell. c) Single strip of the material.
The experimental setup can be seen in Fig. 4.2, consisting of the material
loaded into a parallel plate waveguide (see Fig. 4.2b); the top and bottom
of the waveguide were made from aluminium plate and the sides were made
from microwave absorber to ensure plane wave propagation of the incident
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wave. At each end was an x-band launcher connected to an Agilent Tech-
nologies E Series Network Analyser (NA) via coaxial cable, set to record
20001 frequency points between 8GHz and 13GHz (covering the entire x-
band range). A metal block was located at each port on top of the lid
of the waveguide to ensure that there was minimal wave-leakage between
the launcher and the waveguide. Each coaxial connection was impedance
matched to a torque of 0.57Nm. The metamaterial structure was positioned
at the centre of the waveguide, 29.0cm away from Port 1 (approximately
10 wavelengths) to ensure that the wave reaching the structure was a plane
wave, see Fig. 4.2c).
Figure 4.2: Experimental setup for characterising an existing metamaterial.
The cutoff frequency fc of the waveguide was 6.56 GHz. This can be calcu-
lated from the equation:
fc =
c
2pi
√(npi
a
)2
+
(mpi
b
)2
, (4.1)
where the integers n,m >= 0 are the mode numbers, and a, b are the lengths
of the sides of the waveguide. For fundamental mode propagation in x-band,
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n = 1 and m = 0 where a = 22.86mm and b = 10.16mm.
4.1 Calibration of the Network Analyser
Before any experimental work could commence it was important to calibrate
the network analyser. This ensures that the errors in the data obtained are
kept to a minimum (as discussed in Chapter 4.1.1) and ensures reliabil-
ity.
The experimental setup required the Parallel Plate Plane Wave Calibration
Technique; this consists of two ports located at either end of a .60.0cm
parallel plate waveguide, with a length of 29.0cm to the front of the Device
Under Testing (DUT) loading region. It was very important to ensure that
the front position of the DUT was maintained throughout the experiments
as this distance from Port 1 effects the phase of both S11 and S21, therefore
could result in incomparable data if not recorded correctly.
The calibration used the standard open (nothing loaded into the waveg-
uide), matched (absorber) and short (metal bar). These can be seen in Fig.
4.3.
To select the correct calibration kit, the options of ”Calibration” −− >
”Calabration Wizard” −− > ”Unguided” −− > ”TRL” −− > ”Port 1-
2” are required. At this point the user is able to select a specific type of
calibration kit by selecting ”View Calkit” and selecting ”Plane Wave Kit”
(for this experimental setup). At this point the three options for ”open”,
”reflect” and ”transmit” appear. Select ”Reflect standard” −− > ”System
Impedance”.
Open the lid to the experiment, insert the metal short into the waveguide
exactly at 29.0cm and replace the lid, ensuring the metal blocks get replaced
at the ports to ensure minimal wave-leakage. Select ”Reflect” on the NA
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Figure 4.3: Calibration kit used for the Network Analyser. a) The short
(metal bar - left) and the matched load (microwave absorber - right)
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screen for Port 1 and wait for the screen to show that the measurement has
been made. Remove the short and insert the matched load (the absorber).
Select ”line” on the NA screen for Port 1 and again wait for the measurement
to be made. Finally, remove the load and replace the lid, then select ”Thru”
to measure the open system. Repeat for Port 2. Verify that the calibration
has been successful checking S21; if this doesn’t equal 1 then either the
calibration needs refreshing (turn ”Cal” off then on again) or the calibration
has not been conducted correctly.
4.1.1 Calibration Errors
There are 3 main types of error that can occur when calibrating the Network
Analyser; Systematic Errors (caused by imperfections in the NA and the test
setup), Random Errors (caused by issues like instrument noise) and Drift Er-
rors (caused by the performance of the NA changing over time). Systematic
errors are characterised during the calibration process and mathematically
removed during measurements due to their predictable nature (they are as-
sumed to be time invarient [122]. Random errors are much more difficult to
account for as they are unpredictable by nature. The main contributor for
this type of error is instrument noise (source phase noise, sampler noise, etc).
Drift errors are predominantly caused by temperature variations and can be
mitigated by ensuring that the ambient temperature of the experimental
environment remains steady.
To explicitly address the issue of temperature variation, experiments were
conducted to determine the time required for the Network Analyser to warm
up sufficiently to produce stable readings and to determine how drift errors
might be introduced over the course of an extended experiment. A frequency
range of 0.1-20GHz was used, with scattering-parameter data being exported
at various times over an hour (the previously assumed time required for the
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NA to become stable). The room temperature remained a steady 24◦C over
the course of the experiment. The experimental setup was the same as in Fig.
4.2, though without the loaded structure. The results of the investigation
can be seen in Fig. 4.4, with a subset of the data within the x-band frequency
range being highlighted as this is the range we are most interested in stable
results for. The first measurement (0925) was made as soon as the Network
Analyser was turned on. Plot 4.4c) shows that there is an obvious difference
between this measurement and the second time measurement 13 minutes
later (0938). The later times show that there is then only slight fluctuations
about the 0938 data – even after the completion of the hour – suggesting
that the NA is stable for measurements by 13 minutes after being turned
on and for at least an hour afterwards as long as the temperature of the
room is kept stable. This will ensure that initial drift errors are kept to a
minimum.
Figure 4.4: Data showing how fluctuations in the Network Analyser reduce
over an hour.a) Data over the whole 0.1-20GHz range. b) Data from 11-
12GHz. c) Data from 11.98-12GHz.
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4.2 Experimental Results
For the 2.4mm unit cell being analysed, the approximate resonant frequency
(based on Eqn. 2.27) is around 13.5GHz.
After calibrating the NA, the structure was loaded into the parallel plate
waveguide and the magnitude and phase of S11 and S21 were extracted over
an 8-15GHz frequency range. Figure 4.5 shows the plots produced by the
NA, where the magnitudes of S11 and S21 are shown on the left of the figure
and are given as LogM (whereM is the scattering parameter) and the phases
in degrees are shown on the right. Note that in S21 the phase is wrapped
around on itself, hence the large jump in phase. This jump is removed in
the analysis of the data. This phase-wrapping unfortunately introduces a
small amount of noise in the signal, as seen by the thickening of the line
width of the data.
Figure 4.5: Data given by the Network Analyser: top left) Magnitude S11
[dB]; top right) Magnitude S21 [dB]; bottom left) Phase S11 [
◦]; bottom
right) Phase S21 [
◦].
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To ensure that the data acquisition method was reliable a number of mea-
surements were taken of S11 and S21. The plots comparing 6 separate ex-
periments characterising the metamaterial between 9GHz and 13GHz can
be seen in Fig. 4.6 showing the magnitudes [U] and phases [rads] of S11
and S21. These plots show that the measured behaviour of the metamate-
rial structure is fairly consistent between experiments. The S11 plots show
that fluctuations are present in the recorded signal, and that these fluctua-
tions vary slightly between experiments. These fluctuations are caused by a
number of issues; the alignment of the metamaterial relative to the incident
wave, the positioning of the top plate of the waveguide and any oscillations
or reflections in the coaxial cable to name a few. Attempts were made to
mitigate these issues (aligning the metamaterial with a pre-set grid, see Fig.
4.2c), using aluminium blocks to better connect the top plate to the waveg-
uide launcher plate to remove any gaps between the plate and the launchers,
and by the use of clamps to hold the coaxial cables in place, see Fig. 4.2a)),
however these sources of noise were not completely removable. There is also
a spread in the S21 data in the region of 11.5GHz to 13GHz caused by the
phase wrapping produced by the NA.
These experiments confirm that the scattering parameters for this metama-
terial structure are reproducible, and so the smoothest data set was chosen
to test the extraction technique discussed in Chapter 2.3. The magnitude
and phase of S11 and S21 can be seen in Fig. 4.7.
From these plots one can observe that between 10.5GHz and 11.2GHz the
magnitude of S21 exceeds that of S11. A resonance peak is also observed in
this region, shown by the minimum in the magnitude of S11 along with a
corresponding phase shift. This suggests a region where full wave transmis-
sion is possible (instead of simply evanescent wave propagation), suggesting
a region of negative refractive index and where εr and µr is negative.
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Figure 4.6: Plots comparing the scattering parameters of the metamaterial
for 6 separate characterisation experiments: top left) Magnitude S11 [U];
top right) Magnitude S21 [U]; bottom left) Phase S11 [rads]; bottom right)
Phase S21 [rads].
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Figure 4.7: Plots showing the magnitude [dB] and phase [rads] of S11 (red)
and S21 (blue) for the metamaterial.
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The extraction technique was coded into MATLAB which produced the
required plots of the constitutive parameters and other relevant graphs.
Figure 4.8 shows the results of passing the experimental data through the
extraction technique outlined in Chapter 2.3. The white region (10GHz -
≈11GHz) indicates the frequency region where the material acts as a Double
Positive (DP) medium (both Re(εr) and Re(µr) are positive). In this region
the magnitude of S11 and S21 are similar in value in Fig. 4.7. Notice
that when the phase in S11 reaches its minimum value, a minimum in the
magnitude in S11 is also observed and the constitutive parameters of the
material both become negative. Between ≈11GHz and ≈11.3GHz – the
green highlighted region – the material behaves as a Double Negative (DN)
medium. This once again means that the wave can fully propagate across
the material, that the refractive index is well defined and negative (as seen
in Fig. 4.9) as is indicated by the region where S21 is greater than S11 in
Fig. 4.7. The red region (≈11.3GHz - 13GHz) indicates where the material
behaves as a Single Positive (SP) medium (Re(µr) is positive whereas the
Re(εr) is negative). In this region, the medium acts as a barrier to full wave
propagation; this is seen by the large reduction in the magnitude of S21
in this region. Notice here that the noise observed in the data previously
presents itself here by the second, displaced line of data points.
The absorptivity of this material can be determined using Eqn. 2.17, shown
in Fig. 4.10, where it becomes obvious that this type of design would strug-
gle to operate in high power environments in the double negative frequency
region as the absorption value peaks at nearly 0.6. This makes it unsur-
prising that the unit cell design discussed in Chapter 2.5.1 was unable to
withstand significant incident powers.
4.2. EXPERIMENTAL RESULTS 49
Figure 4.8: Figure showing the frequency regions where the material behaves
as a Double Positive (DP) structure (white region), a Double Negative (DN)
structure (green region) and a Single Positive (SP) structure (red region).
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Figure 4.9: Refractive index for the material for regions where n is well
defined, showing that the structure behaves as a negative index material in
the region around 11GHz.
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Figure 4.10: Absorption plot for the experimental setup, with the region of
double negativity highlighted in green.
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4.3 Experimental Conclusions
The aim of this chapter was to demonstrate that the extraction method
discussed in Chapter 2.3 is a valid technique for extracting the constitu-
tive parameters of a designed artificial material. Theory suggested that
the resonant frequency for this unit cell design would exist in the regino of
13.5GHz, and the experiment demonstrates a resonant frequency at around
11GHz. The structure tested was based on a previous design of metamate-
rial that had previously demonstrated an inability to operate in high power
environments [5, 70]. This experiment successfully demonstrated that the
extraction technique is valid for this type of characterisation method.
The experimental system aimed to adhere to as many of the assumptions
required by the extraction techniques as possible whilst also reducing many
of the possible avenues for noise. Repeat experiments demonstrated that
the technique of measuring S11 and S21 was reproducible, and showed that
not all of the noise was able to be successfully removed from the experiment.
However, the scattering parameters for the data set demonstrating the lowest
noise was input into the extraction method, suggesting that this material
design operates as a metamaterial (i.e. Double Negative material) in the
frequency range of ≈11GHz to 11.3GHz. This corresponds to a region of
high absorption, suggesting that this was the reason for the failure of the
design discussed in [5, 70].
Chapter 5
Simulation Work
5.1 Simulation Packages
Various methodologies for analysis have been proposed and used for physical
system simulations. Typical methods are the Method of Moments (MoM)
[123], Spectral-Domain Methods (SDM) [124], Finite Difference Methods
(FDM) [125, 126], and Finite Element Methods (FEM) [127–129].
This investigation uses computer modelling software packages HFSS and
COMSOL, both FEM frequency-domain solvers (these were chosen due to
the accessibility of the software). The simulations were run on an HP ma-
chine with a 1.6GHz quad core i7 processor with 16GB of RAM, though the
simulations themselves only ran on single cores (enabling many simulations
to be run simultaneously).
5.1.1 HFSS Theory
HFSS (High Frequency Structural Simulator) [130] is a commercially avail-
able 3D full-wave electromagnetic solver which uses the Finite Element
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Method (FEM) with adaptive meshing to determine the electromagnetic
behaviour of a structure. HFSS can determine [130]:
1. the electromagnetic behaviour of a system, including systems requiring
open boundary conditions for near and far fields;
2. the characteristic port impedances and propagation constants the sys-
tem;
3. generalised S-parameters and S-parameters renormalised to specific
port impedances, and
4. the eigenmodes, or resonances, of a system.
To calculate required parameters, HFSS divides the problem space into many
thousands of tetrahedra (called the finite element mesh) and creates a local
function to describe the fields present within each tetrahedral. The electric
field is determined from Maxwell’s equations, expressed as:
∇×
(
1
µr
∇×E
)
− k20εrE = 0, (5.1)
where µr(x, y) is the complex relative permeability, k0 = ω/c is the wavenum-
ber of free space, ω is the angular frequency, εr(x, y) is the complex relative
permittivity. H is determined by using the corresponding magnetic field
equations.
HFSS continues by determining the area in the mesh where the exact solu-
tion has a strong error. In these regions the tetrahedra sizes are redefined, or
adapted, with HFSS then determining another solution based on the refined
mesh. The tetrahedrals which show low error do not get resized. HFSS then
iteratively solves the system, analyses the error then refines the mesh until
the convergence criteria (defined by the user) is met or until the requested
number of adaptive passes (again defined by the user) are completed. This
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process is known as adaptive meshing (schematic of this process shown in
Fig. 5.1).
Figure 5.1: Schematic showing the mesh refinement mechanism used by
HFSS [131].
HFSS Boundary Conditions
For the simulations run in this investigation, Port boundaries and Mas-
ter/Slave boundaries were required. The Port boundaries that were used
in these investigations were Floquet Ports (for infinite systems, these ports
ensure that the E field on each of the outer edges of the geometry match to
ensure a periodic system) and Wave Ports (for finite systems, ensure that
the E field matches the constraints of the material properties at the port, i.e.
go to zero for metal boundaries). Master/Slave boundaries simply ensure
that the E fields along the boundary match, ensuring a periodic system is
correctly simulated. This distinction is important as HFSS requires that the
port is connected to a waveguide with the same cross section as the port
(i.e. one cannot have a Wave Port connected to a Master/Slave boundary
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as these only apply to infinite systems, nor can one have a Floquet Port
surrounded by Perfect Electrical Conductor (PEC) boundaries).
The excitation field for a wave propagating in the z direction is expressed
as:
E(x, y, z, t) = Re
[
E(x, y)ejωt−γz
]
, (5.2)
where γ = α + iβ is the complex propagation constant where α is the
attenuation and β = kz is the longitudinal wavenumber and is related to the
phase constant of the wave.
The remaining boundary conditions of the simulations were limited to Mas-
ter and Slave boundaries (for the infinite system) and PEC boundaries (for
the finite system). Master and Slave boundary conditions use Bloch-Floquet
periodicity to ensure that the electric fields located along the Slave bound-
ary are equal to those determined at the Master boundary. PEC boundary
conditions ensure that ∇ ·E = 0 at the boundary.
5.1.2 HFSS Numerical Error
As with all simulations there is the possibility of numerical errors suggesting
phenomena that are not real. HFSS deals with this by reducing the mesh size
down until the predicted fields (or more correctly the S-parameters) differ by
less than a pre-set tolerance. These tolerances are defined by the Maximum
Percentage Error. Whether this value is achieved or not is determined by a
couple of parameter variables; Maximum Number of Passes and Maximum
Delta S. These are discussed in more detail in Chapter 6.2.1 and Chapter
6.2.2.
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5.1.3 COMSOL Theory
COMSOL Multiphysics is a simulation package which uses the FEM method,
together with adaptive meshing and error control, used to simulate many dif-
ferent types of physical and engineering systems [132]. This makes COMSOL
similar to HFSS, especially as both programmes use similar meshing tech-
niques to split up the problem-space. However where HFSS is optimised for
fast, efficient High Frequency simulations, COMSOL’s Multiphysics pack-
ages enables a much wider variety of simulations solving different types of
physical problems simultaneously (for example solving EM systems with
thermal heating analysis included).
For the EM system, COMSOL solves Maxwell’s equations using:
∇× (µ−1r ∇×E)−
ω2
c2
(
εr − iσ
ωε0
)
E = 0, (5.3)
where µr represents the relative permeability, εr is the relative permittivity,
σ is the electrical conductivity and c is the speed of light in free space.
By combining different partial differential equations, COMSOL solves for
Thermal Heating by solving the rearranged first law of thermodynamics
(including viscous heating and pressure work) as shown by the Heat Equa-
tion:
ρCp
(
∂T
∂t
+ (u · ∇)T
)
= −(∇ · q) + τ : S− T
ρ
∂ρ
∂T
∣∣∣∣
p
(
∂p
∂t
+ (u · ∇)p
)
+Q,
(5.4)
where ρ is the material density (SI unit: kg/m3), Cp is the specific heat
capacity at constant pressure (SI unit: J/(kgK)), T is absolute temperature
(SI unit: K), u is the velocity vector (SI unit: m/s), q is the heat flux by
conduction (SI unit: W/m2), p is pressure (SI unit: Pa), τ is the viscous
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stress tensor (SI unit: Pa), S is the strain-rate tensor (SI unit: 1/s) and Q
represents heat sources besides viscous heating (SI unit: W/m3)
If viscous heating is ignored (as is typical for low speed thermal flows) and
neglecting pressure work, this reduces down to the more commonly known
equation:
Cp
∂T
∂t
+ ρCpu · ∇T = ∇ · (k∇T ) +Q, (5.5)
where k is the thermal conductivity (SI unit: W/(Km)). The iterative
computation cycle for determining the fields and heating for the “RF and
Microwave Heating” physics is shown in Fig. 5.2.
Figure 5.2: Schematic showing the way COMSOL determines heating in a
simulation [132].
COMSOL Boundary Conditions
For the EM comparison simulations, boundary conditions of PEC (for the
waveguide walls) and Ports (for the wave input and output ports) were
required. The incident wave at port 1 is defined as a rectangular TE10 wave
(normalised to 1W of incident power). The produced using:
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S =
∫
∂Ω(E−E1) ·E1∫
∂Ω E1 ·E1
. (5.6)
At Port 2 this equation changes slightly to:
S =
∫
∂Ω E ·E2∫
∂Ω E2 ·E2
. (5.7)
The wave equation for the bulk of the waveguide is defined by:
∇× µ−1r (∇×E)− k20
(
εr − jσ
ωε0
)
E = 0, (5.8)
where∇ is the 3D spacial derivative operator, µr is the relative permeability,
E is the electric field strength, k0 is the free space wavenumber, εr is the
relative permittivity, j =
√−1 and highlights the imaginary component,
σ is the electrical conductivity of the loaded material, ω is 2pi times the
frequency and ε0 is the permittivity of free space.
For the PEC boundaries, COMSOL requires that at the boundary:
n×E = 0, (5.9)
where n is the unit vector normal to the boundary surface.
5.1.4 COMSOL Numerical Error
To ensure that COMSOL keeps numerical errors to a minimum, a “Factor in
Error Estimate” parameter is assigned along with a “Maximum Number of
Iterations”, defined by the user. This requires that the calculated field values
converge within a set tolerance. If the simulation does not converge on the
pre-assigned error tolerance within the Maximum Number of Iterations, the
simulation will throw a “Did not converge” error.
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One other significant difference in the meshing technique created by HFSS
and COMSOL is that the user has to choose a minimum tetrahral size in
COMSOL (Course, Normal, Fine etc) as opposed to defining a minimum
error. This can add inaccuracies to the simulation if the chosen mesh size is
not sufficiently small.
5.2 Experiment-Simulation Comparison
A comparison between the experimental data obtained and the simulation
data was required to ensure that the simulation methodology is reliable. As
the Square SRR on FR4 design had already been experimentally charac-
terised, the same design was input into HFSS and a comparison study run.
The geometry comparisons can be seen in Fig. 5.3.
Figure 5.3: a) Experimentally tested Square SRR on FR4. b) Simulated
Square SRR on FR4 design for the same geometry as the experimental
setup.
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The main differences between the experiment and the simulation were that
the simulation ran for an infinite array of the SRRs as opposed to the 56
unit cells present in the experimental arrangement, and imperfections in the
experimental system are not present in the simulations due to the nature of
the simulation setup. This means that a certain amount of discrepancy is
expected between the two data-sets, though the overall pattern of the data
should still be the apparent. The experimental data was taken with 200001
frequency points over the range 10-13GHz; the simulation ran with a range
of 9-15GHz to ensure that slightly more than the experimental range was
covered to ensure differences in the resonant frequency of the structure are
not overlooked. PEC boundaries were used to simulate the copper wires as
this reduced the simulation run time from tens of hours to a few minutes,
with only slight differences in the resonance results obtained (see Chap.
6.2.4 for a more in-depth discussion on this).
Figure 5.4 shows the experimental and simulation results for Mag S11 and
Mag S21, with the associated phases being shown in Fig. 5.5. These plots are
interesting as the overall similarities can be seen between the two systems
– both show a resonance occurring, with a lower frequency resonance and a
higher frequency resonance clearly seen in MagS11 and both show a sharp
decrease in Mag S21 after the resonance. However the resonant frequencies
differ (11GHz for the experimental system and 10.3GHz for the simulation),
the experimental data contains fluctuations in the data instead of a smooth
plot and the peak values are not as high in the experiment. These dif-
ferences are caused by a number of factors such as the simulation being a
“perfect” system with perfect, lossless ports and PEC boundaries and the
simulation modelling an infinite, boundless (i.e. no waveguide walls/edge
affects) system.
On the whole this comparison study shows that the results obtained by
the simulation demonstrate the behaviour of the experimental system ad-
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Figure 5.4: top) Mag S11 for the experiment (red) and the simulation
(green) and b) Mag S21 for the experiment (blue) and the simulation
(magenta). Both show agreement between the experiment and simula-
tion results, though with some differences caused by differences between
the perfect-infinite simulation and the real-life experiment.
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Figure 5.5: Experiment vs Simulation Comparison Phase.
equately as the general pattern of the data matches quite well. However
finer resolution simulations and simulations of a more identical system com-
pared to the experimental system need to be conducted to obtain a more
well-matched value for the resonant frequency of the structure.
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Chapter 6
Design Simulations
This section discusses the simulations which were run to obtain the final
design specifications for the unit cell design. Initially the approximate di-
mensions for a 6mm complementary split ring arrangement was used to test
the accuracy of the meshing. A number of parameter sweeps were then run
to determine the optimal setup of the structure.
Points to note:
• Simulations of an infinite XY plane of the artificial material unit cells
were initially run, therefore there was no cutoff frequency to be con-
cerned about;
• All simulations were deembedded to the top/bottom surface of the unit
cell to ensure that Only the behaviour of the unit cells were determined
(i.e. no effects from the distance between the ports and the unit cell
needed to be considered;
• Simulations were conducted with a frequency sweep ranging from 1 to
20GHz in steps of 0.1MHz to fully characterise the behaviour of the
structures around the x-band frequency region of interest;
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• Floquet boundary conditions (Master and Slave) were used to set up
the infinite plane;
• Floquet ports were used to define the excitation port;
• Analysis was made on 2 modes, set perpendicular to one another to
determine the TE and TM interactions between the wave and the
structure.
6.1 Meshing
Before conducting simulations into the optimised design of the unit cell,
simulations were run to test the meshing capabilities of HFSS for an infinite
sheet of the square unit cell design discussed in Chapter 4. The different
meshes can be seen in Fig. 6.1. The course mesh took 1 minute 9 seconds
to complete, the normal mesh took 1 minute 50 seconds and the fine mesh
took 8 minutes 56 seconds.
Figure 6.1: Image showing the various meshes used in HFSS along with their
computation times.
Figure 6.2 shows the magnitude of S11 and S21 for the different meshing
simulations. This makes apparent the resulting discrepancies in the pre-
dicted resonant behaviour of the infinite system based on the mesh size with
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the larger mesh demonstrating the largest discrepancy from the other data
sets. This is expected as the size of the tetrahedra used in the simulation
will alter the predicted values for the electric and magnetic fields along the
vertices which are then iterated on. However, the time for the finest mesh
simulation to complete was around 4 times longer than that for the normal
mesh, so this time will need to be taken into account if simulations are to
be continuously conducted with the finest mesh.
Figure 6.2: Plot showing Mag S11 and S21 for various meshes.
The initial geometry used can be seen in Fig. 6.3, showing a 6mm CSRR
geometry design.
The setup for the boundary assignments can be seen in Fig. 6.4, where
the dark blue diamond pattern highlighted in a) and b) represent the Mas-
ter/Slave boundary conditions, the red diamond pattern highlighted in c)
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Figure 6.3: Original 6mm Unit Cell Design, used as the initial unit cell
setup.
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and d) represent the Floquet Ports. The blue arrows in c) and d) show the
distance that the ports are deembedded i.e. from the port to the surface of
the unit cell.
Figure 6.4: Plot showing the boundary conditions used for the design simula-
tions. a) and b) The dark blue diamond pattern represents the Master/Slave
boundaries, c) and d) the red diamond pattern highlights the Floquet Ports.
The blue arrows in c) and d) shows the distance that the ports are deem-
bedded.
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6.2 Numerics - Computation Optimisation
These simulations were run to ensure that the simulation produced re-
sults which were dependable and did not cause issues due to numerical
errors.
6.2.1 Max Number of Passes
As HFSS uses an iterative adaptive meshing algorithm, one can define the
maximum number of iterations the simulation can undergo before a solution
is determined. The maximum percentage error (convergence criteria) is also
defined, and if a found solution is within that error before the maximum
number of passes is reached then the simulation will stop.
The aim of this first set of simulations was to determine what the maximum
number of passes should be for a pre-existing design. Table 6.1 lists the
different values for the maximum number of passes used, and the time taken
to for a solution to be reached.
Maximum Number of Passes Time Taken (mm.ss)
6 (DNC) 03.02
10 (default) 02.52
15 03.24
20 03.11
30 03.14
50 03.18
Table 6.1: Table showing the time taken for Maximum Number of Passes
simulations, where the 6 passes solution Did Not Converge (DNC).
Note here that a maximum number of passes of 6 resulted in a warning
“Adaptive passes did not converge on the specified criteria”.
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Figure 6.5 shows the magnitude of the scattering parameters (also called
S-parameters, S11 and S21) for the different maximum numbers of passes,
and Fig. 6.6 shows the phases.
Figure 6.5: Plot showing the magnitude of S11 and S21 for varying numbers
of passes.
One can see that the predicted behaviour of all of the runs is very similar
for both the magnitude and phase of the S-parameters S11 and S21, with
the only slight difference being seen in the 6 passes run. This can be seen
more clearly by zooming in to the Mag S11 peak, as shown in Fig. 6.7. This
difference is incredibly small, but is still anomalous compared to the other
runs, which are identical. The suggested (default) number of passes is 10,
but as small geometries are being used a higher pass number is preferred
to ensure that there are meshing no issues. Therefore a maximum number
of passes of 20 was chosen as this took the next shortest time to reach a
solution.
Number of Passes = 20.
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Figure 6.6: Plot showing the phase of S11 and S21 for varying numbers of
passes.
Figure 6.7: Plot zoomed into the S11 peak, showing that only the “6” run
shows any difference in results.
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6.2.2 Max Delta S
Since HFSS iteratively determines the S-parameters for a system, a value
called the “Maximum Delta S” can be assigned. This stops the simulation
if the change in the complex S-parameters from one iteration to the next is
less than a predefined value. For example, if the Maximum Delta S is set to
be 0.1, then the simulation will continue to refine the mesh until either the
complex change of all S-parameters is less than 0.1, or until the maximum
number of passes is reached.
Table 6.2 shows the values of Delta S simulated, along with the time taken
for these simulations to run.
Maximum Delta S Time Taken (mm.ss)
0.01 02.58
0.02 (default) 03.13
0.04 03.02
0.1 02.39
0.5 03.00
1 02.43
Table 6.2: Table showing the time taken for Maximum Delta S simulations.
Again both the magnitude and phase of the S-parameters were determined
and can be seen in Fig. 6.8 and Fig. 6.9 respectively. Once again the
results are very consistent with one another, though a slight discrepancy
between the 0.01/0.02 data and the 0.04/0.1/0.5/1 data can be seen in Fig.
6.10.
Since the 0.04/0.1/0.5/1 data allows for larger variations in the S-parameters
before a solution is determined, the finer stepped (and default) 0.02 for the
Maximum Delta S is used for the simulations.
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Figure 6.8: Figure showing the magnitude of the S11 and S21 S-parameters
for different values of the Maximum Delta S.
Figure 6.9: Figure showing the phase of the S11 and S21 S-parameters for
different values of the Maximum Delta S.
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Figure 6.10: Zoomed in plot of the magnitude of the S11 peak, showing the
slight discrepancy between the 0.01/0.02 data and the 0.04/0.1/0.5/1 data.
Maximum Delta S = 0.02.
6.2.3 Mesh Type
HFSS has the ability to alter the type of coordinate system the tetrahedral
mesh is applied to; Cartesian or Curvilinear. Therefore simulations compar-
ing the results of the two were conducted to see if there were any differences
between the two methods. Table 6.3 shows the times the simulations took
to reach a solution.
Coordinate System Time Taken (mm.ss)
Cartesian 03.06
Curvilinear 03.40
Table 6.3: Table showing the time taken for the meshing on different coor-
dinate systems.
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The magnitude and phase of the S-parameters can be seen in Fig. 6.11
and 6.12, showing that there is a more substantial difference in the solu-
tions predicted than with the previous numerical tests. This is not entirely
unexpected - the integration volumes between the two coordinate systems
will be very slightly different, resulting in very slightly different values of E
and B determined on each of the vertices of the tetrahedra. From the ports,
these values are then used to compute the fields in the rest of the simulation,
therefore each slight difference is exacerbated over the simulations.
Figure 6.11: Figure showing the magnitude of the S11 and S21 S-parameters
for different coordinate systems.
Therefore the coordinate system used in the later simulations was the Carte-
sian coordinate system. However the discrepancy between the results was
noted, as this will need to be considered during experimental testing.
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Figure 6.12: Figure showing the phase of the S11 and S21 S-parameters for
different coordinate systems.
6.2.4 PEC or No PEC
As some of the geometry optimisation simulations investigation the use of
wire Split Ring Resonators (SRRs) on some form of substrate, the final
simulations run in the computation optimisation compared whether Perfect
Electrical Conductor (PEC) was a suitable simulation alternative to copper
wires of varying thickness’s. A sample geometry of this setup can be seen
in Fig. 6.13.
These comparisons, along with the time taken for each simulation to reach
a solution, can be seen in Table 6.4.
This table shows that the 5µm-thick copper wire simulation crashed. This
was due to the mesh being unable to refine significantly enough to determine
a solution based on the maximum number of passes/convergence criteria
defined (note a simulation with these values increased was also produced
but the simulation time exceeded 24 hours and also crashed).
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Figure 6.13: Figure showing an example of the wire/PEC on a substrate.
Wire Parameters Time Taken (mm.ss)
0.5µm-thick copper wire Crashed
5µm-thick copper wire 06.21
PEC wire (no thickness) 02.58
Table 6.4: Table showing the time taken for the different copper wire thick-
ness/PEC SRRs simulations to complete.
Figure 6.14 shows the magnitude comparison of the S-parameters for the
5µm-thick copper wire and the PEC results, showing that there is a slight
difference between the predicted behaviour, though for the x-band region
there is very little to no difference in the position of the resonant peak.
This is not surprising as the PEC wire is purely a 2-dimensional construct,
and so any currents or interactions of any form with the incident wave do not
exist, whereas they do in the 5µm-thick copper. Also, PEC is, by definition,
a Perfect Conductor, copper is not. This may result in small losses and eddy
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Figure 6.14: Figure showing there is a slight discrepancy in the magnitude
of the scattering parameters between the 5µm and the PEC simulations.
However there is very little difference in the region of interest.
currents being possible in the 5µm-thick copper and not in the PEC.
However, the time taken to simulate the PEC structure is less than half that
taken to run the copper. Therefore, the simulations were conducted with
the PEC wire, with note being made that the resulting behaviour may not
occur at precisely the predicted manner when tested experimentally.
PEC wires for SRR designs.
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6.3 Shape
This next section covers the geometric optimisation simulations, produced
with the aim of creating a unit cell design for use in high power applications.
The absorptivity predictions will be used in this discussion, determined using
A(ω) = 1−|S11|2−|S21|2 (Eq. 2.17) as a simple, quick measure of a unit-cells
possible absorption characteristics.
A number of different unit cell arrangements were investigated; SRRs on
FR4 Printed Circuit Board (PCB) and CSRRs for circular, square, a cog
and a disc geometry. The thickness of the FR4 was 0.5mm, and the CSRRs
were made from copper which also had a thickness of 0.5mm. These different
designs can be seen in Fig. 6.15. As comparisons are being made between the
SRR and CSRR systems, one could (incorrectly) presume that these designs
should have simply the inverse behaviour of one another, as discussed in
Chapter 3.3. However, a key point to note is that the SRR has a substantially
different unit cell composition to the CSRR; the copper SRR is on a dielectric
substrate compared to the pure copper composition of the CSRR.
Table 6.5 summarises the simulation time for each of these designs.
6.3.1 Square
The behaviour of both the magnitude and phase of S11 and S21 and the
absorptivity were of interest in these simulations. Comparison plots can be
seen in Fig. 6.16 and 6.17, showing that the behaviour of both systems are
actually quite different.
This shows that the CSRR has a much simpler behaviour, showing 2 very
clear resonance peaks in the magnitude of the S-parameters, coinciding with
two very distinct phase shifts. The PEC on FR4 arrangement however pre-
dicts a much more complicated behaviour, demonstrating 4 drops in S11
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Figure 6.15: Geometries Simulated: a) Square SRRs on FR4, b) Square
CSRR counterpart, c) Circular SRRs on FR4, d) Circular CSRR counter-
part, e) Cog on FR4, f) Cog Complementary counterpart, g) Disc on FR4,
h) Hole in Copper (Disc counterpart)
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Figure 6.16: Plots comparing the magnitude of the S-parameters of the
square geometries (SRR on FR4 and CSRR).
Figure 6.17: Plots comparing the phase of the S-parameters of the square
geometries (SRR on FR4 and CSRR).
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Shape Time Taken (mm.ss)
Square SRR on FR4 02.48
Square CSRR 03.25
Circular SRR on FR4 02.54
Circular CSRR 02.17
Cog on FR4 01.54
Cog Complementary 01.29
Disc on FR4 01.29
Hole in Copper 01.50
Table 6.5: Table showing the time taken for the different geometry simula-
tions to complete.
coinciding with 4 phase shifts over the frequency range simulated. These
peaks are also seen in the absorptivity plots for the materials, shown in Fig.
6.18. The PEC on FR4 system is shows an almost consistently higher ab-
sorptivity compared to the copper CSRR system, suggesting that the CSRR
system would be better at withstanding the higher power environments be-
fore suffering from break-down.
Therefore one can conclude that, although both geometries demonstrate
interesting, engineered behaviours, the CSRR system would be most suited
(out of the two shown here) for high power environments.
CSRR Square
6.3.2 Circular
Comparison plots of the magnitude and phase of the scattering parameters,
along with the associated absorptivity plots, can be seen in Fig. 6.19, 6.20
and 6.21 respectively.
84 CHAPTER 6. DESIGN SIMULATIONS
Figure 6.18: Plots comparing the absorptivity of the square geometries (SRR
on FR4 and CSRR).
Figure 6.19: Plots comparing the magnitude of the S-parameters of the
circular geometries (SRR on FR4 and CSRR).
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Figure 6.20: Plots comparing the phase of the S-parameters of the circular
geometries (SRR on FR4 and CSRR).
Again the CSRR version of the geometry has resulted in 2 very distinct
resonances in the magnitude of the scattering parameters, coinciding with
two very clear phase shifts. The PEC on FR4 version is once again quite
messy, though 3 resonant peaks in magnitude can be observed, each with
corresponding phase shifts. Once again the absorptivity plots are used to
show the feasibility of these designs for high power applications, once again
showing that the frequencies of highest peaks correspond to the resonant
frequencies of the unit cell.
One can conclude that, although both geometries are again interesting and
demonstrate interesting, engineered behaviours, the CSRR system would be
most suited (out of the two shown here) for high power environments.
CSRR Circular
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Figure 6.21: Plots comparing the absorptivity of the circular geometries
(SRR on FR4 and CSRR).
6.3.3 Cog
The Cog design was also simulated and the S-parameters for both magnitude
and phase of S11 and S21 were determined. The plots of these can be seen
in Fig. 6.22 and Fig. 6.23. These plots show that there is no resonant
peak near the x-band region for the CSRR design (though the plot hints to
one being located at a higher frequency than 20GHz). There is however a
significant peak in the x-band region for the PEC on FR4, along with an
associated phase shift.
By looking at the absorptivity plots for this design a local peak for the PEC
on FR4 design is observed with a value of just over 0.05. This suggests that
this design may withstand high power environments.
Out of these two designs only the PEC on FR4 design suggests any engi-
neered behaviour around the x-band region. This design also suggests low
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Figure 6.22: Plots comparing the magnitude of the S-parameters of the Cog
geometries (SRR on FR4 and CSRR).
Figure 6.23: Plots comparing the phase of the S-parameters of the Cog
geometries (SRR on FR4 and CSRR).
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Figure 6.24: Plots comparing the absorptivity of the Cog geometries (SRR
on FR4 and CSRR).
absorptivity, suggesting possible use for high power applications.
PEC on FR4 Cog
6.3.4 Disc
The final design simulated was the Disc design, again with the S-parameters
for both magnitude and phase of S11 and S21 being determined. The plots
of these can be seen in Fig. 6.25 and Fig. 6.26.
These plots show that there are no resonance peaks created in the frequency
range simulated, nor any shifts in phase, therefore suggests no interaction
occurring between the incident wave and the suggested geometry. This is re-
iterated in the absorptivity plot, showing that there is very little absorption
occurring over the range of interest.
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Figure 6.25: Plots comparing the magnitude of the S-parameters of the Disc
geometries (SRR on FR4 and CSRR).
Figure 6.26: Plots comparing the phase of the S-parameters of the Disc
geometries (SRR on FR4 and CSRR).
90 CHAPTER 6. DESIGN SIMULATIONS
Figure 6.27: Plots comparing the absorptivity of the Disc geometries (SRR
on FR4 and CSRR).
This shows that non of the disc geometries are worthwhile investigating
further for operation in x-band, though the data does suggest a resonant
peak at a higher frequency than the simulation covered.
6.3.5 Shape Summary
From the investigation into which shape would be most suitable for high
power environments, these simulations suggest that the Square CSRR and
the Circular CSRR are the most promising. The Square PEC on FR4 and
Circular PEC on FR4 also demonstrate interesting behaviour, though would
not be suitable for a high power environment due to the high absorption
these structures demonstrate. The PEC on FR4 Cog geometry is also an
interesting geometry, suggesting a single broad resonance peak located in
x-band with low absorption.
6.3. SHAPE 91
However, only the circular CSRR design will be investigated further, as the
final aim is to create these designs for experimental uses and the circular
design is the easiest to manufacture.
Circular CSRR
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6.4 Unit Cell Size
Simulations investigating a number of different unit cell sizes were conducted
to determine what the best unit cell size would be. The unit cells are required
to be significantly smaller than the incident wave so they can be treated
as an effective medium. As x-band operation (8.2-12.4GHz, fundamental
wavelength of 37-24mm) is required this would result in a free space cell
size of around 2.4mm - 3.7mm. However, as the unit cells will eventually
be operating in waveguide where the wavelength of the incident wave is
effectively longer, this constraint can be increased slightly to 4.8mm - 7.4mm
(5 unit cells per wavelength for this simulation). This gives a range of unit
cell sizes to simulate, as seen in Table 6.6.
Unit Cell Size Time Taken (mm.ss)
4.5mm 02.37
5.0mm 01.59
5.5mm 02.19
6.0mm 02.18
6.5mm 02.03
7.0mm 03.13
7.5mm 02.22
Table 6.6: Table showing the time taken for the different geometry simula-
tions to complete.
The general geometry of the unit cells can be seen in Fig. 6.28, where
the entire geometry was scaled up or down to result in the unit cell size
simulated.
The S-parameters were once again determined, and the plots of the magni-
tude and absorptivity of the different unit cell sizes can be seen in Fig. 6.29,
Fig. 6.30 and 6.31 respectively.
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Figure 6.28: Image showing the geometry of the unit cell when simulating
different Unit Cell Sizes. This geometry was scaled up or down depending
on the desired unit cell size.
Figure 6.29: Plots comparing the magnitude of S11 of the different sized
unit cells.
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Figure 6.30: Plots comparing the magnitude of S21 of the different sized
unit cells.
Figure 6.31: Plots comparing the absorptivity of the different sized unit
cells.
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6.4.1 Unit Cell Size Summary
From these plots two things can be deduced; increasing the unit cell size
reduces the frequency of the resonant peak, slightly increasing the value of
S21 as it does so, and increasing the unit cell size decreases the absorptivity
until the unit cell size is 6mm or larger (then the value for absorption doesn’t
change much). Therefore the unit cell sizes of interest will be 6mm or larger,
until the effective medium condition is no longer valid.
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6.5 Rotation around Z axis
For this set of simulations the unit cell was rotated around the direction of
wave propagation to see how being at an angle relative to the incident wave
would affect the electromagnetic response of the unit cell. All of these simu-
lations took a very similar amount of time to complete (around 2 minutes 10
seconds). Rotations of 0◦, 45◦ and 90◦ can be seen in Fig. 6.32, though the
complete number of rotations simulated can be seen in Table 6.7. Remem-
ber here that the simulations consist of 2 modes, orientated perpendicular
to one another so as to not interfere with each other.
Figure 6.32: Image showing rotations of 0◦, 45◦ and 90◦ around the Z axis.
Looking at the magnitude of S11 for the different modes of the incident
wave shows that by rotating the unit cell the interacting mode is shifted
from one mode to the other. This can be seen in Fig. 6.33a), where the
magnitude in S11 for Mode 1 begins at a minimum (i.e. no resonant peak
present), then increases until 90◦ where a strong resonance peak is present,
before decreasing back to a minimum again. Figure 6.33b) shows where the
value of S11 for Mode 2, starting off with a strong resonance peak, with the
strength dropping until 90◦ rotation before increases again back to where it
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Rotation Around Z axis
0◦
15◦
30◦
45◦
60◦
75◦
90◦
105◦
120◦
135◦
150◦
165◦
180◦
Table 6.7: Table showing the time taken for the different rotations around
Z simulations.
started.
6.5.1 Rotation Around Z Axis Summary
This shows that the orientation of the unit cell compared to the incident
wave can be optimised to set up an interaction with either a TE or TM
mode wave once the unit cells are loaded into waveguide.
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Figure 6.33: Plots of S11 for the two different modes of the incident wave.
a), where the magnitude in S11 begins at a minimum (i.e. no resonant peak
present), then increases until 90◦ before decreasing back to a minimum again.
b) where the value of S11 initially drops until 90
◦, then increases again back
to its original value.
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6.6 Radius
Simulations optimising the radius of the split rings were run. Simulations
comparing a single split ring to 2 and even 3 rings were run to determine
the effect of each split ring on the overall behaviour of the unit cells. These
simulations are discussed individually for 1 ring, 2 rings and the maximum
of 3 rings for the unit cell dimensions chosen.
6.6.1 1 Ring
For the 1 ring simulations, radii of 1.00mm, 1.75mm, 2.35mm and 2.90mm
were run; the geometries of these are shown in Fig. 6.34.
Figure 6.34: Image showing the geometry of the 1 ring radius alteration
simulations, for rings with a 1mm, 1.75mm, 2.35mm and 2.90mm radius.
Looking at the plots of the magnitude of the S-parameters, Fig. 6.35, and
the absorptivity plot, Fig. 6.36, shows how altering the radius size can
manipulate the EM properties of the material.
These plots show that by increasing the ring radius the resonant frequency of
the split ring is reduced, bringing it down from well above 20GHz (1.00mm
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Figure 6.35: Plot of the magnitude of the S-parameters for a single split ring
of different radii (1.00mm, 1.75mm, 2.35mm and 2.90mm)
Figure 6.36: Plot of the absorptivity for a single split ring of different radii
(1.00mm, 1.75mm, 2.35mm and 2.90mm)
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ring) to the lower end of the x-band region (2.9mm ring). The larger ring
also results in a lower absorption value.
6.6.2 2 Rings
6 simulations were run for the 2 ring simulations, as indicated by the ‘x’ in
Table 6.8. The ‘-’ signifies the simulations that were not possible (the inner
ring would have been bigger than the outer ring!)
Small In (1.00mm) Mid In (1.60mm) Big In (2.15mm)
Small Out (1.75mm) x − -
Mid Out (2.35mm) x x −
Big Out (2.9mm) x x x
Table 6.8: Table showing different types of simulation run for 2 split rings
in the unit cell arrangement. The ‘x’ signifies the simulations which were
run, totalling 6.
Again, the magnitude of the S-parameters along with the absorptivity of the
unit cells were determined and plotted. Figure 6.37 shows the magnitude
results for the two ring system with the smaller ring set to 1.00mm and the
outer ring varying in size, with Fig. 6.38 showing the absorptivity for the
same setup. The results of the magnitude and absorptivity of the largest
radius (2.90mm) single ring is also included showing how the addition of a
second ring affects the overall behaviour of the unit cell.
These plots show that the adjustment of the inner ring radius seems to have
a small effect on the position of the lowest frequency peak, moving it down
in frequency by about 2GHz. However the largest effect is in the higher
frequency peak, where increasing the radius of the inner ring drastically
reduces the frequency where this peak is located.
Figure 6.39 shows the magnitude of the S-parameters for the system where
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Figure 6.37: Plot of the magnitude of the S-parameters for two split rings
of different radii with the inner ring set at the smallest value (1.00mm).
Figure 6.38: Plot of the absorptivity for two split rings of different radii with
the inner ring set at the smallest value (1.00mm).
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the outer ring is set to its largest value (2.90mm) and the outer ring varies
in size. The absorptivity plot for this is seen in Fig. 6.40. The results of the
magnitude and absorptivity of the smallest radius (1.00mm) single ring are
also included, showing how the addition of a second ring affects the overall
behaviour of the unit cell.
Figure 6.39: Plot of the magnitude of the S-parameters for two split rings
of different radii with the outer ring set at the largest value (2.90mm).
These plots show that adjusting the outer ring radius has a substantial effect
on where the lower resonance peak is located. The smaller inner ring has
very little effect on the properties of this resonance peak.
6.6.3 3 Rings
The final simulation to be run in this section is the 3 Ring simulation. Only
a single simulation was run for this, as the 6mm unit cell could not fit in
more rings and only a single “middle” ring was suitable. The geometry of
this can be seen in Fig. 6.41, where the radii are 1.40mm, 2.15mm and
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Figure 6.40: Plot of the absorptivity for two split rings of different radii with
the outer ring set at the largest value (2.90mm).
2.9mm for the inner, middle and outer rings respectively.
Figure 6.42 compares the 3 ring simulation results with the 1 and 2 ring
simulations, with all 3 simulations having the outer ring as large as possible
(2.90mm). This plot shows that the addition of the third ring forces the
lower frequency peak at an even lower value, though the middle ring creates
a slightly higher peak where the 1 and 2 ring systems have none.
Figure 6.43 shows that the 3 ring system also suffers from significantly more
absorption than the previous 1 and 2 row simulations. This is particularly
troublesome at the lower frequency peak (this peak lies within x-band so
could be useful) as the total absorption experienced by the structure is
double that of the 1 and 2 row systems.
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Figure 6.41: Image showing the geometry for the 3 ring simulation, where
the radii are 1.40mm, 2.15mm and 2.9mm for the inner, middle and outer
rings respectively.
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Figure 6.42: Plot of the magnitude of the S-parameters comparing the 1, 2
and 3 Ring unit cell designs for the largest possible outer ring (2.90mm).
Figure 6.43: Plot of the absorptivity of the 1, 2 and 3 Ring unit cell designs
for the largest possible outer ring (2.90mm).
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6.6.4 Radii Summary
Based on the results of the simulations adjusting the radius of the split rings
creating the unit cell design, the most suitable unit cell design is one with
either 1 or 2 rings, where the outer most ring is as large as possible for
the unit cell size. If 2 rings are required, then the inner ring should be as
small as possible so as to not interfere with the created behaviour of the
larger ring, as this increases the absorption, thus reducing the high power
capabilities of the device.
6.7 Rotating Around Y axis
These simulations involved rotating the positions of the splits in the split
ring resonators. 3 different types of simulations were run to achieve this: 1)
a single split located in the inner ring only; 2) a single ring located in the
outer ring only, and; 3) single splits in both rings.
6.7.1 Single Split In Inner Ring
A number of split locations were run and these are summarised in Table 6.9.
The geometry of the -90◦, 0◦ and +90◦ simulations can be seen in Fig. 6.44.
Mention should be made at this point that this system is not physical; in
real life, the lack of a split in the outer ring would result in a large hole in
the material. However, the simulation does not need to concern itself with
this, as the simulations are testing how the system would behave would this
be the case.
The magnitude plot of the S-parameters, Fig. 6.45, shows a split in the inner
ring results in a resonant peak at the high frequency end of the frequency
range. Here one sees that the slight resonance which occurs at around 16GHz
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Inner Ring Split Rotated Position
-90◦
-67.5◦
-45◦
-22.5◦
0◦
22.5◦
45◦
67.5◦
90◦
Table 6.9: Table showing the different angles around Y the split in the inner
ring was located.
comes into being as the split moves from -90◦ to 0◦, disappearing again as
the split continues to be rotated around the split ring, reaching its maximal
value when the split in located at 0◦.
The absorptivity plot, Fig. 6.46, also shows that there is the corresponding
peak at the high frequency end also. The height of the peak increases as
the resonance peak becomes more and more prevalent, reaching a maximum
when located at +45◦ relative to the Y axis. This is possibly due to the split
interacting with both Modes that the wave is producing, therefore storing
energy in both x and y.
These simulations therefore suggest that the split in the inner ring should
be located at 0◦ to the Y axis.
6.7.2 Single Split In Outer Ring
Once again, a number of split locations were simulated, summarised in Table
6.10. The geometry of the -90◦, 0◦ and +90◦ simulations can be seen in Fig.
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Figure 6.44: Plot of the geometry of the Rotating around Y simulations,
showing the split located at -90◦, 0◦ and +90◦ in the inner ring.
Figure 6.45: Plot of the magnitude of the S-parameters when the position
of the split in the inner ring is rotated around the Y axis.
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Figure 6.46: Plot of the absorptivity when the position of the split in the
inner ring is rotated around the Y axis.
6.47. Mention should be made at this point that, again, this system is not
physical; in real life, the lack of a split in the inner ring would result in a
large hole in the material. However again, the simulation does not need to
concern itself with this, as at the moment the simulations are testing how
the system would behave would this be the case.
Again, looking at the magnitude of the S-parameters, Fig. 6.48, shows that
a split in the outer ring results in a resonant peak at the lower frequency end
of the frequency range. The slight resonance which occurs at around 16GHz
comes into being and disappears again as the split is rotated around the
split ring, reaching its maximal value when the split in located at 0◦.
The absorptivity plot, Fig. 6.49, also shows that there is the corresponding
peak at the high frequency end also, and that the height of the peak increases
as the resonance peak becomes more and more prevalent.
These simulations therefore suggest that the split in the outer ring should
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Figure 6.47: Plot of the geometry of the Rotating around Y simulations,
showing the split located at -90◦, 0◦ and +90◦ in the outer ring.
Figure 6.48: Plot of the magnitude of the S-parameters when the position
of the split in the outer ring is rotated around the Y axis.
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Outer Ring Split Rotated Position
-90◦
-67.5◦
-45◦
-22.5◦
0◦
22.5◦
45◦
67.5◦
90◦
Table 6.10: Table showing the different angles around Y the split in the
outer ring was located.
be located at 0◦ to the Y axis.
6.7.3 Single Split In Both Rings
Simulations were also conducted to test the EM behaviour of the unit cells
when there was a split located in both split rings. Many simulations were
run for this, so only a select few will be discussed here. A full view of all
the simulations run can be seen in Table 6.50
The only set of results to be discussed will be when the outer split remains
at 0◦, as shown in Fig. 6.51.
The magnitude and phase of S11 can be seen in Fig. 6.52 (only S11 is shown
so to not overfill the plot). This shows that as the rotation is increased from
-90◦ to 90◦, the resonant peak frequency is increased to a maximum point
at 0◦, then decreases again back to the point at which it originated.
The absorptivity plot for these simulations, Fig. 6.53, shows that as the
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Figure 6.49: Plot of the absorptivity when the position of the split in the
outer ring is rotated around the Y axis.
Figure 6.50: Table showing all of the simulations run comparing splits lo-
cated at different positions in each split ring, where the ‘x’ denoted simula-
tions completed.
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Figure 6.51: Image showing the rotation of the inner split when the outer
split remains at 0◦. Inner splits are located at -135◦, -90◦, 0◦, 90◦ and 180◦.
Figure 6.52: Plot showing how S11 is affected by the rotation of the inner
split when the outer split remains stationary.
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rotation increases the absorption experienced by the structure decreases to
a minimum value of 0.12 at 0◦.
Figure 6.53: Plot showing how the absorptivity is affected by the rotation
of the inner split when the outer split remains stationary.
6.7.4 Rotation Around Y Axis Summary
Moving the positions of the split in the inner ring effects the position and
breadth of the higher peak whilst also having a significant effect on the lower
peak. Moving the position of the split in the outer ring has a much larger
effect on the position of the lower peak. By aligning the split positions, the
absorptivity of the system is reduced, though this does also shift the peak
frequency up by 0.5GHz compared to when the splits are located at opposite
sides of the unit cell.
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6.8 Material
A number of different materials were simulated to find the most suitable unit
cell host material (i.e. good resonance response, low absorption etc). These
can be seen in Table 6.11, along with the time taken for the simulation
to complete. εr represents the relative permittivity of the host dielectric
materials.
Material Time Taken (mm.ss)
Brass 02.10
Copper 02.08
Tungsten 02.11
FR4 (εr = 4.4) 01.53
Glass (εr = 5.5) 01.34
Sapphire (εr = 10) 01.35
Rogers3010(tm) (εr = 10.2) 01.43
Table 6.11: Table showing the difference material simulations produced,
along with the time taken for the simulation to complete. εr represents the
relative permittivity of the dielectric materials.
The S-parameters S11 and S21 were extracted and the absorptivity of the
system was calculated to determine which of the tested materials was best
as the host material for the unit cell design. The geometry of this system is
seen in Fig. 6.3, where the host material is the material that the CSRR is
cut out of.
Dielectrics of different permittivity were tested to determine whether they
had any effect on the EM properties of the unit cell. Figure 6.54 shows the
magnitude of the S-parameters, showing that the dielectric material fails to
allow a resonant peak in the frequency region of interest (this is probably
why the simulations also took less time to run). All of the metal materials
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produce a resonant peak at 10.5GHz.
Figure 6.54: Plot showing how the magnitude of the S-parameters is affected
when the host material is changed.
Plotting out the absorptivity of the different systems shows which of the
materials are most suited for a high power environment. Figure 6.55 shows
that the dielectric materials have very low absorption due to the lack of
the presence of a resonance peak. The metals however do have increased
absorption in the frequency region of interest. The lowest of these is caused
by the copper.
6.8.1 Materials Summary
The copper arrangement can be seen to give the largest EM response as well
as the lowest possible absorptivity for the metallic structures. The dielectric
structures seem to not interact at this frequency range, though there is some
interesting behaviour at the higher frequencies that may warrant further
investigation. Therefore, copper is the material used for the final unit cell
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Figure 6.55: Plot showing how the absorptivity is affected when the host
material is changed.
design.
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6.9 Host Material Thickness
Simulations were run to determine how altering the thickness of the copper
would affect the EM behaviour of the unit cell. 5µm, 50µm, 500µm, 1mm,
3mm and 5mm thicknesses were run, and the geometries of these can be
seen in Fig. 6.56.
Figure 6.56: Geometry for the different thickness of the copper; 5µm, 50µm,
500µm, 1mm, 3mm and 5mm.
The magnitude of the S-parameters can be seen in Fig. 6.57, showing
that the thicker the material, the higher but weaker the resonant peak fre-
quency.
The absorptivity plot shows a similar picture; the thicker the material the
higher the peak frequency, Fig. 6.58. This plot shows that the absorption
for the 5µm thick copper is actually higher than that for the 50µm; this is
probably due to the copper being so thin that the currents produced by the
EM wave in the copper are fairly substantial as the resistivity of the material
is fairly high. As the material gets to around 1mm in thickness, the bulk
of the material is physically impeding the incident wave, so the absorption
once again begins to increase, until eventually the thickness of the material
overrides the resonant behaviour of the unit cell and the resonance is lost
completely.
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Figure 6.57: S11 and S21 plots showing how the different thickness of host
material affect the frequency of the resonant peak.
Figure 6.58: Plot showing the absorptivity for different thickness of copper
host material.
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6.9.1 Host Material Thickness Summary
From these simulations the copper thickness has been determined to have
a significant effect on the position of the resonant peak, with the thinner
material producing lowering the peak frequency. The thinner the copper,
the better the EM response and the lower the absorption until the material is
too thin to sustain the currents produced in the unit cell. Therefore, an ideal
thickness of the copper host material lies between 50µm and 500µ. However,
the thinner the material, the less structurally stable the material becomes;
this needs to be accounted for when fabricating the structure.
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6.10 Split Ring Width
The aim of these simulations was to determine the optimal width of the
split rings. Figure 6.59 shows six of these simulation setups; the top images
show where the inner ring is set to 0.25mm width and the outer ring varies
in size (0.25mm, 0.50mm and 0.75mmm respectively). The bottom images
show where the outer ring is set to 0.25mm width and the inner ring width
is altered.
Figure 6.59: TOP: Inner ring kept at 0.25mm width and the outer ring
varied between 0.25mm, 0.50mm and 0.75mm. BOTTOM: Outer ring kept
at 0.25mm width and the inner ring varied between 0.25mm, 0.50mm and
0.75mm.
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Table 6.12 shows all of the simulations which were run, where the ‘x’ shows
that the simulations were completed.
ThnIn (0.25mm) MidIn (0.50mm) ThkIn (0.75mm)
ThnOut (0.25mm) x x x
MidOut (0.50mm) x x x
ThkOut (0.75mm) x x x
Table 6.12: Table showing different types of simulation run for different
widths of the split rings.
6.10.1 Split Ring Width In = 0.25mm
By keeping the width of the inner ring the same the effect of altering the
outer split ring width on the overall EM behaviour of the unit cell can be
established. Figure 6.60 shows the magnitude of the S-parameters for the
three simulations where the inner ring is thin. This plot shows that by
increasing the outer ring width, one can fine tune the frequency position of
the resonance peaks. The thickest ring width chosen overlaps with the inner
ring, resulting in the loss of the resonant peak.
Figure 6.61 shows the absorptivity plot for these simulations, showing that
as the split ring width increases, the absorption decreases.
Therefore the outer split ring width should be as thick as possible, without
overlapping the inner ring.
6.10.2 Split Ring Width Out = 0.25mm
Keeping the width of the outer ring the same determines how the inner split
ring width affects the overall EM behaviour of the unit cell. Figure 6.62
shows the magnitude of the S-parameters for the three simulations where the
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Figure 6.60: Plots showing the magnitude of the S-parameters for the vary-
ing outer split ring width (inner split ring width = 0.25mm).
Figure 6.61: Plots showing the absorptivity for the varying outer split ring
width (inner split ring width = 0.25mm).
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outer ring is thin. This plot shows that by increasing the inner ring width,
one can substantially increase the positions of the higher order resonance
peaks without affecting the position of the lowest resonance.
Figure 6.62: Plots showing the magnitude of the S-parameters for the vary-
ing inner split ring width (outer split ring width = 0.25mm).
Looking at the absorptivity plot for these simulations, Fig. 6.63, shows that
as the split ring width increases, the peak of the lower frequency remains
fairly constant, but the absorption of the higher peaks decreases.
Therefore the inner split ring width should be as thick as possible to en-
sure that the higher order resonance peak has the lowest possible absorp-
tion.
6.10.3 Split Ring Width Summary
These simulations show that the split ring widths need to be as thick as pos-
sible, without overlapping the other split ring, to ensure minimal absorption.
Adjusting the width of the outer split ring offers a slight fine-tuning ability
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Figure 6.63: Plots showing the absorptivity for the varying inner split ring
width (outer split ring width = 0.25mm).
on the frequency position of the resonance peak, whereas altering the width
of the inner ring has minimal effect on the lowest resonance peak but a large
effect on the higher order peak.
6.11. SPLIT WIDTH 127
6.11 Split Width
The final set of optimisation simulations which were run determined the
effect of the width of the split in the split ring on the EM behaviour of the
unit cell. The geometries of a few of these simulations can be seen in Fig.
6.64, and the total number of simulations produced can be seen in Table
6.13, where the ‘x’ indicates a completed simulation.
Figure 6.64: TOP ROW: Increasing the split width for the inner ring whilst
keeping the outer ring with no split (Non, Small, Mid, Big, Max). BOT-
TOM ROW: Increasing the split width for the outer ring whilst keeping the
inner ring with no split (Non, Small, Mid, Big) The final image shows the
Maximum outer split width with a hole in the centre instead of an inner
ring.
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Non Small In Mid In Big In Max (1/2 Hole
(0.1mm) (0.5mm) (0.9mm) split ring)
Non x x x x x -
Small Out (0.1mm) x x x x x x
Mid Out (0.5mm) x x x x x x
Big Out (0.9mm) x x x x x x
Max - x x x x x
Table 6.13: Table showing different types of simulation run for different
widths of split in the split rings.
6.11.1 No Split Inner Ring
By keeping the inner ring set to have no split the effect that the split in the
outer ring has on the EM behaviour of the unit cell can be determined. The
magnitude of the S-parameters can be seen in Fig. 6.65, showing that the
increasing in split width increases the resonant peak frequency of the unit
cell. This is expected as the size of the split ring ‘C’ shape is decreased as
the split increases, resulting in a higher resonant frequency.
Figure 6.66 shows the absorptivity associated with the increasing split width.
The plot shows that as the split width increases the absorption decreases,
with the lowest absorptivity of 0.12 resulting from the ‘bigOutNonIn’ simu-
lation.
6.11.2 No Split Outer Ring
Keeping the outer ring set to have no split determines the effect the split
in the inner ring has on the EM behaviour of the unit cell. The magnitude
of the S-parameters can be seen in Fig. 6.67, showing that the increasing
in split width increases the resonant peak frequency of the unit cell, though
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Figure 6.65: Plot of the magnitude of the S-parameters, showing the effects
of increasing the split size in the outer ring.
Figure 6.66: Plot showing the effect on absorption when increasing the outer
split size.
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this occurs at well above the x-band frequency region.
Figure 6.67: Plot of the magnitude of the S-parameters, showing the effects
of increasing the split size in the inner ring.
Figure 6.68 shows the absorptivity associated with the increasing split width.
The plot shows that the change in width has very little effect on the value
of the absorption, with small, medium and big widths having absorptions of
nearly 0.5.
6.11.3 Disc in Centre
The EM behaviour of the unit cell with a hole in the centre and altering
the outer split ring width was also simulated. The magnitude of the S-
parameters were extracted and can be seen in Fig. 6.69. This plot shows
the resonant frequency peak is once again increased as the split width is
increased.
The absorptivity plot, shown in Fig. 6.70, shows that the absorption once
again reduces as the split width increases.
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Figure 6.68: Plot showing the effect on absorptivity when increasing the
inner split size.
Figure 6.69: Plot of the magnitude of the S-parameters for the simulations
where the split width in the outer split ring is increased with a hole present
in the centre.
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Figure 6.70: Plot of the absorptivity for the simulations where the split
width in the outer split ring is increased with a hole present in the centre.
6.11.4 Split Width Summary
Simulations were conducted testing the effect of altering the width of the
split on the resonant frequency and EM properties of the unit cell structure.
These simulations show that increasing the split width, thus reducing the
size of the resonant “C” shape, increases the resonant peak frequency posi-
tion and the lower the associated absorption. Therefore, the splits should
be as large as possible in the final design to keep absorption to a mini-
mum.
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6.12 HFSS - Methodology and Results
6.12.1 Material Design Specifications
The aims of this investigation were to design a material capable of high
power operation, able to withstand more than 1kW of incident power with an
absorption coefficient of less than 0.1 (ideally less than 0.05). The operating
frequency required was between 8.2 and 12.5GHz (x-band).
A number of factors were looked at when the optimal geometry was being
determined, such as unit cell shape, “complementary” (designed shape re-
moved from material) vs “wire on substrate” (designed shape embedded onto
material) split rings, wire thickness, split-gap thickness, number of rings and
thickness of the unit cell material. Initially, the dimensions for an existing
6mm complementary split ring arrangement were used to test the accuracy
of the meshing, followed by a number of parameter sweeps to determine the
optimal design of the new structure. Simulations of an infinite XY plane
of the unit cells were initially conducted to determine the behaviour of the
unit cell itself. Floquet boundary conditions (Master and Slave) were used
to set up the infinite system, along with Floquet ports. These are shown
in Figs. 6.71a) and b), with the Floquet ports shown in Figs. 6.71c) and
d). All infinite simulations needed to be de-embedded from the ports to the
unit cell to ensure that the length of the air gap between the ports and the
unit cell did not affect the predicted behaviour.
Simulation sweeps of 1-20GHz with a step size of 1MHz (20001 data points)
were used to find the resonance peak of the structure, with this peak then
being shifted into the x-band region when appropriate. 2 modes were anal-
ysed (TE and TM modes), set perpendicular to one another so the structures
interaction with TE and TM modes could be determined. More details on
the optimisation techniques used and the simulations produced are found in
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Figure 6.71: a) and b) Master and Slave (Bloch-Floquet) boundaries, used
to create an infinite sheet of material. c) Floquet Port 1, deembedded to the
unit cell edge as shown by the blue arrow. d) Floquet Port 2, de-embedded
to the unit cell edge as shown by the blue arrow.
Chapter 6.
The final design specifications for the unit cell are found in Table 6.14.
Parameter Size (mm)
Unit Cell Size 6.0
Outer Radius 2.9
Inner Radius 1.0
Split Ring Thickness 0.8
Split-Gap Width Outer 0.9
Split-Gap Width Inner 0.4
Material Thickness 0.5
Table 6.14: Table summarising the dimensions of the designed unit cell.
The unit cell size of 6mm give an approximate resonant frequency of 13.6GHz
(using Eqn. 2.27). Copper was chosen as the unit cell construction mate-
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rial due to its high melting temperature (around 1000◦C) and low material
absorption properties1.
These dimensions are shown in Fig. 6.72.
Figure 6.72: Dimensions for the split ring resonator design; Unit Cell size
6mm, copper thickness 0.5mm.
6.12.2 EM Characterisation Methodology.
A frequency sweep was conducted between 8 and 12GHz, covering the op-
erating frequency range of interest. The simulation ran with a resolution of
0.2MHz (20001 data points over the 4GHz range). The “Maximum Number
of Passes” was set to 20 and the “Maximum Delta S” was set to 0.02. This
ensured that the meshing of the simulation was suitably accurate whilst
1Thinner copper actually gives a lower overall absorption but reduces the structural
stability of the material. This also slightly alters the EM behaviour of the unit cell, but
only for a range of around 1GHz. This needs to be taken into account when manufacturing
the structure.
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keeping the simulation time down (approximately 2 minutes) (more details
on “Maximum Number of Passes” and “Maximum Delta S” in Appendices
6.2.1 and 6.2.2 respectively).
Values for S11 and S21 were determined, with the magnitude and phase
plotted out in Fig. 6.73, where S11 is shown as the red line and can be
seen to reach a minimum in magnitude at nearly 10GHz, corresponding to
a phase shift of 2.5 radians (≈ 4pi/5). S21 is shown as the blue line and can
be seen to peak at in magnitude at around 10GHz. A phase shift in S21 also
occurs though this is not nearly as sharp as the S11 phase shift and is drawn
out over a larger frequency range.
By using Smith’s adaptation of the Nicholson-Ross-Weir extraction tech-
nique, as discussed in Chapter 2.3, the permittivity εr and the permeability
µr produced by the infinitely large sheet of a material composed of this unit
cell design was determined.
Figure 6.74 shows the real and imaginary parts of εr. The real part of the
permittivity moves from negative to positive in the region leading up to just
below 10GHz, sharply reaching a peak at around 11GHz before drastically
dropping to being negative once again. Im(εr) remains at 0 until the peak in
Re(εr), where it drastically increases to a very large value before dropping off
again. This shows that the material is well behaved away from the resonance
peak, and that the losses of the material, which are related to the Im(εr),
increase around the resonance.
Figure 6.75 shows the real and imaginary parts of µr. Re(µr) is low (< 0.5)
over the entire frequency sweep range, reaching a minimum at just under
11GHz. This corresponds to the frequency where Im(µr) becomes negative.
The negative values are valid here because of the proximity to the resonance
peak; away from resonance this behaviour would be non-physical. This is
because the split rings are producing a magnetic response to oppose the
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Figure 6.73: a) Plot showing the magnitude of S11 (red dotted) and of S21
(blue dashed), showing a resonance in S11 and S21. b) Plot showing the
phase of S11 and S21, showing that S11 undergoes a pi phase shift at 10GHz,
and that S21 experiences a pi phase shift over a range from 9-11GHz.
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Figure 6.74: Plot showing the real (red) and imaginary (blue) parts of the
permittivity (εr) for the infinite sheet of unit cells.
incident EM field, altering the way that the incident wave is responding
magnetically.
Figure 6.76 shows the plot of the real components of εr (red dotted line)
and µr (blue dashed line); the region where wave propagation is evanescent
(i.e. εr and µr have opposite signs) is highlighted in light red. Full wave
propagation is possible from just under 10GHz to just under 11GHz. In this
region, Re(εr) is positive and rising from 0 around 90 and Re(µr) is positive
but reduces from around 0.4 towards zero. This shows that this material
operates as an EMNZ material.
The refractive index (also known as the propagation index) of the mate-
rial is determined from the equation n2 = εrµr, plotted in Fig. 6.77. As
the designed material is passive, the imaginary part of the refractive index
(shown in blue dashed, related to the total losses of the material) must al-
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Figure 6.75: Plot showing the real (red) and imaginary (blue) parts of the
permeability (µr) for the infinite sheet of unit cells.
ways remain positive to conform to energy conservation, which is observed.
Below 10GHz the Re(n) is zero; this is because εr and µr have opposite
signs so n is not well defined, indicated by the large imaginary part of n.
In this region, only evanescent waves may propagate. Between just under
10GHz to just under 11GHz n is well defined, rising from 0 to around 2.3,
corresponding to a region where εr and µr have the same (positive) sign,
allowing waves to propagate fully. From just under 11GHz, εr and µr once
again have opposite signs, n is again no longer well defined and so Re(n)
drops off and Im(n) increases once more.
A plot of the absorption coefficient, defined by Eqn. 2.16 as AbsCoeff =
4pifn′′
c is shown in Fig. 6.78, showing a value of less than 0.05.
The phase velocity of the wave as it propagates over the structure is shown
in Fig. 6.79, showing that the designed material does indeed slow down the
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Figure 6.76: Plot showing the real components of εr and µr indicating that
a region of double positive values exists between around 10 and 11GHz. At
about 10GHz εr and µr have equal values of 0.3.
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Figure 6.77: Refractive index (n) of the designed infinite material over 8-
12GHz. The real part of n, shown by the red dotted line, can be seen to rise
from 0 to around 2.2 for the frequency range where εr and µr have the same
sign (from just under 10GHz to just under 11GHz). The imaginary part of
n, shown by a blue dashed line, is significant for the frequency regions where
εr and µr have opposite signs.
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Figure 6.78: Plot showing the absorption coefficient of the designed material.
apparent speed of the wave to a fraction of the speed of light.
6.12.3 Initial Design: Infinite System Conclusions
This unit cell design has achieved many of the initial design criteria for
an infinite 2D plane of this engineered unit cell; it has demonstrated an
absorption coefficient of less than 0.05 and predicts an interaction frequency
around 10.06GHz (well within x-band) between the incident RF and a low
energy electron beam. It is worth noting here that the predicted interaction
frequency is located on the high frequency side of the resonance peak. An
operation frequency of around 10.06GHz predicts absorption in the region
of 0.04.
The high power operation of this unit cell design requires simulations of the
finite system to be investigated and are addressed in Chapters 6.12.4 and
6.13.
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Figure 6.79: Plot showing the phase velocity of the wave as it passes over
the designed material. In the region where interactions with an 80keV to
160keV are possible the wave has been slowed to around 0.50-0.65 times the
speed of light.
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6.12.4 Finite System - Waveguide
As this system was made for operation in x-band, simulations were run
with this structure loaded into an x-band waveguide (dimensions 22.86mm
x 10.16mm). However as this unit cell size is 6mm (1/6th of the waveguide
wavelength at 10GHz) only 3 unit cells could be loaded into the waveguide;
not really suitable for an effective medium description. Therefore simula-
tions for a larger waveguide with dimensions 36mm (6 unit cells) x 18mm
(3 unit cells) x 60mm (10x unit cell length) will be discussed here for initial
testing of the finite, loaded waveguide. This enables a total of 18 unit cells
to be loaded into the waveguide, better adhering to the effective medium
requirements.
The incident wave originated from the bottom xy plane of the geometry (set
as a Wave Port) and propagated in the +z direction. The waveguide walls
(xz and yz planes) were set to PEC. The top xy plane was set to a Wave
port.
This design can be seen in Fig. 6.80.
The simulation frequency sweep was originally set to 8-12GHz with step
sizes of 0.2MHz, but this was later reduced to 9-10.5GHz in 0.1MHz steps
to cover the range where an interaction has been predicted to occur. The
simulation took around 30 minutes to run.
The plot of the magnitude and phase of the scattering parameters can be
seen in Fig. 6.81, where the red line represents the magnitude and phase
of S11 in a) and b) respectively, and the blue line represents the magnitude
and phase of S21 respectively. A large resonance can be seen to occur at
10.07GHz, corresponding to the largest phase shift in S11. This occurs at
an increased frequency of 10.07GHz compared to the infinite simulation
(resonance at 10GHz). There is more complicated EM behaviour apparent
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Figure 6.80: Geometric setup of the 36x18x60mm waveguide. a) Loaded
36x18mm waveguide, with the incident RF travelling in the +z direction.
b) Image of the simulated strips of designed AM.
at the lower frequencies too compared with the infinite simulation; this is
due to the finite nature of the system which results in extra reflections and
excitations being produced within the waveguide.
By comparing the results of the scattering parameters for the infinite system
and loaded systems, as shown in Fig. 6.82, the underlying trend of both the
infinite and loaded waveguide systems are apparently very similar, except
that the loaded waveguide behaviour has many more resonances present.
The most influential of the new resonances is the anti-resonance that occurs
at around 9.9GHz, resulting in the splitting of the previously simple reso-
nance into 2 smaller, sharper resonances, one located 0.08GHz above the
infinite resonance peak and one 0.13GHz below.
Figure 6.83 shows that the absorption coefficient for the loaded waveguide
system is less than 0.07 around the 10GHz region. This is higher than the
0.05 predicted for the infinite system but is still less than the 0.1 originally
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Figure 6.81: Plot showing S11 (red) and S21 (blue). a) Magnitude and
b) Phase for the loaded 36x18x60mm waveguide. This behaviour is much
more complex due to the finite nature of the simulation, and shows a small
resonance at around 9.88GHz and a more substantial resonance in the region
of 10.07GHz, along with the associated phase shifts.
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Figure 6.82: Plot showing the magnitude of the scattering parameters for
the infinite and loaded waveguide systems.
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required. Note that this could be reduced slightly by reducing the thickness
of the copper.
Figure 6.83: Plot showing the absorption for the loaded 36x18mm waveg-
uide. The absorption has increased slightly for the region of interest (around
10GHz), but still remains lower than the required 0.1.
6.12.5 Initial Design: Waveguide Conclusions
The results from the simulation of a loaded 36x18mm cross section waveguide
has predicted that key features of the unit cell material design have not
been drastically changed compared to the initial infinite system. There is a
slight increase in the frequency positions of the resonances present of around
0.07GHz (from 10GHz to 10.07GHz), and there are more resonances present
in the lower frequency regions; this will be caused by edge effects of the AM
structure and additional resonances present due to the waveguide.
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6.13 COMSOL - Methodology and Results
6.13.1 Benchmarking : Comparing HFSS and COMSOL EM
Characteristics
To determine the thermal behaviour of the structure, the loaded waveguide
was modelled in COMSOL, a commercial Multiphysics Simulation Solver
(for more information see Chapter 5.1.3). To check that COMSOL predicts
the same or similar EM behaviour of the structure as HFSS, the loaded
36x18mm waveguide was created and simulated.
Figure 6.84 shows the position of the ports and the PEC boundaries.
Figure 6.84: Images showing: left: Port 1, where the TE10 wave is incident
from; middle: Port 2, exit port; right: PEC boundaries applied to the walls
of the waveguide.
The simulation ran with a “Fine” mesh from 9GHz to 10.5GHz (see Fig.
6.85) with frequency steps of 0.01GHz and took 2 hours 8 minutes to com-
plete2. This equated to a total of 150 data points, 1% of that run in
2Simulations of 9-10.5GHz were also attempted for frequency steps of 0.001GHz, how-
ever these simulations failed to converge. That said, many of the data points were obtained
over the span of nearly 9 hours, and so these are shown and discussed in App. B.2.
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HFSS.
Figure 6.85: COMSOL Fine Mesh.
The plot comparing the magnitude of S11 and S21 for both HFSS and COM-
SOL in [dB] can be seen in Fig. 6.86.
From this comparison differences between the behaviour predicted by the
two software packages become apparent. Points to note are the differences
in the lower frequency resonances (2 resonances in HFSS compared to the
single resonance in COMSOL) and there is a slight discrepancy between the
frequency positions of all of the resonance peaks. These are 0.05GHz for
the resonance where S21 first exceeds S11 over a reasonable range (around
9.8GHz), and 0.1GHz for where S21 becomes dominant for a second time
(around 10GHz). Interestingly, the peak located at 9.62GHz coincide for
both HFSS and COMSOL. This difference in the resonant peak positions
would ultimately lead to differences in the calculated values of εr and µr
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Figure 6.86: Plots comparing the magnitude of S11 and S21, (in [dB]) outputs
from HFSS and COMSOL.
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as they are determined from S11 and S21. Therefore a value of 10.03GHz
was used for the COMSOL simulations as it lies between the HFSS and
COMSOL predicted resonances.
6.13.2 1W Incident Power
To determine whether this structure was suitable for high power operation,
it was important to determine how long the structure would take to heat up
when exposed to an RF wave.
The aim was to ensure that this design could withstand powers higher than
1W for a duration exceeding 15 seconds, as previous work [5] had resulted
in these parameters causing breakdown of the structures. The simulations
produced exposed the structures to a 10.03GHz wave for 20 seconds for a
range of powers from 1W to 100kW. The eventual aim is to demonstrate
that this structure can withstand over 1kW of incident power.
As the unit cell material was set to copper, simulations which predicted a
temperature exceeding 1000◦C (the melting point of copper) were considered
to have reached breakdown.
The first simulation had 1W of incident power with a “Fine” mesh at
10.03GHz from 0 to 20 seconds in steps of 1 second. Initially a heat plot of
the structure was produced to indicate suitable locations to determine the
maximum temperature in the system. This summary of the plots produced
over time can be seen in Fig. 6.87, with the full 20 second time evolution
found in Appendix B.9.
These plots quite clearly show that the regions of highest temperature rise
occur in the Port 1-side unit cells of the central two slices of unit cells. The
temperature of a number of points around one of these unit cells was taken
(see positions in Fig. 6.88) and the temperatures reached at those points
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Figure 6.87: Surfaces showing heating in the structures after a 20 second
exposure to a 1W 10.03GHz wave for 5 to 20 seconds in 5 second intervals.
are plotted in Fig. 6.89.
Figure 6.88: Points where the temperature of the structure was recorded.
The plot of the temperature at these recorded points can be seen in Fig.
6.89, and show that the sections of the structure located at the centre of the
waveguide increase to the higher temperatures as the centre of the waveg-
uide is the location of the highest electromagnetic fields. The predicted
temperature rise for the structure when exposed to 1W of power is around
0.09◦C after 20 seconds.
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Figure 6.89: Plot produced by COMSOL showing the temperature rise of
the structure over 20 seconds for the data points marked out in Fig 6.88.
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Therefore point 244 will be taken as the point where the maximum temper-
ature rise is determined for all power simulations.
6.13.3 Varying the Power
By looking at the temperature rise for a number of different powers, the
power vs the maximum temperature experienced by the structure was plot-
ted. This can be seen in Fig. 6.90, showing that the maximum temperature
of the structure increases linearly as the incident power increases when ex-
posed to the 10.03GHz wave for 20 seconds. This suggests that the maxi-
mum operating power for a 20 second exposure to RF at 10.03GHz for this
structure lies in the region of 10kW. Each of the simulations took around
15minutes to run, increasing slightly as the power increased.
This is a significant conclusion as this is a 10000x increase in the potential
high power abilities of these types of structure compared to initial high
power investigations into AM material designs (see Ref. [5]).
6.13.4 Heating Conclusions
By simulating the loaded 36x18mm waveguide in both HFSS and COM-
SOL the predicted EM behaviour for the structure was directly compared
for the two software packages. A discrepancy of 1% was found between
the two packages caused by the difference in frequency-steps between the
systems (resulting in slightly different calculated EM properties). This lim-
itation was caused by issues with the computing power available, therefore
was only able to produce 1% of the data points HFSS could create. The
positions of the resonance peaks in the frequency region of interest (around
10GHz) seemed to show good behavioural agreement, though shifted down
in frequency by 0.1GHz. This led to the conclusion that the interaction
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Figure 6.90: Plot showing that the maximum temperature reached at the
centre of the structure increases as the power on the structure increases for
a 20 second exposure. Breakdown of the copper is predicted to occur at an
incident power of just over 10kW (T=1000◦C).
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frequency according to COMSOL would be located 0.1GHz below that pre-
dicted by HFSS, leading to the use of 10.03GHz as the operating frequency
for the thermal simulations.
From the COMSOL heating simulations, for 20 second exposures to the
incident RF operating at 10.03GHz, the maximum power this structure can
withstand is in the region of 10kW; this shows that the designed structure
adheres to the required design condition of coping with powers exceeding
1kW.
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Chapter 7
Fabrication
To manufacture the designed structures a number of methods were proposed
such as
1. Electrical Discharge Machining (EDM)
2. Water Jet Manufacturing (WJM)
3. Lithography
4. Laser cutting/printing
5. PCB Etching
6. Printed Circuit Board (PCB) Milling
7. Engraving
1, 2) EDM and WJM
EDM and WJM would require external companies, and thus were not ex-
plored at the time of writing due to additional costs and limited time con-
straints.
3) Lithography
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Lithography is a more conventional for manufacturing these types of struc-
tures; however the university does not have access to these facilities on
campus. Therefore an external company would again be required if manu-
facturing this way is required.
4) Laser Cutting and Laser Printing
Laser cutting is technically available at the university; however they are un-
able to cut material greater than 10s of microns in thickness. Laser printing
has been suggested, though this avenue for manufacture has currently not
been explored.
5) PCB Etching
Etching was another process suggested. Possible issues with this method
include, due to the small dimensions of the structures, bleed through of the
photoresist chemical into the areas where the copper is to be removed. This
would mean that the structures are not made exactly to specifications. An
example structure was created using this method – see Fig. 7.1 – and shows
that the photo-resist bleeding is not a significant issue within the CSRR
design, though there does seem to be a slight curve in the outer shape of the
design where the CSRR geometry gets close to the edges of the design.
6) Printed Circuit Board (PCB) Milling
At the time of writing PCB milling is the manufacturing option of choice due
to its ease of access on campus (Engineering Labs), the relative cheapness
of the materials required (test runs can be made on discarded pieces of FR4
PCB) and the valuable assistance of David Upton, the departmental expert
person on the PCB milling machine. This method again has its issues. The
first is that the PCB mill is designed to cut out tracks for a circuit board
(thickness of copper of around 34µm) therefore has issues with the required
thickness of the copper (500µm). Therefore thinner copper is required if
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Figure 7.1: Etched optimised CSRR designs with a blue back-light to show
inaccuracies in the geometry.
this is to be our primary source of manufacture. Secondly the drill piece is
actually slightly conical in shape, with a 45 degree angle on the drill tip.
This causes issues when drilling thicker pieces of copper as the top of the
cut will be wider than the base. One method to possibly get around this is
by cutting the copper from both sides: this has yet to be tested.
Initial tests involved ensuring that the computer can correctly program the
mill to correctly cut the designed shape; the initial structures to be presented
here are on 1 ounce copper clad FR4. This immediately brought out an issue
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with the way that the files were being saved (as .DXF), as the PCB software
was unable to correctly assign a drilling path. The results of this can be
seen in Fig. 7.2a), where the drill seems to have cut directly on the outline
of the split rings. The corrected drill path can be seen in Fig. 7.2b).
Figure 7.2: a) 1st PCB milling attempt, showing that the drilling path was
defined incorrectly. This was due to issues with the file save-format. b)
Milled structure with correct drill path.
Simulations had been run which had determined that between 50 and 500µm
thick copper would be suitable for this material design (any thinner and the
EM response is reduced, thicker results in higher losses). Originally 500µm
copper was decided upon due to its accessibility, however there was concern
that the metal would be too thick for the drill bit. 200µm copper also
produced the same concerns, so 100µm copper was decided upon.
100µm copper was purchased and glued to a sheet of acetate; the acetate
provides support for the copper during the milling process and can be easily
dissolved after milling. However, upon milling, this setup was found to have
insufficient adhesive strength, resulting in the drill bit ripping up the copper
and heating the acetate to its melting point, as seen in Fig. 7.3.
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Figure 7.3: 100µm thick milled copper, showing that the adhesive sticking
the copper to the acetate was not sufficient and that the acetate could not
withstand the heat produced by the drill bit.
This issue was mitigated by using the drill to re-trace the CSRR shapes
a number of times instead of removing the copper in a single trace. This
produced a much better quality finish of the CSRR, as shown in Fig. 7.4,
and is easily reproducible.
Figure 7.4: Many CSRRs drilled using the re-trace milling method on ac-
etate.
3oz copper-clad (102µm thickness) FR4 was also used for testing the re-trace
method as the FR4 can be dissolved using formic acid. This can be seen in
Fig. 7.5.
This is most likely the method to be used going forwards with the fabrication
of these structures.
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Figure 7.5: Many CSRRs drilled using the re-trace milling method on FR4.
Chapter 8
Conclusions and Future
Work
The aim of this research project was to design and create an artificial ma-
terial which is operable in high power RF environments. The focus was to
minimise the absorption coefficient of the structure, enabling microwave en-
ergy transfer devices to become smaller, cheaper and operational in higher
power environments compared to existing technologies. By using HFSS and
COMSOL (commercial Finite Element Method software), a 6mm Copper
Complementary Split Ring Resonator (CSRR) unit cell of 0.5mm thick-
ness was designed, producing a significant electromagnetic response around
10GHz whilst withstanding incident powers of up to 10kW for exposures of
up to 20 seconds. This is a substantial improvement on existing AM designs,
which can currently only withstand in the region of 1W.
The optimisation designs began by manipulating an existing SRR design.
This consisted of a 2.4mm double-square split ring resonator setup etched
into 1oz copper clad FR4 Printed Circuit Board (PCB). This design was
optimised to reduce the absorption coefficient of the material, resulting in
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a 6mm double-ringed circular CSRR unit cell design. This reduces the
magnetic response of the unit cell creating a material which behaves as an
εµ Near Zero (EMNZ) structure instead of producing the Double Negative
response of the metamaterial. This ensured that the high losses associated
with a large negative in µr were substantially reduced. Initial simulations
used an infinite 2D plane of the unit cell structures, though simulations
were later conducted using a 36x18mm design waveguide which operates in
x-band (this was decided to ensure that more than 3 of the unit cells were
contained within the waveguide, ensuring the effective media conditions were
met).
The absorption coefficient of an infinite sheet of the designed structure in
the 10GHz region was found to be below 0.05 – below 0.1 when loaded into
36x18mm waveguide – with COMSOL showing that incident powers in the
region of 10kW for a 20 second exposure of 10.03GHz incident RF could
be handled without additional cooling when the material is loaded into a
36x18mm waveguide.
Initial investigations have begun into simulating an electron beam/RF wave
interaction (using the FDTD code MAGIC), and this currently suggests
successful energy transfer between a continuous electron beam and incident
x-band RF, though further simulations need to be conducted before any
conclusive remarks can be made.
This investigation increases the current possibilities of uses of artificial ma-
terials into that of High Power Vacuum Electronic Devices, as research up to
this date cumulated in the destruction of this type of designed material with
only 1W of power. Future work would therefore begin by completion of the
fabrication of the structures. These would then be characterised using a net-
work analyser to ensure adequate adherence to the simulation parameters.
Cold testing (exposure of the structure to very low powers) would determine
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the scattering parameters of the material enabling the determination of the
relative permittivity and permeability of the material. There will most likely
be some slight discrepancies between the operating frequency predicted by
the simulations and those obtained from experiment as the simulations use
idealised conditions and the test-waveguide may not have the specific di-
mensions specified in the simulations. A slight amount of noise would be
expected from the experimental equipment originating from, for example,
reflections in the the coaxial cables (due to bending of the cable). However,
the electromagnetic behaviour of the structure should be in good agreement
with the simulations, though shifted in frequency or peak width slightly due
to the experimentally introduced errors.
Next, the 36x18mm waveguide would need to be designed and constructed
– along with the appropriate coaxial to waveguide wave launchers – to en-
sure that the structure could be exposed to the same conditions as those
produced in the simulations. Again, cold testing of this system would be
conducted to ensure that the simulations and experimental data agree on
the EM behaviour of the system. Again, slight discrepancies are expected
between the experimental setup and the simulations due to errors and noise
in the experimental setup. Upon completion of the cold tests, the structure
would to be exposed to high power testing (hot testing) to confirm whether
the COMSOL simulations were correct in their predictions of the thermal be-
haviour of this structure. This would test the structure exposed to a number
of different operational environments, such as with continuous and pulsed
high power exposure, and also test for different exposure times.
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Appendix A
Derivations
A.1 Linear Materials
In this context a “linear” material means a material whose polarisation den-
sity, P scales linearly with the electric field strength E (Electrically Linear)
and whose magnetisation M scales linearly with the magnetic field strength
H (Magnetically Linear). Setting this condition makes the system a lot
simpler to model and enables the use of simple constitutive relations in
Maxwell’s Equations:
∇ ·E = ρ
ε
, (A.1)
∇ ·B = 0, (A.2)
∇×E = −∂B
∂t
, (A.3)
∇×B = µ
(
ε
∂E
∂t
+ J
)
, (A.4)
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A.1.1 Electrically Linear
In a dielectric material, the presence of an external electric field results in a
slight separation of the atomic nuclei and electrons. This induces a polarising
local electric dipole moment, and results in the total volume charge density
being re-expressed as ρ = ρf + ρb, where ρf and ρb are the free and bound
charge densities [133].
Equation A.1, for free space, then becomes:
∇ ·E = ρf + ρb
ε0
,
∇ · ε0E = ρf −∇ ·P,
∇ · (ε0E+P) = ρf ,
∇ ·D = ρf , (A.5)
where ρb = −∇ · P, P is the (macroscopic) density of the permanent or
induced electric dipole moments in the material (
∑
m pm = Pdv), and D is
the electric displacement field, defined as:
D ≡ ε0E+P. (A.6)
For an electrically linear material, the polarisation density P scales linearly
with the electric field strength E:
P = ε0χeE, (A.7)
where χe is the electric susceptibility of the material (this represents the
degree of polarisation the material undergoes in response to an incident
electric field).
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Inserting this into Eqn. A.6 gives:
D = ε0E+P,
D = ε0E+ ε0χeE,
D = ε0(1 + χe)E,
D = ε0εrE,
D = εE, (A.8)
where ε = ε0εr and εr = (1 + χe) and may both be complex.
A.1.2 Magnetically Linear
To determine the magnetic behaviour of a material, it is useful to think of
the atom as a nucleus with electrons revolving around it, with each electron
having its own intrinsic magnetic moment mi. Summing these intrinsic
magnetic moments gives an averaged magnetisation
∑
iNi < mi >= M
[6].
This magnetisation contributes to the current density, so J is replaced by
J→ J+ Jm where Jm = ∇×M.
This results in:
∇×B = µ0(J+ Jm) = µ0(J+∇×M),
∇× ( 1
µ0
B−M) = J,
∇×H = J, (A.9)
where H ≡ 1µ0B−M and B = µ0H+ µ0M.
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For a magnetically linear material, the magnetisation M scales linearly with
the magnetic field strength H giving:
M = χmH, (A.10)
where χm is the magnetic susceptibility of the material (this represents the
degree of magnetisation the material undergoes when exposed to an external
magnetic field). Therefore B is re-expressed as:
B = µ0H+ µ0M,
B = µ0H+ µ0χmH,
B = µ0(1 + χm)H,
B = µ0µrH,
B = µH, (A.11)
where µ = µ0µr and µr = (1 + χm) and may both be complex.
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A.2 NRW Extraction Technique
The main aim of the Nicolson-Ross paper is to determine an easy direct
method for extracting the values of the permittivity ε and the permeability
µ of a material.
The extraction technique begins by considering a system of an annulus of
material, with permittivity ε = ε0εr, permeability µ = µ0µr (i.e. linear)
and impedance Z, loaded into a coaxial cable with characteristic impedance
Z0, as shown schematically in Fig. A.1.
Figure A.1: Setup of the Nicolson-Ross Extraction of permittivity and per-
meability from scattering parameters. This consists of a coaxial cable with
an annular disk of material loaded between A (z=0) and B (z=d) [34].
The impedance Z can be determined by modelling the system using an
equivalent circuit model as an LCR transmission line circuit. By modelling
the loaded coaxial cable as a lumped transmission line (see Ref. [134] for
more details), an equivalent circuit model can be used to determine the
electromagnetic parameters of the system. As can be seen in Fig. A.2, the
transmission line is modelled as an infinite number of repeatable elements;
one of these units, located between z and z + ∆z, consists of a distributed
resistance R, a distributed inductance L, a capacitance C and conductance
G. By taking ∆z to 0, the behaviour for the complete transmission line can
be determined using Kirchoff’s Laws.
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Figure A.2: Image showing the equivalent circuit model for the infinite
transmission line [134]. Bottom image shows the simplified version of the
repeating element.
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A.2.1 Kirchoff’s Voltage Law
From Kirchoff’s Voltage law (voltage around a closed loop = zero) the volt-
age at z is determined as:
V (z) = VR + VL + V (z + ∆z) = VR+L + V (z + ∆z), (A.12)
where V (z), VR, VL and V (z + ∆z) are the initial voltage, the voltage drop
over R, the voltage drop over L and the remaining voltage at V (z + ∆z)
respectively [135]. As R and L are connected in series, their associated
voltages can be combined as VR+L. Knowing that:
VR+L = ZR+LIR+L, (A.13)
where IR+L = I(z + ∆z) is the current per unit length through R and L,
the combined impedance ZR+L is determined as:
ZR+L = ZR + ZL = R+ iωL,
where ZR and ZL are the impedances of R and L. This enables the deter-
mination of VR+L as:
VR+L = (R+ iωL)I(z + ∆z)∆z.
Inserting these values into the equation for V (z), Eqn. A.12, gives:
V (z) = (R+ iωL)I(z + ∆z)∆z + V (z + ∆z).
Rearranging this gives:
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V (z + ∆z)− V (z)
∆z
= −(R+ iωL)I(z + ∆z).
Taking the limit of ∆z → results in:
dV (z)
dz
= −(R+ iωL)I(z). (A.14)
This is the first of two general transmission line equations.
A.2.2 Kirchoff’s Current Law
From Kirchoff’s current law (conversation of charge) the current through
point “a” is:
I(z) = I(z + ∆z) + IG+C , (A.15)
where IG+C is the current that flows into the section modelling the conduc-
tance and capacitance part of the circuit.
Again by using Eqn. A.13 (replacing (R+L) with (G+C)) and combining
G and C in parallel using [135]) the combined impedance of the (G + C)
part of the circuit is determined as:
ZG+C = (1/ZG + 1/ZC)
−1 = (G+ iωC)−1.
Knowing that VG+C = V (z + ∆z), the current per unit length through the
(G+ C) part of the system can be determined as:
IG+C = VG+C/ZG+C = V (z + ∆z)(G+ iωC)∆z.
Therefore the current at z is determined as:
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I(z) = I(z + ∆z) + V (z + ∆z)(G+ iωC)∆z.
Rearranging and taking the limit ∆z → 0 obtains:
dI(z)
dz
= −V (z)(G+ iωC). (A.16)
This is the second of two general transmission line equations.
One can quite clearly see that Eqns. A.14 and A.16 are coupled to one
another as both have either the differential of I(z) or V (z) related to V (z)
or I(z) respectively.
This coupling can be removed by taking the second differential of Eqn. A.14
and substituting into Eqn. A.16, and by taking the second differential of
Eqn. A.16 and substituting into Eqn. A.14.
This results in two second order differential equations, given as:
d2V (z)
dz2
= V (z)(R+ iωL)(G+ iωC) = κ2V (z), (A.17)
d2I(z)
dz2
= I(z)(R+ iωL)(G+ iωC) = κ2I(z), (A.18)
where κ2 = (R+ iωL)(G+ iωC).
Solutions for V (z) and I(z) can now be found, enabling the determination
of Z for the loaded material.
A.2.3 Impedance Z of the loaded material
The equations determined for the voltage and current are both second order
differential equations therefore ansatz of the form:
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V (z) = V0e
κz and I(z) = I0e
κz,
can be suggested as solutions, giving:
dV (z)
dz
= κV0e
κz and
d2V (z)
dz2
= κ2V0e
κz, (A.19)
dI(z)
dz
= κI0e
κz and
d2I(z)
dz2
= κ2I0e
κz. (A.20)
However, the question arises as to whether this solution uses +κ or −κ.
Expressing each of the voltage and current waves as:
V (z) = V + + V − = V +0 e
−κz + V −0 e
κz,
I(z) = I+ + I− = I+0 e
−κz + I−0 e
κz, (A.21)
where the + sign represents waves travelling in the forward +z direction
(e−κz is conventional notation for a wave propagating in this direction as
this ensures the wave diminishes in amplitude), and the − sign represents
waves travelling in the backwards −z direction, and by setting the sign in
front of κ, κ can be forced to be positive and thus:
κ = +
√
(R+ iωL)(G+ iωC). (A.22)
By inserting the voltage solution from Eqn. A.21 into Eqn. A.19, dV (z)dz can
be determined as:
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dV (z)
dz
=
d(V +0 e
−κz + V −0 e
κz)
dz
,
=
d(V +0 e
−κz)
dz
+
d(V −0 e
κz)
dz
,
= −κV +0 e−κz + κV −0 eκz,
= −κ(V +0 e−κz − V −0 eκz).
Equation A.14 shows this is equal to:
dV (z)
dz
= −(R+ iωL)I(z).
Inserting κ from Eqn. A.22 results in:
−κ(V +0 e−κz − V −0 eκz) = −(R+ iωL)I(z). (A.23)
This enables the current at z to be expressed as:
I(z) =
κ
(R+ iωL)
(V +0 e
−κz − V −0 eκz),
=
κ
(R+ iωL)
(V + − V −). (A.24)
V (z) and I(z) have now been determined (with the associated impedance
Z = V (z)/I(z)). However, caution needs to be taken here as the forward
and backwards travelling waves need to be dealt with individually.
The characteristic impedance of the empty system must be the same in both
directions, thus:
V +
I+
= Z0 =
V −
I−
,
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where V + = V +0 e
−κz and I+ = I+0 e
−κz = κ(R+iωL)V
+. This gives:
Z0 =
V +
I+
=
V +
V +
(R+ iωL)
κ
=
(R+ iωL)√
(R+ iωL)(G+ iωC)
=
√
(R+ iωL)
(G+ iωC)
.
(A.25)
For the coaxial system, where [134, 136]:
L =
µln(b/a)
2pi
and C =
2piε
ln(b/a)
,
where a and b are the radii of the inner and outer conductors respectively,
the impedance of a lossless (R = G = 0) material is given as:
Z =
√
L
C
=
ln(b/a)
2pi
√
µ
ε
,
and κ is equal to:
κ =
√
(iωL)(iωC) = iω
√
LC = iω
√
εµ. (A.26)
Using the linearity of the material, ε = ε0εr and µ = µ0µr. Z is therefore
expressed as:
Z =
ln(b/a)
2pi
√
µ
ε
=
ln(b/a)
2pi
√
µ0
ε0
√
µr
εr
= Z0
√
µr
εr
. (A.27)
This equation relates the impedance of the load to its material properties
εr and µr. However, these properties are not directly measurable.
The impedance of the load can be determined by utilising the reflection
coefficient Γ. This is a measure of the amount of the wave reflected off the
load if the load length in the direction of wave propagation was infinite.
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This is determined as the ratio of the forward voltage V + to the reflected
voltage V − (backward wave):
Γ =
V +
V −
. (A.28)
Therefore V − = ΓV + and V (z) can be rewritten from Eqn. A.21 as:
V (z) = V + + V −,
V (z) = V + + ΓV +,
V (z) = V +(1 + Γ). (A.29)
This gives an expression for the voltage at z in terms of Γ.
The current in terms of Γ can be determined by inserting Eqn. A.25 into
Eqn. A.24, giving:
I(z) =
V + − V −
Z0
=
V +(1− Γ)
Z0
. (A.30)
Using Z = V (z)/I(z) gives:
Z =
V (z)
I(z)
=
V +(1 + Γ)
V +(1−Γ)
Z0
=
1 + Γ
1− ΓZ0. (A.31)
Rearranging this for Γ gives:
Γ =
Z − Z0
Z + Z0
. (A.32)
Inserting the result from Eqn. A.27 obtains:
Γ =
Z − Z0
Z + Z0
=
√
µr/εr − 1√
µr/εr + 1
. (A.33)
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This is Eqn. 1 in the Nicolson-Ross paper and gives a value of the reflection
coefficient Γ in terms of the constitutive parameters ε and µ.
A.2.4 Scattering Parameters
The previous section focused on an infinite d, and from this determined the
value for the refection coefficient Γ.
However, in reality there is no such thing as an infinite system. This section
introduces the transmission coefficient, T (the Nicolson-Ross paper called
this z, but this a rather unhelpful assignment as impedances are denoted by
Z and the wave is travelling in the +z direction).
Again referring back to Fig. A.1, a wave propagating from A to B through
the material can be written:
T = e−ikzd, (A.34)
where kz represents the wavenumber of the incident wave travelling in the
z direction. The wavenumber k = ω/v where ω is the angular frequency of
the wave and v is the speed of propagation and equals 1/
√
µε = c/
√
µrεr.
This means the transmission coefficient can be written as:
T = e−i(ω/c)d
√
µrεr . (A.35)
Creating a signal flow diagram for the system shown in Fig. A.1 shows more
easily how the voltage and current flow around the circuit, enabling easier
determination of their values. This signal flow diagram can be seen in Fig.
A.3.
Scattering parameters determine the amount of a wave that propagates for-
ward or backwards after passing over a Device Under Testing (DUT). A
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Figure A.3: Signal Flow Diagram for the system outlined in Fig. A.1
schematic showing how the scattering parameters are defined in relation to
incident and outgoing waves is shown in Fig. A.4.
Figure A.4: Schematic demonstrating how scattering parameters are deter-
mined.
For the system of interest there is no incident wave (from the right hand
side), so S12 = S22 = 0. The scattering parameters S11 and S21 are defined
as the ratios of the reflected voltage to incident voltage, and transmitted
voltage to incident voltage respectively:
S11 =
VA
Vinc(ω)
and S21 =
VB
Vinc(ω)
. (A.36)
To make the derivation easier the signal flow diagram can be reduced down
further, removing the self-loop between A′ and B, as seen in Fig. A.5.
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Figure A.5: Reduced Signal Flow Diagram for the system outlined in Fig.
A.1
VA is then calculated (previous node× path coefficient for all arrows pointing
into a node) as:
VA = 1 ·B′ where,
B′ = ΓA+ (1− Γ)A′,
A = 1 · Vinc,
A′ = (−ΓT )B,
B = (1 + Γ)TA+ (−ΓT )2B → B = (1 + Γ)TA
1− (−ΓT )2 .
Altogether, this gives:
S11 =
VA
Vinc
= Γ +
(1− Γ)(−ΓT )(1 + Γ)T
1− Γ2T 2 ,
= Γ
(
1− (1− Γ
2)T 2
1− Γ2T 2
)
,
S11 =
Γ(1− T 2)
1− Γ2T 2 . (A.37)
This is Eqn. 4 in the Nicolson-Ross paper and gives the scattering parameter
S11 in terms of the reflection and transmission coefficients.
Also note that it now becomes clear that for an infinite system (T = 0),
S11 = Γ.
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VB can be calculated in a similar manner:
VB = (1− Γ) ·B,
giving:
S21 =
VB
Vinc
=
(1− Γ)(1 + Γ)T
1− Γ2T 2 ,
S21 =
(1− Γ2)T
1− Γ2T 2 . (A.38)
This is Eqn. 3 in the Nicolson-Ross paper and relates S21 to the reflection
and transmission coefficients.
Also note that it now becomes clear that for a system with no reflections
(Γ = 0), S21 = T .
This results in two equations (A.37 and A.38) with two unknowns (Γ and
T ; S11 and S21 can be directly measured) so Γ can be determined by solving
simultaneous equations.
Start by setting V1 = S21 + S11. This gives:
V1 =
T − Γ2T + Γ− ΓT 2
1− T 2Γ2 ,
=
(T + Γ)(1− ΓT )
(1 + ΓT )(1− ΓT ) ,
=
T + Γ
1 + ΓT
. (A.39)
Setting V2 = S21 − S11 gives:
204 APPENDIX A. DERIVATIONS
V2 =
(1− Γ2)T − (1− T 2)Γ
1− T 2Γ2 ,
=
(T − Γ)(1 + ΓT )
(1− ΓT )(1 + ΓT ) ,
=
T − Γ
1− ΓT . (A.40)
Rearranging A.39 for T and inserting this into A.40 gives:
V2 =
V1 − Γ− Γ(1− ΓV1)
1− ΓV1 − Γ(V1 − Γ) .
Rearranging for Γ gives:
Γ2 − 2Γ
(
1− V1V2
V1 − V2
)
+
V1 − V2
V1 − V2 = 0,
Γ2 − 2ΓX + 1 = 0, (A.41)
where X is defined as:
X ≡ 1− V1V2
V1 − V2 =
1 + S211 − S221
2S11
. (A.42)
Equation A.41 is a quadratic equation, solved using Γ = −b±
√
b2−4ac
2a where
a and b are the coefficients in front of the Γ2 and Γ terms, and c is the
independent term. This gives:
Γ = X ±
√
X2 − 1 = 1 + S
2
11 − S221
2S11
±
√(
1 + S211 − S221
2S11
)2
− 1. (A.43)
To determine the correct sign of the square root the material is assumed pas-
sive since only one choice of sign satisfies |Γ| ≤ 1 (else the material would
be amplifying the wave with no incident energy source, breaking conserva-
tion of energy). This shows that Γ is related to the physically measurable
quantities S11 and S21.
A.2. NRW EXTRACTION TECHNIQUE 205
Once Γ has been correctly determined, Eqn. A.39 can be used to determine
T , giving:
T =
V1 − Γ
1− V1Γ =
S11 + S21 − Γ
1− (S11 + S21)Γ . (A.44)
The final step in this derivation is to relate µr and εr to the scattering
parameters S11 and S21. Rearranging Eqn. A.33 results in:
µr
εr
=
(
1 + Γ
1− Γ
)2
= c1, (A.45)
and rearranging Eqn. A.35 gives:
µrεr = −
( c
ωd
ln(1/T )
)2
= c2. (A.46)
Multiplying Eqns. A.45 and A.46 yields:
µr =
√
c1c2 and εr =
√
c2/c1, (A.47)
thus showing that complex values of permittivity and permeability can be
determined by measurements of the scattering parameters.
Note here that issues with this method of extraction can already be seen;
when S11 approaches zero the value for Γ becomes unstable as the solution
to Eq. A.43 becomes infinite. This issue, in practise, can be resolved by
making the material thickness (d) as small as possible (a thickness of less
than half a wavelength), though this does increase the uncertainties in the
scattering parameter measurements [137].
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A.2.5 Weir Extension
The Nicolson-Ross paper produced an extraction technique for εr and µr in
the Time Domain; Weir’s method determines εr and µr in the Frequency
Domain. The main issue, according to Weir, is that in the Time Domain
a Fourier transform is required to determine εr and µr from the measured
transient response. The other issue is that the frequency values which εr
and µr can be determined are band-limited due to the timed response of
the pulse and its repetition frequency. The final issue with the Nicolson-
Ross technique is that it produces multi-valued solutions resulting from the
ambiguity in Γ, resulting in ambiguities in determining the phase shift over
the material for transmission frequencies of nλ/2.
To solve these issues, Weir’s Frequency Domain approach compares the cal-
culated and measured propagating wave through the material. Though this
is not very valid for dispersive media (as the concept of group velocity breaks
down in regions of anomalous dispersion) it does provide a more rigorous
method for determining εr and µr, removing the frequency dependence on
which readings can be taken.
The paper builds on many of the equations already determined in the
Nicolson-Ross paper, specifically referring to Eqns. A.43, A.44 for Γ and
T respectively, and using Eqns. A.45 and A.46.
Specifically, rearranging Eqn. A.46 and using:
v =
1√
εµ
,
=
1√
ε0µ0εrµr
,
=
c√
εrµr
, (A.48)
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where v is the speed of wave propagation in the material and is equal to
ωλg
2pi
where λg is the guide wavelength, results in:
c2 = µrεr = −
( c
ωd
ln(1/T )
)2
,
µrεr =
(
jλg
√
εrµr
2pid
ln(1/T )
)2
,
√
µrεr =
jλg
√
εrµr
2pid
ln(1/T ),
1
λg
=
j
2pid
ln(1/T ). (A.49)
However λg is also defined as [138]:
λg =
λ0√
(c/v)2 − (λ0/λc)2
,
=
λ0√
εrµr − (λ0/λc)2
,
where λ0 is the free-space wavelength and λc is the cutoff wavelength.
Inserting this into Eqn. A.49 results in:
√
εrµr − (λ0/λc)2
λ0
=
j
2pid
ln(1/T ),√
εrµr
λ20
− 1
λ2c
=
j
2pid
ln(1/T ),
εrµr
λ20
− 1
λ2c
= −
(
1
2pid
ln(1/T )
)2
=
1
Λ2
. (A.50)
This is Eqn. 8 in the Weir paper and again relates εr and µr to the trans-
mission coefficient.
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A.3 Smith Adaptation of the NRW approach
The Nicolson-Ross and Weir papers demonstrate how to extract the prop-
erties ε and µ from the measured values of S11 and S21 for a bulk material.
This method became the standard technique for extracting these param-
eters for many years, with improvements made over the years to account
for the underlying issues presented, specifically for materials with low loss
[139–141].
In 2002, Smith built on this parameter extraction technique by using Pendry’s
Transfer Matrix Method (TMM - A full description of transfer-matrix deriva-
tion can be found in [142] and [143]) for application to effective materials,
specifically metamaterials [7], discussed in more detail in his 2005 paper
[144]. More on effective materials can be read in Section 3.1. The general
principle in Smith’s technique is to determine the scattering parameters in
terms of the refractive index, n, and the impedance, Z, of the material.
This approach defines a 1D transfer (also known as a transmission or an
ABCD-) matrix which relates an incident electromagnetic wave F to the
outgoing wave F’ via the equation:
F′ = TF, (A.51)
where:
F =
 E
Hred
 , (A.52)
and E and Hred are the complex electric and reduced magnetic fields. The
reduced magnetic field has the normalisation Hred = iωµ0H.
Nicolson-Ross and Weir showed that the system can be replaced by an equiv-
alent circuit model, therefore Eqns. A.21 are used to describe the system.
However, instead of following the reflection coefficient route, the system can
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be described with a transfer matrix. This gives:
 V (z)
I(z)
 =
 e−κz eκz
1
Z0
e−κz − 1Z0 eκz
 V +0
V −0
 . (A.53)
Once again referring to Fig. A.1, and evaluating Eqn. A.53 at the A (z=0)
and B (z=d) planes gives:
 V (0)
I(0)
 =
 1 1
1
Z0
− 1Z0
 V +0
V −0
 , (A.54)
and:  V (d)
I(d)
 =
 e−κd eκd
1
Z0
e−κd − 1Z0 eκd
 V +0
V −0
 . (A.55)
Rearranging Eqn. A.54 to make V +0 and V
−
0 the subject gives:
 V +0
V −0
 = 1
2
 1 Z0
1 −Z0
 V (0)
I(0)
 , (A.56)
and inserting this into Eqn. A.55 results in:
 V (d)
I(d)
 = 1
2
 e−κd eκd
1
Z0
e−κd − 1Z0 eκd
 1 Z0
1 −Z0
 V (0)
I(0)
 ,
 V (d)
I(d)
 =
 eκd+e−κd2 −Z0 eκd−e−κd2
− 1Z0 e
κd−e−κd
2
eκd+e−κd
2
 V (0)
I(0)
 . (A.57)
It is useful here to remember what κ is. Equation A.26 says that, for a
lossless transmission line, κ = iω
√
LC = iω
√
εµ. The phase constant β can
be defined by:
beta = ω
√
εµ = ω
√
εrε0µrµ0 =
ω
c
√
εrµr = nk, (A.58)
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where k is the wavenumber of the incident wave and n is the refractive index
of the material. Inserting κ = iβ into Eqn. A.57 gives:
 V (d)
I(d)
 =
 eiβd+e−iβd2 −Z0 eiβd−e−iβd2
− 1Z0 e
iβd−e−iβd
2
eiβd+e−iβd
2
 V (0)
I(0)
 . (A.59)
Trigonometry denotes:
cosh(ix) =
eix + e−ix
2
= cos(x)
sinh(ix) =
eix − e−ix
2
= isin(x), (A.60)
giving Eqn. A.59 as:
 V (d)
I(d)
 =
 cos(βd) −Z0sin(βd)
− 1Z0 sin(βd) cos(βd)
 V (0)
I(0)
 . (A.61)
Inserting Z0 =
Z
ik and β = nk gives the transmission matrix for a 1D
homogeneous slab of material as:
T =
 cos(nkd) −Zk sin(nkd)
k
Z sin(nkd) cos(nkd)
 . (A.62)
This is Eqn. 3 in Smith’s 2005 paper [144].
Recall that Z =
√
µ/ε and that n2 = εµ, therefore ε and µ are determined
as:
ε = n/Z ; µ = nZ. (A.63)
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Unfortunately, the elements in the T matrix are not easily accessible by
means of experiment. However, by remembering Z = Z0ik one can convert
these values to the scattering matrix values (pg 192 [138]):
S11 =
T11 − T22 +
(
ikT12 − T21ik
)
T11 + T22 +
(
ikT12 +
T21
ik
) ,
S21 =
2
T11 + T22 +
(
ikT12 +
T21
ik
) ,
S12 =
2det(T)
T11 + T22 +
(
ikT12 +
T21
ik
) ,
S22 =
T22 − T11 +
(
ikT12 − T21ik
)
T11 + T22 +
(
ikT12 +
T21
ik
) . (A.64)
Inserting the values of T11, T12, T21 and T22, where T11 = T22 = Ts and
knowing that det(T) = 1 gives:
S12 = S21 =
1
Ts +
1
2(T12ik + T21/ik)
,
=
1
cos(nkd) + 12(−iZsin(nkd)− ( iZ sin(nkd))
,
=
1
cos(nkd)− isin(nkd)2 (Z + 1Z )
, (A.65)
and:
S11 = S22 =
1
2(ikT12 − T21ik )
Ts +
1
2(T12ik + T21/ik)
,
=
1
2(−iZsin(nkd) + iZ sin(nkd))
cos(nkd) + 12(−iZsin(nkd)− ( iZ sin(nkd))
,
=
isin(nkd)
2 (
1
Z − Z)
cos(nkd)− isin(nkd)2 (Z + 1Z )
,
=
isin(nkd)
2
(
1
Z
− Z
)
· S21. (A.66)
This gives a relationship between the S11, S21 and n and Z as:
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S11
S21
= − isin(nkd)
2
(
Z − 1
Z
)
. (A.67)
This is Eqn. 2 in Smith’s 2002 paper [7] 1.
n and Z can be determined by rearranging Eqns. A.65 and A.67. Rearrang-
ing Eqn. A.67 to determine n gives:
cos(nkd)− isin(nkd)
2
(
Z +
1
Z
)
=
1
S21
,
2cos(nkd)− isin(nkd)
(
Z +
1
Z
)
=
2
S21
,
2cos(nkd) =
2
S21
+ isin(nkd)
(
Z +
1
Z
)
. (A.68)
Rearranging Eqn. A.65 gives:
isin(nkd) = −2S11
S21
1(
Z − 1Z
) . (A.69)
1There is ambiguity between Smith’s 2002 and 2005 papers when determining this
result, as his 2005 paper, Eqn. 8, states that:
S11 =
isin(nkd)
2
(
1
Z
− Z
)
,
without dividing through by S21. This is incorrect as there is indeed a factor of S21
missing here.
There is also a sign error in the conversion from the T-matrix parameters to the S11
parameter, stating that:
S11 =
1
2
(
T21
ik
− ikT12
)
Ts +
1
2
(
T12 +
T21
ik
) .
This should read:
S11 =
1
2
(
ikT12 − T21ik
)
Ts +
1
2
(
T12 +
T21
ik
) .
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Inserting Eqn. A.69 into Eqn. A.68 gives:
cos(nkd) =
2− 2S11 (Z+
1
Z )
(Z− 1Z )
2S21
. (A.70)
The numerator here can be normalised and simplified by using Eqn. A.42
from the Nicolson-Ross paper, where X =
1+S211−S221
2S11
= Γ
2+1
2Γ =
(Z+ 1Z )
(Z− 1Z )
to
give:
cos(nkd) =
2− 2S11X
2S21
,
cos(nkd) =
1− S211 + S221
2S21
,
n =
1
kd
cos−1
(
1− S211 + S221
2S21
)
. (A.71)
This is the first part of Eqn. 3 in Smith’s 2002 paper.
Equation A.42 is used to determine Z. Rewriting (Z + 1Z ) = (Z
2 + 1)/Z
and (Z − 1Z ) = (Z2 − 1)/Z gives:
Z2 + 1
Z2 − 1 = X =
1 + S211 − S221
2S11
,
Z2(2S11 − 1− S211 + S221) = −2S11 − 1− S211 + S221,
Z = ±
√
−(S211 + 2S11 + 1− S221)
−(S211 − 2S11 + 1− S221)
.
Notice here that S211 + 2S11 + 1 and S
2
11 − 2S11 + 1 can be rewritten as
(1 + S11)
2 and (1− S11)2 respectively, resulting in:
Z = ±
√
(1 + S11)2 − S221
(1− S11)2 − S221
, (A.72)
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This is Eqn. 4 in Smith’s 2002 paper. n is also determined by:
n =
1
kd
cos−1
[
1
2S21
(1− S211 + S221)
]
,
= Re
(
1
S21
)
− 1
2|S21|2 (A1S11 +A2S21) , (A.73)
where A1 = S
∗
11S21 + S
∗
21S11 and A2 = 1− |S11|2 − |S21|2 and are both real
valued functions that go to zero in lossless materials.
A.4 Absorption and Loss
Appendix A.2 introduced the scattering parameters S11 and S21, the reflect-
ed/transmitted voltage over the incident voltage:
S11 =
VA
Vinc(ω)
and S21 =
VB
Vinc(ω)
. (A.74)
Rearranging these equations to determine VA and VB in terms of these scat-
tering parameters gives:
VA = S11Vinc and VB = S21Vinc. (A.75)
Due to conservation of energy (therefore power as [P ] = [J ]/[s]) the incident
power can be expressed in terms of the reflected, transmitted and lost power
as:
Pin = Preflected + Ptransmitted + Plost. (A.76)
Power is related to voltage by:
A.4. ABSORPTION AND LOSS 215
P = IV = V 2/Z, (A.77)
where I represents the current and Z represents the impedance of the sys-
tem, so the reflected power Preflected and transmitted power Ptransmitted are
determined as:
Preflected = V
2
A/Z; (A.78)
= (S11Vinc)
2/Z, (A.79)
Ptransmitted = V
2
B/Z; (A.80)
= (S21Vinc)
2/Z. (A.81)
Knowing that Pin = V
2
inc/Z, Eqn. A.76 can be rewritten in its normalised
form as:
1 = |S11|2 + |S21|2 +NormPlost, (A.82)
where NormPlost is the normalised power lost, also referred to as the ab-
sorptivity. This can be expressed explicitly as [145]:
A(ω) = NormPlost = 1− |S11|2 − |S21|2, (A.83)
which is used by Smith in his 2002 paper as A2 [7]. This is essentially a
measure of the power lost from the incident EM wave due to absorption
of the incident power by the system, typically through ohmic (resistive) or
radiative losses, or due to energy storage within the system itself.
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A.5 Bloch-Floquet Theory: Full Derivation
Bloch-Floquet theory is the theorem that describes wave propagation in an
infinitely large, periodic medium. Basically, it states that the propagation
characteristics of a material can be determined from the analysis of a single
unit cell:
Φ(z + p) = eγzF (z) = Φ(z), (A.84)
where Φ is a periodic function of z with a period p, γ is the complex prop-
agation constant of the wave and F (z) is the general solution. This result
will be demonstrated here by use of an example outlined in [63].
Consider the propagation of a TE10 mode in an infinitely long rectangular
waveguide filled with periodically varying dielectric constant κ0+κ1cos(2pip),
travelling in the z direction with a harmonic time dependence (proportional
to ejωt), as shown in Fig. A.6.
Figure A.6: Rectangular waveguide loaded with periodically varying dielec-
tric constant.
For a TE mode wave, Hx and Hz can be derived from Eqn. A.3 as:
jωµ0Hx =
∂Ey
∂z
; jωµ0Hz = −∂Ey
∂z
. (A.85)
The wave equation for EM waves is given by:
∇2E = 1
c2
d2E
dt2
. (A.86)
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Rearranging this equation gives:
(
∇2 + ω
2
c2
)
E = 0. (A.87)
However given that ω/c = k(ω) = k0(ω)n(ω) Eqn. A.87 becomes:
(∇2 + k2(ω))E = 0. (A.88)
Knowing that the dielectric constant varies as κ0 +κ1cos
(
2piz
p
)
, and by let-
ting Ey vary as ψ(z)sin
(
pix
a
)
where a is the largest cross-sectional dimension
of the waveguide, one determines:
[
d2
dz2
+ k20
(
κ0 + κ1cos
(
2piz
p
))
− pi
2
a2
]
ψ(z) = 0. (A.89)
Since ψ(z) is a solution to this equation, ψ(z + p) is also a solution due to
the evenness of the cosine function:
cos
(
2pi(z + p)
p
)
= cos
(
2piz
p
)
. (A.90)
Eqn.A.89 is a second order equation, therefore there can only be two linearly
independent solutions. As ψ(z) is a solution, then ψ1(z) and ψ2(z) are also
solutions, so the solutions at point p are:
ψ1(z + p) = α11ψ1(z) + α12ψ2(z), (A.91)
ψ2(z + p) = α21ψ1(z) + α22ψ2(z), (A.92)
where αij are suitably determined coefficients.
Therefore the general solution for the system can be written as:
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F (z) = Aψ1(z) +Bψ2(z), (A.93)
and ψ(z + p) can be written as,
F (z + p) = Aψ1(z + p) +Bψ2(z + p). (A.94)
Inserting Eqn. A.94 into Eqn. A.92 results in:
F (z) = Aψ1(z) +Bψ2(z),
F (z + p) = (Aα11 +Bα21)ψ1(z) + (Aα12 +Bα22)ψ2(z).
As F (z) represents a solution for a wave propagating in the z direction,
F (z + p) is expressed as:
F (z + p) = e−γpF (z), (A.95)
where γ is the propagation constant for the wave and can be real, imaginary
or complex.
Therefore:
F (z + p) = F (z)e−γp = e−γp(Aψ1(z) +Bψ2(z)),
= (Aα11 +Bα21)ψ1(z) + (Aα12 +Bα22)ψ2(z). (A.96)
Equating coefficients gives:
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e−γpA = (Aα11 +Bα21),
→ A(α11 − e−γp +Bα21 = 0,
e−γpB = (Aα12 +Bα22),
→ B(α22 − e−γp +Aα12 = 0.
Solving these equations simultaneously enables the non-trivial solutions to
be found as:
e−2γp − (α11 + α22)e−γp + (α11α22 − α12α21) = 0. (A.97)
This is a quadratic equation for e−γp, therefore:
e−γp =
α11 + α22
2
±
[(
α11 + α22
2
)2
− (α11α22 − α12α21)
]1/2
. (A.98)
Setting α11α22 − α12α21 = ∆ gives:
(
α11 + α22
2
)2
−
(
α11 + α22
2
)2
+ ∆ = ∆,(
α11 + α22
2
)2
−
[(
α11 + α22
2
)2
−∆
]
= ∆,
1
∆
(
α11 + α22
2
)2
−
[
1
∆
(
α11 + α22
2
)2
− 1
]
= 1,
(
α11 + α22
2∆1/2
)2
−
( 1
∆
(
α11 + α22
2
)2
− 1
)1/22 = 1,
where
(
α11+α22
2∆1/2
)
= cosh(θ) and
(
1
∆
(
α11+α22
2
)2 − 1)1/2 = sinh(θ).
This gives:
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cosh2(θ)− sinh2(θ) = 1. (A.99)
Therefore Eqn. A.98 is re-expressed as:
e−γp = ∆1/2cosh(θ)±∆1/2sinh(θ),
= ∆e±θ = e±θ+(1/2)ln∆. (A.100)
This shows that γ can be real, imaginary or complex. If ∆ = 1, then if γ is
a solution, so is −γ and γ ± j2mpi/p where m is any integer.
Saying that the solution at p = 0 is:
Φ(z) = eγzF (z), (A.101)
then the solution at a point p in the periodic medium is:
Φ(z + p) = eγ(z+p)F (z + p),
= eγpeγzF (z + p),
= eγpeγze−γpF (z)
= eγzF (z),
= Φ(z).
This shows that the general solution of Eqn. A.89 is of the form F (z) =
e±γzΦ(z).
Appendix B
Excess Graphs and Figures
B.1 HFSS Infinite Systems - Empty vs Loaded
The plots in this section compare the simulations of infinite unit cells, both
without (empty) and with (loaded) the engineered unit cell design. These
simulations show that the presence of the designed unit cell results in an
altered behaviour of the incident wave, resulting with the emergence of a
resonance peak at 10GHz.
B.2 COMSOL: Finer Frequency Step Simulations
When running a benchmarking simulation to compare the results produced
by HFSS and COMSOL, a number of different frequency steps were at-
tempted over the range of 9-10.5GHz. The frequency step that was set-
tled on was 0.01GHz, as this simulation ran well and did not produce any
warnings or errors. However, this only results in 150 data points, which,
compared to HFSS’s 15001, feels rather insufficient. A frequency step of
0.001GHz (which would have resulted in 1500 data points) was attempted,
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Figure B.1: Plot comparing the magnitude of the scattering parameters for
the empty and loaded infinite systems in HFSS.
Figure B.2: Plot comparing the phase of the scattering parameters for the
empty and loaded infinite systems in HFSS.
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Figure B.3: Plot comparing the refractive indices for the empty and loaded
infinite systems.
Figure B.4: Plot comparing the εr and µr for the empty and loaded infinite
systems.
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Figure B.5: Plot comparing the absorption coefficients for the empty and
loaded infinite systems.
however this failed to converge on an answer and as such resulted in the
simulation ceasing.
That said, COMSOL seems to determine a final solution at each frequency
step before moving on to the next frequency step, so upon looking at the
produced output one can see that very many of the data points were in-
fact determined before the simulation stopped. This can be seen in Fig.
B.6,
By plotting the successful frequencies against those obtained by HFSS, as
shown in Fig. B.7, showing that the frequency difference between the two
simulations is less than predicted with the 0.01GHz simulations (only being
0.07GHz low).
This enables 2 conclusions: 1) The COMSOL simulation may eventually
converge on the results produced by HFSS, or 2) COMSOL’s results may
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Figure B.6: Plot showing the Scattering Parameters S11 and S21 as deter-
mined by COMSOL. Solutions seem to have been obtained for frequencies up
to 10.43GHz, which unfortunately did not converge, causing the simulation
to stop.
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Figure B.7: Plot showing the Scattering Parameters S11 and S21 as deter-
mined by COMSOL (1479 data points) and HFSS (15001 data points).
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remain in this region. Note that the original infinite unit cell design was
made to have a resonant frequency at 10GHz, so this would mean that
COMSOL was actually better than HFSS in this particular case.
To check whether this data was able to produce a suitable absorption plot,
the absorption was calculated and can be seen in Fig. B.8. This shows
quite clearly that there are regions where the simulation ran ok, but that
there are also many spurious spikes (single data points) in the predicted ab-
sorption, probably highlighting data points which did not converge suitably
well.
Figure B.8: Absorption plot produced from the S11 and S21 data from COM-
SOL.
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B.3 COMSOL Heating: Time evolution 0 to 20
seconds
Figure B.9 shows the time evolution of the heating simulation for a 1W
10.03GHz wave in 1 second intervals over 20 seconds.
Figure B.9: Surface plots showing the heating of the structure over 20 sec-
onds.
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