Abstract: A pattern recognition system is trained by using a training data set composed of input data and corresponding desired output data. After the training, the performance of the system is evaluated from certain perspectives. One is the misclassification rate (MCR) for a test data set, which is a data set separated from the training data set used in the training. The strength against noise, i.e., the noise robustness, is also an important performance measure. The noise robustness of a system is estimated by testing the MCR for a data set in which the inputs are corrupted by artificial noise. However, this test procedure can be computationally expensive, because a large number of corrupt inputs have to be created in order to cover the variability of the noise and the classification procedure has to be run for all of them. In this paper, based on a perturbative approximation method, we derive an effective test method for the noise robustness of pattern recognition systems based on deep neural networks. We demonstrate the validity of our method through numerical experiments using the MNIST data set and show that our method is much faster than the conventional expensive test method.
Introduction
Deep learning techniques are quite effective for pattern recognition problems [1, 2] . A deep learning system for a pattern recognition problem is trained by using a training data set composed of input data and corresponding desired output data (supervised data). After the training, the performance of the system is evaluated from certain perspectives. The misclassification rate (MCR) for a test data set, which is a data set separated from the training data set used in the training, is widely used as the performance measure. The strength against noise, i.e., the noise robustness, is also an important performance measure, because in practical cases, input can include noise and a system we desire should therefore be robust against noisy inputs. Indeed, many authors have studied a deep learning system under noisy inputs [3] [4] [5] . In this paper, we focus on a testing method for the noise robustness of a pattern recognition system based on deep learning.
Usually, the noise robustness of a system is estimated by testing the MCR for a data set in which the inputs are corrupted by artificial noise. However, this test procedure can be computationally expensive, because a large number of corrupt inputs have to be created in order to cover the variability of the noise and the classification procedure has to be run for all of them, the details of which are given in Sec. 3 . We proposed an effective test method for noise robustness in our previous study [6] . The method is constructed on the basis of a perturbative approximation and allows vary fast estimation of noise robustness compared to the ordinary test method mentioned above. This paper is an extension of the previous study, and its main contributions are as follows: (i) the previous method was formulated with only additive Gaussian noise, whereas, the method reformulated in this paper is applicable to other types of additive noise, (ii) an effective computation algorithm for a deep feed-forward neural network is explicitly given, and (iii) a new approximate method based on random sampling is proposed, which realizes the further speed-up of our method. As mentioned above, there are several investigations on learning algorithms to obtain a noise-robust system. However, as far as the authors know, the investigation of an effective algorithm for the noise-robustness-test method is a novel one.
The remainder of this paper is organized as follows. In Sec. 2, a pattern recognition system considered in this paper is described. In Sec. 3, a test method focused on in this paper is presented. In Sec. 3.1, a measure of the noise robustness, referred to as the misclassification probability (MCP), is introduced as a statistical mechanical approximation of the MCR. A perturbative approximation of the MCP, namely, our main proposed method, is described in Sec. 3.2. In Sec. 4, we demonstrate the validity of our method by numerical experiments with the MNIST data set, and show our test method is much faster than the conventional expensive test method. In the experiments, we used two-, three-, and four-layered neural networks. Moreover, from the results in that section, we find that a two-layered neural network is weaker against noise than three-and four-layered ones, that a three-layered neural network with the rectified linear unit (ReLU) activation [7, 8] is stronger that a three-layered one with the sigmoid activation, and that a three-layered neural network with the ReLU activation is the best in the perspective of the noise robustness. Finally, conclusions and some remarks are given in Sec. 5.
Pattern recognition systems based on deep neural networks
Let us consider a pattern recognition system that classifies an n-dimensional input vector
It is convenient to use a 1-of-K representation (or 1-of-K coding) to identify each class [9] . In the 1-of-K representation, each class corresponds to the K-dimensional vector t = (t 1 , t 2 , . . . , t K )
T the elements of which are t k ∈ {0, 1} and K k=1 t k = 1, i.e., a vector in which only one element equals one and the remaining elements are zero. When t k = 1, t indicates class C k . For simplicity of notation, we denote the 1-of-K vector, the kth element of which is one, by 1 k . By stacking a soft-max classifier on a deep neural network (DNN) with controllable parameters θ, we can obtain such a pattern recognition system [1] (Fig. 1) . Suppose that the DNN has K outputs for an input x: q 1 (x, θ), q 2 (x, θ), . . . , q K (x, θ). In the following analysis, we omit the explicit description of the dependency of the DNN outputs on θ, i.e., q k (x, θ) = q k (x); however, it should be borne in mind that all quantities calculated from q k (x) depend on θ. Given x and θ, using the K outputs of the DNN, the soft-max classifier computes a class probability defined by
where T is the random variable that takes a 1-of-K vector, t ∈ {1 1 , 1 2 , . . . , 1 K }, as its realization. Z is the normalization constant defined by
where t is the summation over all possible realizations of T . From Eq. (1), the probability of input x belonging to class C k , i.e., the class probability of C k , is expressed as
In the following analysis, the class probability of class C k for input x, P (T = 1 k | x, θ), is simply denoted by P k (x). Then, the recognition system classifies the input into class C k * (x) that gives the maximum class probability,
When the recognition system has been trained (i.e., when θ has been optimized) by an appropriate learning algorithm with a training data set consisting of training inputs together with their corresponding supervised data, i.e., their true class labels, a new input can be classified by using Eqs. (3) and (4) . For simplicity of analysis, given θ, we assume that the class probability P k (x) has a unique maximum point with respect to k for any x in the following sections.
Test method for noise robustness
Suppose that the objective is to test the noise robustness of a given recognition system trained by a training set. This can be performed in a simple manner as follows: first, a data set
. . , M} (e.g., a training set or a test set) composed of M inputs, x (1) , x (2) , . . . , x (M ) ∈ R n , and their corresponding target 1-of-K vectors, t (1) , t (2) , . . . ,
Next, all the inputs x (μ) are corrupted by adding noise ε (μ) ∈ R n , which are independently drawn from a certain distribution ρ(ε), and the degraded data set
. . , M} is the set of the noise. By performing the recognition test for the degraded data set D(N ), the MCR for the noise set N can be obtained. Here, we denote it by m (D(N ) ). The MCR is obtained by dividing the number of misclassifications by the total number of data, M , and therefore it can be expressed as
where δ(t, t ) is the Kronecker delta function,
and k * (x) is defined in Eq. 
is the MCR for the noiseless data set D, namely, the usual MCR for the data set D. m(D(N )) can be used as a measure of the degree of performance degradation of a system for the noise set N . The MCR of a system, which is weaker for noise, will be larger and show a more rapid increase with the increase in the strength of noise. m(D(N )) is the MCR for the specific noise. To obtain its expectation value, m ρ (D), for the variability of noise,
However, since performing the integration analytically is not easy, in practice m ρ (D) is estimated approximately by a Monte Carlo integration:
where
. From the law of large numbers, the approximation in Eq. (7) becomes the equality in the limit of S → ∞. For a precise m ρ (D), the value of S is set to a large value. However, the computation of Eq. (7) includes S times recognition tests for D, and is thus rather expensive. The order of computation time of Eq. (7) is O(SM C inf ), where C inf is the computational time required by the evaluation of all the class probabilities in Eq. (3) for one given input.
Misclassification probability
An analytical treatment of m(D(N )) in Eq. (5) is not straightforward because of the maximizing operation. In its stead, we propose an alternative measure based on the class probabilities. Here, we define
Note that φ(t (μ) , x (μ) + ε (μ) ) coincides with the class probability of
, and thus one can regard the second term in Eq. (8) 
, where β ≥ 0 is known as the inverse temperature in statistical mechanics, and define Q(D(N ), β) by using the new class probability instead of P k (x) (cf. Eq. (8)):
The new class probabilities coincide with the original ones when β = 1, and therefore
On the other hand, in the limit β → +∞ (in other words, in the zero temperature limit),
is obtained, because max k P k (x, β) = 1 in the limit. Here, we used the assumption that the class probability P k (x) has a unique maximum point with respect to k.
Consequently, Q(D(N )) can be interpreted as the finite temperature approximation of m(D(N )
). Hence, we consider the expectation value of Q(D(N )) over the noise distribution ρ(ε),
as an approximation of the MCR in Eq. (6) . We refer to Q ρ (D) as the MCP. In fact, as shown in Sec. 4, the MCP is a good qualitative approximation of the MCR (see Fig. 2 (a) and (b)).
Perturbative approximation of MCP
The MCP in Eq. (10) can be rewritten as
Therefore, we must perform the intractable multidimensional integration in Eq. (12) to obtain the value of Q ρ (D). Its approximation can be obtained by the Monte Carlo integration similar to Eq. (7). However, the computational cost of such a sampling-based method is as high as that of Eq. (7). In this section, we propose a method to obtain an approximation of Q ρ (D) without incurring such an expensive computation. Let us assume that the noise elements, ε 1 , ε 2 , . . . , ε n , are independently drawn from a certain distribution π σ (ε), i.e., ρ(ε) = n i=1 π σ (ε i ), and that the mean and variance of π σ (ε) are zero and σ 2 , respectively. Therefore, we obtain
where γ i ← ε i /σ and
is the standardized noise distribution with mean zero and variance one. By expanding φ(t, x + σγ) in Eq. (13) around σ = 0, we obtain
The first-order coefficient of the expansion, ψ (1) (t, x), is always zero, the reason for which is as follows: using the chain rule, we have
is obtained. Therefore, Eq. (14) can be expressed as
The value of ψ (2) (t, x) depends on the details of the model. The evaluation of ψ (2) (t, x) on a DNN is shown in Appendix A.
By substituting Eq. (16) into Eq. (11), we obtain the perturbative approximation of Q ρ (D) as
This approximation is valid for small σ. The merits of this perturbative method are as followings: (i) it does not require noisy inputs to be created and (ii) once ψ
)/M is obtained, we can estimate the MCP for any σ, whereas, the ordinary test method based on Monte Carlo integration must recompute the MCP for each σ. These merits can greatly reduce the computational time. Indeed, as shown in Sec. 4, our method is very fast compared to the conventional test method based on the Monte Carlo integration. An efficient computation algorithm of ψ (2) (t, x) on a DNN is described in Appendix A3.
It is noteworthy that when π σ (ε) is an even function, e.g., a Gaussian distribution with zero mean, the third-order coefficient of the expansion, ψ (3) (t, x), is always zero. The reason for this is as follows: when π σ (ε) is an even function, π 1 (ε) is also an even function, and therefore
when k is an odd number. On the other hand, we have
From the above two equations, we reach ψ (3) (t, x) = 0. Consequently, when π σ (ε) is an even function, Eq. (17) becomes
By a similar argument, we can conclude that ψ (k) (t, x) = 0 when k is an odd number in this case. The formulations given in this section are valid for models other than usual feed-forward DNNs for example, the discriminative restricted Boltzmann machine [10, 11] .
Numerical experiment with MNIST data set
In this section, we demonstrate the validity of the approximation presented in the previous section by using numerical experiments with the MNIST data set. MNIST is a database of 10 different handwritten digits, 0, 1, . . . , and 9, and is composed of N train = 60000 training data and N test = 10000 test data. Each training data item and each test data item includes the input data, a 28 × 28 digit image, and the corresponding target digit label. Thus, we set n = 784 and K = 10 in this case.
All the input data in the training set, {x (μ) | μ = 1, 2, . . . , N train }, were normalized in the preprocessing in the following way: 
. By this transformation, the mean and variance of {x
. . , N train } become zero and one, respectively. All the input data in the test set were also normalized in a manner similar to the training set, together with m i and v i obtained from the training set.
In the numerical experiment, we used four different models: a two-layered neural network (2NN), a three-layered neural network with the sigmoid activation (3NNs), a three-layered neural network with the ReLU activation [7] (3NNr), and a four-layered neural network with the ReLU activation (4NN). The details of 2NN, 3NNs, and 3NNr are given in Appendix A4. We let the size of the first hidden layers in these two three-layered models be U 1 = 200, and let the sizes of the first and second hidden layers in the four-layered model be U 1 = 200 and U 2 = 100, respectively. All the models were trained by using the back-propagation algorithm with the training data set in MNIST. In the training, we used the stochastic gradient descent (SGD), of which the mini-batch size was B = 100, with the AdaMax optimizer [12] . All the learning parameters in the models, θ, were initialized by the Xavier method [13] (for the sigmoid or linear activations) or He method [14] (for the ReLU activation), and updated during 30 epochs. Here, one epoch consists of one full update cycle over the training data set, namely, one epoch involves N train /B = 600 updates by SGD in this case.
We applied our method to the test data set, 
respectively, where m(D test ) and Q(D test ) are the MCR and MCP for the noiseless test data set. The estimates of β MCR and β MCP are given in Table I . A model having a larger β MCR (or β MCP ) is weaker against noise, because a larger β MCR (or β MCP ) increases the MCR (or the MCP) faster.
From Table I , we found that β MCR of 2NN is the largest and that of 4NN is the smallest. This means that 2NN is the weakest against noise and 4NN is the most robust against noise. β MCP shows the same magnitude relation among the four models as β MCR . The MCP obtained by our proposed method in Eq. (17) is shown in Fig. 3 . We observe that this plot is qualitatively similar to Fig. 2(b) , and we found that our method is a good qualitative approximation of the true MCP. In Fig. 3, ψ (2) (t, x) was obtained by the exact evaluation of Eq. (A-11). In the 
)/N test , obtained from our method are also shown in Table I . The magnitude relation among the four models in ψ (2) ave (D test ) is the same as β MCR and β MCP .
We can speed-up our method by using the random sampling approximation in Eqs. (A-18) and (A-19) (see Appendix A3). The MCPs for 3NNr and 4NN estimated by the random sampling approximation are shown in Fig. 4(a) and (b) , respectively. For the comparison, the MCPs estimated by the conventional test method based on the Monte Carlo integration (in Fig. 2(b) ) and our method with the exact evaluation of Eq. (A-11) (in Fig. 3) are also plotted. The results obtained by the random sampling approximation are in good agreement with those obtained by our method with the exact evaluation. The computational times of the three different methods in 3NNr and 4NN are shown in Table II 1 . They were implemented on Microsoft Windows 10 (64bit) with Intel(R) Xeon(R) CPU E3-1240 v2 (3.4GHz) and RAM (16GB). The computation times given in Table II do not include the computation times for the preprocessing, i.e., the computation of Q(D test ), and our methods utilized the results in the preprocessing. Our method based on the random sampling approximation is much faster than the conventional test method based on the Monte Carlo integration.
Conclusions and remarks
In this paper, we proposed a test method for the noise robustness of classification systems based on a DNN. It allows the comparison of noise robustnesses of different models. The proposed method with/without the random sampling approximation were relatively fast compared to the conventional method based on the Monte Carlo integration, because (i) it does not require the classification procedures to be run for a large amount of noisy data and (ii) once ψ (2) ave (D) is obtained, we can estimate the MCP for any σ. The sampling approximation proposed in this paper accelerated the computation of ψ (2) ave (D), and the computational time with the approximation was much faster than the conventional method in our experiment.
However, our method could not provide the precise reconstruction of Q ρ (D) when σ was not small; see Fig. 4 . This misreconstruction arises from the effect of higher-order terms neglected in our perturbation in Eq. (17). For a more precise approximation, we may need a different technique. The replica method in statistical mechanics allows the analytical treatment of an intractable integration [15] . In our opinion, it will facilitate future developments of this method.
Our method is not applicable to input data x without target vector t. In this case, instead of MCP, a measure based on the Kullback-Leibler divergence, expressed by
could be utilized. Equation (21) measures the difference between the noiseless class probabilities, P k (x), and the class probabilities for noisy input, P k (x + ε). Equation (21) is expected to increase as the effect of noise increases. An analysis of the measure will be addressed in our future studies.
In this Appendix, we evaluate ψ (2) (t, x) in Eq. (15) on a DNN defined in Appendix A1.
A.1 Deep neural networks
Let us consider a DNN shown in Fig. A-1 . The DNN outputs z (L) (x) from input vector x = (x 1 , x 2 , . . . , x n )
T . For l = 1, 2, . . . , L, the output of the jth unit in the lth hidden layer is computed as
where a l (x) is the activation function of the lth hidden layer. z (0) (x) is identified as the input x. The bias and weight parameters in all the hidden layers are optimized by using a training data set. In the framework presented in this paper, output vector z
T . The order of the computational cost of obtaining z (L) (x) from the input vector (i.e., the one-time inference), with respect to the number of units, is O(C inf ), where
and U l is the number of units in the lth hidden layer (U 0 = n and (9) is expressed as
A.2 Derivation of ψ (2) (t, x)
First, we derive the first derivative of φ(t,x), wherex := x+σγ, with respect to σ for the convenience of the following evaluation. By using the chain rule, we obtain
From Eqs. (A-1) and (A-2),
are obtained, where a (1) l (x) := da l (x)/dx. If a l (x) includes some indifferentiable points, a subderivative is used instead of the normal derivative. In the derivation in Eq. (A-4), we used relation ∂z -3) , we obtain the first-derivative of φ(t,x) as a quadratic form, which is
where e(t,x) ∈ R K is the vector whose elements are defined in Eq. (A-4) and A (l) (x) ∈ R U l ×U l−1 is the matrix whose elements are defined in Eq. (A-5). Therefore, as discussed in Sec. 3.2, we obtain
From Eq. (A-3), the second derivative of φ(t,x) is
.
In the derivation of Eq. (A-7), we used the relation:
we have
From Eqs. (A-7) and (A-8), we obtain
α 2 (x) ∂u (1) 
2 .
(A-9)
We define the vectorsẽ(t, x), d(x) ∈ R K and matrix B (l) (x) ∈ R U l ×U l−1 whose elements are
, (A 2NN) , in which the activation function in the first hidden layer is a 1 (x) = x (i.e., the linear activation). This model is also known as the multiclass logistic regression [9] . (b) Threelayered neural network (3NN), in which the activation function in the second hidden layer is a 2 (x) = x. In Sec. 4, it was denoted as 3NNs, when a 1 (x) = 1/(1 + e −x ) (i.e., the sigmoid activation), and as 3NNr, when a 1 (x) = max(0, x) (i.e., the ReLU activation). The size of the first hidden layer in (a) and the second hidden layer in (b) is K.
e k (t, x)w
where, from Eqs. (A-4) and (A-10),
In a similar way, from Eq. (A-11), ψ (2) (t, x) for 3NN is obtained as 
