In this paper, we obtain some application of first-order differential subordination, superordination and sandwich-type results involving operator for certain normalized p-valent analytic functions. Further, properties of p-valent functions such as; λ-spirallike and λ-Robertson of complex order are considered.
Introduction
Let H(U) denote the class of holomorphic functions in the open unit disc U ≔ {z ∈ C : |z| < 1} on the complex plane C, and let H[a, n] denote the subclass of the functions p ∈ H(U) of the form: p(z) = a + a n z n + · · · ;
(a ∈ C, n ∈ N ≔ {1, 2, . . .} ) .
Let A p denote the class of all p-valent functions f ∈ H of the following form:
which are analytic in the open unit disk U. The class A 1 denoted by A. Let g and h be analytic in U. We say that the function g is subordinate to h, or the function h is superordinate to g, and express it by g ≺ h or conventionally by g(z) ≺ h(z) if g = h • ω for some analytic map ω : U → U with ω(0) = 0. When h is univalent, the condition g ≺ h is equivalent to g(U) ⊂ h(U) and g(0) = h(0).
For some non-zero complex numbers b and real λ; |λ| < π 2 , we define classes S λ p (α, b) and K λ p (α, b) as follows:
For a function f belonging to the class S λ p (α, b), we say that f is multivalent λ-spirallike of complex order b and type α; (0 ≤ α < 1) in U. Also for a function f belonging to the class K λ p (α, b), we say that f is multivalent λ-Robertson of complex order b and type α; (0 ≤ α < 1) in U. This classes for α = 0 were introduced and studied by Ai-Oboudi and Haidan [2] .
In particular for p = b = 1, we denote
, is the class of λ-spirallike functions of order α with 0 ≤ α < 1 and
, is the class of λ-Robertson functions of order α with 0 ≤ α < 1.
Let η and µ be complex numbers not both equal to zero and f ∈ A p given by (1.1).
Define the differential operator F η,µ p : A p −→ H [1, 1] as follows:
Here, all powers are mean as principal values (see [8] ).
Definitions and Preliminaries
In order to achieve our aim in this section, we recall some definitions and preliminary results from the theory of differential subordination and superordination.
Definition 1 ( [11, 12] ). Let ψ : C 2 × U → C and the function h(z) be univalent in U. If the function p(z) is analytic in U and satisfies the following first-order differential subordination
then p(z) is called a solution of the differential subordination. A function q ∈ H is said to be a dominant of the differential subordination (2.1) if p ≺ q for all p satisfying (2.1). An univalent dominant that satisfiesq ≺ q for all dominants q of (2.1), is said to be best dominant of the differential subordination.
Definition 2 ([13]
). Let ϕ : C 2 × U → C and the function h(z) be univalent in U. If the function p(z) and ϕ(p(z), zp ′ (z); z) are univalent in U and satisfies the following first-order differential superordination
2)
then h(z) is called a solution of the differential superordination. An analytic function q ∈ H is called a subordinant of the solution of the differential superordination (2.2), or more simply a subordinant if q ≺ p for all the functions p satisfying (2.2). An univalent subordinant that satisfies q ≺q for all of the subordinants q of (2.2), is said to be the best subordinant.
Miller and Mocanu [13] obtained sufficient condition on the functions p and q for which the following implication holds:
Using these results, in [5] were obtained sufficient conditions for certain normalized analytic function f to satisfy
where q 1 (z) and q 2 (z) are given univalent normalized function in U. 
implies q(z) ≺ p(z) and q(z) is the best subordinant of Eq. (2.4).
Lemma 2.3 ([14]
). The function
Lemma 2.4. For the univalent functions
we have
The function
dose not have any poles in U and is analytic in U. Then
attains its minimum value on the boundary {z ∈ C : |z| = 1}. If take z = e iθ with θ ∈ (−π, π], then
Therefore, the minimum value of expression (2.6) is equal to 0. 
which implies that Let
Proof. The function ω(z) = u+vz 1+Bz maps U onto the disk
which implies that
Some interesting results of differential subordination and superordination were obtained recently (for example) Bulboacȃ [4, 5, 6] , Shammugam et al. [16] , Zayed et al. [18] , Ebadian and Sokó l [9] and Aouf et al. [3] .
In this paper, we will derive several subordination, superordination and sandwich results involving the operator F η,µ p .
Subordination Results
For convenience, let
We assume in the remainder of this paper that σ be complex number, γ ∈ C * , α, λ are real numbers with 0 ≤ α < 1, − π 2 < λ < π 2 , respectively, and all the powers are principal ones. 
and q is the best dominant of Eq. (3.1).
Proof. If we choose θ(w) = 1 and ϕ(w) = γ w , then θ, ϕ ∈ H(Ω);
(Ω ≔ C * ). The condition q(U) ⊂ Ω from Lemma 2.1 is equivalent to q(z) = 0 for all z ∈ U. For w ∈ q(U), we have ϕ(w) = 0. Define
From Lemma 2.5, q(z) = 0 for all z ∈ U, then Q ∈ H(U). Further, q is an univalent function, implies q ′ (z) = 0 for all z ∈ U, Q(0) = 0 and Q ′ (0) = γ q ′ (0) q(0) = 0, and
we also have Taking η = 0, γ = 1 and q(z) = (1 + Az) /(1 + Bz); (−1 ≤ A < B ≤ 1, z ∈ U) in Theorem 3.1 and applying item (UF.2), we get the following result:
.
If the function f satisfies the following subordination condition: Taking µ = 0, γ = 1 and q(z) = (1 + Az) /(1 + Bz); (−1 ≤ A < B ≤ 1, z ∈ U) in Theorem 3.1 and applying item (UF.2), we get the following result:
If the function f satisfies the following subordination condition:
3)
and Bz) is the best dominant of (3.3)
Taking γ = e iλ pab cos λ , µ = −a, η = 0 and q(z) = (1 − z) −2pab(1−α)e −iλ cos λ in Theorem 3.1 and combining this together with item (UF.1), we obtain the following result:
or, equivalently
For example, for a = 1 2 and p = b = 1 we get Taking γ = e iλ pab cos λ , µ = 0, η = a and q(z) = (1 − z) −2pab(1−α)e −iλ cos λ in Theorem 3.1 and combining this together with item (UF.1), we obtain the following result:
For example, for a = 1 2 and p = b = 1 we get Further, assume that f ∈ A 0 and q satisfy the condition
If the function ψ define by
(3.5) satisfies the following subordination condition:
and q is the best dominant of Eq. (3.6).
Proof. If we choose θ(w) = σw and ϕ(w) = γ, then θ, ϕ ∈ H(Ω);
(Ω ≔ C). Also, for all w ∈ q(U), ϕ(w) = 0. Define
The function q is an univalent, then q ′ (z) = 0 for all z ∈ U, Q(0) = 0 and Q ′ (0) = γq ′ (0) = 0, and from condition (3.4) For q(z) = e Cz ; (|C| < π) in Theorem 3.2, we obtain the following corollary. 
