Abstract. We find the explicit expression of the absolutely continuous invariant measure for the p-numerated generalized Gauss transformation
The Invariant Measure
The Gauss transformation
has been well studied. It has a strong relation with continued fractions and has a number of applications to number theory, dynamical systems and etc. This transformation has a unique absolutely continuous ergodic measure (1) dµ(x) = 1 ln 2
where m is the Lebesgue measure on [0, 1). The expression of the density is rather simple and it is not difficult to check that µ is invariant. However, it can be puzzling to find this expression if it is not provided a priori. For most generalized Gauss transformations, we do not have such expressions and in general we do not expect to have a simple explicit expression, even for some special cases (for instance,
T (x) = { 1 x 2 }. Discussions on such transformations can be found in [3] ). We do not know how the expression (1) was found. However, we try to find a reasonable approach (the author was first asked to do so by Omri Sarig on his course) and see if it helps with some other transformations. Now we look into the following p-numerated generalized Gauss transformations. 
where {x} is the fractional part of x.
is the integer part of
There is K such that a K = ∞ if and only if x is rational, in which case a k = ∞ for all k ≥ K. Theorem 1.3. For every positive integer p, T p has a unique absolutely continuous ergodic invariant measure
Proof. It is obvious that µ p is absolutely continuous and µ p ([0, 1)) = 1. µ p is invariant if and only if for every α ∈ (0, 1),
Proof of ergodicity will be discussed in the Section 3. Uniqueness follows from ergodicity.
Guessing The Expression
In this section we try to give an idea about how to find the measures µ p . We assume that T p has an absolutely continuous invariant measure µ p with continuous density. Then F (t) = µ p ((0, t)) is a smooth function on [0, 1). As µ p is invariant, we have for every t ∈ [0, 1),
We assume that F extends to a smooth function on R + ∪ {0} such that (2) holds for all t ∈ R + ∪ {0}. Replace t by 1 + t in (2) and note that F (0) = 0, we have
Then we are aware that (3) holds for all linear functions H that satisfies
So we guess that H(x) = cx for some constant c ∈ R. Then G(t) = H(ln t) = c ln t and
As
Hence for every x ∈ [0, 1),
In the proof of Theorem 1.3 we have checked that µ p is indeed an invariant measure.
Ergodicity of µ p
We should first point out that, existence of an absolutely continuous invariant measure for T p , as well as ergodicity of the measure, is actually guaranteed by a folklore theorem (cf. [1, Theorem B1] or [3, Lemma 2.2]). Here we would like to present a proof of ergodicity of µ p following [5, Section 2] to get some insight into the the p-numerated generalized continued fractions. We start with the following lemma:
A n B n = [a 1 .a 2 , · · · , a n ] p be the n-th convergent of x (no reduction of fraction is made). For a n = ∞, A n = a n A n−1 + pA n−2 B n = a n B n−1 + pB n−2 and
As µ p is absolutely continuous with nonzero density, its ergodicity is equavilent to the following fact:
Proof. Let E be an invariant subset and m(E) = d < 1. Let χ be the characteristic function on E. We choose ξ ∈ (0, 1) and write
We fix a positive integer n and denote by r q and r ′ q ′ the (2n − 1)-th and 2n-th convergents of ξ (no reduction), i.e.
We have
As m(E) = d < 1 and 1 (qx + q ′ ) 2 is decreasing with x, we have
If ξ runs over (0, 1) and n runs over all positive integers, the intervals [t 1 , t 2 ] form a covering, in the sense of Vitali, of (0, 1). In the virtue of Lebesgue density theorem, m(E) = 0.
Frequencies and Means
The invariant measure µ p allows us to compute the frequencies and means of the coefficients (partial denominators) for p-numerated generalized continued fractions. 
Proof. Just apply Birkhoff ergodic theorem to the map T p and the ergodic measure µ p . Note that µ p (E) = 0 if and only if m(E) = 0.
Remark. The theorem also holds for nonnegative functions with infinite integrals.
We can apply theorem 4.1 to get the following results.
Corollary 4.2. For Lebesgue almost every x ∈ [0, 1), the coefficients in p-numerated continued fractions of x satisfy:
(1) For every positive integer M ≥ p, the frequency (limit distribution) of M in the sequence {a k } is
(2) The expectation of the coefficients is infinity:
(3) The geometric mean of the coefficients is
Proof.
(1) can be obtained by setting φ as the characteristic function on [
(2)(3) can be derived from (1) with the frequencies or by setting φ in Theorem 4.1
From the corollary we find some interesting facts. First, the relative frequencies are the same for different values of p as long as they do not vanish, i.e., For any integers
which is independent of p.
The frequencies also implies the following fact:
Corollary 4.3. Let h : Z + → R be a function on positive integers. Let
Then φ 1 is integrable over µ 1 if and only if φ p is integrable over µ p for all p.
This implies that for every function
is the same for the canonical continued fraction and for the p-numerated generalized ones. It is not difficult to compute other means, such as Hölder means and Harmonic mean of the coefficients with the frequencies.
As ln 1 = 0, we happen to see that
where W 1 is the Khinchin's constant. So W 2 is just a power of the Khinchin's constant.
Lypunov Exponents and Growth of Denominators
In this section we discuss the Lypunov exponents for the map T p and the growth of the denominators in the convergents.
Theorem 5.1. For µ p (also Lebesgue) almost every x ∈ [0, 1), the Lyapunov exponent of T p along the orbit of x is
Proof. Apply Theorem 4.1 for φ = ln |T ′ p |:
We know that Θ(1) = π 2 12 and Λ 1 = π 2 12 ln 2 is the logarithm of Lévy's constant. As Θ is increasing, we have Λ p < ∞ for all p. Lévy's result is generalized as following:
For Lebesgue almost every x ∈ [0, 1),
Proof. From Lemma 3.1 we have for every irrational x ∈ [0, 1) and every n,
Make a substitution and we have
But for Lebesgue almost every x ∈ [0, 1),
The result follows.
Remark. By (4), for Lebesgue almost every x ∈ [0, 1),
This measures the precision of the n-th convergents in the p-numerated generalized continued fractions, which is a generalization of Loch's constant (the generalized constant is ln 10 2Λ p + ln p ). As λ(T p ) increases with p (see the remark after Proposition 5.5), the larger p is, the faster the convergents converge.
There are some interesting facts about Λ p : Remark. This may suggest a new method for evaluating e.
We can also compute the derivative of Λ(x) : 
