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ABSTRACT
e HYBRID model, introduced in [Augustine et al., SODA ’20],
provides a theoretical foundation for networks that allow multiple
communication modes. e model follows the principles of syn-
chronous message passing, whereas nodes are allowed to use two
fundamentally dierent communication modes. First, a local mode
where nodes may exchange arbitrary information per round over
edges of a local communication graphG (akin to the LOCALmodel).
Second, a global mode where every node may exchange O(logn)
messages of size O(logn) bits per round with arbitrary nodes in
the network. e HYBRID model intends to reect the conditions
of many real hybrid networks, where high-bandwidth but inher-
ently local communication is combined with highly exible global
communication with restricted bandwidth.
We continue to explore the power and limitations of theHYBRID
model by investigating the complexity of computing shortest paths
and diameter of the local communication graph G. We show that
the all pair shortest paths problem can be solved exactly in O˜
(√
n
)
rounds, which improves on the previous O˜
(
n2/3
)
round algorithm
and closes the gap to the known Ω˜
(√
n
)
lower bound (up to polylogn
factors). Furthermore, we give constant approximations for the
k-source shortest paths problem (k-SSP) with runtime O˜
(√
k
)
, pro-
vided that k is suciently large. As k-SSP has a lower bound of
Ω˜
(√
k
)
even for large approximation ratios, our k-SSP algorithms
are almost tight for large enough k . In the case of a single source we
give an exact O˜
(
n2/5
)
-round algorithm, improving on the known
O˜
(√
D
)
-round algorithm for graphs with large diameter D.
For the diameter problem we provide algorithms with complexi-
ties O˜
(
n1/3/ε ) and O˜ (n0.397/ε ) and approximation factors (3/2+ε)
and (1+ε), respectively. On the negative side, we demonstrate that
the classical 2-player set-disjointness framework can be adapted for
the HYBRID model to prove a lower bound of Ω˜
(
n1/3
)
rounds for
computing the diameter exactly. For the weighted diameter problem
the same holds for computing (2−ε)-approximations for any ε > 0.
1 INTRODUCTION
In networking contexts the communication nodes oen have access
to dierent modes of communication with fundamentally dierent
properties [3, 13]. For instance, in a network of mobile wireless
devices the nodes are able to communicate through the cellular
networking infrastructure, however close devices can also commu-
nicate locally with their wireless interfaces [21]. While point-to-
point communication between any two devices through the cellular
network is more exible and faster for devices that are at great
distance, short ranged communication among close devices is typi-
cally cheaper and tends to allow higher bandwidth. In a dierent
scenario, a company or organization might combine their own local
area network with communication over the Internet [33, 36]. For
data centers there are suggestions to augment the standard wired
electrical communication infrastructure with high-speed optical or
wireless connections [10, 14]. Solving shortest paths and diameter
problems in the local communication infrastructure of such hybrid
networks has direct applications, e.g., for learning the topology of
the local network which can be used for ecient IP-routing.
e Hybrid Network Model. From an algorithmic point of view,
it is interesting to ask whether the combination of multiple com-
munication modes can lead to an asymptotic advantage over using
one of the communication modes by itself. e recent paper by
Augustine et al. [3] has introduced the hybrid network model (in the
following called HYBRID) as a formal distributed communication
model to study this question. e basic assumption underlying the
HYBRIDmodel is that the nodes of a network can use two modes of
communication: (1) a relatively low bandwidth but exible, global
communication mode, where any two nodes can directly communi-
cate with each other and (2) a high bandwidth local communication
mode, where only neighboring nodes in the local network can
directly communicate among each other.
Formally, the network consists of a setV of n nodes with IDs [n]1
and a local communication topology given by a graph G = (V ,E).
Communication happens in synchronous rounds. In each round
nodes can do arbitrary computations based on the information they
posses. Local communication is modeled with the standard LOCAL
model [28, 30]: in each round, every node can exchange an arbitrary
message with each of its neighbors inG . e global communication
mode uses the recently introduced node-capacitated clique (NCC)
model [2]: in each round, every node can exchange O(logn)-bit
messages with up to O(logn) arbitrary nodes.
As discussed in [3], one can parameterize hybrid networks by the
maximum message size λ for the local mode and the number of bits
γ each node can exchange using the global mode. en the standard
LOCAL and CONGEST, the CLIQUE and the NCC model are just
marginal cases of that parametrization.2 Considering the whole
spectrum of non-marginal hybrid network parameterizations, the
combination LOCAL + NCC pushes both communication modes to
one extreme end of the spectrum, as it leaves local communication
completely unrestricted and allows only polylogn bits of global
communication per node. Note that restricting the global commu-
nication regime even further, e.g., to justO(logn) bits per node and
round would not change our main narrative. Any HYBRID model
algorithm could still be simulated in such a slightly more restrictive
model at the cost of a polylogn multiplicative factor. Permiing
each node to exchange O(logn) many messages of size O(logn)
bits per round simplies the formulation of randomized algorithms.
1We dene [k ] := {1, . . . , k } for k ∈ N.
2LOCAL: λ = ∞, γ = 0, CONGEST: λ = O (logn), γ = 0, CLIQUE (+“Lenzen-
Routing” [24]): λ = 0, γ = n logn, NCC: λ = 0, γ = O (log2 n).
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Except for lower bounds, we neglect polylogn factors anyway by
using the O˜(·)-notation.3
Distance Computations in the HYBRID Model. As in [3], we in-
vestigate the complexity of shortest paths problems in the local
communication graph G and of (approximately) computing the
diameter of G for the HYBRID communication model. When only
using the LOCAL model, computing the diameter or shortest paths
for any number of sources clearly takes Θ(D) rounds, where D is
the diameter of G. is is also true if distances only need to be
computed approximately (for reasonably good approximations).
erefore, all of our algorithmic results can be interpreted as the
minimum of D and the given round complexity. Note that there are
graphs, for which D is linear in n.
If only the NCC model is used to communicate, the (approxi-
mate) APSP problem clearly requires Ω˜(n) rounds because in each
round, each node can only receiveO(log2 n) bits of information and
learning the distances to all other nodes requires at least Ω(n) bits
of information. Even for the (approximate) SSSP problem nothing
beer than an O˜(n) bound is known in general in the NCC model.
As the work of [3] demonstrates, in the HYBRID model, i.e., the
combination of LOCAL and NCC, signicantly faster algorithms
are possible than in each individual model.
1.1 Contributions
e key algorithmic tool used in the APSP algorithms of [3] is an
algorithm to solve a multi-message broadcast problem (called the
token dissemination problem) in the HYBRID model. In this work,
we consider a more general problem, which we call the token routing
problem. We are given a set of sources S ⊆ V from which we must
route a total of K point-to-point messages of sizeO(logn) bits each,
where each node is source and destination of at most k messages.
We show that if the sources and destinations are suciently well
spaced in the local network, then all messages can be routed in time
O˜
(
K/n +√k +√|S | ) . By contrast, simply broadcasting all messages
using the algorithm of [3] takes Ω˜
(√
k |S | ) . We refer to Section 2
for more details.
Leveraging the token routing protocol we obtain our rst result
in Section 3, where we speed up a key step in the exact APSP
algorithm of [3] that constituted a runtime boleneck in the original
algorithm. With this modication we improve on the previous
runtime of O˜(n2/3) and close the gap to the known lower bound
Ω˜
(√
n
)
(up to polylog(n) factors).
Theorem 1.1. ere is an algorithm that solves APSP exactly in
the HYBRID model in O˜
(√
n
)
rounds w.h.p.
As another direct application of the token routing algorithm, we
show in Section 4 that a single round of the much more powerful
CLIQUE model4 can be simulated on (a suitably chosen) subset of
nx (x ≤ 1) nodes of G in O˜(nx/2+n2x−1) rounds in the HYBRID
model. We rst apply this result to the k-source shortest paths
problem (k-SSP) problem, where each node needs to compute (ap-
proximate) distances to an arbitrary subset of k nodes of G.
3e O˜ (·) and Ω˜(·) notations hide factors that are polylogarithmic in n.
4e congested clique model (or CLIQUE model) refers to the synchronous message
passing model, where communication among nodes works as follows: in each round
each node may send a O (logn) bit message to every other node.
We provide a framework algorithm for k-SSP that intuitively
works as follows. It takes aCLIQUE-algorithmA that approximates
k-SSP as input and uses it to solve k-SSP on a small skeleton-graph
S of G.5 e solution on S is then extended to the whole graph
G using the local network. Combining this framework algorithm
with the fast CLIQUE algorithms of [7, 8], we obtain an array of
results (with potential for further improvement if faster or more
precise algorithms for the CLIQUE model are found).
Theorem 1.2. e k-SSP problem can be solved in the HYBRID
model w.h.p. for ε > 0 and the following parameters.
• In O˜ (n1/3/ε ) rounds for k = n1/3 sources and approximation
factor (3+ε) on weighted and (1+ε) on unweighted graphs.
• In O˜ (n1/3/ε+√k ) rounds and approximation factor (7+ε) on
weighted and (2+ε) on unweighted graphs.
• In O˜ (n0.397+√k ) rounds and approximation factor (3+o(1)) on
weighted graphs and runtime O˜
(
n0.397/ε +√k ) and approxima-
tion factor (1+ε) on unweighted graphs.
Furthermore, we apply the above framework algorithm to the fast
exact SSSP algorithm of [7], which yields an O˜(n2/5)-round, exact
SSSP algorithm for the HYBRID model. Note that this improves on
the O˜
(√
SPD
)
shortest path algorithm of [3] for graphs with large
shortest path diameter SPD.
Theorem 1.3. ere is an algorithm that solves SSSP exactly in
the HYBRID model in O˜(n2/5) rounds w.h.p.
Apart from studying shortest paths problems, we also consider
a more basic distance problem, namely the problem of computing
the diameter of the given network graph G. In Section 5, we reuse
the observation that we can simulate the CLIQUE model on small
skeleton graphs of G , in order to simulate fast diameter algorithms
from [7, 8] for the CLIQUE model. We show that the diameter of
the skeleton graph yields decent diameter approximations for the
whole graph G. We obtain the following upper bounds.
Theorem 1.4. ediameter can be computedw.h.p. in theHYBRID
model for ε > 0 and the following parameters. In O˜
(
n1/3/ε ) rounds
with approximation factor (3/2+ε) and in O˜ (n0.397/ε ) rounds with
approximation factor (1+ε).
In Sections 6 and 7 we provide algorithmic lower bounds for the
HYBRID model. First we slightly modify the Ω˜
(√
n
)
lower bound
for the APSP problem given in [3] to obtain a Ω˜
(√
k
)
lower bound
for the k-SSP problem.
Theorem 1.5. A randomized algorithm that computes an α ap-
proximation of the k-source shortest paths problem in the HYBRID
model takes Ω˜
(√
k
)
rounds, even on unweighted graphs, for any
α ≤ α ′ and some xed α ′ ∈ Θ(n/√k ) .
Second, we show that the 2-party set disjointness framework can
be adapted for the HYBRID model. Specically, we slightly change
the worst case graphs of [11, 17] (constructed for the CONGEST
model) to create an according information boleneck in theHYBRID
model. We obtain the following lower bounds.
5A skeleton graph S is a graph on a random subset of nodes of G that conserves the
distances of G . See Appendix C for details and properties.
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Theorem 1.6. Computing the diameter in the HYBRID model
takes Ω
((n/log2 n)1/3) rounds even for randomized algorithms. For
weighted diameter the same holds for (2−ε)-approximations for any
ε > 0 (weights up to n1/3 suce).
Note that for the weighted diameter problem there is an upper
bound of O˜(n1/3) rounds for a (2+o(1))-approximation. is upper
bound is implied by the (1+o(1))-approximativeHYBRID-algorithm
for SSSP with same complexity given in [3].6 Furthermore, by
applying the same argument to another SSSP scheme given by
[3], diameter approximations can be computed even faster if we
allow large constant approximations factors. More on that in the
following subsection.
1.2 Related Work
Hybrid Communication Networks. Apart from the work of Augus-
tine et al. [3], there is lile work on distributed algorithms in hybrid
network models. In [3] an information dissemination routine to
broadcast k tokens in O˜
(√
k
)
time is employed to solve various
shortest paths problems. ey solve APSP exactly in time O˜
(
n2/3
)
and show that approximations have complexity Θ˜
(√
n
)
. For SSSP
they give an exact solution in time O˜
(√
SPD
)
for graphs with short-
est path diameter SPD. In a similar approach to this paper, the token
dissemination protocol is used to simulate the broadcast congested
clique (BCC) model. is results in a (1+o(1))-approximation with
complexity O˜(n1/3) when combined with the fast SSSP algorithm
by [5] for that model. Finally, they give an approximation scheme
for SSSP with constant but large factor (1/ε)O (1/ε ) in O˜(nε ) rounds.
Global Communication Networks. Notably, the work of Gmyr
et al. [13] studies the minimum spanning tree (MST) problem in
a similar seing as [3]. However, their algorithm uses only the
global communication edges (with an explicit polylogarithmic de-
gree overlay network). ey show that if the local network has
bounded degree, an MST can be computed in polylogarithmic time.
Following up on [13], Augustine et al. [2] introduce the more ab-
stract NCC model and show that the MST problem can be solved
in polylogarithmic time on general graphs. e NCC model can
be seen as a (much weaker) generalization of the congested clique
(CLIQUE) model (however in general, there is an Ω(n/logn)-factor
slowdown when going from theCLIQUE to theNCCmodel). Short-
est paths problems have been intensively studied in the CLIQUE
model (see, e.g., [7–9, 17, 23]). Notably, [8] gives polylogarithmic-
time, constant approximation algorithms for APSP and k-SSP for
the CLIQUE model. As discussed above, many of our results are
obtained by simulating existingCLIQUE algorithms in theHYBRID
model on small, random subgraphs.
Local Communication Networks. In the CONGEST model, there
is a long series of work on exactly and approximately solving the
SSSP problem (see, e.g., [5, 15, 25, 29, 34]) and the APSP problem
(see, e.g., [1, 6, 18, 19, 26, 27, 29]). For SSSP, we know how to
compute an (1+o(1))-approximation in time O˜(D+√n) due to [5],
which is known to be optimal up to polylogarithmic factors even
for a much coarser approximation [34]. For the APSP problem, it
was shown that Ω˜(n) rounds are needed, even for a polynomial
6Due to the fact that the eccentricity e(v) := maxu∈V d (u, v) of a node can be
computed with a SSSP algorithm and D/2 ≤ e(v) ≤ D .
approximation by [29]. Recently, it was shown that this bound
can be matched (up to polylogarithmic factors) even for computing
APSP exactly [6].
Graph Diameter. Work on distributed algorithms for the diameter
of a graph was initiated by Frischknecht et al. [11]. ey show
that in the CONGEST model, one needs Ω˜(n) rounds for an exact
solution and Ω˜(D +√n) rounds for a ( 32 −ε)-approximation even
in unweighted graphs. Both bounds have later been achieved: in
[31], an elegant O(n)-time algorithm for unweighted graphs was
given and in [16], an O˜(D +√n)-time algorithm for computing a 32 -
approximation of the diameter in unweighted graphs was presented.
For weighted graphs, computing a (2−ε)-approximation takes Ω˜(n)
rounds [17]. e diameter problem has also been considered in the
CLIQUE model by [8]. ey show that a ( 32 +ε)-approximation can
be computed in polylogarithmic time.
1.3 Preliminaries
General Denitions. e scope of this paper is solving graph
problems in the local communication graphG = (V ,E). We consider
edges to be undirected. Edges are assigned weights w : E → [W ],
whereW is at most polynomial in n, thus the weight of an edge (and
a simple path) ts into a message. A graph is considered unweighted
ifW = 1. Let w(P) = ∑e ∈P w(e) denote the length of a path P ⊆ E.
en the distance between two nodes u,v ∈ V is dened as
d(u,v) := min
u-v-path P
w(P).
A path with smallest length between two nodes is called a shortest
path. Let |P | be the number of edges (or hops) of a path P . e
hop-distance between two nodes u and v is dened as
hop(u,v) := min
u-v-path P
|P |.
e diameter of G is dened as
D(G) := max
u,v ∈V hopG (u,v).
Let the h-limited distance from u to v
dh (u,v) := min
u-v-path P, |P | ≤h
w(P).
If there is no u-v path P with |P | ≤ h we dene dh (u,v) := ∞.
Problem Denitions. In the general k-sources shortest paths prob-
lem (k-SSP) we are a given set of k sources. Every v ∈ V has to
learn d(v, s) for all sources s . In the (α , β)-approximate version of
the problem for α ≥ 1, β ≥ 0, every u ∈ V has to learn values
d˜(v, s) such that d(v, s) ≤ d˜(v, s) ≤ α · d(v, s) + β for all sources s .
For β = 0 we speak of the “α-approximation” problem.
e all-pairs shortest paths problem (APSP) equals the case k = n
and the single-source shortest paths problem (SSSP) equals the case
k = 1. In the diameter problem all nodes have to learn D(G). We
dene (α , β)-approximations of the diameter problem analogously.
e token routing problem describes the following information
routing problem. We are given a set of sender nodes S ⊆ V and
a set of receiver nodes R ⊆ V . Each sender s ∈ S must send at
most kS and each receiver r ∈ R must receive at most kR tokens (of
size O(logn) bits each), respectively. Each token has a dedicated
receiver node r ∈ R, and each receiver r ∈ R knows the senders it
must receive a token from and how many tokens it needs to receive
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from each sender. e problem is solved when all nodes in R know
all tokens they are the receiver of.
2 TOKEN ROUTING
In the rst technical section we solve the token routing problem
dened above if sender nodes S and receiver nodes R are “well
distributed” which is the case (w.h.p.) if senders and receivers are
sampled from V uniformly at random. We start by dening helper
sets for the sender nodes S and receiver nodes R, respectively:
Definition 2.1. LetW ⊆ V and let k ∈ O (n/|W |) be the maxi-
mum number of tokens per node. A family {Hw ⊆ V | w ∈W } of
helper sets fullls the following properties for allw ∈W and some
integer µ ∈ Θ(min (√k,n/|W |) ) . (1) Each Hw has size at least µ. (2)
e hop-distance is hop(w,x) ∈ O˜(µ) betweenw and any x ∈ Hw . (3)
Each node is member of at most O˜(1) sets Hw .
Figuratively speaking, a family of helper sets assigns each node
inW a suciently large set of helper nodes nearby, so that no node
from V has to help too many nodes inW . Suppose the sets Hs for
s ∈ S and H ′r for r ∈ R form two families of helper sets for senders
S and receivers R, respectively. Intuitively, each sender s ∈ S (or
receiver r ∈ R) can increase its bandwidth over the global network
by a factor of µ, by relying on its µ helpers from Hs (or H ′r ).
is works as follows
(
assume for the sake of this explanation
that |S | ∈ Θ( |R |) and k := kS ∈ Θ(kR ) , so that µ := µS ∈ Θ(µR )) .
In a rst step we use the local network to distribute the tokens of
each sender to its respective helpers. Due to property (2) this can
be done in O˜(µ) rounds (each sender simply oods its tokens to
depth O˜(µ) in the local network and each helper picks the tokens
assigned to it by its sender).
en each helper v ∈ Hs takes care of sending some part of the
tokens of s ∈ S to some helper u ∈ H ′r of the according receiver
r ∈ R of that message. We ensure that this happens in a balanced
manner, so that each helper has to exchange at most O˜(k/µ) tokens,
due to property (1). e main challenge in this step is to pair
up helpers of sender with helpers of receivers in a balanced way
without helper sets knowing each other. We achieve this by relaying
tokens via pseudo-random intermediate nodes (i.e., determined by
a publicly known, randomly seeded hash-function).
More precisely each helper v ∈ Hs forwards the messages it is
responsible for, to a set of intermediate nodes. Aerwards each
helper u ∈ H ′r requests its share of all messages to r from the
appropriate intermediate nodes. Here we leverage that a receiver
r ∈ R knows the set of messages it must receive from each sender,
so that its helpers u ∈ H ′r can compute which intermediates they
must fetch their share of messages from.
Aer all tokens are sent in that manner, the helper sets H ′r will
collectively own all tokens for receiver r ∈ R. Finally, r collects
its tokens from H ′r in time O˜(µ) via the local network (again the
helpers can simply ood their tokens to depth µ and the receivers
pick the tokens they are recipient of). e whole process takes
O˜
(
µ + k/µ) = O˜ (K/n +√k ) rounds, where K ∈ Θ(|S | ·k ) .
Note that the helper sets specied in Denition 2.1 can only exist
if the sets of senders S and receivers R are suciently separated
from each other in the network. We will see that we can nd
appropriate helper sets if S ⊆ V and R ⊆ V are sampled uniformly
at random, which is sucient for our purposes. Ultimately, we will
show the following theorem.
Theorem 2.2. Let S,R ⊆ V be sampled from V with probabilities
pS = 1/nε ,pR = 1/nδ for const. ε,δ ∈ [0, 1), respectively. Let kS and
kR be the number of tokens to be sent or received by any node in S and
R, respectively. Let K := |S |·kS+|R |·kR be the total workload. en the
token routing problem can be solved in O˜
(
K/n +√kS +
√
kR
)
rounds.
2.1 Computing Helper Sets
Our rst task is to compute helper sets satisfying the conditions of
Denition 2.1. We propose a simple protocol that leverages fast
symmetry breaking algorithms that are known for the local net-
work (even for the more restrictive CONGEST model). Specically,
we rst compute a (α , β)-ruling set. Such a set has the following
properties:
Definition 2.3 (c.f., [4]). An (α , β)-ruling set for G = (V ,E) is a
subset R ⊆ V , such that for every v ∈ V there is a node r ∈ R with
hop(v, r ) ≤ β and for any r1, r2 ∈ R, r1 , r2 we have hop(r1, r2) ≥ α .
ere is a plethora of work on how to compute ruling sets in
the distributed seing. A particular result that suits our needs in
terms of parameter range and runtime is given by the following
Lemma 2.1. is lemma is a Corollary of eorem 1.1 in [22] (which
also works in the stronger CONGEST model). e classic paper [4]
provides the same result for LOCAL, which would also be sucient.
Lemma 2.1 (c.f., [4, 22]). A
(
2µ+1, 2µ dlogne)-ruling set can be
computed (deterministically) in the local network inO(µ logn) rounds.
Before we start with the details, we give some high level view
how Algorithm 1 (given below) uses a ruling set to compute helper
sets. Based on an (α , β)-ruling set R ⊆ V , we can compute a
clustering of G. Initially, each “ruler” r ∈ R represents a separate
cluster Cr . en each node v ∈ V determines the ruler r ∈ R
closest to it (break ties arbitrarily), and joins its cluster Cr . Now
we have the following properties. Each cluster contains at least
(α−1)/2 nodes (due to the min. hop-distance of α between rulers).
Furthermore, the diameter of each cluster is at most β .
Presume that each node joins some setW with probability p ∈
(0, 1). at means,W is randomly sampled set of nodes that per-
sists in the network in a distributed sense, i.e., each node is aware
whether it is a member ofW or not. e goal is to compute helper
sets forW based on the aforementioned clustering. First we com-
pute such a clustering based on a
(
2µ+1, 2µ dlogne)-ruling set as
described above. Note that µ is the integer parameter used in De-
nition 2.1 (but neglect its exact value for now). Let C be one of the
clusters. e number of nodes fromW within that cluster is roughly
|C ∩W | ∈ O˜(p · |C |) w.h.p. en each node v in cluster C joins the
helper set Hw of each w ∈W ∩C with probability q ∈ Θ˜(µ/|C |).
Now we have the following properties: (1) each Hw has size
|Hw | ∈ Θ˜
(
q |C |) = Θ˜(µ) w.h.p. In fact, we can adjust the constant
factors in q such that |Hw | ≥ µ w.h.p. (2) the hop-distance between
any pair of nodes in the same cluster C is at most 2µ dlogne ∈ O˜(µ)
and therefore the same is true for any helper set Hw ⊆ C . (3) each
v ∈ C joins roughly O˜ (q |C∩W |) = O˜ (qp |C |) = O˜(µp) = O˜(µ |W |/n)
helper sets. en for µ ∈ O˜(n/|W |) (as required by Denition 2.1)
we have that each v joins at most O˜(1) sets Hw . Note that these
were the three requirements for helper sets of Denition 2.1.
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Algorithm 1 Compute-Helpers(µ) . µ as in Lemma 2.2
compute a
(
2µ+1, 2µ dlogne)-ruling set R with algorithm [22]
for 2µ dlogne rounds do . learn R,W within µ dlogne hops
v forwards information on R,W via incident local edges
Rv ← rulers that v discovered
r ← arg minr ′∈Rv hop(v, r ′) . closest ruler
v joins cluster Cr . establish clustering
for 4µ dlogne rounds do . v learns all members of Cr
v forwards information on Cw with w ∈ R via local edges
q ← min(2µ/|Cr |, 1)
for each w ∈W ∩Cr do
v joins Hw with probability q
Lemma 2.2. LetW ⊆ V be a random set obtained with sampling
probability p = 1nε for constant ε ∈ (0, 1). Let k ∈ N. Running Algo-
rithm 1 with µ :=
⌊
min
(√
k, 1/p) ⌋ establishes a family of helper sets
{Hw ⊆ V | w ∈W } with respect to Denition 2.1 w.h.p. Algorithm 1
takes O(µ logn) rounds.
Proof. e round complexity is the sum of the runtime for
computing of the ruling set and the local explorations (by local
exploration to some depth d we mean that each node forwards all
new learned information for d rounds). Each of these steps takes
O(µ logn) (c.f. Lemma 2.1). Next we focus on the correctness.
First we show thatW ∈ Θ(pn) w.h.p. From this it follows that
µ ∈ Θ(min (√k,n/|W |) ) (as we require in Denition 2.1). Second
we prove that Hw ≥ µ w.h.p., which is condition (1) of Denition
2.1. ird, we show that each node is member of at most O˜(1) helper
sets, corresponding to condition (3). Condition (2) can be concluded
immediately from the algorithm, as a node v ∈ Cr will only join
Hw of some w in within the same cluster Cr , which has diameter
at most 4µ dlogne hops by construction.
e random number |W | ∼ Bin(n,p) is a sum of n independent
Bernoulli variables and the expected value is E
(|W |) = pn. In the
following we apply standard Cherno bounds (c.f. Lemma A.17)
and use that by asymptotic growth properties, for any constant
c > 0 there is a n0 ∈ N, s.t. nδ > c logn for any const. δ ∈ (0, 1) and
all n ≥ n0. en the tail distributions can be bounded as follows
P
(|W |< pn2 ) ≤ e−pn/8 = e−n1−ε /8 n≥n0≤ e−c logn = 1nc ,
P
(|W |>2pn) ≤ e−pn/3 = e−n1−ε /3 n≥n0≤ e−c logn = 1nc .
As outlined before, we have that |Cr | ≥ µ due to the minimum
distance of 2µ+1 between any two rulers from R and since nodes
join their closest ruler andG is connected. Letw ∈W ∩Cr . If q = 1
in the algorithm, allv ∈ Cr joinHw , hence |Hw | ≥ µ. Otherwise we
have q = 2µ/|Cr |. Now |Hw | ∼ Bin(|Cr |,q) is a sum of independent
random variables over {0, 1} and E(|Hw |) = 2µ ≤ 2/p. Again we
can bound the tail distribution of |Hw | (using Lemma A.1):
P
(|Hw |<E(|Hw |)/2) ≤ P(|Hw |< 1p ) ≤ e−1/8p
= e−nε /8
n≥n0≤ e−c logn = 1nc
and therefore we have |Hw | ≥ E(|Hw |)/2 = µ w.h.p.
7For the purpose of self-containedness we include the Cherno- and union bounds we
are using in Appendix A
It remains to be shown that no node joins too many helper sets.
LetXv be the random number of helper setsHw forw ∈W ∩Cr that
v joins. en Xv ∼ Bin
(|W ∩Cr |,q) is again a sum of independent
Bernoulli variables. e expectation is E(Xv ) = pq |Cr | = 2pµ ≤ 2.
We bound the probability thatXv is at most an additive term 3c logn
higher than its expectation (with Lemma A.1).
P
(
Xv >E(Xv )+3c logn
)
= P
(
Xv >
(
1+ 32c logn
)
E(Xv )
)
≤ e−c logn = 1nc .
Finally, the total number of events we showed to occur w.h.p. above
is polynomial inn. Using Lemma A.2 in Appendix A (“union bound”)
we can guarantee that all of the above events occur w.h.p. 
2.2 Token Routing Protocol
With the sub-protocol to compute helper sets in place, the main
challenge is to pair up helpers Hs of senders s ∈ S to the according
helpers H ′r of receivers r ∈ R. is means that for each token that
has to go from s ∈ S to some r ∈ R we must pair up two helpers
from Hs and H ′r that do the actual transmission. e challenge is
to ensure that he pairing has a balanced degree on each side, i.e.,
the number of tokens each helper has to send or receive is roughly
balanced. e diculty comes from the fact that we can not rely
on global information about helper sets, since broadcasting this
would incur too much contention on the global network. Instead,
we route messages via intermediate nodes determined through a
randomly seeded hash function.
In order to keep our algorithms reasonably concise, we make a
few assumptions. First, we require that each token has a label of
the form (s, r , i) where s is the sender r is the receiver and i ∈ [x]
enumerates all tokens from s to r , where x ≤ kS is the total number
of tokens from s to r . Second, each receiver initially knows the set
of labels of tokens it must receive. Since the receivers are required
to know how many tokens they must receive from each sender,
each receiver can compute the set of labels from each sender.
e last assumption is that each node knows a randomly seeded
hash function h : V ×V ×N → V (from a k-wise independent
family, c.f. Denition D.1), which maps each token label (s, r , i)
to an intermediate node with ID h(s, r , i). We will show that a
random seed of size O˜(1) bits suces for our purposes, which can
be broadcast in O˜(1) rounds (c.f., Lemma B.1). Algorithm 2 gives
an overview of the involved subroutines.
Algorithm 2 Token-Routing(pS ,pR )
µS ← bmin
(√
kS , 1/pS
)c; µR ← bmin (√kR , 1/pR )c
Compute-Helpers(µS ); Compute-Helpers(µR )
Routing-Preparation(µS , µR ) . assign tasks to helpers
Routing-Scheme . forward tokens via intermediate nodes
e following subroutine Routing-Preparation summarizes
the necessary steps to prepare the nal protocol Routing-Scheme.
Each sender and receiver determines its respective helper set. en
every sender balances its tokens it must send and every receiver
balances the labels of tokens it must receive among their helpers in
time O˜(µS +µR ).
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Algorithm 3 Routing-Preparation(µS , µR )
for 2(µS +µR )dlogne rounds do . detect helpers via ooding
v forwards information on Hw ,H ′w via incident edges
if v ∈ S (or v ∈ R) then
compute balanced assignment of tasks to helpers Hv (H ′v )
for 2(µS +µR )dlogne rounds do . ood token(-labels) to helpers
v picks token(-labels) assigned to it
v forwards all other token(-labels) to local neighbors
Fact 2.4. Assume that helper sets Hs , s ∈ S , H ′r , r ∈ R have
already been established for parameters µS , µR . en by executing
Algorithm 3, all tokens of any sender s ∈ S and all token-labels of
any receiver r ∈ R are distributed among their respective helpers via
the local network, such that each helper w ∈ Hs has at most d kSµS e
tokens from s and eachw ∈ H ′r has at most d kRµR e token-labels from
r . e assignment of token(-labels) to helpers can be computed by
each sender and receiver aer learning its helper set (in the rst loop).
Algorithm 3 takes O
((µS +µR ) logn) rounds, due to Lemma 2.2.8
e nal sub-procedure Routing-Scheme uses the hash function
h : V ×V ×N→ V to route each token t(s,r,i) via the node h(s, r , i).
Essentially, each helper w ∈ Hs of a sender s ∈ S sends its tokens
to the respective intermediate nodes given by the hash-value of its
label, O(logn) tokens at a time until all tokens are at intermediate
nodes. Subsequently, we do the same in reverse on the receiver
side. Each helper w ∈ H ′r of a receiver r ∈ R, sends requests
for its assigned token labels (O(logn) per round) to the respective
intermediate nodes. e intermediate nodes forward all requested
tokens in the subsequent round.
Algorithm 4 Routing-Scheme .h :V ×V ×N→V globally known
T ← tokens v must send . tasks of v as sender-helper
while T , ∅ do
out← pick Θ(logn) tokens from T ;
send each t(s,r,i) ∈ out to node h(s, r , i) via global network
T ← T \out
I ← tokens v received as intermediate node
T ′← labels of tokens v must receive . tasks as receiver-helper
while T ′ , ∅ or I , ∅ do
req← pick Θ(logn) token labels from T ′;
for each (s, r , i) ∈ req send (s, r , i) and ID(v) to node h(s, r , i)
T ′ ← T ′\req
rcv← all requests received
for each (s, r , i) ∈ rcv received from some u, send t(s,r,i) to u
I ← I \ {t(s,r,i) | (s, r , i) ∈ rcv}
for 2µR dlogne rounds do . receivers collect tokens helpers
v forwards tokens to its neighbors via local edges
Lemma 2.3. During the execution of Algorithm 4 no node receives
more thanO(logn) messages per round. Aer Algorithm 4 has termi-
nated, every receiver knows all tokens that it was target of. A random
hash function h that guarantees the above, requires a random seed of
O(log2 n) bits. Algorithm 4 takes O˜ ( kSµS + kRµR + µR ) rounds.
8We will only briey summarize claims that we believe to be evident or easily veriable
by the reader, and refer to those claims as “Fact”.
Proof. We start with the runtime. By Fact 2.4, each node has at
most d kSµS e tokens to send and at most d
kR
µR e tokens to receive. Every
node receives O(logn) messages per round (as we argue below),
thus every node can answer all requests for tokens they receive in
their role as an intermediate node directly in the subsequent round.
erefore the process of funneling tokens from sender-helpers
to receiver-helpers via intermediates takes O˜
( kS
µS +
kR
µR
)
rounds. It
takes another O˜(µR ) rounds until receivers have collected all tokens
from their helpers in the nal loop.
e algorithm is correct if each receiver eventually obtains all the
tokens it must receive. at is no message must be dropped during
the runtime by exceeding the receive bound of O(logn) messages
per node and round. In Lemma D.2 we show that this is guaranteed
by selecting targets for tokens (or token requests) is a uniform and
k-wise independent random process, for some k ∈ Θ(logn).
erefore, we source our hash function h : V × V × N → V
from a k-wise independent familyH as dened in Denition D.1.
at such a family exists and that selecting a hash function from
it requires O(log2 n) random bits is implied by Lemma D.1. is
guarantees that selecting targets by applying the hash function
h(s, r , i) on token labels (s, r , i) is k-wise independent if the labels
are distinct (which they are). 
We prove eorem 2.2 by showing that Algorithm 2 solves token
routing in O˜
(
K/n +√kS +
√
kR
)
rounds.
Proof of Theorem 2.2. e correctness of Algorithm 2 was
shown in Lemma 2.3 and what remains is to sum up the runtime of
the sub-procedures. e rst task is the computation of helper sets
in Algorithm 1 which takes O˜(µs +µr ) rounds due to Lemma 2.2.
Assigning tokens and labels to helpers in Algorithm 3 also takes
O˜(µs+µr ) rounds, as outlined in Fact 2.4. e nal routing process
among helpers via the global network and subsequent collection
of tokens via the local network can be done in O˜
( kS
µS +
kR
µR +µR
)
rounds, as shown by Lemma 2.3.
e total runtime is O˜
( kS
µS +
kR
µR +µS +µR
)
. In Lemma 2.2 we
showed that for the parameters µS , µR computed in Algorithm 2
we have µS ∈ Θ
(
min
(√
kS ,n/|S |
) )
and µR ∈ Θ
(
min
(√
kR ,n/|R |
) )
.
erefore, the total runtime is O˜
( |S | ·kS
n +
|R | ·kR
n +
√
kS +
√
kR
)
.

3 ALL PAIRS SHORTEST PATHS
Our rst application of the token routing protocol is the APSP prob-
lem. Specically, we show that APSP can be solved exactly in the
HYBRID model on weighted graphs in O˜
(√
n
)
rounds. is is an
improvement over the O˜(n2/3) complexity algorithm of [3]. In fact,
[3] gives a Ω˜
(√
n
)
lower bound for APSP algorithms in theHYBRID
model, even for α-approximations for some α ∈ Θ˜(√n ) . Conse-
quently, our algorithm seles the APSP problem in the HYBRID
model in terms of runtime (up to polylogn factors) and approxima-
tion factors (i.e. admiing approximation factors up to O˜
(√
n
)
does
not allow faster algorithms).
e algorithm presented in this paper reuses most of the routines
given by [3] with a major rework of just one subroutine that con-
stitutes a runtime boleneck in the original algorithm. is section
shows that the boleneck can be resolved using the token rout-
ing protocol of Section 2. In order to keep this section reasonably
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concise, we refer to [3] for full proofs and detailed pseudo-codes
of the base algorithm. In order to preserve some measure of self-
containedness, we summarize the exact APSP algorithm of [3] in
the following few paragraphs (supplemented by some key Lemmas
given in Appendix C), therefore knowledge of [3] is not strictly
required to understand this section.
As in [3], we leverage the concept of a skeleton graph S =
(VS ,ES) (rst introduced by [37] in the context of the PRAM model).
e idea is to sample a subset VS ⊆ V randomly and compute
shortest paths among sampled nodesVS that are in relatively close
hop distance of each other. ese shortest paths form the edge set
ES of S. A key insight is that if we sample each node into VS with
probability 1x for some x ∈ [n], then there will be a sampled node
on a shortest path Pu,v between any pair u,v ∈ V roughly every
O˜(x) hops (c.f., Lemma C.1).
If we set the hop-length of paths in ES to some value h ∈ Θ˜(x)
(the correct value of h is given in Lemma C.1), then this implies that
for any pair u,v ∈ V with sucient hop distance hop(u,v) ≥ h a
shortestu-v-path Pu,v must run over the skeleton (c.f., Lemma C.2).
en the length w(Pu,v ) of Pu,v can be computed by adding the
length of the sub-paths w(Pu,v ) = w(Pu,s1 ) +w(Ps1,s2 ) +w(Ps2,v ),
where s1 and s2 are the rst and the last skeleton node on Pu,v ,
respectively.
e computation of the distances among skeleton nodes s1, s2 ∈
VS relies on the global knowledge of the skeletonS. To achieve that,
each skeleton node determines its neighbors in S using the local
network. is can be done in O˜(x) rounds as edges ES correspond
to paths in G with at most h ∈ O˜(x) hops. Since S will have
much fewer nodes than G w.h.p. (namely O˜
( n
x
)
) the size of ES is
manageable and we can make ES globally known using the token
dissemination protocol of [3] (replicated in Lemma B.1). Specically,
the O˜
((n/x)2) edges of ES can be made public knowledge in O˜ ( nx )
rounds.
Subsequently, the length of shortest paths Ps1,s2 for any s1, s2 ∈
VS can be computed locally by all nodes in the network. Moreover,
any node u ∈ V can compute its distance to any s2 ∈ VS by com-
puting the minimum ofw(Pu,s1 )+w(Ps1,s2 ), where s1 ∈ VS are the
skeleton nodes in u’s vicinity (that is within h ∈ O˜(x) hops). e
laer can be determined fast in the local network. Now that any
node is able to compute its own distance to all skeleton nodes, the
part that remains is to compute distances to any node inV that has
hop distance at least h. is is arguably the hardest part. In order
that u ∈ V can learn its distance to some v ∈ V , it must learn over
which skeleton node s2 ∈ VS in v’s vicinity a shortest path Pu,v
runs, as well as the length of the corresponding sub-path Ps2,v .
In [3] this is done by another run of token dissemination where
each token corresponds to a distance label dh (s,v) for (s,v) ∈ VS ×
V . Having all these distance labels available at every node in the
network makes computing APSP simple, as any node u ∈ V can
now computew(Pu,s1 )+w(Ps1,s2 )+w(Ps2,v ) for any v ∈ V and any
s1, s2 ∈ VS within h hops of u and v respectively (the minimum
over s1, s2 ∈ VS yields the true distance d(u,v)). However, this
approach requires that |V | · |VS | ∈ Θ˜(n
2
x )  n distance labels are
broadcast in the worst case, taking Θ˜
(
n/√x ) rounds. is distorts
the trade-o between local and global computation and pushes the
runtime up to Θ˜(n2/3) (the total runtime including the last step
amounts to O˜
(
x + n/√x ) which is optimized for x = n2/3).
Note that the above procedure actually broadcasts more informa-
tion than necessary, which one can see from the fact that aerwards,
every node can compute the distance between every pair u,v ∈ V
(as long as u and v have hop distance at least h). However, in the
distributed version of the APSP problem, a given node is only re-
quired to learn its own distance to the other nodes. is is where
the token routing protocol from Section 2 can help.
Proof of Theorem 1.1. Suppose we do the same steps as de-
scribed above, except for the last, where distance labels dh (s,v)
for (s,v) ∈ VS × V are broadcast in the whole network with the
token dissemination protocol. Up to this point, every node v ∈ V
knows its distance d(v, s) to every skeleton node s ∈ VS and the
rst s ′ ∈ VS on a shortest path Pv,s . We call s ′ a connector for
v to s (note that hop(v, s ′) ≤ h and s ′ = s is possible). For the
proof of correctness and runtime up to this point we refer to our
explanations above and to [3] for a detailed analysis.
Now each node v ∈ V creates a token t(v,s) with sender v and
receiver s containing 〈dh (v, s ′), ID(v), ID(s ′)〉, i.e. the distance from
v to the connector s ′ for the path from v to s . is creates an
instance of the token routing problem, where senders correspond
to V and the receivers correspond to VS . Each sender has exactly
one token for each receiver, that is kS = |VS | ∈ O˜
( n
x
)
. Conversely,
each receiver expects kR = n tokens, precisely one from each node.
Solving this instance of token routing gives each skeleton node
s ∈ VS enough information to compute its distance to every node
v ∈ V by locally computing d(s, s ′) + dh (s ′,v) where s ′ ∈ VS
is the connector given in the token t(v,s), which also contains
dh (v, s ′). In another O˜(x) rounds of local communication, each
skeleton nodes can distribute distance labels 〈d(s,v), ID(s), ID(v)〉
to all nodes in their O˜(x) neighborhood via the unrestricted local
network. Equipped with the information from these labels, each
node u ∈ V can compute its distance to each v ∈ V by taking
the minimum of dh (u, s) + d(s,v) for each s ∈ VS in the h-hop
neighborhood of u.
e steps of the original algorithm (excluding the last step) take
O˜(x) rounds for the local communication up to hop-distance h and
O˜
( n
x
)
for making the skeleton public knowledge. By eorem 2.2,
solving the above instance of token-routing takes
O˜
( n ·(n/x )+(n/x )·n
n +
√
|V | +
√
|VS |
)
= O˜
( n
x +
√
n
)
rounds. is results to a total runtime of O˜
(
x + nx +
√
n
)
= O˜
(√
n
)
by choosing x =
√
n. 
4 K-SOURCE SHORTEST PATHS
Next, we apply the token routing algorithm to simulate the Con-
gested Clique model (or CLIQUE model) on a subset of nodes in a
HYBRID network. is allows us to simulate powerful algorithms
from [7, 8] for the CLIQUE model and transfer their results for
shortest paths (this section) and diameter problems (subsequent
section) into the domain of the HYBRID model. In order to be
ecient, we provide a general framework that allows to translate
CLIQUE algorithms that are parametrized by runtime complexity,
number of sources and multiplicative and additive approximation
parameters into HYBRID algorithms. A subset of results we obtain
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that way are tight in terms of runtime (bar polylogn factors), which
we demonstrate in Section 6.
We start by dening the CLIQUE model, which is a member
of the family of synchronous message passing models (like the
HYBRIDmodel). Nodes possess unlimited computing power, unique
IDs and exchange messages in synchronous rounds. In a CLIQUE
each node is allowed to send one (dierent) O(logn) bit message
to every node each round.9 e following corollary of eorem
2.2 demonstrates the connection between CLIQUE and HYBRID
networks that we aim to exploit in this section.
Corollary 4.1. Let S ⊆ V be a subset of nodes from a HYBRID
network, obtained by sampling each node with probability 1n1−x for
x ∈ (0, 1]. One round of the CLIQUE model can be simulated on S in
O˜
(
n2x−1+ nx/2
)
rounds w.h.p.
Proof. Each node v ∈ S is a sender and a receiver of exactly |S |
messages, one to and one from each node. We make S public knowl-
edge with a run of token dissemination in O˜
(√|S | ) (c.f. Lemma B.1),
so each node in S knows from whom it receives a message. en
one round of CLIQUE on S corresponds to an instance of the token
routing problem. Hence the result follows immediately from eo-
rem 2.2. In the simulation of the CLIQUE model, each v ∈ S must
send/receive at most one message to/from every other node in S ,
i.e. at most |S | messages in total. is takes O˜ (|S |2/n+√|S | ) . Using
Cherno bounds (Lemma A.1) we have |S | ∈ Θ(nx ) w.h.p. 
Based on this simulation result we can provide the framework
to transform shortest path algorithms in the CLIQUE model into
algorithms for the HYBRID model. e following theorem gives
the details on how runtime, number of sources and approximation
parameters of CLIQUE algorithms can be translated accordingly.
Further into this section, we give the detailed simulation algorithm
and then prove individual claims in separate lemmas, which, when
combined, culminate in the proof of eorem 4.1. At the end of this
section, we apply the theorem to a series of known CLIQUE algo-
rithms which generates according results for the HYBRID model.
We remark that future advances in CLIQUE algorithms for shortest
paths may give further improvements for the HYBRID model.
Theorem 4.1. Let A be an (α , β)-approximation CLIQUE algo-
rithm that computes weighted shortest paths for nγ ,γ ∈ [0, 1] sources
in time TA ∈ O˜(ηnδ ) for constants δ ≥ 0,η ≥ 1. Let x := 23+2δ .
en there is a HYBRID algorithm B that solves the nxγ source
shortest paths problem with runtime TB ∈ O˜
(
ηn1−x
)
and the fol-
lowing additional properties. On weighted graphs, B computes a
(2α+1+β/TB)-approximation. On unweighted graphs, B computes
an
(
α+ 2η +
β
TB
)
-approximation. For γ = 1 (A solves APSP), we can
do the above for an arbitrary number of k ∈ [n] sources but this adds
O˜
(√
k
)
rounds to the runtimeTB . For γ = 0 (SSSP) the approximation
factor improves to (α+β/TB) for weighted and unweighted graphs.
4.1 Simulation Algorithm
e intuition behind the algorithm is as follows. Initially, we com-
pute a skeleton graphS = (VS ,ES) in theHYBRID network by rst
9Using the constant time routing scheme from the CLIQUE model by Lenzen [24]
one can even assume that in the CLIQUE model, each node can send n messages to
arbitrary targets, i.e, allowing multiple messages to the same node.
sampling nodes toVS with probability 1n1−x . Aer the sampling, we
use the local network to determine the skeleton edges ES , which
represent paths in G with hop distance at most h ∈ O˜(n1−x ). e
parameter x determines the size of the skeleton (i.e., |VS | ∈ O˜(nx )
w.h.p.) and optimizes the trade-o between the time required for
the simulation of A on S and the time spent for communication
on the local network (e.g., to compute ES ). is establishes a fun-
damental property of skeleton graphs, namely that on a shortest
path between two endpoints more than h hops apart there must be
a skeleton node at least every h hops. Moreover, a shortest path
must run over the skeleton via two skeleton “entry-nodes”, each
within h hops to one of the endpoints (we outlined this earlier in
Section 3 and formalize it in Lemmas C.1,C.2).
Note that at this point each skeleton node knows only its incident
edges in S. In contrast to the APSP algorithm in Section 3, we do
not make S public knowledge, since this would take too long with
our available tools. Instead, the local knowledge of skeleton edges
by incident skeleton nodes serves as input for the corresponding
graph problem on S, which we solve by simulating an appropriate
CLIQUE algorithmA in S as outlined in Corollary 4.1. Aerwards,
the distances to the set of sources (or estimations thereof) are known
to all skeleton nodes. But since every node inV has a skeleton node
within h hops on a shortest path to a source (as formalized by
Lemma C.1), they can simply gather the required information to
compute their distance to all sources via the local network.
ere is one catch however, as sources in a graph problem given
on the whole network G will probably not coincide with the ran-
domly sampled skeleton nodes VS . Generally speaking, we can
not simply add all sources from G to the skeleton since they might
be too regionally concentrated in G, thereby obstructing the cre-
ation of helper sets, where each node must only help O˜(1) senders
or receivers, which would also inhibit the (fast) simulation of the
CLIQUE. Note however, that if we are dealing with only a single
source inG , adding it toVS is actually not a problem as each helper
will be assigned at most one additional skeleton in the simulation
routine (c.f., Corollary 4.1).
In general, we circumvent the mentioned problem by leing
each source v ∈ V that has not been sampled to VS tag its closest
skeleton rv ∈ S as its representative, i.e. as substitute source in
VS . Subsequently, we make representatives and distances to their
original source publicly known (a comparatively small amount of
information). Aer computing distances to the representatives as
described above, each node can estimate its distance to the an orig-
inal source by adding its distance to the according representative
to the (publicly known) distance from representative to the origi-
nal source. e drawback is that the estimations will increase the
additive error by up to 2h (two times the maximum hop-length of a
skeleton edge) in the unweighted case and the multiplicative error
by (1+α) in the weighted case. We show that additive errors of
Θ(h) are in fact not that troublesome. On one hand, we can use the
local network to compute distances up to some arbitrarily large
multiple of h exactly. On the other hand, the multiplicative impact
of additive errors on paths longer than that is relatively small.
8
Algorithm 5 SP-Simulation(A,γ ,δ ,η) . param. of eorem 4.1
x ← 23+2δ . x optimizes overall runtime
Compute-skeleton(γ ,x) . construct S= (VS ,ES)
Compute-Representatives . pick representatives in VS
Clique-Simulation(A,x) . run A on S
for ηh rounds do . ood dist. to sources locally
v forwards distances to sources via local edges
v computes own distance to all sources with Equation (1)
Fact 4.2. From the simulation of A and the subsequent local
distribution of the results in Algorithm 5, each node v ∈ V knows
an (α , β)-estimation d˜(u, rs ) between each skeleton u ∈ VS and each
representative rs of some source s . Additionally each node knows
the distance dh (rs , s) between each source s and its representative rs
from the respective token dissemination in the sub-procedure given
by Algorithm 6. If two nodes u,v ∈ V are within h hops of each
other they know their ηh-hop limited distance dηh (u,v) from the
local exploration. With the available information every node v ∈ V
can compute an estimation d˜(v, s) to each source s ∈ V as follows
d˜(v, s) := min (dηh (v, s), minu ∈VS dh (v,u) + d˜(u, rs ) + dh (rs , s)) . (1)
We outsource several tasks from the main algorithm to sub-
procedures with the intent of reusing some of them in the next
section for the diameter problem. e task of computing the skele-
ton graph is moved to Algorithm 6. e task of establishing the
relations among sources and representatives and making these pub-
lic knowledge is done by Algorithm 7. e simulation routine as
outlined in Corollary 4.1 is given by Algorithm 8.
Algorithm 6 Compute-Skeleton(γ ,x) .h ∈O˜(n1−x ) see Lem. C.1
v joins VS with probability 1n1−x . |VS | ∈ Θ˜(nx ) w.h.p.
if v is a source and γ = 0 then v joins VS
for h ∈ O˜(n1−x ) rounds do . locally determine ES
v forwards all graph information¡ via local network
Fact 4.3. e size of VS is Θ˜
(
nx
)
w.h.p. Let h := ξn1−x lnn,
where ξ is the parameter given in Lemma C.1. Algorithm 6 estab-
lishes a weighted graph S = (VS ,ES) among the sampled nodes
VS in O˜
(
n1−x
)
rounds, whereas we dene ES B {{u,v} | u,v ∈
VS , hop(u,v) ≤h}. e weight of {u,v} ∈ ES is dened as dh (u,v).
Aer the subroutine, all skeleton nodes know their neighbors in S
and the distances of the incident edges in ES . Further properties of S
are outlined in Lemma C.2.
Algorithm 7 Compute-Representatives
if v is a source then
v tags closest node in VS as rep. rv . set v=rv if v ∈VS
v creates token 〈dh (v, rv ), ID(v), ID(rv )〉
. dh (v, rv ) = 0 and ID(v) = ID(rv ) indicates v ∈ VS
v participates in token dissemination protocol
if v received token 〈·, ·, ID(v)〉 then
v becomes source in S . v was tagged by some source in G
Fact 4.4. Aer Algorithm 7 terminates, every source s of G has
a representative rs ∈ VS (s = rs if s ∈ VS) and rs and the distances
dh (s, rs ) are known by the whole network for all sources s of G.
Algorithm 8 Clique-Simulation(A,x) . CLIQUE alg. A
for i ← 1 to TA do . simulation of A
if v ∈ VS then . nodes VS take part in simulation
v performs computations based on A round i
v creates tokens t i(v,u) to nodes u ∈ VS for round i
Token-Routing( 1n1−x ,
1
n1−x ) . V \VS take part as helpers
e full proof of eorem 4.1 is given in the following subsection.
In a nutshell, the proof of the runtime of Algorithm 5 consists
of summing up the runtimes of the simulation of A (which is
O˜
(
ηnxδ+x/2
)
) and the local exploration to compute small distances
exactly (which is O˜(ηn1−x )). e trade-o is optimized for the
parameter x := 23+2δ given in the proof.
Although lengthy, proving the claimed approximation ratios is
not that technically involved. It boils down to proving the error
inicted by computing shortest paths to representatives of sources
instead of directly to the sources. For this we rely extensively on
the properties of skeleton graphs (given in Lemmas C.1 and C.2)
and the triangle inequality. Subsequently, we leverage the exact
knowledge of distances of paths with few hops to turn additive
errors into small multiplicative errors.
4.2 Proof of eorem 4.1
e most straight forward part of the proof of eorem 4.1 is show-
ing the runtime of Algorithm 5. Note that in the formulation of
this and subsequent lemmas we will assume Algorithm 5 receives
a CLIQUE algorithm A as input, which is parametrized according
to the specications given in eorem 4.1.
Lemma 4.2. Givennxγ sources, Algorithm 5 takes O˜
(
ηn1−x
)
rounds.
Proof. During the execution of Algorithm 5 we conduct two
explorations in the local network, the longer of which takes ηh ∈
O˜(ηn1−x ) rounds (h is the parameter from Lemma C.1). Moreover,
we simulate the CLIQUE algorithm A on the skeleton S. A round
of simulation takes O˜
(
n2x−1+ nx/2
)
rounds in accordance with
Corollary 4.1.
Note that for the chosen x = 23+2δ one exponent dominates the
runtime of the simulation, as 2x−1 = 1−2δ3+2δ ≤ 13+2δ = x2 . erefore
the runtime simplies to O˜
(
nx/2
)
. Since the number of nodes on
which we simulate A is only |VS | = O˜(nx ), running A takes
O˜
(
ηnxδ
)
simulated rounds, that is O˜
(
ηnxδ+x/2
)
actual rounds. For
the value we chose for x the exponent equals
xδ+ x2 =
2δ
3+2δ +
1
3+2δ = 1− 23+2δ = 1−x ,
thus running A takes O˜(ηn1−x ) rounds in total.
Finally, we note that since each source inG picks at most one rep-
resentative in VS that acts as a source in S, the number of sources
Θ
(|VS |γ ) = Θ(nxγ ) inS is roughly in line with the allowed number
to execute A on S. Specically, we have at most a constant factor
more sources on S than A allows w.h.p. (due to the randomized
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sampling of VS ). is does not maer much as we can repeat A a
constant number of times with a constant fraction of sources. 
Let us now turn to the correctness of the distance approximation
computed by Algorithm 5.
Lemma 4.3. On unweighted graphs with nxγ sources and γ > 0,
Alg.B (represented byAlg. 5) computes an (α+ 2η + βTB )-approximation
w.h.p., where TB ∈ O˜
(
ηn1−x
)
. We get a
(
1+2α+ βTB
)
-approximation
on weighted graphs, w.h.p.
Proof. Let v, s ∈ V be a node and a source, respectively. In
case hop(u,v) ≤ ηh, the value d˜(v, s) computed in Equation (1) is
equal to dηh (v, s) (since s is a source and due to Lemma C.1), i.e. the
algorithm computes the exact distance. From now on we assume
hop(u,v) > ηh.
Next we give some denitions and state a few facts that we
implicitly use for the subsequent calculations. Let s ∈ V be a source,
let rs ∈ VS be the representative of s and let Q be a shortest v-rs -
path. According to Lemma C.1 there is a skeleton node w ∈ VS
on Q within h hops of v (possibly w = rs ). Note that v learns the
distance dh (v,w) and in fact dh (v, z) for any z ∈ VS within h hops
during the exploration via the local network in Algorithm 5.
By denition, A computes an approximation d˜(u, rs ) with
d(u, rs ) ≤ d˜(u, rs ) ≤ α ·d(u, rs )+β
from any skeleton node u ∈ VS to rs and aer the algorithm has
nished, the values d˜(u, rs ) are known by v (c.f. Fact 4.2). Finally,
since s must have at least one skeleton node within h hops distance,
its representative rs ∈ VS (the skeleton closest to v) must clearly
be within h hops of s as well. e distance label dh (rs , s) is made
public knowledge, i.e., also known by v (c.f. Fact 4.4). We have
w(Q) = d(v, rs ) = dh (v,w) + d(w, rs )
= min
u ∈VS
dh (v,u) + d(u, rs )
≤ min
u ∈VS
dh (v,u) + d˜(u, rs ).
Let P be an actual shortest path from v to s . We know |P | ≥ ηh. We
show that we do not underestimate w(P)
w(P) = d(v, s) ≤ d(v, rs ) + dh (rs , s) = w(Q) + dh (rs , s)
≤ min
u ∈VS
dh (v,u) + d˜(u, rs ) + dh (rs , s) = d˜(v, s).
Note that the right hand side of the above inequality equals the
right hand side of Equation (1), given that hop(u,v) > ηh. Next
we upper bound the estimation d˜(v, s) given in Equation (1) with a
constant multiple of w(P) as follows
d˜(v, s) = min
u ∈VS
dh (v,u) + d˜(u, rs ) + dh (rs , s)
≤ dh (v,w) + d˜(w, rs ) + dh (rs , s)
≤ dh (v,w) + α ·d(w, rs )+β + dh (rs , s).
(2)
e rst inequality is due to the fact that dh (v,w) + d˜(w, rs ) is
one of the options occurring in the minimum function. Assume G
is unweighted. en from the above inequality and by exploiting
d(v, s) = hop(v, s) > ηh we obtain
d˜(v, s) ≤ dh (v,w) + α ·d(w, rs )+β + dh (rs , s) ≤ α ·d(v, s) + β + 2h
≤ α ·d(v, s) + βηhd(v, s) + 2ηd(v, s) =
(
α+
β
ηh +
2
η
)
d(v, s)
Now assume that G is weighted. We continue from Inequality (2),
where we replace w with the rst skeleton node w ′ ∈ VS on a
shortest path from v to s (which also upper bounds the minimum).
Note that hop(v,w ′) ≤ h (by Lemma C.1). More explanations about
the individual steps are given aer the following equations.
d˜(v, s) ≤ dh (v,w ′) + α ·d(w ′, rs )+β + dh (rs , s)
≤ dh (v,w ′) + α ·
(
d(w ′, s) + d(s, rs )
)
+β + dh (rs , s)
≤ α · (dh (v,w ′) + d(w ′, s)) + (1+α)dh (rs , s) + β (α ≥ 1)
= α ·d(v, s) + (1+α)dh (s, rs ) + β (Def. of w ′)
≤ α ·d(v, s) + (1+α)d(v, s) + β (dh (s, rs ) ≤ d(v, s))
= (1+2α)·d(v, s) + β
≤ (1+2α + β/ηh)·d(v, s) (d (v, s) ≥ ηh)
In the second last inequality we exploit that rs ∈ VS minimizes
dh (s, rs ) and therefore dh (s, rs ) ≤ d(v, s) w.h.p., as we show in the
following. For a contradiction, presume dh (s, rs ) > d(v, s). Since
hop(v, s) ≥ h there is a skeleton node r ′ on a shortest v-s path
P within h hops of s w.h.p. due to Lemma C.1. But dh (s, r ′) ≤
d(v, s) < dh (s, rs ), thus r ′ would be the representative of s .
In the last inequality we use d(v, s) ≥ ηh for the weighted case.
Since the minimum weight of an edge is one, this follows because
P has more than ηh edges.
Finally, we note that we can do the exploration of the graph
via the local network in parallel during the whole runtime TB ∈
O˜
(
ηn1−x
)
of Algorithm 5, which gives exact TB-hop distances.
us, we can actually replace occurrences of ηh in the above ap-
proximations with TB (the terms are equal up to polylogn factors
anyway). 
Next we show that the number of sources does not have to be
restricted if A is an APSP algorithm. e downside of having
many sources is an additional O˜
(√
k
)
rounds required to make
representatives public knowledge.
Lemma 4.4. IfA solves APSP in CLIQUE we achieve the same pa-
rameters as in Lemma 4.3 for an arbitrary number of k ∈ [n] sources,
w.h.p. is adds O˜
(√
k
)
rounds to the runtime TB of Algorithm 5.
Proof. From the point of correctness, the only reason that is
prohibiting the use of an arbitrary number of sources is that the
number of representatives tagged as sources in S by sources in G
might be signicantly more than |VS |γ , i.e. the number of sources
allowed by A. If A is an APSP algorithm we have no such restric-
tion and may allow an arbitrary number of sources in G.
With respect to runtime, each source in G must announce its
representative in S and the distance to it, in order that correctness
is preserved. In case we have k sources this takes O˜
(√
k
)
time
using token dissemination (c.f., Lemma B.1), whereas the rest of
the algorithm and its runtime remains unaected. erefore, the
runtime only increases by O˜
(√
k
)
rounds. 
Finally, we show that the approximation factor improves sig-
nicantly for SSSP. is is due to the observation that we can
always summon the single source into the skeleton without strain-
ing helpers in the subsequent token routing protocol too much
(each node has to help at most one additional node).
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Lemma 4.5. If A solves SSSP in the CLIQUE, then B gives an
(α+β/TB)-approximation on weighted graphs w.h.p.
Proof. Algorithm 6 always adds s to the skeleton if it is a single
source. It is not hard to see that the token routing protocol still
works if we add a single node to the randomly sampled skeleton S.
erefore, runtime of Algorithm 5 remains unaected. However,
the approximation factor improves since the distance to the source
does not have to take into account the detour via a representative.
Specically, all nodes learn the distance approximations d˜(u, s)
computed byA for allu ∈ VS . Additionally each nodev ∈ V knows
the distance to the rst skeleton w ∈ VS on a shortest path P from
v to s w.h.p. (since w must be within h hops due to Lemma C.1).
Hence in any case all nodes learn at least an (α , β)-approximation
by taking the minimum of dh (v,u) + d(u, s) for all u ∈ VS (c.f.
Equation (1) where rs = s).
If the shortest v-s-path has fewer than ηh hops, we can give an
exact solution (c.f. Fact 4.2 and Equation (1)). Otherwise, we know
that d(v, s) ≥ ηh (and even d(v, s) ≥ TB ∈ O˜(ηh) since each node
learns G up to depth TB during the whole runtime of B). us, we
can turn the additive error into a small multiplicative error
d˜(v, s) ≤ α ·d(v, s) + β ≤ (α+ βd (v,s) ) ·d(v, s)
≤ (α+ βηh ) ·d(v, s) ≤ (α+ βTB ) ·d(v, s). 
4.3 Implied Results for k-SSP and SSSP
In the following subsection we apply eorem 4.1 on known re-
sults for the CLIQUE model [7, 8], which will generate a series of
results for the HYBRID model for dierent numbers of sources,
approximation parameters and time complexity.
e rst CLIQUE algorithm is from [7] (eorem 1.2), which
allows for a variable number nγ of sources and achieves a runtime
of O˜(1/ε) for γ = 1/2 and approximation factor (1+ε). Note that
the corollary below could be stated more generally for arbitrary
γ ≥ 1/2, which we opted not to do for conciseness.
Corollary 4.6. ere is an algorithm that approximates the n1/3-
source shortest path problem in theHYBRIDmodel with running time
O˜(n1/3/ε) and approximation factor (1+ε) on unweighted graphs and
(3+ε) on weighted graphs, w.h.p.
Proof. Let A be the algorithm from [7] eorem 1.2. We x
γ = 1/2. en A has the parameters δ = 0, η = 1/ε and α = (1+ε).
is implies x = 2/3. From eorem 4.1 we obtain a runtime of
O˜(n1/3/ε) on graphs with n1/3 sources. On weighted graphs the ap-
proximation factor is 2α + 1 = 3 + 2ε ε
′:=2ε
= 3 + ε ′. On unweighted
graphs it is α + 2η = α + 2ε = 1 + 3ε
ε˜ :=3ε
= 1 + ε˜ . 
e next CLIQUE algorithm stems from [7] (eorem 1.1). It
solves APSP in O˜(1/ε) rounds with approximation parameters
(α , β) = (2+ε, (1+ε)wuv ) for a path from u to v , whereas wuv
is the heaviest edge on that path.
Corollary 4.7. ere is an algorithm that approximates short-
est paths for k sources in the HYBRID model with running time
O˜
( n1/3
ε +
√
k
)
and approximation factor (7+ε) on weighted graphs
and (2+ε) on unweighted graphs, w.h.p.
Proof. e dening parameters of the algorithm from [7] e-
orem 1.1 are γ = 1, δ = 0 and η = 1/ε . is implies x = 2/3
and a runtime of O˜(n1/3/ε) of the resulting HYBRID algorithm by
eorem 4.1. e multiplicative error is α = (2+ε) and the additive
error computed on the skeleton is β = (1+ε)wuv , where wu,v is
the heaviest edge on a shortest path from u to v .
We rst consider the case where G is weighted. We observe that
(1+ε)wuv ≤ (1+ε)d(u,v), thus we can get rid of the additive error
of A by simply adding (1+ε) to the multiplicative error instead.
at is, we can consider A as (3+2ε)-approximation algorithm.
en, by eorem 4.1, we have a multiplicative error 2(3+ 2ε)+ 1 =
7 + 4ε ε˜ :=4ε= 7 + ε˜ .
Let us consider the unweighted case. We can also bound the
additive error by (1+ε)WS whereWS is the largest edge weight of
the skeleton S. Since G is unweighted we haveWS ≤ h. en, by
eorem 4.1 we obtain a multiplicative error of
α+ 2η+
(1+ε )WS
TB
TB ≥ηh≤ α+2ε+ (1+ε )hηh ≤ 2+3ε+ 1+ε1/ε
ε ≤1≤ 2+5ε ε
′:=5ε
= 2+ε ′.

We turn to a result of [8], which oers a more accurate APSP
algorithm for the CLIQUE. ey solve APSP with multiplicative
error (1+o(1)) in O˜(nρ+o(1)) rounds, where ρ is the so called dis-
tributed matrix multiplication coecient [8]. e value ρ ≤ 1− 2ω is
algorithmically bounded by the matrix multiplication coecient ω,
for which 2 ≤ ω < 2.3728639 is known [12], thus ρ < 0.15715. It is
conjectured by some that ω = 2, raising the possibility of further
improvements in the bound of ρ. To keep the result brief, we do not
express the runtime as a function of ρ and only insert its known
upper bound. e algorithm of [8] allows edge weights up to 2(no(1))
which is nc if we choose (log logn + log c)/logn for o(1). is and
the previous two corollaries constitute the proof of eorem 1.2.
Corollary 4.8. ere is a HYBRID algorithm for the k-SSP prob-
lem with runtime O˜
(
n0.397+
√
k
)
and approx. factor (3+o(1)) on
weighted graphs and runtime O˜
(
n0.397/ε +√k ) and approx. factor
(1+ε) on unweighted graphs w.h.p.
Proof. We characterize the above algorithm with δ = ρ <
0.15715, η = 0 and α = 1+o(1) ≤ 1+ ε (for suciently large
n) and β = 0. We (somewhat articially but w.l.o.g.) increase
η = 1/ε for the unweighted case (to do a more extensive local explo-
ration). en the runtime is O˜
(
n0.397/ε +√k ) in the unweighted
and O˜
(
n0.397+
√
k
)
in the weighted case. On unweighted graphs
the approximation is α+ 2η ≤ 1+3ε
ε ′:=3ε
= 1+ε ′. On weighted graphs
we have 2α+1 = 3+o(1). 
e last corollary is derived from [7] eorem 5.2, stating that
SSSP can be solved exactly in the CLIQUE model in O˜(n1/6) rounds.
As we have shown in the proof of eorem 4.1, we can conserve
this approximation ratio (or rather lack thereof) in case of a single
source, which gives us an exact algorithm for the HYBRID model.
Corollary 4.9 (Theorem 1.3). ere is aHYBRID algorithm that
solves SSSP exactly in O˜(n2/5) rounds, w.h.p.
Proof. e SSSP algorithm from [7] can be parametrized by
γ = 0, δ = 1/6, η = 1 and α = β = 0. 
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5 SIMULATION RESULTS FOR DIAMETER
In the distributed diameter problem all nodes must learn the param-
eter D = D(G), which equals the maximum hop-distance hop(u,v)
for any pair u,v ∈ V . ere are fast CLIQUE algorithms known
for the weighted diameter problem and the weighted APSP problem
(which obviously solves the weighted diameter problem). We aim to
apply the same technique of simulating the CLIQUE on a skeleton
graph of a HYBRID network to the diameter problem.
e core idea is relatively simple. If D is large, then the diameter
of the skeleton will give a good approximation of the diameter of
the whole graph. erefore, computing a good approximation on
the skeleton using a known CLIQUE algorithm will give a decent
approximation for the HYBRID model. If, on the other hand, D is
relatively small we can use the local network to compute D exactly.
e following theorem formalizes the result in a more general way.
Theorem 5.1. LetA be an (α , β)-approximation algorithm for the
CLIQUEmodel for the weighted diameter with runtimeTA ∈ O˜(ηnδ )
for const. δ ≥ 0,η ≥ 1. Let x := 23+2δ . en there is an algorithm B
for the HYBRID model with runtime TB ∈ O˜
(
ηn1−x
)
that gives an(
α+ 2η +
β
TB
)
-approximation of the unweighted diameter D w.h.p.
We give a brief summary of the algorithm and its proof before
going into the details. As in Section 4, we rst compute a skeleton
graph S = (VS ,ES) of appropriate size Θ(nx ) (where x := 23+2δ
balances the trade-o between the runtime of the simulation and
the runtime for the local exploration of G). Second, we simulate
the CLIQUE algorithm A on S, which gives each node in VS an
approximation D˜(S) of D(S).
ird, we let nodes exchange information via the local model
for ηh+1 rounds (where h ∈ O˜(n1−x ) is the maximum length of
skeleton edges). is achieves two things. (I) it oods D˜(S) to all
nodes (recall that each node has a skeleton withinh hops w.h.p.). (II)
each node learns its largest hop distancehv := maxw ∈Nv ≤ ηh+1 to
any nodew inv’s (ηh+1)-hop neighborhood Nv . Fourth, we apply a
standard technique from [2] (given in Lemma B.2) to aggregate the
maximum value out of n values hu ,u ∈ V (one held by each node)
and to announce the biggest value ĥ = maxu ∈V hu to all nodes in
O˜(1) rounds. Finally, all nodes can compute an approximation D˜ of
D(G) by seing D˜ := ĥ if ĥ ≤ ηh and D˜ := D˜(S) + 2h else.
For the correctness, the important observation is that the diame-
ter of the skeleton can be at most 2h (the maximum length of two
skeleton edges) shorter than the diameter of G and we make up for
that by adding 2h to the estimation D˜(S). is gives us an additive
error of at most 2h+β , which does not impact our approximation
much if we turn it into a multiplicative error, using that we know
D exactly if D ≤ ηh. We move on to the application of eorem 5.1.
5.1 Diameter Simulation - Algorithm and Proof
We use the same basic approach of simulating theCLIQUEmodel on
a skeleton, thus the following algorithm is quite similar to the one
of the previous section and reuses the according sub-procedures.
Algorithm 9 Diam-Simulation(A,δ ,η) . δ ,η,A as in . 5.1
x ← 23+2δ . x optimizes overall runtime
Compute-Skeleton(⊥,x) . compute S= (VS ,ES), |VS | ∈O˜(nx)
Clique-Simulation(A,x) . run A on S
for ηh + 1 rounds do . v learns approx. D˜(S) of D(S)
v forwards diameter approximations via local edges
hv ← maxu ∈Nηh+1(v) hop(v,u) . largest hop-dist. v sees locally
v participates in aggregation for ĥ = maxu ∈V hu
v computes approx. D˜ of D(G) with Equation (3)
Fact 5.2. With the same arguments as in Lemma 4.2 the runtime
of Algorithm 9 is O˜(ηn1−x ). Algorithm 9 rst computes a skeleton
with the properties outlined in Fact 4.3. e simulation of a diameter
algorithm A makes an (α , β)-approximation D˜(S) of D(S) known
to all skeleton nodes. e subsequent local exploration of graph G
for ηh+1 rounds accomplishes two things. First, it spreads D˜(S) to
all nodes (recall that each node has a skeleton within h hops w.h.p.).
Second, each node learns the largest hop distance hv ≤ ηh+1 to any
nodeu inv’s (ηh+1)-neighborhood. We apply the aggregation scheme
of [2] (c.f., Lemma B.2) to aggregate the maximum value out of n
values hu ,u ∈ V (one held by each node) and announce the biggest
value ĥ = maxu ∈V hu to all nodes in O˜(1) rounds. Finally, each node
computes an approximation of D˜ of D as follows
D˜ :=
{
ĥ, if ĥ ≤ ηh
D˜(S) + 2h, else (3)
e runtime is already accounted for in Fact 5.2. e following
lemma completes the proof of eorem 5.1.
Lemma 5.1. Algorithm 9 computes an
(
α+ 2η +
β
TB
)
-approximation
of the diameter D of an unweighted graph G w.h.p.
Proof. As summarized in Fact 5.2, each node already knows an
(α , β)-approximation D˜(S) of the diameter of S and the maximum
hop distance ĥ that any node sees in its (ηh+1)-neighborhood. First,
assume D ≤ ηh. By denition there is a pair of nodes u,v ∈ V
with hop(u,v) = D and therefore D˜ = ĥ = D by Equation (3) and
the denition of ĥ. We would like to point that if ĥ ≤ ηh, then
all nodes can be sure that D ≤ ηh and thus ĥ = D. Because if D
would be larger, then ĥ = ηh+1 and the nodes use the diameter
approximation D˜ = D˜(S) + 2h instead, by Equation (3).
Consequently, we now have to look at the case D > ηh. We
analyze how good the approximation D˜ = D˜(S) + 2h is for G. By
denition we know D(S) ≤ D˜(S) ≤ αD(S) + β . Next, we relate
the diameter of the skeleton S to the diameter of G. Let P be a
shortest path in G with |P | = D. By Lemma C.1 there are two
skeleton nodes u,v ∈ VS within the rst h hops and the last h hops
of P w.h.p. By Lemma C.2 we have dS(u,v) = d(u,v) = hop(u,v).
Consequently, D(S) ≥ d(u,v) ≥ |P | − 2h = D − 2h. As the skeleton
graph preserves distances (Lemma C.2) we have D(S) ≤ D. us
D ≤ D(S)+ 2h ≤ D˜(S)+ 2h = D˜ ≤ αD(S)+ β + 2h ≤ αD + β + 2h.
Note that the computed approximation D˜ in the middle is squeezed
from above and below by expressions in D. Since we know that we
have computed the diameter exactly if it was smaller than ηh, we
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can apply the same trick as in the previous section and turn the
additive approximation error into a smaller multiplicative one.
D˜ ≤ αD + β + 2h ≤ (α+ βD + 2hD )D ≤ (α+ βηh + 2η )D
Finally we point out that we can do the local exploration forTB + 1
rounds without changing the asymptotic runtime of the algorithm
(since TB ∈ Θ˜(ηh) anyway). Hence we can get rid of the parameter
h in our expression: D˜ ≤ (α+ βTB + 2η )D. 
5.2 Implied Results for Computing Diameter
First, we apply a dedicated diameter CLIQUE algorithm from [7].
It achieves a
( 3
2 +ε,W
)
-approximation in O˜
( 1
ε
)
rounds, whereW
is the maximum edge weight. (Note that this and the subsequent
corollary prove eorem 1.4.)
Corollary 5.2. ere is a HYBRID algorithm that computes a
( 32 +ε)-approximation of D(G) in O˜
( n1/3
ε
)
rounds w.h.p.
Proof. e algorithm of [7] can be characterized with δ = 0,η =
1 and (α , β) = ( 32 +ε,W ) . e runtime follows immediately from
eorem 5.1. Since G is unweighted, the maximum edge weight in
the skeleton S is h. us, the approx. factor is
α + 2η +
β
TB ≤ 32 + ε + 2ε + Wηh ≤ 32 + 3ε + hh/ε = 32 + 4ε
ε ′:=4ε
= 32 + ε
′.

Another noteworthy result can be deduced from the APSP algo-
rithm of [8] that we used before for shortest paths. It has runtime
O˜
(
nρ+o(1)
) ⊆ O˜ (n0.15715) (for n large enough) and a multiplicative
error
(
1+o(1)) (recall that ρ is the distributed matrix multiplication
coecient with ρ ≤ 1− 2ω < 0.15715). It allows for edge weights
up to 2(no(1)) which is n if we choose log logn/logn for the o(1). To
keep the result concise, we omit expressing it as a function of ρ
and insert the known upper bound instead.
Corollary 5.3. ere is a HYBRID algorithm that computes a
(1+ε)-approximation of D(G) in O˜ ( n0.397ε ) rounds w.h.p.
Proof. Clearly, solving APSP on the skeleton also solves the
diameter problem, hence eorem 9 is applicable. We characterize
the above algorithm with parameters δ = 0.15715,η = 1/ε and
α = 1 + o(1) ≤ 1 + ε (for suciently large n) and β = 0. en
the runtime is O˜
(
n0.397/ε ) and the approximation parameter is
α + 2η +
β
TB ≤ 1 + 3ε
ε ′:=3ε
= 1 + ε ′. 
6 LOWER BOUNDS FOR K-SSP
Since the lower bound of Ω˜
(√
k
)
for k-source shortest paths is only
a slight modication of the lower bound of Ω˜
(√
n
)
for APSP given
in [3], we would like to keep this subsection brief by referring to
[3] for technical details. In order to keep this paper reasonably
self-contained, we give the denition of the according worst case
graph and the core idea behind the lower bound. us, knowledge
of [3] is not strictly required to obtain an understanding of the
proof.
e worst case graph that we use (depicted in Figure 1) is un-
weighted. It consists of a path of length Ω(n) with a dedicated
node b at one end. Additionally, there are two sets of sources S1, S2
aached to the path, one to a node v1 at distance L ∈ Ω˜
(√
k
)
from
b the other to a node v2 at the opposite end of the path from b.
bL∈ Ω˜(
√
k)Ω(n)
Ω(k) bits
Ω(k)Ω(k) S2 S1
v2 v1
Figure 1: Worst case graph for k-SSP.
Aached means that each of the sources in the sets S1, S2 has an
edge to the respective node v1,v2.
e rst insight is the following. Given a set S of sources of size
|S | = k then we randomly assign |S |/2 nodes to each set S1 and
S2. is creates a random state which b must necessarily learn in
order to learn the distance to each node. Considered as a random
variable, the state of S carries a Shannon entropy of Ω˜
(
k
)
bits that
must somehow be transmied to b since in order that b can solve
the k-SSP problem. Note that the dierence to [3] is k = n.
e second insight is that given some graph G that consists of a
subgraph G ′ and a path with L hops aached to G ′ and a random
variable X with entropy of Ω(L2) bits that is initially only known
to nodes inG ′, then it takes Ω˜(L) rounds until the node b at the end
of the path learns all bits. e intuition behind this is as follows.
Assume we are given at most L−1 rounds. en any information
that reaches b from G ′ could not have relied only local edges, since
the path has L hops. erefore, any information that ever reaches b
must at some point be transmied to a node on the path via a global
edge. However, the combined capacity of all nodes on the path for
receiving information is O
(
L log2 n
)
bits. Hence this takes at least
Ω˜(L) rounds. In [3] this is formalized in the technical Lemma 4.4.
Combining the two insights above already leads to a lower bound
of Ω˜(L) = Ω˜ (√k ) for solving the k-source shortest path problem
exactly. e third insight concerns the approximation ratio. Assume
b does not know for a single node u whether u ∈S1 or u ∈S2. en
b must assume u ∈S2 in order to give a valid approximation (recall
that approximations must be lower bounded by the true distance).
But if in reality u ∈S1, then b’s distance approximation is o by a
factor α ′ ∈Θ(n/√k ) . is means that, given slightly less time than
required above, b can not even give an α ′-approximation. Hence,
computing an α-approximation for any α ≤α ′ takes Ω˜ (√k ) rounds.
From the above insights we conclude eorem 1.5 (which can
be seen as corollary of its counterpart in [3]).
7 LOWER BOUND FOR DIAMETER
e second lower bound is for the diameter problem. We demon-
strate that classical proofs of lower bounds for theCONGESTmodel
based on 2-party set disjointness problems, can be adapted for lower
bounds in the HYBRID model. e 2-party set disjointness prob-
lem asks whether for two given bit sequences a,b ∈ {0, 1}K , there
is an index i ∈ [K], such that ai = bi = 1. If two parties (Alice and
Bob) are given one of the bit sequences a,b each, then they must
exchange Ω(K) bits to solve this problem [20, 32].
To obtain lower bounds in models of distributed computing one
has to create a problem instance that solves the 2-party set dis-
jointness problem by solving the problem instance (i.e., provide an
appropriate reduction). Additionally, the problem instance must
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have an information boleneck between the part of the network
that represents Alice and the part that represents Bob. As commu-
nication in HYBRID is conceptually dierent from communication
in CONGEST, we need to slightly alter the existing worst case
graphs and provide additional technical lemmas to demonstrate a
corresponding information boleneck for the HYBRID model. e
technical tools to adapt existing proofs using this framework to the
HYBRID model may also be of use for repeating the procedure for
other graph problems based on the same proof strategy.
e worst case graph in our proof is an adaptation of the one
by [17] for the CONGEST model and we use a similar simulation
argument as in [34]. Specically, we show that Ω˜
(
n1/3
)
rounds
are required to compute the unweighted diameter exactly and to
compute a (2−ε)-approximation of the weighted diameter. e
lower bounds hold for randomized protocols, even if both players
have access to public randomness.
More specically, we show how to construct a family of graphs,
which for some parameter k encodes set disjointness instances over
a universe of size k2 and such that for a given set disjointness input
a,b ∈ {0, 1}k2 , the graph has a slightly higher diameter if and only
if a and b are disjoint. We will show that if we give a to Alice
and b to Bob, Alice and Bob can together eciently simulate a
given HYBRID model algorithm for computing the diameter of the
graph dened by a and b. Because by the end of the simulation
Alice and Bob know the diameter of the graph (with suciently
large probability), they have solved set disjointness and they must
therefore have exchanged Ω(k2) bits. Our simulation will be such
that Alice and Bob in a single round of the simulatedHYBRIDmodel
protocol only O˜(n) bits can be exchanged via the global network,
resulting in a lower bound of Ω˜
(
k2/n) for the diameter problem
(we will see that we can choose k ∈ Θ(n2/3)).
We use the following family of graphs Γa,bk, `,W = (V ,E) to show a
bound of Ω˜(n1/3) rounds to compute the diameter in the HYBRID
model. It is based on the construction of [17] and an example is
depicted in Figure 2. We dene Γa,bk, `,W as follows. We have four sets
of nodes V1,V2,U1,U2 each of size k . ese node sets form cliques
with edges of weight W . en the node sets Vi and Ui (i = 1, 2)
are perfectly matched with `-hop-paths of edges of weight 1. We
further have two nodes vˆ and uˆ, connecting to all nodes in V1 ∪V2
and in U1 ∪U2, respectively, with edges of weightW . e nodes vˆ ,
uˆ are connected by a path of length and hop-length `.
Let a,b ∈ {0, 1}k2 be two input sequences of the set disjointness
problem. We represent a and b in Γa,bk, `,W with edges (c.f., Figure 2,
red lines). More specically, we rst map each bit ai in the sequence
a to a pair inpi ∈ V1×V2 and each bitbj inb to a pair inqj ∈ U1×U2.
Since |V1 ×V2 | = |U1 ×U2 | = k2, we have a pair for each bit.
Additionally, we assign bits to pairs such that the order of bits in
the sequence is consistent with the matching between V1,U1 and
V2,U2. If for some i ∈ [k2] the bit ai is mapped to pi = (v1,v2) and
bi to qi = (u1,u2) then v1,u1 and v2,u2 are matched with paths of
length `. Finally, we add an actual edge between a pair pi = (v1,v2)
or qj = (u1,u2) if and only if the corresponding bit ai or bj in the
sequence is 0 (c.f., Figure 2, red lines).
e main property of the graph Γa,bk, `,W is that it has low diameter
if and only if a and b are disjoint. is is shown by the following
V1 U1
V2 U2
Figure 2: Graph Γa,bk, `,W with |Vi | = |Ui | = k . e Vi ,Ui form
internal cliques (gray oval shapes) with edges of weightW .
Inputs a,b ∈ {0, 1}k2are encoded via red edges. Dashed lines
are paths with ` hops. Bold lines are edges of weightW . e
blue network guarantees D ≤ 2W + `. It is D = W +`, if and
only if a,b are disjoint.
lemma. We rst consider the weighted case, where we are interested
in large weightsW > `.
Lemma 7.1. SupposeW > `. en sequences a,b ∈ {0, 1}k2are
disjoint, if and only if the diameter of Γa,bk, `,W is at mostW +2`. Else,
the diameter is at least 2W +`.
Proof. Considering the graph without the edges added through
a,b (everything except red edges in Figure 2), the distance between
any pair of nodes is at most 2W + `. We believe that the respective
cases are readily veriable by the reader (the most noteworthy case
is for two nodes on dierent paths, represented by the dashed lines
in Figure 2).
Next, we show that the distance between any pair of nodes is
at mostW +2` if a,b are disjoint. Regardless of a,b, this is true for
any node on the path from uˆ to vˆ (including those two) and any
other node (c.f., blue path in Figure 2). e distance between such
a pair is in fact at mostW +`.
is is also true, independently from a,b, for any pair of nodes
only from either the top half of the graph (dened as V1 ∪U1 and
nodes on the matching paths of length ` running between V1 and
U1) or the boom half of the graph (dened analogously, c.f. Figure
2). More specically, the distance between such a pair is at most
W +` due to the fact that each of the sets V1,V2,U1,U2 forms an
internal clique with edges of weightW .
If a,b are disjoint, then (and only then) we can also bound the
distance byW +2` between two nodes from opposing parts of the
graph (one node in the top, the other in the boom half). Given
that a,b are disjoint, for each i ∈ [k2] we have ai = 0 or bi = 0 (or
both) in the input sequences a,b. at means that for any two pairs
pi = (v1,v2) and qi = (u1,u2) we have {v1,v2} ∈ E or {u1,u2} ∈ E
by construction.
Let w↑,w↓ be two nodes in the top and the boom half (as
dened above) respectively. Let v1 ∈ V1,u1 ∈ U2 be the two nodes
with a matching path that contains w↑ (w↑ may be equal to v1 or
u1), and let v2 ∈ V2,u2 ∈ U2 be the analogous nodes for w↓. Since
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{v1,v2} ∈ E or {u1,u2} ∈ E the distance between w↑ and w↓ can
be at mostW +2`.
So far we have shown that all possible combinations of two nodes
have distance at most W +2` if a,b are disjoint. It remains to be
shown that this is not the case if a,b are not disjoint. en we have
nodes v1 ∈ V1,u1 ∈ U1,v2 ∈ V2,u2 ∈ U2 such that {v1,v2} < E and
{u1,u2} < E. It is not hard to see that in order to get from v1 to u2
one must use at least two edges of weightW and at least one path of
total weight `. Hence the diameter of Γa,bk, `,W is at least 2W +`. 
In the unweighted caseW = 1 we have to proceed even more
carefully with our case distinction, specically for nodes on dier-
ent paths. However, we can reuse parts of the proof of the previous
lemma. We show the following.
Lemma 7.2. SupposeW = 1. en a,b ∈ {0, 1}k2are disjoint, if
and only if the diameter of Γa,bk, `,1 is `+1. Else, the diameter is `+2.
Proof. As in the previous proof the maximum distance among
any pair of nodes is at most ` + 2W = ` + 2. For nodes on the
path from vˆ to uˆ (blue path) we have shown a distance of at most
`+W = `+1. e same (distance at most `+W = `+1) is true for
pairs of nodes both either in the top half or the boom half (as
dened in the previous proof).
A somewhat dierent approach is needed to show a distance of
at most `+1 between nodes w↑ and w↓ in the top and the boom
half respectively, if a,b are disjoint. Like before let v1 ∈ V1,u1 ∈ U2
be the two nodes with a matching path that contains w↑ and let L↑
be the according path. Letv2 ∈ V2,u2 ∈ U2 and L↓ be the analogous
objects for w↓. Let v1 = x1, . . . ,x` = u1 and v2 = y1, . . . ,y` = u2
be the nodes on the paths L↑ and L↓ ordered from le to right. Let
i, j ∈ [`] such that xi = w↑ and yj = w↓. Presume i+j ≤ `−1 then
d(w↑,w↓) = d(xi ,yj ) ≤ d(xi ,x1) + d(x1,y1) + d(y1,yj )
= i + 2 + j ≤ ` − 1.
Presume i + j ≥ `+1. is implies (`−i)+ (`−j) ≤ `−1. en almost
analogously
d(w↑,w↓) = d(xi ,yj ) ≤ d(xi ,x`) + d(x` ,y`) + d(y` ,yj )
= (`−i) + 2 + (`−j) ≤ ` − 1.
Finally presume i+ j = `. In this case we actually require the set
disjointness. is means we have {x1,y1} ∈ E or {x` ,y`} ∈ E,
making one of the distances d(x1,y1) or d(x` ,y`) equal toW = 1.
Assume {x1,y1} ∈ E. en
d(w↑,w↓) = d(xi ,yj ) ≤ d(xi ,x1) + d(x1,y1) + d(y1,yj )
= i + 1 + j = ` + 1.
e case {x` ,y`} ∈ E is analogous. is covers all possible pairs
of nodes, i.e., the distance between any such pair is at most `+1 if
a,b are disjoint. As in the previous proof, it remains to argue that
there is a pair of nodes with distance strictly bigger than `+1, if the
sets are not disjoint. We have already shown the existence of a pair
with distance 2W +` = `+2 in the previous proof and are therefore
done. 
We move on to the reduction of the 2-party set disjointness
problem to the diameter graph problem using the graph Γa,bk, `,W
and its properties. Assume we are given a randomized HYBRID
model algorithmA that computes the diameter D of the graph. We
assume that at the end of AlgorithmA, at least one of the nodes of
the graph must know the output of AlgorithmA (i.e., the diameter
or an approximation of the diameter).
Assume that we are given a set disjointness instance, where Alice
is given set a and Bob is given set b. en the two parties together
simulate Γa,bk, `,W and run A on the simulated graph. During the
simulation the players exchange messages that go between nodes
simulated by opposing parties so they can continue the correct
simulation.
Lemma 7.3. Presume Alice knows a ∈ {0, 1}k2 and Bob knows
b ∈ {0, 1}k2 . Let A be a randomized HYBRID model algorithm. As-
sume further that Alice and Bob have access to public randomness.
en the two parties can together correctly simulate up to b`/2c
rounds of Algorithm A, such that (1) the only communication be-
tween Alice and Bob stems from messages via the global network and
(2) each node is simulated by at least one party throughout the whole
simulation of A.
Proof. We organize the nodes of Γa,bk, `,W into columns. e rst
column consists of V1 ∪ V2 ∪ {vˆ}. e last (`th ) column consists
of U1 ∪ U2 ∪ {uˆ}. e columns in between are made up of the
inner nodes on the paths that connect the rst and the last column
(c.f., Figure 2). Formally, column i consists of all nodes that have
hop-distance i to their closest node in the rst column.
First some nomenclature. If we say that Alice (or Bob) simulates
some round r of a node x , we assume that Alice knows the correct
state of node x at the beginning of round r (i.e., aer nishing round
r − 1) and Alice can thus compute the messages sent by node x in
round r . is does not necessarily require that Alice also learns
all the messages x receives in round r (unless Alice also simulates
round r + 1 of x). is is due to the fact that x can only react in
round r+1 or later rounds to the messages x receives in round r
anyway.
Based on her knowledge of a, Alice is able to construct the
subgraph of Γa,bk, `,W induced by the rst `−1 columns. By symmetry,
Bob can construct the subgraph induced by all columns except
the rst. en the simulation works as follows. In the rst round
Alice simulates columns 1, . . . , `−1 and Bob simulates columns
2, . . . , `. With each subsequent simulation round the simulated
node set shrinks by one column from the opposite side. Specically,
in round i , Alice only continues simulating columns 1, . . . , `−i and
Bob i+1, . . . , `. Since we only run A for at most b`/2c rounds,
condition (2) is satised.
Note that the set of nodes simulated by Alice and Bob overlaps.
In order to ensure a correct simulation of the protocol, a node x that
is simulated by both Alice and Bob has to be simulated consistently
by the two parties. In particular, since A can be a randomized
algorithm, Alice and Bob have to use the same randomness in the
simulation of node x . Note that they can consistently simulate the
node because they have access to public randomness. In fact, if we
think of the public randomness as part of the input given to the
players, the whole simulation becomes deterministic.
In order to make sure that the simulation of the protocol is
correct, we need to guarantee that Alice and Bob always know the
correct state of all the nodes they simulate. We prove that this is
true by induction on the number of rounds. For the rst round,
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clearly both Alice and Bob know the initial states of all the nodes
they simulate and they can therefore perform the correct internal
rst round computations and compute the rst round messages of
all their nodes. For any round r ≥ 2, we need to show that a correct
simulation up to round r − 1 implies that Alice and Bob can learn
the state at the end of round r − 1 (i.e., at the beginning of round r )
for all the nodes they simulate in round r .
Consider some node x that sends a message to node y in round
r −1. W.l.o.g., assume that Alice simulates node x in round r −1 and
Alice thus knows the message x sends toy in round r −1. If Bob also
simulates node x in round r − 1, he also knows the message from x
to y and Alice and Bob do not need to exchange any information
about this message. Let us therefore assume that Bob does not
simulate node x in round r − 1, but that Bob simulates node y in
round r . In this case, Bob needs to know the message from x to y
in round r − 1 to correctly simulate y in round r and Alice has to
send the content of the message to Bob.
In order to show that Alice never needs to send information to
Bob about a message that is sent over a local edge, we need to show
that the following constellation can not occur. ere can not be
two neighbors x and y in G such that x is simulated by Alice in
round r − 1, but x is not simulated by Bob in round r − 1, and y is
simulated by Bob in round r .
In round r − 1 Alice simulates the nodes in columns 1, . . . , ` −
(r − 1) and Bob simulates the nodes in columns r , . . . , `. Node x
therefore needs to be in one of the columns 1, . . . , r − 1. However,
in the next round r , Bob only simulates columns r + 1, . . . , ` and
therefore y needs to be in one of those columns. erefore, there
cannot be an edge between x and y in G. For a correct simulation
of A, Alice and Bob therefore only need to exchange information
about messages sent over the global edges and thus also claim (1)
of the lemma is proven. 
Now we have the required tools to prove eorem 1.6. Speci-
cally, we show that computing the diameter in the HYBRID model
takes Ω
((n/log2 n)1/3) even for Monte Carlo algorithms with suc-
cess probability 2/3. Additionally, we want to show that the same
is true for computing a (2−ε)-approximation for any ε > 0 by using
only weights up to n1/3.
Proof. Assume A is a (randomized) diameter algorithm that
computes the diameter of a graph with probability at least 2/3 and
takes at most b `2 c−1 rounds for some ` ∈ [n] yet to be determined.
Note that this implies that aer correctly simulating A for b `2 c
rounds every node knows the diameter of the graph.
Consider the two-player set disjointness problem and assume
that Alice and Bob are given two strings a,b ∈ {0, 1}k2 as inputs.
en Lemma 7.3 tells us that Alice and Bob can together correctly
simulate b `2 c rounds Algorithm A on graph Γa,bk, `,W . is implies
that Alice and Bob know the correct value of the diameter (in the
unweighted case) or a (2−ε)-approximation of the diameter (in
the weighted case) with probability at least 2/3. By Lemmas 7.1
and Lemma 7.2 this implies that they have solved the given set
disjointness instance with probability 2/3 (more on the weighted
case further below).
Due to Lemma 7.3, the only information that Alice and Bob ever
exchange during the simulation are the messages sent via local
messages in the simulated HYBRID network. But according to the
lower bound for set disjointness [20, 32], Alice and Bob must have
exchanged Ω(k2) bits during the whole process, since they solve
the set disjointness problem with suciently good probability.
Specically, this means that during the simulation Ω(k2/logn)
messages must have been exchanged between nodes via the global
network, since a message can hold at most O(logn) bits. However,
all nodes combined can send (or receive) at most O(n logn) mes-
sages per round. Hence, it takes at least Ω(k2/(n log2 n)) rounds
until A is nished.
Summing up,Amust take at leastΩ ( min {b `2 c−1,k2/(n log2 n)})
rounds. If n is the total number of nodes of Γa,bk, `,W , then we know
from the construction that k · ` ∈ Θ(n). is is fullled by choosing
` ∈ Θ((n/log2 n)1/3) and k ∈ Θ((n logn)2/3) . en the runtime of
A is Ω ((n/log2 n)1/3) .
In the weighted case, assume that the approximation ratio of
Algorithm A is α . In order to guarantee that Alice and Bob can
distinguish disjoint from non-disjoint instances, α has to satisfy
α(W +2`) < (2W +`) (cf. Lemma 7.1). is means α < 2W +`W +2` . We
have 2W +`W +2` = 2 − o(1), for anyW ∈ ω(`) ⊆ Ω(n1/3). us α = 2−ε
fullls the requirement for large enough n. 
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A SOME BASIC PROBABILISTIC CONCEPTS
Lemma A.1 (Chernoff Bound). We use the following forms of
Cherno bounds in our proofs:
P
(
X > (1+δ )µH
) ≤ exp (− δµH3 ),
with X =
∑n
i=1 Xi for i.i.d. random variables Xi ∈ {0, 1} and E(X ) ≤
µH and δ ≥ 1. Similarly, for E(X ) ≥ µL and 0 ≤ δ ≤ 1 we have
P
(
X < (1−δ )µL
) ≤ exp (− δ2µL2 ) .
Remark A.1. Note that the rst inequality even holds if we have
k-wise independence among the random variables Xi for k ≥ dµHδe
(c.f., [35] eorem 2, note that a substitution µH := (1+ε)E(X ) gener-
alizes the result for any µH ≥ E(X )).
LemmaA.2 (Union Bound). Let E1, . . . ,Ek be events, each taking
place w.h.p. If k ≤ p(n) for a polynomial p then E B ⋂ki=1 Ei also
takes place w.h.p.
Proof. Let d B deg(p)+1. en there is an n0 ≥ 0 such that
p(n) ≤ nd for all n ≥ n0. Let n1, . . . ,nk ∈ N such that for all
i ∈ {1, . . . ,k} we have P(Ei ) ≤ 1nc for some (yet unspecied) c > 0.
With Boole’s Inequality (union bound):
P
(
E
)
= P
( k⋃
i=1
Ei
)
≤
k∑
i=1
P(Ei ) ≤
k∑
i=1
1
nc
≤ p(n)
nc
≤ 1
nc−d
for all n ≥ n′0 B max(n0, . . . ,nk ). Let c ′ > 0 be arbitrary. We
choose c ≥ c ′+d . en P(E) ≤ 1
nc′ for all n ≥ n
′
0. 
Remark A.2. If a constant number of events is involved we use
the above lemma without explicitly mentioning it. It is possible to use
the lemma in a nested fashion as long as the number of applications
is polynomial in n.
B DISSEMINATION PROTOCOLS IN HYBRID
In this section we give a quick overview about the known protocols
to disseminate information in HYBRID networks that we will use
in this paper. e rst one is the so-called token dissemination
protocol of [3], which solves the problem to broadcast k tokens
from arbitrary sources, whereas each source has at most ` tokens.
Lemma B.1. (eorem 2.1 in [3]) Assume there are k tokens of size
O(logn) bits in the network and each node has at most ` tokens. ere
is an algorithm that solves the token dissemination problem in the
HYBRID model on connected graphs in O˜
(√
k+`
)
rounds, w.h.p.
Another protocol that we use frequently, solves the following
aggregation problem. Given a subset of nodesA ⊆ V that have some
information xv ,v ∈ A, all nodes must learn the result f
(
xv | v ∈ A
)
,
where f is an aggregate distributive function.10. An example is
computing a sum or the maximum value. e algorithm by [2]
solves this problem, relying only on the global network.
Lemma B.2. (eorem 2.1 in [2]) e aggregation problem can be
solved in in O(logn) in the NCC model.
10An aggregate function f maps a multiset S of inputs to some f (S ). For an aggregate
distributive function f there is an aggregate function д such that for any partition of
S = S1⊕, . . . , ⊕Sk it is f (S ) = д(f (S1), . . . , f (Sk ))
C TECHNIQUES FOR SKELETON GRAPHS
By sampling nodes from G with prob. 1x there will be a sampled
node on some shortest u-v-path P at least every O˜(x) hops for any
u,v ∈ V w.h.p. We formalize that in the following lemma. is was
rst observed by [37].
Lemma C.1 (From [3]). Let M ⊆ V be a subset of nodes of G =
(V ,E) by sampling each node with probability at least 1x . en there
is a constant ξ >0, such that for any u,v ∈V with hop(u,v)≥ ξx lnn,
there is at least one shortest path P fromu tov , such that any sub-path
Q of P with at least ξx lnn nodes contains a node inM w.h.p.
Proof. Let u,v ∈ V with hop(u,v) ≥ ξx lnn. Fix a shortest u-
v-path Pu,v and let Q be a sub-path of Pu,v with at least ξx lnn
nodes. Let Xu,v be the random number of marked nodes on Q .
en we have E(Xu,v ) ≥ |Q |x ≥ ξ lnn. Let c > 0 be arbitrary. We
use a Cherno bound:
P
(
Xu,v <
ξ lnn
2
)
≤ exp
(
− ξ lnn8
) ξ ≥8c≤ 1
nc
.
us we have Xu,v ≥ 1 w.h.p. for constant ξ ≥ max(8c, 2/lnn).
erefore the claim holds w.h.p. for the pair u,v . We claim that
w.h.p. the event Xu,v ≥ 1 occurs for all pairs u,v ∈ V and for
all sub-paths Q of Pu,v longer than ξx lnn hops, for at least one
shortest path Pu,v from u to v . ere are at most n2 many pairs
u,v ∈ V . Moreover we can select at most n sub-paths Q of P that
do not fully contain any other selected sub-path. Hence the claim
follows with the union bound given in Lemma A.2. 
e above lemma implies additional properties of skeletons that
we use (sometimes implicitly) in this paper.
Lemma C.2. Let S = (VS ,ES) be a skeleton graph of a con-
nected graph G = (V ,E), where VS created by sampling each node
from V with probability at least 1x . e skeleton graph S has edges
ES B {{u,v} | u,v ∈ VS , hop(u,v) ≤ h} (whereas h := ξx lnn
with parameter ξ as in Lemma C.1) and edge weights dh (u,v) for
{u,v} ∈ ES . en S is connected w.h.p. Furthermore, for any
u,v ∈ S we have dG (u,v) = dS(u,v) w.h.p.
Proof. Let u,v ∈ S and let P be a shortest u-v-path in G. By
Lemma C.1 there is a skeleton node at least every h hops on P w.h.p.
Hence, consecutive skeleton nodes must be connected by edges in
ES by denition. ese form a u-v-path Q in S. erefore u,v are
connected in G.
Let u = v1, . . . ,vk = v be the set of consecutive skeleton nodes
on P . en hop(vi ,vi+1) ≤ h and {vi ,vi+1} ∈ ES due to Lemma
C.1. Since P is a shortest path, all its sub-paths must be shortest
paths as well. Hence we have dh (vi ,vi+1) = d(vi ,vi+1). erefore
dS(u,v) ≤
∑k−1
i=1 d(vi ,vi+1) = dG (u,v). Since edges of S have
at least the weight of the path in G they represent, we also have
dS(u,v) ≥ dG (u,v). 
D K-WISE INDEPENDENT HASH FUNCTIONS
We will use families of k-wise independent hash functions, which
are dened as follows.
Definition D.1. For nite sets A,B, letH := {h : A→ B} be a
family of hash functions. enH is called k-wise independent if for
a random function h ∈ H and for any k distinct keys a1, . . . ,ak ∈ A
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we have that h(a1), . . . ,h(ak ) ∈ B are independent and uniformly
distributed random variables in B.
From literature we know that such a family of hash functions
exists in the following form (c.f., [38]).
Lemma D.1. For A := {0, 1}a and B := {0, 1}b , there is a family
of k-wise independent hash functionsH := {h : A→ B} such that
selecting a function from H requires k ·max(a,b) random bits and
computing h(x) for any x ∈ A can be done in poly(a,b,k) time.
Remark D.2. We can use a random member h ∈ H of a family
as described in Denition D.1 to limit the number of messages any
node receives in a given round. If all nodes send at most O(logn)
messages to targets that are determined using that hash function
h with a distinct key for each message, then any node receives at
most O(logn) messages per round w.h.p. e details are given by the
following lemma.
Lemma D.2. Presume some algorithm takes at most p(n) rounds
for some polynomial p. Moreover, presume that each round, every
node sends at most σ ∈ Θ(logn) messages via global edges to k-wise
independent, uniformly random targets in V . ere is a k ∈ Θ(logn)
and a ρ ∈ Θ(logn) such that for suciently large n, in every round,
every node in V receives at most ρ messages per round w.h.p.
Proof. LetXv,r be the (random) number of messagesv receives
in round r . Node v is targeted by some token for some node from
V with probability 1n (for simplicity we assume that v can send the
token to itself, in reality it can just keep it). Since each node sends
at most σ tokens per round we have E
(
Xv,r
) ≤ σ · n · 1n = σ . By
denition we have σ ≥ ξ lnn for some constant ξ and large enough
n. Let c > 0 be arbitrary. We choose ρ ≥ (1+ 3cξ )σ and k ≥ d 3cξ σ e.
We employ the Cherno bound given in Lemma A.1, which holds
for k-wise independent random variables as outlined in Remark
A.1.
P
(
Xv,r >ρ
)
≤ P
(
Xv,r > (1+ 3cξ )σ
)
≤ exp
(
− 3ξc lnn3ξ
)
=
1
nc
.
In accordance with the union bound given in Lemma A.2 the event⋂
v ∈V
r ≤p(n)
(
Xv,r ≤ ρ
)
takes place w.h.p. 
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