Micro-plasticity theories and models are suitable to explain and predict mechanical response of devices on length scales where the influence of the carrier of plastic deformation -the dislocations -cannot be neglected or completely averaged out. To consider these effects without resolving each single dislocation a large variety of continuum descriptions has been developed, amongst which the higher-dimensional continuum dislocation dynamics (hdCDD) theory by Hochrainer et al. (Phil. Mag. 87, pp. 1261-1282) takes a different, statistical approach and contains information that are usually only contained in discrete dislocation models. We present a concise formulation of hdCDD in a general single-crystal plasticity context together with a discontinuous Galerkin scheme for the numerical implementation which we evaluate by numerical examples: a thin film under tensile and shear loads. We study the influence of different realistic boundary conditions and demonstrate that dislocation fluxes and their lines' curvature are key features in small-scale plasticity.
Introduction
Plastic deformation of metals has been utilized by man since the copper age and the knowledge of how to process metals (by e.g. forging) has constantly grown. However, the physical mechanisms underlying the empirical procedures could not be understood until the crystalline structure of metals was investigated by Rutherford at the beginning of the 20th century. Subsequent attempts to explain the discrepancy between the theoretically predicted shear strength of a metal and the experimentally observed yield stresses lead to the concept of the 'dislocation' -a linear crystal defect -which was proposed in the 1930s independently by Orowan (1934) , Polanyi (1934) and Taylor (1934) . Two decades later Kondo (1952) , Nye (1953) , Bilby et al. (1955) and Kröner (1958) independently introduced equivalent measures for the average plastic deformation state of a crystal in the form of a secondrank dislocation density tensor. This 'Kröner-Nye tensor' is introduced to link the microscopically discontinuous to a macroscopically continuous deformation state and is the fundamental quantity in Kröner's continuum theory of dislocations. This tensor, however, only captures inhomogeneous plastic deformation states associated with so-called geometrically necessary dislocations (GNDs) and does not account for the accumulation of so-called statistically stored dislocations (SSDs) in homogeneous plasticity. This renders the classical dislocation density measure problematic as a foundation for a continuum theory of plasticity.
Phenomenological continuum models for plasticity which are not based on dislocation mechanics have been successful in a wide range of engineering applications. They operate on length scales where the properties of materials and systems are scale invariant. The scale-invariance, however, breaks down at dimensions below a few micro-meters, which is also a scale of growing technological interest. These microstructural effects become more and more pronounced in small systems and lead to socalled 'size effects' (e.g. Ashby, 1970; Arzt, 1998) and various experimental work (e.g. Stolken and Evans, 1998; Fleck et al., 1994) ). Phenomenological continuum theories incorporate internal length scales by introducing strain gradient terms -sometimes based on the consideration of GND densities -into their constitutive equations (e.g. Fleck et al., 1994; Nix and Gao, 1998; Gurtin, 2002; Gao and Huang, 2003) but are not able to consider fluxes of dislocations or the conversion of SSDs into GNDs and vice versa.
Discrete dislocation dynamics (DDD) models (e.g. Kubin and Canova, 1992; Devincre and Kubin, 1997; Fivel et al., 1997; Ghoniem et al., 2000; Weygand et al., 2002; Bulatov and W., 2002; Arsenlis et al., 2007; Zhou et al., 2010) on the other hand, contain very detailed information about the dislocation microstructure and the interaction and evolution of dislocations and have been very successful over the last two decades in predicting plasticity at the micro-meter scale. DDD simulations allow to investigate very complex plastic deformation mechanisms but are, however, due to their high computational cost limited to very small system sizes/small densities.
A different approach which is closely related to DDD models and which generalizes the classical continuum theory of dislocations was undertaken by Groma et al. (Groma, 1997; Groma et al., 2003) . They used methods from statistical physics to describe systems of positive and negative straight edge dislocations in analogy to densities of charged point particles. They derived evolution equations which are able to faithfully describe fluxes of signed edge dislocations. The subsequent generalization to systems of curved dislocation loops, however, is not straightforward. Pioneering steps into that direction have been undertaken by Kosevich (1979) ; El-Azab (2000); Sedláček et al. (2003) and 'screw-edge' representations also by Zaiser and Hochrainer (2006) ; Arsenlis et al. (2004) and Reuber et al. (2014) . A new approach based on statistical averages of differential geometrical formulations of dislocation lines has been done by Hochrainer et al. (Hochrainer, 2006; Hochrainer et al., 2007; Sandfeld, 2010; Sandfeld et al., 2010) who generalized the statistical approach of Groma towards systems of dislocations with arbitrary line orientation and line curvature introducing the higher-dimensional Continuum Dislocation Dynamics (hdCDD) theory. The key idea of hdCDD is based on mapping spatial, parameterized dislocation lines into a higher-dimensional configuration space, which contains the local line orientation as additional information. In order to avoid the high computational cost of the higher-dimensional configuration space 'integrated' variants of hdCDD -denoted by CDD -have also been developed recently (Hochrainer et al., 2009; Sandfeld et al., 2011; Hochrainer et al., 2013; Monavari et al., 2014) . Their simplifying assumptions already have been benchmarked for a number of situation. Until now, hdCDD nonetheless serves as the reference method for all CDD formulations, since it can be considered as an almost exact continuum representation of curved dislocations.
In this article, we derive and formulate the governing equations for hdCDD in a general crystal plasticity context. We start by introducing the formulation for single-crystal plasticity and the elastoplastic boundary value problem and connect this to the dislocation system in a staggered scheme. The evolution of the dislocation density and the dislocation curvature density is computed in representative slip planes depending on the dislocation velocity. This is approximated by a discontinuous Galerkin scheme introduced in Sect. 3 with a local Fourier ansatz suitable for the higher dimensional configuration space. Numerical examples in Sect. 4 -tension and shearing of a thin film -demonstrate the influence of passivated and non-passivated surfaces on the microstructure evolution. Furthermore we study the influence of the lines' curvature on the plastic deformation behavior and also on the stress-strain response of the specimen and compare with the formulation of Groma.
Crystal elasto-plasticity based on the hdCDD theory
In this section we introduce the elastic eigenstrain problem and its variational formulation (Sect. 2.1 and Sect. 2.2) and two different models for representing slip planes (Sect. 2.3) in a continuum framework. Then we outline the hdCDD theory extending the classical quantities from Kröner's continuum theory: the governing equations for the evolution of dislocation density and curvature density as defined by the higher dimensional continuum dislocation dynamics theory are introduced in Sect. 2.5; our model for the dislocation velocity governing the dislocation dynamics is determined by the constitutive setting explained in Sect. 2.7.
A continuum model for single-crystal plasticity
Let the reference configuration B be a bounded Lipschitz domain in R 3 and let ∂ D B ∪ ∂ N B = ∂B be a non-overlapping decomposition into Dirichlet boundary ∂ D B and Neumann boundary ∂ N B. The position of a material point is denoted by x and the displacement of the body from its reference configuration by u(x, t). The deformation tensor
is decomposed additively into elastic and plastic parts β el and β pl , respectively. Small deformations are assumed so that the infinitesimal strain is given by
Plastic slip is assumed to take place on N slip systems determined by a unit normal m s and slip direction d s = 1 bs b s on the s-th system, where b s is the Burgers vector of length b s = |b s |. As an example, the face-centered cubic (FCC) crystal has N = 12 slip systems. In special situations symmetry can be exploited and the case N = 1 or N = 2 can be considered over the crystal of thin film via shearing and bending situations.
The plastic shear strain in the slip system s is denoted by γ s . In the single crystal, we assume that the plastic part of the displacement gradient is given by the sum over the contributions from all active slip systems
where
is the projection tensor accounting for the orientation of the slip system s. Depending on the vector of plastic shear strains γ = (γ 1 , ..., γ N ) , the plastic strain is given by
This defines the elastic strain
Variational balance equations
The macroscopic equilibrium equation is given by
with the constitutive relation for the Cauchy stress tensor
depending on the elasticity tensor C. The macroscopic boundary conditions are
, and assume that u D extends to B. Then, for given ε pl = ε pl (γ), we have in weak form:
This is complemented by an evolution equation for the plastic shear strain (the Orowan relation Orowan (1934) ) depending on the dislocation density and the dislocation velocity.
2.3. Dislocation densities, plastic shear strain, and the representation of physical slip planes Since continuum dislocation theories operate with averaged measures one has to consider slip planes in a consistent sense (i.e., consistent with the averaging). In the slip system s, we use a discrete set of 'crystallographic' slip planes (SP) of distance s > 0
where z s,g ∈ Γ s,g denotes the origin of the local (η, ξ) coordinate system which is aligned such that the Burgers vector b s points into positive η direction and ξ points into the line direction of a positive edge dislocation; a position in the slip plane is denoted by r ∈ Γ s,g . Each SP is expanded to a thin layer of width h ≤ s (collecting a small number of physical slip planes)
B s,g = z ∈ B : z = r + ζm s with r ∈ Γ s,g and |ζ| ≤ h/2 .
In our model, the dislocation density in the slip system s is represented by the average ρ s,g in the layer B s,g such that the sum of all ρ s,g integrated over each layer equals the total dislocation line length in B.
Since the evolution of the dislocation density ρ s,g and the Orowan relation of the plastic shear strain are evaluated only in the crystallographic slip planes Γ s,g , the continuum approach requires to extend the values to the body B. For this purpose, we introduce the orthogonal projection P s,g : B −→ Γ s,g , and for r ∈ Γ s,g \ B the plastic shear strain γ s,g is extended by constant continuation. We consider two cases:
Case 1: Direct representation of crystallographic SPs. We set
where the factor of s/h accounts for the fact that the plastic strain will be defined for the elastic BVP only in the blue regions in Case 1. The objective of Case 1 is to analyze how to choose s and h for our density-based micro-structure representation. For h → 0 we can approach a discrete SP representation; this provides benchmark data for Case 2.
Case 2: Averaged representation of crystallographic SPs. Alternatively, we average over multiple crystallographical SPs in order to arrive at a representation of, e.g., dislocation density or plastic strain in which they are distributed field quantities -not only within the SP but also in direction of the slip system normal. Therefore, we first collapse a number of crystallographic SPs that are contained within a region of width s h
Experimental observation of surface slip traces. This illustrative example shows a plastically deformed (cadmium) single crystal (height ≈ 800µm).
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The physical model idealizes the real specimen: The 'crystallographic' slip planes are evenly spaced with distance s which is typically much smaller than the simulated distance in the numerical model below.
Numerical model
The 'numerical slip planes' represent a number of physical slip planes either in a quasi-discrete setting (Case 1, left) or in a fully continuous setting (Case 2, right).
Case 1: direct SP representation Case 2: averaged SP representation For the plastic shear strain in B s,g we define the average
At points between the representative slip planes
we define the plastic shear strain in the body B by linear interpolation
2.4. Kröner's continuum dislocation dynamics theory The hdCDD theory extends and complements Kröner's continuum dislocation model (Kröner, 1958) , which is based on the dislocation density tensor (the so-called Kröner-Nye tensor)
relating the plastic distortion in an averaging volume to a dislocation density 1 . Thus, we have
which implies that dislocation lines cannot end or start within the crystal. In the special case that all dislocations in an averaging volume form smooth bundles of nonintersecting lines which all have the same line orientation, they are geometrically necessary; the respective dislocation density is referred to as the GND density ρ G . Based on this volume density, the dislocation density tensor depends on the average line orientation l and the Burgers vector b and is given by
Now we consider a specific slip system s. If the GNDs all move with the same velocity v s = v s l s × d s , one obtains the evolution equation
The scalar velocity v s = |v s | is a constitutive function depending on, e.g., stresses of the solution of the elastic boundary value problem (9).
A higher-dimensional model for continuum dislocation dynamics of curved dislocations
In order to represent systems of curved dislocations and their evolution in a representative slip plane Γ s,g , Hochrainer generalized Kröner's theory (Kröner, 1958) and the statistical approach of Groma (Groma, 1997; Groma et al., 2003) towards systems of dislocations with arbitrary line orientation and line curvature introducing the higher-dimensional Continuum Dislocation Dynamics (hdCDD) theory (Hochrainer, 2006; Hochrainer et al., 2007; Sandfeld, 2010; Sandfeld et al., 2010) . hdCDD is based on mapping spatial, parameterized dislocation lines into a higher-dimensional configuration space Γ s,g × S 1 , where
) is the orientation space containing the local line orientation as additional information. The continuum representation of lines in this configuration space requires the notion of a so-called generalized line direction L s,g and generalized velocity V s,g together with the dislocation density tensor of second order α II s,g , which is also defined in the configuration space. This density tensor contains the Kröner-Nye tensor as a special case but is furthermore able to describe the evolution of very general systems of curved dislocations with arbitrary orientation; in particular the common differentiation between GND and SSD density becomes dispensable. Similar to Kröner's or Groma's frameworks, this continuum theory again also describes only the kinematics, i.e., the evolution of dislocation density in a given velocity field. The additionally available information of hdCDD, e.g. line orientation and curvature, however, is crucial for determining dislocation interaction stresses and modeling physically-based boundary conditions in a realistic manner.
In the following, r = (η, ξ) is a point in the slip plane and (r, ϕ) denotes a point in Γ s,g × S 1 . The dislocation density on Γ s,g must be understood as a volume density, and thus to obtain the total line length in the SP we have to integrate ρ B s,g over B s,g . Let l s (ϕ) = cos ϕ d s + sin ϕ d s × m s be the canonical spatial line direction, and L s,g (r, ϕ) = (l s , k s,g ) defines the generalized line direction in the higher-order configuration space, where k s,g is the average line curvature. The dislocation density tensor of second order is given by
and the evolution equation for this tensor has the form
) denotes the generalized velocity in configuration space. For detailed information on derivations and implications of these equations refer to Hochrainer et al. (2007) ; Sandfeld et al. (2010) .
Since the dislocation density tensor of second order is determined by the dislocation density and the average line curvature, inserting (20) in the evolution equation (21) results into the equivalent system for ρ s,g and k s,g . Introducing the curvature density q s,g = ρ s,g k s,g , this takes the form
(see (Ebrahimi et al., 2014) for an interpretation of these two equations as integrated total line length in B s,g and the number of closed dislocation loops, respectively). The system (22) is complemented by boundary conditions which define, e.g., whether a dislocation can leave the crystal (free surface) or not (impenetrable surface). In the latter case, the density flux through the boundary is set to zero, e.g. ρ s,g v s,g · n = 0, where n is the outward unit normal at the boundary ∂B.
Averaged quantities in the slip planes
From a formal point of view the Kröner-Nye framework with equations (18) and (19) corresponds to the higher-dimensional Hochrainer framework (20) and (21) where l s and v s are replaced by their higher-dimensional counterparts. One can retrieve the Kröner-Nye tensor for the slip plane s from the density function by
Other classical measures can be derived as well, e.g. the total scalar density is obtained by integrating ρ s,g (r, ϕ) over all orientations and the GND density is obtained as the norm of the GND vector
. The GND vector and the GND vector rotated by π/2 derive as
where ∂ ϕ l s (ϕ) = − sin ϕ d s +cos ϕ d s ×m s is the orthogonal line direction, and the total scalar densities are given by
The plastic shear strain is determined integrating the Orowan relation over the orientation space
Thus, for the case that the dislocation velocity is independent of the orientation this simplifies to the classical plastic strain rate equation
The dislocation velocity
Continuum dislocation models are 'kinematic' theories predicting the flux of density depending on the dislocation velocity v s,g as a constitutive ingredient. Hence, in Kröner's, Groma's and Hochrainer's theories alike, stresses from dislocation interactions are not a priori included in these theories and need to be determined separately. How to derive physically meaningful dislocation interaction stress components is a topic of ongoing research; details about rigorous analysis of some dislocation systems in a continuum framework can be found in (e.g. Zaiser et al., 2001; Groma et al., 2003; Sandfeld et al., 2013; Schulz et al., 2013) . Here, we base the dynamics of our dislocation systems on the following assumptions for the velocity function:
1. The scalar velocity v s,g in Γ s,g is assumed to depend linearly on the stresses acting on dislocations. 2. The velocity function is decomposed into different stress contributions of two separate classes: the projection of the resolved stress τ s,g = M s : σ computed from the solution of the elastic BVP (9), and stresses governing short-range elastic dislocation interactions (the back stress τ b s,g , line tension τ lt s,g , and the yield stress τ y s,g ). 3. We assume that dislocations move only if the yield stress is exceeded by the other stress contri-
s,g , and the flow direction is determined by the sign of τ 0 s,g . With these assumptions the velocity function takes the form
where B > 0 is the drag coefficient. The resolved stress τ s,g depends on the global boundary value problem and includes the contribution from the eigenstrain, which governs the long-range interaction between dislocations (see e.g. Sandfeld et al., 2013; El-Azab et al., 2007) for the study of elastic long range interactions).
The back stress is an approximation for the repelling forces between parallel dislocations with the same line direction (see e.g. Groma et al., 2003; Sandfeld et al., 2011; Schulz et al., 2013) . For a system of curved dislocations we adapt a formulation which was suggested and implemented in the related works (Hochrainer, 2006; Sandfeld, 2010) , and we define
This implies that the back stress at r in direction of l s (ϕ) is proportional to the gradient of GNDs perpendicular to the line direction. Here, D ∈ [0.4, 1] is a constant. The line tension τ lt s,g describes the self-interaction of a dislocation loop (a loop subjected to no other stress would contract due to the line tension). In general this depends on the local character of the line (e.g., whether it is a screw or edge dislocation). For simplicity we use an approximation by a constant line tension which is independent of the line orientation
where the constant T s ∈ [0.5µb 
with a constant a ∈ [0.2, 0.4] in the case of only one active slip system, see Groma et al. (2003) . In general, the yield stress can depend on the dislocation density of all slip systems; this will be considered as well in Study 3 below.
A numerical scheme for the reduced 2D system
For the numerical evaluation of the physical behavior of our model we consider a 2D reduction of the fully coupled system, where we assume to have a homogeneous distribution over the y direction and slip plane normals m s in the x − y plane. This leads to ∂ η ρ s,g ≡ ∂ η q s,g ≡ ∂ η v s,g ≡ 0 everywhere in the system. In this section we describe the discretization for a single slip plane Γ = Γ s,g ; for simplicity we skip the indices s and g.
Reduced hdCDD over 1D slip plane. Rewriting (22) 
with ∇ = (∂ ξ , ∂ ϕ ) and V = (v sin ϕ, cos ϕ∂ ξ v + k∂ ϕ v) . Assuming that the velocity does not exhibit any angular anisotropy the system (31) reduces further to
For the construction of a discontinuous Galerkin discretization we rewrite (32) in the equivalent form of a linear conservation law for w = (ρ, q) , i.e.,
where ∇ · F(w) = ∂ ξ (F 1 w) + ∂ ϕ (F 2 w) with
The RKDG method. The system (33) reads as follows: find w :
subject to the initial condition w(r, ϕ, 0) = w 0 (r, ϕ), periodic boundary conditions w(ξ, η, 0, t) = w(ξ, η, 2π, t) in ϕ, and where
In the first step we derive a semi-discrete discontinuous Galerkin scheme. Let T h = K} be a triangulation of B, and assume that this triangulation is aligned with the slip plane Γ, i.e., Γ = f ∈F Γ f with faces f ∈ F Γ = ∂K ∩ Γ : K ∈ T h . Let Z h be the set of all vertices of the triangulation. For a fixed facef = conv{z j−1 , z j } with z j−1 , z j ∈ Γ we observe
For the discretization we choose an ansatz space X f on every face defining a discontinuous ansatz space
f,e n on the face intersections e = ∂f ∩ ∂f e (which are single points in a 1D slip plane). Here, we choose the stabilization constant C f = | V|, and the average and the jump along a normal n oriented from f to f e are given by
respectively. On the open boundary, we set w h | fe = w h | f and w h | fe = −w h | f for the impenetrable boundary. Now, defining locally
We choose a DG ansatz space with Fourier basis functions X f = P k ⊗ F n , where P k = span{1, ξ, ..., ξ k } are polynomials, and the truncated Fourier space is given by F n = span{1, cos(ϕ), sin(ϕ), ..., cos(nϕ), sin(nϕ)} . Thus, the components of w h = (ρ h , k h ) have the form
and similar for q h . The Runge-Kutta time discretization is now obtained by the method of lines. Therefore, choosing a basis φ 1 , ...φ N of X h yields the matrix formulation
This yields for the time step from t n to t n+1
for the classical explicit Runge-Kutta schemes of order 4 (see Hochbruck et al. (2014) for alternative time integration methods in combination with DG schemes).
Finite element discretization of the solid. Let V h = v ∈ H 1 (B) 2 : v| K ∈ P 1 (K) for K ∈ T h be a standard finite element space for the displacements and set
For u ∈ V h the strain ε(u) and the stress σ = C : ε is piecewise constant in K. Now, the coupled algorithm is defined as follows:
s,g ) independently on every Γ s,g by M explicit Runge-Kutta steps for (34) with step size t/M and fixed velocity v n s,g . S5) If n < N , set n = n + 1 and go to S1).
Since this scheme in step S4) is full explicit, the CFL condition requires sufficiently small time steps. Also the coupling with the boundary value problem S2) is explicit. In our numerical tests we choose the global time step t and the local time step t/M small enough to observe convergence by comparing the results with different mesh resolution h.
Numerical experiments
We evaluate our model for a single-crystal thin film with idealized passivated and non-passivated surfaces in tensile and shear test settings. These are well established model tests for crystal plasticity models (see e.g. Liu et al., 2011; Schwarz et al., 2005; Zaiser et al., 2007; Deshpande et al., 2005; Fredriksson and Gudmundson, 2005; Fertig and Baker, 2009 ). The novelty of hdCDD, however, is that we can directly link the dislocation microstructure in almost DDD-like details to the macroscopic response. In the following, we study in particular the influence of the line curvature and two different physical boundary conditions in single-and multislip configurations. Additionally, we numerically evaluate effects due to averaging for Case 1 and 2. We note, that especially the line curvature is an important physical quantity that does not occur in any other continuum models -which also makes detailed comparisons with other approaches difficult. Geometry and slip system. We consider the following configuration for the investigation of the deformation behavior of a thin, single-crystalline Al film assuming plane strain. The film is represented by a 2-dimensional body B = (0, 10l) × (0, l) with l = 1 µm. We consider one or two active slip systems (N = 1 or 2) with 1-dimensional (crystallographic) slip planes determined by
with the angle φ = π/3 between slip planes and the film surfaces. The distance between crystallographic slip planes is set to s = 0.05, 0.1, 0.2 µm, respectively. For the thickness of the crystallographic layer B s,g we choose h = 0.5 s. In Case 2, we set s = 0.2, 0.4 µm. As material we use aluminum with a Young's modulus of E = 7 · 10 10 Pa, Poisson ratio ν = 0.3, Burgers vector size b = 2.56 · 10 −10 m and drag coefficient B = 2.0 · 10 −4 Pa·s.
Numerical aspects. We use two different finite element meshes: the mesh for the elastic problem consists of triangular linear finite elements with altogether ≈ 223 000 degrees of freedom (dofs), the hdCDD mesh consists of linear Fourier elements with, e.g. ≈ 262 000 dofs for Case 1 with s = 100 nm and h = 50 nm. For the time integration we used a step size of t = 10 −3 µs with M = 10 'micro-time steps' per macroscopic displacement increment, resulting in 6 · 10 3 micro-time steps for reaching the total strain of ε tot = 1.2%. For the shear test the same step size is used with a total number of 5 · 10 3 micro-time steps for obtaining the total strain of ε tot = 2.5%.
Boundary conditions. For the two different systems we introduce different boundary conditions for the elasticity problem:
(1) For the symmetric tensile test we consider prescribed boundary displacements along the left and right boundary face (at x 1 = 0 and x 1 = 10l, respectively). We increase the displacements with a constant rateu 1,right = −u 1,left = 1.0 m/s for t ∈ [0, 0.06] µs. In order to avoid vertical translations we additionally fix the displacements at the point (5l, 0) .
(2) For the shear test we consider prescribed boundary displacements along the upper surface at x 2 = l and fixed displacements at the lower surface at x 2 = 0. The upper prescribed displacements are increased with a constant rateu 1,up = 1.0 m/s for t ∈ [0, 0.05] µs.
For both systems, also the boundary conditions for the dislocation problem w.r.t. dislocation fluxes have to be considered. In physical terms surfaces can either be open (dislocations can leave the film) or impenetrable (dislocations can not leave the film). Open boundaries can simply be modeled by extrapolating the hdCDD field values. For impenetrable surfaces we require (i) that the flux of dislocation density normal to the surface vanishes and that (ii) dislocations directly at the surface must be straight and thus must have zero curvature. Numerically, we model the impenetrable flux boundary condition by introducing a numerical inflow defined as the negative outflow of density and curvature densities on the considered boundary.
Initial values. We construct consistent initial values which guarantee that, e.g., the solenoidality of α II (i.e. div α II = 0) is not violated and that the GND density vector comes out as a gradient of the plastic slip. This is done by superposition of N d randomly distributed discrete dislocation loops in a 2D slip plane followed by an appropriate 'smearing-out' procedure as described in detail in the appendix. One-dimensional slip plane data are then obtained by integrating the CDD field values over the second, homogeneous direction (see Fig. 3 ). Depending on the used averaging, i.e. Case 1 or 2, we finally have to consider the distance of the representative slip planes. 
Study 1: The influence of boundary conditions (Case 1)
For this investigation we use 80 representative slip planes and the shear strain extension of Case 1, starting in each SP with 5 dislocation loops of radius r between 100 nm and 200 nm at random positions. The height of the quasi-discrete numerical SPs has a relatively small value of h = 50 nm below which no appreciable difference in the system response could be observed (also see Study 2). For averaging purposes we assume an out-of-plane length of L z = l/ sin(φ) = 1.15 µm resulting in an average dislocation density ρ = 3.1 × 10 13 /m 2 . For the analysis of the influence of boundary conditions we study two configurations: in the first configuration we choose open boundaries (abbreviated as 'open BCs'), i.e. dislocations can leave the volume, and the second imposes impenetrable boundaries (abbreviated as 'imp. BCs'), i.e. dislocations can not leave the volume through the surface ∂B. The simulation is driven by a prescribed constant strain rateε = 0.2 µs −1 until the maximum total strain ε tot = 1.2% is reached. In Fig. 4 the x − y-plane is illustrated. We observe that the configuration with open boundaries approaches a constant total density distribution along the slip planes while the system with impenetrable boundaries forms pile-ups of dislocations at the boundary with constant density values in between. To analyze this behavior we investigate the dislocation microstructure in the higher-dimensional configuration space at final time for a slip plane in the center of the film in more detail (Fig. 5) . The higher-dimensional fields show that for both dislocation boundary conditions after an initial 'incubation' time the center region of the slip plane approaches a state which is characterized by only edge dislocations of positive and negative orientation: ρ(x, ϕ) is approximately non-zero only for the orientations ϕ = π/2 and ϕ = 3π/2. The reason for this is that dislocation loops expanded and segments with edge orientation either left the film through the surface or pile up against the surface. In any case, only screw segments are left behind which in this 2D model thread the film into the out-of-plane direction. Investigating the curvature k = ρ/q we also see that the screw segments are nearly straight (i.e. k ≈ 0); only for the impenetrable boundaries we find a non-zero curvature shortly before the surface: here, dislocations need to bend strongly in order to adjust from the threading screw dislocation orientation to the geometry of the films' surface. This also suggests that the amount of dislocations inside the film for the impenetrable system will be significantly higher: to begin with, dislocations are not 'lost' by out-flux through the surfaces, and additionally increased line length production will take place due to the high dislocation curvature near the surfaces. Plotting the average density evolution in Fig. 6 (b) shows open boundary condition impenetrable boundary condition that in the elastic regime I the dislocation density is constant, i.e. the resolved shear stress is not large enough to overcome the yield stress. This is followed in regime II by a transition of 'free loop expansion' which results in a high dislocation multiplication rate. Towards regime III, edge components are then lost through open surfaces, while for impenetrable BCs edge dislocations are deposited at the surfaces. The open system contains at final strain a density which is smaller roughly by a factor of 3, and additionally the average density even reaches a stationary state (threading screw segments are straight and thus only translate). For the system with impenetrable surfaces the average density increases approximately linearly (caused by the constant line length increase of deposited edges). What are the consequences for the macroscopic stress-strain response? A higher dislocation density, on the one hand, obviously comes with a stronger influence of the Taylor equation for the yield stress. On the other hand, a higher plastic activity, where the density comes in through the Orowan relation, causes plastic softening through the solution of the elastic eigenstrain BVP. The competition of these two effects can be observed in the macroscopic stress-strain curve in Fig. 6 (a) where at larger strains the obtained stress level for the system with open boundaries is only slightly lower. Interesting to note is also the initial 'hump' right after the elastic regime I when softening sets in. This is caused by the fact that at an early stage dislocation loops are still comparatively small and thus contribute with a high line tension effect which effectively reduces the resolved shear stress. Once loops have expanded, this contribution is reduced and the softening behavior is sustained. A very similar behavior is also observed in DDD simulations (Weygand and Gumbsch, 2005) .
Finally, we compare the evolution of the initial dislocation loop distribution to a distribution of positive and negative edge dislocations (dashed lines in Fig. 6 ), which would be the equivalent of a 'Groma-type model'. Therefore, we choose the number of edge dislocations such that the initial density is similar to the saturation density of loops with open BCs. We observe that after the onset of plastic yield edge dislocations flow towards the surfaces (regime II). They either get lost through the surfaces (open BCs) or pile up against the surface (imp. BCs) in which case the density simply stays constant because the number of edge dislocations in preserved. This microstructure results in a dramatically different stress-strain response as compared to the system with curved dislocations: because we have neither an increase in density nor a line tension one can only observe a linear hardening (regime II) which -regardless the boundary condition -is followed by a nearly elastic regime III where the stresses are considerably different from those reached for the system with dislocation loops.
Study 2: Spatial coarsening from Case 1 to Case 2
In Case 1 we considered slip planes as quasi-discrete objects mimicking the situation in DDD simulations. This not only requires a very high spatial resolution for the finite element scheme, but it is also somewhat unsatisfying from a conceptual point of view to have two different resolutions (within the slip plane and perpendicular to it). If this can be avoided by use of Case 2 and whether it is admissible will be studied subsequently: for a given initial distribution of dislocations loops we compare the asymptotic system response for h → 0 in Case 1 and then compare with results obtained for different values of s in Case 2.
All system and geometry properties are the same as in the previous Study 1, but this time we only compute stresses for a given dislocation configuration. To make the configurations easier to compare we simply choose a homogeneous distribution of loops. Fig. 7 (a) shows the resulting stresses for the quasi-discrete Case 1 for a SP height of h = 50 nm and two different discretizations for Case 2. If we average these stress distributions we obtain stress profiles as shown in Fig. 7 (b) . It shows that for values of h = 100 nm and below the stresses do not change appreciably anymore. Running the same simulations for Case 2 where the plastic strain is coarse grained in between the numerical SPs and comparing with the results for Case 1 allows for the conclusion that for this system a s = 200 nm is sufficient; also the stress-strain behavior (not shown) does not show any significant difference. The considered situation of a homogeneous loop distribution is of course artificial. In fact, differences during time evolution in particular between the very coarse Case 2 and the fine Case 1 become larger if we start with the random initial values and as the plastic slip becomes more heterogeneous (early in regime II). Nonetheless, even there, our chosen approximation of Case 2 with s = 200 nm is sufficient. The advantage of the interpolation approach used in Case 2 becomes obvious when we take a look at the degrees of freedoms and the computational time used for the simulations shown in Tab. 1. 
Study 3: A double slip configuration with Case 2
We now investigate the macroscopic elasto-plastic response together with the microstructural evolution in a configuration with the two slip systems (35). We use fully averaged dislocation distributions (Case 2 with s = 200 nm), and the interaction of the dislocation densities in the two systems is described by the yield function τ
where ρ tot s is reconstructed in B from ρ tot s,g by averaging and interpolation using the construction (15). The line tension is obtained in full analogy to Study 1 for each slip system separately. Subsequently, we compare a single slip and double slip scenario with the following initial distribution of the dislocation density: in both cases we have altogether 800 dislocation loops in an averaging volume for which we again assume an out-of-plane averaging length of L z = 1.15 µm. The loops' radii are taken from a uniform random distribution in the range of [100, 200] nm. We either distribute them across the two slip systems or only across a single slip system such that the average dislocation density in the full body is always the same. In this study we only consider open boundaries since we focus here on the investigation of the hardening/softening effects introduced by the interaction of the slip systems and the concomitant change in dislocation microstructure. The results are illustrated in Fig. 8 -10 .
Initially (ε tot ≤ 0.2%) both systems respond nearly perfectly elastic because the resolved shear stress is in almost all regions smaller than the yield stress. This can be seen in the linear increase in Fig. 9(a) which is a consequence of the (nearly) zero velocity in Fig. 8 (c) and (f).
Eventually (0.2% < ε tot < 0.5%), starting from the outer regions of the density distribution where ρ tot is smaller, the yield stress will be overcome. This results in a non-zero dislocation velocity mainly in the surface-near regions (Fig. 8 (c) and (f) and further plots shown in appendix B). Already shortly after ε tot = 0.2% it becomes visible that the single slip and double slip systems behave very differently. The reason for this lies in the crystallography of the model systems: the Burgers vectors of the symmetrically inclined slip systems are such that under the prescribed shear deformation the plastic strain tensors will partially cancel out. This results in a higher resolved shear stress since the plastic softening contribution is smaller. At the same time, however, the resulting velocity is higher, giving rise to more dislocation activity which can be observed in the plastic strain profile (compare Fig. 8 (b) and (e)). For the single slip situation these relations are just the other way around: the plastic slip reduces the resolved shear stress and thus the dislocation velocity. The reduced plastic activity also shows in the evolution of the dislocation density and plastic slip which happens at a lower rate than for the double slip system, cf. Fig. 9(b) . We will now take a closer look at some details of the stress-strain curve ( Fig. 9(a) ). What causes the 'humps' and different maxima for single/double slip following the elastic regime at ε tot ≈ 0.5%? Fig. 10 shows the higher-dimensional density, curvature density and curvature fields. There it can be seen, that for the single slip system the lower velocity broadens the density distribution but does not allow for a more significant expansion of loops and thus retards the density production. As a consequence of the reduced loop expansion, the loops' curvature is also much higher for the single slip system, giving rise to a more pronounced influence of the line tension (cf. plots in Appendix B); as a consequence of the retarded density production the yield stress is effectively lower. The latter shows in Fig. 9(a) in the lower maximum of the hump as compared to the double slip situation; the former shows in the steeper inclination following the hump. While loops expand the influence of the line tension becomes smaller and tends to zero with edge segments leaving the film and screw dislocations becoming straight lines. The influence of the yield stress approaches a constant value once the density from the nearly straight edge dislocations saturates. Therefore, towards larger total strains (> 2%) the only difference between the single and double slip system stems from the plastic strain, while microscopic, short-range stresses had a stronger influence on early details of the stress-strain response.
(a) average resolved shear stress vs. total strain (b) average total density vs. total strain Figure 9 : Stress-strain plot and evolution of total density and plastic slip for the single slip and double slip configuration.
Summary and Conclusion
Modeling and prediction of crystal-plasticity on the micro-meter scale requires a faithful representation of the underlying physical mechanisms. We introduced the higher-dimensional CDD theory as a mathematical description of the kinematic behavior of statistically averaged ensembles of dislocations. A special emphasis was put on a consistent geometric description of the CDD field equations for the general case of arbitrarily oriented slip systems. In particular the transfer of information from two-dimensional crystallographic slip planes to the three-dimensional continuous body was concisely formulated. Furthermore, a conservative discontinuous Galerkin scheme suitable for the dislocation problem was derived. These model formulations were then applied to simulate different plain-strain slip geometries under tensile and shear loading conditions together with different physical boundary conditions. We analyzed in detail how systems of dislocation evolve while they interact with each other due to short-range and long-range stress components. In doing so we could directly link the dislocation microstructure -represented by the higher-dimensional density and curvature density -to the macroscopic behavior (e.g. stress-strain response or average density). By comparing to systems of straight edge dislocations we observed that the line curvature has a strong influence on the hardening behavior: not only did the stress-strain curve change quantitatively, it also changed qualitatively which could be explained by hdCDD. Furthermore, we showed how physical boundary conditions influence the orientation distribution of dislocations and again, how this impacts the system response. Finally, we studied a double slip configuration where we could again attribute the distinctly different hardening behavior for single/double slip to microstructural aspects. The hdCDD model contains microstructural information which otherwise is only available in DDD simulations. These microstructural details have a strong influence on the system response, which is why a comparison with other models is difficult: no other standard continuum plasticity model is able to represent e.g. the conversion of SSDs into GNDs and the dislocation line length production accompanied by expansion of dislocation loops. Thus, direct comparisons with DDD simulation will be extremely interesting and helpful to further benchmark our model. The necessary extraction of information from DDD simulations and converting them into continuous fields, however, is a non trivial task which needs to be undertaken with care in future work. Additionally, DDD might be used to identify physical formulations for incorporating further dislocation interactions and reactions into our continuum model. With this we hope to go beyond what up to date is possible with DDD and apply CDD to realistic three-dimensional systems with large numbers of interacting dislocations and plastic strain. not violated, i.e. div α II = 0. An additional constraint is the compatibility between a resulting GND density and the plastic shear, κ ⊥ = 1 b ∇γ s . One way of guaranteeing these conditions is to create initial values in a 2-dimensional slip plane by superposition of objects which a priori fulfill these conditions. E.g. one may choose a closed dislocation loop of radius R with center point r 0 ; a point r in Γ s,g then has the distance d = |R(− sin ϕ, cos ϕ) + r 0 − r| from the loops' line and the density and the curvature can be obtained by 'smearing-out' the line such that the total line length 2πR is preserved, i.e., randomly chosen centers of the loops with a uniform distribution and such that the compact function for the CDD fields fits completely into the slip plane. Additionally, the loops' radii are chosen from a uniform random distribution. The 1D-slip planes represent a homogeneous distribution into the second direction, so that we integrate the CDD fields along the width for ρ s,g (ξ), q s,g (ξ) and γ s,g (ξ), see Fig. 3 for an visualization.
Appendix B: Evolution of CDD field quantities for Study 3
The following figures show the evolution of total density for the single and double slip system (Fig. 11) . The largest difference in these two situations is that due to the different stress state in double slip the dislocation activity is much more pronounced. In Fig. 12 also the profiles for all relevant CDD field quantities and stress components are shown. One of the key feature of hdCDD is that the distinction into GNDs and SSDs is obtained naturally from the higher-dimensional configuration space. This can be also observed in the evolution of the integrated quantities ρ tot and κ edge in Fig. 12 (a)+(b) and (g)+(h). Therein, the difference ρ tot − |κ edge | would yield the SSD density of edges. configuration. Density values and plastic slip for the double slip configuration (a)-(c) were multiplied by a factor of 2 to make them comparable with the single slip configuration.
