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1 Einleitung 
Der Begriff ,Fake News‘ hat mittlerweile Bekanntheit erreicht. So wurde er zum Angli-
zismus des Jahres 2016 gewählt.1 In einer Umfrage der PricewaterhouseCoopers GmbH 
Wirtschaftsprüfungsgesellschaft (pwc) aus dem Jahr 2019 gaben 31 % der befragten 
Deutschen an, bereits Fake News wahrgenommen zu haben, 28 % antworteten mit ,weiß 
nicht‘.2 Die Aufklärung über Fake News hat aber noch nicht jeden möglichen Empfänger3 
erreicht. 44 % aller Befragten fühlten sich ,eher schlecht‘ oder ,gar nicht‘ über Fake News 
aufgeklärt.4 Ebenso erwarteten 44 %, mit ,sehr hoher‘ oder ,eher hoher‘ Wahrscheinlich-
keit Fake News nicht zu erkennen und dadurch Beeinflussung bezüglich der Europawahl 
zu erfahren.5 In Zusammenhang mit der 2020 weltweiten COVID-19-Pandemie wurde 
im ,American Journal of Tropical Medicine and Hygiene‘ eine Studie veröffentlicht, in 
der die Folgen von Gerüchten, Stigmata und Verschwörungstheorien mittels der Überwa-
chung von Nachrichten auf Onlineplattformen untersucht wurden.6 So wurden fehler-
hafte, verbreitete Informationen mit Gesundheitsschäden und Todesfällen in Verbindung 
gebracht, z. B. bei angeblichen Heilmitteln. Die Gesundheit der Bevölkerung sei laut der 
Studie potenziell gefährdet. Mit dem Einsatz neuer Medien, etwa des Internets, kann die 
Verbreitung von Fake News unterstützt werden. Fake News zeigen sich somit als poten-
ziell gefährliches Instrument, das Auswirkungen auf die Öffentlichkeit haben kann und 
aktuell Relevanz besitzt. Dadurch sind in den letzten Jahren zahlreiche Forschungsvorha-
ben entstanden, die sich dem Thema ,Fake News‘ annehmen, vor allem dem Auftreten 
von Fake News auf Social Media und anderen Onlineplattformen. Social Media werden 
definiert als die Menge der digitalen Plattformen im Internet, die für die Allgemeinheit 
zugänglich sind.7 Dabei bieten sie Nutzern die Möglichkeit zur Kommunikation und zum 
Austausch von Inhalten. Es haben sich zahlreiche Betrachtungsweisen von Fake News 
und Ansätze hinsichtlich der Verbreitung und Erkennung herausgebildet. Um gegen die 
Verbreitung von Fake News vorgehen zu können, ist ein umfassendes Verständnis der 
zugehörigen Mechanismen und Verbreitungsmethoden von Bedeutung. Dies kann eine 
                                                 
1 Vgl. Stefanowitsch, A. (2017): Anglizismus des Jahres 2016 
2 Vgl. PricewaterhouseCoopers (2019): Fake News, S.9 
3 Im Rahmen dieser Arbeit wird aufgrund der besseren Lesbarkeit stets die männliche Form verwendet, 
aber alle Geschlechter sollen damit angesprochen werden. 
4 Vgl. PricewaterhouseCoopers (2019): Fake News, S.5 
5 Vgl. PricewaterhouseCoopers (2019): Fake News, S.12 
6 Vgl. Islam et al. (2020): COVID-19-Related Infodemic, S. 4ff. 
7 Vgl. Burkart, R. (2019): Kommunikationswissenschaft, S.37f. 
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anschließende automatisierte Erkennung erleichtern. Diese Aspekte werden im Rahmen 
dieser Arbeit näher betrachtet. 
Ziel dieser Arbeit ist es, den aktuellen Stand der Forschung zum Thema ,Fake News‘ 
insbesondere im Bereich Social Media wiederzugeben und eine einheitliche Betrachtung 
und eine grundlegende Systematisierung der in der Forschung vorhandenen Ansätze zu 
bieten. Damit soll für zukünftige Forschungs- und Recherchevorhaben die Grundlage für 
ein Verständnis verschiedener Phänomene im Bereich Fake News gelegt und die Kom-
munikation untereinander erleichtert werden. Dafür wird eine Literaturrecherche (in einer 
Kombination aus systematischer Recherche und Schneeballsystem) in Bibliotheksdaten-
banken und Google Scholar durchgeführt, um die vorhandene Literatur zu Fake News zu 
untersuchen und die daraus gewonnenen Erkenntnisse adäquat einzuordnen. Die Litera-
turrecherche eignet sich hierbei besonders, da in dieser Arbeit ein erster Vorstoß zur Sys-
tematisierung in diesem Bereich angestrebt wird. 
Im Rahmen dieser Arbeit wird dafür zunächst eine einheitliche Verständnisgrundlage ge-
schaffen, indem die verschiedenen Definitionen, mit denen Fake News häufig in der Li-
teratur charakterisiert werden, in Kapitel 2 vorgestellt werden. Teilweise werden dafür 
Systeme zur Unterscheidung verschiedener Arten fehlerhafter oder schädlicher Informa-
tionen eingesetzt, um Sachverhalte gezielter bezeichnen zu können. Um zu verstehen, 
was Fake News in der Gesellschaft und bei Individuen wirksam macht, werden in Kapitel 
3 im Anschluss Wirkmechanismen im Zusammenhang mit Fake News betrachtet. Da 
Fake News erst wirken können, wenn sie verbreitet werden und ihr beabsichtigtes Publi-
kum erreichen, werden im folgenden Kapitel 4 die generell möglichen Verbreitungswege 
von Fake News detailliert aufgeschlüsselt. Dabei wird außerdem auf die Relevanz von 
Social Media als möglicher Verbreitungsweg eingegangen. Im darauffolgenden Kapitel 
5 wird untersucht, wie die Verbreitung von Fake News in Social Media im Speziellen 
durchgeführt wird. Als Maßnahme gegen diese Verbreitungstechniken wurden in der For-
schung bisher einige Möglichkeiten zur automatisierten Erkennung von Fake News erar-
beitet, die auf Social-Media-Plattformen angewandt werden können. Diese Maßnahmen 
werden in Kapitel 6 systematisiert, um die grundlegenden Ansätze gezielt hervorheben 
zu können. Abschließend werden in Kapitel 7 zunächst eventuell unerforschte Bereiche, 
Problematiken oder Wissenslücken zu Fake News in Social Media dargestellt. Darauf 
folgt mit Kapitel 8 eine kritische Würdigung der vorliegenden Arbeit, in der die Limita-
tionen aufgeführt werden. Zuletzt findet sich das Fazit. 
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2 Was sind Fake News? 
Der Begriff ,Fake News‘ erfuhr im Jahr 2016 zunehmende Verbreitung, wurde aber in 
den USA bereits ab dem späten 19. Jahrhundert in Lexika eingetragen. Zuvor wurde der 
Begriff ,False News‘ verwendet.8 Während der Begriff ,Fake News‘ ursprünglich genutzt 
wurde, um erfundene oder falsche Nachrichten zu bezeichnen9 oder für bestimmte In-
haltsformen wie Parodien, politische Satire und Propaganda eingesetzt wurde, wird er 
heute eher verwendet, um Falschnachrichten in Social Media zu bezeichnen oder kritische 
Arbeiten von Nachrichtenagenturen zu untergraben.10 
Der Begriff ,Fake News‘ ist uneinheitlich definiert. In verschiedenen Quellen werden 
Fake News unterschiedliche Merkmale zugeschrieben, wobei es zu Überschneidungen, 
teilweise aber auch zu Widersprüchen kommen kann. Eine direkte Übersetzung von 
,Fake‘ und ,News‘ führt zur Bedeutung von falschen oder gefälschten Nachrichten. Men-
schen, die Fake News verfassen bzw. erstellen, werden im Rahmen dieser Arbeit als ,Er-
steller‘ bezeichnet, Menschen, die Fake News im Anschluss konsumieren, als ,Empfän-
ger‘. 
Zahlreiche Definitionen haben gemeinsam, dass ,Fake News‘ als absichtlich und bewusst 
täuschend beschrieben werden.11 Andere Quellen räumen die Möglichkeit ein, dass Fake 
News auch unbeabsichtigt, z. B. durch Fehler oder Nachlässigkeit, entstehen können.12 
Abgesehen von der reinen Täuschungsabsicht werden dem Fake-News-Ersteller auch an-
dere Motivationen, z. B. politische Ideologien oder finanzielle Ziele, unterstellt.13 Ebenso 
definieren einige Quellen Fake News als Medien, die in einer Art und Weise geschrieben 
sind, dass sie Nachrichtencharakter aufweisen.14 Für einige Autoren ist die Verbreitung 
online ein bedeutender Aspekt von Fake News15 oder sogar charakterisierend16, während 
                                                 
8 Vgl. McManus, C. und Michaud, C. (2018): Never Mind the Buzzwords, S. 15 
9 Vgl. Borchers, C. (2017): Fake News Has Now Lost All Meaning 
10 Vgl. Tandoc, E. et al. (2018): Defining „Fake News“, S.138 
11 Vgl. Allcott, H. und Gentzkow, M. (2017): Fake News in the 2016 Election, S.214; vgl. Sullivan, M. 
(2017): Time to retire term „fake news“ 
12 Vgl. McManus, C. und Michaud, C. (2018): Never Mind the Buzzwords, S. 19 
13 Vgl. Allcott, H. und Gentzkow, M. (2017): Fake News in the 2016 Election, S.217 
14 Vgl. Tandoc, E. et al. (2018): Defining „Fake News“, S.138f.; vgl. Horne, B. und Adali, S. (2017): This 
Just In, S.1, 7 
15 Vgl. Klein, D. und Wueller, J. (2017): Fake News: A Legal Perspective, S.1, 6 
16 Vgl. Bounegru, L. et al. (2018): A Field Guide To „Fake News“, S.8 
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in anderen Quellen darauf kein spezielles Augenmerk gelegt wird.12 Mit einigen Defini-
tionen wird gefordert, dass Fake News vollständig falsch sein müssen, d. h., dass Fakten 
nicht deren Basis bilden dürfen17, was die Frage der Einordnung von Halbwahrheiten und 
der Manipulation des Kontexts mit einem ,wahren Kern‘ aufwirft. Tandoc et al. begegnen 
diesem Problem, indem sie hohe und niedrige Level von ,Faktizität‘ unterscheiden.18 Ein 
anderer Ansatz der Argumentation ist es, etwas lediglich dann als ,Fake News‘ zu be-
zeichnen, wenn die angestrebte Täuschung auch gelungen ist, da es sich ansonsten um 
Fiktion handele.18 Andere Autoren wiederum sind der Meinung, dass Fake News nicht 
zwingend geglaubt werden müssen, um als solche zu gelten.19 Im Gegensatz zu Lügen 
haben Fake News weniger sozial motivierte Zwecke, etwa sich selbst zu schützen oder 
Schaden zu vermeiden, sondern dienen jenen, die sie erstellen, zur finanziellen oder po-
litischen Zielerreichung oder der Eigenförderung.20 Zusätzlich werden Fake News häufig 
in großem Umfang verbreitet und sind nicht nur auf einzelne Individuen ausgerichtet. 
Eine linguistische Ähnlichkeit ist dennoch möglich. 
Es zeigt sich, dass der Begriff ,Fake News‘ keine klare Definition aufweist und eine große 
Bandbreite an Einsatzszenarien denkbar ist. Daher gibt es zunehmend Bestrebungen, den 
Begriff mit detaillierteren, genau abgegrenzten Unterkategorien zu versehen oder ihn 
vollständig durch andere Begrifflichkeiten zu ersetzen, um das jeweils vorliegende Phä-
nomen hinreichend beschreiben zu können. 
Laut einer Untersuchung von 34 akademischen Artikeln, die zwischen 2003 und 2017 
veröffentlicht wurden, handelt es sich bei ,Fake News‘ um keinen klar definierten Begriff. 
Vielmehr beinhaltet er eine große Bandbreite an verschiedenen Auslegungen in unter-
schiedlichen Kontexten. In wissenschaftlichen Arbeiten, in denen die Bezeichnung ,Fake 
News‘ verwendet wird, konnten von den Autoren der Untersuchung sechs häufig verwen-
dete Unterarten von Fake News identifiziert werden: Satire, Parodie, Erfindung (Fabrica-
tion), Manipulation, Propaganda und Werbung.21 Eine Untersuchung des Parlaments des 
Vereinigten Königreichs zu ,Fake News‘ rät aufgrund der unscharfen Bedeutung von der 
                                                 
17 Vgl. Paskin, D. (2018): Real or Fake News: Who Knows, S.254; vgl. Allcott, H. und Gentzkow, M. 
(2017): Fake News in the 2016 Election, S.4 
18 Vgl. Tandoc, E. et al. (2018): Defining „Fake News“, S.148 
19 Vgl. Fallis, D. (2015): What Is Disinformation, S.406 
20 Vgl. Pérez-Rosas, V. et al. (2018): Automatic Detection of Fake News, S.3392 
21 Vgl. Tandoc, E. et al. (2018): Defining „Fake News“, S.141ff. 
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Verwendung dieses übergeordneten Begriffs ab.22 Stattdessen wird die Verwendung von 
,Misinformation‘, ,Disinformation‘ und ,Malinformation‘ nach dem ,Information-Disor-
der‘-Framework von Wardle und Derakshan vorgeschlagen.23 Misinformation bezeichnet 
dabei das Verbreiten von falscher Information, ohne dass dabei Schaden zugefügt werden 
soll. Disinformation ist falsche Information, die bewusst verbreitet wird, um Schaden zu 
verursachen. Malinformation bezeichnet korrekte Informationen, die verbreitet werden, 
um Schaden zuzufügen, z. B. das Publikmachen privater Daten. Das Konzept von Mis- 
und Disinformation wurde bereits vor dem Entstehen des Frameworks verwendet.24 Fallis 
beschreibt, dass der Übergang von Mis- zu Disinformation und umgekehrt fließend sein 
kann, indem z. B. zunächst satirische Misinformation anschließend mit einer Täu-
schungsabsicht verteidigt oder ursprüngliche Disinformation unwissentlich weiterver-
breitet wird.25 
,Fake News‘ können sich sowohl als Mis- als auch als Disinformation zeigen.26 Da es 
sich bei Malinformation um korrekte Informationen handelt, statt um im Zusammenhang 
mit ‚Fake News‘ zu erwartende tatsächlich gefälschte Informationen, nimmt der Begriff 
in Bezug auf Fake News eine Sonderrolle ein. Im Rahmen dieser Arbeit soll der Fokus 
auf Falschinformationen liegen, sodass Malinformation an dieser Stelle nicht näher be-
trachtet wird.  
Während Wardle und Derakshan Mis- und Disinformation auf eine Stufe stellen27, be-
trachten andere Autoren Disinformation als eine Unterart von Misinformation.19 Misin-
formation und Disinformation voneinander zu unterscheiden kann eine Herausforderung 
sein, da die Intention bei der Veröffentlichung von Medien häufig unklar ist.28 Aus die-
sem Grund werden die beiden Begriffe mitunter austauschbar verwendet. Übergreifend 
über die Kategorien Mis- und Disinformation unterscheidet Wardle sieben Arten.29 Diese 
werden in Tabelle 1 zusammen mit den von Wardle vermuteten Ursachen bzw. Intentio-
                                                 
22 Vgl. UK Parliament (2018): Disinformation and „fake news“ 
23 Vgl. Wardle, C. und Derakhshan, H. (2017): Information Disorder, S.20  
24 Vgl. Hernon, P. (1995): Disinformation and misinformation through the Internet, S.134 
25 Vgl. Fallis, D. (2015): What Is Disinformation, S.406, 414f. 
26 Vgl. Wardle, C. und Derakhshan, H. (2017): Information Disorder, S.14 
27 Vgl. Wardle, C. und Derakhshan, H. (2017): Information Disorder, S.5 
28 Vgl. Jack, C. (2017): Lexicon of Lies, S.2 
29 Vgl. Wardle, C. (2017): Fake News. It’s complicated. 
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nen dahinter aufgeschlüsselt. Horizontal sind die sieben Arten von Mis- und Disinforma-
tion zu sehen, vertikal sind acht Motive für das Erstellen von Fake News notiert. Kreuze 
in der Tabelle kennzeichnen, dass eine Kombination laut Wardle zutrifft. 
 Satire oder 
Parodie 
Falsche 
Verbin-
dung 
Irrefüh-
rende In-
halte 
Fal-
scher 
Kontext 
Betrüge-
rische In-
halte 
Mani-
pulierte 
Inhalte 
Erfun-
dene In-
halte 
Schlechter 
Journalismus 
 X X X    
Parodieren X    X  X 
Provozieren     X X X 
Passion    X    
Parteilichkeit   X X    
Profit  X   X  X 
Politischer 
Einfluss 
  X X  X X 
Propaganda   X X X X X 
Tabelle 1: Arten von Mis- und Disinformation und Motive nach Wardle (2017)29 
Es zeigt sich, dass die von Wardle vorgeschlagenen Unterarten von Misinformation in 
einigen Punkten den sechs Unterarten von ,Fake News‘ aus Tandoc et al. ähneln, Wardle 
die einzelnen Aspekte allerdings detaillierter aufschlüsselt. Der Aspekt der Satire und 
Parodie wird sowohl von Tandoc et al. als auch von Wardle aufgegriffen, ebenso wie das 
Erfinden und Manipulieren von Inhalten. Propaganda greift Wardle nicht als Unterart von 
Mis- bzw. Disinformation auf, sondern als Motiv. Werbung ist hingegen bei Wardle keine 
eigene Kategorie. Es ist davon auszugehen, dass Werbung in allen Unterkategorien vor-
kommen könnte. Zusätzlich werden noch die falsche Verbindung, irreführende Inhalte, 
ein falscher Kontext und betrügerische Inhalte als Unterarten eingeführt und somit eine 
höhere Nuanciertheit erreicht. 
Im Rahmen dieser Arbeit wird im Folgenden der Einfachheit halber weiterhin von ,Fake 
News‘ gesprochen. Gemeint ist damit die vom Ersteller von Fake News bewusst ausge-
löste Verbreitung von fehlerhafter Information mit Täuschungsabsicht. Da diese im An-
schluss von Unwissenden weiterverbreitet werden kann, umschließt dies sowohl Mis- als 
auch Disinformation. Mis- und Disinformation stehen miteinander in enger Verbindung. 
Der Übergang ist fließend, da Disinformation, die von einem Nutzer unwissentlich geteilt 
wird, auch zu Misinformation werden kann.25 Daher können beide Kategorien schwierig 
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voneinander getrennt werden. Unabhängig davon, ob (unter Einbezug von Misinforma-
tion) damit vom Weiterverbreitenden nachhaltig Schaden verursacht werden soll oder 
nicht, wird mit dem Verbreiten von falschen Informationen eine Täuschung des Empfän-
gers ausgelöst. Die Wirkmechanismen, die eine Täuschung ermöglichen, begünstigen o-
der generell mit Fake News einhergehen, werden im folgenden Kapitel besprochen. 
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3 Wirkmechanismen im Kontext von Fake News 
Um zu erfahren, was Fake News in der Gesellschaft und bei Individuen wirksam macht, 
ist eine Betrachtung der Wirkmechanismen, die im Zusammenhang mit jenen wirken, von 
Bedeutung. Dabei variiert die Stärke der Wirkung der Mechanismen abhängig von den 
Eigenschaften des Empfängers. 
3.1 Die Wirkmechanismen von Fake News 
Die Ersteller von Fake News setzen häufig verschiedene Mechanismen ein, die im Zu-
sammenhang mit Fake News wirken und die Falschinformationen beim Empfänger wirk-
samer machen können, die Wirkung verstärken oder gegen Gegenargumente immunisie-
ren. Diese Mechanismen können von den Erstellern von Fake News genutzt werden oder 
wirken zusammen mit Fake News unbewusst. Ebenso werden manche Wirkmechanis-
men, die für die Wirksamkeit von Fake News eine bedeutende Rolle spielen können, nicht 
zwingend zielgerichtet vom Ersteller der Fake News eingesetzt. Vielmehr können auch 
Mechanismen eine Rolle spielen, die sich durch das Umfeld bzw. die Umwelt des Emp-
fängers oder den Umgang mit Fake News ergeben. In Tabelle 2 werden verbreitete Wirk-
mechanismen, die in Zusammenhang mit Fake News Einfluss nehmen können, alphabe-
tisch sortiert, nach ihrem gebräuchlichsten Namen (wenn vorhanden) aufgelistet und er-
klärt. 
Wirkmechanismus Erläuterung 
Astroturfing Beim Astroturfing wird versucht, einen inkorrekten Eindruck von 
der öffentlichen Meinung zu vermitteln, z. B. indem eine große 
Mehrheit für eine bestimmte Entscheidung vorgetäuscht wird. Im 
Gegensatz zu einer ,Graswurzelbewegung‘ steht dahinter aber nicht 
tatsächlich die Bevölkerung, sondern das Astroturfing wird von ei-
nem verdeckten Initiator organisiert.30 
                                                 
30 Vgl. Voss, K. (2010): Grassrootscampaigning und Chancen durch neue Medien 
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Auflösung von Ge-
rüchten 
Gerüchte, die inkorrekt sind, benötigen in Social Media länger, um 
aufgelöst zu werden als wahre Gerüchte.31 Nicht verifizierte Ge-
rüchte werden häufig früher geteilt und erreichen eine größere Nut-
zerbasis als aufgelöste Gerüchte.31 
Availability-
Cascade 
Individuen tendieren dazu, die Ansichten anderer anzunehmen, wenn 
diese Ansichten in ihrem sozialen Umfeld an Popularität gewinnen.32 
Availability-Heu-
ristic (Verfügbar-
keitsheuristik) 
Die Wahrscheinlichkeit von Ereignissen wird danach bemessen, wie 
verfügbar ein ähnliches Ereignis in der Erinnerung ist. Eine kürzliche 
oder häufige Berichterstattung zu bestimmten Ereignissen sorgt also 
dafür, dass diese für wahrscheinlicher gehalten werden.33 
Backfire-Effect Bei der Bereitstellung von Gegenargumenten konnte festgestellt 
werden, dass Probanden nach der Korrektur einer (politischen) In-
formation noch stärker an die ursprüngliche, falsche Information 
glaubten.34 Es wird vermutet, dass dieser Effekt lediglich in speziel-
len Situationen auftritt, da er mit einem anderen Versuchsaufbau 
nicht nachgewiesen werden konnte.35 
Bandwagon-Effect 
(Mitläufer-Effekt) 
Dies bezeichnet die Annahme, dass, wenn andere Personen etwas als 
gut empfinden, es auch von der eigenen Person gut zu beurteilen sein 
wird.36 Es wird sich in der Meinungsbildung an anderen Personen 
orientiert. Dieses Phänomen konnte beispielsweise auch bei Online-
Reviews festgestellt werden.37 
Clickbait Wissenslücken (Information-Gap), die durch Titel von Nachrichten 
aufgebaut werden, wecken beim potenziellen Leser Neugier für den 
restlichen Artikel. Oftmals wird dabei eine Vorwärtsreferenz (for-
ward reference) verwendet, die auf weitere Informationen im Artikel 
verweist.38 
                                                 
31 Vgl. Zubiaga, A. et al. (2016): Rumors in Social Media, S.26 
32 Vgl. Kuran, T. und Sunstein, C. (1999): Availability Cascades and Risk Regulation, S.683 
33 Vgl. Tversky, A. und Kahneman, D. (1973): Availability, S.228f. 
34 Vgl. Nyhan, B. und Reifler, J. (2010): When Corrections Fail, S.323 
35 Vgl. Swire, B. et al. (2017): Processing political misinformation, S.17 
36 Vgl. Sundar, S. et al. (2008): The Bandwagon Effect, S.3454 
37 Vgl. Sundar, S. et al. (2008): The Bandwagon Effect, S.3457f. 
38 Vgl. Blom, J. und Hansen, K. (2015): Click bait, S.87f. 
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Confirmation-Bias 
(Bestätigungsfeh-
ler) 
Menschen bevorzugen unbewusst Informationen, die sich mit ihrer 
eigenen Meinung decken und halten diese für glaubwürdiger.39 Es 
wird vermutet, dass dies zur Entstehung von Echo Chambers und 
Filterblasen beiträgt.40 
Conservatism-Bias Dies bezeichnet die Tendenz von Individuen, ihre Einstellung bei 
neuer Information unzureichend anzupassen.41 Glaubt eine Person 
also bereits an Fake News, ist die Information schwierig zu korrigie-
ren. 
Continued-In-
fluence-Effect 
Auch die Negation und die Korrektur inkorrekter ursprünglicher In-
formationen können deren Wirkung meist nicht vollständig rückgän-
gig machen und beeinflussen den Empfänger weiter.42 Dieser Effekt 
wird abgeschwächt, wenn statt einer einfachen Korrektur eine pas-
sende alternative Erklärung für ein Szenario angeboten wird.43 Dies 
wird auch als ,Belief-Perseverance‘ bezeichnet.44 
Echo-Chamber-
Effect (Echokam-
mereffekt) 
Wenn sich Nutzer hauptsächlich mit anderen Nutzern bzw. Einrich-
tungen auseinandersetzen, die eine ähnliche Meinung vertreten wie 
sie selbst, entsteht eine Echokammer. Die Nutzer bestärken sich so-
mit gegenseitig in ihrer Meinung.45 Der Confirmation-Bias funktio-
niert auf eine ähnliche Weise. Oftmals werden Nutzer aber nicht 
vollständig isoliert, sondern bleiben weiterhin mit gegensätzlichen 
Inhalten konfrontiert.46 
Emotional-Me-
mory-Enhancement 
Emotional aufgeladene Informationen werden besser behalten als 
neutrale Informationen.47 Suggestion wirkt hierbei noch stärker als 
reine Emotionalität.48 
                                                 
39 Vgl. Nickerson, R. (1998): Confirmation Bias, S.175f. 
40 Vgl. Lazer, D. et al. (2017): Combating Fake News, S.5 
41 Vgl. Ward, E. (1982): Conservatism in Human Information Processing, S.359 
42 Vgl. Ross, L. et al. (1975): Perseverance in Self-Perception, S.888 
43 Vgl. Johnson, H. und Seifert, C. (1994): Sources of the Continued Influence Effect, S.1431 
44 Vgl. Cobb, M. et al. (2013): Beliefs Don’t Always Persevere, S.307 
45 Vgl. Colleoni, E. et al. (2014): Echo Chamber or Public Sphere, S.317 
46 Vgl. Zuiderveen Borgesius, F. et al. (2016): Should We Worry about Filter Bubbles, S.6f. 
47 Vgl. Van Damme, I. und Smets, K. (2014): The power of emotion, S. 310 
48 Vgl. Van Damme, I. und Smets, K. (2014): The power of emotion, S. 315 
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Filter Bubble (Fil-
terblase) 
Dieser Begriff bezeichnet Informationsblasen, die insbesondere in 
Social Media entstehen und in denen Algorithmen Inhalte auswählen 
bzw. vorfiltern, die dem Nutzer anschließend angezeigt werden. 
Diese Inhalte entsprechen häufig den bereits bestehenden Interessen. 
Nutzer sind sich oft der Filterblase nicht bewusst.49 Somit werden 
keine gegenteiligen Meinungen angezeigt, die Fake News entkräften 
könnten. 
Framing-Effect Kleine Änderungen im Kontext oder der Art und Weise der Informa-
tionsübermittlung können zu einer starken Veränderung des Ent-
scheidungsverhaltens führen.50 
Google-Effect Menschen tendieren dazu, sich nicht Informationen an sich zu mer-
ken, sondern nur, wo diese im Bedarfsfall zu finden sind.51 Somit 
könnte nicht vorhandenes Hintergrundwissen nicht gegen Fake 
News wirken. 
Hostile-Media-
Effect 
Voreingenommene Probanden fühlen sich von der Berichterstattung 
in den Medien benachteiligt, auch wenn ein Großteil der Rezipienten 
sie als angemessen wahrnimmt.52 Dies kann den Glauben an die Kor-
rektur von Fake News durch große Nachrichtenagenturen vermin-
dern. 
Illusory-Truth-
Effect (Wahrheits-
effekt) 
Aussagen, die mehrfach gehört werden, wird ein höherer Wahrheits-
wert zugesprochen als Aussagen, die zum ersten Mal gehört werden. 
Das heißt, Wiederholung erhöht die Wahrscheinlichkeit, dass eine 
Aussage als wahr erachtet wird. Dies gilt auch bei einer geringen 
Plausibilität der Aussage53 oder im Falle von Warnungen davor.54 
Dieser Effekt wird auch als ,Validity-Effect‘ bezeichnet.55 
                                                 
49 Vgl. Pariser, E. (2012): Filter Bubble, S.18 
50 Vgl. Stocké, V. (2002): Framing und Rationalität, S.10 
51 Vgl. Sparrow, B. et al. (2011): Google Effects on Memory, S.778 
52 Vgl. Vallone, R. et al. (1985): The Hostile Media Phenomenon, S.277 
53 Vgl. Fazio, L. et al. (2019): Repetition increases perceived truth, S. 1705 
54 Vgl. Pennycook, G. und Rand, D. (2020): Who falls for fake news, S.186 
55 Vgl. Boehm, L. (1994): The Validity Effect, S.285 
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Implied-Truth-
Effect 
Werden andere Nachrichten als Fake News erkannt bzw. gekenn-
zeichnet, eine aber nicht, so wird diese eher als wahr betrachtet.56 
Misdirecting Misdirecting wird benutzt, wenn kontextbezogene Hashtags einge-
setzt werden, aber über ein völlig anderes Thema berichtet wird.57 
Dadurch wird vom eigentlichen Thema abgelenkt und tatsächliche 
Informationen gehen in der Menge der Nachrichten unter.58 
Misinformation-
Effect (Fehlinfor-
mationseffekt) 
Eine auf ein Ereignis folgende, unwahrheitsgemäße Berichterstat-
tung schadet der korrekten Erinnerung an dieses Ereignis.59 
Negativity-Bias Menschen haben die Tendenz, negativen Informationen höheres Ge-
wicht beizumessen als positiven Informationen.60 
Primacy-Effect & 
Recency-Effect 
Informationen, die ein Empfänger zuerst aufnimmt, prägen diesen 
stärker als die nachfolgenden (Primacy-Effect).61 Ebenso bleibt die 
zuletzt aufgenommene Information länger im Gedächtnis (Recency-
Effect).61 
Reputation-Heuris-
tic 
Statt die Inhalte einer Quelle zu prüfen, wird die Quelle selbst auf 
ihre Glaubwürdigkeit geprüft. Hat die Quelle einen guten Ruf oder 
gilt sie als glaubwürdig, so werden die Informationen eher ge-
glaubt.62 Gelingt es Fake-News-Erstellern, eine glaubwürdige Quelle 
zu imitieren, erhöht sich deren Glaubwürdigkeit. 
Smoke-Screening Smoke-Screening funktioniert wie Misdirecting mit dem Unter-
schied, dass zu einem Hashtag zumindest ähnliche Inhalte gepostet 
werden.57 
                                                 
56 Vgl. Pennycook, G. et al. (2020): The Implied Truth Effect, S.11 
57 Vgl. Akademische Gesellschaft (2018): How powerful are Social Bots, S.1 
58 Vgl. Abokhodair, N. et al. (2015): Dissecting a Social Botnet, S.849f. 
59 Vgl. Blank, H. und Launay, C. (2014): Protect against the misinformation effect, S. 78 
60 Vgl. Wojciszke, B. et al. (1993): Effects of Information Content, S.327 
61 Vgl. Krosnick, J. und Alwin, D. (1987): An Evaluation of a Cognitive Theory, S.202 
62 Vgl. Metzger et al. (2010): Credibility Evaluation Online, S.426 
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Tainted-Truth-
Effect 
Warnungen vor falscher Information, die fälschlicherweise in Bezug 
auf wahrheitsgetreue Inhalte herausgegeben werden, schaden der 
Glaubwürdigkeit der wahrheitsgemäßen Informationen.63 
Third-Person-
Effect 
Menschen tendieren dazu, zu glauben, dass Massenmedien andere 
Menschen stärker beeinflussen als sie selbst.64 Dadurch kann der 
Einfluss von Fake News auf die eigene Person unterschätzt werden. 
Tabelle 2: Übersicht über die Wirkmechanismen von Fake News 
Diese Wirkmechanismen können im Zusammenhang mit Fake News relevant werden. 
Bestimmte Eigenschaften oder Stimmungen, die eine Person auszeichnen, können dazu 
führen, dass die Empfänger unterschiedlich stark an Fake News glauben oder auch für die 
Wirkmechanismen mehr oder weniger anfällig sind. 
3.2 Personeneigenschaften als moderierende Variable 
Die menschliche Erinnerung ist kein unfehlbares Aufnahmegerät, sondern es erfolgt ein 
Rekonstruktionsprozess, der internen und externen Einflüssen unterworfen ist.47 Manche 
Probanden zeigten sich dabei in Studien für externe Einflüsse wie Fake News und deren 
zugehörige Wirkmechanismen anfälliger als andere. Die Stärke, mit der Wirkmechanis-
men eine Person beeinflussen, ist abhängig von den Eigenschaften dieser Person und so-
mit variabel. Währen einige Personeneigenschaften die Wirkung der Wirkmechanismen 
abschwächen können, wird sie durch andere verstärkt. 
Probanden, die zu analytischem Denken eher in der Lage waren, hielten in einer Studie 
von Pennycook und Rand Fake News mit geringerer Wahrscheinlichkeit für wahr.65 Im 
Gegensatz dazu scheinen leichtgläubigere Probanden bzw. Probanden, die in Sätze ein-
gebaute, zufällige Buzzword-Wortkombinationen eher als tiefgründig beschrieben, Fake 
News schlechter erkennen zu können als skeptisch eingestellte.66 Das bedeutet aber nicht 
grundsätzlich, dass analytisch denkende Menschen immun gegen die Wirkmechanismen 
von Fake News sind. So konnte z. B. festgestellt werden, dass der Unterschied zwischen 
                                                 
63 Vgl. Freeze, M. et al. (2020) Fake Claims of Fake News, S. 24 
64 Vgl. Davidson, W. (1983): The Third-Person Effect in Communication, S.1 
65 Vgl. Pennycook, G. und Rand, D. (2019): Lazy, not biased, S.47 
66 Vgl. Pennycook, G. und Rand, D. (2020): Who falls for fake news, S.196f. 
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unbekannten und bekannten (d. h. wiederholten – Illusory-Truth-Effect) Schlagzeilen 
nicht mit dem Maß des analytischen Denken eines Probanden interagiert, sondern beide 
Aspekte unabhängig wirken. Es wird vermutet, dass dies damit zu begründen ist, dass 
Wiederholungen auf einer niedrigeren kognitiven Ebene wirken.66 Dies ist auch für an-
dere Wirkmechanismen von Fake News denkbar. Zum Zeitpunkt der Fake-News-Auf-
nahme empfundene Emotionen können ebenfalls beeinflussen, wie mit den jeweiligen 
Informationen umgegangen wird. So konnte bei einer Untersuchung von Weeks aus dem 
Jahr 2016 die Wirkung von Ärger und Angst auf die unkorrigierte Aufnahme von falschen 
politischen Informationen untersucht werden. Es zeigte sich, dass verärgerte Probanden 
die Information eher so interpretierten, dass ihr parteiischer Glaube bestärkt wurde, wäh-
rend Angst die Probanden sich weniger auf ihre Parteizugehörigkeit, sondern auf die In-
formationen im Artikel stützen ließ.67 Weiter wird angenommen, dass Personen für Fake 
News eher anfällig sind, wenn die Informationen die eigene politische Ideologie unter-
stützen. Dabei ist auch eine Asymmetrie zwischen politischen Lagern (im Experiment 
Demokraten und Republikaner) bezüglich der Fähigkeit, die Wahrheit von Fake News zu 
unterscheiden, zu vermuten.65 Allcott und Gentzkow stellten im Jahr 2017 fest, dass Per-
sonen, die Medien intensiv nutzen, mit höherer Wahrscheinlichkeit ideologisch ausge-
richteten Artikeln glauben.68 Ebenso glauben Personen mit abgesonderten Netzwerken 
eher daran. Personen, die bezüglich ihrer Wahlentscheidung zum Zeitpunkt der Untersu-
chung unentschieden waren, glaubten weniger an ideologisch ausgerichtete Artikel als 
Wähler, die sich bereits für eine Partei entschieden hatten.68 Anfällig für Fake News zeig-
ten sich in einer Studie Teilnehmer, die wahnhaft, dogmatisch oder religiöse Fundamen-
talisten waren.69 Dieser Umstand könnte in einem Zusammenhang mit reduziertem ana-
lytischen Denken stehen.69 In Verbindung mit einer Echo Chamber wird der Effekt noch 
deutlicher, umso extremer die Ansichten sind.70 
Das Alter einer Person kann ebenso eine Rolle hinsichtlich der Wirkung von Fake News 
spielen. In einer Untersuchung zum Umgang mit Fake News in Social Media während 
der Wahlkampagne 2016 in den USA zeigte sich, dass Nutzer, die über 65 Jahre alt waren, 
nahezu siebenmal mehr Fake-News-Artikel teilten als die jüngste Altersgruppe der 18- 
                                                 
67 Vgl. Weeks, B. (2015): Emotions, Partisanship, and Misperceptions, S.699, 712 
68 Vgl. Allcott, H. und Gentzkow, M. (2017): Fake News in the 2016 Election, S.230 
69 Vgl. Bronstein, M. et al. (2019): Belief in Fake News, S.115 
70 Vgl. Boutyline, A. und Willer, R. (2017): The Social Structure of Political Echo Chambers, S.565f. 
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bis 29-Jährigen.71 Dies ist möglicherweise auf die geringere Erfahrung von älteren Per-
sonen im Umgang mit dem Internet zurückzuführen.72 Im Kontrast dazu gaben Befragte 
über 60 Jahren in einer Bevölkerungsbefragung in Deutschland an, Nachrichten kritisch 
zu lesen73 und weniger mit Fake News in Berührung zu kommen als jüngere Befragte.74 
Gleichzeitig gaben 37 % (und somit die größte Gruppe dieser Kategorie) der Befragten 
über 60 Jahre an, noch keine Aufklärung über Fake News mitbekommen zu haben.75 Ins-
gesamt wird von den meisten Befragten die je eigene Altersgruppe als weniger von Fake 
News gefährdet angesehen.76 Vor allem bei jüngeren Deutschen und EU-Ausländern se-
hen alle Befragten insgesamt eine größere Gefahr der Beeinflussung durch Fake News.77 
Es ist davon auszugehen, dass zusätzlich bei der Wahrnehmung der Glaubwürdigkeit von 
Nachrichten die Kultur, aus der der Empfänger kommt, eine Rolle spielt. So zeigten sich 
bei einer Untersuchung auf Twitter beispielsweise Unterschiede hinsichtlich der Bewer-
tung der Glaubwürdigkeit von Nachrichten zwischen Nutzern aus den USA und aus 
China.78 Ebenso konnte eine unterschiedlich kritische Einstellung bei Nutzern aus ver-
schiedenen Ländern gegenüber dem Inhalt von Nachrichten festgestellt werden.79 
Jede Person kann also aufgrund ihrer spezifischen Gegebenheiten unterschiedlich stark 
auf Fake News und deren Wirkmechanismen reagieren. Damit eine solche Reaktion statt-
findet, müssen Empfänger in Kontakt mit Fake News kommen. Diesbezüglich existieren 
prinzipiell verschiedene Verbreitungswege. 
  
                                                 
71 Vgl. Guess, A. et al. (2019): Less than you think, S.1, 3 
72 Vgl. Schäffer, B. (2007): The Digital Literacy of Seniors, S.38 
73 Vgl. PricewaterhouseCoopers (2019): Fake News, S.26 
74 Vgl. PricewaterhouseCoopers (2019): Fake News, S.10 
75 Vgl. PricewaterhouseCoopers (2019): Fake News, S.23 
76 Vgl. PricewaterhouseCoopers (2019): Fake News, S.15 
77 Vgl. PricewaterhouseCoopers (2019): Fake News, S.14 
78 Vgl. Yang, J. et al. (2013): Microblog Credibility Perceptions, S.584 
79 Vgl. Shariff, S. et al. (2017): On the credibility perception of news on Twitter, S.794 
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4 Generelle Verbreitungswege von Fake News 
Fake News können auf vielfältige Art und Weise verbreitet werden. Erst durch die Ver-
breitung und das Erreichen eines Publikums können die Wirkmechanismen Einfluss neh-
men. Da Fake News in der Regel möglichst viele Empfänger erreichen sollen, eignen sich 
für eine Verbreitung vor allem Massenmedien. Diese sind dadurch charakterisiert, dass 
sie zur öffentlichen Verbreitung von Informationen eingesetzt werden und sich prinzipiell 
in vier Oberkategorien einteilen lassen: Printmedien, audiovisuelle Medien, massenhaft 
verbreitete Speichermedien und Webseiten im Internet.80 Diese Kategorien sind in Ab-
bildung 1 aufgeführt. Beispiele für bekannte Ausprägungen befinden sich darunter. Wäh-
rend zu den Printmedien beispielsweise Bücher, Zeitungen, Plakate und Flyer zu zählen 
sind, beinhalten audiovisuelle Medien unter anderem das Fernsehen, Filme und Radio-
sender. Zu massenhaft verbreiteten Speichermedien lassen sich großflächig vertriebene 
CDs oder DVDs zählen. Webseiten im Internet beinhalten Onlineangebote und Vernet-
zungsmöglichkeiten, z. B. Social Media. Diese vier Kategorien an Massenmedien werden 
als generelle Verbreitungswege betrachtet. 
 
Abbildung 1: Generelle Verbreitungswege von Fake News 
Prinzipiell ist in allen Kategorien ein Einsatz von Fake News denkbar, wenn auch der 
Einsatz in manchen Kategorien aufgrund der Möglichkeiten moderner Technologie (z. B. 
automatisiert) praktikabler erscheint als in anderen (beispielsweise bei der Nutzung von 
Speichermedien, deren Erstellung und Verbreitung aufgrund ihres physischen Charakters 
mit höherem Kosten- und Zeitaufwand zu erwarten ist). In jeder dieser Kategorien gibt 
                                                 
80 Vgl. Burkart, R. (2019): Kommunikationswissenschaft, S.108f. 
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es eine Quelle bzw. einen Ersteller von Fake News, der den Empfängern mehr oder we-
niger offensichtlich (oder z. B. getarnt als eine andere Quelle) gegenübertritt. Dieser As-
pekt wird als zwischenmenschliche Quelle bezeichnet, da der Fokus auf die interperso-
nale Beziehung zwischen dem Ersteller und dem Empfänger der Fake News gerichtet ist. 
Auch wenn beispielsweise die Automatisierung für die Verbreitung von Fake News ge-
nutzt wird, wird diese von einem Menschen im Hintergrund ausgelöst, der in diesem Fall 
der (womöglich verschleierte) Ersteller ist. 
Während Fake News häufig in Textform verbreitet werden, ist auch die Verbreitung als 
Bild, Ton oder als eine Kombination dieser Medien denkbar. Ähnlich wie tatsächliche 
Nachrichtenmeldungen manipuliert werden können, können auch Bild oder Ton heutzu-
tage mit technischen Hilfsmitteln verändert oder in einen neuen Kontext gesetzt werden, 
um Fake News zu verbreiten. Mithilfe von künstlicher Intelligenz können realistisch wir-
kende, schwer zu erkennende Fälschungen erstellt werden, sogenannte ,Deepfakes‘.81 
Solche Fake News können häufig im Bereich des Internets angetroffen werden. Im Fol-
genden hat diese Arbeit vor allem den Social-Media-Bereich zum Thema. 
  
                                                 
81 Vgl. Kietzmann, J. et al. (2020): Deepfakes, S.135 
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5 Verbreitung von Fake News in Social Media 
Es gibt unterschiedliche Möglichkeiten, Fake News (automatisiert) zu Erstellen und zu 
Verbreiten. Der Fokus soll hierbei auf den Eigenheiten von Fake News in Social Media 
liegen. Zu verstehen, wie die Erstellung und Verbreitung von Fake News erreicht werden 
kann, erleichtert die anschließende Erkennung jener. 
5.1 Social Media als Plattform für Fake News 
Fake News können prinzipiell in jedem Massenmedium auftreten. Allerdings nimmt das 
Internet, insbesondere auch der Social-Media-Bereich, eine prominente Stellung ein. Po-
tenzielle Empfänger, die sich auf Social Media befinden, werden im Folgenden als ,Nut-
zer‘ bezeichnet. 
Social-Media-Plattformen sind mit einer privaten Nutzung bei durchschnittlich 55 % aller 
Befragten verbreitet.82 Vor allem junge Nutzer zwischen 14 und 29 Jahren nutzen ver-
mehrt Social-Media-Plattformen83 und informieren sich damit über das aktuelle Gesche-
hen.84 Daher ist davon auszugehen, dass mit dem Älterwerden der jüngeren Generation 
Social Media weiterhin oder zunehmend genutzt werden. Dies bedeutet aber nicht, dass 
Fake News eher von jungen Menschen erkannt werden können, wie in einer Studie aus 
dem Jahr 2016 mit Schülern aus den USA festgestellt wurde.85 In den vergangenen Jahren 
nahm die Nutzung von Social Media als Nachrichtenquelle von 18 % im Jahr 2013 auf 
37 % im Jahr 2020 zu und übersteigt somit mittlerweile die Nutzung von Printmedien als 
Nachrichtenquelle im Jahr 2020 mit 33 %.86 Während 54 bis 59 % der jüngeren Nutzer 
zwischen 18 und 39 Jahren laut einer Umfrage von PricewaterhouseCoopers aus dem Jahr 
2018 zumindest einem sozialen Medium vertrauen, ist dieses Vertrauen bei älteren Be-
fragten geringer.87 Das Vertrauen in Social Media sank von 2016 bis 2018 laut den Be-
fragten allerdings.88 Das könnte auch auf Fake News zurückzuführen sein, die 2016 im  
                                                 
82 Vgl. Statistisches Bundesamt (2020): Personen mit Internetaktivitäten 
83 Vgl. ARD und ZDF (2019): Onlinecommunities 
84 Vgl. PricewaterhouseCoopers (2018): Vertrauen in Medien, S.6 
85 Vgl. Wineburg, S. et al. (2016): Evaluating Information, S.4 
86 Vgl. Newman, N. et al. (2020): Digital News Report 2020, S.71 
87 Vgl. PricewaterhouseCoopers (2018): Vertrauen in Medien, S.14 
88 Vgl. PricewaterhouseCoopers (2018): Vertrauen in Medien, S.15 
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Rahmen des US-Wahlkampfs häufig thematisiert wurden.89 
Social Media bieten ein großes Einsatzgebiet für Fake News. Durch die Reichweite einer 
solchen Plattform bzw. die plattformübergreifende Reichweite ist auch der Aktionsradius 
von Fake News potenziell hoch. Laut einer Untersuchung aus dem Jahr 2019 werden Fake 
News in Deutschland auf Facebook sechsmal häufiger geteilt als professionelle Informa-
tionen.90 Da keine physischen Kopien erstellt werden müssen, sind Fake News dort au-
ßerdem theoretisch unendlich replizierbar. Ihre Verbreitung erfolgt häufig schneller und 
durchdringt Netzwerke tiefer als die Verbreitung korrekter Informationen und zieht somit 
eine schnelle Reaktion seitens der Empfänger nach sich.91 Die Wirkung von Fake News 
kann daher bereits eintreten, bevor Gegendarstellungen oder Korrekturen veröffentlicht 
werden. Filter Bubbles und Echo Chambers, die ebenfalls in Verbindung mit Social Me-
dia auftreten können, verstärken diesen Effekt und können den Kontakt eines Nutzers mit 
Korrekturmaßnahmen verhindern. In einer Umfrage von YouGov aus dem Jahr 2017 wur-
den Facebook und Twitter als am anfälligsten für die Veröffentlichung und Verbreitung 
von Fake News seitens der Befragten beurteilt.92 Allerdings gibt es auch Nutzer, die ihre 
Fähigkeit, Fake News zu erkennen, überschätzen und somit selbst anfällig sind. Auch 
wenn Befragte in einer Studie aus Singapur aus dem Jahr 2018 angaben, Fake News si-
cher erkennen zu können, gelang ihnen das nicht immer. 90 % der Befragten aus Singapur 
identifizierten mindestens eine von fünf Fake-News-Schlagzeilen als wahr. Es gab keine 
Korrelation zwischen der Überzeugung, Fake News erkennen zu können, und der tatsäch-
lichen Fähigkeit dazu.93 
Abgesehen von der Möglichkeit der kostengünstigen, schnellen und großflächigen Ver-
breitung bieten Social Media in Bezug auf Fake News noch andere Vorteile, z. B. das 
spezifische Ansprechen eines einzelnen Nutzers mit auf ihn zugeschnittenen Fake News 
(Microtargeting). Microtargeting ermöglicht es, Nutzer auf Social Media individuell an-
zusprechen und ihnen die für sie jeweils passendsten Fake News zu präsentieren, deren 
Glaubwürdigkeit der Empfänger als hoch bewertet. In keinem anderen Massenmedium 
ist eine dermaßen gezielte Ansprache mit vergleichsweise geringem Aufwand möglich, 
                                                 
89 Vgl. Allcott, H. und Gentzkow, M. (2017): Fake News in the 2016 Election, S.211ff. 
90 Vgl. Marchal, N. et al. (2019): Junk News During the EU Parliamentary Elections, S.4 
91 Vgl. Vosoughi, S. et al. (2018): The spread of true and false news online, S.1146 
92 Vgl. YouGov (2017): Alles Fake, S.12 
93 Vgl. Huiwen, N. (2018): Most people say they can spot fake news but falter when tested 
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insbesondere auf Basis der bereits vom Nutzer hinterlegten und zumeist öffentlich zu-
gänglichen Daten. Durch die Ansammlung von Big Data und anschließendes Data-Mi-
ning können Nutzer auch in großer Stückzahl automatisiert mit individuell angepassten 
Fake News versorgt werden. Mithilfe von Big-Data-Analysen können Nutzer nicht nur 
nach klassischen soziodemographischen Merkmalen (z. B. Alter und Geschlecht) unter-
teilt werden, sondern auch weitere Informationen erhoben werden, die die Nutzer mög-
licherweise nicht bewusst preisgeben wollen. In einer Studie aus dem Jahr 2013 wurde 
gezeigt, dass sich allein durch die Auswertung von Likes eines Nutzers auf Facebook 
zahlreiche Informationen zu dessen Persönlichkeit und zu sensiblen Inhalten wie der se-
xuellen Orientierung, der politischen Einstellung, der Religiosität, der ethnischen Zuge-
hörigkeit, der Intelligenz, der Beziehung der Eltern, der Zufriedenheit oder zum Drogen-
konsum erheben lassen.94 Nicht nur über Facebook, sondern auch auf anderen Social-
Media-Plattformen ergeben sich Möglichkeiten, private Details von Nutzern zu erheben. 
So konnten über eine Farbwertanalyse von auf Instagram hochgeladenen Bildern Rück-
schlüsse auf die psychische Gesundheit des Nutzers gezogen werden, auch vor einer kli-
nischen Diagnose und mit teilweise besseren Ergebnissen als von Allgemeinärzten.95 
Auch Rückschlüsse auf andere Merkmale einer Person, z. B. die Intelligenz, sind unter 
Berücksichtigung von Profilbildern möglich.96 Twitter bietet ebenfalls Möglichkeiten zur 
Auswertung von Nutzerinformationen. In einer Studie von 2011 konnte mittels einer Un-
tersuchung von Tweets auf die Persönlichkeit der Nutzer geschlossen werden.97 Diese 
Wege der Auswertung heben die Mittel des spezifischen Ansprechens von Nutzern auf 
eine neue Stufe und ermöglichen somit auch eine neue Qualität von Fake News, die auf 
diese Art in anderen Massenmedien (Printmedien, audiovisuelle Medien, massenhaft ver-
breitete Speichermedien) bisher nicht möglich war. Um zahlreiche Menschen zu errei-
chen, ist es ausreichend, zunächst eine geringe Anzahl großer, einflussreicher und ver-
netzter Accounts anzusprechen – Fake News verbreiten sich wie ein Virus im Netzwerk.98 
Einige der zuvor vorgestellten Wirkmechanismen erreichen im Social-Media-Bereich erst 
ihre tatsächliche Wirkung bzw. entstammen diesem sogar, z. B. Filterblasen, Smoke-
Screening und Misdirecting. 
                                                 
94 Vgl. Kosinski, M. et al. (2013): Private traits and attributes, S.5803f. 
95 Vgl. Reece, A. und Danforth, C. (2017): Instagram photos reveal predictive markers, S.8f. 
96 Vgl. Wei, X. und Stillwell, D. (2017): How smart does your profile image look, S.39 
97 Vgl. Golbeck, J. et al. (2011): Predicting Personality from Twitter, S.154 
98 Vgl. Andrews, E. (2019): How fake news spreads like a real virus 
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Es zeigt sich, dass Social Media als Plattform für Nutzer im Internet in Bezug auf Fake 
News ein besondere Stellung einnehmen, da durch die wachsende Menge an Nutzern und 
Nutzerinteraktionen und die Verbreitung der Plattformen in der Bevölkerung Fake News 
schnell, großflächig und zielgerichtet verbreitet werden können. Durch die Möglichkeiten 
moderner Technologien und die Vernetzung erhalten die Erstellung und Verbreitung von 
Fake News eine neue Qualität, die mit früheren Mitteln schwer zu erreichen gewesen 
wäre. Aus diesem Grund wird die weitere Betrachtung von Fake News im Folgenden 
spezifisch für den Social-Media-Bereich erfolgen. 
 
5.2 Erstellung und Verbreitung von Fake News in Social 
Media 
Fake News können auf verschiedene Arten im Zusammenhang mit Social Media erstellt 
und verbreitet werden. Zunächst sollen mögliche Ansätze einer automatisierten Erstel-
lung betrachtet werden, um im Anschluss auf die Verbreitungsmöglichkeiten einzugehen. 
5.2.1 Automatisierte Erstellung 
Häufig werden Fake News als Text verbreitet, teilweise unterstützt durch Bilder oder Vi-
deos. Ein solcher Text kann auf verschiedene Arten erstellt werden. Grundsätzlich ist ein 
manuelles Verfassen von Fake News denkbar, bei dem der Ersteller einen Artikel selbst 
verfasst. Die Generierung von Fake News, die anschließend von ,Social Bots‘ gepostet 
und verbreitet werden können, muss aber nicht stets manuell erfolgen, sondern kann auch 
teilweise oder vollständig automatisiert werden. Auf diese Weise kann die Menge der in 
Umlauf gebrachten Fake News erhöht werden. So können beispielsweise bestehende kor-
rekte Pressemeldungen als Grundlage verwendet und anschließend sprachlich verändert 
werden.99 Dadurch wirken Fake News glaubwürdiger, da sie an einen journalistischen 
Schreibstil angelehnt sind. Ebenso gibt es Technologien, z. B. künstliche Intelligenz, mit 
denen vollkommen automatisiert nach der Eingabe einiger Stichworte oder vorgegebener 
                                                 
99 Vgl. Fraunhofer FKIE (2019): Software für die automatisierte Erkennung von Fake News 
 
22 
 
Textbausteine ein Fake-News-Artikel verfasst werden kann.100 Mittels eines Algorith-
mus, der mit großen Mengen an Text aus dem Internet trainiert wurde, können sowohl 
korrekte Nachrichten als auch Fake News automatisiert generiert werden.100 Ähnlich 
funktioniert ,Grover‘, ein Tool zur automatisierten Fake-News-Generierung und die Er-
kennung automatisiert generierter Fake-News-Artikel. Damit können ebenfalls automati-
siert anhand vorgegebener Informationen und Wortbausteine (Fake-)News-Artikel er-
stellt werden.101 Diese Technologie soll dazu verwendet werden, automatisiert generierte 
Fake News besser verstehen und erkennen zu können, sie könnte aber auch missbraucht 
werden.  
Nicht nur Text kann benutzt werden, um Fake News zu verbreiten. Sie können auch in 
Form von Bild, Ton oder Video auftreten. So gibt es beispielsweise Ansätze, die Synthe-
tisierung von Text-zu-Sprache-Audio mittels neuraler Netzwerke zu verbessern.102 Mit-
hilfe von maschinellem Lernen gelingt es bei sogenannten ,Deepfakes‘, realistisch wir-
kende Videos oder Audiospuren von Personen zu erstellen, die darin beliebige und vom 
Ersteller ausgewählte Aussagen machen können.103 Software zur Erstellung von 
Deepfakes, z. B. das ,DeepFaceLab‘, ist im Internet frei verfügbar.104 Auch die Syntheti-
sierung von Bildern ist bereits in Ansätzen erforscht, so beispielsweise das automatisierte 
Umwandeln simpler Skizzen in farbige Bilder105 oder das Generieren von Bildern auf 
Basis detaillierter Textbeschreibungen.106 Es zeigt sich, dass sowohl Bild als auch Ton 
und Videos für Fake News missbraucht werden können. Dies ist aber aufwändiger als das 
alleinige Erstellen von Text. Daher ist davon auszugehen, dass Textformate den größten 
Anteil der produzierten Fake News ausmachen. 
 
                                                 
100 Vgl. Knight, W. (2019): An AI that writes convincing prose risks mass-producing fake news 
101 Vgl. Zellers, R. et al. (2019): Defending Against Neural Fake News, S.3ff. 
102 Vgl. Arik, S. et al. (2017): Deep Voice, S.1f.; vgl. Kalchbrenner, L. et al. (2018): Efficient Neural Audio 
Synthesis, S.1 
103 Vgl. Laaff, M. (2019): Hello, Adele – bist du's wirklich 
104 Vgl. Perov, I. et al. (2020): DeepFaceLab, S.1f. 
105 Vgl. Isola, P. et al. (2016): Image-to-Image Translation with Conditional Adversarial Networks, S.1f. 
106 Vgl. Zhang, H. et al. (2017): StackGAN, S.5908f. 
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5.2.2 Automatisierte Verbreitung 
Sind geeignete Fake News erstellt worden, müssen sie verbreitet werden, um mögliche 
Empfänger zu erreichen und wirksam zu sein. Die Verbreitung auf Social-Media-Platt-
formen wie Facebook oder Twitter kann auf verschiedene Arten erfolgen. Ein Post auf 
einer solchen Plattform kann entweder die Fake News selbst enthalten oder darauf ver-
linken. Sind die Falschnachrichten auf einer separaten Webseite zu finden, orientiert sich 
das Design der Fake-News-Webseite häufig an jenem seriöser Nachrichtenseiten.107 
Sollte eine Nachricht zu lang sein, um auf Social Media angemessen dargestellt werden 
zu können, kann mit einer Überschrift Neugier erzeugt und mit einem Link auf eine Web-
seite verwiesen werden. Mittels verkürzter URLs ist es möglich, die Identität einer Web-
seite zu verschleiern.108 Dadurch kann sie beispielsweise als seriöses Nachrichtenportal 
auftreten. Da der Fokus hier vor allem auf dem Social-Media-Bereich liegt, werden haupt-
sächlich Social-Media-interne Nachrichten betrachtet. Abgesehen von einer rein manuel-
len Verbreitung, bei der jede Nachricht von einem Menschen verfasst und verbreitet wird, 
können auch Algorithmen eingesetzt werden. Diese können genutzt werden, um automa-
tisiert Nachrichten auf Social-Media-Plattformen zu erstellen, diese zu verbreiten oder 
Interaktion zu simulieren. Während eine manuelle Verbreitung von Fake News prinzipiell 
denkbar ist, erscheint die Nutzung von zusätzlicher Technologie zur schnelleren, effizi-
enteren und intensiveren Verbreitung sinnvoll. Dafür werden in der Regel Social Bots 
verwendet.109 Das Wort ,Social‘ soll dabei die Imitation menschlichen Verhaltens aus-
drücken und stammt nicht von ,Social Media‘ ab110, auch wenn Bots dieser Art dort ver-
breitet sind. ,Bot‘ ist die Kurzform von ,Robot‘.111 Der Begriff ,Social Bot‘ kann grund-
sätzlich sowohl gutartige als auch bösartige Bots beschreiben.112 Diese Einordnung hängt 
von der jeweiligen Zielsetzung des Bots ab. Gutartige Bots können beispielsweise infor-
mieren und legitime Nachrichten posten, während bösartige Bots dazu genutzt werden 
können, Fake News zu verbreiten. Stieglitz et al. schlagen zusätzlich das Einführen einer 
,neutralen‘ Kategorie beispielsweise für humoristische Bots vor.113 In Abbildung 2 sind 
                                                 
107 Vgl. Ruddick, G. (2017): Experts sound alarm over news websites' fake news twins 
108 Vgl. Chhabra, S. et al. (2011): Phi.sh/$oCiaL, S.92 
109 Vgl. Hegelich, S. (2016): Invasion der Meinungs-Roboter, S.2  
110 Vgl. Akademische Gesellschaft (2018): How powerful are Social Bots, S.1 
111 Vgl. Howard, P. et al. (2018): Algorithms, bots, and political communication, S.82 
112 Vgl. Brachten, F. et al. (2018): Threat or Opportunity, S.3 
113 Vgl. Stieglitz, S. et al. (2017): Do Social Bots Dream of Electric Sheep, S.4f  
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die grundlegenden Kategorien von Social Bots mit zwei beispielhaften Aufgaben je Ka-
tegorie aufgeführt. 
 
Abbildung 2: Einordnung von Social Bots 
Laut einer Untersuchung waren 2019 für 62,8 % aller Webseitenaktivitäten Menschen, 
für 13,1 % gutartige Bots und für 24,1 % aller Webseitenaktivitäten sogenannte ,Bad 
Bots‘, also bösartige Bots, verantwortlich.114 Bösartige Social Bots können von Assis-
tenz-Bots, Trollen, Cyberangriffen und Spam-E-Mails bezüglich ihrer Zielsetzung abge-
grenzt werden.115 Während bösartige Social Bots durch den Versuch der Einflussnahme 
(E), einen implementierten Algorithmus (A) und das Vortäuschen menschlicher Identität 
(I) charakterisiert werden können, trifft dies auf die anderen Internetphänomene nicht zu. 
Assistenz-Bots können beispielsweise lediglich mit Aspekt A, Trolle mit E, Cyberan-
griffe mit der Kombination EA und Spam-E-Mails mit AI charakterisiert werden. Die 
technischen Grundlagen dieser Phänomene sind ähnlich. 
Generell sind Social Bots Computerprogramme, die abhängig von ihrer Funktion, ihrer 
Fähigkeit und ihrem Design in ihrer Größe variieren und auf Social-Media-Plattformen 
eingesetzt werden können, um verschiedene Aufgaben auszuführen.116 Dabei simulieren 
sie menschliches Verhalten und können dafür künstliche Intelligenz, Big-Data-Analysen, 
Datenbanken und andere Programme verwenden.116 Die Qualität von Social Bots kann 
                                                 
114 Vgl. Roberts, E. (2020): Bad Bot Report 2020 
115 Vgl. Kind, S. et al. (2017): Social Bots, S.4 
116 Vgl. Office of Cyber and Infrastructure Analysis (2018): Social Media Bots Overview 
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unterschiedlich sein. Während einfache Bots beispielsweise lediglich Schlüsselwörter er-
kennen oder Inhalte aus dem Internet posten oder retweeten, gelingt es komplexeren Bots, 
Nachrichten zu analysieren und Unterhaltungen zu führen.115 Ein Großteil der Social Bots 
ist eher simpel115 und existiert zu unterstützenden Zwecken oder bietet eingeschränkt au-
tomatisierte Module.117 Social Bots sind bisher nicht weithin verfügbar und bieten zu-
meist lediglich einfache Funktionen wie Liken, Teilen oder Folgen.118 In einer Untersu-
chung von Assenmacher et al. war der Großteil des verfügbaren Codes für Social Bots 
für Telegram, Twitter, Facebook und Reddit konzipiert.118 Vor allem komplexere Social 
Bots können Konversationen führen und wie menschliche Nutzer wirken. 
Bots können oftmals gegen Bezahlung in großer Stückzahl erworben oder auch selbst 
programmiert werden. Die dazugehörigen Accounts können ebenfalls online gekauft wer-
den.119 Die Urheber dieser Verbreitung sind häufig schwierig oder nicht nachverfolg-
bar.115 
Ein vollständig automatisiertes Betreiben eines Social Bots ohne menschliche Interaktion 
auf Social Media wird als ,Automated Social Media Bot‘ und eine zusätzliche Unterstüt-
zung mit menschlicher Interaktion als ,Semi-automated Social Media Bot‘ bezeichnet.116 
Alternativ findet sich für eine vollständige Automatisierung der Begriff ,Bot‘ und für eine 
teilweise Automatisierung mit menschlicher Interaktion die Bezeichnung ,Cyborg‘.120 
Der Zugriff von Social Bots auf Social-Media-Plattformen erfolgt von einem Server 
aus121 über Application-Programming-Interfaces (API).122 Umso einfacher der Zugriff 
auf ein API gestaltet ist, desto mehr Bots sind auf einer Plattform zu erwarten. Das führt 
dazu, dass auf Social-Media-Plattformen wie Twitter oder Instagram mehr Bots einge-
setzt werden als beispielsweise auf Facebook.119 
Social Bots haben auf Social Media verschiedene klassische Verhaltensmuster bzw. Auf-
gaben. So werden sie unter anderem für das Erhöhen der Popularität von Inhalten genutzt, 
z. B. indem Posts oder Accounts geliked, diesen gefolgt oder sie weiterverbreitet wer-
den.116 Auf die gleiche Weise können Hashtags bzw. bestimmte Themen populär gemacht 
oder auch bereits populäre Hashtags für die eigene Reichweite genutzt werden. Andere 
                                                 
117 Vgl. Assenmacher, D. et al. (2020): Demystifying Social Bots, S.1 
118 Vgl. Assenmacher, D. et al. (2020): Demystifying Social Bots, S.5f 
119 Vgl. Hegelich, S. (2016): Invasion der Meinungs-Roboter, S.2f. 
120 Vgl. Chu, Z. et al. (2012): Detecting Automation of Twitter Accounts, S.811 
121 Vgl. Howard, P. et al. (2018): Algorithms, bots, and political communication, S.85 
122 Vgl. Kind, S. et al. (2017): Social Bots, S.6 
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Nutzer werden kontaktiert oder es wird, um die Reichweite zu vergrößern, ein Netzwerk 
(mit möglichst populären menschlichen Nutzern darin) aufgebaut.123 Auch das Kopieren 
von Identitäten echter Personen ist möglich, z. B. mittels eines ähnlichen Namens, ko-
pierter Bilder und durch das Kopieren des Verhaltens der Person durch Interaktion mit 
deren Freunden und die Imitation des Postingverhaltens.123 Durch ihr Auftreten, z. B. mit 
Profilbild (automatisiert bezogen aus dem Internet)123, Beschreibung, realistischen Pos-
tings und ohne besondere Kennzeichnung, können Social Bots häufig schwer von 
menschlichen Nutzern unterschieden werden.115 Da sie durch ihre Täuschung das öffent-
liche Stimmungsbild verzerren können, werden sie auch als ,Influence-Bots‘ bezeich-
net.124 Selbst ein ungeordneter massenhafter Einsatz von Bots (z. B. durch Teilen auf Fa-
cebook oder Hashtags auf Twitter) kann die Wahrnehmung von Plattformalgorithmen für 
aktuell beliebte Inhalte manipuliert werden, die dann zahlreichen Nutzern angezeigt wer-
den.125  
Um funktionieren zu können, sind Social Bots auf eine gewisse technische Infrastruktur 
angewiesen. Diese besteht in der Regel aus einer Kombination aus einem Profil auf einer 
Social-Media-Plattform, technischen Möglichkeiten zur Automatisierung des Account-
verhaltens durch das API oder anderen Interaktionsmöglichkeiten und Algorithmen als 
Grundlage.126 Um mit Menschen kommunizieren zu können, werden bei Social Bots 
Technologien eingesetzt, die auch bei klassischen Chatbots zu finden sind. Der Begriff 
,Chatbot‘ setzt sich aus ,Chat‘ und ,Robot‘ zusammen und bezeichnet ein automatisiertes 
Onlinekommunikationssystem.127 Durch diese Kommunikationsmöglichkeit verbessern 
sich die Täuschungsmöglichkeiten eines Social Bots. Naheliegend ist dabei die Konver-
sation mit Menschen, allerdings können auch einfachere Aufgaben, z. B. das Weiterver-
breiten existierender Posts, durchgeführt werden. Chatbots bestehen aus drei Komponen-
ten: Responder, Classifier und Graphmaster.128 Während der Responder das Interface 
zwischen Nutzer und Bot darstellt, wandelt der Classifier den erhaltenen Input so um, 
dass der Bot ihn verarbeiten kann. Der Graphmaster ist für die Speicherung und Sortie-
rung von Informationen zuständig.128 Die Generierung von Output auf Basis des Inputs 
                                                 
123 Vgl. Ferrara, E. et al. (2016): The Rise of Social Bots, S.99f. 
124 Vgl. Subrahmanian, V. et al. (2016): The DARPA Twitter Bot Challenge, S.38 
125 Vgl. Hegelich, S. (2016): Invasion der Meinungs-Roboter, S.4 
126 Vgl. Assenmacher, D. et al. (2020): Demystifying Social Bots, S.2 
127 Vgl. Luber, S. und Litzel, N. (2018): Was ist ein Chatbot 
128 Vgl. Abdul-Kader, S. und Woods, J. (2015): Survey on Chatbot Design Techniques, S.73 
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findet im Responder statt, entweder durch eigenständige Generierung oder mittels einer 
Abfrage aus einer Datenbank.129 Generiert er Output, wird ein Chatbot für gewöhnlich 
mit Texten, z. B. von einer bestimmten Person oder aus einem Buch, trainiert.130 Eine 
Generalisierung gelingt damit aber häufig nicht, sondern der Stil des Originalautors wird 
imitiert.130 Assenmacher et al. Schätzen die Entwicklung von Social Bots mit einfachen 
(Folgen, Liken, Teilen) und anspruchsvolleren Aufgaben (das Simulieren menschlichen 
Verhaltens ohne Interaktion mit anderen Menschen) als realisierbar ein. Ein Social Bot, 
der glaubwürdige Unterhaltungen mit Menschen führt, scheint aber noch nicht existent 
zu sein.130 Der technologische Fortschritt sei noch nicht weit genug vorangeschritten, um 
wirklich intelligente Bots zu realisieren. 
Mehrere Bots können in Botnetzen Social-Media-Plattformen infiltrieren, um beispiels-
weise die Reichweite von Inhalten zu erhöhen oder Nutzerdaten zu sammeln.131 Damit 
soll ein menschliches Freundenetzwerk simuliert werden.132 Der Begriff ,Botnetz‘ ist eine 
Kombination aus ,Robot‘ und ,Netzwerk‘ und beschreibt Algorithmen, die über mehrere 
Geräte hinweg kommunizieren, um eine Aufgabe zu erledigen.133 Diese Netze können 
lange inaktiv sein, bis sie eingesetzt werden. Sie werden häufig von einem zentralen Ver-
walter (,Botherder‘) mittels eines Steuerungstools (,Botmaster‘) gesteuert.134 Um Anti-
Bot-Algorithmen von Plattformen wie z. B. Facebook nicht aufzufallen, integrieren sich 
die Bots zu Beginn ähnlich wie ein neuer Nutzer, der sich nach und nach vernetzt.134 In 
einer Studie mit 120 automatisierten Social Bots auf Twitter hatte die Plattform nach ei-
nem Monat lediglich 31 % identifiziert und entfernt.135 Dies betraf vor allem die zuletzt 
angelegten Bots. Simulieren Bots zusätzlich noch menschliches Verhalten, indem sie bei-
spielsweise Pausen machen oder ihre Nachrichten jeweils anpassen136, kann eine Entde-
ckung noch erschwert werden. Die Nachrichten eines Bots erscheinen aufgrund seiner 
falschen menschlichen Identität als glaubwürdiger. Sicherheitsmaßnahmen wie Captchas 
können umgangen werden, indem verschiedene Maßnahmen ergriffen werden. Mit Tech-
                                                 
129 Vgl. Assenmacher, D. et al. (2020): Demystifying Social Bots, S.4 
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nologien wie Machine Learning oder Buchstabenerkennung, dem Einsatz von menschli-
chen Nutzern (etwa durch Bezahlung oder Täuschen anderer Plattformnutzer) oder der 
direkten Bekämpfung der Sicherheitsmaßnahmen (z. B. durch Wiederbenutzung bereits 
existierender Session-IDs oder durch das Lösen von Hashes) ist dies möglich.137 Ein sol-
ches Botnetz kann auch dazu genutzt werden, Gemeinschaften im Internet (Communities) 
zu infiltrieren und im Laufe der Zeit Vertrauen aufzubauen, das im Anschluss genutzt 
werden kann, um beispielsweise an Informationen zu gelangen, Meinungen zu beeinflus-
sen oder die Nutzer zu Handlungen aufzurufen.137 Das Folgen von Nutzern einer gemein-
samen Interessensgruppe ist ein vielversprechenderer Ansatz als die zufällige Auswahl 
von Nutzern.138 Ist eine Community infiltriert, können zahlreiche menschliche Nutzer an-
gegriffen werden. Umso mehr gemeinsame Freunde ein Social Bot mit einem Nutzer hat, 
desto höher ist die Wahrscheinlichkeit, dass der menschliche Nutzer eine Freundschafts-
anfrage des Social Bots annimmt.139 Ebenso ist die Wahrscheinlichkeit höher, dass ein 
menschlicher Nutzer die Freundschaftsanfrage eines fremden Social Bots akzeptiert, 
wenn der Nutzer bereits zahlreiche Freunde auf der Plattform hat.139 Social Bots mit ei-
nem hohen Aktivitätslevel erreichen dabei häufig eine größere Popularität als weniger 
aktive Bots.140 Bei einer Untersuchung von Stieglitz et al. generierten Bots neue Follower 
mit jedem zweiten Tweet.141 Darin kann ein möglicher Grund für hohe Botaktivitäten 
liegen. Da Nutzer Nachrichten von Accounts in ihrem Netzwerk bezüglich der Glaub-
würdigkeit weniger anzweifeln, besonders, wenn sie dem Account folgen oder dieser sich 
anderweitig bereits in ihrem Netzwerk befindet, können Fake News einfacher verbreitet 
werden.142 
Durch die Nutzung von Machine Learning ist es möglich, automatisiert für eine große 
Menge an Nutzern den ,optimalen‘ Social Bot zu erstellen, der die Wahrscheinlichkeit 
der Interaktion erhöht. Seymour und Tully gelang es 2016 auf Twitter, eine automatisierte 
Spear-Phishing-Attacke, also den gezielten Angriff auf einen einzelnen Nutzer (durch 
Analyse von Nachrichten, Retweets und Follows), in großem Umfang durchzuführen.143 
Durch unterschiedliche Inhalte und Postingzeiten, abgestimmt auf den jeweiligen Nutzer, 
                                                 
137 Vgl. Boshmaf, Y. (2013): Design and Analysis of a Social Botnet, S.558f. 
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konnte so die Wahrscheinlichkeit einer Entdeckung durch Twitter vermindert werden. 
Der Erfolg des Spear-Phishings wurde dabei daran gemessen, ob der angesprochene Nut-
zer auf einen beigefügten Link klickte. Im Gegensatz zu klassischen Phishing-Attacken 
mit Erfolgsquoten von 5–14 % klickten bei diesem automatisierten Ansatz zwischen 
33 % und 60 % der Nutzer den Link an.144 Abgesehen von Spear-Phishing ist auch die 
automatisierte Generierung von für einen Nutzer besonders glaubwürdigen Fake News 
denkbar. Allein durch das Liken und Teilen von Informationen können Social Bots Fake 
News in großem Ausmaß verbreiten.145 
Es zeigt sich, dass Social Bots, vor allem auch vernetzt in Botnetzen, Erstellern die Mög-
lichkeit bieten, Fake News insbesondere auf Social Media effektiv zu verbreiten. Um die-
ser Verbreitung entgegenzuwirken, existieren verschiedene Erkennungsansätze im 
Social-Media-Bereich. Da bei der Erstellung von Fake News Automatisierung genutzt 
wird, sollte diese für die Erkennung ebenfalls bedacht werden. 
  
                                                 
144 Vgl. Seymour, J. und Tully, P. (2016): Weaponizing Data Science for Social Engineering, S.7 
145 Vgl. Lazer, D. et al. (2018): The science of fake news, S.1095 
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6 Erkennung von Fake News in Social Media 
Bereits Menschen fällt es teilweise schwer, Fake News korrekt zu identifizieren. Eine 
automatisierte Unterstützung kann hilfreich sein, um große Mengen an Nachrichten, die 
eventuell automatisiert in Umlauf gebracht werden, zeitnah zu sichten und einzuord-
nen.146 Problematisch ist, dass Informationen nicht nur vollständig richtig oder vollstän-
dig falsch sein können, sondern auch in einem Bereich dazwischen liegen können. Der 
Übergang zwischen Fake News und ähnlichen Formaten wie Satire147 kann ebenfalls flie-
ßend sein. Ebenso kann es sich um eine Meinung handeln, die nicht objektiv überprüfbar 
ist.148 Die Automatisierung des Prüfungsvorgangs ist somit eine Herausforderung. Nicht 
nur eine vollständige Automatisierung ist denkbar, sondern auch die Unterstützung 
menschlicher Prüfer durch diese.146 Die Kernelemente einer automatisierten Faktenprü-
fung sind nach Graves zunächst die Identifikation überprüfbarer Inhalte, anschließend 
deren Verifizierung mittels Faktenüberprüfungen und schließlich die darauffolgende Kor-
rektur.146 
Um diesen Prozess und seine Ergebnisse zugänglicher zu machen, existieren bereits vor-
gefertigte Tools bzw. Ideen. Um Privatpersonen die Nutzung eines Tools zur Faktenprü-
fung zu ermöglichen, schlagen Aldwairi und Alwahedi vor, eine herunterladbare Soft-
ware bereitzustellen, die Suchergebnisse prüft und filtert, bevor diese dem Nutzer ange-
zeigt werden.149 Die Anzeige der Ergebnisse von Faktenüberprüfungen mittels einer App 
ist auch denkbar146, ebenso der Einsatz von Browsererweiterungen. Für die Plattform 
Twitter existiert eine Browsererweiterung namens ,TweetCred‘, die anhand der durch ei-
nen Post verfügbaren Daten die Glaubwürdigkeit einer Nachricht einschätzt.150 Damit 
andere Nutzer davon erfahren, wenn Fake News festgestellt wurden, ist neben einer klas-
sischen Gegendarstellung als zusätzliche Nachricht oder Kommentar ebenso die Einfüh-
rung weiterer Darstellungsmaßnahmen denkbar: beispielsweise Widgets, die den Nutzer 
informieren, oder direkte Einblendungen und Verweise auf Faktenchecks unter den Su-
chergebnissen von Google.151 
                                                 
146 Vgl. Graves, L. (2018): Understanding the Promise and Limits, S.2ff. 
147 Vgl. Horne, B. und Adali, S. (2017): This Just In, S.6 
148 Vgl. Hassan, N. et al. (2015): The Quest to Automate Fact-Checking, S.3 
149 Vgl. Aldwairi, M. und Alwahedi, A. (2018): Detecting Fake News in Social Media Networks, S.216; 
vgl. Graves, L. (2018): Understanding the Promise and Limits, S.5 
150 Vgl. Gupta, A. et al. (2014): TweetCred, S.228f. 
151 Vgl. Adair, B. et al. (2017): Progress Toward „the Holy Grail“, S.3f. 
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Da Ergebnisse dieser Art erst präsentiert werden können, wenn sie vorliegen, müssen 
Nachrichten auf ihre Korrektheit geprüft werden. Häufig haben sich unabhängige Perso-
nen oder Personengruppen bereits zum Ziel gesetzt, die aktuelle Berichterstattung zu 
überprüfen und Fake News aufzudecken, auch automatisiert. Jedoch kann nicht nur durch 
externe Personen eine Überprüfung erfolgen. Auch Social-Media-Plattformen selbst 
(z. B. Facebook oder Twitter) geben an, gegen Fake News vorzugehen, stellen aber keine 
konkreten Maßnahmen vor, wie die Erkennung vorgenommen werden soll.152 Es werden 
dabei verschiedene Systeme eingesetzt, die unterschiedliche Erkennungsansätze nutzen 
können. In der Regel basieren Systeme zur automatisierten Fake-News-Erkennung auf 
Machine Learning153, Deep Learning154 oder regelbasierten Methoden155. Da Deep Lear-
ning für gewöhnlich eine größere Anzahl an wahren Nachrichten und Fake News zu ei-
nem Thema als Datengrundlage voraussetzt, auf die zumeist schwer zurückgegriffen wer-
den kann, werden häufig auch Machine Learning-Methoden verwendet, wobei dabei we-
niger Nachrichten benötigt werden, im Gegenzug aber die zu analysierenden Merkmale 
vorgegeben werden.156 
Eine Herausforderung ist es oftmals, eine ausreichend große Datenbasis für das Training 
eines Algorithmus zu erhalten, da sowohl zahlreiche wahre Nachrichten als auch Fake 
News benötigt werden.156 Eine Datenbasis, auf der ein Algorithmus aufbauen kann, kann 
z. B. eine Kombination aus klassifizierten Fake News und wahren Nachrichten sein, also 
eine Bibliothek bereits durchgeführter Faktenchecks.146 Damit andere Forscher auf diese 
zurückgreifen können, werden klassifizierte Texte als Datenbasis von verschiedenen 
Quellen bereitgestellt.157 Grundlegend werden dabei für die Datenbasis entweder tatsäch-
lich existierende Artikel verwendet und mit einem Label versehen157, korrekte Nachrich-
ten eigenständig so umgewandelt, dass dabei Fake News entstehen158, oder vollständig 
fiktive Texte erstellt.159 Eine unzureichende Datenbasis kann zu dürftigen Ergebnissen 
                                                 
152 Vgl. Weedon, J. et al. (2017): Information Operations and Facebook, S.5; vgl. Roth, Y. und Pickles, N. 
(2020): Updating our approach to misleading information 
153 Vgl. Reis, J. et al. (2019): Supervised Learning for Fake News Detection, S.78f.; vgl. Yang, S. et al. 
(2019): Unsupervised Fake News Detection on Social Media, S.5644ff. 
154 Vgl. Popat, K. et al. (2018): DeClarE, S.1ff.; vgl. Yang, Y. et al. (2018): TI-CNN, S.1ff.; vgl. Ruchansky, 
N. et al. (2017): CSI, S.797ff. 
155 Vgl. Feng, S. (2012): Syntactic stylometry for deception detection, S.171ff. 
156 Vgl. Hen, J. (2020): Automatisierte Wahrheitssuche 
157 Vgl. Wang,W. (2017): „Liar, Liar Pants on Fire“, S.1; vgl. Reis, J. et al. (2019): Supervised Learning 
for Fake News Detection, S.77 
158 Vgl. Pérez-Rosas, V. et al. (2018): Automatic Detection of Fake News, S.3393 
159 Vgl. Zellers, R. et al. (2019): Defending Against Neural Fake News, S.3ff. 
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bezüglich der Genauigkeit der Klassifikation führen.160 Dabei sollte darauf geachtet wer-
den, dass auch bekannte Fake-News-Quellen wahre Nachrichten oder Quellen wahrer 
Nachrichten Fake News veröffentlichen können. Dies sollte die Datenbasis nicht verun-
reinigen.160 
Um Fake News automatisiert zu bekämpfen, existieren unterschiedliche Ansätze. Da eine 
Nachricht in der Regel über Inhalt und eine Quelle verfügt und andere Personen auf diese 
reagieren, können aus drei verschiedenen Bereichen Rückschlüsse darauf gezogen wer-
den, ob es sich bei einer Nachricht um Fake News handelt oder nicht. Der erste Ansatz 
ist es, den Text der Nachricht zu analysieren. Dabei besteht die Möglichkeit, Aussagen 
im Text auf ihre Korrektheit zu überprüfen oder den benutzten Schreibstil zu untersuchen. 
Ein zweiter Ansatz besteht darin, die Quelle zu überprüfen, die die Nachricht veröffent-
licht hat. Die Quelle muss dabei nicht zwingend die Nachricht erstellt haben. Der dritte 
Ansatz ist es, die Reaktion anderer Nutzer auf eine Nachricht zu analysieren, um Rück-
schlüsse auf die Korrektheit des Inhalts ziehen zu können. Es wird also die Umgebung 
der Nachricht und teilweise auch jene der Quelle betrachtet. Wie in Abbildung 3 darge-
stellt ist, wird bei Betrachtung des Inhalts einer Nachricht der eigentliche Kern dieser 
analysiert, während die Überprüfung der Quelle oder der Umgebung sich von der eigent-
lichen Nachricht entfernt und daher indirekter ist. 
 
Abbildung 3: Betrachtung von Inhalt, Quelle oder Umgebung 
Der Ansatz der Quellenbetrachtung umschließt die einzelne Nachricht, aber auch andere 
Faktoren in Bezug auf die veröffentlichende Quelle. Noch weiter greift die Herangehens-
weise der Umgebungsbetrachtung. Dabei wird das Umfeld von Nachricht und Quelle be-
trachtet. Es können dabei auch andere Nutzer, nicht nur die Quelle, einbezogen werden. 
                                                 
160 Vgl. Kapusta, J. und Obonya, J. (2020): Improvement of Misleading and Fake News Classification, S.8 
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Eine Kombination von Ansätzen ist ebenso möglich. Im Folgenden sollen die drei An-
sätze detaillierter beschrieben und im Anschluss daran auf Kombinationen davon einge-
gangen werden. 
6.1 Betrachtung des Inhalts 
Hinsichtlich der inhaltlichen Merkmale einer Nachricht werden hauptsächlich die Über-
schrift und der Textkörper betrachtet, aber auch weitere Elemente, etwa Bilder oder Vi-
deos, können einbezogen werden.161 
Während bisher beispielsweise eine direkte automatisierte Überprüfung des Inhalts von 
Bildern lediglich schwierig möglich war, können Rückschlüsse auf den Wahrheitsgehalt 
durch Informationen aus dem Umfeld oder dem Begleittext gezogen werden.162 Durch 
die Einbeziehung weiterer statistischer und visueller Merkmale kann auch in diesem Be-
reich das Bild an sich berücksichtigt werden. So gehen z. B. Jin et al. davon aus, dass eine 
Menge von Bildern zu einem realen Geschehnis heterogener ist als eine Menge von Bil-
dern zu Fake News.163 Ebenso konnten in einer Untersuchung von Yang et al. über die 
vorliegende Auflösung eines Bildes und die Anzahl der darauf sichtbaren Gesichter 
Rückschlüsse gezogen werden.164 Bilder, die mit Fake News in Verbindung gebracht wer-
den konnten, enthielten dabei durchschnittlich weniger Gesichter und hatten eine gerin-
gere Auflösung. Da das Erstellen gefälschter Bilder allerdings einen größeren Aufwand 
darstellt und automatisiert schwieriger umsetzbar ist als das Erstellen von textuellen Fake 
News, ist davon auszugehen, dass die größte Menge an Fake News in Social Media durch 
Text mitgeteilt wird. 
Sind externe Links an die Nachricht angehängt, können diese ebenfalls einen Hinweis auf 
die automatisierte Verbreitung von Nachrichten und damit auf Fake News geben. So ist 
die Ratio von externen Links in Nachrichten und der Gesamtzahl der Nachrichten bei 
Bots höher als bei Menschen.165 
                                                 
161 Vgl. Shu, K. et al. (2017): Fake News Detection on Social Media, S.5f. 
162 Vgl. Gupta, A. et al. (2013): Faking Sandy, S.733 
163 Vgl. Jin, Z. et al. (2017): Novel Visual and Statistical Image Features, S.599ff. 
164 Vgl. Yang, Y. et al. (2018): TI-CNN, S.4 
165 Vgl. Chu, Z. et al. (2012): Detecting Automation of Twitter Accounts, S.820 
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Grundlegend beschäftigt sich der Ansatz, den Text der Nachricht auf Fehler und Fäl-
schungen zu überprüfen, mit den Aussagen an sich oder mit dem Schreibstil. 
6.1.1 Überprüfung des Inhalts von Aussagen 
Die Überprüfung der Aussagen einer Nachricht ist naheliegend, da dadurch der Wahr-
heitsgehalt direkt kontrolliert werden kann. 
Neben der Vorlage bei menschlichen Prüfern gibt es Ansätze der automatisierten Kon-
trolle. Um den Wahrheitsgehalt eines Textes zu prüfen, müssen zunächst prüfbare Aus-
sagen identifiziert werden. Dafür existiert beispielsweise das Tool ,ClaimBuster‘ von A-
dair, B. et al.166 Damit wird ein bereitgestellter Text durchsucht und die Sätze darin nach 
deren Überprüfungsnotwendigkeit gewichtet. Damit dies möglich ist, wurde ein Algo-
rithmus mit einer großen Anzahl von von Menschen klassifizierten Sätzen trainiert. Sub-
jektiv oder meinungsbezogen formulierte Sätze werden niedrig gewichtet und weisen da-
her eine geringere Notwendigkeit zur Überprüfung auf. Die Behauptung von Fakten er-
hält hingegen ein eher hohes Gewicht. 167 Eine Herausforderung bei der automatisierten 
Prüfung von Aussagen ist es, zu unterscheiden, ob die Überprüfung einer Aussage für die 
Öffentlichkeit relevant ist.168 Einen Hinweis, ob eine Nachricht besonders überprüfungs-
würdig ist oder nicht, kann eine Überprüfung der innerhalb dieser Nachricht dargestellten 
Haltung (Stance-Detection) liefern, indem abgeglichen wird, ob innerhalb einer Nach-
richt Widersprüche vorhanden sind, z. B. zwischen der Überschrift und dem tatsächlichen 
Inhalt des Textkörpers.169 
Sind überprüfungswürdige Aussagen identifiziert worden, kann die Korrektheit des In-
halts kontrolliert werden. Dabei besteht die Möglichkeit, expertenorientiert, Crowdsour-
cing-orientiert oder automatisiert vorzugehen.161 Für eine expertenortientierte Bewertung 
werden menschliche Experten herangezogen, die manuell den Wahrheitsgehalt einer 
Nachricht bewerten. Diese Methode ist aufgrund der Bindung an bestimmte Experten 
langsam und zeitaufwändig. In Projekten wie PolitiFact170oder Snopes171 wird auf diese 
                                                 
166 Vgl. Adair, B. et al. (2017): Progress Toward „the Holy Grail“, S.1f. 
167 Vgl. Hassan, N. et al. (2017): ClaimBuster, S.1945f. 
168 Vgl. Hassan, N. et al. (2015): The Quest to Automate Fact-Checking, S.3 
169 Vgl. Hanselowski, A. et al. (2018): A Retrospective Analysis of the Fake News Challenge, S.1f. 
170 Vgl. Holan, A. (2018): The Principles of the Truth-O-Meter 
171 Vgl. Snopes (2020): Snopes.com follows all industry guidelines for transparency in reporting 
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Weise vorgegangen. Die Einbeziehung von zahlreichen anderen Nutzern (Crowdsour-
cing), die keinen Expertenstatus haben, ist ebenfalls eine Möglichkeit, mögliche Fake 
News zu überprüfen. Aus allen getätigten Bewertungen wird der durchschnittlich von den 
Nutzern angegebene Wahrheitsgehalt berechnet und für andere Nutzer angezeigt. Ein 
Beispiel für ein solches Vorgehen ist Fiskkit.172 Dabei kann die Vorlage bei einem Men-
schen auch mit einer vorhergehenden automatisierten Datenaufbereitung einhergehen. Es 
kann notwendig sein, die Aussagen so umzuformen, dass sie einfacher zu prüfen sind.166 
Damit sind sie im Anschluss geeigneter, von weiteren Systemen verarbeitet zu werden. 
ClaimBuster benutzt den Ansatz, Fragen umzuformulieren und an Systeme, die dafür ge-
eignet sind, Fragen zu beantworten (z. B. Wolfram Alpha und Google), zu schicken. Um-
gebende Sätze in Texten dieser Systeme werden als Kontext miteinbezogen und anschlie-
ßend dem Nutzer vorgelegt.167 Um eine vollständige Automatisierung zu erreichen, 
müsste das Ergebnis anschließend automatisiert weiterverarbeitet werden. Zu überprü-
fende Aussagen können automatisiert mittels einer Suche im Internet173 oder einer Da-
tenbank, die vergangene Faktenchecks174 enthält, überprüft werden. Sind Links in einer 
Nachricht enthalten, können die dahinterliegenden Webseiten mit Blacklists geprüft wer-
den.165 
Die Nutzung eines ,Knowledge-Graphs‘ kann die automatisierte, inhaltliche Websuche 
vereinfachen. Wie sehr eine Aussage unterstützt werden kann, wird approximiert, indem 
der Verbindungsweg der Knoten einer Aussage auf einem Graphen nachvollzogen wird. 
Die Subjekte und Objekte eines Satzes sind die Knoten, während die Prädikate die Ver-
bindungswege bilden.175 Dadurch können alle Subjekte und Objekte zahlreicher Aussa-
gen in einem Knowledge-Graph-Netzwerk miteinander verbunden werden. Ein Netzwerk 
wird beispielsweise durch das Auslesen zahlreicher Infoboxen aus Wikipedia, also von 
öffentlich zugänglichen Quellen, aufgebaut. Gibt es eine neue überprüfbare Aussage, 
wird der zugehörige Pfad im Netzwerk gesucht. Ist eine solche Verbindung bereits vor-
handen oder ist sie durch kurze Wege zwischen den Knoten erreichbar, wird eine Aussage 
als wahr eingeschätzt. Weniger spezifische Subjekte bzw. Objekte (z. B. ,Deutschland‘) 
                                                 
172 Vgl. Fiskkit (2020): What is "Fisking" 
173 Vgl. Popat, K. et al. (2018): DeClarE, S.1ff. 
174 Vgl. Full Fact (2020): Automated Fact Checking 
175 Vgl. Ciampaglia, G. et al. (2015): Computational Fact Checking from Knowledge Networks, S.2f. 
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unterstützen eine Aussage dabei weniger als spezifischere (z. B. ,Friedrich-Schiller-Uni-
versität Jena‘).175 Eine weitere mögliche Nutzung von Knowledge-Graphen zur automa-
tisierten Überprüfung von Inhalten schlagen Shi und Weninger vor.176 Aussagen werden 
Entitäten zugeordnet (z. B. ,Jena‘ der Entität ,Stadt‘). Auch hier werden Sätze nach Sub-
jekt, Prädikat und Objekt aufgeteilt. Indem ein anderer Pfad mittels alternativer Entitäts-
paare im Netzwerk gesucht wird, wird versucht, festzustellen, ob eine Aussage der Wahr-
heit entspricht.176 
Eine Schwierigkeit bleibt die Überprüfung von Aussagen, die nicht eindeutig falsch oder 
korrekt sind, sondern beispielsweise Halbwahrheiten enthalten177 oder über keine simple 
Satzstruktur verfügen.176 Daher kommt die rein automatisierte Überprüfung vor allem bei 
zahlenbasierten Aussagen zum Einsatz, die Überprüfung von anderen Arten von Aussa-
gen bleibt eine Herausforderung.166 Selbst wenn die Aussage einer Nachricht an sich kor-
rekt ist, so bedeutet das nicht, dass die Daten nicht so ausgewählt bzw. in einen solchen 
Kontext gesetzt wurden, dass sie bewusst vage sind und missinterpretiert werden kön-
nen.178 Wu et al. versuchen dieses Problem automatisiert zu lösen, indem Aussagen als 
Parameter wahrgenommen werden. Werden diese Parameter anschließend verändert und 
in veränderter Form erneut geprüft, soll ihre ,Robustheit‘ festgestellt werden. Eine schwa-
che Robustheit weisen Aussagen auf, die nach einer kleinen Veränderung ihrer Parameter 
lediglich schwächere oder gegenteilige Schlussfolgerungen zulassen.178 Die Aussagen ei-
ner Nachricht werden also in eine mathematische Funktion überführt.179 Bei besonders 
komplex oder unüblich formulierten Aussagen kann dies eine Herausforderung sein. 
Nahezu alle vollständig automatisierten Prüfungsansätze stoßen an ihre Grenzen, wenn 
externe Quellen zur Überprüfung der Korrektheit einer Aussage nicht verfügbar sind.180 
  
                                                 
176 Vgl. Shi, B. und Weninger, T. (2016): Fact Checking in Heterogeneous Information Networks, S.101f. 
177 Vgl. Graves, L. (2018): Understanding the Promise and Limits, S.5 
178 Vgl. Wu, Y. et al. (2014): Toward computational fact-checking, S.589f. 
179 Vgl. Wu, Y. et al. (2014): iCheck, S.1063f. 
180 Vgl. Pérez-Rosas, V. et al. (2018): Automatic Detection of Fake News, S.3392 
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6.1.2 Überprüfung der Formulierung von Aussagen 
Eine Untersuchung der Formulierung, ohne die Aussagen inhaltlich zu überprüfen, kann 
ebenfalls Aufschluss über den voraussichtlichen Wahrheitsgehalt einer Nachricht geben. 
Vor allem werden dabei stilistische, komplexitätsbezogene und psychologische Aspekte 
betrachtet. Sowohl von Menschen als auch maschinell verfasste Fake News weisen Be-
sonderheiten auf, die die Erkennung erleichtern. Eine grundlegende Klassifikation, ob 
eine Nachricht von Menschen oder Maschinen verfasst wurde181, kann auf Aussagen auf-
merksam machen, die einer genaueren Betrachtung unterzogen werden sollten. Dies führt 
aber prinzipiell noch zu keinem Urteil darüber, ob es sich um Fake News oder wahre 
Nachrichten handelt. 
In der Literatur existieren verschiedene Kategorien hinsichtlich auf die Formulierung be-
zogener Auswertungsmöglichkeiten: lexikalische (wortbezogene), syntaktische und be-
reichsbezogene (in Falle von Nachrichten auf den journalistischen Bereich bezogene)182, 
komplexitätsbezogene und psychologische Faktoren.183 In manchen Untersuchungen 
werden lexikalische, syntaktische und bereichsbezogene Kategorien nicht getrennt be-
handelt, sondern zusammengefasst als stilistische Faktoren bezeichnet.183 
Die Untersuchung von stilistischen Merkmalen beschäftigt sich mit der Frage, ob bei-
spielsweise bestimmte Wörter wie Negationen, informale Sprache und Fragewörter, 
ebenso wie weitere Merkmale (etwa Zitate oder Punktsetzung) verwendet werden.183 
Sprache, die auf Täuschungsversuche hinweist, oder auch das Maß an Subjektivität in 
einem Text können einbezogen werden.184 Eine genauere Aufschlüsselung in lexikali-
sche, syntaktische und bereichsbezogene Faktoren ist möglich. Die lexikalische Betrach-
tung kann auf dem Satz-, Wort- oder Zeichenlevel erfolgen.182 Mit dem ,Bag-of-Words‘-
Ansatz wird jedes Wort einzeln betrachtet.185 Dabei wird beispielsweise die Häufigkeit 
des Vorkommens einzelner Begriffe analysiert. Mit dieser Betrachtung bleiben Zusam-
menhänge und der Kontext unerschlossen. Dabei können beispielsweise die Anzahl aller 
Wörter, die durchschnittliche Anzahl der Buchstaben pro Wort sowie die Anzahl langer 
oder unüblicher Wörter herangezogen werden. Die syntaktische Betrachtung von Sätzen 
                                                 
181 Vgl. Zellers, R. et al. (2019): Defending Against Neural Fake News, S.6f. 
182 Vgl. Shu, K. et al. (2017): Fake News Detection on Social Media, S.5f. 
183 Vgl. Horne, B. und Adali, S. (2017): This Just In, S.3f. 
184 Vgl. Shu, K. et al. (2017): Fake News Detection on Social Media, S.7 
185 Vgl. Conroy, N. et al. (2015): Automatic Deception Detection, S.2f. 
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umfasst eine Messung der Häufigkeit von Funktionswörtern und eine Untersuchung der 
Zeichensetzung. Möglich ist auch der Einsatz von Deep-Syntax-Analysen, wobei die 
Struktur von Sätzen durch Syntaxbäume wiedergegeben wird.185 Auf den journalistischen 
Bereich bezogene Merkmale können ebenfalls ausgewertet werden, so z. B. die Anzahl 
an Zitaten oder die Anzahl und Länge von Graphen.182 Komplexere Maßnahmen können 
eine Kombination dieser Betrachtungsweisen beinhalten. Häufig in Forschungsvorhaben 
untersuchte stilistische Merkmale beinhalten die Anzahl an Silben, Wörtern oder Sätzen 
und die Anzahl an Wörtern pro Satz.186 Diese Werte können prozentual187 oder als Durch-
schnittswert188 ausgewertet werden. In diesem Zusammenhang relevant können die An-
teile an Wörtern bestimmter Länge oder die Anteile bestimmter Wörter (wie Pronomen, 
Artikel, die Verwendung grammatischer Personen oder Zeitformen) sein.187 Redundan-
zen und Diversität, Generalisierungen oder die Verwendung emotionaler oder passiver 
Wörter können ebenso festgestellt werden.188 Horne und Adali erweitern eine solche 
Kombination zahlreicher Merkmale wie verschiedene Werte zur Wortanzahl durch unter 
anderem auch die Anzahl an Schimpfwörtern, Slang-Worten, vollständig großgeschrie-
benen Wörtern, die Anzahl der Zitate und durch eine Betrachtung der Punktsetzung.189 
Die Komplexität eines Textes kann auf dem Satz- und dem Wortlevel gemessen werden. 
Ein Satz wird von Horne und Adali dann als komplex eingeschätzt, wenn er viele Wörter 
enthält und der Syntaxbaum des Satzes tief ist.183 Die Komplexität eines Wortes bemisst 
sich daran, wie einfach es zu lesen ist. Dies ist abhängig von der Anzahl der Silben.183 
Ebenso werden Wortwiederholungen und die Gebräuchlichkeit der verwendeten Wörter 
gemessen.183 
Psychologische Aspekte des Schreibstils betreffen beispielsweise die Stimmung, die der 
Autor mit dem Text ausdrücken oder auslösen möchte. Häufig nutzen Fake-News-Auto-
ren emotionsgeladene Sprache, insbesondere im Negativen, die beispielsweise anhand 
der Identifikation von Übertreibungen erkannt werden kann.185 
Kombinationen solcher Aspekte können zu qualitativ unterschiedlichen Ergebnissen hin-
sichtlich der Genauigkeit der Klassifikation von Fake News führen. Ebenso können die 
Ergebnisse unterschiedlich ausfallen, je nachdem welche Bereiche (z. B. nur Textkörper 
                                                 
186 Vgl. Burgoon, J. et al. (2003): Detecting Deception through Linguistic Analysis, S.93f. 
187 Vgl. Newman, M. et al. (2003): Lying words, S.670f. 
188 Vgl. Zhou, L. et al. (2004): Automating Linguistics-Based Cues for Detecting Deception, S.94f. 
189 Vgl. Horne, B. und Adali, S. (2017): This Just In, S.4ff. 
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oder Titel) analysiert werden.189 Einige Aspekte können mittels einer Sentimentanalyse 
(Sentiment-Analysis) erhoben werden. Dabei werden wissensbasierte Ansätze (z. B. eine 
Klassifikation mittels vorgegebener, eindeutig positiver oder negativer Worte), statisti-
sche Ansätze (z. B. eine Analyse des Textes durch Machine Learning) oder Hybridan-
sätze verwendet.190 Das Ziel dabei ist es, automatisiert festzustellen, welche Meinung, 
Emotion oder welchen Grad an Subjektivität eine Nachricht aufweist. 
Analysen von korrekten Nachrichten und Fake-News-Texten zeigen, dass legitime Nach-
richtentexte in der Regel länger sind (und längere Wörter enthalten) als Fake-News-
Texte.189 Fake News beinhalten außerdem häufig weniger technische Wörter, Satzzeichen 
und Zitate, größere Negativität, weisen mehr Redundanz auf und sind insgesamt einfacher 
zu lesen.189 Die Überschriften von Fake News enthalten hingegen mehr Inhalte als jene 
legitimer Nachrichten, die kürzer und allgemeiner sind.189 Laut Aldwairi und Alwahedi 
ist in Überschriften von Fake News ebenso eine größere Menge an Satzzeichen zu erwar-
ten als bei Überschriften wahrer Nachrichten.191 Daher gilt laut den Autoren ab einer be-
stimmten Wortmenge in Überschriften oder in externen Links eine Nachricht als verdäch-
tig hinsichtlich Fake News. Diese Vorgehensweise funktioniert vor allem bei Artikeln, 
die aufmerksamkeitserregend verfasst sind. Fake News, die hingegen als seriöse Presse-
meldungen getarnt werden, orientieren sich an einem journalistischen Schreibstil und sind 
auf diese Weise schwieriger zu erkennen. 
Die Einbeziehung des Inhaltes zur Feststellung, ob es sich um Fake News handelt, ist 
naheliegend. Dabei hat dieses Vorgehen sowohl Vor- als auch Nachteile. Vorteilhaft ist, 
dass eine inhaltliche Prüfung der Aussagen zuverlässige Informationen über den Wahr-
heitsgehalt bieten kann, da die jeweiligen Behauptungen direkt überprüft werden. Ebenso 
kann der verwendete Schreibstil vor allem bei reißerisch formulierten Nachrichten Hin-
weise auf das Vorhandensein von Fake News geben.  
Es sind allerdings auch einige Nachteile zu beachten. So ist eine Faktenüberprüfung 
schwierig und aufwändig und mit der aktuell vorhandenen Software vor allem bei vage 
oder in komplexer Satzstruktur formulierten Aussagen schwierig automatisiert umzuset-
zen. Dies gilt ebenso für wenig erschlossene Bereiche, in denen Algorithmen auf keiner 
Datenbasis aufbauen können. In solchen Fällen eignet sich die automatisierte Faktenkon-
trolle als Unterstützung für menschliche Prüfer. Ebenso muss der verwendete Schreibstil 
                                                 
190 Vgl. Cambria, E. et al. (2013): New Avenues in Opinion Mining and Sentiment Analysis, S.18f. 
191 Vgl. Aldwairi, M. und Alwahedi, A. (2018): Detecting Fake News in Social Media Networks, S.218 
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nicht zwingend Rückschlüsse auf den Wahrheitsgehalt einer Nachricht zulassen. Gelun-
gene Fake News orientieren sich mitunter an einem professionellen journalistischen 
Schreibstil, der beispielsweise durch die Nutzung von Meldungen von Presseagenturen 
als Vorlage erreicht wird.192 Eine Herausforderung ist auch die Unterscheidung von Fake 
News und stilistisch ähnlichen Formaten (beispielsweise Satire). Wird eine Sentimen-
tanalyse eingesetzt, können vor allem bei simpleren Analysemethoden wie der einfachen 
Schlüsselworterkennung Fehler auftreten, wenn z. B. negative Schlüsselworte im Kon-
text positiv gemeint sind oder ein einzelner Satz die gesamte Bedeutung des vorherge-
henden Abschnitts umkehrt. 
 
6.2 Betrachtung der Quelle 
Statt den Inhalt einer Nachricht zu analysieren, kann auch die Quelle betrachtet werden, 
die eine Nachricht in Umlauf gebracht hat. Damit in Verbindung steht auch die Reputa-
tion-Heuristic (siehe Kapitel 3.1). Die Glaubwürdigkeit einer Quelle spielt eine entschei-
dende Rolle dahingehend, ob eine Information von den Empfängern geglaubt wird oder 
nicht. Die Quelle einer Nachricht zu betrachten, um einzuschätzen, ob es sich um Fake 
News handelt, kann zusätzliche Hinweise liefern und bei einer großen Menge an Nach-
richten von derselben Quelle die Erkennung beschleunigen. Die Grundannahme dieses 
Ansatzes ist es, dass eine Quelle von Nachrichten, z. B. eine Webseite oder ein Account 
in Social Media, die in der Vergangenheit Fake News verbreitet hat, dies vermutlich bei 
aktuellen und zukünftigen Nachrichten auch tun wird. Gegenteiliges gilt für als seriös 
einzuschätzende Quellen. Diese Methode wird bereits von Journalisten eingesetzt193, 
könnte aber mittels Automatisierung schneller und kostengünstiger durchgeführt werden. 
Innerhalb von Social Media ist die Quelle einer Nachricht ein Nutzeraccount bzw. -profil. 
Die von anderen Nutzern wahrgenommene Glaubwürdigkeit eines Social-Media-Ac-
counts hängt von verschiedenen Faktoren ab, etwa vom Einfluss des Nutzers, der Anzahl 
der Follower, dem Ruf, dem Nutzernamen, der Expertise und den bisher veröffentlichten 
                                                 
192 Vgl. Fraunhofer FKIE (2019): Software für die automatisierte Erkennung von Fake News 
193 Vgl. NewsGuard (2020): Bewertungsprozess und Kriterien 
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Nachrichten mit glaubwürdigen Links.194 Ebenso relevant kann sein, wie lange ein Nutzer 
bereits auf einer Plattform angemeldet ist und wie viele Nachrichten er bisher verfasst 
hat.195 Bei der Betrachtung des Nutzernamens ist nicht nur die Länge relevant196, sondern 
auch die Bedeutung des Namens. Passt der Nutzername zum Inhalt der Nachricht, so 
wirkt dies glaubwürdiger.198 Solche Informationen können auch im Rahmen einer Auto-
matisierung herangezogen werden. Steht hinter einem Account ein Social Bot, kann das 
ebenfalls einen Hinweis auf mögliche Fake-News-Aktivitäten geben. Menschen versu-
chen andere Nutzer von Bots zu unterscheiden, indem sie die Beschreibung des Profils, 
den Profilnamen, die Anzahl der Follower, hochgeladene Bilder und die Historie der vom 
Nutzer geschriebenen Nachrichten einbeziehen.197 Ist ein Profilbild, das standardmäßig 
voreingestellt ist, nicht verändert worden, mindert dies beispielsweise die wahrgenom-
mene Glaubwürdigkeit.198 Automatisierte Erkennungsalgorithmen ziehen teilweise an-
dere Merkmale heran. Unter Einbeziehung von Accountinformationen wie Entropie (der 
Pause zwischen Nachrichtenveröffentlichungen), URL-Ratio (wie häufig in allen Nach-
richten eine externe URL beinhaltet ist) und den Geräten, mit denen die Nachrichten ver-
öffentlicht werden, erreichen Chu et al. eine durchschnittliche Klassifikationsgenauigkeit 
in die Kategorien Mensch, Bot und Cyborg von 96 %.199 Auch Davis et al. haben mit 
,BotOrNot‘ ein System entwickelt, das auf Basis von inhaltlichen, netzwerkbasierten und 
nutzerbasierten Merkmalen bewertet, ob es sich bei einem Nutzer eher um einen Men-
schen oder einen Social Bot handelt.200 Hilfreich bei einer automatisierten Überprüfung 
von Account-Eigenschaften können für die Erkennung von einfachen Bot-Accounts auch 
die Merkmale der numerischen ID (da falsche Accounts häufig zeitlich nah beieinander 
erstellt werden) und die Ratio zwischen Followern und den Accounts sein, denen ein ver-
meintlicher Bot folgt.194 Für die Auswertung ebenso relevant zeigen sich in anderen Un-
tersuchungen die Anzahl an Status-Updates eines Accounts, die Frage, ob ein Account 
einen URL-Link aufweist, und die Nutzung von Personalpronomen.197 Ein persönlicher 
Schreibstil soll Hinweise auf einen menschlichen Autor geben. Die Information, ob es 
sich bei einer Quelle um einen Social Bot oder einen Menschen handelt, könnte dann 
beispielsweise von anderen Systemen genutzt werden, um mögliche Verursacher von 
                                                 
194 Vgl. Appling, S. und Briscoe, E. (2017): The Perception of Social Bots, S.21 
195 Vgl. Castillo, C. et al. (2011): Information credibility on twitter, S.680 
196 Vgl. Gupta, A. et al. (2014): TweetCred, S.228f. 
197 Vgl. Appling, S. und Briscoe, E. (2017): The Perception of Social Bots, S.23f. 
198 Vgl. Morris, M. et al. (2012): Tweeting is Believing, S.445 
199 Vgl. Chu, Z. et al. (2012): Detecting Automation of Twitter Accounts, S.811f. 
200 Vgl. Davis, C. et al. (2016): BotOrNot, S.273f. 
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Fake News zu identifizieren. In Botnetzen vernetzte oder generell komplexere Social Bots 
sind schwieriger zu identifizieren, da sie zu einem höheren Grad menschliches Verhalten 
simulieren. 
Die Quelle beeinflusst auch die Informationen hinsichtlich der Veröffentlichung einer 
Nachricht. Solche Metadaten, z. B. zur Frage, vor wie vielen Sekunden eine Nachricht 
veröffentlicht wurde oder ob sie über Koordinaten verfügt, können ebenfalls zur Beurtei-
lung des Wahrheitsgehalts einer Nachricht herangezogen werden.201 Diese Informationen 
sind teilweise für menschliche Leser nicht oder lediglich mit Mühe aufzudecken, können 
aber über Schnittstellen mithilfe von Software einfacher abgerufen werden.202 
Die Betrachtung der Quelle kann somit Hinweise auf das Vorhandensein von Fake News 
liefern. Dies hat sowohl Vor- als auch Nachteile. Besonders bei bekannten oder offen-
sichtlichen Quellen von Fake News kann eine quellenbezogene Vorsortierung während 
der Fake-News-Prüfung arbeitserleichternd wirken. Weniger komplexe Fake-News-Ac-
counts und Social Bots können mit automatisierten Mitteln identifiziert werden. 
 Mögliche Nachteile zeigen sich vor allem bei komplexeren Social Bots, die durch ihre 
Tarnung als Menschen mit teilweise korrekten Meldungen und unauffälligem Verhalten 
schwierig zu erkennen sind. Ein weiteres mögliches Problem offenbart sich bei der Vor-
verurteilung von Quellen. Eine unvollständige Betrachtung einer Quelle kann nicht im-
mer ausreichend sein, um zu beurteilen, ob es sich um Fake News handelt, da auch Fake-
News-Quellen korrekte Nachrichten veröffentlichen oder legitime Quellen Fehler ma-
chen können.203 
  
                                                 
201 Vgl. Gupta, A. et al. (2014): TweetCred, S.233 
202 Vgl. Shariff, S. et al. (2017): On the credibility perception of news on Twitter, S.794 
203 Vgl. Graves, L. (2018): Understanding the Promise and Limits, S.7 
43 
 
6.3 Betrachtung der Umgebung 
Die Umgebung, in der sich Nachrichten befinden, kann ebenfalls Aufschluss über den 
Wahrheitsgehalt geben. Dieser Ansatz betrachtet die Eigenschaften und das Verhalten 
des die Nachricht umgebenden Netzwerks und somit auch dessen Reaktionen darauf.204 
Es kann eine Betrachtung der Nutzer im Umfeld und eine Betrachtung der Reaktionen 
von Nutzern auf eine Nachricht vorgenommen werden.205 
Das Netzwerk zu untersuchen, in dem sich die Quelle befindet, ist ein Teilansatz dieser 
Betrachtungsweise, um abzuleiten, ob es sich bei einer Nachricht um Fake News han-
delt.205 Dabei wird die Annahme getroffen, dass die Quellen von korrekten Nachrichten 
und von Fake News jeweils unterschiedliche Netzwerke aufbauen, die verschiedene Cha-
rakteristika aufweisen, z.B. die durchschnittliche Anzahl an Freunden oder Followern und 
die Anzahl verifizierter Nutzer. Ein solches Netzwerk kann homogen mit zahlreichen 
gleichen Akteuren oder heterogen mit unterschiedlichen Akteuren aufgebaut sein.205 
Gupta et al. nutzen in diesem Zusammenhang einen Ansatz, bei dem davon ausgegangen 
wird, dass Nutzer mit einem hohen Glaubwürdigkeitswert wahrscheinlicher mit einer hö-
heren Anzahl an glaubwürdigen Nutzern vernetzt sind als mit unglaubwürdigen Nut-
zern.206 Das Gleiche wird für Nachrichten in Social Media angenommen. Dieses Maß an 
Glaubwürdigkeit wird zu einem gewissen Maß an die direkt vernetzten Nachbarn über-
tragen. Dadurch ergibt sich die Glaubwürdigkeit einer Nachricht nicht nur aus ihrem di-
rekten Umfeld, sondern auch indirekt aus dem Umfeld ihres Umfelds. Ebenso kann davon 
ausgegangen werden, dass verschiedene Fake-News-Seiten oder -Accounts mehr gemein-
same Nutzer aufweisen als mit Accounts anderer Art.207 Dadurch bilden sich Communi-
ties, über die ebenfalls Rückschlüsse auf den Wahrheitsgehalt der darin befindlichen 
Nachrichten möglich sind. Wenn Nachrichten lediglich von einer geringen Anzahl an 
Nutzern im Netzwerk stammen und häufig weiterverbreitet werden, ist dies nach Erkennt-
nissen von Castillo et al. ein Indikator für eine höhere Glaubwürdigkeit von Nachrich-
ten.208 
                                                 
204 Vgl. Conroy, N. et al. (2015): Automatic Deception Detection, S.3f. 
205 Vgl. Shu, K. et al. (2017): Fake News Detection on Social Media, S.5ff. 
206 Vgl. Gupta, M. et al. (2012): Evaluating Event Credibility on Twitter, S.156 
207 Vgl. Tacchini, E. et al. (2017): Some Like it Hoax, S.4 
208 Vgl. Castillo, C. et al. (2011): Information credibility on twitter, S.682 
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Eine Betrachtung der Durchdringung eines Netzwerks mit Social Bots, sofern diese er-
folgreich erkannt werden können, kann ebenso Hinweise geben. Werden die Nutzer im 
Netzwerk der Quelle auf ihre Menschlichkeit oder Glaubwürdigkeit hin analysiert, kön-
nen ähnliche Verfahren wie bei der Betrachtung der eigentlichen Quelle eingesetzt wer-
den, um beispielsweise die Glaubwürdigkeit aller Nutzer im Umfeld individuell oder im 
Durchschnitt als Gruppe zu bewerten.205 
Die Reaktion anderer Nutzer im Umfeld der Quelle auf eine Nachricht kann unter-
schiedlich bemessen werden. Vor allem die Reaktion menschlicher Nutzer auf eine Nach-
richt kann deutliche Hinweise geben und bildet damit einen sozialen Kontext.209 Auch als 
Haltung der Nutzer bezeichnet205, werden die Meinungen zur Nachricht (z. B. Zustim-
mung oder Ablehnung) betrachtet. Diese Reaktion, die die Haltung eines Nutzers auf eine 
Nachricht widerspiegelt, bildet eine Beziehung zwischen der veröffentlichenden Quelle 
und dem auf die Nachricht reagierenden Nutzer und kann von Unterstützung oder Ableh-
nung geprägt sein. Mehrere Reaktionen auf eine Nachricht bilden damit ein Netzwerk aus 
Unterstützern und Gegnern.210 Die Haltung eines Nutzers kann explizit oder implizit vor-
liegen.209 Explizite Haltungen zeigen sich als unmittelbarer Ausdruck einer Reaktion oder 
Emotion, z. B. mit ,Daumen hoch‘ auf Facebook. Implizite Haltungen ergeben sich z. B. 
aus Nachrichten eines Nutzers. Um solche Informationen automatisiert zu erheben, kann 
eine Sentimentanalyse durchgeführt werden (siehe Kapitel 6.1.2). Die Auswertung der 
Reaktionen erfolgt dabei unbewusst, d. h., die Nutzer werden in der Regel nicht darüber 
informiert, dass aus ihrer Reaktion der Wahrheitsgehalt einer Nachricht abgeleitet werden 
soll. Dies kann dabei helfen, Ergebnisse nicht zu verfälschen, und reduziert den Aufwand, 
da es keiner Vorbereitung der Nutzer bedarf. Mittels semantischer Analysen können die 
Aussagen eines Nutzers anschließend mit jenen anderer Nutzer abgeglichen werden.211 
Sagen mehrere Nutzer (z. B. bei einem Erlebnisbericht) das Gleiche aus, wird davon aus-
gegangen, dass dies der Wahrheit entspricht. 
Der Ansatz, das Umfeld einer Nachricht zu untersuchen, weist ebenso wie die anderen 
Herangehensweisen Vor- und Nachteile auf. Vorteilhaft ist das Einbeziehen zahlreicher 
anderer Nutzer, um Fake News zu erkennen. Somit kann kostenlos auf eine erste mensch-
liche Vorbeurteilung zurückgegriffen werden. Durch eine größere Stichprobe kann im 
                                                 
209 Vgl. Shu, K. et al. (2017): Fake News Detection on Social Media, S.7 
210 Vgl. Jin, Z. et al. (2016): News Verification by Exploiting Conflicting Social Viewpoints, S.2972 
211 Vgl. Conroy, N. et al. (2015): Automatic Deception Detection, S.2f. 
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Sinne von Schwarmintelligenz versucht werden, inhaltlich vage formulierte oder ander-
weitig automatisiert schwierig zu erkennende Fake News aufzudecken.  
Von Nachteil ist hingegen, dass dieser Ansatz lediglich funktioniert, wenn eine Nachricht 
bereits von genügend Nutzern gesehen und darauf reagiert wurde bzw. ausreichend Nut-
zer im Netzwerk zur Verfügung stehen und Inhalte produzieren. Daher kann eine Verzö-
gerung bei der Auswertung nötig sein, um hinreichende Ergebnisse zu erzielen und aus-
reichend Daten zu generieren.212 Handelt es sich um schädliche Fake News, sind die 
Nachrichten damit bereits in Umlauf geraten und einigen Nutzern bekannt, bei denen sie 
ihre schädliche Wirkung entfalten konnten. Außerdem besteht jederzeit die Gefahr, dass 
besonders aufwändig hergestellte Fake News von einem Großteil der Nutzer nicht als 
solche erkannt werden und somit die Reaktionen fälschlicherweise auf korrekte Nach-
richten schließen lassen. Dies würde auch Bewertungsverfahren, in denen mehrere Nutzer 
über den Wahrheitsgehalt einer Nachricht abstimmen sollen, verfälschen. Ebenso können 
bei der Erkennung der Haltung eines Nutzers, z. B. im Rahmen einer Sentimentanalyse, 
bei nicht geradeheraus formulierten Reaktionen Fehler während der Klassifikation auf-
treten und somit falsche Rückschlüsse gezogen werden. In diesem Zusammenhang rele-
vant ist auch die Unterscheidung von menschlichen Nutzern und Social Bots eines Bot-
netzwerks, die beispielsweise darauf programmiert werden können, zu Fake News Zu-
stimmung auszudrücken. Werden bei der automatisierten Auswertung der Umgebung und 
deren Reaktionen Social Bots nicht erkannt, wird das Ergebnis verfälscht. 
  
                                                 
212 Vgl. Jin, Z. et al. (2016): News Verification by Exploiting Conflicting Social Viewpoints, S.2977 
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6.4 Kombinationen verschiedener Ansätze 
Lediglich einen der genannten Ansätze oder einen Teilbereich davon einzusetzen (z. B. 
eine reine Analyse des Schreibstils), kann zu ungenauen Ergebnissen führen, die keine 
hinreichende Klassifikation ermöglichen.213 Um eine möglichst korrekte Einschätzung 
einer Nachricht in Bezug auf mögliche Fake News zu erhalten und bei einer Automati-
sierung flexibel auf veränderliche Informationsangebote reagieren zu können, ist eine 
Kombination der oben beschriebenen Ansätze vielversprechend. In einigen Forschungs-
vorhaben werden bereits kombinierte Ansätze verwendet. Je nach Bedarf können ver-
schiedene Merkmale einer Nachricht erhoben werden. In einem Forschungsvorhaben am 
Fraunhofer Institut wurden alle drei Ansätze kombiniert, indem der Schreibstil der Nach-
richt neben Metadaten zur Quelle (z. B. zur Frage, wie oft ein Nutzer Nachrichten veröf-
fentlicht) oder zum Netzwerk betrachtet wurde.214 Die Auswertungsmöglichkeiten hän-
gen dabei von den Merkmalen einer Nachricht ab. Sollte beispielsweise der Text einer 
Nachricht für eine inhaltliche Analyse nicht lang genug sein, kann die Betrachtung ande-
rer Merkmale in den Vordergrund treten, z. B. die Analyse der vorhandenen Links oder 
der Quelle und ihres Netzwerks.215 Auch Della Vedova et al. setzen eine Kombination 
aus inhaltlicher und reaktionsbasierter Betrachtung auf Basis der Menge der vorhandenen 
Informationen ein.216 Solange die Anzahl der Reaktionen einen gewissen Schwellenwert 
unterschreitet, wird eine inhaltsbasierte Klassifikation in Fake News und wahre Nach-
richten durchgeführt. Sind ausreichend soziale Signale in Form von Reaktionen anderer 
Nutzer vorhanden, wird eine Klassifikation auf Basis dieser durchgeführt. Ruchansky et 
al. nutzen für ihr CSI- Modell (Capture, Score und Integrate) eine Kombination aller An-
sätze.217 Mittels eines neuralen Netzwerks werden zunächst notwendige Informationen 
wie das Verhalten der Nutzer gesammelt, anschließend analysiert und ein Artikel ab-
schließend als falsch oder wahr klassifiziert.218 Der Text der Nachricht, die Reaktion an-
derer Nutzer und die Betrachtung der veröffentlichenden Quelle werden als Informatio-
nen ebenso herangezogen.218 
                                                 
213 Vgl. Potthast, M. et al. (2018): A Stylometric Inquiry into Hyperpartisan and Fake News, S.237f. 
214 Vgl. Fraunhofer FKIE (2019): Software für die automatisierte Erkennung von Fake News 
215 Vgl. Hen, J. (2020): Automatisierte Wahrheitssuche 
216 Vgl. Della Vedova, M. et al. (2018): Automatic Online Fake News Detection, S.274ff. 
217 Vgl. Ruchansky, N. et al. (2017): CSI, S.802 
218 Vgl. Ruchansky, N. et al. (2017): CSI, S.797f. 
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Da nicht davon auszugehen ist, dass bei den zu untersuchenden Nachrichten stets alle 
notwendigen Informationen vorliegen, eignet sich zur Erkennung von Fake News vor al-
lem ein kombinierter Ansatz. Vorteilhaft ist hierbei, dass die Schwächen einzelner Me-
thoden nicht mehr ins Gewicht fallen, da sie durch die Stärken anderer ausgeglichen wer-
den können. Es werden zahlreiche Informationen erhoben, die andere, fehlende Merk-
male ersetzen können und das Modell flexibler machen. Gleichzeitig kann sich durch die 
größere Menge an betrachteten Merkmalen die Klassifikationsgenauigkeit erhöhen.  
Ein Nachteil kann sein, dass der Aufwand, ein solches System aufzubauen, umso größer 
ist, je mehr Merkmale erhoben und analysiert werden sollen. 
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7 Aktuelle Herausforderungen im Umgang mit Fake 
News 
Die Erkennung von Fake News ist eine bedeutende Aufgabe für deren Bekämpfung. In 
diversen Forschungsvorhaben konnten dazu bisher Fortschritte erzielt werden. Trotzdem 
ergeben sich weiterhin einige Herausforderungen und Probleme, die im Zuge weiterer 
Forschungsvorhaben aufgegriffen werden können. 
Aktuell bleibt eine rein automatisierte Überprüfung von Nachrichten in der Regel auf 
spezifische, eng gefasste Bereiche beschränkt, häufig auch auf Aussagen mit statistischen 
Behauptungen, die einfach überprüft werden können.219 Vage Aussagen oder Halbwahr-
heiten erschweren die korrekte Erkennung von Fake News. Die Leistung von Systemen 
zur Identifikation von Falschnachrichten kann dabei bereichsspezifisch sein und bezüg-
lich der Themenbereiche (z. B. Politik, Unterhaltung) oder der untersuchten Sprachen va-
riieren.220 Dadurch ist ein übergreifendes Erkennungssystem für alle Sprachen und The-
menbereiche aktuell schwer realisierbar. Sofern Nachrichten nicht direkt als Text, son-
dern in anderer Form (z. B. als Video oder Bild) vorliegen, wird die Erkennung von Fake 
News dadurch erschwert, dass kein direkt verarbeitbarer Text vorliegt. Wenn auf eine 
automatisierte inhaltliche oder sprachliche Analyse nicht verzichtet werden kann, müssen 
weitere Technologien, z. B. Spracherkennung, miteinbezogen werden. Damit können zu-
sätzliche Fehlerquellen in die Untersuchung gebracht werden. 
Je nachdem wie streng ein System bewertet, besteht die Gefahr, dass entweder zahlreiche 
wahre Nachrichten als Fake News eingeordnet werden (False Positives) oder Fake News 
als wahre Nachrichten durchgehen (False Negatives). Eine vollständig korrekte Einord-
nung ist nicht zu erreichen, trotzdem sollte die Genauigkeit möglichst hoch sein. Für 
schwierig einzuordnende Grenzfälle oder bei Themen, die zahlreiche Nuancen beinhal-
ten, kann daher aktuell das Einbeziehen menschlicher Bewerter (z. B. mit einem automa-
tisierten System als Vorbetrachter) notwendig bleiben. Fälle, in denen menschliche Un-
terstützung notwendig sein könnte, müssten jedoch selbstständig vom System erkannt 
werden. 
                                                 
219 Vgl. Graves, L. (2018): Understanding the Promise and Limits, S.5 
220 Vgl. Pérez-Rosas, V. et al. (2018): Automatic Detection of Fake News, S.3398 
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Die automatisierte Erstellung und Verbreitung von Fake News und das Nachvollziehen 
der dafür verwendeten Mechanismen sind ebenfalls nicht vollständig untersucht. Dies 
kann damit begründet werden, dass Ersteller von Fake News kein Interesse daran haben, 
ihre Methoden aufzudecken, da dadurch die Erkennung erschwert wird. Umso besser ak-
tuell eingesetzte Erstellungs- und Verbreitungsmethoden verstanden werden, desto effek-
tiver können diese gezielt bekämpft werden. 
Eine Herausforderung beim Training von Algorithmen bleibt der Mangel an einer ausrei-
chend großen, für die Zwecke des maschinellen Lernens geeigneten Datenbasis.219 Vor 
allem bei nicht populären Themen kann dies ein Problem sein. Fake-News-Beispiele aus 
der Realität, die nicht konstruiert wurden, vermeiden mögliche Fehler bei der Erkennung, 
indem tatsächlich im Umlauf befindliche und veröffentlichte Fake News einbezogen wer-
den. Selbst konstruierte Fake News können stets lediglich den aktuellen Stand des Wis-
sens über Fake News abbilden. Die Analyse tatsächlicher Fake News kann diesen Wis-
sensstand erweitern und somit auch die Erkennung verbessern. Dabei ist es für eine noch 
folgende erfolgreiche Untersuchung ausschlaggebend, ausreichend Beispiele sowohl für 
Fake News als auch für legitime Nachrichten zum angestrebten Themengebiet zu finden 
und dabei keine False Positives oder False Negatives im Datensatz zuzulassen. Aufgrund 
aktuell noch bestehender Uneinheitlichkeit hinsichtlich der Definition von Fake News 
können aufgrund unterschiedlicher Auffassungen hinsichtlich der Frage, bei welchen 
Nachrichten es sich um Fake News handelt, verschiedene Systeme zu unterschiedlichen 
Ergebnissen kommen. Eine allgemein akzeptierte, einheitliche Definition inklusive einer 
Abgrenzung von ähnlichen Konzepten (z. B. Satire) fehlt bislang. 
Für die automatisierte Erkennung von Fake News existieren bereits verschiedene An-
sätze, die unterschiedliche Merkmale erheben und damit zu unterschiedlichen Ergebnis-
sen kommen können. Eine reine inhaltliche Betrachtung würde theoretisch ausreichen, 
um über Wahrheit oder Fälschung zu entscheiden, da lediglich auf diese Weise der Inhalt 
einer Nachricht direkt einbezogen wird. Dabei müssen auch komplex formulierte Nach-
richten automatisiert nahezu vollständig korrekt verstanden und zeitnah verarbeitet wer-
den können. Da dies zurzeit nicht der Fall ist und dies zum Teil auch von Menschen nicht 
erreicht werden kann, eignet sich die Einbeziehung weiterer Ansätze, etwa einer Betrach-
tung der Quelle und der Umgebung, um mittels weiterer Merkmale Fake News sicher und 
schnell zu erkennen. Bisher gibt es keine allumfassende Untersuchung, mit der herausge-
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stellt wurde, welche Merkmale sowohl innerhalb der Ansätze als auch welche Kombina-
tionen von Ansätzen für welchen Einsatzbereich zur Erkennung von Fake News das beste 
Endergebnis liefern. Das Einbeziehen von möglichst vielen Merkmalen kann dabei für 
adäquate Ergebnisse sorgen, aber die Erkennung auch unnötig verlangsamen und Res-
sourcen beanspruchen, da nicht bekannt ist, welche Merkmale welchen Einfluss auf die 
Güte des Klassifikationsergebnisses haben. Eine Gegenüberstellung bisheriger Ergeb-
nisse und weitere die Effektivität der relevanten Merkmale betrachtende Untersuchungen 
können zukünftige Forschungen vereinfachen und verbessern. Dabei sollte allerdings die 
Entwicklung der Fake-News-Erstellung, -Verbreitung und das Umfeld beobachtet und 
bei Veränderungen bei Bedarf darauf reagiert werden. 
Da Fake News bereits ab ihrem ersten erreichten Empfänger Schaden anrichten können, 
sollten sie möglichst schnell identifiziert werden, damit gegen sie vorgegangen werden 
kann. Dabei ergibt sich die Problematik, dass (abgesehen von rein inhaltlichen Informa-
tionen) erst eine gewisse Anzahl von Interaktionen seitens der Quelle oder seitens des 
Umfelds notwendig ist, um Rückschlüsse ziehen zu können. Die große Menge an Nach-
richten, die in Social Media verschickt werden, stellt in dem Zusammenhang ebenfalls 
eine Herausforderung dar. Um eine solche Menge möglichst zeitnah überprüfen zu kön-
nen, wären leistungsstarke Systeme nötig, die eine ausreichende finanzielle und perso-
nelle Unterstützung und ebenso eine passende Infrastruktur benötigen. Ein solches gro-
ßes, zentralisiertes Projekt existiert (in Deutschland) zu diesem Zeitpunkt nicht. Mehrere 
kleine Teilprojekte, die z. B. bedeutende Themenbereiche abdecken, könnten relevante 
Teilarbeit leisten. Dabei ergibt sich aber die Frage nach Überschneidungen, da es ineffi-
zient wäre, wenn beispielsweise mehrere Systeme dieselbe Nachricht überprüfen. Eine 
engere Vernetzung und ein Informationsaustausch zwischen diesen Projekten, auch inter-
national, könnten für eine effizientere Bekämpfung sorgen. Auch Social-Media-Plattfor-
men, auf denen Fake News veröffentlicht werden, können aktuell lediglich unzureichend 
in Projekte dieser Art eingebunden werden. Vor allem im Social-Media-Bereich geben 
die beteiligten Plattformen an, gegen Fake News vorgehen zu wollen. Da dabei der Öf-
fentlichkeit aber in der Regel keine konkreten Informationen zugänglich gemacht werden, 
kann keine Kontrolle durch unabhängige Außenstellen erfolgen, wodurch mögliche ko-
operative Forschungsvorhaben erschwert werden. 
Die Erkennung von Fake News bildet einen Grundpfeiler der Bekämpfung von Fake 
News und deren Wirkung. Die Informierung der möglichen Empfänger kann diese Nutzer 
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für die Wirkmechanismen unempfänglicher machen. Da sich zahlreiche Menschen über 
Fake News unzureichend aufgeklärt fühlen, könnte Bildung darüber Sicherheit geben. 
Sobald ein Empfänger Fake News beispielsweise selbst erkennt und darauf entsprechend 
reagiert, kann dies im Gegenzug automatisierte Erkennungsvorhaben (z. B. bei der Be-
trachtung der Reaktion der Umwelt) unterstützen und effektiver machen. Passende Bil-
dungsvorhaben sind vor allem auch im Social-Media-Bereich bisher unzureichend unter-
sucht worden. 
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8 Kritische Würdigung 
Diese Arbeit eignet sich aufgrund ihres begrenzten Umfangs vor allem als erste, grobe 
Übersicht und als Einstieg in das Thema ,Fake News‘, vor allem im Social-Media-Kon-
text. Dabei erfolgte eine Betrachtung des aktuellen Standes von Literatur und Forschung, 
neue Lösungen zu Wirkmechanismen, zur Verbreitung und zur Erkennung wurden nicht 
angeboten. Da der Umfang und die Zeit, die dieser Arbeit gewidmet werden konnten, 
begrenzt waren, konnten nicht alle Quellen thematisiert und tiefgehend betrachtet werden. 
Detailinformationen wie die genauen Abläufe von Algorithmen und eine Gegenüberstel-
lung von Kennzahlen wurden aus diesem Grund nicht behandelt, auch konnten Systeme 
zur Fake-News-Erkennung nicht selbst erneut implementiert und getestet werden. 
Dadurch standen lediglich die Informationen der zitierten Autoren und Studien zur Ver-
fügung, die mitunter detaillierter hätten sein können. 
Einige Aspekte von Fake News sind bisher noch weitgehend unerforscht, sodass dahin-
gehend weniger Informationen zur Verfügung stehen. Dies ist beispielsweise bei der Un-
tersuchung der Eigenschaften, die Personen für die Wirkmechanismen von Fake News 
anfällig machen können, der Fall. Auch im Bereich der Fake-News-Erkennung existieren 
bisher keine eindeutigen Aussagen darüber, welche Merkmale eine optimale Kombina-
tion bilden. Daher konnte an dieser Stelle lediglich ein Überblick über verschiedene An-
sätze anstatt einer finalen Lösung angeboten werden. 
Statt der eingehenderen Betrachtung weniger Forschungsvorhaben wurde eine breitere 
Übersicht über eine größere Menge an Systemen vorgenommen, um einen Überblick über 
den aktuellen Stand der bekannten Wirkmechanismen sowie der Möglichkeiten der Er-
stellung und Verbreitung und der Erkennung von Fake News zu bieten. Dafür wurde eine 
große Anzahl an Quellen einbezogen, um verschiedene Vorhaben in der Forschung zu 
systematisieren und in einen gemeinsamen Kontext zu setzen. Die Auswahl blieb dabei 
auf deutsch- und englischsprachige Publikationen beschränkt. Abgesehen von den vorge-
stellten Wirkmechanismen, Verfahren zur Verbreitung und Erkennungsansätzen existie-
ren vermutlich weitere, die an dieser Stelle nicht genauer untersucht wurden. Mit weiteren 
Informationen aus diesem Bereich ist eine genauere Systematisierung denkbar, die hier 
nicht erreicht werden konnte. Diese Arbeit dient somit vor allem als Einstieg und An-
knüpfungspunkt, von dem aus ein Leser einen Überblick und ein Grundverständnis über 
die Thematik erhält und anschließend in Teilbereichen tiefere Recherchen anstellen kann. 
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Der Bereich ,Fake News‘ bleibt in der Literatur uneindeutig definiert und erhielt in dieser 
Arbeit auch keine allumfassende, abschließende Definition. Ebenso wurden keine Hand-
lungsempfehlungen zur optimalen Bekämpfung von Fake News oder weitere Lösungs- 
bzw. Präventivvorschläge gemacht. Während die Einführungs-, Definitions- und Wirk-
mechanismen-Abschnitte aufgrund der Gegebenheiten von Fake News auch in anderen 
Bereichen angewandt werden könnten, beschränkten sich die darauffolgenden Abschnitte 
hauptsächlich auf den Social-Media-Bereich und die Automatisierung. Fake News treten 
nicht nur im Social-Media-Bereich auf, sondern sind in zahlreichen weiteren Lebensbe-
reichen anzutreffen. Diese (z. B. andere Bereiche des Internets wie Webseiten oder On-
line-Videos) könnten bedeutende Untersuchungsthemen bieten, die hier nicht genauer be-
trachtet wurden. Weitere Ansatzmöglichkeiten für Forschungs- und Recherchevorhaben, 
die in dieser Arbeit aufgrund des Umfangs nicht genauer adressiert werden konnten, wur-
den mittels einer Betrachtung der aktuellen Herausforderungen im Umgang mit Fake 
News aufgezeigt. Vor allem der Vorgang der automatisierten Erstellung von Fake News 
bzw. die dazugehörigen Verbreitungsmethoden bleiben undurchsichtig, da den Verursa-
chern häufig nicht daran gelegen sein dürfte, ihre Methoden offenzulegen. Daher konnte 
im Rahmen dieser Arbeit nicht tiefgreifend auf diese eingegangen werden. Eine großflä-
chige Untersuchung auf Social Media, mit der die Entstehung von Fake News besser ver-
standen werden könnte, war aufgrund des begrenzten Umfangs dieser Arbeit nicht mög-
lich. 
Insgesamt ist dieser Text geeignet, dem Leser einen Überblick und einen Einstieg in die 
Wirkmechanismen, die Erstellung und die Erkennung von Fake News insbesondere im 
Social-Media-Bereich bereitzustellen, eignet sich aber nicht zur detaillierten Betrachtung 
einzelner Vorhaben. 
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9 Fazit 
Das Ziel dieser Arbeit ist es, den aktuellen Stand der Forschung zu Wirkmechanismen, 
Verbreitung und Erkennung von Fake News vor allem im Social-Media-Bereich auf Basis 
einer umfassenden Literaturrecherche systematisch wiederzugeben. Es zeigte sich, dass 
zahlreiche Mechanismen existieren, die im Zusammenhang mit Fake News wirken kön-
nen. Die Stärke der Wirkung ist dabei stets von den individuellen Eigenschaften des Emp-
fängers abhängig. Die Wirkmechanismen nehmen vor allem dann Einfluss, wenn Fake 
News verbreitet werden und auf ein passendes Publikum treffen, auch im Social-Media-
Bereich. Durch die besonderen Gegebenheiten des Internets im Allgemeinen und Social 
Media im Besonderen existieren für die Ersteller von Fake News effektive Verbreitungs-
strategien. Häufig wird sich dabei Social Bots bedient, die sich, teilweise in Netzwerken 
zusammengeschlossen, als menschliche Nutzer ausgeben. Davon werden andere Nutzer 
getäuscht. Zahlreiche potenzielle Empfänger befinden sich auch in Deutschland und füh-
len sich unzureichend über Fake News aufgeklärt. Mittels einer automatisierten Erken-
nung können menschliche Empfänger und Prüfer entlastet werden. Eine Untersuchung, 
wie Fake News automatisiert erstellt und verbreitet werden, kann dabei helfen, diese zu 
bekämpfen, indem wertvolle Informationen für deren Erkennung gewonnen werden. Hin-
sichtlich der Identifikation von Fake News existieren drei Ansätze, die sich jeweils auf 
den Inhalt einer Nachricht, die Quelle und die Umgebung konzentrieren. Kombinationen 
davon können ebenfalls zum Einsatz kommen, um die Schwächen der einzelnen Ansätze 
zu kompensieren. Dabei bleibt Potenzial für weitere Forschungsvorhaben und Koopera-
tionen aufgrund möglicher Weiterentwicklungen bezüglich der Erstellung von Fake 
News, bisher bestehender Heterogenität bei der Erkennung und unzureichend erforschter 
Bereiche. Ein koordiniertes Vorgehen gegen Fake News kann von Vorteil sein. Es ist 
davon auszugehen, dass in Zukunft weiterhin Fake News existieren werden, die unter-
schiedliche und aktuell relevante Themen aufgreifen. Aus diesem Grund kann eine an-
haltende Untersuchung der Wirkmechanismen und der Methoden der Verbreitung und 
Erkennung von Fake News auch zukünftig mögliche Gegenmaßnahmen hervorbringen. 
Dadurch kann Fehlinformation von den Empfängern von Fake News abgewendet werden. 
Weitere Forschungsvorhaben eignen sich dazu, verwendete Verbreitungsmethoden ge-
nauer zu untersuchen, aufzudecken und auf Basis der gewonnenen Erkenntnisse beste-
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hende Erkennungsmethoden zu verbessern. Ebenso kann angestrebt werden, neue Erken-
nungsmethoden und -ansätze zu gewinnen, um die Wirkung von Fake News und damit 
einhergehende potenzielle Schäden auf den Empfänger flächendeckend zu minimieren. 
Eine automatisierte Erkennung in diesem Bereich kann eingesetzt werden, um Nutzer im 
Social-Media-Bereich und auch im restlichen Internet zu schützen. 
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