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to judgments on the balance of risks.
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11I n t r o d u c t i o n
Many institutions which publish macroeconomic forecasts on a regular basis complement the
release of point forecasts with additional information on the dispersion and skewness of the
probability distributions of the forecasting errors. Fan charts, which are graphical displays of
nested prediction intervals, were ﬁrst introduced in the mid 90’s by the Bank of England in
its Inﬂation Reports1 and became a popular tool to convey this information. The estimation
of forecast densities is complicated by the fact that typically institutions do not rely on a
single econometric model to generate the forecasts. Even if more weight is attached to one
preferred model by the forecasters, expert judgements and other existing models are also taken
into account when producing the forecasts. Moreover, in many institutions the forecasting
exercise is conducted in two almost sequential stages. First, for given paths of the conditioning
variables (commodity prices, external demand, etc.), baseline point forecasts are produced
for the variables of interest (consumer inﬂation, GDP growth, etc.). Having agreed on the
conditional baseline point forecasts, in a second stage the forecasters turn to the assessment
of the densities of the forecasting errors.
In this paper, a new probabilistic approach is proposed to construct the (unconditional)
densities of the forecasting errors in the second stage of the forecasting exercise (given the
baseline point forecasts obtained in the ﬁrst stage). It takes into account the past observed
forecasting errors as well as judgements on uncertainty and on the balance of risks. The fore-
casting errors of the variables of interest may be decomposed in two parts: (i) the component
that results from the deviations of the conditioning variables from the paths considered when
producing the baseline; (ii) the error that would remain even if no such deviations existed. For
the ease of exposition, we will refer to the second component as pure forecasting errors and
to both the deviations in the conditioning variables and the pure forecasting errors as input
variables. Our approach requires a set of estimated dynamic responses (interim multipliers)
of the variables of interest to unitary shocks in the input variables. These estimated responses
can be generated from the available models and expert judgements and will be envisaged as a
linear approximation around the baseline to the underlying unknown data generating process.
The subjective assessments on the dispersion take the form of multiplicative adjustment
factors imposed on the standard deviations of the input variables. They allow for correct-
ing the inﬂuence on dispersion of special past events, which most likely will not be repeated
over the horizon, and for accommodating situations of increased uncertainty due to the pos-
sible materialization of speciﬁc foreseeable events. The assessment on the balance of risks
1See Britton, Fisher and Whitley (1998) for the motivation and a description of the Bank of England
approach to the production of the fan charts.
2corresponds in our approach to setting the probabilities of the conditioning variables being
below their baseline ﬁgures and the probabilities of pure forecasting errors being negative
(henceforth baseline probabilities of the input variables). These probabilities will reﬂect the
beliefs of the forecasters or policy makers regarding the skewness of the distributions of the
input variables. Note that when all probabilities are set to 0.5 the forecasting errors densities
become symmetric.
Although it may be implemented with interim multipliers and forecasting errors estimated
from a single econometric model, our approach was designed for institutional settings char-
acterized by the use of several models and/or subjective judgements. Therefore, it diﬀers
from "single-model approaches" like those suggested by Cogley, Morozov and Sargent (2005),
Knüppel and Tödter (2007), Österholm (2009) and Miani and Siviero (2010)2.I ns p i r i t ,o u r
approach resembles more the procedures suggested by Blix and Sellin (1998, 1999) and Novo
and Pinheiro (2003). Blix and Sellin describe the probabilistic methodology followed until
2006 by the Sveriges Riksbank to produce the fan charts included in its Monetary Inﬂation
Reports3. Several other central banks and institutions adapted this probabilistic method to
their institutional settings and continue to use it on a regular basis4. Novo and Pinheiro
proposed an alternative approach, which until recently was used by Banco de Portugal to
generate the fan charts included in its Economic Bulletin a n db yt h eEurosystem’s Working
Group of Forecasting to prepare the internal assessment of uncertainty and risks of the euro
area macroeconomic projections.
When producing judgemental asymmetric fan charts, Blix and Sellin and Novo and Pin-
heiro assume that the baseline point forecasts correspond to the modes of the marginal den-
sities of the forecasted variables. Because the marginal modes change when assessments on
skewness change (i.e. when the baseline probabilities change), this implies that the baseline
2Cogley, Morozov and Sargent consider a Bayesian vector autoregression with drifting conditional means and
stochastic volatility of the innovations and impose the judgemental information directly on the distributions
of the forecasting errors of the variables of interest, instead of on the input variables. Knüppel and Tödter
suggest an asymmetric bootstrapping procedure based on the innovations of an augmented version of the
main macroeconomic model used by the Bundesbank. Österholm’s approach incorporates judgements in fan
charts by modelling them as diﬀerent scenarios in a general equilibrium model and linearly combining the
implied densities. Miani and Siviero propose a non-parametric simulation consisting of a re-sampling from the
historical forecasting errors of a given econometric model, adjusted to reﬂect judgements on dispersion and
skewness (they illustrate their procedure using the Quarterly Macroeconomic Model of Banca d’Italia).
3In 2007 the Sveriges Riksbank stopped producing judgemental fan charts. It now publishes symmetrical
fan charts based on historical forecasting errors.
4The IMF, for example, publishes fan charts of global growth since 2006, using a methodology inspired on
the Blix and Sellin approach. See Elekdag and Kannan (2009).
3point forecasts need to be revised whenever the assessment on the balance of risks is modiﬁed,
invalidating the sequential two-stage forecasting process mentioned above5.I nt h i sp a p e rw e
interpret the baseline paths of the conditioning variables and the baseline point forecasts as
the mode of the unconditional multivariate predictive density (henceforth the joint mode). In
other words, we assume that the baseline paths of the conditioning variables and the associ-
ated point forecasts generated in the ﬁrst stage of the forecasting process are the joint most
likely future outcome of these variables. As the joint mode of a non-singular linear transfor-
mation of a vector of continuous variables is simply the corresponding linear transformation
of the joint mode of those variables, the baseline point forecasts remain invariant to diﬀerent
judgments on the balance of risks. Furthermore, by explicitly focusing on the joint distribu-
tion of forecasting errors, the "serious limitation" raised by Leeper (2003) in his evaluation
of the way the Sveriges Riksbank generated the fan charts before 2007 (using the Blix and
Sellin approach) does not apply to our methodology. Leeper points out that policy makers
like to be informed of the plausibility of combined forecasts of the variables of interest (in par-
ticular they want to be informed of the probabilistic trade-oﬀs between inﬂation and output
forecasts), which requires explicitly dealing with multivariate probability distributions.
The method proposed in this paper also overcomes a certain degree of probabilistic in-
formality associated with the Blix and Sellin approach. They assume that the sources of
uncertainty and risk have marginal two-piece normal (tpn) distributions6. Although the lin-
ear combination of tpn variables is not tpn, and in general the mode of the distribution of
a linear combination of skewed variables is not the linear combination (with the same coef-
ﬁcients) of the modes of the marginal distributions, both approximations are used by Blix
and Sellin for simplicity. Moreover, for the same reason, possible correlations between the
input variables are overlooked7. The procedure proposed by Novo and Pinheiro makes use
of skewed generalized normal (sgn) distributions. Under certain conditions on the degree of
skewness and on the correlations between the variables, the sgn distributions, unlike the tpn,
are closed under linear combinations. However, the conditions under which the closure is
veriﬁed are quite narrow, implying that in most cases one must resort to a sgn approximation
of an unspeciﬁed distribution.
5The Riksbank acknowledged this problem when it announced that it would stop using the Blix and Sellin
methodology in 2007. See Sveriges Riksbanks Monetary Inﬂation Report, 2007/1, Box 1, footnote 11.
6Also called split normal distributions. See John (1982), Johnson et al. (1994) and Wallis (1999, 2004).
7Blix and Sellin (1998) consider a non-diagonal covariance matrix, allowing for non-null correlations between
the sources of risk. However, in their analysis these correlations are ignored when determining the skewness
of the marginal distributions of the forecasting errors. Blix and Sellin (2000) consider a bivariate case which
overcomes this simpliﬁcation but cannot be easily extended to higher dimensions.
4In this paper, instead of considering that the marginal distributions of the input variables
are tpn, we assume that they are linear combinations of independent latent tpn variables. By
excluding that shocks in a given period may aﬀect variables in earlier periods, and that pure
forecasting errors may contemporaneously aﬀect the conditioning variables, the matrix of the
linear transformation becomes lower-block triangular. However, without further a priori re-
strictions, the distribution of the input variables is still unidentiﬁed in the sense the we are
not able to uniquely recover the distribution parameters from the historical and judgemental
information on the forecasts. To overcome this identiﬁcation issue, and to greatly simplify the
computational burden, we assume a recursive propagation of the structural sources of disper-
sion and skewness. A lower triangular matrix may be seen as restrictive in some situations,
specially when dealing with annual forecasts, because there may be no ordering of the input
variables that makes the "true" linear transformation matrix lower triangular. Nevertheless,
on economic grounds, one can always choose a plausible ordering of the input variables and
then try out alternative admissible orderings as a (crude) way to assess the sensitivity of
results to diﬀerent structural identiﬁcation schemes. For small or moderate contemporaneous
correlations between the input variables, typically the impact of diﬀerent orderings on results
is rather small.
The class of distributions that we consider in this paper is related, but not identical, to the
class associated with orthogonal transformations of independent latent tpn variables studied
by Villani and Larsson (2006), and both are included in the more general class of multivariate
skewed distributions suggested by Ferreira and Steel (2007a, 2007b). If no skewness is con-
sidered, the distributions simply collapse to the multivariate normal distribution. Our class
of distributions is closed under non-singular block-triangular linear transformations. It also
has the convenient feature that the joint mode is part of the distribution parameters and is
invariant to dispersion and skewness, unlike other well known alternative classes of multivari-
ate skewed distributions available in the literature (for instance, the multivariate skew-normal
and skew-t distributions)8.
The paper is organized as follows. In section 2, the notation and the analytical framework
of our approach is presented. In section 3, we discuss the choice of the central tendency
of forecasts, i.e. joint mode versus marginal modes or means. In section 4, the relevant
class of multivariate distributions is introduced and its main properties are summarized. The
proposed probabilistic procedure is discussed in section 5. An illustration is presented in
section 6. Finally, the last section concludes.
8See Azzalini and Dalla Valle (1996), Azzalini and Capitanio (1999, 2003), among others.
52 The analytical framework
If the macroeconomic forecasts cover  variables for horizons up to  periods, let  =0
be the last period for which the relevant variables are observed and  =1 2··· be the
forecasting periods. We will denote
 =[ 1 ···  ··· ]
0
the -dimensional vector of forecasting errors of the endogenous variables at horizon ,i . e .
the vector of deviations of the endogenous variables from the point baseline forecasts at horizon
. The baseline point forecasts are conditional on given paths of  conditioning variables.
Their deviations from the assumed paths at horizon  will be denoted by
 =[ 1 ···  ··· ]
0
Also let
 =[ 1 ···  ··· ]
0
be the -dimensional vector of pure forecasting errors at horizon ,d e ﬁned as the component
of the forecasting errors of the endogenous variables which would exist even if (1 2··· )
were all zero vectors9.
Using the available macroeconometric models and some expert judgements, we assume
that forecasters are able to produce  matrices  ( × ) of estimated dynamic responses
of the endogenous variables to unitary shocks in the conditioning variables. The element
() of  represents the response of the -th endogenous variable at period + to a unit
s h o c ki nt h e-th conditioning variable occurred in period  ( =0 ···− 1). Similarly,
we consider that forecasters can come up with a set of matrices  ( × ) of estimated
dynamic responses of the endogenous variables to unitary shocks in their innovations. The
element () of  represents the response at period + of the -th endogenous variable to
a unit shock occurred at period  in the innovation of the -th endogenous variable. Matrices
 and  c a nb ee n v i s a g e da st h ec o e ﬃcients of a linear approximation (around the baseline)




(− + −)(  =1 ···) (1)
We assume that 0 is non-singular. If data from previous similar forecasting exercises is
9Pure forecasting errors and innovations become identical in the case of optimal forecasts.
6available10, this implies that the dynamic equations (1) can be used to compute estimates of
the past pure forecasting errors (and, therefore, to evaluate their historical dispersions and
correlations):
˜ 1 = −1
0 (˜ 1 − 0˜ 1) (2)
and
˜  = −1
0
"
(˜  − 0˜ ) −
−1 X
=1
(−˜  + −˜ )
#
( =2 ···) (3)
where ˜  denotes the observed deviations at horizon  ( =1 2···) of the conditioning
variables from the corresponding paths in past similar exercises and ˜  are the associated
observed forecasting errors of the endogenous variables in those exercises. Note that by using
(2)-(3) to estimate the past pure forecasting errors, both estimation and model misspeciﬁcation
errors are taken into account.
In a more compact notation, let us denote the ( + )-dimensional vector of input














as the vector of output variables (also ( + )-dimensional) for the same horizon .T h e















From (1), we may write
 =  (4)
where  is the lower block-triangular [( + ) × ( + )] matrix
 =
⎡
⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢
⎣
0 0 ··· 00





−2 −3 ··· 0 0
−1 −2 ··· 1 0
⎤
⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥
⎦
10By "similar forecasting exercises" we mean forecasting exercises conducted for the same area/country,
under the same institutional setting, using similar models and carried out with similar amounts of information
(for example, Spring forecasting exercises carried out in April, or quarterly forecasting exercises carried out on
the last month of each quarter).











( =1 ···− 1)
The non-singularity of  is ensured by the assumption of non-singularity of 0.
3 The choice of the central tendency
From (4) the output variables  are expressed as linear combinations of the input variables
. If the baseline paths of the conditioning variables were the modes of their respective
marginal distributions, this would translate into assuming that the marginal modes of 
( =1 ···) were all zero. A corresponding assumption would be that the marginal modes
of the pure forecasting errors  ( =1 ···) were also zero. Both assumptions would
imply that the marginal modes of  ( =1 ···) were zero vectors. This is the kind
of assumption underlying both the Blix and Sellin and the Novo and Pinheiro approaches.
At ﬁrst sight, it seems convenient in terms of communication to the public. However, it
raises some serious issues on the consistency of the probabilistic aggregation procedures, even
in the case of independent input variables. Indeed, when the marginal distributions of the
input variables all have mode zero and are skewed, in general the marginal modes of the
forecasting errors are not zero, implying that the vector  cannot be interpreted as the vector
of deviations of the endogenous variables from their marginal modes. Fixing the problem
would require changing the baseline forecasts every time the balance of risks of the input
variables is adjusted, destroying the separation of the forecasting process in the two almost




To illustrate the issue in its simplest form, let us consider two independent and identically
distributed tpn variables, 1 and 2, with zero marginal modes and unitary variances. Figure
1 shows the graphical display of their marginal densities for two diﬀerent cases: (i) symme-
try (tpn = standardized normal); (ii) left skewness (variable below the marginal mode with
probability 65%). Figure 2 presents the marginal density of 1 +2. In the skewed case, the
8marginal mode of  is not zero, in spite the marginal modes of 1 and 2 being zero. Figure
3 shows the contour lines of the joint density of the pair (1 1 + 2) both in the symmetric
case and in the skewed case. Notice that, unlike for the marginal mode of the sum 1 + 2,
the joint mode of (1 1 + 2) remains unchanged (at the zero vector) even in the case of
skewness. This happens because the joint mode of a non-singular linear transformation of any
vector of continuous variables is simply the (same) linear transformation of the joint mode of
those variables.
To obviate the problem of the baseline point forecasts changing with the balance of risks,
we suggest assuming that the input variables  are continuous with joint distribution with zero
mode. Because  is a non-singular linear transformation of ,t h ej o i n tm o d eo f is also the
zero vector, and this result does not depend on the covariance or skewness structures of .O n e
could possibly claim that interpreting the baseline paths of conditioning variables and baseline
forecasts of the endogenous variables as modes of their respective marginal distributions is
more natural than interpreting them as the mode of the joint distribution of all the variables.
In our opinion, on the contrary, there is nothing natural in interpreting each point forecast at
a given horizon as the most likely value of the associated variable at that horizon, irrespective
of the baseline point forecasts of the same variable at diﬀerent horizons and also irrespective of
the paths of the conditioning variables and the forecasts of the other variables at all relevant
horizons.
But why should not the baseline forecasts be interpreted as conditional means, instead of
as marginal or joint modes? Like for the joint mode, the conditional mean of a non-singular
linear transformation of any vector of variables is simply the (same) linear transformation of
the conditional means of the initial variables. In addition, it is well known that the conditional
mean forecasts are optimal if the forecasters have in mind a quadratic loss function. However,
there are also relevant arguments against interpreting the macroeconomic point forecasts as
means, as pointed out e.g. by Calzolari and Panattoni (1990). In the presence of nonlinear
transformations, and unlike the joint mode forecasts, the mean forecasts are not coherent (i.e.
they suﬀer from internal accounting inconsistencies because they do not preserve nonlinear
identities). For example, if a macro model includes the real and the nominal version of a given
demand aggregate, as well as the associated deﬂator, the conditional means and the marginal
modes of the three variables do not satisfy the nonlinear accounting identity, whilst the joint
mode does (because it corresponds to a particular set of values of the model innovations).
94 A convenient class of multivariate distributions
If the scalar random variable  is tpn with zero mode, its probability density function (pdf)































where () denotes the  (0;1) pdf,  ( 0) is a scale parameter and  ( 0) is a shape
parameter. When  =1 , the density becomes the normal pdf with zero mean and standard
deviation  (so that when the latter parameter is 1 the pdf collapses to ()). Values of
 above (below) unity correspond to densities skewed to the right (left). The cumulative






































where Φ() is the (0;1) cdf.
Let us now consider a -dimensional random vector  =[ 1 ···  ··· ]
0 of independent
tpn components such that each  has tpn distribution with zero mode and unitary scale  =1





where () is as in (5) (with  =1 )a n d =
£
1 ···  ··· 
¤0. A random vector
 =[ 1 ···  ··· ]
0 is said to follow a FS-MSN distribution, where FS-MSN stands
for Ferreira and Steel multivariate skewed normal, if there are two vectors of constants  (the
joint mode)a n d (the shape vector), and a non-singular matrix  (the scale matrix)s u c h
that
 =  + 
where  has density (7). The joint pdf of vector  ∼ FS-MSN() is
 (;)=|det()|−1(−1 ( − );)
It is straightforward to conﬁrm that the FS-MSN distributions are unimodal with joint mode
, irrespective of  or . This class of distribution is a particular case of a more general
class of multivariate distributions suggested by Ferreira and Steel (2007a, 2007b), deﬁned by
10non-singular linear aﬃne transformations of vectors of independent variables, each having a
univariate skewed distribution constructed from a symmetric distribution using the inverse
scaling factor method introduced by Fernandez and Steel (1998). If the basic univariate
symmetric distribution is the standard normal, the associated univariate skewed distribution
is simply a reparametrization of the tpn,a sa b o v ei n( 5 ) .
Let us assume that  is a multiple of the positive integer . We are interested in a
subclass of FS-MSN distributions obtained by restricting  to be a non-singular lower block-
triangular matrix of  ×  blocks of identical size [() × ()]. This subclass will be
denoted T-FS-MSN.
The class of FS-MSN distributions and its subclass of T-FS-MSN distributions are
closed under non-singular aﬃne and non-singular lower block-triangular aﬃne transforma-
tions, respectively11. Indeed, if
 =  +  =  +  + 
where  is a vector of constants and  is a non-singular matrix, then
 v  − − ( + ;;) or  v − ( + ;;)
depending on  and  being both lower block-triangular with similar design or not.






exists ﬁnite for any vector of non-negative
integers [1··· ··· ]














T h ec o v a r i a n c em a t r i xo f is
 ()=()0 (8)




















+1( =1 ···). The closure under non-singular similar
transformations, the unimodality (with joint mode equal to one of the vectors of parameters)
and the multivariate normal being a particular case (when all the shape parameters are
unitary) are the main attractive features of the FS-MSN and T-FS-MSN distributions.
11As regards the latter, note that the product of two compatible lower block-triangular matrices is still lower
block-triangular.
11Notwithstanding, there are two drawbacks. First, they are not closed under marginalization,
i.e. if  v −(;;) or  v  −−(;;) then the marginal densities
of  ( =1 ···) in general are not tpn and their expressions are rather cumbersome
to derive analytically. This diﬃculty may be overcome by resorting to simulation. A ﬁrst
step in the simulation consists of randomly choosing the elements of a ( × ) matrix 
according to the uniform distribution in the range [0;1],w h e r e is the size of the multivariate
sample of simulated data that we intend to generate. In a second step, given the vector
of shape parameters ,am a t r i x (also  × ) is obtained from  with generic element































is the inverse of the cdf presented in (6). Each column of  is a random draw from the
multivariate distribution with density (7). In the ﬁnal step, given  and , one computes
 = 0 + ,w h e r e =[ 11 ···1]
0 ( × 1),a n dt h e columns of  become random draws
from the multivariate distribution T-FS-MSN(;;) or FS-MSN(;;), depending on
 being lower block-triangular or not. Thus, a simulated sample of the marginal distribution
of  is simply the -th row of .
The second drawback is that the FS-MSN and T-FS-MSN distributions, although par-
simonious in the number of parameters, are not uniquely parameterized when the joint mode
, the covariance matrix  () and the vector of shape parameters  are given. Indeed, by
setting  =¯ ,  =¯  and the symmetric matrix  ()=¯  , the latter  ( +1 )2 symmetry re-
strictions are not enough to uniquely determine . Additional  ( − 1)2 or  ( − 1)2
restrictions are required in order to obtain a unique parameterization of the FS-MSN or




( −  ())( −  ())
0¤
.T h u s
 = ()−1 () (10)
12Ferreira and Steel (2007a, 2007b) discuss this identiﬁcation issue for the general case generated by any
basic univariate skewed distribution and they deﬁne a restricted class of multivariate distributions such that
i t se l e m e n t sa r ea s s o c i a t e dw i t ham a t r i x that may be factorized as the product of an orthogonal matrix
and a diagonal positive deﬁnite matrix. Villani and Larsson (2006) studied this restricted class when the basic
univariate skewed distribution is the tpn and named these distributions multivariate split normal.
12If the variables  are observable and if  is interpreted as a latent vector of independent
structural sources of dispersion and skewness, the identifying restrictions may be speciﬁed
by imposing a priori reasonable nullity restrictions on the covariances between the  and
the  ( =1 ···), which by (10) translates into imposing nullity restrictions on the
corresponding elements of . A particular and simple identiﬁcation scheme corresponds to
deﬁning an order of the variables in  and restricting  to be lower triangular, which implies
considering a recursive propagation of the structural sources of dispersion and skewness.
5 The probabilistic procedure
We assume that the (+)-dimensional vector of input variables  has zero joint mode and
can be expressed as a linear transformation of a (+)-dimensional vector of independent
latent tpn variables with zero modes:
 = 
From section 2, the input variables in  are ordered such that the ﬁrst  +  elements
correspond to the input variables for the ﬁrst period in the forecasting horizon, the elements
from (++1)up to 2(+) correspond to the input variables for the second period, and
so on. This time-based ordering of input variables implies that  is lower block-triangular,
with each block of size ( + ) × ( + ) (where  +  is the number of input variables
for each period). Otherwise, shocks in a given period would aﬀect the marginal distributions
of the input variables of earlier periods.
From (4), the output variables  may be expressed as a non-singular block-triangular
linear transformation of the input variables . Our goal is to determine the joint density
 () and the corresponding marginal densities. Assuming that  belongs to the subclass of
T-FS-MSN distributions and its joint mode is the zero vector, the joint distribution of 
will also belong to the same subclass:
 v  − − (0;;) ⇒  =  v  − − (0;;)
Therefore, in our framework, given the interim multipliers included in , one obtains the joint
distribution of  by determining the lower triangular scale matrix  and the shape vector .
To address the identiﬁcation issue regarding , we will restrict the latter matrix to be lower
triangular (and not just lower block-triangular). This will be achieved by choosing an ordering
of the input variables in each forecasting period (the same for all periods), thus implicitly
setting the required ( +)( + −1)2 identifying restrictions for each  ( =1 ···).
As  =[ 0
 0
]
0,w ew i l la l s oa s s u m et h a tt h e deviations  of the conditioning variables
13from their baseline will always rank before the  pure forecasting errors  for each period
, thereby further reducing the number of diﬀerent admissible orderings.
We acknowledge that our assumption of a lower triangular matrix  is restrictive because
there may be no ordering of the input variables that makes the "true" matrix  be lower
triangular. Nevertheless, for the sake of computational simpliﬁcation, we propose choosing on
economic grounds a plausible ordering and then trying out alternative admissible orderings
as a crude way to assess the range of possible results from diﬀerent identiﬁcation schemes.
Under the stated assumptions, in particular having chosen an admissible ordering of the
input variables, a ﬁrst step towards estimating  is the computation of the "historical" covari-
ance matrix of input variables ˜  (˜ ) from the errors of past similar forecasting exercises. For
the time being, let us consider that the number of past exercises is large enough to produce
a non-singular covariance matrix. Later, we will discuss the consequences to the procedure
if the number of past observations is close to or smaller than the number of input variables,
as often is the case in practise. In a second step, the forecaster may want to introduce some
judgement on how diﬀerent will be the dispersions of the input variables over the forecasting
horizon as compared with the observed past dispersions. This can be achieved by pre- and
post-multiplying the historical covariance matrix by a diagonal adjustment matrix:





 being judgmental adjustment factors to the historical standard deviations of  ( =
1···; =1 ··· + ). When  = , no judgemental based adjustments to the his-
torical variances are assumed. However, when there is the perception by the forecaster or
policy maker that the uncertainty on the future developments of some input variable dif-
fers signiﬁcantly from the past behavior, an adjustment factor diﬀerent from one should be
considered.
The next step of our procedure consists of computing the Cholesky matrix associated with
Ω, i.e. the (non-singular) lower triangular matrix  such that Ω = 0.F r o m( 8 ) ,
()=−12 () (11)
which shows that, given Ω (and thus ), the elements of matrix  c a nb ee x p r e s s e da s
functions of the shape parameters  (because the -th diagonal element of  depends on ,
 =1 ···( + )).
14Let  be the (( + ) × 1) vector of judgemental baseline probabilities deﬁned with
respect to the joint mode, with generic elements  =  (  0) ( =1 ··· + ;
 =1 ···) The vector of shape parameters  can be obtained by solving recursively the
non-linear system ⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
 (11)  0=11
 (12  0) = 12
. . .
 (  0) = 
. . .
 (+  0) = +
⇔
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
 (111)  0=11














where  and  refer to the element () of matrix () and to the -th element of  (the
vector of latent tpn independent variables), respectively. Note that  depends only on 
(given Ω) and that, by construction,  follows a basic univariate FS-SN distribution also
with parameter  ( =1 ···). Therefore, the ﬁrst equation can be solved to compute 1
(for example, by grid search). Given 1, the second equation determines 2,a n ds oo n .F o r
each admissible value of 1, the probability on the left hand-side of the ﬁrst equation can
be computed using (6). The probabilities appearing on the left hand-sides of the remaining
equations can be simulated (for equation  =2 ···(+),g i v e n(1···)). Simulated
values of the input variables may be generated using the algorithm described in section 4, and
the relevant probabilities simply correspond to the proportions of negative outcomes in the
total number of draws.
Does system (12) always have a solution, i.e. is it always possible to ﬁnd shape parameters
that equate the simulated baseline probabilities (on the left-hand side of the equations) to
the given targeted baseline probabilities (on the right-hand side of the equations)? If the
correlations among the input variables are moderate, a unique solution exists but in situations
characterized by some extreme baseline probabilities (some  c l o s et oz e r oo rt oo n e ) .
In practise one can rule out these extreme values, because too small or too large baseline
probabilities would erode the credibility of the baseline point forecasts.
15A more relevant issue is that often the number of past similar exercises is not enough to
produce a well conditioned covariance matrix. In those cases, with some eigenvalues of Ω
being zero or too close to zero, there is still at least one lower triangular matrix  such that
Ω = 0, but the elements of one or more columns of  are are all zero or too close to
zero13. If that is the case, one cannot determine from system (12) a full vector of ( +
) shape parameters  (i.e. the elements of  corresponding to the zero columns of 
are undetermined), meaning that one only needs less than ( + ) structural shocks to
describe the singular or near-singular covariance structure. In particular, if  is the number of
observed past forecasting errors, then a solution will not exist for the shape parameters when
( +) and numerical diﬃculties may even arise when ( +) is below but close
to . The intuition behind this statement is strong: If the covariance matrix of the input
variables is singular, then some input variables (those associated with larger  in our recursive
structure) are linear combinations of the input variables of previous periods. Therefore, the
multivariate skewness of the latter fully determines the skewness of the former and it is not
possible to independently set their baseline probabilities.
There are at least three ways of dealing with a singular or near-singular covariance matrix
Ω. One is to consider ˆ Ω = Ω +  instead of Ω,w h e r e is a small positive scalar. Another
way is to impose a (small) lower bound on the eigenvalues of Ω and consider
ˆ Ω = Ωˆ ΛΩ0
Ω
instead of Ω,w h e r e






with  ( =1 ···( + )) the eigenvalues of Ω and Ω the orthogonal matrix of
associated eigenvectors. Both approaches are very simple but they increase the dispersion of
the input variables relative to their observed (and possibly judgementally adjusted) levels.
The third (and our preferred approach) is to acknowledge that one can not have an exact
solution of the system for the shape parameters associated with more distant periods and
should accept an approximated solution for these periods. Instead of trying to reach an exact
solution for system (12), one can solve the sequence of least squares problems (one problem
for each period  in the forecasting horizon):
min
X+
=1 (ˆ  − )
2 ( =1 ···) (13)
13For a discussion on the Cholesky decomposition of positive semi-deﬁnite matrices, see, for instance, Higham
(1990).
16with
ˆ  = 
¡
(−1)(+)+11 + ···+ (−1)(+)+(−1)(+)+(−1)(+)+  0
¢
The sequence of least squares problems (13) allows for some discrepancies between the simu-
lated and the targeted baseline probabilities, ˆ  and  respectively. Note that, when solv-




are taken as given and the values of the shape parameters corresponding to the zero columns
of  (and ) have no impact on the results.
[Figure 4 here]
Figure 4 illustrates the conditions under which there exists a solution for the shape para-
meters in the simplest case of  =1and two input variables with zero joint mode, unitary
variances and linear correlation coeﬃcient .W h e n  =0(i.e. when the input variables
are independent) the forecaster may set any pair of baseline probabilities in [0;1]×[0;1] that
there exists a solution for the shape parameters. For each non-zero value of ,t h ec o n t o u rl i n e
represents the frontier of the region deﬁned by those pairs of targeted baseline probabilities
for which there is an exact solution for the shape parameters (i.e. for which the optimal
values of the objective function in (13) are zero). One concludes that the admissible region
becomes thinner and more elongated when  increases in absolute value. In the limit case of
linear dependence between the input variables (either  = −1 or  =1 ), the feasibility region
reduces to a diagonal of the square [0;1] × [0;1]. Indeed, if  =1( = −1) and the target
baseline probability for the ﬁrst input variable is 1, there is an exact solution only if the
baseline probability for the second input variable is also 1 (1 − 1).
6A n i l l u s t r a t i o n
In this section, we illustrate the proposed methodology using the Spring forecasts published
by Banco de Portugal. The matrices of interim multipliers were obtained from one of the
macroeconometric models in use at the Banco de Portugal. The forecasting horizon includes
the current year (for which limited information is available in March/April when the Spring
forecasting exercise is carried out) and one year ahead. As regards the past forecasting errors,
we compiled 13 sets of errors of similar Banco de Portugal Spring forecasting exercises (1996-
2008). To keep the exercise as simple as possible, the annual consumer inﬂation rate and
the growth rate of GDP are (in this order) the only endogenous variables and the number
of conditioning variables is four (in the following order: annual growth rate of oil price,
17annual growth rate of foreign demand, ﬁrst diﬀerence of the euro short-term interest rate,
and annual growth rate of the euro exchange rate14). Thus, the vectors  and  of input and

















with the "reference ordering":
1 =
⎡










































where   stands for "pure forecasting error".
The historical covariance matrix, its eigenvalues and  (the matrix of the linear trans-
formation of input to output variables) are reported in the Appendix. Based on a set of
assumptions which will be described below and using simulated data (with 50000 draws)15,
the joint distributions of input and output variables were constructed using the proposed
methodology, for the reference ordering as well as for all admissible orderings (which in this
illustration are 48 = 4!×2). The vector of shape parameters  and the scale matrix  for the
reference ordering are also reported in the Appendix.
Tables 1 and 2 include the most relevant indicators of the marginal distributions of the
input and output variables, respectively. Figure 5 presents the fan charts for GDP growth
and consumer inﬂation forecasting errors, for the reference ordering and constructed as the
nested prediction intervals for 20, 40, 60 and 80 per cent conﬁdence levels16.The ﬁgures outside
brackets in Tables 1 and 2 correspond to the reference ordering, while in square brackets we
14T h ee x c h a n g er a t ei sd e ﬁned here as the price of 1 dollar in euro, such that an appreciation of the euro
translates into a decrease of the exchange rate.
15Using 5, 10, 50 or 100 thousand draws does not impact signiﬁcantly on the computation times (only a few
seconds). In the case of our illustration, above 50 thousand draws the results became rather insensitive to the
number of draws.
16Unlike in Figure 5, in the typical fan chart the baseline point forecasts are added to the lower and upper
bounds of all the prediction intervals of the forecasting errors.
18present the minimum and maximum values of the indicators for all alternative admissible
orderings. A ﬁrst conclusion emerging from both Tables is that the ordering of the input
variables does not matter much, because the widths of the ranges are very narrow and so the
impact on the assessment of the dispersion and skewness of distributions of the forecasting




To illustrate how forecasters may use judgement to modify the variances of the observed
forecasting errors, some adjustment factors were allowed to aﬀect the historical standard
deviations (Table 1). Firstly, we considered a decrease in the standard deviation of the oil
price errors by 13 and 20% in the two periods, respectively. A possible rationale for this
adjustment is the correction of the strong inﬂuence of outliers in the earlier part of the
available sample, which most likely will not be repeated in the near future. Additionally, a
higher volatility for the evolution of interest rates was considered (adjustment factor of 11),
as a consequence of the expected continuation of turbulence in the ﬁnancial markets. Finally,
the increase in the dispersion of the inﬂation pure forecasting error by 10% is justiﬁed by
the judgemental assessment that the higher volatility of food prices observed recently will
continue over the horizon.
The vector of baseline probabilities should be set to express the beliefs of forecasters or
policy makers regarding the balance of risks for the input variables over the horizon. For a
given variable, if no judgment is made on the balance of risks, the corresponding baseline
probability should simply be set to 05. In this illustration, we consider a negative risk on
foreign demand, more pronounced in the second period. It reﬂects the assessment that, relative
to the external demand growth path considered in the baseline, the probability of a negative
deviation exceeds the probability of a positive one (baseline probabilities for the external
demand growth of 055 and 060 for  =1and  =2 , respectively). The materialization
of this belief would translate into a postponed and slower recovery of the world economy
relative to what underlies the baseline, for example due to the persistence of an environment
of ﬁnancial crisis. The instability related to the ﬁnancial fragilities of some euro countries may
be pointed out as a reason to a downward risk to the euro exchange rate (baseline probability
of 045 in both periods).
As regards the pure forecasting errors, any judgment on their balance of risks should
reﬂect phenomena that, if materialized, signiﬁcantly aﬀect the endogenous variables over the
19forecasting horizon but are not taken into account in the baseline point forecasts. To illustrate
this type of beliefs, we consider a baseline probability of 055 for the pure forecasting error of
GDP growth in the second period. It may reﬂect, for example, the possibility of tighter loan
conditions to households and corporations related to the persistence of the ﬁnancial crisis. In
addition, a positive skewness was also considered for the pure forecasting error of consumer
inﬂation in the second period (baseline probability of 045). In a situation of high ﬁscal deﬁcit,
this risk is related to the possibility of an increase of both indirect taxes and administered
prices larger than what was included in the baseline scenario.
Not surprisingly, as most risks considered in this illustration are towards a less buoyant
economic activity, the balance of risks for GDP growth is on the downside, with baseline
probabilities (i.e. probabilities that it will be below the baseline point forecast) of 0544 and
0609 for the reference ordering, respectively in the ﬁrst and in the second years of the horizon.
For the second period one should notice that the narrower range (conﬁdence level of 20%)i n
the fan chart of the GDP forecasting error in Figure 5 does not include the baseline point of
zero (the range has bounds −0641% and −0027%).
The risks to the inﬂation forecast are more balanced, with baseline quantiles of 0536
and 0497 for the reference ordering The upward eﬀects associated with the risks of euro
depreciation and the increase of indirect taxes and administered prices are balanced by the
risk of lower GDP growth.
By assumption, the joint mode of input variables is the zero vector and, consequently,
the joint mode of the output variables is also the zero vector (with both types of variables
interpreted as deviations from the baseline point forecasts). However, as pointed out in section
3, because the multivariate distributions are skewed, the marginal modes are not zero. The
marginal modes are not included amongst the indicators shown in Tables 1 and 2 because
of the diﬃculty in estimating them with acceptable precision using simulated data when the
distributions are skewed.
[Figure 6 here]
Finally, Figure 6 gives the graphical perspective of the trade-oﬀ between the forecasting
errors of GDP growth and inﬂation in our illustration, for the reference ordering of input
variables. It represents conﬁdence regions of the joint density of both variables in the ﬁrst
and in the second periods of the horizon. The conﬁdence regions were computed from the sim-
ulated data and are based on Tukey’s half-space depth17. As pointed out in the introduction,
17Tukey (1975), Yeh and Singh (1997) and Zuo and Serﬂing (2000), among others. To compute the depths of
the simulated data points and the contour lines of the conﬁdence regions we used the package "depth" by J.-C.
20unlike the other approaches available in the literature, our method deals directly with joint
distributions of input and output variables and therefore renders feasible the construction of
any statistical indicator based on the multivariate distribution.
7C o n c l u s i o n
We proposed a new method to construct the marginal probability distributions of institutional
macroeconomic forecasts, combining both historical and model based information and judge-
ments. It was designed for institutional settings characterized by the use of several models
and/or subjective judgements when producing the baseline point forecasts.
We assumed that the baseline ﬁgures correspond to the joint mode of the multivariate
distribution and discussed why this is preferable to the marginal modes or the conditional
means. Our choice of central tendency is consistent with the practise followed in many institu-
tions of conducting the forecasting exercise in two almost sequential stages, the ﬁrst being the
production of baseline point forecasts and the second (after having agreed on the conditional
baseline point forecasts) being the assessment of forecasting errors density. Indeed, in our
approach the baseline point forecasts remain invariant to diﬀerent judgments on the balance
of risks.
We also assumed that the joint distribution of the input variables may be expressed as
linear combinations of independent latent two-piece normal variables. These distributions
form a subclass of the broader class of multivariate distributions recently suggested by Ferreira
and Steel (2007a, 2007b). By dealing explicitly with joint distributions of the forecasting
errors, we addressed the criticism put forward by Leeper (2003) that fan charts (which are
based on univariate marginal distributions) leave out relevant information, in particular the
trade-oﬀs between forecasts (like GDP growth and inﬂation).
To overcome an identiﬁcation issue, we suggested working with a recursive propagation of
the structural sources of dispersion and skewness. The analytical framework that we developed
renders quite explicit that, for constructing the joint distribution of the forecasting errors with
correlated input variables and asymmetric shocks, unlike in the case of symmetric shocks, one
does need a structural model for the propagation of shocks. The computations are greatly
simpliﬁed if we choose the simplest type of structural model, i.e. if we make the model
recursive. This may be viewed as restrictive in some situations. Nevertheless, one can always
Masse and J.F. Plante for the statistical software R (to simplify the computations we considered a subsample
of 2000 from the 50000 draws generated in the simulation of the joint distribution of the input and output
variables).
21choose a plausible ordering for the variables and then try out alternative admissible orderings
to roughly assess the sensitivity of results for diﬀerent structural identiﬁcation schemes. At
least for small/moderate contemporaneous correlations of the input variables, the results can
be expected to be rather robust to the choice of the ordering.
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24Appendix - Inputs and parameters (reference ordering)
A) Covariance matrix of the input variables computed from the past observed forecasting errors (13 obser-
vations):
˜  (˜ )=1 0 −4×
⎡





4979 0262 0070 0606
−4865 −0433 −0031 0037 0184
2317 −0115 −0003 0251 0020 0325
9613 6112 0441 −5807 −3111 −7906 5272
1394 3780 −0189 0390 −0375 −0363 3446 1322
1146 1315 0220 0279 −0136 0003 7034 1457 1144
5181 0939 −0058 0498 −0015 0224 2493 2938 0152 1826
3730 −0127 0092 0359 0023 0096 −7396 −1022 0021 0106 0556
7630 0806 0031 0571 0084 0218 −5264 2041 0340 1184 0374 1569
⎤
⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥
⎦
B) Eigenvalues of the latter matrix:
10−4×
£
5646 25951 3 23 3489 1561 0694 0433 0293 0135 0012 0010 00001
¤
C) Judgemental adjustment factors to the standard deviations of the input variables:
 = 
¡
06 611 111 110 811 111 11
¢
D) Vector of baseline probabilities of the input variables:
 =
£
050 055 050 045 050 050 050 060 050 045 045 055
¤0
E) Vector of estimated shape parameters:
 =
£
1000 0905 1056 1106 0855 0919 1047 0760 1543 1357 0675 1304
¤0
F) Scale matrix of input variables:
 =1 0 −3×
⎡
⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢
⎣
1129 00000000 0 0 0
6940 209 9 0000000 0 0 0
1665 1203 23 6 4 000000 0 0 0
2912 0282 1043 7086 0 0 0 0 0 0 0 0
−3130 −1219 1221 1700 2520 0 0 0 0 0 0 0
1355 −0984 −0565 3068 0253 4419 0 0 0 0 0 0
4497 8306 −1946 −8031 1520 −1008 11900 0 000
8154 1510 −2221 4752 8426 −1386 5628 136 10 000
7370 4390 3801 0551 2483 −1230 1720 4395 3666 0 0 0
3030 3422 −6584 6516 3391 −0726 2591 −1061 −1742 6660 0 0
2400 −1439 3729 4036 −1158 −0950 −3546 −1942 −1657 1840 1385 0
4462 2329 −2892 6457 7082 −1242 −3432 −1549 −0987 1845 2309 0972
⎤
⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥
⎦G) Matrix of linear transformation of inputs to outputs
 =
⎡
⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢
⎣
100 0 00000 0 00
010 0 00000 0 00
001 0 00000 0 00
000 1 00000 0 00
0020 0007 −0013 −0242 1000 0030 0 0 0 0 0 0
−0004 0119 −0264 −0117 −0117 0854 0 0 0 0 0 0
000 0 00100 0 00
000 0 00010 0 00
000 0 00001 0 00
000 0 00000 1 00
0011 0046 −0076 −0198 0800 0097 0020 0007 −0013 −0242 1000 0030
−0005 0126 −0409 −0115 0058 0034 −0004 0119 −0264 −0117 −0117 0854
⎤
⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥
⎦Figure 1 Figure 1 Figure 1 Figure 1
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symmetric case (variable below zero with probability 50%)
left skewed case (variable below zero with probability 65%)Figure 2 Figure 2 Figure 2 Figure 2
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both variables left skewed (variables below zero with probability 65%)a) symmetric case a) skewed case
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Figure 3 Figure 3 Figure 3 Figure 3
Contour lines of the joint density of (w Contour lines of the joint density of (w Contour lines of the joint density of (w Contour lines of the joint density of (w1, 1, 1, 1,w w w w1 1 1 1+w +w +w +w2 2 2 2) ) ) )
(w (w (w (w1  1  1  1 and w and w and w and w2 2 2 2 independent tpn variables with zero mode and unitary variance)  independent tpn variables with zero mode and unitary variance)  independent tpn variables with zero mode and unitary variance)  independent tpn variables with zero mode and unitary variance)Figure 4 Figure 4 Figure 4 Figure 4
Border of the region with exact solution Border of the region with exact solution Border of the region with exact solution Border of the region with exact solution
sensitiveness to different correlation coefficients (rho)reference ordering
GDP growth GDP growth GDP growth GDP growth Inflation Inflation Inflation Inflation
Fan charts of forecasting errors Fan charts of forecasting errors Fan charts of forecasting errors Fan charts of forecasting errors
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Conditioning variables errors Conditioning variables errors Conditioning variables errors Conditioning variables errors
oil price 0.500 0.500 0.000 0.171 0.66 0.113 0.000 0.000
[0.500,0.501] [-0.001,0.002] [-0.045,0.054] [0.000,0.042]
foreign demand 0.550 0.550 -0.003 0.022 1.00 0.022 -0.135 0.178
[0.550,0.550] [-0.004,-0.003] [-0.184,-0.094] [0.104,0.306]
interest rate 0.500 0.500 0.000 0.003 1.10 0.003 0.028 0.026
[0.500,0.501] [0.000,0.000] [-0.044,0.045] [0.000,0.075]
exchange rate 0.450 0.450 0.001 0.008 1.00 0.008 0.123 0.158
[0.450,0.450] [0.001,0.001] [0.117,0.189] [0.144,0.324]
oil price 0.500 0.500 0.003 0.230 0.80 0.184 0.029 0.062
[0.500,0.500] [0.000,0.003] [-0.005,0.065] [0.017,0.311]
foreign demand 0.600 0.600 -0.009 0.036 1.00 0.036 -0.052 0.071
[0.600,0.600] [-0.010,-0.009] [-0.006,-0.045] [-0.085,0.355]
interest rate 0.500 0.500 0.000 0.011 1.10 0.012 -0.006 0.098
Table 1 Table 1 Table 1 Table 1
Input variables - Uncertainty and risk indicators Input variables - Uncertainty and risk indicators Input variables - Uncertainty and risk indicators Input variables - Uncertainty and risk indicators
Standard deviation
 (*) Baseline probability
1
2
interest rate 0.500 0.500 0.000 0.011 1.10 0.012 -0.006 0.098
[0.500,0.500] [0.000,0.000] [-0.024,0.020] [-0.066,1.015]
exchange rate 0.450 0.450 0.002 0.014 1.00 0.014 0.066 0.161
[0.450,0.450] [0.002,0.002] [0.037,0.102] [0.026,1.000]
Pure forecasting errors Pure forecasting errors Pure forecasting errors Pure forecasting errors
inflation 0.500 0.500 0.000 0.004 1.10 0.005 -0.027 0.021
[0.500,0.500] [0.000,0.000] [-0.027,0.001] [0.013,0.090]
GDP growth 0.500 0.500 0.000 0.006 1.00 0.006 -0.037 0.114
[0.500,0.500] [0.000,0.000] [-0.049,-0.021] [0.069,0.124]
inflation 0.450 0.450 0.001 0.007 1.10 0.008 0.025 0.023
[0.450,0.450] [0.001,0.001] [0.013,0.068] [0.014,0.677]
GDP growth 0.550 0.550 -0.002 0.013 1.00 0.013 -0.030 0.031
[0.550,0.550] [-0.002,-0.002] [-0.034,-0.016] [0.016,0.247]









[x (x )] [x (x )]
;
(x ) (x )












Inflation 1 0.536 0.000 0.003 -0.103 0.158
[0.528,0.541] [0.000,0.000] [-0.105,-0.072] [0.116,0.245]
2 0.497 0.000 0.007 0.035 0.026
[0.489,0.501] [0.000,0.000] [0.025,0.058] [-0.047,0.569]
Forecasting errors of endogenous variables - Uncertainty and risk indicators Forecasting errors of endogenous variables - Uncertainty and risk indicators Forecasting errors of endogenous variables - Uncertainty and risk indicators Forecasting errors of endogenous variables - Uncertainty and risk indicators
Table 2 Table 2 Table 2 Table 2
GDP growth 1 0.544 -0.001 0.005 -0.070 0.106
[0.536,0.549] [-0.001,0.000] [-0.087,-0.065] [0.067,0.118]
2 0.609 -0.003 0.012 -0.054 0.018
[0.604,0.612] [-0.004,-0.003] [-0.066,-0.048] [0.014,0.220]
(*) These indicators are not affected by the order of variables
j
3 4




[x (x )] [x (x )]
;
(x ) (x )
E E E E
V V
- -