Introduction
This paper aims to identify which variables are associated most strongly with regional economic development and prosperity. The data used in the analysis is taken from the World Competitiveness Index of Regions (WCIR), which covers a wide variety of regional economies based within differing national economies. The aim of this paper is to analyse the dataset to distinguish the underlying economic characteristics of both successful and less successful regions. In order to achieve this, the variables were grouped into measures of success -so called "output variables", and factors that were not desirable in themselves but might have contributed to success -"input variables". The former set of variables indicate economic success, while the latter variables are thought to be conducive to success but are not in themselves indicators of success. A two-step cluster analysis was run on the sample, clustering by O2. Only two significant clusters were found with 221 and 241 observations. This analysis showed that the clustering did not depend at all on the economic activity variable. The mean value of that variable was identical for the two clusters. Labour productivity was the most important factor. Wales is in the wealthier cluster, albeit near the bottom ranked by O2 or GVA per head.
Having identified two clusters using the output variables, the next step is to determine which of the input variables are most clearly different between the two clusters, using a discriminant analysis.
The variables that most firmly distinguish the two clusters are identified as broadband access and public spending on education, both primary and secondary and higher education. Other variables are less influential, although the number of managers per 1,000 employees and the number of secure servers have some importance. If any conclusions are to be drawn from this, it is that educational expenditures and internet connectivity are the two elements most important for a region in the lower cluster aiming to get into the higher one.
Accounting for Success
The next step is to undertake a regression analysis to examine whether the same variables are associated with success (measured by O2) across the entire sample and then within each cluster.
Regression results for the full sample are shown in follow that putting resources into these areas will result in gains in labour productivity, wages and GDP per head, but the association is at least suggestive of this.
The regressions for cluster 2 are shown in Table 3 . The fit is better with an R 2 of 0.70. The results are indeed different, and for this cluster employment in biotechnology and chemicals is important while high tech services are insignificant. The number of managers per 1,000 employees is significant, unlike in cluster one. R&D spending by business remains significant. Per capita equity investment now makes a significant positive contribution, the reverse of the situation in cluster one. The number of patents now has a negative effect, again the reverse of cluster one. Spending on primary and secondary education remains by far the most significant and influential variable but, in a reversal from cluster one, it is now some five times as powerful as spending on higher education, which is not quite statistically significant. This seems to indicate clearly that for poorer regions the biggest pay-off in education spending is at the earlier age stages but this becomes less true as incomes and productivity rise.
While the paradoxical result of a positive effect of broadband access combined with a negative effect from internet hosts persists, in cluster two the positive effect of broadband is three times the negative effect from hosts, and the coefficient is much better determined. This tends to support the result that internet connectivity is important for cluster two and underpins the result of discriminant analysis, which suggests it tends to discriminate regions in cluster one from cluster two. Based on these results, however, there is a threshold effect and once it is reached, higher connectivity numbers have little further effect on output and productivity.
Taken at face value, the results also suggest that levels of private equity investment per capita are important at lower levels of GVA per head, but lose significance and indeed become counterproductive at higher levels. However this seems to be a spurious result driven by a few data outliers. As illustrated by Figure 1 , the bulk of the points in the scatter diagram of O2 on private equity imply a positive association, especially at low values of both variables (accounting for the cluster 2 result). At higher values, however, the association weakens considerably.
The value of O2 at the cluster break is around 6,000. Most observations above that are in cluster 1, where the association looks much weaker but the negative coefficient in the regression is due to a handful of outlying observations. A robust conclusion is that private equity investment is associated with progress at lower levels of success and the association is much less clear at higher levels. Similar graphical analysis confirms that broadband access has a clearer positive association in cluster two but none in cluster one. Even internet hosts appear to be positively associated with O2 in cluster two, the negative coefficient presumably stemming from collinearity with broadband access. There is no clear association in cluster one. (Table 4 ).
In terms of structure of the economy, the poorer regions generally have more people employed in the automotive or mechanical engineering sector and Wales is most specialised in that sector. The wealthier regions are specialised in high-tech services, and while Wales has slightly more employment in that sector than the poorer regions it lags well behind the top three (Table 5) .
There 
Conclusion
In undertaking this analysis, one result stands out. Education expenditures are strongly associated with regional success. For lower GVA and productivity regions, the most important element is expenditure on primary and secondary education. At higher levels of the GVA and productivity scale, however, spending on higher education becomes more important.
Business expenditure on research and development is generally associated with success.
Among more competitive regions, there is also a weak association between government spending on R&D and productivity, which tends not to be the case among poorer regions.
The sectoral specialisations that seem to go along with higher output per head also differ with the productivity level of the region.
Among A general conclusion is that it is easier to chart the progress from poorer to middling regions.
The variables explored appear to explain some 70% of the variation in output per head, productivity and economic activity rates among poorer regions. Among richer regions, however, there seems to be greater diversity and the same variables explain no more than 55% of the differences in success.
Finally, Wales is a particular case where the analysis in this paper leaves a substantial unexplained element, and although Wales suffers from relatively low spending on higher education and low spending by business on R&D, there are clearly other factors beyond this analysis pulling down its relative performance.
One factor that has been found to be influential is agglomeration; productivity is higher in large cities. Wales lacks a large city by international standards and population density is fairly low, which could help to explain relatively low productivity.
Another factor is the influence on each region of institutions determined at national level. For example the degree of regional autonomy within the nation state may be a significant variable, or the nature of the national legal system, corporate law and the financial system. UK productivity levels tend to lag those of other advanced states in Europe and North America and this could be owing to factors that extend to Wales. Some macroeconomic variables could also have long-run effects, like the savings rate, which determines how much investment can take place without borrowing. The Welsh savings rate, like that of the UK as a whole but to an even greater degree, is low by international standards. Unfortunately these types of factors lie outside the control of the Welsh government. As well as seeking to quantify these effects, further research must hunt for factors that can be changed in Wales itself.
