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No contexto atual de negócio global e competitivo, é essencial que as empresas adaptem as suas 
bases de conhecimentos a fim de interagirem e colaborarem eficazmente. Contudo, devido à 
existente multiculturalidade de pessoas e empresas, existem diferentes formas de representação dos 
processos ou produtos de negócios, mesmo dentro de um mesmo domínio. Consequentemente, um 
dos principais problemas encontrados na interoperabilidade entre sistemas e aplicações de empresas 
está relacionado com a semântica. A integração e partilha do conhecimento empresarial para a 
construção de um léxico comum, desempenha um papel importante na adaptabilidade e integração 
semântica dos sistemas de informação. O autor propõe uma plataforma de trabalho que providencia 
uma estrutura de suporte ao desenvolvimento de sistemas para a gestão da dinâmica da 
adaptabilidade semântica. Esta permite que organizações distintas participem na construcão de uma 
base de conhecimento comum, deixando ao mesmo tempo que mantenham as suas próprias visões 
do domínio, sem comprometerem a integração entre elas. Assim, o sistema é capaz de estar atento a 
novo conhecimento, e ter a capacidade de aprender com ele, sendo capaz de administrar a sua 
interoperabilidade semântica duma forma dinâmica e adaptável. O autor também sublinha a visão que 
num futuro próximo, a capacidade da adaptabilidade semântica dos sistemas empresariais irá 
impulsionar a colaboração empresarial e o aparecimento de novos negócios. 
 
Palavras Chave 






In the current global and competitive business context, it is essential that enterprises adapt their 
knowledge resources in order to smoothly interact and collaborate with others. However, due to the 
existent multiculturalism of people and enterprises, there are different representation views of 
business processes or products, even inside a same domain. Consequently, one of the main problems 
found in the interoperability between enterprise systems and applications is related to semantics. The 
integration and sharing of enterprises knowledge to build a common lexicon, plays an important role to 
the semantic adaptability of the information systems. The author proposes a framework to support the 
development of systems to manage dynamic semantic adaptability resolution. It allows different 
organisations to participate in a common knowledge base building, letting at the same time maintain 
their own views of the domain, without compromising the integration between them. Thus, systems are 
able to be aware of new knowledge, and have the capacity to learn from it and to manage its semantic 
interoperability in a dynamic and adaptable way. The author endorses the vision that in the near 
future, the semantic adaptability skills of the enterprise systems will be the booster to enterprises 
collaboration and the appearance of new business opportunities.  
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In the current global and competitive context, for mostly of the enterprises, doing business globally has 
become critical to their survival. Additionally, enterprises, both big and small, need to establish 
cooperation agreements with others. Particularly, they have to combine forces to compete jointly in the 
market, in order to raise their own added value and to become specialised in niche activities. Thus, 
there is a demand for intelligent world-class solutions capable of reinforcing partnerships and 
collaborations. 
However, enterprises are facing some difficulties concerning to the lack of interoperability of systems 
and software applications to manage and progress in their collaborative business [1][2]. But what 
Interoperability means? After a short study of the Interoperability word focused in its word formation it 
was reached three other (small) words: “inter, operate, and ability”.  Where “inter-” is a prefix 
expressing “among, between” [3] or “cross over boundaries” [4]; “-ability” is a suffix expressing ability, 
fitness, or capacity [5], that in this case is related to the “operation” of something; and “operation” is 
related to “the act or process of operating or functioning” [6] that thing. Consequently, interoperability 
is the capacity of performing any kind of operation (could be through communication) across over 
certain boundaries. By other side, an interoperability problem is something that inhibits such operation 
ability.  
Since the thesis is on the industrial information systems domain, the interoperability concept is 
presented on this document focused on the interoperation of systems. Thus, some of the reference 
definitions more used by the research community of this domain are: 
• IEEE Dictionary defined interoperability as “the ability of two or more systems or components 
to exchange information and to use the information that has been exchanged” [7]; 
• Chen et al. defined that interoperability is considered as significant if the interactions can take 
place at least on three different levels: data, services and processes, with a semantics defined 
in a given business context [8][9];  
• Panetto defined that interoperability is the ability of different types of computers, networks, 
operating systems, and applications to work together effectively, without prior communication, 
in order to exchange information in a useful and meaningful manner [10]. 
In 2003 Chen and Doumeingts stated that European Commission (EC) considers Interoperability of 
enterprise applications and software as a strategic issue. Moreover, compared with the situation in US 
or Japan, developing interoperability will bring more benefits to European industry in terms of 
knowledge sharing and collaboration, and thus accelerate European economy integration [11].  
In accordance to such strategic issue the European Commission co-funded research IST projects that 
defined several frameworks related to this topic. A framework is a structure for supporting or enclosing 
something else, especially a skeletal support used as the basis for something being constructed [12]. 
An interoperability framework provides a set of assumptions, concepts, values and practices (methods 
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& tools) that constitutes a way of viewing and addressing interoperability issues [13]. In the following 
are presented some: 
• Ideas Interoperability Framework (IIF)- The IDEAS1 project (Interoperability Development for 
Enterprise Applications and Software, IST-2001-37368), identified the need for a structured 
approach to collect, identify and represent the current state of the art, vision statements, and 
research challenges in the area of Interoperability. It defined a framework for capturing and 
inter-relating this information from many perspectives called the IDEAS Interoperability 
Framework. This framework builds upon the meaningful achievement of interoperability 
between enterprises, which must be achieved on all enterprise layers (Figure 1.1) [9]: 
o Interoperability at business level should be seen as the organisational and operational 
ability of an enterprise to factually cooperate internally, but also, with other external 
organisations, whether these organisations are enterprises or public institutions. 
o Interoperability at knowledge level should be seen as the compatibility of the skills, 
competencies, and knowledge assets inside an enterprise and, with those of other, 
external organisations. 
o Interoperability at ICT (Information and Communications Technologies) systems level 
should be seen as the ability of an enterprise’s ICT systems to cooperate internally 
and, with those of other, external organisations. 
o To overcome the semantic barrier, which emerges from different interpretations of 
syntactic descriptions, precise, computer processable meaning must be associated 
with each concept. It has to be ensured that semantics are exchangeable and based 
on a common understanding to be indeed a means to enhance interoperability. 
 
Figure 1.1 – Interoperability on all layers of the enterprise 
• The European Interoperability Framework (EIF), in 2004, described interoperability in three 
aspects, which are, organisational, technical, and semantic. [14]: 
o Organisational – organising business processes and internal organisation structures 
                                                
1 IDEAS FP5 IST-2001-37368 - Thematic Network Interoperability Development for Enterprise Applications 
and Software - Roadmaps / Project duration: September 2002 to June 2003. 
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for better exchange of data.  
o Technical – linking up computer systems by agreeing on standards for presenting, 
collecting, exchanging, processing, transporting data. 
o Semantic – ensuring that transported data shares the same meaning for link-up 
systems. 
• Interoperability Research Domains – The INTEROP2 (Interoperability Research for Networked 
Enterprises Applications and Software) project aimed to extract value from the sustainable 
integration of the three key thematic components (that resulted from the roadmap for 
interoperability research made by the IDEAS project), to develop significant new knowledge 
[15]. Thus, INTEROP through a network of researchers develop research following three 
Interoperability Research Domains: 
o  Ontology to identify interoperability semantics in the enterprise, 
o Enterprise Modelling to define interoperability requirements and to support solution 
implementation, 
o Architectures and Enabling technologies to provide implementation solutions. 
• Athena Interoperability Framework (AIF) - The ATHENA3 Interoperability Framework (AIF) 
defines an interoperability reference architecture that relates the modelling solutions coming 
from the three different research areas of ATHENA, namely enterprise modelling, 
architectures and platforms, and ontology. Figure 1.2 illustrates the reference architecture that 
focuses on the provided and required artefacts of two collaborating enterprises [13]. 
Interoperations can take place at the various levels: 
o Interoperability at the enterprise/business level should be seen as the 
organisational and operational ability of an enterprise to factually co-operate with 
other, external organisations in spite of e.g. different working practices, legislations, 
cultures and commercial approaches.  
§ Related to this interoperability level appears the Collaborative enterprise 
modelling concept, which concerns to the exchange and alignment of 
knowledge models for describing the processes, organisations, products and 
systems in the collaboration context. 
o Interoperability of processes aims to make various processes work together. A 
process defines the sequence of the services (functions) according to some specific 
needs of a company. 
                                                
2 INTEROP-NoE FP6-IST 508011- Interoperability Research for Networked Enterprises Applications and 
Software: FP6 Network of Excellence from November 1st, 2003 to April 30th, 2007. 
3 ATHENA FP6- IST 507849 - Advanced Technologies for Interoperability of Heterogeneous Enterprise 
Networks and their Application: Integrated Project from 01/02/2004 to 31/03/2007. 
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§ Under this topic was defined the Modelling of cross-organisational 
business processes, which focuses on defining process views that 
describes the interactions between two or more business entities. 
o Interoperability of services is concerned with identifying, composing and executing 
various applications (designed and implemented independently). Services are an 
abstraction and an encapsulation of the functionality provided by an autonomous 
entity. 
§ Flexible execution and composition of services is concerned with 
identifying, composing and executing various applications. 
o Interoperability of information/data is related to the management, exchange and 
processing of different documents, messages and/or structures by different 
collaborating entities. 
§ Information interoperability is related to management, exchange and 
processing of different documents, messages and other information 
structures. 
o For each of the presented levels it was prescribed a model-driven interoperability 
approach where models are used to formalise and exchange the relevant provided 
and required artefacts that must be aligned and made compatible through 
negotiations and agreements. To overcome the semantic barriers which emerge from 
different interpretations of syntactic descriptions, precise, computer processable 
meaning must be associated with the models expressed on the different levels. It has 
to be ensured that semantics are exchangeable and based on common 
understanding in order to enhance interoperability. This can be achieved using 
ontologies and an annotation formalism for defining meaning in the exchanged 
models. The model-driven interoperability and the semantics and ontologies 
approaches to interoperability cut across the four levels and focus on integration of 
the corresponding interoperability approaches at these levels. 
 
Figure 1.2 – ATHENA Interoperability reference architecture 
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The Interoperability research work that was supported and aligned to the presented frameworks 
naturally conducted to the appearance of the “Enterprise Interoperability (EI)” concept. This concept 
describes a field of activity with the aim to improve the manner in which enterprises, by means of ICT, 
interoperate with other enterprises, organisations, or with other business units of the same enterprise, 
in order to conduct their business [16]. Hence, the interoperability paradigm was co-related to the 
enterprises in the sense that they are the big stakeholders that could affect or be affected for such 
interoperability issues resolution.   
Then it was defined a research roadmap related to EI, which purpose was to evaluate the EI 
developments on the past few years of the time that the roadmap was made (2008), and to interpret 
their impact in order to realign or fine-tune the EI long-term research goals [17]. Such study envisaged 
a vision that pursues what was stated in the i2010 communication4, where its research key goal is to 
support new patterns of business that enhance innovation in enterprises and adaptation to new skill 
needs [18]. It also stated that European enterprises have to remain the principal benefactors of such 
research. This roadmap identified four Grand Challenges (GC) that represent the four global domains 
for research to reach the overall vision. These are: 
• GC1: Interoperability Service Utility. This GC further extends the previous version, in the 
direction of focusing on the key services needed by the industry, including Small and Medium 
Enterprises (SME) specific needs and preconditions. 
• GC2: Future Internet and Enterprise Systems. Extending the previous version GC2 (Web 
Technologies for EI), this GC sets the additional target of utilising and extending the new 
generation of enterprise systems, i.e. Enterprise Systems which are fully open, adaptive and 
integrated with innovation processes.  
• GC3: Knowledge-Oriented Collaboration and Semantic Interoperability. This GC carries 
forward all the key topics from the previous version, further focusing on the needed semantics 
for organising, managing and exchanging knowledge and information – of both incoming and 
outgoing nature in the modern SME.  
• GC4: EI Science Base. Keeping the main target of GC4, that is the empowerment of the 
scientific foundation of EI, new challenges are put forward as a result of the last 2 years of 
discussions among the EI community members in the area. 
Although specific attempts for answering key challenges should be encouraged, the above GC are 
expected to be interrelated, when trying to provide complete, sustainable and adaptive solutions to the 
enterprise of tomorrow. As illustrated in the Figure 1.3, attempts towards the Interoperability Service 
Utility (ISU) are bound to drive and utilize developments in Future Internet and Enterprise Systems, 
while adopting and fertilizing evolutions in the Knowledge and Semantic Interoperability domain. A 
Scientific Base for EI should, in the meantime, act both as a repository of generated knowledge but 
                                                
4 Communication from the Commission to the Council, the European Parliament, the European Economic and 
Social Committee and the Committee of the Regions - “i2010 – A European Information Society for growth and 
employment” – June 2005. 
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also as an incubator of new ideas and future challenges to target.  
 
Figure 1.3 – GC of the Interoperability Research [17] 
1.1 Motivation – The Semantic Interoperability Problem 
The author participated in the mentioned projects (IDEAS; INTEROP and ATHENA) interacting directly 
as a researcher with a community that contributed to the evolution of the interoperability research on 
the past few years. Thus, due to this personal involvement on such research, and to author’s 
background in engineering, with a tight relation to ICT, his motivation is naturally focused on the 
interoperability of industrial information systems. Regarding the topic industrial information systems, 
the author found a definition that addresses the specific topics he focused on his doctoral research: 
The (International Organisation for Standardisation) ISO 16100-1 (2002) standard defines 
manufacturing software interoperability as the ‘ability to share and exchange information using 
common syntax and semantics to meet an application-specific functional relationship through 
the use of a common interface’ [19].  
Syntax is related to the rules, whereby words or other elements of sentence structure are combined to 
form grammatical sentences. Semantics comes from the ancient Greek for ‘meaning’. The common 
way to specify meaning is by giving a definition. The international standard ISO 1087 tells that a 
‘definition’ is a “Verbal description of a concept, permitting its differentiation from other concepts within 
a system of concepts” [20]. A definition can be given either in informal or formal language. Informal 
semantics is about creating meanings that people can understand; and formal semantics is about 
creating meanings that machines can process. From these descriptions, semantics is an interesting 
topic with potential to be considered as the main focus of the research to be followed.  
However, in additional, the author analysed the semantics role and importance on the previous 
presented European research initiatives. All of them presented semantics has one of the important 
fields or issues to be addressed on the interoperability research domain. 
• IIF presented semantics as a vertical issue crossing all the other topics: business; knowledge 
and ICT systems.  
• EIF considered semantic as one of its three mains aspects defining interoperability.  
• INTEROP defined one of its three domains as responsible to identify interoperability 
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semantics in enterprises. This domain is ontology.  
• AIF as a merging result of IIF with INTEROP interoperability specifications defined semantics 
and ontologies as a vertical issue/characteristic that crosses all the interoperability desired 
levels: enterprise/business; processes; services and information/data.  
• Finally, EI roadmap established for one of its GC the knowledge oriented collaboration and 
semantics interoperability. This GC focuses on the needed semantics for organising, 
managing and exchanging knowledge and information in SMEs. 
Consequently, the importance that researchers community has given to semantics on the 
interoperability research domain, helped author to decide to be involved on such interoperability 
domain. 
1.1.1 Research Objective to Follow 
Semantic interoperability concerns the ability of two systems to present and process, user 
information tasks in a way that meanings of those tasks are retained [21]. To depict it, in the Figure 
1.4, the left enterprise only understands triangles and the right enterprise only understands circles. To 
achieve semantic interoperability both enterprises should understand each other. On Figure 1.4 a) is 






Figure 1.4 – Semantic Interoperability in communications 
In alignment with this statement, the author made a first background analysis related to this issue to 
evaluate what kind of requirements could appear on defining solutions to the semantic interoperability 
issues. Thus, in his involvement in the INNOVAFUN project5, a project developed in cooperation with 
the funStep initiative group6, which intends to facilitate interoperability in the exchange of furniture 
catalogues and information between furniture stakeholders, the author contributed with a definition of 
a use case. It is named International Product Business (IPB), since its aim is to represent situations, 
which could facilitate the description of how the knowledge is handled in an international plan of the 
furniture business. This use case is presented further on this document (sub-chapter 5.1.1). Such work 
conducted the author to research situations related to semantic interoperability and multilinguism or 
regional standards, which reached a common understanding among developers, system users, and 
domain experts in the furniture domain. On that work, as conclusion, it was identified the need of 
having a structured furniture Knowledge Representation (KR) able to facilitate the full information 
                                                
5 European project INNOVAFUN "Applying open standards to INNOVAte FUrNiture business processes" - 
http://standards.eu-innova.org/Pages/InnovaFun/default.aspx. 
6 funStep Interest Group - a group focused in helping furniture business stakeholders in solving software issues 
related to its business information exchange and promoting its solutions. http://www.funstep.org 
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interoperability establishment in the furniture business. Thus, semantics has a distinguished role in the 
interoperability area and as by heritance on EI.  
In addition, it was verified that from a business point of view, enterprise’s competitiveness is to a large 
extent determined by its ability to seamlessly interoperate in a collaboratively way with others. 
Consequently, to meet such collaborative business objectives, enterprises need to adapt their 
knowledge resources in order to smoothly interact with others. The smooth adaptation of the 
enterprises knowledge resources requests an advanced characteristic to the interoperation that is 
dynamicity. This originates the creation of the semantic adaptability concept. This concept 
represents the capacity level of adapting the existent semantics to new acquired knowledge by a 
system or actor. The dynamic characteristics of the systems require a high level of semantic 
adaptability and as consequence intelligence, which is an important characteristic to be addressed on 
this research work. All these statements justify the author’s thesis research focus that resulted in his 
thesis title: Semantic adaptability for the Systems Interoperability. It means that author’s main 
objective is to contribute to the systems interoperability with a novel proposal for supporting solutions 
and characterizations related to the semantic adaptability, which is aligned with the following 
statement: 
Nowadays, due to the proliferation of terminology, organizations from similar business environments 
have trouble cooperating, and are experiencing difficulties exchanging electronically vital information, 
such as product data, even when using international standards. Consequently there is a demand for 
intelligent world-class solutions capable of reinforcing partnerships and collaborations with an 
improved cross-cultural understanding [22]. 
1.2 Research Method and Approach 
Research is a systematic process of collecting and analysing information to increase our 
understanding of the phenomenon under study. It is the function of the researcher to contribute to the 
understanding of the phenomenon and to communicate that understanding to others [23]. 
Figure 1.5 presents the research method adopted by the author, which is an instantiation of the 7 
classical phases of the scientific method [24]. The difference is that this has 8 phases and has a cycle 
that encloses all the phases. It means that for reaching the overall objective, which in this case is 
related to an entire Doctor of Philosophy (PhD) thesis, all the phases will be conducted several times. 
Apart of having a set of main research questions related to the thesis research goal, there will be 
several sets of “small” research questions for each cycle that will represent a small research step 
forward on the track to reach the overall result. Each of these cycles could end by the accomplishment 
of a publication about a specific topic, and sometimes in a technology transfer to industry. 
Consequently until the publishing of the thesis at phase 7, the author has to conduct the work 
accordingly to all the classical phases of the scientific method the number of times necessary to 
mature his thesis global idea. 
In this process, scientific results will appear increasingly on time, accordingly to the knowledge 
maturation of the researcher on the topic. Such scientific results intend to contribute to the science 
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frontiers advance and, if not effectively, at least to potentiate, technology transfer to industry. 
 
Figure 1.5 – Adopted Research Method 
This document presents all the classical phases of the research method. It presents in the first 
chapter, the research questions to which the author is interested in, supported by an initial background 
observation that afterwards was used to formulate the hypothesis to answer the presented research 
questions. Then, in the second chapter, it presents a literature review to better understand the 
research area and, to accomplish the background observation needed, to properly design the 
experiment at the chapter 3, which in this dissertation is related to a framework for dynamic semantic 
adaptability resolution. The following four chapters (4; 5; 6 and 7) are related to the hypothesis tests 
and collection of data, whose present proof of concepts prototypes of the framework presented 
previously. Finally in the last two chapters are analysed all the research results in order to know if the 
approach conducted proves the thesis and solve the research questions identified. This entire 
document, by itself, represents a publishing finding, which is complemented by all the publication in 
conferences and journals, which aggregates the scientific results that the author made in his overall 
PhD work. In addition, the chapter number 8 and 9 of this document present an analysis of the 
research conducted, which describes the contribution for the research advance and technology 
transfer to industry. 
Research	  questions	  /	  Problem
•What	  are	  you	  interested	  in?	  
•What	  do	  you	  have	  to	  know	  about	  it?
Background	  /	  Observation
•Make	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  &	  gather	  background	  information	  about	  
the	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Formulate	  hypothesis
•It	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  be	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  to	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  /	  test	  it.
•It	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  help	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Design	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Test	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  /	  Collect	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  your	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  data	  from	  them.
Interpret	  /	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  results
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  do	  your	  results	  tell	  you?
•Do	  they	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  or	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  the	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Publish	  findings
•Write	  papers	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  &	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•Write	  dissertation.
Research	  Advance	  &	  Transfer	  to	  Industry
•Research	  to	  advance	  the	  frontiers	  of	  science.










1.2.1 Research Questions 
The research questions addresses the focus on the author intends to participate and contribute for. 
Thus, the questions to be addressed by this thesis are: 
• RQ1 (Research Question 1): How to improve the interoperability of software applications and 
information systems semantics? 
• RQ2 (Research Question 2): What is the role and implications of the semantic mapping in a 
network of information systems and software applications? 
• RQ3 (Research Question 3): Can the harmonisation of KR contribute to the advance of the 
integrated information system’s intelligence? 
To contribute to respond to this research questions it is needed to make a first background 
observation to identify some hypothesis in their resolution.  
1.2.2 First Background Observation 
Currently, it is widely accepted that systems that possess knowledge and are capable of decision 
making and reasoning are regarded as ‘intelligent’ [25][26]. There are recognised techniques, such as 
Fuzzy Logic (FL), Artificial Neural Networks (ANN), machine learning and evolutionary algorithms that 
contribute to increase a system’s ‘machine intelligence quotient’ [27]. The rationale behind the 
intelligent label of those techniques is their ability to represent and deal with knowledge [28]. These 
branches form the triad of the so-called computational intelligence [29]. 
Ontologies play an important role in intelligent systems. An ontology is an explicit specification of a 
conceptualisation [30] that refers to the shared understanding of some domain interest, which may be 
used as a unifying framework to facilitate knowledge sharing and interoperability between 
independently developed subsystems [31]. Thus, ontologies allow key concepts and terms relevant to 
a given domain to be identified and defined in a structure able to express the knowledge of an 
organisation. Its recognised capacity to represent knowledge, to facilitate reasoning, use and 
exchange knowledge between systems contributes to increase the computational intelligence. 
Semantic resolutions are related to the ability to manage concepts meanings and consequently its 
knowledge. Thus having information systems with some intelligence able to acquire knowledge and 
maintain it dynamically to establish interoperable communications with others is the objective to follow. 
1.2.3 Aimed Contribution 
The aimed contribution is to contribute with methodologies & approaches to solve semantic 
interoperability problems in the enterprises information systems. Since semantics is directly associated 
to the knowledge, the author structured his research work accordingly to the knowledge life-cycle 
stages. Thus, the main idea has been to contribute with possible technical solutions to each of such 
stages, providing also a conceptual contribution on the addressed concepts. 
The objective is to identify a new methodology able to facilitate knowledge acquisition and 
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organisation that could represent a set of enterprises in order to be the mediator in their 
communications without forgetting the dynamics of such system. Thus, he will identify a way to provide 
such methodology with Ontology Learning (OL) capabilities focused on users’ interactions. The real 
outcome expected is to contribute with solutions to the system’s intelligence increase in the area of 
semantic adaptability of systems. All of these research actions will follow the overall EI roadmap 
directives.  
1.2.4 Hypothesis 
The hypotheses considered to execute experiments are the following: 
• H1 (Hypothesis 1): A proper interoperability system based on KR and reasoning is able to be 
adapted based on external feedback, facilitating the semantic adaptability on future enterprise 
systems; 
• H2 (Hypothesis 2): With a proper methodology for harmonisation of ontologies, the semantic 
interoperability in an network of enterprises is facilitated; 
• H3 (Hypothesis 3): The next generation of intelligent systems to assist on interoperability of 
software applications and information systems needs the support of machine learning and 
operational research methods. 
1.3   Dissertation Outline 
Nine chapters, plus an annexes and a references section compose this dissertation. The first chapter 
introduces the dissertation by summarizing the extensive research work done, through various 
European initiatives, since a decade, in the domain of systems interoperability. Some definitions and 
frameworks are presented to explain the conception of the EI concept. In additional to it, a roadmap is 
presented with the goal of presenting the actual stage of the research on the domain. Then, author 
presents a short explanation to describe his motivation to the semantics interoperability research area, 
accomplished by his research objective definition. Afterwards, it is presented the research method 
followed on this dissertation, which is followed by the research questions definition and a first 
background observation description. As a result of such first background research it is presented the 
author’s aimed contribution to the problem defined, and finally the hypothesis to be followed on the 
dissertation resolution are described. The chapter finishes by presenting the dissertation outline. 
The second chapter is an extensive literature review on KR and Knowledge Modelling (KMo) 
techniques and tools, which is organised in a structure inspired in the Nonaka and Takeuchi 
knowledge creation model. Thus, its main sections are: Knowledge Acquisition (KA); KMo; Knowledge 
Use (KU); Knowledge Maintenance (KMa) and Knowledge Training (KT). KA section presents 
techniques and solutions for knowledge extraction or elicitation from tacit or explicit sources. KMo 
section presents various concepts, methods and tools related to the purpose of transforming 
knowledge into reusable and explicit format and then establishing combinations for its preserving, 
improving, sharing, aggregating and processing. KU section introduces a formalisation of a tuple for 
the use of the stored knowledge to facilitate interoperability and to potentiate semantic adaptability of 
the systems. KMa section introduces theories techniques and methods related to the Artificial 
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Intelligence (AI) domain able to provide learning mechanisms for automatic knowledge updates 
accordingly to information systems evolution. KT introduces training concepts, tools and 
methodologies for training development to implement a knowledge transfer solution with the purpose 
to deliver knowledge to help competences and skills development on key people to handle systems or 
tools for semantic interoperability resolution. All of these topic sections are accomplished by 
conclusions that intend to provide guidelines to the research and prototype solutions developments.  
The third chapter presents the author’s conceptual contribution to this dissertation. It presents a 
framework that intends to represent a structural basis for supporting the development of systems or 
tools for dynamic semantic adaptation resolution. Such framework is based on two abstract systems, 
whose follow the view that a system able to handle knowledge understandability, it is able to manage 
its semantics. Thus, these two abstract systems were designed in a direct relation to the various 
knowledge life-cycle phases. In addition, epistemological dimensions of knowledge are introduced to 
give some assumptions about the dynamic capacity level that systems are nowadays able to reach.  
The fourth chapter presents a methodology for enterprise reference ontology development. Its main 
objective is to facilitate a collaborative building of an ontology to be the reference for a group of 
enterprises enabling at the same time these enterprises keep their original information model 
unchanged. This is possible due to the available functionality for mapping tables’ establishment 
between those information models and the reference ontology. Thus, it describes a set of steps to be 
followed in a shared ontology building for traceability of semantic evolutions or changes and semantic 
operations used to basic lexicon and ontologies mappings establishment. It also presents a prototype 
tool related to this methodology. 
The chapter number five presents a knowledge organisation architecture for multicultural scenarios, 
which was defined and tested for the manufacturing systems of the furniture industry. It encloses in a 
single architecture several KREs as dictionaries, thesaurus, ontologies and data standards to handle 
the semantic enrichment of a standard to be used in the furniture catalogues categorisation and in its 
supply chain communications.  
The chapter number six presents a tool, which is based on the premise that ontologies “learn by 
searching”. It is a searching products tool that combines semantic mappings with user‘s feedback, 
providing an automatic learning to ontologies enabling auto-adaptability to the semantics of the 
information systems. The feedback given by the users are used to get some patterns. These patterns 
are analysed through machine learning algorithms accomplished with statistics, which enables 
ontologies to learn by readjusting or updating their concepts weight readjustment or by introducing 
new concepts. This achieves the dynamic capacity of handling semantic of information systems. A 
prototype related to this is also demonstrated. 
Chapter 7 presents a methodology for a simple and organised way of developing training materials for 
courses. The implementation of a customisable e-Training service that uses an ontology to handle the 
training knowledge is also introduced. Both approaches enable the automatic orchestration of courses 
according to specific user needs or profiles, facilitating the knowledge transfer to people. In additional, 
it implements flexibility in e-Training development, deployment and reuse of training materials. 
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In chapter 8 it is analysed the research work conducted, checking if the research questions identified 
by the author, were answered following the proposed hypothesis and finally if the thesis was 
answered. However, in this chapter it is also presented a semantic checking framework and a 
business validation methodology, which objective is to contribute with two solutions for semantic 
interoperability resolution projects evaluation that were also used in this research. In additional, this 
chapter presents an analysis related to this dissertation research positioning in comparation to other 
research works in the same domain. Such analysis in conjunction to others were then used to 
accomplish an overall validation of the research conducted in relation to: research organisation and 
integration; scientific position y publications; industrial and technical developments or results. 
Chapter 9 presents some final considerations about the research results achieved enphasizing the 
real added value of it to the research community. A future work description is also introduced. 
The document ends with a section that presents some annexes followed by the bibliographic list of 




2 Literature Review 
With the current economic downturn, margins are being squeezed in most industries, resulting in an 
urgent need for higher efficiency and effectiveness, including the putting in place of better-value ways 
of working. A true e-business of the twenty-first century is one which thinks and acts in a way that 
allows it to collaborate, integrate and empower by: a) internal and external business processes 
working together seamlessly, enabling collaboration with suppliers, partners, employees and 
customers across usual enterprise boundaries; and b) ensuring that employees have at their fingertips 
the knowledge, applications and services needed for the job [32]. 
Thus, organizations need to be interoperable to achieve such seamless cross-organizational business 
interaction and must also develop collaborative working practices as to improve productivity and to 
take an holistic approach to implementing product phases with emphasis e.g. on applications of 
problem solving, creativity, participatory and knowledge-based design and engineering [33]. This 
approach to engineering increases the flexibility and responsiveness of the organization is presence of 
complex and varying customer demands [34]. 
To answer these challenges of globally distributed organizations facing constant transformation of 
work, means of ICT supported inter-organisational knowledge-creation is needed to facilitate the 
emergence of business global networks. In these networks, knowledge is a critical resource for 
development, and a fundamental challenge is to organize work with knowledge in a way that facilitates 
continuous knowledge advancement and supports the sharing of intellectual achievements among the 
members of the community [35].  
Consequently, it is necessary to better understand the processes of knowledge creation. Philosophy 
has investigated knowledge creation for millennia, but has concentrated in the last fifty years on 
macro-theories of knowledge creation on a grand historical scale; the knowledge economy, on the 
other hand, requires micro-theories of knowledge creation applicable to today ICT system’s needs. 
Therefore, many new micro-theories of knowledge and technology creation have emerged in the last 
decade of the 20th Century, from fields outside of philosophy [36], to answer to the crucial necessity of 
sharing, transferring, and creating knowledge in the today dynamic markets. 
The choice of a knowledge creation model is crucial to the guidance of this dissertation research, 
since it will determine what fields should be addressed. The author has used the Harzing’s tool called 
Publish or Perish7 to help on his research citation analysis. It provides a good search facility enabling 
the researcher to found the most important publications in a specific matter. On the case to knowledge 
creation model, it was clearly identified the one defined by Nonaka and Takeuchi [37], as the most 
referred work and with a higher impact related to the micro-theories of knowledge creation in the ICT 
area. Moreover, due to its importance on the field, most of the researchers that introduced new micro-
theories analysed their work in relation or as an extension to the Nonaka and Takeuchi’s model. 
Paavola et al. [38] made a comparison between three influential models concerning learning and 
                                                
7 Harzing - Research in International Management Products & Services for Academics 
http://www.harzing.com/pop.htm#whatfor  
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innovative inquiry, which appear to represent essential aspects of the knowledge creation process, 
whose are, as they consider, the model of knowledge building by Bereiter [39], the model of 
knowledge creation by Nonaka and Takeuchi [37], and the model of expansive learning by Engeström 
[40][41]. The author presents here this analysis in the sense that it helps to introduce these models 
main characteristics. Paavola et al. [38] established a comparison of such models, following a 
schematic representation of the relations between them (Table 2.1).  
 Nonaka & Takeuchi Engeström Bereiter 
The role of 
individual 
expertise 
Black box, individuals 
create knowledge 
Socially embedded Theory of expertise 
Main focus Tacit knowledge 
(insighting) 




















ambiguities by expansive 
learning 
Working deliberately for 
extending and creating 








Activity systems and 










Schools as knowledge 
building communities 
Table 2.1 – Schematic Representation of Nonaka & Takeuchi; Engeström and Bereiter knowledge 
models comparison [38]  
From the presented table it could be concluded that Engeström focuses his model on the knowledge 
related to the practices (acting). Bereiter by other side is more related to processes for solving 
knowledge problems enclosing communities. Nonaka and Takeuchi’s model focuses more on 
individuals’ personal knowledge and in transforming it to explicit knowledge. 
Most companies invest in their knowledge assets by recruiting knowledgeable people in the first 
instance and then further by training them. The challenge for organisations is how to keep the 
knowledge and information they have invested in. 'Knowledge' is not all held in data capture systems; 
much of it is held within people. This means that knowledge and people are inextricably linked [42], 
thus knowledge management needs to be perceived and understood as the dynamic assembly of 
information (explicit) out of a specific context, merged with an individual’s personal knowledge (tacit) 
captured, internalized and applied e.g. in decision processes/methods [43]. These designated (value 
17 
added) methods are enterprise's "knowledge assets", whose are the delivery vehicles for increasing 
the velocity and flexibility necessary to please customers, beat competitors and ensure success in 
increasing enterprise competitiveness[44]. 
Since the dissertation is related to semantics issues resolution on enterprise systems to facilitate 
business collaborations, it implicates an appropriate enterprise knowledge assets management that 
requires a dynamic and flexible enterprises knowledge explicit and tacit handling. Thus, Nonaka’s and 
Takeuchi’s model prevails as the choice to follow on the research conducted. However, some other 
models characteristics should be addressed e.g. the conceptualization of knowledge objects (from 
Bereiter model) or the frameworks whose are related to systems and networks of activity systems as 
addressed by Engeström model. 
Consequently, the following sub-sections proceeds with the presentation of the literature review 
categorised by the various knowledge life-cycle plus the “knowledge training” stages, accordingly to its 
direct relation with Nonaka and Takeuchi’s model, as detailed in chapter 3.  
2.1 Knowledge Acquisition (KA) 
Knowledge is defined by the Oxford English Dictionary as (i) expertise, and skills acquired by a person 
through experience or education; the theoretical or practical understanding of a subject, (ii) what is 
known in a particular field or in total; facts and information or (iii) awareness or familiarity gained by 
experience of a fact or situation. The term knowledge is also used to mean the confident 
understanding of a subject with the ability to use it for a specific purpose if appropriate [45]. By other 
side, philosophical debates in general start with Plato's8 formulation of knowledge as a "justified true 
belief" that states that in order to know that a given proposition is true, one must not only believe the 
relevant true proposition, but one must also have justification for doing so [47].  
When someone "memorizes" information (as less-aspiring test-bound students often do), then they 
have amassed knowledge. This knowledge has useful meaning to them, but it does not provide for, in 
and of itself, an integration such as would infer further knowledge [48]. This is not the real purpose of 
knowledge. Thus, knowledge is a deterministic process. In additional, knowledge pursues the 
gathering of new knowledge in a kind of not ending cycle. KA is the action beyond such process. KA 
involves complex cognitive processes: perception, learning, communication, association and 
reasoning. However, in Knowledge engineering, KA includes the elicitation, collection, analysis, 
modelling and validation of knowledge [49]. Even so, the full automatic machine KA remains in the 
distant future [50][51], resulting in a process extremely expensive [52][53]. Since this dissertation is 
following in separated each of the knowledge life-cycle stages, KA is reduced for the elicitation of 
knowledge, putting other characteristics discussions for other appropriated stages’ sub-chapters. The 
advanced KA, as the philosophical understanding is far from being feasible by an information system, 
thus, KA main objective is reduced here, to the elicitation of knowledge from explicit and tacit sources. 
Knowledge elicitation is one of the most difficult and error-prone tasks that a knowledge engineer does 
                                                
8 Plato (428/427 BC – 348/347 BC), was a Classical Greek philosopher, mathematician, writer of philosophical 
dialogues, and founder of the Academy in Athens, the first institution of higher learning in the Western world. 
His mentor was Socrates, and his student was Aristotle [46]. 
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while building a knowledge-based system. The cost and performance of a Knowledge Base (KB) 
building depends directly on the quality of the knowledge acquired. During this process it is needed to 
identify where in the organization the knowledge exists and how to capture it [54]. 
2.1.1 Explicit Knowledge Elicitation 
The KA is a bottleneck of the Artificial Inteligence (AI). How to extract or elicit knowledge effectively 
from the text is what actually, knowledge engineering research is mostly concerned. Such ability with 
the identification of various types of semantic relationships between the terms from unstructured text is 
considered to be of critical importance on this research domain [55][56][57]. There is several research 
initiatives on the area like PASCAL9, which is a Network of Excellence funded by the European 
Commission. PASCAL is developing the expertise and scientific results that will help create new 
technologies such as intelligent interfaces and adaptive cognitive systems. To achieve such, it 
supports and encourages collaboration between experts in machine learning, statistics and 
optimization, to promote the use of machine learning in many relevant application domains such as: 
machine vision; speech; haptics; brain-computer interface; user-modelling for computer human 
interaction; multimodal integration; Natural Language Processing (NLP); information retrieval; and 
textual information access. Some of these mentioned domains, which PASCAL addresses are not 
considered on this dissertation (e.g. speech; haptics; etc.), would be related to the tacit knowledge 
elicitation and not explicit. 
As a result to these kind of initiatives, many knowledge acquisition techniques and methods have 
been studied, and various NLP tools have been introduced. One of these solutions is the 
TermExtractor - a web application able to learn and extract terminology related to a specific domain 
from text [58].  
Other existent kind of solutions is related to OL from text, which intends to be an automated 
construction and population of ontologies. A specific work example related to that, has been 
conducted by Cimiano et al. in [59]. They defined an approach for the automatic acquisition of 
taxonomies or concept hierarchies from a text corpus based on Formal Concept Analysis (FCA). This 
is a method mainly used for the analysis of data, i.e. for investigating and processing explicitly given 
information [59].  
These entire NLP approaches use machine learning techniques, as Latent Semantic Analysis (LSA)10 
or Latent Semantic Indexing (LSI) algorithms to extract and classify terms based on their role on 
phrases and taking in consideration some statistics patterns of their distribution between corpora. 
However, concepts structuring that involve understanding of semantics and contexts still be handled 
by a knowledge engineer. Each approach could be considered automatic, but as Cimiano et al. stated: 
“we do not believe in fully automatic ontology construction without any user involvement. In this sense, 
in the future we will explore how users can be involved in the process by presenting him/her 
                                                
9 Pattern Analysis, Statistical Modelling and Computational Learning (PASCAL) – Accessed at August 2011: 
http://www.pascal-network.org/ 
10 Latent Semantic Analysis (LSA) is a theory and method for extracting and representing the contextual-usage 
meaning of words by statistical computations applied to a large corpus of text [60] 
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ontological relations for validation in such way that the necessary user feedback is kept at a minimum 
[59]”. 
2.1.2 Tacit Knowledge Elicitation 
Researchers have highlighted the importance of eliciting knowledge from individuals and organisation 
as a mechanism for preservation knowledge and experience, improvement of knowledge reuse, and 
acceleration of processes such as individual and organisational learning. In additional, such tacit 
elicitation is also important for other situations, as for special meetings where knowledge come from 
discussions of different points of view of several persons. Many techniques have been developed to 
help elicit tacit knowledge from an expert, like the protocol-generation type, which aggregates 
interviews, reporting, and observation. But there are many others like concept mapping, interviews, 
knowledge audits, cognitive modelling, data analysis and work patterns analysis.  
If it is taken in consideration the elicitation that aggregates several domain engineers’ participants, 
whose are collaboratively discussing different views, as for the agreement of meanings of concepts, 
processes of work and others, what is important is how to organise the discussions. It was chosen this 
kind of elicitation case, mainly because this dissertation is focused in addressing the problems of 
semantics between enterprises, thus there is mostly a need of establishing a common view of such 
domain semantics. In additional, according to Hoffman et al. (1999) one of the most important 
approaches to knowledge elicitation is to use a combination of existing methods according to the 
conditions of the organisation being analysed [61][62]. 
Thus, to capture what people say on such meetings about their meanings and interpretations, it is 
needed to use Qualitative Information Collection Methods (QICM). Qualitative since it typically involves 
qualitative data, i.e., data obtained through methods such interviews, on-site observations, and focus 
groups that is in narrative rather than numerical form [63]. By other side quantitative inquiries use 
numerical and statistical processes to answer specific questions, where statistics are used in a variety 
of ways to support inquiry or program assessment/evaluation [63], which is not the purpose of this 
case. 
As a conclusion, the employ of QICM process would effectively improve the approach to elicit 
knowledge from domain experts in the mentioned situations. Most known QICM identified by the 
author are presented in the following sub sections. 
Nominal Groups 
A Nominal Groups (NG) session requires several participants to discuss about a topic to generate a 
list of ideas. This approach is an alternative to brain storming, because it is a more structured 
discussing method. In this method are given time to participants to think and write down their ideas 
before telling them to the group [64]. This technique is a structured variation of small group discussion 
methods. The process prevents the domination of discussion by a single person, encourages the more 
passive group members to participate, and results in a set of prioritized solutions or recommendations. 
The steps to follow in this technique are [65]: 1) silent generation of ideas in writing; 2) round robin 
recording of ideas; 3) serial discussion for clarification (for each idea); 4) voting on the priority 
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strategies; 5) discussion of preliminary voting; and 6) final voting.  
In addition, NG method has many benefits and advantages that include: 1) motivates all participants to 
get involved; 2) generates many ideas in a short period of time; 3) obtain ideas from people of different 
backgrounds and experiences; 4) stimulates creative thinking and effective dialogue; 5) allows 
clarification of ideas. 
The relevant disadvantages can be related to: 1) the necessity of having a skilled leader; 2) it can take 
too much time if the group is not properly controlled and is allowed to run for too long; and 3) assertive 
personalities may dominate unless leadership skills are exercised. 
Metaplan 
The Metaplan technique is a learning method especially for groups. It is a collaborative and moderated 
technique with focus on solving group decisions or problems [66]. It combines individual and collective 
contributions and is used to organize concrete ideas into more general conclusion leading to 
recommendations. It is mostly useful to explore an issue and dig out what is key in it. The Metaplan 
process can be described in five steps: 1) agreement on principles; 2) exploratory discussions; 3) 
development of the “dramaturgy”; 4) meeting / workshop; 5) post meeting follow-up. 
The advantages of this method are related to the difficulties to: 1) reach common points of view and 
take actions to support participants’ convictions; 2) lead the group into joint actions; and 3) discuss 
and clarify the objectives within the allotted time. 
The disadvantages are related to: 1) the necessity of having a skilled leader; 2) the possible existence 
of some overlap of ideas due to unclear wording or inadequate group discussion; and 3) 
"Knowledgeable" individuals selected to participate may not represent all community subgroups. 
Surveys 
Survey is a widely used method to gather scientific information about how people feel about a 
particular issue [67]. They are useful in determining correlations between sets of beliefs and perhaps 
giving hints to cause and effect relationships. 
The survey is based on information collected from a sample of the total community population. On the 
other hand, a survey can be administered to all people in a community or organization to provide 
everyone with an equal opportunity to express themselves. The most commonly used survey methods 
are person-to-person interviews, drop-off and pick-up questionnaires, mail questionnaires, and 
telephone interviews. While each approach is somewhat different, the format is similar. Each asks an 
individual to supply attitudes, beliefs, behaviours, and attributes in response to specific questions.  
The major advantages of this method are: it can be inexpensive, especially if volunteers are available 
to conduct the survey, or if data records about the particular issue already exist and can be reused; 
and a statistical sample can provide accurate information about a population. 
The disadvantages of surveys are related to the: 1) assurance of statistical meaning, random samples 
must be carefully selected; 2) results may not be valid if surveys are not designed correctly; and 3) 
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may require time and expertise to develop the survey, train interviewers, conduct interviews, and 
analyse results. 
Delphi 
Delphi is a method for structuring a group communication process so that it is effective in allowing a 
group of individuals, as a whole, to deal with a complex problem [68]. It allows free discussion of views 
without the influence of personal status; allows the iteration of personal views with controlled feedback 
and involves groups of people interested in a specific subject. This methodology is specialized in 
technology evaluation and can be used either for qualitative as well as for quantitative methods. The 
Delphi process can be described in three steps: 
1. Selection of the “expert panel”: An expert may be considered to be an individual who has 
recognized expertise in a particular subject or may be anyone who can provide a worthwhile 
opinion on the subject in question. Thus, an expert panel is a group of people with expertise in 
some specific areas of the study able to give input to the formulation of the questionnaires in the 
next step; 
2. The Delphi rounds: This step is composed by three or more rounds, depending on the 
situation:  
a. Round 1: In “classical” Delphi, the first round is completely unstructured, asking 
members to express any opinions about the current topic. The first round contains a 
synopsis of the issue in question together with the source and validity of the 
information upon which it is based; 
b. Round 2: With the results of the first round a questionnaire is constructed containing a 
series of statements or questions that respondents are invited to express an opinion 
on; 
c. Round 3: In the round 3, participants re-rank their initial statements in the light of the 
results of round two. Their own answers from the second round are feedback to the 
panellists so they may see their own answers in the light of the group’s overall 
response; 
3. Results and conclusion: The results of the process are disseminated to the group as a well-
researched guideline to best practice. This may then be used as a benchmark document for 
subsequent audit. 
The Delphi method has the advantage of allowing participants to remain anonymous; it is free of social 
pressure, personality influence and individual dominance; and the questionnaires will be posted and 
answered using Internet, making the process inexpensive. 
The disadvantages of this method are: 1) more time-consuming than the group process method; 2) 
should not be seen as a total solution to forecasting; 3) requires skills in written communication; and 4) 
requires adequate time and participant commitment. 
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2.1.3 Hybrid Knowledge Elicitation 
Hybrid knowledge elicitation is an approach that aggregates both explicit and tacit knowledge 
elicitation characteristics. Tagging process is an example of hybrid knowledge elicitation, since users 
in such process are able to provide their own view, like in a kind of tacit knowledge elicitation. By other 
side, since tagging is able to aggregate several views in a formalised structure, it enables the 
possibility of extracting statistical patterns from such knowledge. This accomplishes the other 
elicitation kind, the explicit knowledge elicitation. To clarify what tagging is and for what it is used, 
further clarifications are presented. 
Nowadays, the World Wide Web (WWW) has advanced to what is called Web2.0. The term Web 2.0 is 
associated with web applications that facilitate participatory information sharing, interoperability, user-
centred design [69], and collaboration in the WWW [70].  By other words, Web 2.0 is a concept that 
shapes the online landscape into a platform for social connection, sharing, dialogue, and multimedia 
enhanced interaction. The goal is to promote social networking and creativity [71]. Inside these 
characteristics appeared the tagging process. 
Tagging is a categorisation process that enables users to categorise resources on the web. It could be 
said that it also represents a kind of offloading intellect onto the web. There are three main entities that 
compose any tagging system: the users of the system (people who actually do the tagging); the tags 
themselves; and the resources being tagged. Each of these can be seen as forming separate spaces 
consisting of sets of nodes, which are linked together by edges (Figure 2.1) [72].  
 
Figure 2.1 – Tripartite graph structure of a tagging system. An edge linking a user, a tag and a 
resource (website) represents one tagging instance [72] 
Thus, tagging services allow a participant to associate freely determined keywords (called tags) with a 
particular resource [73]. Tags are simple pieces of data (terms or neologisms in natural language) that 
describe the item or resource tagged. Tags provide information about the item or resource as well as 
make it easier to see related items, i.e., that have the same tag [74]. 
Tagging is considered a categorization process, in contrast to a pre-optimized classification process 
used in ontologies. Jacob in [75] defines the distinction between categorization and classification in 
the following way: “Categorization divides the world of experience into groups or categories whose 
members share some perceptible similarity within a given context. This context may vary and with it 
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the composition of the category is the very basis for both the flexibility and the power of cognitive 
categorization” while “classification involves the orderly and systematic assignment of each entity to 
one and only one class within a system of mutually exclusive and non-overlapping classes. It 
mandates consistent application of these principles within the framework of a prescribed ordering of 
reality [75]”. Tagging systems allow much greater malleability and adaptability in organizing 
information than do formal classification systems [73]. 
In additional, there is the involuntary collaborative tagging, which relies on human knowledge, as 
opposed to an algorithm, to directly connect terms to documents before a search begins, and so relies 
on the collective intelligence of its human users to pre-filter the search results for relevancy. 
Folksonomies is what result from this tagging process. It represents the relations network of the 
various spaces of the tagging process. Folksonomy concept is also described later under “Knowledge 
Representation” section (chapter 2.2.1). 
 
Figure 2.2 – Tag cloud example 
Tag clouds are a result of such folksonomies. It is a special view of such gathered information. Tag 
Clouds are not only a great product of folksonomy classification [71]. Tag clouds are also, simple 
visualizations of term frequencies. A tag cloud allows you to see common terms in a text by grouping 
like terms together and emphasizing frequent terms [76]. Figure 2.2 presents an example of a tag 
cloud from the text written in this subchapter (2.1). They can also serve as a 'gateway' or 'doorway' 
into a section of the related web site or other collective content related to a specific term. Some people 
even use them as a sitemap alternative (each word or phrase in the tag cloud is then a link) [71]. 
2.1.4 KA Conclusions 
The main point recorded from this research topic is that human intervention is always needed when 
the objective is to elicit knowledge from tacit or explicit format to a formalised solution as an ontology. 
However, even needing some human control, there are good solutions to extract knowledge from text 
to an ontology. Concerning the tacit knowledge elicitation, there are some appropriated methods, as 
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QICM that could contribute to organize knowledge engineers discussions and facilitate knowledge 
gathering. Such methods could be very useful for semantics interoperability resolution, especially 
when it is needed to establish agreements on concepts definitions between several actors as 
enterprises.  
In additional, it is noticeable that there is the tagging process. Such process could act as a kind of 
hybrid knowledge elicitation solution because it uses both above solutions in its process of acquiring 
knowledge from users. When users perform the tagging process they are supplying information to the 
systems (web). Later, since such information provided is stored in a specific structure, it facilitates its 
further use in specific reasoning solutions able to extract patterns. Such acquired patterns represent 
new knowledge that came initially from humans.  
Tagging data offers an interesting window into the intersection of formal reasoning and semi structured 
data with context-dependent semantics [77]. This promises several benefits and an interesting 
phenomenon since semantics can emerge from all the participants in a kind of a common view. 
2.2 Knowledge Modelling (KMo) 
Knowledge Modelling (KMo) packages combinations of data or information into a reusable format for 
the purpose of preserving, improving, sharing, aggregating and processing knowledge to simulate 
intelligence [78]. 
Consequently, this section starts by presenting some KR structures to be used for storing knowledge 
in databases or files, able to use any kind of KR language to facilitate further knowledge use and 
interpretation. Then, it is presented a set of ontology building methodologies and tools available to 
perform such KMo process. And finally, it is introduced a set of collaborative ontology building 
methodologies, with the purpose to present what are the existent solutions or approaches to perform a 
multi actor ontology building process.  
2.2.1 Knowledge Representation 
KR studies the formalisation of knowledge and its processing within machines. Techniques of 
automated reasoning allow a computer system to draw conclusions from knowledge represented in a 
machine-interpretable form [79]. 
A Knowledge Representation Element (KRE) is an element that facilitates the formal representation of 
the knowledge in a specific domain. In the following it is presented some examples: dictionary, 
glossary, taxonomy, thesaurus, ontology, and KB. The diagram of the Figure 2.3 illustrates the KREs 
relations existent in the two identified paths to build knowledge of a specific domain. The Figure 2.3 a) 
represents the taxis path and, the Figure 2.3 b) the folk’s path to build knowledge. These 
nomenclature are explained by the own definition of the terms used: “taxis” comes from the Greek and 
means arrangement and to place in order [80], which in this specific case represents a specific 
arrangement, structured, of the lexicon to build knowledge; folks means common people of a society 
[81], which in this specific case represents the knowledge building by common people in their 






Figure 2.3 – KREs Relations in the: a) taxis; and b) folks; path to build knowledge 
In linguistics, the lexicon of a language is its vocabulary, including its words and expressions [82]. For 
a human, knowing a language implies having a mental lexicon, i.e. a memorized set of associations 
among sound sequences, their meanings, and their syntactic privileges [83]. The Lexicon Settlement 
represents a domain knowledge acquisition, which comparatively to the human language apprentice 
phase could be represented in computer science as a semantic organized structure with definitions. A 
KB composed by ontologies and thesaurus structured by a similar taxonomy that aggregates a 
glossary of terms in a specific domain can represent such semantic organized structure establishing in 
this way the lexicon of a specific domain (Figure 2.3) [84]. 
A concept is a cognitive unit of meaning—an abstract idea or a mental symbol sometimes defined as a 
"unit of knowledge," built from other units, which act as a concept's characteristics. A concept is 
typically associated with a corresponding representation in a language or symbology such as a single 
meaning of a term. Conceptualisation is the process related to the generation of units of knowledge. Is 
in the pursue of building several “units of knowledge” that KR concept works, accomplishing at the end 
of its process a KB.  
 
Figure 2.4 – Level of conceptualisation presence in KREs 
In order to have a KB it is needed to gather the knowledge in an explicit way composed by 
terminology, glossary, thesaurus and ontologies supported by taxonomies, domain dictionaries and 
human tacit knowledge. Such KREs present a distinct level of conceptualisation. Figure 2.3 represents 
it accordingly to the level of conceptualisation that each one has. There is an increase of its presence 








Terminology is the study of terms and their use. Terms are words and compound words that are used 
in specific contexts. Terminology therefore denotes a more formal discipline which systematically 
studies the labelling or designating of concepts particular to one or more subject fields or domains of 
human activity, through research and analysis of terms in context, for the purpose of documenting and 
promoting correct usage [85].  
Domain Dictionary 
A dictionary is a book of alphabetically listed words in a specific language, with definitions, 
etymologies, pronunciations, and other information; or a book of alphabetically listed words in one 
language with their equivalents in another, also known as a lexicon. 
 
Figure 2.5 – Extract of a domain dictionary 
A domain dictionary has been found to be one of the most useful tools for a domain analysis. The 
dictionary lessens a great deal of miscommunication by providing users with information: 1) in a 
central location to look for terms and abbreviations that are completely new; 2) where definitions of 
terms are used differently or in a very specific way within the domain [86][22]. Figure 2.5 illustrates an 
example of an extract of a domain dictionary. 
Glossary 
Glossary is a list of specialized terms, mostly in alphabetic order, that sometimes are unique to a 
specific subject. Each term is composed by its corresponding description. It includes descriptive 
comments and explanatory notes, such as definitions, synonyms, references, etc. 
A glossary can be used when communicating information in order to unify knowledge sharing. A 
glossary is understood as a set of terms and their definitions, and is bound to the source document or 
domain where these definitions are set (Figure 2.6). 
Taxonomy 
It has become fashionable in certain circles to apply the term in a wider, more general sense, where it 
may refer to a classification of things or concepts, as well as to the principles underlying such a 
classification [87]. 
A taxonomy is a classification system that categorizes all the information in a class/subclass 
relationship, representing a simple tree structure. At the top of this structure is a single classification, 
the root node that applies to all objects. The root node represents most general category of all things 
that the domain is related to. Nodes below this root are more specific classifications that apply to 
Sofa: Comfortable seat with raised arms and back 
filled or covered with soft material and long enough for 
two or more people to sit on. 
Related words: Couch
Translation:   Fr. Canapé;   Port.Eu Sofá;   Esp. Sofá
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subsets of the total set of classified objects [87]. For any category, each subcategory is a taxonomy. 
Each child is a subset of the parent. The intersection of each pair of children, in same level, is empty. 
Any path from the root to a leaf is called a branch. Since taxonomies are transitive, child nodes 
aggregates parents categories by heritage, e.g. tiger and cat can be a child class of the mammals’ 
class, thus they are mammals also [88]. 
 
Figure 2.6 – Example of a Glossary 
Figure 2.7 illustrates an example of a taxonomy creation. It starts by the gathering of the terms in a 
domain (Figure 2.7 a)), then the terms are organised beginning from the more generic one(s) or by 
one that could aggregate the others through a relation on the meaning. This is done iteratively until 
have all the terms associated to the overall tree structure (Figure 2.7 b)). 
Thesaurus 
A thesaurus is a structure that manages the complexities of terminology and provides conceptual 
relationships, ideally through an embedded classification. A classification is a structure that organizes 
concepts into a hierarchy, possibly in a scheme of facets. A monolingual thesaurus has terms from 
one language, a multilingual thesaurus from two or more languages [89].  
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The thesaurus can be then represented by a set of classes representing domain reference concepts 
with associated meanings about a domain in a semantic related structure. A thesaurus is like a 






Figure 2.7 – Example of a Taxonomy Construction 
Ontology 
Gruber stated in 1993 one of the most well known description about what is an ontology: An ontology 
is a formal, explicit specification of a shared conceptualisation [90]. The term is borrowed from 
philosophy, where ontology is a systematic account of Existence [90]. Where, a 'conceptualisation' 
refers to an abstract model of some phenomenon in the world, which identifies the relevant concepts 
of that phenomenon. 'Explicit' means that the type of concepts used and the constraints on their use 
are explicitly defined. And, 'Formal' refers to the fact that the ontology should be machine 
understandable. It can be translated into some form of logic, usually first order logic. For example, the 
statement “Every regular chair has 4 legs.” can be expressed in logic as “for all x, if x is a regular chair 
then x has 4 legs.” And finally, 'Shared' reflects the notion that ontology captures consensual 
knowledge that is not restricted to the knowledge view of some individual, but reflects a more general 
view shared and accepted by a group.  
Recently, it has been seen an explosion of interest in ontologies as artefacts to represent human 
knowledge and as critical components in knowledge management, the Semantic Web11, business-to-
business applications, and several other application areas. Various research communities commonly 
assume that ontologies are the appropriate modelling structure for representing knowledge. However, 
little discussion has occurred regarding the actual range of knowledge an ontology can successfully 
represent [91]. 
Taking the example of the taxonomy presented before, ontology is like the enrichment of such 
structure, with properties and rules that relates its concepts with the purpose of representing a 
segment of the reality following the view of a determined group.  
Ontologies are now being recognised as important components of information systems and 
                                                
11 The Semantic Web provides a common framework that allows data to be shared and reused across application, 
enterprise, and community boundaries. It is a collaborative effort led by W3C with participation from a large 
number of researchers and industrial partners. It is based on the Resource Description Framework (RDF), which 










information processing. In the areas of KR and reasoning and of conceptual modelling, it has long 
been recognised that conceptualising a domain is a prerequisite for understanding the domain and 
processing information about the domain, especially in the case of large, non-trivial domains [92]. 
In the context of the Semantic Web, ontology is an enabling technology - a layer of the enabling 
infrastructure - for information sharing and manipulation.  The approach is simple: parties who have 
software/data/services to offer identify some common conceptualization of the data; they specify that 
conceptualization as clearly they can; they build systems that interoperate on those specifications.  
This is standard-issue information technology, with the twist that ontologies are specifications of the 
conceptualizations at a semantic level [22][93]. 
An ontology provides a vocabulary that describes a domain of interest and a specification of the 
meaning of terms used in the vocabulary. By defining shared and common domain theories, 
ontologies help both people and machines to communicate concisely, supporting the exchange of 
semantics and not only syntax [51]. In computer and information science, ontology is a technical term 
denoting an artefact that is designed for a purpose, which is to enable the modelling of knowledge 
about some domain, real or imagined. So, it represents a KR used to capture information and 
knowledge about a subject, generally within the structure of a semantic network, consisting of a 
diagram composed of nodes and arcs. It could be defined a class hierarchical ontology representing 
concepts, objects or entities characterized by their properties [94]. 
Knowledge Base 
Ontologies aggregate semantics, rules and characteristics able to classify and represent a segment of 
the reality. An ontology is the conceptual system, which underlies a particular KB [95] By other words, 
ontologies provide some structure for development of KBs, serving to define its models [96].  
 
Figure 2.8 – Real existent chair: POÄNG model produced by IKEA12 
When ontologies are associated with real instances/individuals it becomes a KB.  As an example, an 
ontology is able to represent any kind of chair, consequently if it starts to represent real chairs as the 
one presented in the Figure 2.8 it becomes to be in this case, a KB of chairs. 
                                                
12 Retrieved from the web at August 2011: http://www.ikea.com/us/en/catalog/products/S69805416 
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Folksonomy 
Recently an emergent concept is growing in the Semantic Web called Folksonomies. It arises from 
data about how people associate terms with content that they generate, share, or consume. 
Folksonomy (from folk and taxonomy) is a neologism for a practice of collaborative categorization 
using freely chosen keywords [77]. The idea of a folksonomy is to allow the users to describe a set of 
shared objects with a set of keywords of their own choice. The interesting observation is that when 
users (folks) do their tagging in a public space, the collection of their keyword/value associations 
becomes a useful source of data in the aggregate, hence the term “folksonomy”, the labelling of lots of 
things by people in a social context. 
It is important to note that in terms of KR, the set of keywords used in such labelling process can only 
be considered as a list of terms. The set of rules is not fixed, in fact, the users form no explicit 
agreement at all about the use of words, and also important is that there is no one-to-one 
correspondence between concepts and keywords (terms used). Notice that it is not always possible for 
the users to express a complex concept with a single keyword and thus they may use more than one 
tag to express the concept association that the item brings up in them. 
In contrast with taxonomies, that limit the dimensions along which one can make distinctions, and local 
choices at the leaves are constrained by global classifications in branches, folksonomies are 
massively dimensional and there is no global consistency imposed by current practice. Things are 
easy to tag, there is no wrong answer, and the emergent patterns give insight into collective attention 
[77]. 
This attack on “ontology” is really an attack on top down categorization as a way of finding and 
organizing information and the praise for folksonomy is really the observation that we now have an 
entirely new source of data for finding and organizing information: user participation. For the task of 
finding information, taxonomies are too rigid and purely text-based search is too weak. Tags introduce 
distributed human intelligence into the system [93]. 
2.2.2 Ontology Building Methodologies  
There is no universal methodology to build an ontology and designers of ontologies themselves apply 
different views of the same domain during ontology development. This yields semantic heterogeneity 
at ontology level, which is one of main obstacles to semantic interoperability [97]. 
Academic and industrial communities have been developing methodologies to guide in the process of 
ontology building. Based on Gómez-Pérez et al. [98][99], the author clustered the following set of 
characteristics to clarify ontology building methodologies, which are: 1) starting from scratch (S); 2) 
reengineering (Re), i.e. ontology building based on existing ones; 3) cooperative building (Co), i.e. the 
actors should be able to participate in the process; 4) merge methods (Me), i.e. ontology merging, 
integration, use and mapping.  
Ontology merging allows the development of a more general ontology about a subject, by gathering 
knowledge from several other ontologies in that same subject. Ontology integration reuses other 
ontologies, while, each integrated ontology is about a different domain either from the resulting 
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ontology. Ontology use builds an application using one or more ontologies – such process does not 
have any resulting ontology [100]. Ontology mapping is an activity that attempts to relate the 
vocabulary of two ontologies that share the same domain of discourse [101].  
Methodologies  Tools  Languages  S Re Co Me   
Cyc ü     KAON  OCML 
Uschold & King ü     OILed  OWL 
Grüninger & Fox ü     OntoEdit  DAML+OIL 
KACTUS ü     WebODE  OIL 
 METHONTOLOGY ü ü    Protégé  RDF(S) 
SENSUS  ü ü    Ontolingua  
Server 
 XML 
CO4   ü    KIF 
(KA)2   ü   Ontosaurus  Ontolingua 
On-To-Knowledge ü     WebOnto  OKBC 
FCA-merge    ü  VOID  LOOM 
PROMPT    ü  Apollo  FLogic  
ONIONS    ü  CODE4   
UPON ü     NeOn    
NeOn ü ü ü ü  Toolkit   
 
Legend:               method. direct relation;              languages used by 
the tool 
S – Scratch; Re – Reengineering; Co – Cooperative; Me – Merge 
Table 2.2 – Ontology Building Methodologies Analysis 
In the Table 2.2, it is presented a set of available ontology building methodologies, categorized by the 
identified ontology building characteristics. It presents also in the middle, a set of tools used for 
ontology building, where some of them are related to the presented methodologies (relation 
represented by an arrow). Then in the right part, it is presented a set of languages, the ones in bold 
are used by the Protégé tool. Protégé tool is also in bold due to its relevance to this research. NeOn 
methodology is as well in bold, due to be the only one that has all the mentioned ontology building 
characteristics. 
The CYC methodology consists on extracting, by hand, common sense knowledge that is implicit in 
different sources. Once enough knowledge in the ontology is available, new common sense 
knowledge can be acquired either using natural language or machine learning tools [102]. 
The Uschold & King proposed some general steps to develop ontologies, which are: to identify the 
purpose; to capture the concepts and the relationships among these concepts and the terms used to 
denote both of them; to evaluate and to document the ontology [103]. 
Grüninger & Fox methodology is based on identifying the main scenarios and the competency 
questions, followed by extracting relevant concepts and relations and formalizing it [104]. 
In the KACTUS project an ontology methodology was proposed, which its building process is based on 
a KB application, by means of an abstraction process [105]. This methodology has VOID as 
supporting tool. 
Methontology is a methodology for building ontologies either from scratch, or by a re-engineering 
process. The Methontology framework enables the construction of ontologies at the knowledge level. 
It includes: identification of the main ontology development process activities (i.e., evaluation, 
configuration management, conceptualization, integration, implementation, etc.) [106]. This 
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methodology was accomplished with a tool called WebODE. 
Sensus is a methodology, which follows a top-down approach for deriving domain specific ontologies 
from huge ones. The process is based on a first manual identifying of terms that are relevant to a 
particular domain and a consequently automatic extraction of the related hierarchically structured of 
the previous identified terms. The result is a skeletal foundation for a KB [107]. 
The CO4 methodology foundation is based on a protocol defined from identified problems concerning 
collaborative construction of ontologies. The goal is to reach consensus among several KBs and it is 
based on the main idea that people can discuss and commit about the knowledge introduced in the 
KBs. These KBs are built to be shared, and they have consensual knowledge, hence they can be 
considered ontologies [108]. 
 The (KA)2 methodology is based on ontologies development in a joint effort by a group of people at 
different locations using the same templates and language. The process is based on ontology 
coordinating agents which distribute a template among the ontology topic agents (experts in different 
topics). Once the ontology coordinating agents got all the portions of the ontologies from the ontology 
topic agents, they integrate them, activity that benefits from the presence of a common pattern [109]. 
On-To-Knowledge methodology consists on generating editable ontologies automatically from natural 
language documents followed by human interaction in order to ensure quality of the results [106]. This 
methodology is accomplished by the tool OntoEdit. 
The method of FCA-Merge is guided by application-specific instances of the given source ontologies 
that are to be merged.  Natural language processing and formal concept analysis techniques are 
applied, in order to derive a lattice of concepts.  The generated result is then explored and 
transformed into the merged ontology with human interaction [110]. 
PROMPT is an algorithm that provides a semi-automatic approach to ontology merging and alignment. 
PROMPT performs some tasks automatically and guides the user in performing other tasks for which 
his intervention is required [111]. PROMPT is a plug-in of the tool Protégé. 
ONIONS is a methodology for conceptual analysis and ontological integration or merging of 
terminologies. ONIONS aims to provide extensive axiomatization, clear semantics, and ontological 
depth in the domain terminologies that are to be integrated or merged [112]. 
UPON is a Unified Process for Ontology Building based on workflows of iterations related to the 
ontology building requirements, analysis, design, implementation and testing [113]. 
NeOn is a project involving 14 European partners and co-funded by the European Commission’s Sixth 
Framework Programme under grant number IST-2005-027595. NeOn had the aim to advance the 
state of the art in using ontologies for large-scale semantic applications in the distributed 
organizations. Particularly, it had the main objective of improving the capability to handle multiple 
networked ontologies that exist in a particular context, are created collaboratively, and might be highly 
dynamic and constantly evolving [114]. From such project it was defined the NeOn methodology that, 
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as already stated, aggregates all the ontology building characteristics. NeOn identified a set of 
different building ontology scenarios accomplished with documented procedures to guide users 
developing their ontologies. NeOn produced a tool to support its methodology, the NeOn Toolkit. 
In general, there is no correspondence between ontology building methodologies and tools for 
ontology management, as could be observed on Table 2.2. Although there is a few that has a direct 
tool which implements its related methodology process. Thus, are these ones that were considered on 
this literature review: OntoEdit; WebODE; VOID; Protégé and NeOn. OntoEdit is the old tool that On-
To-Knowledge was related to, now its successor is OntoStudio [115], which is a shareware tool. Since 
NeOn Toolkit is the sister project of the ontology engineering environment OntoStudio developed by 
ontoprise [116], which is shareware, author only performed a comparison between NeOn and Protégé.  
 The NeOn Toolkit offers most of the commercially available plug-ins and also provides access to 
many community-built plug-ins via the update-site mechanism. The toolkit is an ontology engineering 
environment for modelling ontologies. It is based on Eclipse13 and a modular design that is extensible 
by plug-ins contributed by external developers. The NeOn Toolkit supports two different ontology 
languages: F-logic and (Web Ontology Language) OWL [116]. In additional NeOn Toolkit is managed 
and distributed by the not-for-profit organization NeOn Technologies Foundation.  
Protégé is a free, open-source platform that provides a growing user community with a suite of tools to 
construct domain models and knowledge-based applications with ontologies. At its core, Protégé 
implements a rich set of knowledge-modelling structures and actions that support the creation, 
visualization, and manipulation of ontologies in various representation formats [117]. As it is 
emphasized in the right column of the Table 2.2, Protégé works with a vast list of languages.  
Author tested both (Protégé and NeOn) tools in developing a set of simple ontologies and he 
concluded that they offer almost the same functionalities and characteristics with a similar level of 
active communities. However, author pointed out some characteristics, which both differ from each 
other, and which he thinks are relevant for developing ontology-based prototypes. Such characteristics 
are related to: plug-ins availability and installation easiness, documentation availability and usability, 
maturity of the tool, quantity of import export languages.   
In this list of characteristics, NeOn only surpasses Protégé in one that is documentation availability. 
Documentation offered by NeOn, perhaps due to being a more recent tool, it is more detailed and 
better described. Concerning plug-ins both have a big list of them, but, installations procedures of 
NeOn are more difficult than in Protégé. In one specific case, related to the ontologies server plug-in, 
NeOn indicates one which is shareware, which belongs to OntoStudio. Then, Protégé is an older tool, 
which is able to offer more mature support at least concerning to the how an open-source community 
work. By the last, Protégé is able to import and export a higher number of different ontologies 
languages. However, in a kind of positive point to both communities, it is interesting to confirm 
ontologies interoperability ability between both, when used ontology languages standards (e.g. OWL).  
                                                
13 Eclipse is an open source community, whose projects are focused on building an open development platform 
comprised of extensible frameworks, tools and runtimes for building, deploying and managing software across 
the lifecycle. Retrieved from the web at May 2012: http://www.eclipse.org/org/. 
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2.2.3 Collaborative Ontology Building Methodologies 
There are many collaborative ontology building tools and methodologies proposed. Those identified to 
have characteristics able to facilitate collaborative human knowledge acquisition (i.e., tacit knowledge) 
into explicit KR are herein described.  
The Iterative Collaborative Ontology Construction (ICOC) scheme [118], supports the online 
collaborative knowledge contribution. It uses a wiki-like application that allows users to collaboratively 
integrate their knowledge to build a new ontology. A Delphi-like method is then applied to converge 
the answers to an automatic generated questionnaire to construct a uniform ontology. This scheme 
will be processed iteratively until all relations are converged. 
Holsapple et al. in “A Collaborative Approach to Ontology Design” [119], used a Delphi-like method to 
structure collaboration in the direction of consensus. The method used is composed by four phases: 1) 
in the Preparation phase the idea is to define design criteria, determine boundary conditions, and 
determines evaluation standards; 2) in the Anchoring phase is specified the initial ontology that will 
seed the collaborative effort; 3) the Iterative Improvement phase pretends to identify diverse panel of 
participants that provide their critiques and comments on the ontology to a leader who revises the 
ontology addressing the feedback from the users. This process iterates until a consensus is reached; 
4) in the Application phase the idea is to demonstrate the uses of the ontology. 
Collaborative Protégé [120] is an extension of the existing Protégé tool to support collaborative 
ontology editing. The traditional Protégé tool is used to create and edit ontologies but without 
collaboration between users. With Collaborative Protégé users are able to join a project through a 
server, and if they have permission, they can edit ontologies through desktop or web Protégé clients. 
All the changes made by a user will be immediately reflected on the repository, thus online users will 
see the changes. Additionally, Collaborative Protégé allows other operations such as track changes, 
chat, leave comments on ontology changes, voting, etc. 
The OntoWiki [79] tool is another kind of collaborative environment that supports agile Knowledge 
Engineering. To reach social collaboration characteristics, OntoWiki uses a particular set of 
functionalities: Change tracking, Commenting, Rating, Popularity and Activity/Provenance. 
Additionally, OntoWiki facilitates the visual presentation of a KB as an information map, with different 
views on instance data. It enables intuitive authoring of semantic content, with an inline-editing mode 
for editing RDF content, similar to WYSIWYG (What You See Is What You Get) for text documents 
[121]. 
By the last, in the INTEROP research project [122], it was used another collaborative approach to 
build a glossary. Since, as presented before, glossary is a KRE needed to be defined on the process 
to build an ontology, which by consequence justifies the presence of this approach here. It starts by 
using the OntoLearn TermExtractor module to extract terms from specific INTEROP related 
documents. Then, the list of terms is reviewed by a set of domain experts to refine the glossary. On 
that process, the terms could be reviewed, rejected, accepted or ignored by the reviewers in an 
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iterative process until the majority of voters approve all definitions. 
2.2.4 KMo Conclusions 
Since semantic interoperability resolution involves several actors as enterprises trying to reach a 
common view in a domain, require methodologies focused in plural actors. Consequently, the main 
conclusion from this research topic is related to the need of having an appropriate methodology able 
to support KMo supported by the use of existent technologies for ontology collaborative building and 
possibly enriched with QICM. In conclusion, such methodology should be able to facilitate the ontology 
building from scratch, and by reengineering of existent ones. It should also facilitate a cooperative 
building of ontologies using, when needed, merging or integration functionalities supported by the 
establishment of mappings between existent ontologies and the new built ones, enabling the 
possibility of keeping in use old semantic representations.  
It was identified that NeOn methodology aggregates all these mentioned characteristics, however, is 
the Protégé tool that facilitates more the collaborative ontology building through its available plug-ins. 
Moreover, NeOn do not aggregates all the mentioned characteristics in a methodology as an all, 
supporting enterprises to establish a common view on their semantics in a way, which establishes 
mappings tables at the same time that semantic agreements are reached. Thus, its reuse in 
communications between old semantic and new semantic systems is not facilitated.  From these, it is 
identified the need of having a methodology focused on supporting the building of a reference 
ontology able to represent all the actors semantics, but at the same time that could let enterprises still 
work with their traditional and old semantics. 
Finally, this research work helped to identify as stated by Halpin et al. [72], “It seems quite plausible 
that folksonomies and ontologies, which are merely new incarnations of the age-old distinction 
between categorization and classification respectively, are not mortal enemies, but fundamentally 
compatible, as tagging-based categorization in our data exhibits emergent consensus”. Thus both 
KREs (ontologies and folksonomies), whose enable the taxis or folks path to build knowledge, have 
their own specific usability and purpose however they can be used in a compatible way to improve the 
knowledge acquire process. 
2.3 Knowledge Use (KU) 
This stage is centralised on the use of the stored knowledge to facilitate interoperability of the 
systems. Thus the main objective is potentiating semantic adaptability of the system by using the 
knowledge about the related domain.  
Due to the worldwide diversity of communities, a high number of ontologies have appeared 
representing the same segment of reality. Thus, various parties of a same domain often do not 
understand each other because of the use of different ontologies. To force such parties to adopt the 
same ontology, even if it is based on standards (e.g. AISI, DIN or ISO)14, does not work in most of the 
                                                
14AISI – AISI the American Iron and Steel Institute has established standards for steel compositions. - 
http://www.steel.org 
DIN -  Deutsches Institut für Normung e.V. (DIN; in English, the German Institute for Standardization) is the 
German national organization for standardization and is that country's ISO member body. - http://www.din.de 
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cases [1]. An ideal solution would be to keep the terminology and classification in use by each one, 
and to use a ‘reference ontology’ to be the intermediary in the communications between them. Borgo 
et al. [123] characterised ‘reference ontologies’ (more recently, foundational ontologies) as rich, 
axiomatic theories whose focus is to clarify the intended meanings of terms used in specific domains 
[124]. Additionally, the introduction of this reference ontology would enrich the community where each 
party should feel motivated to be part of the group, since they have the possibility of keeping their own 
definitions, i.e. their own ontology, though they have to contribute to the reference ontology building 
process. This establishes the knowledge alignment between each party and the reference ontology 
that provides a consensual common vocabulary for describing the knowledge in the domain 
[125][126]. 
Even so, new organizations are constantly entering and leaving such collaboration networks, leading 
to a constant fluctuation and evolution of system models. All these factors are making interoperability 
difficult to sustain [127]. Due to this constant knowledge changes, ontologies and model mappings are 
not static and there is always some information to add to a KR system. An ontology has to manage its 
dynamics, being able to learn during its existence and be in a constant update [29]. Thus, data, 
semantic, and structural mappings could be modelled as traceable tuples and integrated in KBs 
dedicated to managing mismatches. Next sub-sections summarize different ways to represent and 
formalize Model Morphisms (MoMo) and semantic matching, and then it is defined the concept of tuple 
for semantic and structural mapping. 
2.3.1 Information Models and Associated Concepts Models  
Either being used in the form of traditional databases, architectural models, or domain ontologies, 
information models can be described on multiple formats, languages, expressiveness levels, and for 
different purposes [125][128][129]. A model can be characterized according to four dimensions [130]: 
Metamodel - the modelling primitives of the language for modelling (e.g. OWL, XSD15) are represented 
by a set of labels defined in the metamodel; Structure - corresponding to the topology associated to 
the model schema; Terminology - the labels of the model elements that don’t refer to modelling 
primitives; Semantics - given a “Universe of Discourse”, the interpretations that can be associated with 
the model. This way, model operations can be classified as acting on any of these dimensions. 
MoMo Formalization Classification 
Mapping:  𝜃(𝐴,𝐵)  ∀  𝐴,𝐵  𝜖  𝑀:  𝜃 𝐴,𝐵 ⊆ 𝑆𝑢𝑏 𝐴 ×  𝑆𝑢𝑏(𝐵) Non-altering 
Transformation:  𝜏:𝐴  ×  𝜃   → 𝐵 ∀  𝐴,𝐵  𝜖  𝑀:  𝑖𝑓  ∃𝜃 𝐴,𝐵 𝑡ℎ𝑒𝑛  𝜏 𝐴, 𝜃 = 𝐵   Model altering 
Table 2.3 – Cases of Model Morphisms 
Model Morphisms 
In mathematics, “Morphism” is an abstraction of a structure-preserving map between two 
mathematical structures. It can be seen as a function in set theory, or the connection between domain 
and co-domain in category theory [130].  Recently, this concept as been gaining momentum applied to 
computer science, namely to systems interoperability. This new usage of “morphism” specifies the 
relations (e.g. mapping, merging, transformation, etc.) between two or more information model 
                                                                                                                                                   
ISO - International Organization for Standardization – www.iso.org 
15 XSD - XML Schema Definition 
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specifications (M as the set of models). Therefore, a MoMo describes a model operation. 
In this context, the research community identifies two core classes of MoMo: non-altering and model 
altering morphisms [130][131]. As evidenced in Table 2.3, in the non-altering morphisms, given two 
models (source A and target B), a mapping is created relating each element of the source with a 
correspondent element in the target, leaving both models intact. In model altering morphisms, the 
source model is transformed using a function that applies a mapping to the source model and outputs 








Naming Different labels for same concept 
Granularity Same information decomposed (sub) attributes (see Figure 2.10) 
Structuring  Different design structures for same information (see Figure 2.9) 
SubClass-
Attribute 
An attribute, with a predefined value set (e.g. enumeration) 
represented by a  subclass hierarchy 
Schema-
Instance 
An attribute value in one model can be a part of the other’s model 
schema (see Figure 2.9) 




Content  Different content denoted by the same concept 
Coverage Absence of information  
Precision Accuracy of information (see Figure 2.9) 
Abstraction  Level of specialisation (e.g. “Car” and “Ford”) 
Table 2.4 – Semantic Mismatches (based on [133]) 
To respond to the constant knowledge and model changes on heterogeneous and dynamic networks, 
it is required to use a more detailed and traceable mapping format that provides a semantic “link” 
between two different models and its components. 
Semantic Mismatches 
Mismatches are inconsistencies of information that result from “imperfect” mappings. Due to the 
differences among models referred before, almost in every case, a MoMo leads to a semantic 
mismatch, which can either be lossy or lossless depending on the nature of the related model 
elements (Table 2.4): In lossless cases, the relating element can fully capture the semantics of the 





Figure 2.9 – Mismatch examples 
This notion of mismatch can bring a semantic meaning to the type of the relationship being 
established in the mapping. However, the envisaged semantic “link” between two different models 





expression that is traceable and parseable by an intelligent system that can deduce and recommend 
mapping readjustments, which might even change the mismatch type. 
MoMo Formalisms 
Model Morphisms, as envisaged before, are intended to introduce a method of describing 
relationships/transformations among models. Originally graph theory has been used, but other and 
theories can be considered to achieve the envisaged goals:  
Classical Mathematics: Graph & Set Theory  
Graphs are a common way to graphically present models, where the nodes are considered as a 
domain entity and the edges as relations between them. For the purposes of MoMo, model operations 
such as the ones of Table 2.4 can be described using a 6-tuple labelled oriented multigraph 
(LDMGraph) of the form G=(V,E,s,t,lv,le), where: V is the vertex set of G; E is the edge set of G; 
s:E→V, is a function that associates an edge with its source vertex; t: E → V, is a function that 
associates an edge with its target vertex; lv: V → ∑ V, is a function that associates a vertex with its 
label; le: E → ∑ E, is a function that associates an edge with its label [130], [134]. This abstract view of 
models allows formal reasoning on their properties and on the properties of the model operations 
needed for their effective management.  
As graphs, also sets can be used to represent models and operations using first-order logic, algebra 
and axioms. Being defined as a collection “M” of distinct objects “m”, a set can represent objects, 
numbers, other sets, etc. [135]. Operations such as membership “M1⊆M2”, power “P(M)”, 
union“M1UM2”, intersection “M1∩M2”, complement “M1\M2”, or cartesian product “M1×M2” are 
already well defined. 
 
Figure 2.10 – Mapping as a model (map12) 
Mapping as a model: Model Management [136] 
This theory defends that a mapping between models M1 and M2 should be a model “map12“ and two 
morphisms (one between “map12“ and M1 and another between “map12“ and M2). Thus, each object 
“m” in the mapping can relate a set of objects in M1 to a set of objects in M2. In this approach, instead 
of representing a mapping as a pair of objects, a mapping is represented as a set of objects (see 
Figure 2.10). Using concepts from classical mathematics, this approach enables to define complex 
algebra to describe major model operations such as match, compose, diff, model gen, or merge. 














Mapping as a complex tuple:  Matching [137] 
The match operator takes two graph-like structures and produces a mapping between the nodes of 
the graphs that correspond semantically to each other. Mappings between these elements can be 
described using set-theoretic semantic relations instead of using traditional numeric coefficients. The 
meaning of concepts (not labels) within a model can determine equivalence “=”, more “⊇” and less “⊆” 
general, as well as disjointness “⊥” relationships. Having this, a mapping element can be defined as a 
4 level tuple <IDij, ai, bj, R> where: IDij is a unique identifier of the given mapping element; ai is the i-
th node (or vertex) of the first tree; bj is the j-th node of the second tree; and R specifies the semantic 
relation which may hold between them. 
The above methodologies seem to be powerful in terms of expressiveness of the morphism. However 
others exist, such as the composition of complex operations based on a catalogue of primitive 
transformations [138]. However, this approach is more focused on model altering morphisms. 
2.3.2 Modelling Morphisms to Enable Sustainable Interoperability 
So far, a proven approach to deal with interoperability relies on the usage of dedicated knowledge 
models and international standards acting as information regulators among organizations. However, 
due a complexity of reasons many organizations are still focused on P2P relationships, where each 
one tends to use its own data format and business rules, and handles as many mappings as the 
number of business partners [127]. 
Either case, after interoperability is first established and all morphisms defined, the set of 
organizations within a network demonstrate a period of stability exchanging e-messages following the 
established mappings [127]. At this stage, the networks display symmetry [139]. However, that might 
not be sustainable for long if business requirements change. Organizations are managed by people 
that have different opinions and backgrounds based on several factors such as culture, professional 
experience, family, etc. They manage, work, and are themselves customers of different organizations, 
which in turn have different systems that are structured according to several information models 
implemented on multiple software platforms. Therefore, all this heterogeneity leads in most cases, the 
network to experience problems because if just one of the network members adapts to a new 
requirement, the harmony is broken, and the network begins experiencing interoperability failure.  
To mitigate that, context awareness and traceable morphisms are demanded in support of intelligence 
and monitoring and decision support systems must be considered in the construction of a framework 
that implements sustainable interoperability in cooperation networks.  
Knowledge Enriched Tuple for Mappings Representation 
Observing all previously explained technologies and methodologies for managing morphisms, the 
author considers that there is no perfect solution that can provide all the desired goals at once. Some 
are ideal for structural issues, others for semantics providing good human traceability, while others are 
more formal and mathematical based. Therefore, author proposes the usage of a 5-tuple mapping 
expression (equation 1), reusing some of the concepts explained before that formalizes the morphism 
between two model elements (a and b) and is enriched with semantic information that enables fast 
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human readability, where ∀  𝐴,𝐵   ∈ 𝑀,∃𝑎 ∈ 𝐴  𝑎𝑛𝑑  ∃𝑏 ∈ 𝐵: 𝑖𝑓  𝑀  𝑖𝑠  𝑎𝑛  𝐿𝐷𝑀𝐺𝑟𝑎𝑝ℎ  𝑡ℎ𝑒𝑛  𝑎 ∈ 𝑉 𝐴 𝑎𝑛𝑑  𝑏 ∈
𝑉 𝐵 .  
 Mapping Tuple: <ID,MElems,KMType,MatchClass,Exp>                         (1) 
• ID is the unique identifier of the mapping tuple and can be directly associated with the a’s 
vertex number: 𝐼𝐷𝑖. 𝑗_𝑥:  1 ≤ 𝑖   ≤ 𝑉 𝐴   𝑎𝑛𝑑  1 ≤ 𝑗 ≤ 𝑉 𝑆𝑢𝑏 𝐵 𝑎𝑛𝑑  𝑥 ∈ ℕ. The depth of the 
sub-graph detail used in the mapping is not limited, and x is a counter for multiple tuples 
associated with the same concept; 
• MElems is the pair (a,b) that indicates the mapped elements. If the ID specifies a mapping at 
the n-th depth level of the graph, a should be at the same level, i.e. a.ai (for i =1..n); 
• KMType stands for Knowledge Mapping Type, and can be classified as: “Conceptual” if 
mapping concepts and terms; “Semantics” if mapping model schemas; and “InstantiableData” 
if the mapping is specifying instantiation rules. 
o KMType= {Conceptual,Semantics,InstantiableData}; 
 
Figure 2.11 – KMType values 
• MatchClass stands for Match/Mismatch Classification and depends on KMType, such as ∀ 𝑎, 𝑏 ∈
𝑀𝐸𝑙𝑒𝑚𝑠: 
o ∀𝐾𝑀𝑇𝑦𝑝𝑒, if a=b, the mapping is absolute and MatchClass=Equal; 
o if KMType=Conceptual, the mapping is relating terms/concepts, and   𝑀𝑎𝑡𝑐ℎ𝐶𝑙𝑎𝑠𝑠 ∈
𝐸𝑞𝑢𝑎𝑙,𝑁𝑎𝑚𝑖𝑛𝑔,𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒,
𝑀𝑜𝑟𝑒𝐺𝑒𝑛𝑒𝑟𝑎𝑙, 𝐿𝑒𝑠𝑠𝐺𝑒𝑛𝑒𝑟𝑎𝑙,𝐷𝑖𝑠𝑗𝑜𝑖𝑛𝑡  depending on the coverage of the relationship; 
o Otherwise, the mapping is structural or non-existent and MatchClass∈ Table 
2.4⋃{Equal, Disjoint} ; 
• Exp stands for the mapping expression that translates and further specifies the previous tuple 
components. It can be written using a finite set of binary operators derived from the 
mathematical symbols associated with the mapping types and classes (e.g. “=, ∼, ⊆, ⊇, ⊥, +,-, 
×, ÷, concatenate, split").  
This mapping tuple which represents θ(a,b), can also be used to generate a transformation function 𝜏, 
where  𝜏 𝑎, 𝜃 = 𝑏, being 𝑎, 𝑏 ∈ 𝑀𝐸𝑙𝑒𝑚𝑠. This will enable an automatic data transformation and 







interoperable state among them or supporting the recovery from any harmonization breaking situation. 
In order to enable the envisaged traceability to support intelligence and sustainability, it is required not 
only to have the morphism formalised using a textual tuple, but also to store it in a parseable and 
structured KB. With it, every mapping between models or ontologies of business partners can be 
stored and accessed by their local systems. This allows communities to build systems with reasoning 
capabilities able to understand each other’s representation format, without having to change their data 
and schema import or export processes [29]. 
2.3.3 KU Conclusions 
Enterprises are demanded to collaborate and establish partnerships to reach global business and 
markets. However, due to the different sources of models and semantics, organizations are 
experiencing difficulties exchanging vital information electronically and seamlessly, even when they 
operate in related business environments. This situation is even worst in the advent of the evolution of 
the enterprise systems and applications, whose dynamics result in increasing the interoperability 
problem due to the continuous need for model adjustments and semantics harmonization. To 
contribute for a long term stable interoperable enterprise operating environment, the author proposes 
the integration of traceability functionalities in the information systems as a way to support such 
desired stage. Either data, semantic, and structural mappings between partner enterprises in the 
complex network should be modelled as tuples and stored in a communication KB with reasoning 
capabilities, thus allowing tracing, monitoring and supporting the stability maintenance of a system’s 
interoperable state. 
2.4 Knowledge Maintenance (KMa) 
Systems data and knowledge change over time, and even rules, which were valid once eventually, 
become riddled with exceptions, and a specialist who does not adapt will find his work to become 
without value [140]. Thus, information systems must be able to continuously deal with such continuing 
changes explicitly in a formal dynamic Knowledge Maintenance (KMa) establishment. KMa is focused 
on the KB improvement to actively be updated, monitored accordingly to the knowledge evolution of its 
related domain. 
In additional, KMa has become a challenging activity for most competitive business organisations. 
There is growing recognition in the business community about the importance of knowledge as a 
critical resource for organisations [141][142][143]. Individuals and companies are obliged to focus on 
maintaining and enhancing their knowledge asset in order to innovate [144][143] and survive in the 
current competitive markets.  
The concepts meanings are the main focus of the knowledge acquisition and maintenance 
procedures. Thus, semantic relatedness techniques have a main role in the KMa establishment. 
Furthermore, in line with this, Witherell stated that, “leveraging works in semantic relatedness methods 
can be developed to give ‘intelligent’ knowledge frameworks the ability to automatically adapt within 
fluid environments” [145]. In complement to this, Witherell concluded that those knowledge 
frameworks are founded on the ability of ontologies to explicitly represent and structure information 
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and the ability of semantic relatedness techniques to interpret relationships formed between concepts 
in such kind of knowledge structure [145]. This also complements the idea that semantic adaptation 
ability increases the intelligence level of an information system dealing with interoperability. 
Since this dissertation addresses artificial (computational) systems, this section starts by introducing 
some statements about AI and its parallelism to neuroscience addressing how human brain deals with 
its semantic memories and learning. Then, human based learning techniques; OL and operation 
research methods are introduced that together with some machine learning techniques could be used 
to facilitate knowledge systems maintenance.  
2.4.1 Artificial Intelligence and Neuroscience 
Since its conception in the mid-1950s, AI with its great ambition to understand and emulate 
intelligence in natural and artificial environments alike is now a truly multidisciplinary field that reaches 
out and is inspired by a great diversity of other fields. 
AI has dreamt about for a long time to simulate in computer an entire biological brain or the creation of 
new life forms from manipulations of cellular and genetic information. The scope for AI in neuroscience 
and systems biology is extremely wide. Berrar et al. in [146] investigated the standing of AI in relation 
to neuroscience and systems biology and provided an outlook at new and exciting challenges for AI in 
these fields. 
Neuroscience is a tremendously complex field with many subfields (e.g., [147]) and offers a wide 
range of opportunities for AI. Neural signalling, for instance, investigates how neural systems acquire, 
coordinate, and disseminate information. Knowledge about these processes is fundamental to 
understanding brain pathologies, but also for the development of novel approaches to diagnosing and 
treating such problems. AI systems can benefit from such, an understanding in the field of ANN. Other 
application areas that AI can benefit are pervasive/ubiquitous computing [148] and autonomic 
computing [149]. This pursues the idea of having networked communication systems able of being 
autonomously controlled, in a sense that it can manage themselves as a kind of administrators. 
Along this line, brain-like computers are another exciting area in neuroscience. For instance, IBM has 
engaged into an activity researching brain-like computers and the newly coined term cognitive 
computing encapsulates the key idea to engineer mind-like intelligent machines by reverse 
engineering the structure, dynamics, function and behaviour of the brain [150]. This has been 
addressed through the program Systems of Neuromorphic Adaptive Plastic Scalable Electronics 
(SyNAPSE) (Figure 2.12 a)). Such program intends to combine principles from nanoscience, 
neuroscience and supercomputing as part of a multi-year cognitive computing initiative (Figure 2.12 
b)). The initial phase of SyNAPSE developed nanometre-scale electronic synaptic components 
capable of adapting connection strength between two neurons in a manner analogous to what is 
performed by the human brain, which autonomously process information in complex environments by 






Figure 2.12 – a) Artificial brain-like connections; and b) Cognitive computing principles [152] 
Current programmable machines work superbly with numbers but are limited describing and 
processing information from particular environments, like in human faces or objects recognition. Thus, 
this initiative is developing cognitive computers, whose use advanced algorithms and silicon circuitry 
to be able to learn through experiences, find correlations, create hypotheses, remember and learn 
from the outcomes [152].  
Semantic Memory on the brain 
Semantic memory, also called conceptual knowledge, is the aspect of human memory that 
corresponds to general knowledge of objects, word meanings, facts and people, without connection to 
any particular time or place [153]. This provides to humans the ability to, given a concept, be able to 
create its mental visualization and also to see the most important associations that the individual has 
to the referred concept. Although this kind of memory may depend on individual’s experience, which is 
mostly shared in a given culture. 
Patterson et al. identified two theoretical positions regarding the neuroanatomical distribution of the 
cortical semantic network and schematic models based on these views (Figure 2.13) [154]. The 
distributed-only theoretical position view proposes that the semantic network in the brain is composed 
by those regions, along with all the diverse connections between them, represented by the green 
lines. The flow of activation through this network can be ‘gated’ by a representation of the current task 
(right-hand panel): for instance, if the task is to name a line drawing of a familiar object, activation will 
flow from a representation of object’s shape to a representation of its name. Associations between 
different pairs of attributes are encoded along different neuroanatomical pathways.  
However, there are several cases of individuals whom suffered brain damages that would affect that 
regions but could recover. This may lead to that probably the entire neural basis of semantic memory 
might have a different approach. Figure 2.13 (part b – Distributed-plus-hub view) suggests that in 
addition to distributed-only view proposed representation, there are connections (shown as red lines) 
between the various shapes representations and a modal hub. It’s in this hub where the associations 
between different pairs of attributes (such as shape and name or shape and action, etc.) are 
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processed by a common set of neurons and synapses regardless of task representation. Figures right-
hand side shows the corresponding convergent architecture of these views [154]. Thus, there is an 
extra path in semantic representation in this theoretical approach, which could explain the recovering 
status of the mentioned brain damage example. 
 
Figure 2.13 – Two theoretical positions regarding the neuroanatomical distribution of the cortical 
semantic network and schematic models based on these views [154]. 
Brain Learning 
Neuroscience has reached the stage where it is possible to understand how parts of the brain actually 
work, by combining approaches from many disciplines. Evidence on the connections and internal 
connectivity of each brain region, of the biophysical properties of single neurons [155], on what is 
represented by neuronal activity in each brain region, and on the effects of lesions, all provide the 
foundation for a computational understanding of brain function in terms of the neuronal network 
operations being performed in each region [156]. Crucial brain systems to understand are those 
involved in memory, but in addition, learning mechanisms are at the heart of how the brain processes 
information, for it is by modifying the synaptic connection strengths (or weights) between neurons that 
useful neuronal information processors for most brain functions, including perception, emotion, 
motivation, and motor function, are built [157]. 
In addition to prove that the mentioned learning mechanisms are directly related to the synaptic 
relation strengths modification it is presented in the following, some facts about a study made by 
Patterson et al. in [154] about learning using animals. Patterson et al. used basic emotions as a 
facilitator for learning.  Thus, emotions were defined in this case, due to the animal’s use, as states 
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elicited by rewards and punishers [158][159][160]. A reward is anything for which an animal will work. 
A punisher is anything an animal will work to escape or avoid. Rewards and punishers can be more 
formally defined as instrumental reinforcers, i.e. stimuli or events which, if their occurrence, 
termination, or omission is made contingent upon the making of a response, alter the probability of the 
future emission of that response. Some stimuli are unlearned, or primary, reinforcers (e.g. pain or the 
taste of food if the animal is hungry), whereas others may become reinforcing by learning, through 
their association with primary reinforcers, thereby becoming secondary reinforcers. This type of 
learning may thus be called stimulus-reinforcement association learning [157]. 
Accordingly to this, Hebbian theory about learning states that simultaneous activation of cells leads to 
increases in synaptic strength between those cells [161]. These weights are adjusted in order to better 
represent the relationship between two cells. Transporting it into ANN, it can be a method of 
determining how to increase/decrease weights between two neurons. 
2.4.2 Artificial Learning Related Techniques inspired on Human Learning 
In the pursuit of artificial intelligent semantic relatedness techniques/methods able to facilitate 
semantic adaptation ability, author introduces some of artificial learning related techniques inspired on 
human learning. Consequently, ANN, FL and OL are presented. 
Artificial Neural Networks 
An ANN is an information-processing paradigm that is inspired by the way biological nervous system, 
such as brain, process information [162]. It can be represented by a directed graph consisting of 
nodes with interconnecting synaptic and activation links [163], which is composed through neurons 
that are represented by a set of linear synaptic links, an externally applied bias, and a possibly 
nonlinear activation link. The basic computational element of an ANN is a neuron also often called 
node or unit. The synaptic links of a neuron weight their respective input signals. The weighted sum of 
the input signals defines the inducted local field of the neuron in question, and the activation link 
squashes the induced local field of the neuron to produce an output. Such weights can be adjusted in 
a learning process to put the ANN answering in a pre-determined form. The neuron computes some 
function f of the weighted sum of its inputs: yi = f ( ∑wij yj ). Its output, in turn, can serve as input to 
other units. Where the weighted sum ∑j wij yj is called the net input to unit i, often written neti. and wij 
refers to the weight from unit j to unit i. The function f is the unit's activation function that in a simple 
case, f can be a linear unit, which its output is just its net input (Figure 2.14 a)) [164]. 
An ANN is like human beings, it learns by example, therefore it can be configured for a specific 
application, such as data classification or patterns recognition to detect trends that are too complex to 
be noticed by humans or other computer techniques. A trained neural network can be thought of as an 
“expert” in the category of information to what it was given to analyse. All this process is similar to the 
learning in biological systems, which involves adjustments to synaptic connections that exist between 









Figure 2.14 – a) A Neuron function [164]; b) A Probabilistic Neural Network [165] 
There are various types of ANNs developed for specific objectives. In 1990, Donald F. Specht 
proposed a method to formulate the weighted-neighbour method in the form of a neural network, 
which resulted in the “Probabilistic Neural Network” that is illustrated in Figure 2.14 b). However, there 
are many other types like: Multilayer Perceptron Networks, General Regression Neural Networks, 
Radial Basis Function Networks, Cascade Correlation, Functional Link Networks, Kohonen networks, 
Gram-Charlier networks, Learning Vector Quantization, Hebb networks, Adaline networks, 
Heteroassociative networks, Recurrent Networks and Hybrid Networks [165]. 
Fuzzy Logic 
The concept of FL was conceived by Lotfi Zadeh, a professor at the University of California at Berkley. 
He reasoned that people do not require precise, numerical information input, and yet they are capable 
of highly adaptive control. If feedback controllers could be programmed to accept noisy, imprecise 
input, they would be much more effective and perhaps easier to implement [166]. There are several 
unique features that make FL a particularly good choice for many control problems. The output control 
is a smooth control function despite a wide range of input variations. FL can control nonlinear systems 
that would be difficult or impossible to model mathematically. This opens doors for control systems 
that would normally be deemed unfeasible for automation. 
 
Figure 2.15 – Fuzzy Membership Functions [167] 
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FL incorporates a simple, rule-based “IF X AND Y THEN Z” approach to a solving control problem 
rather than attempting to model a system mathematically. A membership function is then used to 
quantify a linguistic term like temperature [167]. For example, according to Figure 2.15, a temperature 
value can be considered as “cold" and “too-cold" at the same time, with different degree of 
memberships. In this case, these membership functions use a trapezoidal form, but there are other 
forms as triangular, trapezoidal, piecewise linear, gaussian, or singleton. Taking as reference the 
matrix of target values presented at Table 2.5, a rule example for this case could be "IF (temperature 
is “cold” OR “too-cold”) AND (target is “warm”) THEN (add “heat” to the process)".  
 
Table 2.5 – A Fuzzy Matrix Example [167] 
Despite being largely data‐driven, machine learning is not a knowledge-free methodology. Instead, 
successful learning requires a priori background knowledge and a proper modelling of the data (which 
is often overlooked) and the underlying hypothesis space (type of model), and FL can be very useful in 
this regard (incorporating expert knowledge into the learning process)! FL is then a kind of 
mathematical framework complementary to statistics and probability for formalizing (human‐like) 
approximate reasoning [168]. 
Ontology Learning 
The main idea is to find a system able to learn, but also able to represent and manage complex inputs 
as concepts like humans do. Despite ANN being able to learn and FL to respond like humans 
reasoning to complex systems/situations, it is needed to analyse other learning techniques that are 
also able to manage concepts. To structure and manage data (concepts) in a way that machines can 
handle ontologies can be used, even more when ontologies structure knowledge in a taxonomic way 
also similar to humans. Thus, its integration with some machine learning abilities, leads to the 
appearance of the OL concept. OL is mainly associated by the research community to the process of 
discovering ontological knowledge from various forms of data, as text, using an automatic or semi-
automatic process [169]. However, a full automatic machine learning knowledge acquisition was not 
yet reached, but its actual solutions are considered a powerful tool to assist in the management of the 
ontologies [51]. 
OL provides the ability to not only discover ontological knowledge at a larger scale and a faster pace, 
but also mitigate human-introduced biases and inconsistencies. In additional, it can be used also as a 
support to the refinement and expansion of existing (reference) ontologies (that could have been built 
following a traditional basis with human supervision) by incorporating new knowledge [169] in an 
automatic way. Thus, it has to be said that all the represented knowledge was built in a semi-
automatic process.  However, this approach represents a more confident KMa process, because it has 
a stable reference background knowledge, which will receive new knowledge in automatic way without 
changing the basis of its overall represented knowledge.  
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To facilitate OL related techniques as ontology construction and discover ontological knowledge, 
machine learning is commonly used [169][51]. However, the majority of these OL techniques are 
unsupervised resulting in a higher employment of statistical techniques [169]. 
Operation research methods 
Operations research is an interdisciplinary mathematical science, as it employs techniques from other 
mathematical sciences, such as mathematical modelling, statistical analysis, and mathematical 
optimization that focus on the effective use of technology by organizations, providing solutions to 
complex decision-making problems [170], and in the pursuit of its improvement and efficiency [171].  
A problem in the real world is modelled, usually in mathematical terms, then mathematical techniques, 
together with data analysis and computational algorithms are applied, in order to find ways to do the 
job better [172]. Operation research methods are used to support such problems resolution. Thus, 
they were introduced in OL to provide a statistical analysis of ontologies concepts and relations to 
facilitate complex decision-making effectiveness. Markov Chains (MC) and Bayesian Networks (BNs) 
are two probability models in the field of operations research, which researchers have applied to 
support OL. 
Markov Chains 
Markov logic is a novel language [173] that provides the capability of joining in the same 
representation statistical and relational aspects [174], which result is a probabilistic graphic model 
called Markov networks or MC. However, when there is a statistical relational learning technique that 
combines first order logic and MC the result is the Markov Logic Networks (MLN). The combination of 
these two techniques (statistical relational learning and MC) gives us the flexibility of knowledge 
representation as well as the ability to handle uncertainty [175]. 
A MLN can be built by attaching weights to first-order logic formulas as in a case, where the higher the 
weight, the bigger is the difference between a world that satisfies the formula and one that does not. A 
network like this can be used as a template to construct a kind of Markov networks, providing the full 
expressiveness of probabilistic models and first-order logic [173].  
Given a set of constants (i.e., individuals) of the domain and an interpretation, the groundings of the 
formulas in an MLN can generate a Markov network by adding a variable for each ground atom, an 
edge if two ground atoms appear in the same formula, and a feature for each grounded formula. The 
probability distribution of the network is defined as 𝑃 𝑋 = 𝑥 = !
!
𝑒𝑥𝑝 𝑤𝑖!!!! 𝑛𝑖  (𝑥) , where F is the 
number of formulas in the MLN, ni(x) is the (binary) number of true groundings of Fi in the world x, Wi 
is the weight of Fi, and Z is a normalizing constant. Formulas’ weights can be learned generatively 
from example data by maximizing the pseudo-log-likelihood [174] of that data, while efficient inference 
can be done using approximate inference algorithms, such as the MC-SAT16 [174]. 
A MC like the one presented in Figure 2.16, consists of a finite number of states (which may be 
                                                
16 MC-SAT is an Markov chain Monte Carlo inference algorithm designed to deal efficiently with probabilistic 
and deterministic dependencies – Retrieved from the web at October 2011 : 
http://alchemy.cs.washington.edu/api/html/classMCSAT.html#_details  
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represented by circles) and paths between states with assigned probabilities (which may be 
represented by arrows). The probabilities on all arrows leaving a state should add to one. Consider a 
walk on the set of states of a MC where each step follows an arrow in it. Choosing which state to go to 
next depends only on your current state and the probabilities on the arrows leaving your current state. 
In other words, each step is independent of all steps that happened before you landed on your current 
state (the “history" of that state) [176]. 
 
Figure 2.16 – A Markov Chain [176]  
There are several areas where Markov process has an important rule, such as in statistic, marketing, 
genetic, computer vision, diagnostic and troubleshooting, software debugging, speech recognition and 
understanding algorithms, Internet, musical composition, etc. [177]. Even not knowing, everyday 
millions of Internet users use Markov in some navigation patterns and especially in Google 
“RankPage”. The PageRank of a webpage is the probability to be at page i in the stationary 
distribution on the following Markov chain on all (known) webpages [178]. If N is the number of known 





 for all pages that are 
linked to and !!!
!
 for all pages that are not linked to. The parameter α is taken to be about 0.85. 
Markov models have also been used to analyse web navigation behaviour of users. A user's web link 
transition on a particular website can be modelled using first or second order Markov models and can 
be used to make predictions regarding future navigation and to personalize the web page for an 
individual user. 
Another interesting application of Markov networks is about to build a probabilistic scheme for ontology 
matching [179], one of this cases is iMatch. iMatch is a novel probabilistic scheme for ontology 
matching, where a Markov network is constructed on the fly according to the two input ontologies; 
evidence from first-line matchers is introduced, and probabilistic reasoning is used to produce 
matchings [179].  Likelihood knowledge can be introduced to improve the associated MLN learning 
process.  
MLN is also used by OL techniques. Drumond in [180] presents an OL framework supported by MLN. 
MLN were used specifically in PRECE (Probabilistic RElational Concept Extraction) and PREHE 
(Probabilistic RElational Hierarchy Extraction) techniques. These techniques are respectively related 
to the concepts extraction from textual sources and then for the extraction of taxonomic relations 
between those concepts [180]. In this same work example, some initial knowledge-based on 
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Wordnet17 is introduced related to the text pre-processing to act as initial knowledge to put the used 
MLN working for text corpus identification. 
In a kind of short conclusion it is needed to state that MLN needs the support of learning algorithms, 
whose can be of various types as conjugate gradient algorithm; pseudo-likelihood; inductive logic 
programming; etc. to readapt its related statistics. In additional, they need some initial knowledge (e.g. 
semantic relations with some statistical information) to start its learning process. 
Bayesian Networks 
A BN is a Directed Acyclic Graph (DAG) with attached local probability distributions [181]. Nodes in the 
graph represent random variables (corresponding to attributes, features etc.). Each random variable 
has a mutually exclusive and exhaustive set of values (states). Edges in the graph represent direct 
interdependences between two random variables. BNs, uses then the following operators: for any pair 
of nodes x and y, if x and y are adjacent, the edge connecting them can be either deleted or reversed. 
If x and y are not adjacent, an edge can be added in either direction. All operators are subject to the 
constraint that a cycle cannot be formed [182]. BNs consist of two sort of knowledge: 
• qualitative knowledge that describes interdependencies by means of directed graph; 
• quantitative knowledge that captures relations among random variables by means of 
Conditional Probability Tables (CPT). An advantage of BNs compared to other uncertainty 
representation formalisms is the possibility to model complicated mutually related phenomena 
in quite a tractable way.  
Figure 2.17 represents a BN graph, which nodes have CPT representing random variables, for having 
a wet grass situation depending on rain or sprinkler and its relation to a cloudy day. Thus its arrows 
connect such nodes to represent the influence between them [183]. 
BNs provide a means of capturing existing knowledge about a domain, learning the stochastic 
properties of that domain and thereby adjusting its model. This adjust can be for instance related to 
the ontologies mapping establishment. BNs are currently being exploited also for estimating effects of 
different types of behaviour and as support for human or automated decision tasks. Some sample 
applications include using BNs to reduce power consumption of machines with reference to user 
behaviour [184], to diagnose faults in industrial processes [185] or to monitoring and manipulating 
cause and effects for modelled systems as disparate as the weather, disease and mobile 
telecommunications networks [186].  
                                                
17 WordNet® is a large lexical database of English. Nouns, verbs, adjectives and adverbs are grouped into sets of 
cognitive synonyms (synsets), each expressing a distinct concept. Synsets are interlinked by means of 




Figure 2.17 – A Wet Grass BN [183] 
Colace et al. in [187] presented a method for learning curricula ontologies using an approach based 
on BNs. This approach collects data drawn from real learning experiences and by the automatic 
analysis of students’ learning performances to check the courses’ ontology and propose corrective 
actions. It also provides an ontological basis for determining learning paths to personalize learning, 
which is done through the matching between the ontology and the BN. The proposed tool allows 
effective tutoring and adaptations of the learning process to the demands of students.  
This research, which merges ontologies with BN conducted to the appearance of the BayesOWL 
framework. It augments and supplements OWL for representing and reasoning with uncertainty based 
on BNs [188][189]. This framework consists of three key components: 1) a representation of 
probabilistic constraints as OWL statements; 2) a set of structural translation rules and procedures that 
converts an OWL taxonomy ontology into a BN DAG; and 3) a Simplified D-IPFP [190] based on 
'Iterative Proportional Fitting Procedure' (IPFP)18 that incorporates available probability constraints into 
the CPT of the translated BN. The translated BN, which preserves the semantics of the original 
ontology and is consistent with all the given probability constraints, can support ontology reasoning, 
both within and cross ontologies, as Bayesian inferences, with more accurate and more plausible 
results [191]. This framework was transformed in a Java-based tool to extract taxonomy from OWL 
ontology, translate it into Bayesian Nets and integrate uncertainty knowledge into result BNs. However 
its developing community is not so much active. 
Due to the fact that uncertainty is ubiquitous, any representation scheme intended to model real-world 
actions and processes must be able to cope with the effects of uncertain phenomena [192]. Costa et 
                                                
18 Iterative Proportional Fitting Procedure (IPFP) is a mathematical procedure that iteratively modifies a 
probability distribution to satisfy a set of probability constraints while maintaining minimum Kullback-Leibler 
distance to the original distribution [190]. Where Kullback-Leibler distance is a natural distance function from a 
"true" probability distribution, p, to a "target" probability distribution, q. It can be interpreted as the expected 
extra message-length per datum due to using a code based on the wrong (target) distribution compared to using a 
code based on the true distribution. – Last sentence retrieved from the web at November 2011: 
http://www.csse.monash.edu.au/~lloyd/tildeMML/KL/ 
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al. created the PR-OWL open research work, which aim is to establish a framework to enable the full 
support for uncertainty in the field of ontology engineering and, as a consequence, for the Semantic 
Web [193]. Its approach involves augmenting OWL semantics to allow probabilistic information to be 
represented via additional mark-ups. Then, a set of structural translation rules is defined to convert this 
probabilistically annotated OWL ontology taxonomy into a DAG of a BN. Finally, the BN is completed 
by constructing CPT for each node in the DAG. 
The development of such research work leaded to the conception of the probabilistic ontology 
concept. Costa et al. defined it in [193]: “A probabilistic ontology is an explicit, formal KR that 
expresses knowledge about a domain of application. This includes: (i) Types of entities that exist in the 
domain; (ii) Properties of those entities; (iii) Relationships among entities; (iv) Processes and events 
that happen with those entities; (v) Statistical regularities that characterize the domain; (vi) 
Inconclusive, ambiguous, incomplete, unreliable, and dissonant knowledge related to entities of the 
domain; and (vii) Uncertainty about all the above forms of knowledge”. 
As mentioned by Drudzel et al in [194], the task of building the structure and assigning the probability 
distributions of a BN is complex and knowledge-intensive. Moreover, it could be said the same for 
MLN and consequently to the probabilistic ontologies about such probability assignments. All of these 
probability models require the identification of relevant statistical variables in the application domain, 
the assignment of initial probability distributions and in the case of using BN, the specification of 
dependency relations between these variables [194]. Even though, these probability models still need 
support of learning algorithms to conduct the learning process as in readjusting their associated 
statistics. Consequently a machine learning literature review is presenting in the following since it 
could help on defining these supporting algorithms. 
2.4.3  Machine Learning 
Machine learning is a scientific discipline concerned with the design and development of algorithms 
that allow computers to evolve behaviours based on empirical data, such as from sensor data or 
databases [195]. It studies computer learning algorithms to do stuff. This learning must be 
automatically done without human intervention or assistance. Machine learning paradigm can be 
viewed as “programming by example”, learning to do better in the future, based on what was 
experienced in the past [196]. 
Recent advances in machine learning make possible to design efficient prediction algorithms for data 
sets with huge number of parameters. For example one loan company has used a statistical decision 
procedure based on machine learning since it discovered that it produces around two-thirds of correct 
predictions. It has been implied since then, not only because of these rules success rate of the loan 
decisions, but also because the company found them attractive to be used to explain to applicants the 
reasons behind the decision [197]. 
Machine learning market applications are endless. They can be applied to optical character 
recognition, face detections, spam filtering, topic spotting, spoken language understanding, medical 
diagnosis, fraud detection, weather prediction, etc. Moreover, there are some areas where machine 
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learning techniques reached a level of performance equal or even greater than human experts. For 
example in astronomy, machine learning has been used to develop a fully automatic cataloguing 
system for celestial objects that are too faint to be seen by visual inspection [197]. 
Research community has used a few various sorts of machine learning categorisations like: model 
types; reasoning types; general types of machine learning; learning techniques/task types etc. The 
author describes in the following two of these categorisation types: the general machine learning and 
learning techniques/tasks types.  
Most of the researchers use three general machine learning classification types: the supervised; the 
unsupervised and the reinforcement learning. But, there are others that use more than three or even a 
mix of the above ones to better classify some approaches (e.g. semi-supervised learning, which 
combines both supervised and unsupervised characteristics) [198].  
The supervised learning aggregates algorithms that generate a function that maps inputs to desired 
outputs. It consists of examples which include both the inputs and the desired outputs, thus enabling it 
to learn the function. The learner should then be able to generalize from the presented data to unseen 
examples.  
The unsupervised learning represents algorithms that are able to fit in a model a set of observed 
characteristics of a predetermined set of examples/objects. Then based on that model, the algorithm is 
able to classify other inputs as similar/equal or not to the modelled ones.  For example, a clustering 
algorithm would be a form of unsupervised learning.  
Reinforcement learning learns how to act given an observation of the world. Every action has some 
impact in the environment, and the environment provides feedback in the form of rewards that guides 
the learning algorithm [195]. 
Witten et al. states in [197] that the learning techniques/task types are basically four in use: 
Classification; Association; Clustering; and Numeric Prediction. 
Classification learning 
Classification learning is a learning scheme for categorizing unseen examples into predefined classes 
based on a set of training examples. The learning algorithm generates a set of classification rules from 
a complete set of independent examples of instances and their corresponding categories, and then 
the generated rules are used to predict the classes or categories of novel instances. The purpose of 
classification learning is to predict the classes of instances [199]. Classification learning is sometimes 
also called supervised, because, in a sense, the method operates under supervision by being 
provided with the actual outcome for each of the training examples [197]. This outcome is called the 
class of the example [200]. 
In classification learning if the target variable is categorical, then a classification tree is generated. To 
predict the value (category) of the target variable using a classification tree it is used the values of the 
predictor variables to move through the tree until reach a terminal (leaf) node, and then it is predicted 
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the category shown for that node. An example of a classification tree is shown in Figure 2.18. The 
target variable is “Species”, the species of Iris. From the tree it could be seen that if the value of the 
predictor variable “Petal length” is less than or equal to 2.45, the species is “Setosa”. If the petal length 
is greater than 2.45, then additional splits are required to classify the species [165]. 
 
Figure 2.18 – A Classification tree [165] 
One of the classification learning algorithms is the 1R procedure. Called 1R for 1-rule, it generates a 
one-level decision tree expressed in the form of a set of rules that all test one particular attribute. 1R is 
a simple, cheap method that often comes up with quite good rules for characterizing the structure in 
data. It turns out that simple rules frequently achieve surprisingly high accuracy. This simple technique 
often gives a useful first impression of a dataset. It is extremely fast and can be applied to very large 
quantities of data [197]. 
Instance-based learning is a kind of classification learning. In instance-based learning training 
examples are stored verbatim, and a distance function is used to determine which member of the 
training set is closest to an unknown test instance [197]. Once the nearest training instance has been 
located, its class is predicted for the test instance. Some varieties of instance-based learning deal only 
with ratio scales because they calculate the “distance” between two instances based on the values of 
their attributes [197]. If the actual scale is ordinal, a numeric distance function must be defined [197]. 
Although there are other possible choices, most instance-based learners use Euclidean distance. The 
distance between an instance with attribute values 𝑎! ! ,  𝑎! ! , ... , 𝑎! !  (where k is the number of 
attributes) and one with values 𝑎! ! , 𝑎! ! , ... , 𝑎! !  is defined as 
(𝑎! ! − 𝑎! ! )!(𝑎! ! − 𝑎! ! )! +⋯+ (𝑎! ! − 𝑎! ! )!. When comparing distances it is not necessary 
to perform the square root operation; the sums of squares can be compared directly [197]. However, 
the shortest distance calculation can be supported by the shortest path algorithms application as 
author describes in a prototype development at chapter 6. There are several algorithms for shortest 
path resolution like Alpha-beta pruning; A*; B*; Bellman–Ford algorithm; Dijkstra's algorithm; Floyd–
Warshall; etc. Due to its availability in Java, author used Dijkstra’s algorithm for supporting semantic 
distance calculation. Dijkstra’s algorithm, published in 1959 [201], is a graph search algorithm to 
produce the shortest path in a graph with nonnegative edge path costs. Figure 2.19 illustrates a 
weighted graph whose vertices represent major US airports and whose edge weights represent 
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distances in miles. This graph has a path from JFK to LAX of total weight 2777 (going through ORD 
and DFW). This is the minimum weight path in the graph from JFK to LAX [202]. This information can 
be used, for instance, to classify ORD and DFW as “on the way” airports between JFK and LAX. This 




BOS – Airport at Boston 
DFW – Airport at Dallas  
JFK – Airport at New York  
LAX – Airport at Los Angeles 
MIA – Airport at Miami 
ORD – Airport at Chicago 
SFO - Airport at San Francisco 
Figure 2.19 – Weighted Graph representing distances in miles between US airports [202] 
Association learning 
Data can be mined to identify associations. Introduced in 1993 [203] the task association rule mining 
has received a great deal of attention till nowadays where the meaning of such rules is still one of the 
most popular pattern discovery methods in knowledge discovery data [204]. Association rules differ 
from classification rules as they can predict not just the class but also any attribute and more than one 
attribute’s value at a time [197]. Association rule learning is a popular and well researched method for 
discovering interesting relations between variables in large databases [205]. An example of an 
association rule about grocery purchases is “People who buy diapers tend to buy beer “[206]. This is 
the reason for the higher existing number of association rules than classification rules. Association 
rules usually involve only nonnumeric attributes [197]. OL also focuses on association learning [169]. 
The generalized association-rule-Learning algorithm extends its baseline by aiming at descriptions at 
the appropriate taxonomy level. For example, “snacks are purchased together with drinks” [51]. Figure 
2.20 presents a supermarket basket example statistical analysis to reach a set of association rules.  
From this example it was defined that a basket with a product A, will have also a product C with a 
confidence rate of 2/3. 
Apriori is an iterative association rule learning (seminal) algorithm for finding frequent item sets using 
candidate generation [208]. It is characterized by finding frequent item sets from a transaction dataset 
and deriving association rules. Finding frequent item sets (item sets with frequency larger than or 
equal to a user specified minimum support), is not trivial because of its combinatorial explosion. Once 
frequent item sets are obtained, it is straightforward to generate association rules with confidence 
larger than or equal to a user specified minimum confidence [209]. The introduction of this technique 




Figure 2.20 – Supermarket association rule example [203][207] 
Clustering 
Clustering technique is an unsupervised learning task to learn a classification from the data [200], 
usually applied to group items that seem to fall naturally together [197] instead of requiring a 
predefined classification [200]. In clustering the classes are not predefined but are unknown at the 
point of learning, and the learning task is to define and identify the classes in the database [199]. The 
challenge is to find these classes/clusters and assign the instances to them [197]. Data items are 
grouped according to logical relationships, for example in consumer preferences, data can be mined 




Figure 2.21 – Clustering learning using K-means algorithm 
The classic clustering technique is called k-means. All instances are assigned to their closest cluster 
centre according to the ordinary Euclidean distance metric. The k-means clustering algorithm usually 
requires several iterations, each involving finding the distance of k cluster centres from every instance 
to determine its cluster [197]. It remains the most widely used partitioned clustering algorithm in 
practice. The algorithm is simple, easily understandable and reasonably scalable, and can be easily 
modified to deal with streaming data. Note that each iteration needs N × k comparisons, which 
determines the time complexity of one iteration. The number of iterations required for convergence 
varies and may depend on N, but as a first cut, this algorithm can be considered linear in the dataset 
size. One issue to resolve is how to quantify “closest” in the assignment step. The default measure of 
closeness is the Euclidean distance, in which case one can readily show that the non-negative cost 
function will decrease whenever there is a change in the assignment or the relocation steps, and 
hence convergence is guaranteed in a finite number of iterations [210]. Figure 2.21 illustrates some 
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steps of an example using k-means generated at [211]: a) presents the initial elements/objects to 
cluster; b) randomly it is generated two initial group centroids (red and green points); c) presents the 
assignment of each object to each group that has closest to each centroid (first iteration); then it is 
recalculated iteratively the positions of the centroids until they stop changing, which in this specific 
example happened when they reach the position shown at d). 
Numeric Prediction 
Numeric prediction or regression, classes are composed not of discrete categories but of continuous 
numeric values, but otherwise regression learning uses techniques very similar to classification 
learning and is sometimes considered a subtype of classification learning [199]. Numeric Prediction is 
a variant of classification learning in which the outcome is a numeric value rather than a category. 
Linear regression is a natural technique to be considered. Its idea is to express the class (x) as a 
linear combination of the attributes (𝑎!, 𝑎!,…,  𝑎!), with predetermined weights(𝑤!,𝑤!,…,  𝑤!):  
𝑥 = 𝑤! + 𝑤!𝑎! + 𝑤!𝑎! +⋯+ 𝑤!𝑎!. The weights are calculated from the training data [197]. 
Any regression technique, whether linear or non-linear can be used for classification. The trick is to 
perform a regression for each class, setting the output equal to one for training instances that belong 
to the class and zero for those that not. The result is a linear expression for the class. Then, given a 
test example of unknown class, calculate the value of each linear expression and choose the one that 
is largest [197]. A regression approach can give smooth probability functions [212]. Figure 2.22 
illustrates a linear classification equation (line in green) and the dashed green lines show the contours 
for p=0.25 and p=0.75, to be used for classifying two classes of elements (illustrated by the black and 
red points). From such illustration it could be seen that such equation is able to separate quite well the 
two classes elements in two distinct zones, consequently the linear assumption is good. 
 
Figure 2.22 – Regression learning - linear classification equation example [212] 
One example of the use of Numerical prediction is for the weather forecasts, which uses current 
weather conditions as input into mathematical models of the atmosphere to predict the weather. These 
are based on a set of equations (weather models) that interpret the physical laws that describe the 
hydrodynamic behaviour of the atmosphere. Figure 2.23 presents for instance a weather scheme used 
for forecasting calculation. The numerical weather prediction models are used for producing a weather 
forecast, which output from the model is studied by a forecaster before issued. This human-machine 
partnership is very important in producing accurate weather forecasts [213]. 
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Figure 2.23 – A specific model scheme used in numerical weather prediction [214] 
Data Mining 
Data mining is the process of discovering meaningful correlations, patterns and trends by sifting 
through large amounts of data stored in repositories. The process must be automatic or (more usually) 
semiautomatic [197]. Data mining employs pattern recognition technologies, as well as statistical and 
mathematical techniques [215]. Such patterns are called structural because they capture the decision 
structure in an explicit way. In other words, they help to explain something about the data [216]. Data 
mining is frequently used to gain knowledge, not just predictions, and its discovered patterns must be 
meaningful in that they lead to some advantage, usually an economic advantage [197]. That is why its 
applications are extremely vast in economics, statistics and forecasting.  
In a kind of short conclusion, there is machine learning, which aggregates all algorithms that supports 
a learning process in computers. By other side there is data mining, which uses data (independently to 
its source) to search patterns that intends to result in new valuable knowledge for the system. Thus, 
data mining is a specific sub class of machine learning due to its ability on the support for learning new 
knowledge. Some of the presented learning algorithms in this sub-chapter are also data mining 
algorithms as Apriori and K-means. 
2.4.4 KMa Conclusions 
Author analysed how the brain works in relation to the semantics representation to use it as inspiration 
in a possible KMa architecture or prototype focused in semantic handling. Consequently the two 
theoretical positions regarding the neuroanatomical distribution of the cortical semantic network and 
schematic models presented by Patterson et al. in [154], appeared to be a good inspiration to organise 
ontologies. Moreover, such schematic models could be translated to an ontology architecture, like as 
example, where it was represented brain connections can be converted to semantic mappings. 
Then, following the same idea, it is presented some artificial intelligent semantic relatedness 
techniques/methods able to facilitate semantic adaptation ability to its connected system, inspired on 
human learning. Consequently, ANN, FL and OL were presented. Considering that the main objective 
is to reach a method that could handle with conceptual semantics, ANN is not so much considered as 
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a solution due to its more appropriate relation for discrete or real values handling. Thus, even not 
rejecting it totally, a short conclusion is that ANN can be considered as a support (or as inspiration) for 
specific tasks that could be needed in an overall learning system able to handle with concepts. A 
possible example could be for acting as, or supporting a specific machine learning algorithm.   
Despite to the high capacity of handling with imprecise inputs (uncertainty), FL is more appropriate to 
control systems then for providing learning capabilities, thus a priori, it was not considered as a 
necessary method to contribute to a semantic-based learning system. However, the author foresees 
that in the future it could be used to handle specific semantic-based learning operations as in semantic 
equivalences establishment between concepts in case of uncertain decisions. 
By the last, OL is an important technique since it is able to represent knowledge with learning 
capabilities based on the employment of statistical methods in ontologies. Thus, due to the possible 
use of statistics in OL, an analysis of the MLN and BNs probability models was made. A MLN is similar 
to a BN in its representation of dependencies. For MLN nothing is invalid, just less probable. It can 
represent certain dependencies that a BN cannot (such as cyclic dependencies); on the other hand, it 
can't represent certain dependencies that a BN can (such as induced dependencies) [217]. From this, 
it can be concluded that both models can be applied, depending on the characteristics of the ontology 
to be modelled, or in an appropriate preparation of the data to be modelled.  
These probability models still need support of learning algorithms to conduct the learning process as in 
readjusting their associated statistics. Consequently a machine learning literature review was made to 
help define these possible supporting algorithms. Such definition it was made categorised by the 
common classes of learning techniques types: Classification; Association; Clustering; and Numeric 
Prediction. Author concluded that all of these learning types should be considered to implement a 
robust and complete intelligent system able to maintain by itself its knowledge. However, due to 
industrial/business ontologies work mainly with products instances author found more appropriate to 
be focused on the instance based learning approach. These conducted author to the possibility of 
build an (inspired human) prototype where semantics are provided by domain experts but which could 
be updated (maintained) by external users in a similar way as humans do when they learn through the 
others. Humans build their own KB (lexicon) and update their ideas focused on what they learn from 
the interaction with others. They give more credibility to the people that they know that should know 
better a specific domain (e.g. professors). Thus, humans consider naturally such knowledge as right 
then they use for their lexicon establishment. And, by other side, other knowledge interactions with 
“not certified” people but mostly not less credible (e.g. colleagues) can be used to update their own 
knowledge. However this new knowledge will not erase previous ones until further confirmations for 
total rejections. 
KMa is then proposed to be ruled by the analysis of the users’ interactions feedback, which works as 
the main trigger to the learning process that its related knowledge-based system could have. In 
additional this enforces the reinforcement learning approach in the KMa process. The intention is to 
have an OL, which will learn from its user’s usability in order to constantly improve the semantic 
interoperability between systems. The user feedbacks could be also used to get some specific 
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patterns to improve the business as in recommendation systems. 
 
Figure 2.24 – Uncertainty and Agility presence in KMa 
In additional to the presented conclusions, it is needed to emphasize that the insertion of statistics in 
ontologies leaded to the formation of the probabilistic ontology concept, which embodies the enabling 
of ontologies to represent uncertainty knowledge. Such uncertainty is present in knowledge 
proportionally to its complexity (as illustrated in Figure 2.24). How much complex the knowledge is 
how much uncertain it is. Knowledge in maintenance as presented in Figure 2.24, represents the 
knowledge that is in process of being consolidated by an individual or a system. Agility is other 
characteristic required to handle knowledge, which is proportionally required in comparing to the 
complexity of knowledge to be represented. 
Matthews et al. in [143] suggest that agility is more than just the ability to respond to change; it is the 
ability to incorporate change as a way of managing the business [218]. In additional they state that 
how much an agile organisation is, the more dynamic and adaptive [219], better able to operate 
profitably in a competitive environment of continuous and unpredictable change [220][221], and more 
capable of gaining competitive advantage by intelligently, rapidly and proactively seizing opportunities 
and reacting to threats [222]. Agility is then considered as an enabler for more rapid maturity rate of 
knowledge change, creating greater capability for competitiveness. As a result, KMa should be 
performed through an agile system able to handle with uncertainty knowledge. 
2.5 Knowledge Training (KT) 
Knowledge training represents the needed training to deliver knowledge about something to a specific 
training audience. In this case, training is related to the knowledge needed to deliver skills to help 
develop competences on key people, which interact directly with the systems that semantically adapt 
to automatically retain interoperable. To reach this purpose it is needed to understand how to organise 
knowledge to transform it in appropriate and appellative training materials. Thus, it is needed to start 


























2.5.1 Training Key Concepts 
Learning is about to acquire new knowledge, behaviours, skills, values or preferences, and it may 
involve the processing of different types of information. Learning functions can be performed by 
different brain learning processes, which depend on the mental capacities of the learning 
subject/agent, the type of knowledge, which has to be acquitted, as well as on the socio-cognitive and 
environmental circumstances [223].  
In other words, learning is an outcome, the end product of some process [224]. Such process can be 
categorised in two main categories: one more practical (or quantitative) category and other more 
complex one (or qualitative). The practical category aggregates mainly the learning as a quantitative 
increase in knowledge, which includes learning as memorising, storing information that can be 
reproduced; learning as acquiring facts, skills, and methods that can be retained and used as 
necessary. The complex category aggregates the personal aspect of learning, which includes learning 
as making sense or abstracting meaning, relating parts of the subject matter to each other and to the 
real world, and interpreting & understanding reality in a different way. Learning involves 
comprehending the world by reinterpreting knowledge [225]. 
From the previous learning definitions, it is possible to define and understand the objective of what e-
Learning is. A usual accepted definition for e-Learning is: the delivery of a learning, training or 
education program by electronic means. E-learning involves the use of a computer or electronic 
device (e.g. a mobile phone) in some way to provide training, educational or learning material [226]. 
Training is a quite different from learning; it is the act of teaching someone how to do something, such 
as a job, or teaching the skills and attitudes that will have a direct impact on job performance, such as 
operations, human resources policies, or management and leadership [227]. 
Like in learning and e-Learning, the definition of e-Training is closely related to training. E-training is a 
term that is used to describe a number of techniques that use computer technology to deliver 
instructional material to trainees [228]. E-training is usually understood as e-Learning, although the 
core idea is the same, to deliver knowledge, but in training the knowledge is more task-oriented (e.g. 
how to do, how to use, how to install). 
Overall, and with the increasing focus of e-Learning on knowledge-era workplace issues, and of e-
Learning on real-world contexts, it is expected to see a convergence of models (e-Learning and e-
Training) as they both attempt to achieve similar kinds of outcomes (e.g. higher-order thinking) but in 
different contexts and with differing degrees of generalization or specificity [229]. For now, e-Training 
is seen as a sub-category of e-Learning, a term mostly used for industry training. 
Training delivery Types 
A web-based training delivery method allows the course participants to extend the training time-span 
according to their needs and within a specific personal time allocation by accessing the materials via a 
browser or a network-connected application. By depending on general access to the course material, 
connectivity, performance and availability demands are also relevant issues to the training 
deployment. 
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With this delivery method each learner is able to execute the content in a preferred approach, e.g. 
always displaying examples of a certain learning topic first, as is the case of an example-oriented 
strategy. The learning objectives achieved can be validated by built-in assessments that allow 
electronic marks through the evaluation. Web-based training offers the highest flexibility, but also the 
necessity of additional discipline, because the user controls the organization of the learning process. 
Thus, the learner can be focused and concentrated to make a profitable use of learning materials 
[230]. 
Virtual classrooms are an alternative training delivery that has to be supported by a specific platform. 
It provides many of the advantages of the classroom training without the constraint of a fixed location. 
The participants join the course via web-based training or related technologies. This means that the 
participants are not required to come to a particular training location but must possess the necessary 
technical environment to participate. Since this delivery method requires fast Internet access it is only 
suitable for those persons who have access to such a connection. This means that it is more 
appropriate for smaller target groups and not for large-area dissemination. Virtual training has a higher 
demand on the performance and availability of the platform than the administrative use for classroom 
training [230]. 
Blended learning is another type of training delivery type characterized by a combination of all the 
other types (i.e. web-based with traditional forms, such as classroom training). A typical example of 
this would be a combination of technology-based materials and face-to-face sessions used together to 
deliver instruction [230]. 
Training Elements and Structure 
In this chapter it will be described some key concepts about training elements or objects and 
structure.  
A training object is any group of materials that is structured in a meaningful way and is tied to an 
education objective. In the creation of a training object, the author should consider how it relates to 
other existing training objects and other educational materials available in the platform [231]. 
A training course is an ordered process or succession of a number of lectures dealing with a subject. 
It is conceived in a way that meets the specific desires and expectations of a determined target 
audience. A training course is divided into several modules, according to the topics that are 
addressed. A training module is a small piece of a training course, essentially a lecture, with a very 
clear objective. Several modules of the same topic area can be grouped together to form a training 
course as illustrated in Figure 2.25. 
 
Figure 2.25 – Training Course Structure 
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A training programme is a significant long-term training activity which comprises a set of training 
courses and/or training modules Figure 2.26 [232]. It’s a construct conceived for training in specific 
skills focusing on a given target audience and using a selected delivery approach. Reference training 
programmes are those that are designed for reference target audiences (especially relevant within a 
given training environment) and that serve as orientation for targeted training execution [233]. 
 
Figure 2.26 – Training Programme Structure Example 
A training curriculum is the set of related instructional elements and content offers in a given field of 
study [234]. It’s designed to establish the underpinning that is to be used to frame down training 
course elements. There could be several training curriculum areas, and each usually has at least one 
course defined with its direct contents of such area (Figure 2.27). Nevertheless there are some 
training topics that are used by other areas, so it is usual to find courses that exist in several training 
curriculums. Such relations give some complexity to the classification of these training elements [230]. 
A dynamic training curriculum is a curriculum, which its associated training courses are modularized 
in the sense to be able to pick up a module from them if appropriate, to a specific training programme. 
Figure 2.26 illustrates this example. The Module 1 could come from a course where all the other 
modules are not appropriate to be present on this specific training programme example. By this 
modularization it’s enabled a dynamic curriculum. The dynamic training curriculum is therefore flexible, 
learner-centric and competency-based. This conceptual framework holds instructional elements 
(modules and materials) by focusing on atomic competences and skills within established domains 
[233]. 
 
Figure 2.27 – Training Curriculum Structure Example 
The main difference between a training curriculum and a training programme is that a training 
programme is designed to develop specific skills, and the training curriculum embraces all the fields of 



















There are various ways to organize and deliver the training content, depending on the subject matter 
and the trainer preference. Figure 2.28 presents some structures types, which training lessons 
(courses or programmes) can follow. 
 
Figure 2.28 – Types of learning contents structures 
The linear approach builds each lesson from a previous, in a single direction. The hierarchical 
structure organizes ideas with levels and branches, but still follows a top-down sequential grouping. 
The web structure is more flexible in terms of linking ideas, but is the most difficult to understand.  
The training modules are organized and structured around the unit questions. Assessments inform the 
teacher and the learner about learner progress and at the same time, contributes to the learning 
process. Assessing student performance in an online course is similar to classroom assessment. 
Frequent assessment helps students keep pace with content requirements. A structure with 
assessments included is a good approach for producing an interactive course. These basic rules are 
often referred to as “Simple Sequencing”. So, sequencing can be used to establish the pass/fail 
criteria, to determine a pathway through a number of Learning Objects (LOs), and to use pre- and 
post-assessment or testing to determine whether or not someone needs to engage with the learning 
content, and, finally, to determine the pathways for any remedial learning that may be needed by an 
individual learner [235] (see example at Figure 2.29). 
 
Figure 2.29 – A training structure with assessments enabling different sequencing possibilities 
Metadata is the information about an object, be it physical or digital. As the number of training objects 
grows exponentially and the needs for learning expand equally dramatically, the lack of information or 
metadata about objects’ places a critical and fundamental constraint on the ability to discover, 
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manage, and use objects [236]. Thus, Metadata has a main role to the search engines within the 
learning platforms to locate and identify the LOs.  
Specifications and standards in e-Learning enable different independent assets of learning to coexist 
for effective and better learning outcomes and also support properties like [237]: 1) Interoperability, 
making it possible to work with other LOs and with Learning Management Systems; 2) Reusability, 
allowing others the use of the objects created, even in different ways that firstly the object was 
designed for; 3) Accessibility, adding the information needed for quick and easy discovery so it can be 
found by other developer; and 4) Durability, by using the latest metadata standards so the lifespan 
long [231]. Many organizations like IMS19, IEEE20, ARIADNE21, ADL22, and AICC23 are making 
standards in the field of e-Learning and most of the standards made by them are becoming the de 
facto standards in e-Learning [237]. These standards have been defined to structure training by 
providing metadata to represent its objects (e.g. multimedia content, instructional content, learning 
objectives, instructional software, persons, etc.). In additional, there are cases where a standard 
makes use of others. SCORM24 is one of these examples. Its 2004 version introduces a complex idea 
called sequencing that is a set of rules that specify the order in which a learner may experience 
content objects, and which is an evolution of the underlying standards and specifications: 1) IEEE 
Data Model For Content Object Communications; 2) IEEE ECMAScript Application Programming 
Interface for Content to Runtime Services Communication; 3) IEEE Learning Object Metadata (LOM); 
4) IEEE Extensible Markup Language (XML) Schema Binding for Learning Object metadata Data 
Model; 5) IMS Content Packaging; and 6) IMS Simple Sequencing. 
A Learning Management System (LMS) is a software application for the administration, 
documentation, tracking, and reporting of training programs, classroom and online events, e-Learning 
programs, and training content. Some LMSs are web-based to facilitate access to learning content 
and administration. LMSs are used by regulated industries for compliance training. It is also used by 
educational institutions to enhance and support classroom teaching and offering courses to a larger 
population of learners across the globe [238]. Among many others, BlackBoard and MOODLE 
(Modular Object Oriented Developmental Learning Environment) are two well-known web-based 
                                                
19 IMS Global Learning Consortium - The mission of the IMS Global Learning Consortium is to advance 
technology that can affordably scale and improve educational participation and attainment.  To ensure that the 
“Learning Impact” of technology-enabled innovation is achieved around the world (…) – Retrieved from the 
web at November 2011: http://www.imsglobal.org/aboutims.html. 
20 The IEEE Learning Technology Standards Committee (LTSC) is chartered by the IEEE Computer Society 
Standards Activity Board to develop internationally accredited technical standards, recommended practices, and 
guides for learning technology. – Retrieved from the web at November 2011: 
http://www.ieeeltsc.org:8080/Plone 
21 The ARIADNE Foundation is a not-for-profit association that aims to foster Share and Reuse of Learning 
Resources. – Retrieved from the web at November 2011: http://www.ariadne-eu.org 
22 The Advanced Distributed Learning (ADL) Initiative was established in 1997 to standardize and modernize 
training and education management and delivery and is part of the Department of Defense Office of the Deputy 
Assistant Secretary of Defense. – Retrieved from the web at November 2011:  http://www.adlnet.gov/overview 
23 The Aviation Industry CBT Committee (AICC) is a nonprofit, membership-driven consortium dedicated to 
helping the training community get the most out of training technology. – Retrieved from the web at November 
2011: http://www.aicc.org 
24 The Sharable Content Object Reference Model (SCORM) integrates a set of related technical standards, 
specifications, and guidelines designed to meet SCORM’s high-level requirements—accessible, interoperable, 
durable, and reusable content and systems. – Retrieved from the web at November 2011: 
http://legacy.adlnet.gov/Technologies/scorm/default.aspx 
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LMSs, one being a commercial LMS and the other open source, respectively.  
Blackboard born in 1998 at Cornell University and in the last years, it has grown exponentially 
acquiring several other companies, most notably, WebCT25 (one of its rivals) in 2006. Blackboard 
offers numerous products, but their flagship one is the Blackboard Academic Suite, containing the 
content management system known as the Blackboard Learning System [239]. 
MOODLE is an open source course management system, also known as a LMS or a virtual learning 
environment [240]. MOODLE stands for modular object oriented developmental learning environment, 
and it is a well-known and widely used LMS [241]. It has become very popular among educators 
around the world as a tool for creating online dynamic web sites for their students [240].  
2.5.2 A Methodology for Training Development 
Methodologies establish the set of working methods that guide development processes, thus 
streamlining activities by providing the set of practices, procedures and rules that steers progress 
towards goals [233]. In this section, it is presented a literature review about relevant instructional 
models that could be used for supporting a training development methodology definition. 
Instructional methodologies are founded on models for Instructional Design (ID). Such models provide 
procedural frameworks for the systematic production of instruction, and incorporate fundamental 
elements of the ID process including analysis of the intended audience or determining goals and 
objectives [242][243]. 
It could be stated that instructional models are guidelines or sets of strategies on which the 
approaches to teaching by instructors are based. Effective instructional models are based on learning 
theories. Learning Theories describe the ways that theorists believe people learn new ideas and 
concepts [243].  Theories about human learning can be grouped into four broad "perspectives": 1) 
Behaviourism - focus on observable behaviour; 2) Cognitive - learning as purely a mental/ neurological 
process; 3) Humanistic - emotions and affect play a role in learning; and 4) Social - humans learn best 
in-group activities [244].  
There are other views about learning theories but all of them or at least in their majority have agreed 
on two main types:  the behaviourism and cognitive approaches. Thus is mainly on these two 
approaches that author follows for training delivery.  
Cognitive approach is more related to give theoretical training to the trainees. The various methods 
under this approach provide the rules for how to do something, written or verbal information, 
demonstrate relationships among concepts, etc. These methods are associated with changes in 
knowledge and attitude by stimulating learning.  The various methods that come under cognitive 
approach are: lectures; demonstrations; discussions; computer based training; intelligent tutorial 
systems; programmed instruction; virtual reality [245]. 
                                                
25 WebCT (Web Course Tools) was originally developed at the University of British Columbia by a faculty 
member in computer science at the beginning of 1996 – Retrieved from the web at November 2011: 
http://en.wikipedia.org/wiki/WebCT. 
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Behavioural approach is related to give practical training to the trainees. The various methods under 
behavioural approach allow the trainee to behaviour in a real fashion. The various methods that come 
under behavioural approach are: games and simulations; behaviour modelling; business games; case 
studies; equipment stimulators; in-basket technique; role plays [245]. 
Both previous presented training approaches have been used together for competences and skills 
development of industry people in European research projects (e.g. ATHENA; CoSpaces26). Cognitive 
approach has an important rule to acquire and consolidate new knowledge, and behavioural approach 
to put such new knowledge in practice, which is often made by using demonstration scenarios. Three 
different classes can define such skills development: 
• Skills – Know. Are the skills to be acquired related to the knowing and understanding of 
something (theoretical knowledge of a field; the capacity to know and understand it);  
• Skills – Do. Are the skills to be acquired related to the knowing how to act to certain situations 
(practical and operational application of knowledge to certain situations; be able to accomplish 
something);  
• Skills – Be. Are the skills to be acquired related to the knowing how to be in determined 
environments (values such as an integral element of the way of perceiving and living with 
others and in a social context); 
Thus, instructional training models should provide guidelines or frameworks to organize and structure 
the process of creating instructional activities able to provide skills to trainees to help them reach a 
pre-determined competence. Due to the intention of having the possibility of generating/adapting 
training contents to a specific trainee profile and/or objective, the author rather searched for 
Instructional Systems Design (ISD) models. ISD models are what DSchneider27 calls ID methods, 
which is the systematic guidelines that instructional designers follow to create a workshop, a course, a 
curriculum, an instructional program, or a training session [246].  
However, there are some researchers that distinguish ISD from ID models. Van Merriënboer in [247] 
states that ISD are used to guide the entire process of creating the learning platform, while ID modes 
are used in conjunction with ISD models to fill in the blank spots [248]. Clark in [248] also states that 
ISD models have a broad scope than ID, since an ISD model, typically divide the instruction design 
process into five stages (Analysis, Design, Development, Implementation and Evaluation – ADDIE), 
and ID models normally only focus on the design and somewhat on the analysis parts. From this last 
statement, it could be concluded that ADDIE is an ISD model. Even more, when Molenda in [249] 
states that ADDIE is virtually synonymous with ISD, and also refers that ADDIE represents the generic 
                                                
26 CoSpaces is an IP project funded by the EC under the IST Programme of the FP6, which overall objective is to 
develop organisational models and distributed technologies supporting innovative collaborative workspaces for 
individuals and project teams within distributed virtual manufacturing enterprises. Retrieved from the web at 
December 2011: www.cospaces.org. 
27 Daniel K. Schneider is senior lecturer and researcher at TECFA, a research and teaching unit in the faculty of 
psychology and education, University of Geneva. Retrieved from the web at December 2011: 
http://edutechwiki.unige.ch/en/User:DSchneider 
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ISD process. Thus, it could be said that ADDIE generally represents the ISD models type. Despite 
having available other ISD models like: Dick and Carey, Gerlach-Ely, Hannafin Peck, Jerrold Kemp, 
Knirk and Gustafson, and due to the general acceptance of the ADDIE model, as a simple but 
effective and systemic model compering to the others, author decided to follow it in his training 
organisation approach.  
ADDIE 
ADDIE is a widely used ISD model, which stands for Analysis, Design, Development, Implementation, 
and Evaluation. The acronym represents also the order in which is advisable to build the model, and 
each step has an outcome that feeds the subsequent step Figure 2.30.  
 
Figure 2.30 – ADDIE Instructional System Development Flowchart [250] 
The Analysis stage determines training needs (e.g. analyse learner characteristics, task to be learned, 
etc.) and expresses them as information that is useful for training development. The ISD model 
requires that training fulfil specific needs. This is done through the generation and evaluation of such 
analysis elements as training objectives and target groups analysis. Analysis also considers the 
learning environment, any constraints, the delivery options, and the timeline for the project [251]. 
There are also defined performance measurement indicators for the tasks to be trained and an outline 
of the budget [250]. 
The Design stage is the ISD planning stage. Its purpose is to transform relevant content into concise, 
behavioural objectives, creating the instructional “blueprint” that will direct the development of all 
training materials, tests, and methods. Training requirements, target groups and outcomes identified 
during analysis are here mapped into goals and objectives, constituting the training courses, training 
curriculum and programmes [250]. 
The Development stage translates design specifications into training materials. Using the objectives, 
instructional approach, and input selections from design stage, the development activity produces 
instructional materials for both trainers and trainees, and evaluation instruments [250].  
The Implementation stage focuses on details of training delivery/execution, as training of trainees and 
logistical arrangements. Work focuses on scheduling a training place, preparing an agenda, defining 
appropriate marketing, setting up the training environment, and delivery or distribution of instructional 
materials ensuring delivery of a training session able to captures trainees’ interest. Moreover, and in 
order to reach a superior level on training materials, it is needed to train the authors on how they 
should develop the training objects in such a way that they exist in a format able to be deployed in an 
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infrastructure which is capable to support various training forms and types [230]. 
The Evaluation stage ensures that training-under-development stays on track, safeguarding 
achievement of training goals and analysing system performance. A quality review process based on 
decisions and revisions for future course iterations can be made after evaluating the strengths and 
weaknesses in a completed training programme, thus ensuring achievement of desired goals. In each 
execution it is asked the trainees feedback concerning, e.g. materials quality, trainers performance, 
etc. This information is used for constant improvement of the training system [230]. 
2.5.3 KT Conclusions 
Due to the constant evolution of systems, its interoperability is difficult to sustain. Thus, the knowledge 
of such systems actors i.e. people need to be updated with the changes of the systems. To help on 
this, it is needed to provide them training. However, if such changes are dynamically handled by the 
systems, training should be (if possible) also automatically updated to these changes and adapted to 
the systems actors’ profiles. 
To reach this purpose it is needed to understand how to organise training related knowledge and 
transform it in appropriate and appellative training objects. In additional, such related knowledge 
should be organised to assure training objects handling. Thus, the build of an ontology to represent 
training is an appropriate goal. Then, the presented training concepts definition can be used as a start 
point for it, where a thesaurus taxonomy of such concepts could be like the one represented by Figure 
2.31.  
 
Figure 2.31 – An excerpt of a Training Thesaurus Taxonomy 
From the presented thesaurus it is possible to build an ontology, following a methodology to be 
defined in the chapter 4. Such training ontology will be able to be used for generation of adapted 
training courses and programmes as wanted.  
 The author concludes that in accomplishment to this knowledge management approach, a 
methodology based on the ADDIE model can be used to efficiently organise the overall training 




3 Knowledge Based Framework for Dynamic Semantic 
Adaptability 
This chapter intends to present the author’s main conceptual contribution to this dissertation, which is 
a knowledge-based framework for dynamic semantic adaptability of industrial information systems. 
3.1 The DIKUW Hierarchy 
Due to the relevance of the knowledge use and interpretation in semantic adaptability of information 
systems, a careful background observation on its nature is required. As with any substantive concept, 
it emerges that knowledge is a multi-faceted and interconnected entity [252]. Thus, Bellinger et al. [48] 
defined knowledge through its related concepts, establishing a hierarchy between them. Data, 
Information, Knowledge and Wisdom (DIKW) compose this hierarchy, which “understanding” is 
achievied in the transition through the categories. However, the author, similarly to Ackoff 
categorisation of the human mind content [253], proposes the use of the “Understanding” as a new 
stage to the Belliger et al. DIKW hierarchy. With this new “Understanding” stage, it is established the 
DIKUW (Data, Information, Knowledge, Understanding and Wisdom) hierarchy. The reason is related 
to the level to which the information systems are actually able to represent. Today they are able to 
represent some knowledge but they are far way to reach the wisdom. Consequently, the author 
introduced the level understanding since it is a kind of middle stage between the knowledge and the 
wisdom level. 
DIKUW hierarchy represents the knowledge creation and representation chain from the simple data to 
wisdom providing a foundation for exploring its dimensions conceptualisation. Each of the chain 
concepts is described through the conceptualisation of the previous concept on the chain. 
Data is raw. It simply exists, and has no significance beyond its existence, in and of itself. It can exist 
in any form, usable or not. It does not have meaning of itself [48][254]. For instance, if we are not 
looking at any specific object, the affirmation, “That object is a regular chair”, don’t tell us anything.  
By other side, Information is data that has been given meaning, by the way of a relational connection. 
This "meaning" can be useful, but does not have to be. Information embodies the understanding of a 
relationship of some sort, possibly cause and effect [48]. For instance, “If a person can sit on that 
object, then it is a chair”, this affirmation gives us one idea. The next time we see a person sat, no 
matter where, we will predict that he, or she, is sat on a chair. 
Knowledge is the appropriate collection of information, such that its intent is to be useful [48]. For 
instance, “If the object is not heavy; has legs; has a back rest; and a person could sit on it, making 
more or less 90 degrees between the legs and the body. That’s a regular chair (Figure 3.1).” This is a 
collection of information that almost certainly is useful. There are two kinds of knowledge: (1) Explicit 
knowledge is knowledge that has been, or can be, articulated, codified, and stored in certain media 
[255]; and (2) Tacit knowledge, is knowledge that people carry in their minds, which provides context 
for people, places, ideas, and experiences [256]. 
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Figure 3.1 – Regular Chair28 
Understanding is an interpolative and probabilistic process. It is cognitive and analytical. It is the 
process by which one can take knowledge, and synthesize new knowledge from the previously held 
knowledge. The difference between understanding and knowledge is the difference between "learning" 
and "memorizing" [48][257]. From the previous example, we could say: “The object illustrated in Figure 
3.2 seems to accommodate a person to sit on it, making more or less 90 degrees between the legs 
and the body. Then, it is a regular chair, even if we think it is a strange chair.” This statement proves 
that we learned from the knowledge acquired earlier. 
 
Figure 3.2 – Strange Chair29 
Wisdom, is an extrapolative and non-deterministic, non-probabilistic process. It beckons to give us 
understanding, about which there has previously been no understanding. It is the essence of 
philosophical probing. It asks questions to which there is no easily achievable answer, and in some 
cases, to which there can be no humanly known answer, period [48][253][257]. For instance, if we look 
to the object illustrated in Figure 3.3, at the first glance we do not know if it is a chair or a planetary 
system. However, since we have been talking about chairs, we can start thinking that perhaps, it could 
be a regular chair. Why not? Well, it is not a usual format, so it couldn’t be a regular chair. We could 
state that we are concluding that “regular” is equivalent to “usual”, thus a regular chair is something 
usual, where a person could sit, making more or less 90 degrees. All these thoughts indicate a 
presence of certain wisdom. Once again, is the picture presented in Figure 3.3, a regular chair? 
What’s the size of each of the balls? Could a person sit on the bottom ball? From these statements, 
we can conclude that we are in a presence of wisdom since we are making a kind of philosophical 
probe of the previous acquired knowledge. Thus, wisdom could change the way we understand 
something. 
                                                
28 Image retrieved from the web at August 2010: http://brainaudit.com/blog/2008/08/understanding-patterns-how-your-brain-
thinks/ 
29 Image retrieved from the web at August 2010: http://www.bentfabrication.com/suitcase.html 
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Figure 3.3 – Chair or Planetary System? 30 
3.1.1 The “Understanding” Phase 
Today's research community is battling with the best way to collect data and information, in order to 
build KBs with the focus in reaching the understandability. Understandability is the ability of the 
systems to understand what is happening around. Using the presented DIKUW hierarchy, it could be 
said that researchers are now focused on the Understanding phase. Understandability will allow a 
computer system to draw conclusions, from knowledge patterns represented in a machine-
interpretable form. 
Diamantini stated in 2009 [258] that the Science of Interoperability developed several theoretical 
models to formalize the concept of understanding. Most, if not all, of them rely on the notion of 
mapping. Mappings can link directly two units of information, or the mapping can be indirectly defined 
through a third element acting as a common reference model (like an ontology concept, a meta-model 
construct, or the element of a global schema) [101][258][259][260][261]. This affirmation emphasizes 
the need of mappings establishment between existent information units or in third elements defined 
with the purpose of being the common reference to the involved organisations. This explains the 
importance of the knowledge creation and specially its reuse by organisations/enterprises, through the 
use of appropriate mappings.  
In the pursuit to organise the knowledge creation process in a company, Nonaka and Takeuchi 
defined a theory of organisational knowledge creation, which states that knowledge is created in a 
cyclical trajectory simultaneously between ontological and epistemological planes, with spiral 
progression defining the conversion and mobilisation of tacit knowledge (Figure 3.4) [37][252]. 
Knowledge is initially created by individuals and then following this specific trajectory or process, 
becomes organizational knowledge. The epistemological planes are categorised by two types: the 
tacit and explicit knowledge. These types are related to the knowledge represented in the mind of 
people/actors and codified in any kind of data format respectively. Thus, Nonaka and Takeuchi 
identified that in the knowledge creation process, the tacit knowledge can be articulated to an explicit 
format and then to tacit again in each cycle of a spiral to create and represent the knowledge of a wide 
group of people. In additional, for each repeated process/cycle enclosing more people, an increase of 
the amount of knowledge is articulated resulting in a bigger ontological representation dimension. How 
much people are involved, a wider KR dimension (epistemological and ontological) is reached. This 
process can be performed in the opposite direction from an inter-organisational to an individual view, 
resulting in each iteration small ontological and knowledge epistemological dimensions respectively.  
                                                




Figure 3.4 – Nonaka and Takeuchi’s SOKC [37][252]  
To reach understandability from the knowledge created, systems have to have intelligence able to 
manage knowledge and consequently to learn from it. The path is to define an overall system able to 
create and re-use knowledge, using mappings if needed, and following the Nonaka and Takeuchi’s 
Spiral of Organisational Knowledge Creation (SOKC) (Figure 3.4). Such overall system is presented in 
the following two subsections, separated in two abstract (and small) ones, respectively related to the 
knowledge evolution from individual to inter-organisational view, and in the opposite way.  
3.2 Semantic Interoperability Enhancer (SIE) system 
The purpose of the SIE system is to contribute to make other systems interoperable by defining how 
semantic adaptability could be accomplished. The knowledge creation dynamics compliant with the 
semantic adaptability objective can be represented as a system in the sense that encloses a set of 
interrelated knowledge components working together towards the semantic interoperable system. 
Thus, it can be designed based on the Integration Definition for Function Modelling (IDEF0) standard 
structure. IDEF0 is a method intended to model the decisions, actions, and activities of an organization 
or system. This standard structure comprises a system based on inputs, outputs with feedback, 
controls and mechanisms of a determined function [262] (Figure 3.5). This system architecture is 
based on the training development management system proposed by Sarraipa et al. in [228]. 
The SIE system has as inputs, knowledge, tacit and explicit on a specific domain. It has mechanisms 
able to supply KREs to be used; and an entry control composed by the EI directives, which will 
conduct the system to the defined focus. Finally, it has the output that through appropriate knowledge 
reasoning is able to execute decisions. Such output functionalities communicate back to provide 
essential feedback on performance and quality of reasoning, thus enabling semantics adaptation 
towards excellence. These system elements are described in the following sub-sections. 
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Figure 3.5 – SIE System 
3.2.1 EI Directives (Control) 
The control of the proposed system is ruled by a set of directives that are defined from the GC 
identified by the EI roadmap in [17]. Such directives encourage the way to which the control of the 
system should be lead. This is accomplished by bring directions/ideas identified by the EI roadmap 
and impose them to be used by the functions of the system. As an example: directive 1 denotes that 
the overall system to provide EI should act as a utility-like capability. Thus, this conducts to the 
implementation of interoperability functions (used by the proposed system) to be developed as a set of 
utility-like services. Therefore, the proposed system is synchronised with the overall EI research 
demands. 
Directive 1 - Interoperability Service Utility 
This directive denotes the overall system to provide EI as a utility-like capability. It pursues the 
creation of services to minimise the need and associated costs of enterprises, notably SMEs, to create 
information infrastructures that enable integration with different original equipment manufacturers in 
different sectors. It supports the use of basic information infrastructure that has information objects, 
ontologies, and metadata repositories as its core [17]. The ISU should address the following 
capabilities: 
• Architectural design of the ISU as a “system of systems” to enable interoperability among peer 
systems without intervening in vital information exchange or exchange of collaboration 
knowledge, but sustaining interoperability through a mediation centre that will provide for 
coordination, negotiation and delegation functions. 
• Semantic solutions for enabling the ISU operation and linking the ISU to the enterprises 
business context. New methods, ontologies (industry specific or generic) and tools for 
semantic mediation, service repositories, service matching, service retrieval and provisioning. 
















supporting co-creation of services and enabling innovation and value creation.  
• Software and interoperability as service provision models of the ISU. 
• ISU standardisation and standards-based operations. 
• ISU business models and value assessment of ISU-related business models. 
• Methods to link enterprise modelling to ISU engineering and tools to enable the transformation 
of enterprise models to executable logic descriptions. 
• Accommodating cultural differences and multilingualism when needed  
Directive 2 - Future Internet and Enterprise Systems 
This directive is about researching new Web technologies for EI. It seeks to apply the concepts, 
technologies and solutions flowing from developments in Web technology to address the problems of 
EI. This will contribute to the advance of the implementation and uptake of Future Internet Services, 
establishing European-scale markets for smart infrastructure with integrated communications 
functionality [263]. Furthermore, new ideas would appear related to [17]: 
• Model-based technological frameworks for achieving interoperability by design or through 
retrofit, during enterprise systems development and deployment, covering also widely-spread 
legacy applications, in an inter-enterprise or intra-enterprise environment. 
• New examples of business-pervasive service platforms, specifically designed for SMEs or for 
vertical industrial sectors when needed, reaching new levels of adaptability, dynamic 
behaviour, and integration with the innovation process of the enterprise. 
• New end-to-end examples of executable interoperability, in the form of coordinated intra and 
inter-enterprise workflow management, including technologies for automating semantic 
reconciliation and process flow management among diverse systems and services. 
• New requirements for services and new service paradigms for the Future Internet, leading to 
new characteristics and properties for system openness, system adaptability and system 
integration in dynamic, programmable environments forming part of the Future Internet 
infrastructures. 
Directive 3 - Knowledge-Oriented Collaboration and Semantic Interoperability 
This directive supports the need for research in advanced technologies able to enable semantic 
interoperability and knowledge-based collaborations [17]. They could be new methodologies, 
techniques and tools for the discovery, capture and re-use of knowledge collaborative capabilities and 
services (e.g. folksonomies); next generation knowledge management systems, which are able to 
provide advanced knowledge services (identification, collection, representation, processing and 
exploitation) in support of knowledge-based collaborations; and ontology development and 
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management approaches able to furnish the semantics for the Semantic Web and to committed 
practice communities. 
Directive 4 - A Science Base for EI 
This directive is focused on provide a science base for engineering EI, to support solutions of higher 
quality, dependability, and reliability. For this it relies on making EI more demonstrably cost-effective 
for end users; laying a long-term foundation for coherent and visionary EI research with broad impact; 
enabling the establishment of a multi-disciplinary EI research community; and by providing an 
infrastructure to support the diffusion of ideas, education, research, and training [17]. 
3.2.2 Knowledge (Input) 
Traditionally knowledge and information are fragmented among many different places in 
organisations. For instance, knowledge such as best practice accounts, lessons learned and 
experiences about particular processes or procedures resides with the professionals, managers and 
engineers while, customer information, reports and procedures are often scattered across paper files 
and electronic databases. To leverage this scattered knowledge and increase organisational 
performance it is imperative to enable the flow of knowledge among and between individuals and 
groups within an organisation [264]. Knowledge acts as the input to the proposed system 
independently to its format (explicit or not). Once inside to such system knowledge has to be 
transferred or distributed among the organisation members, thereby promoting learning and producing 
new knowledge or understanding to enable semantic interoperability of systems. 
3.2.3 Decisions (Output/Feedback) 
An enterprise Knowledge-based system includes semantic features able to exchange decision-making 
information across its stakeholders. The knowledge from any domain can be modelled for decision 
making and applicable to building specific decision support tools [265]. 
The output of the proposed system will be used to facilitate reasoning from the users. Such output is 
directly connected to the system’s KB that would be represented by ontologies. Thus it is able to 
support decisions or “answer” specific user’s questions. It also acts as an interface to receive feedback 
from users. This feedback could be for instance obtained though the usage patterns of the ontology 
[266]. The prototype system has to track the ways users navigate for searching or reasoning the 
concepts and relations of the ontology. With an appropriate “ontology log analysis” it could be traced 
what areas of the ontology are often “used” and others which were not navigated. 
3.2.4 Knowledge Representation Elements (Mechanisms) 
A KRE is an element that facilitates the formal representation of the knowledge in a specific domain. 
Dictionary, glossary, taxonomy, thesaurus, ontology, and data representation standards are some of 
its examples. They are introduced here as technologic solutions (mechanisms) available able to 
represent knowledge and to be used by the proposed system.  
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Figure 3.6 – Knowledge Evolution Functions of the SIE System 
3.2.5 Knowledge Evolution Functions 
The SIE system is rooted by a function based on the knowledge life cycle. A knowledge cycle is the 
process that knowledge passes through an organization as knowledge is identified, created, captured, 
shared, transferred, and utilized [267]. The author defined for such system a four stages’ knowledge 
life cycle composed by: acquisition; modelling; use; and maintenance (Figure 3.6). Although, the 
function of the SIE system was correlated not only with the proposed four-stage knowledge life-cycle 
but also with the Nonaka and Takeuchi’s SOKC. By this way, the function performs an entire 
knowledge life cycle, synchronised to the spiral conversion of knowledge cycle. The knowledge of the 
SIE system is acquired, modelled, used and improved on its way from a smaller view (individual or 
group) to a wider view (inter-organisational) (Figure 3.7). Thus, for each flow from identification to 
capture, store, share and maintain, knowledge is converted from tacit to explicit and then to tacit 
again. 
Knowledge Acquisition 
The knowledge acquisition is the process of knowledge identification and its capture to an explicit 
format to enable further digital use. Automated tools to knowledge identification and capture have 
been developed by the research community. However, how much informal the knowledge is 
represented on its source more its results decrease on efficiency. Moreover, if the process is focused 

































acquiring embedded meaning of a simple business domain concept. In additional this stage 
aggregates processes/methodologies able to acquire tacit knowledge to explicit through a human 
formalisation process.  
 
Figure 3.7 – Co-relation between the SIE knowledge life cycle stages and the Nonaka and Takeuchi’s 
SOKC  
Knowledge Modelling 
The way the knowledge is stored and organised implies its further use. This stage receives the formal 
knowledge from the previous stage and organise it in a KB able to store and to enable further 
reasoning over the semantics of the concepts.  The process, the KB architecture, the tools, and the 
formal languages used to model the knowledge are the main point of the KMo stage. The use of 
appropriate technologies as glossaries, thesaurus and ontologies should be considered depending on 
the purpose to which such knowledge will be used for. 
Knowledge Use 
This stage is centralised on the use of the stored knowledge to facilitate interoperability of the 
systems. Thus the way the knowledge could be shared and accessed by the various actors of a 
community is the main point of this stage. The formalism able to represent mappings between 
information models could facilitate the integration and use of various knowledge sources to the 
semantic adaptability of the information systems. This requires the ability of reasoning over the KBs to 
be the support services of the knowledge sharing. In additional, this stage is also related to use of the 
knowledge by reasoning functions to define conclusions or decisions and also for simple searching of 
products. 
Knowledge Maintenance 
The knowledge maintenance stage is focused on the improvement of the KB in order to be alive and 
updated accordingly to the knowledge evolution to which the system could be related to. Knowledge 
































which works as the main trigger to the learning process that such knowledge-based system could 
have. 
3.3 Enhanced Knowledge Training (EKT) system 
Knowledge is always in evolution, thus a system (even technical) that handles it, has to be 
complemented with an effective knowledge transfer solution in order its actor be aware of all the 
changes. Levine and Gilbert in [268], stated that knowledge transfer can be accomplished through the 
support of incentives for generation of new ideas, specific structures to facilitate information discussion 
and flow within organisations, appropriate communication technology and effective training. The three 
first topics are also handled in the SIE system. EKT system works as a complement to the SIE system, 
consequently, author considered training as the main topic to be handled by the EKT system. By such 
both systems complementarity handling knowledge transfer, it is also accomplished the idea, also 
stated by Levine and Gilbert, that “knowledge transfer is only valuable when it is integrated into a set 
of policies for knowledge generation and capture” [268]. The policies mentioned here are related to the 
directives addressed in the control of knowledge acquisition and maintenance. 
The purpose of the EKT system is to provide training programmes related to semantic interoperability 
systems solutions able to adapt automatically its contents accordingly to its target trainees’ profiles 
and to the evolution of the systems to which it is related. For this purpose, author defined a system 
able to organise the training development in order to outline in what way the training objectives could 
be accomplished. It encloses a set of interrelated components working together towards the training 
process, defining each small step on the pursuit of training delivery objective. The identified training 
system follows the same approach as the one presented for the SIE system, being designed based in 
the IDEF0 standard structure (Figure 3.8).  
 
Figure 3.8 – Training System Overview 
The training system has as inputs, contents on the training objectives main themes. It has 
mechanisms able to supply resources for training materials development and delivery; and an entry 
control composed of the training principles, which will conduct the system to the defined focus. Finally, 


















system to provide essential feedback on performance and quality of training, thus enabling adaptation 
and change towards excellence. Such training system elements are described in the following 
sections. 
3.3.1 Training System Inputs 
The inputs of the training system are composed by the content sources. Two main sources of contents 
have been identified: internal and external. Internal contents come from own sources; the main 
purpose of having an identification of the internal sources is for internal governance of the contents 
used to produce training materials. External contents come from external sources to the involved 
organizations. The idea of having an identification of the external sources is mainly about intellectual 
property rights, and to facilitate trainees to follow to the training materials sources. 
3.3.2 Training System Control 
Training should follow an outcome-based approach where focus and drive are set on the specific 
outcomes of the training delivery towards a valuable and effective training experience. Clear 
objectives are defined, where a set of eight sound training principles are clearly identified to control the 
overall training system development and deployment (top of Figure 3.9).  
1. The dynamic training curriculum principle defines that a curriculum is the set of related 
instructional elements and content offers in a given field of study [33][262]. A dynamic 
curriculum is a curriculum composed by training modules, which could be orchestrated to build 
adapted courses to specific characteristics, as target audience profiles and skills.  
2. The reference training courses and programs are to be conceived in a way that meet the 
specific desires and expectations of a determined target audience.  
3. Effective training implementation addresses how training execution should be carefully 
planned in order to generate the envisioned impact.  
4. The methodology-based development principle establishes how the training development 
should be supported by a proper methodology in order to ensure quality 
management/assurance of materials accomplishing and its goals through a rational and 
logical path.  
5. The valuable marketing and communication principle addresses how marketing and 
communication are important vehicles to reach targeted audiences and promote awareness of 
topics and value of the training services.  
6. Only with appropriate technological infrastructures that will host and support training delivery 
is possible to realize the foreseen goals of the training services.  
7. Accountable training activities are a principle that refers how an outcome-based approach to 
training focused on the results of delivery is supported by accountability.  
8. And finally, Intellectual Property Rights (IPR) principle that addresses how the training 
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consortium should have a clear agreement on IPR for exploitation of developed training 
materials. 
3.3.3 Training System Outputs 
The training system outputs are based on two elements: the training execution and the training 
marketing. Training execution needs of an appropriated marketing to reach the target trainees. On the 
other hand the trainees are invited to provide a feedback in order to have a continuous training 
improvement.  
Training execution ensures that the training is offered in a most flexible way to meet the different 
needs of trainees in order to achieve the desired results. The marketing or promotion essential goal is 
to create and sustain interest in training, and to promote the training services. The identification of the 
real interests of potential learners, ascertained through target audience analysis, is also vital for 
creating a product that meets the needs of customers. A focus on what the customer wants is 
essential to successful marketing. At the same time, this customer-orientation must also be balanced 
with the training objectives. Feedback mechanisms are intended to adapt, revise or re-plan the training 
execution in the various dimensions (curriculum, programmes, contents, etc.) and are mainly 
implemented through feedback questionnaires. 
3.3.4 Training System Mechanisms 
The training system mechanisms are assets that facilitate training execution. For each particular 
training course, these assets are assembled by the trainers themselves to provide training, e-Learning 
infrastructures as a vehicle to training delivery, and methodologies which provide directives for training 
development. 
Trainers are expected to be able to properly identify and determine training requirements for each 
session [269]. Such work will require a specific design of the courses and programs – including 
evaluation schemes – according to each target group. The e-Learning infrastructure’s main requisite is 
to make possible the delivery of virtual classroom and web-based training, and to give directions 
related to available traditional classrooms events.  
3.3.5 Training System Functions 
The training system presented is rooted in a well-established ISD approach, commonly referred as 
ADDIE [267]. It constitutes the EKT system functions (central area of Figure 3.9). The approach is 
especially relevant for the envisioned training system due to being simple, reliable, supporting self-
adjustment and applicable to a broad range of training needs [233]. Such functions represent each 
step of the activities, actions, processes, and operations that embody the training system that should 
be used as a guide to the strategy and plan definition of the work needed to conceive, develop and 
implement the training activities required for an effective knowledge transfer. 
The Training Analysis (TA) stage determines who, what, under which conditions, and how well the 
user must be trained. TA also intends to prepare tacit knowledge available at an organisational level to 
be transformed into appropriate explicit knowledge, in order the next target group (e.g. individual) could 
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enrich with such knowledge transfer. Thus the identification of the training objectives and the specific 
target audience are the main purpose of this stage.  
 
Figure 3.9 – Training System detailed view 
The Training Design (TDes) purpose is to organise the knowledge to be trained (transferred) in 
appropriate modules, courses and programmes. Such elements should be designed for different levels 
of knowledge expertise (from beginner to expert) and different domain profiles, which could result in a 
training curriculum definition. This is accomplished by defining suitable mechanisms to integrate the 
training in the learning system, enabling its further customisation and training evolution control. The 
functional aim of this stage is to identify the main competency fields (or training domains) to be 
developed, in answer to the training needs identified during the TA stage.  
The Training Development (TDev) stage transforms design specifications defined in the TDes stage 
into training materials. It makes use of Information Technologies (IT) environments specifications to 
develop training materials in appropriate formats/standards to facilitate its further host and transfer. 
The produced instructional materials are for both trainers and trainees, and evaluation instruments. 
This stage accomplishes the tacit to explicit knowledge transformation. 
The Training Implementation (TI) stage focuses on to operate/deliver the training. It schedules the 
training service/place, and sets up the training environment instructional materials (and trainers) 
ensuring an adaptable training execution to the target audience. Through this action, explicit is 
transformed into tacit KR by the target trainees. 
The Training Evaluation (TE) stage ensures the quality level of the training through trainees’ 
feedback, which will be used for improvements development at the next TDev stage. Despite being 
possible to be executed at any time, TE stage is mainly fulfilled at the end of the training executions 
(TI stage). 



























































Figure 3.10, where it could be verified that in each SOKC cycle is performed all the ADDIE model 
stages. Furthermore, each cycle represents a specific training implementation using as source a 
determined organisational knowledge to a small group of people with a specific target objectives and 
competences. This results in a knowledge transfer, where the amount of knowledge reaching the 
output target is smaller in dimension than its input.  
 
Figure 3.10 – Co-relation between the ADDIE model stages and the Nonaka and Takeuchi’s SOKC 
3.4 Dynamic Semantic Adaptability (DSA) framework assumptions 
The proposed framework intends to represent a structural basis for supporting the development of 
systems for DSA resolution. In additional it provides a set of assumptions, to be addressed on such 
systems definitions, where its major guideline is to reach a dynamic adaptability of its handled 
semantics.  
3.4.1 The SECI model 
The introduction of the Nonaka and Takeuchi’s theory in the definition of the framework systems is 
related to the intention of reaching the same dynamic behaviour handling semantics as such theory 
does with the knowledge creation. Knowledge creation is a spiralling process of interactions between 
explicit and tacit knowledge [270]. Consequently, it is needed to identify how these interactions lead to 
the creation of new knowledge, which should conduct to the spiral various phases or edges main 
characteristics identification and understanding.  
The combination of the two knowledge categories, explicit and tacit, makes possible to conceptualise 
four conversions patterns [270]. These four knowledge conversion patterns include socialization (from 
tacit to tacit knowledge), externalization (from tacit to explicit knowledge), combination (from explicit to 
explicit knowledge), and internalization (from explicit to tacit knowledge) [271]. Figure 3.11 presents 
the identification of such knowledge conversion patterns and its relation/position to the SOKC, taking 
in consideration the direction to which the knowledge is evolving. The blue is related to the individual 
to inter-organisational direction, which is also related to the SIE system. The orange is related to the 







































Figure 3.11 – The four knowledge conversion patterns of the Nonaka and Takeuchi’s SOKC 
Socialisation involves the sharing of tacit knowledge between individuals [270]. Such sharing is made 
through face-to-face communication or common experience [272].  In the KMa stage of the SIE 
system, there is socialisation related to the sharing of tacit knowledge from users (feedback) to the 
system administrators, which results in a discussion about the various users’ inputs to decide what to 
maintain/update in the KR. In the KA stage of this same system, there are also some discussions that 
could still be part of this step (socialisation). Knowledge engineers and domain experts have 
discussions about concepts, definitions and procedures to agree on a common view in the domain. In 
the TA step of the EKT system, there is socialisation about the training objectives establishment and 
target audience identification. 
Externalisation is the act of expressing/translating tacit knowledge into comprehensible forms that 
can be understood by others. An individual commits to the group and thus becomes one with the 
group [270]. In the final part of the KA stage all the acquired knowledge is transformed in a formal 
representation establishing by this way, in a shared common view of a domain. TDes step represents 
the externalisation in the EKT system by the fact that it defines training modules or courses to 
accomplish an overall training objective able to be represented by a curriculum.  
Combination involves the conversion/organisation of explicit knowledge into more complex sets of 
explicit knowledge [270].  KMo is the SIE step where knowledge explicit is organised into more 
complex sets as from concepts to glossaries, thesaurus or ontologies. TDev is the EKT system 
“combination” step because it organises training modules or courses into “more complex sets” like 
specific adaptable training programmes.  
Internalisation is closely linked to learning by doing; the explicit knowledge becomes part of the 
individuals’ KB (e.g. mental model) and becomes an asset for their organisation [272]. In the KU step 
of the SIE system, users are able to search for specific products or services by specific reasoning 
procedures. They are able to learn from the stored knowledge in the system, becoming for instance 
more efficient in further utilisations. TI is the EKT system step that delivers training to people, which 













Some years after SOKC have been proposed, Nonaka and Konno in [270] (1998), despite to have 
focused their research in understanding the knowledge conversion from an individual to an entire 
organisation and vice-versa they presented their research focused in understanding what pushes or 
facilitates knowledge to be created as “new” or evolved dynamically in an enterprise. Thus, the 
(Nonaka and Takeuchi) knowledge creation theory was then focused around a new paradigm: the “Ba” 
characteristic. “Ba” is a Japanese word that refers to a common space or context, which is used as the 
foundation for the creation of individual and/or collective knowledge [273].  
These changes in the Nonaka and Takeuchi knowledge creation theory focus supported the 
introduction of the SECI model. The name SECI comes from the first letters of the presented four 
knowledge conversion patterns (Socialisation, Externalisation, Combination, and Internalisation). 
Geytere in [272] stated that Nonaka and Takeuchi proposed SECI model for the knowledge creating 
process to understand the dynamic nature of knowledge creation, and to manage such a process 
effectively.  It is consisted by three elements: the knowledge creation spiral; the knowledge assets and 
the “Ba” [272]. SECI model defines the knowledge creation as a spiral process, which results from the 
cyclical tacit and explicit knowledge conversions handled by the enterprises people (knowledge 
assets) in specific situations and in determined shared spaces or contexts – the “Ba”. Figure 3.12 
illustrates the SECI model and also presents each model phase adequacy to the presented SIE and 
EKT systems. Due to its nature, SIE is more focused in knowledge organisation, which conducts it to a 
higher adequacy to externalisation. By other side, EKT is more related to the knowledge transfer (to 
people) that makes it more adequate to internalisation. 
 
Figure 3.12 – SECI model and its adequacy to SIE and EKT systems (based on [270]) 
The main difference of the spirals represented by the SOKC (Figure 3.11) and SECI (Figure 3.12) 
respectively is that the first represent the ontological dimension of the knowledge created or converted 
between an individual to his overall organisation and vice-versa. The second is related to the new 
knowledge that the organisation knowledge assets are able to generate, when sharing the “Ba”. For 
SIE	  adequacy
EKT	  adequacy





each new knowledge portion generated, an entire cycle of the SECI model is accomplished. 
3.4.2 Epistemological Dimensions of Knowledge 
Assudani in [274] presented two epistemological dimensions of knowledge: one related to the 
possession and other to the action/process. Epistemology of knowledge possession relates to the 
knowledge of something that is possessed by an enterprise. This possessed knowledge is 
demonstrated by enterprise’s resources/assets or, as “knowledge of” the enterprise; and by new 
knowledge created and possessed after learning or innovation, or in other words, as “knowledge from” 
the enterprise. The Epistemology of action presents the knowledge as a process that mediate the 
relationship between the previous presented two forms, which determines if and how “knowledge of” is 
harnessed to generate “knowledge from” [274]. 
The “new” tacit and explicit knowledge created (just after one spiral cycle of the SECI model) can be 
exemplified to an enterprise as learning and innovation in the form of ‘‘knowledge from’’ the firm, and 
is exemplified as learning and innovation. This ‘‘knowledge from’’ feeds back into ‘‘knowledge of’’ the 
firm to become the new KB of the firm [274]. 
This new knowledge leads directly to the third key dimension of knowledge management, which 
focuses attention on the thought conditions that allow processes and tacit knowledge to evolve in the 
first place [275]. Scharmer’s in [275] distinguished “Self Transcending Knowledge” as the third key 
dimension of knowledge, which has come more simply to refer to this dimension as wisdom. This is 
the force that drives the knowledge creation spiral of the SECI model. 
While the knowledge management discussion of the 1990s revolved around the interplay of two forms 
of knowledge: explicit and tacit. In the current decade, it has been revolved around the interplay of 
three forms of knowing: explicit, tacit, and self-transcending knowledge [275]. 
The example of a loaf of bread can be used to ground these knowledge dimensions distinctions. 
Certain kinds of information about bread--like its weight, price, and ingredients--are examples of 
explicit knowledge. The activities of baking and producing the bread are examples of tacit knowledge, 
and the knowledge that enables a particular baker to invent baking bread in the first place is an 
example of not-yet-embodied knowledge. This “self-transcending knowledge” is tacit knowledge prior 
to its embodiment in day-to-day practices [275]. 
The concept of self-transcending knowledge proposes a distinction between two types of tacit 
knowledge: tacit-embodied knowledge on the one hand and not-yet-embodied knowledge on the other 
hand. The distinction is relevant because each of the three forms of knowledge - explicit, tacit-
embodied, and self-transcending - is based on different epistemological assumptions and requires a 
different type of knowledge environment and learning infrastructure [275]. However, the last referred 
knowledge form is the more advanced and difficult to reach. Moreover, in the business area, the 
differentiation among markets with decreasing, steady, and increasing returns suggests that, in order 
to successfully compete for increasing return markets, leaders need a new type of knowledge that 
allows them to sense, tune into and actualize emerging business opportunities that is, to tap into the 
sources of not-yet-embodied knowledge. [275] 
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In a similar way to Assudani in [274] and based on the various presented knowledge assumptions, 
author also defined two epistemological dimensions of knowledge both related to possession, but 
focused in two distinct purposes: the self-enhancing and the self-transcending knowledge. Self-
enhancing knowledge is related to the knowledge acquired from others in a kind of self-serving 
purpose. Self-transcending knowledge is related to the capacity of generate new knowledge or tacit 
not-yet-embodied knowledge and its communication to others. It is around these two knowledge 
creation epistemological dimensions that the DSA framework is established.  
 
Figure 3.13 – DSA framework and its three knowledge creation plans 
DSA framework accomplishes the SIE and EKT as two abstract systems. They act as a mirror since 
the first is responsible for knowledge organisation of the various tacit to explicit knowledge 
conversions resulted from an individual to an inter-organisational view transformation. By other side 


























































































view, through organised training executions, resulting in various explicit to tacit knowledge 
conversions, which is more or less the inversion of the first. Figure 3.13 illustrates these two abstract 
systems integrated with the SECI model representing three knowledge creation plans. SIE system 
works at the tacit to explicit knowledge plan and EKT works at the explicit to tacit knowledge plan, both 
handles knowledge in a self-enhancing dimension. The SECI model as stated by Nonaka et al. in 
[276], represents the continuous self-transcending process of knowledge creation (also mentioned as 
wisdom), thus acting in other dimension, the self-transcending dimension. 
The proposed systems only handle the knowledge at self-enhancing dimension because as mentioned 
at beginning of this chapter, nowadays information systems are not able to reach the wisdom phase. 
They are (for now) focused in managing knowledge at most at understanding phase, thus the systems 
act in a self-enhancing purpose. They are able to learn from outside interactions but they are not able 
to really create new knowledge. Although, due to their relation and appropriateness to the SECI 
phases, as demonstrated in Figure 3.12, these systems should be also the basis for the self-
transcending knowledge creation. A full machine solution handling at a wisdom level remains in the 
distant future. However, the framework oversees the introduction of human interactions to manage the 
self-transcending knowledge dimension. By specific knowledge maintenance procedures, such kind of 
knowledge could be integrated in the information systems.  
3.5 DSA Framework Description and Conclusions 
The proposed DSA framework builds upon the meaningful achievement of semantic interoperability 
between enterprise information systems, which must be achieved in a dynamic way. This framework 
provides a structure for supporting the development of systems for DSA resolutions. It follows the view 
that a system able to reach understandability from the knowledge created will have the capacity to 
learn from it and by consequence, will be able to manage its semantics in an adaptable way. Thus to 
reach such purpose the framework provides two abstract (SIE and EKT) systems to be followed in the 
development of such objective solutions. 
Figure 3.14 presents the DSA framework with the SIE and EKT systems as two abstract systems, 
whose together handle the various phases of the knowledge lifecycle with the purpose to facilitate 
semantics adaptation of its connected enterprise information systems. In additional it is illustrated the 
framework main connections, which its systems could have. Enterprise information systems are by 
themselves one of these connections. They represent the communication networks that intend to 
receive support on semantic adaptations. Other shown connection type is related to the 
communications between administrators, knowledge engineers, domain experts and the SIE system. 
These people will have the role of organising and providing the main part of tacit knowledge to be 
used on the knowledge creation process. The connection to users represents other human 
interactions to enterprises outside people, like customers. Such interactions could result in specific 
feedbacks able to be used in knowledge updating processes. In the other side of the framework there 
are the system actors’ interactions, whose represent the knowledge transfer from the systems to the 
internal enterprises people. Through this action, it is facilitated the creation of self-transcending 
knowledge, which could accomplish the SECI model cycle. These enterprises people would provide 
important feedbacks for the training (knowledge transfer) but also for the overall system knowledge 
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improvement and update. 
 
Figure 3.14 – DSA framework architecture  
DSA framework provides the foundations to have a system to handle the semantics in parallel and 
close connection with the knowledge assets of the organisations. Thus, learning from them and 
helping them to learn and innovate, increasing their capabilities for sharing, transferring and creating 
knowledge to achieve organizational and business advantage. It provides a structure to be used as 
basis for the development of semantic interoperability resolution systems, taking in account two 
epistemological knowledge dimensions to which systems address knowledge management. About 
these dimensions, it assumes that due to the constant evolution of knowledge, systems are able to 
reach a dynamic semantic adaptation at self-enhancing knowledge dimension, but are far from 
reaching it at the self-transcending knowledge dimension. Thus, a complete fully machine approach 
reaching a dynamic semantic adaptation remains in the future. However, the way DSA framework is 
defined potentiates future systems overpass the understanding phase in the direction to reach 
wisdom. 
The next four chapters of this dissertation intend to present and demonstrate the feasibility of the 
presented abstract systems, and to facilitate the approval of the approach presented on this 
framework, representing on that way the experiments conducted of this dissertation. Thus, each of 
these chapters provide solutions related to a specific part of the DSA framework.   
















4 Reference Ontology Building Methodology 
A methodology is a comprehensive, integrated series of techniques or methods creating a general 
systems theory of how a class of thought-intensive work ought to be performed [277]. Methodologies 
formulate expertise (a.k.a. best practice) in performing a particular task in the form of guidelines that 
the reader can (re) use in performing a similar task [278]. There are methodologies and/or tools 
focused on contributing to solve interoperability ontology issues, which use operations, such as: 
ontology mapping/matching; ontology alignment; ontology translation; ontology transformation; 
ontology merging/integrating; and ontology checking. However, there is not an available methodology 
that addresses all of the above operations with cooperative and re-engineering ontology building 
processes for the implementation of a community reference ontology, and which is able to record 
those operations in a way that facilitates further traceability, solving semantic interoperability and 
facilitating the appearance of intelligent systems. This need has been recognised by the EI Research 
Community as reported in the EI Research Roadmap, in the research strategic view for GC: 
Knowledge-Oriented Collaboration: ‘Research tools and methodologies are needed for acquiring, 
retaining and accessing the expanding range of knowledge available within individual enterprises and 
in virtual organisations, to enhance efficiency and productivity in collaboration, maximising the benefit 
of both long- and short-term knowledge sharing’ [16]. 
4.1 MENTOR methodology 
MENTOR – methodology for enterprise reference ontology development is a methodology that helps 
an organisation to build and adapt a domain reference ontology [84], with the characteristics 
mentioned before. MENTOR is supported by an ontology system constructed as a hybrid system. 
Hybrid systems are a special class of KR systems, which are constituted by two or more subsystems 
dealing with distinct portions of a KB and specific reasoning procedures [279]. Its aim is to combine 
the knowledge described by different formalisms in a semantic interoperable way. Thus, a hybrid 
specialised ontology system needs to be able to interoperate with other proprietary ontologies. 
Maedche et al. in [280], pointed out three approaches for combining such distributed heterogeneous 
ontologies: 
• Ontology merging: using mediators; 
• Ontology inclusion: in which the source ontology is simply included within the target ontology; 
and 
• Ontology mapping: in which a part of the source ontology is related to the target ontology’s 
entities. 
Considering the listed options above, the author have chosen the ontology merging and mapping as 
the approach more adequate to combine the engaged ontologies in the system, since the focus is 
maintaining enterprise ontologies and building a new one to be their reference in the domain (Figure 
4.1). Therefore, the described system is designed to facilitate semantic bridges between all the 
ontologies, which are related to ontology interoperability operations. In addition, MENTOR intends to 
address the interoperability ontologies operations considered relevant are [100][101]: (1) ontology 
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mapping/matching, i.e. for each entity (concept, relation, attribute, etc.) in one ontology, a 
corresponding entity is defined in the second ontology, with the same or the closest intended meaning; 
(2) ontology alignment, i.e. the process of bringing two or more ontologies into mutual agreement, 
making them consistent and coherent with one another [281]; (3) ontology translation, i.e. the process 
of changing an ontology representation language keeping its semantics unaffected; (4) ontology 
transformation, i.e. the process that consists of modifying the structure and/or the properties of an 
ontology leaving unaltered its semantics; (5) ontology merging/integrating, i.e. building a new ontology 
starting from two or more existing ontologies with overlapping parts (merging), or extending some of 
existent parts (integrating); (6) ontology checking, i.e. ontology information inconsistencies checking, 
this is commonly performed by reasoners or theorem provers [282]; (7) ontology evolution/versioning, 
i.e. ontology domain changes or adaptations to different tasks, over time. 
 
Figure 4.1 – Group of Enterprises Ontology – The Reference Ontology  
However, before the MENTOR definition, the author made an analysis of a set of selected ontology 
building methodologies categorised by identified ontology building characteristics, i.e. ontology 
building from scratch, ontology re-engineering, cooperative building and merging methods (Table 2.2). 
In such analysis, it was identified that NeOn toolkit addresses all these mentioned characteristics, and 
by other side, Protégé tool, is the one that facilitates more the collaborative ontology building through 
its available plug-ins. However, NeOn and Protégé do not aggregate all the mentioned characteristics 
in an only one methodology, which could support enterprises to establish a common view on their 
semantics in a new ontology building process, at the same time as semantic mappings are established 
between their own KB elements and the new mentioned ontology [283]. 
MENTOR is proposed by the author in order to address all the referenced ontology building 
characteristics and interoperability operations, to facilitate the building of comprehensive capabilities 
for KR life cycle management able to provide semantic interoperability problem resolutions, in any 
information system domains. Thus, MENTOR provides a Mediator Ontology (MO) ready to record the 
information related to all the ontology operations with the objective of mediating the knowledge 
between the user and the KBs (ontologies) of the system.  
MENTOR prototype (presented at sub-chapter 4.5) is mostly based on Protégé API (Application 














and by its active community developments (plug-ins).  
MENTOR provides several step methods, i.e. semantic comparisons, basic lexicon establishment, 
mappings and other operations among ontologies, among two distinct phases: the lexicon settlement 
(phase 1) and the reference ontology building (phase 2), with three steps each (Figure 4.2), whose are 
then composed of one or more actions. 
 
Figure 4.2 – MENTOR diagram  
4.1.1 Lexicon settlement phase 
The lexicon settlement phase intends to establish the vocabulary of a domain. Consequently, due to 
its capacity for representing domain reference concepts with associated meanings about a domain in 
an explicit way, thesaurus building is this phase main objective. 
This lexicon settlement phase has three steps: (1) terminology gathering; (2) glossary building; and (3) 
thesaurus building. These steps were defined based on the UPON, which defines a set of workflows 
that also establishes a thesaurus for the domain before starting the ontology building. 
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The terminology gathering step (step 1) concerns the process of collecting all relevant terms or 
concepts in a specific domain previously defined. All the participants in the process should give their 
inputs. There is no rule from where the terms should come, since they are related to the domain 
established. Tools for automatic extraction of domain related terms can be used to accomplish this 
step. 
Nevertheless, there is always need of a human checking before closing the terms list so as not to miss 
any domain terms. All the terms provided from the contributors are acceptable in this step, as nobody 
has authority at that moment to erase an other’s participant term. Thus, the terms should be collected 
with reference to the contributor, in order to enable each contributor to provide the term’s definitions 
during the next step. 
Glossary is a specialised vocabulary with corresponding definitions. This vocabulary includes terms 
that are unique to a subject, and that have a special meaning in the field of interest. The definitions 
include descriptive comments and explanatory notes for the terms, such as synonyms, references, etc. 
A glossary is mainly used to unify knowledge sharing. The Glossary building step builds a glossary in 
the domain defined (Output O2). It starts with annotations attribution (action 2.1) to the terms collected 
in the step before. Then, each contributor should provide the annotations for his/her own terms. After 
having all the terms provided with annotations, it proceeds to the terms revision cycle (actions 2.2 and 
2.3) to reach a reference definition. When the organisation members do not share the same natural 
language, this cycle adopts the use of a multi-language dictionary. Such a dictionary will help with the 
translations to the reference ontology language. The process for revision of terms can have four 
mismatches cases, 
• Case 1: Existence of two syntactically different terms with the same meaning description – the 
action is to adopt one of the terms for being the reference in such semantics meaning. This 
process needs to be recorded as a semantic mismatch for future mappings (Output O1).  
• Case 2: Existence of two syntactical equal terms with the same meaning description – the 
action is to erase one of them. 
• Case 3: Existence of syntactically different terms with two different meaning descriptions – no 
action needed, both must be kept. 
• Case 4: Existence of two syntactically equal terms with two different meaning descriptions – 
the action is to consolidate all the provided descriptions together in one of them and erase the 
other. In such a case, a new term could be proposed to the list if there is no agreement in the 
conjunction of the input descriptions and if the term to be born is not present in the 
terminology list. This process needs to be recorded as a semantic mismatch for future 
mappings (Output O1). 
After a careful revision of all the terms with a successful agreement in their meaning consolidation, the 
glossary is defined from the terminology list in the domain specified. 
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The thesaurus building step is composed of a cycle where first the knowledge engineers define a 
taxonomic structure from the glossary terms (action 3.1), establishing some as thesaurus node terms. 
Afterwards, the other terms are classified into semantic proper paths in the existent taxonomic 
structure (action 3.2), down to the thesaurus leafs. If there is an agreement in the structure and in the 
terms classified, the thesaurus is defined (action 3.3). If not, the cycle starts again. The thesaurus 
defined (Output O3) will enhance the ontology harmonisation process in the next phase. 
4.1.2 Reference ontology building phase 
The reference ontology building phase (phase 2) is the phase where the reference ontology is built 
and the semantic mappings between the organisational ontologies and the reference one are 
established (right part of the Figure 1). 
The first step comprehends ontologies gathering in the domain defined (action 4.1). Another type of 
KR could be used as input for the harmonisation ontologies process together with the thesaurus 
defined in the previous phase. The harmonisation method for building ontologies defined by an 
adaptation made from Noy and McGuinness in [284], and Jardim-Goncalves et al. in [285], proposes 
the development of a single harmonised ontology by two cycles, where first the structure is discussed 
until there is agreement on it (actions 5.1 and 5.2) and then the same process for the ontology 
contents definition (actions 5.3 and 5.4). The ontology contents definition process uses the semantic 
mismatches recorded in action 2.2 as an input in order to facilitate the harmonisation process. 
Nevertheless, in this process new semantic conflicts could be found. In such cases, new semantic 
mismatches should be recorded. With all the agreements accomplished in the ontologies 
harmonisation step, the reference ontology is finalised (Output O5). The next step is executed to 
establish the ontological relationships (mappings) between the reference ontology and each one of the 
individual ontologies (input ontologies identified in action 0). Such mappings uses the semantic 
mismatches recorded in the MO as an input to be considered, by the user on the mapping tables 
output accomplishment (Output O6).  
Difficulties related to the natural language of the potential users of the harmonised ontology are likely 
to happen. To assist on it, the ontology building process could be complemented with a domain or 
multi-language dictionaries. However a special approach could be necessary. Chapter 0 presents one 
example of it. 
4.2 MENTOR Enriched with QICM 
All ontology building process needs a human intervention for at least to confirm a KR establishment. 
Consequently, a collaborative ontology building process, as MENTOR, should facilitates human 
discussions, for semantic and KR agreement. The employment of QICM in MENTOR, would 
effectively improve the approach to elicit knowledge from domain experts. Thus, this sub-chapter 
describes a suitable method to integrate for the human discussion phases present in MENTOR steps. 
4.2.1 Glossary Building using NG approach 
After gathering all the terms with proprietary (own enterprise) definitions, it is time to establish a group 
of reference terms with reference definitions – the glossary definition. The Glossary Building step is 
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enriched with the NG approach and following the OntoWiki properties (Change Tracking, Commenting, 
Rating, Popularity, Activity/Provenance).  
 
Figure 4.3 – Terms revision 
This choice is based on the sequential nature of the adopted method, where a glossary building 
consists of a list of terms to be defined, aiming to discuss one by one from the beginning to the end 
without cycles. Since MENTOR prototype is planned to use web services, Metaplan technique is not 
the most appropriate, as it asks for a meeting for discussions, which make such implementation 
difficult to achieve. Surveys are also discharged because of its absence in discussions. Therefore, the 
glossary building is accomplished following the six NG’s steps as depicted in Figure 4.3: 
• Step 1: all participants review alone the overall list of terms rating and commenting them; 
• Step 2: participants write down some ideas about each corresponding term and definition 
(equivalent terms identification); 
• Step 3: the system manager starts and leads a group discussion about the terms and their 
definitions. The objective of this group discussion is finding which terms should compose the 
glossary being the reference ones and find a proper definition for each term; 
• Step 4: a preliminary voting process is taken to see if there was an agreement between the 
participants. All members vote if they agree with each term and definition; 





Round robin record of 
ideas
Discussions about terms 
and definitions


























• Step 6: a final voting session defines the output of this step, the glossary. This glossary 
contains all terms and their definition decided by majority. 
From the last steps of this approach it is established a list of the semantic mismatches records related 
to each term linked, between proprietary and reference ones. 
4.2.2 Thesaurus Building 
After having the glossary built, it is performed the thesaurus definition. In this process it is discussed 
the taxonomic structure of the thesaurus. 
 
Figure 4.4 – Taxonomic structure definition and terms classification 
Discussions around a taxonomic structure definition are more complex than for a simple glossary 
definition. It requires higher conceptual discussions then in the semantic attribution to the terms. For 
instance, it is needed to know the entire domain, to be able to relate and classify the existing terms in 
a common structure. Thus, as described in the literature review chapter, when the discussions are 
complex, Delphi is a good method to follow. Delphi facilitates a kind of re-rank answers enabling 
sometimes to reach a faster solution, avoiding repetition of extra discussions. Author proposes the 
Delphi method using 3 rounds, as the best solution for the thesaurus building purpose (Figure 4.4). 
First it is needed the definition of an expert panel, which should be composed by knowledge engineers 
and some domain experts. Then it follows 3 rounds in cycle if necessary:  
• Round 1: Express opinions – Every member of the discussion group is asked to express any 
opinion about the structure of the thesaurus. This discussion is used to identify questions, for 
example, “which are the main classes able to be used to classify a specific business domain 
(section)?” 
• Round 2: Members answer to a questionnaire built with the results of round 1 (this could be 
open to other domain experts from the involved companies); 























These rounds are performed at least once for each taxonomic level definition and for each branch 
(Figure 4.5). It should starts by the first level classes identification from the glossary terms (Level 1 of 
Figure 4.5and then through each branch and level by level (Level 2 of Branch 1 and then Level 3 of 
Branch 1 before change to another branch - Figure 4.5). 
 
Figure 4.5 – Taxonomic levels 
Once the thesaurus is defined it is time to proceed to the reference ontology building. It starts by 
gathering the various proprietary ontologies from the involved enterprises, plus the thesaurus defined 
previously. Then, the ontology’s harmonization step starts, through two cycles: ontology’s taxonomy 
harmonization cycle; and ontology’s contents harmonization cycle. 
4.2.3 Ontology’s Taxonomy Harmonization Cycle 
The ontology’s taxonomy harmonization cycle has a similar objective as the thesaurus building step. 
Consequently, the method to follow is Delphi as illustrated in Figure 4.6. Although, in this case the 
Delphi rounds are applied to the whole structure and not level by level as in the thesaurus building 
step. The difference is justified by the fact that in this case there is a taxonomic structure already 
agreed by all that is the thesaurus taxonomy, which could work as a possible basis. Other difference 
could be related to the fact that thesaurus building uses the list of concepts identified for the glossary 
as a pre-identified input. And for the ontology it could be focused in other concepts not included in 
thesaurus due to its common sense or to its relation for specific purposes as for technical solutions 
used in the related domain or project information systems. 
The ontology’s taxonomy harmonization cycle comprehends an expert panel composed by an 
administrator (knowledge engineer) and domain experts of the involved enterprises’ participants and 
through four Dephi rounds: 
• Round 1: Express opinions – Every member of the discussion group is asked to express any 
opinion about the reference ontology taxonomy. For instance one usual question to be 
considered at the first cycle is: what are the main questions to which this ontology should be 






















could contribute for the main classes’ identification, also facilitating its ability, to represent 
things that could compose the mentioned answers. On this round another important issue is 
related to the re-use possibility of proprietary ontologies parts (e.g. properties, rules; entire 
branchs) or the thesaurus taxonomy, which were gathered on the MENTOR step before. 
Thus, it is around these issue that discussions able to facilitate the expression of opinions are 
supported, normally resulting in questions identification; 
• Round 2: Members answer to the questionnaire built with the results of round 1; 
• Round 3: Participants review all answers and consequently if needed the administrator update 
the reference ontology taxonomy. 
• Round 4: In a similar way to the INTEROP collaborative approach to build a glossary (sub-
chapter 2.2.3), participants present their opinion about the ontology taxonomy built by 
choosing one of the options: review (rev), reject (rej), accept (ok) or ignore (blank). If there is 
not a common agreement, they start a new cycle iteration. Otherwise the ontology taxonomy 
is defined. 
 
Figure 4.6 – Ontology's Taxonomy Harmonization Cycle 
4.2.4 Harmonization Cycle for Ontology Content Focus  
With the Reference Ontology Taxonomy defined, it is needed to establish its properties and rules. The 
process applied is similar to the previous one. Thus, it follows the Delphi method but by this time it is 
applied to the properties and rules (Figure 4.7), comprehending the same expert panel, with the same 
four rounds: 
• Round 1: Express opinions – Every member of the discussion group is asked to express 



































before). Such discussions have the objective of defining a set of questions (e. g. is the rule R2 
able to regulate a specific object characteristic?). 
• Round 2: Members answer to a questionnaire built on round 1. 
• Round 3: Participants see all the answers and based on that they are able to review their 
initial answers defined at round 2. 
• Round 4: If needed the administrator reformulate the reference ontology properties and rules. 
Due to this study of the ontology classes’ characteristics, could appear new considerations 
that would conduct to changes in the reference’s ontology taxonomy and also to the semantic 
mismatches, records defined at glossary building step. At the end of this round, as in the step 
before, participants are requested to present their opinion about the ontology defined, 
choosing one of the options: review (rev), reject (rej), accept (ok) or ignore (blank). If there is 
no agreement on the result this entire process is repeated again. 
 
Figure 4.7 – Ontology's Contents Harmonization Cycle 
4.3 MENTOR Light Version 
MENTOR also provides guidelines to help on ontology building from scratch that due to its easiness 
comparing to the MENTOR fully objective, are considered its light version. It is accomplished by the 
regular first three steps plus one related to MENTOR phase 2: the ontology building step. Figure 4.8 
illustrates their differences: Figure 4.8 a) shows MENTOR with its six steps; and Figure 4.8 b) presents 








































Figure 4.8 – a) MENTOR Full Version; b) MENTOR Light Version 
The ontology building step addresses a normal ontology building procedure. Author proposes the use 
of BORO based method to build an ontology as a good guideline to help people to structure an 
ontology from a set of concepts (Figure 4.9). In this case, such concepts were defined in the first 
MENTOR phase specifically in glossary and thesaurus building. 
 
Figure 4.9 – BORO based method to build and ontology  
The process starts by the selection of a concept (from the glossary) for analysis. If it represents a real 
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not there is a new question: “Does it have members?”. If yes, the concept is a type or class, then the 
process should proceed to other concept analysis that is a member of the last concept analysed. If 
don’t, should be analysed if the concept represents a characteristic of other members (concepts) and 
should be represented as a datatype property on the ontology. If the concept analysis fails in all the 
last three questions is because the chosen concept needs to be “broken down further”. It should be 
clearly understood by the ontology builder people. 
4.4 MENTOR’s Approach to Mappings Establishment 
Ontology mapping is the process that relates the vocabulary of two ontologies that share the same 
domain of discourse [286]. The process of defining mappings between ontologies is not an easy task 
and requires human support. The MENTOR uses the MO as the reference for mediating the mapping 
establishment and enabling subsequent ‘mapping records’ reasoning, for its interpretation. Having 
specific tools able to interact with MO, communities could build systems able to understand each 
other’s representation format, without having to change their data and schema import or export 
processes. 
4.4.1 Mediator Ontology 
The MO has been built up as an extension to the Model Traceability Ontology defined by Sarraipa et 
al. in [287], and it is able to represent ontology semantic operations, like: the semantic mismatches 
found in the Glossary building step; the semantic transformations identified in the harmonisation 
process; the ontologies mapping and other ontologies operations (e.g. versioning). 
Figure 4.10 depicts an abstract ontology life-cycle example with three ontology operations and three 
stages. Ontology N is the intermediate stage. From Ontology N is possible to make: a backward trace 
following an Ontology N entity to its related entity in the Ontology N-1 that is the root of this life-cycle, 
or a forward trace until the last version of the ontology (Ontology N+1). The Entity δ in the Ontology N 
is the result of a transformation that uses Entity η in the same ontology, which is related to the Entity α 
of the Ontology N-1. The Entity δ of Ontology N is in alignment to the Entity x of the Ontology N+1.  
 
Figure 4.10 – Operations in a three stage ontology life-cycle 
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Thus, the MO is able to log ontology and entity operations in a way that is possible to trace changes in 
all the ontology life cycle. It addresses traceability as the ability to chronologically interrelate the 
uniquely identifiable objects in a way that can be processed by a human or a system. The mapping 
relations can be related to a traceability element, in such sense that a specific term defined in the 
reference ontology has a related one in the organisation member ontology, making possible a way to 
trace ontology elements. This way, the morphisms are modelled with traceability properties in a sense 
that they enable to store different versions of information model elements, as well as mappings 
between specific objects defined in a model or ontology A (relating) and objects defined in a model or 
ontology B (related). The structure of the evolved MO is presented in Figure 4.11 and described as 
follows. 
The MO has two main classes: Object and Morphism. The Object represents any InformationModel 
(IM) which is the model or ontology itself and ModelElements (also belonging to the IM) that can either 
be classes, properties or instances. The Morphism basically represents the mapping tuple described 
in the section 2.3.2. It associates a pair of Objects (related and relating), and classifies their 
relationship with a MorphismType, KnowledgeMappingType (if the morphism is a mapping), and 
MatchMismatch class. The Morphism is also prepared to store transformation expressions in 
Executable_Code class that has been written using Atlas Transformation Language, which objective is 
to be used by several organizations to automatically transform and exchange data with their business 
partners as envisaged in [288]. 
 
Figure 4.11 – MO Structure 
Since the objective of the MENTOR methodology is to build an ontology that represents the global 
knowledge of an organisation domain, but keep working the old own enterprises ontologies, it is 
important to define how and in what processes all the ontologies involved should be maintained. 
A typical situation refers to when new enterprises want to interoperate with an existent MENTOR 
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compliant organisation. Here, the MO supports such integration, and furthermore both cases can be 
represented as a new stage in the reference ontology life. Reference ontologies must aggregate all 
the enterprise members’ knowledge, when adding new enterprises to an existent organisation implies 
integration of all the new enterprise’s knowledge in the organisation reference ontology. To achieve it, 
the new enterprise’s knowledge has to follow the MENTOR methodology phases, where in this case 
there is already a glossary, thesaurus and a reference ontology established. Hence, the process is to 
follow the entire MENTOR steps taking into account the results from the first building reference 
ontology. Consequently, all the steps will have a lighter discussion or process in their outputs, where a 
slight refinement is expected, since the previous results have a bigger weight in the new reference 
ontology version consolidation. 
 
Figure 4.12 – MENTOR’s third phase: OL 
The mentioned maintenance procedures of MENTOR’s ontology architecture are related to knowledge 
acquisition supported by a new OL phase. This phase implements the feedback mechanisms for a 
sustainable evolutional learning of the dynamic ontological system. Such a process is proposed to be 
the third phase of the MENTOR’s methodology resulting in the encircling of the lexicon settlement and 
reference ontology building phases for a continuous OL (Figure 4.12). This mentioned knowledge 
maintenance is also addressed on the chapter 6. 
4.5 MENTOR Demonstration  
The simple choice of a “bolt” supplier by a mechanical engineer/designer, very often brings 
interoperability problems. Even after the appearance of standards in bolt specifications, suppliers keep 
defining various nomenclatures for their products and its associated knowledge. Thus, the need to 
align such product data sources is a priority to solve in the EI area.   
4.5.1 MENTOR Scenario 
The scenario presented in the following represents a real problem identified in the mechanical area or 
engineering. Two “bolt” suppliers, a retailer and a manufacturer compose it. Both of the enterprises 
have their own ontologies representing their own view of the domain. They intend to collaborate to 





build a common marketplace to sell their products. Such marketplace has to represent both own 
nomenclatures and at the same time to facilitate customers to find their products. As a consequence 
the marketplace should have a KB agreed by both stakeholders. Thus, the enterprises need to build a 
reference ontology to work as a mediator between their interactions and to their customers. To reach 
such objective, MENTOR methodology was followed (Figure 4.13). 
 
Figure 4.13 – MENTOR’s use case scenario 
4.5.2 MENTOR Prototype Architecture and Components 
To put MENTOR into action, a prototype has been developed. Two different parts compose its 
architecture: the MENTOR server and the MENTOR Graphical User Interface (GUI) (Figure 4.14).  
 
Figure 4.14 – MENTOR Prototype Architecture 
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the repositories and the GUI constitute MENTOR server. One of the used libraries is JENA - a Java 
API for OWL providing services for model representation, parsing, database persistence and querying 
ontologies. These libraries are used to implement a set of webservices, which are responsible for 
giving worldwide users the opportunity to use MENTOR services through a JSP based GUI. The 
knowledge repositories have the MO, the Metaproject file and a set of OWL files. The MO is used to 
record semantic mismatches and mappings. The Metaproject contains all the relevant data about 
users, groups, operations, permissions and projects, which establish the relation to the “OWL files” 
that represent the various files, saved in each MENTOR development process i.e. the glossary, 





Figure 4.15 – Default a) Metaproject file; and b) user's instance 
Since prototype developments are not fully integrated yet, MENTOR GUI is composed by three distinct 
components: the MENTOR web client; the Mapping Tool and the Protégé Collab. 
MENTOR Web Client  
MENTOR web client is the GUI used for the MENTOR administration and controls (Figure 4.16 b), 
providing also the necessary interface to all the users accomplishes MENTOR steps 1, 2 and 4. It 
provides a Login page (Figure 4.16 a)) to all users. Through it they can access to their private areas, 
where they have own information about the (ontology development) projects that they are enrolled to. 
There are two different profiles in MENTOR: the regular users and the administrators.  
Administrators are able to create ontology development projects and manage their users and 
permissions. These permissions are recorded on the Metaproject through specific developed 
webservices. Administrators also control the various MENTOR steps, as for instance the final voting of 






Figure 4.16 – MENTOR GUI a) Login Page; and b) Project Manager 
Regular users are the main contributors to the ontology development procedure. They can enter to 
their areas to choose a specific ontology building project that they can participate. Thus appropriate 
interfaces will appear concerning the specific step task to which they have to contribute for. One task 
example is the terms revision task of the MENTOR Glossary Building step. Figure 4.17 illustrates the 
terms revision panel and Figure 4.19 a) presents the sequence diagram of such step interactions 
between users and the system.   
 
Figure 4.17 – Terms Revision panel 
Mapping Tool 
The mapping tool provides a graphical means to define the different kinds of mapping as described in 
2.3.2, while storing them in the MO, thus it is used to accomplish the MENTOR step 6. As mapping 
definition is a complex and time-consuming task, the tool is capable of halting the process at any time 
without losing progress. JGraph has been elected and modified to read the input information model 
files and store morphisms at the MO. It is a widely used open source project for graph visualization 
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and manipulation, similar to Microsoft Visio®, with good documentation and several examples. 
Features include a complete selection of layouts to automatically position the graph, many styles of 
shapes and edges, validation of connections, as well as an undo and redo manager.  
Some adjustments were made to enable the interaction (mapping definition) between two different 
information models’ graphs, and to become integrated the MO and to Language Independent Meta-
Models (LIMM). JENA was used for the integration with the MO and a JAVA binder (JAXB) was 
included to allow the unmarshalling (interpretation) of LIMM files. LIMM serves as an abstract interface 
on top of enterprises’ information models. Through its usage, becomes possible to abstract the 
technology and implementation details associated with the different modelling languages, and thus, 
enlarge the scope of users involved in a traditional mapping definition activity. In comparison to most 
modelling languages, it is intended to enable as little loss of expressiveness as possible, but at the 
same time, be simple and generic to support multiple language mappings. 
 
Figure 4.18 – MDA-based Framework for Interoperability Establishment [289] 
LIMM has been developed in the GRIS-UNINOVA31, and author has been participated mainly in its 
expressiveness testing specially in relation to ontology representation languages as OWL. LIMM is 
better described in Annex 10.1. LIMM is used in this tool to facilitate the mappings establishment 
between ontologies without obligate its organizations to use or translate such ontologies 
representation to a specific language (e.g. OWL). This tool implements the MDA32-based Framework 
for Interoperability Establishment defined by Agostinho et al. in [289], which solves interoperability 
problems associated to model languages transformations. Moreover, it also includes data 
transformations allowing the encapsulation of all the semantic discussions or agreements made 
through MENTOR. Thus, it enriches its Ontologies Mapping step. This MDA-based Framework for 
Interoperability Establishment implementation architecture (Figure 4.18) makes use of MDA’s 
horizontal transformations to support the harmonization of modelling languages, models and data 
                                                
31 GRIS-UNINOVA – Group for Research in Interoperability of System at UNINOVA Research Center 
(www.uninova.pt) 
32 OMG’s Model Drivel Architectures (MDA). www.omg.org/mda/ 
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levels, within a platform independent context [289]. 
The left and right-hand sides of Figure 4.18 represent two different organization’s information systems 
with different internal legacy models, where information is presented following the model- language-
meta-model. The core of the architecture is focused on the middle part of the Figure 4.18, enabling 
two complementary layers, i.e. the modelling language harmonization layer and the inter-enterprise 
harmonization layer. 
The modelling language harmonization layer (boundaries shared with the enterprises), is focused on 
the definition of mapping morphisms at the meta-model level, i.e. the modelling language used in each 
information model. It is therefore the layer realizing the transformation of models from one language to 
the other, which in our case, is used as an intermediate step for interoperability establishment. 
Enterprise system models, standards or even reference ontologies are transformed to their abstract 
interfaces (and vice-versa) using metadata descriptions (the LIMM) similar to the suggested in 
ISO/IEC 11179 Metadata Registries [290].  
The inter-enterprise harmonization layer (centre), works sequentially after the first and is responsible 
for the model and semantics harmonization, defining mapping morphisms among the different abstract 
model interfaces. The process includes storing this knowledge in a MO (as presented at sub-chapter 
2.3.2) replicated by the involved organizations, which serving as a standard during the mapping 
establishment will support the package for sustaining systems interoperability. The mapping tool GUI 
is mainly associated to this since it facilitates the interaction with the users for the mappings 
establishment. Note that “semantic mismatches” block presented on this area, represents the Glossary 
Building step output. It provides previous mismatches information related to semantic agreements 
established in previous MENTOR discussions, thus it could help users on the mappings establishment 
process.  
Collaborative Protégé Panel 
Collaborative Protégé as already described in the section 2.2.3, it is a Protégé plug-in able to perform 
track changes to ontology changes, which facilitates a distributed and collaborative manage of 
ontologies. It accomplishes other functionalities as chat, comments on ontology changes, voting, etc. 
The main feature of Collaborative Protégé is the ability to create notes attached to different things. 
This is the same idea as if someone would read an article and would add marginal notes on the paper. 
In the same way, the notes mechanism of Collaborative Protégé allows a user to create his own 
remarks (annotations) about a certain part of the ontology. This feature can also be used to discuss 
the ontology with other users either in stand-alone or multi-user mode [120]. This plug-in received 
some adaptations to have its comments and notes nomenclatures aligned to the various MENTOR 
task steps. 
4.5.3 MENTOR’s Application Demonstration  
The demonstration presents the execution of the methodology showing how the information is 
processed on each step of the presented mechanical scenario.  
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During the whole execution of the methodology the admin has the control of the project. He decides 
when to move on to the next steps and keeps track of everything that is happening (as shown in the 
sequence diagrams - Figure 4.19). In this demonstration it is assumed that users Henry and George 
are the Retailer and the Manufacturer of Bolts of the scenario. 
When all users are already connected to the project and ready to start contribution with their terms the 
project leader activates the first step. The generic representation of how the Terminology Gathering 
step is performed can be seen on Figure 4.19 a). The number of users or the amount of their 
contribution is not a relevant point for the system administration. Even with just one user it would be 









Figure 4.19 – Sequence Diagrams: a) Terms Revision Step; and b) Glossary Building Step 
In this step there is no need of any specific QICM approach since there is no interaction between the 
project participants. All users revise their terms and definitions for themselves and when they finish 
they send a confirmation to the admin that proceeds to the next step when every member had finished 
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the revision. 
Each user introduce in the system the terms and definitions they use. Table 4.1 and Table 4.2 present 
an excerpt of the retailer and the manufacturer terms and definitions.  
Ontology Term Definition 
Retailer 
Bolt 
Headed fasteners having external threads that meet an exacting, 
uniform bolt threads specification (such as M, MJ, UN, UNR and 
UNJ) such that they can accept a no tapered nut. 
Nominal 
Diameter 
The diameter of an imaginary cylindrical surface tangent to the 
crests of an external and (or) to the roots of an internal thread. 
Maximum 
Diameter 
The maximum value acceptable for the diameter obtained from a 
predefined allowed upper deviation of the nominal diameter.  
Minimum 
Diameter 
The minimum value acceptable for the diameter obtained from a 
predefined allowed lower deviation of the nominal diameter 
Table 4.1 – Retailer Ontology Terms and Definitions 
 
Ontology Term Definition 
Manufacturer 
Bolt 
Term used for a threaded fastener, with a head, designed to 
be used in conjunction with a nut. 
Nominal 
Diameter 
Diameter of an imaginary cylinder parallel with the crests of the 
thread; in other words it is the distance from crest to crest for 
an external thread, or root to root for an internal thread. 
Tolerance 
Allowable deviation from a nominal or specified dimension, 
determining maximum and minimum material condition. 
Table 4.2 – Manufacturer Ontology Terms and Definitions 
When a user finishes revising its terms and corresponding definitions, an OWL file is stored in the 
server side for keeping the information for further steps.  
Then when administrator confirms that everyone finished revising terms, he can set the status of the 
Terminology Gathering to Finished. It is now time to proceed to the next step, the Glossary Building. 
But before passing to the next step it is needed to merge all OWL files created on the previous step 
into a single OWL file, relating each term to its creator. In this single created OWL file are stated the 
collisions that exist between terms of different users. For example terms with the same name or terms 
where the definition is equal. On the presented case the terms Bolt and Nominal diameter from Henry 
collides with the terms Bolt and Nominal diameter from George, respectively. Figure 4.20 shows the 
OWL file created in the end of Terminology Gathering step and for each term it is saved the 
information of: Name, Description, Creation Date, Author, and Collisions. On the field hasCollisions it 
can be seen a collision between Henry’s term Bolt and George’s term Bolt. 
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Figure 4.20 – OWL file generated in the end of Terminology Gathering 
The Glossary Building step starts after the administrator sets the status to Started. Then, the 
interactions between users starts supported by the system like presented in the Figure 4.19 b) 
sequence diagram. Such process has a round robin of ideas and a voting mechanism reaching in this 
case, the agreed glossary as presented in Table 4.3. 
 
Ontology Term Definition 
Reference 
Bolt 
Headed fasteners having external threads that meet an 
exacting, uniform bolt thread specification (e.g. M, MJ, UN, 
UNR, UNJ) such that they can accept a no tapered nut. 
Nominal 
Diameter 
In a hexagonal bolt’s head, is the dimension of the nominal 
diameter tangent to the flats (also expressed as the dimension 
across flats which correspond to the size of wrench to use). 
The diameter of an imaginary cylindrical surface tangent to the 
crests of an external and (or) to the roots of an internal thread. 
Upper 
Tolerance 




Minimum value of allowable deviation from a nominal or 
specified dimension. 
Table 4.3 – Reference Ontology Terms and Definitions 
After having the glossary, it was defined the thesaurus. In such process it was identified the need of 
having the concept “Tolerance” from manufacturer to the thesaurus with the objective to be used as 
parent of the concepts “Upper Tolerance” and “Lower Tolerance”. In this case, the thesaurus structure 
is equal to the reference ontology taxonomy (Figure 4.21 c)). The reference ontology accomplished 
with the insertion of instance properties, to “Bolt” class. This establishes a relation of this class to the 
“Nominal Diameter”; “Tolerance”; “Upper Tolerance” and “Lower Tolerance” concepts characteristics. 
Note that during the harmonization phase it was identified that the “Maximum and Minimum Diameter” 
concepts from retailer ontology are obtained based on the following two equations that use the “Upper 
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and Lower Tolerance” propreties. 
upper tolerance + nominal diameter = maximum diameter 
lower tolerance + nominal diameter = maximum diameter 
Also it was identified the fact that the reference ontology distinguishes between “Upper and Lower 
Tolerances” while the manufacturer ontology does not. Upon obtaining the reference ontology the next 
step is to establish mapping tables between the proprietary ontologies and the reference ontology. 
The proprietary and the reference ontologies used to the mappings establishment of this scenario are 
represented in Figure 4.21 a); b) and c).  







Figure 4.21 - Used Ontologies 
Through the mapping tool presented it was established the mappings between the retailer and 
reference, and between the manufacturer and reference ontologies respectively, as shown in Table 
4.4 and Table 4.5. 
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Conceptual  Conceptual  Conceptual  Conceptual  Conceptual 
Match
Class 
Less General  Less General  Equal  More General  More General 
Exp ba⊆   ba⊆   ba =   ba ⊇   ba ⊇  
Table 4.5 – Manufacturer - Reference Mappings 
However, having such mappings defined, it is very important to verify if the reference ontology indeed 
represents the knowledge gathered from the enterprises, and if any information model compliant with 
the reference ontology knowledge, is able to exchange data between the participants enterprises, 
without any loss of information independently to the direction that the data is transmitted to. 
Thus, to accomplish such needs, author defined a framework for semantic checking of information 
systems, which is described in sub-chapter 8.1.1. The next examples feature the case of conceptual 
validation of multiple ontologies, namely between the retailer and reference ontologies and between 
the manufacturer and reference ontologies and vice-versa. The validation process followed a 
reasoning approach to check if the concepts are well represented in ontologies and aligned to all the 
participants’ knowledge.   
To accomplish that, the process starts by pairing the retailer and reference ontologies in the same KB. 
Then instances representing some of the concepts were created in the “Thing” class. These instances 
were created there to ensure that by reasoning the system puts them in their corresponding classes.  
Consequently, as observed in Figure 4.22 a), two different types of “Bolt” instances (i.e. “b” and “b1”) 
were created using properties of retailer and reference ontologies respectively. However, after running 
the reasoner, it was observed that both instances were indeed placed in the “Bolt” class of the retailer 
and reference ontologies (i.e. “Bolt” and “Bolt1”) (Figure 4.22 b)). Therefore it can be concluded that 
the ontologies remained consistent and a bolt represented in the retailer ontology is semantic 





a) Before Reasoning b) After Reasoning 
Figure 4.22 - Reasoning Example (Retailer and Reference Ontologies) 
The next example is shown in Figure 4.23 denotes the manufacturer and reference ontologies. The 
principle of this example is the same as in the one before, meaning that two different types of “Bolt” 
instances were created within the “Thing” class (Figure 4.23 a)) and then the reasoning process was 
executed to verify if the instances were placed in their proper classes (Figure 4.23 b)). 
 
 
a) Before Reasoning b) After Reasoning 
Figure 4.23 - Reasoning Example (Manufacturer and Reference Ontologies) 
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Contrarily to the previous example, in this case, it is possible to observe some loss of information. 
Although both instances (“b” and “b2”) are represented within the reference ontology, the same cannot 
be said, regarding the manufacturer’s ontology, where only “b2” can be represented there. This is 
because of the way “Tolerance” definitions are represented by each of the ontologies. While the 
reference ontology distinguishes between “Upper and Lower Tolerances”, the manufacturers only 
define a single tolerance, assuming an equal value for “Upper” and “Lower”. This means that if 
different values for the “Upper and Lower Tolerances” are defined in the reference ontology then a 
conflict is created. Since the manufacturers’ ontology does not have such distinction, therefore will not 
know which value is the correct one, leading to possible inconsistencies in the KR. This loss of 
information is easily reflected in the mappings defined in the direction from the reference to the 
manufacturer, that are the same as the ones in Table 4.5 with the addition of the ones shown in Table 
4.6. 
ID Reference3.1_1  Manufacturer3.2_2 
MElems = (a,b) 
a Reference.Tolerance.Lower_Tolerance  Reference.Tolerance.Upper_Tolerance 
b Manufacturer.Tolerance  Manufacturer.Tolerance 
KMType Conceptual  Conceptual 
MatchClass Abstraction  Abstraction 
Exp a = b  a = b 
Table 4.6 – Reference - Manufacturer Conceptual Mappings 
It is also worthy of remark that to aid in the reasoning process some rules were defined in SWRL. 
These rules serve the purpose of aiding the inference engine by providing it with additional facts and 
logical consequences that are based on the mappings defined earlier. Table 4.7 and Table 4.8 
illustrate the rules defined in the first example and second examples, respectively and their purpose. 
Rule Purpose 
Min_Diameter(?minD), Lower_Tolerance(?lt), 
Nom_Diameter(?n), Thing(?b), hasMin_Diameter(?b, 
?minD), hasNom_Diameter(?b, ?n) -> 
hasLower_Tolerance(?b, ?lt) 
If a bolt instance is defined as having a minimum 
diameter and a nominal diameter then it can be 
concluded that it also has a lower tolerance. 
Max_Diameter(?maxD), Nom_Diameter(?n), 
Upper_Tolerance(?ut), Thing(?b), 
hasMax_Diameter(?b, ?maxD), hasNom_Diameter(?b, 
?n) -> hasUpper_Tolerance(?b, ?ut) 
If a bolt instance is defined as having a maximum 
diameter and a nominal diameter then it can be 
concluded that it also has an upper tolerance. 
Max_Diameter(?maxD), Nom_Diameter(?n), 
Upper_Tolerance(?ut), Thing(?b), 
If a bolt instance is defined as having a nominal 
diameter and an upper tolerance then it can be 
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hasNom_Diameter(?b, ?n), hasUpper_Tolerance(?b, 
?ut) -> hasMax_Diameter(?b, ?maxD) 
concluded that it also has a maximum diameter. 
Min_Diameter(?minD), Lower_Tolerance(?lt), 
Nom_Diameter(?n), Thing(?b), 
hasLower_Tolerance(?b, ?lt), hasNom_Diameter(?b, 
?n) -> hasMin_Diameter(?b, ?minD) 
If a bolt instance is defined as having a nominal 
diameter and a lower tolerance then it can be 
concluded that it also has a minimum diameter. 
Table 4.7 – SWRL rules defined in the retailer - reference example 
The rules in the Table 4.7 explore the diameter and tolerance proprieties of the ontologies and proved 
to be invaluable to validate the semantic consistency of the ontologies. It is quite simple to conceive 
that bolts can have slight deviations regarding their diameters, so by defining a nominal diameter and 
upper and lower tolerances it is easy to conclude that the bolt has maximum and minimum diameters. 
The contrary is also true, if a nominal diameter for a bolt is defined as a certain value and the end 
product records a slight deviation either by excess or default then it is easy to conclude that the bolt 
has upper and lower tolerances. 
Rule Purpose 
Tolerance2(?t2), Lower_Tolerance(?lt), Thing(?b), 
hasTolerance2(?b, ?t2) -> hasLower_Tolerance(?b, 
?lt) 
If a bolt instance is defined has having a tolerance 
then it can be concluded that it also has a lower 
tolerance. 
Tolerance2(?t2), Upper_Tolerance(?ut), Thing(?b), 
hasTolerance2(?b, ?t2) -> hasUpper_Tolerance(?b, 
?ut) 
If a bolt instance is defined has having a tolerance 
then it can be concluded that it also has an upper 
tolerance. 
Table 4.8 – SWRL rules defined in the manufacturer - reference example 
These rules, in the Table 4.8 exploit the tolerance definitions of the manufacturer and reference 
ontologies. In this case it is assumed that if a “Bolt” is defined has having a “Tolerance” it can be 
concluded that it has both the same “Upper and Lower Tolerances”. However, unlike the previous 
conclusions, the contrary is not true, since the bolt can have different “Upper and Lower Tolerances” it 
is not possible to conclude that it has a single “Tolerance”. As a consequence this can lead to 
inconsistencies as it was explained before. 
To sum up this scenario, Table 4.9 illustrates the information exchange between ontologies and 
whether this exchange resulted in a loss of information. There is a loss of information only in one case, 
from the reference to the manufacturer ontology. This means that the conceptual checking has failed 
in this case, since not all the knowledge represented in the reference ontology can be reproduced in 
the manufacturer ontology. As previously explained, this has to do with the tolerance definitions 
adopted by both entities. This loss was recorded from the reference to the manufacturer, what is to be 
expected when the mappings in this direction had a match class of Abstraction, which is a lossy 
semantic mismatch. On the other hand, no loss of information was recorded in the opposite direction, 
i.e. from the manufacturer to the reference. This is due to the fact that the tolerance concept of the 
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manufacturer ontology is more general than the upper and lower tolerance concepts of the reference 
ontology, thus the information can be ‘split’ evenly between the reference concepts. For example if the 
tolerance is defined as being 0,5 centimetres then the reference assumes the same value for both the 
upper and lower tolerances. 
Ontologies Information Exchange 
(From – To) 
Information Loss 
Retailer – Reference No 
Reference – Retailer No 
Manufacturer - Reference No 
Reference - Manufacturer Yes 
Table 4.9 – Identification of conceptual losses in information 
Regarding the retailer and reference ontologies, no information losses were recorded in both 
directions since the concepts defined in each one are quite similar to one another. 
MENTOR Results Application using a MDA-based architecture for transformation of models 
The main idea of applying MENTOR to an organisation is to establish a semantic alignment between 
its actors or participants. Thus, as described in the scenario presentation, after have followed all the 
MENTOR methodology steps is time to apply its result to the exchange of information. In the scenario, 
both retailer and manufacturer used to represent their products and services in XML accordingly to the 
structure presented in their ontologies. Therefore, the MENTOR application testing is through a 
message exchange in a request for a product as depicted in Figure 4.25. 

















KMType Instantiable Data  Instantiable Data  Instantiable Data 
MatchClass Granularity  Equal  Granularity 
Exp “a = b + Nominal Diameter”  “a = b”  “a = Nominal Diameter- b” 
Table 4.10 – Retailer - Reference Instantiable Data Mappings 
There is still the need of establishing the mappings about the instance data of such information 
models. As in the previous examples, mappings were then also defined between concepts as being of 
the instantiable data types of such information models, in both directions, i.e., from the reference to 
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the retailer and manufacturer and from the retailer and manufacturer to the reference. The mappings 
defined are illustrated in Table 4.10 and Table 4.11, respectively. 





























Granularity  Equal 
Exp ba =   ba =   ba =  
Table 4.11 – Manufacturer - Reference Instantiable Data Mappings 
Both tables reflect the mappings in the direction from the retailer and manufacturer to the reference 
ontology. On the opposite direction mappings from the retailer to the reference remain in this specific 
case, the same as the ones in the reference to retailer (Table 4.10). On the other hand the mappings 
from the manufacturer to the reference are slightly different as shown in Table 4.12. 








b Manufacturer.Bolt2.hasTolerance2  Manufacturer.Bolt2.hasTolerance2 






Exp ba =   ba =  
Table 4.12 – Reference - Manufacturer Instantiable Data Mappings 
After the successful mapping definition using the mapping tool presented before it is possible that the 
enterprise A LIMM instances can then be transformed to an enterprise B LIMM using the combination 
of the ATL rules specified for each mapping. The transformation is possible due to the mapping tool 
architecture, which implements the presented MDA-based Framework for Interoperability 
Establishment (Figure 4.18). It implements the transformation morphisms relying on a four level 
architecture that structures the relationships between meta-meta-models, meta-models, information 
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models and data. The left-hand side of the Figure 4.18 represents the enterprise A model, using its 
own information modelling language, whereas the right-hand side represents the enterprise B internal 
model. Using a common meta-meta-model, such as the OMG MOF33 it is possible to define the 
mappings among the meta-models at the level 2 of the MDA, which are the specifications of the 
modelling languages.  With this, the transformation from any model to the desired format B at the 
Level 1 can be realized.  
Given the context of MDA and MOF based meta-models transformation languages, the Atlas 
Transformation Language (ATL) is currently the largest user-base and has the most extensive 
available information such as reference guides, tutorials, programmers’ forum, etc. It is the most used 
language to implement MDA based tools [291], having a specific Development Toolkit plug-in 
available in open source from the GMT Eclipse Modelling Project (EMP)34.  Since the ATL can be 
applied to OMG meta-models [292][293], automatic model transformations at the information model 
level are attained if the mapping of level 2 (language level) is written in ATL [294]. 
Consequently, using the proposed architecture, the language mapping procedure is a manual 
process, but the language transformations are always automatic and repeatable. Considering that the 
number of languages used for information modelling is not so high, it is an acceptable cost since each 
mapping is done only once for each language, independently of the number of times it is executed. 
 
Figure 4.24 - ATL execution steps  
The ATL transformation execution steps are represented in Figure 4.24. Its input models can be 
represented in OWL or XML, as in the case of the exchange message scenario presented in Figure 
4.25. The steps represent the following actions: 
                                                








































instance of instance of




















































• Step 1 (XML injection) - The use of XML to be processed for the transformation tool needs to 
be represented in XMI. It can be natively injected by using a specific ATL (available in the 
used implementation framework); 
• Step 2 (OWL meta-model injection) – the XML representation of the model introduced has 
to be injected to the OWL meta-model conforming model. This step use specific ATL defined a 
priori for transformations XML to OWL; 
• Step 3 (OWL to LIMM (LIMM model injection)) - OWL to LIMM injection uses the same 
procedure described in step 2. However now it uses ATL rules for OWL to LIMM 
transformations; 
• Step 4 (mapping through mapping tool) – In this step, is when the mappings are made 
through the mapping tool. Such tool records the mappings accordingly to the mentioned tuple 
in MO, but it also askes user for specific ATL code to execute the mappings chosen. In this 
case the code is for LIMM to LIMM transformations. Note that actually the tool is not able to 
automatically produce the ATL accordingly to the mappings defined by the user. But it is 
desired that in the future the tool could make that automatically. 
• Step 5 (deserialise LIMM (XMI) to XML (XMI)) – the deserialise of LIMM to the B XML 
version, uses specific ATL defined a priori to such transformation type.  
• Step 6 (deserialise XML) –This step is similar to the previous but this one uses a specific 
implementation framework solution able to transform models from XMI to XML serialised 
format.  
The number of steps might cause the impression of great complexity. However, that is not the case 
and those have only been here included to guide readers in their implementations.  
Finally, if you have a MO completely defined, which includes the ATL transformation code for each of 
its represented mappings, it can be used by a rule executor system. This system is then capable of 
executing model transformations accordingly to the mappings specified, becoming a Communication 
Mediator (CM). CM has a MO and in additional uses its information to mediate messages 
communications, executing model transformations when translations are needed. Figure 4.24 
presents the core elements execution of a CM. In its centre, the mapping tool functionality 
complements CM, with the needed mapping information (including specific ATL execution code). 
The scenario defined for MENTOR testing purposes was also able to test these complements. It 
shows how the information flows between a client, the CM and the enterprises (retailer and 
manufacturer). In this example, a client, through its system, orders a bolt product with particular 
specifications. As seen in the client message (Figure 4.25), the client specified a bolt with a nominal 
diameter of 10 and upper and lower tolerances of 0.2 and 0.1, respectively. A message containing 
these specifications is then sent from the client system to the CM in the reference ontology format. 
The CM then translates the message from the reference format, to both the retailer and manufacturers 
before relaying it to them. Converting from the reference to the retailer format is fairly straightforward. 
Based on the previously presented mappings, the CM only has to sum the “Nominal Diameter” and the 
“Upper Tolerance” to obtain the “Maximum Diameter”, subtract the “Lower Tolerance” to the “Nominal 
Diameter” to obtain the “Minimum Diameter” and the “Nominal Diameter” is the same for both. 
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However the case isn’t so simple when translating from the reference to the manufacturer format. 
While the “Nominal Diameter” remains the same for both formats, the manufacturer, as explained in 
the previous section, doesn’t distinguish between “Upper and Lower Tolerances”, thus the CM has to 
assume one of its values, either “Upper or Lower Tolerance” (it’s up to the system developer to choose 
which one or to reject such transformation with losses). 
Based on the previous considerations the messages are translated to their target enterprises specific 
formats, having a specific structure (syntax) and semantics. 
 
Figure 4.25 – Exchange Message Scenario 
4.6 Conclusions 
The proposed MENTOR methodology enhances inter and intra-organizational knowledge sharing, 
allowing its actors keeping their own ontologies or KR by producing a reference ontology in the 
domain. MENTOR brings together the building and reengineering of ontologies related to mapping 
competences.  
MENTOR accomplishes traceability characteristics in its ontology maintenance approach mainly due 
to the specificity of the way that information of semantic changes is recorded in its MO. This 
information can be used to track any changes as going back to consistent previous ontology versions. 
As consequency of this capability, MENTOR enables dynamic and flexible seamless joining of 
enterprises to develop business in a network of partner organizations. 
MENTOR was validated on this document through a case study related to the choice of a bolt in the 
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mechanical area. However, in the past it was tested by the funStep initiative under the INNOVAFUN 
project (www.funstep.org) in their furniture reference ontology building, and presently has been tested 
under ALTER-NATIVA35 project to support in an architecture development with the main goal to define 
curricular guidelines with technological support for higher education in the areas of language, 
mathematics and science, to support people in context of diversity. 
These entire studies helped author to identify that tacit knowledge acquisition process isn’t easy and 
clear. Sometimes discussions were too long, compromising the effectiveness of MENTOR. Thus, 
author developed and proposes for specific cases to use MENTOR as the collaborative ontology 
building methodology enriched with QICM to effectively improve the approach to elicit knowledge from 
business domain experts. Nevertheless, MENTOR is versatile; it is prepared for different situations as 
building an ontology from scratch; or working as a set of guidelines.  
MENTOR was also prototyped as an element of an ISU to support on the setting up, establishing and 
facilitating the knowledge sharing among various enterprises and organizations [283]. 
                                                
35 ALTER-NATIVA European Commission funded Research Project (DCI-ALA/19.09.01/10/21526/245-
575/ALFA III(2010)88) – “Referentes Curriculares con incorporación tecnológica par alas faculdades de 





5 Knowledge Architecture for Multicultural Manufacturing 
Systems 
The exchange of information and documents between partners often cannot be executed 
automatically or in electronic format as desirable, thus causing inefficiencies and cost increase [295]. 
This is primarily due to incompatibility problems among the several information representation 
structures used by the different software applications along supply chains and business networks 
[296]. 
With this diffuse range of systems, industry has had its development of trading partnerships restrained, 
e.g., inhibiting the shared fabrication of products, software solutions. These barriers are real factors 
that prevent innovation and development. Therefore, standardization rapidly became an evident 
priority, and several dedicated reference models covering many industrial areas and related 
application activities, from design phase to production and commercialization, have been developed 
enabling industrial sectors to exchange information based on common models [297]. 
Together with standards development, interoperability solutions have enabled a smooth progress of 
manufacturing systems to a next phase, where flexibility, intelligence and reconfiguration should be 
reached. The ‘intelligence’ concept becomes more relevant because of the need to maintain effective 
and efficient manufacturing operations with minimum downtime under conditions of uncertainty [298]. 
Intelligent is taken to mean advanced and efficient manufacturing technologies, management and 
procedures [299]. Therefore, one way to reach such Intelligence is exploring the use of formal 
ontologies as a way of specifying content-specific agreements for the sharing and reuse of knowledge 
among software entities [30]. 
Today, the simple use of standards as AP236 (Application Protocol 236)[300], commonly known as 
the Standard for the Exchange of Product model data (STEP) for Furniture catalog and interior design, 
or any other STEP Application Protocol, does not solve all the EI problems. Indeed, typically each 
stakeholder has his own nomenclature and associated meaning for his business products. Therefore, 
all business partners still may not understand the information exchanged, in spite of sharing the same 
structure.  
Having great influence in the supply chain, namely in sectors characterized by large enterprises (which 
is not the case of furniture), manufacturers could force their own terminology. However that would 
cause chaos for their partners as they would have to deal with as many terminologies as the 
manufacturers they work with. Besides, this would reduce the advantages of using standards [296]. 
Also, more and more the global market is costumer driven, which means that retailers and 
marketplaces tend to adopt a terminology that costumers are familiar with, and in turn use it down the 
supply chain to satisfy customization requests. 
Therefore, also the manufacturing organizations must be worried with their integration with the rest of 
the supply chain, and the manufacturing processes are dependent on the costumer procurement. 
This interoperability need is related to the semantics of the contents exchanged, and the author, under 
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his participation to the funStep initiative, proposed the semantic enrichment of the furniture product 
data as a solution. The main objective is to organize the knowledge associated to the furniture 
products in order to enable a full understandable business messages and catalogue exchange.  
This chapter takes the furniture industry example to propose a knowledge architecture for semantic 
enrichment of standard-based electronic catalogue data. It is built upon different KREs, namely a 
dictionary, a thesaurus, a reference ontology in the furniture domain and the AP236 standard itself. 
Together, these KREs establish the syntax and the lexicon to be used in the furniture domain. Each 
concept has its own definition translated to different languages, and some of the concepts are 
classified as the reference ones to be used by the community in their information exchange. Specific 
links between all the KREs enable the establishment of ontology mapping solutions, so that 
enterprises can keep internally their own terminologies and classification systems, and still be 
interoperable with their business partners. 
5.1 Funstep Knowledge Organisation 
Data can exist in multiple ways, independently of being usable or not. In the raw format, it does not 
have meaning in and of itself. However, information is data that has been given meaning by way of 
relational connection to a context [301]. Still, in information, this "meaning" can be useful for some, but 
not necessarily to all. As Bellinger et al. in [48] define, information embodies the understanding of a 
relationship of some sort, possibly cause and effect. Thus, people might "memorize" information (as 
less-aspiring test-bound students often do), but still be unable to understand it because it requires a 
true cognitive and analytical ability, i.e. knowledge. In other side, as already described, Nonaka et al. 
in [276] defines two kinds of knowledge: 1) Tacit knowledge; and 2) Explicit knowledge. It is around 
these knowledge types that knowledge is handled by the funStep knowledge organisation.  
 
Figure 5.1 -  funStep knowledge organisation 
funStep Interest Group is a group focused in helping furniture business stakeholders in solving 

























funStep endeavours to gather the tacit knowledge that furniture domain stakeholders hold into 
machine interpretable KBs. Closing this gap, funStep will obtain the (explicit) knowledge which should 
be stored in a structured organized way, where syntax and lexical semantics are integrated [302]. For 
reaching that objective, author proposed to integrate the funStep standard (AP236) with the reference 
funStep Lexicon, which embodies the reference concepts and semantics, and with a funStep ontology, 
which embraces product classification to its related properties. This leads to the funStep knowledge 
organisation (Figure 5.1). Therefore, the integrated knowledge is composed by four KREs (Figure 5.2): 
the funStep Ontology; the funStep Thesaurus; the funStep Dictionary, and the funStep AP236 ISO 
Standard. 
 
Figure 5.2 -  funStep KREs domains intersection 
For a good explicit KR, it is needed to have significant input from the tacit source (i.e., domain 
experts). Thus, such characteristic requires a knowledge architecture enabling the management of the 
evolution between the KREs. The evolution of the first three KREs leads to the funStep Lexicon 
establishment, which is an abstract KRE in the sense that it is composed by thesaurus contents, i.e. 
concepts and definitions. On the other hand, the funStep explicit knowledge KRE is another abstract 
KRE since it is composed by the addition of the funStep Lexicon with the ontology and the standard 
itself. In conclusion the funStep explicit knowledge represents all the furniture machine interpretable 
knowledge where the funStep dictionary and the thesaurus are supporting KREs to the funStep 
Lexicon establishment and maintenance. 
Each one of these KREs has a particular scope, role and different objectives in the overall funStep 
knowledge architecture, where their focus domains intersect each other partially. The funStep 
thesaurus domain is totally included in the funStep ontology, while the other KREs have particular 
information that is not totally shared. 
5.1.1 The IPB Use Case 
There is main five stakeholders in the furniture supply chain, which are: suppliers, manufacturers, 
retailers, e-marketplaces and interior designer/architects, whose characteristics and relationships lead 
to different communications implementation requirements. According to Sendall et al. in [303] the 
analysis of a use case is one way to verify the system’s functional requirements. Thus, it was 
considered an International Product Business (IPB) use case, aiming to represent situations, which 











In IPB, the globalisation phenomena and the international product business situation drove the author 
to the “leather couch” scenario analysis. This scenario is related to a “leather couch” request for 
quotation where a customer chooses, in a furniture catalogue, a foreign product ( Figure 5.3).  
The customer starts by asking the retailer for a “leather couch”. The retailer shows the customer a set 
of catalogues with various types of “sofas”. The customer looks at the catalogue and chooses the 
model “XPTO”. However, in the catalogue it is not described if such model is available in “leather”. 
Thus, the retailer has to ask manufacturer of the chosen model if it can be made in “leather”. Since the 
model’s manufacturer is in French, the request has to be translated. The retailer sends a fax with a 
request for quotation of a “XPTO en cuir” (translation of “in leather” to French). The retailer asks the 
customer for his contacts (e.g. email; phone; etc.) in order to be in touch. 
 
 Figure 5.3 – Furniture case study scenario  
The manufacturer does not have “leather” in stock, consequently he has to contact his supplier. Since 
his “leather” supplier is Spanish, he translated the request to “cuero” (translation of “leather” to 
Spanish). The supplier answered his request. Nevertheless, the manufacturer did not believe in the 
answer because the product description said “piel” (Spanish synonym word for “cuero”) instead of 
“cuero”. When the Spanish supplier received the reply asking for confirmation, he laughs because of 
the supposed misunderstanding that the French thought was happening. In order to avoid further 
interaction problems, the Spanish answered again using the “right” word – “cuero”. Once the 
manufacturer received the quotation, he replied with the quotation for producing a “leather XPTO” 
sofa. After four days the customer received the answer. 
The funStep initiative under the SMART-fm36 project already defined a standard, namely AP236, for 
the exchange of data that could be used in this use case scenario communications [300]. 
Nevertheless despite the information exchange with AP236, semantic interoperability has to be 
                                                
36 SMART-fm. EC project Nº. IST-2001-52224. A standards-compliant framework to support complete 
integrated product life-cycle information management and electronic commerce for the furniture manufacturing 
(fm) industry, in the advent of the smart enterprises.  
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improved. From a first analysis to the presented use case scenario, it was emphasized the following 
set of statements that describe the necessity of having a structured furniture knowledge organization: 
1) The retailer knows that “couch” is equivalent to “sofa”, and the catalogues containing 
these products mostly designate them as “sofas”. Thus, the reference word is “sofa” 
instead of “couch”. 
2) The retailer only shows to the customer the catalogues that have sofa models. This 
implies a catalogue selection based in a classification item – “sofas”.  
3) Once the customer wants the model “XPTO” in “leather”, the retailer had to translate this 
request to the language of the chosen model’s manufacturer.  
4) In the interaction between the manufacturer and the supplier, it was identified the need of 
having defined reference terms and concepts for each translated language. 
5) Since the retailer is English and the manufacturer is French, the quotation was converted 
to the right currency. 
For each of the statements described it was defined a set of requirements that was taken in 
consideration in the process of reaching the desirable semantic interoperability in the furniture 
business interactions. Such requirements were: 
1) To have a domain dictionary for getting help on choosing synonyms; 
2) Establishment of a set of reference terms in the domain to be used in the business 
communications; 
3) Define an ontology for products classification in order to enable knowledge reasoning; 
4) To have a multilinguism dictionary to be used in translations; 
5) Define for each language a set of reference domain terms for business interactions; 
6) A way to enable data transformations, as for instance in currency conversions; 
As conclusion of this scenario analysis, it was defined the need of having a multicultural knowledge-
based architecture aligned to the funStep knowledge organization and able to match these 
requirements in the AP236 semantic enrichment process, which will facilitate the full information 
interoperability establishment in the furniture business. In addition, it was verified that from a business 
point of view, enterprise’s competitiveness is to a large extent determined by its ability to seamlessly 
interoperate in a collaboratively way with others. 
5.2 The Funstep Multicultural Knowledge Architecture 
Semantics is the study of language units meaning and their combinations [304]. Therefore, semantic 
enrichment is the act or process of adding specific meaning elements to some KR structure in a 
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domain, to help on the information clarification [305]. The funStep standard semantic enrichment is 
characterized as being performed at two basic levels [306] [287]: 1) Terminological annotation, by 
using the terms identified in the Lexicon (Thesaurus); 2) Semantic annotation, by using concepts and 
expressions drawn from the Ontology. 
Both levels are conducted through a multicultural knowledge architecture based on the KREs 
identified: the funStep dictionary, thesaurus, ontology and standard data. Matching the requirements 
identified in the use case presented, the author’s proposal for the multicultural funStep architecture 
(Figure 5.4) is built up on web services technology enabling interoperable open services over the 
Internet between the funStep knowledge client systems and the funStep knowledge server [1]. Three 
parts compose this architecture: 1) natural language dictionary server; 2) funStep knowledge server 
and 3) funStep knowledge clients. 
 
Figure 5.4 – funStep Multicultural Knowledge Architecture 
5.2.1 The funStep knowledge server  
The “funStep knowledge server” is composed by the four funStep KREs described in section 3, whose 
relationships enable the semantic enrichment of the standards data.  
The AP236 standard data has links to the ontology for products classification, and to thesaurus 
concepts for external annotation to its data representation elements. This is made as explained before 
for the External Classification example (presented at sub-chapter 5.3). Thesaurus concepts and 
dictionaries terms (from domain and natural language dictionaries) are used in the knowledge server 
data representation and multilinguism translations. Some of the terms and meanings in the domain 
dictionary are related to thesaurus elements, which facilitate the retrieval of the related reference 
concepts, e.g. the “couch” concept was replaced by the reference concept “sofa”.   
The ontology is closely related to the thesaurus, sharing a very similar structure. This enables the 
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between them. Therefore, the funStep Ontology could be easily translated taking as source the 
thesaurus for the target language. 
The funStep Dictionary 
The funStep dictionary supports a multilingual collection of terms, thus enabling an enriched 
coordination between international partners.  Also, the terms are associated to a description, 
synonyms, other related terms, and optionally multimedia items, such as images, sounds or videos.  
Continuing with the “leather couch” scenario, Figure 2.5 represents a view of the dictionary with the 
meaning of the term “Sofa”; its picture; its related words – in this case it is “couch”; and some 
translations (e.g. “canapé” in French; “Sofá” in Spanish and Portuguese). 
The funStep Ontology 
The funStep ontology main objective is to represent all the knowledge associated to furniture products, 
enabling semi-automatic classification. The funStep ontology started to be developed by the funStep 
initiative during the COFURN37 European Project, based on search criteria and codes which were 
used than for furniture products classification in electronic commerce. Afterwards, during the SMART-
fm project, it was upgraded through a harmonization process from existing taxonomies of different 
fields such as e-marketplaces and e-commerce websites [286]. 
 
Figure 5.5 – Subset of the funStep Ontology taxonomy 
Figure 5.5 depicts a subset of the funStep ontology taxonomy emphasizing the furniture product 
characteristics mentioned in the “leather couch” scenario – classification as “leather sofa”. 
The funStep Thesaurus 
The basic lexicon establishment is reached by the development of a thesaurus on the domain – the 
funStep Thesaurus. This is composed by a set of domain reference terms and concepts, clustered on 
the basis of their similarity, organized by means of semantic relationships (e.g., equivalence, 
subsumption, generalization, disjunction), thus enabling a better retrieval process of semantically 
related terms [101]. A thesaurus can serve as a controlled vocabulary where terms are constrained to 
                                                
37 COFURN. EC project Nº. IST-2000-25183. CO-operation for consensus, standardisation and interoperability 
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its domain-specific meanings, avoiding the problem of ambiguity [307]. The funStep thesaurus 
envisages a multi-national scope of vocabulary, where terms with the same meaning coexist in 
multiple languages. Multilingual thesauri can be used to translate queries, by expanding the query to 
one or more target languages [308]. Still in the “leather couch” use case scenario, the multilingual 
thesaurus addresses the definition of the related words “Leather”, “Cuir”, and “Cuero”. 
The construction of a multilingual thesaurus typically begins with the analysis of business messages, 
costumer search requests, common domain documents and other knowledge sources [309]. 
Therefore, the thesaurus can be seen as a collection of parts of the dictionary, ontology and the 
standard itself (Figure 5.2).  
Again, following the “leather couch” scenario, a subset of the multilingual thesaurus, can be as follows, 
where the last three concepts are linked each other since they represent the same meaning exactly in 
English, French and Spanish (Figure 5.6): 
• Sofa: A sofa is a long upholstered seat typically with a back and arms for the comfortable 
seating of more than one person. 
• Leather: A material made from animal skins treated by a special process. 
• Cuir: Matériaux fait à partir de peaux animales traitées par un processus spécial. 
• Cuero: Un material hecho a partir de pieles de animales tratados con un proceso 
especial. 
 
Figure 5.6 – funStep Thesaurus instances 
The funStep AP236 Standard 
To allow enterprise applications to interoperate seamlessly in information exchange, there is a need 
for a unified and standardized representation of product data [296][310], i.e., the funStep ISO AP236 
standard [300]. AP236 defines the reference open structure for catalogue and product data 
representation under industrial domains of the furniture sector, helping on the information 
interoperability at a syntactical level. The External Classification; and Multilinguism modules of funstep 










5.2.2 The funStep knowledge clients 
The “funStep knowledge clients” are interfacing the engine with the funStep knowledge users, which 
can be administrators, customers, or stakeholders. 
The role of funStep system administrators is mainly related to systems evolution and maintenance, i.e. 
KREs.  
Traditionally, in the furniture sector, customer interfaces are mainly focused on simple product search.  
This architecture intends to go further ahead, enabling software developers with skills to develop 
enhanced intelligent products search engines based on knowledge reasoning. 
The stakeholders’ interfaces are focused in providing the appropriate features to enable furniture 
stakeholders access to funStep knowledge in order to use it as reference and to contribute to their 
evolution.  
5.2.3 Natural Language Dictionary (NLD) server  
The NLD server complements the domain dictionary in the translation procedure of natural language 
information used within the AP236 standard data. For instance, the request for quotation sentence 
sent in the use case scenario was translated from “XPTO in leather” to the French “XPTO en cuir”. 
Despite the “leather” word has been translated by the domain dictionary, the “in” word was translated 
through a NLD. 
5.2.4 Interoperability 
The interoperability between the knowledge server and the knowledge clients (Figure 5.4), and 
between the knowledge server and natural language dictionary server is established and controlled by 
two sets of services, i.e., 1) knowledge services and 2) natural language dictionary services. These 
two sets provide the required services available through the Internet, that allows a global access and 
control of the knowledge functionalities of the funStep platform throughout its knowledge server, 
connecting the supporting functionalities of the natural language dictionary and, on the other side, the 
funStep knowledge clients themselves. 
5.3 Semantic Enrichment for Intelligent Product Catalogues 
The ISO 10303-236, i.e. AP236 or funStep standard, defines a formalized structure for catalogue and 
product data under the industrial domain of furniture sector. The standard is originally divided in six 
different implementation sets: catalogue, geometry, rules and expressions, room decoration, 
catalogue plus geometry plus expressions, and the whole standard [300].  
The AP236 standard helps on the information interoperability at a syntactical level. In each 
implementation set there are several resources that establish the way how the information 
components must be represented. From all of the standard resources, three are of relevance for the 





Each company has its own product nomenclature and structure. This is easily verified not only in the 
way catalogues are arranged, but also in the different designations companies use for the same 
concept. This way, normally legacy product taxonomies and classification systems, i.e. thesaurus or 
ontologies in the funStep knowledge case, are shared with other enterprises when doing business, in 
order to create a common understanding.  
 
Figure 5.7 – AP236 Internal Classification Example 
AP236 provides a mechanism to establish a direct link between the context and the classes of 
products present in the catalogue. The classification entities of the standard allow making one or more 
associations between classes of meaning and concepts, which may be helpful if one wants to make a 
taxonomy apart from its own just meant for the end user. With internal classification, the taxonomies 
are embedded in the product data file being exchanged among organizations. 
Continuing with the “leather couch” scenario, if the user decides to go forward with the purchase of the 
“XPTO couch” in “leather”, the manufacturer will have to produce it, and eventually will send the 
product details to the retailer, so that he can sell it in the future. At that time, the manufacturer can 
send the retailer its own taxonomy with the classified product. Figure 5.7 illustrates how that 
information would look in AP236 and how it matches the taxonomy terms (normally would be French 
due to the manufacturer nationality, but presented in English for easy-reading purposes).  
<ap236:Classification_system id="cs_0001">
<id>FrenchManufacturer</id>
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The AP236 data model enables to specify a structure of classes, attributes and their relationships 
using the “class_with_attributes”, “class_attribute”, and “classification_hierarchy” entities.  As 
illustrated in the figure, those classes also enable to establish a direct relationship with the product in 
the catalogue, i.e. “product_specification”, using the entity “classification_association”.  
External Classification 
For an improved business, networks of organizations may define, or use shared reference ontologies 
or thesaurus, instead of legacy taxonomies. In this case, when exchanging product information, they 
should classify their products using that reference nomenclature. AP236 provides a mechanism for 
that, i.e. the external classification.  
 
Figure 5.8 – AP236 External Classification Example 
External classification enables a direct link between the context and the classes of products. 
Nevertheless, in this case, the mentioned link uses meanings that are expressed in libraries physically 
described in remote locations. Figure 5.8 illustrates how external classification works. The 
manufacturer links with the funStep reference ontology, instead of sending its own, using the AP236 
entities: “external_class” and “external_class_library”, to identity the externally defined concepts, and 
“classification_assignment” to establish the link with the product in the catalogue. 
To illustrate how external classification works, Figure 5.8 uses the same example of internal 
classification, however in this case the link will be established with the funStep reference ontology. 
Here, the AP236 entities used are: “external_class” and “external_class_library”, to identity the 










































the catalogue.  
Multilinguism Issues 
For a better internationalization of the market, companies must be able to send their products and 
associated information in several languages, especially in the language the receiver company speaks. 
The multilinguism resource of AP236 addresses such need, so that any organization could receive 
data in their native language independently of where it was introduced or manufactured. In the “leather 
couch” scenario, multiliguism can be used at the time of catalogue publication or update (i.e., at 
manufacturer–retailer communication). 
Multilinguism allows the translation of the attributes of AP236 entities in any number of languages. In 
Figure 5.9, it is possible to notice that the AP236 entity “language” is used to indicate the reference 
language. The entity “language_indication” points to the attribute that one wants to translate, and the 
“attribute_translation_assignment” specifies the translation itself. In this case, it is the value of the 
attribute “name” that is being translated from the French “cuir” to the English “leather”. 
 
Figure 5.9 – AP236 Multilinguism Example 
CADEF Application 
However, there is already a tool (CADEF - CAtalog DEFinition) which is able to make semantic 
annotations. CADEF, as a configuration tool, allows the definition and management of all the possible 
specifications grouped by categories. Base in these categories and due the configuration process, the 
CADEF user could define the different variant a product could have. He is able to classify the products 
following the funStep ontology properties and as a result it is generated a catalogue in AP236 

















































Figure 5.10 – AP236 Multilinguism Example 
5.4 Management of funStep Knowledge Framework 
It is the funStep managers’ committee that maintains the KR elements. Having multilingual dictionary, 
thesaurus and ontology, there is a need to have such a domain expert managing each of the 
languages and KRE’s used, that analyses the specific issues related to knowledge domain 
representation. 
Following the “leather couch” scenario, there was a necessity of having the term “leather” translated in 
three languages: in English, French and Spanish. Since the word leather is a reference concept in the 
furniture domain there is needed to have it linked with all of reference terms in each of the languages 
(Figure 5.6). In this way the systems will be able to translate the reference terms to other reference 
terms avoiding misunderstanding in the meaning of such words. To have the reference concepts 
mapped with others in other languages, it is used prototype thesaurus a mapping tool for thesaurus 
concepts mapping establishment (Figure 5.11). The managers committee makes the action of 
establishing such mappings.  
 
Figure 5.11 – Thesaurus Mapping Tool 
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This thesaurus mapping tool is organized in four areas (Figure 5.11) where in the area a) the user can 
select terms to map from the opened thesaurus and in the section b) appears the selected terms 
annotation. If the user identifies semantic similarities, then it can establish the mapping through the 
available functionalities in area c). In the area d) it is facilitated the access to the furniture funStep 
dictionary for human check and validation. 
To relate all the KRE concepts it is used MO following the tuple-based mappings as defined at sub-
chapter 2.3.2. It is foreseen by the author, the integration of this thesaurus mapping tool functionalities 
with the mapping tool presented at sub-chapter 4.5.2 and accomplish it with MENTOR for ontology 
evolution. The objective is to have at the end a MENTOR tool prepared for the multilinguism and able 
to make semantic enrichment of product standards (complaint with the funStep knowledge 
architecture). 
5.5 Conclusions 
The proposed funStep knowledge architecture provides enterprise and manufacturing systems a 
semantically seamless communication with other stakeholders up and down the supply chain.  
The development of common international standards and methods helps to master the global value 
chain. However, alone, product data standards do not solve today the EI problems. Indeed, typically 
each stakeholder has its own nomenclature and associated meaning for its business products. 
Therefore, organizations from similar business environments are having trouble cooperating.  
The furniture sector is no exception, and being a manufacturing sector based mostly on small and 
medium enterprises is having the problem proliferated by millions of organizations. For instance, a 
group of enterprises that share product data information in their business activities need to have a 
common semantics to understand each other. Otherwise their systems might understand the data 
structure but not their meaning.  
The author, under the funStep initiative which is continuing the activities begun by the IMS SMART-fm 
project, proposed the semantic enrichment of standardized product data as a solution for making 
interoperable intelligent manufacturing systems a reality. He endeavours to gather the tacit knowledge 
that furniture domain stakeholder’s hold into machine interpretable KBs which should be stored in a 
structured organized way, where syntax and lexical semantics are integrated (explicit knowledge).  
This allows enterprises to keep their internal terminologies and classification systems, and still remain 
interoperable with their business partners, through the usage of knowledge mapping procedures. The 
funStep knowledge architecture uses different KREs as catalysts to enable such semantic 
interoperability. Together, the domain dictionary, the thesaurus, the reference ontology and the AP236 
standard itself act as explicit knowledge repository and reference lexicon for the application domain.  
To complement, the domain dictionary in the translation procedure, a natural language dictionary is 
used. And since knowledge is not constant, the architecture also considers its maintenance by a group 
of administrators, as well as the interaction with the users, e.g., customers, and stakeholders.  
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6 oLEARCH – Ontologies LEArn by seaRCHing 
Due to the worldwide diversity of communities, a high number of ontologies representing the same 
segment of reality that are not semantically coincident have appeared. To solve this problem, a 
possible solution is to use a reference ontology to be the intermediary in the communications between 
the community enterprises and to outside. Since semantic mappings between enterprise‘s ontologies 
are established, this solution allows each of the enterprises to keep internally its own ontology and 
semantics unchanged. However information systems are not static, thus established mappings 
become obsoletes with time. This chapter presents a suitable method that combines semantic 
mappings with user‘s feedback, providing an automatic learning to ontologies enabling auto-
adaptability and dynamism to the semantics of the information systems. 
The feedback given by the users are used to get some patterns, which through appropriate analysis 
and machine learning algorithms also in association to statistics enable ontologies to learn, readjust or 
updated their concepts and consequently to be improved. 
As mentioned by Brewster in [312], the evaluation of the output of OL systems remains a major 
challenge. The usual approaches to ontology evaluation have largely been based on quality control of 
the ontology building process (OL) and ensuring the ontology abides by certain principles [313][314]. 
But, on this case it is intended to provide another kind of OL, which intends to learn from its users to 
constantly improve the semantics interoperability between its representations systems maintaining its 
knowledge updated. Knowledge maintenance is then a facilitator to the dynamic information systems 
interoperability and consequently is the main actor to the OL process. 
Author found appropriated to define “oLEARCH - Ontologies LEArn by seaRCHing”, as a new concept 
related to ontologies able to change/adapt their knowledge (to learn) through their users’ patterns of 
searching/reasoning. The concept was inspired from the concept LEARCH defined by Ratliff et al. in 
[315] that means “LEArning to seaRCH” and was defined to represent algorithms for imitation learning 
in robotics with the main purpose to search something.  
oLEARCH is a products search engine application available to users by Internet. This system learns 
from user’s searched products concepts improving the KB. This KB is consisted by at least two 
ontologies, the MO and the reference ontology. 
The oLEARCH function uses an algorithm supported in an instance-based learning approach based 
on user interactions. In instance-based learning, training examples are stored verbatim, and a 
distance function is used to determine which member of the training set is closest to an unknown test 
instance [197]. In oLEARCH, such distance function is represented by the semantic distance, which is 
the inverse of the semantic relatedness between the users introduced concepts and the products 
classified in the reference ontology. Thus, oLEARCH provides to the users a set of products that are 
close to their introduced concepts in terms of semantic relatedness. Then, users are able to select the 
most appropriated product from this set of possible choices. These last users’ selections are also 
used, as a last feedback, to increase the semantic relatedness weight of the selected products 
associated concepts. 
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6.1 oLEARCH Implementation Architecture 
The oLearch implementation architecture (Figure 6.1) is composed by a reference ontology, a MO and 
two GUIs: the Web and the Administrator GUI, supported by a set of webservices. 
 
Figure 6.1 – oLearch Architecture 
6.1.1 oLEARCH Web GUI 
The oLEARCH Web GUI (Figure 6.11) is a search engine application built in JSP technology that uses 
two specific web services able to learn from web users. It is similar to Google38. The main difference is 
that oLEARCH uses ontologies as KB, and it learns new concepts relating them to previous existent 
ones. The Web GUI is the main oLEARCH application output; its main function is to search for 
products. When the “SEARCH” button is pressed oLEARCH will compare the entered concepts with 
the KB. If there is any product related to such concepts, they appear on the screen as Google does. If 
not a message saying that nothing was found appears. Consequently, when a result product is 
selected its related concept weight or importance is increased automatically; also as Google does with 
web pages links. Next time such selected products if searched will appear on the top of the results. 
6.1.2 Reference Ontology 
Ontologies represent knowledge through the use of elements with its properties, rules, facts and 
relations. OLEARCH needs at least one ontology to represent the knowledge of a domain, with 
instance products classified on it. 
                                                
38 Google Search (or Google Web Search) is a web search engine owned by Google Inc. Google Search is the 
most-used search engine on the World Wide Web, receiving several hundred million queries each day through its 
various services [316]. 
141 
  
Figure 6.2: Reference Ontology classes and instances. 
Figure 6.2 shows an example of a bolt product existent in the reference ontology. This example 
represents a “Metric bolts”, which for at the time it had a weight of one. All the concepts used in this 
ontology have a respective weight to measure its importance, representing its appearance frequency 
in users searching processes. This weight is applied into the reference ontology’s classes and 
instances in rdfs comment property, to avoid adaptations inconsistencies. Reference ontology after a 
first search will have its own weights represented in the MO.  
6.1.3 Mediator Ontology 
In oLEARCH it is used to record mappings between “new concepts” and/or between existing reference 
ontology concepts and obviously to manage their weights. Such mentioned mappings are of the 
conceptual type. 
When a user searches for more than one concept, oLEARCH assumes that they are somehow 
connected and so it creates relations between them and records it in the MO. Figure 6.3 contains an 
example of how a relation is stored into MO. In this case is a relation between a “bolt” and a “parafuso” 
concept. Looking carefully to the example it is possible to see that such conceptual mapping has 
already a weight of four. This means that such concepts were searched together already four times, or 
after introduced together once the concept that is not present at a reference ontology was already 
searched three times. MO also records elements that were searched alones. Figure 6.3 shows a case 
of this type. 
6.1.4 Admin GUI 
The oLEARCH Administrator GUI (Figure 6.16), is the administrator tool where it is possible to set 
some parameters such as the number of results to be displayed on the regular oLEARCH GUI, set the 
minimum value for a searching concept to be considered as a possible “new product” or as a possible 
“new concept” and also to increase manually a concept weight. This tool has a display to show this 
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possible new products and concepts. This application also provides the possibility to search for an 
element, by pressing “Search” button. 
 
Figure 6.3: Mediator Instance representing a relation between ‘bolt’ and ‘parafuso’. 
There is other administrator functionality related to the button called “Prepare RefOntology” which 
prepares the reference ontology to be used in oLEARCH. Basically, it adds a property called “weight”, 
with value equal to one, to all classes and instances of the ontology. This weight is added in the 
comment property as shown in Figure 6.2. Also, in the mediator ontology it will create two new 
Information Models related to the chosen reference ontology data (PatternsInfoModel and refOntology 
shown in Figure 6.4), to prepare MO to receive information about searched terms, 
6.1.5 OLearch Web Services and Functions 
There are two oLEARCH services, one to get products and another one to update a product weight. 
These services are available to final users through web services and locally to the administrator. 
Get products service 
This service is activated when a user searches for a single or multiple concepts. This service is 
represented by two main functions, one to take care of the searching concepts and another to filter 
and return the related products found. The way a concept is handled depends on if it is a class, 
instance or a property, in the KB. 
Increase weight service 
After the searched products are returned to the user, he might select the desired one. This selection 
activates the second service which is used to increment the product weight that he had chosen. It 
searches for the concept in the reference ontology and increases its weight. With this action, the 
selected product importance will grow which makes it appear first in future searches. This option can 
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also be manually used in the oLEARCH administrator tool for testing purposes.  
 
Figure 6.4: Information Models in Mediator. 
There are two specific admin functions, which from specific search patterns define the existence of 
possible “new products” or “new concepts”. 
New products 
Possible new products are the concepts searched by users which don’t exist in the reference ontology 
and which were not related to existing concepts. This will search in MEDIATOR for concepts that don’t 
exist in the reference ontology and that were searched more than the minimum settled in the 
Administrator GUI. 
If this value is defined for two, this means that when a word is searched more than two times without 
semantic relation to an existing one, it is probably a new product. 
New concepts 
New concepts are the concepts searched by users, which have a semantic equivalent concept in the 
reference ontology, but are not the same. Using Figure 6.10 example, “Couch” has a relation with 
“Sofas”, if it is more used than “sofas”, “couch” will become a new concept for sofas. OLEARCH 
implement this by getting all existing relations where one of the concepts doesn’t exist in the reference 
ontology. 
If administrator defines one as a threshold for this functionality, it means that for a concept be 
considered as a new concept, it just needs to be searched more than one time, or have its weight 
bigger by one, in the relation to the related concept of the reference ontology. 
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6.2 oLEARCH use cases 
6.2.1 oLEARCH use from technical perspective 
The first thing oLEARCH does with the searching concepts is to check if semantic relations are 
registered between them in the MO. If yes oLEARCH increases its weight. If no relation exists 
between these concepts, then oLEARCH creates them. These relations between two model elements 
are created as morphism of conceptual type. Then, if there are relations to reference ontology 
concepts the service has to select its products returning them to the user ordered by relevance 
(products with higher weights will come first). It’s in this step where the referred global lists are used, 
starting to remove all child classes existing in the class list to avoid having duplicate results. For each 
concept (node) a label is created with ID, name, type (Classe, Instance or MO element) and URI. Also, 
graphs are created, with origin, destiny, weight and if it is or not an instance (product) properties. 
There are three kinds of global lists, one with reference instances, another one with reference classes 
and a last one with MO model elements. The logic here is if it’s an instance (product) then it will be 
connected from “_inic” (origin) to “_out” (destiny). If it’s a class, then the algorithm will search for its 
child classes and instances creating all the possible connections. Regarding MO elements, these will 
be separated as if they are related to a reference class or instance and then handled accordingly. Only 
instances are connected to the destiny “_out”. The Figure 6.5 presents a possible graph with some 
mentioned connections. 
 
Figure 6.5: Graph representation 
Note that properties are not represented because, as mentioned before, oLEARCH returns their 
classes instead. It is also possible to see that only instances can be connected to element “_out”. This 
is because oLEARCH will only return instances (products). 
The returned results are presented by its weight order, using Dijkstra algorithm for this decision. 
Usually Dijkstra is used in graphs to find the closest way. What oLEARCH does is to invert weights in 
order to have the biggest one with lower value. This will make the higher weights will come first than 
lower ones. This weight’s transformation in distance basically consists in inverting all existing weights 

















































































































































































































































newWeight   = maxWeight + 1 − oldWeight 
Figure 6.6 demonstrates the resulting scenario after this weight transformation be applied to the 
scenario shown in Figure 6.5. 
 
Figure 6.6: Graph representation after weight transformation 
It is now possible to apply Dijkstra algorithm to the existing graph. It will be applied as many times as 
the value of number of results is defined in the administrator GUI, returning a different product each 
time. 
Next figures represent a practical example of the explained theory used in oLEARCH. Figure 6.7 
presents parts of the connections established when it is searched for “Chairs” in the initial oLEARCH 
state.  
 
Figure 6.7: Graph created when user searched for “Chairs”. 



























































































































































































































































































































































































































































































Figure 6.8: Graph created when user searched for “Couch”. 
Finally, after the user searches for “Couch + Sofas” it is created a relation between such concepts. 
Figure 6.9 scenario represents a “Couch + Chairs” search. It is possible not only to see the new 
relations that are created but also the respective weights increasing. 
 
Figure 6.9: Graph created when user searched for “Couch + Chairs”. 



















































































































































































































































































































































































































































































Figure 6.10: Graph after weight transformation. 
After transformation Dijkstra algorithm is applied, returning all the products, till maximum products 
settings, starting first from the one with lower weight. From the example of Figure 6.10 the first 
products returning are the chairs because they all have weight sum, from “_inic” till “_out”, equal to 5 
(less than Sofas which have weight sum equal to 7). 
After this process, if the user selects one of the searched results then oLEARCH will communicate 
back to the reference ontology the user choice in order to increment such selected product concept 
weight. 
 






















































































































































































































































6.2.2 oLEARCH use from users perspective 
OLEARCH use demonstration starts by searching the concept “Chairs”. This search returns all the 
Chairs existing in the Ontology (Figure 6.11).  
Then, if the search concepts are “Chairs+Mats” which returns all Chairs and Mats in the Ontology, as 
presented in Figure 6.12. The reason why chairs are displayed before the mats it is due to last search, 
which had increase “Chairs” weight. In the Mediator, we have now a new relation between “Chairs” 
and “Mats”.  
 
Figure 6.12: Search results for keywords “Chairs+Mats”. 
Repeating the search using the concept “Chairs”, the result is the expected one that oLEARCH 
returned in Figure 6.13, not only chairs but also mats.  
This result is due to the relation that was created in the mediator, by the previous search, where 
“Chairs” was connected to “Mats”. In this scenario if “Mats” gains importance (weight) till it’s higher 




Figure 6.13: Search results for keyword “Chairs”. 
Figure 6.14 and Figure 6.15 show two extra tests. The first one is that searching, for example, “Mats” 
and/or for “Chair-Pad” several times will increase its weight. This weight increase will cause a change 
position when displaying the results. So searching again for “Chairs” the result will have a chair-pad 
product before some chairs.  
 
Figure 6.14: Search results for keyword “Chair-Pad” after searched several times. 
Clicking on the product “Junior-chair” will lead to the second extra test, which shows that searching 
again for the same keyword, the product “Junior-chair” is shown in a high position than it was before. 
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This is presented in Figure 6.15. 
 
Figure 6.15: Search result for keyword “Junior-chair” after selected from the last search result. 
This happens because of the searching frequency. It could be also explained as the following. Imagine 
that the weight of product A is three, weight of product B is two and weight of product C is one. They 
are all related to each other. Searching for A, the result will be A then B then C. After this search, 
product A has weight equal to four. If product C is searched two times, its weight will be equal to three. 
Now, when searching again for product A, the result will be A (with weight equal to five), C (with weight 
equal to three) and B (with weight equal to two). 
6.2.3 New concepts Functionality 
Considering that a client not familiar with the web service starts browsing the furniture domain 
database, using terms not existent in reference ontology. Those terms may be considered either a 
mismatch or a different jargon that such client habitually uses. The track of such behaviour may induce 
the system to react ignoring repeatedly the entry or wisely understand that the term is new for the 
reference ontology, consequently it could be the new term to be used in the future. This case 
represents time and money saved since it avoids domain engineers meet constantly with knowledge 
engineers to discuss enterprise’s knowledge update as for new terms inclusion in the reference 
ontology. With this procedure, errors will be also reduced since the system could dynamically learn 
that a new term introduced by users could initially be considered similar/equal in semantics to an 
existent one as demonstrated before. 
The used reference ontology has some sofas, although if a search concept is “Couch”, oLEARCH 
won’t return any product. Searching for “Couch+Sofas” it will return all the sofas. Then if other users 
search for “couch” more than for “sofas” will result in a “couch” weight higher than “sofas” weight. 
Thus, if the “new concepts” threshold is set to five, “couch” will be considered a new concept if it has a 
positive difference to “sofas” related weight of at least 6. 
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Figure 6.16: oLEARCH Administration Application result for “New Concepts” button. 
6.2.4 New products functionality 
Finally, another scenario is when the searching concept for an inexistent product, moreover with 
combined specifications or others details. It is expected that the system intelligently react and suggest 
MENTOR managers that some kind of new product has been requested (and design teams should be 
aware). In this case, the added value is more related to the time saved, because if there is any new 
product on the market, enterprises aim to react promptly. This system is able to warn design teams for 
a possible new product appetence, anticipating precious market information to the company.  
For this test scenario, ‘New Products’ weight is set to 10, as shown in last picture. This means that if a 
concept is searched more than ten times and it doesn’t exist on the ontology it is probably a new 
product. If it is simply searched for it ten times and it will return it as a possible new product. Thus if an 
administrator click on the “New Products” button after the mentioned steps, will appear “Couch as a 
possible “New Product” (Figure 6.17). 
6.3 oLEARCH use in a business network supported by multi-agent 
systems 
When working in collaboration environments enterprises need to communicate and understand each 
other's information automatically. However, sometimes it is not possible due to some interoperability 
issues. After investing in interoperable solutions, organisations can no longer support or accept these 
issues, because this means a loss in time and money, and sometimes maybe products and items. It is, 
therefore, important to maintain a sustainable interoperability of enterprise systems, whether they are 
communicating via P2P exchanges, standard based or even using reference ontologies. For this 
reason, it was implemented a framework based on CAS (Complex Adaptive System) namely the CAS-
SIF (CAS-based sustainable interoperability framework) proposed by Jardim-Goncalves et al. in [317], 
which in this case are focused on the validation section that is liable for monitoring and proposing a 
(re) integration of organisations. In this line, Wooldridge in [318] says that decentralised multi-agents 
are considered to be an added value in the monitoring services implementation, assuring 
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organisations' independence. Following this observation, this work uses MAS. 
 
Figure 6.17: oLEARCH Administration Application result for “New Products” button. 
6.3.1 Multi-Agent Systems (MAS) 
There are several definitions to describe an agent but most supported terms are described in 
Wooldridge and Jennings ([319]) where they identify agent’s properties: Autonomy - agents make 
decisions without human intervention; Social ability - agents interact with other agents via an agent 
communication language; Reactivity - agents react to changes in their environment; Pro-Activeness - 
agents have their own goals and besides reacting, they are capable of initiative. 
Taking in consideration these descriptions, in particular the features of social and reactivity, it is 
common that the agent is capable of interacting with other agents, humans, or with the surrounding 
environment. This brings something new to the software technologies, i.e., communication and 
teamwork between software, in this case, between agents, and this is called Multi-Agent System [320]. 
The great advantage on using MAS for the implementation of CAS-SIF is that they are capable of 
cooperation, collaboration, negotiation, etc., and they understand each other via an agent 
communication language based on speech act [320], thus avoiding agent’s interoperability issues. 
Therefore, due to these features, MAS is being used in different areas, from industrial applications, to 
telecommunication and multi-robotic systems.  
6.3.2 MIRAI Framework  
The role of MIRAI (Monitoring morphIsms to suppoRt sustAinable Interoperability of enterprise 
systems) framework is to monitor all the mappings that exist among the several models used by 
business partners in the same collaborative network (Figure 6.18), controlling the changes, warning 
and proposing new mappings, thus preventing interoperability problems that could cause a 
destabilization of the network harmony. Enterprises’ privacy is assured since each one has its own 
MIRAI associated to an internal CM that tracks the morphisms it maintains with is direct partners.  
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Interoperability is often guaranteed by setting P2P mapping morphisms with different partners, or in 
optimized networks using neutral data standards to regulate communications (section 2.1). MIRAI was 
initially proposed by Ferreira et al. in [321] with the objective of monitoring the existing mappings and 
model versioning’s stored in each enterprise’s CM and timely detect the changes in the morphisms, 
proposing to the user a possible solution and preventing significant transient periods where 
interoperability in the network is not assured. The detection is carried as soon as CM changes, 
triggering an agent to search model differences.  
 
Figure 6.18: Business Network 
Indeed, when a versioning on one of the models is detected, MIRAI triggers a warning and 
automatically proposes new mapping morphisms to the user realising the integration intelligence layer 
of CAS-SIF. This new suggestion is based on the 5-tuple mapping expression explained before. 
Within this framework, a new mapping is created to respond to the evolution of an organisation’s IS 
(storyline: A→B exists; A→A’ evolution; A’→B mappings proposal). However, not always the first 
mapping proposal is the one the user prefers, thus the need for the system to learn from experience is 
required, adjusting more and more to the user’s preferences.  
The extended MIRAI architecture is represented in Fig. 4 already including a learning module to 
respond to the above. It is divided in five blocks:  
1. Intelligent Supervisor to detect the harmonization breaks by performing a scan in the 
organization’s CM in search for new morphisms or morphisms evolutions. This agents’ block 
checks if the changes occurred have an impact in the system's interoperability status, and if it 
does, it proposes a possible solution;  
2. External Communicator which is responsible for the communication between different MIRAI's 
of a collaborative network;  
3. Administrator GUI is the interface between the MIRAI and the human user. In the future, it will 
be further developed into enclosing the decision support services envisaged in CAS-SIF;  
4. Life Cycle Monitor which is a maintenance block to check if any agents died, and is 
responsible to resurrect them if required:  
5. And finally the oLEARCH block which encloses the ontology learning algorithm previously 
described and is able to do make prognosis. The User’s GUI is also a part of this block since 






6. Following this idea, an extension of the MIRAI architecture capabilities to a dynamic level is 
obtained with the implementation of the oLEARCH. This brings to MIRAI, knowledge from the 
users feedback that will be used for ontology learning. This learning will help in the prognosis 
proposals for interoperability re-establishment, which will make the proposals more accurate 
and the human intervention less used.  
Because of the new architecture characteristics and the features of MAS, MIRAI’s adoption of ontology 
learning is called on this case multi-agent learning. The learning agents cooperate to share the 
learning lessons, so they are able to locate and translate disparately referenced concepts and improve 
from others [169]. Decentralised multi-agents are considered to be an added value in the monitoring 
services, thus it was decided that MIRAI would be composed with a seven agents MAS divided by the 
five blocks, six of those agents belong to the original MIRAI [321]: Agent Monitor Mediator and Agent 
Momo belong to the Intelligent Supervisor; Agent User to the Administrator GUI; Agents Persistor and 
Agent Persistor Police to the Life Cycle Monitor; and finally the Agent Communicator the External 
Communicator. To the extended MIRAI was added a new agent (i.e. Agent Pattern Learning) that 
does the monitoring of new semantic patterns created with the introduction of new concepts using the 
services of the oLEARCH. 
 
Figure 6.19: Architecture. 
The oLEARCH technology complements that and creates an understanding environment between the 






















update reference ontology, since enterprises concepts are changing fast in today's competitive 
market. The possibility of the system to learn from the user interactions and understand each other 
without the constant assistance of the decision maker brings a new breather to the interoperability 
environment.  
When organisations have to be on the market, they have to be ready to satisfy the demands of the 
customers, satisfy their needs and know what they want, this brings some interoperability issues. In 
this case a semantic issue, related with the nomenclature and conceptual definition of the chosen 
products. Occasionally, the customers and the suppliers have their own nomenclatures and their 
systems should be prepared to align product data and knowledge. To do this, systems must have a 
dynamic evolution to increase the interoperability level over time, and do an upgrade and enrichment 
of the reference ontology. 
 
Figure 6.20: Scenario 1: concept not in the reference ontology 
The case study here presented, describes a simplified collaborative network between three 
enterprises that sell bolts. In Figure 6.20, there is a scenario where a client wants to buy a "screw" 
from enterprise A, however that concept doesn't exist in the reference ontology. The system doesn’t 
ignore the concept, it records it in the CM as a new searching concept. For each search with this 
concept its relevance increases.  If the system never relates it to other concepts in the reference 
ontology, and if users still trying to search it, in such a way that it reaches a predefined threshold for 
this cases, such concept become considered by MIRAI as a “new possible product” on the domain. 
Thus, MIRAI communicates it to the other network enterprises in order them could readjust their own 
marketing offers. 
 
Figure 6.21: Scenario 2: creation of concepts relations 
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Another scenario is presented in Figure 6.21 where a new customer asks for a “Screw + M6”. In B, the 
screw is still an unmapped term, but the M6 is familiar type of bolts, so a list of M6 will appear. At this 
point oLEARCH will associate that a bolt is a screw and will create a relation between them. MIRAI 
identifies the new morphism connecting bolt with screw, and sends it to the network, to be informed 
about this morphism.  
The last scenario presented in Figure 6.22 illustrates a typical MIRAI sustainability case where the 
administrator changes the definition of the bolt. He says that a bolt always need to come associated 
with a nut, and inserts a new definition. So, the MIRAI Intelligent Supervisor block will find this new 
evolution and proposes a readjustment of the previous mapping (screw = bolt). This is done by 
creating a new mapping between the new definition of bolt and the screw, with a description saying 
that a bolt is a specific screw (bolt ⊆ screw). Then it communicates with the other enterprises warning 
them about this new mapping. 
 
Figure 6.22: Scenario 3: new definition 
These three scenarios show the advantages and extra functionalities that the oLEARCH brings to the 
MIRAI Framework. With the learning ontology implemented (oLEARCH) it is possible to avoid some 
human intervention in the decision of the mappings, gaining time and money. However, decision 
makers can still intervene and cause harmonization breaking that needs to be solved with MIRAI.  
6.4 Dynamic knowledge Maintenance Plug-in to MENTOR 
With oLEARCH the author accomplishes a component with functionalities to manage the dynamic 
inclusion or exclusion concepts able to enable or assist in the update of a KB.  Thus, in the following it 
is presented an overview of the MENTOR tool architecture accomplished with a dynamic knowledge 
maintenance plug-in: the oLearch. The proposed architecture (not yet developed) is composed by 
three main components (Figure 6.23): 1) information models able to represent knowledge; 2) java 
libraries acting as ontology handlers, machine learning functions, and web services; and 3) user 
interfaces able to provide MENTOR and its maintenance plug-in functions. The Protégé tools support 
all of these components namely: Jena API; Protégé serve and its MetaProject Ontology plus the 
Collaborative Protégé plugin. 
With this architecture users through the MENTOR part, are able to create knowledge-based projects 
or connect to existing ones, and run the entire six MENTOR’s collaborative ontology building steps to 
the definition of glossary; thesaurus and reference ontology respectively of a specific domain. Other 
operations have been also developed to provide management operations to the process. The 
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Metaproject is a frame-based ontology that comes with Protégé. Its key role is to represent the 
information about hosted knowledge projects with their users and access permissions [24]. The 
original Metaproject was accomplished with specific MENTOR requirements to keep track of the 
MENTOR steps and their status, like for instance, to know the name of users that finished the 
operations of a current step. 
 
Figure 6.23 – MENTOR with oLEARCH as a plug-in to the Dynamic Knowledge Maintenance 
oLEARCH as said before is responsible to provide knowledge maintenance abilities to the proposed 
architecture. It uses a machine learning technique, which main purpose is to find and describe 
structural patterns in data [197]. This could be made in support of a product search tool as presented 
in the use cases presented before. When users search a specific product they introduce concepts that 
will provide an increase of the lexicon associated to that specific product. Such process is reached 
through searching, using introduced concepts over the reference ontology to find the desired products 
classified on that ontology. The machine learning process starts by clustering the introduced concepts 
with the reference ones (from reference ontology) and, how much times a concept is used, more it 
gains importance (weight) on decision for the output results. The output is ruled by an instance-based 
learning approach, which distance is inversely related to the “weight” that the concepts have. This 
means that the result product is found through a distance function that determines which product is 
closest in (semantics) relation to the concepts introduced.  
After several utilizations patterns are obtained. One example is related to the proposition of new 
concepts to a specific object. Thus, with proper patterns knowledge can be adapted or maintained to 






























between oLEARCH and MENTOR. 
As a final remark, Web Services are useful in this architecture as they are responsible for giving 
worldwide users the opportunity to use these services, facilitating them the building of their own user 
interfaces to use MENTOR and oLEARCH functionalities.  
This solution proposes a knowledge maintenance stage to MENTOR to improve the management of 
the knowledge along product life cycle in order to be adapted accordingly to the knowledge evolution 
of the system. Knowledge maintenance is ruled by the analysis of the users’ interactions feedback, 
which works as the main trigger to the learning process on which such knowledge-based system is 
based on. 
6.5 Conclusions 
OLEARCH tool makes use of ontologies with some statistics associated to its concept and operational 
research methods. OLEARCH also establishes mapping between reference ontology and Mediator 
ontology concepts. This facilitates to acquire knowledge from users in the sense that their introduced 
concepts received a statistic number related to its use frequency.  
A mapping between a “reference” concept and a “new” concept introduced by a user could be used to 
propose new reference concepts and products. This represents a knowledge evolution step, where 
ontology mapping confirmed to be a suitable solution for ontology enhancement. Thus, it could support 
the implementation of the knowledge maintenance stage to MENTOR. The presented methodology 
might be applied in any enterprise no matter its domain, as oLEARCH and MENTOR is able to interact 
between MEDIATOR and any reference ontology.  
Since enterprises environments and company’s alliances are changing fast in today’s competitive 
market. The knowledge maintenance enabled by oLEARCH assumes a key role to dynamically update 
reference ontology, and consequently to information systems semantics adaptability.  
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7 Customisable e-Training 
Nowadays with the globalisation phenomenon, companies are pushed to improve its strategies 
towards deconstruction and a focus on core competencies, giving rise to the concept of distributed 
virtual enterprises [322]. To reach such competencies, personal knowledge and other intellectual 
capital assets serve vital functions within the enterprise [323]. Thus, there is an increase demand of 
workers flexibility and consequently a constant need of delivering training to them [324]. 
As the economy turns more to a knowledge-based industry, keeping all the members of an 
organization up to date is becoming an increasing challenge. With the rise of e-Learning, the 
continuous training is now possible being a major driver to promote the development of competencies 
and knowledge in organizations. 
Distributed virtual enterprises are alliances of organisations that come together to share skills or core 
competencies and resources in order to better respond to business opportunities [325]. In accordance 
with this Hamburg et al. stated in [326] that a possible solution is to involve SME’s into sharing 
knowledge and collaboration by building communities of practice and to develop business-oriented 
models of training to meet their needs.  
Human resources and training for achieving business competence, particularly e-competence, 
represents factors on which competitive advantages are going to be built. E-Learning can further 
contribute to the achievement of such competences and at the same time can meet the pronounced 
needs for flexibility in SME’s. 
Since research carried out in several European and national projects reveals that e-Learning isn’t that 
much applied in small and medium sized companies (SME’s) [327]. E-Learning is still used mainly in 
big companies, where there is sufficient knowledge and resources to develop and implement 
sustainable training strategies. Only the IT sector and a few more others use regularly e-Learning, but 
unfortunately the few activities undertaken by SME’s usually are of rather poor quality [326], and 
consequently the effect of the training doesn’t often reach the desired outcome.  
One possible solution is to involve SME’s into sharing knowledge and collaboration by building 
communities of practice and to develop business-oriented models of training to meet their needs [237]. 
Also, by delivering content in small pieces over time as part of a large process, corresponding to the 
needs of SME staff for faster learning in the context of their work, it would be interesting to, by creating 
a simple application based on a training development methodology, serve several SME’s in the 
training of non private knowledge. Thus, it is important to design effective models and lines of 
intervention to help SME’s to build participative suitable models of training i.e. within communities of 
practice [237]. 
Despite setbacks in the past, mostly caused by exaggerated expectations and inappropriate 
approaches and products, e-Learning is still considered as a key for the solution of the human 
resources. Consequently, to work towards sustainable learning strategies, e-Learning has to be 
embedded in intelligent and adequate “mixtures” of different learning methods and technologies [328]. 
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In education, widespread appliance of such a shared instructional vocabulary offers advantages for 
teachers and learners. A more accurate search for learning resources, made possible by the explicit 
instructional function, leads to better reuse and less duplication, hence faster authoring of curriculums. 
By seeking instructionally appropriated learning material, learners can bridge knowledge gaps more 
efficiently [329]. 
In order to address this issue several authors suggest that Ontologies can be used to describe LO’s 
content, thus providing LO’s with a new dimension of reusability – content reusability. Ontologies for e-
Learning are different in the following aspects: content – what the learning material is about, context – 
in which form a topic is presented, and structure – as learning material does not appear in isolation 
[330]. 
Valuable information can be gained by mining metadata of educational resources. However, if the 
mined data is annotated using IEEE LOM, then significant pedagogical information is missing. While 
LOM and SCORM provide a framework for the representation and processing of the metadata, they 
fall short in including the needed semantic density for more specific pedagogical tracking. Using a 
pedagogical ontology will provide a higher level of decision support analysis and mining, based in 
qualitative issues like: the pedagogic methodologies used the collaborative degree of activities or the 
understanding expressed in the assessments [331]. 
The development and use of conceptual models in learning has been a research topic of the learning 
sciences for many years. While the earlier works focused on the individual learner, the collaborative 
use of conceptual models has become a research field in its own later on. Despite the on-going 
interest in the use of conceptual models for learning, there is a lack of theoretical as well as empirical 
work regarding the role of ontologies in collaborative learning and knowledge creation [332]. 
The issues identified before are mainly related to the lack of modularisation, sustainability, adequacy 
and reusability of eLearning materials or approaches. Author intends to contribute to reach a 
customisable e-Training programmes approach that could be aligned to these characteristics enabling 
also the efficiency to reach SME’s knowledge assets. Thus, the intention is to have a training strategy 
aligned with an efficient capability for modelling through ontologies that could support a common 
methodology definition of building e-Training courses and a semantic enrichment of e-Learning 
standards. 
7.1 E-Training Course’s Development Methodology 
Closely linked with the way, how a course is developed is the technology that supports it, and knowing 
that it isn’t always needed a complex platform for delivering training [325]. There are several 
technologies and methodologies that allow the creation of courses and training materials for the 
industry, but they are mostly academic-focused solutions where the process of building courses and 
materials it’s more exhaustive then what the industry typically requires. This process it’s bound to be 
subject of inefficiencies brought by the using of academic-focused technology in industrial training. 
The Training Development translates design specifications into training materials. It starts by 
identifying the objectives and the target audience including desired roles & competences. Then it uses 
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an appropriate instructional approach to perform the training courses definition and its training 
materials development, complemented with a set of different quality reviews. 
The training development methodology proposed by the author has been validated as a potential 
solution for improving the efficiency in developing e-Training courses within partners in European 
research projects as in CoSpaces and CRESCENDO, where the exchange of information results in a 
need of constant training between the several parts involved, by structuring the training developing 
procedure. The training development methodology follows a specific process, composed by three 
different task tracks (training development, overall training validation and training execution) that 
complement each other, to reach the training implementation see Figure 7.1. 
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The training development starts by defining the course’s synopsis according to the training overall 
objective. Then the Training Unit (TU) performs a quality review of the synopsis. This is done in the 
training validation track. Thereafter, the course material is developed, followed by two more quality 
review cycles, similar to the first. The first is made internally in the TU. Training Experts (TE) who are 
familiar with the training contents and able to analyse and validate the courses perform the second 
cycle. The Training Authors (TA) improves the courses based on the feedback from these two 
validation activities. After this, in the next phase, another quality review is performed through a pilot 
course execution. Here trainees are the ones who give comments about the courses and the TA once 
again improve the courses for the final release.  
The courses should be at this point, able to train a specific audience, about some specific topics. This 
should reach the purpose to deliver trainees the appropriate skills able to help them to reach specific 
identified competences. All of these facts should be aligned to the courses synopsis defined at the 
beginning of this entire process. All this process is accomplished by following a determined steps 
status shown at the left part of the Figure 7.1 and detailed at Table 7.1. 
Step Activity Artefacts available / used on the activity 
   1     training course/topic identified A line in the list of courses 
   2     course owner accepted training course proposal Synopsis + Early raw material defined  
   3     Defined contents and agreed course structure 
Early material organised according to the 
agreed couse structure – draft version of the 
course 
   4     Training course in development 1st full version of the course  
   5     Training execution Feedback forms 
   6     Improve course based on feedback Course updated - final version of the course 
Table 7.1 – Steps of course development 
7.1.1 Course Synopsis definition 
The training development intends to be aligned with the general training objectives. The training policy 
should be aligned with participants companies training policies, answering to the skills and 
competences required for a specific overall objective as for instance, interoperability solutions 
implementation. Consequently, it is needed to develop, organise and run training courses, to train the 
“future users” (in a broad sense) to interoperability solutions use, implementation and support.  
The process starts by defining the training target audience profiles or types and required roles & 
competences. Then a procedure—composed by 5 steps—to assist with the definition of the courses 
synopses: 
 Step 1 – Training Topics Definition 
This step helps people identify topics that should be addressed in the training courses. The topics are 
defined by answering the following questions: 
• Question 1.1 - What training topics (discussed under this integrated tool / team / group) 
should/could be used for training purposes? 
• Question 1.2 - What do you envisage will be the new knowledge (or know-how) from 
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application / deployment of results from this tool / team / group? 
• Question 1.3 – In your own words, which will be the new/‘updated’ competencies from this 
work? 
Step 2 – Target Audience and Training Course Types Definition 
This step is related to the identification of the target audience and competences, to which the training 
topics are related. Thus, the questions to answer in this step are: 
• Question 2.1 - What do you envisage is the target audience for each of the training topics 
identified in step 1? 
• Question 2.2 - What do you envisage to be the associated competences and/or roles that are 
enabled by those training topics? 
Step 3 – Training Objectives Definition  
This step is related to the training objectives definition for each training topic identified. The training 
objectives are represented by the soft and hard skills that a trainee should learn from the training topic 
that will help him/her reach the related competence. 
• Question 3.1 –> For a training topic without associated competences: What should trainees 
know, understand, and be able to do on this training topic?  
• Question 3.2 –> For a training topic with associated competence(s): What should trainees 
know, understand, and be able to do on this topic in order to reach the identified competence?  
Step 4 – Training Themes and Structure Definition 
Two sub-steps of tasks compose step 4: 
• Sub-step 4.1 -> Organise a list of groups of {topic ideas; statements; competences; and 
training objectives} related to each other (identified in the steps before). Each of these groups 
is at the first instance, a rough, and potential, training module.  
• Sub-step 4.2 -> Try to identify a more generic theme that could categorise and consequently 
aggregate one or more of the rough training modules identified. Note that each theme 
identified could represent a potential course. Thus a theme that aggregates all the rough 
training modules could be the most appropriate. 
• Sub-step 4.3 -> For each rough training module, categorised around a specific theme, the 
objective is now to organise them to establish an order of execution. This is a way to establish 
a course with an organised set of training modules around the theme. Thus, each rough 
training module could become a final training module, constituting in such way a training 
element of the training course structure. A course structure should typically be initiated by a 
“Module 0” that is the introduction to the topic. “Module 1” and following ones (except for the 
last) are related to the content itself. Finally the last module is the conclusions module (see 
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Figure 2.25), which summarises the main points and conclusions from the course. 
Step 5 – Training Courses Synopsis Definition 
For a training author it is easier to produce small pieces of training elements in order to be more 
organized. First the author starts with a global training objective (course objective), which then is 
divided into smaller objectives (training modules objective). With this, the reference training courses 
contents are divided into manageable modules to facilitate the organization in producing courses. 
Moreover, such training modules can be reused separately one another in an atomic way by other 
trainers (e.g. academics in their classes as additional educational materials). 
This step defines the course using the previous identified resources/ideas by completing a “course 
synopsis” (Figure 7.2 - A Training Course Synopsis Example), which is composed by several sections; 
course title, narrative summary, recommended precedence, estimated time, target audience – which 
relates to an intended trainee profiles, and etcetera. Annex 10.2 features an example excerpt of a 
course synopsis. It presents explanations and clarifications for each synopsis section (e.g. Skills – 
Know [Skills to be acquired related to the knowing and understanding; Theoretical knowledge of a 
field; the capacity to know and understand]). 
 
Figure 7.2 - A Training Course Synopsis Example 
7.1.2 Course Materials Development 
Using the training course synopsis, authors develop the course modules contents using materials 
developed for the interoperability solutions description and, when needed, complemented using 
external materials. Training materials development is related to all the actions needed to produce 
materials to training implementation. A structure with assessments included is a good approach for 
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producing an interactive course. Thus each module should have at least one assessment question to 
trainees test their self-progress in learning. In addition, each course should have questionnaires to 
obtain feedback first from training experts and then from trainees to accomplish the course validation 
and evaluation and thus improve the quality of the materials. 
Training the authors 
Authors receive a special course to train themselves authoring and developing their courses. Such 
authoring sessions are like seminars where the authors receive some directives and explanations in 
how they should prepare their training materials in order to have all the materials developed using the 
same structure and approach. 
7.1.3 Overall Training Validation 
The training validation and evaluation ensure that training-under-development stays on track, 
safeguarding achievement of training goals and analysing system performance. A quality review 
process based on decisions and revisions for future course iterations can be made after evaluating the 
strengths and weaknesses in a completed training programme, thus ensuring achievement of desired 
goals.  
Training Validation 
Training Validation certifies that courses follow its own synopsis and accordingly to general quality 
aspects defined for the purpose. The quality aspects to be assessed by the training courses validation 
and evaluation include: 
1. Correctness / Reliability / Clearness - To ensure that all training material is correct and 
reliable according to the training objectives and high quality standards.  
2. Efficiency / Suitability - This term was taken to ensure the suitability of each of the training 
package towards the related target audience. To have appropriate trainees’ self-assessment 
to improve their self-learning effectiveness. Adding to this, regarding post-update of the 
training material, suitable questionnaires to be used to gather trainees’ feedback to 
subsequent improvement. 
3. Modularity / Flexibility / Portability - All training material has to be developed in modules so 
that they can be re-used or integrated in various training units and for various purposes 
(training programmes). 
4. Coding Standards - Proper coding standards followed (e.g. synopsis definition) for the 
training materials development to ensure an easily comprehensible and highly effectiveness of 
the training executions. 
5. Functionality / Robustness - The training material functionality should be operational under 
various conditions. The material should be developed in the most common accepted software 
formats. 
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6. Intellectual Property Rights (IPR) - All material developed has to be carefully reviewed to 
ensure that any material released to the public is audited. 
The training validation is the verification process of the training development. It is accomplished 
through two quality review cycles: 1) the training unit validation, and 2) the training experts’ validation. 
This process is called validation because it validates the courses, if they are or not ready to proceed to 
the next training phase, the training execution. 
The training unit validation verifies the courses ensuring that they have its materials compliant with 
all the quality aspects presented before except for IPR, which is covered by the TE. Since training unit 
members have a clear idea about all the courses and their role on the overall training organisation, 
they are able to check their contents in such way to ensure their general quality and purpose. 
The training experts’ training validation ensures that courses follow mainly three of the quality 
aspects defined. These aspects are related to: 1) the correctness, reliability and clearness of the 
contents; 2) the suitability of each of the training package towards the related target audience plus 
competences; and 3) the IPR issues.  
 The training experts are the ones that have a wide knowledge about what should be present in 
courses to help a specific target audience develop a predefined set of competences. Thus they can 
properly validate the course contents suitability and their clearness. In additional, they are able to 
analyse the possible IPR issues that courses could have.  
Training Evaluation 
The training evaluation definition is concerned to the trainees’ act of formulating a judgement that in 
this case, it is on the training course execution. This definition it was defined based on the Hurteau et 
al. in [333], which states that the main purpose of a program evaluation can be to "determine the 
quality of a program by formulating a judgment". 
Therefore, in each training execution the trainees are asked to feedback concerning, e.g. materials 
quality, trainers performance, etc. This information is used for a constant judgement of the courses 
and their subsequent improvement. 
The feedback mechanisms have been implemented through feedback questionnaires to be filled by 
trainees at the end of a training activity (training course). These questionnaires can be composed for 
instance by a set of questions as the following ones: 1) Were the objectives achieved?; 2) Were the 
concepts and techniques clearly explained?; 3) Was the course structured in a logical way? ; 4) Was 
the course easy to follow?; 5) Were you encouraged to actively participate during the course?; 6) Did 
you like the lesson time frame?; 7) What else do you think should be included/excluded in the 
course?; 8) Were the topics presented relevant to your work?; 9) Was the course interesting and 
enjoyable?; 10) Would you recommend the course to others?; 11) Do you believe the skills you have 
learned will help you improve your performance on your job?; 12) Are you interested in using the 
course materials as a reference?; 13) Do you think the course should be good value for money?; 14) 
Were your expectations met?  
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Trainees are invited to answer the above questions using one of the following five possible 
statements: - Not at all; - Maybe Not; - Not Sure; - Maybe Yes; - Definitely yes. 
There are some questions that invite trainees to state some considerations about the course as the 
number seven of the above list. 
7.1.4 Training Execution  
The training execution is the act of delivering training about a specific theme/domain with a 
comprehensive purpose to enrich the knowledge and/or to provide precise competences to a pre-
determined target audience.  
The training execution phase focuses on setting up the training environment, and delivery or 
distribution of instructional materials ensuring delivery of a training session able to capture trainees’ 
interest. 
Normally training executions are performed using a blended learning approach. Therefore, it 
accomplishes a full set of solutions: traditional classroom, virtual classroom and web-based training 
supported by e-Learning material for interested parties within the identified profiles. Recognised 
trainers supported by specific skilled experts should conduct the training sessions. This could facilitate 
the training execution through different training types as: 
1. Bound by time and place - such as classical classroom and instructor-led training; is the 
traditional training delivery method that requires the physical presence of students at the 
location at which the training takes place. This type of training is particularly suitable for 
contents that impart a substantial understanding of the subject and require intensive 
interaction with the instructor concerning further inquiry, practical exercises, or collaboration 
between course participants. 
2. Bound by time only - e.g. instructor-led synchronous virtual classroom sessions (webinars), 
where a tutor guides the learning activities over Internet; is an alternative training delivery way 
that has to be supported by a specific platform. It provides many of the advantages of 
classroom training without the constraint of a fixed location. 
3. Both independent of time and location - such as web-based courseware that the learner 
can access ubiquitously, i.e. anytime and anywhere. This training delivery type allows course 
participants to extend the training time-span according to their needs and within a specific 
personal time al-location. The learning objectives achieved can be validated by built-in 
assessments that allow electronic marks through the evaluation of multiple choice questions. 
Web-based training offers the highest flexibility but also requires an additional discipline 
because is the user that controls the organization of the learning process. 
7.1.5 Training Implementation  
 The Training Implementation is in a broad sense related to all the activities needed to perform training 
delivery or execution since the beginning, until the last step. Thus, its analysis is related to the work 
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conducted since the training courses definition, until the delivery or distribution of such instructional 
materials ensuring training sessions able to captures trainees’ interest. 
7.2 E-training Implementation Case Study and Demonstration 
The case study is related to a training implementation need of the CoSpaces research project. 
CoSpaces is an IP project funded by the EC under the IST Programme of the FP6, which overall 
objective is to develop organisational models and distributed technologies supporting innovative 
collaborative workspaces for individuals and project teams within distributed virtual manufacturing 
enterprises [233]. Training in CoSpaces project aims exactly at providing knowledge and skills that 
allow key target groups within distributed manufacturing enterprises to understand collaborative 
practices and acquire the practical experience of collaborative design engineering methods, supported 
on meaningful case studies and demonstrators [230]. 
The training curriculum, in this case study, was designed to establish the underpinning that is to be 
used to frame down training courses and, subsequently, the automatic orchestration of courses. The 
Training in Collaborative Working (TiCW) follows an integrative structure established over two 
dimensional axes: horizontally, training levels; and vertically, reference content areas. The Figure 7.3 
illustrates how the TiCW Curriculum as the training levels classified in three stages [230]:  
 
Figure 7.3 - TiCW Curriculum 
1) Introductory level, with the objective to endow trainees with the basis about the curriculum 
areas and to ensure a common knowledge level amongst all; 
2) Core level, which aggregates training elements that establish the in-depth knowledge, 
understanding and skills that are central to the curriculum areas; 
3) Advanced level, combining training elements focusing on advanced topics that provide 
enhanced comprehension of specific knowledge areas related to collaborative knowledge 
areas related to collaborative working pragmatics. 
The curriculum content areas have been defined upon reference subjects that represent the 
fundamental dimensions of collaborative working pragmatics: ‘Collaboration Methods’, ‘Collaborative 
Technologies’ and ‘Collaborative Workspaces’. In conjunction to these areas there are two more that 
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are related to the introductory and advanced levels of the curriculum which are designated by 
‘Concepts of Collaboration’ and ‘Collaborative Working Challenges & Innovation’ areas respectively. 
In order to have a better idea of what kind of contents are expected in each course and what is its role 
in the overall training, the courses were categorized in the curriculum structure as it is shown in the 
figure bellow. 
 
Figure 7.4 - TiCW Curriculum with detailed courses 
By establishing a matrix of courses, the curriculum creation allows the prioritizing of courses based on 
its training level and content area. It is therefore vital for the automatic orchestration of courses, 
because without a matrix, the correct organization would be a greater challenge.   
All the courses are directly related in terms of contents to its curriculum position (training level & 
content area) and industrial directive. As an example, the FCW - Fundamentals in Collaborative 
Working course belongs to the introductory level of the TiCW curriculum. Thus, its main objective is to 
endow the students with the basics and scope of Collaborative Working. It is designed as an 
introduction to any participant in the CoSpaces training curriculum. This specific course has 6 modules 
as described in Figure 7.5. 
 
Figure 7.5 - FCW Course Module’s structure 
The modules are the atom unit of the course model. Each module has associated keywords to be 
used in discovering, and reasoning of associated elements, as modules with precedence, courses, 
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170 
 
Figure 7.6 - Example of training module in flash 
To each module there is a corresponding flash video (Figure 7.6), and subsequently a link to access it. 
By providing a set of links to a user, he/she could navigate though them and gather knowledge about 
the selected topics. 
7.2.1 E-Training Knowledge Modelling 
An ontology can be used to represent a training KB, facilitating the categorization of its elements and 
subsequently reasoning over it. Below is presented an illustration of a training system. This model was 
built in Protégé and follows the e-Training course’s development methodology defined at sub-chapter 
7.1. Figure 7.7 presents an illustration of this use case e-Training ontology, thus, it represents its 
knowledge model. 
 
Figure 7.7 - Relationship structure of the e-Training Ontology. Each colour represents a different 
property linking the concepts. Example: each Module has a set of Keywords, the property linking it is: 
hasKeywords 
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In this ontology (Fig. 5) each learning Module has several concepts associated, the Sources concept 
contains information about the sources referred in the Module, Contact includes the contact 
information of the author of a Module or Course and Keywords that contain a list of all relevant 
keywords needed for describing the contents of the Module. A Course, other than Contacts and 
Modules that contain the course also includes Keywords (that include Keywords inherited from its 
Modules) and belongs to a Curriculum Main Area that is divided by Content Areas and Learning 
Levels. Each Module and Course has a Target Audience Group and a Target Audience Industry, to be 
recommended accordingly to the profile of the learner. Finally, a pre-defined Programme is defined for 
a specific Target Audience Industry and Target Audience Group. 
Figure 7.8 – Training System KB in Protégé   
The model provides an easy comprehension and management of the whole system by adopting a 
visual knowledge modelling approach for reasoning and inspection based on Protégé. Figure 7.8 
presents the knowledge related to one of the modelled courses – the CUI course. It also shows that 
the CUI course has 3 modules, and it is linked to the curriculum topic area Collaborative Technologies. 
The recommended precedence’s and the level of training to which the CUI course belongs are also in 
the model (Figure 7.8), among other relevant concepts. 
7.2.2 Customisable Training Programme Service 
The service generates adaptable courses with content originally developed for static courses. By 
having a training curriculum matrix and related data represented in an ontology, it is possible to reason 
over it and generates a training programme, which contents (courses / modules) are presented 
according to the user needs and following pre-determined pedagogical directives. Figure 7.8 presents 
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an illustration of the e-Learning model that has such training curriculum represented and which was 
built in Protégé. 
The implementation architecture is composed by three different parts: 1) the Training Orchestration 
Server; 2) the JSP files used for interface; and 3) the server with the flash videos. 
 
Figure 7.9 – Implementation Architecture 
With this architecture a user is able to retrieve an automatic orchestrated course that is built 
accordingly to its needs. After connecting to the web service of the Training Orchestration Server in 
order to fetch the available keywords and target audiences, the user selects and sends to the web 
service the intended fields of search. By reasoning over the Metadata of the Training Systems 
Modelling existing in the OWL Repository, it is generated a list of modules suggested to be followed 
and the answer replied and presented in the final JSP file. The response includes all the links to the 
modules suggested, that is in another server. 
The mentioned service is available at http://gris-public.uninova.pt:8080/cospaces/ATPS_in.jsp 
(website accessed at March 2012). The service is available through a JSP page to the users, 
presenting a list of all the available training keywords. The user can select the ones that he/she could 
be interested in. After a submission, a training programme is prompted on the fly, adapted to the 
choice. A list of training modules is then presented. With such a list, the trainee could follow a training 
programme adapted to his/her interests. The Figure 7.10 (left part) illustrates the first step: the user 
selects a set of concepts. In this case, the concepts are: ‘Challenges’; ‘Collaboration’, and 
‘Collaborative technologies’. After pressing the available button, a suggested training programme is 
displayed, composed by all the modules that contain the selected keywords and the recommended 
precedence’s of them. On this sample, the trainee should start its learning process by a module that 
“presents a basic comprehension on collaboration, CW and CWE (…)” as shown in the first training 
module description of the list that resulted from such process (right part of Figure 7.10).  
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Figure 7.10 – Training orchestration example using the Adaptable Training Service 
7.3 Conclusions 
E-Training is a major driver to promote the development of competencies and knowledge in 
enterprises. A lack of customizable e-Training programmes based on trainees’ profiles and of 
continuous maintenance of the training materials prevents the sustainability of industrial training 
deployment and enterprise knowledge assets enhancement. This chapter enriches the presented 
training system in sub-chapter 3.3 with a methodology to build training courses. It intends to facilitate 
the management of all the training components and tasks to be able to build a training course focused 
in a specific planned objective and enabling various organizations to participate actively on its 
production. It is aligned with the overall training approach presented, which intends to implement 
training within the scope of fundamental properties such as dynamism, adaptation and expandability.  
Thus, it follows the idea of a dynamic training curriculum, which pursues a modular approach holding 
atomic training modules that allow the same training contents to be reused and composed in the best 
manner to reach each training audience’s profile or objective. 
Since formal KR through ontologies enables computers characterize relevant information related to 
determined process elements and actors in a domain for specific advanced reasoning. The modelling 
approach followed enables the creation of supporting methods and tools that will enable the 
development of dynamic on-demand assembly of modules to promptly develop specifically-targeted 
courses and training programmes based on the trainees’ profiles assessment. 
The main message to retain from this chapter is that ontologies, standards specifications and 
structured methodologies help on knowledge organisation facilitating its systems intelligence increase, 
enabling the support to the generation of advanced and customisable e-Training services for all. Thus, 
the knowledge organisation is one of the most important issues to be addressed when a solution for 





8 Dissertation Analysis, Assessment and Validation 
This chapter objective is to analyse some points or conclusions of the research conducted, checking 
what semantic related topics were addressed. An assessment of the research approach followed is 
also conducted to prove the thesis proposed and to evaluate all the dissertation achievements. 
8.1 DSA implementations analysis and validation 
MENTOR presents a reference ontology building methodology that mainly contributes with 
functionalities examples to the KA and KMo stages of the SIE abstract system (Figure 8.1). In such 
ontology building process, it is always addressed KA features when it is asked to participants to 
contribute with their knowledge, e.g. in concepts and related definitions acquisition. And it is 
addressed KMo features when the methodology provides guidelines or support to the glossary, 
thesaurus or ontology building process. It represents an action of modelling the existent knowledge 
(KMo). 
The proposed knowledge architecture for multicultural manufacturing systems (chapter 5) organises 
knowledge of the furniture domain in various KRE (e.g. dictionaries; ontologies; etc.). Such research 
work has the main objective of addressing multiculturalism and semantic enrichment of product 
catalogues, namely AP236 standard.  Multiculturalism on the proposed architecture is represented by 
the acceptance of views (e.g. nomenclatures) in an only domain, and by the multilinguism addressed. 
The way knowledge is organised by this multicultural approach is obviously related to KMo stage. The 
semantic enrichment of product catalogues even being related to the KMo topics is mainly related to 
the use of knowledge by the furniture industry. The semantic enrichment has the main objective of 
putting in utilisation the knowledge acquired by the industry mainly to the classification of products. 
Consequently KMo and KU are the main stages of SIE addressed on this knowledge-based 
architecture (Figure 8.1). 
 
Figure 8.1 – DSA Implementations adequacies 
OLEARCH presents a product search engine technically focused in an ontology based paradigm, 
which states that ontologies learn by searching. This specific engine “uses” knowledge represented in 
ontologies to answer to products search. However it aggregates the concepts used by the users to 
learn new conceptual connections updating its weight accordingly to the users searching patterns. 
Thus, in additional to its “knowledge acquiring” process is able to update its own KB based on such 










concluded that this prototype addresses mainly the KU, KMa and KA of the SIE stages (Figure 8.1). 
Customisable e-Training orchestration proposal is supported by advanced searching or reasoning 
features resulted from the capability of having an ontology representing the various LO and associated 
characteristics. Ontologies are able to be used to represent the associated e-Training knowledge due 
to the efficient training system implementation organised accordingly to the ADDIE ISD and to a 
structured e-Training course development methodology. Therefore the overall approach for the 
customisable e-Training orchestration addresses all the EKT stages as illustrated in Figure 8.1. 
All the DSA identified main components (SIE and EKT stages) were researched resulting in several 
approaches methodologies or prototype that could support a specific semantic interoperability 
solution. However, integration between all developed components still to be accomplished, thus, to 
have a DSA system able to work as a standalone tool needs further work. Consequently, having DSA 
as a system able to dynamically adapt to conceptual changes evolution occurred on the network is the 
desired point to reach, but it should be solved in the near future. To have a DSA able to adapt to any 
changes with certain wisdom, putting by itself the adaptation in a philosophical probe is another 
question, and that remains in a distant future. 
In the research work conducted to the DSA implementation it was verified the need to technically 
validate the result of a conducted semantic adaptation result and a business validation of any 
semantic interoperability resolution approach. Accordingly to this author developed a semantic 
checking framework and an economic viability methodology. 
8.1.1 Semantic Checking Framework 
Consistency is defined in the Oxford dictionary [334], as the quality of achieving a level of 
performance, which does not vary greatly in quality. This can be interpreted as something that has an 
accordance with previously stated facts or characteristics. The consistency of an ontology can be 
defined as incorporating new information in accordance to the one that was previously represented in 
the ontology. As ontologies evolve incorporating modifications of the application domain, additional 
functionalities according to changes are needed. Thus it is important to have a mechanism that can 
validate that the information within the ontology remains consistent. Much work has been done in this 
field, such as, frameworks that provide strategies for detecting and repairing inconsistencies [335] 
using descriptive logic reasoning tools to infer logical consequences, through inference engines, 
based on a set of rules or facts. Examples of consistency checking tools and inference engines are 
ConsVISor [336], FaCT++ or HermiT [337]. This type of consistency checking is related to semantic 
checking, which refers to the validation of ontological structure and concepts semantics.  
According to Li et al. in [338], there are three types of semantic checking, single, composite and 
multiple (Figure 8.2). In the first case the semantic checking is done within a single ontology and it is 
only deemed consistent if it satisfies a set of concepts and axioms and if all used entities is defined. 
The second type refers to the semantic checking of ontologies (or subsets of ontologies) within 
ontologies. Also, in this case an ontology is deemed consistent if the ontology itself and all its included 
ontologies are consistent. Finally the third type is the main focus of this work and depicts a scenario 
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where several separate ontologies interact with each other. In this case of multiple semantic checking 
the goal is to validate if all knowledge represented in a given ontology can be represented in another 
(within the same domain), by means of a reference ontology, for example. 
  
 
(a) (b) (c) 
Figure 8.2 – Ontologies Semantic Checking: (a) Single; (b) Composite; (c) Multiple 
The proposed framework main purpose is to provide generic guidelines for the se-mantic checking 
of a KB. The framework is composed of 6 items based on the three types of ontology consistency 
presented (Table 8.1).  
Items 1 and 2 refer to scenarios where only a single ontology is involved. For item 1, a simple 
reasoning process suffices to verify the structural consistency of the ontology. In addition, item 2, also 
requires human action. This is because the user needs to create instances of the concepts to test if 
after running the reasoner, such concepts are well positioned in the ontology.  
 Single Ontology Composite Ontologies Multiple Ontologies 







Conceptual 2.Human action plus automatic reasoning 




6.Human action plus 
automatic reasoning; 
Ad hoc synchronization 
Table 8.1 – Semantic Checking Framework 
Items 3 and 4 of the framework denote cases where the KB aggregates various ontologies. Since 
composite ontologies are composed of two or more ontologies merged together, if a structural change 
occurs in one of the ontologies, then this change needs to be reflected in all the elements. Thus, item 
3 in addition to an automatic reasoning process, an automatic synchronization mechanism is also 
required for such structures validations. On the other hand, item 4 additionally requires human 
interaction to the automatic reasoning and synchronization processes. Here, the user also needs to 
create instances with the same objective mentioned for the item 2. Moreover in this case, the concepts 
need to be well represented in the merged ontology to avoid repetitions in both ontologies. That is why 
the synchronization and reasoning are both required.  
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Finally, items 5 and 6 of the framework are applicable in scenarios where multiple but separate 
ontologies or a mix of KB types (e.g. ontology and Wiki) are involved. In item 5, besides having an 
automatic reasoning process, an ad hoc synchronization process is also required, to align the 
knowledge represented in the various components. This means that any changes that occur in a 
certain element of the system must also be reflected in all the other components. Since these types of 
systems can be very complex, knowing the synchronization process facilitates the further semantic 
checking. In entry 6 it is also needed human intervention, by the same reasons as in the other 
conceptual checking items. Moreover, an example of this semantic checking kind was used on the 
MENTOR demonstration (sub-chapter 4.5.3).  
To accomplish the communication checking between ontologies it is also needed to know its 
particular synchronisation process to then execute modifications in one side that could be reflected in 
the other side. In relation to this, author presented in sub-chapter 6.3.2, MIRAI that is a framework to 
monitor all the mappings that exist among the several models (ontologies) used by business partners 
in the same collaborative network. Its implementation prototype through the use of a MAS, is able to 
control the changes, warning and proposing new mappings, thus preventing inconsistencies 
(interoperability problems) that could cause a destabilization of the network harmony. Thus, it can be 
used for this kind of semantic checking. 
8.1.2 Business Validation 
Nowadays, enterprises have began to realize that it is important to stop "playing" by themselves and 
begin to cooperate or interact with others to be able to answer to customer needs. Collaboration also 
helps small businesses to join efforts to produce products that can compete with products from large 
companies [339]. 
The collaboration models shall focus on semantically enabled peers to facilitate e-collaboration by 
building added value and mutual trust in diverse European business, cultural and language 
environments. It means defining business processes and rules for companies and users to participate 
in a Single European Electronic Market (SEEM). The SEEM intendeds to be an e-Business space 
where companies of any kind, size and geographic location can work and collaborate without relevant 
constraints, and supporting the establishment of value-creation relationships while ensuring a high 
level of security, trust and confidence together with a highly scalable and flexible infrastructure [340]. 
However, these collaborations arise with problems that are particularly related with the lack of 
interoperable systems and software applications that manage and contribute to progress in business 
with each other [1][2]. To succeed in such complex environments, companies need to share their skills 
and information with each member of the network and this information must be fully understood by all 
the stakeholders. The problems that these companies face are related with semantic interoperability 
for efficient enterprise collaborations. Such problem areas (Collaboration Oriented Knowledge and 
Semantic Interoperability) were identified by the roadmap defined by the community of European 
reference for EI as one of its major research objectives in the coming years. As a consequence there 
is a major focus of the current research in supporting the organization of semantics for the 
administration and exchange of knowledge and information in modern SMEs [16]. 
179 
The semantic interoperability problems mainly arise because of the different interpretations of the 
meaning of concepts. Therefore, as proposed in chapter 4, the collaborative construction of a common 
KB of mutual agreement plays a key role in establishing a common understanding of the semantics of 
information in communication between companies. Thus, to establish business partnerships it is 
relevant that companies adapt their KBs, or build a reference so that the harmonization represents the 
shared knowledge. 
However, it is reasonable to say that interoperability between the parties in the same field is still a 
challenge in progress due to the different systems, and semantic models implemented [341] and 
especially because of the expenses in managing inter-enterprise knowledge. 
Business Collaboration and Semantic Interoperability 
Collaborative working focuses on the goal to remove the barriers that globalized industries and supply 
chains face, and to significantly improve communication, knowledge sharing, collaboration and 
reactivity, to link creative capacities and to reduce costs [342]. Enterprise collaboration is then the 
“partnering of activities, knowledge and assets by multiple stakeholders in a dynamic environment with 
the objective of gaining business advantage” [342]. The success of the collaboration models will be 
measured in terms of turn-around times for locating resources, reduced transactions costs, and 
increased profit due to costs reductions and new business opportunities as a consequence of 
operating in larger markets as well as enhanced quality of businesses and services [342]. 
In addition, the capacity of handling knowledge for business collaboration support and for semantic 
adaptation of information systems plays an important role in today’s collaborative electronic market. 
To be able to negotiate between two organizations it is necessary that their representative ontologies 
have at least parts of them that coincide. Experience shows that differences in the way of seeing a 
negotiation area undertake the exchange of information between the entities surrounding. This 
requires that organizations that intend to cooperate, agree on a common ontology or understanding. 
Thus the author proposes a methodology to analyse the economic viability of companies in the 
needed effort to the conception of a common KB in their operational domain area, in order to stimulate 
interoperability in the business cooperation. These studies endorses the vision that argues that in the 
future, the capability to adapt the semantics of business information systems will boost the enterprise 
collaboration providing them new business opportunities. 
Economic Viability Methodology  
The semantic interoperability resolution is economic analysed as an investment project that an 
enterprise has to follow. Author created a specific economic viability analyses methodology (Figure 
8.3). The proposed methodology was defined based on preparation phases of investment projects 
defined in [343]. It is divided into seven distinct phases in support of a Semantic Interoperability 
Resolution Projects (SIRP).  It starts from a project concept, through the maturity of the problem, 
identification, maturation and solution.  Some reformulation may occur in the decision or “ex-post” 
evaluation phases with the aim of improving the proposed objectives of the project. 
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The first phase is related to the study of variants, which implies a pre-feasibility study of technical 
variables, as for instance: data exchange standards; type of information systems to be used by 
companies; time spent with the exchange of information, etc. These studies include technical, 
organizational, economic and financial variants, taking into account the availability of effective inputs, 
and conditioning factors resulting in qualitative and quantitative requirements for the resolution of the 
problems. 
 
Figure 8.3 – Methodology for Economic Viability of SIRP 
The second stage performs analysis and evaluation of the proposed SIRP in the following 
perspectives: 1) Financial/Business perspective that focuses on funds invested; 2) Economic 
perspective that includes priorities of the economy; 3) Social perspective that seeks to articulate the 
analysis of "Welfare" which could define the social groups that benefit most from this SIRP. 
These perspectives together with the qualitative and quantitative requirements identified in the 
previous phase are used for assessment criteria definition. These criteria are then used to assess 
business evaluation methods to facilitate its choice in the next phase.  
The third phase is when it has to be decided if the SIRP will be implemented or not. To support that 
decision it uses the business evaluation method better scored in the previous phase. Thus, through 
this method application it proposes a decision, which could be justified by the method itself. However, 
the nature of the decision is conditioned by the behaviour and operation of the business group that is 
involved in the process. 
If the decision is not favourable, there are two options, the SIRP is abandoned or reformulated by 
performing a new study, returning in this way to the first phase.  
If the decision is favourable, it proceeds to the next phase, the phase of implementation, which 
includes interventions in various fields, such as: 
181 
• Negotiations between customers and suppliers; 
• Detailed planning of investments; 
• Launch and implementation of an effective management system (the part that 
involves human resources); 
• Implementation of training programs and learning of recruited staff; 
• Development of sectorial studies; 
• Coordination of projects and installation of equipment; 
• Execution of the project; 
• Creation of structures for inspection and supervision. 
Having success in the implementation phase, it should proceed to the next stages, the phase of 
exploration followed by the control and monitoring phase. These two phases (exploration and 
control/monitoring) are inseparable, because since early on, it is necessary to monitor the SIRP in a 
constant way. Thus, it is necessary to perform periodic analysis/studies, whose results obtained are 
used to formulate correction schemes to be introduced in the future management actions. 
If during the control/monitoring phase it comes to the conclusion that the SIRP can`t be improved, it 
means that the SIRP reached an optimal point where it is not needed to proceed to improvement 
actions. In other words, the project stays in the “exploration” phase. However, if the answer is positive, 
the project can be improved. It makes sense to do an "ex post" evaluation, which allows the realization 
of adjustments, correcting possible mistakes that occurred in the past, to then reformulate the study of 
the variants in a new SIRP cycle.  
Demonstration Scenario in Aerospace Industry 
In today’s context of strong competitiveness, European aircraft, engine and equipment manufacturers 
are facing greater challenges than ever before. The market demands that more complex products be 
developed with shorter lead times and more cost effectiveness while using evolving business models 
aggregating multiple organisations [344]. 
The collaboration between companies is a key technical challenge in the aerospace product 
integration process, because usually, different companies use different ICT systems and data 
stemming from one firm could be used only within that entity and its system. 
In the presented aerospace demonstration scenario of the integrator company offices, as show in 
Figure 8.4 are distributed in France, Germany, UK and Spain. Each office is responsible for some 
parts in the design and production phases. Virtual 3D models are created for each part. The Digital 
Mock Ups (DMU) is used to integrate the various model parts to a complete aircraft. Problems 
normally occur during the integration process [342]. That’s why SMEs in the aeronautics sector face 
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an increasing pressure from their customers to implement ICT applications that support the integration 
of inter-firm processes [342]. 
 
Figure 8.4 – Powerplant Product Integration [345] 
In this specific aeronautic case, the principal company awards to several different companies, several 
distinct products with the ultimate goal of obtaining a unique product, which can be assembled like a 
puzzle, as illustrated in Figure 8.4. Though, it is necessary to promote the collaboration between 
companies represented in Figure 8.4. To exchange the necessary information between these 
companies, both need to know all the specifications and system models about the “pylon”, “nacelle” 
and the engine, so the companies can individually simulate the results, before assembly of the various 
products [345]. 
However, there are some constraints, because each company uses a heterogeneous Information 
Technology (IT) system and do not want to share the proprietary data. To solve this problem, it is 
necessary to motivate the sharing of some information between these partners, at least to facilitate the 
integration of the various components in a way that could be understandable by their heterogeneous 
tools, establishing collaboration and interoperability at several levels (semantic, technical, etc.). One 
possible solution, as already proposed before, is to use MENTOR to build a reference ontology to be 
their common KB. Although, it is not easy to push enterprises to follow a methodology as MENTOR 
without proving to them specific business profits of such involvement. Thus, author proposes the 
described economic viability methodology to help motivate such enterprises to be involved in these 
processes as in other similar cases for semantic interoperability problems resolution. In the following it 
is described this aeronautic case study according to each of the methodology phases proposed.  
Phase 1 - Study of Variants 
The “Study of Variants” describes the referred scenario mainly the related scenario from a technical 
point of view. Partner A (engine supplier) and Partner B (pylon supplier) use different CAD systems 
and information model systems. In addition they also use different nomenclatures and meanings for 
the same objects. Figure 8.5 presents the points of the interface on the engine and pylon integration. 
These points represent the minimal information that Partner A and B need to share in order to both 
simulate their own products and for the integrator partner to do the same.  
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Figure 8.5 – Ports and related publications between engine and pylon [345] 
In this study, software engineers identified what is needed to support the definition and specification of 
sub-systems and components’ interactions and related interfaces: as the one presented in Figure 8.5 
between engine and pylon. With such work it should be specified the functional, structural, behavioural 
and modelling parameters of the sub-systems interactions to integrate or reference consistently 
designed information from the product definition with the associated simulation data. It ensures a 
complete traceability of the design/simulation information chain [345]. 
In addition to these specifications, definition is needed to solve the semantic interoperability between 
the involved partners. To solve this issue MENTOR is a possible solution or process to follow. Thus, 
the process for building a reference ontology has to be economically validated due to the effort that it 
requires even for a small set of concepts as shown in Figure 8.5. The main idea identified for the SIRP 
is to use the business object model as a standard pivot model to exchange engineering data objects 
supported by MENTOR for its semantic alignment establishment and complemented with a model 
transformation solution. 
Consequently, the communication between partners will be facilitated due to a communication hub 
that will have an ontology reference with specific semantic mappings for a semantic alignment 
establishment between them (Figure 8.6), and through a specific model transformation between 
partners (enterprises) and the communication hub. However this demonstration will be focused on the 
MENTOR related work. 
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Phase 2 – Analysis/Evaluation 
In the second phase of the economic viability methodology it uses defined assessment criteria to 
evaluate business evaluation methods. From the technical facts presented before, author defined four 
criteria. However, as Nekvasil M. stated in [346] an evaluation through criteria are far from forming an 
exact metric but they can generalize clues for choosing a particular assessment method for a given 
investment project. 
Predictive abilities – This criterion should be based on the desired result and its accuracy and the 
possibility of collecting data in order to prevent the occurrence of errors, trying to minimize costs if 
these occur. The company will always choose a method with highest predictive abilities but while this 
is quite general it will do so under conditions given by the other overall restrictions and costliness of 
the method [346]. 
Avoiding Costs – are related to the ex-ante activities stakeholders undertake to prevent or minimize 
the impact of technical interoperability problems before they occur [347]. 
Mitigation costs – result from ex-post activities that respond to interoperability problems. These costs 
are intended to correct problems that have occurred. 
Delay costs – arise from interoperability problems that delay the completion of a project or the length 
of time a facility is not in normal operation [347]. 
There are many business evaluation methods to assess the investments and each one should be 
used depending on the different conditions and circumstances of the project and its stakeholders. 
Since there are no available quantitative values to take in consideration for this SIRP analysis the 
appropriated economic evaluation methods to be used are mainly the qualitative ones. Thus, the 
author has chosen the following four assessment methods: Payback, Activity Based Costing, Six 
Sigma and IT Portfolio Management (ITPM). 
Payback – is a method for evaluating the risk, being the most attractive projects, those which allow a 
recovery of invested capital in less time.  This is an important complement of a feasibility study or an 
evaluation of an investment. Payback gives us the number of time periods required to recover the 
initial investment. The plain payback time of an investment is the simplest and least adequate but on 
the other hand mostly uses economic criteria. The biggest gap in this assessment method is that it 
ignores all effect of the investments after the payback. The limitations of this method (inability to 
regard changing cash flow over years or the ignorance of the time factor) can of course be 
recompensed by more sophisticated elaborate approaches of payback time calculation. The core of 
this method is the time estimation of the monetary return of investment and as such it cannot be used 
as the main criteria for assessing an IT project. However it can serve well as secondary supporting 
criteria in the turbulent environment of information technologies; if the estimated time of new release of 
a product version is shorter than the payback then the investment efficiency is questionable. Thus in 
the context of IT and especially of a SIRP it makes sense to compare the payback time with the 
project’s operational life time [346]. 
185 
Activity Based Costing (ABC) – This approach is built upon a costing model that assigns costs to the 
resource activities to resulting products and services. The emphasis in this approach lies on 
determining the unit costs of diverse activities by dissolving all the indirect costs into the processes 
they are tied with [346]. ABC recognizes that the special engineering, special testing, machine setups, 
and others are activities that cause costs—they cause the company to consume resources. Under 
ABC, the company will calculate the cost of the resources used in each of these activities. Next, the 
cost of each of these activities will be assigned only to the products that demanded the activities [348]. 
Six sigma – is a model of quality management, measures the amount of defects in a given process, it 
is also possible in a systematic manner how these can be eliminated, approaching the "zero-defects". 
It is therefore a method that focuses on the prevention of defects by using statistical tools and is 
applicable to any process within the organization [349]. 
The basis of Six Sigma calculation is formed by the properties of the normal distribution curve (or the 
bell curve). In this method we only need to know two variables, the mean and the standard deviation 
(sigma) to get a whole lot of information about it. The properties of the bell curve are as such that we 
can know the probability of getting each value within the curve (probability distribution function) and 
we can also know the probability of getting a value less than or equal to a number of interest within the 
curve (cumulative distribution function). 
For a process to be at Six Sigma level, it needs to have more or less 6 standard deviations within the 
specification limits in the short term and more or less 4.5 standard deviations within the limits in the 
long term [350]. 
IT Portfolio Management – as described by Lih-Bin Oh et al. in [351], “is the combination of tools and 
methods used to measure, control, and increase the return on both individual IT investments and on 
an aggregate enterprise level in a desirable manner that meets the organization’s business objectives 
without exceeding available resources or violating other constraints”. Examples of ITPM would be 
planned initiatives, projects, and on-going IT services (such as application support). The promise of 
ITPM is the quantification of previously informal IT efforts, enabling measurement and objective 
evaluation of investment scenarios. ITPM is a management method for administering a large portfolio 
of IT projects, applications, processes, services and resources [351]. 
After having identified the criteria and the methods it is possible to do an analyses to facilitate the 
choice of the most appropriated evaluation method to this SIRP. Each business evaluation method 
receives a score (Low, Mid and High), accordingly to its applicability to each of the defined criteria 
(Table 8.2).  
The Payback method received a low score to all criteria because the PRI cannot be used neither for 
financial analyses of investment nor for comparison of completely different projects and it calculation is 
not very demanding [346]. 
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Low High Low High 
Avoiding 
costs 
Low High Mid Mid 
Mitigation 
costs 
Low Mid Mid Mid 
Delay costs Low Low Mid Mid 
Table 8.2 – Assessment of Business Evaluation Methods  
The ABC method involves variables of the diverse activities in the company and doing an approach 
that lies on determining the unit costs and dissolving all the indirect costs into the processes they are 
tied with, which is why the score at the predictive abilities and avoiding costs are high. As this method 
neglects other impacts of investments like in sales, it is an insufficient method to assess the IT 
investments. That’s the reason for a mid score in mitigation costs and low score in delay costs. 
Six Sigma model doesn’t measure all the variables in a process. That’s the motive behind the low 
score in the predicative abilities. The author ascribes a mid score to the other three criteria because 
this method denies IT investments projects that have a significant impact on current processes 
structure and favours projects that support rigidity and are inconsistent with innovation. This is a 
method for process management monitoring and evaluation that aims to minimize process exceptions 
and failures. 
In the ITPM the author attributes a high score in the predicative abilities because the analysis of this 
method focuses in different areas in the company that requires some predictability such as: 
organizational, technical, financial and economic. ITPM method administers a large portfolio of IT 
projects, applications, processes, services and resources. And a mid score to the other criteria 
(avoiding, mitigation and delay costs), because the main objective is the mapping of these 
expenditures, which IT budgets do not usually cover in sufficient detail and therefore do not allow their 
effective monitoring.  It is not sufficient to monitor only financial indicators and is necessary to take into 
account non-financial aspects. 
Phase 3 - Decision 
After having the assessment table fulfilled, it is time for the decision stage, where it is defined if there 
is or is not an implementation viability of the project. Looking at Table 1 we concluded that the most 
interesting business evaluation method to use in the economic viability analysis for this SIRP is the 
ITPM method. However, in practice doing an evaluation about a specific project, it is necessary to 
have high information in all its area’s (organizational, technical, economic, and financial) of a company 
or project. This method may be used with another’s quantitative methods with the objective of 
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complementing the study of a SIRP and reinforce the conclusions achieved. 
In this paper scenario a set of latent variables or requirements were identified that are related to 
characteristics of the companies’ collaboration establishment as they exchange the necessary 
information and build a common (reference) KB. Thus, a possible measurement of the ITPM 
application could result from a qualitative analyses of the SIRP identified variables in relation to the 
enterprises evaluation areas characteristics, which in these cases are represented by the criteria 
(predicative abilities; avoiding costs; mitigation costs; delay costs). To have a good result on this 
business evaluation, a quantification method able to measure the usefulness of participating in a 
project as the one related to this scenario, is needed to accomplish the ITPM. The purpose of the 
process is to prove that by implementing the referred solution, the involved enterprise(s) will benefit 
from it in a direct relation to the mentioned criteria. 
Phase 4 - Implementation 
This project’s goal is to build a common KB of the involved enterprises business to prevent errors in 
the exchange of semantic data, which are related to predictive abilities criterion. This will minimize 
avoiding costs since in semantics if you have already a common KB, it will facilitate future semantic 
alignments. The presented solution intends to reduce mitigation costs, by solving current 
interoperability problems related to companies’ information sharing to facilitate their products 
simulation. The process for building a common KB intends to follow the MENTOR methodology, which 
could be a slow process. However, it doesn’t require the accomplishment of the process at once. Then 
enterprises can repeat the MENTOR as often as they need, avoiding in that way delay costs. In 
conclusion, the appliance of the ITPM considering the presented evaluation criteria can result in a 
positive decision. Due to its qualitative measurement nature it doesn’t result in an exact value for 
decision. Nevertheless, this SIRP has been implemented in the CRESCENDO project.  
Phase 5 - Exploration 
This SIRP was not explored yet, because it was only recently implemented. Consequently, it is 
expected that such project implementation effort will result in the use (Exploration phase of the 
methodology) by the enterprises involved, which are represented by the partners of this scenario.  
Phases 6 and 7 – Control/Monitoring and “ex-post” Evaluation 
The phase Control or Monitoring has the objective of performing periodic analysis to the exploring 
state of the SIRP. Author identified two possible mechanisms to accomplish that: the Business Model 
Measurement Interoperability Quotient (BIQMM) [352], and maturity models, as for instance MMEI 
(Maturity Model of Enterprise Interoperability) [353]. 
The BIQMM was designed for quantitative and qualitative assessment of the interoperability between 
companies. This analysis is made with the intention of not only assigning scores to how interoperable 
two companies are but also highlighting the key areas where interoperability needs to be enhanced in 
the short and medium term, to avoid key bottlenecks to achieve the overall strategic aims of the 
collaboration [352]. If BIQMM was applied to this scenario, one possible question for assessing 
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interoperability with respect to business semantics would be: Do you and your collaborator use (any 
new) different terminologies with regards to the business area that you both operate on? If the answer 
was yes SIRP would proceed to the “ex-post” evaluation, where the problem would be analysed to 
reformulate the project solution. Then the methodology would go for a new entire cycle. If the answer 
was no, everything was ok and no improvements would be necessary. 
MMEI is intended to be used for the assessment of EI and by the detection of which might need to be 
improved to meet the needs and ambitions of the enterprise [353]. Thus, it could be applied for the 
detection of interoperability problems in the solution developed for the maturity evaluation in which the 
project is. If the project is not at an optimal stage or if it found a specific problem, the methodology 
proceeds to the next phase, the "ex post" evaluation phase, reshaping the study of the variants, with 
the aim of improving the previous found problem. 
Conclusions 
It has been difficult to explain enterprises that share some of this information to build a common 
harmonized KB could push them to new and dynamic collaborations and consequently new business 
opportunities. Thus, author intended to provide them, this methodology, to support them to decide, to 
promote their participation in such SIRP, taking in consideration the natural evolution of the projects. 
This methodology was demonstrated using an aerospace scenario, which shares the main 
characteristics of a SIRP. However it presents an absence of quantitative values. That results in a lack 
of facts or evidence to be used by deciders. However, the proposed methodology is prepared to be 
adapted accordingly to the economic values or technical requirements available. 
For future studies, it is necessary to test the economic viability methodology in others scenarios. The 
idea is to find other real scenarios that its stakeholders have or could share some quantitative values 
in order to test the methodology created, using quantitative business evaluation methods as: Return 
On Investment (ROI); Internal Rate of Return (IRR); Net Present Value (NPV); Payback; etc. The 
quantitative values referred above are fundamental to obtain results expressed by official current units 
(money) able to measure costs and consequently to have a more realistic evaluation of a SIRP. 
8.2 Research Positioning Assessment 
The research conducted for this dissertation is related, as mentioned at the beginning of the 
document, to EI. However, it aggregates various areas, what conducts to the need to sharply identify 
its specific area inside EI discipline. To make a correct address of it, it was used the standard that 
defines such concept through the establishment of a Framework for Enterprise Interoperability (FEI). 
The purpose of ISO 11354-1:2011 is to specify a FEI that establishes dimensions and viewpoints to 
address interoperability barriers, their potential solutions, and the relationships between them [354]. 
Such standard work defined three dimensions of the FEI as illustrated in Figure 8.7. They represent 
the interoperability barriers areas, the approaches that represent possible solutions to solve the 
interoperability barriers, and to what concern them (i.e. businesses; processes; services or data). 
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Figure 8.7 – Framework for Enterprise Interoperability Dimensions [354] 
In the proposal for the maturity model MMEI, Guédria et al. in [353], presented a diagram aligned with 
FEI standard to illustrate MMEI coverage, which also introduced other maturity models classified 
accordingly to this standard dimensions. Since, a maturity model is a framework that describes, for a 
specific area of interest, a number of levels of sophistication at which activities in such area can be 
carried out [355][353]. Then, check a maturity model (if existent) that aggregates or coincides with this 
dissertation should be the correct track to follow. In relation to the FEI presented, this dissertation is 
mainly focused to the conceptual barrier aspects and concerns to data aggregating federated, unified 
and integrated approaches. Consequently, due to its relation to these topics (as shown in Figure 8.8) a 
further analysis of LCIM (Levels of Conceptual Interoperability Model) is presented. 
8.2.1 Levels of Conceptual Interoperability Model 
Turnitsa and Tolk defined in [356], the Knowledge Representation Requirements Model (KRRM), 
which is a model showing the increasing needs for greater ability to represent knowledge, and also 
gives the levels of conceptual interoperability that may be reached if the requirements are met. Such 
conceptual interoperability levels are defined by the LCIM model, which shows the different levels of 
interoperability that may exist between systems, from technical interoperability through conceptual 
interoperability [356][357].  
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Figure 8.8 – Coverage of maturity models according to EI dimensions [353]  
Other authors as Bellinger et al. [48] and Ackoff [253] defined a kind of KR model through knowledge 
related concepts, establishing a hierarchy between them. As mentioned before, it is composed by 
DIKW, with “understanding” achieving the transition through the categories. Author proposed the use 
of the “understanding” as a new level to the mentioned DIKW hierarchy. These hierarchies study the 
knowledge concept, providing a foundation for exploring the dimensions of knowledge creation and 
representation. These hierarchies are in an almost accordance to the Turnitsa and Tolk’s KRRM 
original version. The difference is that KRRM has one more level related to “awareness” before the 
“understanding” level and do not have the “wisdom” level. Thus, to harmonize the various 
contributions, author decided to introduce the “wisdom” level on the top of the KRRM original version. 
Since the idea is to have a LCIM level for each KRRM level, author also introduced the “Philosophical” 
level to the LCIM model, to be aligned with the KRRM “wisdom” level. This new level is the most 
intelligent, since it represents the ability of the systems with the ability to put in philosophical probe the 
previous conceptual interoperability establishments. 
This approach resulted in the clarification of the Intelligence Levels in KR requirements and 
interoperability models. Thus, it is proposed a KRRM version with six levels of requirement, describing 
what is needed for a system to either represent or accommodate knowledge [356]. The Figure 8.9 
shows the KRRM levels on the left, along with the LCIM levels on the right that the KRRM levels 
correspond to. 
As described in chapter 3, research community is battling to reach the “understanding” level of the KR 
in information systems. Author contributes on this dissertation with a solution to step in forward from 
the “knowledge” degree to the “understanding” degree by enabling dynamicity to the semantic 
adaptability of systems. Thus, the work is now in the “awareness” degree, due to its capacity to handle 
knowledge in a time-sensitive context. This could be related to the dynamic KMa that oLEARCH is 





Figure 8.9 – Intelligence Levels in KR Requirements and Interoperability models (based on [356])  
8.3 Research Method Assessment 
This sub-chapter intends to assess the research method followed by validating the research questions 
and the hypothesis defined at the beginning of the PhD research work. In additional a description 
about the integration of the research conducted with other activities is presented. 
8.3.1 Research Questions and Hypothesis Validation 
As stated in the RQ1, the semantic interoperability in information systems can be improved by the 
establishing of a common ontology able to represent the participants in a specific system. A 
methodology as the proposed MENTOR, guides a collaborative reference ontology building, defining 
at the same time, semantic mappings from the participants’ proprietary KB to the new ontology and 
vice-versa. This allows enterprises to keep their internal nomenclatures avoiding change management 
in their processes. MENTOR has the lexicon settlement and the reference ontology building phases. 
The first helps on the agreement of the concepts used in the domain and the second to the building of 
a new structure able to represent this common KR of an enterprise group. The process used to build 
this reference ontology uses harmonisation processes that are related to the taxonomy and to the 
properties and rules definition of an ontology, keeping at the same time old ontologies and people 
views working in an harmony to this new ontology. All of this effort will enable efficient communications 
between the various participants through transformations, as the ones presented at the MENTOR 
demonstration (sub-chapter 4.5.3).  
This approach is able to improve the semantic interoperability of information systems, thus, it answers 
to the RQ1 following the H2. The semantic mappings mentioned have the role to allow the 
communication and to establish the understanding between the various concepts owners’ views. In a 
similarity to the synapses do in the brain, semantic mappings are used to verify the importance 






























































enable its system to increase its intelligence level. These statements answer RQ2. The harmonisation 
of ontologies enabled the establishment of these mappings, then it could be concluded that by 
inheritance harmonisation of KR also contributes to the advance of the integrated information system’s 
intelligence. This answers RQ3. 
The ontology learning approach proposed (oLEARCH) uses specific statistics and a machine learning 
approach associated to the mappings existent between ontologies. oLEARCH learns from users 
feedbacks. The analysis of users’ usage patterns helps on the proposition of new concepts to the 
information system, in a kind of KMa approach. Such process is aligned with H1.  Moreover, the fact of 
having a system able to dynamically react to new introduced concepts and learning from them, 
demonstrates the appearance of a new generation of intelligent systems, reaching the “awareness”, 
as defined in Figure 8.9, and this is aligned with the H3. 
8.3.2 Integration with other Research Activities 
The integration of a PhD research with other research activities conducts to ideas discussions, share 
of experiences and creation of collaborative networks with peers.  
As stated previously, the author participated on several research projects before to his involvement in 
this PhD work. It helped him to create some critics mass and to create some social networks with 
other researchers on the area. Thus, in the following it is presented a list of research projects that the 
author participated. These projects are presented with a short description of the added value that such 
participation resulted, directly related to this PhD research subject: 
• IDEAS – In this project author contributed to the building of a glossary about interoperability. 
To such objective author built as well a prototype to support such building process based on 
protégé and in web services. A paper related to this, with the title “Ontology-based Framework 
for Enhanced Interoperability in Networked Industrial Environments” was published in the 
conference INCOM 200439. 
• INTEROP – In this project, the author contributed with ideas for the semantic enrichment of 
models. A paper related to this, with the title “Annotation for Enterprise Information 
Management Traceability” was published in the conference ASME 200740, which conducted to 
the former view of the mediator KB.   
• SMART-fm41 – In this project, the author participated in the creation of an ontology based on 
the harmonization of existent ones on the furniture domain. From this work two publications 
were produced focused on a methodology for building ontologies based on the harmonization 
approach, to which the author contributed for, even after the project ending: 1) “MENTOR – A 
Methodology for Enterprise Reference Ontology Development”, In the : 2008 4th International 
                                                
39 INCOM 2004 – 11th IFAC (International Federation of Automatic Control) Symposium on Information 
Control Problems in Manufacturing, Salvador, Brazil, 2004 
40 International Design Engineering Technical Conferences & Computers and Information in Engineering 
Conference (IDETC/CIE 2007), Las Vegas. 
41 IST research project – info available in the web (retrieved at August 2011) - http://www.ist-
world.org/ProjectDetails.aspx?ProjectId=85ca05c5b41f48ab869ad8494282eecb 
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IEEE Conference on Intelligent Systems, Varna, Bulgaria; and 2) “MENTOR: an enabler for 
interoperable intelligent systems”, In the International Journal of General Systems, in 2010. In 
additional, a prototype related to MENTOR was also developed. 
• INNOVAFUN5 – In this project, the author participated in the definition of a solution to the 
Semantic Enrichment of Standard-based Electronic Catalogues (AP23642) of the furniture 
domain. A paper related to this, with the title “Semantic Enrichment of Standard-based 
Electronic Catalogues” was published in the conference IFAC INCOM 2009, and in the 
Journal of Intelligent Manufacturing a publication was also made with the title ” Knowledge 
framework for intelligent manufacturing systems”.  
• iSURF43 – In this project the author participated in the evaluation process of the prototype 
developed. From this integration work, the author defined a methodology to accomplish 
evaluations on prototype pilots’ execution. Such evaluation methodology after some 
adaptations was used to evaluate and validate his work on this dissertation. 
• CoSpaces - In this project the author participated on the organization and development of the 
training courses and programmes. Such work produced a knowledge model of the training 
developed that was used in the prototype also developed by him, which is able to create on 
the fly adaptable training for trainees intended topics and profiles. Two papers were published 
related to this work: 1) “A Training Curriculum in Collaboration for Engineering Management” 
published in the IEMC-Europe 200844; and 2) “The CoSpaces Training System” published in 
the ICE200845 conference.  
• CRESCENDO46 – In this project the author has been participated by contributing with a proof 
of concept that like this dissertation is focused on the semantic interoperability establishment 
in the knowledge collaboration paradigm in study on the domain area of the project - 
behavioural digital aircraft. Such work resulted on a prototype (oLEARCH) and in a published 
paper: “Knowledge Based Methodology Supporting Interoperability Increase in Manufacture 
Domain” published at ASME IMECE 201147. In additional on this project his work was also 
related to the training organization and in a glossary building process, which conducted to the 
publication of the paper: “An Inter-Organisational approach to Industrial e-Training”, published 
at CKM 2010 – IMETI 201048. 
                                                
42 Part 236: Application Protocol For Furniture Catalog and Interior Design. The standard was published in 2006 
as ISO 10303-236:2006(E) 
43 Research project: An Interoperability Service Utility for Collaborative Supply Chain Planning across Multiple 
Domains Supported by RFID Devices – website: http://www.srdc.com.tr/isurf/ (accessed at August 2011). 
44 International Engineering Management Conference, 28-30 Jun 2008, Estoril, Portugal. 
45 14th International Conference on Concurrent Enterprising, 23-25 Jun 2008, Lisbon, Portugal. 
46 http://www.crescendo-fp7.eu/ (accessed at August 2011). 
47 ASME International Mechanical Engineering Congress and Exposition IMECE 2011, USA 
48 Collaborative Knowledge Management - CKM 2010: Inter-Organizational Collaboration, Collaborative 
Software Development, and Knowledge Management (I) - Invited Session of the 3rd International Multi-
Conference on Engineering and Technological Innovation: IMETI 2010 – Orlando, USA. 
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• InterOP-VLab49 – The author is a member of the InterOP-VLab committee for the task force 6: 
Ontology for EI50. His main role has been to research ontology based advances/application for 
EI, in cooperation with peers (also members of the i-VLab). 
In additional the author has published other papers and has participated in other activities like: 
• Synergies with MSc research works that are related to this PhD topic: 1) “Methodology for 
Collaborative Enterprise Reference Ontology Building” – presented at FCT/UNL in 2011; 2) 
“Customisable e-Training Programmes based on Trainees Profiles” – presented at FCT/UNL 
in 2011; 3) “Ontologies may Learn” – presented at FCT/UNL in 2011; and 4) “Metodologia 
para análise da viabilidade económica das empresas na adaptação semântica dos sistemas 
de informação, como estímulo à interoperabilidade na colaboração empresarial” – to be 
presented at Universidade Lusíada in 2012. 
• Conferences organisation (e.g. CE2003; IESA 2007 ICE2008 and DoCEIS 2010). 
• Seminars presenter: 1) “Fundamentals on Collaborative Working” – At VRAP 2007 (3rd 
International Conference on Advanced Research in Virtual and Rapid Prototyping 24-29 
September 2007; 2) “Customisable e-Training Programmes” –  At Cava 2011 III Congreso 
Internacional de Ambientes Virtuales de Aprendizaje Adaptativos y Acessibles – 2,3 and 4 
November 2011 – Bogotá, Colombia. 
8.4 Validation methodology 
For the validation of the overall research work conducted it was executed an evaluation process based 
on a self-assessment questionnaires and in performance indicators. Both of the previous mechanisms 
are defined following a recognised evaluation framework.  
8.4.1 DECIDE Evaluation Framework 
Evaluation provides feedback for the evaluator or the company in question, but it also provides 
important feedback to the participant/team in terms of their progress on a particular task. Evaluation 
can highlight any strengths and weaknesses of a system (e.g. in terms of usability), and end-user 
adaptability and expectation can be observed and assessed on predetermined criteria [359]. 
The evaluation has to be carried out mainly at the end phase of the work. This can allow identify key 
issues and further user requirements, from which author can work to bridge any identified gaps.  
In keeping with Preece et al. in [359] ‘DECIDE’ framework to guide evaluation, it will be followed the 
next checklist: 
1- Determine the overall goals that the evaluation addresses. 
2- Explore the specific questions to be answered. 
                                                
49 The Virtual Laboratory for Enterprise Interoperability - http://www.interop-vlab.eu/ (accessed at August 2011) 
50 Task Force 6: Ontology for EI available at - http://interop-vlab.eu/the-scientific-activities/i-vlab-task-forces-
descriptions/task-force-6-ontology (accessed at August 2011). 
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3- Choose the evaluation approach and methods which are appropriate to answer the questions 
4- Identify any practical issues which may impact on the evaluation methods used, for example, 
selecting participants. 
5- Decide how to deal with any ethical issues with regards to the evaluation process, for 
example, privacy and confidentiality issues. 
6- Evaluate the research work, collect and analyse the data and present the finding results in 
appropriate and clear manner. 
Determine the goals 
What are the high-level goals of the evaluation? Who wants it and why? What are the user needs? An 
evaluation could have different goals. An evaluation helps to determine the best metaphor for a 
conceptual design, or to fine-tune an interface, or to examine how technology/research improvements 
should be done [359]. 
The PhD work evaluation follows two kinds of objectives: Research Domain objectives and Regular 
PhD Overall objectives. Regular PhD Overall objectives’ purpose is to evaluate the accuracy of the 
PhD work performed concerning the overall objectives defined. Research Domain objectives rationale 
is to warrant that the overall work is compliant with the research community that in this case is related 
to EI.  
Explore the questions 
In order to make goals operational, questions that must be answered to satisfy them have to be 
identified [359]. 
A set of questions is used to characterize the way the assessment or achievement of a specific goal is 
going to be performed based on some characterizing model. Questions try to characterize the object 
of measurement (product, process, resource) with respect to a selected quality issue and to determine 
its quality from the selected viewpoint [360]. Thus, for each of the presented objectives a set of 
questions were defined. By answering them, a quantitative answer will be provided to be used to 
analyse and interpret the results of the evaluation. This process is based on the Goal-Question-Metric 
(GQM) approach. 
GQM is a top-down approach to establish a goal-driven measurement system for software 
development, in that the team starts with organizational goals, defines measurement goals, poses 
questions to address the goals, and identifies metrics that provide answers to the questions. GQM 
defines a measurement model on three levels as illustrated in the figure below [360]: 
The insertion of this approach to inside of the DECIDE framework will help to relate three points of its 
checklist: “Determine the goals”; “Explore the questions”; and “Evaluate, interpret, and present the 




Figure 8.10 - The GQM Approach [360] 
Choose the evaluation paradigm and techniques 
Having identified the goals and main questions, the next step is to choose the evaluation paradigm 
and techniques. The evaluation paradigm determines the kinds of techniques that are used. 
Combinations of techniques can be used to obtain different perspectives. Each type of data tells the 
story from a different point of view [359]. 
This evaluation uses three techniques: GQM approach, through a self-assessment qualitative 
evaluation questionnaire and the Performance Indicators Mechanism. 
The GQM is introduced to help on the evaluation measurement definition, specially warranting that all 
the research objectives were addressed.  
Performance Indicators (PIs) or Key Performance Indicators are quantifiable performance 
measurements used to define success factors and measure progress toward the achievement of 
specific goals [361].  The PIs mechanism addresses in this case research characteristics as an 
orientation purpose, helping on guiding the PhD work to reach its own overall research purpose.  
PI ID Performance Indicators (PIs) Expected 
Measure 
PI1 Number of training sessions delivered about semantic 
interoperability 
2 
PI2 Direct contribution to European research projects 2 
PI3 Networking establishment / participation in a virtual lab 1 
PI4 Publications in Journals 2 
PI5 Publications with foreign researchers 3 
PI6 Publications with other Portuguese Institutions 
Researchers 
3 
PI7 Other Publications (not included on the above) 3 
PI8 Collaboration with MSc research works 3 
Table 8.3 – Research Performance Indicators  
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Identify the practical issues 
There are many practical issues to consider when doing any kind of evaluation and it is important to 
identify them before starting. Some issues that should be considered include users/stakeholders, 
facilities and equipment, schedules and budgets, and evaluators' expertise. Depending on the 
availability of resources, compromises may involve adapting or substituting techniques [359]. 
In this case, no practical issues were identified. 
Decide how to deal with the ethical issues 
Personal records containing details about health, employment, education, financial status, and where 
participants live should be confidential. Similarly, it should not be possible to identify individuals from 
comments written in reports [359]. 
On this specific case no ethical issues were identified. 
Evaluate, interpret, and present the data 
Choosing the evaluation paradigm and techniques to answer the questions that satisfy the evaluation 
goal is an important step. Decisions are also needed about what data to collect, how to analyse it, and 
how to present the findings [359]. 
In order to evaluate the PhD work it is needed to specify its evaluation criteria to be used. The criteria 
have to address all the topics identified as objectives, following the GQM approach and in this case, it 
is attributed an identical importance to all the evaluated topics.  
8.4.2 Validation and Evaluation Results Criteria 
The validation of the work performed is qualitatively evaluated, in the sense that from the 
questionnaires results and performance indicators is possible to state if the result it was positive or 
negative. However the PI will be able to provide a quantitative result. These will represent the 
percentage of PIs had a success result. 
The Performance Indicators Evaluation Results (PIER) are be the number of successful performance 
Indicators results divided by all performance indicators. 
PIER = PIsuccess / PIn 
 Poor Fair Good Excellent 
PIER [0 .. 0.25] ]0.25 .. 0.70] ]0.70 .. 0.85] ]0.85 .. 1] 
Table 8.4 – PIER Levels 
The qualitative evaluation result of each question has four possible qualitative values: Poor; Fair; 
Good; and Excellent.  
8.4.3 Overall Validation Implementation and Evaluation 
The validation implementation follows five different categories (goals) that are presented in the 
following sections. 
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Research organisation and integration Validation  
The research validation addresses the integration of the PhD work with other research activities and 
relays in the research method confirmation, namely the research questions and hypothesis. Thus the 
questions are: 
1. There are any other relevant research activities conducted during this PhD, integrated with 
this dissertation work? 
As presented in sub-chapter 8.3.2, there are three types of research activities to which author 
participated on: organisation of conferences; membership of certain research committees, seminars 
presenter, and participation in international research projects. The answer to this question is yes with a 
level of “excellent” because of the diversity of activities and to the frequency number of executions or 
contributions accomplished in each type (e.g. participation in organisation of 4 conferences). 
2. Are the research questions proposed at the begging of this work (sub-chapter 1.2.1) 
answered? And such answers were aligned with the hypothesis defined (sub-chapter 1.2.4)? 
As presented in sub-chapter 8.3.1 the research questions were answered following the proposed 
hypothesis.  Thus the answer is yes with a level of “excellent”. 
Scientific Position Validation 
The scientific position validation checks if the author’s research is aligned to the overall research 
community in the domain. This could be done by two ways: 1) check if the author’s contributes to a 
recognised issue, thus already identified by the community; and 2) check if the author has its own 
work classified in relation to others work (e.g. standards), having on that way a recognition of his frame 
(position) in the overall research community of the area. Thus the questions are: 
3. Is this dissertation research aligned with the recognised issues of the research community in 
the EI domain? 
Yes. This dissertation research is aligned with the EI roadmap. It defined four GC related to: 1) 
Interoperability Service Utility; 2) Future Internet and Enterprise Systems; 3) Knowledge-Oriented 
Collaboration and Semantic Interoperability; and 4) EI Science Base. The work is focused in the third 
GC contributing directly to its major points that are: semantics organisation, management and 
knowledge and information exchange within the objective of facilitating enterprise collaboration to 
exploit new products, solutions or services opportunities. All of the work presented in this dissertation 
is around these themes. It has the objective to facilitate formation of collaborative consortia to exploit 
product opportunities and especially to the use of such knowledge to support semantic interoperability 
of information systems. These points can be easily extracted from the MENTOR, which is a 
methodology to support collaboration in a common KR development to further exploit to business 
opportunities like in the sell of products, as presented in the oLEARCH prototype scenario. In 
additional author also contributed to the ISU GC with the publication [283], which demonstrates the 
MENTOR application in the support to ISU. Even not contributing directly to the GC2 all the prototype 
developments were made taking in consideration the ideas stated on these point which calls for 
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solutions should be, e.g., open and adaptive. Finally, some of the research results related to training 
could be used to support on of the goals of the GC4, which intended to “provide an infrastructure to 
support the diffusion of ideas, education, research, and training” [16]. Thus the answer is yes with a 
level of “excellent”. 
4. Was this dissertation research positioned in relation to any recognised research work? 
Yes. This dissertation research contribution is mainly concerned to the data issues of conceptual 
interoperability barrier, as have been defined by the ISO 11354-1:2011 work. More detail is presented 
in sub-chapter 8.2. In additional, in this research it was used a big list of scientific publications that is 
presented in the references section. However, for a better analysis they are mostly from five 
categories or types: 1) 40% from journals and books; 2) 22% from conferences publications; 3) 7% 
from technical documents (e.g. standards; technical reports; research project deliverables); 4) 26% 
from web sites; and 5) 5% from the author own publications. Thus the answer is yes with a level of 
“excellent”. 
5. What’s the main difference from your work in relation to others in the same area of research 
and in what level of excellence do you classify it? 
The main difference is that the other existent works in the area are focused in solving mainly atomic 
specific cases or objectives. One example that demonstrates the applicability of the semantic 
adaptation for a specific case is on the case of the project COntext INterchange (COIN), which through 
a mediator it has the objective to create the necessary conversion programs from a small number of 
conversion rules. Thus, it can automatically generate the over 22,000 conversion programs needed to 
enable semantic interoperability using only six parametizable conversion rules [358]. This dissertation 
intends to provide a solution for any domain that requires semantic adaptation proposing the building 
of a common KB to facilitate mainly SME collaboration in an interoperable way, without needed 
internal change management, and by the difference, also thinking in the knowledge transfer to their 
assets enabling evolution of the people but also of the information system. This is the result by 
following SECI model, which by itself has the foundations to the self-transcending dimension of the 
knowledge. Thus I classify this work as an “excellent”.  
Scientific Publications Validation 
The scientific publications validation is related to the assessment of the impact that research 
publications made have. Thus the question is: 
6. How can you characterise the impact of your publications? 
In total, 31 publications (Annex 10.3), including 3 in relevant scientific journals (with SCI impact factor), 
have resulted from the research developed. This represents an “h_index” value to 7 and, “g_index” to 




The industrial validation relates to the coverage of domains that are addressed in this research work, 
and to the transfer of results to the industry. The questions to answer are: 
7. Was various industrial use cases or scenarios used for testing or demonstration in this 
research work? 
It was addressed 4 different case studies from 5 different industry domains. MENTOR was tested 
using a “bolt” scenario in the mechanical area. The knowledge architecture for multicultural 
manufacturing systems used a furniture scenario (the “leather couch” case). Then oLEARCH uses 
both previous scenarios. However in the Customisable e-Training implementation it was addressed 
training contents from ICT to other three different industries (automotive; aerospace and construction). 
Finally a business validation addresses an aerospace case. They were used for different components 
tests or demonstrations. Thus the answer is yes with a level “excellent”. 
8. Were any of the results of this work transferred to (be used in) industry? 
Until the moment to my knowledge none of the results are in a current use in industry. However, 
CADEF is a tool that uses the semantic enrichment of standard product catalogues presented in this 
dissertation, and it has been tested in a direct contact with furniture industry, but to my knowledge is 
not in a regular use yet. The customisable e-Training approach is actually available at Internet to want 
receive training related to collaborative working. It has particular contents related to the automotive, 
aerospace and construction industries, but no confirmation that it has been used so far by such 
industries. Finally, MENTOR even already have been referenced by external researchers in their 
works and used in knowledge organisation in a few international research projects it was not used yet 
in an industrial environment. However, author have discussed in his research community how such 
methodology could be pushed to organise knowledge in enterprises, when due to its required 
collaborative discussions, it requires a big initial effort in terms of time and consequently of money. 
Two types of answers have been received: 1) enterprises will not enrol themselves on that except if 
profits are clearly defined or if they receive sponsorships for that; 2) enterprises will enrol if clearly 
profits are defined but specially because they do not need to share all the knowledge (neither they 
want) but only the extreme necessary, thus, time and money efforts decrease a lot. In a pursuit to 
motivate enterprises to enrol in processes as MENTOR, author defined an economic viability 
methodology. It analyses the economic viability of semantic adaptation of the information systems, as 
stimuli to the interoperability resolution and to the business collaboration.  
Even not having any of the results being actually in use by industry, especially due to the points 
presented before, the answer to this point is “good”. 
Technical Validation  
The technical validation is related to the proposed implementations or developments and their relation 
to the main conceptual contributions or research objectives. The question related to this goal is: 
9. Are the developed implementations (e.g. prototypes) able to demonstrate the feasibility of the 
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DSA framework? 
As described in sub-chapter 8.1 the various implementations presented in chapters 4, 5, 6 and 7 
intends to demonstrate applicability of the ideas presented in the DSA framework description. Three 
different elements were developed related to the SIE system and even not tested integrated they 
establish a set of functionalities understandable as feasible to work together because of the existent of 
common KRE between them. As an example, reference ontology and thesaurus are built in MENTOR 
methodology and MO is also used to represent some semantic mismatches found, then oLEARCH 
uses MO and the reference ontology, and the multicultural architecture proposed uses thesaurus. All 
of them are able to work sharing such elements, thus, their specific functionalities are possible of 
being integrated. However EKT system is demonstrated by the customisable e-Training approach. It 
accomplishes all the stages identified as needed for the EKT system. The missing point is its 
integration with the SIE system. That is something that is expected to be accomplished in the near 
future. The first idea is to automatically build training contents related to the semantic adaptations 
ocurred. With this will be possible to transfer knowledge to people accomplishing an entire cycle at the 
self-enhancing dimension. However all the methodologies and prototypes defined for the 
accomplishment of the EKT system stages still be aligned with the rest of the prototypes. Normally e-
Training materials use a glossary to establish a common lexicon in the trainees. Glossary is a product 
from the MENTOR development, thus there is already modules foreseen that will be integrated in the 
near future. 
Due to the lack of an integration test between EKT and SIE systems developed elements, the answer 
to this point is “good”. 
Evaluation Results 
Concerning the PIs, it was reached a complete success result. Thus it was reached 8 PIs values from 
a total of 8 (Table 8.5). Thus PIER = 8/ 8 = 1.00 that means an “excellent” result. To confirm this there 
is in annex 10.3 a list of the author publications. 





PI1 Number of training sessions delivered about semantic 
interoperability 
2 3 (one 
per 
year) 
PI2 Direct contribution to European research projects 2 3 
PI3 Networking establishment / participation in a virtual lab 1 1 
PI4 Publications in Journals 2 3 
PI5 Publications with foreign researchers 3 7 
PI6 Publications with other Portuguese Institutions 
Researchers 
3 7 
PI7 Other Publications (not included on the above) 3 13 
PI8 Collaboration with MSc research works 3 4 
Table 8.5 – Research Performance Indicators Results 
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Concerning the self-assessment questions it was obtained 7 “excellent” and 2 “good” results, which 
represents an “excellent” work.  
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9 Final Considerations and Future Work 
The research work conducted proposes a DSA framework that is based on the capability of handing 
knowledge, following as guideline the knowledge creation model proposed by Nonaka and Takeuchi. 
Such model presents how knowledge is converted from an individual to an inter-organisational level 
and vice-versa, in a self-enhancing dimension. In additional, the framework was also co-related to 
SECI, which establishes the foundation to the knowledge self-transcending dimension. This dimension 
is related to the capacity of generate new (i.e. tacit not-yet-embodied) knowledge. 
DSA framework is composed by two abstract systems: 1) SIE that has the role to accomplish the 
knowledge conversion from an individual to an inter-organizational level, and 2) EKT that has the role 
to accomplish the knowledge conversion in the opposite direction. 
SIE system is rooted by the knowledge life cycle, which objective is to acquire, model, use and 
maintain knowledge in a dynamic basis. The knowledge is handled in a kind of a knowledge creation 
spiral, until entirely represents the participant organizations. 
The EKT system is rooted by an ISD approach that has the objective to establish activities, actions, 
processes and operations to be used as a guide to a strategy and plan definition of the work needed 
to conceive, develop and implement the training activities required for an effective knowledge transfer. 
The evolution of the knowledge here is from an inter-organisational level to an individual. 
The accomplishment of this process will enable the creation of tacit not-yet-embodied knowledge by 
an individual, which then, through DSA, it will be integrated in the previous settled knowledge of the 
system. The vision is that in the future all this cycle could be done entirely by the system, which by that 
would result in a system able to handle semantic adaptation as humans do. For now, the objective is 
to try to advance the systems response to the most intelligent level possible. This dissertation 
concluded that by this framework implementation, systems are able to reach the “awareness” level of 
intelligence that means that they are able to handle knowledge in a time-sensitive context. Thus, they 
are able to react dynamically to certain semantic adaptations. 
This is the conceptual contribution of this dissertation. It is aligned with the Aaronson’s [362] definition 
for the conceptual contribution “along the way”, which is an innovative way of modelling, looking at, or 
manipulating a known object or problem, including establishing a new connection between known 
objects or problems. Thus, the objective of this dissertation was to produce enough statements, 
implementations and analysis about the research results that once understood, the conceptual 
aspects of the work could then be viewed as obvious, which means that they simply have become fully 
incorporated in the worldview of an expert [362]. 
SIE system was prototyped by the development of three components. MENTOR is a methodology 
developed for the collaborative building of an ontology, to represent a common view of a domain, for 
an enterprises’ organization, requiring a minimum of changes at intra-enterprise level. A multicultural 
knowledge-based architecture was defined, with the objective to facilitate the complementation of 
multilinguism issues, in information systems, and by introducing the semantic enrichment capability of 
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KRE. In additional, oLEARCH is a product searching prototype able to learn from users usage 
patterns. It establishes the dynamism to the KMa.  
EKT system was prototyped by a customisable e-Training service supported by a structured 
methodology for training courses development. The training courses development methodology has 
the objective to organise the training implementation to facilitate further training KR. Such knowledge, 
through the use of ontologies is then used by the customisable e-Training service, to generate courses 
adapted to a specific purpose or profile. 
DSA framework was also accomplished by a semantic checking framework to validate the execution of 
semantic adaptations, and by an economic viability methodology to facilitate future deployments of 
these solutions kind in the industry. 
DSA definition and its implemented prototypes were developed to answer the research questions 
proposed in accordance to the hypothesis defined. 
Added value contribution of this work 
The real added value contribution of this research work is mainly related to the conceptual appliance 
of the Nonaka`s and Takeuchi´s SOKC and SECI models to the semantic adaptability of systems, 
which resulted in the creation of the DSA framework. From such framework definition resulted in the 
generation of other added values: MENTOR, the multicultural knowledge-based architecture and 
OLEARCH, which by their specificities are able to complement each other in the ability to handle 
knowledge in an entire life-cycle. 
Moreover, the training courses methodology and the customisable e-Training approach which 
implements the ability to systems make the knowledge transfer to enterprise people, are also other 
added values from this work. All of these prototypes have been tested in international research 
projects, independently to the domain resulting in their presentation in scientific publications, which 
already received some worldwide citations. 
Finally, the economic viability and the validation methodologies are both research results that support 
the semantic interoperability solutions implementation in industry. The validation methodology was 
already tested in a textile industry with success results.  
Future Work 
As a future work, author intends to accomplish all the prototypes developed and finalise the SIE and 
EKT integration, to then better technically analyse an entire DSA framework implementation. 
However, the main idea of future work is to continue the research about semantic adaptability of 
systems, having as pillars the main outputs presented on this dissertation. Such research pillars are: 
the collaborative building of ontologies; the multicultural issues in the information systems; the 
ontology learning approach handling uncertainty knowledge; the training implementation approaches 
especially to its related knowledge handling and transfer; the semantic checking processes; and finally 
the business validation of semantic adaptation projects. 
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10 Annexes 
10.1 Language Independent Meta-Model (LIMM) 
LIMM serves as an abstract interface on top of enterprises’ information models. Through its usage, 
becomes possible to abstract the technology and implementation details associated with the different 
modelling languages, and thus, enlarge the scope of users involved in a traditional mapping definition 
activity. Having manager and domains experts involved in this process increases the quality of the 
mappings that will enable interoperable relationships. In comparison to most modelling languages, it is 
intended to enable as little loss of expressiveness as possible, but at the same time, be simple and 
generic to support multiple language mappings.  
Also, LIMM resemblances with ISO/IEC (2004) standard are not by fortuity. This abstract interface was 
based on the standard’s foundations and concepts in order to give support to mechanisms for 
enabling global data interchange, particularly across application areas. A bridge between major LIMM 
concepts and ISO/IEC 11179 can be made, e.g. the standard’s “Entity”, “Property” and 
“Representation” concepts correspond to LIMM’s “Entity_Concept”, “Property” and “Representation” 
constructs, respectively. The language independent meta-model proposed is described as an UML 
class diagram in Figure 4.15. It was designed with an UML tool, since UML class diagrams are a 
popular form to visualise the meta-model, enabling lossless integration with MOF XMI model which is 
compatible with most of the model management technologies for defining and executing 
transformations (e.g. ATL). 
 
Figure 10.1 - Language Independent Meta-model (LIMM) 
 
206 
Many of the information modelling languages, e.g. EXPRESS (ISO TC184/SC4 2004), UML class 
infrastructure (OMG 2011b), OWL and XSD specification (W3C 2009; W3C 2001)  have been 
analysed in detail and they were the focus of the attention to create this comprehensive meta-model 
and, as far the mappings defined for those languages demonstrate, LIMM is able to support them with 
little loss of expressiveness. In resemblance to what happens in the OWL language, LIMM is capable 
of representing both models and data levels of MDA (Level 1 and Level 0, respectively), enabling the 
combined transformation of both levels at the same time, or each independently if required. With this, 
not only the meta-model is prepared to deal with harmonization of modelling languages, but is also 
capable of representing instances of models, meaning that it can be used as an intermediate platform 
for data harmonization (represented by the “LIMM_Instances” package depicted in Figure 4.15 on the 
bottom). 
Concerning modelling concepts, the meta-model considers the representation of entities, types, 
properties, basic types, aggregations, etc. Nevertheless, some languages (e.g. EXPRESS) enable 
explicit behavioural expressions (instantiation rules) and functions, which are not supported. However, 
they are considered non-fundamental for the envisaged mapping process which is mainly focused on 
the information model mapping at the Level 1 of the framework. A more detailed explanation of the 
composition of LIMM is presented, evidencing the use of each structure defined: 
• Model: identifies the “header” of the original model, in terms of owner, version and original 
modelling language. A Model can be composed by a multitude of Modules; 
• Module: each Module represents a fraction or the whole model, since original models can be 
distributed by a series of resources. The Module class identifies by name and version each 
part of the original model and is composed by Concepts; 
• Concept: is an abstract class to represent any kind of modelling structure defined at the root of 
the module (root elements of the original model representation). It either can be instantiated 
as complex entities (Entity_Concept) or as type declarations (Type_Concept); 
• Entity_Concept: this class represents an important structural part of the information model 
defining classes of objects. An Entity contains Properties and, when not abstract, can be used 
to represent palpable real life information, thus it can also be instantiated with level 0 data 
(through Instance_Group). Being a class that enables the specification of other classes, 
detailing a hierarchy of Entities, it allows to mark them as abstract if they are not meant to be 
directly instantiated; 
• Property: acts as complementary information about a given Entity_Concept, since a Property 
cannot exist without a belonging Entity. Properties have a given underlying associated type 
which can be any class inherited from the abstract Representation class. Moreover, 
depending of this type, i.e. depending whether it can assume a single value (e.g. an integer) 
or an aggregation of values (e.g. an array on integers), a Property is concretised as 
Single_Valued_Property or Multiple_Valued_Property. Redeclared Properties should be used 
only in case of need to redefine some other Property already specified within a supertype 
Entity_Concept. With this, a particular Property can be renamed and / or type redefined / 
refined. Finally, a Property can be linked with level 0 instances (through 
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Single_Valued_Property or Multiple_Valued_Property) to represent palpable real life 
information.  
• Single_Valued_Property: is a specific Property that can have at maximum a single instance 
value. It is connected to Instance_Item. 
• Multiple_Valued_Property: is a specific Property that can capture multiple instance values at 
the same time, as is the case of arrays or matrices. It is connected to Instance_Group. 
• Instance_Item: is the valued instance of a real life concept; 
• Instance_Group: acting as an aggregator of Instance_Items, the Instance_Group class 
represents disjointedly either an instance of an Entity_Concept, an aggregation of the possible 
values of an Enumeration_Type or even the values of a property whose  underlying type is an 
Aggregation_Type; 
• Representation: is the top abstract class which can go from Generic_Basic_Type, advanced 
Types, passing through Entities and Aggregations. This class represents the top level of 
abstraction of a single piece of information that can be modelled by the meta-model or that 
exists natively in modelling languages (e.g. “Strings”); 
• Generic_Basic_Type: this class represents a predefined language type. It can represent any 
basic type, which the model demands (e.g. “Integer”, “String”, “Boolean”, etc.); 
• Aggregation_Type: like the name explains, is a class to represent Aggregations (i.e. arrays, 
bags, vectors, etc.), which can be limited by the “upperCardinality” and “lowerCardinality”. This 
class has no direct information about possible contents besides the type it is associated with. 
This means that there is no information about possible order and duplicity of elements; 
• Type_Concept: is an abstract class and represents the high level abstraction of selectors, 
renamed concepts and enumerations, such as Select_Type, Labelled_Type and 
Enumeration_Type. Together with the Entity_Concept, Type_Concept acts as a declaration of 
model structures, and helps the understanding of the difference which is inherent between 
them since it cannot have any inner elements such as Properties; 
• Select_Type: is one of the advanced type structures and allows a given property to assume a 
multitude of different types, not limiting the instantiation to one particular type. This notion of 
selection only exists on the EXPRESS modelling language; 
• Labelled_Type: allows to rename any previously defined concept or a native Representation; 
• Enumeration_Type: the last advanced type, defines the use of Enumerations, which by 
definition are a set of well defined named values. These values are inherently constant and, in 
the LIMM, each Enumeration value is considered to be an Instance_Item attached to a 
specific Instance_Group representing the scope of all values this type can represent. 
To better understand the inwards of how a normal information model looks like as a LIMM, Figure 10.2 
illustrates a simple example of a model to represent geometry, more specifically bi-dimensional 
triangles which are to be specified by a set of 3 points. Shortly and not exhaustively: the example 
Model is composed by a single Module which defines 4 Entity_Concepts and 1 Enumeration_Type; 
the entity to represent the triangle object is in fact a specification of the abstract concept named 
“GeometricShape” (which in a larger example can be extended by more Entity_Concepts, e.g. line, 
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square, etc.), thus besides the Multiple_Valued_Property defined to capture the 3 vertices values, it 
also contains an indication of the type (“ofType”) of the geometric shape given by the 
Enumeration_Type defined; and finally, the entity to represent a bi-dimensional point object defines a 
Single_Valued_Property for both the “x” and “y” coordinates, as well as another one to assign a label 
to a future instance of the point. 
 




10.2 Course Synopsis Excerpt Example 
 
Training Course Synopsis 
20 October 2010  
Contact: Christian Johansson, TL1.5.2, christian.johansson@ltu.se 
Tel: +46 (0)70 – 934 38 73 
João Sarraipa, TL1.5.3, jfss@uninova.pt 
Tel: +351 21 2948529 
The Crescendo WP1.5 has the objective of developing and organise relevant BDA training activities, targeted 
towards “future users” (in a broad sense). The BDA training courses and material are intended to help a range of 
users to develop competence in how to use the results (new knowledge) generated by the Crescendo technical 
work packages. Hence the training courses will support the consortium partners in the deployment and 
exploitation of Crescendo results after the end of the project. 
This document goal is to describe a training course and its learning objectives. The learning objectives represent 
the essential understanding that a trainee will reach from attending such course. This document has to be able to 
answer the question: 
What should students know, understand, and be able to do?  
The answer to this question will specify what new roles and competencies the trainees will get from attending 
such course. The course synopsis defined will be essential to conduct training developers to frame and guide the 
course contents composition to the overall identified course’s objective. The synopsis is organised in to two views: 
Courses and Modules. It follows the idea that a Training Course could be composed by small training objects – 
the Training Modules.  
Course’s View Synopsis 
Title [provide a concise title of the proposed Training Course (TC)]:  
Systems Engineering Database (SEDb) 
Narrative summary [presents a summary of the TC, its objective and highlights]:  
This course presents the System Architecture, the basic operation principles and the dashboard 
concept of the CRESCENDO Systems Engineering Database (SEDb).  
It addresses the skills about the SEDb:  
 How to get started (installation guidelines); 
 How to use the viewer; 
 How to use the viewer for reporting; 
 How to use DOORS Database. 
Keywords [presents a set of keywords that could represent the topics addressed by the courses – the main purpose is to 
use keywords from the CRESCENDO Glossary]:  
System Engineering Database; System Architecture; BDA;  
Target Audience [Response could be one or several of the following categories] 
 General Public 
 Aero industry 
 IT Vendor people developing, supporting and training on tools to implement BDA Capability 
 Academia wanting to learn about BDA methods and technologies 
Roles & Competences [Competences to which this course is related with - could be one or several of the following 
categories]:  
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 A/C Program Architects & Chief Engineers [Responsible for setting, and monitoring, the overall objectives for a 
project/study. Includes Chief Engineers’ team (e.g. creation of multiple trade studies from a single objective)]  
 A/C program Collaboration Manager [Responsible for the delegation, and monitoring, of activities throughout an 
enterprise (both internal and external)] 
 Engineering Processes, Method & Tool capability owners [Responsible for creating and updating methods 
and tools used within their domain of expertise. Includes configuration & requirements management] 
 Design, Modelling & Simulation Engineers [Responsible for performing the specific methods and tools required to 
undertake a modelling and simulation activity] 
 Quality Auditors [Responsible for undertaking quality activities required] 
 "BDA" Administrators [Responsible for the administration of the BDA components] 
 N/A [Not applicable to none of the presented Roles] 
Recommended Precedence [Any CRESCENDO course which the trainee should follow before attending this one]:  
None 
Student requirements [e.g. previous students’ knowledge not present in other CRESCENDO course]:  
None 
Technical requirements [e.g. specific installed software]:  
For installation of the SE database following System Requirements should be considered: 
System: Windows XP/Vista; RAM: 512MB; Free disk space: 100MB 
Estimated Time [Duration of this TC in minutes]:  
1 hour and 35 minutes 
Input Content [input content sources used as relevant and essential for development of the training contents]:  
D1.2.2 
Training Modules: [This presents the training modules which this TC is composed by]  
Module 0 - Introduction to the Systems Engineering Database (SEDb) 
Module 1 - How to get started with the SEDb Viewer 
Module 2 - How to use the Viewer 
Module 3 – Uncertainty Management 
Module 4 - Conclusions 
Skills – Know [Skills to be acquired related to the knowing and understanding (Theoretical knowledge of a field; the 
capacity to know and understand)]:  
To know the SEDb system architecture. 
Skills – Do [Skills to be acquired related to the knowing how to act (Practical and operational application of knowledge to 
certain situations; be able to accomplish)]:  
Be able to Install SEDb; to use SEDb viewer; to use the viewer for reporting; and to use DOORS 
Database; to perform uncertainty management. 
Skills – Be [Skills to be acquired related to the knowing how to be (Values such as an integral element of the way of 
perceiving and living with others and in a social context)]:  
N/A 
Contact Person [who is the main responsible/author of this TC]: 
N/D 
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.Modules’ View Synopsis 
Module 0 
Title [provide a concise title of the Training Module (TM)]:  
Introduction to the Systems Engineering Database (SEDb) 
Narrative summary [presents a summary of the TM, its objective and highlights]:  
This module provides a brief introduction to the Systems Engineering Database, including a 
description of the SEDb’s Architecture and Data Model. 
Keywords [presents a set of keywords that could represent the topics addressed by this TM – the main purpose is to use 
keywords from the CRESCENDO Glossary]:  
SEDb Architecture; SEDb Data Model 
Target Audience [Response could be one or several of the following categories] 
 General Public 
 Aero industry 
 IT Vendor people developing, supporting and training on tools to implement BDA Capability 
 Academia wanting to learn about BDA methods and technologies 
Roles & Competences [Competences to which this TM is related with - could be one or several of the following 
categories]:  
 A/C Program Architects & Chief Engineers [Responsible for setting, and monitoring, the overall objectives for a 
project/study. Includes Chief Engineers’ team (e.g. creation of multiple trade studies from a single objective)]  
 A/C program Collaboration Manager [Responsible for the delegation, and monitoring, of activities throughout an 
enterprise (both internal and external)] 
 Engineering Processes, Method & Tool capability owners [Responsible for creating and updating methods 
and tools used within their domain of expertise. Includes configuration & requirements management] 
 Design, Modelling & Simulation Engineers [Responsible for performing the specific methods and tools required to 
undertake a modelling and simulation activity] 
 Quality Auditors [Responsible for undertaking quality activities required] 
 "BDA" Administrators [Responsible for the administration of the BDA components] 
 N/A [Not applicable to none of the presented Roles] 
Recommended Precedence [Any CRESCENDO TM which the trainee should follow before attending this one]:  
None 
 
Student requirements [e.g. previous students’ knowledge not present in other CRESCENDO TC or TM]:  
None 
Technical requirements [e.g. specific installed software]:  
None 
 




Input Content [input content sources used as relevant and essential for development of the training contents]:  
D1.1.2 
Skills – Know [Skills to be acquired related to the knowing and understanding (Theoretical knowledge of a field; the 
capacity to know and understand)]:  
To know the SEDb system architecture and SEDb Data Model 
Skills – Do [Skills to be acquired related to the knowing how to act (Practical and operational application of knowledge to 
certain situations; be able to accomplish)]:  
N/A 
Skills – Be [Skills to be acquired related to the knowing how to be (Values such as an integral element of the way of 
perceiving and living with others and in a social context)]:  
N/A 
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