We introduce two new bootstraps for exchangeable random graphs. One, the "empirical graphon", is based purely on resampling, while the other, the "histogram stochastic block model", is a model-based "sieve" bootstrap. We show that both of them accurately approximate the sampling distributions of motif densities, i.e., of the normalized counts of the number of times fixed subgraphs appear in the network. These densities characterize the distribution of (infinite) exchangeable networks. Our bootstraps therefore give, for the first time, a valid quantification of uncertainty in inferences about fundamental network statistics, and so of parameters identifiable from them.
Introduction and Goal
By this point, it is a cliche to say that networks matter, and that network data analysis is an increasingly important part of statistics Statistical work has largely focused on elaborating models and obtaining point-estimates of their parameters (Olding and Wolfe, 2014; Kolaczyk, 2009) ; there has been comparatively little progress in quantifying uncertain in these estimates, though that is essential to their scientific utility. If we had widelyaccepted parametric models, we might hope to use standard asymptotic, at least heuristically, but we do not have such models, and we have reason to doubt that standard asymptotics apply to networks (Shalizi and Rinaldo, 2013) 1 . In other areas of statistics, bootstrapping has been highly successful at quantifying uncertainty, even in the face of model mis-specification and complicated dependence structures (Lahiri, 2003) . Accordingly, in this paper, we introduce two bootstraps, one, the "empirical graphon", based purely on resampling, the other, the "histogram stochastic block model", being a model-based "sieve" bootstrap. We prove that they both accurately approximate the sampling distributions of "motif densities", the normalized count of the number of times any fixed subgraph (or "motif") appears in the network. Under exchangeability of the nodes, such densities are known to characterize the distribution of (infinite) networks, as well as defining the convergence of sequences of individual (non-random) graphs. Our bootstraps therefore provide, for the first time, theoretically sound ways to quantify the uncertainty in inferences regarding a fundamental class of network statistics, and so of parameters identifiable from these statistics.
As a contribution to network data analysis, our work extends previous proposals for quantifying uncertainty by means of subsampling the network and using plug-in Gaussian approximations (Bhattacharyya and Bickel, 2015) , and heuristic parametric bootstraps (Rosvall and Bergstrom, 2010) and heuristic resampling schemes (Eldardiry and Neville, 2008) . However, from work on bootstrapping in other areas, we know that estimation of the distribution via resampling can be more accurate, particularly with small sample sizes. While our proofs rely on asymptotic arguments via normal approximations, we think its reasonable to expect that our estimators will perform well in the small sample setting as well. From a bootstrap-theory perspective, our contribution is to extend the validity of resampling and sieve bootstraps to a new type of dependence structure, joining previous work on time series and spatial data.
Probabilistic background and general approach. Exchangeability of the nodes 2 is a common assumption on networks; it corresponds to the assumption that any two isomorphic graphs should be equally probable, and that no information we have on individual nodes (other than their location in the network) is useful for predicting their links. As with other probabilistic symmetries, exchangeability is useful, in part, because of representation theorems which state that all (infinite) exchangeable distributions are mixtures of certain extremal distributions with the same symmetry, but stronger independence properties (Dynkin, 1978; Kallenberg, 2005; Lauritzen, 1984) . In the case of exchangeable networks, the relevant extremal distributions, now often called "graphons", were characterized by Aldous and Hoover, and work as follows (Kallenberg, 2005, ch. 7) . Every node gets an independent, uniformly distributed random variable on [0, 1], say ǫ i for node i, and there is a link function h : [0, 1] × [0, 1] → [0, 1], symmetric in its arguments, such that the probability of an edge between i and j is h(ǫ i , ǫ j ), and all edges are independent (given the ǫs). Any exchangeable distribution is a mixture of such graphon distributions 3 , and any one realization of an exchangeable distribution is drawn from a single h.
This provides a natural approach to bootstrapping: estimate the link function h, then randomly redraw node variables and reconnect the edges with the corresponding probability. Our task is thus just (!) to estimate the link function sufficiently well. We propose two approaches. One, the "empirical graphon", takes the adjacency matrix, views it as a binary-valued function on the unit square, and uses that as our estimate of h. Providing the validity of this bootstrap then relies on results about the convergence, in a suitable topology, of exchangeable random graphs to their generating graphon. Our other bootstrap is a histogram-like estimator of the graphon, a special case of stochastic block models, essentially approximating h by a series of simple functions. Its validity rests on some smoothness assumptions regarding h, but, when they hold, it gives a faster rate of convergence. In both approaches, a Berry-Esseen inequality for U-statistics due to Callaert and Janssen (1978) provides a crucial technical tool.
Organization. Section 2 fixes notation, lays out assumptions, and, in §2.1, formally proposes the two bootstraps. Section 3 gives the main theorems, stating conditions under which our bootstraps consistently approximate the distribution of motif densities. Section 4 collects supporting propositions and lemmas, and Section 5 proves the main results.
Notation and Methodology
We (mostly) follow the notation of Bhattacharyya and Bickel (2015) . Unless otherwise noted, by "graph" we will always mean an undirected, simple graph. For any graph G, V (G) will be the set of its vertices, and E(G) the set of its edges; when i ∈ V (G), j ∈ V (G), we write (i, j) for the (unordered) pair of nodes, and (i, j) ∈ E(G) or (i, j) / ∈ E(G) depending on whether or not there is an edge. We will sometimes abbreviate this as (i, j) ∈ G when there is no chance of ambiguity. We will use colons to abbreviate sequences, so that i : j stands for i, i + 1, . . . j − 1, j, and (say) x i:j the sequence of variables x i , x i+1 , . . . x j−1 , x j . Given an ordered p-tuple of indices in 1 : n, i ≡ (i i , i 2 , . . . i p ), we let G(i) be the induced subgraph of G with those vertices; we will write S n (p) for the collection of all ordered p-tuples of 1 : n. Two graphs G 1 and G 2 are isomorphic when their nodes can be put in one-to-one correspondence while preserving both edges and non-edges, i.e., there is an invertible mapping σ :
. When this holds, we write G 1 ≃ G 2 , and we write N (G) for the number of graphs on 1 : |V (G)| which are isomorphic to G. K p will indicate the complete graph on 1 : p, i.e., the p-node graph with all possible edges.
Our data G n is a graph on the vertices 1 : n, with corresponding n × n adjacency matrix A. We assume that the graph is exchangeable, and hence was generated as follows:
Without loss of generality, we decompose the h n as
where 1 0 1 0 w(u, v)dudv = 1, so that ρ n is the marginal probability of an edge between any two nodes, i.e., the (expected) edge density 4 .
Fixing any p-node connected, simple, undirected graph R that we like, we can ask about the probability that the first p nodes of G n instantiate this motif 5 ,
Of course, by exchangeability, P R (h) = P (G n (i) = R) for any i. These probabilities are thus very much like moments of the distribution of G n , and indeed it is known from previous work (Lovász, 2009 ) that the collection of these probabilities, over all motifs R, suffice to characterize an exchangeable graph distribution 6 . One can show (Lovász, 2009 ) that
It is natural to want to relate these moments to their sample counterparts. It turns out that a good estimate for P R (h) is simply to count the number of induced subgraphs in G n which are isomorphic to R:
Moreover, previous work 7 on graph limits tells us that, for fixed R,
Finally, we will need a few scaled versions of the above quantities, since we allow the sparsity factor ρ n to go to 0 with n. First, letρ n = P K 2 (G n ) be the edge density observed in the graph. Second, letP R (h) =
, and its corresponding empirical quantityP R (G n ) =
Miscellaneous notation and conventions. Unless otherwise noted, all limits are taken as the number of nodes in the graph grows, i.e., as n → ∞.
Resampling Procedures
We begin with an estimate of the graphon,ĥ : [0, 1] 2 → [0, 1], a mapping to be estimated from the graph G n . We then generate m random variables
∼ Uniform(0, 1), and simulate fromĥ in the way we generate from graphons, forming the bootstrapped network G * m . More precisely, we let the bootstrapped adjacency matrix
The properties of our bootstrapping procedure clearly depend onĥ. We define two such methods here.
Our first estimator comes from the simple approach of attempting to estimate the graphon by using its empirical counterpart: the adjacency matrix.
In essence, to form G * m we resample m n vertices from G n with replacement, and add in adjacencies exactly as they appear in G n . This rules out edges between multiple copies of the same vertex, since G n , being a simple graph, contains no loops.
Our second estimator is only slightly more complicated. It is very closely related to the histogram estimator set forth in (Gao et al.) , but with the key distinction that every bin must have the same number of nodes put into it.
Definition 2 (Histogram). Fix an integer r > 1 which corresponds to the number of bins in the histogram. Then, define the set Z n,r of functions which assign each of the n nodes to one of r classes, with exactly equal number of nodes in each class 8 Then we set the histogram estimate of h to be the least-squares estimate over functions piecewise-constant the balanced partitions over the unit square. That is, for Q = (Q ab ) ∈ R r×r and z ∈ Z n,r , we set the
The histogram estimator of the graphon is a specific case of the stochastic block model, which itself dates back at least to Fienberg and Wasserman (1981) ; Holland, Laskey and Leinhardt (1983) ; Fienberg, Meyer and Wasserman (1985) . In such models, every node is independently and randomly assigned to one of r latent classes or "blocks", and edges form independently between nodes, with probabilities depending only on the nodes' block assignments. The histogram estimator used here, with the restriction to balanced node assignments, was introduced by Gao, Lu and Zhou (2015) , though see also Wolfe and Olhede (2013) .
Main Results
For any choice ofĥ, we define the bootstrap estimate of subgraph density, and its scaled counterpart, in the natural way.
Our main pair of results are that if we simulate from either the empirical graphon or the histogram estimate, then the conditional distribution (after the right scaling and centering) of P R (G * m ) converges in probability to the distribution of P R (G n ), under some assumptions about the sparsity of the graphon, the structure of the motif R, and-in the case of estimation using the stochastic block model-the smoothness of the graphon.
Assume w is L-Lipschitz continuous for some L > 0, and is not equal to 1 almost everywhere. Consider sampling G * n from a histogram with r = nρn log n bins. For any p-node motif R with ρ n = Ω max n
Supporting Propositions and Lemmas
The proofs for these theorems each rely on a series of 3 approximations; that the distribution of a scaled version of P R (G n ) is close to Gaussian, that the conditional distribution of a scaled version of P R (G * n ) is close to Gaussian, and that the variances of both distributions are close. Propositions 1 and 2 formalize the first and third of these assertions (the second assertion is covered in the proof of the theorems.)
In order to state Proposition 1 , we will need an expression for the (normalized) variance of P R (G n ). Intuitively, this will involve taking expectation over the product of indicator functions, of the form
As we might expect, this quantity can be related to P W (h) for a set of motifs W . The intuition is that the event of seeing the same motif on two different subgraphs corresponds to seeing one of several particular motifs on the union subgraph. We will call the set of these motifs W the "merged copy set", because it consists of motifs formed by taking two copies of R and merging some of their vertices.
Lemma 1, next, relates the double sum present in E P R (G n ) 2 to summing over motifs in the various merged copy sets. The merged copy sets tells us which motifs we need to sum over, but not how many times we'll need to consider each motif. Luckily, this depends only on n k and a combinatorial factor, itself a function of R and W , which counts how many ways W can be formed by merging two copies of R. 9 .
where C R (W ) counts the number of ways of forming W by merging two copies of R.
For example, if R = K2, the single edge between two nodes, there are four different ways we can merge two copies of R to get a 2-star.
is the appropriate normalization, we can state a central limit theorem for the empirical subgraph densities.
Proposition 1 ( (Bhattacharyya and Bickel, 2015) ).
As stated above, one step required for the proofs of our main theorems is to show that the bootstrap estimate of variance, for both of our procedures, is close to σ 2 R . Proposition 2 formalizes this statement.
Proposition 2. For any p-node motif R, if either R is acyclic, or ρ n = Ω(n − 1 2p ), then under the conditions of Theorem 1
and under the conditions of Theorem 2
Finally, in order to show that Proposition 2 holds, we must have that the P R (G n ) terms in σ 2 R (ĥ) converge at the appropriate rate to the P R (h) terms in σ 2 R . Lemmas 3 and 4 establish this for the empirical graphon and for the histogram estimator, respectively.
5. Proofs
Proof of Theorem 1
We can upper bound (14) by
The third term goes to 0 by Proposition 1. The second term goes to 0 by Proposition 2. All that remains is to bound the first term. We can do this using a Berry-Esseen inequality for U-statistics, keeping in mind that P R (G * n ) is strictly a U-statistic, conditional on G n , because once the ǫ * i are specified there is no more randomness in P R (G * n ). To ease notation, for i ∈ S n (p) define
and note that
Therefore, by Janssen (1981) , we have that (32)
We first boundν 3 , using the fact thatĤ R (ǫ * 1:p ) 3 =Ĥ R (ǫ * 1:p ). By Holder's Inequality, we have
By Lemma 3, we have that
where the last statement comes from the condition
Putting these together, we can upper boundν 3 .
Turning toσ 2 g , we havē
) and |V (S)| = 2p − 1. Either way, by Lemma 3, we have that for all S ∈ M C(R, 1),
Note that
which completes the proof.
Proof of Theorem 2
We use the same upper bound as for Theorem 1:
The third term goes to 0 by Proposition 1. The second term goes to 0 by Proposition 2. To bound the first term, we split P R (G * n ) − P R (ĥ) up into two components, based on the randomness from resampling latent variables and the randomness from resampling edges respectively. In other words, (47)
obeys, conditional on G n , a central limit theorem for U-statistics. Lemma 6 establishes that
, once appropriately scaled, has asymptotically neglible contribution to the overall randomness.
Lemma 5. Let R be a fixed motif, and let τ 2
Proof. We use the same notation as in the Proof of Theorem 1. We can write
is a U-statistic conditional on the graph G n . The Berry-Esseen theorem for U-statistics (Janssen, 1981) therefore tells us
whereν 3 andσ g −3 are defined as in the proof of Theorem 1. First, we'll upper boundν 3 .
where the second line follows from Holder's inequality. Then,
where the two terms in the last line follow from the assumptions that w is L-Lipschitz and the proof of Lemma 4, respectively. Therefore,
by Lemma 4.
Turning toσ 2 g , just as in Theorem 1, we havē
By Lemma 4, for each S in M C(R, 1),
This is greater than 0 as long as w is not 1 everywhere, as
, and therefore
Lemma 6. Let R be a fixed motif. Then, if the conditions of Lemma 4 hold,
Proof. We start by rewriting
Now, we will proceed by bounding terms of the form
We then note that by the definition ofĤ R (72)
and so
by the law of total variance. Therefore,
Let us denote as k = |i ∩ j| the number of nodes that i and j have in common. Note that if k < 2, then G * n (i) and G * n (j) share no dyads, and are thus independent once we condition on ǫ * . Otherwise, G * n (i) and G * n (j) share k 2 dyads, and we can bound the conditional covariance:
where the last inequality follows from Holder, and the last equality from the proof of line 128 in the proof of Lemma 4 along with the assumption that
There will be p! 2 n p p k n−p p−k valid choices for i and j which yield two subgraphs with k vertices in common. Therefore, we can simplify (75) down to
since the k < 2 terms are all 0. Note that, since k ≥ 2, 1 − k ≤ − k 2 . Also, by assumption, we have that ρ n = ω(n
The convergence in probability then follows via an application of Chebyshev's Inequality.
Putting Lemmas 6 and 5 together via Slutsky's Theorem yields (82) sup
Finally, we have by the definition of conditional expectation that
By Lemma 6, we therefore have that
Since σ 2 R (ĥ) = θ p (1) and thus τ 2 R (ĥ) = θ p (1), this in turn implies
which completes the proof of Theorem 2.
Proof of Lemma 1
This proof will be made slightly easier by introducing a second motif S, also on p nodes. (We can think of S as being an isomorphic copy of R.) Let i ∪ j = l, where (with slight notational mangling) l is an ordered ktuple. Then, define
(Here, we've done nothing more than taken the two motifs and sent them to the right vertices as defined by the joint vertex set l.) Now, let W = R i ∪ S j . We would like to relate I{G n (i) ≃ R}I{G n (j) ≃ S} and I{G n (l) ≃ W }. Unfortunately, they not not quite equal. After all, if there are some edges between the vertices only in G n (i) and those only in G n (j) the LHS can still be 1, but the RHS will clearly be 0. To fix this, we sum over all these possible fuller motifs. Let C V (R i ),V (S j ) be the set of dyads between vertices only in R i and those only in S j . Then,
I{G n (l) = W } and the relationship between seeing two motifs on different subsets of nodes and seeing one merged motif on the union of the subsets is established. 10 These manipulations allow us to write the double sum over i and j, with the product of indicators of seeing the motifs R and S on the induced subgraphs G(i) and G(j), as a sum over l, with the sum of indicators of seeing the motif W on G(l).
(87) makes clear how we can leverage the assumption of exchangeability:
remains unchanged for all choices of l, and so we can simplify (17) to
10 Notice that we have replaced equality up to isomorphism with strict equality. This will simplify the following algebra, and returning to the isomorphism relationship can be established with one line at the end. Now, let us specify that S ≃ R. Then, for every choice of i, j and Q, by definition R i , S j ≃ R and so W ∈ M C(R, k). Moreover, for a given k the number of choices of i, j and Q are clearly fixed in n, and so the number of times each W in M C(R, k) appears in the sum must also be fixed in n. Finally, to return to isomorphism note that (89)
and of course the number of S ≃ R, N (R) is fixed in n as well. Denote the number of times each W appears as C W (R), where
and the expression reduces to exactly the desired form.
Proof of Lemma 2
To get the expression for the first statement in the lemma, we expand the square and use Lemma 1.
Subtracting P R (h) 2 from this, and doing some basic algebraic rearrangement, yields the desired result. Now, we turn to the second statement in the lemma. Since the set M C(R, k) is finite for any given R and k, and we are summing over a finite number of k, the problem reduces to showing that
for all k in p, . . . , 2p − 1 and all W in M C(R, k). But then,
and so (97) lim
where the last statement follows because either R is acyclic (and thus |E(R)| = p − 1) or ρ n = O(1/p).
Proof of Proposition 1
Both 21 and 22 come from Bhattacharyya and Bickel (2015) .
Proof of Proposition 2
Taking the difference between the actual and estimated normalized variances yields
To begin, for eitherĥ =ĥ adj orĥ =ĥ hist , we have by Lemmas 3 and 4, respectively, that
. What remains to be shown is that, for all choices of k and all S ∈ M C(R, k),
We will first account for the effect of normalizing with ρ n vs.ρ n . We see that it will be sufficient to show
To establish (102), we begin with the setting where ρ n = ω(n − 1 2p ) and R may be cyclic. In this case, it is helpful to rewrite (102) as
By Lemma 3 and 4, along with the fact that k < 2p and so ρ n = ω(n
Now, we must upper bound 2|E(R)| − |E(S)|, which we do by leveraging the fact that S is a member of the merged copy set of R. The key fact to notice is that edges which are lost in S when vertices are merged can only be edges between two merged vertices. There are 2p−k such merged vertices, so there must be at least 2|E(R)| − . Putting this back into (104) yields
Now, we turn to the setting where R is acyclic and we know only that ρ n = ω( 1 n ). Now, since R is acyclic and connected, |E(R)| = p−1. Of course, S will also be connected, and so |E(S)| ≥ k − 1. (Note that this is not an equality because S is not necessarily acyclic.) Then, by Lemmas 3 and 4,
Therefore, we can rewrite (102) as
Proof of Lemma 3
Throughout the proof of this lemma,ĥ =ĥ adj . First, we will show that when ρ n = ω(n
We begin by bounding (112) by
The second of these is o p (1) by Proposition 1, along with the assumption that [0,1] 2 w(u, v) 2|E(S)| is finite. To bound the first term, we will make use of the following combinatorial identity:
where M (S, k) is the set of W on j vertices which can be formed by merging vertices in S. (where by a ∼ b means they are of the same order.) Therefore,
W being formed by merging vertices from S restricts how many fewer edges it may have than S. The first merger of two vertices can have merged at most k − 1 edges, the second merger can have merged at most k − 2 edges, and so forth. As a result, if W ∈ M (S, j)
We will also use the fact that
, again by Proposition 1 along with the fact that W has fewer edges than S. Putting these two together, we have
since j < k. We must now deal with the leading term, but this is merely
and so we have shown (112) in the case where ρ n is suitably lower bounded. Now we turn to the setting where the only restriction on ρ n is that nρ n n → ∞. What we must show is that
We again make use of (114), to get (122)
By Proposition 1, we have that for all j and all W ∈ M C(S, j),
Thus, we have shown (121).
Proof of Lemma 4
We can rewrite P S (ĥ hist ) − P S (h) using their definitions to yield (124)
We now have the difference of products, but want the product of differences. So we use the following lemma.
Lemma 7. Let a 1:k and b 1:k be positive numbers. Then, there exists some constant C, which is a function only of k, such that This allows us to bound (124) by (126)
where e 1 , . . . , e |E(S)| is any arbitrary ordering of the edges in S, and C is bounded by 2 |E(S)| |E(S)|. By Holder's inequality, this is bounded by
To show this quantity is o p ρ |E(S)| n it is sufficient to show that (128)
We will begin by bounding the first term on the right-hand side of 129. Note that if we let θ = {h n (ǫ i , ǫ j )} ij , and takeθ as in Definition 2, we have that (130)
We will bound this by decomposing it into two parts. We will control the maximum deviation of the estimated histogram from θ by ρ n . We will also show that the mean square error of the two decays at a rate faster than ρ n .
Lemma 8. Take θ andθ to be as above. Then, if the number of groups r is of order nρn log n , we have that
Lemma 9. Take θ andθ to be as above. Then, if the number of groups r is of order nρn log n , we have that
The key step in combining these two bounds is to note that, if
So, by Lemmas 8 and 9,
which converges to zero provided that ρ n = ω( log n n 1 2
). The second term of 129 can be handled using the Lipschitz property of h along with the convergence of the empirical distribution of the ǫ to a uniform. We have
, where F n is the empirical CDF of the ǫ i , and so we have
Since
n we have that the first term is O(1/n). For the second term, note that ∀k ∈ 1 : n,
and so by Glivenko-Cantelli, the second term is also o p (1).
Proof of Lemma 8
Let us define (143)θ ab (z) = 1 n a n b i∈z −1 (a),j∈z −1 (b) θ ij
First, we will bound max i,j {θ ij −θ ij }.
≤ exp {−C min( n 2 t 2 r 2 ρ n , n 2 t r 2 ) + (n + 2) log r} (146) Let t ∼ ρnr 2 log r n + r 2 log r n . Then, if we let r ∼ nρn log n , we have that (147) max i,jθ ij (ẑ) −θ ij (ẑ) ≤ Cρ n with probability ≥ 1 − exp {−Cn}. Combine this with the fact that , by the Lipschitz condition on w, max i,j θ ij ≤ Cρ n and therefore max i,jθij ≤ Cρ n , and we have that max i,
Proof of Lemma 9
We will pick up from the proof of Theorem 2.3 in Gao, Lu and Zhou (2015) , modifying where necessary to fit our new specification that ρ n may vary with n and that all bins in the histogram must contain the same number of nodes.
Recall that θ is the tie-probability matrix, θ ⋆ is the oracle r-bin histogram estimate of the tie-probability matrix, andθ is the r-bin histogram estimate of the tie-probability matrix where bin assignments are determined byẑ but averages are over the elements of θ rather than A.
Now, we must bound B, R, E, and F .
5.10.1. Bounding B B = θ − θ ⋆ is the minimum error we would incur if we had access to the true tie probability matrix but were forced to approximate it by a block model with every block being equal in size. Now , consider the block model where nodes were grouped by their true ordering (i.e. the ordering of the ǫ i ). Let z 0 be the block assignment vector of this block model , and θ 0 the corresponding approximating block model. We can write Then, we can form a probablistic bound on |ǫ (i) − ǫ (i′) |, using the fact that
For the first and third terms, we use the DKW inequality bounding the concentration of the sample CDF of the ǫ around the uniform CDF
≤ 2sup with probability ≥ 1 − exp {−C}.
Bounding R
Note that all subsequent bounds hold for all possible values of ǫ 1:n , and we will therefore (implicitly) deal with the distribution of the graph conditional on the ǫ, so that all edges are independent. We have that R 2 = θ −θ 2 , whereθ represents the block model formed with the same block assigment vectorẑ as forθ but averaging over the values of the tie probability matrix rather than the adjacency matrix. Using the same decomposition as in Gao, Lu and Zhou (2015) , we can write where V ab (z) ≡ n a n b (Ā ab (z) −θ ab (z)) 2 . Since E [V ab (z)] ≤ ρ n , we can bound the first part of (173) We can bound the second part of (173) using a multiplicative Chernoff bound.
≤ 2 exp −n a n b tρ n 3 ij θ ij (177) ≤ 2 exp {−Ct} (178) for t ≤ C n 2 r 2 . We see that
has sub-exponential tail behavior. So, by Bernstein's inequality for sub-exponential random variables, along with a union bound (179) P   max z∈Z(n,r) a,b∈1:r V ab (z) − E [V ab (z)] > t   ≤ exp{−C min t 2 ρ 2 n r 2 , t ρ n +n log r} Let us set t ∼ ρ n r √ n log r + ρ n n log r. Note that, if r ∼ nρn log n (180) t ρ n n ρ n log nρ n + ρ n n log nρ n n log n ρ n n 2 r 2 and so we can use 177. Combining (179) with our bound on E [V a b(z)], we get that (181) θ −θ 2 ≤ C(ρ n r n log r + ρ n n log r + ρ n r 2 ) with probability ≥ 1 − exp{−Cn log r} 5.10.3. Bounding E and F Note that the proofs provided in Gao, Lu and Zhou (2015) do not rely on any assumptions regarding the order of θ (i.e. they do not involve ρ n ). Moreover, they rely on union bounds over the entire set of possible class assignments, so the restriction to our specification of Z being class assignments of equal block size does not affects the proofs. Therefore, we can use the proven bounds of |E|, |F | ≤ r 2 + n log r (182) (183) with probability at least 1 − exp {Cn log r}
Bounding the MSE
Putting the all pieces together yields
n n + ρ n r √ n log r + ρ n n log r n 2 + ρ n r 2 n 2 + log r n (185) with probability ≥ 1 − exp {−C}. Given r ∼ nρn log n , we have (186) MSE = O p log n n
