We prove that if a Riemannian covering preserves the bottom of the spectrum of a Schrödinger operator, which belongs to the discrete spectrum of the operator on the base manifold, then the covering is amenable.
assumptions, if the bottom of the spectrum of the Laplacian is preserved, then the covering is amenable. These assumptions involve the spectrum of fundamental domains of the covering and in particular, imply that the bottom of the spectrum of the Laplacian on M 1 belongs to its discrete spectrum (that is, the bottom is an isolated point of the spectrum and in particular, an eigenvalue). Moreover, in both results, the covering is assumed to be normal, with finitely generated deck transformations group. Recently, in [1] , these conditions were replaced with some more natural geometric assumptions. More precisely, it was proved that if the manifolds are complete, without boundary, with Ricci curvature bounded from below, V and grad V are bounded, the bottom of the spectrum is preserved, and belongs to the discrete spectrum of S 1 , then the covering is amenable. A question raised in [1] is whether the assumption on the Ricci curvature is necessary. In this paper, we deal with this question and establish a generalization of all the above results.
Initially, using the result of [1] we prove the following analogue of Brooks' theorem [7] , involving the bottom of the Neumann spectrum of the Laplacian on manifolds with (smooth) boundary. The fact that amenable coverings preserve the bottom of the Neumann spectrum was essentially established in [14] . The main point in the above theorem is the converse implication, which is the first result providing amenability of a covering of manifolds with boundary. This turns out to be quite useful in the study of arbitrary Riemannian coverings. More precisely, as an application of this theorem, we prove the following result. Theorem 1.2. Let p : M 2 → M 1 be a Riemannian covering. Let S 1 be a Schrödinger operator on M 1 , with λ 0 (S 1 ) / ∈ σ ess (S 1 ), and S 2 its lift on M 2 . Then λ 0 (S 2 ) = λ 0 (S 1 ) if and only if p is amenable.
It is worth to point out that we do not impose any topological or geometric assumptions on the manifolds. Hence, Theorem 1.2 is more general than the results of [1, 6, 15] , since their assumptions imply that λ 0 (S 1 ) / ∈ σ ess (S 1 ). Examining the optimality of the assumption λ 0 (S 1 ) / ∈ σ ess (S 1 ) in this theorem, we show that it cannot be replaced with λ 0 (S 1 ) being an eigenvalue.
Since the manifolds in the above theorem may be non-complete, we obtain immediately the corresponding result for Dirichlet spectra of Schrödinger operators on manifolds with boundary. For sake of completeness, we also establish the corresponding result for the Neumann spectra, obtaining a generalization of Theorem 1.1. In particular, we obtain analogues of Brooks' result [7] for Schrödinger operators on manifolds with boundary. Namely, it follows that a Riemannian covering of a compact manifold is amenable if and only if it preserves the bottom of the Dirichlet/Neumann spectrum of some/any Schrödinger operator. In virtue of [14, Theorem 1] , this is actually equivalent to the inclusion of the Dirichlet (Neumann) spectrum of a Schrödinger operator on M 1 , in the Dirichlet (Neumann, respectively) spectrum of its lift on M 2 . The corresponding statement for manifolds without boundary has been established in [14, Theorem 1.5] .
Finally, as another application of Theorem 1.1, we prove that if an infinite sheeted Riemannian covering preserves the bottom of the spectrum of a Schrödinger operator, then the bottom of the spectrum belongs to the essential spectrum of the operator on the covering space. This was observed for the Laplacian in [1] . For sake of completeness, we establish the analogous result for the Dirichlet and Neumann spectra of Schrödinger operators on manifolds with boundary.
The paper is organized as follows: In Section 2, we give some preliminaries. In Section 3, we present some properties of the spectrum of Schrödinger operators. In Section 4, we study Riemannian coverings of compact manifolds and establish Theorem 1.1. In Section 5, we study arbitrary Riemannian coverings and prove Theorem 1.2 and the corresponding results for manifolds with boundary. In Section 6, we show the aforementioned application of Theorem 1.1 for infinite sheeted coverings.
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Preliminaries
We begin by recalling some definitions and standard facts from functional analysis, which may be found for instance, in [13] and [17, Appendix A] .
Let L : D(L) ⊂ H → H be a self-adjoint operator on a separable Hilbert space H, over R or C. The spectrum of L is given by
The essential spectrum of L is defined as
Recall that an operator is called Fredholm if its kernel is finite dimensional and its range is closed and of finite codimension. The discrete spectrum of L is given by σ d (L) := σ(L) σ ess (L), and consists of isolated eigenvalues of L of finite multiplicity.
The spectrum of a self-adjoint operator is a closed subset of R. If σ(L) is bounded from below, then its minimum is called the bottom of the spectrum of L and is denoted by λ 0 (L). The following characterization is due to Rayleigh. Proposition 2.1. If σ(L) is bounded from below, then the bottom of the spectrum of L is given by
Let T : D(T ) ⊂ H → H be a densely defined, symmetric linear operator. Assume that T is bounded from below, that is, there exists c ∈ R, such that
for all v ∈ D(T ). Fix such a c ∈ R (not necessarily the supremum of all c for which (1) holds) and consider the inner product
. Let H 1 be the completion of D(T ) with respect this inner product. Then H 1 can be identified with a dense subspace of H, via a continuous injection. The domain of the Friedrichs extension T (F ) of T is given by
is a self-adjoint extension of T and is called the Friedrichs extension of T .
If M has empty boundary, let H V (M) be the completion of C ∞ c (M) with respect to this inner product. If M has non-empty boundary, let H V (M) be the completion of {f ∈ C ∞ c (M) : ν(f ) = 0 on ∂M} with respect to this inner product, where ν is the inward pointing normal to ∂M. It is clear that H V (M) can be identified with a dense subspace of L 2 (M), via a continuous injection. If M has empty boundary, we are interested in the Friedrichs extension of the operator
If M has non-empty boundary, we are interested in the Neumann extension of S, that is, the Friedrichs extension of
In any of these cases, we denote this Friedrichs extension by S N and its domain by D(S N ). It is worth to point out that the space H V (M) plays the role of H 1 in the discussion of the Friedrichs extension in the beginning of this section (where we consider the lower bound c := inf M V for the operator).
The spectrum and the essential spectrum of S N are denoted by σ N (S) and σ N ess (S), respectively, and their bottoms (that is, their minimums) by λ (M), respectively. If M has empty boundary, we sometimes drop the superscript "N" in the notation of the spectrum, the essential spectrum and their bottoms.
If M has non-empty boundary, the Dirichlet extension S D of S is the Friedrichs extension of the operator
We denote by λ We end this subsection with some already known properties of the spectrum, that will be used in the sequel. Since they will be used only for complete manifolds without boundary, we do not state them in their most general forms.
The next proposition characterizes the bottom of the spectrum of a Schrödinger operator as the maximum of its positive spectrum, and may be found in [8, Theorem 7] , [12 Proposition 2.4. Let S be a Schrödinger operator on a complete Riemannian manifold M without boundary. Then λ 0 (S) is the maximum of all λ ∈ R, such that there exists a positive ϕ ∈ C ∞ (M), with Sϕ = λϕ.
It is worth to point out that the positive functions involved in this proposition are not required to be square-integrable. The next expression of the bottom of the essential spectrum follows from the Decomposition Principle [9, Proposition 2.1].
Proposition 2.5 ([4, Proposition 3.2]). Let S be a Schrödinger operator on a complete Riemannian manifold M without boundary. Let (K n ) n∈N be an exhausting sequence of M consisting of compact sets. Then the bottom of the essential spectrum of S is given by
where λ 0 (S, M K n ) stands for the bottom of the spectrum of S on M K n .
Amenable coverings
In this subsection, we present the definition and some basic properties of amenable coverings. A right action of a countable group Γ on a countable set X is called amenable if there exists a Γ-invariant mean on L ∞ (X). Throughout the paper manifolds are assumed to be connected, unless otherwise stated. In particular, Riemannian coverings are assumed to be between connected manifolds, unless otherwise stated. For reasons that will become clear in the sequel, we must consider possibly non-connected covering spaces at some points.
Let p : M 2 → M 1 be a Riemannian covering, with M 2 possibly non-connected, that is, M 2 has countably many connected components, the restriction of p on any component is a Riemannian covering over M 1 , and any point of M 1 has a neighborhood that is evenly covered with respect to the restriction of p on any connected component of M 2 . Fix x ∈ M • 1 (that is, the interior of M 1 ) and consider the fundamental group π 1 (M 1 ) of M 1 with base point x. For g ∈ π 1 (M 1 ), let γ g : [0, 1] → M 1 be a representative loop based at x. For y ∈ p −1 (x), lift γ g to a pathγ g , withγ g (0) = y. We define y · g :=γ g (1) . In this way, we obtain a right action of π 1 (M 1 ) on p −1 (x). The covering p is called amenable if this right action is amenable.
This definition coincides with the definition presented in [1, 2, 14] in terms of the right cosets of π 1 (M 2 ) in π 1 (M 1 ), when M 2 is connected. However, this definition allows us to extend the notion of amenable coverings in case M 2 is non-connected.
For instance, consider a Riemannian covering p :
→ M 1 is amenable, for some n ∈ N, then the covering p :
2 ), for some n ∈ N, then the linear functional µ :
. However, the covering p : M 2 → M 1 may be amenable, even when the restriction p :
The following characterization of amenable coverings follows from Følner's criterion (cf. [3, Section 2]). Proposition 2.6. The covering p is amenable if and only if for any finite G ⊂ π 1 (M 1 ) and ε > 0, there exists a finite
for all g ∈ G.
In particular, the covering is amenable if and only if the right action of any finitely generated subgroup of π 1 (M 1 ) on p −1 (x) is amenable. For a smoothly bounded, compact and connected neighborhood K of x, we denote by i * π 1 (K) the image of the fundamen- Proof: From Proposition 2.6, it suffices to prove that for any finite subset G of π 1 (M 1 ), there exists a smoothly bounded, compact and connected neighborhood K of x, such that G ⊂ i * π 1 (K). Let G be a finite subset of π 1 (M 1 ) and consider a representative loop
Let C be the union of the images of these loops and let U be a relatively compact, open neighborhood of C that does not intersect the boundary of M (if non-empty). Consider χ ∈ C ∞ (M 1 ), with 0 ≤ χ ≤ 1, χ = 1 in C and supp χ ⊂ U. From Sard's Theorem, it follows that for almost any t ∈ (0, 1), the level set {χ = t} is a smooth hypersurface of M 1 . Consider such a t, and the smoothly bounded, compact set
Manifolds with Ricci curvature bounded from below
In this subsection we recall the main result of [1] and point out that its proof, with some slight modifications, establishes this result for possibly non-connected covering spaces.
A non-connected Riemannian manifold M is complete if all of its connected components are complete. The distance of points of different connected components of M is considered to be infinite. In particular, any bounded subset of M is contained in a connected component of M. We begin with some definitions and remarks from [1] . Let M be a possibly nonconnected Riemannian manifold without boundary. A positive ϕ ∈ C ∞ (M) satisfies a Harnack estimate if there exists a constant c ϕ ≥ 1, such that
for all x ∈ M and r > 0. Assume that M is complete, with Ricci curvature bounded from below, and let S = ∆ + V be a Schrödinger operator on M, with V and grad V bounded. From [8, Theorem 6] , if a positive function ϕ ∈ C ∞ (M) satisfies Sϕ = λϕ, for some λ ∈ R, then ϕ satisfies a Harnack estimate.
The modified Cheeger's constant of M is defined as
where the infimum is taken over all bounded domains A of M with smooth boundary. 
Consider a smooth path γ :
, withγ(0) = y, and define Φ(y) :=γ(1). Then the map Φ :
From Proposition 2.6, it follows that the covering is amenable.
Properties of the Neumann spectrum
In this section, we establish some properties of the Neumann spectrum that will be used in the sequel. Let M be a possibly non-connected Riemannian manifold and S = ∆ + V a Schrödinger operator on M. It is worth to point out that we do not require M to have non-empty boundary, which yields that the following results also hold for manifolds without boundary (and most of them are already known in this case). If M has non-empty boundary, we denote by ν the inward pointing normal to ∂M. Throughout this section, we denote by H V (M) the space defined in Subsection 2.1 First, we establish some convenient expressions for the bottom of the Neumann spectrum, and derive some straightforward applications to Riemannian coverings. Proof: If M has empty boundary, then any compactly supported Lipschitz function f belongs to H 1 0 (M). Since V is smooth, it is easy to see that any such f also belongs to H V (M). Therefore, it remains to prove the proposition for manifolds with non-empty boundary.
Let f ∈ C ∞ c (M). Then there exists a compact K ⊂ ∂M and δ > 0, such that the map Φ :
Since χf δ 0 is Lipschitz and compactly supported in the interior of M, it follows that
Let f be a compactly supported Lipschitz function on M. Consider a Riemannian manifold N of the same dimension, without boundary, containing M (for instance, glue cylinders along ∂M). Extend f to a compactly supported Lipschitz function f ′ in N and let K be a smoothly bounded, compact neighborhood of supp f ′ . Then there exists
and from the first statement, it follows that h n ∈ H V (M). Evidently, we have that h n → f in H V (M), and in particular, f ∈ H V (M).
For f ∈ Lip c (M) {0}, the Rayleigh quotient of f with respect to S, is defined as
Proposition 3.2. The bottom of the spectrum of S N is given by
Proof: It is clear that for any non-zero f ∈ Lip c (M), we have
, and the asserted equalities follow from Proposition 2.2.
Proposition 3.3. Let p : M 2 → M 1 be a Riemannian covering, with M 2 possibly nonconnected. Let S 1 be a Schrödinger operator on M 1 and consider its lift Next, we study properties of eigenfunctions corresponding to the bottom of the spectrum and minimizing sequences for the Rayleigh quotient of Schrödinger operators on connected Riemannian manifolds.
Proposition 3.5. Let S = ∆ + V be a Schrödinger operator on a Riemannian manifold M, and consider
and it suffices to prove the asserted statement for (f
is not in the essential spectrum, it is an isolated eigenvalue of finite multiplicity. Let E be the eigenspace corresponding to λ N 0 (S), and g n be the projection of f ′ n on E with respect to the L 2 (M)-inner product, n ∈ N. Since E is finite dimensional, after passing to a subsequence, we may assume that g n → ϕ in L 2 (M), for some ϕ ∈ E. Consider h n := f ′ n − g n ∈ D(S N ). Since h n is perpendicular to E, from the Spectral Theorem (cf. for instance [18, Chapter 8] ), it follows that there exists c 0 > 0, such that
Lemma 3.6. Let S be a Schrödinger operator on a (connected) Riemannian manifold M and let ϕ ∈ C ∞ (M) {0} be a non-negative function satisfying Sϕ = λϕ, for some λ ∈ R. Then ϕ is positive in the interior of M. If, in addition, M has non-empty boundary, and ν(ϕ) = 0 on ∂M, then ϕ is positive on ∂M.
Proof: Assume that there exists a point x in the interior of M, such that ϕ(x) = 0. Let δ > 0, such that exp x : B(0, 2δ) ⊂ T x M → M is a diffeomorphism onto its image. Then B(x, δ) may be considered as a geodesic ball of radius δ in a complete Riemannian manifold without boundary. In B(x, δ), for any ε > 0, we have
From [8, Theorem 6] , it follows that there exists c > 0, independent from ε, such that
Since ε > 0 is arbitrary, it follows that if ϕ(x) = 0, then ϕ = 0 in B(x, δ/2). In particular, the set {x ∈ M
• : ϕ(x) = 0} is open and closed. Since M is connected and ϕ is not identically zero, it follows that ϕ is positive in M
• . Assume that M has non-empty boundary and ν(ϕ) = 0 on ∂M. Assume that there exists x ∈ ∂M, such that ϕ(x) = 0. Since ν(ϕ) = 0 on ∂M and ϕ| ∂M attains a minimum at x, it follows that grad ϕ(x) = 0. Consider a coordinate system Φ : U := B(0, r)∩H m → M, with Φ(0) = x, where m is the dimension of M and H m is the upper half-space of dimension m. Consider c 0 ∈ R, with c 0 ≥ − inf M V and c 0 ≥ −λ. Then φ := ϕ • Φ is non-negative, smooth and satisfies
Since V + c 0 ≥ 0, φ(0) = 0 < φ(y) for all y ∈ U • , and U satisfies the interior ball condition at the origin, from Hopf's Lemma (cf. for instance [11, p. 330] ), it follows that
which is a contradiction, since grad φ(0) = 0. Therefore, ϕ is positive on ∂M. 
. Clearly, |f n | is Lipschitz and compactly supported. From Proposition 3.1, it follows that |f n | ∈ H V (M). From Rademacher's Theorem, |f n | is almost everywhere differentiable. Therefore, we have grad |f n | = grad f n almost everywhere, and in particular, R S (|f n |) = R S (f n ). Since (|f n |) n∈N is bounded in H V (M), it has a weakly convergent subsequence in H V (M). Since |f n | → |ϕ| in L 2 (M), it follows that |ϕ| ∈ H V (M), and after passing to a subsequence, we have that |f n | ⇀ |ϕ| in H V (M). Hence, R S (|ϕ|) = λ N 0 (S). In particular, for any f ∈ C ∞ c (M), the function t → R S (|ϕ| + tf ), with |t| < ε, is differentiable and attains minimum for t = 0. This yields that
for any f ∈ C ∞ c (M). From Elliptic Regularity Theory, it follows that |ϕ| ∈ C ∞ (M • ) and
• . From Lemma 3.6, |ϕ| is nowhere vanishing in the interior of M, and so is ϕ. If M has empty boundary, this completes the proof.
If M has non-empty boundary, then without loss of generality, we may assume that ϕ is positive in the interior of M. Since ϕ ∈ D(S N ) and S N ϕ = λ N 0 (S)ϕ, from Elliptic Regularity Theory, it follows that ϕ ∈ C ∞ (M). Moreover, from (3) we have that
. Therefore, ν(ϕ) = 0 on ∂M, and from Lemma 3.6, it follows that ϕ is positive on ∂M. 
where the infimum is taken over all non-zero f ∈ Lip c (M), with supp f ∩ K = ∅.
Proof: Assume to the contrary that there exists a compact subset K of M of positive measure, such that for any ε > 0, there exists a non-zero f ∈ Lip c (M), with
Since ϕ L 2 (M ) = 1, from Proposition 3.7, it follows that ϕ is nowhere vanishing in M. This is a contradiction, since
. This proves the asserted claim.
We end this section with the notion of renormalized Schrödinger operators. This notion was introduced for the Laplacian in [6] and for Schrödinger operators on manifolds without boundary in [14] .
Let M be a possibly non-connected Riemannian manifold and S = ∆+V a Schrödinger operator on M. Let ϕ ∈ C ∞ (M) be a positive function, satisfying Sϕ = λϕ, for some λ ∈ R. If M has non-empty boundary, assume that ν(ϕ) = 0 on ∂M. Consider the space L 
is a separable Hilbert space. The renormalization S ϕ of S with respect to ϕ is defined by
It is clear that
For a non-zero f ∈ Lip c (M), the Rayleigh quotient of f with respect to S ϕ is defined as
Proposition 3.9 ([14, Proposition 7.1],[1, Subsection 2.1]).
In the above situation, if M has empty boundary, then the bottom of the spectrum of S ϕ is given by
Proposition 3.10. In the above situation, if M has non-empty boundary, then the bottom of the spectrum of S ϕ is given by
where the infimum is taken over all non-zero f ∈ C ∞ c (M), with ν(f ) = 0 on ∂M. Proof: Let f ∈ C ∞ c (M) {0}, with ν(f ) = 0 on ∂M. Since ϕ is smooth and ν(ϕ) = 0 on ∂M, it follows that f ∈ D(S ϕ ). It is easy to see that
Hence, we have
where we used that ν(f ) = 0 on ∂M. In particular, we have that
.
From Proposition 2.1, it follows that
. This proves the asserted equality.
Coverings of compact manifolds
Throughout this section, for simplicity of notation, we denote by R(f ) the Rayleigh quotient of a Lipschitz function f with respect to the Laplacian. The aim of this section is to prove Theorem 1.1. Since a part of it follows from Theorem 3.4, it remains to prove the converse implication. For reasons that will become clear in the sequel, we need to establish it also for non-connected covering spaces. Let ν i be the inward pointing normal to ∂M i , i = 1, 2. Then there exists δ > 0, such that the map Φ : ∂M 1 × [0, 2δ) → M 1 , defined by Φ(x, t) := exp x (tν 1 ), is a diffeomorphism onto its image. By definition, any point of M 1 has an evenly covered neighborhood with respect to the restriction of p on any connected component of M 2 . Therefore, we may assume that δ is sufficiently small, so that for any x ∈ ∂M 1 and y 1 , y 2 ∈ p −1 (x), with y 1 = y 2 , we have d(y 1 , y 2 ) ≥ 2δ. It is worth to point out that we consider the distance of points of different connected components of M 2 to be infinite. Proof: Since (p • Ψ)(y, t) = Φ(p(y), t), for any y ∈ ∂M 2 and t ∈ [0, δ), it is clear that Ψ is a local diffeomorphism. So, it suffices to prove that it is injective. Consider y 1 , y 2 ∈ ∂M 2 and t 1 , t 2 ∈ [0, δ), such that Ψ(y 1 , t 1 ) = Ψ(y 2 , t 2 ) =: z. Then d(y i , z) < δ, i = 1, 2, which yields that d(y 1 , y 2 ) < 2δ. Moreover, it follows that Φ(p(y 1 ), t 1 ) = Φ(p(y 2 ), t 2 ). Since Φ is a diffeomorphism onto its image, this yields that t 1 = t 2 , p(y 1 ) = p(y 2 ), and in particular, y 1 = y 2 . 
, and τ ′ = 0 otherwise. Evidently, the Riemannian metric
on M 1 satisfies the desired property.
Consider M 1 and M 2 endowed with g ′ and its lift, respectively. Since (p • Ψ)(y, t) = Φ(p(y), t), for any y ∈ ∂M 2 and t ∈ [0, δ), it follows that Ψ restricted on ∂M 2 × [0, δ) is a local isometry, with respect to the lift of g ′ . From Lemma 4.2, this map is also injective, which yields that it is an isometry onto its image. Denote by U t the open set Ψ(∂M 2 × [0, t)), and by C t the closed set Ψ(∂M 2 × {t}).
Evidently, there exist c 1 , c 2 > 0, such that for any f ∈ C ∞ (M 2 ), the norms of the gradients of f with respect to the lifts of g and g ′ , are related by
Moreover, there exists a positive, smooth V : M 1 → R, such that the volume elements induced by the lifts of g and g ′ , satisfy
Therefore, for any non-zero f ∈ C ∞ c (M 2 ), the Rayleigh quotients of f with respect to the Laplacians induced by the lifts of g and g ′ , satisfy
From Proposition 3.2, since λ N 0 (M 2 ) = 0 with respect to the lift of g, it follows that λ N 0 (M 2 ) = 0 with respect to the lift of g ′ . From now on, we will be working with g ′ and its lift. It is worth to point out that the maps Φ and Ψ are defined in terms of the exponentials with respect to the original Riemannian metrics.
Lemma 4.4. For any ε > 0, there exists f ∈ Lip c (M 2 ), smooth on M 2 C t 0 , for one t 0 ∈ (0, δ), with f | ∂M 2 non-zero, such that R(f ) ≤ ε and
Assume that there exists ε > 0, such that for any n ∈ N and t ∈ [0, δ), we have
In particular, we have that R(g n ) → 0. Since g n is supported in the interior of M 2 , for any n ∈ N, from Proposition 3.2 and Remark 2.3, it follows that λ D 0 (M 2 ) = 0. This is a contradiction, since from Proposition 3.3 and Remark 2.3, we have λ
Hence, (4) cannot hold, that is, for any ε > 0, there exists n ∈ N and t ∈ [0, δ), such that (5) for some t ∈ [0, δ). Let t 0 be the minimum of all t ∈ [0, δ), for which (5) holds. If t 0 = 0, then f n is the desired function. Otherwise, define f ∈ C c (M 2 ) by f = f n outside U t 0 , and f (Ψ(x, t)) = f n (Ψ(x, t 0 )) for t ≤ t 0 . It is clear that f ∈ Lip c (M) and is smooth on M 2 C t 0 .
Since
, from Proposition 3.2 and Remark 2.3, it follows that f n is not identically zero on U t 0 . Since R(f n ) < ε, from the definition of t 0 , it follows that f n is not identically zero on M 2 U t 0 . In particular, this yields that f is non-zero. Since (5) holds for t = t 0 , we have Glue the cylinder ∂M 1 ×[0, +∞), with the product metric, along ∂M 1 , so that ∂/∂t is the outward pointing normal to Consider a positive smooth φ : [0, +∞) → R, with φ(t) = 1 for t ≤ 1/2, and φ(t) = e −t for t ≥ 1. Let ϕ ∈ C ∞ (N 1 ) be the square-integrable function defined by ϕ = 1 in M 1 , and
It is worth to point out that outside the compact set M 1 ∪ (∂M 1 × [0, 1]), we have that V = 1 and in particular, V is bounded from below. Consider the Schrödinger operator S 1 = ∆ + V on N 1 and its lift S 2 on N 2 . It is clear that S 1 ϕ = 0. Proof: For T > 0, consider the compactly supported Lipschitz function χ T defined by χ T = 1 in M 1 , χ T (x, t) = 1 for t ≤ T , χ T (x, t) = T + 1 − t for T ≤ t ≤ T + 1, and χ T (x, t) = 0 for t ≥ T . Then χ T ϕ ∈ H 1 0 (N 1 ), for any T > 0, and
Moreover, we have
Evidently, ϕ(x, t) = grad ϕ(x, t) = e −t for t ≥ 1, which yields that χ T ϕ → ϕ in H 1 0 (N 1 ), as T → +∞. Since V is bounded, it follows that ϕ ∈ H V (N 1 ). Since S 1 ϕ = 0, it is clear that ϕ is an eigenfunction of the Friedrichs extension of S 1 , which yields that λ 0 (S 1 ) ≤ 0. From Proposition 2.4, since ϕ is positive, it follows that λ 0 (S 1 ) = 0.
Denote byφ the lift of ϕ on N 2 and consider the renormalization Sφ of S 2 with respect toφ. Let g ∈ Lip c (M 2 ), such that g restricted on ∂M 2 is non-zero and smooth, and h : [0, +∞) → R be a compactly supported, smooth function, with h(t) = 1 for t ≤ 1/2. Extend g in the glued ends ∂M 2 × [0, +∞) by
It is clear that g ∈ Lip c (N 2 ), and in the glued ends, we have
In particular, it follows that
which yields that
where we used that in the glued ends ∂M 2 × [0, +∞), we haveφ(x, t) = φ(t).
Proposition 4.7. The renormalized operator Sφ satisfies λ 0 (Sφ) = 0, which yields that λ 0 (S 2 ) = λ 0 (S 1 ).
Proof: Let ε > 0. From Lemma 4.4, there exists g ∈ Lip c (M 2 ), smooth on M 2 C t 0 , for one t 0 ∈ (0, δ), not vanishing identically on the boundary, such that
Let T > 1 and consider a compactly supported, smooth h : [0, +∞) → R, with h(t) = 1 for t ≤ T , h(t) = 0 for t ≥ T + 1, and |h ′ | ≤ 2. Extend g ∈ Lip c (M 2 ) to the compactly supported g ∈ Lip c (N 2 ) as in (7) . Evidently, we have
for some sufficiently large T . From (8) , it follows that
Since ε > 0 is arbitrary, from Proposition 3.9, it follows that λ 0 (Sφ) = 0 and in particular,
Proof 
Arbitrary Riemannian coverings
In this section, we prove Theorem 1.2 and present some immediate consequences of it. As stated in the Introduction, we establish the following more general version of this theorem, involving manifolds with possibly non-empty boundary. 
. Proof: If M 1 has non-empty boundary, then we denote by ν i the inward pointing normal to ∂M i , i = 1, 2. From Proposition 2.7, since p : M 2 → M 1 is non-amenable, there exists a smoothly bounded, compact domain K ′ , with non-empty interior, such that the covering
is an eigenvalue of S 
,
If M 2 has non-empty boundary, since ν 2 (φ) = 0 and
ϕ (M 2 ) = 1. Moreover, from the definition of the renormalized Schrödinger operator, it is clear that
, which completes the proof. Assume to the contrary that the covering is non-amenable. Since λ
, from Lemma 5.2 there exists a compact K ⊂ M 1 with non-empty interior, and
For n ∈ N, consider the pushdown g n of f n , defined by
and supp g n ∩ K = ∅, this is a contradiction. Hence, the covering is amenable. The next example shows that the assumption λ 0 (S 1 ) / ∈ σ ess (S 1 ) in Theorem 1.2 cannot be replaced with λ 0 (S 1 ) being an eigenvalue of the Friedrichs extension of S 1 .
Example 5.5. Let M 1 be a two dimensional torus with a cusp attached, endowed with a Riemannian metric, such that M 1 is complete and outside a compact set, the cusp is the surface of revolution generated by 1/t 2 , with t ≥ 1. Since M 1 has finite volume, it follows that λ 0 (M 1 ) = 0 and constant functions are λ 0 (M 1 )-eigenfunctions of the Friedrichs extension of the Laplacian on M 1 . Let x be a point of the torus and consider the nonnegative quantity It is clear that Theorem 1.2 is more general than the results of [1, 6, 15] . For sake of completeness, we present an example demonstrating this fact. Let p : M 2 → M 1 be a Riemannian covering, with M 1 non-compact, complete, without boundary, and with σ ess (M 1 ) = ∅. Then, from Theorem 1.2, it follows that λ 0 (M 2 ) = λ 0 (M 1 ) if and only if the covering is amenable. It is worth to point out that since we do not require the covering to be normal, the results of [6, 15] cannot be applied in this case. Moreover, from [10, Theorem 3.1], it follows that the Ricci curvature of M 1 is not bounded from below. Hence, also the result of [1] cannot be applied in this case.
An application
The aim of this section is to prove the following proposition, which was established for the Laplacian on manifolds without boundary in [1] .
The main point of this proposition is that the covering is not required to be normal (or to have infinite deck transformations group), since in this case, according to [14, Corollary 1.4] , the spectrum of S N 2 coincides with its essential spectrum. It is worth to point out that the manifolds in this proposition may have empty boundary. Moreover, since they may be non-complete, from Remark 2.3, the analogous statement holds for the Dirichlet spectrum of Schrödinger operators on manifolds with boundary. , there exists a measure space X, such that L 2 (M) is isometrically isomorphic to L 2 (X), and under this identification, S N corresponds to a multiplication operator with a measurable function f : X → R; that is, an operator of the form µ f :
(X)} and µ f (g) = f g, for any g ∈ D(µ f ). The spectrum of S N coincides with the essential range of f and in particular, f ≥ λ N 0 (S) almost everywhere. Let (g n ) n∈N ⊂ D(µ f ) be the sequence corresponding to (f ′ n ) n∈N under this identification. Since g n L 2 (X) = 1, after passing to a subsequence, we have that g n ⇀ g in L 2 (X), for some g ∈ L 2 (X). It is clear that
For ε > 0, consider the measurable set A ε := {f ≥ λ 
This is a contradiction, since χ 1 , g n L 2 (M 1 ) → 0 and χ 2 , f n L 2 (M 2 ) → M 2 χ 2 ϕ > 0. Therefore, λ 
