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Carbohydrate-active enzymes (CAZymes) are responsible for the synthesis, modification
and degradation of glycosidic bonds in a large number of carbohydrate based structures.
Among CAZymes, glycoside hydrolases (GH) and glycoside transferases (GT) catalyze
the reversible breaking and formation of the glycosidic bonds, respectively. GHs have
been shown to play vital roles in many biological processes. Consequently, they have
drawn great attention as potential drug targets. This thesis will focus on a few critical
issues in GHs. The Bacillus circulans xylanase (BcX) and Streptococcus pneumoniae (S.
pneumoniae) sialidase are two of the important GH families, for which a great deal of
information has been reported. At the same time there are critical mechanistic questions
not well understood. BcX, a retaining GH11, contains a nucleophile Glu78 residue and a
general acid/base Glu172 residue, which facilitates the glycosylation and deglycosylation
step, respectively. A so-called “pKa cycling”, which is common in retaining GHs, was es-
tablished for Glu172 of BcX. Various methods including quantum mechanics/molecular
mechanics (QM/MM) free energy calculation, multiconformation continuum electrostat-
ics (MCCE) and the PROPKA method were applied to predict the pKas or pKa shifts of
Glu172 and other key residues, aiming to rationalise the effects of structural and electro-
static perturbations caused by mutations. S. pneumoniae sialidase, a GH33, is a common
resident of the human nasopharynx that can cause a number of pathological conditions, in-
cluding otitis media, meningitis and septicaemia. It encodes up to three distinct sialidases:
NanA, a classical hydrolytic sialidase; NanB, an intramolecular tran-sialidase; and NanC,
a sugar dehydratase. These three S. pneumoniae sialidases share a common first-step re-
action pathway, while the second step shows an intriguing difference, producing Neu5Ac,
2,7-anhydro-Neu5Ac and Neu5Ac2en, respectively. The mechanisms, structural and en-
ergetic properties and the potential reaction pathways for NanA, NanB and NanC have
been systematically studied using reaction barrier and energy calculations with combined
QM/MM simulations. Complementary to previous studies, this thesis provided additional
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proximately 5 Å of Oε2 of Glu541 and Glu695 are shown in red, respec-
tively. (a) NanB; (b) NanC. . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.3 Potential energy contour plot for the first reaction step of NanB. Energies
are in kcal/mol. The white dashed line illustrates the minimum potential
energy path. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.4 Potential energy contour plot for the first reaction step of NanC. Energies
are in kcal/mol. The white dashed line illustrates the minimum potential
energy path. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.5 Potential energy contour plot for the 2nd step along PathA of NanB. En-
ergies are in kcal/mol. The white dashed line illustrates the minimum
potential energy path. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.6 Potential energy contour plot for the 2nd step along PathB of NanB. En-
ergies are in kcal/mol. The white dashed line illustrates the minimum
potential energy path. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.7 Potential energy contour plot for the 2nd step along PathC of NanB. En-
ergies are in kcal/mol. The white dashed line illustrates the minimum
potential energy path. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.8 Potential energy contour plot for the 2nd step along PathA of NanC. En-
ergies are in kcal/mol. The white dashed line illustrates the minimum
potential energy path. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
LIST OF FIGURES xxi
4.9 Potential energy contour plot for the 2nd step along PathB of NanC. En-
ergies are in kcal/mol. The white dashed line illustrates the minimum
potential energy path. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.10 Potential energy contour plot for the 2nd step along PathC of NanC. En-
ergies are in kcal/mol. The white dashed line illustrates the minimum
potential energy path. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.11 Potential energy profiles for PathA (black), PathB (purple) and PathC
(blue) of NanB. This potential energy profile was based on SCC-DFTB/MM
simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.12 Potential energy profiles for PathA (black), PathB (purple) and PathC
(blue) of NanC. This potential energy profile was based on SCC-DFTB/MM
simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.13 The More O’Ferral-Jencks plot for the IC formation of NanB. The axes
are the Pauling bond orders from the anomeric C to the nucleophile (n(C2sial-
Onuc) ) and the leaving group (n(C2sial-Olg)) . The RC, TS1, and IC con-
figuration are shown in the bottom left, top left, and top right, respectively.
See Fig. 4.2 for more information. The water molecules are shown in red
with CPK. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.14 The More O’Ferral-Jencks plot for the IC formation of NanC. The axes
are the Pauling bond orders from the anomeric C to the nucleophile (n(C2sial-
Onuc) ) and the leaving group (n(C2sial-Olg)) . The RC, TS1, and IC con-
figuration are shown in the bottom left, top left, and top right, respectively.
See Fig. 4.2 for more information. The water molecules are shown in red
with CPK. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.15 The More O’Ferral-Jencks plot for the PC formation in PathA of NanB.
The axes are the Pauling bond orders from the anomeric C to the water
molecule (n(C2sial-Owat) ) and residue Tyr653(n(C2sial-OHtyr653)). The
IC, TS2, and PC configuration are shown in the bottom left, top left, and
top right, respectively. See Fig. 4.2 for more information. The catalytic
water molecule is shown in Licorice and the nearby water molecules are
presented in red with CPK. . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.16 The More O’Ferral-Jencks plot for the PC formation in PathB of NanB.
The axes are the Pauling bond orders from the anomeric C to the O-7 atom
of the substrate (n(C2sial-O7sial) ) and residue Tyr653 (n(C2sial-OHtyr653)).
The IC, TS2, and PC configuration are shown in the bottom left, top left,
and top right, respectively. See Fig. 4.2 for more information. The pro-
posed catalytic water molecule is shown in Licorice and the nearby water
molecules are presented in red with CPK. However, Asp270 is protonated
by HO7 of the substrate directly. See details in Section 2.4.3 of this Chapter. 97
LIST OF FIGURES xxii
4.17 The More O’Ferral-Jencks plot for the PC formation in PathC of NanB.
The axes are the Pauling bond orders from the anomeric C to the H-
3 atom of the substrate (n(C2sial-H32sial)) and residue Tyr653 (n(C2sial-
OHtyr653)). The IC, TS2, and PC configuration are shown in the bottom
left, top left, and top right, respectively. See Fig. 4.2 for more informa-
tion. The catalytic water molecule is shown in Licorice and the nearby
water molecules are presented in red with CPK. . . . . . . . . . . . . . . 98
4.18 The More O’Ferral-Jencks plot for the PC formation in PathA of NanC.
The axes are the Pauling bond orders from the anomeric C to the water
molecule (n(C2sial-Owat) ) and residue Tyr695 (n(C2sial-OHtyr695)). The
IC, TS2, and PC configuration are shown in the bottom left, top left, and
top right, respectively. See Fig. 4.2 for more information. The catalytic
water molecule is shown in Licorice and the nearby water molecules are
presented in red with CPK. . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.19 The More O’Ferral-Jencks plot for the PC formation in PathB of NanC.
The axes are the Pauling bond orders from the anomeric C to the O-7 atom
of the substrate (n(C2sial-O7sial) ) and residue Tyr695 (n(C2sial-OHtyr695)).
The IC, TS2, and PC configuration are shown in the bottom left, top left,
and top right, respectively. See Fig. 4.2 for more information. The pro-
posed catalytic water molecule is shown in Licorice and the nearby water
molecules are presented in red with CPK. However, Asp315 is protonated
by HO7 of the substrate (label in the figure) directly. See details in Section
2.4.3 of this Chapter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.20 The More O’Ferral-Jencks plot for the PC formation in PathC of NanC.
The axes are the Pauling bond orders from the anomeric C to the H-
3 atom of the substrate (n(C2sial-H32sial)) and residue Tyr695 (n(C2sial-
OHtyr695)). The IC, TS2, and PC configuration are shown in the bottom
left, top left, and top right, respectively. See Fig. 4.2 for more informa-
tion. The catalytic water molecule is shown in Licorice and the nearby
water molecules are presented in red with CPK. . . . . . . . . . . . . . . 99
4.21 Potential energy contour plot for PathB of NanB. This potential energy
was obtained from single point calculation with M06-2X/6-31+G(d,p)
based on the SCC-DFTB/MM MEP. Energies are in kcal/mol. The white
dashed line illustrates the minimum potential energy path. . . . . . . . . 102
4.22 Potential energy contour plot for PathC of NanC. This potential energy
was obtained from single point calculation with M06-2X/6-31+G(d,p)
based on the SCC-DFTB/MM MEP. Energies are in kcal/mol. The white
dashed line illustrates the minimum potential energy path. . . . . . . . . 103
LIST OF FIGURES xxiii
A.1 The alternative mechanism for the second step of NanA along PathC. . . . 141
A.2 Potential energy contour plot for the second step of NanA based on the
mechanism proposed for NanC. Energies are in kcal/mol. . . . . . . . . . 142
A.3 1D potential energy plot of the subsequent reaction for PathB in NanA.
The last point (labeled in red) represents a free minimization without re-
straints on the reaction coordinates. . . . . . . . . . . . . . . . . . . . . . 142
A.4 1D potential energy plot of the subsequent reaction for PathC in NanA.
The last point (labeled in red) represents a free minimization without re-
straints on the reaction coordinates. . . . . . . . . . . . . . . . . . . . . . 143
B.1 The alternative mechanism for the second step of NanB along PathC . . . 147
B.2 Potential energy contour plot for the second step of NanB based on the
mechanism which has a catalytic water involved. Energies are in kcal/mol. 148
B.3 Potential energy contour plot for the second step of NanC based on the
mechanism which has a catalytic water involved. Energies are in kcal/mol. 148
B.4 1D potential energy plot of the subsequent reaction for PathA in NanB.
The last point (labeled in red) represents a free minimization without re-
straints on the reaction coordinates. . . . . . . . . . . . . . . . . . . . . . 149
B.5 1D potential energy plot of the subsequent reaction for PathB in NanB.
The last point (labeled in red) represents a free minimization without re-
straints on the reaction coordinates. . . . . . . . . . . . . . . . . . . . . . 150
B.6 1D potential energy plot of the subsequent reaction for PathC in NanB.
The last point (labeled in red) represents a free minimization without re-
straints on the reaction coordinates. . . . . . . . . . . . . . . . . . . . . . 151
B.7 1D potential energy plot of the subsequent reaction for PathA in NanC.
The last point (labeled in red) represents a free minimization without re-
straints on the reaction coordinates. . . . . . . . . . . . . . . . . . . . . . 152
B.8 1D potential energy plot of the subsequent reaction for PathB in NanC.
The last point (labeled in red) represents a free minimization without re-
straints on the reaction coordinates. . . . . . . . . . . . . . . . . . . . . . 153
B.9 1D potential energy plot of the subsequent reaction for PathC in NanC.
The last point (labeled in red) represents a free minimization without re-
straints on the reaction coordinates. . . . . . . . . . . . . . . . . . . . . . 154
B.10 Potential energy profiles for PathA of NanA (black), PathB of NanB (pur-
ple) and PathC of NanC (blue). This potential energy was obtained from
single point calculation based on M06-2X/6-31+G(d,p). . . . . . . . . . . 155
List of Tables
1.1 Six types of enzyme catalysts.58,59 . . . . . . . . . . . . . . . . . . . . . 9
2.1 Summary of the starting structures, the equilibrium molecular dynamics
simulations (Eq.) and TI simulations. . . . . . . . . . . . . . . . . . . . . 33
2.2 ∆G(E-Glu(H/D)) of Glu172 in BcX based DFTB3/MM TI explicit solvent
simulations (in kcal/mol). . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.3 The pKa values for Glu172 based on DFTB3/MM TI simulations, MCCE
and PROPKA methods. For MCCE, only results from DEFAULT are
presented. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.4 The pKa values for other residues based on MCCE and PROPKA meth-
ods. For MCCE, only results from DEFAULT are presented. . . . . . . . 39
2.5 pKa values of Glu172 from DFTB3/MM, MCCE (QUICK and DEFAULT)
and PROPKA. Numbers in parentheses represent the number of values
used to calculate RMSD, 5 referring to all the cases in the table and 3
referring to the cases of WT, WT-2FXb and N35H-2FXb. . . . . . . . . . 40
2.6 pKa values of other residues from MCCE (QUICK and DEFAULT) and
PROPKA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.7 pKa shifts based on perturbative analyses of the deprotonation Glu172
with DFTB3/MM simulations a. . . . . . . . . . . . . . . . . . . . . . . 42
2.8 Perturbative analyses of the deprotonation free energy of Glu172 with
DFTB3/MM simulations (in kcal/mol)a. . . . . . . . . . . . . . . . . . . 42
2.9 Perturbative analyses of the deprotonation free energy of Glu172 with
DFTB3/MM simulations (in kcal/mol)a. . . . . . . . . . . . . . . . . . . 43
2.10 Perturbation analyses for pKas of Glu172 and Glu78 based on PROPKA
method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.11 The Coulombic interaction energy between Glu172 and surrounding residues
estimated by PROPKA (in kcal/mol) . . . . . . . . . . . . . . . . . . . . 44
2.12 The minimal distance between heavy atom pairs in Glu172 or Glu78 and
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Chapter 1
Introduction
1.1 The carbohydrate-active enzymes
Carbohydrate structures can vary greatly, mainly as a result of the different possible com-
binations and orientations of the individual monosaccharides that make up the overall
structure. The possible structures vary to an even greater extent when taking into con-
sideration the possible stereochemical and non-carbohydrate substituent differences that
occur between different monosaccharide subunits.1 These complex carbohydrates are ex-
pressed in the living world, where they regulate functional properties and mediate bio-
logical processes and cellular interactions within or between organisms.1–5 The synthesis
and degradation of complex carbohydrates is controlled by a group of enzymes, named
Carbohydrate-Active Enzymes (CAZymes).1,5 CAZymes are a large group of structurally
related enzymes that catalyse the formation, modification, and degradation of glycosidic
bonds in carbohydrates.1 CAZymes play a key role in a variety of biological processes
closely related to human health and disease (e.g. cancer, diabetes, Alzheimer’s diseases
and acquired immune deficiency syndrome (AIDS)), and have been utilised as important
drug targets in combating pathogenesis.6,7 Additionally, CAZymes hold the potential as
efficient biocatalysts for biofuel production.8 Hence, this enzyme group is of great interest
to medical biotechnology and chemical engineering.9 Since 1991, the available informa-
tion including the enzyme’s structure, sequence and function are described in the CAZy
database (http://www.cazy.org/).1 As of 2017, the sequence-based CAZy database





















Figure 1.1: Diversity of CAZymes and auxiliary enzymes, according to the CAZy database. For the detailed catalytic mechanisms, please refer to
www.cazypedia.org.10 Reproduced from André et al. Current Opinion in Chemical Biology, 17, 17-24 with permissionfrom Elsevier.11














Figure 1.2: α (1) and β (2) conformations of D-glucopyranose.
The annotation of CAZymes is never a trivial task. Several state-of-the-art annotation
methods have been employed, such as Protein families database of alignments (PFAM)
hidden Markov model (HMM) construction12 and Basic Local Alignment Search Tool
(BLAST).13 In particular, the dbCAN (http://csbl.bmb.uga.edu/dbCAN/annotate.
php) method based on HMM provides much richer information and more comprehen-
sive CAZyme annotation than the Conserved Domains Database (CDD) model (https:
//www.ncbi.nlm.nih.gov/cdd) and PFAM protein domain database (http://pfam.
janelia.org/).14 However, the CAZy database is still insufficient for description of en-
zymatic activity due to its sequence-based classification.1 CAZypedia (www.cazypedia.
org),10 together with the structural information in Protein Data Bank (PDB) (http:
//www.rcsb.org), provides a more comprehensive overview of the biocatalysis prop-
erties of CAZymes.
1.1.1 Puckering of carbohydrate structures
The complexity of carbohydrate structures is evident from their diverse ring sizes, derivati-
sation and ring substituents and their stereochemistry. The changes in the orientations of
the ring substituents can strongly influence the properties of carbohydrate structures and
thus make them highly complex. As an example, Fig. 1.2 shows the structures of D-
glucopyranose that has two different stereochemistries, α (1) and β (2). Additionally,
variations in the conformational of the sugar ring are important in stabilising the struc-
tures of carbohydrates, with the orientation of exocyclic groups closely related to the
conformers of the sugar ring. As there is a myriad of carbohydrate-based structures in
nature, here we focus on discussing the conformations of pyranose (six-membered ring)
sugars.
The pyranose ring nomenclature described by Stoddart15 first and adopted by IUPAC16
is summarised in Fig. 1.3 which includes two diagrams, introducing all the accessible
conformers, together with their connectivity. The 38 canonical conformations shown in
Fig. 1.3 represent distinct ways in which the pyranose ring can be classified into chair,
half-chair, envelope, boat and skew-boat (represented by the letters C, H, E, B and S,
respectively).17














































Figure 1.3: Stoddart diagrams of pyranose ring in the north and south poles. Figure
adapted from Montgomery et al.18
1.1.2 Cremer-Pople puckering coordinates
Cremer and Pople mapped the conformations of pyranose onto a spherical representation
using three polar coordinates: a radius Q, two phase angles φ and θ (Fig. 1.4).19 These






























(−1) j−1 z j (1.1)
All the possible pyranose ring conformations would fall within the ellipsoid of puck-
ering radius Q (Fig. 1.4). Stoddart’s representation15 corresponds to the projection of
Cremer-Pople’s sphere-like representation and can be computed according to their Carte-
sian coordinates.20 Cremer and Pople’s puckering coordinates offer a convenient approach
to study the conformational free energy of the pyranose ring either in vacuo,21 in aqueous
solutions22 or along reaction pathways of CAZymes.23 On the other hand, the complexity
of carbohydrate puckering also presents a challenge for molecular modelling. Deficien-
cies have been identified in various adopted models including classical force fields and
semi-empirical model22,24,25 and improvements have been introduced for better descrip-
tions of puckering.26,27





















Figure 1.4: Cremer-Pople puckering coordinates of a pyranose ring. Figure adapted
from Montgomery et al.18
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1.2 Glycoside hydrolases
Two of the most notable families of CAZymes are glycoside hydrolases (GHs) and gly-
cosyltransferases (GTs) (Fig. 1.1), which are responsible for the cleavage and synthesis
of glycosidic bonds, respectively.28,29 Structure and sequence-based classifications cate-
gorise GHs into more than 135 families.1 Alternatively, based on their reaction mecha-
nisms, GHs can be separated into two distinct classes proposed by Koshland in 1953:29,30
inverting and retaining GHs that catalyse hydrolysis with inversion or retention of the
anomeric configuration, respectively. Inverting GHs (Fig. 1.5A) operate via a direct re-
placement of the leaving group by a water molecule. This mechanism requires a general
acid and a general base residue. In retaining GHs (Fig. 1.5B), one catalytic residue func-
tions both as a general acid by protonating the aglycone during the glycosylation step and
as a general base by deprotonating the attacking water during the deglycosylation step.
The other catalytic residue acts as a nucleophile during the glycosylation step to form
a glycosyl-enzyme intermediate and acts as a leaving group during the deglycosylation
step. Each reaction step for these two classes has been shown to involve an oxocarbe-
nium ion-like transition-state (TS) (Fig. 1.5).31–35 The anomeric carbon (C1) in the TS is
sp2-hybridised and positively charged due to the cleavage of C1-O1 bond, along with the
shrinkage in C1-O5 distance and the formation of a double bond.36 The glycopyranosyl
ring exhibits a distorted conformation away from a relaxed chair conformation,20,37 which
is attributed to the planarity of C5, O5, C1 and C2 atoms imposed by the sp2-hybridised
TS. This distorted conformation is also observed in the Michaelis complex structures of
GHs.23,29,38–43 It is worth noting that though most GHs follow the classical Koshland
mechanisms, a number of completely distinct mechanisms for enzymatic cleavage of gly-
cosides have been discovered.44
1.2.1 The conformational catalytic itinerary in GHs
Conformational changes along the reaction coordinates are referred to as the catalytic
itinerary.38,45 Knowing the conformational catalytic itinerary for a specific GH can be
very helpful to design potent inhibitors, such as TS analogues, whose shapes and electro-
static properties mimic the TS of a substrate.46 TS structures can be interpolated in ac-
cordance with the Cremer-Pople puckering coordinates if the distorted conformations for
both the Michaelis complex and the covalent intermediate of the retaining GH (or product
state of inverting GH) are known. X-ray crystallography is the most used tool to infer
the conformational catalytic itinerary harnessed by GHs. For example, an X-ray study
trapped the three-dimensional structures of the Michaelis complex and covalent interme-
diate of a retaining GH26 β -mannanase, showing a distorted β -1S5 and α-OS2 conforma-
tion, respectively.47 This data suggested that the TS may adopt a B2,5 boat conformation,
which is flanked by Michaelis 1S5 and intermediate OS2 conformations on the Cremer-


























































































Figure 1.5: Mechanisms of inverting (A) and retaining (B) glycoside hydrolases. Figure
adapted from Montgomery et al.18
CHAPTER 1. INTRODUCTION 8
Pople itinerary, predicting that a 1S5 → B2,5 → OS2 itinerary occurs for β -mannanase.
This prediction was supported in later work on a large number of putative mannosidase
inhibitors bound to the β -mannosidase BtMan2A (GH2)48 with kinetic analyses.42 Offen
and co-workers reported a distorted 1S5 conformation for the Michaelis complex for the
β -mannosidase Man2A (GH2) arguing strongly in support of the same itinerary of 1S5→
B2,5→ OS2 for GH2.49
Although X-ray crystallography is a very powerful tool to investigate GH itineraries,
it has its own limitations. The mutated enzymes and the non-natural substrates used in
experiments may affect the nearby active sites and result in distortion of the sugar ring
in subsite -1. In addition, the TS has a short life and is unstable, as a result it cannot be
observed by this type of direct measurements. However, computational simulations can
overcome these limitations, providing equilibrium data for TS conformation and com-
plete conformational itinerary gaps between experimentally captured stable states.50 Re-
cently, a joint experimental and computational study was carried out to probe the tran-
sition of a GH76 α-1,6-mannanase, a key enzyme in bacterial and fungal mannoprotein
metabolism.51 Experimentally, a Michaelis complex state in OS2 conformation and an
inhibitor complex in B2,5 conformation suggested a boat conformation for the TS. The
complete interpretation was achieved through Car-Parrinello MD metadynamics simula-
tions of the Michaelis complex and the inhibitor complex. The free energy landscape
of the mannose natural donor and inhibitor isofagomine (IFG) in complex with GH76
clearly demonstrated that GH76 dramatically reshapes the energetic accessible conforma-
tional space. The 4C1 conformer is no longer the global minima, being 6 kcal/mol higher
compared to the NS5/B2,5 conformer of IFG and > 15 kcal/mol higher compared to the
OS2/B2,5 conformer of the mannoside. Taken together, computational studies mapped out
the full itinerary for α-1,6-mannanase and suggested that it operates through a canonical
1S5→ B2,5→ OS2 itinerary.
Consistent with X-ray crystallographic studies, all the computational studies have noted
that the substrates in the Michaelis complex of different GHs adopt different distorted
structures, concurring with the concept that different GHs follow unique catalytic con-
formational itineraries.36,52–54 All these examples illustrate that calculation of the free
energy landscape could be a powerful tool to capture the conformations of both the sugar
donor and TS.55
In general, one of the common intrinsic features coming out of these computational
studies of GHs is that both the nucleophile and the leaving group are conformationally
restrained so that the anomeric substitution performed by the anomeric migration towards
the nucleophile needs to break the glycosidic bond in subsite -1 through the conforma-
tional changes. It has been proposed that ring distortion provides electronic assistance
and structural changes to pre-activate the enzymatic reaction and thus facilitate the TS
formation.36,50
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1.2.2 pKa shifts in GHs
As illustrated in Fig. 1.5, one common feature that arises is the dynamic change of the
protonation states of the catalytic residues, which is related with their apparent pKa val-
ues. For instance, the His Nε in serine proteases has a pKa upshift of 3.5 and Lys116
in acetoacetate decarboxylase has a pKa downshift of 4.56 Studies of pKa shifts involved
in CAZymes catalysed reactions will provide a complete interpretation of their catalytic
mechanisms, and of how their catalytic roles are controlled.
In biological macromolecules, only a finite number of chemical groups (including pro-
teins and RNAs) are able to function as catalysts in numerous biological reactions (Table
1.1). The multitudinous enzyme-catalysed reactions are due to these functional groups’
capability to act either as general acid/base catalysts, nucleophiles, or electrophiles.57 The
key to their versatile roles or functions lies in their protonation states and their apparent
pKas, which depends on the intrinsic pKa value of the given group and their specific en-
vironment it resides within. The weak electrostatic interactions between ionisable groups
on the biomolecular surface only cause small pKa perturbations and have been frequently
reported in experimental and theoretical studies. However, the pKas of catalytic groups
that exist in the active sites of enzymes can be perturbed significantly.56 To fully exploit
such data, it is necessary to have a good understanding of how the enzymes control the
pKa values of their key catalytic residues.
Table 1.1: Six types of enzyme catalysts.58,59
Types of enzyme catalysts Examples
Oxidoreductases Alcohol dehydrogenase; Monoamine oxidase;
Amino acid oxidoreductases
Transferases Alanine aminotransferase; Glycosyltransferases;
Acyltransferases
Hydrolases Phosphatase; Glycoside hydrolase;
Proteases
Lyases Decarboxylases; Aldehyde lyases;
Ferrochelatase
Isomerases Intramolecular oxidoreductases;
Intramolecular transferases; Intramolecular lyases
Ligases Aminoacyl-transfer RNA; Acetate-CoA;
Tyrosine-tRNA
1.3 Bacillus circulans xylanase
One of the systems where the pKas for the key residues have been systematically char-
acterised is Bacillus circulans (BcX), which belongs to CAZy family GH-11. Xylans,
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generally referred to heteropolysaccharides that are based on a backbone structure of β -
1,4-linked xylopyranosyl residues, are the important polymeric component of plant cell
walls.60 Xylanase has longstanding importance as a class of enzymes that hydrolyze xy-
lans. The results for the enzymatic processing of xylan degradation and depolymeriza-
tion have been employed in food preparation, pulp, paper and biofuels industries.61,62
BcX is a retaining GH (Fig. 1.5 B) whose mechanism involves two active site carboxyl
groups, Glu78 and Glu172, serving as a nucleophile and a general acid/base, respec-
tively (Fig. 1.6).63,64 The covalent intermediate state formed by the nucleophilic attack
of Glu78 and hydrolyzed via the oxocarbenium ion transition state can be trapped by
the inactivator 2,4-dinitrophenyl-2-deoxy-2-fluoro-β -xylobioside (DNP-2FXb).61,65 The
2FXb-BcX intermediate was proven to be a stable enzyme-intermediate complex.65 The
three-dimensional structure of BcX has been determined.63,64,66–70 It was also shown that
BcX is one of the classical model systems for understanding the structure and mechanism
of retaining GHs, and has been analysed extensively by experimental techniques, includ-
ing Nuclear Magnetic Resonance (NMR) spectroscopy and X-ray crystallography.71–75
Nevertheless, few theoretical investigations have been performed on BcX. As the main
determinants for protein pKa (i.e. desolvation effects, helix dipole interactions, charge-
dipole interactions and charge-charge interactions) of BcX are not sufficiently clear, key
mechanistic questions remains. What molecular features of active site are needed to es-
tablish the pKa values of Glu172, Glu78 and nearby residues? Generally, a significant
challenge for computational enzymology is to predict pKas for catalytical residues in the
heterogeneous electrostatic systems based on empirical or continuum electrostatics mod-
els. Fortunately, microscopic simulations with explicit solvent models can overcome this
difficulty so that we can provide insights into the protonation states for ionisable groups.
We calculated the pKa shifts for BcX with a combination of different modeling techniques
to complement previous computational and experimental studies and provided explana-
tions for the effects of the structural perturbations caused by mutants of BcX (See details
in Chapter 2).
1.4 The sialidase superfamily
In the early 1940s, the enzyme whose substrate is the receptor for influenza virus was
first suggested to exist on the surface of the red blood cells.77 Alfred Gottschalk then first
discovered that sialidases, also known as neuraminidases (EC.3.2.1.18), from influenza
virus and Vibrio cholerae (V. cholerae) receptor-destroying enzymes could remove the
virus receptor.78 It was further established that sialidases catalyze the cleavage of sialic
acid at the termini of complex carbohydrates on glycolipids or glycoproteins and exhibit
crucial roles in many biological processes such as immune surveillance, apoptosis and
signalling.79–81 These enzymes were later classified in the GH33 family based on the se-

































Figure 1.6: The double-displacement mechanism in BcX. Figure adapted from Xiao and
Yu.76
quence similarities1 and have been identified on the animal tissue cell surfaces.82 They
are expressed in a number of microorganisms like protozoa, fungi, bacteriophage, bac-
teria and many deuterostomes.83 Among the many sialidases, the neuraminidase (NA),
as the major antigen of the influenza A virus envelope, has drawn much attention in the
past decades. The NAs remove sialic acids from the virus envelope to prevent the forma-
tion of aggregates of virus particles, thereby promoting the budding process and release
of progeny virions from the cell surface.84 They may also play a role early in infection
of epithelial cells.85 Another key virulence biochemical factor of influenza A virus is
haemagglutinin (HA), which binds to the sialic acid residues through its receptor-binding
site on target cells during the initial infection.86 The paramyxovirus sialidases, defined
as haemagglutinin-neuraminidases (HNs),87 which both binds to the receptor and cleaves
sialic acids.79 The viral sialidases have been confirmed as the key enzymes that have
drawn great therapeutics interest.88–91 Apart from viruses, bacteria also produce siali-
dases, such as Clostridium perfringens (C. perfringens), Clostridium septicum (C. sep-
ticum), Salmonella typhimurium (S. typhimurium), V. cholerae and Streptococcus pneu-
moniae (S. pneumoniae).92 These types of pathogenic bacteria have been suggested to
act as potential virulence biochemical factors involved in the carbohydrate recognition of
sialic acid residues exposed on the host cell glycoconjugates.93,94 Generally, sialidases
can remove sialic acids from host cell glycoconjugates by revealing the putative receptors
for bacteria colonization and invasion process.95 Also, the sialic acid residues released by
sialidases can serve as a energy source by utilizing the carbon skeleton.95
Based on the specific intracellular localizations, mammalian sialidases, another group
of sialidases, have been cloned and classified into four subtypes, NEU1, NEU2, NEU3
and NEU4 that are encoded by four different genes in vertebrates.96 Apart from the dif-
ferent intracellular localizations, these sialidases also have different tissue expressions
and substrate preferences.96,97 They are shown to be localized in lysosomes, plasma










































































Covalent Intermediate Michaelis Complex
Figure 1.7: Mechanisms showing the transfer (a) and hydrolysis (b) reactions. TcTS ex-
hibits trans-sialidase activity, transferring sialic acid to the R-containing mucins leading
to the Michaelis Complex. TrSA preferentially shows the hydrolytic activity, hydrolysing
the Covalent Intermediate to the Michaelis Complex by a water molecule.
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membranes-associated sialidases and intracellular-associated sialidases, respectively.96,98,99
In addition, it has been reported that NEU3 is also observed on cell surface and endoso-
mal compartments,100,101 where it is able to interact with specific proteins involved in
intracellular trafficking, cell stress response and protein folding.102 These mammalian
sialidases play crucial roles in numerous physiological and pathological events including
apoptosis, differentiation and various human cancers.99,103,104 The lysosomal sialidase
NEU1 is a crucial vehicle for the degradations of complex N-glycans that are invloved
in various diseases including sialidosis,105 Alzheimer’s disease (AD)-like amyloidogenic
process in mice106 and cellular signalling107–113 by regulating the sialylation level of gly-
cans. The cytosolic NEU2 contributes to the myoblast differentiation during myotube
growth.97,114–118 It has been demonstrated that the plasma membrane-associated sialidase
NEU3 is key in cell adhesion, transmembrane signalling, neuronal differentiation, onco-
genic transformation, endocytosis and apoptosis.101,103,119–127 The mitochondrial siali-
dase NEU4 was supposed to be involved in apoptogenic events, degrading the ganglioside
GD3 in neuroblastoma cells.128,129 Also, NEU4 may function as apoptosis effectors by
regulating Ca2+ flux through ganglioside hydrolysis.103,130
Distinguishing from aforementioned hydrolytic sialidases, some paticular sialidases
that posses unique properties were observed, including Tyrpanosoma cruzi (T. cruzi) and
Trypanosoma rangeli (T. rangeli). T. cruzi, a protozoan parasite, is the etiologic agent
of American trypanosomiasis, also know as Chagas’ disease which was first described in
early 1900s.131 The sialidase of T.cruzi (TcTS) plays a key role in the transfer of sialic acid
residues from the host cell to the parasite’s surface glycoproteins.132–135 Thus, the proto-
zoan parasite of the genus Trypanosoma is protected by TcTS from the host’s immune sys-
tem and then mediates the initial stage of the invasion of the host cells.136,137 In general,
TcTS exhibits low hydrolytic activity and high trans-sialidase activity (Fig. 1.7) and thus
is able to produce sialylated human milk oligosaccharides and galacto-oligosaccarides.138
The sialidase of T. rangeli (TrSA) lacks trans-sialidase activity (Fig. 1.7) although it
has high sequence identity (∼ 70%) with TcTS.139,140 Interestingly, the mutants of TrSA
have been discovered to reduce hydrolytic activity or improve trans-sialidase activity,
providing an appealing alternative for enzymatic glycan sialylation.141–143 In addition,
an unusual sialidase from the North American leech, Macrobdella decora, sialidase L,
which belongs to the intramolecular (IT) trans-sialidase subfamily, was shown to hy-
drolyze only the α-2,3-linkages of N-acetylneuraminic acid (NeuAc) to galactose (Gal) in
sialoglycoconjugates, releasing 2,7-anhydro-NeuAc rather than NeuAc.144–146 The exo-
α-sialidase (EC 3.2.1.18) attacks the terminal, non-reducing sialic acid linkages from
glycoconjugates, and usually due to the steric hinderance, the internal sialic acid residues
are resistant to the activity of exo-α-sialidase, however, Arthobacter ureafaciens en-
zyme was the only sialidase shown to desialylate glycoconjugates via attacking the in-
ternal sialyl residues.146–148 Distinct from the usual exo-α-sialidase, another type of sial-
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idase, endo-α-sialidase (E.C 3.2.1.129) hrdrolyzes sialic acid linkages internal to macro-
molecules,146 such as bacteriophage E endosialidase which cleaves the α2,8-linkage in
polysialic acid.149,150
Generally, we described the sialidases above according to their functional properties.
They can be also catagorized in many other ways, one of which is based on the reaction
mechanism that separates them into two distinct classes: inverting and retaining GHs
(See details in Chapter 1.2.2). Furthermore, based on the sequence homology, retaining
GHs can be divided into different families: GH33, trans-sialidase, IT trans-sialidase,
hydrolytic sialidase, bacterial, viral and eukaryotic; GH34, influenza virus NAs; GH58,
bacteriophage endosialidase; and GH83, paramyxovirus.151,152
1.4.1 Three S. pneumoniae sialidases NanA, NanB and NanC
S. pneumoniae (pneumococcus) is a Gram-positive, α-haemolytic, facultative anaero-
bic organism that resides in the nasopharynx. S. pneumoniae is largely responsible for
upper/lower-respiratory infections, meningitis, and septicaemia, and operates a number of
fairly major diseases with a considerably high mortality and incidence.153 It is the most
common cause of acute otitis media in children,154 especially following upper respira-
tory tract infections. Most S. pneumoniae are encapsulated, and these capsular polysac-
charides are shown to be pathogenic to humans. Their antigenicity and biochemical
structures were investigated, and currently more than 94 distinct S. pneumoniae cap-
sules serotypes have been described.155–158 Commonly, the nasopharyngeal carriage of
S. pneumoniae is asymptomatic but serves as the major reservoir for transmission of res-
piratory pathogens.159,160 The reported rate of asymptomatic carriage is very high, around
80% in children under 5 years old.161 Many factors that contribute to its own clearance
are likely to affect the duration and frequency of transmission of S. pneumoniae, such
as environmental factors (e.g., smoking, crowding and ethnicity), inflammatory factors
(e.g. tumour necrosis factor and interleukin-1factor), bacteria factors (e.g. proinflam-
matory bacterial and CD4 T-cell-mediated immunity factors) and age factors.160,162–166
Infections preceded by the bacterial colonization can result in various disease states, in-
cluding invasive diseases such as osteomyelitis, endocarditis, bacteraemia, pneumonia
and septicemia and non-invasive diseases such as otitis media and community-acquired
pneumonia.167 The occurrence rate of invasive pneumococcal disease is highest in adults
aged over 65 and in children 2 years of age and younger. Particularly, it has been re-
ported that individuals with certain medical condition such as hematologic maligancy and
human immunodeficiency virus (HIV) infection have higher risks.160 Around 400,000
invasive pneumococcal disease-associated hospitalizations occur in the United States of
America each year.168 Fortunately, with the introduction of polysaccharide pneumococ-
cal vaccine (e.g. PPSV23, PCV7 and PCV13), the incidence of pneumococcal disease
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has been reduced, and to some extent, the pneumococcal carriage rates have also been
reduced, protecting individuals against pneumococcal infection.169 However, further re-
search on potential new vaccine candidates is still necessary due to the increase in the
rates of antibiotic-resistant pneumococci.
The comprehensive analysis of the S. pneumoniae genome sequence suggested that
numerous geomes hybridizing with deoxyribonucleic acid (DNA) can contribute to the
colonization of host tissues.171 Sialidases are one of the key virulence biochemical fac-
tors which may facilitate such pneumococcal colonization and invasion process, because
they are able to specifically remove sialic acid residues from host cell and proteins by ex-
posing the putative receptors for pneumococci.172 S. pneumoniae encodes up to three dis-
tinct sialidases, that are NanA, NanB and NanC.173 The crystal structures for the three S.
pneumoniae sialidases have been solved (PDB code: 2VVZ,174 2VW1175 and 4YW3,176
respectively.). The active sites for NanA shows a more flat and open catalytic cleft, while
both NanB and NanC present a relatively narrower and more hydrophobic binding pocket
(Fig. 1.8).173 Clinical research of pneumococcal isolates of S. pneumoniae point out that
these three sialidases are present in 100%, 96% and 51% of strains respectively.177 NanA
is the largest one in size (115kDa), comparing to the other two sialidases NanB (78kDa)
and NanC (82kDa), due to the presence of a C-terminal ”LPTEG” anchoring motif. NanA
has a sequence share of up to 24%, while NanC shares over 50% sequence identity with
NanB. Previous studies using MF1 mouse models have demonstrated that both NanA and
NanB play a crucial role in respiratory tract infection, sepsis and blood infection, and are
of immense potential in the area of drug design.153 What is more, considerable evidence
indicated that NanA has a significant overall impact on middle ear invasion, nasopharynx
and the incidence of otitis media effusion,178 and also contribute to S. pneumoniae-human
brain microvascular endothelial cells and blood-brain barrier.179 Recent 1H NMR stud-
ies174–176,180 proposed the catalytic mechanisms for NanA, NanB and NanC. As depicted
in Fig. 1.9, the conserved catalytic residues are shared by these three sialidases. The
findings173,176 reported that these three sialidases might work together up to the ultimate
step where NanA and NanB produce Neu5Ac and 2,7-anhydro-Neu5Ac following the
functions of sialidase and intramolecular (IT) trans-sialidase, whilst NanC could carry on
a ping-pong mechanism that produce or remove Neu5Ac2en. It is intriguing that three
different sialidases have very similar active sites but operate via three distinct reaction
pathways. Considering the strengths of computational enzymology in revealing the mech-
anistic details of chemical reactions, We propose to characterise the reaction energetics of
these three systems and compare their reaction pathways and probe the determinants for
their respective catalysis (See details in Chapter 3 and 4).
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Figure 1.8: The topology of S. pneumoniae NanA (a), NanB (b) and NanC (c) active
sites. The catalytic cavity in NanA is flat and open while the ones in NanB and NanC are
relatively narrow due to the two Tryptophans (Trp674 and Trp716 in NanB and NanC,
respectively.). Reproduced from http://hdl.handle.net/10023/778 by permission
of Xu.170















































































































Figure 1.9: The proposed mechanisms for NanA, NanB and NanC sialidase enzymes.
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1.5 Computational methods
1.5.1 Molecular dynamics simulations
The molecular dynamics (MD) simulation method has been widely used to study the
behavior of molecular systems, including proteins, lipids, DNA, carbohydrates, zeolites
and crystals.181,182 It can provide mechanistic details and dynamic properties of complex
systems, and information about enzyme-catalysed reactions (e.g. structures of transition
states and intermediate states) that experiments cannot.183 MD simulations consists of
step by step, numerical solutions of Newton’s classical equations of motion. For a simple






where ~fi is the forces acting on the atom that are derived from the potential energy
U(~rN), where~rN = (~r1,~r2,...~rN) define the complete set of 3N atomic coordinates.
As far as the choice of classical molecular modeling method is concerned, a variety of
biomolecular force fields are available, among which AMBER,184–187 CHARMM188–191
GROMOS192–195 and OPLS196,197 are the most popular ones in use. In our work we
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in which the the bonded terms, the Lennard-Jones-type van der Waals terms and Coulomb
interaction terms are described. The symbols d, S, θ , φ designate bond lengths, Urey-
Bradley 1,3-distance, bond angles, and torsions, respectively; d0, S0 and θ0 are the cor-
responding equilibrium values; n and δ are the torsional multiplicity and phase angle,
respectively. The bonded force constants are kd , kUB, kθ , and kφ ; rAB is the nonbonded
distance between atoms A and B, εAB and σAB are the Lennard-Jones parameters; qA and
qB are atomic partial charges; and ε0 is the vacuum permittivity (dielectric constant).198
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1.5.2 Combined quantum mechanics/molecular mechanics methods
Molecular modeling and simulation methods are playing a growing role in understanding
the mechanisms of biocatalytic reactions that are the foundation of biochemical processes.
These methods can also make contributions to discovering new drugs and designing new
catalysts.199,200 Different types of methods for modeling chemical reactions are applied
in daily practice.199,201–203 As highly efficient force-field-based methods for simulations
of biomolecules, molecular mechanics (MM) methods are capable of modeling the sys-
tems of up to millions of atoms. In MM energy functions, bond stretching, angle bending,
torsion angles, van der Waals and electrostatic interactions are described simply which
allows this method to simulate larger systems for longer timescale. On the downside,
MM methods are not able to model chemical reactions simultaneously and have difficulty
in modeling reactive intermediates and transition states. Fortunately, QM methods can
accurately describe bond making, bond breaking, charge transfer and electronic excita-
tion of small molecules. Thus a combined QM/MM approach, which was first introduced
by Warshel and Levitt in 1976, has become a promising way to model reactions not only
in biomolecular systems, but also in inorganic/organometallic and solid-state.204 With an
increasing number of publications based on QM/MM methods demonstrating excellent
results,200,201,205–209 we have reasons to believe that QM/MM techniques are highly rec-
ommended to treat complex chemical systems. An outline of the division of the QM/MM
system is shown in Fig. 1.10. The simulated system is partitioned into a quantum mechan-
ical region and molecular mechanical region, respectively. Usually the QM region is of
most interest in the system as it involves the active sites, and classical mechanics is used
to treat the rest of the enzyme, and the environment (including solvent and counterions).
To properly model the structure and dynamics of biomolecular systems, electrostatic
interactions have to be treated in a reliable and efficient way. This can be achieved via
the Ewald summation method together with periodic boundary conditions. Although this
naturally avoids the artefacts from truncating the long-range electrostatics interactions,
it results in a high computational cost which severely limits the size of the systems and
the affordable sampling time, in addition to concerns regarding the artificial periodicity
imposed.210,211 Alternatively coupled with spherical boundary conditions, two different
robust and efficient schemes have been introduced to treat long-range electrostatics inter-
actions, namely the Generalized Solvent Boundary Potential (GSBP) method212,213 and
the Solvent Macromolecule Boundary Potential (SMBP) method.214,215 The GSBP-based
QM/MM protocol enables relatively long conformational sampling with semi-empirical
methods, while the QM/MM protocol with ab initio or DFT as the QM model provides
an affordable approach for multiple reaction pathway calculations.















Figure 1.10: A division of the system into QM and MM parts. The relatively small
purple is treated with a QM method and the rest of the system (including the blue region
and water molecules (labeled in red)) is treated with classical mechanics.
1.5.2.1 The QM model
Various combinations of QM and MM methods can be adopted for the QM/MM. The
reasonable choice of QM method is required for successful combined QM/MM simu-
lations. Generally, QM methods aim to solve the Schrödinger equation for molecular
systems, and can be divided into three main catagories based on different approxima-
tions, ab initio, density functional theory (DFT) and semi-empirical methods. Both ab
initio and DFT methods are limited by the size of the system they can deal with and
the number of conformations one can afford to simulate. In practice, ab initio and DFT
based QM/MM simulations are limited to energy minimizations of a small number of
structures. Semi-empirical methods become more popular for QM/MM MD simulations,
owing to their capability to deal with much lager systems than ab initio and DFT with
less computational requirements. The semi-empirical methods can be deduced from the
Hartree-Fock method while they are determined by multiple empirical parameters that
are more than DFT methods but significantly less than MM methods. Compared to the
empirical parameters used in the classical force field, the ones in semi-empirical meth-
ods are more sufficiently transferable and have been parametrised for nearly all quantum
effects in few simulations, however, reasonable efforts are still required to derive these
parameters.216 The similar limitations have been founded in empirical tight-binding (TB)
scheme, in which the eigenstates of the system in accordance with the atomistic basis set
representation can also be tuned for a more efficient and sophisticated treatment based
on the DFT within the Kohn-Sham (KS) approximation.217 With this idea in mind, the
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density-functional tight-binding (DFTB) method has been developed over the years and
applied successfully to condensed-matter systems and biological molecules.218–222 Up to
now, according to the different orders of the expansions for the KS total energy in the lin-
ear combination of atomic orbitals (LCAO) framework, DFTB has three different models,
the first-order expansion DFTB1 (also simply called DFTB),223,224 the second-order ex-
pansion DFTB2 (self-consistent charge density functional tight-binding, SCC-DFTB)225
and the third-order term DFTB3.226–228 DFTB1 is used especially for describing the small
molecule in which the electron density can be well approximated a superposition of atom
charge density.229,230 However, this method is greatly dependent on the transferability of
parameters and the initial densities. To improve geometries, energies, forces and transfer-
ability, SCC-DFTB method has been developed by introducing the density fluctuations at
the level of the Mulliken population analysis.225 Previous studies based on SCC-DFTB
method have provided reliable geometries and reaction energies.231–234 The SCC-DFTB
total energy is given by






















with ν ∈ b and ∀a,µ ∈ a, (1.5)
The first term in the first line of Eq. 1.4 is the repulsive potential. The second one
is the energy contribution which only depends on the reference density that leads to this
equation can be solved self-consistently and thereby contribute to huge computational
savings. The third term of Eq. 1.4 is the second-order expansion energy components.
ni of Eq. 1.4 and and εi of Eq. 1.5 are the occupation number and eigenvalue for the
ith molecular orbital, respectively. H0µν are the Hamilton matrix elements in the atomic
orbital representation. ∆qa is equal to qa-q0, representing the charge fluctuations at the
atom a. qa refers to Mulliken population stemming from the sum over the orbitals, and q0
is the valence electron number of atom a. The function γab describes the atomic chemical
hardness properly. Hµν and Sµν of Eq. 1.5 are Hamiltonian and overlap matrix elements,
respectively.
Despite the advantages SCC-DFTB approach has shown, it still has some shortcomings,
such as, overestimate heats of formation,235,236 and failure to give vibrational frequencies
in some cases.231,236–240 In recent years, several researchers have adapted to the third-
CHAPTER 1. INTRODUCTION 22





















where the function γhab is the modification of γab, improving the hydrogen bonding
significantly. The fourth term of Eq. 1.6 is the third-order expansion of DFT total energy





















DFTB3 has been shown to substantially improve the description of charged systems,
especially regarding hydrogen-binding energies and proton affinities.227 These improve-
ments make DFTB3 particularly applicable to biomolecular systems. The GSBP DFTB/
MM scheme has been shown to be suited for the description of chemical reactions in
macromolecular systems.243–245 The application of DFTB/MM (DFTB3/MM and SCC-
DFTB/MM) will be covered in more details in Chapter 2 and 3.
1.5.3 pKa and pKa shift calculations in enzymes
According to the Lewis theory, an acid-base reaction is any reaction in which a Lewis acid
accepts a pair of electrons and a Lewis base donates a pair of electrons. The more general
Brønsted-Lowry theory describes the acid-base reaction in terms of proton (H+) trans-
fer between acidic species and basic species. Using the Brønsted-Lowry definition, the
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where the acid AH dissociates completely to release its conjugates base A− and a proton
H+ in soln. ∆G is the dissociation free energies. The definition of acidity constant Ka can










Then pKa is defined in the form of a negative logarithm of Ka







where kB is the Boltzmann constant and T is the temperature.
There are different models proposed in the literatures to calculate pKa or pKa shifts
in biological systems. To gain a comprehensive picture, a combination of different tech-
niques have been utilised in this thesis. The three different methods are briefly described
below.
1.5.3.1 Thermodynamic integration (TI) based on explicit solvent QM/MM simu-
lations
Based on combined QM/MM simulations,246,247 pKa shifts for a specific residue of inter-
est in a protein environment can be calculate via a thermodynamic cycle according to the
following Eq.






∆∆G = ∆G(E-A(H/D))−∆G(model-A(H/D)) (1.13)
where ∆G(E-A(H/D) stands for the free energy gap between protonated and deprotonated
state for a specific residue in protein, whilst ∆G(model-A(H/D) stands for the free energy
gap between protonated and deprotonated state for a specific model compound in aqueous
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solution. Both terms can be obtained through a combined QM/MM TI simulations with a
so-called dual topology-single-coordinate (DTSC) scheme.246 After running simulations
for each λ frame (λ serving as a reaction coordinate enforcing the deprotonation process
going from AH to AD), the free energy difference can be obtained by integrating the free
energy derivatives from the protonated state (λ=0) to the deprotonated state (λ=1). pKa
can be calculated by summing up ∆pKa and the expermental value for pKa(model-A).
The accuracy of such QM/MM based pKa calculation depends on the accuracy of QM/
MM model and sufficient conformational sampling. The former can gauged through com-
parison of energetic property to high level methods. The latter requires careful monitoring
of the simulation convergence. Often enhanced sampling methods are applied. Due to the
high computational cost, no systematic benchmarking on pKa shifts with DFTB3 calcula-
tions have been reported in the literature.
1.5.3.2 The multiconformation continuum electrostatics (MCCE)
MCCE (multi-conformation continuum electrostatics)248 is a biophysics simulation pro-
gram combining continuum electrostatics (CE) and molecular mechanics (MM). Different
dielectric constants of water and protein are defined in Poisson-Boltzmann (PB) equations
of CE. The Boltzmann distribution of side chain ionisation states and conformers is de-
fined as a function of pH. With MCCE, an explicit heterogeneous dielectric response
which provides coupled ionisation and position changes accurately, is introduced using
the Monte Carlo sampling of coupling conformations and ionisation. This is a significant
improvement over the traditional pKa calculations based on a single static structure. A
high dielectric constant of ∼80 (the experimental data for water), a low protein dielectric
constant (εprot, a suggested value of 4 for globular proteins) and the explicit side chain
rearrangements are used to describe the dielectric response of the system. The energy for





















δx( j)[∆GCEi j +∆G
LJ
i j ] (1.14)
where M represents the total number of conformers. δx(i)=1 represents that conformer
i exists in the given microstate whereas i does not exist in microstate if δx(i)=0. The
energy of ionised residue in protein at a given pH is described by the first term in Eq.
1.14 with mi being the charge and pKsol,i the reference pKa value of a specific residue i
in solution. The second term in Eq. 1.14 describes the self-energies of conformers which
includes the stabilization of the neutral form by the desolvation penalty (∆∆Gdesolv,i),
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the electrostatic (CE) and non-electrostatic interaction (LJ) with the backbone dipoles
(∆GCEbkbn,i and ∆G
LJ
bkbn,i), the torsional energy (∆Gtorsion,i) and the implicit LJ interaction
with the solvent (∆∆GSAS,i), and last term is used to provide non-bonded interactions
between different residues.
It has been shown that this physics-based method to pKa predictions of ionizable groups
has an accuracy of 75% with an overall RMSD of 0.90 of the error being <1 pH unit.248 A
more extensive study using a large pKa database of 100 proteins shows that the predictive
capabilities of MCCE have an accuracy of 53% within 1 pKa unit for surface residues.249
As a popular empirical pKa prediction method, however, MCCE has its own limitations
due to the implicit solvent model it used that simplified the large effect on pKa from sol-
vation.250 Moreover, MCCE only takes into account the effects of side chain rotations,
resulting in a incomplete sampling of conformations accessible to the true dynamic char-
acteristics of protein structures.249,250
1.5.3.3 PROPKA method
PROPKA251 is an empirical method used to compute the pKas for titratable groups in
proteins and substrates. The desolvation effects and intra-protein interactions, as well
as covalently and non-covalent intra-ligand interactions are taken into consideration in
PROPKA. pKa values are modelled as follows:
pKa = pKwatera +∆pK
water→protein
a (1.15)
where pKwatera is the pKa for the titratable group in water, and ∆pK
water→protein
a represents










where ∆pKdesolva is the contribution due to the effects of desolvation, ∆pK
RE
a describes
the contribution from unfavourable electrostatic reorganisation energies, ∆pKHBa defines
the contribution due to the hydrogen bonding interactions, and ∆pKQQa is the contribution
from the Coulombic interaction. Usually generic parameters are used to calculate the two
terms ∆pKdesolva and ∆pK
RE
a and specific parameters are used to treat the remaining two
terms.
This empirical based method to pKa shifts calculations of titratable groups provides a
reasonable match to experiment results, showing an accuracy of 85% to a level of <1
pKa unit.249 However, akin to MCCE, PROPKA neglects the true dynamic nature of the
protein due to the implicit solvent model it used and the assumption of the static protein
structure.250 Considering the strengths and limitations of the three above pKa prediction
methods, we examined the performance of them in BcX (See details in Chapter 2).
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1.5.4 Reaction barriers and energies calculations based on QM/MM
simulations
To fully understand an enzymatic reaction, insights on the energetic and structural infor-
mation along the entire reaction pathways are required. Among the different simulation
techniques, two of the most popular methods to model the reaction pathway of an en-
zymatic reaction and to obtain the properties of TSs are the minimum energy pathway
(MEP) and potential of mean force (PMF) calculations.
MEP on the potential energy surface (PES) can be obtained through adiabatic mapping
by minimizing the energy of the system at intervals along predefined reaction coordi-
nates that connect the reactant state and the product state.252 Additional calculations are
required to verify the predicted TS structures are indeed saddle point structures. A TS
structure is represented by the structure highest in energy on this MEP. It is crucial that
MEPs are evaluated with multiple enzyme-substrate conformations as reaction barriers,
reaction energies and TS structures can vary significantly based on the starting struc-
ture.253–255 The calculated reaction barrier can be directly compared to an (apparent) ac-
tivation energy (∆G0act) obtained from the experimental apparent first-order reaction rate
(k(T)) constant using TS theory (See Eq. 1.17; kBTh is a frequency factor (≈6 ps
−1 at
300K), C0 is the standard state concentration, n is the order of the reaction, R is the gas








As another method used to calculate the free energy differences, PMF can be very
useful for probing chemical reactions. In contrast to MEP, PMF relies on MD at a finite
temperature, properly taking into account thermal fluctuations and flexibilities. It can be
determined as






where ξ is the reaction coordinate, ξ ∗ and are arbitrary constants. 〈ρ(ξ )〉represents the
average distribution along the reaction coordinate ξ , is defined as follows


















where U(~R) is the function of coordinates ~R for the total system energy,257 and ξ ′[~R] lies
on the degrees of freedom. In practice, it is difficult to obtain an accurate PMF along a
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reaction coordinate from unbiased MD simulations due to the presence of low probability
region (i.e., high energy region is usually sampled less frequently than the low energy
region). Methods based on MD simulations such as umbrella sampling258 are particularly
useful to overcome this problem. We would like to point out that PMF can be also ob-
tained with several other methods, such as local elevation/metadynamics259–262 in which
a historical biasing potential is constructed as a sum of Gaussian hills centered along
the trajectory on a set of collective variables or reaction coordinates, string method263,264
which constrained simulated the equilibrium distribution of the Langevin equation based
system in the hyperplanes parametrized by a discretized string, and transition path sam-
pling265–267 which samples the path ensemble without requirements of predefinition of
reaction coordinates. In this thesis, we focus on the umbrella sampling technique, with
which PMF can be determined by performing various window simulations with a biased
potential centered at a given reaction coordinate to increase the sampling. The weighted
histogram analysis method (WHAM)268 can then be applied to obtain the unbiased PMF.
1.6 Overview of the thesis
The remaining Chapters in this thesis are organised as follows:
In Chapter 2, we present a comprehensive study of pKa shifts in BcX. We discuss
the strengths and limitations of QM/MM free energy calculations, MCCE and PROPKA
methods for calculating pKa shifts of the general acid/base Glu172 and other key residues
in BcX. Additionally, we rationalise the molecular basis for pKa shifts in BcX.
In Chapter 3 and 4, we describe the energy profiles for NanA, NanB and NanC along
three reaction pathways based on comparative MEP QM/MM simulations. According to
the MEP results, we then analyse the catalytic mechanisms for NanA, NanB and NanC
from the reactant state to the product state along the reaction pathways. Additional PMF
simulations were carried out NanA as well and the free energy profiles are very similar to
MEP.
In Chapter 5, we review the contributions of this thesis, and list possible directions of
future research.
Chapter 2
Rationalizing pKa shifts in Bacillus
circulans xylanase
2.1 Summary
Bacillus circulans xylanase (BcX), a family 11 glycoside hydrolase, catalyses the hy-
drolysis of xylose polymers with a net retention of stereochemistry. Glu172 in BcX is
believed to act as a general acid by protonating the aglycone during glycosylation, and
then as a general base to facilitate the deglycosylation step. The key to the dual role
of this general acid/base lies in its protonation states, which depend on its intrinsic pKa
value and the specific environment which it resides within. To fully understand the de-
tailed molecular features in BcX and to establish the dual role of Glu172, we present a
combined study based on both atomistic simulations and empirical models to calculate
pKa shifts for the general acid/base Glu172 in BcX at different functional states. Its pKa
values and those of nearby residues, obtained based on QM/MM free energy calcula-
tions, MCCE and PROPKA, show a good agreement with available experimental data.
Additionally, our study provides additional insights into the effects of structural and elec-
trostatic perturbations caused by mutations and chemical modifications, suggesting that
the local solvation environment and mutagenesis of the residues adjacent to Glu172 es-
tablish its dual role during hydrolysis. The strengths and limitations of various methods
for calculating pKas and pKa shifts have also been discussed.
2.2 Introduction
BcX is a 20 kDa family GH11 retaining endo-β -(1,4)-xylanase1 that has been exten-
sively studied by using various experimental methods, including mutagenesis studies,
NMR spectroscopy and X-ray crystallography.64,71,74,75,269 Particularly, the pKa values
of the key residues in the active site at different functional states have been systematically
28
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studied with NMR titration experiments.64,71 When wild-type BcX is optimally active at
pH=5.7, Glu78 is deprotonated to function as a nucleophile while Glu172 is protonated to
act as a general-acid catalyst during glycosylation, and then as a general-base to facilitate
the deglycosylation step (Fig. 2.1). The pKa values for Glu78 and Glu172 in the Michaelis
complex have been shown to be 4.6 and 6.7, respectively, via13C-NMR pH titrations.64
Contrastingly in a trapped covalent intermediate, the pKa value of Glu172 drops to 4.2
from 6.7 with Glu78 covalently bound to an unnatural substrate 2’,4’-dinitrophenyl 2-
deoxy-2-fluoro-β -xylobioside65 (PDB code: 2FXb), which subsequently enables Glu172
to function as a general base during the deglycosylation reaction. It has been implicated
that such ”pKa cycling” of the carboxylic acids that can act as a general acid/base is prob-
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Figure 2.1: The double-displacement mechanism in BcX and the measured pKas for
Glu172 and Glu78.
Recent studies examined a variety of strategies that include altering the global charge
through random succinylation (Fig. 2.2) and introducing changeable charged or polar
residues at the active site to perturb pKa values for the key residues in BcX.71 pKa values
for the specific residues include Glu172 of WT, WT-2FXb, E172H, E172H-2FXb, N35H,
N35H-2FXb and N35E of BcX were measured. It has been found that mutations at the
close proximity of the active site have a much larger effect on the pKa values of the key
catalytic residues. However, it is intriguing that altering the global charge by up to -14e
through succinylation of surface Tyrosine and Lysine residues has a very minor effect on
their pKas.71
On the computational side, a hybrid QM/MM method was successfully used to analyse
the transition states for the WT BcX and its Y69F mutant along the reaction pathways,
with aims to understand the catalytic role of Tyr69.271 It was found that Tyr69 plays a key
role in stablishing the boat conformation in the Michaelis complex. A similar approach
has been used to analyse substrate conformation and mechanistic behaviours of WT BcX










Figure 2.2: Changing the global charge of BcX by succinylation in which the succinic
anhydride react with amines of protein does not significantly perturb its pH-dependent
activity.
and its Y69F mutant.272 The pH dependence of activity and stability of BcX have been
systematically investigated with the empirical PROPKA approach and it has been pro-
posed that by introducing ionizable residues in surface with pKa values significantly lower
than standard values will improve its thermostability.273 A novel computational approach
has been developed to directly estimate the reaction barriers in BcX and a total of 342 sin-
gle mutants and 111 double mutants with promising catalytic activity have been in silico
designed.274
As acidic xylanases are important in food and animal feed industries, efforts have been
devoted to generate BcX mutants with a pHopt shifted towards the acidic side.73 For in-
stance, the presence of an aspartic acid residue at position 35 (Asp35) has been proved to
lower the pH optima of BcX from 5.7 (WT) to 4.6 (N35D) based on NMR titration study
due to a strong hydrogen bond between Asp35 and Glu172.275 Kim et al. performed non-
conservative mutations of BcX and found that some of the non-catalytic residues play a
significant role in perturbing pKas of the catalytic residues and shifting the pH optima
of BcX.276 A BcX mutant V37R has shown to have a pH optima downshift by -1.5 pKa
units due to the increased distance between the substrate oxygen and Glu172, which is
attributed to the formation of a strong salt bridge between Arg37 and Glu172.277 A signif-
icant challenge for computational enzymology is to reproduce pKas for catalytic residues
in the highly heterogeneous electrostatic systems. Considering the available experimental
data of pKas for the key residues at different functional states and well studied chemistry,
BcX is a very attractive system for benchmarking computational pKa shift calculations. In
this work, three different computational methods have been applied to calculate the pKa
shifts for BcX, including WT, WT-2FXb, N35H, N35H-2FXb, N35D and N35D-2FXb.
The goals of this study are two-fold. First, we would like to provide a complementary un-
derstanding of the molecular basis for pKa shifts of the key residues in BcX, particularly
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examining and comparing the effects from the changes in the global charges and those
in the local electrostatic environment by site-directed mutagenesis, which has not been
examined with computational methods in the previous studies. Second, we will bench-
mark various models for calculating pKas or pKa shifts in GHs. It has been shown that
the highly efficient empirical method PROPKA251 has some difficulties in reproducing
the pKa upshifts upon binding of a negatively charged substrate in the active site of GH33
and GH34.270 Complementary to the previous study, it would be interesting to examine
its performance in a case with the non-charged substrate in BcX (GH11).
2.3 Computational details
2.3.1 Simulation setup
The X-ray structures of WT-2FXb (PDB code: 1BVV,278 resolution 1.80 Å), N35H (PDB
code 3VZL,71 resolution 2.00 Å), N35H-2FXb (PDB code: 3VZO,71 resolution 1.73 Å),
N35D (PDB code: 1C5H,275 resolution: 1.55 Å), and N35D-2FXb (PDB code: 1C5I,275
resolution: 1.80 Å) were used as starting structures for the simulations. All QM/MM
simulations were carried out with CHARMM (version c38a2).279 CHARMM force field
c36188 was used to describe the protein and sugars. All these six proteins and an isolate
model Glu172 were solvated with TIP3P water models.280 The General Solvent Boundary
Potential (GSBP)213 setup was carried out in conjunction with explicit water molecules in
the inner sphere for the QM/MM simulation that includes: (i) a spherical-model of 20 Å
radius centred on the group of interest was treated as the inner region and the remaining
protein is treated as the outer region; (ii) a spherical region of radius 18 Å was defined
as reaction region where Newtonian dynamics are solved; (iii) the region between 18 Å
and 20 Å was treated as buffer region where Langevin dynamics are solved. A non-polar
cavity potential was adopted to confine the inner region water molecules to prevent them
leaving this region. The dielectric constants in the protein and solvent were assumed to be
1.0 and 80.0, respectively. The simulated temperature was set up to 298.15K. The bonds
involving hydrogen were constrained via the SHAKE algorithm.281 To treat the bonded
interactions at the QM/MM boundary, the bonds between the QM and MM regions were
cut by a link atom with the divided frontier charge model (DIV).282 The boundary was
placed between Cβ and Cγ in residue Glu172. Such a treatment has been shown to pro-
vide a balanced description of proton affinities for molecules of interest.270 Full QM/MM
minimizations were performed prior to explicit solvent MD simulations. The explicit
solvent DFTB3/MM simulations are summarized in Table 2.1. The snapshots from the
DFTB3/MM equilibrium simulations (Eq.) were taken as the initial structures for explicit
solvent TI simulations. The DFTB3/MM simulations with the GSBP model are shown in
Fig. 2.3, in which we take WT-BcX (PDB code: 1BVV) as an example to illustrate the
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Table 2.1: Summary of the starting structures, the equilibrium molecular dynamics simulations (Eq.) and TI simulations.
System PDB Resolution Substrate Number of Eq.(in ns) TI per λ (in ns)
ID (Å) QM atomsd QM/MM QM/MM
WTa 1BVV1 1.80 - 8 3 4
WT-2FXb 1BVV1 1.80 XYPb, DFXc 8 3 4
N35H 3VZL2 2.00 - 8 3 4
N35H-2FXb 3VZO2 1.73 XYPb, DFXc 8 3 4
N35HD 1C5H3 1.55 - 8 3 4
N35D-2FXb 1C5I3 1.80 XYPb, DFXc 8 3 >4
a The substrate was deleted in the apo state of WT-BcX simulations; b XYP: β -d-xylopyranose; c DFX: 1,2-deoxy-2-fluoro-xylopyranose; d The DFTB3/MM partition
boundary (the link atom) for all the simulations was placed between Cβ and Cγ in residue Glu172. The DIV scheme was adopted as it has been shown to provide the best
representation of the system..270 The F atom at position 2 of the substrate 2FXb has been changed to OH.











Figure 2.3: DFTB3/MM with the General Solvent Boundary Potential (GSBP) model
for WT-2FXb. A spherical region of 20 Å radius centered on the C atom of Glu172 was
described as the inner region (shown in red) and the remaining part was outer region
represented with the continuum electrostatics; Reaction region: a spherical model of 18
Å centered on the Cα atom of Glu172, where Newtonian’s equations of motion were
solved (labeled in green); Buffer region: the region between reaction and inner region,
where Langevin dynamics was solved (labeled in blue); QM region: the link atom (drawn
in pink) was placed between Cβ and Cγ for Glu172 to divide the bond between QM and
MM region.
2.3.1.1 Comparison of three different methods
We utilised the three different methods to calculate pKas and pKa shifts, namely TI based
on explicit solvent QM/MM simulations, MCCE248 and PROPKA..251 The three differ-
ent methods have their own strengths and limitations. MCCE goes beyond the traditional
continuum electrostatics (CE) based on a single static structure by taking into account
rotamer states.248 However, it has been debated in the literature what is the proper dielec-
tric constant for proteins.283,284 PROPKA is highly efficient and well parameterised for
both surface and buried residues.251 However, it has shown some limitations in dealing
with the interactions between the ionisable groups and charged substrates.270 QM/MM TI
based methods, though providing arguably the most faithful representation of the solva-
tion environment and thermal-fluctuations. However, these methods depend critically on
the accuracy of the QM method285 and sufficient conformation sampling.286,287 Thus, a
comparative study with the three different methods was carried out to calculate pKa shifts
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of key catalytic residues in BcX.
2.4 Results and discussions
2.4.1 Equilibrated structures from QM/MM simulations
The equilibrated structures from DFTB3/MM simulations are shown in Fig. 2.4. For BcX
WT (Fig. 2.4 a & b), Glu172, close to Asn35, is shown to be protonated and deprotonated
in apo and intermediate state, respectively, and Glu78 is deprotonated in the apo state
but covalently linked with 2FXb in the intermediate state. For N35H-BcX and N35D-
BcX, His35 and Asp35 are positively and negatively charged, respectively, with Glu172
being deprotonated (Fig. 2.4 c) or protonated (Fig. 2.4 d). Glu78 is protonated in the
apo state for both cases (Fig. 2.4 c & e). For the key residues and substrates, the heavy
atom positional root-mean-square-deviations (RMSD) from the X-ray crystallographic
structures were approximately 1.0 Å over the simulation time.
2.4.2 pKa calculations with QM/MM TI, PROPKA and MCCE
pKa calculations with explicit solvent simulations of WT-BcX (WT, WT-2FXb) and mu-
tants (N35H, N35H-2FXb, N35D and N35D-2FXb) were carried out using the DFTB3/MM
method. The snapshots from equilibrium simulations were used as the starting struc-
tures for explicit solvent TI simulations. According to the thermodynamic cycle (Eq.
1.12), the pKa shifts are defined as ∆pKa=1/2.303kT ∆∆G, where∆∆G=∆G(E-A(H/D))-
∆G(model-A(H/D). ∆G(E-A(H/D)) and ∆G(model-A(H/D) represent the free energy dif-
ference between the protonated and the deprotonated states of an isolated Glu172 in pro-
tein and aqueous solution, respectively. These two terms were obtained by integrating the
free energy derivatives from λ=0.0 to λ=1.0 (11 evenly spaced windows are included).
∆G(model-A(H/D) was estimated to be 123.4 kcal/mol based on DFTB3/MM simula-
tions. The calculated numbers are listed in Table 2.2. The free energy derivatives for
Glu172 at different time intervals for these 6 cases are shown in Fig. 2.5 to monitor the
convergences. Then the pKa values for Glu172 were obtained based on the Eq. 1.12.
Here, QM/MM simulations are only performed on Glu172 due to the much larger com-
putational cost required for QM/MM TI compared to the other methods and that we are
particularly interested in its dual catalytic role. The continuum electrostatics protocol
MCCE (at both QUICK and DEFAULT levels, whose major difference is the number of
rotamers being 1 or 6 per rotatable bonds)248 and the empirical method PROPKA251 were
performed to calculate pKas for Glu172 and other key catalytic residues in all six cases.
The results combined with the experimental data71,275,288 are shown in Table 2.3 and 2.4.























Figure 2.4: The final snapshots from the explicit solvent DFTB3/MM simulations. The
physiologically important protonation states for the key residues (residue 35, 78 and 172)
are shown. The key residues and substrate are shown explicitly. The water molecules
within approximately 4 Å of OE2 in Glu172 are shown in red. (a) WT; (b) WT/2FXb;
(c) N35H; (d) N35H/2FXb; (e) N35D; (f) N35D/2FXb.
Table 2.2: ∆G(E-Glu(H/D)) of Glu172 in BcX based DFTB3/MM TI explicit solvent
simulations (in kcal/mol).
Ref.a WT WT-2FXb N35H N35H-2FXb N35D N35D-2FXb
∆G(E-Glu(H/D)) 123.4 128.1 123.8 118.6 121.6 133.7 131.2
a Ref. refers to the free energy difference between the protonated and the deprotonated state of an isolate
Glu172 in aqueous solution.
































Figure 2.5: Thermodynamic integrations of the free energy derivatives from λ=0.0 to
λ=1.0 of Glu172 in BcX (a WT, b WT-2FXb, c N35H, d N35H-2FXb, e N35D and f
N35D-2FXb) from the DFTB3/MM simulations. The error bars for each are presented.
2.4.2.1 Accuracy of three different methods
The RMSD with respect to the experimental data from DFTB3/MM TI, MCCE (QUICK
and DEFAULT) and PROPKA were obtained to compare the three different methods (Ta-
ble 2.5 and Table 2.6). The error analyses were performed separately for Glu172 and
other key residues. For Glu172, the RMSD calculated for DFTB3/MM TI is 1.8, which is
larger than the values of 1.1 with QUICK and DEFAULT MCCE, and 1.7 with PROPKA.
This is due to the larger errors for the apo state in N35H and N35D-BcX (-2.7 and 2.9,
respectively, Table 2.5). The underestimated and overestimated values could be rational-
ized by the overestimated QM/MM interactions due to the lack of explicit polarisation
in the MM potential. The favourable interactions between the positively charged His35
and deprotonated Glu172 in N35H was overestimated and thus the downshift from WT to
N35H was overestimated. Similarly, the unfavourable interactions between the negatively
charged Asp35 and deprotonated Glu172 was overestimated thus the upshift from WT to
N35D was overestimated. Similar observations have been noted in previous studies.289,290
The results for N35H and N35D are consistent with the previous studies in which the de-
creased pKa value of Glu172 was observed due to the attractive electrostatic interaction
between Arg37 and Glu172 in V37R-BcX277 and the elevated pKa value of Glu172 was
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Table 2.3: The pKa values for Glu172 based on DFTB3/MM TI simulations, MCCE and
PROPKA methods. For MCCE, only results from DEFAULT are presented.
Protein Exp. DFTB3/MM MCCE PROPKA
WT 6.7a 7.3 4.8 7.5
(pHopt: 5.6)
WT-2FXb 4.2a 4.3 4.9 6.8
N35H 3.4a 0.7 2.6 4.2
(pHopt: 4.4)
N35H-2FXb 2.8a 2.8 3.0 4.4
N35D 8.4b 11.3 7.1 10.3
(pHopt: 4.6)
N35D-2FXb >9b,c 9.6 8.7 5.7
a Data from Ludwiczek, M. L.,;71 b Data from Joshi, M. D.,;275 c The exact experimental pKa is not
available due to Asp35 and Glu172 being strongly coupled in N35D-2FXb.71
found attributed to the substitution of Asn35 for Asp35 in N35D-BcX.71,275 For Glu172
in other cases, DFTB3/MM provided satisfactory predictions with a RMSD of 0.4 (Table
2.5). Overall, MCCE DEFAULT provided the best prediction for Glu172 with a RMSD
of 1.1. However, MCCE DEFAULT failed to capture the pKa downshifts for Glu172 upon
glycosylation in WT (WT->WT-2FXb) and N35H (N35H->N35H-2FXb). Encourag-
ingly, all three methods correctly assigned proper protonation states for Glu172 at the apo
state and the intermediate state at pHopt.
For other key residues (Table 2.4), MCCE and PROPKA provided a quantitatively con-
sistent picture except for Asp35 in N35D-2FXb. The RMSD for the MCCE DEFAULT
value of 0.6 is lower than that of 0.9 for QUICK MCCE and 1.2 for PROPKA, respec-
tively (Table 2.6). One of the noticable deviations for PROPKA is the overestimated pKa
for Asp35 in N35D-2FXb (together with the underestimated pKa value for Glu172 in
N35D-2FXb (Table 2.3)). This observation might indicate the challenging issue in this
case is to accurately describe the tight coupling between Asp35 and Glu172, as seen in
DFTB3/MM TI simulations.
The results obtained by MCCE DEFAULT are better than those by MCCE QUICK due
to a better representation of the flexibility of the system by taking into account the ro-
tamer state. This observation demonstrates the importance of conformational sampling
in pKa calculations.248,291 In the following discussion, we will focus on results obtained
by MCCE DEFAULT. Considering the relative cost of computation and their performance
for three different methods, the current study suggests that future work can adopt DFTB3/
MM TI explicit solvent simulations and MCCE DEFAULT for residues involving substan-
tial environmental changes (e.g. the catalytic residues upon substrate binding or glyco-
sylation). Particularly, MCCE DEFAULT is more applicable for the catalytic residues
which are in direct contact with charged residues. PROPKA can be used to deal with
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Table 2.4: The pKa values for other residues based on MCCE and PROPKA methods.
For MCCE, only results from DEFAULT are presented.
Protein Exp. MCCE PROPKA
WT Asp4 3.0a 3.5 2.7
(pHopt: 5.6) Asp11 2.5a 2.4 3.0
Asp83 <2.0a 3.2 4
Asp101 <2.0a 2.9 2.9
Asp106 2.7a 2.9 3.9
Asp119 3.2a 3.3 3.3
Asp121 3.6a 3.5 4.0
Glu78 4.6a 4.5 6.0
His149 <2.3a 3.8 4.1
His156 ∼ 6.5a 7.3 6.5
N35H Glu78 5.5b 4.0 6.4
(pHopt: 4.4) His35 7.5b 8.4 7.3
N35H-2FXb His35 5.6b 6.0 7.2
N35D Glu78 5.7c 4.7 6.1
(pHopt: 4.6) Asp35 3.7c 4.0 6.5
N35D-2FXb Asp35 1.9-3.4c,d 5.3 11.4
a Data from Joshi, M. D.,;288 b Data from Ludwiczek, M. L.,;71 c Data from Joshi, M. D.,;275 d The exact
experimental pKa is not available due to Asp35 and Glu172 being strongly coupled in N35D-2FXb.71
other residues for its balance between efficiencies and accuracies.
2.4.2.2 Effect of glycosylation
As seen in Table 2.3, QM/MM TI and PROPKA consistently reproduced the pKa down-
shifts for Glu172 upon glycosylation in WT (WT->WT-2FXb) while MCCE suggested
no significant shift (from 4.8 to 4.9). The downshifts in the WT upon glycosylation could
be ascribed to the masking of the negative charges on Glu78 upon glycosylation thus sta-
blishing the deprotonated state. In contrast, all three methods indicated that Glu172 stays
deprotonated upon glycosylation in N35H (N35H->N35H-2FXb) and Glu172 maintain
protonated upon glycosylation in N35D (N35D->N35D-2FXb). Additionally, the exper-
imentally observed downshifts for N35H from the apo state to the glycosylated inter-
mediate state are much smaller compared to WT.71 These can be attributed to the much
stronger electrostatic interactions introduced by the closer charged residues being H35
(positively charged) than N35 (neutral) in the wide-type. However, experimentally a pKa
upshift for Glu172 was observed in N35D upon glycosylation.71 One would expected a
downshift upon glycosylation as this process masked the negative charge on Glu78. Ex-
perimentally, it has been argued that due to the tight coupling between Glu172 and Asp35,
it is difficult to assign the measured pKa values to specific residues and thus one has to be
cautious about the exact values.71 Both QM/MM TI and PROPKA predicted a pKa down-
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Table 2.5: pKa values of Glu172 from DFTB3/MM, MCCE (QUICK and DEFAULT)
and PROPKA. Numbers in parentheses represent the number of values used to calculate
RMSD, 5 referring to all the cases in the table and 3 referring to the cases of WT, WT-
2FXb and N35H-2FXb.
Protein Exp. DFTB3/MM MCCE MCCE PROPKA
TI QUICK DEFAULT
calc err calc err calc err calc err
WT 6.7a 7.3 0.6 5.7 -1.0 4.8 -1.9 7.5 0.8
WT-2FXb 4.2a 4.3 0.1 4.8 0.6 4.9 0.7 6.8 2.6
N35H 3.4a 0.7 -2.7 2.7 -0.7 2.6 -0.8 4.2 0.8
N35H-2FXb 2.8a 2.8 0.0 4.9 2.1 3.0 0.2 4.4 1.6
N35D 8.4b 11.3 2.9 8.1 -0.3 7.1 -1.3 10.3 1.9
RMSD(5) 1.8 1. 1.1 1.7
RMSD(3) 0.4 0.8 1.2 1.8
a Data from Ludwiczek, M. L., et al.;71 b Data from Joshi, M.D., et al.275
shift from N35D to N35D-2FXb (-1.7 and -4.6, respectively) while MCCE predicted a
upshift (+1.6).
It is worth noting that Glu172 has a much lower pKa in N35H compared to WT and a
much higher pKa in N35D, while both mutants are shown to be active experimentally.71
The tight electrostatic coupling between residue 35 and Glu172 is proposed to maintain
its activity. The rational for the low pKa of Glu172 in N35H is the favourable electrostatic
interactions between Glu172 and the adjacent His35. What is more interesting is the pKa
of Glu172 is lower than that of Glu78 in N35H. A previous experimental study71 has
shown that Glu172 still serves as the general acid and Glu78 functions as a nucleophile
in N35H. This so-called reverse protonation mechanism292 led to a low population of
catalytically competent enzyme at the pHopt presented in N35H. The high pKa value of
Glu172 in N35D-2FXb results in it being unable to function as a general base. However,
the closely hydrogen-bonded pair between Asp35 and Glu172 is proposed to compensate
for the low population of catalytic competent Glu172, which enables that Glu172 and the
adjacent Asp35 function together as the general acid/base during the double-displacement
pathway.71 This is consistent with the observations that a stable hydrogen bond between
Asp35 and Glu172 was maintained throughout the simulations in both N35D and N35D-
2FXb.
2.4.2.3 Perturbative analyses of Glu172 pKa
As mentioned in the previous studies,270 substantial pKa shifts were observed for the key
catalytic residues in GHs and this was complemented by the analysis of the static X-ray
crystal structures. The electrostatic interactions between Glu78 and Glu172 are proposed
to affect the pKa values for Glu172.64 However, there are still unaddressed questions in-
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Table 2.6: pKa values of other residues from MCCE (QUICK and DEFAULT) and
PROPKA.
Protein Residue Exp. MCCE QUICK MCCE DEFAULT PROPKA
calc err calc err calc err
WT Asp4 3.0a 3.9 0.9 3.5 0.5 2.7 -0.3
Asp11 2.5a 3.0 2.5 2.4 -0.1 3.0 0.5
Asp106 2.7a 4.0 1.3 2.9 0.2 3.9 1.2
Asp119 3.2a 3.1 -0.1 3.3 0.1 3.3 0.1
Asp121 3.6a 4.2 0.6 3.5 -0.1 4.0 0.4
Glu78 4.6b 3.8 -0.8 4.5 -0.1 6.0 1.4
N35H Glu78 5.5b 4.3 -1.2 4.0 -1.5 6.8 1.3
His35 7.5b 8.5 1.0 8.4 0.9 6.4 -0.9
N35H-2FXb His35 5.6b 4.7 -0.9 6.0 0.4 7.2 1.6
N35D Glu78 5.7c 5.2b -0.5 4.7 -1.0 6.1 0.4
Asp35 3.7c 5.0 1.3 4.0 0.3 6.5 2.8
RMSD 0.9 0.6 1.2
b Data from Joshi, M.D., et al.;288 b Data from Ludwiczek, M. L., et al.;71 c Data from Joshi, M.D., et al.275
calc: calculated; err: error.
cluding the individual effects from 1) the role of glycosylation (Fig. 2.1); 2) the role
of solvation environment; and 3) the role of other nearby residues. In previous work on
GH33 and 34,270 the ligand, water and key protein residues have been proved to serve
coordinately to establish the pKa values for its dual role. In this study, we carried out ”in
silico” mutagenesis to probe the individual effects from interacting residues. The free en-
ergy difference between the protonated state and the deprotonated state was re-evaluated
from the structures of QM/MM trajectories to set up perturbative analyses. During the
perturbative calculations, the partial charges on groups of interests were set to zero and
the new energy gap was obtained by re-calculating the free energy derivatives based on the
original trajectories for the different λ (from 0.0 to 1.0) windows. Additionally, previous
experimental studies71 pointed out that changing the global charge of BcX by succinyla-
tion of Surface Tyrosine and Lysine does not significantly affect its pKa. To characterise
the effects of the global charge of BcX, we re-calculated the deprotonation free energy of
Glu172 after setting the charges of Tyrosine and Lysine on the surface in our models to
zero. It is worth noting that such perturbative analyses can only be treated qualitatively as
the relaxation of the modified environment is neglected during the perturbation. Despite
of these approximations, such a perturbative analysis is capable of providing meaningful
trends and information about how the surrounding environment affects the pKa value of
the general acid/base.
Based on the results from the free energy perturbative analyses (Table 2.8), we obtained
the pKa shifts due to the contributions from residue 35, the global charge, Surface Tyro-
sine and Surface Lysine (Table 2.7). We can clearly see that the pKa shifts result from
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Table 2.7: pKa shifts based on perturbative analyses of the deprotonation Glu172 with
DFTB3/MM simulations a.
System ∆35b ∆Tyr&Lysc ∆Tyrd ∆Lyse
WT 7.3 3.5 -1.8 5.3
WT-2FXb 7.8 0.1 -2.2 5.5
N35H 38.7 4.6 -1.3 6.0
N35H-2FXb 20.3 2.9 -2.3 5.2
N35D -22.5 4.8 -1.0 5.7
N35D-2FXb -26.0 3.4 -1.9 5.3
a The deprotonation free energy of Glu172 were computed by integrating the free energy derivatives that
recalculated from the DFTB3/MM trajectories for different λ windows, pKa shifts were then obtained
based on the recomputed free energydifference; b All the partial charges on the residue 35 were set to zero;
c All the partial charges on Surface Tryosine and Lysine were set to zero; d All the partial charges on
Surface Tryosine were set to zero.; e All the partial charges on Surface Lysine were set to zero.
Table 2.8: Perturbative analyses of the deprotonation free energy of Glu172 with
DFTB3/MM simulations (in kcal/mol)a.
System Ref.b ∆residue 35c ∆Tyr&Lysd ∆Tyre ∆Lys f
WT 129.6 140.0 134.6 127.0 137.1
WT-2FXb 124.4 135.5 124.6 121.2 132.2
N35H 118.6 173.9 125.1 116.8 127.2
N35H-2FXb 121.9 150.9 126.1 118.6 129.3
WT 136.0 103.8 142.8 134.6 144.2
WT 132.1 94.9 137.0 129.4 139.7
a The deprotonation free energy of Glu172 were computed by integrating the free energy derivatives that
recalculated from the DFTB3/MM trajectories for different λ windows; b Ref. refers to the perturbative
analyses on the originally simulated systems while keeping all the parameters untouched; c The partial
charges on residue 35 were set to zero; d All the partial charges on Surface Tyrosine and Lysine of our
models were set to zero; e All the partial charges on Surface Tyrosine of our models were set to zero; f All
the partial charges on Surface Lysine of our models were set to zero.
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Table 2.9: Perturbative analyses of the deprotonation free energy of Glu172 with
DFTB3/MM simulations (in kcal/mol)a.
System λ Ref.b ∆residue 35c ∆Tyr&Lysd ∆Tyre ∆Lys f
WT 0.0 191.6 215.6 194.6 187.6 198.7
1.0 43.6 64.0 54.3 45.7 52.2
WT-2FXb 0.0 183.1 193.0 183.3 170.0 181.5
1.0 49.9 64.0 50.0 52.1 62.0
N35H 0.0 189.0 242.7 188.3 180.0 197.5
1.0 36.5 95.4 40.9 32.9 44.5
N35H-2FXb 0.0 191.7 241.0 195.7 188.2 195.1
1.0 48.3 82.1 63.9 56.6 55.6
N35D 0.0 187.6 138.0 216.2 208.3 216.6
1.0 27.9 -23.2 57.3 49.3 56.1
N35D-2FXb 0.0 206.8 82.8 229.0 222.4 227.6
1.0 24.4 -19.9 43.2 35.7 45.7
a The deprotonation free energy of Glu172 were computed by integrating the free energy derivatives that
recalculated from the DFTB3/MM trajectories for different λ windows. b Ref. refers to the perturbative
analyses on the originally simulated systems while keeping all the parameters untouched; c The partial
charges on residue 35 were set to zero; d All the partial charges on Surface Tyrosine and Lysine of our
models were set to zero; e All the partial charges on Surface Tyrosine of our models were set to zero; f All
the partial charges on Surface Lysine of our models were set to zero.
Table 2.10: Perturbation analyses for pKas of Glu172 and Glu78 based on PROPKA
method.
System Ref.a ∆residue 35b ∆Tyr&Lysc ∆Tyrd ∆Lyse ∆Tyr80 f
WT Glu172 7.5 8.0 7.4 7.5 7.5 7.7
Glu78 6.0 6.0 5.8 5.8 6.0 5.7
WT-2FXb Glu172 6.8 7.3 6.8 6.8 6.8 7.0
N35H Glu172 4.2 7.5 4.6 4.7 4.2 4.4
Glu78 6.4 5.8 6.0 6.0 6.4 6.1
N35H-2FXb Glu172 4.4 7.3 4.5 4.5 4.4 4.7
N35D Glu172 10.3 7.9 9.7 9.7 10.3 10.3
Glu78 6.1 6.1 6.1 6.1 6.1 5.7
N35D-2FXb Glu172 5.7 6.8 6.6 6.7 5.7 7.0
a Ref. refers to the pKa values for WT-BcX using PROPKA method based on the X-ray structure of BcX;
b The residue 35 were mutated to Alanine; c The Surface Tyrosine and Lysine in WT-BcX were mutated to
Alanine; d The Surface Tyrosine in WT-BcX were mutated to Alanine; e The Surface Lysine in WT-BcX
were mutated to Alanine; f The Tyrosine80 in WT-BcX was mutated to Alanine.
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Table 2.11: The Coulombic interaction energy between Glu172 and surrounding
residues estimated by PROPKA (in kcal/mol)
System Glu78 Arg112 Tyr65 Tyr69 Tyr80 Tyr166 residue 35
WT 1.0 0.2 0.8 0.9 2.0 0.1 0.0
WT-2FXb 1.0 0.2 0.9 0.9 2.0 0.1 0.0
N35H 0.9 0.1 0.6 1.0 2.0 0.1 1.2
N35H-2FXb 1.1 0.2 1.0 1.0 2.0 0.9 1.8
N35D 1.0 0.2 0.7 1.0 2.0 0.1 1.8
N35D-2FXb 1.0 0.3 0.8 1.0 2.0 0.1 2.0
Table 2.12: The minimal distance between heavy atom pairs in Glu172 or Glu78 and
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residue 35 in all systems are substantially large, about 7.3, 7.8, 38.7, 20.3, -22.5 and -26.0
pKa units, respectively. The corresponding electrostatic contributions are listed in Table
2.8. On the contrary, the net contributions from Surface Tyrosine and Lysine in BcX are
relatively smaller compared to those from residue 35 (Table 2.7 and Table 2.8). What can
be inferred are that residue35 in these six cases of BcX make a greater contribution to the
protonation process of Glu172, and the Surface Tyrosine and Lysine do not make a signif-
icant contribution. This means changing the global charge of BcX by succinylation does
not significantly affect pKas of Glu172. By examining the energetic components, it can
be rationalized to that much of the electrostatics interactions between these residues and
Glu172 are largely screened due to the solvated environment (Table 2.12). Additionally,
the individual effects from Surface Tyrosine and Lysine on pKa values of Glu172 were
investigated by re-calculating the free energy derivatives with their partial charges scaled
to zero separately (Table 2.7). The magnitude from the Surface Tyrosine is smaller than
that from the Surface Lysine. This is expected as the electrostatics effects by nulling the
partial charges on Lys (net charge +1) are larger than those by nulling the partial charges
on Tyr (net charge zero). The reorganisation energy of the solvation environment and
nearby selected residues is associated with the variation of their contributions to the free
energy derivatives over the coupling parameters λ from 0.0 to 1.0. Here, the reorganisa-
tion energies from residue 35, which is in the close proximity of Glu172, together with
the Tyrosine and Lysine on the surface of our model upon “in silico” mutagenesis have
been calculated at the protonated and the deprotonated state. Experimentally it has been
shown five Lysine residues are solvent exposed and eleven out of fifteen Tyrosine residues
are accessible. These residues are the targets in the succinylation experiments to probe
the effects of the change of global charge. In all the six cases, the reorganisation energy
from residue 35is substantially larger than that from the global charge. Additionally, it has
been noticed that the contributions from Surface Lysine is larger than those from Tyrosine
(Table 2.8 and Table 2.9). These results demonstrated a qualitatively consistent trend for
the individual residues.
For comparison, PROPKA calculations were carried on by mutating residue 35 and
Surface Tyrosine and Lysine to Alanine to mimic the experimental studies and the pertur-
bative DFTB3/MM simulations. The pKa values of Glu172 and Glu78 based on PROPKA
perturbation calculations were obtained (Table 2.10). Coulombic interactions analyses
between Glu172 and the nearby residues were provided in Table 2.11. A marked change
for pKa values of Glu172 is found when residue 35 (Asn35 in WT, His35 in N35H and
Asp35 in N35D) was mutated to Alanine, but a relatively minor change is observed for
pKa values of Glu172 while the Surface Tyrosine & Lysine were mutated to Alanine.
From Table 2.10, a relatively strong interaction between Glu172 and residue 35 were ob-
served in the four mutated cases (N35H, N35H-2FXb, N35D and N35D-2FXb BcX). It
has been proved again that the interactions between residue 35 and Glu172 makes a sig-
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nificant contribution to the pKas for Glu172 in BcX. Additionally, the shift of the Glu172
pKas with Surface Tyrosine mutated to Alanine is larger than that with Surface Lysine
mutated to Alanine, which is contrast to the findings in the free energy perturbation with
explicit solvent DFTB3/MM simulations, but in accordance with the analyses of Coulom-
bic interactions based on PROPKA which show some of Surface Tyrosine have significant
interactions with Glu172 and minor interactions with any Lysine residues were observed
(< 0.1 pKa unit). Tyr80 in BcX was mutated to Alanine to investigate its effects on the
pKas of Glu172 as a larger Coulombic interaction between Tyr80 and Glu172 was ob-
served in the WT. However, its effect on the pKa of Glu172 was minor. We measured the
minimum heavy atom distances between these residues of interest and Glu172 or Glu78
(Table 2.12). We can see that all the Lysine residues are far away from Glu172, consistent
with the minor change on the pKas of Glu172 while mutating Surface Lysine to Alanine.
residue 35, Tyr65, Tyr69 and Tyr80 have significant Coulombic interactions with Glu172.
This is consistent with the previous study that Tyr69 and Tyr80 play an important role in
catalysis.271,276,293 All these data show that pKas of Glu172 are affected more by residue
35 than by the change in the global charge, which is consistent with the conclusion from







































Figure 2.6: Coordination number for water molecules around the carboxylic oxygen of
Glu172 in BcX (a WT, b WT-2FXb, c N35H, d N35H-2FXb, e N35D and f N35D-2FXb)
from the DFTB3/MM simulations. λ=0.0 refers to the protonated state and λ=1.0 refers
to the deprotonated state.
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We rationalized the water contributions from the solvation structure of Glu172 by com-
puting the water radial distribution functions around the carboxylic oxygen in Glu172
(Fig. 2.6). The overall values for the apo state of BcX (WT and N35H) are relatively
higher than those for the intermediate state of BcX (WT-2FXb and N35H-2FXb), which
suggest that the substrate binding and the followed glycosylation process make Glu172
less exposed to water and contribute to their pKa shifts. No significant difference was ob-
served for N35D upon glycosylation. This is due to the tight interactions between Glu172
and Asp35, which make water less accessible, consistent with the sampled snapshots. Be-
sides, in all these six cases, the values for the deprotonation state are significantly larger
than the ones for the protonation state of Glu172, which reflects that deprotonated Glu172
(negatively charged) are largely exposed to solvents.
In summary, combined with the perturbative analysis, we can conclude that the electro-
static interactions between residue 35 and Glu172 in BcX, together with the glycosylation
step are the major determinants for the pKa shifts of Glu172 in BcX.
2.5 Conclusions
In this study, comparative computational studies were carried out to predict and ratio-
nalize pKa shifts for the catalytic Glu172 and selected key residues in Bacillus circulans
xylanase (BcX). Particularly, we studied the molecular basis for the so-called “pKa cy-
cling” in BcX (a retaining GH). Several routes for perturbing the pKas of the key catalytic
residues thus alternating the pH-dependent activities of BcX were analysed and compared
including mutations of nearby residues, the solvation environment and the global charges.
This study consistently demonstrated that the local electrostatic environment including the
nearby polar/charged residues and the solvent interactions play more significant roles than
the global charge in BcX. This complemented the experimental studies with an energetic
analysis. The strengths and limitations of three different computational methods, namely
DFTB3/MM TI, MCCE and PROPKA, were evaluated by comparing to the experimental
data. For most of the cases, all the three methods provide satisfactory pKa predictions for
BcX. This differs from previous work in GH33/34 with a negatively charged substrate,
where signification deficiencies were noted for PROPKA.270 The challenging aspects in
dealing with electrostatics for pKa calculations have been highlighted. We anticipate our
work to serve as a benchmark for future computational studies of other GHs.
Chapter 3
Exploring the catalytic mechanism of
the S. pneumoniae sialidases NanA
3.1 Abstract
S. pneumoniae is a leading human pathogen, which is associated with many diseases
including otitis media, meningitis and septicaemia. NanA, as one of three S. pneumoniae
sialidases, has been shown to function as a promiscuous sialidase producing Neu5Ac
from α2,3- or α2,6-sialyllactose. The three forms of S. pneumoniae, NanA, NanB and
NanC, were suggested to share a common glycosylation step but to produce three different
products. By means of MEP and PMF calculations based on combined SCC-DFTB/MM
simulations, the hydrolysis mechanism and the most preferred route of NanA has been
determined.
3.2 Introduction
Sialic acids (N-acetylneuraminic acid, a nine-carbon and acidic α-keto sugar) have been
identified on the animals’ tissues cell surfaces.82 Of some pathological changes in which
the sialic acids involve, the adjustment of cell recognition is of outstanding significance
and importance. Also, the removal of terminal sialic acid residues from various glyco-
conjugates is catalyzed by sialidases and this catalytic reaction is a key biochemical event
associated with immune surveillance, signaling and apoptosis.79
S. pneumoniae has been proposed to be important in the development of severe otitis
media, acute meningitis and septicaemia.294,295 The occurrence rate of life-threatening
pneumococcal disease in human, especially in children under 5 years of age is higher
than HIV, malaria, and measles combined.296 S. pneumoniae encodes up to three distinct
NAs: NanA, NanB and NanC.173,177,297 NanA was detected in all S. pneumoniae strains,
NanB was the majority prevalent gene (96%), and NanC was the least one (51%).177,298
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NanA supports pneumococcal colonization of the upper and lower airway299,300 and sep-
sis,153,301 and promotes biofilm formation.297,302 The predominant role of NanA in patho-
genesis of pneumococcal strains renders it a promising therapeutic target.79
The reaction mehchanisms for the three sialidases NanA, NanB and NanC in S. pneu-
moniae have been proposed by previous experimental study based on X-ray crystallogra-
phy, NMR, kinetic analysis and site-directed mutagensis (Fig. 1.9).173–176,180,303,304 As
depicted in Fig. 1.9, for the conserved catalytic residues shared by these three sialidases,
the carboxylate group of sialic acids interact with the tri-arginine clusters, and tyrosine
residue close to the glutamic acid acts as a nucleophile, together with that aspartic residue
acts as an acid/base. Their first step shows a common reaction pathway, while the second
step presents intriguing differences. The oxocarbonium ion C2 position is attacked by the
water molecule, the sialyl cation O7 atom and the carbohydrate accepter for NanA, NanB
and NanC, respectively. Subsequent products include Neu5Ac, 2,7-anhydro-Neu5Ac and
Neu5Ac2en are then produced. The findings173,176 reported that these three sialidases
might work together up to the ultimate step where NanA and NanB produce Neu5Ac and
2,7-anhydro-Neu5Ac following the functions of sialidase and intramolecular (IT) trans-
sialidase, whilst NanC could carry on a ping-pong mechanism that producing or removing
Neu5Ac2en. It is intriguing that three different sialidases have very similar active sites
but operate via three distinct reaction pathways. This chapter describes a combined QM/
MM modeling study for the S. pneumoniae sialidases NanA. We explored the hydrolysis
mechanism of NanA and computed the potential energy and free energy profiles of the re-
lated chemical reactions. Based on the MEP and PMF calculations for NanA along three
different reaction pathways, their respective reaction barriers in the second step has been
compared and thus the most preferred route for NanA has been determined. Addition-
ally, according to the combined QM/MM simulations of the intermediate state, a detailed
analysis on the active site structures and dynamics including water structures have been
carried out. These computational results, combined with the previous experimental in-




The crystal structure of NanA (PDB code: 2VVZ,174 resolution 2.50 Å) was used as
the starting structure for all the simulations. The protonation states of all the titratable
residues, particularly the catalytic residues Glu647, Tyr752 and Asp372, were predicted
based on PROPKA305 which has been proved to be capable of providing satisfactory pKa
predictions and assigning proper protonation states in our previous work.76 The Glu647
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Figure 3.1: QM/MM simulation setup with the GSBP model for NanA. A spherical re-
gion of 20 Å radius centered on Glu647 Oε2 was describedas the inner region (shown
in red) and the remaining part was outer region represented with the continuum elec-
trostatics; Reaction region: a sphericalmodel of 18 Å centered on Glu647 Oε2, where
Newton’s equations of motion were solved (labeled in green); Buffer region: the re-
gion betweenreaction and inner region, where Langevin dynamics was solved (labeled
in blue); QM region: the link atom (drawn in light orange) was placed between Cβ and
Cγ , Cβ and Cγ , and Cβ and Cα for Glu647, Tyr752 and Asp372 respectively to divide
the bond between QM and MM region. The QM atoms are include Cγ , Hγ1, Hγ2, Cδ ,
Oδ1, Oδ2 of Glu647, Cγ , Cδ 1, Hδ1, Cδ 2, Hδ2, Cε1, Hε1, Cε2, Hε2, Cζ , OHη , Hη of
Tyr752, Cβ , Hβ1, Hβ2, Cγ , Oγ1, Oγ2, Hγ2 of Asp372 and the whole substrate.
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and Asp372 in the Michaelis complex (reactant complex RC) of NanA was shown to be
deprotonated and protonated, respectively. This is consistent with their catalytical roles
as a general base and general acid in the first step from RC to the Intermediate complex
IC, respectively. All QM/MM simulations were carried out with CHARMM (version
c38a2).279 CHARMM force field c36306–308 was used to describe the protein and sugars.
The self-consistant charge density functional tight binding (SCC-DFTB)225 was imple-
mented to describe the quantum region. The system was solvated with the TIP3P water
model.309 The General Solvent Boundary Potential (GSBP)310 setup was carried out in
conjunction with explicit water molecules in the inner sphere for the QM/MM simulation
that includes: (i) a spherical region of 20 Å radius centred on Glu647 Oε2 is treated as the
inner region and the remaining protein is treated as the outer region; (ii) a spherical region
of radius 18 Å was defined as reaction region where Newtonian dynamics is solved; (iii)
the region between 18 Å and 20 Å was treated as buffer region where Langevin dynam-
ics is solved. A non-polar cavity potential was adopted to confine the inner region water
molecules to prevent them leaving this region. The dielectric constants in the protein
and solvent were assumed to be 1.0 and 80.0, respectively. The simulated temperature
was set up to 298.15K. The bonds involving hydrogen were constrained via the SHAKE
algorithm.311 To treat the bonded interactions at the QM/MM boundary, the bonds be-
tween the QM and MM regions were cut by a link atom with the divided frontier charge
model (DIV).282 Such a treatment has been shown to provide a balanced description of
proton affinities for molecules of interest.270 The link atom was placed between Cβ and
Cγ , Cβ and Cγ , and Cβ and Cα for Glu647, Tyr752 and Asp372, respectively. The whole
substrate was also included in the QM region. A full QM/MM minimization was per-
formed prior to MD simulations. Notably, the R group in the substrate was modified to
a methyl group to minimize the computational cost. Furthermore, the puckering of the
sugar was converted to a boat conformation (2B5) based on the Cremer-Pople puckering
coordinates19 during the QM/MM minimization for consistency with the conformation
in the proposed catalytic mechanism. The puckering coordinates are given by Q, φ and
θ defined by Cremer and Pople (See details in 1.1.1.2).19 This was achieved by applying
harmonic restraints with a force constant 1.0, 50.0 and 50.0 kcal/mol, respectively, around
the predefined reference values. See Fig. 3.1, Fig. 3.2 and Table 3.1 for more information.
3.3.2 MEP calculations
We assumed that NanA could produce three promiscuous products Neu5Ac, 2,7-anhydro-
Neu5Ac and Neu5Ac2en. A comparative MEP simulation was performed along the three
different hypothetical reaction pathways presented in Fig. 3.3. The reaction ccordinates
used to drive the reactions are shown in Fig. 3.3. From RC to IC, three reaction pathways
share the same reaction coordinates. d1 is the distance between C2 position of the sugar
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Figure 3.2: The proposed conformation of the substrate in the RC.
Table 3.1: Summary of the starting structures for the Reactant complex (RC) and Inter-
mediate complex (IC), the equilibrium molecular dynamics simulations (Eq.).
System PDB ID Substrate Number of Eq.(in ns) Eq.(in ns)
QM atomsb MM QM/MM
NanA RC 2VVZ174 DANa 70 100 10
IC 2VVZ174 DANa 67 4
a DAN: 2-deoxy-2,3-dehydro-N-acetyleneuraminic acid; b The SCC-DFTB/MM partition boundary (the
link atom) for all the simulations was placed between Cβ and Cγ , Cβ and Cγ , and Cβ and Cα in residue
Glu647, Tyr752 and Asp372, respectively. The DIV scheme was adopted as it has been shown to provide
the best representation of the system.270
ring and the glycosidic O of methyl group, d2 describes the one between the glycosidic O
of methyl group and Asp372 Hδ2, d3 refers to the distance between Tyr752 Oη and C2
position of the sugar ring, and d4 refers to the distance between Tyr752 Hη and Glu647
Oε2. During the second steps (from IC to the product complex PC), d5 refers to the dis-
tance between Tyr752 Oη and C2 position of the sugar ring, d6 corresponds to the one
between Tyr752 Oη and Hη , d7 is the one between C2 position of the sugar ring and the
catalytic water oxygen, d8 is the one between Asp372 Oε2 and catalytic water hydrogen,
d9 defines the one between C2 position and O7 of the sugar ring, d10 refers to the one
between C3 and H32 in substrate, and d11 accounts for that between H32 of the sugar
ring and catalytic water oxygen. The 2D energy profiles were then evaluated, with four
reaction coordinates. rxn1=d1-d2 and rxn2=d3+d4 were used driving the first step from
RC to IC. rxn3=d5-d6 and rxn4=d7+d8 were used to define the reaction pathway from IC
to PC Neu5Ac (PathA), rxn3=d5-d6 and rxn5=d9 were used to describe the pathway from
IC to PC 2,7-anhydro-Neu5Ac (PathB), and rxn3=d5-d6 and rxn6=d10-d11 were used to
describe the one from IC to PC Neu5Ac2en (PathC). rxn1 describes the departure of leav-
ing group, rxn2 represents the proton transfer from Tyr752 to Glu647 and the nucleophilic
attack on the C2 position of the sugar ring by the deprotonated Tyr752, rxn3 defines the
cleavage of the Tyr752-sialic acid bond and the protonation of Tyr752 by a proton of
Glu647, rxn4 refers to the subsequent nucleophilic attack at C2 position of the sugar ring
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with the deprotonated catalytic water molecule by Asp372, rxn5 and rxn6 describe the
attack to the anomeric carbon of the oxocarbonium ion by O7 of the sialyl cation and the
carbohydrate acceptor, respectively. Unlike the catalytic mechanism for NanC (Fig. 1.9)
proposed by experimental studies, in which the C3 proton of the ligand is attacked by the
catalytic base Asp315 directly due to a unusually short of distance between the anomeric
carbon C3 and Asp315 and the surrounding hydrophobic environment around the ligand
(less water molecules around),173,176 the reaction in our case is proceeded with an acti-
vated water molecule nearby because the more accessible the catalytic cavity in NanA
allows more water molecules to reside (Fig. 3.3). This mechanism is more accordant with
the actual environment in NanA. The water distributions around C2, HO7 and H32 of the
substrate were rationalized during the simulations (Fig. 3.22). By way of contrast, we
also performed MEP calculation on the reaction path for the second step of NanA based
on the mechanism of NanC shown in Fig. A.2 (See details in Appendix).
3.3.3 PMF simulations
The PMF simulations were carried out with a harmonic force constant 50.0 kcal/mol/
Å2 for each reaction coordinate except 350 kcal/molÅ2 for rxn5. The total number of
windows was around 266, 980 and 931 for PathA, PathB and PathC, respectively. For each
window, 200 ps SCC-DFTB/MM simulations following the same GSBP protocol were
performed. The 2D WHAM268 method was used to unbias the systems and to evaluate
the free energy profiles along the predefined reaction coordinates.
3.4 Results and discussions
3.4.1 Equilibrated structures from QM/MM simulations
The equilibrated structures of RC from SCC-DFTB/MM simulations are shown in Fig.
3.4. Asp372 is shown to be protonated, and Glu647 is deprotonated in RC. The sugar
ring is a boat conformation (2B5). For the key residues and substrates, the heavy atom
positional root-mean-square-deviations (RMSD) from the crystal structures were approx-
imately 1.0 Å over the simulation time. Also, classical MM simulations were carried out
to probe the key interactions in RC. Encouragingly, both MM and SCC-DFTB/MM simu-
lations provide a consistent structure and suitable positions for the catalytic reaction. The
final snapshots from these equilibrium simulations (Table 3.1) were taken as the initial
structures for MEP calculations.









































































































































Figure 3.3: The three predefined pathways for NanA. For the first step, d1 refers to the
distance between C2 position of the sugar ring and the glycosidic O of methyl group, d2
is the distance between the glycosidic O of methyl group and Asp372 Hδ2, d3 describes
the distance between Tyr752 Oη and C2 position of the sugar ring, and d4 is the one
between Tyr752 Hη and Glu647 Oε2. For the second steps, d5 is the distance between
Tyr752 Oη and C2 position of the substrate, d6 corresponds to the one between Tyr752
Oη and Hη , d7 is the one between C2 position of the sugar ring and the catalytic water
oxygen, d8 is the one between Asp372 Oε2 and catalytic water hydrogen, d9 defines the
one between C2 position and O7 of the sugar ring, d10 refers to the one between C3 and
H32 in substrate, and d11 accounts for that between H32 of the sugar ring and catalytic
water oxygen. The reaction coordinates rxn1,rxn6 are also illustrated in the figure.








Figure 3.4: The final snapshots from the explicit solvent SCC-DFTB/MM simulations
at 10ns. The key residues and substrate are shown explicitly. The water molecules within
approximately 5 Å of Oε2 of Glu647 are shown in red.
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3.4.2 Potential energy profiles for NanA along three different reac-
tion pathways
3.4.2.1 The first step in NanA
The MEP calculations were carried out along those predefined reaction coordinates, in
which several cycles scanning from the reactant state and product states back and forth
were performed to monitor the convergences. For the first step, rxn1 was harmonically
restrained from -0.12 to 2.44 Å while rxn2 was scanned from 4.86 to 2.30 Å using a force
constant of 2000.0 kcal/mol/Å2. The scans were constructed in steps of 0.08 Å. A total of
257 energy points have been obtained in the 2D MEP calculations. A contour plot of the
energy profiles was shown in Fig. 3.5, describing the reaction pathway for the first step
catalyzed by NanA. The white dashed line highlighted the minimum energy path which
estimates the most likely pathway. Regarding the energetics, the reaction barrier for the
first step is 13.4 kcal/mol, and the path is downhill to the IC once the transition complex
of the first reaction step (TS1) is reached, which indicates a nucleophilic attack to the
anomeric carbon of the substrate and a proton transfer from Tyr752 to Glu647.
3.4.2.2 The second step in NanA
Subsequently 4 ns equilibrium SCC-DFTB/MM simulations were performed on the IC
structure obtained from the first step. Similarly, several cycles MEP scanning were per-
formed based on the equilibrated IC structure. rxn3 was scanned from -0.44 to 2.44
Å while rxn4 was scanned from 5.29 to 2.11 Å in the second step of PathA, rxn3 was
scanned from -0.28 to 2.12 Å while rxn5 was scanned from 3.91 to 1.03 Å in PathB, and
rxn3 was scanned from -0.3 to 2.10 Å while rxn6 was scanned from -1.73 to 2.11 Å in
PathC. Also, the scans were done with a 0.08 Å step with a harmonic force constant 2000
kcal/mol/Å2. The total number of energy point for PathA, PathB and PathC is 317, 211
and 319, respectively. The energy profiles for these three distinct pathways are shown
in Fig. 3.6, Fig. 3.7 and Fig. 3.8. The minimum energy paths from IC to the transi-
tion complexes involved in the second steps (TS2) and then to PCs are highlighted in the
white dashed lines. The related reaction barrier for each path is around 27.1, 36.3 and
27.8 kcal/mol, respectively. The complete energy profiles for PathA, PathB and PathC are
presented in Fig. 3.9, from which we can clearly see that the reaction barrier for PathB
is the largest one among the three paths while the one for PathA is smallest that implies
PathA is the most possible rout for NanA. Interestingly, the reaction barriers difference
between PathA and PathC is quite small. The detailed analyses on this will be discussed
in Section 3.4.5.
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Figure 3.5: Potential energy contour plot for the first reaction step of NanA. Energies
are in kcal/mol. The white dashed line illustrates the minimum potential energy path.
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Figure 3.6: Potential energy contour plot for the 2nd step along PathA. Energies are in
kcal/mol. The white dashed line illustrates the minimum potential energy path.
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Figure 3.7: Potential energy contour plot for the 2nd step along PathB. Energies are in
kcal/mol. The white dashed line illustrates the minimum potential energy path.
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Figure 3.8: Potential energy contour plot for the 2nd step along PathC. Energies are in
kcal/mol. The white dashed line illustrates the minimum potential energy path.










































Figure 3.9: Potential energy profiles for PathA (black), PathB (purple) and PathC (blue).
This potential energy profile was based on SCC-DFTB/MM simulations.
3.4.3 Description of the mechanisms for NanA from the reactant state
to the product state
The MEPs for the three different reaction pathways , PathA, PathB and PathC proceed
diagonally indicating an ANDN type mechanism involved. This represents a concerted
bimolecular ”SN2” displacement,312 where the reaction coordinates rxn1 and rxn2, rxn3
and rxn4, rxn3 and rxn5, rxn3 and rxn6 are highly correlated. The ANDN reaction can be
classified into an associative or a dissociative mechanism according to the relationship be-
tween attacking and departing groups, for instance, the nucleophilic attack by Tyr752 and
the departure of the methyl group in the first step. To better understand the mechanisms,
a 2D More O’Ferral-Jencks style diagram313 was created. The Pauling bond order314 was







where R0 is the reference bond (R0 equals to 1.4 Å and 1.09 Å for C-O and C-H, respec-
tively), whose bond order is defined as n0 (=1), and Rx denotes the distance between the
nucleophile (Tyr752 in the first step; water, O7 of sialic acid and carbohydrate acceptor
in PathA, PathB and PathC respectively) and the anomeric carbon or the leaving group.
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The More O’Ferral-Jencks plots for the critical points, together with the corresponding
conformations are depicted in Fig. 3.10, Fig. 3.11, Fig. 3.12 and Fig. 3.13. The x and
y axes are the Pauling bond orders of the structures along the potential energy path from
the anomeric C to the nucleophile or the leaving group.
For the first step, from the RC to IC, the leaving methyl group departs substantially
when the TS1 is reached, indicating that the ANDN mechanism for the first step is a
dissociative one (Fig. 3.10).
In Fig. 3.11, the axes represent the Pauling bond orders for O (water)-sialyl bond
making and Tyr752 Oη-sialyl bond breaking. The PathA shows that the Tyr752 Oη-sialyl
bond is already cleaved while the O (water)-sialyl bond formation is about to happen,
indicating that PathA adopts a dissociate ANDN mechanism. Similarly, Fig. 3.12 shows
that in PathB the Tyr752 Oη-sialyl bond has been cleaved while the O7 (sialyl)-C2 (sialyl)
bond formation is beginning. In the meantime, the proton has been transferred from the
catalytic water to the Asp372 while the water molecule is protonated by HO7 of sialyl
cation. Fig. 3.13 reveals that in PathC the Tyr752 Oη-sialyl bond is broken before the the
TS2 is reached. At this point, the proton transfers between the catalytic water molecule
and the Asp372, and between the Gu647 and the Tyr752 are about to happen.
Considering all of these results, it can be concluded that the ANDN mechanisms in-
volved in the whole pathways are dissociative, in other words, which indicates the loss
of bonding in the TS has progressed further than bond making. This dissociative mecha-
nism has been observed in the free energy study of the catalytic mechanisms of TcTS and
TrSA.315,316 In addition, it is worth noting that the proton transfer between the Gu647 and
the Tyr752 has not completed at the PC states for both PathB and PathC (Fig. 3.12 and
Fig. 3.13). The subsequent reactions for PathB and PathC are explained in Appendix. We
will focus on the energy profiles shown above in the following context as we are more
interested in the formation of the different conformations of the substrate during the three
reaction pathways.
The values for the critical distances are summarized in Table 3.2 and Table 3.3. From
Table. 3.2 we can clearly see that the proton of Tyr752 is almost transferred to Glu647
(d4≈1.18 Å) and the Tyr752 hydroxyl oxygen is around 0.8 Å closer to the anomeric
carbon of sialic acid at the TS1. Obviously, Tyr752 is more negative charged in this con-
figuration, which enhances Tyr752 being a nucleophile. Unlike the traditional carboxylate
nucleophile, it has been argued that Tyr752 here has an easier electrostatic approach to
the anomeric carbon of sialic acid due to the more favorable electrostatic interaction with
the negatively charged substrate.270,315,317 In addition, the Tyr752 Oη-sialyl is already
cleaved (d1≈2.07 Å) and the Asp372 proton is about to be transferred to the methyl group
(d2≈1.22 Å). Significant conformational changes of the sugar ring have been observed
during the first reaction step. The sialic acid adopts a 2B5 conformation in the RC and
changes to 4H5 half-chair conformation during the oxocarbenium ion-like TS1 and finally
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Figure 3.10: The More O’Ferral-Jencks plot for the IC formation. The axes are the
Pauling bond orders from the anomeric C to the nucleophile (n(C2sial-Onuc) ) and the
leaving group (n(C2sial-Olg)) . The RC, TS1, and IC configuration are shown in the
bottom left, top left, and top right, respectively. See Fig. 3.4 for more information. The
water molecules are shown in red.
Figure 3.11: The More O’Ferral-Jencks plot for the PC formation in PathA. The axes
are the Pauling bond orders from the anomeric C to the water molecule (n(C2sial-Owat) )
and residue Tyr752 (n(C2sial-OHtyr752)). The IC, TS2, and PC configuration are shown
in the bottom left, top left, and top right, respectively. See Fig. 3.4 for more information.
The catalytic water molecule is shown in Licorice and the nearby water molecules are
presented in red with CPK.
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Figure 3.12: The More O’Ferral-Jencks plot for the PC formation in PathB. The axes are
the Pauling bond orders from the anomeric C to the O-7 atom of the substrate (n(C2sial-
O7sial) ) and residue Tyr752 (n(C2sial-OHtyr752)). The IC, TS2, and PC configuration are
shown in the bottom left, top left, and top right, respectively. See Fig. 3.4 for more
information. The catalytic water molecule is shown in Licorice and the nearby water
molecules are presented in red with CPK.
Figure 3.13: The More O’Ferral-Jencks plot for the PC formation in PathC. The axes are
the Pauling bond orders from the anomeric C to the H-3 atom of the substrate (n(C2sial-
H32sial)) and residue Tyr752 (n(C2sial-OHtyr752)). The IC, TS2, and PC configuration
are shown in the bottom left, top left, and top right, respectively. See Fig. 3.4 for more
information. The catalytic water molecule is shown in Licorice and the nearby water
molecules are presented in red with CPK.
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reaches a 2C5 chair form at the IC. This is consistent with the catalytic pathway reported
in the previous studies for the retaining (trans)sialidases.23,173,318
In the conformation of IC, the distance between the anomeric carbon and the oxygen
atom of the catalytic water molecule is less than 4 Å (d7≈3.26 Å) and a hydrogen bond is
established between the catalytic hydrogen and Asp372 Oε2, providing an ideal position
for a nucleophilic attack by a water molecule and the proton transfer. At the TS2 in PathA,
the Tyr752-sialic acid bond has been cleaved (d5≈2.63 Å) while the proton transfer be-
tween Glu647 and Tyr752 is almost achieved (d6≈1.15 Å). This proton transfer is also
observed at the TS2 in PathC while it is likely to happen concurrently with the formation
of the O7 (sialyl)-C2 (sialyl) bond in PathB. The PathA TS2 conformation is shown to
be similar to the TS1 4H5 half-chair conformation, while the TS2 in PathB adopts a 4T3
conformation and the one in PathC presents a E3 conformation.
Table 3.2: Reaction coordinate distances (Å) for RC, TS1 and IC in the first step of
NanA.
RC TS1 IC
d1 1.50 2.07 3.47
d2 1.62 1.22 1.03
d3 3.91 2.40 1.54
d4 1.68 1.18 1.00
Table 3.3: Reaction coordinate distances (Å) for RC, TS1 and IC for the second step
along PathA, PathB and PathC, respectively.
IC TS2 PC
PathA d5 1.52 2.63 3.05
d6 1.95 1.15 1.09
d7 3.26 2.11 1.50
d8 1.79 1.66 1.01
PathB d5 1.53 2.37 2.80
d6 1.81 1.69 1.16
d9 3.83 1.99 1.51
PathC d5 1.52 2.24 2.54
d6 1.82 1.20 1.16
d10 1.12 1.37 2.13
d11 1.89 1.17 0.98
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3.4.4 Validation of SCC-DFTB/MM for reaction barriers and reac-
tion energies
QM/MM simulations with the SCC-DFTB model have been proved to be one of the
most popular tools to solve chemical questions associated with enzymatic reactions in
condensed phases and large biomolecules.198,244,319 However, it is not a straightforward
method to evaluate the accuracy for barrier heights. Several benchmarking studies of
DFTB3 for barrier heights have been reported, suggesting DFTB3 energy calculations on
some specific enzymes can provide reliable data.228,320 Recently, Pereira et al. evaluated
the performance of SCC-DFTB and several DFT methods using a 22-atom retaining GH
model.321 They pointed out that semiempirical SCC-DFTB presents a significant error
(≈12.6 kcal/mol) in the determination of reaction barrier height when compared with the
ab initio electron correlation method CCSD(T) with CBS approximation, while M06-2X/
6-31+G(d,p) shows much more accuracy (≈0.6 kcal/mol).321 A very recent work showed
that the both SCC-DFTB and DFTB3 structures are in agreement with the ones from DFT
calculations.322 In addition, these two methods can yield satisfactory results although pro-
duce larger error in some certain cases.322 It is worth mentioning that all these benchmark-
ing studies adopted a cluster model in the gas phase.
In this work, we chose as our model the second step along three different pathways
of NanA. Single point calculations at a higher level of theory on the structures from the
optimized MEP results were performed. The QM regions were treated with M06-2X
method with basis set 6-31+G(d,p). The results are shown in Fig. 3.14, Fig. 3.15 and Fig.
3.16. For PathA which adopts the general hydrolysis mechanism of retaining glycosi-
dases, the potential energy difference between SCC-DFTB and M06-2X is quite small
(<3.0 kcal/mol). Interestingly, the previous benchmarking of SCC-DFTB and M06-2X
shows that the reaction barrier height of a 22-atom model which mimic the the first step
of the retaining glycosidases mechanism based on SCC-DFTB is around 34.7 kcal/mol,
which is much higher than the M06-2X/6-31+G(d,p) result (≈22.7 kcal/mol).321 Another
barrier height benchmark set for several other systems found that DFTB3 results have a
marked change with the increase of the system size.320 With these in mind, along with
the accuracy of M06-2X,321 one can infer that SCC-DFTB provides a good performance
on energy calculations for our NanA model. Nevertheless, for PathB and PathC which
conformations of substrates change substantially, M06-2X produce significant overesti-
mations of reaction barriers (around 20.0 kcal/mol in PathB and around 10.0 kcal/mol in
PathC), compared to the SCC-DFTB results. Significant changes in the structure, such as
proton transfer and hydrogen bonding rearrangements have been proved to be the sources
of large error for SCC-DFTB calculations.320 Taking all these into account, one can ar-
gue that SCC-DFTB does not seem to provide encouraging results of reaction barrier for
PathB and PathC where the structures were optimized at the SCC-DFTB theory, and it
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is thought to be associated with large error in describing significant structures changes
during the reactions. Notably, for PathC, M06-2X predicted a different structure for both
TS2 and PC. Similar phenomena have been observed in the previous works for potential
energy surfaces generated by M06-2X.323,324 Based on the IC, TS2 and PC conformers
obtained from the SCC-DFTB/MM simulations, the potential energy profiles for the three
paths based on the single point calculations are shown in Fig. 3.17. We can conclude
that consistent with our SCC-DFTB simulations, M06-2X/MM predicted pathA is the
preferred reaction pathway for NanA.
Figure 3.14: Potential energy contour plot for PathA. This potential energy was obtained
from single point calculation based on M06-2X/6-31+G(d,p). Energies are in kcal/mol.
The white dashed line illustrates the minimum potential energy path.
3.4.5 Free energy profiles for NanA along three different paths
To better understand the chemical reaction for the second step of NanA, the PMF sim-
ulations on the second reaction step have been carried out using the same reaction co-
ordinates based on the structures obtained from the MEP calculations above. Fig. 3.18,
Fig. 3.19 and Fig. 3.20 show the free energy contour plots for the three different reaction
pathways from the IC to the PC and Fig. 3.21 summarize the reaction energetics from
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Figure 3.15: Potential energy contour plot for PathB. This potential energy was obtained
from single point calculation based on M06-2X/6-31+G(d,p). Energies are in kcal/mol.
The white dashed line illustrates the minimum potential energy path.
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Figure 3.16: Potential energy contour plot for PathC. This potential energy was obtained
from single point calculation based on M06-2X/6-31+G(d,p). Energies are in kcal/mol.
The white dashed line illustrates the minimum potential energy path.



































Figure 3.17: Potential energy profiles for PathA (black), PathB (purple) and PathC
(blue). This potential energy was obtained from single point calculation based on M06-
2X/6-31+G(d,p) with the SCC-DFTB/MM optimized geometries.
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IC to PCs based on PMF calculations. The minimum free energy paths highlighted with
white dashed lines show similar trend with MEP, indicating that the MEP calculations can
describe the catalytic mechanisms of NanA properly. Besides, the MEP and PMF reac-
tion barriers are close each other, the largest difference is less than 3.5 kcal/mol. Taking
these into consideration, we assume the error estimated between M06-2X/6-31+G(d,p)
and SCC-DFTB MEP energy calculations can be transferred to the corresponding PMF.
The reaction barriers from the corrected PMF profiles of the second step for PathA, PathB
and PathC are 26.0, 35.4 and 55.0 kcal/mol, respectively. We note that the barrier of 26.0
kcal/mol is a little bit higher for a typical enzymatic system, however similar barriers have
been reported for other retain GHs including S. marcescens ChiB,50 TcTS,316 1,3-1,4-β -
glucanase55 and Golgi α-mannosidase II (GMII).325
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Figure 3.18: Free energy contour plot for PathA. Energies are in kcal/mol. The white
dashed line illustrates the minimum free energy path.
Previous work on TcTS and TrSA has pointed out that the enzyme active site serve
to establish the TS during both the formation and hydrolysis of the IC.315,316 Here, to
probe the effects of individual active site residues on the reaction barrier for the second
step of PathA, we carried out perturbative analyses on the IC, TS2 and PC, where the
partial charges on the specific residues were set to zero and the energies were recalculated
based on the optimized geometry of the wild type structures. Such a perturbative analysis
can provide qualitative information on the contributions of relative residues, albeit the
relaxation of the modified environment is neglected during the perturbation. The results
from the perturbative analyses are presented in Table 3.4. In all the cases, the resultant
values for the energy barriers are relatively similar to the one of PathA, indicating that the
stabilization effect of these key residues are quite small, which seems to contradict the
previous studies.315,316 It is worth noting that these residues are relatively far away from
the reactive center.
We then rationalized the water contributions from the SCC-DFTB/MM simulations of
IC for NanA, NanB and NanC by computing the water radial distribution functions around
the C2, HO7 and H32 position of sialic acid of NanA, NanB and NanC, respectively (Fig.
3.22, See Appendix for relevant details of NanB and NanC). For NanA, the overall values
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Figure 3.19: Free energy contour plot for PathB. Energies are in kcal/mol. The white
dashed line illustrates the minimum free energy path.
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Figure 3.20: Free energy contour plot for PathC. Energies are in kcal/mol. The white
dashed line illustrates the minimum free energy path.






































Figure 3.21: Free energy profiles for PathA(black), PathB(purple) and PathC(blue). This
free potential energy profile was based on SCC-DFTB/MM simulations.
for the coordination number for the water molecules around C2 position of the substrate
are higher than those for NanB and NanC, which means the reaction catalyzed by NanA
make the C2 of the sugar more exposed to water, and this is consistent with the hypothesis
that the water molecule can easily attack C2 position in NanA.173 In other words, the
influence of activated water molecule was supposed to have significant impacts on the
reaction mechanism of NanA, and Neu5Ac is the preferred product of NanA and PathA
is the ideal reaction pathway for NanA.
3.5 Conclusions
S. pneumoniae, as an important human pathogen, is large responsible for a range of dis-
ease states. Sialidases are one of the key virulence factors. The three S. pneumoniae sial-
idases, NanA, NanB and NanC adopt three different reaction mechanisms and produce
three distinct products. In this work, energy profiles based comparative MEP and PMF
SCC-DFTB/MM simulations for NanA along three reaction pathways (PathA, PathB and
PathC) were obtained. MEP and PMF calculations characterised the different interme-
diate states and product states for three catalytic mechanisms of NanA. Combined with
the results from DFT calculations, we show a lowest reaction barrier for the preferred
PathA in NanA, where the anomeric carbon C2 is supposed to be attacked by an activated
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Figure 3.22: Water distribution around C2, HO7 and H32 in substrate from the SCC-
DFTB/MM simulations for NanA, NanB and NanC (a) Radial distribution function of
water oxygens around C2 in substrate in intermediate state of NanA, NanB and NanC;
(b) Radial distribution function of water oxygens around HO7 in substrate in intermediate
state of NanA, NanB and NanC; (c) Radial distribution function of water oxygens around
H32 in substrate in intermediate state of NanA, NanB and NanC; (d) the coordination
number for water around around C2 in substrate in intermediate state of NanA, NanB
and NanC; (e) the coordination number for water around around HO7 in substrate in
intermediate state of NanA, NanB and NanC; (f) the coordination number for water
around around H32 in substrate in intermediate state of NanA, NanB and NanC.
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Table 3.4: Potential energies based on perturbation analyses of relevant residues with
SCC-DFTB/MM simulations. Energies are in kcal/mol.
IC TS2






conserved catalytic residues Arg347 0.0 22.3
Arg663 0.0 34.1
Arg721 0.0 18.7






water molecule following the classical Koshland retaining meshanism. The information
of the characterized TS complex is expected to provide insights and guidances into in-
hibitor design. We hope this work can be of help for future computational studies of other
sialidases. For the other two S. pneumoniae sialidases, NanB and NanC, further compar-
ative MEP simulations were performed to probe their catalytic mechanisms. This will be
discussed in Chapter 4.
Chapter 4
Comparative studies of catalytic
pathways for S. pneumoniae NanB and
NanC
4.1 Abstract
S. pneumoniae takes large responsibility for severe otitis media, acute meningitis and sep-
ticaemia. It encodes up to three sialidases: NanA, NanB and NanC, that are promising
drug targets. NanB has been shown to act as an intramolecular trans-sialidase producing
2,7-anhydro-Neu5Ac, and NanC has been confirmed to first produce Neu5Ac2en which
can be slowly hydrolysed to Neu5Ac. The reaction mechanisms for these three pneumo-
coccal sialidases have been proposed by previous experimental studies. Their first steps
show a common reaction pathway, while the second steps present intriguing difference,
producing three different products. In Chapter 3, I have systematically studied the struc-
tures and energetic properties along all the potential pathways for NanA. In this Chap-
ter, by means of MEP calculations based on combined SCC-DFTB/MM, the hydrolysis
mechanisms and the most preferred routes of NanB and NanC have been determined.
4.2 Introduction
S. pneumoniae sialidase has been reviewed in previous chapters (Chapter 3). Here I briefly
review the key aspects relevant for this chapter.
S. pneumoniae is a major human pathogen for respiratory tract infections, meningi-
tis and septicaemia, and operate numerous cases of disease with a considerably high
mortality and incidence.153 S. pneumoniae expresses three distinct NAs: NanA, NanB
and NanC.173,177,297 A gene screening study showed that NanA, NanB and NanC genes
present in 100%, 96% and 51% of S. pneumoniae isolates respectively.177 NanA and
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Figure 4.1: The three predefined pathways for NanB and NanC. For the first step, d1
refers to the distance between C2 position of the sugar ring and the glycosidic O of
methyl group, d2 is the distance between the glycosidic O of methyl group and the as-
partic acid Hδ2, d3 describes the distance between the tyrosine Oη and C2 position of
the sugar ring, and d4 is the one between the tyrosine Hη and the glutamic acid Oε2.
For the second steps, d5 is the distance between the tyrosine Oη and C2 position of the
substrate, d6 corresponds to the one between the tyrosine Oη and Hη , d7 is the one be-
tween C2 position of the sugar ring and the catalytic water oxygen, d8 is the one between
Asp372 Oε2 and catalytic water hydrogen, d9 defines the one between C2 position and
O7 of the sugar ring, d10 refers to the one between C3 and H32 in substrate, and d11 ac-
counts for that between H32 of the sugar ring and Asp372 Oε2. The reaction coordinates
rxn1, rxn6 are also illustrated in the figure. Tyr, Glu, Asp: Tyr653, Glu541, Asp270 in
NanB; Tyr695, Glu584, Asp315 in NanC.
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NanB have been shown to play a crucial role in respiratory tract infection and sepsis.153
Moreover, considerable evidence indicated that NanA is essential to middle ear invasion,
nasopharynx and the incidence of otitis media effusion.178 Generally, S. pneumoniae sial-
idases have been shown to have great potential as drug targets or vaccine candidates.172
Recent studies have shown that the human upper respiratory epitheliums express α2,6-
sialylated glycans while many human bronchial epithelial cells possess α2,3- linked sialic
acid substrates.80,326 NanA would mainly responsible for the sialic acid removal,173 NanB
would be essential for the survival of the colonized bacteria,173,326 and NanC was sug-
gested to be a regulator of NanA.173,176 All these findings show that the three S. pneumo-
niae sialidases might play distinct roles in pneumococcal virulence.
Sequence identity between NanB and NanC is the greatest (over 50%), while it is very
limited between NanA and NanB (up to 24%). The crystal structures of NanA, NanB and
NanC have been solved and demonstrate conservation of their catalytic domain.174–176,180
These three sialidases have different substrate specificity. Previous studies175 have shown
NanA to be a typical hydrolytic sialidase that cleaves α2,3-, α2,6- and α2,8- linked sialic
acids, producing Neu5Ac. NanB acts as an intramolecular (IT)trans-sialidase that prefer-
entially cleaves α2,3- linked sialic acid substrates to release 2,7-anhydro-Neu5Ac.175,180
NanC is shown to be specific for α2,3- linked sialic acids producing the primary prod-
uct Neu5Ac2en that can be hydrolysed to Neu5Ac by attacking to C2 of the oxocarbo-
nium ion.176 A direct spectrophotometric study has shown that these three NA proteins
have slightly different pH optima (5.5-6.5 for NanA, 5.0-5.5 for NanB and 5.0-6.0 for
NanC).327
As depicted in Fig. 1.9, the residues involved in the key interactions with the substrate
(e.g., the nucleophilic tyrosine, the acid/base aspartic and the glutamic acid close to the
tyrosine, and the carboxylate group of sialic acids interacts with the tri-arginine cluster)
are conserved in NanA, NanB and NanC. The first steps to cleave sialosides show a com-
mon reaction pathway, while the final product formation steps are different to release
Neu5Ac, 2,7-anhydro-Neu5Ac and Neu5Ac2en, respectively, depending on attack at the
oxcarbonium ion C2 position by the catalytic water molecule (NanA), the substrate agly-
con O7 atom (NanB) or the carbohydrate accepter (NanC). In this chapter, we will explore
the hydrolysis mechanism of NanB and NanC with MEP simulations based on combined
SCC-DFTB/MM simulations. This work together with our previous study on NanA can
provide a more complete understanding of the mechanisms of actions of pneumococcal
NAs.
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4.3 Methods
4.3.1 Simulation set up
The crystal structures of NanB (PDB code: 2VW1,175 resolution 2.39 Å) and NanC (PDB
code: 4YW3,176 resolution 2.05 Å) were used as the starting structures for all the sim-
ulations. The protonation states of all the titratable residues, particularly the catalytic
residues of NanB (Glu541, Tyr653 and Asp270) and NanC (Glu584, Tyr695 and Asp315),
were predicted based on the empirical method PROPKA305 which has been proved to be
capable of providing satisfactory pKa predictions and assigning proper protonation states
in our previous work.76 The Glu541 and Asp270 in the Michaelis complex (reactant com-
plex RC) of NanB were shown to be deprotonated and protonated, respectively. Similarly,
the Glu584 and Asp315 in RC of NanC were shown to be deprotonated and protonated,
respectively. This is consistent with their catalytic roles as a general base and general
acid in the first step from RC to the Intermediate complex (IC), respectively. All QM/
MM simulations were carried out with CHARMM (version c38a2).279 CHARMM force
field c36306–308 was used to describe the protein and sugars. The self-consistant charge
density functional tight binding (SCC-DFTB)225 was adopted to describe the quantum
region. The system was solvated with the TIP3P water model.309 The General Solvent
Boundary Potential (GSBP)310 setup was carried out in conjunction with explicit water
molecules in the inner sphere for the QM/MM simulation that includes: (i) a spherical
region of 20 Å radius centred on the glutamic acid (the general base in the first step,
Glu541 in NanB and Glu584 in NanC) Oε2 is treated as the inner region and the remain-
ing protein is treated as the outer region; (ii) a spherical region of radius 18 Å was defined
as reaction region where Newtonian dynamics are solved; (iii) the region between 18 Å
and 20 Å was treated as buffer region where Langevin dynamics are solved. A non-polar
cavity potential was adopted to confine the inner region water molecules to prevent them
leaving this region. The dielectric constants in the protein and solvent were assumed to be
1.0 and 80.0, respectively. The simulated temperature was set up to 298.15K. The bonds
involving hydrogen were constrained via the SHAKE algorithm.311 To treat the bonded
interactions at the QM/MM boundary, the bonds between the QM and MM regions were
cut by a link atom with the divided frontier charge model (DIV).282 Such a treatment
has been shown to provide a balanced description of proton affinities for molecules of
interest.270 The link atom was placed between Cβ and Cγ , Cβ and Cγ , and Cβ and Cα
for the glutamic acid, tyrosine and aspartic acid residue (Glu541, Tyr653 and Asp270 in
NanB; Glu584, Tyr695 and Asp315 in NanC), respectively. The whole substrate was also
included in the QM region. A full QM/MM minimization was performed prior to MD
simulations. Notably, the R group in the substrate was modified to a methyl group to min-
imize the computational cost. Furthermore, the puckering of the sugar was converted to a
boat conformation (2B5) based on the Cremer-Pople puckering coordinates19 (See details
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in 1.1.1.2) during the QM/MM minimization for consistency with the conformation in the
proposed catalytic mechanism. This was achieved by applying a harmonic restraint on
the reaction coordinates with the predefined reference values. Refer to Fig. 3.1 and Fig.
3.2 for more information. Table 4.1 summaries the relevant information for the starting
structures and equilibrium molecular dynamics simulations.
Table 4.1: Summary of the starting structures for the Reactant complex (RC) and Inter-
mediate complex (IC) of NanB and NanC, the equilibrium molecular dynamics simula-
tions (Eq.).
System PDB ID Substrate Number of Eq.(in ns) Eq.(in ns)
QM atomsb MM QM/MM
NanB RC 2VW1175 DANa 70 100 10
IC 2VW1175 DANa 67 10
NanC RC 4YW3176 DANa 70 100 10
IC 4YW3176 DANa 67 10
a DAN: 2-deoxy-2,3-dehydro-N-acetyleneuraminic acid; In the simulations, the inhibitors were converted
to their natural substrates; b The SCC-DFTB/MM partition boundary (the link atom) for all the simulations
was placed between Cβ and Cγ , Cβ and Cγ , and Cβ and Cα in residue Glu541, Tyr653 and Asp270 of
NanB, and in residue Glu584, Tyr695 and Asp315 of NanC, respectively. The DIV scheme was adopted as
it has been shown to provide the best representation of the system.270
4.3.2 MEP calculations
We assumed that both NanB and NanC could produce three promiscuous products Neu5Ac,
2,7-anhydro-Neu5Ac and Neu5Ac2en by following three distinct reaction pathways. A
comparative MEP simulation was performed along the different hypothetical reaction
pathways presented in Fig. 4.1. The reaction coordinates used to drive the reactions are
also shown in Fig. 4.1. From RC to IC, three reaction pathways share the same reaction
coordinates. d1 is the distance between the C2 position of the sugar ring and the glyco-
sidic O of the methyl group, d2 describes the one between the glycosidic O of the methyl
group and the aspartic acid residue (NanB, Asp270; NanC, Asp315) Hδ2, d3 refers to the
distance between the tyrosine (NanB, Tyr653; NanC, Tyr695) Oη and C2 position of the
sugar ring, and d4 refers to the distance between the tyrosine Hη and the glutamic acid
Oε2 ((NanB, Tyr653 and Glu541; NanC, Tyr695 and Glu584). During the second steps
(from IC to the Product complex PC), d5 refers to the distance between the tyrosine Oη
and C2 position of the sugar ring, d6 corresponds to the one between the tyrosine Oη and
Hη (NanB, Tyr653; NanC, Tyr695), d7 is the one between C2 position of the sugar ring
and the catalytic water oxygen, d8 is the one between the aspartic acid residue (NanB,
Asp270; NanC, Asp315) Oε2 and catalytic water hydrogen, d9 defines the one between
C2 position and O7 of the sugar ring, d10 refers to the one between C3 and H32 in sub-
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strate, and d11 accounts for that between H32 of the sugar ring and Oε2 of the aspartic
acid residue (NanB, Asp270; NanC, Asp315). The 2D energy profiles were then evalu-
ated, with four reaction coordinates. rxn1=d1-d2 and rxn2=d3+d4 were used driving the
first step from RC to IC. rxn3=d5-d6 and rxn4=d7+d8 were used to define the reaction
pathway from IC to PC Neu5Ac (PathA), rxn3=d5-d6 and rxn5=d9 were used to describe
the pathway from IC to PC 2,7-anhydro-Neu5Ac (PathB), and rxn3=d5-d6 and rxn6=d10-
d11 were used to describe the one from IC to PC Neu5Ac2en (PathC). rxn1 describes the
departure of the leaving group, rxn2 represents the proton transfer from the tyrosine to
the glutamic acid and the nucleophilic attack on the C2 position of the sugar ring by the
deprotonated tyrosine, rxn3 defines the cleavage of the tyrosine-sialic acid bond and the
protonation of tyrosine by a proton of the glutamic acid, rxn4 refers to the subsequent
nucleophilic attack at C2 position of the sugar ring with the deprotonated catalytic water
molecule by the aspartic acid residue, rxn5 and rxn6 describe the attack to the anomeric
carbon of the oxocarbonium ion by O7 of the sialyl cation and the carbohydrate accep-
tor, respectively (Glu541, Tyr653 and Asp270 in NanB; Glu584, Tyr695 and Asp315 in
NanC). Interestingly, similar to the catalytic mechanism for NanC (Fig. 1.9) proposed
by experimental studies, in which the C3 proton of the ligand is attacked by the catalytic
base aspartic acid residue directly due to a unusually short distance between the anomeric
carbon C3 and Asp315 and the surrounding hydrophobic pocket around the ligand (less
water molecules around),173,176 the reaction involved in the second steps of PathC for
NanB were undertaken without activated water molecules nearby (Fig. 4.1). We moni-
tored the water distributions around C2, HO7 and H32 of the substrate for NanB in the
IC (Fig. 3.22). We also performed MEP calculations on the reaction paths for the second
steps of NanB and NanC based on the mechanisms that have a catalytic water molecule
involved (Fig. B.2 and Fig. B.3, See details in Appendix), aiming to make a comparision
and verify the the mechanism of NanC proposed by the experimental results.176
4.4 Results and Discussions
4.4.1 Equilibrated structures from QM/MM simulations of RC
The equilibrated structures of RC from SCC-DFTB/MM simulations are shown in Fig.
4.2. The aspartic acid residues (NanB, Asp270; NanC, Asp315) are shown to be proto-
nated, and the glutamic acids (NanB, Glu541; NanC, Glu584) are deprotonated in RC.
The sugar rings are in a boat conformation (2B5). For the key residues and substrates,
the heavy atom positional root-mean-square-deviations (RMSD) from the crystal struc-
tures were approximately 1.2 Å over the simulation time. Also, classical MM simulations
were carried out for RC to probe the key interactions. Encouragingly, both MM and
SCC-DFTB/MM simulations provide a consistent structure and suitable positions for the















Figure 4.2: The final snapshots at 10ns from the explicit solvent SCC-DFTB/MM sim-
ulations. The key residues and substrate are shown explicitly. Thealiphatic hydrogen
atoms are omitted for clarity. The water molecules within approximately 5 Å of Oε2 of
Glu541 and Glu695 are shown in red, respectively. (a) NanB; (b) NanC.
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catalytic reaction. The final snapshots from these equilibrium simulations (Table 4.1)
were taken as the initial structures for MEP calculations.
4.4.2 Potential energy profiles for NanB and NanC along three dif-
ferent reaction pathways
4.4.2.1 The first steps in NanB and NanC
The MEP calculations were carried out along those predefined reaction coordinates, in
which several cycles scanning from the reactant state and product states forward and back-
ward were performed to monitor the convergences. For the first step of NanB and NanC,
rxn1 was harmonically restrained from -0.13 to 2.51 Å and from -0.85 to 2.5 Å respec-
tively and rxn2 was scanned from 4.34 to 2.26 Å and from 5.29 to 2.33 Å, respectively.
These two reaction coordinates drive the nucleophilic attacks to the anomeric carbons of
the substrates and the proton transfers from tyrosine to glutamic acids (NanB, Tyr653 and
Glu541; NanC, Try695 and Glu584). The scans were constructed using a force constant
of 2000.0 kcal/mol/Å2 in steps of 0.08 Å. A total number of 209 and 347 energy points
have been obtained in the 2D MEP calculations for the first step in NanB and NanC, re-
spectively. The contour plots of the energy profiles was shown in Fig. 4.3 and Fig. 4.4,
describing the reaction pathways from RC to IC in NanB and NanC. The white dashed
lines highlighted the minimum energy paths that estimate the most likely pathways. Re-
garding the energetics, the reaction barriers for the first steps are 12.3 and 12.5 kcal/mol
for NanB and NanC, respectively. The similarity in the MEPs of NanA (See details in
Chapter 3), NanB and NanC also indirectly supports the common first step reaction path-
way.
4.4.2.2 The second steps in NanB and NanC
Subsequently 10 ns equilibrium SCC-DFTB/MM simulations were performed on the IC
structure obtained from the MEPs of the first steps of in NanB and NanC (Table 4.1).
Similarly, several cycles MEP scanning were performed based on the equilibrated IC
structures until the convergence occured. For the second steps along PathA of NanB and
NanC, rxn3 was scanned from -0.14 to 2.50 Å and from -0.03 to 2.45 Å while rxn4 was
restrained from 6.66 to 2.10 Å and from 6.87 to 2.07 Å, respectively. For the second steps
along PathB of the two cases, rxn3 was scanned from -0.12 to 2.36 Å and from -0.19 to
2.45 Å while rxn5 was sampled from 3.96 to 1.12 Å and from 4.12 to 1.10 Å separately.
rxn3 was harmonically restrained from -0.25 to 2.55 Å and from -0.19 to 2.45 Å while
rxn6 was scanned from -1.95 to 2.53 Å and from -1.85 to 2.47 Å for the second step along
PathC of NanB and NanC, respectively. The scans were done with a 0.08 Å step with a
harmonic force constant of 2000 kcal/mol/Å2. The total number of energy points for the
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Figure 4.3: Potential energy contour plot for the first reaction step of NanB. Energies
are in kcal/mol. The white dashed line illustrates the minimum potential energy path.
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Figure 4.4: Potential energy contour plot for the first reaction step of NanC. Energies
are in kcal/mol. The white dashed line illustrates the minimum potential energy path.
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second step along PathA, PathB and PathC of NanB is 421, 251 and 442, respectively,
and for NanC, total 402, 302 and 385 energy points were obtained for the second steps
along the three distinct pathways.
The energy profiles for the second steps along PathA, PathB and PathC of NanB and
NanC are shown in Fig. 4.5, Fig. 4.6, Fig. 4.7, Fig. 4.8, Fig. 4.9 and Fig. 4.10,
respectively. The white dashed lines in the figures show the minimum energy paths from
IC to the transition complexes involved in the second steps (TS2) and then to PC. The
related reaction barriers for each path of NanB and NanC are separately summarized in
Fig. 4.11 and Fig. 4.12, from which we can clearly see that PathB is the smallest. This
implies PathB is the most possible route for NanB, and PathC is the preferred pathway
for NanC. These preferences are consistent with previous proposals.
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Figure 4.5: Potential energy contour plot for the 2nd step along PathA of NanB. Energies
are in kcal/mol. The white dashed line illustrates the minimum potential energy path.
4.4.3 Description of the mechanisms for NanB and NanC from the
reactant state to the product state
Both NanB and NanC MEPs proceed involve a so-called ANDN type mechanism, which
can be divided into the associative or dissociative classification. It indicates that the reac-
CHAPTER 4. THE CATALYTIC PATHWAYS OF NANB AND NANC 89
15
15



























Figure 4.6: Potential energy contour plot for the 2nd step along PathB of NanB. Energies
are in kcal/mol. The white dashed line illustrates the minimum potential energy path.
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Figure 4.7: Potential energy contour plot for the 2nd step along PathC of NanB. Energies
are in kcal/mol. The white dashed line illustrates the minimum potential energy path.
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Figure 4.8: Potential energy contour plot for the 2nd step along PathA of NanC. Energies
are in kcal/mol. The white dashed line illustrates the minimum potential energy path.
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Figure 4.9: Potential energy contour plot for the 2nd step along PathB of NanC. Energies
are in kcal/mol. The white dashed line illustrates the minimum potential energy path.
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Figure 4.10: Potential energy contour plot for the 2nd step along PathC of NanC. En-
ergies are in kcal/mol. The white dashed line illustrates the minimum potential energy
path.







































Figure 4.11: Potential energy profiles for PathA (black), PathB (purple) and PathC (blue)








































Figure 4.12: Potential energy profiles for PathA (black), PathB (purple) and PathC (blue)
of NanC. This potential energy profile was based on SCC-DFTB/MM simulations.
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tion coordinates rxn1 and rxn2, rxn3 and rxn4, rxn3 and rxn5, rxn3 and rxn6 are highly
correlated. To describe the mechanisms, the 2D More O’Ferral-Jencks style diagrams313
based on the Pauling bond order314 were created (See Eq. 3.1 in Chapter 3 for more
information).
Fig. 4.13 and Fig. 4.14 present the More O’Ferral-Jencks plots for the critical points for
the formations of IC during the sialidase activity of NanB and NanC. The axes represent
the Pauling bond orders for the tyrosine (Tyr653 in NanB and Tyr695 in NanC) Oη-sialyl
bond making and O (leaving group)-sialyl bond breaking. One can clearly see that the
leaving methyl group departs substantially when the TS1 is reached, indicating that the
first steps of both systems follow a dissociative ANDN mechanism.
The More O’Ferral-Jencks plots for the PC formations of the two cases are shown
from Fig. 4.15 to Fig. 4.20, where axes represent the Pauling bond orders from C2 at
the axial position to the catalytic water or the tyrosine residues (Tyr653 in NanB and
Tyr695 in NanC). As depicted in the Figures for both NanB and NanC along PathA (Fig.
4.15 and Fig. 4.18 , the tyrosine Oη-sialyl bond is already cleaved while the O (water)-
sialyl bond formation is beginning, indicating that the hydrolysis reaction of the IC along
PathA involve a dissociate ANDN mechanism. Similarly, Fig. 4.16 and Fig. 4.19 show
that in PathB of the two systems the tyrosine Oη-sialyl bond has been cleaved before the
formation of the O7 (sialyl)-C2 (sialyl) bond is reached. However, unlike the reaction
of PathB of NanA where a proton has been transferred from the catalytic water to the
Asp372 while the water molecule is protonated by HO7 of the sialyl cation (Fig. 3.12),
no catalytic water molecules were observed to be involved in the reactions of NanB and
NanC, but interestingly, the HO7 of sialyl cation is transferring or has been transferred to
the aspartic acid residues (Asp270 in NanB and Asp315 in NanC). Fig. 4.17 and Fig. 4.20
reveal that in PathC the tyrosine Oη-sialyl bond is broken before the the TS2 is reached.
In the mean time, the proton transfers between the aspartic acid residues and the catalytic
water molecule has happened.
Considering all of these results, it can be concluded that all the pathways of both cases
are shown to follow a dissociative ANDN mechanism, which indicates the loss of bonding
in the TS has progressed further than bond making. This dissociative mechanism has been
observed in the free energy study of the catalytic mechanisms of TcTS and TrSA.315,316
In addition, it is worth noting that the proton transfers between the glutamic acids and
the tyrosines have not completed at the PC states along all the pathways (Fig. 4.15 to
Fig. 4.20, See details about the subsequent reactions in Appendix). We will focus on
the energy profiles shown above in the following context as we are more interested in
the formation of the different conformations of the substrate during the three reaction
pathways.
The values for the distances at the critical points are presented in Table 4.2, Table
4.3, Table 4.4 and Table 4.5. At the TS1, for both systems, the proton transfer between
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Figure 4.13: The More O’Ferral-Jencks plot for the IC formation of NanB. The axes
are the Pauling bond orders from the anomeric C to the nucleophile (n(C2sial-Onuc) ) and
the leaving group (n(C2sial-Olg)) . The RC, TS1, and IC configuration are shown in the
bottom left, top left, and top right, respectively. See Fig. 4.2 for more information. The
water molecules are shown in red with CPK.
Figure 4.14: The More O’Ferral-Jencks plot for the IC formation of NanC. The axes
are the Pauling bond orders from the anomeric C to the nucleophile (n(C2sial-Onuc) ) and
the leaving group (n(C2sial-Olg)) . The RC, TS1, and IC configuration are shown in the
bottom left, top left, and top right, respectively. See Fig. 4.2 for more information. The
water molecules are shown in red with CPK.
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Figure 4.15: The More O’Ferral-Jencks plot for the PC formation in PathA of NanB. The
axes are the Pauling bond orders from the anomeric C to the water molecule (n(C2sial-
Owat) ) and residue Tyr653(n(C2sial-OHtyr653)). The IC, TS2, and PC configuration are
shown in the bottom left, top left, and top right, respectively. See Fig. 4.2 for more
information. The catalytic water molecule is shown in Licorice and the nearby water
molecules are presented in red with CPK.
HO7
Figure 4.16: The More O’Ferral-Jencks plot for the PC formation in PathB of NanB.
The axes are the Pauling bond orders from the anomeric C to the O-7 atom of the sub-
strate (n(C2sial-O7sial) ) and residue Tyr653 (n(C2sial-OHtyr653)). The IC, TS2, and PC
configuration are shown in the bottom left, top left, and top right, respectively. See Fig.
4.2 for more information. The proposed catalytic water molecule is shown in Licorice
and the nearby water molecules are presented in red with CPK. However, Asp270 is
protonated by HO7 of the substrate directly. See details in Section 2.4.3 of this Chapter.
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Figure 4.17: The More O’Ferral-Jencks plot for the PC formation in PathC of NanB.
The axes are the Pauling bond orders from the anomeric C to the H-3 atom of the sub-
strate (n(C2sial-H32sial)) and residue Tyr653 (n(C2sial-OHtyr653)). The IC, TS2, and PC
configuration are shown in the bottom left, top left, and top right, respectively. See Fig.
4.2 for more information. The catalytic water molecule is shown in Licorice and the
nearby water molecules are presented in red with CPK.
Figure 4.18: The More O’Ferral-Jencks plot for the PC formation in PathA of NanC. The
axes are the Pauling bond orders from the anomeric C to the water molecule (n(C2sial-
Owat) ) and residue Tyr695 (n(C2sial-OHtyr695)). The IC, TS2, and PC configuration are
shown in the bottom left, top left, and top right, respectively. See Fig. 4.2 for more
information. The catalytic water molecule is shown in Licorice and the nearby water
molecules are presented in red with CPK.
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HO7
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Figure 4.19: The More O’Ferral-Jencks plot for the PC formation in PathB of NanC.
The axes are the Pauling bond orders from the anomeric C to the O-7 atom of the sub-
strate (n(C2sial-O7sial) ) and residue Tyr695 (n(C2sial-OHtyr695)). The IC, TS2, and PC
configuration are shown in the bottom left, top left, and top right, respectively. See Fig.
4.2 for more information. The proposed catalytic water molecule is shown in Licorice
and the nearby water molecules are presented in red with CPK. However, Asp315 is pro-
tonated by HO7 of the substrate (label in the figure) directly. See details in Section 2.4.3
of this Chapter.
Figure 4.20: The More O’Ferral-Jencks plot for the PC formation in PathC of NanC.
The axes are the Pauling bond orders from the anomeric C to the H-3 atom of the sub-
strate (n(C2sial-H32sial)) and residue Tyr695 (n(C2sial-OHtyr695)). The IC, TS2, and PC
configuration are shown in the bottom left, top left, and top right, respectively. See Fig.
4.2 for more information. The catalytic water molecule is shown in Licorice and the
nearby water molecules are presented in red with CPK.
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the tyrosine and the glutamic acid residue is almost completed (d4≈1.14 Å and 1.21 Å,
respectively), and the tyrosine hydroxyl oxygen is moving closer to the anomeric car-
bon of sialic acid. Similar to NanA, both Tyr653 and Tyr695 in the two cases are more
negatively charged, which enhances their nucleophilic potential (See Chapter 3 for more
information). The distance from the hydroxyl oxygen of the nucleophilic tyrosine to the
C2 position of the substrate in NanB is shorter than that in NanA and NanC by 0.16 and
0.40 Å, respectively, making Tyr653 of NanB a better nucleophile (See details in Ap-
pendix). Additionally, the tyrosine Oη-sialyl is already cleaved (d1≈2.24 Å and 2.10 Å,
respectively) and the aspartic acid residue proton has been transferred to the methyl group
(d2≈1.05 Å and 1.02 Å, respectively). The conformational changes of the sugar ring in
NanB and NanC show similar results with NanA, that the 2B5 in RC change to the 4H5 in
TS1 and finally reaches a 2C5 chair conformation at the IC (See Chapter 3 for more infor-
mation). This is consistent with the catalytic pathway reported in the previous studies for
the retaining (trans)sialidases.23,173,318
At the IC for NanB and NanC, the distance between C2 position of the sugar ring and
the catalytic water oxygen is 4.58 Å and 5.06 Å, respectively. These are greater than 4 Å
which has been shown to be an ideal position for nucleophilic attack by a water molecule
and the proton transfer in NanA (See Chapter 3 for more information). This is due to
the more hydrophobic pockets surrounding the catalytic clefts of NanB and NanC. At
the TS2 in PathA, the tyrosine-sialic acid bonds have been cleaved (d5≈2.83 Å and 2.47
Å, respectively) while the proton transfers between the glutamic acids and the tyrosines
are about to happen (d6≈1.21 Å and 1.22 Å, respectively). This proton transfer is also
observed at the TS2 in PathC while the O7 (sialyl)-C2 (sialyl) bond formation is beginning
in PathB.
Table 4.2: Reaction coordinate distances (Å) for RC, TS1 and IC in the first step of
NanB.
RC TS1 IC
d1 1.52 2.24 3.53
d2 1.65 1.05 1.02
d3 2.99 2.24 1.57
d4 1.27 1.14 1.01
4.4.4 Single point calculations for the preferred routs of NanB and
NanC
It has been shown that M06-2X/6-31+G(d,p) provides a good performance in the deter-
mination of energy barrier for several similar systems.323,324,328,329 This has also been
confirmed in our previous work on NanA (Chapter 3), predicting a correct reaction path-
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Table 4.3: Reaction coordinate distances (Å) for RC, TS1 and IC in the first step of
NanC.
RC TS1 IC
d1 1.49 2.10 3.49
d2 2.34 1.02 0.98
d3 3.49 2.64 1.57
d4 1.24 1.21 1.00
Table 4.4: Reaction coordinate distances (Å) for IC, TS2 and PC for the second step of
NanB along PathA, PathB and PathC, respectively.
IC TS2 PC
PathA d5 1.52 2.83 3.06
d6 1.66 1.21 1.20
d7 4.58 1.92 1.48
d8 2.08 1.39 0.98
PathB d5 1.52 2.19 2.91
d6 1.64 1.59 1.19
d9 3.96 2.01 1.52
PathC d5 1.52 2.34 2.71
d6 1.77 1.31 1.19
d10 1.09 1.56 2.40
d11 3.04 1.10 0.99
Table 4.5: Reaction coordinate distances (Å) for IC, TS2 and PC for the second step of
NanC along PathA, PathB and PathC, respectively.
IC TS2 PC
PathA d5 1.58 2.47 2.97
d6 1.61 1.22 1.16
d7 5.06 2.00 1.52
d8 1.81 1.51 1.10
PathB d5 1.62 2.51 2.90
d6 1.81 1.34 1.20
d9 4.12 1.87 1.55
PathC d5 1.62 2.48 2.67
d6 1.81 1.23 1.18
d10 1.09 1.59 2.49
d11 2.92 1.05 0.98
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way for NanA and providing more satisfactory energies than SCC-DFTB (See Chapter
3 for more information). Here, we performed single point calculations on the structures
from the optimized MEP results based on the SCC-DFTB/MM simulations. The QM re-
gions were treated with M06-2X with basis set 6-31+G(d,p). The potential energy profiles
for the second step for PathB of NanB and for PathC for NanC based on M06-2X/MM
calculations are shown in Fig. 4.21 and Fig. 4.22. The related reaction barrier is 25.9
and 17.8 kcal/mol, respectively. The potential energy difference between SCC-DFTB
and M06-2X/6-31+G(d,p) is around 10.7 for PathB of NanB and 5.2 for PathC of NanC.
The larger error for PathB of NanB is probably due to the larger changes observed in the
structures (e.g. additional ring formation) during the reactions. This is consistent with
the results for NanA, which shows larger errors in the case of PathB. This indicates that
SCC-DFTB has non-negligible errors in estimating reaction energetics and future work is
required to gauge the potential errors.
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Figure 4.21: Potential energy contour plot for PathB of NanB. This potential energy was
obtained from single point calculation with M06-2X/6-31+G(d,p) based on the SCC-
DFTB/MM MEP. Energies are in kcal/mol. The white dashed line illustrates the mini-
mum potential energy path.
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Figure 4.22: Potential energy contour plot for PathC of NanC. This potential energy was
obtained from single point calculation with M06-2X/6-31+G(d,p) based on the SCC-
DFTB/MM MEP. Energies are in kcal/mol. The white dashed line illustrates the mini-
mum potential energy path.
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4.5 Conclusions
S. pneumoniae is a major human pathogen, which takes large responsibility for a range of
disease states. It encodes up to three S. pneumoniae sialidases, NanA, NanB and NanC,
that adopt three different reaction mechanisms and produce three distinct products. In
this work, energy profiles based on comparative MEP SCC-DFTB/MM simulations for
NanB and NanC along three reaction pathways (PathA, PathB and PathC) were obtained.
Based on the MEP calculations, the mechanisms for NanB and NanC from the reactant
state to the product state along the reaction pathways were characterized. NanC operates
via a consistent mechanism proposed by experiments. It is worth pointing out that the
mechanism of NanB is different from the previously proposed one which had a catalytic
water in the second step. We proposed that no catalytic water molecules were involved
in the second step. This is supported by the hydrophobic environment at the active sites.
Combined with the results from DFT calculations, we show a lowest reaction barrier for
the prefered PathB in NanB and PathC in NanC, respectively. The detailed characteriza-
tion of the TS complex will provide insights into inhibitor design. We hope this work will
be helpful for understanding the catalytic mechanisms of other sialidases.
Chapter 5
Summary and future work
5.1 Concluding remarks
In this thesis, I focused on two important aspects of the reactivities of GHs: pKa shifts
of key residues and the similarity and difference among a class of important sialidases.
In Chapter 2, a combined computational study based on both atomistic simulations and
empirical models to predict pKa shifts for the general acid/base Glu172 and other key
residues in Bacillus circulans xylanase (BcX) were presented. The pKa values obtained
from quantum mechanics/molecular mechanics (QM/MM) thermodynamic integration
(TI), the multiconformation continuum electrostatics (MCCE) and PROPKA methods
show a good agreement with available experimental data. Particularly, QM/MM TI and
MCCE DEFAULT provide satisfactory predictions with relatively lower RMSD values,
suggesting that the computationally more expensive QM/MM TI and MCCE DEFAULT
methods can be used to deal with pKa shifts for a small number of catalytic residues
along the catalytic pathways, while the highly efficient PROPKA method can be adopted
for other residues for its balance between efficiency and accuracy. The mutations of the
residues nearby the catalytic Glu172, the solvation environment and the effects of the
change in its global charge were compared through perturbative analyses, showing that
pKas of Glu172 are affected more by the local electrostatic environment including the
nearby residue 35 and the solvent interaction, than by the global charge.
In Chapters 3 and 4, a comparative study was carried out for three S. pneumoniae sial-
idases, NanA, NanB and NanC. Previous studies have indicated that they are promising
drug targets. At the same time, extensive biochemical and structural studies have shown
that they have distinct reaction pathways despite having very similar active sites. The
reaction barriers and energies for the three sialidases along the three reaction pathways
(PathA, PathB and PathC) based on the QM/MM simulations were obtained. We con-
firmed the lowest reaction barriers for their preferred pathways (PathA for NanA, PathB
for NanB and PathC for NanC). Also the mechanisms for NanA, NanB and NanC from
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the reactant state to the product state were characterised. NanA is found to act as a clas-
sic hydrolytic sialidase following the Koshland retaining mechanism, where the anomeric
carbon C2 is attacked by an activated water molecule. NanB functions as an IT trans-
sialidase, in which the oxocarbonium ion C2 is attacked by the sialyl cation O7 atom.
The C2 position of the substrate of NanC is shown to be attacked by the carbohydrate
acceptor, producing Neu5Ac2en. These results are consistent with the mechanisms pro-
posed by experiments. Interestingly, we found that there is no catalytic water molecules
involved in the second step of NanB, which is different from the previously proposed
mechanism. This is supported by the analysis of the active site structures.
5.2 Future work and outlook
Current studies utilize the efficient approximate implementation of DFTB/MM within the
GSBP framework. The quality of such simulations critically depends on at least three
factors. Firstly, the accuracy of the adopted QM method. Our validation studies based on
M06-2X indicates that there are non-negligible errors in several cases. Possible solutions
will include development of special reaction parameters (SRP) as it has been done for
SCC-DFTB to study phosphate chemistry.264 Another alternative approach would be to
carry out free energy perturbation from the PMF based on DFTB/MM to high level of
theory.247 Secondly, the convergence in conformational sampling. As mostly localized
reactions were studied in the current work, it might be expected that convergence in sam-
pling is not a critical issue. For reaction energetics, current work is mainly based on either
MEP and PMF. In general cases, more advanced sampling techniques can be applied to
speed up the sampling. As mentioned in Chapter 1, there are several other powerful meth-
ods to obtain PMF, such as local elevation/metadynamics,259,260 the string method,263,264
and transition path sampling.265–267 In future work, it would be very interesting to exam-
ine their performance in our case to probe the potential bias introduced by the predefined
reaction coordinates. Finally, a balanced description between QM/MM interactions. In
the current work, non-polarizable force fields have been adopted. In order to accurately
capture the electrostatic interactions in enzymatic systems, polarizable force fields might
be required.330,331 These issues will be explored in future work.
CAZymes are fascinating biomolecular machines to study from both a fundamental
science and a medicinal application point of view. Current studies can be extended to
other classes of GHs, partically those with interesting catalysis or unsettled mechanistic
debates in the literature. For instance, usually GHs display substrate specificity, however,
promiscuity has been identified. GH4 6-phospho-α-glucosidase from Basillus subtilis,
as an extreme example, contains both α- and β -glycosidases.332 There are some other
GHs that act by unknown mechanisms; for instance, two GH61 members, that stimulate
plant cell wall degradation, were found to have no typical catalytic centers or potential
CHAPTER 5. SUMMARY AND FUTURE WORK 107
catalytic residues.333 Additionally, the catalytic mechanisms for many GH families have
not been reported, suggesting that some large-scale systematic studies of GHs would be of
great interest. Furthermore, the characterization of the intermediate and transition states
also provides important insights for drug discovery. Many GHs have been validated or
proposed as potential drug targets,6,334,335 for which the detailed study of their structure
and electronic properties could guide more effective inhibitor design.
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(50) A. Ardèvol and C. Rovira, “Reaction mechanisms in carbohydrate-active enzymes:
Glycoside hydrolases and glycosyltransferases. Insights from ab initio quantum
mechanics/molecular mechanics dynamic simulations”, Journal of the American
Chemical Society, 2015, 137, 7528–7547.
(51) A. J. Thompson, G. Speciale, J. Iglesias-Fernández, Z. Hakki, T. Belz, A. Cart-
mell, R. J. Spears, E. Chandler, M. J. Temple, J. Stepper et al., “Evidence for a
boat bonformation at the transition state of GH76 α-1, 6-mannanases —key en-
zymes in bacterial and fungal mannoprotein metabolism”, Angewandte Chemie
International Edition, 2015, 54, 5378–5382.
(52) J. Iglesias-Fernández, L. Raich, A. Ardèvol and C. Rovira, “The complete confor-
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(67) A. Törrönen, A. Harkki and J. Rouvinen, “Three-dimensional structure of endo-1,
4-β -xylanase II from Trichoderma reesei: Two conformational states in the active
site.”, The EMBO journal, 1994, 13, 2493–2501.
BIBLIOGRAPHY 114
(68) A. Torronen and J. Rouvinen, “Structural comparison of two major endo-1, 4-
xylanases from Trichoderma reesei”, Biochemistry, 1995, 34, 847–856.
(69) U. Krengel and B. W. Dijkstra, “Three-dimensional structure of endo-1, 4-β -
xylanase I from Aspergillus niger: Molecular basis for its low pH optimum”,
Journal of Molecular Biology, 1996, 263, 70–78.
(70) G. P. Connelly and L. P. McIntosh, “Characterization of a buried neutral histidine
in Bacillus circulans xylanase: Internal dynamics and interaction with a bound
water molecule”, Biochemistry, 1998, 37, 1810–1818.
(71) M. L. Ludwiczek, I. D’Angelo, G. N. Yalloway, J. A. Brockerman, M. Okon,
J. E. Nielsen, N. C. Strynadka, S. G. Withers and L. P. McIntosh, “Strategies
for modulating the pH-dependent activity of a family 11 glycoside hydrolase”,
Biochemistry, 2013, 52, 3138–3156.
(72) A. Sapag, J. Wouters, C. Lambert, P. de Ioannes, J. Eyzaguirre and E. Depiereux,
“The endoxylanases from family 11: computer analysis of protein sequences re-
veals important structural and phylogenetic relationships”, Journal of Biotechnol-
ogy, 2002, 95, 109–131.
(73) T. Collins, C. Gerday and G. Feller, “Xylanases, xylanase families and extremophilic
xylanases”, FEMS Microbiology Reviews, 2005, 29, 3–23.
(74) A. Pollet, J. A. Delcour and C. M. Courtin, “Structural determinants of the sub-
strate specificities of xylanases from different glycoside hydrolase families”, Crit-
ical Reviews in Biotechnology, 2010, 30, 176–191.
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nen, A. E. Torda, T. Huber, P. Krüger and W. F. van Gunsteren, “The GROMOS
biomolecular simulation program package”, The Journal of Physical Chemistry
A, 1999, 103, 3596–3607.
(193) L. D. Schuler, X. Daura and W. F. Van Gunsteren, “An improved GROMOS96
force field for aliphatic hydrocarbons in the condensed phase”, Journal of Com-
putational Chemistry, 2001, 22, 1205–1218.
(194) T. A. Soares, P. H. Hünenberger, M. A. Kastenholz, V. Kräutler, T. Lenz, R. D.
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Appendix A
Exploring the catalytic mechanism of
the S. pneumoniae sialidases NanA
A.1 DFTB3/MM simulations
The combined DFTB3/MM method has been shown to be applicable to biomolecular sys-
tems (See details in Chapter 2). We first attempted to apply this method to carry out
explicit solvent simulations of the Michaelis complex of NanA. Surprisingly, an autodis-
sociation of C2-O bond in substrate was observed. Due to the time restraint of my PhD
study, we decided to adopt SCC-DFTB/MM and this problem will be further investigated
by another group member.
A.2 Additional MEP calculations for the second step of
NanA along the reaction path of PathC
The 2D energy profile on the reaction path of the second step for NanA based on the mech-
anism of NanC176 was evaluated with two predefined reaction coordinates, rxn3=d5-d6
and rxn7=d10-d11. This reaction pathway differs from the PathC investigated in Chapter
2 which has a catalytic water molecule involved. d5 refers to the distance between Tyr752
Oη and C2 position of the sugar ring, d6 corresponds to the one between Tyr752 Oη and
Hη , d10 refers to the one between C3 and H32 in substrate, and d12 accounts for that
between H32 of the sugar ring and Asp372 Oε2 (Fig. A.1). rxn3 was harmonically re-
strained from -0.22 to 2.02 Å while rxn7 was scanned from -1.63 to 1.53 Å using a force
constant of 2000.0 kcal/mol/Å2. The scans were constructed in steps of 0.08 Å. A total
of 280 energy points have been obtained in the 2D MEP calculations. The contour plot
of the energy profiles is shown in Fig. A.2. The energy barrier is around 43.8 kcal/mol
which is significantly higher than the one for PathC in NanA (≈28.0 kcal/mol). This is a
further proof that NanA can not produce Neu5Ac along the reaction path of NanC.
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A.3 The extension MEP calculations for PathB and PathC
As the proton transfers between the Tyr752 and Glu647 involved in both PathB and PathC
have not been completed during their PC states, we expanded the MEP calculations with
the reaction coordinate rxn3=d5-d6. The results are shown in Fig. A.3 and Fig. A.4. For
these two simple linear 1D maps, one can see that minor barrier were observed (≈ 3.3
kcal/mol and ≈ 4.2 kcal/mol for PathB and PathC, respectively) to complete the whole
process of reaction. As we described in the main context, NanA is capable of producing
Neu5Ac along PathA with a relatively lower energies. These findings provide further
evidence that PathA is the most likely reaction pathway for NanA.































Figure A.1: The alternative mechanism for the second step of NanA along PathC.

































Figure A.2: Potential energy contour plot for the second step of NanA based on the
mechanism proposed for NanC. Energies are in kcal/mol.
Figure A.3: 1D potential energy plot of the subsequent reaction for PathB in NanA.
The last point (labeled in red) represents a free minimization without restraints on the
reaction coordinates.
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Figure A.4: 1D potential energy plot of the subsequent reaction for PathC in NanA.
The last point (labeled in red) represents a free minimization without restraints on the
reaction coordinates.
Appendix B
Comparative studies of catalytic
pathways for S. pneumoniae NanB and
NanC
B.1 Additional MEP calculations for the second steps of
NanB and NanC along the reaction path of PathC
The 2D MEP sampling on the second reaction steps along PathC for NanB and NanC
based on the mechanisms that have a catalytic water molecule involved were evaluated
with two predefined reaction coordinates, rxn3=d5-d6 and rxn7=d10-d12. d5 refers to the
distance between the tyrosine Oη (Tyr653 and Tyr695 of NanB and NanC separately) and
C2 position of the sugar ring, d6 corresponds to the one between the tyrosine Oη and Hη ,
d10 refers to the one between C3 and H32 in substrate, and d12 accounts for that between
H32 of the sugar ring and the aspartic acid Oε2 (Asp270 and Asp315 for NanB and NanC,
respectively) (Fig. B.1). For NanB, rxn3 was harmonically restrained from -0.25 to 2.50
Å while rxn7 was scanned from -1.66 to 2.50 Å. For NanC, rxn3 was sampled from -0.19
to 2.45 Å while rxn7 was scanned from -3.17 to 2.59 Å. The scans were constructed in
steps of 0.08 Åusing a force constant of 2000.0 kcal/mol/Å2. The contour plots of the
energy profiles are illustrated in Fig. B.2 and Fig. B.3. The energy barrier for the two
systems (≈34.8 and 38.2 kcal/mol, respectively) is much higher than the one based on the
mechanisms that without the catalytic water involved. These data support the proposed
mechanisms in this work but contradict with the previously proposed mechanisms.176
B.2 The extension MEP calculations for NanB and NanC
As the proton transfers between the tyrosine and the glutamic acid residue (NanB, Tyr653
and Glu541; NanC, Tyr695 and Glu584) involved in PathA, PathB and PathC have not
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been completed during their PC states, we expanded the MEP calculations with the reac-
tion coordinate rxn=d6. The results are shown in Fig. A.3 and Fig. A.4. From the linear
1D maps (Fig. B.4 to Fig. B.9), one can see that more energies are needed (≈ 3.8, 2.3
and 1.8 kcal/mol for PathA, PathB and PathC of NanB, respectively; ≈ 2.3, 1.9 and 2.0
kcal/mol for PathA, PathB and PathC of NanC, respectively;) to complete the whole pro-
cess of reaction (PC2). For the most likely reaction pathway PathB of NanB and PathC
of NanC, we also performed single point calculations on the structure from the optimized
MEP extension results. An energy of 2.7 and 2.2 kcal/mol is required to achieve PC2
along PathB of NanB and PathC of NanC, respectively. The complete potential energy
profiles for the second step for PathB of NanB and PathC of NanC based on M06-2X/MM
calculations are shown in Fig. B.10.
Previous experimental studies showed that the catalytic efficiency of NanA is much
higher than NanB and NanC.173,175,327 This is inconsistent with our results that NanA
has a higher reaction energy barrier (Fig. B.10). Previous work has shown that different
buffers, pH optimum and substrates can affect the enzymatic activity of sialidases.327,336
Additionally, it has been strongly suggested that the lectin/carbohydrate-binding module
(CBM) can greatly enhance the catalytic efficiency of large sialidases by binding the
catalytic domain with the polyvalent substrate.336 However, we only focus on the catalytic
domains of NanA, NanB and NanC with GSBP setup (See Section 2.3.1 in Chapter 2 for
more information) in our simulations, bringing considerable approximations during the
calculations. No structural studies have been performed on the interactions between the
CBM40 domains and the substrates of NanA, it is envisaged that CBM40 domains of
NanA may have the biggest effect on its catalytic efficiency.
B.3 Comparison of the mechanisms for NanA, NanB and
NanC from the intermediate to the product state
The values for the distance at the critical points of the preferred pathways of the three
sialidases (PathA of NanA, PathB of NanB and PathC of NanC) are presented in Table
B.1. At the TS1, the proton transfer between the tyrosine and the glutamic acid residue
is almost completed (d4≈1.18, 1.14 and 1.21 Å, respectively). All Tyr752, Tyr653 and
Tyr695 in the three cases are more negatively charged, that enhances them being a nucle-
ophile (See Chapter 3 for more information). The hydroxyl oxygen of the nucleophilic
tyrosine is moving closer to the C2 position of the substrate, the distance between which
is 2.24 Å in NanB which is the shortest one among the three cases (d3≈2.40 and 2.64
Å for NanA and NanC, respectively), making Tyr653 of NanB a better nucleophile. The
C2 (sialyl)-O (methyl group) bond is already cleaved (d1≈2.07, 2.24 and 2.10 Å, respec-
tively). Additionally, the proton transfer between the aspartic acid residue and the methyl
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group has been completed in NanB and NanC (d2≈1.05 Å and 1.02 Å, respectively), ex-
cept in NanA (d2≈1.22 Å, See Fig. 3.10, Fig. 4.13 and Fig. 4.14). Therefore, the reaction
energy barrier of the first step of NanB is the lowest one (Fig. 3.5, Fig. 4.3 and Fig. 4.4).
At the TS2, the tyrosine Hη-Oη bond formation is beginning in NanA and NanC
(d6≈1.15 and 1.23 Å, respectively), while the Tyr653 Hη still binds with Glu541 Oε
instead of moving towards to the Tyr653 Oη in NanB (d6≈1.59 Å). In the meantime,
the sialyl cation O7 is ∼1.95 Å closer to the C2 position of the substrate in NanB while
the catalytic water oxygen moves slower in NanA (∼1.15 Å closer to the anomeric C2).
The cleavage of C3 (sialyl)-H32 (sialyl) bond and the formation of Asp315 Oε2-H32
(sialyl) bond have already been completed in NanC (d10≈1.59 Å and d11≈1.05 Å, Fig.
4.20). With these in mind, NanC reached its TS2 first, followed by NanB and NanA,
respectively. This is consistent with the MEP results.
Table B.1: Reaction coordinate distances (Å) at RC, TS1, IC, TS2 and PC in PathA of
NanA, PathB of NanB and PathC of NanC.
1st step 2nd step
RC TS1 IC IC TS2 PC
PathA of NanA d1 1.50 2.07 3.47 d5 1.52 2.63 3.05
d2 1.62 1.22 1.03 d6 1.95 1.15 1.09
d3 3.91 2.40 1.54 d7 3.26 2.11 1.50
d4 1.68 1.18 1.00 d8 1.79 1.66 1.01
PathB of NanB d1 1.52 2.24 3.53 d5 1.52 2.19 2.91
d2 1.65 1.05 1.02 d6 1.64 1.59 1.19
d3 2.99 2.24 1.57 d9 3.96 2.01 1.52
d4 1.27 1.14 1.01
PathC of NanC d1 1.49 2.10 3.49 d5 1.62 2.48 2.67
d2 2.34 1.02 0.98 d6 1.81 1.23 1.18
d3 3.49 2.64 1.57 d10 1.09 1.59 2.49
d4 1.24 1.21 1.00 d11 2.92 1.05 0.98

































Figure B.1: The alternative mechanism for the second step of NanB along PathC
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Figure B.2: Potential energy contour plot for the second step of NanB based on the
mechanism which has a catalytic water involved. Energies are in kcal/mol.
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Figure B.3: Potential energy contour plot for the second step of NanC based on the
mechanism which has a catalytic water involved. Energies are in kcal/mol.
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Figure B.4: 1D potential energy plot of the subsequent reaction for PathA in NanB.
The last point (labeled in red) represents a free minimization without restraints on the
reaction coordinates.
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Figure B.5: 1D potential energy plot of the subsequent reaction for PathB in NanB.
The last point (labeled in red) represents a free minimization without restraints on the
reaction coordinates.
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Figure B.6: 1D potential energy plot of the subsequent reaction for PathC in NanB.
The last point (labeled in red) represents a free minimization without restraints on the
reaction coordinates.
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Figure B.7: 1D potential energy plot of the subsequent reaction for PathA in NanC.
The last point (labeled in red) represents a free minimization without restraints on the
reaction coordinates.
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Figure B.8: 1D potential energy plot of the subsequent reaction for PathB in NanC.
The last point (labeled in red) represents a free minimization without restraints on the
reaction coordinates.
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Figure B.9: 1D potential energy plot of the subsequent reaction for PathC in NanC.
The last point (labeled in red) represents a free minimization without restraints on the
reaction coordinates.
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Figure B.10: Potential energy profiles for PathA of NanA (black), PathB of NanB (pur-
ple) and PathC of NanC (blue). This potential energy was obtained from single point
calculation based on M06-2X/6-31+G(d,p).
