Abstract
Introduction
The haptic display is the only type of man-machine interface which has serious potential to injure its operator. Conventional visual and aural displays may cause temporary discomfort to the user if, for example, brightness or volume are increased, but normally the displays are not physically capable of stimulation levels which may seriously injure the user.
A large-scale haptic display, however, may in some applications be required to present high levels of force to the user. Small scale synergistic devices [13] may be used in very delicate environments, such as inside the body during machine-assisted surgery. In both of these applications mechanical malfunction or control instability may have disastrous consequences.
Because of the potential of injury inherent in some classes of haptic displays, safety is a primary design factor. One way to increase the safety of such a device is by making it energetically passive. This is done by using actuators which may only remove, transfer, or store energy. Examples of such actuators are friction clutches [1] , continuously-variable transmissions [10] , electrorheological clutches [11] , and particle brakes [9] . With an energetically passive device, the danger resulting from malfunction is greatly decreased since the actuators are physically incapable of adding energy to the system-all added energy must come from the human operator.
Within the class of energetically passive haptic displays, two subtypes may be defined: dissipative and steerable. The differences between the two subtypes lie in their respective modes of actuation. A dissipative device has actuators which dissipate energy. A steerable device has actuators which change the direction of motion of the endeffector; when they are activated, energy is transferred between the devices' links. A steerable device (also referred to as a programmable constraint machine, or PCM) has fewer kinematic degrees-of-freedom than its workspace, but the direction of those DOFs may be changed by the actuators.
Path following, force reflection, impedance simulation, and obstacle avoidance are a few of the tasks regularly required by applications utilizing haptic interfaces. While typically an active display will perform these tasks with a greater level of fidelity than a passive display, a passive display in many cases still provides satisfactory performance, especially considering their inherent safety advantage.
Perhaps the greatest weakness of a dissipative device when compared to a steerable device is in its ability to provide arbitrary path constraints. Given this, it was deemed interesting to consider the problem of developing controllers for dissipative devices which provide arbitrary path constraints. This paper first explains the control problem and proposed solutions, then presents implementation details and results from both simulated and experimental tests, and ends with conclusions that may be drawn from this work.
Control concepts

The path following problem
Path following essentially involves restricting the motion of the device to an arbitrary single degree-of-freedom in the workspace. The operator is free to move the device along this restricted degree-of-freedom as he desires, but motion in orthogonal directions is not permitted. Implementing this on a steerable interface is straightforward-simply steer the kinematic degree-of-freedom of the device towards the desired degree of freedom. This has been done by Gillespie, Colgate and Peshkin with cobots, which use rotational continuously-variable transmissions [4] .
The problem of implementing such a controller with a dissipative device is more challenging. Conventional methods of providing path following with active interfaces, such as impedance control, fall short when adapted to passive interfaces. Davis and Book used a modified impedance controller on the testbed used in this work with some success [2] .
Rather than modifying a control methodology designed for an active device, a better approach would be to design a controller from the ground up with a dissipative passive display specifically in mind.
Velocity control
Velocity field control was chosen as the higher-level control strategy to implement path following. A velocity field is a vector field which defines a desired endpoint (tip) velocity direction at all points in the workspace. In the context of path following, the direction of the tip velocity is the controlled variable, and the magnitude is irrelevant-the user should be allowed to modulate the speed of the device while the controller changes the direction of motion as required.
In order to apply velocity field control to a path following task, the velocity field should be designed as to redirect the user towards the desired path when far away, and along the desired path when very close. In order to provide for smooth transitions, the desired velocity direction is blended linearly as the tip of the device approaches the desired path. See Figure 1 for an example velocity field. In this example, the desired path is a horizontal line located at y = 0.6 m. The actual tip velocity is represented by the bold arrow, and the array of thin arrows represent the desired velocity direction at different points in the workspace.
This type of control has been developed and tested on robotic manipulators by Li and Horowitz [8] . They have also implemented it on an active haptic interface in the form of a single DOF exercise machine [6] [7] .
A basic version of a velocity field controller was implemented on the passive testbed used in this work by Gomes [5] . In brief, this method computed desired forces based on actual and desired velocities, and used Davis's torque translator algorithm [2] to compute nearest-achievable actuator commands. This method is limited in that it may at times request unachievable (non-passive) actuator efforts.
This leads into the choice of low-level controller. The velocity field controller works at a high level-it outputs only a desired velocity direction. A low-level controller is thus necessary to generate actuator commands. The remainder of this section describes proposed low-level controllers to implement velocity field control on an arbitrary dissipative passive haptic interface. Simulated and experimental results will be presented in the next section.
Dissipative-only velocity ratio controller
In dealing with a purely dissipative interface, the physical action of the actuators must be taken into account. Consider an arbitrary n degree-of-freedom interface with a dissipative actuator on each link. Link acceleration is rather straightforward to compute-a function of the actuator command acting in the opposite direction of motion. While there may be some other effects based on the dynamics of the device (e.g., coupling effects) normally the actuator effort will be the dominant factor. The tip forces generated by each actuator depend on the change in link velocity and on the instantaneous jacobian. This situation leads to the conclusion that controlling link velocity is more straightforward than commanding a force at the endpoint of the device.
At each point in the workspace, the desired tip velocity may be translated into a set of n desired link velocities, assuming that the system is not at a singularity.
Since the magnitude of the tip velocity is unimportant and the only variable to be controlled is the velocity direction, the set of desired link velocities are not absolute. In fact the states to be controlled are not the link velocities themselves, but rather the velocity ratios, that is the proportions of the velocities to each other. This reduces the con- T with members
which is then normalized by its highest positive value,
This normalized coefficient effectively represents the amount that each link must slow down in order to achieve the desired velocity direction-a lower number means more deceleration is required. A negative coefficient indicates that a link must switch directions. An undefined case exists when one or more of the actual link velocitiesθ i is zero. In this case the coefficient is set to a high number to reduce the actuator influence on that link. In the implementation of the controller this case must be identified and dealt with appropriately.
The goal of the controller is to eventually guide the system towards a normalized coefficient vector populated by all ones. An important special case is if c has no positive elements. In this case, there is no maximum positive value. If a negative number is used to normalize the coefficient vector with Equation 3, all signs will be reversed. Since the actuators of a dissipative device may not reverse the direction of motion (they may only bring each link to zero), the best action to take in this case is to totally immobilize the device until the user attempts to guide the device towards the desired direction of motion. Again, this special case must be accounted for during implementation.
c n can now be used to generate a control law. The link (or links) with a value of 1 will not be actuated at all. All other links will have values less than 1, and will be slowed by the dissipative actuators. One straightforward control law is to base the actuator commands linearly on c n :
This will linearly vary the actuator effort between zero for the "reference" link, and full effort for a link with a normalized coefficient of zero (meaning that the link should be immobilized). Any negative members ofc n may either be left as-is or set to zero. In this paper, they are set to zero.
Dissipative velocity ratio controller incorporating coupling elements
The above controller deals only with interfaces that contain solely dissipative elements. Primarily dissipative displays may contain some elements of steerable interfaces. One such element is a coupling actuator such as a clutch, which serves to transfer kinetic energy between links of the device. This makes the device more flexible, retaining the benefits of dissipative devices but adding additional capability which may reduce operator fatigue (by dissipating less of the system's energy) and allow for greater control opportunities (by reversing direction of motion of links.)
Adding such elements to a dissipative interface complicates the control problem, as it results in more actuators than degrees-of-freedom. It would be false to call such a system truly overactuated, as the passivity of the actuators makes unachievable certain control efforts in some parts of the workspace, though the size of those regions may be reduced by additional actuators. The effect however is similar to a redundant system with active actuators-there may be multiple ways to achieve a desired control effort. In such a case it is clear that the use of the coupling actuators over the dissipative actuators is preferable since the coupling elements keep more energy in the system, reducing the effort required of the human operator.
The velocity ratio controller described in the section above may be modified to include coupling actuators. The modified controller checks to see if activating one or more of the coupling actuators results in a feasible control. If none of the coupling actuators are appropriate, it falls back to the dissipative velocity ratio controller.
Consider again an n DOF dissipative display with n dissipative actuators and m coupling actuators. First, the desired velocity is scaled so that it results in equal kinetic energy as the device has in its current state.
The goal of the above expression is to compute a desired velocity with a magnitude that may be achievable by solely transferring energy between the links of a system. This can be cumbersome, so in the experimental work in the following sections the calculation was simplified by scaling the magnitude of the desired velocity to match that of the current velocity.˙
This simplification yielded satisfactory results with the experimental testbed, but depending on the dynamics of another device Equation 5 may be necessary to obtain satisfactory performance. Once the scaled velocity has been computed, it is necessary to check if any combination of coupling actuators will result in the desired change in velocity of each link. First, a vector of the signs of the necessary accelerations of each link δ˙ θ is computed. 
Now a m × n matrix |∆| is computed which represents the influence of each coupling actuator on the velocity of each link. Entries in this matrix may be 1, -1, or zero. ∆ ij represents the sign change of the velocity of link j when actuator i is applied.
The controller then checks to see if any combination of rows of |∆| matches the signs of δ˙ θ T . If so, activating the actuators represented by those rows of |∆| will result in the desired sign of velocity change in all links. If there is no match, then no combination of the coupling actuators exactly match the desired changes in velocity. In this case, a solution which matches one or more of the desired signs may be picked, as long as the dissipative actuators on the other links may be used to generate the other desired changes in velocity. In the implementation of this controller discussed in the section 3, if a perfect match is not found the controller falls back to the purely dissipative velocity ratio controller.
Optimal velocity control
The final low-level controller to be considered is a form of optimal control. In the preceding section, the coupling and dissipative actuators are considered separately by the controller. Having a single control law which simultaneously considers all actuators in the system would be convenient. Since optimal control is often used with overactuated mechanical systems, such a controller was considered as a solution to incorporate both dissipative and coupling actuators.
Any optimal control law seeks to minimize a cost function f ( x, u), where x and u are the state and inputs of a system, respectively. Normally, a set of gains or a control law is computed offline given the cost function and the dynamics of the system. Unfortunately, a dissipative haptic interface has major nonlinearities and uncertainties that make the application of traditional optimal control techniques very difficult. Sign changes of actuator efforts depend on the signs of the link velocities, and there are major unknown external forces (from the operator.) Also, depending on the kinematics of the specific interface, dynamic nonlinearities (coupling effects, trigonometric functions, etc.) may further complicate the problem.
In order to deal with these issues, it was decided that the control problem would be formulated and solved at each timestep of the controller. If the optimal control problem is solved at an instantaneous moment in time, all states may be considered to be constant. The only remaining variables will be the actuator efforts being computed. Assuming that the actuators have linear effects on the link accelerations (which they often do), the system nonlinearities drop out. With this method, linear programming can be used to solve the optimal control problem, using the actuator limits and the equations of motion of the system as constraints to the optimization. An example of this simplification is presented in Section 3.
The choice of the cost function f ( x, u) is critical in achieving the desired performance from the controller. It was desired to find a simple linear cost function which would achieve two goals: to drive the system towards the desired velocity direction, and to minimize energy loss in the system. The first goal reflects the main intent of the controller, and the second goal implies that coupling actuators are preferred over dissipative actuators.
An optimal controller must compute commands for each of the n + m actuators in the system, and it must also have freedom to deviate from the desired velocity direction. The latter is critical to ensure that the optimization will converge to a solution for any given state-since the system is passive, there may be situations where it is impossible to drive the system towards the desired velocity. So, the set of optimal inputs computed by the controller u o contain the actuator commands and the achievable desired velocity.
To drive the system towards the desired velocity, the angle between the desired and achievable desired velocity should be minimized. This angle would be a candidate for one part of the cost function. The dot product can be used to calculate the angle between the two velocities.
To keep the cost function linear, the anticosine and the division in the above equation are eliminated, resulting in
The angle α should be driven as close to zero as possible, so the value inside the acos in Equation 9 should be maximized. Maximizing Equation 10 will not in all cases maximize this value, but in the interest of using a linear optimization it was assumed to be a reasonable strategy. This is confirmed in the simulated and experimental results presented in the following section. So, maximizing α should drive the actual velocity towards the desired velocity. Given a minimization problem, −α will be the first component of the cost function.
The second component of the cost function implements the preferential selection of the coupling actuators. A very straightforward way of implementing this is to minimize the reduction in kinetic energy of the device. The negative of the time derivative of the system's kinetic energy −Ṫ is thus included in the cost function to be minimized. Since the system states are held constant during the optimization, and assuming that actuator efforts have primarily linear effects on link accelerations, −Ṫ will be linear in the optimization variables u o .
−Ṫ will contain the link accelerations as variables. An expression using the optimized desired velocities and the system's current velocities can be used to compute the link accelerations:θ
A scaling factor is not necessary, as the link accelerations appear linearly in −Ṫ , and such a factor would fall out during the minimization.
The final piece of the optimal controller is the optimization constraints. Actuator limits are included as inequality constraints, and the equations of motion of the system must be present as equality constraints. Again, since the system states are constant and assuming a linear relationship between actuator effort and link acceleration, the equationsof-motion are linear in the optimization variables. The link accelerations are replaced by Equation 11 in the constraint equations.
Including the system's equations-of-motion brings the optimal controller together-the optimization modulates the optimized velocity directions through the influence of the cost function f = −c α α − c TṪ (12) while the equality constraints relate the effect of actuator efforts on the optimized velocity directions. c α and c T in the cost function are gains, and should be tuned when the controller is implemented.
Implementation and results
This section first describes the testbed used in experiments and modeled in simulated results. The results of implementing the controllers described in the previous section are then presented.
Experimental testbed
The testbed used in this work is a primarily dissipative passive haptic display with coupling elements. PTER is a five-bar parallel linkage situated in a horizontal plane (see Figure 2 .) The operator interacts with the handle attached to the tip. User-applied tip forces are measured by a commercial force sensor. To give the reader an idea of scale, link A measures approximately 0.7 meters. A more complete description of PTER's original construction and operation can be found in [3] .
PTER's actuators comprise a set of four electromagnetic dry friction clutches. The clutches provide controlled frictional coupling of links A and B. Clutches 1 and 2 are the dissipative actuators, acting between arms A and B, respectively, and ground. Clutches 3 and 4 are the coupling actuators. They couple the arms to each other, either directly or through gearing which inverts the relative axis velocity. Equations 13 shows the effect of the generated clutch torques on the net torques applied to arms A and B.
It is clear from the above equation that while clutches 1 and 2 dissipate energy, clutches 3 and 4 transfer energy between links. The equation is an idealization in the sense that clutches 3 and 4 will always exhibit some degree of dissipation, but it is typically low in comparison to the amount of energy being transferred through the clutches.
The clutches are powered by DC servomotor power supplies, commanded by a desktop PC running QNX at 500Hz control frequency.
Simulation
A simulation of PTER was used to evaluate each of the controllers before implementation on the testbed itself. The simulation is written in MATLAB and SIMULINK, and contains a full dynamic model of the system, including static and dynamic friction effects in PTER's actuators. The first controller tested was the dissipative-only velocity ratio controller. The controller was modified from the explanation in the previous section in two ways. First, the actuator commands were scaled proportionally to the error between the desired velocity vector and the actual velocity vector. This reduces harsh transitions in control effort during switching events. Additionally, each clutch's command is scaled down proportionally to the clutch velocity when within a region around zero velocity (±0.25 rad/s). Since PTER uses dry friction clutches, high actuator effort near zero velocity can easily immobilize a clutch, putting it in the static friction regime. For various reasons relating to feel and undesirable stick-slip effects, the static regime is to be avoided if possible. Figure 3 shows the endpoint position trace and the actuator commands resulting from simulation of the dissipativeonly velocity ratio controller. Since only dissipative elements were used, clutches 3 and 4 are not actuated. Note that the controller does guide the endpoint along the desired path, but there is an initial overshoot and then a slight offset error. The actuator commands are smooth, which is a desirable trait with this type of device. Too much actuator oscillation can cause vibration or jerkiness that is unpleasant to the operator. The next controller tested was the dissipative velocity ratio controller incorporating coupling elements. The same changes regarding patherror and low velocities discussed above were made to this controller. Results are shown in Figure 4 . Clutch 4 was not used by the controller. Note that this controller follows the desired path more closely than the purely dissipative controller-initial overshoot is smaller and there is no offset. This is due to the fact that the two additional coupling elements broaden the range of achievable efforts available. In addition to improved pathfollowing performance, the use of the coupling actuators have the benefit of keeping more kinetic energy in the system.
Finally, the optimal controller was simulated. Cost function gains of 200 and 5 for c α and c T were used, respectively. The same scaling based on clutch velocity and velocity error angle described above were used. A custom routine was written to solve the minimization problem through an exhaustive search based on the simplex method. Since the number of minimization variables is small, an exhaustive search is completed relatively quickly. Figure 5 shows the results. The controller follows the line with slightly less accuracy than the velocity ratio with coupling controller. However, the initial motion towards the desired path is much more direct. Note that the optimal controller uses 
Experiments with testbed (PTER)
Once the controllers were validated in simulation, they were implemented on the testbed itself. The same desired path and starting point were used as in the simulation runs. The operator attempted to emulate the user input force used in the simulations. The operator roughly knew the orientation of the line in the workspace, but was not aware of the precise location.
Figures 6 through 8 show the experimental results for the three controllers. Each controller guides the user towards and along the desired path. There are many similarities between the simulated and experimental data. The dissipative velocity ratio controller exhibits a large overshoot and more path error after the overshoot. The velocity ratio controller with coupling does not exhibit overshoot and follows the desired path more closely. The optimal controller approaches the path more directly, and follows the path with similar accuracy to the velocity ratio controller with coupling. Note that initially the optimal controller applies both clutch 2, The nonzero bias in each command has been added to reduce a dead-band resulting from a gap between clutch plates when the clutch is not actuated.
Conclusions
This work has shown that velocity field control may be used to perform arbitrary path following on a dissipative passive haptic display. While results are for a specific 2 DOF testbed, the controllers presented may be adapted to any arbitrary dissipative interface. Of these controllers, the optimal controller has the most promise for dissipative displays with additional coupling elements. It neatly and simply deals with the presence of coupling actuators and inherently minimizes the energy loss caused by the system's actuators.
Work involving the evaluation of the controllers presented here using human subjects is ongoing. The performance of the controllers will be evaluated using both physical data (patherror, time-to-complete, force profiles) and user opinion (survey-based measurements of workload and personal preferences). It is hoped that these tests will provide a more realistic measure of the performance of these controllers since a human user will be in the loop. 
