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Abstract 
Permutation tests are commonly used for estimating p-values from statistical 
hypothesis testing when the sampling distribution of the test statistic under the null 
hypothesis is not available or unreliable for finite sample sizes. One critical challenge for 
permutation tests in genomic studies is that an enormous number of permutations is needed 
for obtaining reliable estimations of small p-values, which requires intensive computational 
efforts. In this paper, we develop a computationally efficient algorithm for evaluating small 
p-values from permutation tests based on an adaptive importance sampling approach, 
which uses the cross-entropy method for finding the optimal proposal density. Simulation 
studies and analysis of a real microarray dataset demonstrate that our approach achieves 
considerable gains in computational efficiency comparing with existing methods. 
 
1. Introduction 
Permutation tests are widely used to assess the p-values in statistical hypothesis testing 
when the distribution of the test statistic under the null hypothesis is not available or not 
reliable due to finite samples size. Comparing with parametric methods that usually rely 
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on the asymptotic distributions of the test statistics, permutation tests have less stringent 
assumptions and are easy to implement in practice [1]. However, a fundamental challenge 
for applying permutation tests is when small p-values are required to be exactly evaluated, 
an enormous number of permutations is needed. This situation is very common in genomic 
studies where a large number of tests are performed, since the family-wise error rate or 
false-discovery rate needs to be controlled at an acceptable level for adjusting the issue of 
multiple hypothesis testing. Hence, the p-value of an individual test needs to be small 
enough to achieve statistical significance. For instance, these days in a regular genome-
wide association studies (GWAS) with half a million genetic markers of single nucleotide 
polymorphisms (SNPs), usually a SNP with p-value less than 10-7 needs to be achieved to 
be declared as globally significant [2]; in gene differential expression analysis with 
microarray or RNA-Seq data, usually a gene with p-value less than 10-5 to 10-6 needs to be 
achieved to be declared as differentially expressed [3]. To reliably estimate small p-values 
at those scales, at least 106 to 109 permutations are needed [2,3]. In addition, in both GWAS 
and gene differential expression analysis, it is desirable to rank the statistically significant 
signals by their p-values so that the researchers can follow up with those significant 
genomic features for further biological insights, which also requires the small p-values 
associated with those signals to be reliably estimated. In those situations, it requires large 
computational efforts if crude permutation procedure is used. 
   Permutation tests, together with another type of widely used resampling methods, the 
bootstrap methods [4], belong to the Monte Carlo sampling methods in a broad sense, 
which construct the sampling distribution of the test statistic under the null hypothesis by 
repeatedly sampling from the observed data (For permutation tests, the sampling is without 
replacement [1]; For bootstrap methods, the sampling is with replacement [4,5]). From a 
Monte Carlo point of view, estimating a small p-value is equivalent to estimating the 
probability of a rare event in Monte Carlo simulations. In the operations research field, the 
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adaptive cross-entropy (CE) method introduced by Rubinstein et al [6] is an efficient 
algorithm for rare event simulation in Monte Carlo sampling and has been widely used to 
that end these days. Our work is inspired by the work of Hu and Su that develops an 
algorithm using the adaptive CE method for efficiently estimating the distributions and 
quintiles of a statistic in non-parametric bootstrap method [7,8]. Based on their work, we 
consider that the adaptive CE method can also be applied in permutation tests for efficiently 
estimating small p-values but more work is needed to achieve that goal. In this paper, we 
show that the permutation test for one group and two groups can be respectively 
characterized by the joint distribution of i.i.d. Bernoulli distributions and the conditional 
Bernoulli distribution, and hence estimating small p-values from permutation tests can be 
fitted in the framework of importance sampling with the aim of finding the optimal 
importance sampling distribution, where the adaptive CE method can be applied. 
The rest of this paper is organized as follows. We first provide a general introduction 
of the adaptive CE method in Section 2, and then describe the algorithm of applying the 
adaptive CE method for estimating small p-values for one-group and two-group 
permutation tests in Section 3. Simulation studies and application to a real microarray gene 
expression dataset are given in Section 4, followed by discussions about future work in 
Section 5. 
 
2 Introduction of the adaptive CE method 
In this section, we briefly review the adaptive CE method with some remarks for its 
practical usage. Our discussion mainly follows Chapter 2 and 3 of reference [6], where 
more details can be found. 
2.1 Monte Carlo simulation and importance sampling 
We first introduce the notations for permutation tests. Let 
1
[ ,..., ]T
n
x xx  be the 
observed data and T(•) be the test statistic. The p-value is defined as 
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0 0
( | ) [ { }| ]-value=Prp T H E I T H                   (1) 
where γ is the observed test statistic and conditioning on H0 means under the null 
hypothesis H0, which will be dropped in the following discussion if there is no ambiguity 
within the context. 
Usually parametric methods seek to derive the asymptotic distribution of T(•) under H0 
and calculate the p-value based on that asymptotic distribution. When the asymptotic 
distribution of T(•) under H0 is unavailable or unreliable, permutation test can be used to 
estimate the p-value, which is often performed in the following way: (1) Generate N (N is 
usually a large number, e.g. N=106) permutated samples 
1
,...,
N
z z  by sampling without 
replacement of the observed data x ; (2) Calculate the test statistics for the permutated 
sample 
1
,( ) ), (
N
T Tz z ; (3) Estimate p-value as
1
1
-value { ( ) }
N
l
l
p I T
N


  z  [1]. 
The above permutation procedure can be viewed as one case of Monte Carlo (MC) 
simulation methods, which can be paraphrased in the following way under the MC 
simulation framework: the probability that the statistic T(•) is greater than or equal to a 
given threshold value γ under the probability distribution ( ; )f v , which is 
Pr ( ) [ { }]u T E I T    
v v
,                      (2) 
can be estimated by  
1
1
ˆ { ( ) }
N
l
l
u I T
N


  z ,                        (3)  
where 
1
,...,
N
z z  are random samples drawn from ( ; )f v . Equation (3.3) is called the 
stochastic counterpart of equation (2) [6]. 
When the p-value is very small, i.e. Pr( )T  is very small, { ( ) }
l
I T z  is called a 
rare event in MC simulation [6]. As we discussed at the beginning of this paper, a large 
number of permutations for generating MC samples are required for estimating a small p-
value, which is very computationally intensive. One well-known approach for solving that 
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problem is the importance sampling (IS) method [6]. Particularly, by drawing MC samples 
from a proposal density g(•) (a.k.a IS density), u can be written as 
( ; ) ( ; )
{ ( ) } ( )d [ { ( ) } ]
( ) ( )
g
f f
u I T g E I T
g g
    
z v z v
z z z z
z zZ
         (4) 
and hence can be estimated by 
1
( ; )1
ˆ { ( ) }
( )
N
l
l
l l
f
u I T
N g


 
z v
z
z
                    (5)  
where the subscript g in equation (4) means that the expectation is taken with respect to the 
IS density g(•), and 
1
,...,
N
z z  in equation (5) are random samples drawn from g(•). It is 
also well-known that there exist a proposal density with zero Monte Carlo sampling 
variance, which is called the optimal proposal density [6,9], given by 
* { ( ) } ( ; )( )
I T f
g
u


z z v
z                        (6) 
However, 
*g  cannot be directly used as the proposal density for estimating u in equation 
(5), since it contains the unknown constant u, which is the quantity to be estimated. 
 
2.2 The adaptive CE method 
The adaptive CE method [6] provides one way of finding a proposal density ( ; )f θ  
that is close to the optimal proposal density 
*g  within the same distribution family as
( ; )f v  by minimizing the cross-entropy (a.k.a. the Kullback-Leibler distance) between 
*g  and ( ; )f θ , which is defined as 
 
*
* *
* * *
( )
( ), ( ; ) : ( ) ln d
( ; )
( ) ln ( )d ( ) ln ( ; )d
g
g f g
f
g g g f
  
 

 
z
θ z z
z θ
z z z z z θ z
Z
Z Z
D
          (7) 
Since the first term in the right-hand side of equation (7) does not depend on the parameter 
θ and the second term can be written as 
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{ ( ) } ( ; ) 1
ln ( ; )d [ { ( ) }ln ( ; )]
I T f
f E I T f
u u



  v
z z v
z θ z z z θ
Z
, 
therefore the parameter θ that minimizes  *( ), ( ; )g f  θD  is the solution to the following 
optimization problem: 
arg max [ { ( ) }ln ( ; )]E I T f
v
θ
z z θ                     (8) 
   The key idea of the adaptive CE method (Chapter 3 of [6]) is to solve the optimization 
problem (8) adaptively via importance sampling. By importance sampling and changing 
the proposal density to ( ; )
k
f z θ , (8) can be written as 
( ; )
arg max [ { ( ) } ln ( ; )]
( ; )k
k
f
E I T f
f

θ
θ
z v
z z θ
z θ
               (9) 
The stochastic counterpart of (9) is  
1
( ; )1
arg max [ { ( ) } ln ( ; )]
( ; )
N
l
l l
l l k
f
I T f
N f



θ
z v
z z θ
z θ
            (10) 
where 
1
,...,
N
z z  are random samples drawn from the IS density ( ; )
k
f  θ . 
Following [6], problem (10) can be solved adaptively using the Procedure 1 below: 
Procedure 1 (The adaptive CE method for rare-event probability estimation) 
A. Adaptive updating step: 
(1) Specify a constant  0,1 . Start with 0 θ v ; Set the iteration counter k = 0. 
(2) At the kth iteration, generate random samples 
1
,...,
N
z z from ( ; )
k
f  θ . Calculate the 
statistics 
1
,( ) ), (
N
T Tz z , and compute 
k
  as their sample (1 )  quantile, provided 
k
  . If 
k
  , set 
k
  . 
(3) Updating the parameter 
k
θ  with 
1k
θ , which is the solution to problem (10) with   
substituted by 
k
 , i.e. 
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0
1
1
( ; )1
arg max [ { ( ) } ln ( ; )]
( ; )
N
l
k l k l
l l k
f
I T f
N f



 
θ
z θ
θ z z θ
z θ
        (11) 
Equation (11) will be called the CE formula in the following discussions. 
(4) If 
k
  , set k = k+1 and reiterate from Step (2); otherwise, proceed to the following 
Step B. 
B. Estimating step: 
Use ( ; )
k
f  θ  as the IS density and generate random samples 
1
,...,
M
z z  from ( ; )
k
f  θ . 
Estimate u  as 0
1
( ; )1
ˆ [ { ( ) } ]
( ; )
M
l
l
l l k
f
u I T
M f


 
z θ
z
z θ
. 
 
   Here we briefly discuss the rationale of the above adaptive CE algorithm: The adaptive 
updating step of the algorithm iteratively generating a sequence of updated parameters 
{ , 0,1...}
k
k θ  and a sequence of threshold values{ , 0,1...}
k
k  . According to Rubinstein 
et al, under rather mild regularity conditions, { , 0,1...}
k
k   is monotonically non-
decreasing and the target threshold value γ can be reached with high probability in a finite 
number of iterations for small ρ [6,10]. Hence, the updated parameters { , 0,1...}
k
k θ  is 
more and more close to the optimal parameter θ that we want to find in problem (8). The 
estimating step is a regular importance sampling that uses ( ; )
k
f  θ  as the IS density. 
   To apply the adaptive CE method to permutation tests, we can see from the above 
discussions that the following requirements should be met: (1) The permutation sample 
space needs to be parameterized by a family of distribution ( ; )f v  and the density of 
( ; )f v  needs to be evaluated for each permutated sample 
l
z . (2) Random samples should 
be easily generated from the distribution ( ; )f  v . In the next section, we show how to 
parameterize the permutation sample space for one-group and two-group permutation tests 
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and how the adaptive CE methods can be applied. 
 
3 Estimating small p-values for permutation tests using the adaptive CE method 
 
3.1 Permutation test for one-group data 
   We first demonstrate how the adaptive CE method can be applied to permutation test 
for one-group, or equivalently, paired two-group data. Following the notations in the 
previous section, let x  be the observed data and 
1 2
[ , ,..., ] ,  1,...,T
l l l ln
z z z l N z  be the 
lth permutated sample among N permutated samples. Under the crude permutation 
procedure, the permuted samples can be obtained by attributing the   or   sign to 
i
x
with equal probability of 1/2 [1]. We define an auxiliary variable 
li
s  as an indicator 
variable that indicates whether the   or   sign is assigned to 
i
x  for the lth permutated 
sample, where 1
li
s   means assigning the   sign and 0
li
s   assigning the   sign to 
i
x . Next we define 
i
p  as the probability of assigning the   sign to 
i
x . It is easy to see 
li
s  follows a Bernoulli distribution given
i
p , i.e. 1
li
s   with probability 
i
p  and 0
li
s   
with probability 1
i
p . Let 
1
[ ,..., ]T
l l ln
s ss  and 
1 2
[ , ,..., ]T
n
p p pp  be the vector forms 
for 
li
s  and 
i
p , respectively. Below we will drop the subscript l if there is no ambiguity 
in the context. 
Note that given 
l
s , the permutated sample 
l
z  is uniquely determined. Therefore, the 
permutation sample space can be parameterized by the joint distribution of 
l
s , which is n 
i.i.d. Bernoulli distributions with the probability vector p given by 
1
1
( ; ) ( ; ) [ (1 ) ]i i
n
s s
i i
i
f f p p


  z p s p                    (12) 
Based on (12), we can update the probability vector p  using the adaptive CE method, 
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with the starting value 
0
[1/ 2,...,1/ 2]Tp  (i.e. the Bernoulli probabilities under the crude 
permutation procedure. As discussed above, the   or   sign is assigned to 
i
x  with 
equal probability of 1/2). To apply the adaptive CE method (Procedure 1), observe that the 
optimization of the CE formula (11) with density ( ; )
l
f z p  [equation (12)] is the solution 
to the following problem: 
1 1
1 0
[ ,..., ] [ ,..., ] 1
1
arg max  ( ) arg max [ { ( ) } ( ; , ) ln ( ; )]
T T
n n
N
k l k l k l
p p p p l
D I T Q f
N


  
  
p p
p p z z p p z p    (13) 
where 0
0
( ; )
( ; , )
( ; )
l k
k
f
Q
f

z p
z p p
z p
 is the likelihood ratio. Problem (13) can be solved 
analytically, and details are provided in Section 1 of Supplemental Material. The solution 
to (13) is:  
0
1
0
1
[ { ( ) } ( ; , ) ]
,
[ { ( ) } ( ; , )]
N
l k l k li
l
i N
l k l k
l
I T Q s
p
I T Q









z z p p
z z p p
 for 1,...,i n .         (14) 
  Combining this result and Procedure 1, we have the following algorithm for estimating 
small p-values for one-group permutation test: 
Procedure 2 (Adaptive importance sampling algorithm for one-group permutation 
test – AISP1) 
A. Adaptive updating step: 
(1) Specify a small constant  0,1 . Start with the initial probability vector 
0
[1/ 2,...,1/ 2]Tp . Set the iteration counter 0k  . 
(2) At the kth iteration, generate random samples 
1
,...,
N
z z  from ( ; )
k
f  p  based on 
equation 12. Calculate the statistics 
1
,( ) ), (
N
T Tz z , and compute 
k
  as their sample 
(1 )  quantile, provided 
k
  . If 
k
  , set 
k
  . 
10 
 
(3) Updating the parameter 
k
p  with 
1k
p  according to equation (14). 
(4) If 
k
  , set 1k k   and reiterate from Step (2); otherwise, proceed to the 
following Step B. 
B. Estimating step: 
Use ( ; )
k
f  p  as the IS density and generate random samples 
1
,...,
M
z z  from ( ; )
k
f  p . 
Estimate the p-value as 0
1
( ; )1
-value [ { ( ) } ]
( ; )
M
l
l
l l k
f
p I T
M f


 
z p
z
z p
. 
3.2 Permutation test for unpaired two-group data 
The unpaired two-group data are more common in biomedical studies. Following the 
notations of the previous section: let 
1 2
[ , ,..., ]T
n
x x xx  be the observed data, and 
1 2
[ , ,..., ] ,  1,...,T
l l l ln
z z z l N z  be the lth permutated sample among N permutated samples. 
To assign the group labels to the data, without loss of generality we assume the first k 
elements of x  belong to Group 1 and the last m=n-k elements of x  belong to Group 2 
with 0 k m  . 
To apply the adaptive CE method, we need to parameterize the permutation sample space 
of the unpaired two-group data. Below we show that the conditional Bernoulli (CB) 
distribution can be used to that end. Our discussion about the CB distribution mainly 
follows the work by Chen et al [11-13]. First, define an auxiliary variable 
1 2
[ , ,..., ]T
l l l ln
d d dd  as a partition vector, where ,  1,..., ,
li
d i n  is either 1 or 0 with 1 
indicating 
i
x  belongs to Group 1 and 0 indicating 
i
x  belongs to Group 2 in the 
permutated sample 
l
z . For example, suppose 6n  , 2k   and 4m  , then 
[1,0,1,0,0,0]T
l
d  means that 
1 3
{ , }x x  belong to Group 1 and 
2 4 5 6
{ , , , }x x x x  belong to 
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Group 2 in the permutated sample. Observe that 
l
z  and 
l
d  are uniquely determined by 
each other, therefore their distributions are the same. Below we will drop the subscript l if 
there is no ambiguity in the context. 
Following [11,14], the conditional distribution of 
1 2
[ , ,..., ]T
n
d d dd , 
~ ( )
i i
d Bernoulli p  given 
1
,  1,...,
n
ii
d k k n

   is called the CB distribution, the density 
of which is given by 
1
1 2 1
( ; ) Pr( , ,..., | )
i
n d
n ii
n ii
k
w
f d d d d k
R


  

d w             (15) 
where 
1 1
Pr( ) (1 )
nn
k i ii i
R d k w
 
                        (16) 
is a normalization constant and 
1
[ ,..., ]T
n
w ww  with / (1 ),  1,2,...,
i i i
w p p i n   , is the 
vector of odds. Under this parameterization, 
i
w ’s (or equivalently, 
i
p ’s ) are the 
parameters of the CB distribution (note that 
k
R  also involves 
i
w ’s). For crude 
permutation procedure, [1,...,1]Tw . Our adaptive importance sampling algorithm aims 
at updating 
i
w ’s using the adaptive cross-entropy method. Following the discussion in 
Section 2, below we will address two questions to that end: (1) How to effectively generate 
random samples from the CB distribution? (2) How to efficiently optimize the CE formula 
with the density of the CB distribution? 
(1) Sampling from CB distribution. Chen et al provide five methods for sampling from the 
CB distribution [12,13]. Here we use the drafting sampling algorithm [12,13]. The 
technical details and the implementation of this algorithm are given in Section S2 and 
Procedure S1 in Supplemental Material. 
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(2) Optimization of the CE formula with the density of CB distribution. Substituting the CE 
formula (11) with the density of CB distribution, we have the following optimization 
problem: 
1
1
1
[ ,..., ]
0
[ ,..., ] 1
arg max ( )
( ; )1
arg max  [ { ( ) } ln ( ; )]
( ; )
T
n
T
n
k
w w
N
l
l k l
w w l l k
D
f
I T f
N f



 

 
w
w
w w
d w
d d w
d w
     (17) 
where ( ; )
l
f d w  is the density of the CB distribution as defined in equation (15). The 
details of solving this optimization problem are given in Section S3 and Procedure S2 in 
Supplemental Material. 
Combining these results and Procedure 1, we have the following adaptive importance 
sampling algorithm for unpaired two-group permutation test: 
Procedure 2 (Adaptive importance sampling algorithm for unpaired two-group 
permutation test – AISP2) 
A. Adaptive updating step: 
(1) Specify a constant  0,1 . Start with the initial parameters 0 [1,...,1]
Tw (i.e.
0
[1/ 2,...,1/ 2]Tp ). Set the iteration counter 0k  . 
(2) At the kth iteration, generate random samples 
1
,...,
N
z z  from CB distribution ( ; )
k
f  w  
according to Procedure S2 (Supplemental Material). Calculate the statistics 
1
,( ) ), (
N
T Tz z ,  and compute 
k
  as their sample (1 )  quantile, provided 
k
  . 
If 
k
  , set 
k
  . 
(3) Updating the parameter 
k
w  with 
1k
w  according to Procedure S3 (Supplemental 
Material). 
(4) If 
k
  , set 1k k   and reiterate from Step (2); otherwise, proceed to the 
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following Step B. 
B. Estimating step: 
Use ( ; )
k
f  w  as the IS density and generate random samples 
1
,...,
M
z z  from ( ; )
k
f  p . 
Estimate the p-value as 0
1
( ; )1
ˆ [ { ( ) } ]
( ; )
M
l
l
l l k
f
p I T
M f


 
z w
z
z w
. 
 
4 Results 
   In this section, we demonstrate the performance of our approach through simulations 
and on a real microarray dataset. 
 
4.1 Simulation studies for unpaired two-group permutation test 
The first numerical experiment concerns a one-sided permutation test for testing the means 
of two groups. In the first example, we test the means of two groups with sample sizes 
20k m  . The observed data of the first group are sampled from N(1, 1), N(1.25, 1) and 
N(1.5, 1) with a fixed seed [N(µ, σ) means the sample is drawn from a normal distribution 
with mean µ and standard deviation σ], and the observed data of the second group are 
always sampled from N(0, 1). Therefore, we have three different combinations of the two 
groups of data and the p-values of the three combinations are on the scale of 10-5, 10-6 and 
10-7, respectively. For each combination, we perform the permutation test using the crude 
permutation procedure and our approach AISP2. We also include another approach, the 
SAMC algorithm, which has a similar goal to our method but uses the stochastic 
approximation Markov chain Monte Carlo algorithm as described in [2], in our 
comparisons. Each procedure is repeated 100 times with different seeds. The test statistic 
used is the difference of the sample means between the two groups, which is equivalent to 
the Student's t-statistic in permutation tests [1]. The number of permutated samples used in 
one single run of the three procedures are as following: For the crude procedure, we use 
two different sets of permutation numbers, Crude-I and Crude-II, which differ by a factor 
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of 10. For Crude I procedure, the numbers of permutations are 1000 divided by the scale 
of the p-values, which results in 108, 109 and 1010 permutations. For Crude-II procedure, 
the numbers of permutations are the corresponding numbers of permutations used in Crude-
I divided by 10. For AISP2, the constant ρ is fixed at 0.1 and 2000 resamples is used in 
each iteration of the adaptive updating step and 10000 resamples is used in the estimating 
step. For SAMC, we use default values of the program, i.e. 2×105 permutated samples for 
refining the partitions of the test statistic and 106 permutated samples for the final step of 
estimating the p-value. The results of the average of the estimated p-values from 100 runs, 
the error metrics that show the precision of the estimates and the computation time of each 
algorithm are shown in Table 1. 
   We can see from Table 1 that the performance of AISP2 is between Crude-I and Crude 
-II in terms of the precision. Therefore, comparing the computation time with the two crude 
permutation procedures, AISP2 reduces the computation effort by roughly a factor from 25 
to 8079, and the efficiency increases as the p-value goes smaller. We note that the SAMC 
algorithm is partly implemented in C++ and AISP2 is completely implemented in R, so we 
should not directly compare the computation time between the two methods. But in this 
example, AISP2 has better performance in terms of both precision and computation time 
than the SAMC algorithm. 
   We also perform another simulation example with samples sizes 100k m   and the 
scales of p-values of 10-7, 10-8, 10-9 and 10-10. This time we run SAMC with different 
number of permutated samples: SAMC-I - we use 2×105 permutated samples for refining 
the partitions of the test statistic and 5×106 permutated samples for the final step of 
estimating the p-value; SAMC-II - we use 2×105 permutated samples for refining the 
partitions of the test statistic and 106 permutated samples for the final step of estimating 
the p-value. For AISP2, the constant ρ is fixed at 0.1 and 4000 resamples is used in each 
iteration of the adaptive updating step and 20000 resamples is used in the estimating step. 
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The results of this example are shown Table 2. We can see the precision of AISP2 decreases 
comparing with the previous example with 20k m   and is roughly on the same scale 
as SAMC-II. This issue is known as the degeneracy of the likelihood ratios for IS in high 
dimensions [15], which we further discuss in Section 5. The computation time of AISP2 is 
faster than both SAMC I and II, and the averages of the estimated p-values from the 100 
runs are similar for all procedures (Table 2). 
 
4.2 Application to a microarray gene expression study 
   The second experiment concerns a differential gene expression analysis of a real 
microarray dataset from a study of high-risk pediatric acute lymphoblastic leukemia (ALL) 
[16]. The data set is comprised of 191 children with ALL split into 67 who are minimal 
residual disease (MRD) positive and 124 who are MRD negative. The MRD status of each 
patient was assessed at the end of induction therapy. The data consist of 54675 expression 
levels of pretreatment leukemia cells for each patient, which were measured using the 
Affymetrix HG U133 Plus 2.0 platform. One of the goals was to identify genes that are 
differentially expressed between MRD-positive and -negative samples. It was achieved 
through the use of R package samr, which computes a modified t-statistic for the 
comparison of two-group data and uses permutations to estimate the p-value based on the 
modified t-statistic [3]. A list of differentially expressed genes between the MRD positive 
and MRD negative patients was identified and the 23 probe set (representing 21 unique 
genes) on the top of the list were selected to construct a classifier to predict the MRD status 
[16]. However, since the number of permutations generated by the samr package was 
limited, the 23 probe sets cannot be ranked by their statistical significance. Here we apply 
the AISP2 method to estimate the p-values of the 23 probe sets with higher precision and 
give a rank of them. The test statistic used is still the modified t-statistic as computed in 
the samr package [3]. For the purpose of comparison, we also perform crude permutations 
for the 23 probe sets. Both procedures are repeated 100 times with different seeds for each 
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individual probe set. The numbers of permutations for each procedure are: for crude 
procedure, 108 permutations are generated for each probe set; for AISP2, 4000 resamples 
is used in each iteration of the adaptive updating step and 10000 resamples is used in the 
estimating step. The results are shown in Table 3. As expected, AISP2 has remarkably 
better performance than the crude procedure in terms of the precision for those small p-
values (Table 3, see the standard deviation of the estimated p-values). For the computation 
time, the crude procedure takes 9.85×106s of CPU time and AISP2 takes 6.26×105s of CPU 
time on the AMD Opteron 6272, 2.1 GHz CPU. AISP2 saves about 16 times of 
computation time and achieves much higher precision comparing with crude permutation. 
 
5 Discussion and future work 
In this paper, we present a computationally efficient algorithm for estimating small p-
values from permutation tests using the adaptive cross-entropy method. Simulation studies 
and analysis of a real microarray dataset show that our approach achieves significant gains 
in computational efficiency comparing with existing methods. We should also note that the 
statistics used in our examples are very simple, and thus takes less amount of time to 
compute comparing with the time of generating the permutated samples. If the test statistics 
used in the permutation tests are relatively complicated, the crude procedure and SAMC 
will take even longer time, since both the two procedures need much more permutated 
samples than AISP2. 
   As we see in the second simulation example with 100k m  , one issue with the 
current implementation of the adaptive importance sampling method is that the variances 
of the estimated p-values increase with the sample sizes. The underlying reason for that 
issue is the number of parameters to be updated grows with sample sizes and the likelihood 
ratios involving in the importance sampling become more and more unstable with the 
number of parameters growing, which has been known as the “curse of dimensionality” of 
the likelihood ratios when using IS in high dimensional Monte Carlo simulations [15]. 
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Several methods have been introduced to deal with that problem. One method specifically 
dealing with the degeneracy of the likelihood ratios in adaptive CE method is called the 
“screening method”, which first identifies a subset of the parameters that have most 
significant effects in high dimensional Monte Carlo simulations and then only updates that 
subset of parameters via adaptive CE method [15]. As future work, we will consider of 
using this type of dimension reduction approaches in our method to reduce the variance in 
high-dimension problems. 
   A natural extension of this work is to extend the current adaptive importance re-
sampling approach for one-group and unpaired two-group data to multiple-group data. To 
that end, we need to parameterize the permutation sample space of multiple-group data by 
some distributions as we have done with one-group and unpaired two-group data. One 
direction is to sequentially applying the CB distribution to multiple groups. For instance, 
if we have three groups, we can first consider the second and third groups as one single 
group, and then select elements for the first group by the CB distribution, and then select 
elements for the second group using the CB distribution again, and the remaining 
unselected elements are assigned to the third group. Hence, the density of the distribution 
parameterizing the permutation sample space of the three-group data is the product of 
density of two CB distributions. We consider this extension as our future work.
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Table 1. Performance of different algorithms on the first two-group permutation test example ( 20k m  ).  
Each procedure is repeated 100 times with different seeds 
 
x1 x2 
  Crude I     Crude II   
?̂? MSE ARE MCRE #samples (time) ?̂? MSE ARE MCRE #samples (time) 
N(1, 1) N(0, 1) 6.70×10-5 5.81×10-13 - 1.14×10-3 108 (2.23×105) 6.72×10-5 5.28×10-12 2.46×10-3 3.44×10-3 107 (2.29×104) 
N(1.25, 1) N(0, 1) 4.76×10-6 4.81×10-15 - 1.47×10-3 109 (2.40×106) 4.77×10-6 5.01×10-14 2.79×10-3 4.72×10-3 108 (2.12×105) 
N(1.5, 1) N(0, 1) 3.67×10-7 3.01×10-17 - 1.50×10-3 1010 (1.97×107) 3.68×10-7 3.63×10-16 2.13×10-3 5.21×10-3 109 (2.17×106) 
 
  AISP2     SAMC   
?̂? MSE ARE MCRE #samples (time) ?̂? MSE ARE MCRE #samples (time) 
6.67×10-5 2.01×10-12 4.36×10-3 2.08×10-3 1.6×104 (9.04×102) 6.62×10-5 1.20×10-11 1.27×10-2 5.03×10-3 1.2×106 (6.72×104) 
4.71×10-6 1.44×10-14 1.02×10-2 2.32×10-3 1.8×104 (2.43×103) 4.66×10-6 4.95×10-14 2.08×10-2 4.21×10-3 1.2×106 (6.72×104) 
3.68×10-7 7.34×10-17 1.90×10-3 2.34×10-3 1.8×104 (2.44×103) 3.63×10-7 4.35×10-16 1.23×10-2 5.57×10-3 1.2×106 (6.97×104) 
 
The meanings of each column: 
N(µ, σ) means the sample is drawn from a normal distribution with mean µ and standard deviation σ. 
pˆ : this is the average of the estimated p-values from 100 runs of each algorithm, where pˆ  from Crude I method is used as the underlying true p-value in the following calculation 
of errors. 
MSE: mean square error, defined as 
2
1
1
ˆ( )
N
ii
p p
N 
 , where ˆ ip  is the estimated p-value from the ith ( 1,...,100i  ) run, p is the underlying true p-value and N is 100. 
ARE: absolute relative error, defined as ˆ| ( ) / |p p p , where pˆ  is the average of the 100 estimated p-values from 100 runs of each algorithm. 
MCRE: Monte Carlo relative error, defined as 
/S N
p
, where S  is the sample standard deviation of the 100 estimated p-values from 100 runs of each procedure. 
#samples: this is the total number of permutated samples used for one single run of each algorithm. For SAMC, we used default values of the program, i.e. 2×105 resamples for 
refining the partitions of the test statistic and 106 resamples for the final step of estimating the p-value. 
time: this is the CPU time in seconds of 100 runs on a cluster with 64 cores of AMD Opteron 6272, 2.1 GHz CPU (For Crude I method with 1010 permutations, we split the jobs on 
two clusters. The time reported here is the sum of CPU time with 60 runs on 60 cores of AMD Opteron 6272, 2.1 GHz CPU and 40 runs on 40 cores of AMD 8214, 2.2 GHz).
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Table 2. Performance of different algorithms on the second two-group permutation test example ( 100k m  )  
Each procedure is repeated 100 times with different seed 
 
x1 x2 
AISP2 SAMC I SAMC II 
?̂? (S.D.*) #samples (time)  ?̂? (S.D.*) #samples (time) ?̂? (S.D.*) #samples (time) 
N(0.5, 1) N(0, 1) 9.54×10-7 
(3.69×10-8) 
3.6×104 
(2.71×104) 
9.58×10-7 
(2.60×10-8) 
5.2×106 
(3.03×105) 
9.45×10-7 
(5.60×10-8) 
1.2×106 
(7.80×104) 
N(0.6, 1) N(0, 1) 2.62×10-8 
(4.35×10-9) 
3.6×104 
(3.34×104) 
2.65×10-8 
(8.37×10-10) 
5.2×106 
(3.03×105) 
2.60×10-8 
(1.71×10-9) 
1.2×106 
(8.02×104) 
N(0.65, 1) N(0, 1) 3.64×10-9 
(1.11×10-9) 
**4×104 
(4.16×104) 
3.89×10-9 
(1.39×10-10) 
5.2×106 
(3.03×105) 
3.82×10-9 
(2.66×10-10) 
1.2×106 
(8.07×104) 
N(0.7, 1) N(0, 1) 5.13×10-10 
(2.47×10-10) 
4×104 
(4.18×104) 
5.41×10-10 
(2.09×10-11) 
5.2×106 
(3.03×105) 
5.19×10-10 
(4.27×10-11) 
1.2×106 
(8.14×104) 
 
*S.D.: this is the sample standard deviation of the estimated p-values from 100 runs of each algorithm. The meanings of the rest columns are the 
same as Table 1. 
**Among the 100 runs in this simulation, one single run reach the target threshold value after 5 iterations, and the rest 99 runs all take 4 iterations. 
So the total number of resamples for that single run is 4×104 and the rest is 3.6×104. 
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Table 3. Estimated exact p-values for the top 23 probe sets of the MRD data. 
Each procedure is repeated 100 times with different seed 
Total CPU time: Crude - 9.85×106s; AISP2 - 6.26×105s 
 
Probe Set ID Gene Symbol Crude P-value (S.D.)* AISP2 P-value (S.D.)* Gene Description 
242747_at --- 2.40×10-9 (6.53×10-9) 2.71×10-9 (7.89×10-10) 
NCI_CGAP_Brn35 Homo sapiens cDNA clone 
IMAGE:2616532 3’ mRNA sequence 
1564310_a_at PARP15 3.80×10-9 (7.89×10-9) 4.39×10-9 (8.51×10-10) poly (ADP-ribose) polymerase family, member 15 
201718_s_at EPB41L2 3.20×10-9 (7.90×10-9) 4.41×10-9 (7.29×10-10) erythrocyte membrane protein band 4.1-like 2 
219032_x_at OPN3 3.02×10-8 (2.58×10-8) 2.89×10-8 (9.21×10-9) opsin 3 
201719_s_at EPB41L2 6.82×10-8 (2.96×10-8) 7.16×10-8 (8.76×10-9) erythrocyte membrane protein band 4.1-like 2 
205429_s_at MPP6 8.98×10-8 (4.06×10-8) 8.67×10-8 (5.01×10-9) 
membrane protein, palmitoylated 6 (MAGUK p55 subfamily 
member 6) 
1553380_at PARP15 1.12×10-7 (5.17×10-8) 1.07×10-7 (1.05×10-8) poly (ADP-ribose) polymerase family, member 15 
207426_s_at TNFSF4 1.65×10-7 (6.05×10-8) 1.58×10-7 (2.61×10-8) 
tumor necrosis factor (ligand) superfamily, member 4 (tax-
transcriptionally activated glycoprotein 1, 34kDa) 
209286_at CDC42EP3 1.76×10-7 (6.15×10-8) 1.73×10-7 (2.52×10-8) CDC42 effector protein (Rho GTPase binding) 3 
221841_s_at KLF4 2.14×10-7 (6.08×10-8) 2.00×10-7 (1.81×10-8) Kruppel-like factor 4 (gut) 
227336_at DTX1 4.17×10-7 (8.82×10-8) 4.27×10-7 (2.48×10-8) deltex homolog 1 (Drosophila) 
225685_at --- 4.75×10-7 (9.85×10-8) 4.89×10-7 (3.02×10-8) CDNA FLJ31353 fis, clone MESAN2000264 
213358_at KIAA0802 6.30×10-7 (1.10×10-7) 6.16×10-7 (4.72×10-8) KIAA0802 
219990_at E2F8 6.57×10-7 (1.05×10-7) 6.60×10-7 (6.28×10-8) E2F transcription factor 8 
204562_at IRF4 6.78×10-7 (1.19×10-7) 6.70×10-7 (4.00×10-8) interferon regulatory factor 4 
213817_at --- 8.91×10-7 (1.32×10-7) 8.71×10-7 (4.90×10-8) CDNA FLJ13601 fis, clone PLACE1010069 
201710_at MYBL2 8.89×10-7 (1.28×10-7) 8.95×10-7 (4.95×10-8) v-myb myeloblastosis viral oncogene homolog (avian)-like 2 
232539_at --- 9.79×10-7 (1.35×10-7) 9.58×10-7 (5.75×10-8) 
MRNA; cDNA DKFZp761H1023 (from clone 
DKFZp761H1023) 
218589_at P2RY5 1.36×10-6 (1.67×10-7) 1.37×10-6 (7.05×10-8) purinergic receptor P2Y, G-protein coupled, 5 
218899_s_at BAALC 1.54×10-6 (1.97×10-7) 1.57×10-6 (6.73×10-8) brain and acute leukemia, cytoplasmic 
225688_s_at PHLDB2 2.04×10-6 (1.86×10-7) 2.06×10-6 (1.31×10-7) pleckstrin homology-like domain, family B, member 2 
242051_at CD99 5.66×10-6 (3.16×10-7) 5.66×10-6 (2.84×10-7) CD99 molecule 
220448_at KCNK12 7.03×10-6 (3.73×10-7) 7.08×10-6 (3.39×10-7)** potassium channel, subfamily K, member 12 
 
*P-value is the average of the estimated p-values from 100 runs of each algorithm; S.D. is the sample standard deviation of the estimated p-values from 100 runs of 
each algorithm. 
**For this probe set, there is one outlier with p-value of 2.807e-5 among the 100 runs of AISP2. For that single run, the adaptive updating step does not reach the 
target threshold value after 20 iterations. The p-value and S.D. for this probe set in the table are based on the 99 runs with that outlier removed. The estimated p-
value and SD based on all the 100 runs are 7.290e-06 (2.130e-06).
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Supplemental Material 
 
S1. Derivation of the solution to the CE formula for one-group permutation test 
   In this section, we derive the solution to the CE formula for one-group permutation test, i.e. 
equation (13) in the main text. First we copy equation (13) here 
1 1
1 0
[ ,..., ] [ ,..., ] 1
1
arg max  ( ) arg max [ { ( ) } ( ; , ) ln ( ; )]
T T
n n
N
k l k l k l
p p p p l
D I T Q f
N


  
  
p p
p p z z p p z p            (S1) 
where 0
0
( ; )
( ; , )
( ; )
l k
k
f
Q
f

z p
z p p
z p
  is the likelihood ratio. Problem (S1) can be solved by 
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=0, we obtain the following closed form solution for p : 
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S2. Sampling from the CB distribution 
   We first copy the density of the CB distribution [equation (15) in the main text] here: 
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where 
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nn
k i ii i
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                                                 (S3) 
is a normalization constant and 
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i i i
w p p i n   , is the vector 
of odds. Under this parameterization, 
i
w ’s (or equivalently, 
i
p ’s ) are the parameters of the CB 
distribution (note that 
k
R  also involves 
i
w ’s). Chen et al provides a procedure called the drafting 
sampling algorithm for generating random samples from CB distribution [1-3] that we describe 
below. First let 
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   Following [1,2], the normalization constants 
k
R  and 
1,k j
R

 can be recursively computed using 
the following relationship: 
Procedure S1 (Computation of the normalization constants of CB distribution)  
Define the following quantities: 
1
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T w

  and ,
i
i j i j
T T w   , 1,...,i k  , 1,...,j n  . Start with 
0
1R   and 
0,
1
j
R  , 1,...,j n , then 
k
R  and 
1,k j
R

, 1,..., ,  1,...,k n j n   can be computed as 
1
1
1
( 1)
k i
k i k ii
R TR
k


  ,                                                  (S5) 
1 1
1, , 1 ,1
1
( 1)
1
k i
k j i j k i ji
R T R
k
 
  
 

 , 1,...,j n                            (S6) 
 
   To sample from CB distribution, we need to further define the following quantities: the first 
quantity is 
1
[ ,..., ]T
n
 π  called the coverage probabilities of CB distribution [2,3], which is 
given as 
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and the second quantity is 
1 2
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a a aa , which is called the coverage probability distribution, 
given by 
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We can see a  is normalized from π  to form a legitimate probability distribution. The quantities 
a , π and the normalization constants 
k
R  and 
1,k j
R

 have the following relationship [2,3]: 
1
1
1
1,
1
1
1,
Pr( 1| )
Pr( 1, 1)
Pr( )
(1 )
(1 )
,  1,..., .
n
j ij i
j
j ii j
n
ii
j k j i
i j
n
k ii
j k j
k
d d k
a
k k
d d k
k d k
p R w
kR w
w R
j n
kR










 
 
  





 





                                               (S8) 
   The drafting sampling algorithm selects the k indices of 1’s (recall that 1 indicates 
i
x  belongs to 
Group 1 and 0 indicates 
i
x  belongs to Group 2) according to a  one by one, which is given below 
[2,3]: 
Procedure S2 (Sampling from CB distribution) 
1. Start with two sets: S    (which will contain k indices of 1’s after the procedure) and 
{1,..., }C n  (which contains the indices to be selected). Set iteration counter 1i  . 
2. While i k , compute 
k
R  and 
1,k j
R

, j C , { , }
i
w i C  based on Procedure S1, and compute 
the corresponding a  based on equation (S8). 
3. Draw ~
i
J a . Set { }
i
S S J  , \{ }
i
C C J  and 1i i  . Return to Step 2. 
4. If i S , then set 1
i
d  ; If i C , the set 0
i
d  . Output 
1 2
[ , ,..., ]T
n
d d dd  as the final partition 
vector and determine the permutated sample z  according to d . 
 
S3. Optimization of the CE formula with the density of CB distribution. 
   We first copy the optimization problem [equation (17) in the main text] here: 
1
1
1
[ ,..., ]
0
[ ,..., ] 1
arg max ( )
( ; )1
arg max  [ { ( ) } ln ( ; )]
( ; )
T
n
T
n
k
w w
N
l
l k l
w w l l k
D
f
I T f
N f



 

 
w
w
w w
d w
d d w
d w
                     (S9) 
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To simplify notations, drop the constant
1
N
 and also note that the term 0
( ; )
{ ( ) }
( ; )
l
l k
l k
f
I T
f

d w
d
d w
 is 
a constant with respect to w , hence define 
0
1
1
( ; , )
: { ( ) }
( ; , )
l
l l k k
l
f n
S I T
f n
 
d w
d
d w
 and problem (S9) can 
be written as 
1 1
1
[ ,..., ] [ ,..., ] 1
arg max ( ) arg max  [ ln ( ; )]
T T
n n
N
k l l
w w w w l
D S f

  
  
w w
w w d w                        (S10) 
Further calculation by plugging ( ; )
l
f d w  [see equation (S2)] in ( )D w  shows that 
1
1
1
1
1
1
1
1
1
[ ln( )]
[ ( ln ln )]
ln
li
n d
N
ii
l
l n
N
n
l li i ni
l
N
n
i i n li
l
w
D S
R
S d w R
y R S







 
 


 
 
                                        (S11) 
where : ln
i i
w   and 
1
:
N
i l lil
y S d

  for 1,...,i n  . From (S11), using the new parameterization 
1
[ ,..., ]T
n
 θ  and noting that the second term 
1
1
ln
N
n l
l
R S

  does not involve iy , we can see that D 
belongs to exponential families, and 
1
[ ,..., ]T
n
y yy   are the sufficient statistics for θ  [4,5]. 
Following standard results of exponential families [5], the first derivatives of D  is 
( )
D
E

 

y y
θ
                                                       (S12) 
and the MLE of the parameter θ  [or equivalently, the solution to (S10)] can be obtained by setting 
0
D

θ
, which is the solution to  
1
( )
N
ll
E S

  y y π                                                  (S13) 
The second equality in (S13) follows from the definition of π  in (S7).  
   Using equation (S8), (S13) can be re-written as 
1,
1
i k i i
N
k ll
wR y
R S




, 1,...,i n                                             (S14) 
In the literature, three iterative algorithms have been proposed to solve the MLE of CB distribution, 
which is similar to problem (S14): (1) A generalized iterative scaling algorithm by [6]. (2) An 
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iterative proportional fitting algorithm by [3] and [4]. (3) A Newton-Raphson type algorithm by 
[4]. Following the work of Chen et al [4] and in our implementation, the second algorithm is the 
most efficient method in all of our applications. Below we gives the iterative procedure of the 
algorithm. Details of the procedure can be found in [3,4]. 
Procedure S3 (Optimization of the CE formula with the density of CB distribution) 
1. Sort y  in ascending order and let the sorted values be 1' [ ' ,..., ' ]
T
n
y yy . 
2. Start with (0)
1
'
,  1,...,i
i N
ll
y
w i n
S

 

. 
3. Subsequently update ( )tw  by 
( )
( )
1,( 1)
( )
1, 1
'
, 1,..., 1
t
t
i k nt
i Nt
k i ll
y R
w i n
R S


 
  

w w
; ( 1) ( )
1
't t i
n n N
ll
y
w w
S


 

          
until convergence, where (t) means at the tth iteration. 
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