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We determine with unprecedented accuracy the lowest 900 eigenvalues of two quantum constant-
width billiards from resonance spectra measured with flat, superconducting microwave resonators.
While the classical dynamics of the constant-width billiards is unidirectional, a change of the di-
rection of motion is possible in the corresponding quantum system via dynamical tunneling. This
becomes manifest in a splitting of the vast majority of resonances into doublets of nearly degenerate
ones. The fluctuation properties of the two respective spectra are demonstrated to coincide with
those of a random-matrix model for systems with violated time-reversal invariance and a mixed
dynamics. Furthermore, we investigate tunneling in terms of the splittings of the doublet partners.
On the basis of the random-matrix model we derive an analytical expression for the splitting distri-
bution which is generally applicable to systems exhibiting dynamical tunneling between two regions
with (predominantly) chaotic dynamics.
PACS numbers: 03.65.Sq, 05.45.Mt, 41.20.Jb, 73.40.Gk, 74.50.tr,
I. INTRODUCTION
The spectral fluctuation properties of a generic quan-
tum system with chaotic classical dynamics are known to
be universal and to depend only on the associated sym-
metry class [1–3]. Accordingly, those of the eigenener-
gies of spinless, chaotic systems possessing time-reversal
invariance are well described by the Gaussian Orthog-
onal Ensemble (GOE) of random matrices [4, 5]. On
the other hand, if time-reversal invariance is absent, the
eigenvalue statistics coincides with that of random matri-
ces from the Gaussian Unitary Ensemble (GUE). Indeed,
such a spectral behavior is observed in generic chaotic
systems, but not necessarily if additional discrete symme-
tries are present. A well known example is provided by
time-reversal invariant systems with rotational symme-
tries. For instance, the spectrum of billiards with three-
fold symmetry can be split into singlets and doubly de-
generate levels. While the former follow GOE statistics,
the latter, in fact, behave like the eigenvalues of random
matrices from the GUE [6–8].
A different dynamical mechanism for the “breaking”
of the time-reversal invariance was proposed in Ref. [9],
where quantum billiards defined on a domain of con-
stant width with smooth boundaries were considered. By
virtue of the special geometry of these billiards their clas-
sical phase space is split into two ergodic components: a
particle launched into the billiard in clockwise and an-
ticlockwise direction, respectively, moves in that rota-
tional direction forever [10]. They correspond to two
parts of the phase space that are well seperated by a re-
gion of Kolmagorov-Arnold-Moser (KAM) tori and pos-
sess an almost fully chaotic dynamics. Other examples of
constant-width billiards where two ergodic components
with fully chaotic dynamics are separated in phase space
∗Electronic address: dietz@ikp.tu-darmstadt.de
by just one singular line are given in Refs. [11–13].
Such a remarkable separation of the phase space, in
turn, leads to extraordinary properties of the correspond-
ing quantum billiard. In particular, its spectrum can be
split into quasi-degenerate doublets and singlets. Fur-
thermore, for billiards of constant width with smooth
boundaries the spectral statistics of the doublets was
shown to be of GUE type rather than of GOE type [9].
This indeed is reminiscent of the spectral structure in
systems with threefold symmetries. However, contrary to
the latter, the energy levels in the doublets of constant-
width billiards are not fully degenerate but rather have
very small splittings as compared to the mean spacing of
the doublets. While the switching between clockwise and
anticlockwise motion is classically strictly forbidden, it is
possible via tunneling through the barrier of KAM tori in
the quantum billiards. This effect, known as dynamical
tunneling, manifests itself in the eigenenergy splittings
within the doublets.
Dynamical tunneling has been extensively investigated
in the last two decades. Reference [14] provides a detailed
survey on current theoretical and experimental studies
within that field of research. So far, most of the works
have focussed on tunneling of quantum particles from
regular to chaotic regions of phase space. To describe this
phenomenon, various methods based both on semiclassi-
cal approaches and on Random Matrix Theory (RMT)
have been developed [15–18]. The regular-to-chaotic tun-
neling process is also a building block of the theory of
chaos-assisted tunneling [19–24] which describes tunnel-
ing between two regions with regular dynamics through
one with chaotic dynamics. First experimental evidence
for chaos-assisted tunneling in a flat microwave annular
billiard has been presented in Refs. [25, 26]. For the bil-
liards of constant width the situation is in fact opposite.
Here, a quantum particle tunnels through a dynamical
barrier of regular KAM tori between two regions with
chaotic dynamics. To the best of our knowledge such a
chaos-to-chaos scenario has been studied so far only for
2TABLE I: List of the coefficients an defining the boundaries
Eq. (1) of billiards B1 and B2.
a0 a1 a3 a5 a2n, n ≥ 1 a2n+1, n ≥ 3
B1 12 0 3
2
i 3 0 0
B2 12 0 2i 3.9 0 0
potential barriers [27].
Since the tunneling is reflected in the size of the energy
splittings, an understanding of their statistical properties
is of great interest. The main goal of the present work
is to obtain the energy levels of two billiards of constant
width experimentally and to study the distribution of
the doublet splittings. It should be noted that in the
semiclassical limit the splittings become very small in
comparison to the mean spacing of the doublets. Ac-
cordingly, the experimental determination of the eigen-
values is very challenging because it requires very precise
measurements which we achieved by using superconduc-
ting microwave billiards. We present a RMT model for
the splitting distribution that, as is demonstrated in the
present article, describes the experimental results very
well.
The article is organized as follows. In Sec. II we sum-
marize the salient properties of the classical dynamics of
constant-width billiards. Section III comprises the de-
scription of the microwave experiments. We used the
resonance frequencies extracted from the experimental
spectra to compute the associated wave functions and
the Husimi functions. This is outlined in Sec. IV. In
Sec. V we show results for the spectral properties of two
microwave constant-widths billiards and in Sec. VI for
their splitting distributions. The RMT model developed
to describe the latter is introduced in Sec. VII, and the
analytical results derived from it in Sec. VIII. Finally,
we present our conclusions in Sec. IX.
II. CONSTANT-WIDTH BILLIARDS
The billiards under consideration are convex and have a
constant width, i.e., such a billiard can be inserted in a
square which touches it at each of its side, and this still
will be the case when the billiard is rotated. The points
(x(α), y(α)) on the boundary can be expressed as the real
and imaginary parts of the complex function [10]
z(α) = −ia0 − i
∑
n∈Z
an
n+ 1
(
ei(n+1)α − 1
)
, α ∈ [0, 2π)
(1)
where a−n = a
∗
n, a1 = 0 and a2n = 0 for n > 0.
The width, i.e., the diameter and the perimeter equal
2R = 2a0 and 2πa0, respectively. We investigated the
properties of two constant-width billiards, called B1 and
B2 in the following. The sets of coefficients an were cho-
sen as listed in Tab. I. A sketch of the billiard shapes is
shown in Fig. 1.
FIG. 1: (Color online) Sketches of the two billiard shapes.
That of billiard B1 is shown in red (dark gray), that of B2 in
blue (light gray). They are barely distinguishable.
FIG. 2: (Color online) PSOS for billiard B1. For its construc-
tion particles were launched into the billiard in clockwise di-
rection. Due to unidirectionality only the upper half (p > 0)
of the PSOS is filled. The chaotic sea is bordered by a re-
gion of whispering gallery orbits around p = 1 plotted in red
(dark gray) and a region of regular orbits around the BBOs
at p = 0 depicted in blue (light gray). A zoom into these
regions is shown in Fig. 3 for B1 and B2. The inset shows an
example for a whispering gallery orbit in red (dark gray) and
a BBO in blue (light gray).
Constant-width billiards have the particular property
that a particle launched into the billiard in a certain rota-
tional direction will always rotate in the same direction,
that is, the classical dynamics is unidirectional. This be-
comes obvious when looking at the Poincare´ surface of
section (PSOS), shown in Fig. 2. Plotted is the sinus of
the angle between the particle trajectory and the normal
to the boundary at the point of impact, p = sin θ, ver-
sus the location q of the latter measured in units of the
arclength along the boundary. For the construction of
the PSOS all particles were launched into the billiard in
clockwise direction, so due to the unidirectionality only
the upper half of the PSOS (p > 0) is filled. As is visi-
ble in Fig. 2, the PSOS of B1 consists of a large chaotic
sea (black dots) but also contains two regions of regu-
lar KAM tori: one with whispering gallery orbits close
to |p| = 1 shown in red (dark gray), and the barrier re-
3FIG. 3: (Color online) Regular regions in the PSOS of B1
(left) and B2 (right). Shown are a zoom into the region
around the whispering gallery orbits (p ≃ 1) and one into
that around the BBOs (p ≃ 0).
FIG. 4: Small regular islands in the chaotic sea of the PSOS
(black spots). The left inset illustrates the periodic orbit cor-
responding to them. Only this one was found. For the billiard
used in the experiment it has a length of 2.305 m. The right
inset shows a zoom into one of the small islands.
gion around the diameter orbits at p = 0 depicted in blue
(light gray). We call the latter in the following “Bouncing
Ball Orbits” (BBOs) because they bounce back and forth
between two opposite sides of the billiard [28]. Thus the
classical dynamics is mixed regular / chaotic. Examples
for a whispering gallery orbit and a BBO are depicted in
the inset of Fig. 2.
Although the shapes of B1 and B2 are barely distin-
guishable, their PSOSs differ in the widths of the regular
regions, that are larger in B1 as demonstrated in Fig. 3.
For that billiard we in addition found very small regular
islands in the chaotic sea that are marked by black spots
in Fig. 4. They correspond to one regular orbit with 11
reflections and a length of 2.305 m for the billiard geom-
etry used in the experiment. It is shown together with a
zoom into one such island in the left and the right inset
of the figure, respectively. We only found this regular
orbit with islands in the chaotic sea for B1, and none for
B2. Thus, if there are any at all for B2, then they are
even smaller than for B1.
FIG. 5: (Color online) Photo of the microwave cavity with
the shape of B1. It was constructed from copper plates. A
hole with the shape of the billiard was milled out of the bot-
tom plate. The top plate has been removed. For the mea-
surements both plates were lead-plated and screwed together
tightly through the holes along the cavity boundary.
III. EXPERIMENT
The change from clockwise to anticlockwise motion,
that is, the transition from positive to negative momen-
tum and vice versa is classically forbidden. In the quan-
tum billiard, however, this is possible via dynamical tun-
neling [29] through the KAM tori barrier in the vicinity
of the line p = 0. The aim of the present work was the
investigation of the spectral properties and the dynami-
cal tunneling of quantum billiards with the shapes of B1
and B2.
We determined the eigenvalues experimentally using
flat cylindrical microwave resonators. Below a certain
excitation frequency of the microwaves sent into such
a resonator, which corresponds to a wave length equal
to twice the height of the resonator, the electric field
strength is parallel to the cylinder axis. Then the un-
derlying Helmholtz equation is mathematically equiva-
lent to the Schro¨dinger equation of the quantum billiard
of corresponding shape with Dirichlet boundary condi-
tions [30–32]. Accordingly the eigenvalues and the eigen-
functions of the latter are directly related to the reso-
nance frequencies and the electric field strengths inside
the microwave resonator, respectively, which is therefore
called microwave billiard.
The microwave billiards were constructed from two
copper plates, where a hole with the shape of the re-
spective billiard was milled out of the bottom one. A
photo of the cavity with the shape of B1 is shown in
Fig. 5. For both billiards the diameter was chosen equal
to 24 cm. The depth of the holes and thus the height of
the resonators was 5 mm which corresponds to a maxi-
mum frequency of 30 GHz.
The eigenvalues were determined from the positions of
the resonances in the transmission spectra that were mea-
sured with high precision at superconducting conditions.
In order to attain superconductivity at liquid helium tem-
perature both plates were lead-plated and screwed tightly
together through holes along the boundary (see Fig. 5),
4FIG. 6: Resonance spectrum measured with B1. The upper
panel shows it in a frequency range from 15.4−15.9 GHz, the
lower one a zoom into a triplet of nearly degenerate pairs of
resonances.
thus achieving a quality factor Q ≈ 106 − 107. For the
measurement of the resonance spectra two antennas were
attached to the top plates and microwave power was cou-
pled into the resonators through one antenna and coupled
out either via the same or via the other one. A vector
network analyzer measured the relative phase and am-
plitude of the output to the input signal. This yields
the scattering matrix elements S11, S12, S21 and S22 de-
scribing the scattering processes with the antennas 1 and
2 acting as single scattering channels.
We determined the resonance frequencies up to
25 GHz. Part of the spectrum measured with B1 is
shown in the upper panel of Fig. 6. At first sight the
spectrum seemed to consist of single, sharp resonances.
However a closer look revealed that almost all resonances
are split into doublets (see lower panel of Fig. 6). This
quasidegenerate structure is attributed to the tunneling
from one rotational direction to the other one. Here, one
doublet partner corresponds to the symmetric, the other
one to the antisymmetric combination of clockwise and
anticlockwise quasimodes that have Husimi distributions
localized in the upper and the lower part of the PSOS [9],
respectively. In addition, we observed a few singlets that
are associated with the BBOs located along the p = 0 line
in the PSOS. For both billiards the resulting eigenvalue
spectra consisted of 15 singlets and ≈ 390 doublets.
The singlets are analogous to the zero-momentum
modes of the circle quantum billiard with the same di-
ameter 2R = 2a0 [33]. The eigenfunctions of the latter
correspond to J0(k
c
nr) Bessel functions with the eigenval-
ues kcn determined by the Dirichlet boundary condition
FIG. 7: Differences between the zeroes of the J0 Bessel func-
tion and the measured resonance frequencies of the singlets
for B1 (crosses) and B2 (circles). Shown are the absolute val-
ues of the differences of the corresponding wave numbers k,
where k = 2pif/c.
J0(k
c
nR) = 0. Figure 7 shows the deviations of the values
of the wave numbers ksn = 2πf
s
n/c, with f
s
n denoting the
resonance frequencies of the singlets in B1 and B2, from
the wave numbers kcn. They are slightly larger for B2.
This is expected, because in its PSOS the width of the
regular region around the BBOs is smaller than for B1,
indicating that its shape corresponds to a more deformed
circle.
IV. NUMERICAL COMPUTATION OF THE
WAVE FUNCTIONS AND HUSIMI FUNCTIONS
To better understand the structure of the spectra, we
computed for each experimentally determined eigenvalue
the associated wave function and Husimi function nu-
merically using the method of Vergini and Saraceno [34].
This method yields all eigenvalues and eigenfunctions in
a narrow energy range by solving a generalized eigen-
value problem in terms of integrals over the boundary.
In order to avoid the missing of eigenvalues we computed
them in a sliding energy intervall with width of approxi-
mately 1/100 of the mean level spacing. Accordingly the
resulting list contains replications of each eigenvalue. To
select the eigenvalues of the billiards, we compared the
fluctuating parts Nfluc(k) of the experimental (full black
line) and the numerical (dashed red line) integrated re-
sonance densities shown in Fig. 8 for B1. Note the slight
shift between the curves. It is attributed to the shrink-
ing of the microwave billiard when cooling it down to
4.2 Kelvin. To test whether pairs of eigenvalues are in-
deed doublet partners, i.e., that they do not differ due to
the limited numerical accuracy, we computed the over-
lap of their wave functions. This provides a very efficient
method for the extraction of the eigenvalues, because the
5FIG. 8: (Color online) Comparison of the experimentally
(black full line) and the numerically (red dashed line) deter-
mined fluctuating parts of the integrated resonance density
for B1. This was done to identify in the list of possible eigen-
values obtained with the method of Saraceno and Vergini [34]
the eigenvalues of the billiards.
overlap must vanish for genuine doublet states.
A Husimi function on the PSOS is defined as the pro-
jection of the normal derivative of the associated wave
function at the boundary onto a coherent state [35]. We
use a periodization of a one-dimensional coherent state
on the boundary of the billiard,
Hn(p, q) =
1
2πkn
1∫ L
0 dq
′
∣∣∣〈nˆ(q′), ~∇Ψn(q′)〉∣∣∣2 (2)
×
∣∣∣∣∣
∫ L
0
dq′
〈
nˆ(q′), ~∇Ψn(q′)
〉
Cρ(p,q)(q
′; kn)
∣∣∣∣∣
2
,
with
Cρ(p,q)(q
′; kn) =
(
kn
πρ2
)1/4
(3)
×
∞∑
m=−∞
exp
(
ipkn (q
′ − q +mL)− kn
2ρ2
(q′ − q +mL)2
)
.
Here, the quantity ρ sets the resolution of the Husimi
plots. We also looked at the projection of the Husimi
function onto the p axis, i.e., its integral over the q coor-
dinate,
Hn(p) =
∫ L
0
dqHn(p, q). (4)
For B1 we determined the wave functions and Husimi
functions of 15 singlets and 394 doublet pairs. Most of
the doublets are localized in the chaotic part of the PSOS.
In Fig. 9 we show for one example the wave functions (up-
per panels), the Husimi functions (middle panels) and
the projection of the left Husimi function onto the q axis
FIG. 9: (Color online) Squared modulus of the computed
wave functions in the billiard plane (upper panels), the as-
sociated Husimi functions (middle panels) and the projection
of the Husimi function of the left doublet partner onto the q
axis (lower panels) for B1, where the color scale is given to
the left of the upper panels. Shown are the results for the
chaotic modes with numbers 153 (left) and 154 (right). The
wave functions are spread over the whole billiard area and
the Husimi functions extend over the whole chaotic part of
the PSOS. Likewise, the projection Hn(p) is nonvanishing for
most values of p.
(lower panel). The associated Husimi functions extend
over the whole chaotic part of the PSOS, thus they cor-
respond to “chaotic” modes [35]. In Fig. 10 (a) we show
the functions for one of the singlet states. The wave func-
tion resembles a J0-Bessel function which is deformed at
the corners of the billiard. The associated Husimi func-
tion is shown in the middle panel of Fig. 10 (a). It is
strongly localized around p = 0 and its projection onto
the q axis shown in the lower panel of Fig. 10 (a) exhibits
there a sharp peak. This demonstrates that the singlets
indeed are associated with the BBOs in the classical bil-
liard. Furthermore, there are modes that are essentially
localized in the integrable part of the PSOS. These “reg-
ular” modes can be assigned to four different families.
Barrier KAM modes: In Figs. 10 (b) and (c) two
examples are presented. The wave functions are local-
ized along the BBOs and likewise the Husimi functions
in the region of the KAM tori barrier. The projection
of the Husimi function shown in Fig. 10 (b) exhibits a
sharp maximum at p = 0, the one shown in Fig. 10 (c)
6FIG. 10: (Color online) Same as Fig. 9. Panels (a) show the wave functions, Husimi functions and the projection of the Husimi
function of the left doublet partner onto the q axis for a singlet state of B1. Panels (b) present these functions for the pair
of barrier KAM modes with numbers 575 and 576, panels (c) those for that with numbers 579 and 580. The wave functions
are localized along the BBOs, the Husimi functions around the barrier of the KAM tori. Their projections exhibit a maximum
along the p = 0 line for the former pair, a mimimum that is bordered by two sharp maxima for the latter one.
has there a dip which is bordered by two sharp maxima.
Whispering gallery modes: An example for such a
doublet is shown in Fig. 11 (a). The wave functions are
localized close to the billiard boundary, the Husimi func-
tions close to p = ±1 and their projections onto the q axis
exhibit there sharp peaks. Island modes: In Fig. 11 (b)
the pairs of wave functions and Husimi functions are de-
picted for one example. They are localized around the
regular orbit associated with the regular islands in the
chaotic sea presented in Fig. 4. Hybrid modes: One
example is shown in Fig. 11 (c). The associated Husimi
functions are mostly localized in the region outside the
KAM tori but also have a nonvanishing component at
p = 0.
Similarly, we determined for B2 the wave functions and
Husimi functions of 15 singlets and 390 doublet pairs.
For B1 (B2) we found altogether 41 (13) pairs of wave
functions that correspond to whispering gallery modes.
Amongst the KAMmodes the Husimi functions of 21 (20)
pairs exhibit a maximum at p = 0, while those of 24 (15)
pairs have a minimum there. Furthermore, we found 12
(31) hybrid modes. Thus we found for B2 less “regular”
modes than for B1. This is consistent with the fact that
the regular regions in the PSOS of B2 are narrower than
those for B1 (see Fig. 3).
V. FLUCTUATION PROPERTIES IN THE
SPECTRUM OF ONE DOUBLET PARTNER
For the study of the spectral properties we separated
the eigenvalue spectra obtained from the measured re-
sonance spectra into 3 parts, one part containing the
smaller resonance frequencies f ln = ck
l
n/(2π) of the dou-
blets, i.e., that of the left resonances of the doublets in
the transmission spectra (see Fig. 6), a second one com-
prising the larger ’right’ ones denoted by f rn = ck
r
n/(2π),
and a third one containing the singlets. That this is pos-
sible is a clear indication that the correlations between
the doublet partners and that of the doublets with the
singlets are much weaker than those amongst the left or
the right doublet partners. We indeed could simply dis-
regard the singlets and consider the spectral properties
of the eigenvalue sequences {kln} and {krn} separately.
Since they are essentially identical on the scale of the
mean eigenvalue spacing, we restrict in the following to
those of {krn}.
For the investigation of the spectral properties we first
unfolded the spectra {kln} and {krn} with Weyl’s for-
mula [36] to mean spacing unity, {kln} → {k˜ln} and
{krn} → {k˜rn}. Figure 12 shows in black the experi-
mental results for the distribution P(s) of the spacings
s between adjacent eigenvalues and for the Dyson-Mehta
statistic ∆3(L), which gives the least square deviation of
7FIG. 11: (Color online) Same as Fig. 9. Panels (a) show the wave functions, Husimi functions and the projection of the Husimi
function of the left doublet partner onto the q axis for the doublet with mode numbers 113 (left) and 114 (right) of B1. The
wave functions are localized close to the boundary and the Husimi functions near p = ±1. Likewise, the projection Hn(p)
is nonvanishing only there. Hence, these modes correspond to whispering gallery modes. In panels (b) these functions are
depicted for the island modes with numbers 123 and 124. The wave functions are localized around the regular orbit shown in
Fig. 4 and the Husimi functions around the islands in the chaotic sea also shown there. Panels (c) present those for the hybrid
modes with numbers 259 and 260. The Husimi functions exhibit a high intensity at p = 0 and at some value |p| . 1.
the integrated resonance density of the unfolded eigen-
values from the straight line best fitting it in the interval
of length L [4]. Due to the unidirectionality of the clas-
sical dynamics, i.e., the lack of ergodicity in the momen-
tum part of the phase space [9], the spectral statistics
of the k˜rn (k˜
l
n) with eigenstates localized in the chaotic
part of the PSOS are predicted to coincide in the semi-
classical limit with those of random matrices from the
GUE [4, 5], even though the system is obviously time-
reversal invariant [6, 7]. We, however, observe in Fig. 12
clear deviations of the experimental results from both the
GUE curve shown in red (dark gray) and the GOE curve
depicted in blue (light gray).
Note that in each half of the PSOS the classical dy-
namics is not purely chaotic, but instead mixed regular
/ chaotic. Accordingly, we model the spectral properties
using an ensemble of random matrices Hmixed, that are
of the form [37, 38]
Hmixed =
(
H V1
V †1 D1
)
, (5)
where H and D1 represent the chaotic and the regu-
lar part of the spectrum, respectively, and V1 couples
them. Here, H is a GUE random matrix of the dimen-
sion N1 × N1 with variance vd = σ2H = 12N1 for the
FIG. 12: (Color online) Comparison of the spectral properties
of billiards B1 and B2 (black) with those of random matrices
from the GOE shown in blue (light gray) and the GUE de-
picted in red (dark gray). The upper left (right) panel shows
the nearest-neighbor spacing distribution for billiard B1 (B2).
Similarly, the lower panels show the ∆3 statistic.
8TABLE II: List of the values of the parameter τ1 which quan-
tifies the mixing of the chaotic and the regular states in the
RMT model Eq. (5). Its values were obtained from a fit of
the ∆3 statistic deduced from the model to the experimental
results. Here we chose the dimensions of H and D1 in Eq. (5)
as N1 = 300, N2 = 100 and N1 = 2, N2 = 1, respectively.
τ1 τ1
N1 = 300, N2 = 100 N1 = 2, N2 = 1
B1 0.135 0.131
B2 0.205 0.198
diagonal elements and vn = σ
2
H/2 for the off-diagonal
ones. For this choice of the variances the eigenvalues
take values from the interval [−1, 1]. Furthermore, D1 is
a diagonal matrix of the dimension N2 ×N2. Its entries
are uncorrelated random numbers drawn from a Poisson
process with values from the same range as the eigenval-
ues of H [39]. We chose N1 = 300 which approximately
equals the number of chaotic states. They were identi-
fied as explicated in Sec. IV. Similarly, we set N2 = 100
which is the approximate number of regular modes. The
N2 × N1 dimensional matrix V1 describes the mixing of
the chaotic and the regular states. It contains Gaussian
distributed elements with the variance σ2v1 = (dτ1)
2
, that
is, the mixing, or equivalently, the coupling parameter τ1
is measured in units of the mean level spacing, which
can be approximated as d ≃ π2N
√
2N1
N at the center of
the spectrum. Here N = N1 + N2 is the dimension of
Hmixed.
We computed the ∆3 statistic for the eigenvalues of en-
sembles of 100 random matrices of the form Eq. (5) and
determined that value of τ1 for which the mean square
deviation between the numerical and the experimental re-
sult is smallest. For this, the eigenvaluesEl, l = 1, · · · , N
of Hmixed were unfolded to mean spacing unity on the
basis of the semicircle law for the GUE which yields
for the integrated resonance density of the eigenvalues
of N × N -dimensional random matrices from the GUE
NGUE(e) = Nπ e
√
1− e2 + N2 + Nπ arcsin (e). Since the
mixing of the regular and the chaotic modes is weak, we
used a fit function of that form as ansatz for the inte-
grated resonance density of the eigenvalues of Hmixed,
N(El) = p1 ·El ·
√
1− E2l +
N
2
+ p2 · arcsin(p3 ·El). (6)
Here, the coefficients pi, i = 1, 2, 3 are the parameters,
that were determined from a fit of this ansatz to the
integrated resonance density of Hmixed. We came to the
result that this function describes the latter very well.
The unfolded eigenvalues E˜l were obtained by replacing
El by E˜l = N(El).
The results for τ1 determined from the fit of the ∆3
statistic to the experimental ones are listed in the first
column of Tab. II. Figure 13 shows a comparison of the
nearest-neighbor spacing distributions and the ∆3 statis-
tics deduced from the experiments shown in black and the
RMT model Eq. (5) depicted in red (dark gray), respec-
tively. The agreement is very good.
FIG. 13: (Color online) Comparison of the spectral statistic
of the measured eigenvalues shown in black with those of the
RMT model Eq. (5) depicted in red (dark gray). The coupling
parameter τ1 = 0.135 for B1 and τ1 = 0.205 for B2, respec-
tively, was obtained from a fit of the ∆3 statistic deduced
from the RMT model (5) to the experimental result.
It is well known that the nearest-neighbor spacing dis-
tributions of the eigenvalues of random matrices from
the Guassian ensembles are already well approximated
by that of 2× 2 matrices, the result being the renowned
Wigner surmises. Accordingly, we setN1 = 2 andN2 = 1
in Eq. (5) and computed the nearest-neighbor spacing
distributions for ensembles of 10000 random matrices
Hmixed. The values of τ1 determined from their fit to
the expermental ones are listed in the second column
of Tab. II. The corresponding distributions are barely
distinguishable from those for N1 = 300, N2 = 100 de-
picted in red in Fig. 13, so we do not show them. We
should note that it was demonstrated in Ref. [40] that the
nearest-neighbor spacing distribution of a system with a
mixed phase space exhibits a fractional power law. This
was attributed to varying couplings, i.e., dynamical tun-
neling rates between the different states in a regular re-
gion (see colored regions in Fig. 2) and the chaotic sea.
To resolve them we would need to measure resonance
spectra up to much higher frequencies which would im-
ply a loss of the analogy between the microwave billiard
and the corresponding quantum billiard. The very good
agreement between the experimental results for the spec-
tral properties and those deduced from the RMT model
Eq. (5) demonstrate that just one coupling parameter
τ1 is sufficient to attain a good RMT description of the
former. In the following three sections we investigate the
splittings of the pairs of resonance frequencies, i.e., of the
wave numbers δn = k
r
n − kln of the doublet partners.
9VI. SPLITTING-WEIGHTED DENSITY
In Fig. 14 the splittings δn = k
r
n − kln of the doublet
partners associated with chaotic states are marked by
black circles. Those corresponding to whispering gallery
modes (see Fig. 11 (a)), marked by orange crosses in
Fig. 14 have comparatively small splittings, i.e., tunnel-
ing rates. The eigenvalues of the doublet partners cor-
FIG. 14: (Color online) Experimentally determined splittings,
that is, differences δ = krn − k
l
n for B1 (upper panel) and B2
(lower panel) versus k = krn. Here, k
r
n and k
l
n denote the wave
numbers of the right and the left doublet partners, respec-
tively. The black circles mark the chaotic modes, the orange
crosses whispering gallery modes (see panels (a) in Fig. 11).
Furthermore, the red downward and the blue upward trian-
gles mark the splittings of the KAM modes with a maximum
and a minimum of the Husimi functions at p = 0, respectively
(see panels (b) and (c) in Fig. 10). The green diamonds mark
hybrid modes (see panels (c) of Fig. 11).
responding to KAM modes associated with Husimi func-
tions that exhibit a maximum (minimum) at p = 0 (see
panels (b) and (c) in Fig. 10)) are marked by red down-
ward (blue upward) triangles. They show large split-
tings. The remaining large splittings, marked as green
diamonds in Fig. 14, are basically related to hybrid modes
(see Fig. 11 (c)).
In conclusion, the Husimi functions of the doublet part-
ners corresponding to the largest splittings are all non-
FIG. 15: Experimentally determined splitting-weighted den-
sity of states f(k) (upper panel) (see Eq. (7)) and the result
for its convolution fG(k) with a Gaussian of width σG (see
Eq. (8)) with σG = 1.0 (lower panel) for B1. Large splittings
seem to occur periodically.
vanishing around p = 0, i.e., localized in the vicinity of
the BBOs, while the other ones vanish there. This cor-
roborates our assumption that the splittings are due to
tunneling from the p < 0 part of the PSOS to the p > 0
one via the KAM tori region, and indicates that tun-
neling is enhanced due to scarring by the BBOs, as is
confirmed at the end of this section.
The splittings do not decrease exponentially with in-
creasing wave number k, as might be expected in the
semiclassical limit, but rather algebraically. Indeed, the
average is well fitted by the function 〈δ〉 ≃ n1/kn0 , where
the fit parameters equal n0 = 1.5603, n1 = 0.0007 for B1
and n0 = 1.2907, n1 = 0.0015 for B2. This decay behav-
ior can be attributed to the fact that the PSOS consists
of regular and chaotic parts. The associated splittings
decay exponentially with different rates. We consider all
these contributions and their sum yields the algebraic
decay deduced from the data in Fig. 14 [41].
Following Ref. [27] we evaluated the splitting-weighted
density of states, which is defined as
f(k) =
∑
n
(
δn
〈δ〉 − 1
)
δ(k − kn). (7)
The results are shown for B1 and B2 in the upper panels
of Figs. 15 and 16, respectively. In distinction to the
data shown in Fig. 14 here the k-dependent average was
subtracted from the splittings and the result was divided
by it, thus yielding the fluctuations of the splittings in
units of their average value. For a better understanding
of the oscillatory structure we computed the smoothed
function f(k), which is obtained from the convolution of
the splitting-weighted density of states with a Gaussian
of width σG,
fG(k) =
1√
2πσG
∫ ∞
0
dKf(K)e
−
(k−K)2
2σ2
G . (8)
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FIG. 16: Same as Fig. 15 but for B2.
A periodic recurrence of the largest splittings is revealed
for both billiards (see lower panels of Figs. 15 and 16).
To determine the periods we computed the Fourier trans-
forms of f(k) and fG(k) that are shown in Figs. 17
and 18. Especially the Fourier transform of the smoothed
functions reveal that the dominant period for the recur-
rence of the largest splittings equals the length of the di-
ameter. Actually, the high peaks occurring in the Fourier
transform of f(k) at l/(2R) ≃ 2.3 and 4.8 shown in the
upper panels of Figs. 17 and 18 are remnants from regu-
lar periodic orbits, that show up at these lengths in the
corresponding length spectra, that is, the Fourier trans-
form of the fluctuating part of the resonance density it-
self, as exceptionally high peaks. They fade away rapidly
with increasing width σG when computing the convolu-
tion Eq. (8) and completely disappeared in the Fourier
transform shown in the lower panels of Figs. 17 and 18.
These observations corroborate our above assumption,
deduced from the observation that the splittings are large
for modes with nonvanishing Husimi functions in the
KAM tori region around the BBOs, that tunneling is en-
hanced through a scarring by the BBOs [20]. Actually, in
Ref. [27] the splitting-weighted density of states Eq. (7)
could be expressed in terms of a trace formula for com-
plex orbits which tunnel through a potential barrier. It
is still a challenging problem to determine such complex
orbits for dynamical tunneling but beyond the scope of
the present paper as it would require independent studies
with the focus on the semiclassical rather than the RMT
approach.
VII. RANDOM MATRIX MODEL FOR THE
SPLITTING DISTRIBUTION
We demonstrated in Sec. IV that the spectral prop-
erties of B1 and B2 are universal and well described
by RMT. Accordingly we developed a RMT model for
the statistical properties of the splittings. The results of
the previous sections suggest that the tunneling between
FIG. 17: Comparison of the Fourier transforms of the
splitting-weighted density of states f(k) (upper panel) with
that of fG(k) for σG = 1.0 (lower panel) for B1 where f(k)
and fG(k) are shown in Fig. 15. Both exhibit a dominant
peak at the length of the diameter.
FIG. 18: Same as Fig. 17 but for B2.
the states corresponding to clockwise and anticlockwise
motion, respectively, is due to their overlap with a sin-
glet state. Therefore, we used a RMT model of the
form [19, 21, 22]
Hsplitting =

 H
mixed V 0
V † D0 V
†
0 V H∗mixed

 . (9)
Here, the N × N matrices Hmixed and H∗mixed are as-
sociated with the parts of the Hilbert space correspond-
ing to clockwise and anticlockwise motion, respectively.
These matrices were introduced in Eq. (5) to account
for the mixed regular / chaotic doublet states. The ma-
trix D0 is diagonal with uncorrelated random numbers
drawn from a Poisson process as entries and represents
the singlet states. Its dimension is set to unity and its
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entry ER takes a value from the interval [−1, 1] so the
spectra of Hmixed and D0 have the same range of val-
ues. The tunneling from the upper to the lower part of
the PSOS, or equivalently, the splittings into doublets
of nearly degenerate eigenvalues is induced by coupling
Hmixed and H∗mixed via the singlet state. Due to time-
reversal invariance the coupling to the latter is the same
for Hmixed and H∗mixed and thus caused by the same
N -dimensional vector V . Its entries are Gaussian dis-
tributed random numbers with variance σ2v2 = (dτ2)
2 σ2H .
Here, σ2H equals the variance vn of the off-diagonal ele-
ments of H in Eq.(5).
The splitting, or tunneling parameter τ2 measures the
strength of the coupling in units of the mean spacing d of
the eigenvalues ofHmixed. It was determined from a fit of
the splitting distribution deduced from the RMT model
Eq. (9) to the experimental one. For this we first identi-
fied the eigenvalue EsR corresponding to the singlet and
those of the doublets. Here we used the fact that the
sizes of the splittings of the experimental doublets are
much smaller than the mean spacing between adjacent
left and right doublet partners, respectively (see Fig. 6),
that is, the coupling between Hmixed and H⋆mixed was
expected to be very weak. Furthermore, the eigenvalue
EsR in general coincided with that eigenvalue of H
splitting
which was closest to ER. In order to obtain τ2 in units
of the mean level spacing d we computed the splittings
using the unfolded eigenvalues of Hsplitting . As the lat-
ter essentially coincide with the eigenvalues of Hmixed,
viz., H∗mixed (see below) we could use Eq. (6) for their
unfolding. Similarly, the experimental splitting distribu-
tions were obtained from the splittings of the unfolded
left and right doublet partners, δ˜ = k˜rn− k˜ln, respectively.
We computed the splitting distributions of ensembles
of 100 random matrices Hsplitting and determined τ2
from a fit to the experimental one. In Fig. 19 we compare
the experimental splitting distribution shown in black to
that obtained from the RMT model depicted in red (dark
gray). The resulting values of τ2 are listed for B1 and B2
in the first column of Tab. III. As expected τ2 is larger
TABLE III: List of the values of the tunneling parameter τ2
accounting for the splitting of the eigenvalues of the RMT
model Eq. (9) into nearly degenerate doublet states. Its val-
ues were obtained from a fit of the splitting distribution de-
duced from the model to the experimental results. Here we
replaced Hmixed in Eq. (9) by a N ×N-dimensional random
matrix from the GUE with N = 300 and N = 2, respectively.
Also listed are the results for the fit of the truncated Cauchy
distribution to the experimental splitting distributions.
τ2 τ2 τ2
N1 = 300 N1 = 2 Cauchy
B1 0.093 0.094 0.089
B2 0.183 0.185 0.182
for B2 than for B1, since the regular region around the
BBOs (see Fig. 3) is narrower for B2.
FIG. 19: (Color online) Comparison of the experimental split-
ting distributions shown in black with those obtained from the
RMT model Eq. (9) depicted in red (dark gray), with Hmixed
replaced by a N × N-dimensional random matrix from the
GUE with N = 300. That for B1 is shown in the upper
panel, that for B2 in the lower one. The splittings δ˜ were
obtained by first unfolding the sequences of left and right
doublet partners, respectively, to mean spacing one.
Recall that the specific form (5) of Hmixed is justified
by the fact that the upper and the lower parts of the
PSOS exhibit a mixed regular / chaotic dynamics. How-
ever, since the chaotic component dominates, we may ex-
pect that the regular partD1 ofH
mixed plays no essential
role for the splitting distribution. To check this assump-
tion we evaluated numerically the splitting distribution
for the RMT model (9) with Hmixed drawn from two dif-
ferent ensembles. In the first case we chose Hmixed as in
Eq. (5) and fixed τ1 as listed in Tab. II while in the second
oneHmixed was drawn from the GUE, i.e., we setN2 = 0.
We arrived at the conclusion that the shape of the split-
ting distribution and also the values of τ2 determined
from its fit to the experimental ones was the same for
both ensembles. Likewise, the experimental splitting dis-
tributions barely change when we consider only doublets
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with the eigenvalues corresponding to chaotic states, i.e.,
when skipping those with a Husimi distribution localized
close to p = ±1 or p = 0 and around the small regular
islands (see Figs. 10 (b), (c) and 11 (a), (b)). We thus
may conclude that the splitting distribution is solely de-
termined by the parameter τ2 and does not depend on
the classical dynamics in the upper and the lower half of
the PSOS, respectively, as long as the chaotic component
dominates. Actually, the red (dark gray) curves shown in
Fig. 19 were generated for Hmixed drawn from the GUE,
i.e., for N2 = 0. We already mentioned above that we
were not able to resolve tunneling rates corresponding to
the individual states in the regular regions [16] within
the experimentally accessible frequency range. The good
agreement between the RMT model and the experimen-
tal results, however, corroborates the legitimacy of this
ansatz.
The considered RMT model, in fact, can be even fur-
ther simplified because, similar to the spectral properties
of the eigenvalues of Hmixed the splitting distribution is
well approximated by that of an ensemble of 2 × 2 ran-
dom matrix from the GUE. Accordingly, we set N = 2
in Eq. (9) and again determined τ2 from a fit of the split-
ting distributions computed for ensembles of 10000 ran-
dom matrices to the experimental ones. This yielded the
values of the tunneling parameter τ2 listed in the second
column of Tab. III. They are in good agreement with
those obtained above for high-dimensional random ma-
trices. In Fig. 20 we compare the resulting splitting dis-
tribution shown in red (dark gray) with the experimental
one plotted in black. Again the agreement is very good.
VIII. ANALYTICAL RESULT FOR THE
SPLITTING DISTRIBUTION
In the following we derive an analytical expression for
the splitting distribution based on the assumption that
Hmixed is a member of the GUE. The starting point is
the equation for the eigenvalues of Hsplitting . To obtain
it we define the unitary matrix
U =

 U 0 00 1 0
0 0 U⋆

 . (10)
where U is the matrix, that diagonalizes Hmixed,
Hmixed = UEˆU † (11)
and Eˆ is a diagonal matrix that contains the eigenvalues
El, l = 1, · · · , N of Hmixed, viz., H⋆mixed. The unitary
transformation H˜splitting = U†HsplittingU brings the ma-
trix (9) to the form
H˜splitting =

 Eˆ W 0W † ER W˜ †
0 W˜ Eˆ

 , (12)
FIG. 20: (Color online) Comparison of the experimentally
determined splitting distributions shown as black histogram
with that obtained from the RMT model Eq. (9) depicted as
red (dark gray) histogram, with Hmixed replaced by a 2 × 2
random matrix from the GUE. The green (gray) full curve
shows the respective analytical result Eq. (22). The dashed
(cyan) curve results from a fit of the truncated Cauchy dis-
tribution given in Eq. (23) to the experimental result. The
experimental and the numerical splittings δ˜ were obtained by
first unfolding the sequences of left and right doublet partners,
respectively, to mean spacing one.
where W, W˜ are N -dimensional vector defined as
W = U †V, W˜ = UTV , (13)
and ER is the only matrix element of D0. The eigenvalue
equation for H˜splitting ,
det
(
H˜splitting − λ1
)
= 0 (14)
leads with Wi = |Wi|2 + |W˜i|2 to the equation
(λ− ER) =
N∑
i=1
Wi
λ− Ei . (15)
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This is a polynomial equation of order N + 1 with the
solutions yielding N + 1 eigenvalues of Hsplitting . The
remaining N eigenvalues coincide with those of Hmixed,
viz.,H⋆mixed, i.e., with El, l = 1, · · · , N . Thus the eigen-
value spectrum consists of N doublets (El, E
s
l = El+∆l)
and 1 singlet EsR = ER + ∆R. To obtain a condi-
tional equation for the shift ∆R we insert the ansatz
EsR = ER +∆R into Eq. (15). This yields
∆R =
N∑
i=1
Wi
(ER − Ei) + ∆R . (16)
We observed in our numerical simulations, that generally,
the differences ER−El between the singlet eigenvalue ER
and the eigenvalues of Hmixed are large in comparison to
∆R so
∆R ≃
N∑
i=1
Wi
(ER − Ei) . (17)
Note, however, that this must not always be the case,
because ER and the eigenvalues El, l = 1, · · · , N stem
from independent spectra [21]. Actually, Eq. (17) coin-
cides with Eq. (3.2) of Ref. [21] derived for the splitting
of a regular state caused by chaos-assisted tunneling.
To account for the dynamical tunneling between two
chaotic regions via a regular one we focus on the splittings
∆l. Inserting the ansatz E
s
l = El+∆l into Eq. (15) yields
for the splitting of the l-th doublet
El +∆l − ER =
N∑
i=1
i6=l
Wi
(El − Ei) + ∆l +
Wl
∆l
. (18)
Without loss of generality we may setER equal to zero, or
equivalently, shift the origin of the eigenvalues El → El−
ER and thus obtain an equation for the splittings which
only depends on the eigenvalues of the Hamiltonian of the
uncoupled system and on the coupling matrix elements
Wl, i.e., on the variance of the tunneling matrix,
El +∆l =
N∑
i=1
i6=l
Wi
(El − Ei) + ∆l +
Wl
∆l
. (19)
Based on this equation we derived an analytical expres-
sion for the splitting distribution. To further simplify
this problem we exploited the result of the previous sec-
tion, that the splitting distribution can be evaluated by
using an ensemble of random 2×2 matrices Hmixed from
the GUE. Accordingly, we set N = 2 in Eq. (19). This
yields, e.g., for E1
E1 +∆1 =
W2
(E1 − E2) + ∆1 +
W1
∆1
. (20)
Using the fact that the eigenvalues El and also the spac-
ings between them are generically much larger than the
splittings, El ≫ ∆l and |El+1 − El| ≫ ∆l, we obtain
∆l ≃ Wl|El| , l = 1, 2 . (21)
We checked numerically that this equation indeed pro-
vides a good approximation for Eq. (20). The derivation
of the analytical expression for the splitting distribution
of the eigenvalues of Hsplitting defined in Eq. (9), which
is given by
P(∆) =
2√
π
τ22
(∆ + τ22 )
2
e
−4
τ
4
2
(∆+τ22 )
2
[
1 + 8
τ42
(∆ + τ22 )
2
]
,
(22)
is outlined in the appendix. We plotted in Fig. 20 the
curves resulting from this analytical expression (green
full line) together with the experimental splitting distri-
butions (black histogram) and the random-matrix simu-
lations depicted as red (dark gray) histograms.
Interestingly nearly the same values are obtained for
the tunneling parameter τ2 from a fit of the truncated
Cauchy distribution [21, 22]
P(∆) =
2
π
τ22
∆2 + τ42
(23)
to the experimental results. The best fits are shown as
dashed (cyan) curves in Fig. 20 and the resulting values
for τ2 are listed in the third column of Tab. III. Large de-
viations between both distributions are mainly observed
around δ = 0. This similarity provides a link between
the tunneling parameter τ2 and the tunneling matrix ele-
ment investigated in the context of chaos-assisted tunnel-
ing in [19, 21–24] and expressed there entirely in terms
of classical quantities. Note that, because of the complex
structure of the PSOS of the constant-width billiards,
this would be hard to achieve for their splitting distribu-
tion and tunneling rates.
IX. CONCLUSIONS
We investigated both experimentally and theoretically
the spectral properties and the dynamical tunneling oc-
curring in constant-width billiards with smooth bound-
aries. To this end we determined with unprecedented
accuracy the resonance frequencies of two superconduc-
ting microwave billiards. A special dynamical feature of
constant-width billiards is the unidirectionality, that is,
the change of the direction of motion from clockwise (up-
per half of the PSOS) to anticlockwise (lower half of the
PSOS) is not possible. In both parts of the PSOS the
classical dynamics are predominantly chaotic. They are
separated by a barrier of KAM tori. Although the tran-
sition through this barrier is forbidden in the classical
system, in the corresponding quantum billiard such pro-
cesses occur due to dynamical tunneling. They manifest
themselves in a splitting of the vast majority of eigen-
states into doublets of nearly-degenerate ones. In addi-
tion, there are a few singlet eigenstates localized on the
BBOs that divide the PSOS into the parts of clockwise
and anticlockwise motion.
To study the spectral properties the doublets were de-
composed into two sequences, one containing the smaller,
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the other one the larger doublet partners. We demon-
strated, that the spectral properties are well described
by those of random matrices of the form Eq. (5). These
consisted of a GUE matrix modeling the chaotic part,
which is coupled to a diagonal matrix containing uncor-
related random numbers and accounting for the regular
part of the classical dynamics. Importantly the chaotic
component is not modeled by GOE matrix, as might be
expected for systems with time reversal invariance, due
to the unidirectional character of the billiard dynamics.
Furthermore, we investigated the effects of dynamical
tunneling on the distribution of the splittings between the
doublet partners. As opposed to the well studied problem
of chaos-assisted tunneling, in the case of billiards of con-
stant width the particle tunnels from one chaotic region
of the PSOS to another one through a barrier of KAM
tori. Using the experimentally determined eigenvalues of
the constant-width billiards we computed the associated
wave functions and Husimi functions. With this infor-
mation at hand we could demonstrate that the splittings
indeed are enhanced for states that are strongly localized
in the barrier region. We showed that the experimental
splitting distributions are well described by the ensemble
of random matrices (9), where two complex conjugate
GUE matrices are coupled via a single state. Based on
this model we derived an analytical expression for the
splitting distribution. We believe that this result is gen-
erally valid for the description of dynamical tunneling
between two regions with chaotic dynamics with violated
time-reversal invariance. Remarkably, the resulting for-
mula for the splitting distribution depends only on one
parameter that provides information on the strength of
the tunneling. It would be of interest to know whether
it can be expressed in terms of quantities characterizing
the corresponding classical dynamics, e.g., by complex
periodic trajectories [27].
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Appendix A: Derivation of the splitting distribution
for N = 2
The joint probability density distribution of the eigen-
values of 2× 2 random matrices H from the GUE reads
P(e1, e2) =
1
πσ˜2
(e2 − e1)2e−e
2
1/σ˜e−e
2
2/σ˜ , (A1)
where σ˜ = 2σ2H is given in terms of the variances of the
matrix elements of H (see below Eq. (5)) and fixes the
scale of the eigenvalues. This yields for the probability,
that one of its eigenvalues takes a value from the interval
[E1E1 + dE1]
P(E1)dE1 =
∫ ∞
−∞
de1
∫ ∞
−∞
de2P(e1, e2)δ(E1 − e1)dE1
=
1
2
1√
πσ˜
e−E
2
1/σ˜
[
1 + 2
E21
σ˜
]
dE1 . (A2)
The limiting values of E1 are given by the radius of the
Wigner semicircle, −R ≤ E1 ≤ R, R = 2
√
NσH with
N the dimension of H , i.e., N = 2. Furthermore, the
nearest-neighbor level-spacing distribution is obtained as
P(s) =
∫ ∞
−∞
de1
∫ ∞
−∞
de2P(e1, e2)δ(s− |e1 − e2|)
=
1√
2πσ˜
2s2
σ˜
e−s
2/2σ˜ , (A3)
yielding for the mean spacing
s¯ = 4
√
σ˜
2π
. (A4)
The distribution of the quantities Wi defined above
Eq. (15) is given by
P(W) = W
σ4v2
e−W/σv2 . (A5)
Here, σv2 is the variance of the matrix element V defined
in Eq. (9). We may express it in terms of the variance of
the matrix elements of H ,
σv2 = τσH . (A6)
To derive the distribution Eq. (A5) we used the fact that
the entries of V are Gaussian distributed with zero mean.
From the results Eq. (A2) and Eq. (A5) we obtain for the
probability distribution of the splittings Eq. (21)
P(∆)d∆ (A7)
=
∫ R
−R
deP(e)
∫ ∞
0
dWP(W)δ
(
∆− W|e|
)
d∆
=
1√
πσ˜
∆
σ4v2
∫ R
0
dee2e−e
2/σ˜
(
1 + 2
e2
σ˜
)
e−∆e/σ
2
v2d∆.
Expressing σ˜ and σv2 in terms of σH , rescaling the split-
tings ∆→ σH∆ and substituting the integration variable
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e by y = eσH leads to a scale-invariant expression for the
splitting distribution,
P(∆) =
∆√
2π
1
τ4
∫ ∞
0
dyy2e−y
2/2
(
1 + y2
)
e−∆y/τ
2
(A8)
where we replaced the upper integration limit y ≤
R/σH = 2
√
N by ∞ using that the integrand becomes
negligibly small for y & R/σH . In Fig. 21 we compare
this analytical result for τ = 0.1 with the distribution of
Wl/∆l obtained for an ensemble of 10000 random ma-
trices of the form Eq. (9) with Hmixed replaced by a
random 2 × 2 matrix from the GUE. The agreement is
very good. A simpler expression, which, however pro-
FIG. 21: (Color online) Comparison of the distribution of the
ratiosWl/El obtained for random matrices of the form Eq. (9)
with Hmixed replaced by a random 2 × 2 matrix from the
GUE (black histogram) with the analytical results Eq. (A8)
depicted as green (gray) full line and Eq. (A10) shown as red
(dark gray) histogram).
vides an approximation as good as Eq. (A8) is obtained,
when we replace in Eq. (21) the quantity Wl by its av-
erage W¯ = 2σ2v2. Here, we have to take into account
that due to the limited range of values for El the ratio
W¯/|El| ≥ W¯/R is bordered from below, whereas ∆l in
Eq. (21) may take any value between 0 and ∞. Then we
obtain
P(∆)d∆ (A9)
=
W¯
(∆ + W¯R )
2
1√
πσ˜
e
− W¯
2
σ˜(∆+ W¯
R
)2
(
1 +
2
σ˜
W¯2
(∆ + W¯R )
2
)
d∆.
Inserting the relation Eq. (A6) and again rescaling the
splittings ∆→ σH∆ finally leads to
P(∆) =
2√
π
τ2
(∆ + τ2)2
e
−4 τ
4
(∆+τ2)2
[
1 + 8
τ4
(∆ + τ2)2
]
.
(A10)
In Fig. 21 we compare this result for τ = 0.1 with the nu-
merically obtained distribution of the ratios Wl/El and
FIG. 22: (Color online) Comparison of the distribution of the
splittings of the eigenvalues of random matrices of the form
Eq. (9) with Hmixed replaced by a random 300× 300 matrix
from the GUE (black histogram) with the analytical result
Eq. (A10) (full red line).
the analytical expression Eq. (A8) and in Fig. 22 we com-
pare it with the splitting distribution obtained for an
ensemble of 100 random matrices of the form Eq. (9)
where we replaced Hmixed by a 300 × 300-dimensional
random matrices from the GUE. The very good agree-
ment demonstrates that the expression Eq. (A10) indeed
provides a description for the distribution of the splittings
deduced from the RMT model Eq. (9), and thus of the
eigenvalues of constant-width billiards. Note that like the
Cauchy distribution the distributions Eq.(A8) and (A10)
are normalizable but possess no finite moments.
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