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Abstract
Conventional statistics-based methods for
joint Chinese word segmentation and part-
of-speech tagging (S&T) have generalization
ability to recognize new words that do not
appear in the training data. An undesirable
side effect is that a number of meaningless
words will be incorrectly created. We pro-
pose an effective and efficient framework for
S&T that introduces features to significantly
reduce meaningless words generation. A gen-
eral lexicon, Wikepedia and a large-scale raw
corpus of 200 billion characters are used to
generate word-based features for the word-
hood. The word-lattice based framework con-
sists of a character-based model and a word-
based model in order to employ our word-
based features. Experiments on Penn Chinese
treebank 5 show that this method has a 62.9%
reduction of meaningless word generation in
comparison with the baseline. As a result, the
F1 measure for segmentation is increased to
0.984.
1 Introduction
Chinese word segmentation is to segment Chinese
sentence into words. Part-of-speech (POS) tagging
is to further assign each segmented word a POS tag.
Statistics-based methods are used for joint Chi-
nese word segmentation and part-of-speech tagging
(S&T). There are character-based methods (Ng and
Low, 2004), word-based methods (Zhang and Clark,
2008; Zhang and Clark, 2010), and hybrid methods
employing both character-based features and word-
based features (Kruengkrai et al., 2009).
gold standard: 拉脱维亚 (Latvija)
result: 拉脱 维亚
gold standard: 射电 望远镜 (radio telescope)
result: 射 电望 远镜
Figure 1: There are errors that contain incorrectly created
meaningless words such as “拉脱”, “电望” and “远镜”.
gold standard: 水污染 (water pollution)
result: 水 污染
gold standard: 纯 碱 (sodium carbonate,
literally, pure alkali)
result: 纯碱
Figure 2: There are some errors that do not contain mean-
ingless words. In the first case, to treat “watter pollu-
tion” as two words “water” and “pollution” in Chinese
is also grammatical and meaningful. In the second case,
“sodium carbonate” may also be treated as a single word.
Conventional statistics-based methods for S&T
have the generalization ability to recognize new
words that do not appear in the training data. How-
ever, as a side effect, they also erroneously create a
number of meaningless words.
Figure 1 shows some segmentation errors that re-
sult in meaningless words; while Figure 2 shows
segmentation errors without producing meaningless
words. There are several specifications for S&T.
Results in Figure 2 may not be wrong according
to some of the specifications; while results in Fig-
ure 1 will always be wrong. Moreover, since errors
with no meaningless words are still meaningful and
grammatical, errors that contain meaningless words
are more serious and may have more negative impact
on the downstream tasks.
In this paper, we introduce word-based features
as criteria for wordhood (quality of being word) in
an efficient S&T framework to reduce meaningless
words and to improve the S&T performance.
There are at least two challenges to reduce the
meaningless words for S&T.
• Reliable criteria for wordhood are needed for
accurate word identification. The errors that
contain meaningless words are caused by the
limited training data. If the word “拉脱维亚”
do not appear in the training data, it is possible
for the model to guess that this is two separated
new words. Thus we need extra resources for
the criteria for wordhood. In this paper, we use
a general lexicon, the Chinese Wikipedia and a
large-scale raw corpus to provide information
for the criteria. We describe the criteria in de-
tail in Section 2.
• A fast word-based S&T framework is needed
for employing word-based features we intro-
duce. Since the word-based S&T methods are
reported much slower than the character-based
ones (Zhang and Clark, 2010), it might become
intractable to employ more features. Inspired
by Jiang et al. (2008b) and Sun (2011), we pro-
pose an effective and efficient S&T framework
based on word-lattice and stacked learning. We
describe this framework in Section 3.
We conduct our experiments on Penn Chinese
Treebank 5.0. We first show that our S&T frame-
work outperforms the state-of-art methods in closed
test with a speed of about 100 sentences per second.
Then we show that after further employing features
of criteria for wordhood, the number of meaningless
words has a reduction of 65.7% comparing to the
baseline. As a result, the F1 measure for segmenta-
tion is increased to 0.984.
2 Criteria for Wordhood
2.1 General Lexicon
Using a general lexicon is a straightforward way to
determine the wordhood. If a substring w of a sen-
tence can be found in a general lexicon, heuristically
it is possible to be segment as a word in this sen-
tence.
SogouW1 is an available large lexicon. There are
79,019 words with their word categories in this lexi-
con. We will use this lexicon to generate features in
order to provide a criterion for wordhood.
SogouW(w) = {τi} (1)
The function returns a set containing word cate-
gories for the string w.
Note that the word categories of this lexicon do
not need to be the same with the POS tags we use in
our S&T model.
2.2 Wikipedia
Besides general words, words that could be incor-
rectly segmented are named entities and domain-
specific words. We use Chinese Wikipedia2 , an
online encyclopedia, as a lexicon for these words.
There are totally 1,310,114 identical entries in the
Chinese Wikipedia.
Unlike the general lexicon, there is no word
category information about the Wikipedia entries.
We simply define a function Wiki(w) to indicate
whether a string w is an entry in Wikipedia or not:
Wiki(w) =
{
1 w is an entity in Wikipedia
0 otherwise
(2)
2.3 Large-scale Raw Corpus
Using lexicons may still have limitation, since they
can not include all the low-frequency words. We use
a large-scale raw corpus of web pages to provide an-
other criterion for wordhood.
In this paper, we use SogouT3 as the large-scale
raw corpus. It consists of web pages with more than
200 billion Chinese characters. We use freq(w) to
indicate the frequency of string w in this corpus, and
use freq(l,w, r) to indicate the frequency of string
w that occurs right before character l and after char-
acter r. The symbol “#” is used as a wildcard for
sentence boundaries such as punctuation marks.
Large-scale raw corpus with the advantages of
wide coverage and large duplication can provide rich
information for language processing, although it is
not manually annotated. It plays an important role in
1http://www.sogou.com/labs/dl/w.html
2http://zh.wikipedia.org/
3http://www.sogou.com/labs/dl/t.html
w 拉脱维亚 拉脱 维亚 射电 望远镜 电望 远镜 纯碱
freq(w) 203,254 225,623 1,078,879 63,202 763,728 7,546 766,021 160,607
freq(#,w,和) 782 1 41 4 466 0 43 486
freq(的,w, #) 156 14 174 34 10,049 0 6 534
RAV(w) 23 1 5 4 26 1 1 23
Table 1: The frequences and RAV values of some strings based on the SogouT corpus.
statistical machine translation (Brants et al., 2007),
open information retrieval (Banko et al., 2009) and
other applications.
Comparing to using lexicons, we can usually find
a large number of sentences that contain the con-
cerned string w. In some of those sentences, it could
be much easier to recognize that w is a word using
its context information.
Some of the examples are shown in Table 1.
The string “拉脱维亚” occurs about 200 thousand
times in SogouT. Among these occurrences, there
are freq(#,拉脱维亚,和) = 782 times that “拉脱
维亚” is at the beginning of the sentence and fol-
lowed by a function word “和 (and)”. This context
suggests that “拉脱维亚” could be a word (at least
a syntactic unit). On the contrary, “拉脱” barely oc-
curs with such context, which suggests that “拉脱”
may not be a free word.
We use restricted accessor variety (RAV) derived
from the method proposed by Zhang et al.(2011) as
a criterion for wordhood. There are other methods
based on the distributional information to provide
criterion for Chinese wordhood (Feng et al., 2004a;
Jin and Tanaka-Ishii, 2006). We use RAV since it is
more effective and feasible for a large-scale corpus.
Formally, unlike the original definition (Zhang et
al., 2011), we define a pair of characters as the re-
stricted pairs. We use the function match(w, 〈l, r〉)
to indicate whether a string and a restricted pair
match:
match(w, 〈l, r〉) =
{
1 freq(l,w,r)freq(w) ≥ ǫ
0 otherwise
(3)
Given a set P = {〈li, ri〉} of restricted pairs that
can match a wide range of existent words, we can
define the RAV of a string as:
RAV(w) =
∑
〈l,r〉∈P
match(w, 〈l, r〉) (4)
The larger the RAV is, the more possible that w
could be a word.
In this paper, ǫ is set to 0.0001, and 30 restricted
pairs are automatically selected as the restricted pair
set. The last row of Table 1 shows the RAV values
of some strings as examples.
3 Word Lattice Based S&T Framework
3.1 Overview
The goal of this section is to build an effective and
efficient S&T framework which can employ both
character-based features and word-based features.
Figure 3 (a) is an overview of our proposed frame-
work inspired by Jiang et al. (2008b) and Sun
(2011); while Figure 3 (b) shows examples of each
step.
The input of S&T is a sequence of Chinese char-
acters:
c = (c1, c2, . . . , c|c|) (5)
where ci are Chinese characters and |c| denotes the
number of elements in the sequence c.
With the help of the character-based model (Sec-
tion 3.2), a word lattice generation method (Section
3.3) is used to generate the word lattice which con-
tains one or more possible outputs (Figure 3 (b)).
The word lattice is defined as a set of edges
L = {〈pi,wi, ti〉} (6)
where each edge is a tuple 〈pi,wi, ti〉. wi is the cor-
responding word of the edge, ti is the POS tag, and
pi denotes the position which is the number of char-
acters before wi.
Then a pruned word-based S&T model (Section
3.4) is used to search the final output in the word
lattice. Our features for the wordhood will be em-
ployed in this model.
The output of S&T is defined as a sequence of
edges:
y = (〈p1,w1, t1〉, · · · , 〈p|y|,w|y|, t|y|〉) (7)
Input c: (……其中)在拉脱维亚驻军(最多……)
Word lattice L:
在_AD
拉_VV
拉脱_VV
拉脱维亚_NR
在_P
在_VV
脱维亚_NR
维亚_JJ
维亚_NR
驻军_NN
Output yˆ: 在_P 拉脱维亚_NR 驻军_NN
(a) (b)
Figure 3: (a) shows the data flow of our S&T system consisting of a character-based model and a pruned word-based
model. There are three representations of the data, namely input c, word lattice L and output yˆ. (b) shows examples
of these data in each step.
where pi = |w1|+ · · ·+ |wi−1|.
Additionally, we use the stacked learning frame-
work(Wolpert, 1992) to train the character-based
S&T model and the pruned word-based S&T model.
Similar to Sun (2011), a 10-fold cross-validation is
used to train the pruned word-based model.
There is one problem that the word lattices for the
training set may not always contain all the edges of
the gold standard output y∗. Jiang et al.(2008b) pro-
vided a solution to use the “oracle diameter” as the
gold standard in the training process of pruned word-
based model. In our system, we directly add miss-
ing edges into the word lattice without defining the
weights. The observation is that using our treatment
is better at least in our framework.
3.2 Character-Based Model
The character-based models for Chinese word seg-
mentation (Seg) and S&T are well studied (e.g., Xue
and Shen (2003)).
The output of the character-based model is a se-
quence of character labels:
a = (〈s1, t1〉, . . . , 〈s|a|, t|a|〉) (8)
where |a| = |c|. Each label is a tuple 〈si, ti〉. si ∈
S = {b,m, e, s} is used to denote the position of ci
in a word. The elements “b” / “m” / “e” indicate
Unigram 〈ci−1, ai〉, 〈ci, ai〉, 〈ci+1, ai〉
Bigram 〈ci−2, ci−1, ai〉, 〈ci−1, ci, ai〉,
〈ci, ci+1, ai〉, 〈ci+1, ci+2, ai〉
Transitional 〈ai−1, ai〉
Table 2: The feature tmeplates of the character-based
model
that the character is at the beginning / in the middle
/ at the end a multi-character word; the element “s”
indicates that the corresponding character forms a
single character word. And ti ∈ T is the POS tag of
the word containing ci.
The label ai = 〈si, ti〉 indicates the S&T result
of the corresponding character ci. For example, the
label 〈b,NN〉 indicates that the corresponding char-
acter is at the beginning of a multi-character noun
with the POS tag “NN”. These labels are used by
Ng and Low (2004) and Jiang et al. (2008b).
An averaged perceptron model (Collins, 2002) is
used for the learning and prediction. Following the
convention, the feature templates of our model are
showed in Table 2. The optimal label sequence aˆ is
calculated as:
aˆ = argmax
a
fc(c, a) (9)
Roughly speaking, our model is similar to the pre-
vious proposed models with three differences. First,
we do not use the feature template 〈ci−1, ci+1, ai〉.
According to our empirical observation, this tem-
plate will cause overfitting due to the data sparse-
ness. Second, we define special characters for sen-
tence boundaries c−1 = c0 = ♯ = c|c|+1 = c|c|+2
to generate corresponding features. Third, we find
that the search order of the dynamic programming
algorithm of the decoding process is important. In
our model, a label is calculated earlier if it appears
earlier in the gold standard of the training data.
3.3 Word Lattice Generation
We will use the objective function fc(c, a) of the
character-based model to generate the word lattice.
The study by Jiang et al. (2008b) showed that us-
ing word lattice is better than using the n-best list
for the reranking. However, in Jiang et al., the al-
gorithm to generate the word lattice is still using a
local n-best strategy. Here we present a more elabo-
rate method to generate the word lattice.
In our system, the word lattice based on the input
c and a threshold δ is a set of edges, formally defined
as:
Lc,δ ={〈pi,wi, ti〉|there exists an output y
such that 〈pi,wi, ti〉 ∈ y
and fc(c, aˆ)− fc(c, a(y)) ≤ δ}
(10)
where a(y) denote the character label sequence cor-
responding to the output y.
The motivation is that an edge is good enough to
be in the word lattice if and only if there exists an
output y containing this edge and has a high objec-
tive function value which is close to the best fc(c, aˆ).
Similar idea is also proposed by Huang(2008) and
Mi et al.(2010).
We can weight an edge yi = 〈pi,wi, ti〉 in the
word lattice as the minimal margin between the best
output aˆ and the output containing yi:
mi = fc(c, aˆ)−max
yi∈y
fc(c, a(y)) (11)
3.4 Pruned Word-based Model
Given a word lattice, our system needs to find a se-
quence of edges to form the output. This can be for-
malized as:
yˆ = argmax
yi∈Lc,δ
fw(y) (12)
1 〈wi〉
2 〈wi, ti〉
3 〈|wi| > 1〉
4 〈h(mi)〉
5 〈h(mi), |wi| > 1〉
6 〈ti〉
7 〈ti, |wi| > 1〉
8 〈ti−1, ti〉
9 〈ti−1, |wi−1| > 1, ti, |wi| > 1〉
10 〈ti, τ ∈ SogouW(wi)〉
11 〈ti,Wiki(wi)〉
12 〈ti, ⌈RAV(wi)/2⌉〉
Table 3: The feature templates of the pruned word-based
S&T model. Templates 10 to 12 are only for the open
test.
We call this pruned word-based model since we only
consider words from Lc,δ.
Also, an averaged perceptron model is used for
the learning and prediction. Word-based features
based on the criteria in Section 2 are used in this
model.
The feature templates used for the pruned word-
based model are listed in Table 3. Templates 1 to 9
are used for both closed and open test; while Tem-
plates 10 to 12 related to the wordhood are only used
for the open test.
Template 1 represents the word corresponding to
the edge. Since word length is useful, we use Tem-
plate 3 to represent such information. Template 8
and Template 9 are used to represent the informa-
tion of two contiguous words.
Stacked features (related to the previous
character-based model) are also represented as
Template 4 and Template 5. The weight of an edge
mi is defined in Eq. 11. h(m) is a genralized
step function that maps a continuous value to a
discrete value: h(m) = ⌈log2 ⌈m⌉⌉ and we define
h(0) = −∞.
Template 10 is based on the SogouW. If a word
is assigned with more than one word categories in
SogouW, each of the categories τ will generate a
feature together with ti. The machine learning algo-
rithm will automatically learn the relation between
the word categories and the POS tags. Template 11
is based on the Wikipedia. And Template 12 is based
on the RAV calculated from the large-scale corpus.
Data set CTB files Sentences Words
Training 1-270 18,086 493,938
400-931
1001-1151
Dev. 301-325 350 6,821
Test 271-300 348 8,008
Table 4: Summary of the training, development and test
sets of CTB 5.0
For the limitation of time and storage, we do not cal-
culate and store the RAV for strings with frequency
less than 1,000.
4 Experiments
We conduct our experiments on the Penn Chinese
Treebank 5.0 (CTB 5.0). We use the same train-
ing, development and test sets as the previous work
(Jiang et al., 2008b; Zhang and Clark, 2010; Sun,
2011). Table 4 shows the summary of these sets.
The development set is used to determine some pa-
rameters of our system such as the feature templates
and the threshold δ for the word lattice generation.
An edge is correct if and only if it appears in both
yˆ and the gold standard output sequence y∗. We use
the F1 measure to measure the performance of our
S&T system. the F1 for S&T is defined as:
F1 =
2
∑
c |yˆ ∩ y∗|∑
c |yˆ|+
∑
c |y∗|
(13)
where |yˆ∩y∗| is the number of correct edges of sen-
tence c.
If we do not distinguish POS tags of edges in yˆ
and y∗ in the equation, we get the definition of the
F1 for Chinese word segmentation (Seg). We use
this F1 measure to evaluate the performance of Seg.
4.1 Influence of Lattice Scale
Word lattices are generated with the help of the
character-based model and the word lattice genera-
tion algorithm described in Section 3.3. The param-
eter δ is used to control the lattice scale.
We define the lattice scale which is the ratio of
the size of the word lattice to the size of the gold
standard: lattice scale =
∑
c |Lc,δ|/
∑
c |y∗|. And
we define the oracle recall which is the ratio of the
number of the edges in both the word lattice and
Figure 4: The lattice scale and the oracle recall can be
easily manipulated by changing the threshold δ
δ Seg S&T
13 0.9676 0.9339
14 0.9678 0.9336
15 0.9700 0.9354
16 0.9692 0.9341
17 0.9685 0.9337
Table 5: The influence of the threshold δ on the develop-
ment set
the gold standard to the size of the gold standard
to indicate in what degree the gold standard outputs
are contained in the word lattices: oracle recall =∑
c |Lc,δ ∩ y∗|/
∑
c |y∗|. The oracle recall is similar
to the oracle F1 used by related work to indicate the
quality of the first step of a two-step S&T method
(Jiang et al., 2008b; Sun, 2011).
In our system, we can easily manipulate the lattice
scale and the oracle recall in a wide range by chang-
ing δ. The relation between there three variables are
shown in Fig. 4.
As shown in (Jiang et al., 2008b), when the degree
is set to 10, the lattice scale for the test set is larger
than 10 and the oracle F1 is 0.9779. The oracle F1
reported by Sun (2011) is 0.9929, which relies on
three models.
Then, we find a local optimal δ to determine the
lattice scale used for the pruned word-based model.
Results on the development set are shown in Table
5. Feature Templates 1 to 9 are used. We set δ to
15 in the rest of our experiments. Note that a large δ
will also cause a longer decoding time.
Closed test Seg S&T
(Jiang et al., 2008a) 0.9785 0.9341
(Jiang et al., 2008b) 0.9774 0.9337
(Kruengkrai et al., 2009) 0.9787 0.9367
(Zhang and Clark, 2010) 0.9778 0.9367
character-based model 0.9790 0.9336
full system 0.9811 0.9383
95% confidence interval ±0.0030 ±0.0054
Table 6: Comparison of our model and related work for
the closed test.
4.2 Closed Test for Pruned Word-based Model
We conduct the experiment on the test set for closed
test and compare our results with the previous work
in Table 6.
Our system outperforms the previous systems
listed in the table in closed test according to the Seg
F1 and the S&T F1. Especially, our system has a
high performance of Seg F1.
We perform the significant test using method for
Chinese word segmentation in SIGHAN bakeoff
(Emerson, 2005). The 95% confidence intervals of
our full system are listed below the F1 measures. We
see that the differences between those methods are
not significant enough. This issue is for all the re-
lated work.
We measure the speed of our system for the closed
test on the test set. The program uses one core
of 2.53GHz (Intel Core 2 Duo E7200). Results
are shown in Table 7. The total time of the test
procedure is 3.229 seconds, including 1.041 sec-
onds for lattice generation and 2.188 seconds for the
pruned word-based model. And note that the fea-
ture extraction of the pruned word-based model (a
pruned word-based S&T model) is implemented us-
ing Python, which is much slower than C/C++. The
speed of the S&T model using cross validation is re-
ported by Zhang and Clark (2010). The speed of that
word-based S&T model is 24.92 sentences per sec-
ond (a single 2.66GHz Intel Core 2 CPU), while the
speed of our system is 107.77 sentences per second.
4.3 Features for Wordhood
Finally, we conduct the experiment on the test set for
open test and compare our results with the previous
work in Table 8.
We try different combinations of our three feature
Total time 3.229 sec.
Lattice generation 1.041 sec.
Pruned word-based model 2.188 sec.
Speed 107.77 sent./sec.
Table 7: The speed of our system on the test set consisting
of 348 sentences for the closed test
Open test Seg S&T
(Jiang et al., 2009) 0.9823 0.9403
(Sun, 2011) 0.9817 0.9402
(Wang et al., 2011) 0.9811 0.9417
w/ SogouW 0.9834 0.9403
w/ SogouT 0.9828 0.9399
w/ SogouW, SogouT 0.9844 0.9411
95% confidence interval ±0.0028 ±0.0053
w/ SogouW, Wiki, SogouT 0.9841 0.9404
Table 8: Comparison of our model and related work for
the open test.
templates for wordhood. We find that in both de-
velopment set and test set, features derived from the
general lexicon and the raw corpus are helpful while
features derived from the Wikipedia is not helpful.
The 95% confidence intervals are calculated for
the best results of our model. The differences are
also not significant.
4.4 Analysis of Meaningless Words
We use the method proposed by Li and Sun (2009) to
manually check every errors in the result. We count
the number of errors that are not caused by granular-
ity and results in meaningless words.
The numbers of meaningless words with 95%
confidence intervals are shown in Figure 5. Since we
can not get the corresponding results for the related
work, we only count the results of our character-
based model, pruned word-based model and the
model employing features of wordhood.
In comparison with the character-based model,
the number of meaningless words of our system with
features of wordhood has a significant reduction.
The number of meaningless words has a reduction
of 62.9%, while the number of total incorrect words
has a reduction of 25%.
character-based word-based open test5
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Figure 5: The numbers of meaningless words with 95%
confidence intervals of our method.
5 Related Work
Zhang and Clark (2008), Mochihashi et al. (2009)
and Kruengkrai et al. (2009) proposed models for
S&T or Seg with both character-based features and
word-based features in a single model of which the
time spending is considerable.
Sun (2011) proposed a stacked framework to
connect a character-based model and a word-based
model in parallel; while Jiang et al. (2008b) pro-
posed a word lattice based reranking method in
which the character-based model and word-based
model are connected in series. The main difference
between the method by Jiang et al. and ours are the
lattice generation method and the feature templates.
And we use the way proposed by Sun to train the
character-based model and word-based model.
Several resources were used for the open test of
S&T and Seg. Sun(2011) used a lexicon of idioms.
Jiang et al. (2009) used an annotated corpus with
different annotation standard. Wang et al. (2011)
used auto-analyzed data. The data used in those
methods are not comparable with the corpus of ours.
Li and Sun (2009) used nearly the large-scale cor-
pus with ours in a semi-supervised way. The learned
model had a better ability to recognize new word,
while it did not outperform the baseline. In this pa-
per, we employ the statistical information for that
corpus as features in our model.
There are proposed criteria for Chinese word ex-
traction (Chien, 1997; Chen and Ma, 2002). For
example, Feng et al.(2004b; 2004a) proposed the
criterion accessor variety for Chinese word extrac-
tion and used it for Chinese word segmentation.
Jin et al.(2006) used branching entropy to perform
unsupervised Chinese word segmentation. Since
these methods will become intractable for a large
scale corpus, we adapted the method by Zhang et
al.(2011) in our experiment.
6 Conclusion
In this paper, we proposed an S&T method based
on the word lattice adapted from Jiang et al.(2008b).
A simple but more effective method is used for the
word lattice generation based on the objective func-
tion of a character-based S&T model. The scale of
lattice can be easily controlled by a simple parame-
ter δ. Then a pruned word-based S&T model is used
to find an optimal path in the word lattice as the out-
put. Our experiments on Penn Chinese treebank 5
show that our system is faster than the single word-
based model and outperforms the previous work in
the closed test.
We employ features of Chinese wordhood from
lexicon and large-scale raw corpus of 200 billion
characters. Our final system has a 62.9% reduction
of meaningless word generation in comparison with
the character-based model. As a result, the F1 mea-
sure for segmentation is increased to 0.984.
The CTB corpus mainly consists of news and
magazines. And the performance is already high.
When we want to do S&T on documents such as
blogs, microblogs or domain-specified documents
other than news, the meaningless words in the out-
put will be an even greater challenge. We will test
our method on such documents in the future.
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