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Resumen La Integracio´n Continua es una pra´ctica de la Ingenier´ıa de
Software cuyo uso se ha incrementado en los u´ltimos an˜os a la par de las
Metodolog´ıas A´giles. En los equipos de desarrollo, es un pilar fundamen-
tal para lograr la agilidad.
El objetivo de este trabajo es plantear una solucio´n para acompan˜ar al
proceso de Integracio´n Continua, desde el punto de vista de la prueba
del co´digo. Se utilizara´n tecnolog´ıas como Docker y TeamCity, para des-
plegar los Frameworks necesarios que permitan ejecutar las pruebas del
producto en desarrollo.
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1. Introduccio´n
La Integracio´n Continua consiste en el proceso de integrar automa´ticamente
y con frecuencia las distintas partes de un proyecto de software. De esta manera,
la deteccio´n de errores se realiza de manera temprana [1], y adema´s posibilita la
entrega de una versio´n del producto en cualquier momento que sea necesario [2].
Se debe aclarar que por integracio´n se entiende el proceso de la compilacio´n y
prueba del co´digo en la medida en que se lo genere, como as´ı tambie´n su posterior
despliegue y puesta en ejecucio´n [3].
Parte del proceso de la Integracio´n Continua consiste en realizar pruebas so-
bre el co´digo producido. Existen diferentes enfoques sobre los cuales trabajar,
como por ejemplo TDD (Test Driven Development), DDD (Data Drive Develop-
ment) o BDD (Behavior Driven Development), con el cual se trabajara´ en este
caso. [4] El BDD (Desarrollo dirigido por comportamiento) consiste en escribir
las pruebas en lenguaje no te´cnico o en lenguaje de negocio, de modo que to-
dos los involucrados en el proceso de desarrollo del producto, ya sean te´cnicos
(desarrolladores, testers, DevOps, etc) o no te´cnicos (Product Owners, Product
Managers, vendedores, etc) puedan entender de que´ se esta´ hablando [5]. Sin
embargo, a pesar del uso de lenguaje coloquial las expresiones se basan una
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estructura similar a la lo´gica de Hoare [6], ya que se basan en definir una pre-
condicio´n para llegar a una post-condicio´n para el software que se va a construir;
ambas condiciones deben cumplirse para que pueda decirse que el mismo cumple
con los objetivos. En este contexto, dicha lo´gica se ve plasmada en una notacio´n
que se denomina “Given-When-Then” [7] [8].
Given (dado): se provee el contexto necesario mediante una adecuada confi-
guracio´n del sistema, para el escenario en el cual se realizara´n las pruebas.
When (cuando): se especifican las acciones que se realizan al iniciar las prue-
bas.
Then (entonces): se expresa el resultado esperado de dicha prueba. Si el re-
sultado obtenido coincide con el esperado, la prueba pasa. En caso contrario,
falla.
Figura 1. Ejemplo de notacio´n Given-When-Then
Es importante destacar que el objetivo principal de este modelo de desarrollo
es escribir dichas pruebas antes de escribir el co´digo fuente, es decir, la imple-
mentacio´n del sistema.
Para implementar BDD pueden utilizarse diversas herramientas. A continua-
cio´n, se mencionara´n algunas de ellas, ambas basadas en el lenguaje de progra-
macio´n Ruby.
Cucumber es una de las herramientas existentes que permite escribir el co´digo
correspondiente para ejecutar las pruebas necesarias, es decir, permite la imple-
mentacio´n automa´tica de las pruebas de software. Gherkin es un lenguaje que
se implementa con este Framework, encargado de definir el comportamiento del
software. Esto lo hace a trave´s de la notacio´n “Given-When-Then”mencionada
anteriormente, y separa el co´digo de la implementacio´n de las pruebas, de la
especificacio´n de las mismas [9].
Por otro lado, se encuentra RSpec. Si bien posee el mismo enfoque que Cu-
cumber, se diferencia del mismo debido en que no separa la especificacio´n de la
implementacio´n de las pruebas, lo que dificulta la interpretacio´n de las mismas
a los involucrados en el negocio [10].
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Existen herramientas para ejecutar las pruebas automatizadas sin la nece-
sidad de realizar un despliegue local. Un ejemplo de esto es Docker. El mismo
permite la creacio´n de ✭✭contenedores✮✮ a fin de desplegar con sencillez las de-
pendencias necesarias que una aplicacio´n puede llegar a necesitar [11], ya sean
paquetes de software, configuraciones o archivos ejecutables.
Un contenedor es una instancia de una imagen previamente construida, y con-
siste en un mecanismo de empaquetado lo´gico, que permite aislar aplicaciones
del entorno en el cual corren en realidad. Operan a nivel de Sistema Operativo,
es decir que a diferencia de las ma´quinas virtuales no virtualizan hardware, sino
que comparten el hardware del entorno en que se esta´ usando. Por esta razo´n,
puede verse a los contenedores como una abstraccio´n de la capa de aplicacio´n [12].
Como parte de una tarea de un “Build Server”, una imagen de Docker puede
ser fa´cilmente instanciada, de manera que pueda ejecutar una accio´n (compilar
co´digo, correr pruebas, entre otras) de forma automa´tica e independiente a los
recursos de la ma´quina local en que se ejecute.
Actualmente existen diferentes herramientas de este tipo, como por ejem-
plo, Jenkins, Bamboo, GitLab CI o TeamCity [13]. En este trabajo se utilizara´
TeamCity, software de JetBrains. Es necesario aclarar que este tipo de recurso
es una pieza fundamental en el proceso de Integracio´n Continua.
2. Ejecucio´n de pruebas automatizadas
El contexto de este trabajo se da dentro del desarrollo de un producto de
software del tipo SIEM (Security Information and Event Management - Sistema
de Gestio´n de Eventos e Informacio´n de Seguridad). [14]
El proceso de desarrollo del mismo utiliza distintos tipos de tecnolog´ıas, de-
bido a su gran taman˜o y complejidad, repercutiendo tambie´n en el proceso de
realizacio´n de pruebas. Es por esto que se da una coexistencia de pruebas auto-
matizadas escritas tanto en Cucumber como en RSpec.
Como se imaginara´, al tratarse de Frameworks distintos, demandan insta-
laciones y configuraciones distintas. Esto implica gran cantidad de esfuerzo y
conocimiento, lo cual torna el proceso tedioso y poco eficiente.
Es por ello que se penso´ en una solucio´n que incluyera la creacio´n de dos
ima´genes de Docker, que desplegaran cada una lo necesario para el uso de dichos
Frameworks. El despliegue de estas ima´genes se da a partir de un archivo especial
propio de Docker, denominado Dockerfile.
Se penso´ en dos ima´genes independientes, para mantener la modularidad
del despliegue, aunque al estar ambos Frameworks basados en Ruby, comparten
la incorporacio´n de un archivo denominado Gemfile, el cual tiene la funcio´n
de mantener las librer´ıas necesarias en cada caso. Adema´s, ambos Frameworks
precisan ciertas librer´ıas de bases de datos para su funcionamiento.
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En la Figura 2 se detalla la conexio´n entre estos componentes, y co´mo se
integran al proceso de desarrollo del producto.
Se estima que la creacio´n de estas ima´genes no so´lo facilitara´ el trabajo
personal (al no necesitar conocimiento te´cnico para la configuracio´n de los Fra-
meworks), sino que tambie´n posibilitara´ la independencia de ciertos factores,
como el hardware de cada ma´quina, o la conexio´n a Internet.
Figura 2. Arquitectura del trabajo realizado
2.1. Ejecucio´n con RSpec
Adema´s de incluir los archivos mencionados anteriormente (Gemfile y li-
brer´ıas de bases de datos) para la creacio´n de la imagen de Docker correspon-
diente al Framework RSpec, tambie´n fue necesario agregar determinados archi-
vos en formato JSON, que ayudan a la configuracio´n del entorno sobre el cual
dichas pruebas se ejecutara´n. Partiendo entonces de estas premisas, se penso´
la estructura del Dockerfile para que incluyera este requisito, adema´s de los ya
mencionados en el apartado anterior.
Se desarrollo´ tambie´n un script personalizado para utilizar como punto de
entrada del Dockerfile [15] con el objetivo de ejecutar automa´ticamente las prue-
bas cada vez que el contenedor sea instanciado y poder as´ı integrarlo en un Build
Server. Adema´s de la ejecucio´n de pruebas, el script tiene la funcio´n de generar
los reportes necesarios derivados de e´stas pruebas.
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2.2. Ejecucio´n con Cucumber
Por su parte, la creacio´n del archivo Dockerfile para Cucumber se penso´ te-
niendo en cuenta los aspectos mencionados en el apartado 2. El mismo contiene
como punto de entrada un script personalizado que permite ejecutar las prue-
bas. Adema´s dicho script genera reportes que facilitan la visualizacio´n de los
resultados a trave´s de llamadas a los perfiles definidos en un archivo propio del
Framework, denominado cucumber.yml
El archivo cucumber.yml posee los comandos ma´s utilizados en un proyecto.
Por convencio´n, el mismo se encuentra ubicado en un subdirectorio denominado
.config, dentro del directorio de trabajo actual.
Dentro del archivo cucumber.yml se definen perfiles. Los mismos poseen un
nombre y una lista de los comandos que se desean ejecutar. Se explicara´ el uso
de dichos perfiles, mediante el siguiente ejemplo:
Figura 3. Ejemplo de cucumber.yml
Cucumber posee complementos para mostrar los resultados de la ejecucio´n
de las pruebas en distintos formatos, como ser JSON o HTML. En este caso, el
perfil ✭✭html report✮✮ especifica que el formato de salida sera´ un html.
Por su parte, el perfil ✭✭test✮✮ ejecutara´ todas las pruebas que este´n rotuladas
con la etiqueta ✭✭@my tests✮✮, y no ejecutara´ aquellas que au´n no este´n automa-
tizadas (rotuladas con la etiqueta “not @MANUAL”) o que se encuentren en
proceso (@WIP, cuyas siglas significan “Work In Progress”) [16].
Una funcionalidad importante de la imagen de Docker de Cucumber, es que
permite ingresar por para´metro las etiquetas de las pruebas que se deseen eje-
cutar.
2.3. Integracio´n con TeamCity
El paso final para la conexio´n de Docker con TeamCity es la creacio´n de una
“tarea”, en dicho Build Server.
La configuracio´n parte de un repositorio en Github que contiene la lo´gica de
las pruebas [Version Control Settings]. El servidor permite elegir que´ punto del
co´digo utilizar, es decir, la rama y los u´ltimos cambios de la misma.
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En segundo lugar se configuran “Build Steps”, los cuales en este caso se encar-
gan de descargar el contenedor de Docker para luego ejecutar automa´ticamente
las pruebas, segu´n una serie de para´metros presentes en el script personalizado
anteriormente mencionado.
Finalmente, un agregado en este tipo de ejecuciones es la creacio´n de artefac-
tos, los cuales consisten en archivos resultantes del uso del Build Server. En el
caso de los Framworks RSpec y Cucumber, los artefactos que se construyen son
reportes. Se penso´ en la inclusio´n de distintos formatos (.json, .html, .xls, .xml)
cada uno proveyendo distintos puntos de vista de la informacio´n generada.
Los reportes html generados son los ma´s utilizados en este proyecto, ya que en
ellos se puede observar de manera gra´fica, el porcentaje de pruebas que pasaron
y que fallaron, proveyendo ma´s informacio´n de aquellas con resultado negativo,
como por ejemplo, en que´ parte del co´digo fallaron y por que´.
3. Conclusio´n y trabajo futuro
Se concluye que au´n es necesario realizar una investigacio´n ma´s profunda con
respecto a aspectos tecnolo´gicos de la integracio´n continua. Como por ejemplo,
ahondar ma´s en el uso de Docker como creador de ima´genes y contenedores as´ı
como tambie´n en el uso de Build Servers que permiten su integracio´n, ya que se
reconoce que las soluciones actualmente implementadas pueden optimizarse.
Un aspecto a optimizar, ser´ıa por ejemplo automatizar el proceso de crea-
cio´n de ima´genes de Docker mediante, tambie´n, Teamcity. De modo que dicha
creacio´n sea el punto de entrada para la los jobs de ejecucio´n de pruebas. Ac-
tualmente las ima´genes son construidas de manera manual por quien lo necesite
siendo necesario clonar el repositorio donde se encuentran los archivos que per-
miten este proceso, y tener un mı´nimo conocimiento para realizar dicha tarea.
Automatizando el proceso, se prescindir´ıa de todo eso.
No obstante esto, lo logrado hasta el momento facilita el trabajo de quienes
necesitan realizar pruebas de las distintas partes del producto, ahorra´ndoles gran
cantidad de tiempo y esfuerzo, que se utilizar´ıa para la configuracio´n de cada
Framework en particular. Por otra parte el hecho de que las pruebas se ejecuten
mediante un Build Server, torna el proceso ma´s ra´pido y permite al usuario tra-
bajar sin retrasos ya que la ejecucio´n no consume recursos de la ma´quina local,
y otorga la libertad de ejecutar un conjunto extenso de pruebas sin la necesidad
de mantenerse conectado a la red durante dicho proceso (lo cual es indispensa-
ble cuando las pruebas son ejecutadas de manera local, donde si la persona se
desplaza de su puesto de trabajo y pierde la conexio´n a Interet, se detiene el
proceso.)
Finalmente, no debe dejar de mencionarse el favorable hecho de que los re-
sultados de la ejecucio´n de las pruebas (tanto en reportes finales como en tiempo
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real a medida que las mismas se realizan) este´n disponibles para cualquier miem-
bro del equipo, contrastando as´ı con la ejecucio´n local, donde so´lo el autor de la
ejecucio´n puede ver lo ocurrido.
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