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Preface
Tournaments constitute perhaps the most well-studied class of directed graphs.
One of the reasons for the interest in the theory of tournaments is the monograph
Topics on Tournaments [58] by Moon published in 1968, covering all results on
tournaments known up to this time. In particular, three results deserve special
mention: in 1934 Re´dei [60] proved that every tournament has a directed Hamilto-
nian path, in 1959 Camion [27] showed that every strongly connected tournament
has a directed Hamiltonian cycle and in 1966 Moon [57] published his famous the-
orem which says that every strongly connected tournament on n vertices is vertex
pancyclic, i.e. every vertex is contained in a directed cycle of length 3, 4, . . . , n.
The latter result is a strong improvement of Camion’s theorem and can be con-
sidered a milestone in the investigation of the cycle structure of tournaments. In
the following years survey articles dealing with tournaments were contributed by
Beineke and Wilson [20] in 1975, Reid and Beineke [63] in 1978, Beineke [19] and
Bermond and Thomassen [21] in 1981, Bang-Jensen and Gutin [10] and Reid [62]
in 1996. All these articles kept the interest of mathematicians working in this field
growing.
There are various generalizations of tournaments: local tournaments and locally
semicomplete digraphs, in-tournaments and locally in-semicomplete digraphs, mul-
tipartite tournaments and semicomplete multipartite digraphs, quasi-transitive di-
graphs and several others. For a comprehensive overview of multipartite tourna-
ments and semicomplete multipartite digraphs the reader may be referred to the
survey articles of Gutin [40] and Volkmann [75, 78], and for a summary of the
remaining classes to the article of Bang-Jensen and Gutin [11]. It is a natural
question to ask which of the results for tournaments can be extended to one of its
generalized classes. In view of Re´dei’s and Moon’s theorems, the path and cycle
structure are specifically of interest. In this thesis, two different generalizations of
tournaments are considered, namely the class of local tournaments and the class
of in-tournaments. For the sake of simplicity, directed paths and directed cycles
are called paths and cycles throughout this thesis.
v
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A digraph without loops, multiple arcs and cycles of length two is called a local
tournament if the set of in-neighbors as well as the set of out-neighbors of every
vertex induces a tournament. This class, or more generally the class of locally
semicomplete digraphs whose members might have cycles of length two, was in-
troduced by Bang-Jensen [3] in 1990. Three years later, Bang-Jensen, Huang and
Prisner [16] introduced a further generalization of local tournaments, the class
of in-tournaments, in claiming adjacency only for vertices that have a common
out-neighbor. Hence local tournaments and in-tournaments are generalizations of
tournaments in such a way that the general adjacency of vertices is transferred to
only those pairs of vertices that share a local property. Other such classes are, for
example, quasi-transitive digraphs (cf. [14]) and arc-locally semicomplete digraphs
(cf. [7]).
Ever since Bang-Jensen introduced the class of local tournaments, a lot of research
has been done in this field. In particular the Ph.D. theses of Huang [45] and
Guo [33] handled this subject in detail.
Concerning in-tournaments and, in particular, the path and cycle structure of
in-tournaments, some initial fundamental results were presented by Bang-Jensen,
Huang and Prisner [16]. Further work on pancyclicity and the cycle structure of
in-tournaments has been done by Tewes and Volkmann [68, 69], Tewes [66, 67]
and Peters and Volkmann [59]. The reader may be referred to the Ph.D. thesis of
Tewes [65] for an overview of this subject.
In this thesis we study the path and cycle structure of local tournaments and in-
tournaments and the related topic of vertex deletion. The required terminology
and notation as well as the basic structural properties of local tournaments and
in-tournaments are established in Chapter 1. The remaining part of this thesis is
subdivided in three parts.
In the first part consisting of Chapters 2 to 4 we investigate the path structure of lo-
cal tournaments and in-tournaments. The first problem we deal with in Chapter 2
is to develop the structure necessary for a local tournament to be not arc-traceable,
i.e. to contain an arc that does not belong to a Hamiltonian path. Using this struc-
ture we give various sufficient criteria for a local tournament to be arc-traceable
and we present examples that show the sharpness of our conditions. Our results
extend those of Busch [25] and Busch, Jacobson and Reid [26] for tournaments.
In the next two chapters — Chapters 3 and 4 — we focus on shorter paths in
local tournaments and in-tournaments. We show that a strongly connected in-
tournament on at least 2m−2 vertices, where m ≥ 4, with the property that each
arc lies on a path of order at least m, contains at most one m-path arc, i.e. an arc
such that the longest path through it is of order m. This confirms a conjecture
of Volkmann [74]. Subsequently we study two variations of the above problem.
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Firstly we lower the requirement on the order of the in-tournament in question to
n ≥ 2m − 3 (Chapter 3) and secondly we consider local tournaments instead of
in-tournaments, allowing the local tournament to be of order as low as n ≥ 3m−2
2
though (Chapter 4). Finally we present examples that show the sharpness of our
results in terms of order n.
The second part of this thesis consists of two chapters in which we investigate the
following problem: How many non-separating vertices does a strongly connected
local tournament or in-tournament have in terms of minimum vertex degree? In
Chapter 5 we prove that every strongly connected in-tournament D on n vertices
with minimum degree δ(D) ≥ p ≥ 2 has at least k = min{n, 4p−2} non-separating
vertices. If n ≥ 4p or if n ≥ 4p + 1 and p ≥ 3, this proposition can be improved
to k = 4p− 1 and k = 4p, respectively, unless D is a member of a well-described
exceptional family. The results in this chapter generalize those of Kotani [50] for
tournaments and of Meierling and Volkmann [55] for local tournaments. The topic
of Chapter 6 is the problem of vertex deletion, where we ask for the existence of two
distinct vertices in a strongly connected local tournament whose removal preserves
the strong connectivity of the digraph. We characterize all local tournaments with
exactly two such vertices thereby generalizing a result of Las Vergnas [51] for
tournaments.
The third part of this thesis is devoted to the cycle structure of local tourna-
ments and in-tournaments. A reformulation of the results of Chapter 6 shows
that we characterized all local tournaments on n vertices with exactly two cycles
of length n − 1. Using the parameter g(D), called quasi-girth of a local tourna-
ment D, Bang-Jensen, Guo, Gutin and Volkmann [8] proved that every strongly
connected local tournament is vertex (g(D) + 1)-pancyclic. In Chapter 7 we in-
vestigate how many cycles of length r, where g(D) + 1 ≤ r ≤ n − 1, a strongly
connected local tournament has at the least. This problem has already been stud-
ied and solved completely by Moon [57] and Las Vergnas [51] for tournaments and
our results generalize those of Las Vergnas. The interesting problem of complemen-
tary cycles in strongly connected local tournaments is investigated in Chapter 8.
In 1996 Guo and Volkmann [37] solved the question whether a 2-connected local
tournament has complementary cycles in characterizing the exceptional digraphs.
This result was generalized and extended in various forms. For example, Volk-
mann and the author [54] characterized all 2-connected in-tournaments that are
not cycle complementary and Gould and Guo [32] showed that every k-connected
local tournament D on at least 5k + 1 vertices has k vertex disjoint cycles that
span the vertex set of D. In this chapter we investigate the structure of strongly
connected, but not 2-connected, local tournaments that are not cycle complemen-
tary. As applications we present sufficient criteria for a strongly connected local
tournament D to have k vertex disjoint cycles that span the vertex set of D. Our
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results extend and generalize those of Li and Shu [52, 53] for tournaments. In the
last chapter we consider extendable cycles in strongly connected in-tournaments.
In 1989 this property was introduced by Hendry [44] in the context of general di-
graphs and subsequently studied by Tewes and Volkmann [69] for in-tournaments.
We prove that every strongly connected in-tournament on n vertices with minimal
degree 3 ≤ δ ≤ 8n−17
31
is fully (n− ⌊4δ+1
3
⌋)-extendable which solves a conjecture of
Tewes and Volkmann [69] in the affirmative.
Aachen, December 2007 Dirk Meierling
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Chapter 1
Introduction
In this chapter we present the terminology and notation used throughout this
thesis. Special notations and definitions will be presented where needed. The
results covered in this chapter constitute a collection of basic properties of local
tournaments and in-tournaments.
We assume that the reader has a basic knowledge of graph theory and we refer to
the books of Volkmann [72, 77] or Bang-Jensen and Gutin [12] for information not
given here.
In Section 1.1 we repeat some definitions that are important for this thesis and give
specific terminology and notation. Basic structural properties of local tournaments
and in-tournaments are introduced in Sections 1.2 and 1.3. The last section covers
some simple observations on the order of digraphs.
In the following, any result which is cited from an article or a book is equipped
with a heading containing this reference.
1.1 Terminology and notation
All digraphs mentioned in this thesis are finite and simple if not noted otherwise.
A digraph D is an orientation of a graph. For a digraph D, we denote by V (D)
and E(D) the vertex set and arc set of D. The numbers n = n(D) = |V (D)| and
m = m(D) = |E(D)| are the order and size of the digraph D.
If D is a digraph, a digraph H is called a subdigraph of D, if V (H) ⊆ V (D) and
E(H) ⊆ E(D). In this case we also say that D is a superdigraph of H and write
H ⊆ D. If V (H) = V (D), we say that H is a spanning subdigraph (or a factor)
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of D. The subdigraph induced by a subset A of V (D) is denoted by D[A]. By
D − A we denote the digraph D[V (D) − A]. If A = {x} is a single vertex, we
write D − x instead of D − {x}. Let H1, H2, . . . , Hn be arbitrary digraphs. Then
D[H1, H2, . . . , Hn] denotes the digraph which is obtained by replacing every vertex
xi of D by Hi. Furthermore, the arcs between Hi and Hj are defined as follows:
Hi → Hj in D[H1, H2, . . . , Hn] if and only if xi → xj in D and if there is no arc
between xi and xj in D, there is no arc between Hi and Hj in D[H1, H2, . . . , Hn].
If xy ∈ E(D) is an arc of D, the vertex y is a positive neighbor or out-neighbor of
x and x is a negative neighbor or in-neighbor of y. We say that x dominates y and
y is dominated by x, denoted by x→ y. The vertices x and y are the end-vertices
of the arc xy. Furthermore, we say that two vertices x and y are adjacent vertices
and that x (or y) and xy are incident .
Let A and B be two disjoint subdigraphs of a digraph D. If every vertex of A
dominates every vertex of B, we say that A dominates B and that B is dominated
by A, denoted by A→ B. If there is at least one arc leading from A to B and no
arc leading from B to A, then A weakly dominates B and B is weakly dominated
by A, denoted by A B.
By reversing the arc xy we mean that we replace the arc xy by the arc yx. The
converse of a directed graph D is the directed graph D−1 which we obtain by
reversing all arcs of D.
The positive or out-neighborhood N+(x) of a vertex x is the set of positive neigh-
bors of x. More generally, for arbitrary subdigraphs A and B of D, the out-
neighborhood N+(A,B) is the set of vertices in B to which there is an arc from
a vertex in A. The negative or in-neighborhood N−(x) of a vertex x and the
in-neighborhood N−(A,B) are defined analogously.
The numbers d+(x) = |N+(x)| and d−(x) = |N−(x)| are called out-degree and
in-degree of the vertex x, respectively. The minimum out-degree δ+(D) and
the minimum in-degree δ−(D) of D are given by min {d+(x) | x ∈ V (D)} and
min {d−(x) | x ∈ V (D)}, respectively. Analogously, we define the maximum out-
degree ∆+(D) of D by ∆+(D) = max {d+(x) | x ∈ V (D)} and the maximum in-
degree ∆−(D) by ∆−(D) = max {d−(x) | x ∈ V (D)} of D. In addition, let δ(D) =
min {δ+(D), δ−(D)} be the minimum degree and ∆(D) = max {∆+(D),∆−(D)}
be themaximum degree ofD. We say that a digraphD is regular or, more precisely,
δ(D)-regular if δ(D) = ∆(D).
A directed path, or short a path, of length ℓ, where ℓ ≥ 0 is an integer, is a
subdigraph P of D with ℓ + 1 distinct vertices {v0, v1, . . . , vℓ} and ℓ distinct arcs
{e1, e2, . . . , eℓ} such that ei = vi−1vi for every 1 ≤ i ≤ ℓ. For such a path P of
length ℓ we will use the notation P = v0v1 . . . vℓ. We say that the vertex v0 is the
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initial vertex of P , that the vertex vℓ is the terminal vertex of P and that the
vertices v0 and vℓ are end-vertices of P . Furthermore, we call P a path from v0 to
vℓ or short a v0-vℓ-path. More generally, if A and B are two disjoint subdigraphs
of V (D) and P is a path such that the initial vertex of P is in A and the terminal
vertex of P is in B, we say that P is an A-B-path. A directed cycle, or short a
cycle, of length ℓ, where ℓ ≥ 3 is an integer, is a subdigraph C of D with ℓ distinct
vertices {v1, v2, . . . , vℓ} and ℓ distinct arcs {e1, e2, . . . , eℓ} such that ei = vivi+1 for
every 1 ≤ i ≤ ℓ− 1 and eℓ = vℓv1. For such a cycle C of length ℓ we will use the
notation C = v1v2 . . . vℓv1. If P is a path and x is a vertex of P , we say that P
is a path through x. Analogously, if C is a cycle and x is a vertex of C, we say
that C is a cycle through x. The number of vertices of a path or cycle is also called
the order of the path or cycle. A cycle or path of order m is an m-cycle or an
m-path, respectively. If X is a cycle or path of a digraph D with order |V (D)|, the
subdigraph X is called a Hamiltonian cycle or Hamiltonian path, respectively. In
the first case we call the corresponding digraph D a Hamiltonian digraph and in
the latter case a traceable digraph. An arc xy is called an m-path arc if the longest
path through xy is of order m. In the special case m = n the arc is traceable. If
every arc of a digraph D is traceable, we call D arc-traceable. A digraph D is called
pancyclic if it contains cycles of length ℓ for all ℓ ∈ {3, 4, . . . , n(D)} and a vertex
is called pancyclic if it belongs to a cycle of length ℓ for every ℓ ∈ {3, 4, . . . , n(D)}.
Furthermore, a digraph D is vertex pancyclic if every vertex of D is pancyclic. The
pancyclicity for arcs is defined analogously. A cycle C is called extendable if there
is a cycle C ′ such that V (C) ⊆ V (C ′) and V (C) 6= V (C ′). We call a digraph D
cycle complementary if there exist two vertex disjoint cycles C1 and C2 in D such
that V (D) = V (C1) ∪ V (C2). A k-cycle factor of a digraph D is a factor D
′ of D
that consists of k vertex disjoint cycles. Let P = v1v2 . . . vℓ be a path of D. Then
P [vi, vj ], where 1 ≤ i, j ≤ ℓ, denotes the subpath vivi+1 . . . vj of P with initial
vertex vi and terminal vertex vj. The subpaths C[vi, vj] of a cycle C are defined
analogously. If x ∈ V (X) for a cycle or path X, we denote the successor of x on
X by x+X and the predecessor of x on X by x
−
X . We also write x
+ and x− if no
confusion arises.
A digraph D is path-mergeable if for any choice x, y of vertices and any pair P1, P2
of internally disjoint x-y-paths, there exists an x-y-path Q in D such that V (Q) =
V (P1) ∪ V (P2). We call D in-path-mergeable if for every vertex y and any pair
P1, P2 of internally disjoint paths ending in y, there is a path Q with the following
three properties; the path Q consists of all vertices of P1 and P2, it starts at a
vertex which is the initial vertex of either P1 or P2 and it terminates at y. Note
that, in this definition, the initial vertices of P1 and P2 may coincide. Hence,
every in-path-mergeable digraph is path-mergeable, whereas the converse is not
necessarily true.
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A digraph is acyclic if it has no cycles. Let D be a digraph and let x1, x2, . . . , xn
be an ordering of its vertices. We call this ordering an acyclic ordering if for every
arc xixj in D, we have i < j.
We speak of a connected digraph if the underlying graph is connected. A digraph D
is said to be strongly connected or just strong , if for every pair x, y of vertices of D,
there is a path from x to y. A strong component of D is a maximal induced strong
subdigraph of D.
The condensation or strong component digraph SC(D) of a digraph D is ob-
tained by contracting the strong components of D into vertices and deleting any
parallel arcs obtained in this process. In other words, if D1, D2, . . . , Dp, where
p ≥ 1, are the strong components of D, the vertex set of SC(D) is V (SC(D)) =
{v1, v2, . . . , vp} and the arc set of SC(D) is E(SC(D)) = {vivj | N
+(Di, Dj) 6= ∅}.
Note that SC(D) is acyclic and thus has an acyclic ordering, that is the strong
components of D can be labeled D1, D2, . . . , Dp such that there is no arc from Dj
to Di unless j < i. We call this ordering the acyclic ordering of the strong com-
ponents of D. The strong components corresponding to vertices with in-degree
(out-degree) zero in SC(D) are called initial (terminal) strong components of D.
We say that a digraph D is k-strongly connected or just k-strong if D has at least
k+1 vertices and for any set S of vertices such that |S| < k, the subdigraph D−S
is strong. A set S of vertices is called a separating set if D − S is not strong. We
speak of a minimal separating set (minimum separating set) S of a digraph D if
D − S is not strong and there exists no separating set S ′ ⊆ S with |S ′| < |S| (no
separating set S ′′ with |S ′′| < |S|). If S = {x} for a separating set S, we call x a
separating vertex or cut-vertex . Analogously, a vertex x is called a non-separating
vertex of a strong digraph D if D − x is strong.
An in-branching of a digraph D is a spanning tree of D rooted at some vertex v
and oriented in such a way that every vertex other than v has an arc out of it. An
out-branching is defined analogously.
A digraph is semicomplete if for any two different vertices x and y, there is at least
one arc between them. A tournament is a semicomplete digraph without 2-cycles.
We speak of a transitive tournament T if there exists no cycle in T . Note that in
this case a tournament T has a unique Hamiltonian path.
Throughout this thesis we only consider connected digraphs and all subscripts are
taken modulo the corresponding number.
The topic of this thesis is the investigation of two classes of digraphs that are
generalizations of tournaments: local tournaments and in-tournaments. In 1990,
Bang-Jensen [3] defined local tournaments to be the family of oriented graphs
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T1
T2
T3
T4
T5
T6
Figure 1.1: Local tournaments.
where the in-neighborhood as well as the out-neighborhood of every vertex induces
a tournament.
Definition 1.1. A local tournament is a digraph such that the in-neighborhood as
well as the out-neighborhood of every vertex induces a tournament.
In transferring the general adjacency only to vertices that have a common positive
or a common negative neighbor, local tournaments are an interesting generalization
of tournaments. We note that every induced subdigraph of D is still a local
tournament and, in addition, the converse D−1 of D is also a local tournament.
The digraphs in Figure 1.1 show that the class of local tournaments is more general
than the class of tournaments. Here Ti is a strongly connected tournament such
that Ti dominates Ti+1 for i = 1, 2, . . . , 6.
Ever since the initial article of Bang-Jensen [3] was published, a lot of research
has been done concerning local tournaments, or the more general class of locally
semicomplete digraphs, where there might be cycles of length two. In particular,
the Ph.D. theses of Guo [33] and Huang [45] handled this subject in detail. For
more information concerning different generalizations of tournaments, the reader
may be referred to the survey article of Bang-Jensen and Gutin [11].
In 1993, Bang-Jensen, Huang and Prisner [16] introduced a further generalization
of local tournaments, the class of in-tournaments, in claiming adjacency only for
vertices that have a common positive neighbor.
Definition 1.2. An in-tournament is a digraph such that the in-neighborhood of
every vertex induces a tournament.
It is clear that every local tournament is also an in-tournament. In addition, every
induced subdigraph of an in-tournament is also an in-tournament. The digraphs
in Figure 1.2 show that the class of in-tournaments is more general than the class
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D1
D2
D3
D4
D5
D6
Figure 1.2: In-tournaments.
of local tournaments. Here Di is a strongly connected in-tournament such that Di
weakly dominates Di+1 for i = 1, 2, . . . , 6.
Initially, some problems concerning in-tournaments were studied by Bang-Jensen,
Huang and Prisner [16]. Later on, Tewes and Volkmann [68, 69], Volkmann [74]
and Tewes [66, 67] focused on the cycle and path structure of this class of digraphs.
To make our presentation more complete, we will briefly introduce two other in-
teresting generalizations of tournaments.
A multipartite tournament is an orientation of a complete multipartite graph.
Hence a multipartite tournament is a tournament if and only if every partite set
has size one. For information on multipartite tournaments we refer the reader to
the comprehensive survey articles of Gutin [40] and Volkmann [75, 78].
In a quasi-transitive digraph D every vertex that belongs to the negative neighbor-
hood of an arbitrary vertex x ∈ V (D) is adjacent to every vertex of the positive
neighborhood of x. As in the definitions of local tournaments and in-tournaments
the general adjacency of vertices in tournaments is transferred only to vertices
which share a local property. Results on quasi-transitive digraphs can be found in
[6, 14, 15, 17, 30].
In the next sections we shall introduce the basic properties of local tournaments
and in-tournaments. These results play an important role in this thesis.
1.2 Basic properties of local tournaments
In this section we introduce the basic properties of local tournaments.
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Figure 1.3: Members of the class R2n.
1.2.1 Non-strong local tournaments
The following class of digraphs plays an important role in the study of local tour-
naments.
Definition 1.3. A digraph on n vertices is called a round digraph if its ver-
tices v1, v2, . . . , vn can be labelled such that N
+(vi) = {vi+1, vi+2, . . . , vi+d+(vi)} and
N−(vi) = {vi−1, vi−2, . . . , vi−d−(vi)} for every i, where the subscripts are taken mod-
ulo n. We refer to v1, v2, . . . , vn as a round labeling of D.
Definition 1.4. A local tournament D is round-decomposable if there exists a
round local tournament R on r ≥ 2 vertices and strong local subtournaments
H1, H2, . . . , Hr of D such that D = R[H1, H2, . . . , Hr]. We call R[H1, H2, . . . , Hr]
a round decomposition of D.
From these definitions it is easy to see that every strongly connected, round-
decomposable local tournament has a Hamiltonian cycle. For example, the first
digraph in Figure 1.1 is round-decomposable and it has the round decomposition
R[T1, T2, . . . , T6], where R is a cycle of length six. A special class of round local
tournaments is introduced in the next definition.
Definition 1.5. Let R2n be the set of all round local tournaments that are 2-regular.
The next theorem shows that every connected, but not strongly connected local
tournament is round-decomposable.
Theorem 1.6 (Bang-Jensen [3] 1990). Let D be a connected local tournament.
(a) If A and B are two strong components of D, then either there is no arc between
them or A dominates B or B dominates A;
(b) If A and B are two strong components of D such that A dominates B, then
D[A] and D[B] are tournaments;
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(c) The strong components of D can be ordered in a unique way D1, D2, . . . , Dp,
where p ≥ 1, such that there are no arcs from Dj to Di for j > i, and Di
dominates Di+1 for i = 1, 2, . . . , p− 1.
According to Theorem 1.6, we give the following definition.
Definition 1.7. Let D be a connected local tournament. Then the unique sequence
D1, D2, . . . , Dp as defined in Theorem 1.6 is called the strong decomposition of D.
Furthermore, we call D1 the initial strong component and Dp the terminal strong
component of D.
As immediate corollaries from Theorem 1.6 we get the following results.
Corollary 1.8. Every connected, but not strongly connected, local tournament D
has a unique round decomposition R[D1, D2, . . . , Dp], where D1, D2, . . . , Dp is the
strong decomposition of D and R is a round acyclic local tournament.
Corollary 1.9. If D is a connected local tournament, then D has a Hamiltonian
path.
From the fact that every connected non-strong local tournament has a unique
strong decomposition, Guo and Volkmann [36] found a further useful decomposi-
tion, which is formulated in the next theorem (cf. Figure 1.4).
Theorem 1.10 (Guo & Volkmann [36] 1994). Let D be a connected local tour-
nament that is not strong. Then D can be decomposed in r ≥ 2 subdigraphs
D′1, D
′
2, . . . , D
′
r such that every D
′
i is a tournament and the following holds.
(a) D′1 is the terminal component of D and D
′
i consists of some strong components
of D for i ≥ 2;
(b) D′i+1 dominates the initial strong component of D
′
i and there exists no arc from
D′i to D
′
i+1 for i = 1, 2, . . . , r − 1;
(c) If r ≥ 3, then there is no arc between D′i and D
′
j for i and j satisfying |j− i| ≥
2.
According to Theorem 1.10, we give the following definition.
Definition 1.11. Let D be a connected local tournament that is not strong. Then
the unique sequence D′1, D
′
2, . . . , D
′
r as defined in Theorem 1.10 is called the semi-
complete decomposition of D.
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Figure 1.4: The semicomplete decomposition of a local tournament.
1.2.2 Strong local tournaments
In this subsection the structure of strong local tournaments is established. The
first result is a useful observation about the interaction of a cycle and an external
vertex.
Lemma 1.12 (Bang-Jensen [3] 1990). Let D be a local tournament containing
a cycle C = u1u2 . . . uku1. If there exists a vertex v ∈ V (D) − V (C) such that
N+(v, C) 6= ∅ (or N−(C, v) 6= ∅), then either v → C (C → v, respectively) or
ui → v → ui+1 for some integer 1 ≤ i ≤ k, i.e. there exists a cycle C
′ in D such
that V (C ′) = V (C) ∪ {v}.
As a consequence we can generalize the well-known result of Camion [27] that a
tournament is Hamiltonian if and only if it is strong to local tournaments.
Theorem 1.13 (Bang-Jensen [3] 1990). A local tournament is strong if and only
if it has a Hamiltonian cycle.
The following observation is the first step to the classification of connected local
tournaments (cf. Theorem 1.18).
Lemma 1.14 (Bang-Jensen [3] 1990). If D is a strong local tournament and S is
a minimal separating set of D, then D − S is connected.
The next result is a characterization of local tournaments that are both strongly
connected and round-decomposable.
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Theorem 1.15 (Bang-Jensen, Guo, Gutin & Volkmann [8] 1997). Let D be a
strong local tournament and let S be a minimal separating set of D. Then D is
round-decomposable if and only if D = R[D1, D2, . . . , Dp+q], where R is a round
local tournament, Di is a strong tournament for every i, D1, D2, . . . , Dp is the
strong decomposition of D − S, where p ≥ 2, and Dp+1, Dp+2, . . . , Dp+q is the
strong decomposition of D[S], where q ≥ 1.
Together with Corollary 1.8 the above theorem yields the following result.
Corollary 1.16 (Bang-Jensen, Guo, Gutin & Volkmann [8] 1997). Let D be a
round-decomposable local tournament. Then D has a unique round decomposition
D = R[D1, D2, . . . , Dα], where Di is a strong tournament for every i = 1, 2, . . . , α.
Now we give a characterization of strong local tournaments that are neither tour-
naments nor round-decomposable.
Theorem 1.17 (Bang-Jensen, Guo, Gutin & Volkmann [8] 1997). Let D be a
connected local tournament which is not a tournament. Then D is not round-de-
composable if and only if the following conditions are satisfied:
(a) There is a minimal separating set S of D such that D−S is not a tournament
and for each such S the digraph D[S] is a tournament and the semicomplete
decomposition of D − S has exactly three components D′1, D
′
2 and D
′
3;
(b) There are integers α, β, µ and ν with λ ≤ α ≤ β ≤ p − 1 and p + 1 ≤ µ ≤
ν ≤ p+ q such that
N−(Dα, Dµ) 6= ∅ and N
+(Dα, Dν) 6= ∅
or N−(Dµ, Dα) 6= ∅ and N
+(Dµ, Dβ) 6= ∅,
where D1, D2, . . . , Dp and Dp+1, Dp+2, . . . , Dp+q are the strong decompositions
of D − S and D[S], respectively, and Dλ is the initial component of D
′
2.
As the final result in this subsection we give the following theorem which shows that
every connected local tournament belongs to one of three well-described classes.
Theorem 1.18 (Bang-Jensen, Guo, Gutin & Volkmann [8] 1997). Let D be a
connected local tournament. Then exactly one of the following possibilities holds.
(a) D is round-decomposable and there is a local tournament R on α ≥ 3 vertices
such that R[D1, D2, . . . , Dα] is the unique round decomposition of D, where Di
is a strong tournament for i = 1, 2, . . . , α;
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(b) D is not round-decomposable and not a tournament and it has the structure
as described in Theorem 1.17;
(c) D is a tournament that is not round-decomposable.
1.3 Basic properties of in-tournaments
In this section we introduce the basic properties of in-tournaments.
1.3.1 Non-strong in-tournaments
The first results deal with very useful properties of in-tournaments.
Theorem 1.19 (Bang-Jensen [5] 1995). If D is an in-tournament, then D is
in-path-mergeable.
Corollary 1.20 (Bang-Jensen [5] 1995). If D is an in-tournament, then D is
path-mergeable.
Corollary 1.21. Every local tournament is in-path-mergeable and path-mergeable.
In Section 1.2 it was shown that the structure of local tournaments is very similar
to the structure of tournaments: any strong component is a tournament, if two
strong components are adjacent, then one completely dominates the other and
finally the condensation SC(D) has a unique Hamiltonian path. In-tournaments
and (local) tournaments do not have all of these structural properties in common
as we shall see in the following. The first result is an analog to Theorem 1.6.
Theorem 1.22 (Bang-Jensen, Huang & Prisner [16] 1993). Let D be an in-tour-
nament.
(a) If A and B are two distinct strong components of D, either there is no arc be-
tween them or A weakly dominates B or B weakly dominates A. Furthermore,
if A weakly dominates B, the set N−(B,A) dominates B.
(b) If A and B are two distinct strong components of D such that A weakly dom-
inates B, the set N−(b, A) induces a tournament for every b ∈ B.
(c) If D is connected, then D has an out-branching SC(D). If R is the root of
SC(D) and A is an arbitrary other strong component of D, there is a path
from R to A containing all components that can reach A.
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Since in-tournaments are in-path-mergeable, we obtain a characterization for in-
tournaments that have a Hamiltonian path.
Theorem 1.23 (Bang-Jensen, Huang & Prisner [16] 1993). A connected in-tour-
nament has a Hamiltonian path if and only if it has an in-branching.
In addition we note the following.
Remark 1.24. Let D be a connected in-tournament and let SC(D) be the conden-
sation of D. The strong components of D can be ordered in a way D1, D2, . . . , Dp
such that there are no arcs from Dj to Di for j > i. In particular N
−(D1) −
V (D1) = N
+(Dp)− V (Dp) = ∅.
1.3.2 Strong in-tournaments
The first result is a useful observation about the interaction of a cycle and a vertex
which lies outside.
Theorem 1.25 (Bang-Jensen, Huang & Prisner [16] 1993). Let D be an in-tour-
nament and let C = u1u2 . . . usu1 be a cycle in D. If |N
+(x, C)| ≥ 1 for a vertex
x /∈ V (C), then either x→ C or ui → x→ ui+1 for an integer 1 ≤ i ≤ s.
In 1993, Bang-Jensen, Huang and Prisner [16] generalized the well known result
that a tournament is strong if and only if it is Hamiltonian to in-tournaments. We
can also deduce this result from the above theorem.
Theorem 1.26 (Bang-Jensen, Huang & Prisner [16] 1993). An in-tournament is
strong if and only if it has a Hamiltonian cycle.
More of the structure of local tournaments is preserved in strongly connected in-
tournaments as we see in the next theorem.
Theorem 1.27 (Bang-Jensen, Huang & Prisner [16] 1993). Let D be a strong
in-tournament and let S be a minimal separating set of D. The strong components
of D − S can be ordered in a unique way D1, D2, . . . , Dp such that there are no
arcs from Dj to Di for j > i, and Di has an arc to Di+1 for i = 1, 2, . . . , p− 1.
According to Theorem 1.27 we give the following definition.
Definition 1.28. The unique labeling D1, D2, . . . , Dp of the strong components of
D− S as described in Theorem 1.27 is called the strong decomposition of D− S.
We call D1 the initial and Dp the terminal component.
1.3.2 Strong in-tournaments 13
As a consequence of Theorem 1.27, Bang-Jensen, Huang and Prisner obtained the
following structural result.
Corollary 1.29 (Bang-Jensen, Huang & Prisner [16] 1993). Let D be a strong in-
tournament and let S be a minimal separating set of D. The strong decomposition
D1, D2, . . . , Dp, where p ≥ 2, of D − S has the following properties.
(a) If xi → xk for xi ∈ V (Di) and xk ∈ V (Dk) with 1 ≤ i 6= k ≤ p, then xi → Dj
for every i+ 1 ≤ j ≤ k.
(b) The digraph D − S has a Hamiltonian path.
(c) For every s ∈ S we have d+(s,D1) > 0 and d
−(s,Dp) > 0.
At the end of this section we show how strong in-tournaments can be decomposed
in larger components similarly to Theorem 1.10.
Theorem 1.30 (Meierling & Volkmann [54]). Let D be a strong in-tournament
and let S be a minimal separating set of D. There is a unique order D
′
1, D
′
2, . . . , D
′
r
with r ≥ 2 of the strong components of D − S such that
(a) D′1 is the terminal component of D − S and D
′
i consists of some strong com-
ponents of D for i ≥ 2;
(b) there exists a vertex x in the initial component of D′i+1 and a vertex y in the
terminal component of D′i+1 such that {x, y} dominates the initial component
of D′i for i = 1, 2, . . . , r − 1;
(c) there are no arcs between D′i and D
′
j for i, j satisfying |i− j| ≥ 2;
(d) if r ≥ 3, there exist no arcs from D′i to S for i ≥ 3, S → D1 and S induces a
tournament in D.
Proof. Let D1, D2, . . . , Dp be the strong decomposition of D − S. We define (cf.
Figure 1.5)
D
′
1 = Dp, λ1 = p,
λi+1 = min
{
j | N+(Dj , D
′
i) 6= ∅
}
and
D
′
i+1 = D
[
V (Dλi+1) ∪ V (Dλi+1+1) ∪ . . . ∪ V (Dλi−1)
]
.
So we have a new decomposition D′1, D
′
2, . . . , D
′
r of D, where 2 ≤ r ≤ p, that
satisfies (a).
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Figure 1.5: The decomposition of a strong in-tournament.
By the definition of D′i+1, there exists a strong component Dl of D
′
i such that
N+(Dλi+1 , Dℓ) 6= ∅. Therefore we conclude from Theorem 1.27 and Corollary 1.29
that there exists a vertex x ∈ V (Dλi+1) such that x → Dj for every index j ∈
{λi+1, λi+1 + 1, . . . , ℓ}. From Corollary 1.29 it follows that there exists a vertex
y ∈ V (Dλi−1) such that y → Dλi . So (b) has been proved.
Note that if r = 2, there is nothing to prove in (c). If r ≥ 3 and i, j are two
integers with i ≥ j + 2, there is no arc from D′i to D
′
j by the definition of λi−1. In
addition, D contains no arc from D′j to D
′
i by Theorem 1.27.
Assume to the contrary that there is an arc xs from x ∈ V (D′i) to s ∈ S, where
i ≥ 3. Note that Corollary 1.29.(c) states that s has a negative neighbor x′ in Dp.
Since D is an in-tournament, it follows that x and x′ are adjacent, a contradiction
to (c).
Now we shall prove that S → D1. Note that we have d
+(s,D1) > 0 for every vertex
s ∈ S by Corollary 1.29.(c). Now let s ∈ S be an arbitrary vertex. If D1 consists
of a single vertex, there is nothing to prove. Otherwise D1 has a Hamiltonian
cycle by Theorem 1.26. Using Theorem 1.25, we deduce that either s → D1 or
that s has a negative neighbor in D1. Thus, if s 6→ D1, the vertex s has negative
neighbors both in D1 and Dp, a contradiction to (c). This completes the proof of
this theorem.
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1.4 Observations on the order of digraphs
In this section we present some simple lower bounds for the order of digraphs which
will be frequently used in this thesis.
Lemma 1.31. Let D be a digraph of order n without cycles of length two and let
r ≥ 1 be an integer.
(a) If d−(x) + d+(y) ≥ r for every arc xy of D, then n ≥ r + 1;
(b) If δ+(D) ≥ r or δ−(D) ≥ r, then n ≥ 2r + 1;
(c) If δ+(D) ≥ r and ∆+(D) ≥ r + 1 or if δ−(D) ≥ r and ∆−(D) ≥ r + 1, then
n ≥ 2r + 2.
Proof. (a) Observe that
r
n(n− 1)
2
≤
∑
xy∈E(D)
(d−(x) + d+(y)) =
∑
xy∈E(D)
d−(x) +
∑
xy∈E(D)
d+(y)
= 2
∑
x∈V (D)
d−(x)d+(x)
≤ 2n(
n− 1
2
)2.
So
r
n(n− 1)
2
≤ 2n(
n− 1
2
)2
which finally implies that n ≥ r + 1.
(b) Suppose, without loss of generality, that δ+(D) ≥ r. It follows that
n(n− 1)
2
≥
∑
x∈V (D)
d+(x) ≥ nr
which finally implies that n ≥ 2r + 1.
(c) Suppose, without loss of generality, that δ+(D) ≥ r and that there exists a
vertex x ∈ V (D) such that d+(x) ≥ r + 1. It follows that
n(n− 1)
2
≥
∑
x∈V (D)
d+(x) ≥ r + 1 + (n− 1)r = nr + 1.
Since n is an integer, it follows that n ≥ 2r + 2.
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Part I
Paths in local tournaments and
in-tournaments
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Chapter 2
Arc-traceable local tournaments
A digraph D is arc-traceable if for every arc xy of D, the arc xy belongs to a
Hamiltonian path of D. The first result concerning Hamiltonian paths in digraphs
is due to Re´dei [60] who showed already in 1934 that every tournament contains
a Hamiltonian path.
Theorem 2.1 (Re´dei [60] 1934). Every tournament contains a Hamiltonian path.
In 1990, Bang-Jensen [3] showed the same result for connected local tournaments
(cf. Corollary 1.9). A first sufficient condition for a digraph to contain a Hamilto-
nian cycle (and thus, in particular a Hamiltonian path) was given in 1960.
Theorem 2.2 (Ghouila-Houri [31] 1960). If D is a digraph such that δ(D) ≥
|V (D)|/2, then D contains a Hamiltonian cycle.
Moon [57] proved that in a strongly connected tournament every vertex belongs
to cycles of arbitrary lengths.
Theorem 2.3 (Moon [57] 1966). A tournament T is strong if and only if T is
vertex pancyclic.
Weaker results were shown by Camion [27] in 1959 and by Harary and Moser [42]
in 1966.
Theorem 2.4 (Camion [27] 1959). A tournament T is strong if and only if T is
Hamiltonian.
Theorem 2.5 (Harary & Moser [42] 1966). A tournament T is strong if and only
if T is pancyclic.
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Since tournaments are known to have a Hamiltonian path and strongly connected
tournaments have Hamiltonian cycles, it is a natural question to ask under which
conditions every arc of a given tournament is part of a Hamiltonian path or cycle.
In fact, the condition that every arc of a tournament belongs to a cycle of length
k for every integer 3 ≤ k ≤ n was introduced as arc-pancyclicity and the following
results were given.
Theorem 2.6 (Alspach [1] 1967). Every regular tournament is arc-pancyclic.
Theorem 2.7 (Jakobsen [48] 1972). Every arc of an almost-regular n-tournament,
where n ≥ 8, is contained in a cycle of length k for every 4 ≤ k ≤ n.
Theorem 2.8 (Thomassen [70] 1980). If T is an n-tournament such that ∆(T )−
δ(T ) ≤ n−3
5
, then every arc of T is contained in a cycle of length k for every
4 ≤ k ≤ n.
In contrast to arc-pancyclicity the question of arc-traceability was not addressed.
In 2006, inspired by Volkmann’s article [76], Busch, Jacobson and Reid [26] studied
the structure of tournaments that are not arc-traceable and consequently gave
various sufficient conditions for tournaments to be arc-traceable. Inspired by the
article of Busch, Jacobson and Reid, we develop in this chapter the structure
necessary for a local tournament to be not arc-traceable. Using this structure, we
give sufficient conditions for a local tournament to be arc-traceable and we present
examples showing that these conditions are best possible. Busch, Jacobson and
Reid proved the following result (cf. Figure 2.1).
Theorem 2.9 (Busch, Jacobson & Reid [26] 2006). If T is a strong tournament
with an arc xy ∈ E(T ) that is not on a Hamiltonian path, then
(a) there exists a vertex z such that T − z is not strong;
(b) T − z has p ≥ 4 strong components;
(c) x is in the initial strong component of T − z and y is in the terminal strong
component of T − z;
(d) z is dominated by the 2nd strong component of T − z and z dominates the
(p− 1)st strong component of T − z.
Using the structural result above, they proved the following theorems.
Theorem 2.10 (Busch, Jacobson & Reid [26] 2006). If T is a strong n-tourna-
ment with δ ≥ 2 such that d−(x) + d+(y) ≥ n
2
− 2 for every arc xy ∈ E(T ), then
T is arc-traceable.
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D1 D2 Di Dp−1 Dp
Figure 2.1: The structure of a tournament with the non-traceable arc xy.
Theorem 2.11 (Busch, Jacobson & Reid [26] 2006). Let T be a strong tournament
and let xy ∈ E(T ) be an arc of T such that there exist at least two (internally)
vertex disjoint paths from y to x in T . Then there exists a Hamiltonian path of T
which includes the arc xy.
For strongly connected, but not 2-connected local tournaments, Volkmann [74]
showed the following.
Theorem 2.12 (Volkmann [74] 2000). Let u be a vertex of a strong local tourna-
ment such that D− u is not strong. If D1, D2, . . . , Dp is the strong decomposition
of D − u, then the arcs from Di to Di+1 for 1 ≤ i ≤ p− 1 and the arcs in Di for
2 ≤ i ≤ p− 1 are contained in a Hamiltonian path of D.
In this chapter, we transfer Theorems 2.9, 2.10 and 2.11 to the class of local
tournaments.
2.1 Sufficient criteria for arc-traceability
In this section we give various criteria for a strong local tournament to be arc-
traceable.
2.1.1 Sufficient criteria for arc-traceability in terms of (lo-
cal) connectivity
We begin with local tournaments that are not strongly connected.
Observation 2.13. Let D be a connected, but not strongly connected local tour-
nament with the strong decomposition D1, D2, . . . , Dp, where p ≥ 2. Then D is
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arc-traceable if and only if each of the strong components is arc-traceable and there
exists no arc leading from Di to Dj for j ≥ i+ 2.
As a consequence of this observation, we can now focus on strongly connected local
tournaments. For in-tournaments (and thus, in particular for local tournaments
and tournaments) we can show the following result.
Observation 2.14 (Volkmann [74] 2000). Let uv be an arbitrary arc of a strong
in-tournament D. If D − u or D − v is strong, then D contains a Hamiltonian
path starting with the arc uv or ending with the arc uv, respectively.
Proof. Let D be a strong in-tournament and let x ∈ V (D) be a vertex such
that D − x is strong. According to Theorem 1.26, the digraph D − x has a
Hamiltonian cycle C = v1v2 . . . vn−1v1. Hence each arc xvi is on the Hamilto-
nian path xC[vi, vi−1] as well as each arc vjx belongs to the Hamiltonian path
C[vj+1, vj]x.
As immediate consequences we obtain the following corollaries.
Corollary 2.15. If D is a 2-connected in-tournament, then D is arc-traceable.
Corollary 2.16 (Busch, Jacobson & Reid [26] 2006). If T is a strong tournament
and u is not a separating vertex of T , then every arc incident with u belongs to a
Hamiltonian path of T .
Corollary 2.17 (Busch, Jacobson & Reid [26] 2006). If T is a 2-connected tour-
nament, then T is arc-traceable.
Using Theorem 1.27, we can show the following proposition.
Theorem 2.18. If D is a strong in-tournament with the property that there exist
at least two internally vertex disjoint paths from y to x for every arc xy, then D
is arc-traceable.
Proof. Let x be an arbitrary vertex of D. By Observation 2.14 it suffices to show
that x is not a separating vertex of D. So assume that D−x is not strong and let
D1, D2, . . . , Dp be the strong decomposition of D − x, where p ≥ 2. Let uv be an
arc of D such that u ∈ V (D1) and v ∈ V (D2). Then all paths from v to u include
the vertex x, a contradiction to our assumption.
In particular we derive the following result.
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T ′
Figure 2.2: A class of local tournaments with two internally vertex disjoint paths from
y to x such that there is no Hamiltonian path through xy.
Corollary 2.19 (Busch [25] 2005). If T is a tournament with the property that
there exist at least two internally vertex disjoint paths from y to x for every arc xy,
then T is arc-traceable.
Busch, Jacobson and Reid [26] showed that for tournaments this property applies
locally as well.
Theorem 2.20 (Busch, Jacobson & Reid [26] 2006). Let T be a strong tournament
and let xy ∈ E(T ) be an arc of T such that there exist two internally vertex disjoint
paths from y to x in T . Then there exists a Hamiltonian path through xy in T .
However, the following example shows that Theorem 2.20 is no longer valid for
local tournaments (cf. Figure 2.2).
Example 2.21. Let T be an arbitrary tournament and let T ′ be a tournament on
at least two vertices. We define the local tournament D by the vertex set
V (D) = V (T ) ∪ V (T ′) ∪ {x, y}
and the edge set
E(D) =E(T ) ∪ E(T ′) ∪ {xy} ∪ {xv | v ∈ V (T )} ∪ {vy | v ∈ V (T )}∪
{wx | w ∈ V (T ′)} ∪ {yw | w ∈ V (T ′)}.
Then there exist two internally vertex disjoint paths from y to x in D, but there is
no Hamiltonian path through xy in D.
Note that every local tournament D as defined in Example 2.21 has the following
two properties. Firstly, the vertices x and y are the only separating vertices of D
and, secondly, there is no arc between the internal vertices of every longest path P
from y to x and D − P . The next results show that these properties are indeed
necessary for an arc xy to be not traceable.
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Theorem 2.22. Let D be a strong local tournament with at least three separating
vertices and let xy be an arc of D such that there exist at least two (internally)
vertex disjoint paths from y to x in D. Then there exists a Hamiltonian path of D
that includes the arc xy.
Proof. Let z /∈ {x, y} be a separating vertex of D. Since there are at least two
(internally) vertex disjoint paths from y to x in D, the vertices x and y are in the
same strong component of D− z. Let D1, D2, . . . , Dp be the strong decomposition
ofD−z, where p ≥ 2. According to Theorem 2.12, every arc in Di for 2 ≤ i ≤ p−1
belongs to a Hamiltonian path of D. Hence we may assume that xy ∈ E(Di) for
an index i ∈ {1, p}. By symmetry we may assume, without loss of generality, that
i = 1.
Case 1: Suppose that there exists only one (internally) vertex disjoint path from
y to x in D1. Then every pair P1, P2 of (internally) vertex disjoint paths from y
to x in D has the property that z ∈ V (P1) and V (P2) ⊆ V (D1) or that z ∈ V (P2)
and V (P1) ⊆ V (D1) . We may assume, without loss of generality, that the latter
assumption holds. Assume now that we have chosen a pair P1, P2 of (internally)
vertex disjoint path from y to x in D under the following conditions:
A. the successor of y on P2 is not in D1,
B. under condition A: |V (P1)|+ |V (P2)| is maximal.
It follows by condition B that V (D)−V (D1) ⊆ V (P2). Let R = V (D)− (V (P1)∪
V (P2)) be the set of the remaining vertices. Since R induces a tournament in
D, there exists a Hamiltonian path Q of D[R] (cf. Theorem 2.1). Therefore D
contains the Hamiltonian path
QP2[y
+, x]P1[y, x
−]
through xy.
Case 2: Suppose that there exist two (internally) vertex disjoint paths from y to x
in D1. Let P1 = yu1u2 . . . usx and P2 = yw1w2 . . . wtx be two such paths such that
|V (P1)|+ |V (P2)| ≥ |V (P
′
1)|+ |V (P
′
2)|
for any pair P ′1, P
′
2 of (internally) vertex disjoint paths from y to x in D1. Let
U = {u1, u2, . . . , us}, W = {w1, w2, . . . , wt} and let R = V (D1)− (V (P1)∪ V (P2))
be the set of the remaining vertices in D1. If R = ∅, the path
P1[u1, x]P2[y, wt]
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is a Hamiltonian path of D1 through xy and thus, xy is also on a Hamiltonian
path of D. So assume that R 6= ∅ and let Q = q1q2 . . . qr be a Hamiltonian path
of D[R]. If qr → u1 or qr → w1, the arc xy is on the Hamiltonian path
QP1[u1, x]P2[y, wt] or QP2[w1, x]P1[y, us]
of D1 and thus, xy is also on a Hamiltonian path of D. So {u1, w1} → qr. Let
i = min{j | N−(qj , U ∪W ) 6= ∅} be the minimal index such that qi has a negative
neighbor in U ∪W and let j1 = max{j | uj → qi} and j2 = max{j | wj → qi} be
the maximal indices such that {uj1, wj2} → qi. If j1 < s, the path
P1[u1, uj1]qiP1[uj1+1, us]
together with P2 yields a contradiction to the choice of P1 and P2 and if j2 < t,
the path
P2[w1, wj2]qiP2[wj2+1, wt]
together with P1 yields a contradiction to the choice of P1 and P2. So assume that
j1 = s and j2 = t. It follows that
Q[q1, qi−1]P1[u1, x]P2[y, wt]Q[qi, qr]
is a Hamiltonian path of D1 through xy and thus, xy is also on a Hamiltonian
path of D.
Theorem 2.23. Let D be a strong local tournament and let xy be an arc of D
such that there exist at least two (internally) vertex disjoint paths from y to x in D.
If there is a longest path P from y to x in D such that D has an arc between an
internal vertex of P and D − P , then there exists a Hamiltonian path of D that
includes the arc xy.
Proof. Suppose that the arc xy is not traceable. Then both x and y are separating
vertices of D by Observation 2.14. By Theorem 2.22 we may assume, that D−z is
strong for every vertex z /∈ {x, y}. Let D1, D2, . . . , Dp be the strong decomposition
of D − x, where p ≥ 2. Since xy is not traceable, we conclude that y /∈ V (D1).
Note that if y belongs to Di, all paths from y to x are subdigraphs of D[V (Di) ∪
V (Di+1)∪ . . .∪V (Dp)∪{x}]. Let P be a longest path from y to x in D that fulfills
the assumption of this theorem.
If 2 ≤ i ≤ p − 1, then P contains all vertices of Di, Di+1, . . . , Dp. It follows
that either there is an arc between a component Dr and a component Ds, where
1 ≤ r < i < s ≤ p, or |V (Di)| ≥ 3 and there is an arc between a component Dr
and Di − {y}, where r < i. Both possibilities contradict the assumption that y is
a separating vertex of D.
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So assume that i = p. Let P1 and P2 be two (internally) vertex disjoint paths
from y to x such that |V (P1)|+ |V (P2)| ≥ |V (P
′
1)|+ |V (P
′
2)| for every pair P
′
1, P
′
2
of (internally) vertex disjoint paths from y to x. Let P1 = yu1u2 . . . usx, P2 =
yw1w2 . . . wtx and let R = V (Dp) − (V (P1) ∪ V (P2)) be the set of the remaining
vertices of Dp. If R = ∅, the path
D1D2 . . .Dp−1P1[u1, x]P2[y, wt]
contradicts the assumption that xy is not traceable. So assume that R 6= ∅ and
let A1, A2, . . . , Aq be the strong decomposition of D[R], where q ≥ 1. If there is
an arc usv from us to A1, let Q be a Hamiltonian path of D[R] that begins in v.
Then
D1D2 . . .Dp−1P2[w1, x]P2[y, us]Q
is a Hamiltonian path of D through xy, again a contradiction. Hence A1 → us.
Let y = u0. If there is a vertex v ∈ V (A1) that has an in-neighbor on P1[y, us],
let i = max{j | uj → v} be the maximal index with ui → v. But then
P1[y, ui]vP1[ui+1, x]
and P2 are two (internally) vertex disjoint paths from y to x that contradict the
choice of P1 and P2. Therefore A1 → P1[y, us]. Analogously we can show that
A1 → P2[y, wt]. So all in all we obtain A1 → (Dp − A1), a contradiction to the
assumption that Dp is strong. This final contradiction completes the proof of the
theorem.
In combining Theorems 2.22 and 2.23 we derive Theorem 2.20 as an immediate
corollary.
2.1.2 Sufficient criteria for arc-traceability in terms of ver-
tex degree
In this subsection we formulate a first sufficient criterion in terms of minimum
degree for a strong in-tournament to be arc-traceable.
Theorem 2.24. If D is an in-tournament with δ(D) > n+1
4
, then D is arc-
traceable.
Proof. We prove that the degree condition guarantees that D is 2-connected. The
latter together with Corollary 2.15 implies that D is arc-traceable. Assume to the
contrary that there exists a separating vertex v of D. Let D1, D2, . . . , Dp be the
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strong decomposition of D− v. Then D1 contains a vertex with in-degree at most
(|V (D1)|+1)/2 and Dp contains a vertex with out-degree at most (|V (Dp)|+1)/2.
It follows that
2δ(D) ≤ δ−(D) + δ+(D)
≤
|V (D1)|+ 1
2
+
|V (Dp)|+ 1
2
≤
n + 1
2
which finally implies that
δ(D) ≤
n+ 1
4
,
a contradiction.
By the above theorem we obtain the following two results.
Corollary 2.25. If D is a local tournament with δ(D) > n+1
4
, then D is arc-
traceable.
Corollary 2.26 (Busch [25] 2005). If D is a tournament with δ(D) > n+1
4
, then D
is arc-traceable.
In Section 2.2 we will further improve the lower bound presented in Theorem 2.24.
2.1.3 Sufficient criteria for arc-traceability in terms of cy-
cle lengths
In this subsection we show that the property that an arc of a strong local tourna-
ment D belongs to a cycle of length more than (|V (D)|+1)/2 is sufficient for this
arc to be traceable under an additional assumption. We begin with a preparatory
result.
Lemma 2.27. Let D be a strong local tournament and let xy be an arc of D. If P
is a longest path from y to x in D, then P can be extended to a Hamiltonian cycle
of D.
Proof. Let P be a longest path from y to x and let
C = u1u2 . . . usv0v1 . . . vru1,
where s ≥ 1 and r ≥ 0, be a longest cycle that includes P , i.e. u1 = y, us = x and
P = u1u2 . . . us. Now assume that V (C) 6= V (D) and let v /∈ V (C) be a vertex
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Figure 2.3: A class of local tournaments with an arc that is on a cycle of length n − 1,
but not on a Hamiltonian path.
that does not belong to C. If v has both an out- and an in-neighbor on C, it can
be inserted in C by Lemma 1.12, a contradiction to either the choice of P or C. It
follows that the vertex set V (D)− V (C) can be partitioned in X+ ∪X− ∪ X˜ such
that X− → C → X+ and the vertices of X˜ have neither out- nor in-neighbors
on C. Since D is strong, we conclude that X+ 6= ∅ and X− 6= ∅. Now let w ∈ X+
be a vertex that dominates C and let Q = w0w1 . . . wt be a shortest path from C
to w = wt, where t ≥ 2. Let w
+
0 and w
−
0 be the successor and predecessor of w0
on C. If w0 ∈ V (P )− {x}, the path
P [y, w−0 ]QP [w
+
0 , w]
is a longer path from y to w than P , a contradiction. So assume that w0 ∈
V (C) − V (P ) or w0 = w. In replacing the arc w0w
+
0 by the path Q we can
construct a cycle that includes P and is longer than C, the final contradiction.
Using Lemma 2.27 for tournaments, Busch, Jacobson and Reid [26] showed the
following theorem.
Theorem 2.28 (Busch, Jacobson & Reid [26] 2006). Let T be a strong tournament
on n vertices and let xy be an arc of T that is on some cycle of length more than
n+1
2
. Then xy is on a Hamiltonian path of T .
This theorem is no longer valid for local tournaments (cf. Figure 2.3).
Example 2.29. Let D be the local tournament on n ≥ 4 vertices that consists
of a cycle C = v1v2 . . . vnv1 and the arc v1v3. Then v1v3 belongs to a cycle of
length n− 1 > (n + 1)/2, but not to a Hamiltonian path of D.
In order to transfer Theorem 2.28 to the class of local tournaments we tighten the
assumption as one can see in the next result.
Theorem 2.30. Let D be a strong local tournament and let xy be an arc of D
that belongs to a longest cycle C of length ℓ > n+1
2
. If there exists an arc between
V (C)−{x, y} and V (D)− V (C), then the arc xy is on a Hamiltonian path of D.
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Proof. Let C = xyu1u2 . . . ukx be a longest cycle containing the arc xy. Using
Lemma 2.27, we can extend the path C − xy to a Hamiltonian cycle C ′ of D. Let
C ′ = yu1u2 . . . ukxwmwm−1 . . . w1y,
where k + 2 > n+1
2
, m ≥ 1 and n = m+ k + 2. Since C has length k + 2 > n+1
2
, it
follows that k ≥ m. Let U = {u1, u2, . . . , uk} and W = {w1, w2, . . . , wm}.
Case 1: Suppose that there exists an arc leading from W to U . Let
j = min{r | N+(wr, U) 6= ∅}
be the smallest integer such that the vertex wj has at least one positive neighbor
in U and let
i = max{s | wj → ui}
be the greatest integer such that wj dominates ui.
If j = 1, the path
wmwm−1 . . . w1uiui+1 . . . ukxyu1u2 . . . ui−1
is a Hamiltonian path through xy.
So assume that j ≥ 2. Note that if ur → ws → ur+1 for two indices 1 ≤ r ≤ k − 1
and 1 ≤ s ≤ m, the path
yu1u2 . . . urwsur+1ur+2 . . . ukx
is a longer path from y to x than P , a contradiction. Therefore, using the local
tournament property of D, we conclude that wj → ur for every index 1 ≤ r ≤ i.
Since wj → wj−1 and D is a local tournament, it follows that wj−1 and ur are
adjacent for every index 1 ≤ r ≤ i. Due to the choice of j we have ur → wj−1 for
every index 1 ≤ r ≤ i.
If i ≥ 2, the path
wmwm−1 . . . wjuiui+1 . . . ukxyu1u2 . . . ui−1wj−1wj−2 . . . w1
is a Hamiltonian path through xy.
So assume that i = 1. Then k ≥ m ≥ 2, since m ≥ j ≥ 2. In addition note that
we have already shown that u1 → wj−1. Due to the choice of P this implies that
u2 → wj−1 and, since i = 1 was chosen maximal, it follows that u2 → wj. Now let
p = max{q ≥ 0 | u1+q → wj−1+q, u2+q → wj−1+q, u2+q → wj+q}
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be the greatest integer such that u1+p dominates wj−1+p and u2+p dominates wj−1+p
and wj+p.
If p = m− j, the path
u3+pu4+p . . . ukxyu1u2 . . . u2+pwmwm−1 . . . w1
is a Hamiltonian path through xy.
So assume that p < m− j. Note that 2 + p < k, since k ≥ m. Due to the choice
of P we obtain u3+p → wj+p and thus, since p was chosen maximal, we conclude
that wj+p+1 → u3+p. But now
wmwm−1 . . . wj+p+1u3+pu4+p . . . ukxyu1u2 . . . u2+pwj+pwj−1+p . . . w1
is a Hamiltonian path through xy.
Case 2: Suppose that U  W . Let ur → ws, where 1 ≤ r ≤ k and 1 ≤ s ≤ m, be
an arc from U toW . Using the local tournament property ofD and the assumption
that U  W , it follows that ur → wm. But then
ur+1ur+2 . . . ukxyu1u2 . . . urwmwm−1 . . . w1
is a Hamiltonian path through xy which completes the proof of this theorem.
The following results are immediate consequences of Theorem 2.30.
Corollary 2.31 (Busch, Jacobson & Reid [26] 2006). Let T be a strong tournament
and let xy ∈ E(T ) be an arc of T that belongs to a cycle of length ℓ > n+1
2
. Then
the arc xy is on a Hamiltonian path of T .
Corollary 2.32. If D is a strong local tournament and every arc xy of D is on a
longest cycle C of length ℓ > n+1
2
such that there exists an arc between V (C)−{x, y}
and V (D)− V (C), then D is arc-traceable.
Corollary 2.33 (Busch, Jacobson & Reid [26] 2006). If T is a strong tournament
and every arc of T is on some cycle of length ℓ > n+1
2
, then T is arc-traceable.
2.2 Structure of local tournaments with a non-
traceable arc
In this section we prove some important necessary conditions for local tournaments
to have a non-traceable arc. These conditions are used in Section 2.3 to obtain
various sufficient conditions for arc-traceability.
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Theorem 2.34. Let D be a strong local tournament and let xy be an arc of D
that does not belong to a Hamiltonian path. Then D satisfies one of the following
conditions.
(a) (i) D is a round-decomposable local tournament with the round decompo-
sition R[H1, H2, . . . , Hr], where r ≥ 4, such that V (Hi) = {x} and
V (Hj) = {y}, where |i− j| ≥ 2;
(ii) D − {x, y} is not connected.
(b) (i) there exists a vertex z such that D − z is not strong;
(ii) D − z has p ≥ 4 strong components;
(iii) x is in the initial strong component of D − z and y is in the terminal
strong component of D − z;
(iv) z has no out-neighbor in the 2nd strong component of D − z and z has
no in-neighbor in the (p− 1)st strong component of D − z.
Proof. Let xy be an arc of D that is not traceable. According to Observation 2.14,
both x and y are separating vertices of D.
Case 1: Suppose that D has a separating vertex v /∈ {x, y}. Then, in view of
Theorem 2.22, there is at most a single vertex disjoint path leading from y to x
in D. Now, by Menger’s Theorem [56], there is a y-x-separating set of size one. Let
z /∈ {x, y} be a separating vertex of D such that there exists no path leading from
y to x in D− z and let D1, D2, . . . , Dp be the strong composition of D− z, where
p ≥ 2. According to Theorem 2.12, the vertices y and x are not in consecutive
strong components of D − z which immediately implies that p ≥ 3. Furthermore,
in view of Theorem 1.6, the vertex z has at least one positive neighbor in D1 and
at least one negative neighbor in Dp. Let x ∈ V (Dα) and y ∈ V (Dβ).
If α > 1, we conclude that V (Dα) = {x}, since x is a separating vertex of D.
Analogously we obtain V (Dβ) = {y} if β < p.
If there is an arc leading from Di to Dj such that i < α < j or i < β < j, the
vertex x or y, respectively, is not a separating vertex of D, a contradiction. If
α > 1 and there is an arc leading from z to Dj such that α < j, the digraph D−x
is strong, a contradiction. If β < p and there is an arc leading from Di to z such
that i < β, the digraph D − y is strong, again a contradiction. So assume the
contrary.
Subcase 1.1: Suppose that α > 1 and β < p. Then the round decomposition
R[H1, H2, . . . , Hr] of D can be constructed as follows.
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[Construction of the round decomposition of D.]
Let Hi = Di for i = 1, 2, . . . , p, Hp+1 = {s}, where s is the considered
separating vertex of D, and r = p+ 1. Let R be the local tournament
with vertex set {H1, H2, . . . , Hr} and arc set {HiHj|N
+(Hi, Hj) 6= ∅}.
Then R[H1, H2, . . . , Hr] is the desired round decomposition of D.
Subcase 1.2: Suppose that α > 1 and β = p or α = 1 and β < p. Without loss
of generality, we may assume the latter. By the observations above we conclude
that z → D1. Since x is a separating vertex of D, it follows that V (D1) = {x}. In
addition, if there is an arc from z to Dj for j < β, we obtain z → D2. In this case
xyDβ+1Dβ+2 . . .DpzD2D3 . . .Dβ−1
is a Hamiltonian path of D through xy, a contradiction. So there is no arc between
z and Dj for 1 < j < β and the round decomposition R[H1, H2, . . . , Hr] of D can
be constructed as above.
Subcase 1.3: Suppose that α = 1 and β = p. Since x and y are both separating
vertices of D, we conclude that z 6→ D1 if |V (D1)| ≥ 3 and Dp 6→ z if |V (Dp)| ≥ 3.
In addition, z has no positive neighbor in D2 and no negative neighbor in Dp−1. If
p ≥ 4, the local tournament D has the desired structure (b). So assume that p = 3.
Then z has neither an out- nor an in-neighbor in D2. It follows that D3 → z → D1.
By the observations above we conclude that |V (D1)| = |V (D3)| = 1 and the round
decomposition R[H1, H2, H3, H4] of D can be constructed as above.
Case 2: Suppose that D−v is strong for every vertex v 6= x, y. Let D1, D2, . . . , Dp
be the strong decomposition of D − x, where p ≥ 2, and let y ∈ V (Dβ). Since xy
is not traceable, we obtain β > 1.
Subcase 2.1: Suppose that β < p. If |V (Dβ)| ≥ 3, let Cβ be a Hamiltonian cycle
of Dβ. Then the path
D1D2 . . .Dβ−1Cβ[y
+, y−]Dβ+1Dβ+2 . . .Dpxy
is a Hamiltonian path through xy, a contradiction. So assume that |V (Dβ)| = 1.
Since y is a separating vertex of D, we conclude that D has no arc leading from Di
to Dj for i < β < j. If x has a negative neighbor in Di for an index i < β − 1, the
vertex x has negative neighbors both in Di and Dp. It follows that Dβ−1 → Dβ+1,
a contradiction to the assumption that y is a separating vertex of D. So x → Di
for every index i ≤ β. We can analogously show that x has no negative neighbors
in Dj for every index j > β. The latter particularly implies that Dp → x. So the
round decomposition R[H1, H2, . . . , Hr] of D can be constructed as above.
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Subcase 2.2: Suppose that β = p. Then |V (Dp)| ≥ 3, since x has a negative
neighbor in Dp. Now, by Menger’s Theorem [56] there are two (internally) vertex
disjoint paths from y to x. Observe that all internal vertices of these paths are
in Dp and that Dp−1 → Dp. Hence xy is traceable by Theorem 2.23, the final
contradiction.
We make the following observations.
Remark 2.35. Every strong round-decomposable local tournament that satisfies
condition (a) of Theorem 2.34 is not a tournament. Furthermore, every strong
tournament that satisfies condition (b) of Theorem 2.34 is not round-decomposable.
In other words: if D is a strong round-decomposable tournament, then D is arc-
traceable.
As an immediate consequence of the above theorem and remark we obtain Theo-
rem 2.9 as a corollary.
Corollary 2.36 (Busch, Jacobson & Reid [26] 2006). If T is a strong tournament
with an arc xy that is not on a Hamiltonian path, then
(a) there exists a vertex z such that T − z is not strong;
(b) T − z has p ≥ 4 strong components;
(c) x is in the initial strong component of T − z and y is in the terminal strong
component of T − z;
(d) z is dominated by the 2nd strong component of T − z and z dominates the
(p− 1)st strong component of T − z.
A deeper analysis of the structure of strongly connected local tournaments that
have a non-traceable arc and are not round-decomposable yields the following
result.
Theorem 2.37. Let D be a strong local tournament and let xy be a non-traceable
arc of D. Let z /∈ {x, y} be a separating vertex of D and let D1, D2, . . . , Dp be the
strong decomposition of D− z, where p ≥ 4. If D is not round-decomposable, then
D has the following properties.
(a) If δ(D) ≥ 2, then the components D1 and Dp both have at least 2δ(D) + 1
vertices;
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(b) If D1 − x induces a strong tournament in D, then x is the only out-neighbor
of z in D1;
(c) If x is a separating vertex of D1, then all out-neighbors of z in D1 − x are in
the terminal strong component of D1 − x;
(d) If Dp − y induces a strong tournament in D, then y is the only in-neighbor
of z in Dp;
(e) If y is a separating vertex of Dp, then all in-neighbors of z in Dp − y are in
the initial strong component of Dp − y.
Proof. Assume that D1−x is strong. If z has an out-neighbor w in D1−x, let Cp
be a Hamiltonian cycle of Dp, let v be an in-neighbor of z in Dp and let C1 be a
Hamiltonian cycle of D1 − x. Then the path
xCp[y, v]zC1[w,w
−]D2D3 . . .Dp−1Cp[v
+, y−]
shows that xy is traceable, a contradiction. Hence z has no out-neighbors inD1−x.
So (b) is valid and by symmetry (d) is also valid.
To prove (c) assume that x is a separating vertex of D1. Let A1, A2, . . . , Aq be the
strong decomposition of D1 − x, where q ≥ 2. If z has an out-neighbor w in Ai,
where i < q, let Cp be a Hamiltonian cycle of Dp, let v be an in-neighbor of z
in Dp, let Ci be a Hamiltonian cycle of Ai and let Q be a Hamiltonian path of
D1 − (V (Ai) ∪ {x}) that begins in A1 and ends in an in-neighbor u of x in Aq.
Then the path
QxCp[y, v]zCi[w,w
−]D2D3 . . .Dp−1Cp[v
+, y−]
shows that xy is traceable, again a contradiction. Hence z has no out-neighbors
in Ai for every index i < q. So (c) is proved and by symmetry we derive the
validity of (e).
Now let δ(D) ≥ 2. Then |V (D1)| ≥ 3. If D1 − x is strong, we deduce from (b)
and Lemma 1.31.(c) that |V (D1)−{x}| ≥ 2δ(D) and hence |V (D1)| ≥ 2δ(D)+ 1.
If x is a separating vertex of D1, we obtain |V (A1)| ≥ 2δ(D) − 1 by (c) and
Lemma 1.31.(b). It follows that |V (D1)| ≥ |V (A1)|+ |V (A2)|+ |{x}| ≥ 2δ(D)+1.
By symmetry we also obtain |V (Dp)| ≥ 2δ(D)+1 which completes the proof of (a)
and of this theorem.
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2.3 Applications of the structural results
In this section we shall apply the structural results of Section 2.2 to present
several sufficient conditions for the arc-traceability of strongly connected local
tournaments. Firstly we consider round-decomposable local tournaments. Using
Lemma 1.31.(a), we can show the following result.
Theorem 2.38. Let D be a strong round-decomposable local tournament that is
not arc-traceable and let k be the number of separating vertices of D. If δ(D) ≥ 2
and d−(u) + d+(v) ≥ s for every arc uv in D, then ks ≤ |V (D)|.
Proof. If s = 1, the proposition is immediate. So assume that s ≥ 2. Let
R[H1, H2, . . . , Hr] be the round decomposition of D, where r ≥ 4. Note that
an arbitrary Hamiltonian cycle of D has no consecutive separating vertices, since
δ(D) ≥ 2. Let xy be a non-traceable arc of D. Since D is round-decomposable,
it has the structure as described in Theorem 2.34.(a). So let, without loss of
generality, V (H1) = {x} and V (Hi) = {y}, where 3 ≤ i ≤ r − 1. Then H2 con-
tains a vertex u and Hi−1 contains a vertex v such that d
−(u) ≤ (|V (H2)|+ 1)/2,
d+(v) ≤ (|V (Hi−1)|+ 1)/2 and u→ v. It follows that
d−(u) + d+(v) ≤
|V (H2)|+ 1
2
+
|V (Hi−1)|+ 1
2
=
|V (H2)|+ |V (Hi−1)|
2
+ 1
≤
|V (D)| − k − (k − 2)(s− 1)
2
+ 1.
The last inequality is true because of Lemma 1.31.(a). Since s ≤ d−(u) + d+(v),
we conclude from the last inequality that ks ≤ |V (D)|.
Similarly we can show the following result with the help of Lemma 1.31.(b).
Theorem 2.39. Let D be a strong round-decomposable local tournament that is
not arc-traceable and let k be the number of separating vertices of D. If δ(D) ≥ 2,
then 2kδ(D) ≤ |V (D)|.
Proof. By Observation 2.14, we assume that k ≥ 2. Let R[H1, H2, . . . , Hr] be the
round decomposition of D, where r ≥ 4. Note that an arbitrary Hamiltonian
cycle of D has no consecutive separating vertices, since δ(D) ≥ 2. Since D is
round-decomposable, it has the structure as described in Theorem 2.34.(a). So
let, without loss of generality, x and y be two separating vertices of D such that
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V (H1) = {x} and V (Hi) = {y}, where 3 ≤ i ≤ r−1. Then H2 contains a vertex u
such that δ(D) ≤ d−(u) ≤ (|V (H2)|+ 1)/2. It follows that
δ(D) ≤
|V (H2)|+ 1
2
≤
|V (D)| − (k − 1)− (k − 1)(2δ(D)− 1)
2
.
The last inequality is true because of Lemma 1.31.(b). We conclude from the last
inequality that 2kδ(D) ≤ |V (D)|.
As immediate corollaries we state the following sufficient conditions for a strong
round-decomposable local tournament to be arc-traceable.
Corollary 2.40. Let D be a strong round-decomposable local tournament on n ver-
tices with k separating vertices. If δ(D) ≥ 2 and d−(x) + d+(y) ≥ n+1
k
for every
arc xy of D, then D is arc-traceable.
Proof. If D is not arc-traceable, it follows by Theorem 2.38 that
n ≥
n + 1
k
k = n+ 1,
a contradiction.
Corollary 2.41. Let D be a strong round-decomposable local tournament on n ver-
tices with k separating vertices. If δ(D) ≥ 2 and δ(D) ≥ n+1
2k
, then D is arc-
traceable.
Proof. If D is not arc-traceable, it follows by Theorem 2.39 that
n ≥
n+ 1
2k
2k = n+ 1,
a contradiction.
We now consider local tournament that are not round-decomposable.
Theorem 2.42. Let D be a strong local tournament on n vertices that is not
round-decomposable with δ(D) ≥ 2. If d−(x) + d+(y) ≥ n
2
− 2 for every arc xy
of D, then D is arc-traceable.
Proof. We show that if D is not traceable, it has an arc xy with d−(x) + d+(y) <
n
2
− 2. So suppose that xy is an arc of D that is not traceable. Then D has the
structure as described in Theorem 2.34.(b). Note that n ≥ |V (D1)|+ |V (Dp)|+ 3
and that D1 → Dp, since x→ y. Let u be a vertex in D1 with minimal in-degree
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and let v be a vertex in Dp with minimal out-degree. Since D1 → Dp, the arc uv
exists in D. As δ(D) ≥ 2 we obtain |V (D1)| ≥ 3 and |V (Dp)| ≥ 3.
If D1 is regular or almost-regular, the vertex x is not a separating vertex of D1.
It follows by Theorem 2.37.(b) that (D1 − x)  z. Analogously, if Dp is regular
or almost-regular, it follows by Theorem 2.37.(d) that z  (Dp − y). Hence
d−(u) ≤ (|V (D1)| − 1)/2 and d
+(v) ≤ (|V (Dp)| − 1)/2.
IfD1 is neither regular nor almost-regular, it is immediate that d
−(u) ≤ (|V (D1)|−
1)/2. Analogously we see that d+(v) ≤ (|V (Dp)| − 1)/2 if Dp is neither regular
nor almost-regular.
So all in all we conclude that d−(u) ≤ (|V (D1)|−1)/2 and d
+(v) ≤ (|V (Dp)|−1)/2.
It follows that
d−(u) + d+(v) ≤
|V (D1)| − 1
2
+
|V (Dp)| − 1
2
=
|V (D1)|+ |V (Dp)| − 2
2
≤
n− 5
2
<
n
2
− 2,
the desired contradiction that completes the proof of this theorem.
Since every strongly connected round-decomposable tournament is arc-traceable
by Remark 2.35, the next results follow directly from Theorem 2.42.
Corollary 2.43 (Busch, Jacobson & Reid [26] 2006). Let T be a strong tournament
on n vertices with δ(T ) ≥ 2. If d−(x) + d+(y) ≥ n
2
− 2 for every arc xy of T , then
T is arc-traceable.
Corollary 2.44. Let D be a strong local tournament on n vertices that is not
round-decomposable. If δ(D) ≥ n
4
− 1 > 1, then D is arc-traceable.
Corollary 2.45 (Busch, Jacobson & Reid [26] 2006). Let T be a strong tournament
on n vertices. If δ(T ) ≥ n
4
− 1 > 1, then T is arc-traceable.
The next example (cf. Figure 2.4) shows that the bounds presented in Corollar-
ies 2.40 and 2.41 are best possible.
Example 2.46. Let T1, T2, . . . , Tk be σ-regular tournaments, where σ ≥ 1, and let
u1, u2, . . . , uk be k additional vertices. We define D as the local tournament with
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u
v
Figure 2.4: A strong round-decomposable local tournament with the non-traceable arc uv
which shows that Corollaries 2.40 and 2.41 are sharp.
vertex set V (D) =
⋃k
i=1 V (Ti) ∪
⋃k
i=1{ui} and arc set
E(D) =
k⋃
i=1
E(Ti) ∪
k⋃
i=1
{uiv | v ∈ V (Ti)}∪
k⋃
i=1
{vui+1 | v ∈ V (Ti)} ∪
k⋃
i=1
{uiui+1}.
Then D is a strong round-decomposable local tournament with δ(D) ≥ σ + 1 such
that u1, u2, . . . , uk are the separating vertices of D. Note that d
−(x) + d+(y) =
2σ+2 = n
k
for all vertices x, y ∈ V (Ti), that d
−(ui)+ d
+(y) = d−(x) + d+(ui+1) =
3σ+3 ≥ n
k
for every vertex x ∈ V (Ti) and y ∈ V (Ti+1) and that d
−(ui)+d
+(ui+1) =
4σ + 4 ≥ n
k
for every index 1 ≤ i ≤ k. But D is not arc-traceable, since none of
the arcs uiui+1 belongs to a Hamiltonian path of D.
Now the following question arises: if D is a strong local tournament with minimal
degree less than n(D)/4, what is the minimal length of a longest path through any
given arc of D? The next result answers this question.
Theorem 2.47. Let D be a strong local tournament on n vertices with minimum
degree 1 < δ(D) < n
4
.
(a) If D is round-decomposable, then every arc of D is on a path of length at
least 2δ(D);
(b) If D is not round-decomposable, then every arc of D is on a path of length at
least ⌈n+1
2
⌉+ 2δ(D).
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Proof. If D is arc-traceable, every arc of D is on a Hamiltonian path and the
result is immediate. So assume that D has a non-traceable arc xy. Then both x
and y are separating vertices of D by Observation 2.14. Furthermore, D has the
structure required by Theorem 2.34. We consider two cases.
Case 1: Suppose that D is round-decomposable. Let R[H1, H2, . . . , Hr] be the
round decomposition of D, where r ≥ 4, such that, without loss of general-
ity, V (H1) = {x} and V (Hi) = {y} for an index 3 ≤ i ≤ r − 1. Let D
′ =
D[V (Hi+1)∪V (Hi+2)∪ . . .∪V (Hp−1)] be the local tournament that is induced by
Hi+1, Hi+2, . . . , Hp−1. Note that N
+(D′) − V (D′) ⊆ {x} and N−(D′) − V (D′) ⊆
{y}. It follows by Lemma 1.31.(b) that |V (D′)| ≥ 2δ(D)−1. Therefore the arc xy
is on a path with at least 2δ(D) + 1 vertices and hence has length at least 2δ(D).
Case 2: Suppose that D is not round-decomposable. We shall show first that z
has an out-neighbor outside of D1. If |V (D1)| = 1, the proposition is immediate,
since δ(D) ≥ 2. So assume that |V (D1)| ≥ 3. If z → D1, the vertex x is not a
separating vertex of D, a contradiction. Therefore z has an in-neighbor v in D1.
Since v → Di for every index i > 1, it follows by the local tournament property
of D that z is adjacent to every vertex w ∈ V (Di) for i > 1. Recall that z has no
in-neighbor in Dp−1. Hence we obtain z → Dp−1. Analogously we can show that
z has an in-neighbor outside of Dp.
Let r = max{i < p | N−(z,Di) 6= ∅} be the greatest index less than p such that
z has an in-neighbor in Di. Dually, let s = min{1 < j | N
+(z,Dj) 6= ∅} be the
smallest index greater than 1 such that z has an out-neighbor in Dj . Observe that
r ≥ 2 and s ≤ r+1. Let v1 ∈ V (Dr) and v2 ∈ V (Dp) be two vertices that dominate
z and let w1 ∈ V (D1) and w2 ∈ V (Ds) be two vertices that are dominated by z.
Furthermore, let Ci be a Hamiltonian cycle of Di for every index 1 ≤ i ≤ p. Then
P = C1[x
+, x]Cp[y, v2]zCs[w2, w
−
2 ]Ds+1Ds+2 . . . Dp−1Cp[v
+
2 , y
−]
and
Q = C1[x
+, w−1 ]D2D3 . . .Dr−1Cr[v
+
1 , v1]zC1[w1, x]Cp[y, y
−]
are two paths through xy of order 1 + |V (D1)|+
∑p
i=s |V (Di)| and 1 + |V (Dp)|+∑r
i=1 |V (Di)|, respectively. Hence
|V (P )|+ |V (Q)| ≥ |V (D1)|+ |V (Dp)|+ 2 +
p∑
i=1
|V (Di)|
= n + 1 + |V (D1)|+ |V (Dp)|
≥ n+ 3 + 4δ(D)
by Theorem 2.37.(a). It follows that either P or Q contains at least ⌈n+3
2
⌉+2δ(D)
vertices and thus has length at least ⌈n+1
2
⌉+ 2δ(D).
40 Chapter 2: Arc-traceable local tournaments
Since every strongly connected round-decomposable tournament is arc-traceable
by Remark 2.35, the following corollary is immediate by the above theorem.
Corollary 2.48 (Busch, Jacobson & Reid [26] 2006). Let T be a strong local
tournament on n vertices with minimum degree 1 < δ(T ) < n
4
. Then every arc
of T is on a path of length at least ⌈n+1
2
⌉+ 2δ(D).
In the next result we investigate the diameter of local tournaments with a non-
traceable arc.
Theorem 2.49. Let D be a strong local tournament with n vertices and let xy be
an arc of D that is not traceable. Then the following conditions are satisfied.
(a) If D is round-decomposable and C is a Hamiltonian cycle of D, then d(y, x+) ≥
3 and d(y−, x) ≥ 3;
(b) If D is not round-decomposable, then d(y, v) ≥ 3 and d(w, x) ≥ 3 for all
vertices v ∈ V (D2) and w ∈ V (Dp−1).
Proof. Note that D has the structure required by Theorem 2.34. If D is round-
decomposable, it is easy to check that d(y, x+) ≥ 3 and d(y−, x) ≥ 3. Hence (a)
follows. If D is not round-decomposable, observe that p ≥ 4 and that there is no
arc from z to D2 and no arc from Dp−1 to z. So proposition (b) is valid.
We call a vertex x a king if all other vertices are in distance at most two of x.
Then the following corollaries are immediate by Theorem 2.49.
Corollary 2.50. Let D be a strong local tournament on n vertices. If D has n or
n− 1 kings, then D is arc-traceable.
Corollary 2.51 (Busch [25] 2005). If T is a strong n-tournament with n or n− 1
kings, then T is arc-traceable.
2.4 The number of non-traceable arcs
In 2005 Busch [25] characterized the class of strongly connected tournaments whose
number of non-traceable arcs is maximal to be the following.
Definition 2.52. Let Tmax be the tournament that is obtained from the transitive
tournament with vertex set
V = {v0, v1, . . . , vn−1},
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Figure 2.5: Two members of T locmax with 6 and 8 vertices, respectively.
where d+(vi) = i for i = 0, 1, . . . , n− 1, by reversing the arcs vivi+2 for every even
index i < n− 1.
Theorem 2.53 (Busch [25] 2005). If T is a strong tournament on n vertices,
then T has at most n
2−4n+3
8
non-traceable arcs, with equality if and only if T is
isomorphic to Tmax.
The theorem above leads to the following question. If D is a local tournament,
how many non-traceable arcs can possibly exist in D? For local tournaments that
fulfill condition (b) of Theorem 2.34 this question was already answered by Busch.
Therefore we consider only strong round-decomposable local tournaments in the
following.
Definition 2.54. Let T locmax be the local tournament that is defined as follows. For
an even integer n ≥ 6 let
V = {v1, v2, . . . , vn}
be the vertex set of D. The arc set of D is defined as
E = {vnv1} ∪ {vivi+1 | i = 1, 2, . . . , n− 1} ∪ {vnv2}
∪ {v2jv2j+2 | j = 1, 2, . . . ,
n
2
− 1}.
Remark 2.55. Let T locmax be a local tournament on n vertices as defined in Def-
inition 2.54. Then xy is a non-traceable arc of T locmax if and only if x = v2j and
y = v2j+2 for an index j ∈ {1, 2, . . . ,
n
2
− 1} or x = vn and y = v2. Therefore T
loc
max
has exactly n
2
non-traceable arcs.
In the next theorem we characterize the class of strong round-decomposable local
tournaments with maximal number of non-traceable arcs.
Theorem 2.56. If D is a strong round-decomposable local tournament, then D
has at most n
2
non-traceable arcs, with equality if and only if D is isomorphic
to T locmax.
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Proof. Recall that, according to Observation 2.14, if uv is a non-traceable arc of D,
both u and v are separating vertices of D.
Let C be an arbitrary Hamiltonian cycle of D. Let A = {a1, a2, . . . , ar} be the set
of separating vertices of D and let, without loss of generality, a1, a2, . . . , ar be the
order in which the vertices of A appear on C. Assume that there exists a non-
traceable arc aiaj such that V (C[ai+1, aj−1])∩A 6= ∅. Let ak ∈ V (C[ai+1, aj−1])∩A
be such a vertex. Then ai and aj are in the same strong component of D − ak,
a contradiction to Theorem 2.22. It follows that for every index 1 ≤ i ≤ r there
exists at most one non-traceable arc aiw. In addition, if u and v are consecutive
vertices on C, then clearly there exists a Hamiltonian path through uv. Therefore
there exist at most n
2
non-traceable arcs in D.
Now we characterize the equality. As we have already noted in Remark 2.55, if D
is isomorphic to T locmax, it has exactly
n
2
non-traceable arcs. So suppose now that
D has exactly n
2
non-traceable arcs. We have shown above that there are no non-
traceable arcs of D between vertices that are consecutive on a Hamiltonian cycle
of D and, in addition, for each separating vertex ai of D there exists at most one
non-traceable arc aiw. Furthermore we have seen that if aiaj is a non-traceable
arc of D and C is a Hamiltonian cycle of D, there are no separating vertices of
D on C[ai+1, aj−1]. Now let C = v1v2 . . . vn be a Hamiltonian cycle of D. We
conclude that, without loss of generality, D− vi is not strong for every even index
i with 1 ≤ i ≤ n and that v2jv2j+2 and vnv2 are the non-traceable arcs of D, where
j = 1, 2, . . . , n
2
− 1. It remains to show that there are no other arcs in D. If xy is
another arc of D, either x = vi, y = vj and |i − j| ≥ 3 or |i − j| = 2 and both i
and j are odd integers. We consider the following cases.
Case 1: Suppose that x = vi, y = vj and |i − j| ≥ 3. In this case let z ∈
V (C[vi+1, vj−1]) be a separating vertex of D. Note that there exists at least one
separating vertex z′ ∈ V (C[vj , vi]) of D. The vertices on C[vj , vi] belong to the
same strong component of the strong decomposition D − z, a contradiction to
Theorem 2.22.
Case 2: Suppose that |i − j| = 2 and both i and j are odd integers. Then vi+1
is not a separating vertex of D, a contradiction to our assumption. The latter
contradiction completes the proof.
Chapter 3
Longest paths through an arc in
in-tournaments
In Chapter 2 we studied the structure of local tournaments with a non-traceable arc
and provided various sufficient criteria for a strongly connected local tournament
to be arc-traceable. In this chapter we shall investigate ‘shorter’ paths through
prescribed arcs in in-tournaments. The first result concerning longest paths in
tournament-like digraphs is due to Re´dei [60] (cf. Theorem 2.1) who showed in
1934 that every tournament has a Hamiltonian path. In 1990, Bang-Jensen [3]
showed the same for connected local tournaments (cf. Corollary 1.9). Note that
neither Theorem 2.1 nor Corollary 1.9 provide any information about the order
of a longest path through a given arc of a (local) tournament. For tournament-
like digraphs this problem has been investigated by Volkmann [73, 74, 76] and
Gutin and Yeo [41]. In 2002, Volkmann [76] proved that every arc of a strongly
connected tournament of order n (even every arc of a strongly connected n-partite
tournament) is contained in a path of order ⌈(n+ 3)/2⌉.
Theorem 3.1 (Volkmann [76] 2002). Every arc of a strong n-partite tournament
belongs to a path of order ⌈n+3
2
⌉.
The following example shows that this proposition is no longer valid for strongly
connected in-tournaments.
Example 3.2 (Volkmann [74] 2000). Let D be the in-tournament that consists of
the cycle x1x2 . . . xnx1 together with the arcs x1xi for 3 ≤ i ≤ n−1 (cf. Figure 3.1).
Then D is strong, has order n and the longest path through the arc x1xi is only of
order n− i+ 2.
Let m ∈ {4, 5} be an integer and let D be a strongly connected in-tournament
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· · ·
· · ·
x1
Figure 3.1: An in-tournament that shows that Theorem 3.1 is not valid for strongly
connected in-tournaments.
of order n ≥ 2m − 2 such that every arc belongs to a path of order at least m.
In 2000, Volkmann [74] showed that if D contains an arc e such that the longest
path through e consists of exactly m vertices, then e is the only arc of D with that
property.
Theorem 3.3 (Volkmann [74] 2000). Let m ∈ {4, 5} be an integer and let D be a
strong in-tournament of order n ≥ 2m− 2. If D has an m-path arc but no k-path
arc for 3 ≤ k ≤ m− 1, then D has exactly one m-path arc.
In addition, Volkmann formulated the following conjecture.
Conjecture 3.4 (Volkmann [74] 2000). Let m ≥ 4 be an integer and let D be a
strong in-tournament of order n ≥ 2m− 2. If D has an m-path arc but no k-path
arc for 3 ≤ k ≤ m− 1, then D has exactly one m-path arc.
The next example shows that the condition n ≥ 2m− 2 in Conjecture 3.4 is best
possible.
Example 3.5 (Volkmann [74] 2000). Let m ≥ 4 be an integer and let the strong
in-tournament D consist of the cycle C = x1x2 . . . xm−1y1y2 . . . ym−2x1 such that
x1 → C[x2, xm−1] and xm−1 → C[y1, ym−2] (cf. Figure 3.2). Then D is of order
2m− 3 and has the two m-path arcs x1xm−1 and xm−1ym−2.
In this chapter we shall validate the conjecture of Volkmann. In addition, we will
prove that if we ease the restrictions on the the order of D to n ≥ 2m − 3, the
in-tournament D has at most two arcs as described in Conjecture 3.4. In doing so,
we will also give a characterization of the in-tournaments with exactly two such
arcs.
The next observation is a first result on the order of a longest path through a given
arc of an in-tournament. It was already mentioned in Chapter 2.
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· · ·
· · ·
x1 xm−1
ym−2
Figure 3.2: A strongly connected in-tournament on 2m − 3 vertices with two m-path
arcs.
Observation 2.14 (Volkmann [74] 2000). Let uv be an arbitrary arc of a strong
in-tournament D. If D − u or D − v is strong, then D contains a Hamiltonian
path starting with the arc uv or ending with the arc uv, respectively.
We reformulate Corollary 2.15 in the following way.
Corollary 3.6. If uv is an arc of a strong in-tournament D that does not belong
to a Hamiltonian path, then both u and v are separating vertices of D.
As an abbreviation we give the following notation.
Notation 3.7. Let D be a strong in-tournament with a separating vertex u and
let D1, D2, . . . , Dp be the strong decomposition of D − u. Furthermore, for every
index i ∈ {1, 2, . . . , p} with |V (Di)| ≥ 3 let Ci be a Hamiltonian cycle of Di, for
every index 1 ≤ i ≤ p− 1 let wi ∈ V (Di) be a vertex that dominates Di+1 and let
wp ∈ V (Dp) be a negative neighbor of u. Then
P = C1[w
+
1 , w1]C2[w
+
2 , w2] . . . Cp[w
+
p , wp]u
is a Hamiltonian path of D. For 1 ≤ i ≤ j ≤ p let Pi,j denote the subpath
Pi,j = Ci[w
+
i , wi]Ci+1[w
+
i+1, wi+1] . . . Cj [w
+
j , wj]
of P with initial vertex w+i and terminal vertex wj.
3.1 Structure of in-tournaments with an m-path
arc
Let m ≥ 4 be an integer. In this section we investigate strongly connected in-
tournaments of order n ≥ 2m − 3 that contain no k-path arc for 3 ≤ k ≤ m − 1,
but at least one m-path arc. Example 3.5 describes a class of in-tournaments with
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the above properties that contain two m-path arcs. Let D be a strongly connected
in-tournament of order n ≥ 2m−3 that contains no k-path arc for 3 ≤ k ≤ m−1,
but at least one m-path arc. In the following we will show that D has at most
two m-path arcs. Taking a deeper look at the structure of D we shall show that
if n ≥ 2m − 2, the in-tournament D has only one m-path arc and we shall give
a characterization of all strongly connected in-tournaments of order n = 2m − 3
that contain exactly two m-path arcs.
We begin with a first structural result.
Lemma 3.8. Let m ≥ 4 be an integer and let D be a strong in-tournament of
order n such that D has no k-path arc for 3 ≤ k ≤ m − 1. Let D1, D2, . . . , Dp be
the strong decomposition of D− u, where p ≥ 2. If uv is an m-path arc of D such
that v ∈ V (Dp), then n ≤ 2m− 3.
Proof. Let uv be an m-path arc of D such that v ∈ V (Dp). Suppose that n ≥
2m−2. According to Corollary 1.29, the vertex u has a negative neighbor wp in Dp
which implies that |V (Dp)| ≥ 3. Let vx1x2 . . . xtv be a Hamiltonian cycle of Dp,
where t ≥ 2. If t ≥ m − 1, the path uvx1x2 . . . xt is an (m + 1)-path through uv,
a contradiction. So t ≤ m− 2. It follows that
|V (D)− (V (Dp) ∪ {u})| = n− (t+ 1)− 1 ≥ n−m ≥ m− 2
and thus,
P1,p−1wpuv
is a path through uv of order at least m+ 1, a contradiction.
It remains to consider the case that v belongs to the terminal strong component
of D − u and D has order n = 2m− 3.
Lemma 3.9. Let m ≥ 4 be an integer and let D be a strong in-tournament of order
n = 2m− 3 such that D has no k-path arc for 3 ≤ k ≤ m− 1. Let D1, D2, . . . , Dp
be the strong decomposition of D − u, where p ≥ 2. If v ∈ V (Dp) and w = wp is
an in-neighbor of u in Dp, then uv is the unique m-path arc of D and D has the
following structural properties.
(a) |V (D1) ∪ V (D2) ∪ . . . ∪ V (Dp−1)| = m− 3;
(b) |V (Dp)| = m− 1;
(c) (Dp − wp) v → wp  (Dp − v);
(d) u→ V (D)− {u, wp}.
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Proof. Let uv be an m-path arc of D such that v ∈ V (Dp).
(a) Since uCp[v, v
−] is a path through uv and uv is an m-path arc of D, it follows
that |V (Dp)| ≤ m− 1. Hence |V (D1) ∪ V (D2) ∪ . . .∪ V (Dp−1)| ≥ m− 3. But
if |V (D1) ∪ V (D2) ∪ . . . ∪ V (Dp−1)| > m− 3, the path
P1,p−1wpuv
is a path through uv of order at least m + 1, a contradiction. Hence, D has
property (a).
(b) Property (a) immediately implies (b).
(c) Since Dp is strong and |V (Dp)| ≥ 3, it follows that v has at least one positive
neighbor in Dp and wp has at least one negative neighbor in Dp. If v dominates
a vertex x 6= wp in Dp, the path
P1,p−1wpuvx
is a path of order m + 1 through uv, a contradiction. So v → wp and (Dp −
wp) v. If wp is dominated by a vertex x 6= v in wp, the path
P1,p−1xwpuv
is an (m + 1)-path through uv, a contradiction. So wp  (Dp − v) and the
proof of (c) is complete.
(d) If |N−(u,Dp)| ≥ 2, let x /∈ {v, wp} be a negative neighbor of u in Dp. Then
P1,p−1xuvwp
is an (m+1)-path through uv, a contradiction. So u has exactly one negative
neighbor in Dp, the vertex wp. Note that property (c) implies particularly
that wp is the successor of v on Cp. Using Theorem 1.25, it follows that
u→ (Dp − wp). Note that
P = P1,p = C1[w
+
1 , w1]C2[w
+
2 , w2] . . . Cp[w
+
p , wp]
is a Hamiltonian path of D − u such that u → P [w+p , w
−
p ]. Using the in-
tournament property of D, either u → D1, D2, . . . , Dp−1 or there exists a
vertex x on P such that x→ u→ x+P . But in the latter case
xuCp[v, v
−]
is an (m+1)-path through uv, a contradiction. This means that D fulfills (d).
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It remains to show that uv is the unique m-path arc of D. Every arc xy, where
x ∈ V (Di) and y ∈ V (Dj) for i+ 1 ≤ j ≤ p− 1, belongs to the path
xCj [y, wj]Pj+1,p
of order at least
|{x, y}|+
p∑
l=j+1
|V (Dl)| ≥ 2 + |V (Dp)| = m+ 1.
If xy is an arc from Di to Dp for an integer i ≤ p− 1, the path
uxCp[y, y
−]
through uv has order
|{u, x}|+ |V (Dp)| = m+ 1.
In the case that xy is an arc of D such that x, y ∈ V (Di), where i ≤ p− 1, we see
that
Cp[w
+
p , wp]uxy
is a path of order
|V (Dp)|+ |{u, x, y}| = m+ 2
through xy. Every arc xy in Dp belongs to the path
uP1,p−1xyy
+
of order
|{u, x, y, y+}|+
p−1∑
l=1
|V (Dl)| = m+ 1.
If uy is an arc from u to Di for 1 ≤ i ≤ p− 1, the path
uCi[y, wi]Pi+1,p
through uy has order at least
|{u, y}|+
p∑
l=i+1
|V (Dl)| ≥ 2 + |V (Dp)| = m+ 1.
In the case that uy is an arc from u to Dp such that y 6= v, the path
P1,p−1wpuyy
+
is a path of order
|{wp, u, y, y
+}|+
p−1∑
l=1
|V (Dl)| = m+ 1
through uy. Finally the arc wpu belongs to the Hamiltonian path P1,pu ofD. Since
we have discussed all possible arcs, the proof is complete.
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The next result shows that the class of in-tournaments treated in this section can
be divided in two subclasses.
Lemma 3.10. Let m ≥ 4 be an integer and let D be a strong in-tournament of
order n = 2m−3+ c, where c ≥ 0, that contains no k-path arc for 3 ≤ k ≤ m−1,
but an m-path arc uv. Let D1, D2, . . . , Dp be the strong decomposition of D − u,
where p ≥ 2. If v ∈ V (Ds) for 1 ≤ s ≤ p − 1, then N
−(Di, Ds) ⊆ {v} for every
index s+ 1 ≤ i ≤ p and, in addition, D has one of the following properties.
I. |V (Ds) ∪ V (Ds+1) ∪ . . . ∪ V (Dp)| = m− 1 and
(a) u→ D1, D2, . . . , Ds;
(b) N−(Di, Dj) = ∅ for every s+ 1 ≤ i ≤ p and 1 ≤ j ≤ s− 1;
(c) |V (D1) ∪ V (D2) ∪ . . . ∪ V (Ds−1)| ≥ m− 3 + c.
II. |V (Ds) ∪ V (Ds+1) ∪ . . . ∪ V (Dp)| = m− k, where 2 ≤ k ≤ m− 2, and there
exists an index 1 ≤ r ≤ s− 1 and a vertex wr ∈ V (Dr) such that
(a) u→ Dr+1, Dr+2, . . . , Ds;
(b) wr → Ds+1;
(c) |V (D1) ∪ V (D2) ∪ . . . ∪ V (Dr)| = k − 1;
(d) |V (Dr+1) ∪ V (Dr+2) ∪ . . . ∪ V (Ds−1)| ≥ m− 3 + c.
Proof. The path
Ps+1,puCs[v, v
−]
contains the arc uv and has order
∑p
j=s |V (Dj)|+1. Since uv is an m-path arc, it
follows that
∑p
j=s |V (Dj)| ≤ m− 1. So we consider the following two cases.
Case I. Suppose that
∑p
j=s |V (Dj)| = m− 1 which immediately implies (c).
Assume that there exists a vertex v 6= z ∈ V (Ds) that dominates u or wj, where
s+ 1 ≤ j ≤ p. Then z → Ds+1 and hence
P1,s−1Cs[v
+, z]Ps+1,puv
is a path through uv of order at least
s−1∑
l=1
|V (Dl)|+ |V (Dp)|+ |{z, u, v}| ≥ (m− 3 + c) + 4 ≥ m+ 1,
a contradiction. So N−(Di, Ds) ⊆ {v} for every index s+ 1 ≤ i ≤ p and u→ Ds.
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Assume that there exists a vertex z ∈ V (Di) that dominates u or wj , where
1 ≤ i ≤ s− 1 and s+ 1 ≤ j ≤ p. It follows that z → Ds+1 and thus,
zPs+1,puCs[v, v
−]
is a path of order
p∑
l=s
|V (Dl)|+ |{z, u}| = (m− 1) + 2 = m+ 1
through uv, a contradiction. Hence D fulfills (a) and (b) which completes the
proof of Case I.
Case II. Suppose that
∑p
j=s |V (Dj)| = m − k, where 2 ≤ k ≤ m − 2. If D has
no arc leading from
⋃s
i=1 V (Di) to {u} ∪
⋃p
j=s+1 V (Dj), it is easy to check that a
longest path through uv has order m− 1, a contradiction. So there exists a vertex
v 6= z ∈ V (Dr), where r ≤ s, that dominates ws+1. If r = s, the path
P1,s−1zPs+1,puv
through uv contains at least
(2m− 3 + c)− (m− k) + 2 = m+ k + c− 1 ≥ m+ 1
vertices, a contradiction. It follows that N−(Di, Ds) ⊆ {v} for every index s+1 ≤
i ≤ p, that u → Ds and that r 6= s. Under the condition that N
−(Ds+1,Dr) 6=
∅ we choose the maximal index r. This choice immediately implies that u →
Dr+1, Dr+2, . . . , Ds−1 and that, without loss of generality, wr → Ds+1. So (a) and
(b) are true. But then
P1,rPs+1,puCs[v, v
−]
is a path through uv of order
∑r
j=1 |V (Dj)|+ (m− k) + 1. Since uv is an m-path
arc in D, this implies that
∑r
j=1 |V (Dj)| ≤ k − 1. Note that actually
r∑
j=1
|V (Dj)| = k − 1,
since otherwise a longest path through uv contains less than m vertices, a contra-
diction. So (c) is proved. But (c) immediately implies that
s−1∑
j=r+1
|V (Dj)| ≥ m− 3 + c
which shows (d) and completes the proof of Case II.
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3.2 Applications of the structural results
Differentiating by the properties I and II elaborated in Section 3.1, we shall now
show that if a strongly connected in-tournament D of order at least 2m−3 contains
an m-path arc uv, but no k-path arc for 3 ≤ k ≤ m − 1, the digraph D has at
most two m-path arcs. We start with in-tournament that belong to class I.
Lemma 3.11. Let m ≥ 4 be an integer and let D be a strong in-tournament of
order n = 2m−3+c, where c ≥ 0, such that D has no k-path arc for 3 ≤ k ≤ m−1.
Let uv be an m-path arc of D and let D1, D2, . . . , Dp be the strong decomposition
of D − u, where p ≥ 2. If v ∈ V (Ds), where 1 ≤ s ≤ p− 1, and D has property I
as described in Lemma 3.10, then D contains at most two m-path arcs.
Proof. We shall show that every arc xy 6= uv of D is contained in a path of order
at least m+ 1 with two exceptions (cf. Case 2 and Case 5).
Case 1. Suppose that x ∈ V (Di) and y ∈ V (Di+1). If i < s, the arc xy belongs to
the Hamiltonian path
P1,i−1Ci[x
+, x]Ci+1[y, wi+1]Pi+2,puCi+1[w
+
i+1, y
−].
If i ≥ s, the arc xy belongs to the path
P1,i−1Ci[x
+, x]Ci+1[y, wi+1]Pi+2,pu.
Assume that this path has order less or equal m. In this case we conclude that∑i−1
j=1 |V (Dj)| = m − 3, i = s, |V (Di)| = |V (Di+1)| = 1 and p = s + 1. But the
latter two observations imply that
m− 1 =
p∑
j=s
|V (Dj)| = 2⇔ m = 3,
a contradiction.
Case 2. Suppose that x ∈ V (Di) and y ∈ V (Dj), where i + 2 ≤ j. If i < s, the
arc xy belongs to the Hamiltonian path
P1,i−1Ci[x
+, x]Cj [y, wj]Pj+1,puPi+1,j−1Cj[w
+
j , y
−].
If i ≥ s, the arc xy belongs to the path
P1,i−1Ci[x
+, x]Cj[y, wj]Pj+1,pu.
Assume that this path has order less or equal m. In this case we conclude that∑i−1
j=1 |V (Dj)| = m − 3. So c = 0 which implies that n = 2m − 3. Furthermore,
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we observe that V (Ds) = V (Di) = {x} and V (Dp) = V (Dj) = {y} which means
that x = v and y = wp. If D has an arc uz such that z ∈ V (Di) for an index
s+ 1 ≤ i ≤ p− 1, the path
P1,s−1xyuz
is a path through xy and if D has an arc zu such that z ∈ V (Di) for an index
s+ 1 ≤ i ≤ p− 1, the path
zuP1,s−1xy
is a path through xy. Both paths have order
s−1∑
l=1
|V (Dl)|+ |{x, y, u, z}| ≥ (m− 3 + c) + 4 ≥ m+ 1.
So assume that no such arc exists in D. Then xy = vwp is an m-path arc in D.
Case 3. Suppose that x, y ∈ V (Di). If i ≥ s, the arc xy belongs to
uP1,i−1Ci[x
−, x]y,
a path of order at least
s−1∑
l=1
|V (Dl)|+ |{x
−, x, u, y}| ≥ (m− 3 + c) + 4 ≥ m+ 1.
If i < s, the arc xy belongs to
Ps,puxy,
a path of order
p∑
l=s
|V (Dl)|+ |{u, x, y}| = m+ 2.
Case 4. Suppose that x = u and y ∈ V (Dj). Due to Lemma 3.10 we may assume
that j ≤ p− 1. If j ≥ s and y 6= wj, the arc xy belongs to
P1,j−1Cj[y
+, wj]Pj+1,puy,
a path of order at least
j−1∑
l=1
|V (Dl)|+ |V (Dp)|+ |{wj, u, y}| ≥ (m− 3 + c) + 4 ≥ m+ 1.
If j < s, the arc xy belongs to
Pj+1,puy,
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a path of order at least
p∑
l=j+1
|V (Dl)|+ |{u, y}| ≥ (m− 1) + 2 = m+ 1.
It remains to check the case that j > s and y = wj is the only vertex in Dj that
dominates Dj+1. If D has no arc leading from
⋃j−1
i=1 V (Di) to {u}∪
⋃p
i=j+1 V (Di), a
longest path through uv has order m− 1, a contradiction. So there exists a vertex
w ∈ V (Di), where i ≤ j − 1, that dominates Dj+1. If i < s, note that w → Ds+1
and thus,
wPs+1,puCs[v, v
−]
is a path of order
p∑
l=s
|V (Dl)|+ |{u, w}| = (m− 1) + 2 = m+ 1
through uv, a contradiction. If i ≥ s, the arc uy belongs to
P1,i−1Ci[w
+, w]Pj+1,puCj[y, y
−],
a path of order at least
i−1∑
l=1
|V (Dl)|+ |V (Di)|+ |V (Dp)|+ |{u, y}| ≥ (m− 3 + c) + 4 ≥ m+ 1.
Case 5. Suppose that x ∈ V (Di) and y = u. Since u → D1, D2, . . . , Ds, we
conclude that i ≥ s+ 1. But then the arc xu belongs to
P1,i−1Ci[x
+, x]u,
a path of order at least
i−2∑
l=1
|V (Dl)|+ |V (Di−1)|+ |V (Di)|+ |{u}| ≥ (m− 3 + c) + 3 ≥ m.
Assume that this path has order less or equal m. In this case we conclude that∑i−1
l=1 |V (Dl)| = m− 3. So c = 0 which implies that n = 2m− 3. Furthermore, we
observe that V (Ds) = {v} and V (Ds+1) = V (Di) = {x}. If D has an arc uz such
that z ∈ V (Di) for an index i ≥ s+ 2, the path
P1,s−1vxuz
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is a path of order
s−1∑
l=1
|V (Dl)|+ |{v, x, u, z}| ≥ (m− 3 + c) + 4 ≥ m+ 1
through xu. So assume that no such arc exists in D. Then xy = ws+1u is an
m-path arc in D.
It remains to show that the two exceptions in Case 2 and Case 5 cannot occur si-
multaneously. So assume that D is an in-tournament with |V (Ds)| = |V (Ds+1)| =
|V (Dp)| = 1 and the three m-path arcs uws, wswp and ws+1u. This is a contra-
diction to the structure of D as elaborated in Case 5. Since we have discussed all
possible arcs, the proof is complete.
We now turn our attention to in-tournaments belonging to class II.
Lemma 3.12. Let m ≥ 4 be an integer and let D be a strong in-tournament of
order n = 2m−3+c, where c ≥ 0, such that D has no k-path arc for 3 ≤ k ≤ m−1.
Let uv be an m-path arc of D and let D1, D2, . . . , Dp be the strong decomposition
of D− u, where p ≥ 2. If v ∈ V (Ds), where 1 ≤ s ≤ p− 1, and D has property II
as described in Lemma 3.10, then uv is the unique m-path arc in D.
Proof. We shall show that every arc xy 6= uv belongs to a path of order at least
m+ 1.
Case 1. Suppose that xy is an arc of D such that x ∈ V (Di) and y ∈ V (Di+1). If
i < r or if i ≥ s, the arc xy belongs to
P1,i−1Ci[x
+, x]Ci+1[y, wi+1]Pi+2,pu,
a path of order at least
p∑
l=i+2
|V (Dl)|+ |{x, y, u}| ≥ (2m− 3 + c)− (k − 1)− 1 + 3
= 2m− k + c ≥ m+ 2
and
i−1∑
l=1
|V (Dl)|+ |V (Di)|+ |{u, y}| ≥ (m− 3 + c) + (k − 1) + 3 ≥ m+ 1,
respectively. If r ≤ i ≤ s− 1, we can extend the path above by
Ci+1[w
+
i+1, y
−]
3.2 Applications of the structural results 55
to a Hamiltonian path through xy.
Case 2. Suppose that x ∈ V (Di) and y ∈ V (Dj) for j ≥ i+2. If i ≥ s, the arc xy
belongs to
P1,i−1Ci[x
+, x]Cj[y, wj]Pj+1,pu,
a path of order at least
i−1∑
l=1
|V (Dl)|+ |V (Di)|+ |{u, y}| ≥ (m− 3 + c) + (k − 1) + 3 ≥ m+ 1.
If i ≤ r and j ≤ r, the arc xy belongs to
xCj [y, wj]Pj+1,pu,
a path of order at least
p∑
l=j+1
|V (Dl)|+ |{u, x, y}| ≥ (2m− 3 + c)− (k − 1) + 2 ≥ 2m− k ≥ m+ 2.
If i ≤ r and j > r, the arc xy belongs to
xCj [y, wj]Pj+1,puPr+1,j−1Cj [w
+
j , y
−],
a path of order at least
p∑
l=r+1
|V (Dl)|+ |{x, u}| ≥ (2m− 3 + c)− (k − 1) + 1 ≥ 2m− k − 1 ≥ m+ 1.
Finally, if r + 1 ≤ i ≤ s− 1, the path
P1,i−1Ci[x
+, x]Cj[y, wj]Pj+1,puPi+1,j−1Cj[w
+
j , y
−]
is a Hamiltonian path through xy.
Case 3. Suppose that x = u and y ∈ V (Dj). If j ≤ r, the arc uy belongs to
uCj[y, wj]Pj+1,p,
a path of order at least
p∑
l=j+1
|V (Dl)|+ |{u, y}| ≥ (2m− 3 + c)− (k − 1) + 1 ≥ 2m− k − 1 ≥ m+ 1.
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If r < j < s, the arc uy belongs to
P1,rPs+1,puCj[y, wj]Pj+1,s,
a path of order at least
r∑
l=1
|V (Dl)|+
p∑
l=j+1
|V (Dl)|+ |{u, y}| ≥ (k − 1) + (m− k) + 2 = m+ 1.
If j = s, it follows that y 6= v and thus, the arc xy belongs to
P1,s−1Cs[y
+, ws]Ps+1,puy,
a path of order at least
s−1∑
l=1
|V (Dl)|+ |{ws, u, y}| ≥ (m− 3 + c) + (k − 1) + 3 ≥ m+ k − 1 ≥ m+ 1.
Finally, if j > s, either y 6= wj or y = wj and wj is the only vertex in Dj that
dominates Dj+1. In the first case
P1,j−1Cj [y
+, wj]Pj+1,puy
is a path through uy of order at least
j−2∑
l=1
|V (Dl)|+ |V (Dj−1)|+ |{wj, u, y}| ≥ (m− 3 + c) + (k − 1) + 4
≥ m+ k ≥ m+ 2.
In the the second case we observe the following. If D has no arc leading from⋃j−1
i=r+1 V (Di) to {u} ∪
⋃p
i=j+1 V (Di), a longest path through uv has order m− 1,
a contradiction. So there exists a vertex z ∈ V (Di), where r + 1 ≤ i ≤ j − 1, that
dominates Dj+1. It follows that z → Ds+1 and thus,
P1,i−1Ci[z
+, z]Ps+1,puCs[v, v
−]
is a path through uv of order at least
i−1∑
l=1
|V (Dl)|+ |V (Di)|+
p∑
l=s
|V (Dl)|+ |{u}| ≥ (k − 1) + (m− k) + 2 = m+ 1,
a contradiction.
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Case 4. Suppose that x, y ∈ V (Di). If i ≥ s+ 1, the arc xy belongs to
P1,i−1xy,
a path of order at least
i−2∑
l=1
|V (Dl)|+ |V (Di−1)|+ |{x, y}| ≥ (m− 3 + c) + (k − 1) + 3
≥ m+ k − 1 ≥ m+ 1.
If r + 1 ≤ i < s, the arc xy belongs to
P1,rPs,puPr+1,i−1xy,
a path of order at least
r∑
l=1
|V (Dl)|+
p∑
l=s
|V (Dl)|+ |{u, x, y}| ≥ (k − 1) + (m− k) + 3 = m+ 2.
If i = s, the arc xy belongs to
P1,rPs+1,puPr+1,s−1xy,
a path of order
2m− 3 + c− |V (Ds)|+ 2 ≥ 2m− 1− (m− 2) = m+ 1.
Finally, if 1 ≤ i ≤ r, we observe the following. Firstly, any path from y to any
vertex z ∈ V (Di) that dominates Di+1 uses the vertex x and secondly, any path
from u to x uses the vertex y, since otherwise it is easy to check that xy belongs
to a path of order at least m + 1. It follows that every vertex of a longest path
through xy belongs to V (D1) ∪ V (D2) ∪ . . . ∪ V (Di). But this implies that the
longest path through xy is of order at most k − 1 ≤ m− 1, a contradiction.
Case 5. Suppose that y = u and x ∈ V (Di). It follows that either i ≤ r or i > s.
In the first case the arc xy belongs to
P1,i−1Ci[x
+, x]uPr+1,p,
a path of order at least
p∑
l=r+1
|V (Dl)|+ |{x, u}| ≥ (m− 3 + c) + (m− k) + 2 ≥ m+ 1
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and in the second case xy belongs to
P1,i−1xu,
a path of order at least
i−2∑
l=1
|V (Dl)|+ |V (Di−1)|+ |{x, u}| ≥ (m− 3 + c) + (k − 1) + 3 ≥ m+ 1.
Since we have discussed all possible arcs, the proof is complete.
3.3 Conclusions and solution of a conjecture of
Volkmann
Combining the lemmas of the previous section, we get the following characteriza-
tion of strongly connected in-tournaments that contain an m-path arc.
Theorem 3.13. Let m ≥ 4 be an integer and let D be a strong in-tournament of
order n ≥ 2m− 3 such that D has no k-path arc for 3 ≤ k ≤ m− 1.
(a) If n ≥ 2m− 2, then D has at most one m-path arc.
(b) If n = 2m − 3, then D has at most two m-path arcs. In addition, D has
exactly two m-path arcs uv and xy if and only if D has property I as described
in Lemma 3.10 and V (Ds) = {v} and either
(i) v = x, V (Dp) = {y} and there exists no arc between u and Dj for every
index s+ 1 ≤ j ≤ p− 1 or
(ii) y = u, V (Ds+1) = {x} and there exists no arc from Di or u to Dj for
every index 1 ≤ i ≤ s and s+ 2 ≤ j ≤ p.
(Here D1, D2, . . . , Dp is the strong decomposition of D − u, where p ≥ 2.)
As a corollary of Theorem 3.13.(a) Volkmann’s Conjecture 3.4 is solved in positive.
Corollary 3.14. Let m ≥ 4 be an integer and let D be a strong in-tournament of
order n ≥ 2m− 2. If D has an m-path arc but no k-path arc for 3 ≤ k ≤ m− 1,
then D has exactly one m-path arc.
Chapter 4
Longest paths through an arc in
local tournaments
Since the path structure of in-tournaments with at least 2m − 2 vertices, where
m ≥ 4, was already investigated in Chapter 3, we concentrate in this chapter
on the structure of local tournaments with less than 2m − 2 vertices. In 2002,
Volkmann [76] proved that every arc of a strongly connected tournament of order n
(even every arc of a strongly connected n-partite tournament) is contained in a
path of order ⌈(n+3)/2⌉ (cf. Theorem 3.1). In Theorem 2.47 we showed that every
arc of a strongly connected local tournament D that is not round-decomposable is
on a path of length at least ⌈n+1
2
⌉ + 2δ(D) if δ(D) > 1. Observe that this result
is an improvement of Volkmann’s result for local tournaments that are not round-
decomposable and have minimal degree at least two. The following example shows
that Volkmann’s result is no longer valid for strongly connected local tournaments
with minimal degree one (cf. Figure 4.1).
Example 4.1. Let T be a tournament and let x, y, z be three distinct vertices that
do not belong to T . Let D be the local tournament with vertex set
V = V (T ) ∪ {x, y, z}
and arc set
E = E(T ) ∪ {xy, yz, zx} ∪ {xv | v ∈ E(T )} ∪ {vy | v ∈ E(T )}.
Then the longest path through xy is of order three.
In [74] Volkmann investigated longest paths through given arcs in strongly con-
nected in-tournaments and formulated the following conjecture which was vali-
dated by Volkmann [74] for m = 4, 5 and Meierling for m ≥ 4 (cf. Chapter 3).
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yx
z
T
Figure 4.1: A local tournament with minimum degree δ = 1 and the 3-path arc xy.
Corollary 3.14. Let m ≥ 4 be an integer and let D be a strong in-tournament of
order n ≥ 2m− 2. If D has an m-path arc but no k-path arc for 3 ≤ k ≤ m− 1,
then D has exactly one m-path arc.
Example 3.5 shows that the condition n ≥ 2m−2 in Corollary 3.14 is best possible
(cf. Figure 3.2). Now let m ≥ 4 be an integer. In the following we describe the
structure of strongly connected local tournaments on n ≤ 2m−3 vertices contain-
ing an m-path arc but no k-path arc for 3 ≤ k ≤ m−1. Recall that if uv is an arc
of a strongly connected local tournament D that does not belong to a Hamiltonian
path, then both u and v are separating vertices of D (cf. Corollary 3.6).
The next result addresses some of the arcs of a strongly connected local tourna-
ments and was already mentioned in Chapter 2.
Theorem 2.12 (Volkmann [74] 2000). Let u be a vertex of a strong local tourna-
ment such that D − u is not strong. If D1, D2, . . . , Dp is the strong decomposition
of D − u, then the arcs from Di to Di+1 for 1 ≤ i ≤ p− 1 and the arcs in Di for
2 ≤ i ≤ p− 1 are contained in a Hamiltonian path of D.
We would like to add the following remark.
Remark 4.2. In the situation of Theorem 2.12 the arcs from u to D1 and the arcs
from Dp to u are also on a Hamiltonian path of D.
Observe that the structural Theorem 2.34 provides additional information about
arcs that are not traceable.
4.1 Structure of local tournaments with an m-
path arc
In this section let D be a strongly connected local tournament on n = 2m − s
vertices, where 3 ≤ s ≤ m, such that uv is an m-path arc of D, but D contains
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no k-path arc for every k with 3 ≤ k ≤ m − 1. Let D1, D2, . . . , Dp be the strong
decomposition of D − u. By Observation 4.2 we may assume that v is not in D1.
In the following we will consider the two cases v ∈ V (Dp) and v ∈ V (Dα) with
2 ≤ α ≤ p− 1.
The case v ∈ V (Dp).
Lemma 4.3. Let m ≥ 4 be an integer and let D be a strong local tournament on
n = 2m− s vertices, where 3 ≤ s ≤ m, such that uv is an m-path arc of D, but D
contains no k-path arc for every k with 3 ≤ k ≤ m− 1. Let D1, D2, . . . , Dp be the
strong decomposition of D − u. If v ∈ V (Dp), then
(a) Di → Dj for every pair i < j of indices;
(b) there is an arc between u and every vertex w /∈ V (Dp);
(c) |V (Dp)| = m− 1− l and
∑p−1
i=1 |V (Di)| = m− s+ l, where 0 ≤ l ≤ s− 3;
(d) every in-neighbor of u in Dp is a separating vertex of Dp;
(e) v is a separating vertex of Dp;
(f) u dominates every component of the strong decomposition of Dp−v except the
initial strong component.
Proof. Note that, since uv is not traceable, both u and v are separating vertices
of D by Corollary 3.1.
Since u has positive neighbors both in D1 and Dp, it follows gradually that Di →
Dj for every pair i < j of indices. So (a) has been proved which immediately
implies (b).
Let Cp be a Hamiltonian cycle of Dp. Then uCp[v, v
−] is a path through uv.
Since uv is an m-path arc, it follows that
|V (Dp)| = m− 1− l,
where l ≥ 0 is an integer. This implies that
p−1∑
i=1
|V (Di)| = (2m− s)− (m− 1− l)− 1 = m− s+ l.
If l > s− 3, let w be an in-neighbor of u in Dp. Then D1D2 . . .Dp−1wuv is a path
through uv of order at least m+ 1, a contradiction. Hence 0 ≤ l ≤ s− 3 and (c)
is true.
62 Chapter 4: Longest paths through an arc in local tournaments
Assume that u has a negative neighbor w in Dp such that Dp − w is strong.
Then D1D2 . . .Dp−1wuv can be extended to a Hamiltonian path of D, again a
contradiction. Therefore (d) is valid.
To prove (e) assume that Dp − v is strong. It follows that D − v is strong and
thus, the arc uv is traceable by Observation 2.14, a contradiction.
Let A1, A2, . . . , Aq be the strong decomposition of Dp − v, where q ≥ 2. Observe
that v has an out-neighbor in A1 and an in-neighbor in Aq and that Ai → Aj
for every pair i < j of indices. The former implies that u has a neighbor in Aq
and the latter implies that none of the vertices in
⋃q−1
i=2 Ai is a separating vertex
of Dp. If u has an in-neighbor z in Aq, there exists a Hamiltonian path Q of Dp−v
that begins in A1 and ends in z. Hence D1D2 . . .Dp−1Quv is a Hamiltonian path
of D through uv, a contradiction. So assume that u has no negative neighbor
in Aq which implies that u dominates Aq. Since Ai dominates Aq for every index
i < q, it follows that u is adjacent to all vertices of Dp. By (d) we conclude that u
dominates Ai for every index i < q. So (f) is valid and the proof is complete.
The case v ∈ V (Dα), where 2 ≤ α ≤ p− 1.
Lemma 4.4. Let m ≥ 4 be an integer and let D be a strong local tournament on
n = 2m− s vertices, where 3 ≤ s ≤ m, such that uv is an m-path arc of D, but D
contains no k-path arc for every k with 3 ≤ k ≤ m− 1. Let D1, D2, . . . , Dp be the
strong decomposition of D − u. If v ∈ V (Dα) such that 2 ≤ α ≤ p− 1, then
(a) Dα consists of the single vertex v;
(b) there are no arcs leading from Di to Dj for every pair i < α < j of indices;
(c) u dominates Di for every index i ≤ α;
(d) there are no arcs leading from Di to u for every index i > α and u is dominated
by Dp;
(e)
∑α−1
i=1 |V (Di)| ≥ m− s;
(f) D is round-decomposable and R[D1, D2, . . . , Dp, u] is the round decomposition
of D.
Proof. Note that if |Di| > 1 for an index 2 ≤ i ≤ p−1, the component Di contains
no separating vertex of D. Since v is a separating vertex of D by Corollary 3.1, it
follows that Dα = {v} and (a) is true.
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If D has an arc leading from Di to Dj for a pair i, j of indices with i < α < j,
we conclude by Theorem 1.6 that Dα−1 → Dα+1. But then D − v is strong, a
contradiction. Hence (b) is valid.
To prove (c) assume that u has an in-neighbor in Di for an index i < α. Since u
also has an in-neighbor in Dp, it follows that there is an arc between Di and Dp,
a contradiction to (b). Since u dominates v and D is a local tournament, we
conclude that u dominates Di for each i = 1, 2, . . . , α. With the same arguments
we obtain the validity of (d).
If
∑α−1
i=1 |V (Di)| < m−s, we obtain
∑p
i=α |V (Di)| ≥ m. Hence uvDα+1Dα+2 . . .Dp
is a path of order at leastm+1 through uv, a contradiction. So (e) has been proved.
Finally it is easy to check that D is round-decomposable and R[D1, D2, . . . , Dp, u]
is the round decomposition of D.
4.2 Applications of the structural results
In this section we apply the structural results of Section 4.1 to show that each
strongly connected local tournament D on n vertices, where 3m−2
2
≤ n ≤ 2m− 3,
that contains no k-path arc for every k with 3 ≤ k ≤ m − 1 has at most two
m-path arcs (cf. Theorem 4.7). As in the previous section we consider two cases.
The case v ∈ V (Dp).
Lemma 4.5. Let m ≥ 4 be an integer and let D be a strong local tournament on
n = 2m − s vertices, where 3 ≤ s ≤ m+3
2
, such that uv is an m-path arc of D,
but D contains no k-path arc for every k with 3 ≤ k ≤ m− 1. Let D1, D2, . . . , Dp
be the strong decomposition of D − u, where p ≥ 2. If v ∈ V (Dp), then the local
tournament D has at most one m-path arcs besides uv.
Proof. Let A1, A2, . . . , Aq be the strong decomposition of Dp − v, where q ≥ 2.
Note that D has the properties as described in Lemma 4.3. Furthermore, we
observe that by Theorem 2.12 every arc xy with x ∈ V (Di) and y ∈ V (Di+1),
where 1 ≤ i ≤ p−1, and every arc xy with x, y ∈ V (Di), where 2 ≤ i ≤ p−1, and
avery arc uy, where y ∈ V (D1), and every arc xu, where x ∈ V (Dp), is traceable.
In addition, note that every separating vertex z /∈ {x, y} of D is in D1, A1 or Aq
and thus, every arc incident with another vertex is traceable. In distinguishing the
following cases, we consider the remaining arcs of D.
Case 1: Suppose that uy is an arc of D such that y ∈ V (A1). Let Q be a
Hamiltonian path of Dp−A1− y that ends in an in-neighbor of v and let w be an
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in-neighbor of u in A1. Then
P = D1D2 . . .Dp−1wuyQv
is a path through uy. If P has order less or equal m, we conclude that
|V (A1)| ≥ (2m− s)−m+ 2 = m− s+ 2.
Let C1 be a Hamiltonian path of A1. Then
D1D2 . . .Dp−1C1[w
+, w]uv
is a path through uv of order greater or equal than
(m− s+ l) + (m− s+ 2) + 2 = 2m− 2s+ l + 4 > m,
a contradiction. Hence no arc uy with y ∈ V (A1) is an m-path arc of D.
Case 2: Suppose that uy is an arc of D such that y ∈ V (Aq). Let C1 be a
Hamiltonian path of A1, let Cq be a Hamiltonian cycle of Aq and let w be an
in-neighbor of u in A1. Then
P = D1D2 . . . C1[w
+, w]uCq[y, y
−]
is a path through uy. If P has order less or equal m, we conclude that
|V (A1)|+ |V (Aq)| ≤ m− (m− s+ l)− 1 = s− l − 1
and
q−1∑
i=2
|V (Ai)| ≥ (2m− s)−m− 1 = m− s− 1.
If v has an out-neighbor z 6= w in A1, the path
D1D2 . . .Dp−1wuvzA2A3 . . . Aq
contains uv and has order at least
(m− s+ l) + (m− s− 1) + 5 = 2m− 2s+ l + 4 > m,
a contradiction. So A1 has the following structure: there exists a vertex w in A1
such that (A1 − w)→ v → w → u.
If v has an in-neighbor z 6= y in Aq, the path
D1D2 . . .Dp−1A2A3 . . . Aq−1zvwuy
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contains uy and has order at least
(m− s+ l) + (m− s− 1) + 5 = 2m− 2s+ l + 4 > m,
again a contradiction. So assume that y is the only negative neighbor of v in Aq.
It follows that u→ y → v → (Aq − y).
We shall show now that each arc uz, where z ∈ V (Aq)−{y}, belongs to a path of
order at least m+ 1 in D. So let z 6= y be a vertex of Aq that is dominated by u
and let Q be a Hamiltonian path of A1 − w. Then uz is on the path
D1D2 . . . Dp−1QA2 . . . Aq−1yvwuz,
a path of order at least
(m− s+ l) + (m− s− 1) + 5 = 2m− 2s+ l + 4 > m.
Therefore D has at most one arc uy with y ∈ V (Aq) that is an m-path arc of D.
Case 3: Suppose that xu is an arc of D such that x ∈ V (D1). By symmetry, this
case can be solved analogously to Case 1 and 2.
Case 4: Suppose that xy is an arc of D1. According to Theorem 3.1, the arc xy
is on a path Q of order ⌈(|V (D1)| + 3)/2⌉ in D1. Let Cp be a Hamiltonian cycle
of Dp and let w be an in-neighbor of u in Dp. We observe that
P = QD2D3 . . .Dp−1Cp[w
+, w]u
is a path through xy. If P has order less or equal m, we conclude that
m = 2m− s−
|V (D1)| − 3
2
⇔ |V (D1)| ≥ 2m− 2s+ 3 ≥ m,
a contradiction to Lemma 4.3.(c). So no arc xy of D1 is an m-path arc of D.
Case 5: Suppose that xy is an arc of Dp. By Theorem 3.1 the arc xy is on a
path Q of order at least ⌈(|V (Dp)|+ 3)/2⌉ in Dp. It follows that
uD1D2 . . .Dp−1Q
is a path through xy of order greater or equal than
1 + (m− s+ l) +
(m− l − 1) + 3
2
=
3m− 2s+ l + 4
2
≥ m+
l + 1
2
> m.
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Therefore no arc xy of Dp is an m-path arc of D.
Case 6: Suppose that xy is an arc of D such that x ∈ V (D1) and y ∈ V (Dp).
Let r < p be the maximal index such that N−(u,Dr) 6= ∅ and let s > 1 be the
minimal index such that N+(u,Ds) 6= ∅. Furthermore, let C1 be a Hamiltonian
path of D1, let Cp be a Hamiltonian cycle of Dp and let w be an in-neighbor of u
in Dp. We consider two subcases.
Subcase 6.1: Suppose that u has an out-neighbor z 6= x in D1 (or u has an in-
neighbor z′ 6= y in Dp). By symmetry we assume the former. Then
P = xCp[y, w]uzD2D3 . . .Dp−1Cp[w
+, y−]
is a path through xy. If P has order less or equal m, we conclude that
2m− s− |V (D1)|+ 2 ≤ m⇔ |V (D1)| ≥ m− s+ 2.
Now we consider the paths
P1 = C1[x
+, x]Cp[y, w]uDsDs+1 . . .Dp−1Cp[w
+, y]
and
P2 = C1[x
+, v−]D2D3 . . .DruC1[v, x]Cp[y, y
−]
through xy. Then
|V (P1)|+ |V (P2)| ≥ 2(|V (D1)|+ |V (Dp)|+ 1) +
p−1∑
i=2
|V (Di)|.
It follows that there is an index j ∈ {1, 2} such that
|V (Pj)| ≥ |V (D1)|+ |V (Dp)|+ 1 +
1
2
p−1∑
i=2
|V (Di)|
≥ (m− s+ 2) + (m− 1− l) + 1
≥ 2m− 2s+ 5
> m.
Subcase 6.2: Suppose that x is the only out-neighbor of u in D1 and y is the only
in-neighbor of u in Dp. We consider the paths
P1 = C1[x
+, x−]D2D3 . . .DruxCp[y, y
−]
and
P2 = C1[x
+, x]yuDsDs+1 . . .Dp−1Cp[y
+, y−]
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through xy. If P1 and P2 have order less or equal m, we conclude that
|V (P1)| =
r∑
i=1
|V (Di)|+ |V (Dp)|+ 1 ≤ m
and
|V (P2)| =
p∑
i=s
|V (Di)|+ |V (D1)|+ 1 ≤ m.
It follows that
p−1∑
i=r+1
|V (Di)| ≥ m− s
and
s−1∑
i=2
|V (Di)| ≥ m− s.
Hence
|V (P1)|+ |V (P2)| ≥ 2(|V (D1)|+ |V (Dp)|+ 1) +
p−1∑
i=2
|V (Di)|
and thus, there is an index j ∈ {1, 2} such that
|V (Pj)| ≥ |V (D1)|+ |V (Dp)|+ 1 +
1
2
p−1∑
i=2
|V (Di)|
≥ (m− l − 1) + 2 + (m− s) +
1
2
r∑
i=s
|V (Di)|
≥ 2m− 2s+ 4
> m.
Therefore no arc xy with x ∈ V (D1) and y ∈ V (Dp) is an m-path arc of D.
So far we have shown that D has at most four m-path arcs. We shall show now
that D has in fact at most two such arcs. Assume that D has at least three m-path
arcs. Then D has an m-path arc v′u such that v′ ∈ V (D1). We consider the path
C1[v
′+, v′]uCp[v, v
−]
through uv. Since uv is an m-path arc of D, it follows that
|V (D1)|+ 1 + |V (Dp)| ≤ m.
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Therefore, either |V (D1)| ≤
m−1
2
or |V (Dp)| ≤
m−1
2
and we may assume, without
loss of generality, that the latter inequality holds. This implies that
p−1∑
i=1
|V (Di)| ≥ (2m− s)− 1−
m− 1
2
=
3m− 1
2
− s
≥
3m− 1
2
−
m+ 3
2
= m− 2.
But then
D1D2 . . .Dp−1wuv
is a path of order at least m + 1 through uv, a contradiction. So D has at most
two m-path arcs and the proof is complete.
The case v ∈ V (Dα), where 2 ≤ α ≤ p− 1.
Lemma 4.6. Let m ≥ 4 be an integer and let D be a strong local tournament on
n = 2m− s vertices, where 3 ≤ s ≤ m+2
2
, such that uv is an m-path arc of D, but
D contains no k-path arc for every k with 3 ≤ k ≤ m− 1. Let D1, D2, . . . , Dp be
the strong decomposition of D − u. If v ∈ V (Dα), where 2 ≤ α ≤ p− 1, the local
tournament D has at most one m-path arcs besides uv.
Proof. Observe that D has the structure as described in Lemma 4.4. Furthermore,
note that, according to Theorem 3.1, all arcs xy with x ∈ V (Di) and y ∈ V (Di+1),
where 1 ≤ i ≤ p− 1, and all arcs xy with x, y ∈ V (Di), where 2 ≤ i ≤ p− 1, and
all arcs uy, where y ∈ V (D1), and all arcs xu, where x ∈ V (Dp), are traceable.
Moreover, all separating vertices of D are in a component Dj with α < j < p.
Hence all arcs incident with another vertex are traceable. By Lemma 4.4.(f) the
local tournament D is round-decomposable and R[D1, D2, . . . , Dp, u] is the round
decomposition of D.
Let xy be an arbitrary m-path arc of D and let C be an arbitrary Hamiltonian
cycle of D. In view of Lemma 4.4.(e) and (f) we conclude that {x} = V (Di)
and {y} = V (Dj), where |i − j| ≥ 2, and that there are at least m − s vertices
between x and y on C. In addition, there are no arcs in D between each pair
Dr, Ds of components with i < r < j and j < s < i according to Lemma 4.4.(b).
Now assume that D has two m-path arcs besides uv. It follows that
2m− s = |V (D)| ≥ 3(m− s) + 3⇔ s ≥
m+ 3
2
,
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... · · ·
u
vw
yD1
Dp−1
Dp
A1 A2 Aq−1 Aq
Figure 4.2: A local tournament on 2m − s vertices with the m-path arcs uv and uy
(cf. Case v ∈ V (Dp)).
a contradiction. Therefore, the local tournament D has at most one m-path arc
besides uv and the proof of this lemma is complete.
In combining Lemmas 4.5 and 4.6 we derive the following result.
Theorem 4.7. Let m ≥ 4 be an integer and let D be a strong local tournament on
n = 2m− s vertices, where 3 ≤ s ≤ m+2
2
, such that uv is an m-path arc of D, but
D contains no k-path arc for every k with 3 ≤ k ≤ m − 1. Then D has at most
two m-path arcs.
4.3 Concluding remarks
The structure obtained in Section 4.1 can be used to construct examples that
demonstrate the sharpness of the results in Section 4.2. The next two examples
show that the results presented in Lemma 4.5 and 4.6 are best possible.
Example 4.8. Let m ≥ 4 and 3 ≤ s ≤ m+4
2
be two integers such that s is even.
Let D be a strong local tournament on n = 2m−s vertices as depicted in Figure 4.2
with
p−1∑
i=1
|V (Di)| = m− s,
q−1∑
i=2
|V (Ai)| = m− s,
|V (A1)| = |V (Aq)| =
s− 2
2
.
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u
vw
Figure 4.3: A local tournament on 2m − s vertices with the m-path arcs uv and xu
(cf. Case v ∈ V (Dα), where 2 ≤ α ≤ p− 1).
If s ≤ m+3
2
, the arcs uv and uy are the only m-path arcs of D and if s = m+4
2
, the
arcs uv, uy and wy are m-path arcs of D.
Example 4.9. Let m ≥ 4 and 3 ≤ s ≤ m+3
2
be two integers. Let D be a strong
local tournament on n = 2m− s vertices as depicted in Figure 4.3 with
α−1∑
i=1
|V (Di)| = m− s,
β−1∑
i=α+1
|V (Di)| = s− 3,
p∑
i=β+1
|V (Di)| = m− s.
If s ≤ m+2
2
, the arcs uv and xu are the only m-path arcs of D and if s = m+3
2
, the
arcs uv, xu and vx are m-path arcs of D.
Part II
Non-separating vertices in local
tournaments and in-tournaments
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Chapter 5
Non-separating vertices in
in-tournaments with high degree
From the well-known result of Moon [57] that a tournament T is strongly connected
if and only if it is vertex pancyclic (cf. Theorem 2.3) it follows immediately that
a strongly connected tournament T of order greater or equal four contains at
least two non-separating vertices. This was formulated and proved by Korvin [49]
in 1967.
Corollary 5.1 (Korvin [49] 1967). If T is a strong tournament with |V (T )| ≥ 4,
then T contains at least two non-separating vertices.
In 1975, Las Vergnas [51] determined all strongly connected tournaments with
exactly two non-separating vertices.
Theorem 5.2 (Las Vergnas [51] 1975). A strong tournament T on n vertices has
at least three non-separating vertices, unless T is isomorphic to Qn, where Qn is
the tournament of order n consisting of a path x1x2 . . . xn and all arcs xixj for
i > j + 1.
In 1990, Bang-Jensen [3] proved that every strongly connected locally semicomplete
digraph that is not a cycle has at least one non-separating vertex.
Theorem 5.3 (Bang-Jensen [3] 1990). Let D be a strong locally semicomplete
digraph that is not a cycle. Then D has a non-separating vertex.
Four years later Guo and Volkmann showed that every strongly connected locally
semicomplete digraph on n ≥ 4 vertices has at least two non-separating vertices if
it has at least n+ 2 arcs and determined the digraph in Figure 5.1 to be the only
locally semicomplete digraph with exactly one non-separating vertex.
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Figure 5.1: The locally semicomplete digraph with exactly one non-separating vertex.
Theorem 5.4 (Guo & Volkmann [36] 1994). Let D be a strong locally semicomplete
digraph.
(a) If D has at least |V (D)| + 2 arcs, then D has at least two non-separating
vertices;
(b) The digraph D has exactly one non-separating vertex if and only if D is iso-
morphic to the digraph depicted in Figure 5.1;
(c) Every vertex of D is a separating vertex if and only if D is a cycle.
Concerning in-tournaments little is known about the number of non-separating
vertices. In their initial article [16] Bang-Jensen, Huang and Prisner proved the
existence of a non-separating vertex if the in-tournament in question is strongly
connected and not a cycle. It is the analog of Theorem 5.3 for in-tournaments.
Theorem 5.5 (Bang-Jensen, Huang and Prisner [16] 1993). Let D be a strong
in-tournament that is not a cycle. Then D has a non-separating vertex.
Tewes [65] gave a sufficient criterion for strongly connected in-tournaments to have
at least two non-separating vertices.
Theorem 5.6 (Tewes [65] 1999). Let D be a strong in-tournament of order n ≥ 4
with max{δ+(D), δ−(D)} ≥ 2. Then D contains distinct vertices x1, x2 such that
D − xi is strong for i = 1, 2.
In 2006, Kotani [50] proved the following variants of Corollary 5.1 for strongly
connected tournaments with minimum degree at least two.
Theorem 5.7 (Kotani [50] 2006). Let T be a strong tournament and let p ≥ 2
be an integer. If δ(T ) ≥ p, then T has at least k = min {|V (T )|, 4p− 2} vertices
x1, x2, . . . , xk such that T − xi is strong for i = 1, 2, . . . , k.
75
Theorem 5.8 (Kotani [50] 2006). Let T be a strong tournament and let p ≥ 2 be
an integer. If δ(T ) ≥ p and |V (T )| ≥ 4p, then T has at least k = 4p − 1 vertices
x1, x2, . . . , xk such that T − xi is strong for i = 1, 2, . . . , k.
Theorem 5.9 (Kotani [50] 2006). Let T be a strong tournament and let p ≥ 3 be
an integer. If δ(T ) ≥ p and |V (T )| ≥ 4p + 1, then T has at least k = 4p vertices
x1, x2, . . . , xk such that T − xi is strong for i = 1, 2, . . . , k.
In this chapter we will show that Theorem 5.7 is true for the class of in-tourna-
ments and characterize the class of in-tournaments that do not fulfill Theorems 5.8
and 5.9, thereby generalizing Kotani’s results.
The next lemmas will be frequently used in our proof.
Lemma 5.10. Let D be a strong digraph of order n and let q be an integer such
that 1 ≤ q ≤ n − 1. Suppose that for every subset X ⊆ V (D) with 1 ≤ |X| ≤ q
there exists a cycle C of order n−1 in D such that X ⊆ V (C). Then D contains at
least q+1 vertices x1, x2, . . . , xq+1 such that D−xi is strong for i = 1, 2, . . . , q+1.
Proof. LetX = {x ∈ V (D) | D − x is strong} be the set of non-separating vertices
of D. Suppose to the contrary that |X| ≤ q. By the assumption of this lemma,
there exists an (n−1)-cycle C in D such that X ⊆ V (C). Let {v} = V (D)−V (C).
On the one hand this implies that v /∈ X, but on the other hand C is a Hamiltonian
cycle of D−v and thus, D−v is strong. It follows that v ∈ X, a contradiction.
Lemma 5.11. Let p ≥ 3 and let D be an in-tournament on 2p + 1 vertices with
vertex set W ∪ {u}, where W = {w1, w2, . . . , w2p}, such that
p− 1 ≤ δ(D[W ]),∆(D[W ]) ≤ p.
If d+(w,D[W ]) = p − 1 implies that w → u for every vertex w ∈ W , then D[W ]
is a 2-connected tournament.
Proof. Firstly we will show that D[W ] is a tournament. Suppose, without loss
of generality, that w1 and w2 are not adjacent. It follows that d
+(w1, D[W ]) =
d+(w2, D[W ]) = p − 1 and thus, {w1, w2} → u by our assumption. Using the
in-tournament property of D, we conclude that w1 and w2 are adjacent, a contra-
diction. So D[W ] is a tournament.
Secondly we will show that D[W ] is 2-connected. Suppose, without loss of gener-
ality, that w1 is a separating vertex of D[W ] and let D1, D2, . . . , Dq be the strong
decomposition of D[W ]−w1, where q ≥ 2. Then there exists a vertex w ∈ V (D1)
and a vertex w′ ∈ V (Dq) such that
d+(w,D[W ]) ≥
|V (D1)| − 1
2
+ |V (D2)|+ . . .+ |V (Dq)|
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and
d+(w′, D[W ]) ≤
|V (Dp)| − 1
2
+ 1.
Since p − 1 ≤ δ(D[W ]),∆(D[W ]) ≤ p, it follows that q ≤ 3 and |V (Di)| = 1 for
1 ≤ i ≤ q, a contradiction to the assumption that p ≥ 3. So D[W ]− w is strong
for every vertex w ∈W which means that D[W ] is 2-connected.
5.1 The exceptional cases
In this section we introduce the classes of local tournaments and in-tournaments
that satisfy the preconditions of Theorem 5.8 and Theorem 5.9, but not the con-
clusions.
Definition 5.12. Let p ≥ 2 be an integer and let T1 and T2 be two (p− 1)-regular
tournaments. Furthermore, let u, v be two vertices such that u, v /∈ V (Ti) for
i = 1, 2.
We define T ∗loc as the set of all local tournaments D with vertex set
V (D) = V (T1) ∪ V (T2) ∪ {u, v}
and arc set
E(D) =E(T1) ∪E(T2) ∪ {uw | w ∈ V (T1)} ∪ {wv | w ∈ V (T1)}∪
{vw | w ∈ V (T2)} ∪ {wu | w ∈ V (T2)} ∪A,
where A ∈ {{uv}, {vu}, ∅}.
Let p ≥ 3 be an integer. Let T1 be defined as above and let T0 be a tournament
on 2p vertices such that p − 1 ≤ δ(T0),∆(T0) ≤ p. Moreover, let u, v be two
vertices such that u, v /∈ V (Ti) for i = 0, 1. We define T
∗∗
loc as the set of all local
tournaments D with vertex set
V (D) = V (T0) ∪ V (T1) ∪ {u, v}
and arc set
E(D) =E(T0) ∪E(T1) ∪ {uw | w ∈ V (T1)} ∪ {wv | w ∈ V (T1)}∪
{vw | w ∈ V (T0)} ∪ {wu | w ∈ V (T0)} ∪A,
where A ∈ {{uv}, {vu}, ∅}.
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Definition 5.13. Let p ≥ 3 be an integer, let T1 be a (p− 1)-regular tournament
and let T2 be a tournament on 2p vertices such that p − 1 ≤ δ(T2),∆(T2) ≤ p.
Furthermore, let u, v be two vertices such that u, v /∈ V (Ti) for i = 1, 2.
We define T ∗in as the set of all in-tournaments D with vertex set
V (D) = V (T1) ∪ V (T2) ∪ {u, v}
and arc set
E(D) =E(T1) ∪E(T2) ∪ {uw | w ∈ V (T1)} ∪ {vw | w ∈ V (T2)}∪
{wv | w ∈ V (T1)} ∪ {wu | w ∈ V (T2) and d
+(w, T2) = p− 1}∪
A ∪ B1,
where
A ∈ {{uv}, {vu}, ∅} and
B1 ⊆ {wu | w ∈ V (T2) and d
+(w, T2) = p}.
In addition, we define T ∗∗in as the set of all in-tournaments D with vertex set
V (D) = V (T1) ∪ V (T2) ∪ {u, v}
and arc set
E(D) =E(T1) ∪E(T2) ∪ {uw | w ∈ V (T1)} ∪ {vw | w ∈ V (T2)}∪
{wv | w ∈ V (T1)} ∪ {wu | w ∈ V (T2) and d
+(w, T2) = p− 1}∪
A ∪ B1 ∪B2,
where
A ∈ {{uv}, {vu}},
B1 ⊆ {wu | w ∈ V (T2) and d
+(w, T2) = p} and
∅ 6= B2 ⊆ {uw | w ∈ V (T2) and d
+(w, T2) = p}.
It is easy to check that the classes defined in the examples above do not fulfill
Theorems 5.8 and 5.9, respectively.
Remark 5.14. Let D ∈ T ∗loc ∪ T
∗∗
loc ∪ T
∗
in ∪ T
∗∗
in be a digraph. Then u and v are the
only separating vertices of D. In addition the following holds.
(a) If D ∈ T ∗loc, then |V (D)| = 4p and δ(D) = p. Hence D does not fulfill
Theorem 5.8.
(b) If D ∈ T ∗∗loc ∪ T
∗
in ∪ T
∗∗
in , then |V (D)| = 4p + 1 and δ(D) = p. Hence D does
not fulfill Theorem 5.9.
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Figure 5.2: The classes T ∗loc / T
∗∗
loc , T
∗
in and T
∗∗
in .
5.2 Structure of in-tournaments with high min-
imum degree
In this section we investigate the structure of in-tournaments that fulfill the as-
sumptions of Theorems 5.8 and 5.9. Throughout this section, let p ≥ 2 be an
integer and let D be a strongly connected in-tournament such that δ(D) ≥ p.
Let X be a subset of V (D) such that ∅ 6= X 6= V (D). Obviously D contains a
strongly connected induced subdigraph D′ such that V (D)− V (D′)−X 6= ∅ (any
vertex x ∈ X satisfies this condition). Assume now that we have chosen a strongly
connected subdigraph D′ of D under the following conditions:
A. V (D)− V (D′)−X 6= ∅,
B. under condition A: |V (D′) ∩X| is maximal and
C. under condition B: |V (D′)| is maximal.
Note that, since D′ is a strongly connected in-tournament the digraph D′ has a
Hamiltonian cycle C = v1v2 . . . vkv1 according to Theorem 1.26 (if k = 1, then,
for the sake of simplicity, the single vertex v1 will in the following be called a
Hamiltonian cycle). Let
Y = V (D)− V (C)−X
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and define
X+ =
{
v ∈ X − V (C) | C  v and N−(v, C) 6= ∅
}
,
X− = {v ∈ X − V (C) | v → C} ,
Xˆ = X − V (C)−X+ −X−,
Y + =
{
v ∈ Y − V (C) | C  v and N−(v, C) 6= ∅
}
,
Y − = {v ∈ Y − V (C) | v → C} and
Yˆ = Y − Y + − Y −.
Note that, according to these definitions,
N+(X+, C) = N−(X−, C) = N+(Y +, C) = N−(Y −, C) = ∅. (5.1)
Using this notation, we prove the following claims.
Claim 1. Xˆ = {x ∈ X − V (C) | N+(x, C) = N−(x, C) = ∅}.
Proof. Suppose that there exists a vertex x ∈ Xˆ such that N+(x, C) 6= ∅. Then,
according to Lemma 1.25, either x→ C or there exists a cycle C ′ in D such that
V (C ′) = V (C) ∪ {x}. But the first possibility is a contradiction to the definition
of Xˆ and the latter possibility contradicts condition B of the choice of C. So
N+(Xˆ, C) = ∅.
Suppose that there exists a vertex x ∈ Xˆ such that N−(x, C) 6= ∅. Note that
N+(x, C) = ∅ by the observations above. It follows that x ∈ X+, a contradiction.
So N−(Xˆ, C) = ∅.
Analogously to Claim 1, we can prove the following claim.
Claim 2. If |Y | ≥ 2, then N+(Yˆ , C) = N−(Yˆ , C) = ∅.
Claim 3. N+(Xˆ,X+) = N+(Xˆ, Y +) = ∅.
Proof. Suppose that there exists an arc xv such that x ∈ Xˆ and v ∈ X+ ∪ Y +.
Then v has negative neighbors both in C and Xˆ. Since D is an in-tournament, this
is a contradiction to Claim 1. It follows that N+(Xˆ,X+) = N+(Xˆ, Y +) = ∅.
Using Claim 2, we can prove the following claim analogously to Claim 3.
Claim 4. If |Y | ≥ 2, then N+(Yˆ , X+) = N+(Yˆ , Y +) = ∅.
Claim 5. N+(X+, X−) = ∅.
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Proof. Suppose that there exists an arc x1x2 such that x1 ∈ X
+ and x2 ∈ X
−.
Since x1 ∈ X
+, we may assume, without loss of generality, that vk → x1. But
then the cycle
C[v1, vk]x1x2v1
yields a contradiction to condition B of the choice of C. So N+(X+, X−) = ∅.
Claim 6. Let u, w ∈ V (D) be two vertices of D such that w → C and N−(u, C) 6=
∅. If P is a path with initial vertex u and terminal vertex w, then Y ⊆ V (P ).
Proof. We may assume, without loss of generality, that vk → u. Suppose that
Y 6⊆ V (P ). Then the cycle
vkPC[v1, vk]
yields a contradiction to condition C of the choice of C. So Y ⊆ V (P ).
Claim 7. |Y +|, |Y −| ≤ 1.
Proof. Suppose that |Y +| ≥ 2. Let P = z0z1 . . . zr be a shortest path in D such
that z0 ∈ Y
+ and N+(zr, C) 6= ∅. Then V (P ) ∩ Y
+ = {z0} and zr ∈ X
− ∪ Y −,
but V (P ) 6⊆ Y , a contradiction to Claim 6.
Claim 8. If |Y +| = |Y −| = 1, then N+(X+, Y −) = N+(Y +, X−) = ∅.
Proof. Suppose that there exists an arc uw such that u ∈ X+ and w ∈ Y − or
u ∈ Y + and w ∈ X−. We may assume, without loss of generality, that vk → u.
Then
C[v1, vk]uwv1
contradicts condition B of the choice of C. So N+(X+, Y −) = N+(Y +, X−) =
∅.
Claim 9. Let D be a strong in-tournament and let C,X+, X−, Xˆ, X, Y +, Y −, Yˆ , Y
be defined as above. Let X − V (C) 6= ∅. If |Y | ≥ 2, then X+ ∪ Y + 6= ∅ and
X− ∪ Y − 6= ∅.
Proof. Assume to the contrary thatX−∪Y − = ∅. Note that, according to Claim 7,
|Y +|, |Y −| ≤ 1 and, according to Claim 1, N+(Xˆ, C) = ∅. Since |Y | ≥ 2 and
Y − = ∅, we conclude that Yˆ 6= ∅. Since D is strong, it follows that N+(Yˆ , C) 6= ∅,
a contradiction to Claim 2. So X− ∪ Y − 6= ∅. We can analogously show that
X+ ∪ Y + 6= ∅.
5.3 Applications of the structural results 81
5.3 Applications of the structural results
In this section we characterize T ∗loc and T
∗∗
loc as the classes of local tournaments
that are exceptions for Theorem 5.8 and Theorem 5.9, respectively. Furthermore
we characterize T ∗in and T
∗∗
in as the classes of in-tournaments that are exceptions
for Theorem 5.9. Using the preparatory structural results of Section 5.2, we show
the following lemmas.
Lemma 5.15. Let D be a strong in-tournament and let C ,X+, X−, Xˆ, X, Y +,
Y −, Yˆ , Y be defined as above. Let δ(D) ≥ p ≥ 2 and let X − V (C) 6= ∅. If
|X| = |V (D)| − 1, then |X| ≥ 4p− 2.
Proof. Note that V (C) ⊆ X by condition A of the choice of C. Let V (D)−X =
Y = {y}.
Case 1: Suppose that X+ 6= ∅ and X− 6= ∅. We define the sets
A =
{
v ∈ V (D) | there exists a path leading from X+ to v in D − y
}
and
B =
{
v ∈ V (D) | there exists a path leading from v to X− in D − y
}
.
Note that A ⊆ X+ ∪ Xˆ and B ⊆ X− ∪ Xˆ. Furthermore, A ∩ B = ∅ by Claim 6.
In addition, N+(A)− A ⊆ {y} and N−(B)− B ⊆ {y}. Using Lemma 1.31.(b), it
follows that |A|, |B| ≥ 2p− 1 and thus,
|X| ≥ |A|+ |B| ≥ 4p− 2.
Case 2: Suppose that X+ = ∅. In order to show that |V (C)| ≥ 2p−1 we consider
the three subcases Y = Yˆ , Y = Y + and Y = Y −.
Subcase 2.1: Suppose that Y = Yˆ . By (5.1) and Claim 1, it follows that N+(C)−
V (C) ⊆ {y}. Using Lemma 1.31.(b), we conclude that |V (C)| ≥ 2p− 1.
Subcase 2.2: Suppose that Y = Y +. By Claim 1, it follows that N+(C, Xˆ) = ∅ and
thus, N+(C) − V (C) ⊆ {y}. Using Lemma 1.31.(b), we conclude that |V (C)| ≥
2p− 1.
Subcase 2.3: Suppose that Y = Y −. We derive N+(C) ⊆ V (C), a contradiction
to the assumption that D is strong.
Note that N−(X−, C) = ∅ by definition and N−(Xˆ, C) = ∅ by Claim 1. Hence
N−(X−∪Xˆ)−(X−∪Xˆ) ⊆ {y}. Using Lemma 1.31.(b), it follows that |X−∪Xˆ| ≥
2p− 1 and thus,
|X| ≥ |V (C)|+ |X+ ∪ Xˆ| ≥ 4p− 2.
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The case X− = ∅ can be solved analogously to Case 2 which completes the proof
of this lemma.
Lemma 5.16. Let D be a strong local tournament and let C,X+, X−, Xˆ, X, Y +,
Y −, Yˆ , Y be defined as above. Let X − V (C) 6= ∅ and let |X| ≤ |V (D)| − 2.
(a) If δ(D) ≥ p ≥ 2, then |X| ≥ 4p− 1 or |X| = 4p− 2 and D ∈ T ∗loc.
(b) If δ(D) ≥ p ≥ 3, then |X| ≥ 4p or |X| = 4p − 1 and D ∈ T ∗in ∪ T
∗∗
in ∪ T
∗∗
loc or
|X| = 4p− 2 and D ∈ T ∗loc.
Proof. Recall that |Y | ≥ 1. If |Y | = 1, we conclude |V (C) − X| ≥ 1, since
|X| ≤ |V (D)| − 2. If |Y | ≥ 2, we derive by Claim 9 that X+ ∪ Y + 6= ∅ and
X− ∪ Y − 6= ∅. We will now consider the cases X+ ∪ Y + 6= ∅ and X− ∪ Y − 6= ∅
(Case 1), X+ ∪ Y + = ∅ (Case 2) and X− ∪ Y − = ∅ (Case 3).
Case 1: Suppose that X+ ∪ Y + 6= ∅ and X− ∪ Y − 6= ∅.
Subcase 1.1: Suppose that Yˆ = ∅. Then Y + ∪ Y − 6= ∅.
Subcase 1.1.1: Suppose that X+ 6= ∅ and Y + 6= ∅. Let Y + = {y}. We define the
sets
A =
{
v ∈ V (D) | there exists a path leading from X+ to v in D − y
}
and
B =
{
v ∈ V (D) | there exists a path leading from v to X− ∪ Y − in D − y
}
.
Note that A ⊆ X+∪Xˆ and B−Y − ⊆ X−∪Xˆ. Furthermore, A∩B = ∅ by Claim 6.
Let A1, A2, . . . , Aq be an out-branching ofD[A], where q ≥ 1, and letB1, B2, . . . , Br
be an out-branching of D[B], where r ≥ 1. Then N+(Aq)−V (Aq) ⊆ {y} and thus,
|V (Aq)| ≥ 2p − 1 by Lemma 1.31.(b). Analogously, N
−(B1) − V (B1) ⊆ {y} and
thus, |V (B1)| ≥ 2p− 1 by Lemma 1.31.(b). Let Cq be a Hamiltonian cycle of Aq.
Then V (D)− V (Cq)−X 6= ∅ and thus, |V (C) ∩X| ≥ |V (Cq) ∩X| ≥ 3 by choice
of C. It follows that
|X| ≥ |V (C) ∩X|+ |V (Aq)|+ |V (B1)− Y
−| ≥ 4p.
Subcase 1.1.2: Suppose that X− 6= ∅ and Y − 6= ∅. This case can be solved
analogously to Subcase 1.1.1.
We consider three remaining cases.
Subcase 1.1.3: Suppose that Y + 6= ∅ and Y − 6= ∅. By Subcases 1.1.1 and 1.1.2
it follows that X+ = X− = ∅ and thus, Xˆ 6= ∅. Let Y + = {y1} and Y
− = {y2}.
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Let D1, D2, . . . , Dq be an out-branching of D[Xˆ], where q ≥ 1. Then N
+(Dq) −
V (Dq) ⊆ {y2} and thus, |V (Dq)| ≥ 2p − 1 by Lemma 1.31.(b) and |V (Dq)| ≥ 2p
if Dq 6→ y2 by Lemma 1.31.(c). Let Cq be a Hamiltonian cycle of Dq. Then
V (D) − V (Cq) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (Cq) ∩ X| by choice of C. If
|V (Dq)| ≥ 2p or if q ≥ 3 or if q = 2 and |V (D1)| ≥ 3, it follows that |X| ≥ 4p.
So it remains to check the cases q = 2, |V (D2)| = 2p − 1 and |V (D1)| = 1
(Subcase 1.1.3.1) and q = 1 and |V (D1)| = 2p − 1 (Subcase 1.1.3.2). Note that
Dq → y2, since |V (Dq)| = 2p− 1.
Subcase 1.1.3.1: Suppose that q = 2, |V (D2)| = 2p − 1 and |V (D1)| = 1. Let
V (D1) = {x}. Note that N
+(Xˆ, C) = N+(Xˆ, Y +) = ∅ by Claims 1 and 3. It
follows that N+(x,D2) 6= ∅ and hence x → D2. Since N
−(Xˆ, C) = ∅ by Claim 1
and δ(D) ≥ 2, it follows that {y1, y2} → x. Let
C ′ = xC2y2x.
Then V (D)− V (C ′)−X 6= ∅ and thus, |V (C)∩X| ≥ |V (C ′)∩X| ≥ 2p by choice
of C. Hence
|X| = |V (C) ∩X|+ |V (C ′) ∩X| ≥ 4p.
Subcase 1.1.3.2: Suppose that q = 1 and |V (D1)| = 2p−1. Note that N
−(Xˆ, C) =
∅ by Claim 1. The latter together with Lemma 1.31.(b) implies that y1 → D1.
Subcase 1.1.3.2.1: Suppose that |N−(y1, C)| ≥ 2. We may assume, without loss
of generality, that {vi, vk} → y1, where 1 ≤ i ≤ k − 1. If V (C[v1, vi]) − X 6= ∅
and V (C[vi+1, vk]) − X 6= ∅, we may assume, without loss of generality, that
|V (C[v1, vi]) ∩X| ≥ 2. Let
C ′ = y1C1y2C[v1, vi]y1.
Then V (D)− V (C ′)−X 6= ∅ and thus, |V (C)∩X| ≥ |V (C ′)∩X| by choice of C.
Hence
|X| ≥ |V (C) ∩X|+ |V (D1)| ≥ |V (C
′) ∩X|+ |V (D1)| ≥ 2|V (D1)|+ 2 = 4p.
So assume that V (C[v1, vi]) ⊆ X.
If V (C) 6⊆ X, we consider
C∗ = y1C1y2C[v1, vi]y1.
Then V (D)− V (C∗)−X 6= ∅ and thus, |V (C) ∩X| ≥ |V (C∗) ∩X| ≥ |V (D1)| +
|V (C[v1, vi])| by choice of C. Hence
|X| ≥ |V (C) ∩X|+ |V (D1)|
≥ 2|V (D1)|+ |V (C[v1, vi])|
= 4p− 2 + |V (C[v1, vi])|.
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So it remains to consider the case that p ≥ 3 and i = 1. If vk ∈ X, let
Cˆ = y1C1y2v1vky1.
Then V (D)−V (Cˆ)−X 6= ∅ and thus, |V (C)∩X| ≥ |V (Cˆ)∩X| ≥ |V (D1)|+2 =
2p+ 1 by choice of C. Hence
|X| ≥ |V (C) ∩X|+ |V (D1)| ≥ 4p.
So assume that vk /∈ X. Since δ(D) ≥ 3, there exists an arc vjv1 in D, where j 6= k.
Then either |V (C[v1, vj ])∩X| ≥ 2 and V (C[vj+1, vk])−X 6= ∅ or |V (C[vj+1, vk])∩
X| ≥ 2 and V (C[v1, vj])−X 6= ∅. We may assume, without loss of generality, that
the former holds. Let
C˜ = y1C1y2C[v1, vj]y1.
Then V (D)−V (C˜)−X 6= ∅ and thus, |V (C)∩X| ≥ |V (C˜)∩X| ≥ |V (D1)|+2 =
2p+ 1 by choice of C. Hence
|X| ≥ |V (C) ∩X|+ |V (D1)| ≥ 4p.
If V (C) ⊆ X, note that D1 induces a (p − 1)-regular tournament in D. Further-
more, note that N+(C) − V (C) ⊆ {y1}. So |V (C)| ≥ 2p − 1 by Lemma 1.31.(b)
and |V (C)| ≥ 2p if C 6→ y1 by Lemma 1.31.(c). If |V (C)| = 2p− 1, it follows that
C → y1. Since δ(D) ≥ p, the cycle C induces a (p − 1)-regular tournament in D
and thus, D is a member of T ∗loc. If |V (C)| = 2p, the cycle C induces a tourna-
ment T in D such that p− 1 ≤ δ(T ),∆(T ) ≤ p. So if C → y1, the digraph D is a
local tournament and a member of T ∗∗loc . If C 6→ y1, the digraph D is not a local
tournament and with the help of Lemma 5.11 we conclude that D is a member
of T ∗in.
Subcase 1.1.3.2.2: Suppose that |N−(y1, C)| = 1. We conclude that y2 → y1 and
p = 2. If |V (C) ∩X| ≥ 2p = 4, it follows that |X| ≥ 4p− 1 = 7. So assume that
|V (C) ∩ X| = |V (D1)| = 2p − 1 = 3. Let, without loss of generality, vk be the
negative neighbor of y1 on C. If there exists a vertex vi ∈ V (C) ∩ X such that
V (C[v1, vi−1])−X 6= ∅, we consider the cycle
C ′ = y1C1y2C[vi, vk]y1.
Then V (D)−V (C ′)−X 6= ∅ and thus, |V (C)∩X| ≥ |V (C ′)∩X| ≥ |V (D1)|+1 = 4
by choice of C, a contradiction. So V (C) ∩X = {v1, v2, v3} and vi /∈ X for every
index 4 ≤ i ≤ k. Note that k ≥ 4. If D has an arc vivj , where 1 ≤ i ≤ 3 and
5 ≤ j ≤ k, we consider the cycle
C∗ = y1C1y2viC[vj , vk]y1.
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Then V (D)−V (C∗)−X 6= ∅ and thus, |V (C)∩X| ≥ |V (C∗)∩X| ≥ |V (D1)|+1 = 4
by choice of C, a contradiction. So N+({v1, v2, v3})−{v1, v2, v3} ⊆ {v4} and thus,
{v1, v2} → v4 and v3 → v1. The latter implies that vk → v3 and hence k > 4.
Since {v1, v2, v3} → v4, it follows that there is an arc v4vj , where 5 < j ≤ k. Let
Cˆ = y1C1y2C[v1, v4]C[vj , vk]y1.
Then V (D)−V (Cˆ)−X 6= ∅ and thus, |V (C)∩X| ≥ |V (Cˆ)∩X| ≥ |V (D1)|+3 = 6
by choice of C, the final contradiction.
Subcase 1.1.4. Suppose that Y + 6= ∅ and Y − = ∅. In this case X+ = ∅ and
X− 6= ∅ by Subcase 1.1.1. Let Y + = {y}. Note that N−(X− ∪ Xˆ)− (X− ∪ Xˆ) ⊆
{y}. Let D1, D2, . . . , Dq be an out-branching of D[X
− ∪ Xˆ], where q ≥ 1. Then
N−(D1) − V (D1) ⊆ {y} and thus, |V (D1)| ≥ 2p − 1 by Lemma 1.31.(b) and
|V (D1)| ≥ 2p if y 6→ D1 by Lemma 1.31.(c). Let C1 be a Hamiltonian cycle of
D1. Then V (D)− V (C1)−X 6= ∅ and thus, |V (C) ∩X| ≥ |V (C1) ∩X| by choice
of C. If |V (D1)| ≥ 2p or if q ≥ 3 or if q = 2 and |V (D1)| ≥ 3, it follows that
|X| ≥ 4p. So it remains to check the cases q = 2, |V (D1)| = 2p−1 and |V (D2)| = 1
(Subcase 1.1.4.1) and q = 1 and |V (D1)| = 2p − 1 (Subcase 1.1.4.2). Note that
y → D1, since |V (D1)| = 2p− 1.
Subcase 1.1.4.1: Suppose that q = 2, |V (D1)| = 2p − 1 and |V (D2)| = 1. Let
V (D2) = {x2}. Since d
+(x2) ≥ 2, it follows that D has an arc leading from x2
to C. So x2 ∈ X
− and hence, x2 → C. Since d
−(x2) ≥ 2, it follows that D has an
arc leading from D1 to x2, say x1x2. If x2 → y, let
C ′ = yC1[x
+
1 , x1]x2y.
Then V (D)− V (C ′)−X 6= ∅ and thus, |V (C)∩X| ≥ |V (C ′)∩X| = 2p by choice
of C. Hence
|X| ≥ |V (C) ∩X|+ |V (D1)|+ 1 ≥ 4p.
If x2 6→ y, the vertex y has at least two negative neighbors on C. We may
assume, without loss of generality, that {vi, vk} → y, where 1 ≤ i ≤ k − 1. Since
|V (C) ∩ X| ≥ 3 and V (C) − X 6= ∅, we may assume, without loss of generality,
that |V (C[vi+1, vk]) ∩X| ≥ 1 and V (C[v1, vi])−X 6= ∅. Let
C∗ = yC1[x
+
1 , x1]x2C[vi+1, vk]y.
Then V (D)− V (C∗) −X 6= ∅ and thus, |V (C) ∩X| ≥ |V (C∗) ∩X| ≥ 2p + 1 by
choice of C. Hence
|X| ≥ |V (C) ∩X|+ |V (D1)|+ 1 ≥ 4p+ 1.
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Subcase 1.1.4.2: Suppose that q = 1 and |V (D1)| = 2p − 1. The latter together
with Lemma 1.31.(b) implies that every vertex of D1 has at least one positive
neighbor on C. So D1 → C. Recall that y has at least p ≥ 2 negative neighbors
on C.
Subcase 1.1.4.2.1: Suppose that p = 2. Let, without loss of generality, {vi, vk} →
y, where 1 ≤ i ≤ k − 1. Since V (C) − X 6= ∅ and |V (C) ∩ X| ≥ 2p − 1 = 3,
we may assume, without loss of generality, that |V (C[vi+1, vk]) ∩ X| ≥ 1 and
V (C[v1, vi])−X 6= ∅. Let
C ′ = yC1C[vi+1, vk]y.
Then V (D) − V (C ′) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (C ′) ∩X| ≥ 2p = 4 by
choice of C. Hence
|X| = |V (D1)|+ |V (C) ∩X| ≥ 4p− 1 = 7.
Subcase 1.1.4.2.2: Suppose that p ≥ 3. We may assume, without loss of generality,
that {vi, vj , vk} → y, where 1 ≤ i < j ≤ k− 1. Since |V (C)∩X| ≥ 3 and V (C)−
X 6= ∅, we may assume, without loss of generality, that |V (C[vi+1, vk]) ∩ X| ≥ 2
and V (C[v1, vi])−X 6= ∅. Let
C∗ = yC1C[vi+1, vk]y.
Then V (D)− V (C∗) −X 6= ∅ and thus, |V (C) ∩X| ≥ |V (C∗) ∩X| ≥ 2p + 1 by
choice of C. Hence
|X| = |V (D1)|+ |V (C) ∩X| ≥ 4p.
Subcase 1.1.5: Suppose that Y + = ∅ and Y − 6= ∅. In this case X− = ∅ and
X+ 6= ∅ by Subcase 1.1.2. Let Y − = {y}. Note that N+(X+ ∪ Xˆ)− (X+ ∪ Xˆ) ⊆
{y}. Let D1, D2, . . . , Dq be an out-branching of D[X
+ ∪ Xˆ], where q ≥ 1. Then
N+(Dq) − V (Dq) ⊆ {y} and thus, |V (Dq)| ≥ 2p − 1 by Lemma 1.31.(b) and
|V (Dq)| ≥ 2p if Dq 6→ y by Lemma 1.31.(c). Let Cq be a Hamiltonian cycle of
Dq. Then V (D)− V (Cq)−X 6= ∅ and thus, |V (C) ∩X| ≥ |V (Cq) ∩X| by choice
of C. If |V (Dq)| ≥ 2p or if q ≥ 3 or if q = 2 and |V (Dq)| ≥ 3, it follows that
|X| ≥ 4p. So it remains to check the cases q = 2, |V (D2)| = 2p−1 and |V (D1)| = 1
(Subcase 1.1.5.1) and q = 1 and |V (D1)| = 2p − 1 (Subcase 1.1.5.2). Note that
Dq → y, since |V (Dq)| = 2p− 1.
Subcase 1.1.5.1: Suppose that q = 2, |V (D2)| = 2p − 1 and |V (D1)| = 1. Let
V (D1) = {x}. Since d
+(x) ≥ 2, it follows that D has an arc leading from x to D2.
Hence x→ D2.
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If y → x, let
C ′ = yxC2y.
Then V (D)− V (C ′)−X 6= ∅ and thus, |V (C) ∩X| ≥ |V (C ′) ∩X| = 2p. Hence
|X| = |V (C) ∩X|+ |V (D2)|+ 1 ≥ 4p.
If y 6→ x, the vertex x has at least two negative neighbors on C. Let, without loss of
generality, {vi, vk} → x, where 1 ≤ i ≤ k−1. Since |V (C)∩X| ≥ 3 and V (C)−X 6=
∅, we may assume, without loss of generality, that |V (C[vi+1, vk]) ∩ X| ≥ 1 and
V (C[v1, vi])−X 6= ∅. Let
C∗ = yC[vi+1, vk]xC2y.
Then V (D)− V (C∗) −X 6= ∅ and thus, |V (C) ∩X| ≥ |V (C∗) ∩X| ≥ 2p + 1 by
choice of C. Hence
|X| ≥ |V (C) ∩X|+ |V (D2)|+ 1 ≥ 4p+ 1.
Subcase 1.1.5.2: Suppose that q = 1 and |V (D1)| = 2p − 1. The latter together
with Lemma 1.31.(b) yields that every vertex of D1 has at least one negative
neighbor on C. Note that N−(D1, C) → D1. Let, without loss of generality,
vk → D1.
Assume that there exists a vertex vi ∈ V (C)−X such that |V (C[vi+1, vk])∩X| ≥ 2.
Let
C ′ = yC[vi+1, vk]C1y.
Then V (D) − V (C ′) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (C ′) ∩ X| = 2p + 1 by
choice of C. Hence
|X| = |V (C) ∩X|+ |V (D2)| ≥ 4p.
So assume the contrary. That means that C has the following structure. Let
i = min{j | vj /∈ X} be the minimal index such that vi is not in X. Then there is
at most one vertex on C[vi+1, vk] that belongs toX, that is |V (C[vi+1, vk])∩X| ≤ 1.
Subcase 1.1.5.2.1: Suppose that i = k. Then V (C)−X = {vk}.
If N−(D1, C) 6= {v1, vk}, let vj /∈ {v1, vk} be a vertex that dominates D1 and let
C ′ = yC[v1, vj ]C1y.
Then V (D)−V (C ′)−X 6= ∅ and thus, |V (C)∩X| ≥ |V (C ′)∩X| ≥ |V (D1)|+2 =
2p+ 1 by choice of C. Hence
|X| = |V (C) ∩X|+ |V (D1)| ≥ 4p.
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If N−(D1, C) = {v1, vk}, let
C∗ = yv1C1y.
Then V (D)−V (C∗)−X 6= ∅ and thus, |V (C)∩X| ≥ |V (C∗)∩X| ≥ |V (D1)|+1 =
2p by choice of C. Hence
|X| = |V (C) ∩X|+ |V (D1)| ≥ 4p− 1
and it remains to consider the case that p ≥ 3. In this case v1 has a negative
neighbor vr 6= vk on C. Let
Cˆ = yvrv1C1y.
Then V (D)−V (Cˆ)−X 6= ∅ and thus, |V (C)∩X| ≥ |V (Cˆ)∩X| ≥ |V (D1)|+2 =
2p+ 1 by choice of C. Hence
|X| = |V (C) ∩X|+ |V (D1)| ≥ 4p.
So N−(D1, C) = {vk}. Since N
+(V (C) ∩ X) − X ⊆ {vk} and vk → v1 ∈ X, it
follows that |V (C) ∩X| ≥ 2p by Lemma 1.31.(c). So if |X| = 4p− 1 we conclude
by Lemma 5.11 that D is a member of T ∗∗in .
Subcase 1.1.5.2.2: Suppose that i 6= k and V (C[vi+1, vk]) ∩ X = ∅. We conclude
that |V (C)−X| ≥ 2.
If D has an arc vjvk, where j 6= k − 1, let
C ′ = yC[v1, vj]vkC1y.
Then V (D) − V (C ′) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (C ′) ∩ X| ≥ 2p + 1 by
choice of C. Hence
|X| = |V (C) ∩X|+ |V (D1)| ≥ 4p.
So N−(vk, C) = {vk−1} which implies that p = 2. It suffices to show that |V (C)∩
X| ≥ 4. So assume to the contrary that V (C) ∩X = {v1, v2, v3} and i = 4. Note
that N+({v1, v2, v3}, C)− {v1, v2, v3} ⊆ {v4}.
If vj → D1 for an index j ∈ {1, 2, 3}, let
C∗ = yC[v1, vj]C1y.
Then V (D)− V (C∗)−X 6= ∅ and thus, |V (C) ∩X| ≥ |V (C ′) ∩X| ≥ 4 by choice
of C, a contradiction.
So N+({v1, v2, v3})−{v1, v2, v3} ⊆ {v4}. It follows that v3 → v1 and {v1, v2, v3} →
v4. Then v4 has a positive neighbor vj on C, where j ≥ 6. Let
Cˆ = yC[v1, v4]C[vj , vk]C1y.
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Then V (D) − V (Cˆ) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (Cˆ) ∩ X| ≥ 6, again a
contradiction.
Subcase 1.1.5.2.3: Suppose that i 6= k and V (C[vi+1, vk]) ∩X = {x}.
Assume that x 6= vk. If N
−(D1, C) 6= {vk}, let vj → D1, where j 6= k. If
1 ≤ j ≤ i− 1, let
C ′ = yC[x, vj]C1y
and if i ≤ j ≤ k − 1, let
C ′ = yC[v1, vj ]C1y.
Then V (D) − V (C ′) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (C ′) ∩ X| ≥ 2p + 1 by
choice of C. Hence
|X| ≥ |V (C) ∩X|+ |V (D1)| ≥ 4p.
So N−(D1, C) = {vk}. We show that p = 2. If vk−1 = x, assume that vk−1 has a
negative neighbor vj 6= vk−2 on C. Let
C∗ = yC[v1, vj ]vk−1vkC1y.
Then V (D)− V (C∗) −X 6= ∅ and thus, |V (C) ∩X| ≥ |V (C∗) ∩X| ≥ 2p + 1 by
choice of C. Hence
|X| ≥ |V (C) ∩X|+ |V (D1)| ≥ 4p.
So |N−(vk−1, C)| = 1 and thus, p = 2. If vk−1 6= x, assume that vk has a negative
neighbor vj 6= vk−1 on C. Let
Cˆ = yC[v1, vj]vkC1y.
Then V (D) − V (Cˆ) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (Cˆ) ∩ X| ≥ 2p + 1 by
choice of C. Hence
|X| ≥ |V (C) ∩X|+ |V (D1)| ≥ 4p.
So |N−(vk, C)| = 1 and thus, p = 2. Therefore it remains to show that |X| ≥
4p− 1 = 7. Let A = V (C[v1, vi−1]). Note that A ⊆ X and |V (C) ∩X| = |A|+ 1.
If there is a vertex vj ∈ A that has a positive neighbor vr ∈ V (C)−A besides vi,
let
C˜ = yC[v1, vj]C[vr, vk]C1y.
Then V (D) − V (C˜) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (C˜) ∩ X| ≥ 2p = 4 by
choice of C. Hence
|X| ≥ |V (C) ∩X|+ |V (D1)| ≥ 4p− 1 = 7.
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So N+(A) − A ⊆ {vi} and thus, |A| ≥ 2p − 1 = 3 by Lemma 1.31.(b). It follows
that
|X| ≥ |A|+ 1 + |V (D1)| ≥ 4p− 1 = 7.
Assume that x = vk. Let A = V (C[v1, vi−1]). Note that A ⊆ X and |V (C)∩X| =
|A| + 1. If there is a vertex vj ∈ A that has a positive neighbor vr ∈ V (C) − A
besides vi, let
C ′ = yC[v1, vj]C[vr, vk]C1y.
Then V (D) − V (C ′) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (C ′) ∩ X| ≥ 2p + 1 by
choice of C. Hence
|X| ≥ |V (C) ∩X|+ |V (D1)| ≥ 4p.
If there is a vertex vj ∈ A that dominates D1, let
C∗ = yC[vk, vj ]C1y.
Then V (D)− V (C∗) −X 6= ∅ and thus, |V (C) ∩X| ≥ |V (C∗) ∩X| ≥ 2p + 1 by
choice of C. Hence
|X| ≥ |V (C) ∩X|+ |V (D1)| ≥ 4p.
So N+(A)− A ⊆ {vi} and thus, |A| ≥ 2p− 1 by Lemma 1.31.(b). Hence
|X| ≥ |A|+ 1 + |V (D1)| ≥ 4p− 1.
It remains to check the case p ≥ 3. In this case D has an arc vjvk, where j 6= k−1.
Let
Cˆ = yC[v1, vj ]vkC1y.
Then V (D) − V (Cˆ) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (Cˆ) ∩ X| ≥ 2p + 1 by
choice of C. Hence
|X| ≥ |V (C) ∩X|+ |V (D1)| ≥ 4p.
Subcase 1.2. Suppose that |Yˆ | = 1. Let Yˆ = {y}. Similar to the case Yˆ = ∅, we
define
A = {v ∈ V (D) | there exists a path leading from X+ ∪ Y + to v in D − y}
and
B = {v ∈ V (D) | there exists a path leading from v to X− ∪ Y − in D − y}.
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Note that A ⊆ X+ ∪ Y + ∪ Xˆ, B ⊆ X− ∪ Y − ∪ Xˆ and A∩B = ∅ by Claim 6. Let
A1, A2, . . . , Aq be an out-branching ofD[A], where q ≥ 1. Then N
+(Aq)−V (Aq) ⊆
{y} and thus, |V (Aq)| ≥ 2p − 1 by Lemma 1.31.(b) and |V (Aq)| ≥ 2p if Aq 6→ y
by Lemma 1.31.(c). Analogously, let B1, B2, . . . , Br be an out-branching of D[B],
where r ≥ 1. Then N−(B1) − V (B1) ⊆ {y} and thus, |V (B1)| ≥ 2p − 1 by
Lemma 1.31.(b) and |V (B1)| ≥ 2p if y 6→ B1 by Lemma 1.31.(c). Since |V (Aq) ∩
X| = |V (Aq)− Y
+| ≥ 2p− 2 and |V (B1)∩X| = |V (B1)− Y
−| ≥ 2p− 2, it follows
that |V (C)∩X| ≥ max{|V (Aq)∩X|, |V (B1)∩X|} ≥ 2p−2 by choice of C. Hence
|X| ≥ |V (C) ∩X|+ |V (Aq) ∩X|+ |V (B1) ∩X| ≥ 6p− 6.
Since
6p− 6 ≥ 4p⇔ p ≥ 3,
it remains to check the case p = 2. In this case we have to show that |X| ≥
4p− 1 = 7.
So assume to the contrary that |X| ≤ 4p− 2 = 6. Then |V (Aq) ∩X| = |V (B1) ∩
X| = |V (C) ∩ X| = 2, V (Aq) = A, V (B1) = B, X − A − B − V (C) = ∅ and
A→ y → B. Furthermore, V (C)−X 6= ∅. Let CA = x1x2y1x1 be a Hamiltonian
cycle of A, where {y1} = Y
+, and let CB = x3x4y2x3 be a Hamiltonian cycle of B,
where {y2} = Y
−. If D has an arc uv from B to A, let
C ′ = yu+u−uvv+v−y.
Then V (D)− V (C ′)−X 6= ∅ and thus, |V (C) ∩X| ≥ |V (C ′) ∩X| = 4 by choice
of C, a contradiction. So D has no arc leading from B to A. Since δ(D) ≥ 2, it
follows that N+(u, C) 6= ∅ and N−(v, C) 6= ∅ for every vertex u ∈ B and v ∈ A.
Hence B → C by Claim 1. Let w ∈ V (C) be a negative neighbor of x1 and let
C∗ = yx3x4y2wx1x2y.
Then V (D)− V (C∗)−X 6= ∅ and thus, |V (C) ∩X| ≥ |V (C∗) ∩X| ≥ 4 by choice
of C, again a contradiction.
Subcase 1.3. Suppose that |Yˆ | ≥ 2. Note that N+(Yˆ , C) = N−(Yˆ , C) = ∅ by
Claim 2. Let P = z0z1 . . . zr be a shortest (X
+∪Y +)-(X−∪Y −)-path in D. Then
z0 ∈ X
+ ∪ Y +, zr ∈ X
− ∪ Y − and {z1, z2, . . . , zr−1} ⊆ Xˆ ∪ Yˆ . Furthermore,
Yˆ ⊆ V (P ) by Claim 6 and thus, r ≥ 3. Let i = min{s | zs ∈ Yˆ } be the smallest
integer such that zi ∈ Yˆ and let j = max{s | zs ∈ Yˆ } be the greatest integer such
that zj ∈ Yˆ . We consider the positive and negative neighborhood of zs ∈ V (P ),
where 1 ≤ s ≤ r − 1. In view of Claims 1 and 2, we have N−(zs, C) = ∅ and in
view of Claims 1-4 we have N+(zs) ⊆ X
− ∪ Y − ∪ Xˆ ∪ Yˆ . Because of the choice of
P , it follows that N−(zs) ⊆ Xˆ ∪ Yˆ ∪X
− ∪ Y − for s ≥ 2 and N+(zs) ⊆ Xˆ ∪ Yˆ for
s ≤ r − 2.
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If zs has a positive neighbor zt ∈ V (P ) besides zs+1, we conclude t < s − 2
because of the choice of P . Using the in-tournament property of D and the choice
of P , it follows that zs → z0 ∈ X
+ ∪ Y +, a contradiction to Claim 3 or 4. So
N+(zs, P ) = {zs+1}.
If zs has a negative neighbor zt ∈ V (P ) besides zs−1, we conclude t > s + 2
because of the choice of P . Due to the observations above, it follows that t = r.
So N−(zs, P ) ⊆ {zs−1, zr}.
Now we consider D − zi and D − zj and define the sets
A = {v ∈ V (D) | there exists a path leading from zi−1 to v in D − zi}
and
B = {v ∈ V (D) | there exists a path leading from v to zj+1 in D − zj} .
Note that A ⊆ X+ ∪ Y + ∪ V (P [z0, zi−1]) ∪ (Xˆ − V (P )), B ⊆ X
− ∪ Y − ∪
V (P [zj+1, zr]) ∪ (Xˆ − V (P )) and A∩B = ∅ by Claim 6. Let A1, A2, . . . , Aq be an
out-branching of D[A], where q ≥ 1, and let B1, B2, . . . , Bs be an out-branching
of D[B], where s ≥ 1. Then N+(Aq)− V (Aq) ⊆ {zi} and thus, |V (Aq)| ≥ 2p− 1
by Lemma 1.31.(b) and |V (A1)| ≥ 2p if Aq 6→ zi by Lemma 1.31.(c). Analogously,
N−(B1) − V (B1) ⊆ {zj} and thus, |V (B1)| ≥ 2p − 1 by Lemma 1.31.(b) and
|V (B1)| ≥ 2p if zj 6→ B1 by Lemma 1.31.(c). Since |V (Aq)∩X| = |V (Aq)−Y
+| ≥
2p − 2 and |V (B1) ∩ X| = |V (B1) − Y
−| ≥ 2p − 2, it follows that |V (C) ∩ X| ≥
max{|V (Aq) ∩X|, |V (B1) ∩X|} ≥ 2p− 2 by choice of C. Hence
|X| ≥ |V (C) ∩X|+ |V (Aq) ∩X|+ |V (B1) ∩X| ≥ 6p− 6.
Since
6p− 6 ≥ 4p⇔ p ≥ 3,
it remains to check the case p = 2. In this case we have to show that |X| ≥
4p− 1 = 7.
So assume to the contrary that |X| ≤ 4p− 2 = 6. Then |V (Aq) ∩X| = |V (B1) ∩
X| = |V (C) ∩X| = 2, V (Aq) = A, V (B1) = B, X − A− B − V (C) = ∅, A → zi
and zj → B. Furthermore, V (C)−X 6= ∅. Hence Y
+, Y − 6= ∅, X+ ∪ Y + ⊆ A and
X− ∪ Y − ⊆ B. Since zj → B and P has minimal length, it follows that j = s− 1.
Analogously, since A → zi and P has minimal length, it follows that i = 1. Let
A = {x1, x2, y}, where {x1, x2} ∈ X and Y
+ = {y}. Since A induces a 3-cycle in
D, we may assume, without loss of generality, that D[A] = x1x2yx1. So x2 /∈ Xˆ
by Claim 3. Hence x2 ∈ X
+. Let v be a negative neighbor of x2 on C and let
C ′ = x2P [zi, zr]C[v
+, v]x2.
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Then V (D)− V (C ′)−X 6= ∅ and |V (C ′) ∩X| ≥ |V (C) ∩X|+ 1, a contradiction
to the choice of C.
Case 2. Suppose thatX+∪Y + 6= ∅ andX−∪Y − = ∅. In this case N−(C)−V (C) ⊆
Yˆ , since N+(Xˆ, C) = ∅ by Claim 1. Since D is strong, it follows that D has an
arc from Yˆ to C and thus, |Yˆ | = 1 and Y + = ∅ by Claim 2. Let Yˆ = {y}. Since
y /∈ Y −, it follows that N−(y, C) 6= ∅.
If Xˆ 6= ∅, note that N+(Xˆ, C) = ∅ by Claim 1 and N+(Xˆ,X+) = ∅ by Claim 3.
Since N−(y, C) 6= ∅, it follows that N+(Xˆ, y) = ∅ and thus, D is not strong, a
contradiction. So Xˆ = ∅.
Let D1, D2, . . . , Dq be an out-branching of D[X
+], where q ≥ 1. Then N+(Dq)−
V (Dq) ⊆ {y} and thus, |V (Dq)| ≥ 2p − 1 by Lemma 1.31.(b) and |V (Dq)| ≥ 2p
if Dq 6→ y by Lemma 1.31.(c). Let Cq be a Hamiltonian cycle of Dq. Then
V (D) − V (Cq) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (Cq)| by choice of C. So if
|V (Dq)| ≥ 2p or if q ≥ 3 or if |V (Dq−1)| ≥ 3, it follows that |X| ≥ 4p. It remains
to check the case that q = 2, |V (D2)| = 2p− 1 and |V (D1)| = 1 (Subcase 2.1) and
the case that q = 1 and |V (D1)| = 2p− 1 (Subcase 2.2). Note that in both cases
Dq → y, since |V (Dq)| = 2p− 1.
Subcase 2.1. Suppose that q = 2, |V (D2)| = 2p − 1 and |V (D1)| = 1. Let
V (D1) = {x}. Since d
+(x) ≥ 2 and N+(x, C) = ∅, it follows that x has a positive
neighbor in D2. Hence x → D2. Since d
−(x) ≥ 2, either y → x or y has at least
two positive neighbors on C.
Subcase 2.1.1. Suppose that y → x. Let
C ′ = yxC2y.
Then V (D)− V (C ′)−X 6= ∅ and thus, |V (C)∩X| ≥ |V (C ′)∩X| = 2p by choice
of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
Subcase 2.1.2. Suppose that y 6→ x. Then |N+(y, C)| ≥ 2 and |N−(x, C)| ≥ 2.
We may assume, without loss of generality, that vk → y → v1. Since D is an
in-tournament, it follows subsequently that vk → D2 and vk → x. Let vi be a
second negative neighbor of x on C, where 2 ≤ i ≤ k − 1.
If V (C[vi+1, vk])−X 6= ∅, let
C ′ = yC[v1, vi]xC2y.
Then V (D)− V (C ′)−X 6= ∅ and thus, |V (C)∩X| ≥ |V (C ′)∩X| ≥ 2p by choice
of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
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So V (C[vi+1, vk]) ⊆ X and thus, V (C) − X ⊆ V (C[v1, vi]). Let vj be a second
positive neighbor of y on C, where 2 ≤ j ≤ k − 1.
If i+ 1 ≤ j ≤ k, let
C∗ = yC[vj, vk]xC2y.
Then V (D)−V (C∗)−X 6= ∅ and thus, |V (C)∩X| ≥ |V (C∗)∩X| ≥ 2p by choice
of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
So 1 ≤ j ≤ i.
If V (C[v1, vj−1])−X 6= ∅, let
Cˆ = yC[vj, vk]xC2y.
Then V (D) − V (Cˆ) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (Cˆ) ∩ X| ≥ 2p + 1 by
choice of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
So V (C[v1, vj−1]) ⊆ X. Let r = min{s | vs /∈ X}. Then r ≤ i. Let A =
{v1, v2, . . . , vr−1}.
If there is a vertex vs ∈ A that has a positive neighbor vt on C outside of A∪{vr},
let
C˜ = yC[v1, vs]C[vt, vk]xC2y,
if there is a vertex vs ∈ A that dominates x, let
C˜ = yC[v1, vs]xC2y
and if there is a vertex vs ∈ A that has a positive neighbor in D2, let
C˜ = yC[v1, vs]C2y.
Then V (D)− V (C˜)−X 6= ∅ and thus, |V (C) ∩X| ≥ |V (C˜) ∩X| ≥ 2p by choice
of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
So N+(A) − A = {vr} and thus, |A| ≥ 2p − 1 by Lemma 1.31.(b). Since vk /∈ A
and vk ∈ X, it follows that |V (C) ∩X| ≥ 2p and thus,
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
Subcase 2.2. Suppose that q = 1 and |V (D1)| = 2p−1. In this case |N
+(y, C)| ≥ 2.
We consider two subcases depending on the structure of the negative neighborhood
of y on C.
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Subcase 2.2.1. Suppose that there exist two vertices v 6= w on C such that
{v, w} → y → {v+, w+}. Let, without loss of generality, v = vk and w = vi,
where i 6= k. Then {vi, vk} → D1. We may assume, without loss of generality,
that V (C[v1, vi]) ∩X 6= ∅ and V (C[vi+1, vk])−X 6= ∅.
If |V (C[v1, vi]) ∩X| ≥ 2, let
C ′ = yC[v1, vi]C1y.
Then V (D) − V (C ′) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (C ′) ∩ X| ≥ 2p + 1 by
choice of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
So |V (C[v1, vi]) ∩X| = 1. Since |V (C) ∩X| ≥ 3, it follows that |V (C[vi+1, vk]) ∩
X| ≥ 2. If V (C[v1, vi])−X 6= ∅, let
C∗ = yC[vi+1, vk]C1y.
Then V (D)− V (C∗) −X 6= ∅ and thus, |V (C) ∩X| ≥ |V (C∗) ∩X| ≥ 2p + 1 by
choice of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
So V (C[v1, vi]) ⊆ X and thus, v1 = vi ∈ X, again a contradiction.
Subcase 2.2.2. Suppose that there do not exist two vertices v 6= w on C such that
{v, w} → y → {v+, w+}. Then we may assume, without loss of generality, that
vk → y → {v1, v2}. It follows that vk → D1. If v1 /∈ X, let
C ′ = yC[v2, vk]C1y.
Then V (D) − V (C ′) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (C ′) ∩ X| ≥ 2p + 2 by
choice of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p+ 1.
So v1 ∈ X. Analogously we can show that v2 ∈ X if p ≥ 3.
Subcase 2.2.2.1. Suppose that N−(D1, C) 6= {vk}. Let i be the minimal index
such that vi → D1.
Subcase 2.2.2.1.1: Suppose that p = 2. Then it suffices to show that |X| ≥ 4p−1 =
7.
If V (C[vi+1, vk])−X 6= ∅, let
C∗ = yC[v1, vi]C1y.
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Then V (D)− V (C∗) −X 6= ∅ and thus, |V (C) ∩X| ≥ |V (C∗) ∩X| ≥ 2p = 4 by
choice of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p− 1 = 7.
So assume that V (C[vi+1, vk]) ⊆ X. Let j be the minimal index such that vj /∈ X.
Then j ≤ i. Let A = {v1, v2, . . . , vj−1}. If there is a vertex vr ∈ A that has a
positive neighbor vs on C outside of A ∪ {vj}, let
C˜ = yC[v1, vr]C[vs, vk]C1y.
Then V (D)−V (C˜)−X 6= ∅ and thus, |V (C)∩X| ≥ |V (C˜)∩X| ≥ 2p = 4. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p− 1 = 7.
So N+(A)−A = {vj} and thus, |A| ≥ 2p−1 = 3 by Lemma 1.31.(b). Since vk /∈ A
and vk ∈ X, it follows that |V (C) ∩X| ≥ 2p = 4 and thus,
|X| = |V (C) ∩X|+ |X+| ≥ 4p− 1 = 7.
Subcase 2.2.2.1.2: Suppose that p ≥ 3. We have to show that |X| ≥ 4p. Due to
our assumption we conclude that y → {v1, v2, v3} and {v1, v2} ⊆ X.
Assume that i 6= 1. If V (C[vi+1, vk])−X 6= ∅, let
C∗ = yC[v1, vi]C1y.
Then V (D)− V (C∗) −X 6= ∅ and thus, |V (C) ∩X| ≥ |V (C∗) ∩X| ≥ 2p + 1 by
choice of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
So V (C[vi+1, vk]) ⊆ X. Let j be the minimal integer such that vj /∈ X. Then
j ≤ i. Let A = {v1, v2, . . . , vj−1}. If there is a vertex vr ∈ A that has a positive
neighbor vs on C outside of A ∪ {vj}, let
C˜ = yC[v1, vr]C[vs, vk]C1y.
Then V (D) − V (C˜) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (C˜) ∩ X| ≥ 2p + 1 by
choice of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
So N+(A)−A = {vj} and thus, |A| ≥ 2p− 1 by Lemma 1.31.(b). If i 6= s− 1, we
conclude that
|X| ≥ |X+|+ |A|+ |{vk−1, vk}| ≥ 4p.
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So i = s− 1. If V (C[vj , vi]) ∩X 6= ∅, it follows that
|X| ≥ |X+|+ |A|+ |{vk}|+ 1 ≥ 4p.
So assume that V (C[vj, vi]) ∩ X = ∅. Since d
−(vk) ≥ p ≥ 3, the vertex vk has a
negative neighbor vt 6= vk−1 on C. Let
Cˆ = yC[v1, vt]vkC1y.
Then V (D) − V (Cˆ) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (Cˆ) ∩ X| ≥ 2p + 1 by
choice of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
Assume that i = 1. If vk /∈ X, let vt 6= vk be a negative neighbor of v1 on C. Let
C∗ = yC[v2, vt]v1C1y.
Then V (D)− V (C∗) −X 6= ∅ and thus, |V (C) ∩X| ≥ |V (C∗) ∩X| ≥ 2p + 1 by
choice of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
So vk ∈ X. Let j be the minimal integer such that vj /∈ X and let A =
{v1, v2, . . . , vj−1}. If there is a vertex vr ∈ A that has a positive neighbor vs
on C outside of A ∪ {vj}, let
C˜ = yC[v1, vr]C[vs, vk]C1y.
Then V (D)−V (C˜)−X 6= ∅ and thus, |V (C˜)∩X| ≥ 2p+1 by choice of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
So N+(A)−A = {vj} and thus, |A| ≥ 2p−1 by Lemma 1.31.(b). If V (C[vj , vk−2])∩
X 6= ∅, we conclude that
|X| ≥ |X+|+ |A|+ |{vk}|+ 1 ≥ 4p.
So V (C[vj, vk−2]) ∩ X = ∅. Since d
−(vk) ≥ p ≥ 3, the vertex vk has a negative
neighbor vt 6= vk−1 on C. Let
Cˆ = yC[v1, vt]vkC1y.
Then V (D) − V (Cˆ) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (Cˆ) ∩ X| ≥ 2p + 1 by
choice of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
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Subcase 2.2.2.2: Suppose that N−(D1, C) = {vk}. Let j be the smallest index
such that vj /∈ X.
Subcase 2.2.2.2.1: Suppose that vk ∈ X. Let A = {v1, v2, . . . , vj−1}. If there is a
vertex vr ∈ A that has a positive neighbor vs on C outside of A ∪ {vj}, let
C∗ = yC[v1, vr]C[vs, vk].
Then V (D)− V (C∗) −X 6= ∅ and thus, |V (C) ∩X| ≥ |V (C∗) ∩X| ≥ 2p + 1 by
choice of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
So N+(A)−A = {vj} and thus, |A| ≥ 2p− 1 by Lemma 1.31.(b). If vk−1 ∈ X, we
conclude that
|X| ≥ |A|+ |X+|+ |{vk−1, vk}| ≥ 4p.
So vk−1 /∈ X. Since d
−(vk) ≥ p ≥ 3, there is a negative neighbor vt 6= vk−1 of vk
on C. Let
C˜ = yC[v1, vt]vkC1y.
Then V (D) − V (C˜) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (C˜) ∩ X| ≥ 2p + 1 by
choice of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
Subcase 2.2.2.2.2: Suppose that vk /∈ X.
If j < k, we consider vk−1. If vk−1 /∈ X, let vt 6= vk−1 be a negative neighbor of vk
on C. Let
C∗ = yC[v1, vt]vky.
Then V (D)− V (C∗) −X 6= ∅ and thus, |V (C) ∩X| ≥ |V (C∗) ∩X| ≥ 2p + 1 by
choice of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
So vk−1 ∈ X and j ≤ k − 2. Let A = {v1, v2, . . . , vj−1}. If there is a vertex vr ∈ A
that has a positive neighbor vs on C outside of A ∪ {vj}, let
C˜ = yC[v1, vr]C[vs, vk]C1y.
Then V (D)−V (C˜)−X 6= ∅ and thus, |V (C˜)∩X| ≥ 2p+1 by choice of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
So N+(A)−A = {vj} and thus, |A| ≥ 2p−1 by Lemma 1.31.(b). If |V (C[vj , vk])∩
X| ≥ 2, we conclude that
|X| ≥ |A|+ |X+|+ 2 = 4p.
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So assume that V (C[vj, vk])∩X = {vk−1}. If vk−1 has a negative neighbor vt 6= vk−2
on C, let
Cˆ = yC[v1, vt]vk−1vkC1y.
Then V (D) − V (Cˆ) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (Cˆ) ∩ X| ≥ 2p + 1 by
choice of C. Hence
|X| = |V (C) ∩X|+ |X+| ≥ 4p.
So N−(vk−1, C) = {vk−2} and thus, p = 2. Since
|X| = |X+|+ |A|+ 1 = 4p− 1 = 7,
there is nothing left to show.
If j = s, it follows that |A| = |V (C)∩X| ≥ 2p by Lemma 1.31.(c). So if |X| = 4p−1
we conclude by Lemma 5.11 that D is a member of T ∗∗in .
Case 3. Suppose thatX−∪Y − 6= ∅ andX+∪Y + = ∅. Recall thatN+(C, Xˆ) = ∅ by
Claim 1. SinceD is strong, it follows that Yˆ 6= ∅ andN+(C, Yˆ ) 6= ∅. By Claim 2 we
conclude that |Yˆ | = 1 and Y − = ∅. The latter implies that X− 6= ∅. Let Yˆ = {y}.
Then N+(y, C) 6= ∅ and N−(y, C) 6= ∅. Since D is an in-tournament, the vertex y
is adjacent to every vertex of X−. Let D1, D2, . . . , Dq be an out-branching of
D[X−∪Xˆ], where q ≥ 1. Then N−(D1)−V (D1) ⊆ {y} and thus, |V (D1)| ≥ 2p−1
by Lemma 1.31.(b) and |V (D1)| ≥ 2p if y 6→ D1 by Lemma 1.31.(c). Let C1
be a Hamiltonian cycle of D1. Since V (D) − V (C1) − X 6= ∅, it follows that
|V (C) ∩X| ≥ |V (C1) ∩X| = |V (D1)| by choice of C. If |V (D1)| ≥ 2p or if q ≥ 3
or if q = 2 and |V (D2)| ≥ 3, we conclude that |X| ≥ 4p. It remains to check
the case q = 2, |V (D1)| = 2p − 1 and |V (D2)| = 1 (Subcase 3.1) and the case
q = 1 and |V (D1)| = 2p− 1 (Subcase 3.2). Note that in both cases y → D1, since
|V (D1)| = 2p− 1.
Subcase 3.1. Suppose that q = 2, |V (D1)| = 2p − 1 and |V (D2)| = 1. Let
V (D2) = {x2}. Since x2 ∈ X
− ∪ Xˆ, it follows that N−(x2, C) = ∅. The latter
together with d−(x2) ≥ p ≥ 2 yields that there is a vertex x1 ∈ V (D1) that
dominates x2.
Subcase 3.1.1. Suppose that x2 → y. Let
C ′ = yC1[x
+
1 , x1]x2y.
Then V (D)− V (C ′)−X 6= ∅ and thus, |V (C)∩X| ≥ |V (C ′)∩X| = 2p by choice
of C. Hence
|X| ≥ |V (C) ∩X|+ |V (D1)|+ 1 ≥ 4p.
Subcase 3.1.2. Suppose that x2 6→ y. Then |N
−(y, C)| ≥ 2. In addition, note that
N+(x2, C) 6= ∅ and thus, x2 → C. Let, without loss of generality, {vi, vk} → y,
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where i ≤ k−1. We may assume, without loss of generality, that V (C[v1, vi])−X 6=
∅ and V (C[vi+1, vk]) ∩X 6= ∅. Let
C ′ = yC1[x
+
1 , x1]x2C[vi+1, vk]y.
Then V (D) − V (C ′) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (C ′) ∩ X| ≥ 2p + 1 by
choice of C. Hence
|X| = |V (C) ∩X|+ |V (D1)|+ 1 ≥ 4p+ 1.
Subcase 3.2: Suppose that q = 1 and |V (D1)| = 2p − 1. Then D1 → C and
|N−(y, C)| ≥ p.
Subcase 3.2.1: Suppose that |N−(y, C)| ≥ 3. Let, without loss of generality,
{vi, vj, vk} → y, where 1 ≤ i < j ≤ k − 1. We may assume, without loss of
generality, that V (C[v1, vi])−X 6= ∅ and |V (C[vi+1, vk]) ∩X| ≥ 2. Let
C ′ = yC1C[vi+1, vk]y.
Then V (D) − V (C ′) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (C ′) ∩ X| ≥ 2p + 1 by
choice of C. Hence
|X| = |V (C) ∩X|+ |V (D1)| ≥ 4p.
Subcase 3.2.2: Suppose that |N−(y, C)| = p = 2. We have to show that |X| ≥
4p− 1 = 7. Let, without loss of generality, {vi, vk} → y, where i ≤ k− 1. We may
assume, without loss of generality, that V (C[v1, vi])−X 6= ∅ and V (C[vi+1, vk]) ∩
X 6= ∅. Let
C ′ = yC1C[vi+1, vk]y.
Then V (D) − V (C ′) − X 6= ∅ and thus, |V (C) ∩ X| ≥ |V (C ′) ∩X| ≥ 2p = 4 by
choice of C. Hence
|X| = |V (C) ∩X|+ |V (D1)| ≥ 4p− 1
which completes the proof of this lemma.
Lemma 5.17. If X ⊆ V (C), then V (D)− V (C) = Yˆ and |Yˆ | = 1.
Proof. We consider five cases depending on Y .
Case 1. Suppose that |Y +| = |Y −| = 1 and Yˆ 6= ∅. Since D is strong, there exists
an Y +-Y −-path in D. Let P = y0y1 . . . ys be a shortest such path. It follows that
V (P ) = Y by Claim 6. But then, since y0 ∈ Y
+ and because of the choice of P ,
it follows that N+(y0) = {y1} which contradicts δ
+(D) ≥ 2.
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Case 2. Suppose that |Y +| = |Y −| = 1 and Yˆ = ∅. Let Y + = {y1} and Y
− = {y2}.
Then d+(y1), d
−(y2) ≤ 1, a contradiction.
Case 3. Suppose that |Y +| = 1, Y − = ∅ and Yˆ 6= ∅ or |Y −| = 1, Y + = ∅ and
Yˆ 6= ∅. By Claim 4 N+(Yˆ , C) = N−(Yˆ , C) = ∅ and thus, D is not strong, a
contradiction.
Case 4. Suppose that |Y +| = 1 and Y − = Yˆ = ∅ or |Y −| and Y + = Yˆ = ∅. It
follows that D is not strong, again a contradiction.
Case 5. Suppose that Y + = Y − = ∅ and Yˆ 6= ∅. Since D is strong, we conclude
that N+(Yˆ , C) 6= ∅ and N−(Yˆ , C) 6= ∅. By Claim 4 it follows that |Yˆ | = 1 which
completes the proof of this lemma.
5.4 Generalizations of Kotani’s Theorems
In this section we use the results of Section 5.3 to generalize Theorems 5.7, 5.8
and 5.9 to local tournaments and in-tournaments. The following three results
summarize our present achievements.
Theorem 5.18. Let p ≥ 2 be an integer and let D be a strong in-tournament with
δ(D) ≥ p. If X ⊆ V (D) with |X| ≤ 4p − 3 and X 6= V (D), then there exists a
cycle C in D such that X ⊆ V (C) and |V (C)| = |V (D)| − 1.
Proof. Let X be a subset of V (D) such that |X| ≤ 4p− 3 and X 6= V (D). Let C,
X+, X−, Xˆ, X, Y +, Y −, Yˆ and Y be defined as above.
Assume that X − V (C) 6= ∅. If |X| = |V (D)| − 1, then we get a contradiction by
Lemma 5.15. If |X| ≤ |V (D)| − 2, then we get a contradiction by Lemma 5.16.
Hence, we obtain X ⊆ V (C) and |V (C)| = |V (D)| − 1 by Lemma 5.17.
Theorem 5.19. Let p ≥ 2 be an integer and let D be a strong in-tournament with
|V (D)| ≥ 4p and δ(D) ≥ p. If X ⊆ V (D) with |X| ≤ 4p− 2, then either
(a) there exists a cycle C in D such that X ⊆ V (C) and |V (C)| = |V (D)| − 1 or
(b) D ∈ T ∗loc.
Proof. Let X be a subset of V (D) such that |X| ≤ 4p− 2 and let C, X+, X−, Xˆ,
X, Y +, Y −, Yˆ and Y be defined as above. In addition, let D /∈ T ∗loc.
Assume that X − V (C) 6= ∅. Since D /∈ T ∗loc, Lemma 5.16.(a) implies that |X| ≥
4p− 1, a contradiction to our assumption. Hence, by Lemma 5.17, it follows that
X ⊆ V (C) and |V (C)| = |V (D)| − 1.
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Theorem 5.20. Let p ≥ 3 be an integer. Let D be a strong in-tournament with
|V (D)| ≥ 4p+ 1 and δ(D) ≥ p. If X ⊆ V (D) with |X| ≤ 4p− 1, then either
(a) there exists a cycle C in D such that X ⊆ V (C) and |V (C)| = |V (D)| − 1 or
(b) D ∈ T ∗in ∪ T
∗∗
in ∪ T
∗∗
loc .
Proof. Let X be a subset of V (D) such that |X| ≤ 4p− 1 and let C, X+, X−, Xˆ,
X, Y +, Y −, Yˆ and Y be defined as above. In addition, let D /∈ T ∗in ∪ T
∗∗
in ∪ T
∗∗
loc .
Assume that X − V (C) 6= ∅. Note that D /∈ T ∗loc, since |V (D)| ≥ 4p + 1. Addi-
tionally D /∈ T ∗in ∪ T
∗∗
in ∪ T
∗∗
loc and thus, Lemma 5.16.(b) implies that |X| ≥ 4p, a
contradiction to our assumption. Hence, by Lemma 5.17, it follows thatX ⊆ V (C)
and |V (C)| = |V (D)| − 1.
The combination of Lemma 5.10 and the theorems above yields the following
results.
Theorem 5.21. Let D be a strong in-tournament and let p ≥ 2 be an integer.
If δ(D) ≥ p, then D has at least k = min {|V (D)|, 4p− 2} vertices x1, x2, . . . , xk
such that D − xi is strong for i = 1, 2, . . . , k.
Theorem 5.22. Let D be a strong in-tournament such that D /∈ T ∗loc and let p ≥ 2
be an integer. If δ(D) ≥ p and |V (D)| ≥ 4p, then D has at least k = 4p−1 vertices
x1, x2, . . . , xk such that D − xi is strong for i = 1, 2, . . . , k.
Theorem 5.23. Let D be a strong in-tournament such that D /∈ T ∗in ∪ T
∗∗
in ∪ T
∗∗
loc
and let p ≥ 3 be an integer. If δ(D) ≥ p and |V (D)| ≥ 4p+ 1, then D has at least
k = 4p vertices x1, x2, . . . , xk such that D − xi is strong for i = 1, 2, . . . , k.
For local tournaments we can state these results as follows.
Corollary 5.24 (Meierling & Volkmann [55] 2007). Let D be a strong local tour-
nament and let p ≥ 2 be an integer. If δ(D) ≥ p, then D has at least k =
min {|V (D)|, 4p− 2} vertices x1, x2, . . . , xk such that D − xi is strong for i =
1, 2, . . . , k.
Corollary 5.25 (Meierling & Volkmann [55] 2007). Let D be a strong local tourna-
ment such that D /∈ T ∗loc and let p ≥ 2 be an integer. If δ(D) ≥ p and |V (D)| ≥ 4p,
then D has at least k = 4p− 1 vertices x1, x2, . . . , xk such that D−xi is strong for
i = 1, 2, . . . , k.
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Corollary 5.26 (Meierling & Volkmann [55] 2007). Let D be a strong local tour-
nament such that D /∈ T ∗∗loc and let p ≥ 3 be an integer. If δ(D) ≥ p and
|V (D)| ≥ 4p + 1, then D has at least k = 4p vertices x1, x2, . . . , xk such that
D − xi is strong for i = 1, 2, . . . , k.
Since the exceptional classes of in-tournaments and local tournaments do not con-
tain any tournaments, Theorems 5.7, 5.8 and 5.9 by Kotani [50] are direct conse-
quences of our results.
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Chapter 6
Non-separating vertices in local
tournaments with low degree
In Chapter 5 we considered the following problem: how many non-separating
vertices does a strongly connected in-tournament have at the least if the mini-
mum degree δ is greater or equal than p ≥ 2? We showed that the answer is
k = min {|V (T )|, 4p− 2} (cf. Theorem 5.21). In this chapter we discuss the
same question for strongly connected local tournaments with no restrictions on
the minimum degree.
In 1990, Bang-Jensen [3] proved that every strongly connected locally semicomplete
digraph that is not a cycle has at least one non-separating vertex (cf. Theorem 5.3).
Four years later, Guo and Volkmann [36] improved this result in showing that every
strongly connected locally semicomplete digraph on n ≥ 4 vertices has at least two
non-separating vertices if it has at least n + 2 arcs and determined the digraph
in Figure 5.1 to be the only locally semicomplete digraph with exactly one non-
separating vertex (cf. Theorem 5.4). We reformulate Theorem 5.4.(a) in terms of
vertex degree.
Theorem 6.1 (Guo & Volkmann [36] 1994). Let D be a strong locally semicomplete
digraph. If D has two vertices y1, y2 such that d
+(yi) ≥ 2 for i = 1, 2 or d
−(yi) ≥ 2
for i = 1, 2, then D has at least two non-separating vertices.
Using Moon’s Theorem [57] (cf. Theorem 2.3), Korvin [49] showed already in 1967
that every strongly connected tournament has at least two non-separating vertices
(cf. Corollary 5.1). In 1975, Las Vergnas [51] characterized all strongly connected
tournaments with exactly two non-separating vertices to be isomorphic to the
tournament Qn (cf. Theorem 5.2). In this chapter we characterize all strongly
connected local tournaments that have exactly two non-separating vertices thereby
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Figure 6.1: Local tournaments Cjn with exactly two non-separating vertices.
generalizing Theorem 5.2 for tournaments. Firstly we would like to remark the
following.
Remark 6.2. The tournament Qn has only two non-separating vertices, the ver-
tices x1 and xn. So every local tournament D on n vertices that is a subdigraph
of Qn has at most two non-separating vertices.
6.1 The exceptional cases
In this section we present two classes of examples that demonstrate the sharpness
of Theorem 6.1 (cf. Figure 6.1).
Definition 6.3. Let C = x1x2 . . . xnx1 be a cycle on n vertices. Let
(a) Cjn be the strong local tournament that consists of the cycle C and the additional
arcs x1x3 and xjxj+2, where j ∈ {2, 3, . . . , n} ;
(b) C1n be the strong local tournament that consists of the cycle C and the additional
arcs x1x3, x1x4 and x2x4 .
It is easy to see that the only non-separating vertices of Cjn (for j = 2, 3, . . . , n)
are x2 and xj+1 and the only non-separating vertices of C
1
n are x2 and x3. The
local tournaments Cjn show that Theorem 6.1 is sharp in terms of number of arcs
and the local tournament C1n shows that Theorem 6.1 is sharp in terms of vertex
degree.
In the next example we present a local tournament that is not a tournament
and has exactly two non-separating vertices, but is not isomorphic to Cjn for j =
1, 2, . . . , n (cf. Figure 6.2).
Definition 6.4. Let Q∗5 be the local tournament Q5−x4x2, where Q5 is defined as
in Theorem 5.2.
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Figure 6.2: The local tournament Q∗5 with exactly two non-separating vertices.
6.2 Local tournaments with exactly two non-se-
parating vertices
In this section we characterize all local tournaments that have exactly two non-
separating vertices to be the exceptional cases of Section 6.1. In view of Theo-
rem 5.4.(a) we focus on local tournaments D with at least |V (D)|+ 2 arcs.
Theorem 6.5. Let D be a strong local tournament on n vertices with at least
n + 2 arcs. Then D has exactly two non-separating vertices if and only if D is
isomorphic to Q∗5, Qn or C
j
n for an integer 1 ≤ j ≤ n.
Proof. It is easy to check that the local tournaments Qn, Q
∗
5 and C
j
n for j =
1, 2, . . . , n have only two non-separating vertices.
So let D be a strong local tournament on n vertices with at least n + 2 arcs that
is neither isomorphic to Qn nor to Q
∗
5 nor to C
j
n for j = 1, 2, . . . , n. We shall show
by induction on n that D has at least three non-separating vertices. Note that
n ≥ 4, since D has at least n + 2 arcs.
Induction basis. The only strong local tournament on n = 4 vertices is isomor-
phic to Q4. So the proposition is valid for n = 4.
Inductive step. Let n ≥ 5 be an integer. Let D be a strong local tournament
on n vertices with at least n + 2 arcs that is neither isomorphic to Qn nor to Q
∗
5
nor to Cjn for j = 1, 2, . . . , n. Observe that D has at least n + 3 arcs, since D is
not isomorphic to Cjn for j = 2, 3, . . . , n. In addition, since D is not isomorphic
to C1n, it follows that D has at least three vertices with out-degree at least two.
If D is 2-connected, the local tournament D does not have any separating vertices.
So assume that D has a separating vertex s and let D1, D2, . . . , Dp be the strong
decomposition of D − s, where p ≥ 2. Note that, according to Theorem 1.6, the
vertex s has an out-neighbor in D1 and an in-neighbor in Dp. By Lemma 1.12
it follows that either s → D1 or that s has positive as well as negative neighbors
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in D1. Analogously, either Dp → s or s has negative as well as positive neighbors
in Dp. We distinguish the following cases.
Case 1: Suppose that Dp → s→ D1.
If D− s has a strong component Di with at least three vertices, we conclude that
D−v is strong for every vertex v of Di. Hence D has at least three non-separating
vertices.
So assume that every strong component of D − s consists of exactly one vertex.
Let V (Di) = {xi} for i = 1, 2, . . . , p = n− 1. If d
+(xi) ≥ 2 for an index i < n− 1,
we conclude by Theorem 1.6 that xi → xi+2 (or xn−2 → s if i = n − 2). Hence
D − xi+1 is strong. Since D has at least three vertices with out-degree at least
two, we obtain that at least two vertices of {x2, x3 . . . , xn−1} are non-separating
vertices of D. Now we consider the vertex s.
If d+(s) = 1, there exist three vertices xi, xj , xk with out-degree at least two. Due
to our observations above xi+1, xj+1 and xk+1 are non-separating vertices of D.
So assume that d+(s) ≥ 2. Then either s → x2 or there exists an index 2 ≤ i ≤
n− 3 such that xi → s→ xi+1. In the first case D−x1 is strong and we are done.
In the second case we distinguish the cases n = 5 and n ≥ 6.
If n = 5, we conclude that i = 2 and the local tournament D is either isomorphic
to Q5 or to Q
∗
5, a contradiction.
So assume that n ≥ 6. If i = 2, we conclude that x1 → x3 and that x2 →
{x4, x5, . . . , xn−1}. The latter implies particularly that x3 → x5 and thus, x2, x3
and x4 are non-separating vertices of D. So assume that i ≥ 3. In this case x1 →
{x3, x4, . . . , xi+1} and xi → {xi+2, xi+3, . . . , xn−1}. The former implies particularly
that x2 → x4 and therefore x2, x3 and xi+1 are non-separating vertices of D. This
completes the proof of Case 1.
Case 2: Suppose that s 6→ D1 or Dp 6→ s. So s has in-neighbors in D1 and Dp
or out-neighbors in D1 and Dp. It follows by Theorem 1.6 that Di → Dj for all
indices i < j. Hence D − v is strong for every vertex v in Di with 2 ≤ i ≤ p− 1.
If |V (D1)| ≥ 3, let C1 be a Hamiltonian cycle of D1 and let x
+
1 be an out-neighbor
of s in D1. Then C1[x
+
1 , x
−
1 ] is a Hamiltonian path of D1 − x1 and, since D1 →
D2, it is easy to see that D − x1 is strong. It follows that the number of non-
separating vertices of D in D1 is at least |N
+(s,D1)|. Analogously we can show
that if |V (Dp)| ≥ 3, the number of non-separating vertices of D in Dp is at least
|N−(s,Dp)|.
If |V (D1)| ≥ 3 and x 6= y are two vertices of D1 such that x is an out-neighbor of s
and D1 − y is strong, the vertex y is a non-separating vertex of D. Analogously if
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|V (Dp)| ≥ 3 and v 6= w are two vertices of Dp such that v is an in-neighbor of s
and Dp − w is strong, the vertex w is a non-separating vertex of D.
Since s 6→ D1 or Dp 6→ s, we may assume, without loss of generality, that
|V (D1)| ≥ 3. Recall that there is at least one non-separating vertex of D in D1
and that every vertex v in Di with 2 ≤ i ≤ p−1 is a non-separating vertex. So we
assume that p ≤ 3 and
∑p−1
i=2 |V (Di)| ≤ 1. It remains to consider the cases p = 3
and |V (D2)| = |V (D3)| = 1 (Subcase 2.1), p = 2 and |V (D2)| ≥ 3 (Subcase 2.2)
and p = 2 and |V (D2)| = 1 (Subcase 2.3).
Subcase 2.1: Suppose that p = 3 and |V (D2)| = |V (D3)| = 1. Let V (D2) = {v}
and V (D3) = {w}. Observe that D − v is strong, since D1 → w.
Hence, if |N+(s,D1)| ≥ 2, two vertices of D1 and v are non-separating vertices
of D. So assume that N+(s,D1) = {u}.
If v → s, the vertices v, w and at least one vertex of D1 are non-separating vertices
of D. Hence s→ v. Since D1 → D2 and s→ v, it follows that (D1 − u)→ s.
If |V (D1)| = 3, it is easy to check that D is isomorphic to Q6, a contradiction.
Therefore |V (D1)| ≥ 4.
Note that D1 is a strong subtournament of D on at least four vertices. By Corol-
lary 5.1 the component D1 has at least two non-separating vertices x and y. If
u /∈ {x, y}, the vertices x, y and v are non-separating vertices of D. So assume
that D1 has exactly two non-separating vertices and u is one of them.
Let u1u2 . . . un−3u1 be a Hamiltonian cycle of D1. By the induction hypothesis
we conclude that D1 is isomorphic to Qn−3 and u ∈ {u1, un−3}. If u = un−3, the
vertices u1, un−4 and v are non-separating vertices of D. Hence u = u1. But
then D is isomorphic to Qn as defined in Theorem 5.2 with v = x1, w = x2, s = x3
and xi+3 = ui for i = 1, 2, . . . , n− 3, a contradiction.
Subcase 2.2: Suppose that p = 2 and |V (D2)| ≥ 3. If |N
+(s,D1)| ≥ 2 (or
|N−(s,D2)| ≥ 2), two vertices of D1 (of D2) and a vertex of D2 (of D1) are non-
separating vertices of D. So assume that N+(s,D1) = {u} and N
−(s,D2) = {v}.
Since N+(s,D2) 6= ∅ 6= N
−(s,D1), it follows that (D1 − u) → s → (D2 − v). Let
u1u2 . . . uru1 be a Hamiltonian cycle of D1 and let v1v2 . . . vtv1 be a Hamiltonian
cycle of D2.
If r = 3, note that D1 is isomorphic to Q3. We may assume, without loss of
generality, that {u2, u3} → s → u1. Analogously, if t = 3, the component D2 is
isomorphic to Q3 and we may assume, without loss of generality, that v3 → s →
{v1, v2}.
Assume that r ≥ 4. Then the component D1 has at least two non-separating
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vertices {x, y} by Corollary 5.1. If u /∈ {x, y}, the vertices x, y and a vertex
of D2 are non-separating vertices of D. Hence D1 has exactly two non-separating
vertices and u is one of them. By the induction hypothesis we conclude that D1
is isomorphic to Qr and y ∈ {u1, ur}. If u = ur, the vertices u1, ur−1 and a vertex
of D2 are non-separating vertices of D. Therefore u = u1. Analogously, if t ≥ 4,
the component D2 is isomorphic to Qt with vertices v1, v2, . . . , vt and v = vt.
But then D is isomorphic to Qn as defined in Theorem 5.2 with xi = vi for
i = 1, 2, . . . , t, xi+1 = s and xi+2 = ui for i = 1, 2, . . . , r, a contradiction.
Subcase 2.3: Suppose that p = 2 and |V (D2)| = 1. Then the single vertex v of D2
is a non-separating vertex of D.
If |N+(s,D1)| ≥ 2, two vertices of D1 and v are non-separating vertices of D. So
assume that N+(s,D1) = {u}. It follows that (D1 − u)  s. Let u1u2 . . . un−2u1
be a Hamiltonian cycle of D1.
If |V (D1)| = 3, note that D1 is isomorphic to Q3. Moreover, n = 5 and we may
assume, without loss of generality, that u3 → u1. If {u2, u3} → s → u1, the local
tournament D is isomorphic to Q5 and if u2 and s are not adjacent, the local
tournament D is isomorphic to Q∗5, both cases contradict our assumption.
So assume that |V (D1)| ≥ 4. In view of Corollary 5.1, the component D1 has at
least two non-separating vertices x, y. If u /∈ {x, y}, the vertices x, y and v are non-
separating vertices of D. Hence D1 has exactly two non-separating vertices and
u is one of them. By the induction hypothesis we conclude that D1 is isomorphic
to Qn−2 and u ∈ {u1, un−2}. If u = un−2, the vertices u1, un−3 and v are non-
separating vertices of D. Therefore u = u1. It follows that (D1 − u) → s. But
then D is isomorphic to Qn as defined in Theorem 5.2 with z = x1, s = x2 and
xi+2 = yi for i = 1, 2, . . . , n− 2, a contradiction. This completes the proof of this
theorem.
In view of Theorem 5.4, Theorem 5.1 is an immediate corollary of the above
theorem.
Part III
Cycles in local tournaments and
in-tournaments
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Chapter 7
The number of cycles in local
tournaments
In Chapter 6 we investigated the number of non-separating vertices of local tour-
naments and characterized all local tournaments on n vertices with at least n+ 2
arcs that have exactly two such vertices. In other words we characterized all local
tournaments on n vertices with at least n+ 2 arcs that have exactly two cycles of
length n− 1. We reformulate Theorem 6.5 in these terms.
Theorem 7.1. Let D be a strong local tournament on n vertices with at least n+2
arcs. Then D has exactly two cycles of length n− 1 if and only if D is isomorphic
to Qn, Q
∗
5 or C
j
n for an integer 1 ≤ j ≤ n.
In this chapter we further investigate the following problem.
Problem 7.2. Given a strong local tournament D on n vertices and an integer r
with 3 ≤ r ≤ n. How many cycles of length r exist in D?
In this context Moon [57] proved the following result for tournaments in 1966.
Theorem 7.3 (Moon [57] 1966). Let T be a strong tournament on n vertices and
let r be an integer such that 3 ≤ r ≤ n. Then T has at least n − r + 1 cycles of
length r for every 3 ≤ r ≤ n.
In 1975, Las Vergnas [51] characterized all strongly connected tournaments with
minimal number of cycles of a given length 4 ≤ r ≤ n− 1.
Theorem 7.4 (Las Vergnas [51] 1975). Let T be a strong tournament on n ≥ 5
vertices. Then T has at least n− r + 2 cycles of length r for every 4 ≤ r ≤ n− 1
unless T is isomorphic to Qn.
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The class of strongly connected tournaments with exactly one Hamiltonian cycle
was characterized by Douglas [29] in 1970 and the class of strongly connected
tournaments with exactly n− 2 cycles of length three was characterized by Burzio
and Demaria [24] in 1990.
Bang-Jensen, Guo, Gutin and Volkmann [8] investigated which local tournaments
are vertex pancyclic and proved the following result.
Theorem 7.5 (Bang-Jensen, Guo, Gutin & Volkmann [8] 1997). Let D be a
strongly connected local tournament on n ≥ 4 vertices that is not a cycle.
(a) If D is round-decomposable, then D is vertex (g(D)+1)-pancyclic, where g(D)
is the length of a shortest cycle in the round decomposition of D;
(b) If D is not round-decomposable, then D is vertex pancyclic.
In this chapter we investigate Problem 7.2 and transfer Theorems 7.3 and 7.4 to
the class of local tournaments.
7.1 Observations on the structure of local tour-
naments that are not round-decomposable
By refining the proof of Theorem 1.17 we can show that a strongly connected local
tournament that is not a tournament has the following structure.
Theorem 7.6. Let D be a strong local tournament which is not a tournament and
not round-decomposable. Let S be a minimal separating set of D that satisfies the
conditions of Theorem 1.17. Then one of the following possibilities holds.
(a) There is a vertex s ∈ S and vertices x1, x2 ∈ V (D
′
2) with x1 → s→ x2 and D
has a Hamiltonian cycle C such that x1 is the predecessor of x2 on C;
(b) There is a vertex x ∈ V (D′2) and vertices s1, s2 ∈ S with s1 → x→ s2 and D
has a Hamiltonian cycle C such that s1 is the predecessor of s2 on C.
Proof. Let S be a minimal separating set ofD such thatD−S is not a tournament,
D[S] is a tournament and the semicomplete decomposition of D − S has exactly
three components D′1, D
′
2 and D
′
3. Let α, β, µ and ν be integers with λ ≤ α ≤
β ≤ p− 1 and p+ 1 ≤ µ ≤ ν ≤ p+ q such that
N−(Dα, Dµ) 6= ∅ and N
+(Dα, Dν) 6= ∅
or N−(Dµ, Dα) 6= ∅ and N
+(Dµ, Dβ) 6= ∅,
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where D1, D2, . . . , Dp and Dp+1, Dp+2, . . . , Dp+q are the strong decompositions of
D − S and D[S], respectively, and Dλ is the initial component of D
′
2. By sym-
metry we may assume, without loss of generality, that N−(Dα, Dµ) 6= ∅ and
N+(Dα, Dν) 6= ∅. Let µ and ν be chosen such that ν−µ is minimal. Furthermore,
let s1 ∈ V (Dµ), s2 ∈ V (Dν) and {x1, x2} ⊆ V (Dα) be vertices of D such that
s1 → x1 and x2 → s2 (it is possible that s1 = s2 or x1 = x2).
If s1 6→ Dα (Dα 6→ s2), there exists a vertex x ∈ V (Dα) such that x → s1 → x
+
(x→ s2 → x
+), i.e. (a) holds. So assume that s1 → Dα → s2.
If Dα 6→ Dν , there exists a vertex x ∈ V (Dα) and a vertex s ∈ V (Dν) such that
s→ x→ s+, i.e. (b) holds. So assume that Dα → Dν .
Analogously, if Dµ 6→ Dα, there exists a vertex x ∈ V (Dα) and a vertex s ∈ V (Dµ)
such that x→ s→ x+, i.e. (a) holds. So assume that Dµ → Dα.
If µ + 1 = ν, note that s1 → xi → s2 for i = 1, 2, i.e. (b) holds. So assume that
µ+1 < ν. But then N−(Dµ+1, Dα) 6= ∅ or N
+(Dµ+1, Dα) 6= ∅, both contradictions
to the choice of µ and ν.
Using the structure obtained in Theorem 7.6, we can show the following lemma
which is a preparatory result for Theorem 7.9.
Lemma 7.7. Let D be a strong local tournament on n vertices which is not a
tournament. If D is not round-decomposable, then D has n − 5 distinct vertices
v1, v2, . . . , vn−5 such that for every i = 1, 2, . . . , n−5 the digraph D−vi is a strong,
not round-decomposable local tournament which is not a tournament.
Proof. Let S be a minimal separating set of D that satisfies the conditions of
Theorem 1.17. By Theorem 7.6 there exist integers α, β, µ and ν with λ ≤ α ≤
β ≤ p− 1 and p + 1 ≤ µ ≤ ν ≤ p+ q such that either
(a) there is a vertex s ∈ S and vertices x1, x2 ∈ V (D
′
2) with x1 → s → x2 and D
has a Hamiltonian cycle C such that x1 is the predecessor of x2 on C or
(b) there is a vertex x ∈ V (D′2) and vertices s1, s2 ∈ S with s1 → x → s2 and D
has a Hamiltonian cycle C such that s1 is the predecessor of s2 on C,
where D1, D2, . . . , Dp and Dp+1, Dp+2, . . . , Dp+q are the strong decompositions of
D−S and D[S], respectively, and Dλ is the initial component of D
′
2. By symmetry
we may assume, without loss of generality, that (a) holds.
In this case for every vertex v ∈ (V (D′2) ∪ S)− {s, x1, x2} the digraph D − v is a
strong local tournament which is not a tournament and not round-decomposable.
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Figure 7.1: A class of local tournaments with n− 3 cycles of length three.
In addition, if |V (D′j)| ≥ 3 for an index j ∈ {1, 3}, then for every vertex v ∈ V (D
′
j)
the digraph D−v is a strong local tournament which is not a tournament and not
round-decomposable.
7.2 A generalization of Las Vergnas’ Theorem
In this section we transfer Theorem 7.3 to the class of local tournaments. Firstly we
consider strongly connected local tournaments that are not round-decomposable.
The next example shows that Theorem 7.9 is not correct for r = 3 if the local
tournament in question is not a tournament (cf. Figure 7.1).
Example 7.8. Let k ≥ 1 be an integer and let D be the local tournament with
vertex set
V = {s} ∪ {xi | i = 1, 2, . . . , k} ∪ {y1, y2} ∪ {z}
and arc set
E = {xixj | 1 ≤ i < j ≤ k} ∪ {y1y2} ∪ {sxi | i = 1, 2, . . . , k}
∪ {xiyj | i = 1, 2, . . . , k, j = 1, 2} ∪ {yiz | i = 1, 2}
∪ {zs} ∪ {y1s} ∪ {sy2}.
Then |V | = k + 4 and the number of cycles of length 3 in D is k + 1 = |V | − 3.
However we can show the following result.
Theorem 7.9. Let D be a strong local tournament on n ≥ 5 vertices that is not
round decomposable. Then D has at least n − r + 1 cycles of length r for every
4 ≤ r ≤ n.
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Proof. We shall prove the proposition by induction on n.
Induction basis. Let n = 5. Since D is strong, it has a Hamiltonian cycle by
Theorem 1.13. Furthermore, since D is not round-decomposable, it has at least
n + 2 arcs. Then D has at least two cycles of length four by Theorem 6.1.
Inductive step. Let n ≥ 6 be an integer. If D is not a tournament, it has a ver-
tex x such that D−x is a strong local tournament that is not round-decomposable
by Lemma 7.7. If D is a tournament, it has a non-separating vertex x by Theo-
rem 7.3. By the induction hypothesis, the digraph D−x has at least (n−1)−r+1
cycles of length r. Since D is either a tournament or a local tournament that is not
round-decomposable and not a tournament, it is vertex pancyclic by Theorem 7.3
or 7.5. It follows that there is a cycle of length r through x in D. Therefore D has
at least n− r + 1 cycles of length r.
In the next theorem we characterize all local tournaments for which the inequality
in Theorem 7.9 is sharp.
Theorem 7.10. Let D be a strong local tournament on n ≥ 5 vertices that is not
round-decomposable. If D is neither isomorphic to Qn nor to Q
∗
5, then D has at
least n− r + 2 cycles of length r for every 4 ≤ r ≤ n− 1.
Proof. Note that D is vertex pancyclic by Theorem 7.5. We prove the proposition
by induction on n.
Induction basis. Let n = 5. We have to show that D has at least three cycles
of length four, in other words, that D has at least three non-separating vertices.
Note that D has at least n + 2 = 7 arcs, since it is not round-decomposable.
Furthermore, D is not isomorphic to Cj5 for j = 1, 2, . . . , 5. Moreover, D is neither
isomorphic to Q5 nor to Q
∗
5. It follows by Theorem 6.5 that D has at least three
non-separating vertices.
Inductive step. Let n ≥ 6. If D is not a tournament, it has a vertex x such that
D−x is a strong local tournament that is not round-decomposable by Lemma 7.7.
IfD is a tournament, it has a non-separating vertex x by Theorem 7.3. We consider
three cases.
Case 1: Suppose that D − x is neither isomorphic to Qn−1 nor to Q
∗
5. Then, by
the induction hypothesis, D− x has (n− 1)− r+2 = n− r+1 cycles of length r.
Since D has a cycle of length r through x, the proof is complete in this case.
Case 2: Suppose that D − x ∼= Qn−1 or D − x ∼= Q
∗
5 and D has two cycles of
length r through x. Recall that Qn−1 and Q
∗
5 have exactly n− r cycles of length r.
Then D has n− r + 2 cycles of length r and the proof of this case is complete.
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Case 3: Suppose that D − x ∼= Qn−1 or D − x ∼= Q
∗
5 and D has exactly one cycle
of length r through x. We consider two subcases.
Case 3.1: Suppose that n ≥ 8. If D is a tournament, it has three vertices u, v, w
such that D− u, D− v and D−w are strong tournaments by Theorem 7.4. If D
is not a tournament, it has three vertices u, v, w such that D−u, D−v and D−w
are strong, not round-decomposable local tournaments that are not tournaments
by Lemma 7.7.
We assume that D − x ∼= Qn−1 for every vertex x ∈ {u, v, w} and that there is
exactly one cycle of length r in D through each of the vertices u, v, w.
Let {y1, y2, . . . , yn−1} be the vertex set of D − u such that yi → yi+1 and yk → yj
and let {z1, z2, . . . , zn−1} be the vertex set of D − v such that zi → zi+1 and
zk → zj for 1 ≤ i ≤ n − 2 and 1 ≤ j < k ≤ n − 1 with j 6= k + 1. Note that
the only vertices that belong to exactly one cycle of length r in D − u and D − v
are {y1, yn−1} and {z1, zn−1}, respectively. It follows that {v, w} = {y1, yn−1}
and {u, w} = {z1, zn−1}. Let, without loss of generality, y1 = v and yn−1 =
w. Since d−(w,D − u) = 1, it follows that d−(w,D − v) ≤ 2. In addition,
since d−(z1, D − v) = n − 3 > 2, it follows that z1 = u and zn−1 = w. Since
d+(y2, D − u) = 1, it follows that d
−(y2, D − v) ≤ 2. The latter implies that
y2 ∈ {z2, z3}.
Case 3.1.1: Suppose that y2 = z3. Note that v is dominated by V (D) − {u, y2}
and dominates y2. It follows that vz3z4 . . . zrz2v and vz3z4 . . . zr−1z1z2v are two
cycles of length r through v, a contradiction.
Case 3.1.2: Suppose that y2 = z2. Note again that v is dominated by V (D) −
{u, y2} and dominates y2. Since D is a local tournament, it follows that z1 =
u and v are adjacent. If v is dominated by u, the cycles vz2z3 . . . zr−1z1v and
vz2z3 . . . zrv are two cycles of length r through v, a contradiction. So assume
that v dominates u. But then vz1z2 . . . zr−1v and vz2z3 . . . zrv are two cycles of
length r through v, again a contradiction.
Case 3.2: Suppose that n ∈ {6, 7}. We assume that D−x ∼= Qn−1 or D−x ∼= Q
∗
5
and that there is exactly one cycle of length r inD through x. Let {y1, y2, . . . , yn−1}
be the vertex set of D − x such that yi → yi+1 and yk → yj for 1 ≤ i ≤ n− 2 and
1 ≤ j < k ≤ n − 1 with j 6= k + 1 (if D − x ∼= Q∗5, there is no arc between y2
and y4). Since D is strong, the vertex x has at least one out- and one in-neighbor
in D− x. It follows that there exists an index 1 ≤ i ≤ n such that yi → x→ yi+1.
By Theorem 6.5 we may assume that r ≤ n−2. Hence we consider three remaining
cases.
Case 3.2.1: Suppose that r = 4 and n = 6. We show that there exist two cycles
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of length four through x without using the arc y4y2. Note that the case i = 1 and
i = 4 as well as the cases i = 2 and i = 3 are symmetrical.
If i = 1, the cycle xy2y3y1x is a 4-cycle through x. In addition, since {x, y5} → y2,
the vertices x and y5 are adjacent. If x→ y5, the cycle xy5y3y1x is a second 4-cycle
through x, a contradiction. So assume that y5 → x. Then, since y5 → {x, y3}, the
vertices x and y3 are adjacent. If x → y3, the cycle xy3y4y5x is a second 4-cycle
through x, a contradiction. So assume that y3 → x. Since y3 → {x, y4}, the
vertices x and y4 are adjacent. If y4 → x, the cycle xy2y3y4x is a second 4-cycle
through x and if x → y4, the cycle xy4y5y1x is a second 4-cycle through x, both
possibilities are contradictions.
If i = 2, the cycle xy3y1y2x is a 4-cycle through x. In addition, since {x, y5} → y3,
the vertices x and y5 are adjacent. If x→ y5, the cycle xy5y1y2x is a second 4-cycle
through x and if y5 → x, the cycle xy3y4y5x is a second 4-cycle through x, both
possibilities are contradictions.
If i = 5, there is an arc between x and each of the vertices yj for j = 2, 3, 4, since
{x, y3, y4} → y1 and y5 → {x, y2}. If x → {y2, y3, y4} or if {y2, y3, y4} → x, the
local tournament D is isomorphic to Q6, a contradiction. If y4 → x→ {y2, y3} or
if {y3, y4} → x→ y2, the cycle xy2y3y4x is a 4-cycle through x. A second cycle of
length four is given by xy3y4y5x and xy1y2y3x, respectively, again a contradiction.
Since we have now considered all possible cases, the proof of Case 3.2.1 is complete.
Case 3.2.2: Suppose that r = 4 and n = 7. Note that the cases i = 1 and i = 5
are symmetrical.
If 2 ≤ i ≤ 4, the cycles xyi+1yi−1yix and xyi+1yi+2yix are two cycles of length four
through x, a contradiction.
If i = 1, the cycle xy2y3y1x is a 4-cycle through x. In addition, since {x, y4} → y2,
the vertices x and y4 are adjacent. If x→ y4, the cycle xy4y5y1x is a second 4-cycle
through x and if y4 → x, the cycle xy2y3y4x is a second 4-cycle through x, both
possibilities are contradictions.
If i = 6, there is an arc between x and each of the vertices yj for j = 2, 3, 4, 5, since
{x, y4, y5} → y1 and y6 → {x, y2, y3}. If x → {y2, y3, y4, y5} or if {y2, y3, y4, y5} →
x, the digraph D is isomorphic to Q7, a contradiction. If y5 → x → {y2, y3, y4},
the cycles xy3y4y5x and xy4y5y6x are two cycles of length four through x; if
{y3, y4, y5} → x → y2, the cycles xy2y3y4x and xy1y2y3x are two cycles of length
four through x; and if {y4, y5} → x → {y2, y3}, the cycles xy2y3y4x and xy3y4y5x
are two cycles of length four through x. Thus, all three possibilities yield a contra-
diction. Since we have now considered all possible cases, the proof of Case 3.2.2 is
complete.
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Case 3.2.3: Suppose that r = 5 and n = 7. Note that the cases i = 1 and i = 5
are symmetrical.
If i = 1, the cycle xy2y3y4y1x is a 5-cycle through x. In addition, since {x, y5} → y2,
the vertices x and y5 are adjacent. If y5 → x, the cycle xy2y3y4y5x is a second 5-
cycle through x and if x→ y5, the cycle xy5y3y4y1x is a second 5-cycle through x.
Both possibilities yield a contradiction.
If i = 2, the cycles xy3y4y1y2x and xy3y4y5y2x are two cycles of length five
through x, a contradiction.
If i ∈ {3, 4}, the cycles xyi+1yi−2yi−1yix and xyi+1yi+2yi−1yix are two cycles of
length five through x, a contradiction.
If i = 6, there is an arc between x and each of the vertices yj for j = 2, 3, 4, 5, since
{x, y4, y5} → y1 and y6 → {x, y2, y3}. If x→ {y2, y3, y4, y5} or if {y2, y3, y4, y5} →
x, the local tournament D is isomorphic to Q7, a contradiction. If y5 → x →
{y2, y3, y4} or if {y4, y5} → x→ {y2, y3}, the cycles xy2y3y4y5x and xy3y4y5y6x are
two cycles of length five through x, a contradiction. If {y3, y4, y5} → x→ y2, the
cycles xy2y3y4y5x and xy1y2y3y4x are two cycles of length five through x, again
a contradiction. Since we have now considered all possible cases, the proof of
Case 3.2.3 and therefore the proof of this theorem is complete.
We make the following observation.
Remark 7.11. Let D be a strong local tournament that is not round-decomposable
and not a tournament. If D does not fulfill the conclusion of Theorem 7.10, then
D is isomorphic to Q∗5.
Now we consider round-decomposable local tournaments to complete our investi-
gation.
Theorem 7.12. Let D be a strongly connected and round-decomposable local tour-
nament with the round decomposition R[D1, D2, . . . , Dp], where p ≥ 3. Let CR be
a shortest cycle of length g(D) in R. Then
(a) D has at least n− r + 2 cycles of length r for every g(D) + 2 ≤ r ≤ n− 1;
(b) D has at least n− g(D) cycles of length g(D) + 1 with equality if and only if
(i) |V (Di)| = 1 for every component Di ∈ V (CR);
(ii) if Di ∈ V (CR), then D − x is not strong for every vertex x ∈ V (Di);
(iii) if Dj /∈ V (CR), then |V (Dj)| ≤ g(D).
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Proof. Let
CR = D1Dα2Dα3 . . .DαgD1
be a cycle of length g = g(D) in R, where 1 < α2 < α3 < . . . < αg. The cycle CR
induces a cycle
C = x1xα2xα3 . . . xαgx1
in D, where xi ∈ V (Di). Note that every vertex v /∈ V (C) has a positive as well as
a negative neighbor on C. Let S be an arbitrary set of vertices such that v /∈ V (C)
for every vertex v ∈ S. Then all vertices of S can be inserted in C to construct a
cycle of length g(D) + |S| in D by Lemma 1.12. It follows that there are at least(
n−g(D)
s
)
cycles of length g(D) + s in D, where 0 ≤ s ≤ n− g(D).
If 2 ≤ s ≤ n− g(D)− 1, we derive g(D) + 2 ≤ g(D) + s = r ≤ n− 1 and
(
n− g(D)
s
)
≥ n− g(D) ≥ n− r + 2,
since g(D) + 2 ≤ r. So (a) is true.
If s = 1, we deduce that D has at least
(
n− g(D)
1
)
= n− g(D)
cycles of length g(D) + s = g(D) + 1. Note that all these cycles include at least
one vertex of every component Di ∈ V (CR). To prove (b) assume that one of the
conditions (i), (ii) or (iii) is not satisfied.
Case 1. Suppose that |V (Di)| ≥ 3 for a component Di of CR. Then the cycle CR
induces at least |V (Di)| cycles of length g(D) in D. Since |V (Di)| − 1 ≤ n− g(D)
and |V (Di)| ≥ 3, it follows that there are at least
|V (Di)|(n− g(D) + 1− |V (Di)|) +
(
|V (Di)|
2
)
= n− g(D) + 1 + (|V (Di)| − 1)(n− g(D) + 1)−
|V (Di)|
2 + |V (Di)|
2
≥ n− g(D) + 1 + (|V (Di)| − 1)|V (Di)| −
|V (Di)|
2 + |V (Di)|
2
= n− g(D) + 1 +
|V (Di)|(|V (Di)| − 3)
2
≥ n− g(D) + 1
cycles of length g(D) + 1 in D.
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Case 2. Suppose that D − x is strong for a vertex x ∈ V (Di), where Di is a
component of CR. Then there exists a cycle of length g(D)+ 1 in D that includes
no vertex of Di. Therefore there are at least n−g(D)+1 cycles of length g(D)+1
in D.
Case 3. Suppose that |V (Dj)| ≥ g(D) + 1 for a component Dj that is not on CR.
Since Dj induces a strong subtournament of D, the component Dj is pancyclic by
Theorem 7.3. In particular there exists a cycle of length g(D) + 1 in Dj and this
cycle includes no vertex of Di for every component Di of CR. Therefore there are
at least n− g(D) + 1 cycles of length g(D) + 1 in D.
Assume now that the conditions (i)-(iii) are satisfied. In this case the cycle CR
induces a unique cycle C of length g(D) in D. Due to the conditions (i)-(iii)
there does not exist another cycle of length g(D) in D. Therefore a cycle of
length g(D) + 1 in D consists of all vertices of C and another (arbitrary) vertex
of D. It follows that D has exactly n − g(D) cycles of length g(D) + 1 and the
proof of this theorem is complete.
As a corollary of Theorem 7.10 and Theorem 7.12 we derive Theorem 7.4.
Corollary 7.13 (Las Vergnas [51] 1975). Let T be a strong tournament on n ≥ 5
vertices. Then T has at least n− r + 2 cycles of length r for every 4 ≤ r ≤ n− 1
unless T is isomorphic to Qn.
Proof. If T is not round-decomposable, the conclusion is valid by Theorem 7.10. So
assume thatD is a round-decomposable tournament with the round decomposition
R[D1, D2, . . . , Dp]. Then g(D) = 3 and thus, D has n − r + 2 cycles of length r
for 5 ≤ r ≤ n − 1 in view of Theorem 7.12.(a). Assume now that D has only
n − 3 cycles of length four. Since every vertex of R is on a 3-cycle, we conclude
that |V (Di)| = 1 for every component Di by Theorem 7.12.(b).(i). This means
that D = R. But now Theorem 7.12.(b).(ii) implies that every vertex of D is a
separating vertex, a contradiction to Corollary 5.1.
Chapter 8
The partition of a strong local
tournament
In 1985, Reid [61] showed that every 2-connected tournament T on n ≥ 6 vertices
can be partitioned into two complementary cycles of lengths 3 and n− 3 unless T
is isomorphic to T 17 , where T
1
7 is the tournament on seven vertices that contains
no transitive subtournament on four vertices (cf. Figure 8.1).
Theorem 8.1 (Reid [61] 1985). Let T be a 2-connected tournament on n ≥ 6
vertices. Then T contains two vertex disjoint cycles of lengths 3 and n−3, unless T
is isomorphic to T 17 .
Using Reid’s result as the induction basis, Song [64] completed this result in 1993.
Theorem 8.2 (Song [64] 1993). Let T be a 2-connected tournament on n ≥ 6
vertices. Then T contains two vertex disjoint cycles of lengths s and n − s for
every s with 3 ≤ s ≤ n
2
, unless T is isomorphic to T 17 .
Recall that the class R2n consists of all round local tournaments that are 2-regular
(cf. Definition 1.5). In 1994, Volkmann and Guo [37] characterized all 2-connected
local tournaments that are not cycle complementary (cf. Figure 8.1).
Theorem 8.3 (Guo & Volkmann [37] 1994). Let D be a 2-connected locally semi-
complete digraph on n ≥ 6 vertices. Then D contains two vertex disjoint cycles,
unless D is isomorphic to a member of {T 16 , T
2
6 , T
3
6 , T
1
7 , T
2
7 } ∪ R
2
n.
Generalizing their own result Guo and Volkmann showed that the length of the
complementary cycles can be chosen somewhat arbitrary.
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T 17 T
2
7
T8
T 16 T
2
6 T
3
6
Figure 8.1: The locally semicomplete digraphs that are exceptions for Theorems 8.1, 8.2,
8.3 and 8.4.
Theorem 8.4 (Guo & Volkmann [38] 1996). Let D be a 2-connected locally semi-
complete digraph on n ≥ 6. Then D contains two vertex disjoint cycles of lengths s
and n − s for every s with g(D) ≤ s ≤ n − g(D), unless D is isomorphic to a
member of {T 16 , T
2
6 , T
3
6 , T
1
7 , T
2
7 , T8} ∪ R
2
n.
Since g(D) = 3 if D is a tournament, the above theorem is a generalization of
Theorem 8.1.
In 2005, Li and Shu [53] studied the structure of strongly connected tournaments
that cannot be partitioned into two cycles.
Theorem 8.5 (Li & Shu [53] 2005). Let T be a strong tournament on n ≥ 6
vertices that is not isomorphic to T 17 and let c be the number of separating vertices
of T . If T is not cycle complementary, then
(a) δ+(T ) ≤ 2 and δ−(T ) ≤ 2;
(b) there exists a Hamiltonian cycle C of T that can be partitioned into two con-
secutive segments Q and L such that Q induces a transitive tournament, L
induces a tournament that is isomorphic to Q|L|, all separating vertices of T
are consecutive on L and |L| = c, c+ 1 or c+ 2.
In particular, they showed that a strong tournament T with n ≥ 6 vertices that is
not isomorphic to T 17 and has minimal degree at least three is cycle complementary.
125
Corollary 8.6 (Li & Shu [53] 2005). Let T be a strong tournament on n ≥ 6
vertices such that T is not isomorphic to T 17 . If max{δ
−(T ), δ+(T )} ≥ 3, then T
is cycle complementary.
Using Corollary 8.6 as the induction basis, Li and Shu [52] proved a sufficient
condition for a strong tournament to have a k-cycle factor.
Theorem 8.7 (Li & Shu [52] 2004). Let T be a strong tournament on n vertices
that is not isomorphic to T 17 and let k ≥ 2 be a positive integer. If
δ+(T ) + δ−(T ) ≥
k − 2
k − 1
n + 3k − 1,
then T has a k-cycle factor.
This problem - whether a strongly connected tournament can be partitioned into k
cycles - was treated by Chen, Gould and Li [28] in 2001. They showed that every
k-connected tournament with at least 8k vertices has a k-cycle factor.
Theorem 8.8 (Chen, Gould & Li [28] 2001). Let T be a k-connected tournament
on n ≥ 8k vertices. Then T has a k-cycle factor.
In 2004, Gould and Guo [32] discussed the same problem for the class of locally
semicomplete digraphs. Generalizing the work of Chen, Gould and Li, the authors
showed the following results.
Theorem 8.9 (Gould & Guo [32] 2004). Let D be a k-connected locally semicom-
plete digraph on n ≥ 5k + 1 vertices. Then D has a k-cycle factor such that one
of the cycle has length at most five.
Theorem 8.10 (Gould & Guo [32] 2004). Let D be a k-connected locally semi-
complete digraph that is round-decomposable. If D contains k + 1 vertex disjoint
cycles of length three, then D has a k-cycle factor such that at least k − 2 of the
cycles have length three.
Inspired by the articles of Li and Shu [52, 53] we develop in this chapter the
structure necessary for a strongly connected local tournament to be not cycle
complementary. Using this structure, we generalize Li’s and Shu’s conditions to
local tournaments. Firstly we would like to make the following remark.
Remark 8.11. Li and Shu stated that in the situation of Theorem 8.5.(b) the
Hamiltonian cycle C can be chosen arbitrary. This is not true as the tournament
depicted in Figure 8.2 shows. The vertices u, v and w are the only separating
vertices of T , but T has a Hamiltonian cycle C that starts with ux and ends with
yu. So u, v and w are not consecutive on C.
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u
v wx y
Figure 8.2: A counterexample for Theorem 8.5.(b).
8.1 Structure of local tournaments that are not
cycle complementary
In this section we develop the structure necessary for a strongly connected local
tournament to be not cycle complementary. We start with a first lemma.
Lemma 8.12. Let D be a strong local tournament on n ≥ 6 vertices that is not
cycle complementary. Let u be a separating vertex of D and let D1, D2, . . . , Dp be
the strong decomposition of D − u, where p ≥ 2.
(a) |V (Di)| ≤ 3 for every index i with 2 ≤ i ≤ p− 1;
(b) If |V (Di)| = 3 for an index i with 2 ≤ i ≤ p− 1, then there is no arc from Dr
to Ds for every pair r, s of indices with r < i < s.
(c) If u→ D1, then |V (D1)| ≤ 3 and if Dp → u, then |V (Dp)| ≤ 3;
(d) If |V (D1)| ≥ 3, then u has no out-neighbor in D2 and if |V (Dp)| ≥ 3, then u
has no in-neighbor in Dp−1;
Proof. Assume that |V (Di)| ≥ 4 for an index i with 2 ≤ i ≤ p− 1. Note that Di
is a strong subtournament of D. According to Theorem 2.3, the component Di is
pancyclic and thus, contains a cycle Ci of length |V (Di)| − 1. Let xi ∈ V (Di) be
the vertex that does not belong to Ci. Then
uD1D2 . . .Di−1CiDi+1Di+2 . . .Dpu
and Ci are complementary cycles of D, a contradiction. So |V (Di)| ≤ 3 for every
index i with 2 ≤ i ≤ p− 1 and (a) has been proved.
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To prove (b) let |V (Di)| = 3 for an index i with 2 ≤ i ≤ p − 1 and assume
that there is an arc from Dr to Ds for a pair r, s of indices with r < i < s. In
view of Theorem 1.6 we obtain Di−1 → Di+1 and thus, Di and D −Di are strong
complementary subdigraphs of D, a contradiction.
Analogously to the proof of (a) we can show that if u → D1, then |V (D1)| ≤ 3
and if Dp → u, then |V (Dp)| ≤ 3. So (c) is valid.
If |V (D1)| ≥ 3 and N
+(u,D2) 6= ∅ (or if |V (Dp)| ≥ 3 and N
−(u,Dp−1) 6= ∅),
it is easy to see that D1 and D − D1 (Dp and D − Dp, respectively) are strong
complementary subdigraphs of D, a contradiction. Hence (d) is true and the proof
is complete.
So if Dp → u → D1, the structure of D is clear. The next two lemmas cover the
remaining cases.
Lemma 8.13. Let D be a strong local tournament on n ≥ 6 vertices that is not
cycle complementary. Let u be a separating vertex of D and let D1, D2, . . . , Dp
be the strong decomposition of D − u, where p ≥ 2. If Dp 6→ u, then Dp − x is
not strong for every in-neighbor x of u in Dp. Let A1, A2, . . . , Aq be the strong
decomposition of Dp − x, where q ≥ 2. Then
(a) Di → Dj for every pair of indices 1 ≤ i < j ≤ p;
(b) |V (Di)| = 1 for every index i with 2 ≤ i ≤ p− 1;
(c) V (Ai) = {ai} for every index i < q;
(d) ai 6→ u for every index i with 2 ≤ i ≤ q − 1;
(e) if x→ a2, then a1 6→ u;
(f) if aq−1 → x, then |V (Aq)| = 1;
(g) if ai → x for an index i < q, then u has no in-neighbors in Aq;
(h) |N−(u,Aq)| ≤ 1 and if |N
−(u,Aq)| = 1, then N
−(x,Aq) = N
−(u,Aq).
Proof. Since u has in-neighbors both in D1 and Dp, it follows by Theorem 1.6
that (a) is true and thus, (b) holds in view of Lemma 8.12.(b).
For the remaining part of this proof let P be a Hamiltonian path of D− (V (Dp)∪
{u}) starting in N+(u,D1) and ending in Dp−1. Let x be an arbitrary in-neighbor
of u in Dp. If Dp − x is strong, let Cp be a Hamiltonian cycle of Dp − x. Then
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uPxu and Cp are complementary cycles of D, a contradiction. Hence Dp−x is not
strong. Let A1, A2, . . . , Aq be the strong decomposition of Dp − x, where q ≥ 2.
If |V (Ai)| ≥ 3 for an index i < q, a Hamiltonian cycle of Ai and
uPA1A2 . . . Ai−1Ai+1Ai+2 . . . Aqxu
are complementary in D, again a contradiction. So (c) is valid.
If ai → u for an index i with 2 ≤ i ≤ q − 1, the cycles
uPa2a3 . . . aiu and xa1ai+1ai+2 . . . aq−1Aqx
show that D is cycle complementary, a contradiction, and hence (d) holds.
If x→ a2 and a1 → u, we obtain a contradiction by the complementary cycles
uPa1u and xa2a3 . . . aq−1Aqx.
Therefore (e) is true.
If aq−1 → x and |V (Aq)| ≥ 3, let Cq be a Hamiltonian cycle of Aq. Then Cq and
uPa1a2 . . . aq−1xu
are complementary in D, a contradiction. So (f) has been proved.
If ai → x for an index i < q and u has an in-neighbor in Aq, the cycles
uPai+1ai+2 . . . aq−1Aqu and xa1a2 . . . aix
show that D is cycle complementary, again a contradiction. Hence (g) holds.
Finally, let v be an in-neighbor of u in Aq. If u has an in-neighbor w 6= v in Aq,
let Cq be a Hamiltonian cycle of Aq. It follows that
uPCq[v
+, w]u and xa1a2 . . . aq−1Cq[w
+, v]x
are complementary cycles in D. This final contradiction completes the proof of (h)
and of this lemma.
Lemma 8.14. Let D be a strong local tournament on n ≥ 6 vertices that is not
cycle complementary. Let u be a separating vertex of D and let D1, D2, . . . , Dp
be the strong decomposition of D − u, where p ≥ 2. If Dp 6→ u, then V (Dp)
can be partitioned in U+ = N+(u,Dp) 6= ∅, U
− = N−(u,Dp) 6= ∅ and R =
V (Dp)− U
+ − U− such that
(a) U+ → R→ U−;
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(b) if R = ∅, then |U−| ≤ 2 and
(i) if U− = {x1, x2} such that x1 → x2, then x1 is the only in-neighbor of x2
in Dp, the vertices are consecutive on every Hamiltonian cycle of Dp
and x1 is a separating vertex of Dp and D;
(ii) if U− = {x1}, then x1 is a separating vertex of Dp and D;
(c) if R 6= ∅, then D[U+] is transitive, |U−| = 1 and D[R] is transitive or a
3-cycle. Furthermore D1 consists of a single vertex.
Proof. We consider the following partition of V (Dp). Let
U+ = {x ∈ V (Dp) | u→ x},
U− = {x ∈ V (Dp) | x→ u} and
R = V (Dp)− U
+ − U−.
Note that Dp induces a strong tournament in D. If there exists an arc leading
from U− to R or from R to U+, it follows that there exists an arc between u
and R, a contradiction to the definition of R. So U+ → R→ U− and (a) has been
proved. Let U− = {x1, x2, . . . , xr}, U
+ = {y1, y2, . . . , ys} and R = {z1, z2, . . . , zt},
where r, s ≥ 1 and t ≥ 0.
For the remaining part of this proof let P be a Hamiltonian path of D− (V (Dp)∪
{u}) starting in N+(u,D1) and ending in Dp−1.
Note that Dp − xr has the structure as described in Lemma 8.13. In considering
the cases R = ∅ and R 6= ∅ we shall show that (b) and (c) are valid.
Case 1: Suppose that R = ∅. Assume that |U−| ≥ 3. Note that ai 6→ u by
Lemma 8.13.(d) and that u has at most one in-neighbor in Aq by Lemma 8.13.(h).
Hence a1 → u and v → u for a vertex v ∈ V (Aq). Using Lemma 8.13.(g), it
follows that x→ a2, a contradiction to Lemma 8.13.(e). So |U
−| ≤ 2. Let C be a
Hamiltonian cycle of Dp
If U− = {x1, x2} such that x1 → x2 and x2 has an in-neighbor y 6= x1 in Dp, the
cycles
uD1D2 . . .Dp−1C[y
+, x1]u and C[x2, y]x2
show that D is cycle complementary, a contradiction. Therefore x1 is the only
in-neighbor of x2 in Dp.
If |U−| = 1 or if |V (Dp)| = 3, the vertices of U
− are consecutive on C. So assume
that U− = {x1, x2} such that x1 → x2. Then x1 is the only in-neighbor of x2 in Dp
and hence the predecessor of x2 on C. Hence the vertices of U
− are consecutive
on C.
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If U− = {x1} or if U
− = {x1, x2} and x1 → x2, we show that x1 is a separating
vertex ofDp andD. Recall thatDp−x1 is not strong by Lemma 8.13. If U
− = {x1},
it is immediate that D−x1 is not strong. So assume that U
− = {x1, x2} such that
x1 → x2. Then x1 is the only in-neighbor of x2 in Dp and thus, x1 separates x2
and Dp − {x1, x2} in D.
All in all (b) is valid.
Case 2. Suppose that R 6= ∅. It follows that u → D1 and thus, |V (D1)| = 1
or |V (D1)| = 3 according to Lemma 8.12.(c). For the converse suppose that
|V (D1)| = 3. By Lemma 8.12.(d) the vertex u has no outneighbor in D2. Since all
possible arcs between u and D2 exist in D, we conclude that D2 → u. But now
D2 → R and D2 → u which implies the existence of an arc between u and R, a
contradiction to the definition of R. Therefore the component D1 is just a single
vertex.
If D[U+] contains a cycle C, let Q1 be a Hamiltonian path of D[U
+−V (C)], let Q2
be a Hamiltonian path ofD[R] and letQ3 be a Hamiltonian path ofD[U
−]. Then C
and uPQ1Q2Q3u are complementary cycles of D, a contradiction. So U
+ induces
a transitive tournament in D. It follows that D[U+] has a unique Hamiltonian
path, say Q1 = y1y2 . . . ys.
If |U−| ≥ 2, let Q2 be a Hamiltonian path ofD[R], let x be an arbitrary in-neighbor
of y1 in U
− and let Q3 be a Hamiltonian path of D[U
− − x]. Then
y1y2 . . . ysQ2xy1 and uPQ3u
are complementary cycles of D, a contradiction. Hence |U−| = 1.
If |R| ≥ 4 and D[R] is not transitive, let C be a cycle of length less than |R| in
D[R] and let Q2 be a Hamiltonian path of D[R− V (C)]. Then C and
uPQ1Q2x1u
are complementary cycles of D, a contradiction. So |R| ≤ 3 or D[R] is transitive
which proves the last part of (c).
Additionally we make the following observation.
Lemma 8.15. Let D be a strong local tournament on n ≥ 6 vertices that is not
2-connected and not cycle complementary. If D is not round-decomposable, then D
has a separating vertex u such that the terminal strong component Dp of the strong
decomposition D1, D2, . . . , Dp of D−u, where p ≥ 2, contains no separating vertex
of D.
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Proof. Let u be a separating vertex of D such that the order of the terminal strong
component Dp of the strong decomposition D1, D2, . . . , Dp, where p ≥ 2, of D− u
is minimal. Assume that Dp contains a separating vertex v of D.
If |V (Dp)| ≥ 3, let A1, A2, . . . , Aq be the strong decomposition of Dp − v, where
q ≥ 1. Since D − v is strong, the vertex u has no in-neighbors in Aq. In addition,
there is no arc leading from Aq to Di for i < p − 1 and Aj → Aq for j < q.
Hence Aq is the terminal strong component of D− v, a contradiction to the choice
of u.
So v is the only vertex of Dp. Since v is a separating vertex of D, it follows
that u has no in-neighbor in Dp−1. Since D is not round-decomposable, there is
an arc from Dr to u for an index r ≤ p − 2. Hence Di → Dj for every pair i, j
of indices with r ≤ i < j and u → Dp−1. By Lemma 8.12.(b) we conclude that
|V (Dp−1)| = 1. But then the terminal strong component of D− v is Dp−1 and the
sole vertex of Dp−1 is not a separating vertex of D.
By symmetry the following propositions hold.
Lemma 8.16. Let D be a strong local tournament on n ≥ 6 vertices that is not
cycle complementary. Let u be a separating vertex of D and let D1, D2, . . . , Dp
be the strong decomposition of D − u, where p ≥ 2. If u 6→ D1, then D1 − w is
not strong for every out-neighbor w of u in D1. Let B1, B2, . . . , Bq be the strong
decomposition of D1 − w, where q ≥ 2. Then
(a) Di → Dj for every pair of indices 1 ≤ i < j ≤ p;
(b) |V (Di)| = 1 for every index i with 2 ≤ i ≤ p− 1;
(c) V (Bi) = {bi} for every index i > 1;
(d) u 6→ bi for every index i with 2 ≤ i ≤ q − 1;
(e) if bq−1 → w, then u 6→ bq;
(f) if x→ b2, then |V (B1)| = 1;
(g) if x→ bi for an index i > 1, then u has no out-neighbors in B1;
(h) |N+(u,B1)| ≤ 1 and if |N
+(u,B1)| = 1, then N
+(w,B1) = N
+(u,B1).
Lemma 8.17. Let D be a strong local tournament on n ≥ 6 vertices that is not
cycle complementary. Let u be a separating vertex of D and let D1, D2, . . . , Dp
be the strong decomposition of D − u, where p ≥ 2. If u 6→ D1, then V (D1)
can be partitioned in W+ = N+(u,D1) 6= ∅, W
− = N−(u,D1) 6= ∅ and S =
V (D1)−W
+ −W− such that
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(a) W− → S → W+;
(b) if S = ∅, then |W+| ≤ 2 and
(i) if W+ = {w1, w2} such that w1 → w2, then w2 is the only out-neighbor
of w1 in D1, the vertices are consecutive on every Hamiltonian cycle
of D1 and w2 is a separating vertex of D1 and D;
(ii) if W+ = {w2}, then w2 is a separating vertex of D1 and D;
(c) if S 6= ∅, then D[W−] is transitive, |W+| = 1 and D[S] is transitive or a
3-cycle. Furthermore Dp consists of a single vertex.
Lemma 8.18. Let D be a strong local tournament on n ≥ 6 vertices that is not
2-connected and not cycle complementary. If D is not round-decomposable, then D
has a separating vertex u such that the initial strong component D1 of the strong
decomposition D1, D2, . . . , Dp of D−u, where p ≥ 2, contains no separating vertex
of D.
8.2 The number of separating vertices in local
tournaments that are not cycle complemen-
tary
In this section we use the structural results of Section 8.1 to answer the ques-
tion how many separating vertices can there possibly be in a local tournament
that is not cycle complementary. Firstly we consider round-decomposable local
tournaments.
Remark 8.19. Let n ≥ 5 be an odd integer. If D is a member of R2n, it is a
2-connected local tournament that is not cycle complementary. Hence every sub-
digraph of D is not cycle complementary. It follows that for every integer c with
1 ≤ c ≤ n there exists a round local tournament D that is not cycle complemen-
tary with exactly c separating vertices which are, in general, not consecutive on a
Hamiltonian cycle of D.
In the next result we address local tournaments that are not round-decomposable.
Theorem 8.20. Let D be a strong local tournament that is not cycle comple-
mentary and let c be the number of separating vertices of D. If D is not round-
decomposable, then D has a Hamiltonian cycle C such that all separating vertices
of D are consecutive on C. In addition, if c ≥ 4, then C can be partitioned into
two consecutive segments Q and L such that
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(a) Q induces a transitive tournament;
(b) L induces a tournament that is isomorphic to Q|L|;
(c) all separating vertices of D are consecutive on L;
(d) |L| = c, c+ 1 or c+ 2.
Proof. If D is 2-connected, it has c = 0 separating vertices and there is nothing to
show. So assume that D is strong, but not 2-connected, and let u be a separating
vertex of D. Let D1, D2, . . . , Dp be the strong decomposition of D − u, where
p ≥ 2, such that D1 contains no separating vertex of D.
By Lemma 8.12.(c) it follows that |V (D1)| ≤ 3. If |V (D1)| = 1, we obtain
N+(u,D2) 6= ∅ and if |V (D1)| = 3, we obtain u → D1, since D1 contains no
separating vertex of D. In the former case let L1 = ∅ and in the latter case let
L1 = {w}, where w is an arbitrary vertex of D1.
We consider two cases depending on the structure of D.
Case 1: Suppose that Dp → u. Note that a vertex y of Dp is a separating
vertex of D if and only if it is the only vertex of Dp and u has no in-neighbor
in Dp−1. Since D is not round-decomposable, there exist two indices r ≤ s such
that N−(u,Dr) 6= ∅ and N
+(u,Ds) 6= ∅. Let r and s be chosen minimal and
maximal, respectively.
If r = s, it follows that 2 ≤ r ≤ p − 1 and |V (Dr)| ≥ 3. By Lemma 8.12.(c)
we conclude that there is no arc between every pair Di, Dj of components with
i < r < j. Hence Di → u→ Dj for every index i < r < j. Therefore Di → Dj for
every pair i, j of indices with i < j ≤ r or r ≤ i < j. Now it is easy to see that u
is the only separating vertex of D.
If r < s, it follows that 2 ≤ r < s ≤ p − 1. Then Di → Dj for every pair i, j of
indices with i < j ≤ s or r ≤ i < j. So D has no separating vertices in Di for
i = 1, 2, . . . , p− 1 which implies that c ≤ 2.
Case 2: Suppose that Dp 6→ u. Then Dp has the structure as described in Lem-
mas 8.13 and 8.14.
Subcase 2.1: Suppose that R = ∅. We shall prove the proposition by induction
on |V (Dp)|.
Induction basis. Suppose that |V (Dp)| = 3. Let C = v1v2v3v1 be the Hamil-
tonian cycle of Dp. Then either v1 → u → {v2, v3} or {v1, v2} → u → v3. In
the former case v1 and v2 are the separating vertices of D in Dp and in the latter
case v1 is the separating vertex of D in Dp. So let Lp = {v1, v2} and Lp = {v1},
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respectively. Then Lp and Qp = V (Dp)− Lp from a partition of Dp such that Qp
is a transitive tournament, Lp is a tournament that is isomorphic to Q|Lp|, all sep-
arating vertices of D in Dp are consecutive on Lp, |Lp| = c
′ or c′ + 1, where c′ is
the number of separating vertices of D in Dp, the last vertex of Lp dominates u
and if |Lp| = c
′ + 1, the first vertex of Lp is not a separating vertex of D. Hence
L = Lp ∪ {u} ∪ L1 and Q = V (D)− L fulfill the conditions (a)-(d).
Inductive step. Suppose that |V (Dp)| ≥ 4. Then x1 is a separating vertex of Dp
and D by Lemma 8.14.(b) and Dp − x1 has the structure given in Lemma 8.13.
Let a1, a2, . . . , aq−1, Aq be the strong decomposition of Dp−x1, where q ≥ 2. Then
|V (Aq)| < |V (Dp)|. Since x1 is a separating vertex of D, it follows that u → Aq.
In addition u→ ai for every index i with 2 ≤ i ≤ q − 1 by Lemma 8.13.(d). Note
that D − ai is strong for every index i < q.
If |V (Aq)| = 1, the only vertex aq of Aq is a separating vertex of D if and only
if x → aq−1. If D − aq is strong, let Lp = {x1} and if D − aq is not strong, let
Lp = {aq, x1}.
If |V (Aq)| = 3 and Aq contains no separating vertex of D, let Lp = {x1, v}, where v
is an arbitrary vertex of Aq.
Otherwise, by the induction hypothesis, the component Aq can be partitioned
in Q′ and L′ such that Q′ is a transitive tournament, L′ is a tournament that
is isomorphic to Q|L′|, all separating vertices of D in Aq are consecutive on L
′,
|L′| = c′ or c′ + 1, where c′ is the number of separating vertices of D in Aq, the
last vertex of L′ dominates x1 and if |L
′| = c′ + 1, the first vertex of L′ is not
a separating vertex of D. Let Lp = L
′ ∪ {x1}. Then L = Lp ∪ {u} ∪ L1 and
Q = V (D)− L fulfill the conditions (a)-(d).
Subcase 2.2: Suppose that R 6= ∅. It follows that u→ Di for i < p. Hence D has
no separating vertices in Di for i < p. We observe that the only vertex x1 of U
− is
a separating vertex of D. Moreover, a vertex z ∈ R is a separating vertex of D if
and only if R = {z}. Furthermore, it is easy to see that D− yi is strong for every
vertex yi ∈ U
+. Therefore c ≤ 3 and the set of separating vertices of D induces a
path of order c in D which is part of every Hamiltonian cycle of D.
From the proof of the theorem above we make the following observations.
Remark 8.21. In the situation of Theorem 8.20 the following propositions hold.
(a) If |L| = c+ 2, all vertices of D[L] are separating vertices of D except the first
and last vertex and if |L| = c + 1, all vertices of D[L] are separating vertices
of D except either the first or the last vertex;
(b) D has at most n+1
2
separating vertices;
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(c) The in-degree of the first vertex of D[Q] and the out-degree of the last vertex
of D[Q] is at most two.
8.3 Partitioning a strong local tournament into
two cycles
Using the results of Section 8.1, we characterize all strongly connected local tour-
naments that are cycle complementary and have the following structure: D has
a separating vertex u such that u dominates the initial strong component and
is dominated by the terminal strong component of D − u. Note that this char-
acterization includes the class of strongly connected, round-decomposable local
tournaments that are not 2-connected.
Theorem 8.22. Let D be a strong local tournament on n ≥ 6 vertices that is
not 2-connected. Let u be a separating vertex of D and let D1, D2, . . . , Dp be the
strong decomposition of D − u, where p ≥ 2. If Dp → u → D1, then D is cycle
complementary if and only if one of the following conditions is satisfied.
(a) |V (Di)| ≥ 4 for an arbitrary index i;
(b) |V (D1)| = 3 and u has an out-neighbor in D2 or |V (Dp)| = 3 and u has an
in-neighbor in Dp−1;
(c) |V (Di)| = 3 for an index i with 2 ≤ i ≤ p − 1 and there is an arc from Dr
to Ds for a pair r, s of indices with r < i < s.
Proof. If D satisfies one of the conditions, it is cycle complementary by Theo-
rem 8.12. So assume that none of the conditions is satisfied. Then |V (Di)| ≤ 3 for
all indices i and D − Di is not strong for every component Di with |V (Di)| = 3.
Hence, if C is a cycle in D that contains vertices of more than one component, it
contains at least one vertex of every component Di with |V (Di)| = 3. Therefore
D−C is an acyclic local tournament and thus D is not cycle complementary.
Now we can prove a necessary condition for a local tournament to be not cycle
complementary in terms of minimal degree.
Theorem 8.23. Let D be a strong local tournament on n ≥ 6 vertices that is not
cycle complementary. Then δ+(D) ≤ 2 and δ−(D) ≤ 2 unless D is isomorphic
to T 17 .
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Proof. If D is a member of R2n, it is 2-regular and hence δ
+(D) = δ−(D) = 2.
So assume that D is not a member of R2n. Then D has a separating vertex u by
Theorem 8.3. If D is round-decomposable, it follows that Dp → u → D1. Hence
d+(v) ≤ 2 and d−(w) ≤ 2 for every vertex v of Dp and w of D1 by Theorem 8.22.
If D is not round-decomposable, it has the structure as described in Theorem 8.20.
By Remark 8.21 we obtain d+(v) ≤ 2 for the last vertex v of Q and d−(w) ≤ 2 for
the first vertex v of Q.
The following result as well as Corollary 8.6 are immediate by Theorem 8.23.
Corollary 8.24. Let D be a strong local tournament on n ≥ 6 vertices that is not
isomorphic to T 17 . If max{δ
+(D), δ−(D)} ≥ 3, then D is cycle complementary.
8.4 Partitioning a strong local tournament into
k cycles
In this section we use the structural results obtained in Sections 8.1 and 8.2 to
give a sufficient criterion for a local tournament to have a k-cycle factor. The main
result of Section 8.3 serves as our induction basis. Note that Theorem 8.7 is an
immediate corollary of Theorem 8.25.
Theorem 8.25. Let D be a strong local tournament on n vertices that is not
isomorphic to T 17 and let k ≥ 2 be a positive integer. If
δ+(D) + δ−(D) ≥
k − 2
k − 1
n+ 3k − 1,
then D has a k-cycle factor.
Proof. If k = 2, it follows that
δ+(D) + δ−(D) ≥
2− 2
2− 1
n+ 3 · 2− 1 = 5
which implies that max{δ+(D), δ−(D)} ≥ 3. By Theorem 8.23 we conclude that
D is cycle complementary, i.e. D has a 2-cycle factor.
Now let k ≥ 3 be the smallest integer such that D cannot be partitioned into k
cycles. Then D can be partitioned into k − 1 ≥ 2 cycles. Let C1, C2, . . . , Ck−1 be
a partition of D in k − 1 cycles such that
A. |V (C1)| ≥ |V (C2)| ≥ . . . ≥ |V (Ck−1)|;
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B. |V (C1)| is maximal.
Then none of the digraphs Ci is cycle complementary. Since δ
+(D) ≤ n−1
2
and
δ−(D) ≤ n−1
2
, it follows that
n− 1 ≥ δ+(D) + δ−(D) ≥
k − 2
k − 1
n+ 3k − 1
which implies that
n ≥ 3k(k − 1).
Since k ≥ 3, it follows particularly that n ≥ 9(k − 1) and thus, regarding condi-
tion A,
|V (C1)| ≥
n
k − 1
≥ 9.
We partition C2, C3, . . . , Ck−1 into two sets by defining
F = {Ci | i ≥ 2 and |V (Ci)| ≥ 6 and Ci 6∼= T
1
7 } and
H = {Ci | i ≥ 2 and |V (Ci)| ≤ 5 or Ci ∼= T
1
7 }.
Firstly we prove the following claim.
Claim 1. Let Ci be an arbitrary cycle, where i ≥ 2. If v is not a
separating vertex of Ci, then either v → C1 or C1 → v or there are no
arcs between v and C1.
Proof of Claim. Let Ci be an arbitrary cycle, where i ≥ 2, and let v
be a non-separating vertex of Ci.
If there are no arcs between v and C1, there is nothing to show.
So suppose that v has a positive neighbor on C1. By Lemma 1.12,
either v → C1 or C1 can be extended by v. Since the latter yields a
contradiction to the choice of C1, it follows that v → C1.
By symmetry we conclude that C1 → v if v has a negative neighbor
on C1 and the proof of this claim is complete.
Let u and v be two vertices of C1 such that d
−(u, C1) and d
+(v, C1) are minimal.
By Theorem 8.23 we obtain d−(u, C1) ≤ 2 and d
+(v, C1) ≤ 2. We shall show now
that
d−(u, Ci) + d
+(v, Ci) ≤ |V (Ci)|+ 3
for every i = 2, 3, . . . , k − 1.
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Case 1: Let Ci ∈ F be an arbitrary cycle and let Si be the set of separating
vertices of Ci. Note that by Claim 1 every vertex x /∈ Si of Ci contributes at most
one to the sum of d−(u, Ci) and d
+(v, Ci). It follows that
d−(u, Ci) + d
+(v, Ci) ≤ |V (Ci)− Si|+ d
−(u, Si) + d
+(v, Si).
Thus, if d−(u, Si) ≤ 3 or d
+(v, Si) ≤ 3 or |Si| ≤ 3, the desired inequality is trivially
true. So assume that |Si| ≥ 4 and d
−(u, Si)+d
+(v, Si) ≥ |Si|+4. Then Si induces a
sub-tournament of order at least four in D. Since every round-decomposable local
tournament has the property that every quadruple of separating vertices does
not induce a tournament, it follows that Ci is not round-decomposable. Then
D[V (Ci)] has the structure described in Theorem 8.20. Let P = x1x2 . . . xs be the
Hamiltonian path ofD[Si] such that xq → xr for q > r+1 and P is a segment of Ci.
Let x0 be the predecessor of x1 on Ci and let xs+1 be the successor of xs on Ci.
Since Ci is a local tournament that is not cycle complementary, we deduce that
{x4, x5, . . . , xs} → x0 and xs+1 → {x0, x1, . . . , xs−3}. Using the local tournament
property of D and the fact that d−(u, Si) ≥ 4 and d
+(v, Si) ≥ 4, we conclude
that v, x0 and u, xs+1 are adjacent. By Claim 1 we deduce that either x0 → C1 or
C1 → x0 and that either xs+1 → C1 or C1 → xs+1. Let Ci[xs+1, x0] = y1y2 . . . yt.
Subcase 1.1: Suppose that v → xs+1 and x0 → u. Then x0 → C1 → x5. It follows
that
C = vCi[xs+1, x0]C1[v
+, v] and x1x2 . . . xsx1
are complementary cycles in D[V (C1) ∪ V (Ci)] such that |V (C)| > |V (C1)|, a
contradiction.
Subcase 1.2: Suppose that xs+1 → v and x0 → u. Then {x0, xs+1} → C1 and
C = C1[v
+, v]Ci[xs, x0]v
+ and x1x2 . . . xs−1x1
are complementary cycles in D[V (C1)∪ V (Ci)] such that |V (C)| > |V (C1)|, again
a contradiction.
By symmetry the case that v → xs+1 and u→ x0 can be solved analogously.
Subcase 1.3: Suppose that xs+1 → v and u → x0. Then x5 → C1 → x0. We
consider two subcases.
Subcase 1.3.1: Suppose that there exists a pair j1, j2 of indices with 1 ≤ j1 ≤
j2 − 4 ≤ s− 4 such that xj1 → u and v → xj2. Then the cycles
C = xj1C1[u, v]Ci[xj2 , xj1] and Ci[xj1+1, xj2−1]xj1+1
are vertex disjoint in D[V (C1) ∪ V (Ci)].
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If v+ = u, these cycles are complementary in D[V (C1) ∪ V (Ci)] and |V (C)| >
|V (C1)|, a contradiction. So assume that v
+ 6= u and let C1[v
+, u−] = w1w2 . . . wr,
where r ≥ 1.
If C can be extended by w1, w2, . . . , wr to a cycle C
′, the cycles
C ′ and Ci[xj1+1, xj2−1]xj1+1
are complementary cycles of D[V (C1)∪V (Ci)] such that |V (C
′)| > |V (C1)|, again
a contradiction.
Hence, there is an index q with 1 ≤ q ≤ r such that wq → C in view of Lemma 1.12.
By Claim 1 it follows that C1 → (Ci − Si). But then
C∗ = xj1C1[u, u
−]Ci[xs+1, xj1 ] and C[xj1+1, xs]xj1+1
are complementary in D[V (C1) ∪ V (Ci)] such that |V (C
∗)| > |V (C1)|, the final
contradiction.
Subcase 1.3.2: Suppose that there exists a pair j1, j2 of indices with j1+ j2 = s+4
such that N−(u, Si) = {xs−j1+1, xs−j1+2, . . . , xs} and N
+(v, Si) = {x1, x2, . . . , xj2}.
Since u→ yt, it follows by Lemma 1.12 that there is an index r with 1 ≤ r ≤ p−1
such that yr → u → yr+1. Analogously, since y1 → v, there is an index q with
1 ≤ q ≤ p− 1 such that yq → v → yq+1. Note that q ≤ r by Claim 1.
If q < r, the cycles
C = vCi[yq+1, yr]C1[v
+, v] and Ci[yr+1, yq]yr+1
are complementary in D[V (C1)∪ V (Ci)] such that |V (C)| > |V (C1)|, a contradic-
tion.
Otherwise q = r. Let x = xs−j1+2. If x→ yj for an index j with j ≤ r, let
C ′ = vCi[x
+, yj−1]C1[v
+, v] and xCi[yj, x].
These cycles are complementary in D[V (C1)∪V (Ci)] and |V (C
′)| > |V (C1)|, again
a contradiction. So assume that yj → x for all indices j with j ≤ r. It follows that
C∗ = x−C1[u, u
−]Ci[yr+1, x
−] and Ci[x, yr]x
are complementary cycles of D[V (C1) ∪ V (Ci)] such that |V (C
∗)| > |V (C1)|, the
final contradiction.
Case 2. Let Ci ∈ H be an arbitrary cycle. Let Ri = {w ∈ V (Ci) | v → w → u}.
We will show that |Ri| ≤ 3.
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If |V (Ci)| = 3, the proposition is immediate.
If |V (Ci)| = 4 or |V (Ci)| = 5, assume that |Ri| ≥ 4. Then d
−(u, Ci) + d
+(v, Ci) ≥
|V (Ci)| + 4. It follows that v → Ci or Ci → u and Ci induces a strong tourna-
ment Ti in D. By Corollary 5.1 there exist two non-separating vertices in Ti. But
then at least one of these vertices has an in- as well as an out-neighbor on C1, a
contradiction to Claim 1. Hence |Ri| ≤ 3.
If Ci is isomorphic to T
1
7 , the tournamentD[V (Ci)] is 2-connected and thus, Ri = ∅.
By the cases above, it follows that d−(u, Ci) + d
+(v, Ci) ≤ |V (Ci)| + 3 for every
index i = 2, 3, . . . , k − 1. Therefore
δ+(D) + δ−(D) ≤ 4 +
k−1∑
i=2
(|V (Ci)|+ 3)
= 4 +
k−1∑
i=2
|V (Ci)|+
k−1∑
i=2
3
≤ 4 + (n− n1) + 3(k − 2)
≤
k − 2
k − 1
n+ 3k − 2,
a contradiction to our assumption. This contradiction completes the proof of this
theorem.
Chapter 9
Extendable cycles in
in-tournaments
In 1989, Hendry [44] defined a digraph D to be cycle extendable if D contains
a cycle and every non-Hamiltonian cycle of D is extendable. Furthermore, D is
fully cycle extendable if D is cycle extendable and every vertex of D belongs to
a cycle of length three. Tewes and Volkmann [69] extended these definitions in
considering only cycles whose length exceed a certain bound k.
Definition 9.1 (Tewes & Volkmann [69] 2001). Let D be a digraph of order n and
let 3 ≤ k ≤ n be an integer. Then D is k-extendable if every cycle of length t,
where k ≤ t < n, is extendable. Moreover D is called fully k-extendable if D is
k-extendable and every vertex of D belongs to a cycle of length k.
Remark 9.2. The terms fully 3-extendable and fully cycle extendable describe the
same property. Obviously, every fully k-extendable digraph is vertex k-pancyclic.
Concerning cycle-extendibility Volkmann and Tewes [69] proved the following re-
sult.
Theorem 9.3 (Tewes & Volkmann [68] 1998). Let D be a connected in-tournament
of order n such that δ(D) ≥ 1. Then D is (n− ⌊4δ+1
3
⌋)-extendable.
Using Theorem 9.3, Volkmann and Tewes [69] showed that the following two degree
conditions are sufficient for a strong in-tournament to be fully k-extendable for
large values of k.
Theorem 9.4 (Tewes & Volkmann [69] 2001). Let D be a strong in-tournament
of order n ≥ 6 with δ(D) ≥ 2. Then every vertex of D is contained in a cycle of
length n− 3.
141
142 Chapter 9: Extendable cycles in in-tournaments
Theorem 9.5 (Tewes & Volkmann [69] 2001). Let D be a strong in-tournament
of order n with max{δ−(D), δ+(D)} ≥ 2. Then every vertex of D is contained in
a cycle of length n− 2.
Then the following results are immediate corollaries.
Corollary 9.6 (Tewes & Volkmann [69] 2001). Every strong in-tournament D of
order n with δ(D) ≥ 2 is fully (n− 3)-extendable.
Corollary 9.7 (Tewes & Volkmann [69] 2001). Every strong in-tournament D of
order n with max{δ−(D), δ+(D)} ≥ 2 is fully (n− 2)-extendable.
Tewes and Volkmann proved that the following extension of Theorem 9.3 is valid
for special values of δ.
Theorem 9.8 (Tewes & Volkmann [69] 2001). Every strong in-tournament D of
order n with δ(D) = 2 or δ(D) > 8n−17
31
is fully (n− ⌊4δ+1
3
⌋)-extendable.
For δ(D) = 1 we have n − ⌊4δ+1
3
⌋ = n − 1 and there are several examples, e.g.
the cycle on n vertices, which illustrate that not every strongly connected in-
tournament with minimum degree 1 is fully (n − 1)-extendable. But Tewes and
Volkmann stated the following conjecture.
Conjecture 9.9 (Tewes & Volkmann [69] 2001). Let D be a strongly connected
in-tournament of order n such that 3 ≤ δ(D) ≤ 8n−17
31
. Then D is fully (n−⌊4δ+1
3
⌋)-
extendable.
In order to proof Conjecture 9.9, we shall show that every vertex of a strongly
connected in-tournament D with 3 ≤ δ(D) ≤ 8n−17
31
belongs to a cycle of length
n− ⌊4δ+1
3
⌋.
The following result plays an important role in our investigation.
Lemma 9.10 (Tewes & Volkmann [69] 2001). Let D be an in-tournament and
let C = u1u2 . . . usu1, where s ≥ 4, be a cycle in D. If ui → us for an index
2 ≤ i ≤ s− 2, then either D[V (C)− um] is strong for an index 2 ≤ m ≤ s− 1 or
us−1 → uj for every index j with 1 ≤ j ≤ i.
9.1 Extending cycles and deleting vertices
In this section we investigate the cycle structure of strong in-tournaments. In
particular we analyze how cycles can be transformed into other cycles by adding,
deleting or exchanging vertices. The first lemma shows how we can transform a
given cycle into a longer cycle.
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Lemma 9.11. Let D be a strong in-tournament and let C be a cycle of length
n − k − 1 in D, where 0 ≤ k ≤ n
2
− 1. If |N+(x, C)| ≥ 1 for a vertex x /∈ V (C),
then x belongs to a cycle of length n− k.
Proof. Let C = u1u2 . . . usu1 be a cycle of length s = n − k − 1 in D and let
x /∈ V (C) be a vertex that has at least one positive neighbor on C. Then either
x → C or there exists an index i such that 1 ≤ i ≤ s and ui → x → ui+1 by
Theorem 1.25.
If ui → x → ui+1 for an index 1 ≤ i ≤ s, the cycle C can be extended by x and
thus, x belongs to a cycle of length n− k in D.
So assume that x→ C. Since D is strong, there exists a path leading from C to x.
Let P be a shortest path leading from C to x and let, without loss of generality,
V (C)∩ V (P ) = {us}. Note that r = |V (P )| ≤ n− s+1 = k+ 2 ≤ n/2+ 1. Then
P [us, x]C[ur−1, us]
is a cycle of length r − 1 + s − (r − 2) = s + 1 = n − k that includes x which
completes the proof of this lemma.
The next result shows how we can transform a given cycle into a cycle of the same
length.
Lemma 9.12. Let D be a strong in-tournament and let C be a cycle of length
n − k in D, where 0 ≤ k ≤ n
2
. If |N+(x, C)| ≥ 2 and d−(x) ≥ 2 for a vertex
x /∈ V (C), then x belongs to a cycle of length n− k.
Proof. Let C = u1u2 . . . usu1 be a cycle of length s = n− k in D.
If x → C, there exists a path leading from C to x, since D is strong. Let P be a
shortest such path and let, without loss of generality, V (C)∩ V (P ) = {us}. Since
d−(x) ≥ 2, it follows that r = |V (P )| ≤ n− s = k ≤ n/2. Then
P [us, x]C[ur, us]
is a cycle of length r − 1 + s− (r − 1) = s = n− k that includes x.
So assume that x 6→ C. In view of Theorem 1.25 there exists an index i such
that ui → x → ui+1, say i = s. Since |N
+(x, C)| ≥ 2, the vertex x has a positive
neighbor on C besides us. If x→ u2,
xC[u2, us]x
is a cycle of length n − k through x. Hence assume that x 6→ u2. Using
Theorem 1.25, it follows that there exists an index 2 ≤ j ≤ s − 2 such that
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uj → x→ uj+1. Then us and uj are adjacent, say uj → us. In view of Lemma 9.10,
it follows that D[V (C)−um] is strong for an index 2 ≤ m ≤ s and thus, according
to Theorem 1.26, Hamiltonian. Let C ′ be a Hamiltonian cycle of D[V (C) − um]
and note that |N+(x, C ′)| ≥ 1 and |N−(x, C ′)| ≥ 1. By applying Theorem 1.25
to x and C ′, we find a cycle of length n− k through x which completes the proof
of this lemma.
The final result in this section shows how we can transform a given cycle into a
shorter cycle.
Lemma 9.13. Let D be a strong in-tournament with minimal degree δ = δ(D)
such that 3 ≤ δ ≤ 8n−17
31
and let C be a cycle of length n − k + 1 in D, where
1 ≤ k ≤ ⌊4δ+1
3
⌋. If |N+(x, C)| ≥ 1 for a vertex x /∈ V (C), then x belongs to a
cycle of length n− k.
Proof. Let C = u1u2 . . . usu1 be a cycle of length s = n− k + 1 in D.
Firstly we shall show that C has a chord, i.e. ui → uj for some |i−j| ≥ 2. Assume
to the contrary that C does not have a chord. It follows that every external vertex
z has at most two in-neighbors on C. In addition, since δ ≥ 3, we conclude that
every vertex of C dominates at least two external vertices. Hence
2(n− k + 1) = 2s ≤ |{xy ∈ E | x ∈ V (C), y /∈ V (C)}| ≤ 2(n− s) = 2(k − 1)
which leads to
n ≤ 2k − 2 ≤ 2⌊
4δ + 1
3
⌋ − 2 ≤ 2⌊
48n−17
31
+ 1
3
⌋ − 2 < n,
a contradiction.
So assume that C has a chord. Let, without loss of generality, ui → us for an
index i with 2 ≤ i ≤ s−2. Applying Lemma 9.10, we conclude that D[V (C)−um]
is strong for an index m with 2 ≤ m ≤ s. It follows that there exists a cycle C ′ of
length n− k such that V (C ′) ⊆ V (C). Let C ′ = v1v2 . . . vrv1 be a cycle of length
r = s− 1 = n− k such that the distance d(x, C ′) from x to C ′ is minimal. Then
d(x, C ′) ≤ 2. If |N+(x, C ′)| ≥ 2, the vertex x belongs to a cycle of length n− k in
view of Lemma 9.12.
Thus assume for the remaining part of the proof that |N+(x, C ′)| ≤ 1. We consider
two cases depending on the number of out-neighbors of x on C ′.
Case 1. Suppose that |N+(x, C ′)| = 1. We may assume, without loss of generality,
that vr → x→ v1 and (C − v1) x.
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If vi → vr for an index 2 ≤ i ≤ r − 2, the digraph D[V (C
′)− vt] is strong for an
index t with 2 ≤ t ≤ r in view of Lemma 9.10. Since x→ v1 6= vt, it follows that D
has a cycle C∗ of length n − k − 1 such that N+(x, C∗) 6= ∅. By Lemma 9.11 we
conclude that x belongs to a cycle of length n− k.
So assume that vr−1 is the only negative neighbor of vr on C
′. Then
N+(x)− {v1} ⊆ V (D)− V (C
′)− {x} and
N−(vr)− {vr−1} ⊆ V (D)− V (C
′)− {x}.
Furthermore, note that
|V (D)− V (C ′)− {x}| = k − 1 ≤ ⌊
4δ + 1
3
⌋ − 1,
|N+(x)− {v1}| ≥ δ − 1 and
|N−(vr)− {vr−1}| ≥ δ − 1.
Since δ ≥ 3 implies that
|N+(x)− {v1}|+ |N
−(vr)− {vr−1}| ≥ 2δ − 2
> ⌊
4δ + 1
3
⌋ − 1
≥ |V (D)− V (C ′)− {x}|,
there exists a vertex z /∈ V (C ′) such that x→ z → vr. In addition, it follows that
|N−(x, C ′)| ≥ δ − [(k − 1)− (δ − 1)]
= 2δ − k
≥ 2δ − ⌊
4δ + 1
3
⌋
> 1.
We consider three subcases.
Subcase 1.1. Suppose that vr−1 → x. Then
xC ′[v1, vr−1]x
is a cycle of length n− k through x.
Subcase 1.2. Suppose that vr−2 → x. Then we consider the cycle
C∗ = xC ′[v1, vr−2]x
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of length r − 1. If vr → C
∗, the digraph D contains the cycle
xzvrC
′[v2, vr−2]x
of length n − k through x. So assume that vr has at least one positive and one
negative neighbor on C∗. But then C∗ is extendable by vr which also leads to a
cycle of length n− k through x.
Subcase 1.3. Suppose that vi → x for an index i with 2 ≤ i ≤ r − 3. In this case
we consider the cycle
C∗ = xzC ′[vr, vi]x
of length i + 3 ≤ r through x. Note that none of the vertices vj , where i < j <
r, dominates C∗, since, according to our assumption, vr−1 is the only negative
neighbor of vr on C
′ and vr−1 6→ x. Using Theorem 1.25, it follows that we can
insert the vertices vr−1, vr−2, . . . , vi+3 in C
∗ resulting in a cycle of length n − k
through x.
Case 2. Suppose that |N+(x, C ′)| = 0. By choice of C ′ we obtain that d(x, C ′) = 2.
Let P = xyz be a path leading from x to C ′. Then |N+(y, C ′)| ≥ 1 and following
Case 1 we conclude that there exists a cycle of length n− k in D that includes y,
a contradiction to the choice of C ′ which completes the proof of this lemma.
9.2 Solution of a conjecture of Tewes and Volk-
mann regarding cycle extendibility
Using the results of Section 9.1, we show in this section that every vertex of a
strongly connected in-tournament of order n with minimal degree δ such that
3 ≤ δ ≤ 8n−17
31
belongs to a cycle of length n− ⌊4δ+1
3
⌋. This result in combination
with Theorem 9.3 solves Conjecture 9.9 in positive.
Theorem 9.14. Let D be a strong in-tournament of order n with minimal degree
δ = δ(D) such that 3 ≤ δ ≤ 8n−17
31
. Then every vertex of D belongs to a cycle of
length n− ⌊4δ+1
3
⌋.
Proof. Firstly we shall show that there exists a cycle of length n − ⌊4δ+1
3
⌋ in D.
Note that, in view of Theorem 1.26, the in-tournament D has a Hamiltonian cycle,
since it is strong. Let C be a shortest cycle in D such that |V (C)| ≥ n − ⌊4δ+1
3
⌋.
Since δ ≥ 3, the cycle C has length at most n− 1. Let |V (C)| = n− k + 1, where
k ≥ 2, be the length of C. If k ≤ ⌊4δ+1
3
⌋, there exists a vertex x /∈ V (C) such that
|N+(x, C)| ≥ 1. In view of Lemma 9.13 this vertex belongs to a cycle of length
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n − k in D, a contradiction to the choice of C. Hence k = ⌊4δ+1
3
⌋ + 1, i.e. D
contains a cycle of length n− ⌊4δ+1
3
⌋.
We shall show next that every vertex of D belongs to a cycle of length n− ⌊4δ+1
3
⌋
in D. Assume that D has a vertex x that does not belong to a cycle of length
n− ⌊4δ+1
3
⌋. Let C = u1u2 . . . usu1 be a cycle of length n− ⌊
4δ+1
3
⌋ such that x has
minimal distance to C and let P = x0x1 . . . xr be a shortest path leading from
x = x0 to C. Then xr−1 /∈ V (C) and N
+(xr−1, C) 6= ∅.
If |N+(xr−1, C)| ≥ 2, we conclude by Lemma 9.12 that xr−1 belongs to a cy-
cle of length n − ⌊4δ+1
3
⌋, a contradiction to the choice of C. So assume that
|N+(xr−1, C)| = 1. We may assume, without loss of generality, that us → xr−1 →
u1. We consider two cases depending on the number of in-neighbors of us on C.
Case 1. Suppose that |N−(us, C)| ≥ 2. Then, according to Lemma 9.10, there
exists a vertex um ∈ V (C), where 2 ≤ m ≤ s, such thatD[V (C)−um] is strong. Let
C ′ be a Hamiltonian cycle ofD[V (C)−um]. Note that C
′ has length n−⌊4δ+1
3
⌋−1 ≥
n
2
. Furthermore, note that |N+(xr−1, C
′)| ≥ 1. Using Lemma 9.11, we conclude
that xr−1 belongs to a cycle of length n − ⌊
4δ+1
3
⌋, a contradiction to the choice
of C.
Case 2. Suppose that |N−(us, C)| = 1. Then |N
−(us, D − C)| ≥ δ − 1. It follows
that
|N+(us, C)| ≥ δ − [(⌊
4δ + 1
3
⌋ − 1)− (δ − 1)] = 2δ − ⌊
4δ + 1
3
⌋ > 1
and thus, us has at least two positive neighbors on C. It follows that C has a
chord which implies, in view of Lemma 9.10, that D[V (C)− um] is strong for an
index 1 ≤ m ≤ s.
If D[V (C) − um] is strong for an index m 6= 1, let C
′ be a Hamiltonian cycle of
D[V (C) − um]. Note that |N
+(xr−1, C
′)| ≥ 1. In view of Lemma 9.11 it follows
that xr−1 belongs to a cycle of length |V (C
′)|+1 = |V (C)|, a contradiction to the
choice of C.
So assume that m = 1 and that D[V (C)− ui] is not strong for every index i > 1.
Then the only in-neighbor of us on C is us−1 and the only out-neighbor of xr−1
on C is u1. Since δ ≥ 3 and |V (D)− V (C)− {xr−1}| = ⌊
4δ+1
3
⌋ − 1, it follows that
|N+(xr−1)− {xr−1}|+ |N
−(vs)− {xr−1}| ≥ 2δ − 2
> ⌊
4δ + 1
3
⌋ − 1
= |V (D)− V (C)− {xr−1}|
and thus, there exists a vertex z /∈ V (C) such that xr−1 → z → vs. Moreover, we
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observe that
|N−(xr−1, C
′)| ≥ δ − (⌊
4δ + 1
3
⌋ − δ) = 2δ − ⌊
4δ + 1
3
⌋ > 1.
Hence xr−1 has a negative neighbor on C
′ besides vs. Let C
′ = v2v3 . . . vsv2 be a
Hamiltonian cycle of D[V (C)− u1] such that vs = us. We consider three subcases
depending on the negative neighborhood of xr−1 on C
′.
Subcase 2.1. Suppose that vs−2 → xr−1. Then
xr−1zC
′[vs, vs−2]xr−1
is a cycle of length n− ⌊4δ+1
3
⌋ through xr−1, a contradiction.
Subcase 2.2. Suppose that vs−2 6→ xr−1 and that there exists a vertex v 6= vs−1
in C ′ that dominates xr−1. Let 2 ≤ t ≤ s − 3 be the greatest index such that
vt → xr−1. We consider the cycle
C∗ = xr−1zC
′[vs, vt]xr−1.
If vs−1 6→ C
∗, the cycle C∗ can be extended by vs−1. Since vs−2 6→ xr−1 and
because of the choice of t none of the vertices vs−2, vs−3, . . . , vt+2 dominates xr−1.
It follows that we can insert these vertices one after the other in C∗, leading to a
cycle of length n− ⌊4δ+1
3
⌋ that includes xr−1.
So assume that vs−1 → C
∗. Then v2v3 . . . vs−1v2 is a cycle in D and u1 has a
positive neighbor on this cycle. If u1 can be inserted in v2v3 . . . vs−1v2, the digraph
D[V (C)− us] is strong, a contradiction. Hence u1 → {v2, v3, . . . , vs−1}. But then
xr−1u1C
′[v2, vs−1]xr−1
is a cycle of length n− ⌊4δ+1
3
⌋ through xr−1, again a contradiction.
Subcase 2.3. Suppose that N−(xr−1, C
′) = {vs−1, vs}. Note that u1 has a positive
neighbor on C ′, say u1 → vq, where 2 ≤ q ≤ s− 1. We consider the cycle
C∗ = xr−1u1C
′[vq, vs−1]xr−1.
If q = 2, the cycle C∗ is a cycle of length n−⌊4δ+1
3
⌋ through xr−1. So assume that
q ≥ 3. Due to our assumption none of the vertices vq−1, vq−2, . . . , v2 dominates C
∗.
Therefore we can insert these vertices one after the other in C∗, leading to a cycle
of length n − ⌊4δ+1
3
⌋ that includes xr−1. This final contradiction completes the
proof of Subcase 2.3 and of this theorem.
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Combining Theorems 9.3 and 9.14 we are now able to solve Conjecture 9.9 in
positive.
Corollary 9.15. Let D be a strong in-tournament of order n such that 3 ≤ δ ≤
8n−17
31
. Then D is fully (n− ⌊4δ+1
3
⌋)-extendable.
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Index
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T ∗in, 77
T ∗loc, 76
T ∗∗in , 77
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multipartite tournament, 6
negative neighbor, 2
negative neighborhood, 2
non-separating vertex, 4
order, 1
out-branching, 4
out-degree, 2
out-neighbor, 2
out-neighborhood, 2
pancyclic, 3
path, 2
path-mergeable, 3
positive neighbor, 2
positive neighborhood, 2
predecessor, 3
quasi-transitive digraph, 6
regular, 2
round decomposition, 7
round digraph, 7
round labeling, 7
round-decomposable, 7
semicomplete, 4
semicomplete decomposition, 8
separating set, 4
separating vertex, 4
size, 1
spanning subdigraph, 1
strong component, 4
strong component digraph, 4
strong decomposition, 8
strongly connected, strong, 4
subdigraph, 1
successor, 3
superdigraph, 1
terminal strong component, 4
terminal vertex of a path, 3
tournament, 4
traceable arc, 3
traceable digraph, 3
transitive, 4
vertex pancyclic, 3
vertex set, 1
weakly domination, 2
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