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Abstract
We study a ferromagnetic suspension or a suspension of magnetic nanoparticles in an
anisotropic nematic medium, in three different one-dimensional variational settings,
ordered in terms of increasing complexity. The three models are featured by a
nematic energy, a magnetic energy and a magneto-nematic coupling energy and the
experimentally observed patterns are modelled as local or global energy minimizers.
We numerically observe polydomains with distinct states of magnetization for weak
to moderate magneto-nematic coupling in our models. We demonstrate that these
polydomains are stabilised by lowering the temperature (as in Mertelj et al., 2013)
and that the polydomain structures lose stability as the magneto-nematic coupling
increases. Some exact solutions for prototypical situations are also obtained.
Keywords: Ferronematics, Landau-de Gennes, Quenching, Polydomains,
Magneto-Nematic Coupling
1. Introduction
Nematic liquid crystals (NLCs) are classical examples of anisotropic materials
with long-range orientational ordering or “special” directions of preferred averaged
molecular alignment, referred to as directors [1]. The presence of special directions
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implies that NLCs have an anisotropic response to external stimuli and are hence,
highly sensitive to external fields; indeed their sensitivity to light and electric fields
is one of the major reasons for their widespread applications in the display industry.
However, the NLC response to magnetic fields is relatively weak e.g. fields larger
than 1 kOe are needed to reorient nematic molecules [1–3]. In the 1970’s, Brochard
and de Gennes suggested that the addition of ferromagnetic particles to a nematic
suspension could substantially increase the magnetic susceptibility of the suspension
and there was subsequent experimental work by Rault, Cladis, and Burger [3, 4].
There are two key factors that determine the properties of a ferromagnetic suspen-
sion - the mechanical coupling between the ferromagnetic nanoparticles and the NLC
and the stability of the suspension, so that the nanoparticles do not coagulate. In the
low volume fraction limit of the suspended nanoparticles, it is reasonable to assume
that the nanoparticles do not form clusters and therefore, treat the nematic order
and the averaged/macroscopic magnetic moment of the suspended nanoparticles as
continuous variables [5].
Our work is largely motivated by the experimental results on stable ferronematic
suspensions reported in [6] which considered magnetic platelets suspended in an
anisotropic NLC medium. In the absence of external fields, the magnetic moments of
the nanoparticles interact with the NLC through surface anchoring and the magnetic
moments of the nanoparticles tend to align with the nematic directors via these
surface-mediated interactions, resulting in an averaged spatial magnetization in the
domain [5]. In confined geometries, the nematic director and averaged magnetization
can be tailored through confinement and temperature-induced effects and our paper
is based on such a model problem.
We study a suspension of ferromagnetic nanoparticles (platelets as in [6]) in a
NLC-filled long channel, in the dilute limit of small volume fraction. We take the
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geometry to be a two-dimensional channel
Ω =
{
(x, y) ∈ R2 : 0 ≤ y ≤ d;−L ≤ x ≤ L}
such that L  d. We assume that the structural characteristics only vary in the
y-direction so that the system is invariant in the x-direction. This is a reasonable
assumption for a long, thin system with certain types of boundary conditions. The
channel dimensions are assumed to be on the micron scale and the platelets have
dimensions on the nanometer scale, with platelet thickness much smaller than the
diameter.
There are two main macroscopic variables - the nematic order parameter that
contains information about the orientational anisotropy and the magnetization vec-
tor, M= fMsm, which is the spatially averaged magnetic moment of the suspended
nanoparticles (where f is the volume fraction, Ms is the saturation value of |M|
and m is a unit-vector). The magnetization M is induced by the alignment of the
moments of the magnetic nanoparticles in an anisotropic nematic medium for a suf-
ficiently high concentration of nanoparticles, without an external magnetic field H.
In both cases, the magnitude of the order parameter reflects the degree of ordering
and the directional anisotropy is captured by the normalised order parameter. We
follow the modelling approach of Burylov and Raikher [7] and model the equilib-
rium experimentally observable configurations as local or global minimizers of an
appropriately defined energy.
We can model the nematic order parameter at two levels - (i) as a two-dimensional
unit-vector n = (n1, n2) such that n
2
1 +n
2
2 = 1, referred to as the Oseen-Frank direc-
tor or as a (ii) two-dimensional Landau-de Gennes (LdG) Q-tensor order parameter
which is a symmetric, traceless 2 × 2 matrix with two degrees of freedom [8]. In
the Oseen-Frank model, n models the physically distinguished direction of molec-
ular alignment in the sense that all directions perpendicular to n are physically
equivalent, and in the LdG model, the Q-tensor has two orthogonal eigenvectors
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and the eigenvector with the largest positive eigenvalue can be interpreted as the
“director”. The magnitude of the LdG order parameter is a measure of the degree
of orientational ordering, e.g. Q = 0 describes the disordered isotropic state [1].
The magnetization M is modelled as a two-dimensional vector M = (M1,M2) with
constant or variable magnitude, dependng on the modelling assumption.
We work with three different models ordered in terms of decreasing complexity
- (i) the two-dimensional Landau-de Gennes model with M of variable magnitude;
(ii) the Oseen-Frank model with M of variable magnitude and (iii) the Oseen-Frank
model with M of constant magnitude. The first model is the most comprehensive
and can account for polydomain structures in both the nematic and magnetic order;
the second can only account for polydomain structures in magnetic order whilst the
third cannot account for domain walls at all. We work in the absence of any magnetic
fields i.e. with H = 0; this could be a good approximation to stable spatial patterns
with weak magnetic fields although the asymptotics should be carefully studied. We
work with Dirichlet boundary conditions for the nematic order parameter and M
on the bounding surfaces i.e. treat this to be a one-dimensional problem with two
bounding surfaces. Dirichlet conditions for the nematic order parameter are widely
used and can usually be induced by an appropriate treatment of the boundaries.
We largely choose Dirichlet conditions for the nematic order parameter so as to en-
force planar boundary conditions on one surface and homeotropic/normal boundary
conditions on the other surface. The nanoparticles on the boundaries are treated so
as to induce a fixed alignment with respect to the nematic molecules and this fixed
alignment of the long axes of the nanoparticles translates to Dirichlet conditions for
M - this corresponds to the strong anchoring limit of the coupling energy proposed
by Burylov and Raikher.
In all cases, the free energy has three contributions: the nematic energy, the
magnetic energy and the magneto-nematic coupling energy proposed by Burylov
4
and Raikher. The coupling energy originates from the NLC coupling to the ferro-
magnetic nanoparticles through surface anchoring and we work in the soft anchoring
limit, as proposed by Burylov and Raikher, which can account for a rich variety of
anchoring and physically relevant solutions. The precise nature of the anchoring
depends on the properties of the NLC medium and the nanoparticles but we assume
that the nematic molecules prefer to co-align with the long axes of the nanoparti-
cles. For the most comprehensive model based on the LdG theory for NLCs, the free
energy consists of a LdG energy (which is the sum of a bulk potential that enforces
a preferred degree of orientational anisotropy in the bulk and a one-constant elastic
energy that penalizes spatial inhomogeneities in the nematic order parameter), an
analogous magnetic energy which is the sum of a potential that enforces a preferred
value of |M| in the bulk and a one-constant elastic energy density and the magneto-
nematic coupling energy as described above. For the second model, referred to as
the Oseen-Frank model with M of variable magnitude, the nematic order parameter
is a single distinguished direction that describes the preferred direction of alignment
of the nematic molecules and we can recover the second model from the first in the
limit of vanishing elastic constant for the LdG energy. The third model, referred to
as the Oseen-Frank model with M of constant magnitude, can be recovered from
the LdG model in the limits of vanishing elastic constants for both the nematic
and magnetic energies. In this limit, the energy minimization can be viewed as a
constrained minimization problem, where the admissible configurations are minima
of the nematic and magnetic bulk potentials respectively and these bulk minimizers
have constant magnitude i.e. we minimize over nematic and magnetic order param-
eters of constant magnitude corresponding to minimizers of the bulk potentials and
hence, the nematic order parameter is the Oseen-Frank director of unit length and
the magnetic order parameter, M, is taken to have constant magnitude.
The main emphasis of our work is a numerical computation of the stable config-
5
urations in this coupled system using variational methods, with special emphasis on
disordered nematic regions with Q = 0 and regions of zero |M|. In our modelling
framework, the disordered nematic regions or the regions of zero |M| define phase
boundaries between regions of distinct nematic order and distinct magnetizations.
Indeed, they qualitatively explain the experimentally observed polydomains of dis-
tinct magnetizations in absence of external magnetic field observed in the paper by
[6]. We study the stability of these polydomains as a function of the NLC elas-
tic constant, the parameters of the magnetic energy and importantly, the strength
of the magneto-nematic coupling. In fact, the stability and persistence of these
polydomains can be tuned by the geometry, the boundary conditions, the NLC pa-
rameters, the properties of the nanoparticle and the mechanical coupling between
the two effects and our study is only a first step on those lines. As a by-product of
the equilibrium analysis in the three frameworks, we employ a simple gradient-flow
model to study the dynamic evolution of the polydomains as a function of the tem-
perature. It is expected that polydomains are stabilised at lower temperatures and
the “quenching” or rapid cooling in absence of external magnetic field can efficiently
order the polydomains, as corroborated by the experimental observations in [6]. We
provide a qualitative understanding of these effects. The methods in this paper can
be readily generalised to experiments with magnetic fields [9] to qualitatively and
quantitatively model the magneto-optic response of ferronematics [10].
The paper is organised as follows. In Section 2-4, we study equilibrium solutions
and how they can be manipulated by the model parameters (with emphasis on the
strength of the magneto-nematic coupling) in three different frameworks. In Section
4, we numerically study the stability of the polydomains and provide a numerical
demonstration of the quenching effect reported in [6]. We present some conclusions
and directions for future work in Section 5.
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2. The Oseen-Frank Model with Constant Magnetization
As stated in the Introduction, we study the stable spatial patterns as local or
global minimizers of an appropriately defined continuum energy in three different
frameworks, ordered in terms of increasing complexity. The first model is the sim-
plest one with an Oseen-Frank director and a magnetization vector of constant
magnitude, with zero applied magnetic field. The simplest form of the correspond-
ing free energy density per unit area, for n = (cosϕ, sinϕ), M = M (cosψ, sinψ)
(with constant M) is [7] -
f1 (ϕ, ψ) :=
K
2
(
dϕ
dy
)2
+
κ
2
(
dψ
dy
)2
− γM
2
2
cos2 (ϕ− ψ) (2.1)
where K > 0 is the usual Oseen-Frank elastic constant in the one-constant approxi-
mation, κ > 0 is an analogous elastic constant penalizing spatial inhomogeneities in
M and γ > 0 is a coupling constant that depends on subtle anchoring properties of
the nematic molecules on the nanoparticle surface, the nanoparticle concentration
and nanoparticle sizes [7]. The coupling energy is minimized for n and M parallel
to one another, since γ > 0; this is a system-dependent property and one could
conceive of situations where the coupling energy is minimized for n and M perpen-
dicular to one another etc. The framework is easily adapted to other choices of the
magneto-nematic coupling energy.
We non-dimensionalise (2.1) by using the following scalings and dimensionless
variables- y
′
= y/d, f
′
1 = f1/(γM
2/2), c1 = (γd
2M2)/(2K), c2 = (γd
2M2)/(2κ) so
that the re-scaled energy density f
′
1 is given by
f
′
1 =
1
2c1
(
dϕ
dy′
)2
+
1
2c2
(
dψ
dy′
)2
− cos2 (ϕ− ψ) . (2.2)
Dropping the primes, the corresponding Euler-Lagrange equations can be written
as:
d2ϕ
dy2
= c1 sin 2 (ϕ− ψ)
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d2ψ
dy2
= −c2 sin 2 (ϕ− ψ) (2.3)
subject to Dirichlet boundary conditions for ϕ and ψ on y = 0 and y = 1. We can
make two immediate comments on the solutions of (2.3); namely that for c1 and c2
small or equivalently for weak magneto-nematic coupling, the solutions can be well
approximated by solutions of d2ϕ/dy2 = d2ψ/dy2 = 0 with the magneto-nematic
coupling term as a small perturbation. In the opposite limit of large c1 and c2,
ϕ ≈ ψ almost everywhere to minimize the coupling energy in (2.1). We can also
note that, if (ϕ¯, ψ¯) is the solution set of (2.3), then -(ϕ¯, ψ¯) is also a solution for
the equations. According to reported values in [9], the elastic constant κ is usually
several orders of magnitude smaller than K and hence, we would expect c1  c2 for
physically relevant scenarios.
We illustrate these concepts below with some numerical computations. All nu-
merical computations are carried out in COMSOL [11] and MATLAB.
In Figure 1, we numerically solve equations (2.3) subject to ϕ = 0 on y = 0,
ϕ = pi/2 on y = 1 and ψ = 0 on y = 0, 1. This describes a situation with planar
nematic anchoring, n = (1, 0) on y = 0 and homeotropic anchoring, n = (0, 1) on
y = 1. The corresponding boundary conditions for M are M = (1, 0) on y = 0 and
y = 1. We consider three different values of c1 and for each value of c1, we plot
ϕ and ψ for three different values of c2. For small values of c1, the profile of ϕ is
linear and for small values of c2, ψ is approximately zero everywhere. For increasing
values of c1 and c2, the profiles of ϕ and ψ approach each other asymptotically near
y = 0; however, they cannot agree everywhere because of the incompatible Dirichlet
conditions at y = 1. In Figure 2, we plot the solutions for ϕ and ψ with ϕ = ψ = 0
at y = 0 and ϕ = ψ = pi/2 at y = 1. It is relatively straightforward to check that
we have a branch of solutions with ϕ(y) = ψ(y) for 0 ≤ y ≤ 1, for all values of c1
and c2, as illustrated by the numerical simulations.
One can also derive exact solutions for the ordinary differential equations (2.3)
8
c2=0.1 c2=1 c2=10
c2=0.1 c2=1 c2=10
c2=0.1 c2=1 c2=10
(b)
(c)
(a)
Figure 1: Solutions of (2.3) under boundary conditions: ϕ = 0 at y = 0, ϕ = pi/2 at y = 1 and
ψ = 0 at y = 0, 1. The plots are for (a) c1 = 0.1, (b) c1 = 1 and (c) c1 = 10. For each value of c1,
the solutions are obtained for three different values of c2 = 0.1, 1 and 10. The arrow plots show
variation in n (blue) and M (red) along the y-axis.
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c2=0.1 c2=1 c2=10
Figure 2: Solutions of (2.3) under boundary conditions: ϕ = ψ = 0 at y = 0 and ϕ = ψ = pi/2
at y = 1. The plots are for c1 = 10 and c2 = 0.1, 1 and 10. We obtain linear solutions such that
ϕ = ψ for all values of c1 and c2.
as shown below. Let θ = ϕ− ψ and q = c2ϕ+ c1ψ; then
d2θ
dy2
= (c1 + c2) sin 2θ
d2q
dy2
= 0 (2.4)
subject to Dirichlet conditions, θ(0) = ϕ(0) − ψ(0) and θ(1) = ϕ(1) − ψ(1) and
q(0) = c2ϕ(0) + c1ψ(0), q(1) = c2ϕ(1) + c1ψ(1). It is easily checked that
q = ay + b
for
a = (q(1)− q(0)) ; b = q(0).
Regarding θ, one can check that the first ordinary differential equation is equivalent
to (
dθ
dy
)2
+ 2 (c1 + c2) cos
2 θ = C (2.5)
for some constant C determined by∫ θ(1)
θ(0)
dθ√C − 2(c1 + c2) cos2 θ = ±1, (2.6)
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the sign depending on whether we seek monotonically increasing or decreasing solu-
tions for θ (i.e. if θ(0) < θ(1) or if θ(0) > θ(1)). If θ(0) = θ(1), then there may be an
intermediate stationary point and that case can be dealt with by similar methods by
assuming that the stationary point is located at y = 1/2 and we have a symmetric
profile. Once C is fixed by (2.6), we can compute θ in terms of special functions such
as complete elliptic integrals K(m) and Jacobi elliptic function sn(Y; m) [12, 13].
Defining m = 2(c1 + c2)/C and Y = K(m)−
√Cy, the exact solution of (2.5) can be
written as
θ (y) = arccos (sn (Y ;m)) . (2.7)
One can check that the exact solutions in (2.7) coincide with the numerical solutions
computed above for the same sets of boundary conditions. We can use similar meth-
ods to compute exact solutions for ϕ and ψ with multiple turning points although
such solutions are expected to have higher energies than the numerically reported
solutions here.
3. The Oseen-Frank Model with Variable Magnetization
For the second model, we employ the nematic director, n = (cosϕ, sinϕ) and the
magnetization vector M = (M1,M2) without the assumption of |M| = M constant.
One potential benefit of this approach is that it allows us to study nodal lines of M
or regions of zero magnetization and novel solutions for ϕ. The corresponding free
energy density is
f2 (ϕ,M1,M2) :=
K
2
(
dϕ
dy
)2
+
κ
2
((
dM1
dy
)2
+
(
dM2
dy
)2)
+
α
2
M ·M+
+
β
4
(M ·M)2 − γ
2
(M1 cosϕ+M2 sinϕ)
2 . (3.1)
Here K > 0 is the nematic elastic constant, α is a temperature-dependent pa-
rameter and β > 0 is material dependent constant that dictate the preferred value
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of |M| in the bulk (see [14] for similar examples of Landau energies), κ > 0 is
an elastic constant that penalises spatial inhomogeneities in M and γ > 0 is the
magneto-nematic coupling constant as before. We work with α < 0 so that a non-
zero |M| is preferred in the bulk. We re-scale the energy density using y′ = y/d,
M
′
1 = cmM1, M
′
2 = cmM2 where cm =
√
β/|α| to get the re-scaled energy density
(omitting the hyphens for brevity)
f2 (ϕ,M1,M2) :=
`1
2
(
dϕ
dy
)2
+
1
c
[
`2
((
dM1
dy
)2
+
(
dM2
dy
)2)
−M ·M+
+
1
2
(M ·M)2
]
− (M1 cosϕ+M2 sinϕ)2 (3.2)
where
c =
γ
|α| ; `1 =
2βK
|α|γd2 ; `2 =
κ
|α|d2 .
The corresponding Euler-Lagrange equations are:
`1
d2ϕ
dy2
=
(
M21 −M22
)
sin 2ϕ− 2M1M2 cos 2ϕ,
`2
d2M1
dy2
= −M1 +
(
M21 +M
2
2
)
M1 − c cosϕ (M1 cosϕ+M2 sinϕ) ,
`2
d2M2
dy2
= −M2 +
(
M21 +M
2
2
)
M2 − c sinϕ (M1 cosϕ+M2 sinϕ) . (3.3)
We can derive an alternative formulation by using M1 = M cosψ, M2 = M sinψ,
the Euler-Lagrange equations (3.3) can be re-written as
`1
d2ϕ
dy2
= M2 sin 2 (ϕ− ψ) ,
`2
(
M
d2ψ
dy2
+ 2
dM
dy
dψ
dy
)
= −cM
2
sin 2 (ϕ− ψ) ,
`2
(
d2M
dy2
−M
(
dψ
dy
)2)
= −M +M3 − cM
2
(1 + cos 2 (ϕ− ψ)) . (3.4)
The Ginzburg-Landau parallelism can be seen more clearly by writingM = M exp (iψ),
so that the partial differential equations for M1 and M2 can be combined to give
`2Myy = −
(
1 +
c
2
)
M+ |M|2M− c
2
M exp (2i (φ− ψ)) . (3.5)
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One can check that for Dirichlet conditions, ϕ(0) = ψ(0), ϕ(1) = ψ(1) and
M(0) = M(1) = M∗, we have a branch of solutions of (3.4) given by
ϕ = ψ = ay + b; M = M∗ constant (3.6)
with constants a and b being determined by the boundary conditions and M∗ being
determined by the roots of the cubic polynomial
M
(
1− a2`2
)−M3 + cM = 0 (3.7)
such that
M∗ = 0,±
√
1 + c− `2a2
provided c > `2a
2 − 1.
(a) (b)
Figure 3: Solutions of (3.3) under boundary conditions: ϕ(0) = 0, ϕ(1) = pi/2, M(0) = (−1, 0)
and M(1) = (1, 0) for two distinguishing limits (a) Ginzburg-Landau limit (`1 = `2 = 0.01 and
c = 0.001) and (b) Laplace limit (`1 = `2 = 10 and c = 10). The arrow plots show variation in n
(blue) and M (red) along the y-axis.
There are two distinguished limits to be considered. The first limit is the
Ginzburg-Landau limit for when `1, `2  1 and c is very small. This is analo-
gous to the  → 0 limit in the Ginzburg-Landau theory for superconductivity [15]
that coerces |M| → 1 almost everywhere and M1 and M2 to be solutions of
d2M1
dy2
=
d2M2
dy2
= 0 (3.8)
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subject to the boundary conditions and the unit length constraint. The values for
α and β are not frequently reported but γ can be as large as 100 in appropriate
units (see [9]) whilst d ∼ 10−6m, K and κ have very small magnitudes in their
respective units, so that we expect `1, `2  1 and the Ginzburg-Landau limit to be
the physically relevant limit. In Figure 3(a), we plot M for ϕ(0) = 0, ϕ(1) = pi/2,
M(0) = (−1, 0) and M(1) = (1, 0) for `1 = `2 = 0.01 and c = 0.001. We clearly see
that |M| ≈ 1 almost everywhere, the profile of M1 is approximately linear and M2
has a parabolic profile to compensate for the fact that M1 cannot have unit norm
everywhere. The profile of ϕ is not linear since the dominant term is the forcing
term (M21 −M22 ) sin 2ϕ+ 2M1M2 cos 2ϕ, which is non-zero.
(a) (b) (c)
Figure 4: Solutions of (3.3) under boundary conditions ϕ(0) = 0, ϕ(1) = pi/2, M(0) = (−1, 0) and
M(1) = (1, 0). The solutions are obtained for `1 = `2 = 0.1 and three different values of c: (a)
c = 0.1, (b) c = 1 and (c) c = 10.
The second distinguished limit is the Laplace limit for large `1 and `2. In this
limit, the leading order solutions are solutions of the second order ordinary differ-
ential equations;
d2ϕ
dy2
=
d2M1
dy2
=
d2M2
dy2
= 0
subject to the imposed boundary conditions. The numerics suggest that the Laplace
limit is valid for `1, `2 ≥ max {c1, c2, 1} although this needs to be more systematically
studied. In Figure 3(b), we plot the solutions for M with `1 = `2 = 10 and c = 10,
with ϕ(0) = 0, ϕ(1) = pi/2, M(0) = (−1, 0) and M(1) = (1, 0). We see that the
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solution profile for ϕ is linear as expected under the Laplace limit, as is the plot for
M1 whereas M2 is identically zero within numerical approximation. In this limit,
there is a distinct wall of zero magnetization at y ' 1/2 which cannot be captured
by the Oseen-Frank model with constant magnetization.
In Figure 4, we plot the M profiles for `1 = `2 = 0.1 and three different values
of c, for ϕ(0) = 0, ϕ(1) = pi/2, M(0) = (−1, 0) and M(1) = (1, 0). We see the
signature of the Laplace limit for |`1| = |`2| = |c| and as c increases relative to `1, `2,
M2 assumes non-trivial profiles and the M profiles get increasingly distorted.
Figure 5: Solutions of (3.3) under boundary conditions ϕ(0) = 0, ϕ(1) = pi/2, M(0) = (1, 0) and
M(1) = (0, 1) for `1 = `2 = 0.1 and c = 10.
In Figure 5, we plot the ϕ and M profiles for ϕ(0) = 0, ϕ(1) = pi/2; M(0) = (1, 0)
and M(1) = (0, 1). This corresponds to the same boundary conditions for ϕ and
ψ at y = 0 and y = 1. We observe that |M| tends to a constant in the middle of
the sample although we have not carried out exhaustive simulations to deduce if
this may be a generic feature of the solutions. In general, there is no reason why
|M| should be a constant or why |M|= M∗ (where M∗ is given by (3.7)) on the
boundaries. A further possibility is that solutions with constant |M| may not be
energetically minimal and the numerical algorithms can converge to solutions with
lower energies. We do not explore the class of solutions defined by (3.6) and (3.7)
in great detail in this manuscript.
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4. The Landau-de Gennes Model with Variable Magnetization
In the Landau-de Gennes framework, we model the state of the nematic by
a tensor order parameter which contains information about both the degree and
directions of orientational ordering. We work in a reduced two-dimensional Landau-
de Gennes framework for which the order parameter is a symmetric, traceless 2× 2
matrix [8] i.e.
Q = s
(
n⊗ n− I2
2
)
(4.1)
where n = (cosϕ, sinϕ), s is a scalar order parameter that measures the degree of
order about n and I2 is the 2 × 2 identity matrix. This order parameter has two
degrees of freedom
Q11 =
s
2
cos 2ϕ; Q12 =
s
2
sin 2ϕ. (4.2)
The Landau-de Gennes free energy density with a magneto-nematic coupling
term is given by
f3 (Q11, Q12,M1,M2) := fnem +
α
2
|M|2 + β
4
|M|4 + κ
2
(
dM
dy
)2
− γ
2
MiQijMj (4.3)
where Qij are the Landau-de Gennes order parameter components with i, j = 1, 2.
The contribution of higher order magneto-nematic coupling terms are not considered
as the cubic coupling (∼ γ) is sufficient to induce magneto-nematic ordering [16]. We
take α < 0 so that we have preferred non-zero |M| in the bulk. The nematic energy
density, fnem, is the usual Landau-de Gennes free energy density in two dimensions
fnem =
A
2
|Q|2 + C
4
|Q|4 + L
2
(
dQ
dy
)2
; (4.4)
where |Q| =(tr Q2) 12 . We take A < 0 so that we work with low temperatures below
the supercooling temperature and C,L are positive material dependent constants
[8]. We note that the cubic term in the Landau-de Gennes bulk potential necessarily
vanishes for two-dimensional Q-tensors as in (4.1) and such reduced descriptions
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work well for severely confined systems, when the third dimension is much smaller
than the lateral dimensions [1, 8].
We employ the scalings Q
′
=
√
2C/|A| Q, M′ = √β/|α| M and y′ = y/d and
the re-scaled energy density (dropping the tildes) is (also see [8])
f3 (Q11, Q12,M1,M2) :=
1
c1
[
− (Q211 +Q212)+ 12 (Q211 +Q212)2 + `1
(
dQ
dy
)2]
+
+
1
c2
[
− (M21 +M22 )+ 12 (M21 +M2)2 + `2
(
dM
dy
)2]
−
−{Q11 (M21 −M22 )+ 2Q12M1M2} . (4.5)
The corresponding Euler-Lagrange equations are:
`1
d2Q11
dy2
= −Q11 +
(
Q211 +Q
2
12
)
Q11 − c1
2
(
M21 −M22
)
`1
d2Q12
dy2
= −Q12 +
(
Q211 +Q
2
12
)
Q12 − c1M1M2
`2
d2M1
dy2
= −M1 +
(
M21 +M
2
2
)
M1 − c2 (Q11M1 +Q12M2)
`2
d2M2
dy2
= −M2 +
(
M21 +M
2
2
)
M2 − c2 (Q12M1 −Q11M2) (4.6)
where
`1 =
L
d2|A| ; `2 =
κ
d2|α| ; c1 =
γ|α|
β|A|
√
C
2|A| ; c2 =
γ
|α|
√
|A|
2C
.
By making the transformations: Q11 = |Q| cosφ/
√
2;Q12 = |Q| sinφ/
√
2;M1 =
M cosψ; M2 = M sinψ in (4.6), one can verify that there exist a branch of solutions
given by
ϕ = ψ = ay + b; |Q| = Q∗ constant; M = M∗ constant (4.7)
for the Dirichlet conditions, |Q(0)| = |Q(1)| = Q∗, M(0) = M(1) = M∗ and φ = ψ
at y = 0, 1. The constants a and b can be set by the boundary conditions. The Q∗
is determined as the positive real root of cubic polynomial
Q3 − pQ−
√
2q = 0, (4.8)
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and is given by
Q∗ =
21/6p
31/3∆
+
∆
21/632/3
(4.9)
provided 27q2 > 2p3 where
p = 2 + c1c2 − 8a2`1; q = c1(1− a2`2); ∆ =
(
9q +
√
3 (27q2 − 2p3)
)1/3
.
The M∗ can then be obtained from the relation
M∗ =
√
c2Q∗√
2
+
q
c1
. (4.10)
(b)
(a)
Figure 6: Solutions of (4.6) under boundary conditions: Q11(0) = −1, Q11(1) = 1, Q12(0) =
Q12(1) = 0, M(0) = (−1, 0) and M(1) = (1, 0) for (a) Ginzburg-Landau limit (`1 = `2 = 0.01 and
c = 0.0001) and (b) Laplace limit (`1 = `2 = 10 and c = 10). The arrow plots show variation in n
(blue) and M (red) along the y-axis.
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As in Section 3, there are two distinguished limits for the solutions of the system
(4.6): the Ginzburg-Landau limit with very small `1, `2, c1, c2 that coerces |Q|, |M| ≈
1 almost everywhere; we illustrate this in Figure 6(a) where we plot Q = (Q11, Q12),
M = (M1,M2) with Q11(0) = −1, Q11(1) = 1, Q12(0) = Q12(1) = 0, M(0) =
(−1, 0) and M(1) = (1, 0), for `1 = `2 = 0.01 and c1 = c2 = 0.0001. The second
distinguished limit is the Laplace limit with large `1 and `2 for which the solutions
for Q and M are well approximated by solutions of the second order differential
equation, d2Q/dy2 = d2M/dy2 = 0 i.e. linear profiles subject to the imposed
boundary condition. In Figure 6(b), we plot the corresponding solution profiles
for `1 = `2 = 10 and provided the re-scaled elastic constants are sufficiently large
(in some cases, we only need `1, `2 ≥ c1, c2), we see linear solution profiles in the
so-called “Laplace limit” with Q12 and M2 identically zero. It is also relatively
straightforward to check that Q12 = M2 = 0 are solutions of the system (4.6) for all
values of `1, `2, c1, c2, provided they are compatible with the boundary conditions.
These solutions describe domain walls that separate two regions of distinct nematic
ordering or distinct magnetizations. In fact, such phase-separated solutions may
offer new physical and applications-oriented perspectives. Further, for solutions
with Q12 = M2 = 0, we have a branch of solutions with Q11 = M1 for c2 = c1/2,
provided Q11 and M1 have the same boundary conditions. As in the previous section,
we expect the Ginzburg-Landau limit to be the physically relevant limit based on
the relative magnitudes of the physical elastic constants and the Laplace limit to be
relevant for severely confined systems where d2 is comparable to material correlation
lengths, such as L/|A| or κ/|α|.
We illustrate these concepts in Figure 7 where we plot the solutions for Q and M
with c1 = c2 and `1 = `2 = 0.1 (with Q11 = −1,M1 = −1 at y = 0; Q11 = 1,M1 = 1
at y = 1, Q12 = M2 = 0 at y = 0 and y = 1). We plot the solutions for the case
c1 6= c2 in Figure 8. We get approximately linear profiles for cases Figure 7(a)-(b)
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(a)
(b)
(c)
Figure 7: Solutions of (4.6) under boundary conditions: Q11(0) = −1, Q11(1) = 1, Q12(0) =
Q12(1) = 0, M(0) = (−1, 0) and M(1) = (1, 0). The plots are for (a) c1 = c2 = 0.1, (b) c1 = c2 = 1
and (c) c1 = c2 = 10.
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and Figure 8 with Q12 = M2 = 0 everywhere except for case in Figure 7(c) defined
by coupling parameters, c1 = c2 = 10 with c1/`1 = 100, where we observe significant
distortion throughout the sample. The case in Figure 7(c) describes very strong
magneto-nematic coupling compared to the other parameters.
(a)
(b)
Figure 8: Solutions of (4.6) under boundary conditions: Q11(0) = −1, Q11(1) = 1, Q12(0) =
Q12(1) = 0, M(0) = (−1, 0) and M(1) = (1, 0). The solutions are obtained for the case c1 6= c2:
(a) c1 = 0.1, c2 = 1 and (b) c1 = 1,c2 = 0.1.
It is worth emphasizing that in the “Laplace limit” with Q12 = M2 = 0, the
solution profiles for Q and M necessarily have points with Q = (0, 0) and M = (0, 0)
since Q11 and M1 change sign at an interior point yQ, yM ∈ (0, 1). For example, if
Q = (−1, 0) at y = 0, then this describes homeotropic anchoring with ϕ = pi/2
on y = 0. If Q = (1, 0) at y = 1, then this describes planar anchoring with
ϕ = 0 on y = 1. Since Q12 is identically zero, we must have either ϕ = 0 or
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ϕ = pi/2 everywhere in the domain (refer to Equation 4.2). At yQ ∈ (0, 1), we
have Q11 (yQ) = Q12 (yQ) = 0 so that ϕ is not defined at yQ and there is a jump
discontinuity in the director profile regularised by |Q|= 0. This jump discontinuity
is an example of a domain wall that separates two distinct regions with ϕ = pi/2 on
one side of the discontinuity and ϕ = 0 on the other side of the discontinuity. In
general, yQ 6= yM so the domain walls need not be at the same location but numerical
results suggest that they occur close to one another. This could be a limitation of the
two-dimensional modelling approach since Q = (0, 0) describes a disordered nematic
domain wall in three dimensions and one might expect the magnetic nanoparticles
to migrate away from the disordered defect wall. Equally, nematic ordering is a long-
range effect and whilst the norm of the magnetization vector is small for |Q| = 0, it
need not be exactly zero so that some non-zero magnetization is retained.
Figure 9: Stability analysis for solutions with non-zero Q12 and M2 (in Fig. 7(c)) by using
gradient-flow method defined by (4.11) for parameters `1 = `2 = 0.1, c1 = c2 = 10 and µ = 5. The
small perturbation Q12(y, t = 0) = M2(y, 0) = 0.01y(1 − y) grows and converge to solutions with
non-zero Q12 and M2 for long-time (t ∼ 500).
Next, we discuss the stability of the solution branch with Q12 = M2 = 0 as
a function of the coupling parameters c1 and c2, for the boundary-value problem
considered in Figure 7. It is clear that we have a solution branch with Q12 = M2 = 0
for all values of `1, `2, c1, c2. The numerics suggest that this solution branch loses
22
stability for large c1 and c2. We can provide some heuristics to this effect. The
coupling energy is
−γMiQijMj = γs|M|2
(
1
2
− cos2 θnM
)
where θnM is the angle between the nematic director n and the magnetization vector
M (also see equations (4.1) and (4.2)). The coupling energy is clearly minimized if n
and M are perfectly aligned with each other. For solutions with Q12 = M2 = 0, we
have domain walls separating regions with ϕ = pi/2, M = (−1, 0) from regions with
ϕ = 0, M = (1, 0) and n and M are not aligned when ϕ = pi/2 and M = (−1, 0).
As c1 and c2 become larger, the energetic penalty for the mismatch between n and
M increases and hence, these domain walls are not preferred energetically and we
get solutions as in Figure 7(c), for which n and M tend to align with each other,
to minimize the dominant coupling energy. We also observe that in this case, |Q|
and |M| tend to constants in the middle of the cell, as in the previous model and
this constant is greater than the boundary values of |Q| and |M|. Referring to
[8], the maximum principle dictates that the maximum value of |Q| and |M| is
attained on the boundaries. In the Ginzburg-Landau and Laplace limits of these
coupled systems, the system is maximally ordered at the boundaries but for strongly
coupled systems as in Figure 7(c), the ordering seems to steadily increase in the bulk.
This warrants further investigation and interpretation in the future. We illustrate
this more conclusively by using the gradient flow model for the free energy in (4.3);
the gradient flow model is based on the principle that systems evolve to a state of
minimum energy or at least to a local energy minimizer according to the choice of
initial conditions [17, 18]. The governing partial differential equations are:
µ
∂Q11
∂t
= `1
d2Q11
dy2
+Q11 −
(
Q211 +Q
2
12
)
Q11 +
c1
2
(
M21 −M22
)
µ
∂Q12
∂t
= `1
d2Q12
dy2
+Q12 −
(
Q211 +Q
2
12
)
Q12 + c1M1M2
µ
∂M1
∂t
= `2
d2M1
dy2
+M1 −
(
M21 +M
2
2
)
M1 + c2 (Q11M1 +Q12M2)
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µ
∂M2
∂t
= `2
d2M2
dy2
+M2 −
(
M21 +M
2
2
)
M2 + c2 (Q12M1 −Q11M2) (4.11)
where µ > 0 is a positive constant. We take `1 = `2 = 0.1, c1 = c2 = 10 and µ = 5.
This is an initial boundary-value problem; the boundary conditions are as in Figure
7. We need to prescribe initial conditions too. For initial conditions with Q12 =
M2 = 0, the solutions of the system (4.11) have Q12 = M2 = 0 for all times. For
slightly perturbed initial conditions, for example with Q12(y, t = 0) = 0.01y(1 − y)
and M2 (y, t = 0) = 0.01y(1− y), the solutions distinctly converge to solutions with
non-zero Q12 and M2 for long-time, as illustrated in Figure 9.
Figure 10: Evolution of |Q| and |M| with rapid quenching of the system governed by (4.12) for
parameters µ = 1, g = 10, `1 = `2 = 0.1 and c1 = c2 = 1. The system transform from an initial
state of isotropic phase (small bulk values of |Q| and |M|) at a temperature T > max{Tnc , Tmc }
to a polydomain state for T < min{Tnc , Tmc }. The arrow plots show variation in n (blue) and M
(red) along the y-axis at time t = 2.
Finally, we look at the effects of temperature on polydomain formation in such
systems. In [6], experiments show that fast quenching the sample from an isotropic
state in the absence of a magnetic field produces a polydomain sample with two
opposing states of magnetization. We try to numerically reproduce the same effect
with a variable temperature parameter in the gradient-flow model in (4.11). The
temperature parameter is the coefficient of Q11, Q12,M1,M2 in (4.11); this parameter
can be modelled by a function A(t) = −g (2t− 1) for some positive constant g so
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that temperature decreases as time increases; lower temperatures favour domain
formation with greater ordering i.e. larger values of |Q| and |M|. A(t) is positive
at t = 0 so that the initial condition is relatively disordered with small bulk values
of |Q| and |M| for temperatures T > max{T nc , Tmc } where T nc and Tmc are critical
temperatures for nematic and magnetic materials respectively. As time increases,
A(t) becomes negative and this is expected to enhance the degree of ordering and
polydomain stabilisation for temperatures T < min{T nc , Tmc }. For typical materials
used in experiments, Tmc > T
n
c [19–24]. We take the boundary conditions to be
Q11 = −1, Q12 = 0;M1 = −1,M2 = 0 at y = 0
and
Q11 = 1, Q12 = 0;M1 = 1,M2 = 0 at y = 1.
We work with `1 = `2 = 0.1 and c1 = c2 = 1 i.e. relatively small values of the
coupling parameter that favour solutions with domain structures (the Laplace limit)
as suggested in Figure 10. The gradient-flow model with a variable temperature
parameter is given by:
µ
∂Q11
∂t
= `1
d2Q11
dy2
+ g (2t− 1)Q11 −
(
Q211 +Q
2
12
)
Q11 +
c1
2
(
M21 −M22
)
µ
∂Q12
∂t
= `1
d2Q12
dy2
+ g (2t− 1)Q12 −
(
Q211 +Q
2
12
)
Q12 + c1M1M2
µ
∂M1
∂t
= `2
d2M1
dy2
+ g (2t− 1)M1 −M2M1 + c2 (Q11M1 +Q12M2)
µ
∂M2
∂t
= `2
d2M2
dy2
+ g (2t− 1)M2 −M2M2 + c2 (Q12M1 −Q11M2) (4.12)
with g = 10. The initial condition is a solution of the Euler-Lagrange equations for
A(0) = 10 i.e. a solution of the system
`1
d2Q11
dy2
= 10Q11 +
(
Q211 +Q
2
12
)
Q11 − c1
2
(
M21 −M22
)
`1
d2Q12
dy2
= 10Q12 +
(
Q211 +Q
2
12
)
Q12 − c1M1M2
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`2
d2M1
dy2
= 10M1 +
(
M21 +M
2
2
)
M1 − c2 (Q11M1 +Q12M2)
`2
d2M2
dy2
= 10M2 +
(
M21 +M
2
2
)
M2 − c2 (Q12M1 −Q11M2) (4.13)
subject to the imposed boundary conditions. The numerical solutions for Q and M
have Q12 = M2 = 0 for all times and exhibit distinct points yQ where Q= (0, 0) and
yM where M= (0, 0). The point yM is a domain wall in a three-dimensional sample
that separates two distinct domains, with M= (−1, 0) and M= (1, 0) respectively.
For large times, |M| is larger in magnitude compared to |M| at t = 0 i.e. while
the polydomain structure is preserved for all times, the degree of ordering or align-
ment within a polydomain increases with time as temperature decreases, and we
observe well-developed polydomains with opposing states of magnetization induced
by lowering the temperature or equivalently, the “quenching” effect. This relatively
simple numerical experiment provides a theoretical and qualitative explanation for
the experimentally observed polydomains with opposing magnetizations in [6].
5. Conclusion
We study spatial pattern formation in a one-dimensional confined nematic system
with suspended magnetic nanoparticles, in three different variational frameworks -
(i) the simplest Oseen-Frank framework with constant magnetization; (ii) the Oseen-
Frank framework with variable magnetization that allows for domain walls in the
magnetization vector and (iii) a two-dimensional Landau-de Gennes framework that
allows for domain walls in both the nematic ordering and the magnetization, with
Dirichlet conditions for the nematic director and magnetization vector on the bound-
aries. Two-dimensional Landau-de Gennes models are reduced models that work
well for thin geometries; in this case, the three-dimensional domain would be a thin
infinite channel whose height is very small compared to the lateral dimensions in the
x and y-directions, with planar boundary conditions on the bounding surfaces in the
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xy-plane and Dirichlet conditions on the bounding surfaces in the xz-plane. This
model reduction can be rigorously justified using gamma-convergence techniques
[25]. All three models have key re-scaled material-dependent elastic constants and
re-scaled magneto-nematic coupling parameters. We discuss conditions under which
the nematic and averaged magnetization profiles follow each other, which could be
exploited to pattern nematic configurations using magnetic nanoparticles for desired
applications. Models (ii) and (iii) allow for variable order parameters in the mag-
netization (but not the nematic order parameter) and in both the nematic order
parameter and the magnetization respectively; they predict domain walls or phase
boundaries defined by |Q| = |M| = 0 for coupling constants smaller than or com-
parable to the elastic constants and in some cases, larger than the elastic constants
by an order of magnitude (in the dimensionless framework). The location of these
domain walls can be tailored or manipulated by choices of the re-scaled coupling
and elastic constants.
These domain walls qualitatively explain the experimentally observed polydo-
main structures, for example in [6]. Using a variable temperature parameter, we
also qualitatively explain stable polydomain formation as the temperature is lowered
and the polydomain formation is captured in terms of |Q| and |M|. We numerically
verify that these domain walls lose stability as the coupling constants increase in
magnitude. It is interesting that domain walls in M lose stability for c/l = 10 in
the second model (where we assume that `1 = `2) whilst they retain stability for
c/` = 10 in the third model (assuming that c1 = c2 and `1 = `2). As the domain
walls lose stability, we observe more uniform alignment between the nematic direc-
tor and the magnetization vector and this may correspond to uniformly dispersed
suspension of magnetic nanoparticles. The physically relevant range of values for
the re-scaled elastic constants and coupling constants (`1, `2, c1, c2) is clearly heavily
dependent on the NLC, the nanoparticles and the temperature. We will explore this
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in greater detail in future work.
We numerically study pattern formation in a system of magnetic nanoparticles
suspended in a nematic medium, in a simplified one-dimensional setting. The mod-
els, albeit simplified, illustrate how the alignment between magnetic nanoparticles
and the ambient nematic medium can be controlled by the elastic constants and
the coupling parameters, to yield different stable textures. Of course, the coupling
parameters need to be appropriately interpreted as in [7] but these relatively simple
models yield quantitative estimates for the range of values for the re-scaled coupling
and elastic constants that allow for polydomain formation. These predictions could
be used to interpret future experiments or even design new experiments on suspen-
sions of nanoparticles in nematic media. Equally, we will extend our work to more
realistic higher-dimensional models in the future to better capture the physics of the
magneto-nematic interactions, both with and without external magnetic fields, with
emphasis on manipulating the solution landscapes for desired properties e.g. can
nematic defect walls with |Q| = 0 trap nanoparticles or repel nanoparticles and how
can this response be tuned for future applications. We will report on these aspects
in future work.
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