In this paper, we investigate questions arising in Parsons and Geist (Bull Seismol Soc Am 102:1-11, 2012). Pseudo causal models connecting magnitudes and waiting times are considered, through generalized regression. We do use conditional model (magnitude given previous waiting time, and conversely) as an extension to joint distribution model described in Nikoloulopoulos and Karlis (Environmetrics 19: 251-269, 2008). On the one hand, we fit a Pareto distribution for earthquake magnitudes, where the tail index is a function of waiting time following previous earthquake; on the other hand, waiting times are modeled using a Gamma or a Weibull distribution, where parameters are functions of the magnitude of the previous earthquake. We use those two models, alternatively, to generate the dynamics of earthquake occurrence, and to estimate the probability of occurrence of several earthquakes within a year or a decade.
Introduction and motivation

Models for magnitude and occurrence process
The seismic gap hypothesis implies that earthquake hazard should be small immediately following the previous large earthquake, and should increase with time, since the last large event on certain fault or plate boundaries, see Benioff (1951) , Aki (1956) or McCann et al. (1979) for early works, and more recently, Thatcher (1989) , Kagan and Jackson (1991) , Nishenko and Sykes (1993) , or Kagan and Jackson (1995) . The idea behind the seismic gap hypothesis can be found in much earlier work. For instance, Gilbert (1909) considered a "rhythmic recurrence hypothesis" while Reid (1910) suggested that a large earthquake releases most of the stress in a given fault segment, and that further earthquakes are unlikely to occur until the stress is restored. For instance, Bakun and Lindh (1985) , Sieh et al. (1989) , Stein (1995 Stein ( , 2002 , Sieh (1996) , Murray and Segall (2002) , Kerr (2004) , Weldon et al. (2004) , Zhuang et al. (2002 Zhuang et al. ( , 2004 , Lombardi and Marzocchi (2007) , Wang et al. (2010) , Ogata and Katsura (1993) , and Weldon et al. (2004) mentioned temporal clustering of major earthquakes, with regular cycles and characteristic earthquakes.
The idea that earthquake processes can be a selforganized critical phenomenon has been mentioned by several authors (see Tang 1989 or Jensen 1998) . In this paper, we propose to model dynamics of large earthquakes, following the work initiated in Parsons and Geist (2012) . But since large earthquakes are rare, it is difficult to fit appropriate stochastic model. Our strategy is then to estimate models for medium-and large-sized earthquakes, linking magnitude of earthquakes and inter-occurrence durations, and then look at the implied dynamics on large ones.
Description of the dataset
In this paper, we use the ANSS Composite Earthquake Catalog, and selected data are in the Japanese area (see Fig. 1 ), in the ranges of longitude 121-155 • E, latitude • N, depth 0-100 km, from January 1, 1965 to June 30, 2012. There are 20,445 events in this dataset, with a magnitude higher than 2.7 (Fig. 2) . Following Christensen et al. (2002) , we shall keep all seismic events from this dataset, since "there seems to be no rigorous scientific method to distinguish whether an earthquake is a aftershock, because, according to this definition, the categorization depends on the lengths scale, magnitude, and time scale considered" , page 2509). Thus, all the observation will be considered, initially, in our study. But in order to have standard distributions for magnitude-for instance-small events will be removed from the dataset (and therefore, small aftershocks).
Structure of the paper
In Section 2, we will look at standard distributions to model magnitude of earthquakes or seismic moments (in Section 2.1), and standard distributions to model occurrence of earthquakes, and inter-time distribution (in Section 2.2). Those distributions have to be consistent with empirical observations from Omori (1894) or Gutenberg and Richter (1941) . But assuming that there is no interaction might be a strong assumption. Even assuming a single correlation might be in contradiction with Pacheco et al. (1992) , which suggested that from small to large earthquakes, the relationship frequency size should change. Note that conditional distributions are considered here, which is different from Nikoloulopoulos and Karlis (2008) where a copula approach is considered. The advantage is to focus on causal interactions more than correlation or dependence aspects. Thus, in Section 3, we will model magnitude of earthquakes as a function of time elapses since the previous earthquake. Using a Pareto model, the tail index will be a function of time elapsed. Then, in Section 4, we model waiting time before the next earthquake as a function of the magnitude of the previous earthquake. Since there is no universal distribution used in literature to model inter-occurrence durations, three models will be considered (inverse Gaussian, Gamma, and Weibull). Since we focus on events occurred on a small region, the causal relationship between time and magnitude and then magnitude and time should be valid. Then, in Section 5, we mention how to integrate covariates to improve the models. Finally, in Section 6, we use those models to generate scenarios of earthquakes over a century. From those scenarios, we focus only on large events, and describe the implied dynamics of earthquakes, from autocorrelations as in Parsons and Geist (2012) to distribution of the number of large events over a decade. Note that Parsons and Geist (2012) need to focus on worldwide earthquakes in order to have enough large earthquakes. In this paper, we focus on a smaller area (around Japan, see Fig. 1 ), and consider medium-sized earthquakes.
Temporal and size distributions of earthquakes
Statistical models for earthquakes are not new, since in the late nineteenth century, Omori (1894) studied temporal distribution, and half a century later, Gutenberg and Richter (1941) studied size distribution. In this section, we will recall standard models used to model inter-earthquakes durations, and magnitude of earthquakes. Recently, ETAS model (combining the Gutenberg-Richter law and the Omori law) has been widely studied (Gardner and Knopoff (1974) ; Udías and Rice (1975) ; Wang and Kuo (1998); and Ogata (1988a, b, 1999) ), but (only) one causal aspect is considered, where waiting times are functions of the magnitude of the previous earthquake. Bak et al. (2002) suggested a unified scaling law, followed by Christensen et al. (2002), and Corral (2003) . Corral (2004) , Corral and Christensen (2006) , or Davidsen and Goltz (2005) among others.
Seismic moment and magnitude distribution
The common idea is that the distribution of seismic magnitude of earthquakes should be consistent with Gutenberg-Richter relation-from Gutenberg and Richter (1941) -stating that the expected number of earthquakes exceeding a magnitude m ≥ m 0 should satisfy
where a is the logarithm of sample size for m ≥ m 0 and b is the coefficient that relates small and large earthquakes, and which is empirically usually close to 1 (see, e.g., Lomnitz (1994) ; Kagan (1993 Kagan ( , 2010 ; Utsu (1999) ; or Godano and Pingue (2000) ). From this expression, it is possible to derive a relationship for the logarithm of the probability to exceed some given magnitude m ≥ m 0 , which will be an affine function in m. Let S denote the seismic moment, i.e., (the seismic moment is here measured in Newton meter, see Kanamori (1977) or Rhoades (1996) ). The standard distribution used for seismic moment is then the Pareto distribution, since
where s 0 is a catalog threshold (cutoff). Some authors called this a power law (see Mega et al. 2003) . The density of the seismic moment is then
Note that in this case, the average size of an earthquake (in excess of s 0 ) is
Note that since the variable of interest is usually the magnitude, it might be interesting to observe that i.e.,
Note that a Pareto model on seismic moment means that the Magnitude has an exponential type distribution.
In this Pareto model, since s 0 (or equivalently m 0 ) is usually taken arbitrarily, one should denote in Eq. 2.4 β(m 0 ). The maximum likelihood estimator of the tail index is then where n earthquakes had a seismic moment larger than s 0 . This estimator is popular in the literature on extremal events as Hill estimator, from Hill (1975) .
On Fig. 3 are plotted estimators of the tail index coefficient β for different values of m 0 . The plain horizon line is β = 0.65 that is mentioned in Kagan (1991 Kagan ( , 2002a . Note that theoretical analysis of earthquake occurrence (Vere-Jones 1976 suggests that given its branching nature, the exponent β in the Pareto distribution of earthquake size distribution should be equal to 1/2. The same values of power-law exponents are derived for percolation and self-organized criticality (SOC) processes in a high-dimensional space (Kagan 1991 or Jensen 1998 .
Since seismic energy or seismic moment flux has to be finite, one should introduce an upper limit of magnitude s ∞ . Then, the distribution is a truncated Pareto one (see Wyss (1973) ; Knopoff and Kagan (1977) ; Kijko (2004); or Holschneider et al. (2011) ). In that case, the exceedance probability function becomes
It is possible to extend this distribution with an exponential taper applied to the cumulative number of events with seismic moment larger than s 0 (see, e.g., Vere-Jones et al. 2001), which yields a tapered Pareto distribution, Kagan (1991) or Main (2000) used a gamma distribution, where the exceedance probability function is proportional to
where
Occurrence process and inter-time distribution
The standard model for occurrence processes is the Poisson process (see Vere-Jones (1970 ) Shlien and Toksöz (1970 , Udías and Rice (1975) , Leonard et al. (2001) , Rundle et al. (2005) , and Langenbruch et al. (2011) ).
where λ > 0 is the rate parameter of this distribution. In that case, E(D) = λ −1 . But according to Omori's law-from Omori (1894)-the occurrence process should exhibit shortterm time dependence that can be observe in empirical data (see Kagan and Knopoff (1987a, b) ; Davis et al. (1989) ; Davis and Frohlich (1991); and Enescu et al. (2008) and reference therein). Thus, several authors have investigated laws for waiting times between earthquakes (or at least, seismic events), such as Parsons (2002 Parsons ( , 2008 , Carbone et al. (2005) , Huc and Main (2003) , Shcherbakov et al. (2005) , Corral (2006 Corral ( , 2007 , Hainzl et al. (2006) , Hainzl and Marsan (2008) , Lennartz et al. (2008) , Molchan (2005) , Savage (1994) , or Molchan and Kronrod (2007) .
An idea is to use an inverse Gaussian distribution, with density
where μ > 0 is the mean and λ > 0 is the shape parameter. In that case, E(D) = μ. Kagan and Knopoff (1987a) or Kagan (2011) suggested to use this distribution to describe the inter-earthquake time distribution. A motivation can be found also in Matthews et al. (2002) , since a "Brownian passagetime" property suggests this distribution for inter-time distribution. The Weibull distribution is the only distribution that has a scale-invariant hazard function, as motivated in Hagiwara (1974) , Rikitake (1974) , Newman et al. (2005) , Hasumi et al. (2009a , b, 2010 ), or Ramírez-Rojas et al. (2012 , just to mention the most recent articles. where k > 0 is the shape parameter and λ > 0 is the scale parameter of the distribution. In this case,
Note that if k = 1, D has an exponential distribution with mean λ −1 . The Gamma distribution has been suggested in Utsu (1984) 
where k > 0 is the shape parameter and θ > 0 is the scale parameter of the distribution. Here, E(D) = kθ. Note that if k = 1, D has an exponential distribution with mean θ . For convenience, it is possible to write the Gamma density as a function of the exponential family, namely
where E(D) = μ. Parameter φ is called dispersion.
Magnitude as a function of time before previous earthquake
In Section 2.1, we have mentioned that the standard model for the seismic moment is a Pareto distribution. Consider now a Pareto generalized linear model, where exceedance probability of the seismic moment is given by Magnitude of the previous earthquake Note that coefficients are significant for those three periods (and significantly different), see Fig. 6 . Since non-parametric models cannot be used to predict values outside the range of observations, a parametric model based on three time ranges has been fitted.
Inter-earthquake duration as a function of previous magnitude
Several distributions were mentioned in Section 2.2 to model the inter-earthquake duration: Weibull (Eq. D1), Gamma (Eq. D2), and inverse Gaussian (Eq. D3). For the three distribution, generalized linear models can be considered. Again, durations are here in days. and the predicted duration is here which is increasing in m. Nonparametric spline regressions will also be considered, i.e., D given M = m ·m]and φ = 2.030214, so that the predicted duration is here which is decreasing in m.The prediction can be visualized on Fig. 8 Finally, in the inverse Gaussian model, the conditional distribution of D given M = m is given by Eq. 2.8, where parameter μ is the function of the magnitude of the previous earthquake (while λ is assumed to be constant). Using maximum likelihood techniques, and a log link function, we obtain the following parameters,
so that the predicted duration is here which is decreasing in m. The prediction is extremely close to the one obtained with a Gamma regression.
Clearly, the Weibull model and the gamma-inverse Gaussian regressions model very different patterns: On the one hand, with the gamma-inverse Gaussian regressions, after a very large earthquake, one should expect events soon in the future (within a few hours). Those are clearly aftershocks. On the other hand, with the Weibull regression, we observe the energy release described in Bufe and Perkins (2005) for instance: following a very large earthquake, one should wait a long time before observing another event. The predicted value is rather similar after a small earthquake (36 h), but they are rather different for a large one: after an earthquake of size 8, the Weibull model suggest that the next event should occur in 10 days, while the Gamma model suggest 10 h. To have a statistical measure of the goodness of fit, Akaike information criterion and Bayesian information criterion (BIC) are given in Table 1 . The inverse Gaussian model is rejected because of the high values of AIC and BIC, but the other two models are-statisticallycomparable (even if the Gamma model provides a slightly better fit).
Modeling covariates
In the previous regression models, the only covariate that was considered was either the duration, or the magnitude, related to the previous quake (depending on the variable of interest). But several covariates can be used to improve the model (as discussed in (Atkinson et al. 1998 ) on geomorphology, or more recently, Bell et al. (2011) on volcanic eruptions, and references therein).
5.1 Using categorical covariates, e.g., the tectonic plate the previous earthquake was located on It is possible to use tectonic plates, for instance (see Fig. 9 ) of the previous quake as a explanatory variable. The proportion of quakes in each plate is given and if we use it as a covariate, the model is summarized in Tables 2 and 3. The prediction is given on Figs. 10 and 11. 5.2 Using continuous covariates, e.g., the distance to a fault of the previous earthquake or the depth
It is also possible to use other information related to the location of the previous earthquake, e.g., the distance to the border of the plate (which is usually a fault), or the depth of the earthquake (Table 4) . The closer the fault, the more likely some aftershock will be observed.
Implied dynamics of causal modeling
In order to describe the dynamics implied by these models, 1000 scenarios are generated over a century. The iterative process is the following: we start with average magnitude earthquake, then given that magnitude, we generate a waiting time before the occurrence of the next event. Then, given the time elapsed, we generate a magnitude. And then, given that magnitude, we generate a waiting time, etc. Three models have been considered here, as follows:
(B) As a benchmark, we generate independent events, independent magnitudes and independent inter-occurrence durations, from an exponential distribution (occurrence is then driven by a standard homogeneous Poisson process) (W) One model, with Pareto seismic moments (with three ranges for durations), and Weibull interoccurrence durations (linear in the previous magnitude), (G) One model, with Pareto seismic moments (with three ranges for durations), and Gamma interoccurrence durations (linear in the previous magnitude),
On Fig. 12 , one trajectory of those three models is plotted. In order to compare those models, the same set of uniform variates (used is the generation of conditional variables) is used.
The distribution of the number of large earthquakes, per year or per decade, where large is either larger than 7, 7.5, or 8, is plotted on Fig. 13 7 Influence of the area considered As a rule of thumb, M = 7 events may rupture 50 to 80 km from the fault, whereas an M = 8 might affect 150 to 400 km from the fault (see Parsons 2008) . Our main interest here is the region close to Tokyo, see Fig. 14. Three different scenarios are considered to compute the number of large events, per year or per decade:
• on Fig. 15 are estimated the distribution of the number of big earthquakes, per year of per decade, within 1000 km from Tokyo,
• on Fig. 16 within 250 km, • on Fig. 17 within 100 km.
A summary can be found on Fig. 18 where the probabilities to have-at least-two major earthquakes, close to Tokyo, per year (on the left) or per decade (on the right) is plotted. As expected, the kind of dependence we consider will have a strong impact on the distribution of the number of large earthquakes.
With the Weibull Pareto model, the probability of having two large earthquake is large, two times larger than a model with independence between duration and magnitude.
