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ABSTRACT 
Conventional methods for visual assessment of civil infrastructures have certain 
limitations, such as subjectivity of the collected data, long inspection time, and high cost of labor. 
Although some new technologies (i.e. robotic techniques) that are currently in practice can 
collect objective, quantified data, the inspector’s own expertise is still critical in many instances 
since these technologies are not designed to work interactively with human inspector. This study 
aims to create a smart, human-centered method that offers significant contributions to 
infrastructure inspection, maintenance, management practice, and safety for the bridge owners. 
By developing a smart Mixed Reality (MR) framework, which can be integrated into a wearable 
holographic headset device, a bridge inspector, for example, can automatically analyze a certain 
defect such as a crack that he or she sees on an element, display its dimension information in 
real-time along with the condition state. Such systems can potentially decrease the time and cost 
of infrastructure inspections by accelerating essential tasks of the inspector such as defect 
measurement, condition assessment and data processing to management systems. The human 
centered artificial intelligence (AI) will help the inspector collect more quantified and objective 
data while incorporating inspector’s professional judgment. This study explains in detail the 
described system and related methodologies of implementing attention guided semi-supervised 
deep learning into mixed reality technology, which interacts with the human inspector during 
assessment. Thereby, the inspector and the AI will collaborate/communicate for improved visual 
inspection.  
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CHAPTER ONE: INTRODUCTION 
Federal Highway Administration provides annual statistics on structurally deficient 
bridges. According to 2017 statistics, 54,560 bridges are structurally deficient among total 
number of 54,000 bridges [1]. Utilizing novel technologies for better management of such aged 
and deteriorated civil infrastructures is becoming more critical. To prevent the impending 
degradation of civil infrastructure, utilizing novel technologies for periodic inspection and 
assessment for long term monitoring is the most promising solution [2]. Although the inclination 
to use conventional inspection methods still persists, advanced sensing technologies have the 
ability to better understand the current condition with more resolution and accuracy [3]. 
Conventional methods for visual assessment of infrastructures have certain limitations, such as 
subjectivity of the collected data, long inspection time, and high cost of labor. On the other hand, 
imaging technologies allow collecting quantified data and performing objective condition 
assessment. These techniques are now receiving a breakthrough improvement with the 
employment of the state-of-the-art Artificial Intelligence (AI) models. Instead of post-processing 
of the collected inspection data, an AI system can detect the damages in real-time and analyze for 
condition assessment at a reasonable accuracy. The main objective of the AI integrated Mixed 
Reality (MR) system introduced in this dissertation study is to assist the inspector by accelerating 
certain routine tasks such as measuring all cracks in a defect region or calculating area of 
spalling. In this system, the human-centered AI interacts with the inspector instead of completely 
replacing the human involvement during the inspection. This collective work will lead to 
quantified assessment, reduced labor time while also ensuring human verified results. 
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For a complete methodology in civil infrastructure management, generating optimal 
decision strategy for rehabilitation, repair, and maintenance is essential. The inspection data 
collected using the MR system is processed in a novel decision support system that can 
effectively utilize the data to generate multi-objective decision alternatives. For effective use of 
the limited capital for maintenance and repair, the bridges are prioritized based on a number of 
factors from structural condition to importance of bridge to the connected transportation network. 
It is also important to take into account the entire network of bridges rather making decisions 
based on the individual ranking scores. The overall objective of the inspection system that 
integrates AI assistance, MR device and data integration to decision-support is illustrated in 
Figure 1. 
 
Figure 1: Overall objectives of the described system 
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The scope of this dissertation study involved a novel deep learning based method to 
quantify the concrete spalling and cracks on the bridge elements. The deep learning model was 
also integrated in mixed reality system to enable a new type of inspection methodology that 
benefits from human-AI collaboration instead of robotic data collection. A holographic wearable 
device with described methodology will assist bridge inspectors to collect and analyze data in 
real-time. As inspector make adjustments in the analyzed data, the system sends a 
semi-supervised training data to fine-tune the deep learning model. The model is periodically 
updated in the cloud and the updated model weights are sent back to the headset. Integration of 
the collected data that was uploaded to the server into the bridge decision support was also 
explored in this dissertation study. The decision support system analyzes all types of 
image-based non-destructive evaluation (NDE) data and performs time-history predictions based 
on the condition of the concrete defects. The system uses another deep-learning model to make 
the time-dependent predictions. Lastly, a novel decision ranking methodology was explored in 
this study; a fundamental work was completed; yet detailed results evaluating the system 
performance will be achieved in a future study. Similarly, the maintenance strategy generation 
was also investigated in the scope of the dissertation; yet more focused research will be 
conducted in the continuation of this work. The objective and the scope of the dissertation was 
summarized in Figure 2.  
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Figure 2: Objective and scope of the dissertation 
To accomplish the objectives of the dissertation research, each research component was 
studied separately; yet the connections between the components were maintained at every step to 
create a complete methodology for bridge health monitoring. First step was to explore current 
bridge inspection practice that uses both traditional and novel technologies. A detailed literature 
review was carried out, and several field visits were made to observe periodic inspections on-site. 
In addition, meetings with decision makers were arranged to collect preliminary data on how 
different bridge parameter can affect maintenance/repair decisions. In the second step, structural 
health monitoring in general concepts was studied. Novel vision-based technologies including 
infrared and other camera-based methods were explored; effective utilization of collected data in 
  
5 
the decision-making was investigated. In the third step, state-off-the-art methods were included 
in the analysis of data. Deep learning algorithms to analyze the collected vision-based data were 
investigated. However, the prior research on current inspection practice showed that the full 
automation in processing the bridge inspection data was not desirable, even with the most 
advanced algorithms, human involvement in the process was still preferred. Hence, the last step 
of the dissertation focused on a unique human-centered AI approach using mixed reality system 
to enable a collaboration structure between AI and the inspector.  
 
Figure 3: Interdisciplinary collaboration of the dissertation research  
As shown in Figure 3, this dissertation study provides a comprehensive scope of 
multidisciplinary work including real-time deep learning, mixed reality system, and structural 
health monitoring. The interdisciplinary research yielded substantial scientific contribution with 
many novelties and innovations: 
• This study is the first approach to integrate artificial intelligence with mixed reality 
system in civil engineering. 
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• First application of real-time artificial intelligence - human communication in civil 
engineering.  
• A functional and trustable artificial intelligence system for a high-risk application 
such as bridge inspections. 
• A true attention guide mechanism for deep learning since a human inspector 
provides the attention to the system. 
• Practical integration collected inspection data and effective utilization in bridge 
decision-making. 
• Adaptive ranking methodology for bridge prioritization using a novel deep learning 
approach. 
Virtual, Augmented and Mixed Reality 
The arrival of Virtual Reality (VR), Augmented Reality (AR), and Mixed Reality (MR) 
technologies is shaping a new environment where physical and virtual objects are integrated at 
different levels. Due to the development of mobile and embedded devices, together with 
interactive physical-virtual connections, the customer experience landscape is evolving into new 
types of hybrid experiences. However, the boundaries between these new realities, technologies 
and experiences have not yet been clearly established by researchers and practitioners. A brief 
discussion is given here to define these technologies illustrated in Figure 4. 
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Figure 4: Different of types of immersive technologies 
Virtual Reality (VR) is a computer-simulated reality that replicates a physical 
environment or imaginary world through an immersive technology. VR replaces the user’s 
physical world with a completely virtual environment and isolates the user’s sensory receptors 
(eyes and ears) from the real world [4]. The VR is observed through a system that displays the 
objects and allows interaction, thus creating virtual presence [5]. Nowadays, VR headsets have 
gained vast popularity especially in gaming industry. The Augmented Reality (AR), on the other 
hand, is an integrated technique that often leverages image processing, real-time computing, 
motion tracking, pattern recognition, image projection and feature extraction. It overlays 
computer generated content onto the real world. An AR system combines real and virtual objects 
in a real environment by registering virtual objects to the real objects interactively in real time 
[6]. 
The beginning of AR dates back to Ivan Sutherland's see-through head-mounted display 
to view 3D virtual objects [7]. The initial prototype was only able to render few small line 
objects. Yet, the AR research has recently gained dramatic increase and now it is possible to 
visualize very complex virtual objects in the augmented environment. The recent developments 
of AR/VR technology helped companies produce holographic headsets that benefits Mixed 
Reality (MR) technology, in which one can experience hybrid reality where physical and digital 
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objects co-exist and interact in real time. The term Mixed Reality was originally introduced in a 
1994 paper "A Taxonomy of Mixed Reality Visual Displays" [8].  In the paper, a Virtuality 
Continuum (VC), in other words, mixed reality spectrum was explained in detail. A schematic 
representation is shown in Figure 5.  
 
Figure 5 Mixed reality spectrum and device technologies [9]  
The MR technology has breakthrough applications especially with successful deployment 
of 3D user interfaces such as in computer-aided design, radiation therapy, surgical simulation and 
data visualization [10]. The next generation of computer games, mobile devices, and desktop 
applications also will feature 3D interaction [11].  There are also some other efforts for using 
MR technology in construction industry and maintenance operations. Kamat and El-Tawil (2007) 
discusses the feasibility of using AR to evaluate earthquake-induced building damage.  
Behzadan and Kamat (2007) investigated the application of the global positioning system and 3 
degree-of-freedom (3-DOF) angular tracking to address the registration problem during 
interactive visualization of construction graphics in outdoor AR environments [13]. The 
vision-based mobile AR systems are vastly used in 3D reconstruction of scenes for architectural, 
engineering, construction and facility management applications. Bae et al. (2013) developed a 
context-aware AR system that generates 3D reconstruction from 3D point cloud. Important effort 
for use of AR in infrastructure inspection is also shown by several researchers [14]. Researchers 
in University of Cambridge currently collaborate with Microsoft to develop an effective bridge 
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inspection practice in which the data collected from the field is visualized in MR environment in 
the office [15]. Moreu et al. (2017) developed a conceptual design for novel structural inspection 
tools for structural inspection applications based on HoloLens [17] device [16]. The experiments 
conducted with the HoloLens for taking measurements and benchmarking the obtained 
measurements are shown in the study. The proposed methodology takes even a further step and 
combines AI implementation with MR technology. In this system, the embedded AI architecture 
not only predicts the location/region of cracks and spalling on the infrastructure in real-time 
along with condition information but also augments the information in the holographic headset 
for improved human inspector - AI interaction.   
Overview of Deep Learning Approaches in Damage Detection and Analysis 
For more than a decade, researchers have been investigating employing the techniques in 
the Computer Vision field to analyze cracks, spalls and other types of damages. The early 
approaches mostly used edge detection, segmentation and morphology operations. Yet, the recent 
advances in AI yielded very promising accuracy and possessed a wide range of applicability. A 
review paper on computer vision based defect detection and condition assessment of concrete 
infrastructures emphasizes the importance of sufficiently large, publically available and 
standardized datasets to leverage the power of existing supervised machine learning methods for 
damage detection [18]. According to the study, learning based methods can be reliably used for 
defect assessment. For the processing of defect images, many researchers in the literature 
implemented Convolutional Neural Network (CNN) to perform automatic crack detection on 
concrete surfaces. Combined with transfer learning and data augmentation, CNN can offer highly 
accurate input for structural assessment. Yokoyama and Matsumoto (2017) developed a CNN 
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based crack detector with 2000 training images [19]. The main challenge of the detector was that 
the system often classifies stains as cracks. Yet, the detection is successful for even very minor 
cracks. Similarly, Jahanshahi and Masri (2012) developed a crack detection algorithm that 
however uses an adaptive method from 3D reconstructed scenes [20]. The algorithm extracts the 
whole crack from its background, where the regular edge detection based approaches just 
segment the crack edges; thereby offering a more feasible solution for crack thickness 
identification. Adhikari et al. (2014) used 3D visualization of crack density by projecting digital 
images and neural network models to predict crack depth, necessary information for condition 
assessment of concrete components [21].  
For detection of spalls and cracks, German et al. (2012) used entropy-based thresholding 
algorithm in conjunction with image processing methods in template matching and 
morphological operations [22]. In addition to detection of local defects of structures, there are 
also studies on identifying global damages of the structures. Zaurin et al. (2015) performed 
motion tracking algorithms to measure the mid-span deflections of bridges under the live traffic 
load [23]. Computer Vision is also used to process ground penetration radar (GPR) and infrared 
thermography (IRT) images that are useful to identify delamination formed inside the concrete 
structures. Hiasa et al. (2016) processed the IRT images of bridge decks taken with high-speed 
vehicles [25]. In identifying damages, many different techniques are useful for specific purposes. 
However, a more generalized deep learning approach is introduced in this study so that the 
methods can be expanded toward identifying almost any type of damage if sufficient amount of 
training data is available.    
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The CNN models are mostly composed of convolutional and pooling layers. In the 
convolutional layers, the input images are multiplied by small distinct feature matrices that are 
attained from the input images (corners, edges etc.) and their summations are normalized by 
matrix size (i.e. kernel size). By convolving images, basically similarity scores between every 
region of the image and the distinct features are assigned. After convolution, the negative values 
of similarity in the image matrix are removed in the activation layer by using the rectified linear 
unit (ReLU) transformation operation. After the activation layer, the resultant image matrix is 
reduced to a very small size and added together to form a single vector in the pooling layer. This 
vector is then inserted in fully connected neural network where actual classification happens. The 
image vectors of the trained images are compared with the input image and a correspondence 
score is calculated for each classification label. The highest number will indicate the classified 
label. A summary of the described procedure is shown in Figure 6. 
 
Figure 6: A commonly used Convolutional Neural Network – AlexNet [26] 
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Long-term Decision Making on Bridge Rehabilitation, Maintenance and Repair 
Structural health monitoring (SHM) can be considered at local and global level 
monitoring. Local SHM (LSHM) evaluates serviceability of bridges by monitoring local level 
defects such as cracks, delamination, corrosion and roughness. Global SHM (GSHM), on the 
other hand, assesses soundness of bridges by measuring vibration, deflection and loading with 
respect to expected behavior or in comparison to its past performance. Generally, periodic 
LSHM data is employed for repair and maintenance work to recover the serviceability of bridges 
while GSHM is conducted to make decision for rehabilitation and replacement. Traditionally, 
SHM is conducted by means of visual, sound, and force-based methods or when they are in 
service. Both methods require direct access to bridges, causing extra field work and time as well 
as potential danger to inspectors. With the growing potential of camera-based methods, a 
complete non-contact SHM using NDE along with effective utilization in decision-making is 
possible. 
The implementation of a proper infrastructure management has become crucial due to the 
fact that the US infrastructure has deteriorated significantly in the last decade. Advanced 
remediation strategies for deteriorated infrastructures are being developed using certain decision 
making models in order to maintain the optimal funding use and remediation time [27]. To 
prevent the impending degradation of bridges, utilizing novel technologies for periodic 
inspection, assessment and better management for proper maintenance has become more critical. 
Although the inclination to use conventional inspection methods still persists, advanced sensing 
technologies have the ability to better understand the current condition with more resolution and 
accuracy [28].  For this reason, better utilization of NDE as routine inspection practice becomes 
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necessary.  Optimized decision making based on the NDE input can be carried out by 
integrating utilization solutions to bridge management frameworks.  
The infrastructure support framework in this study is designed to retrieve information 
from novel NDE techniques including vision-based technologies (e.g. infrared thermography, 
other imagery data) and perform network level decision analysis using both NBI’s inputs and 
automatically retrieved inspection data form NDE. The system also performs condition 
prediction based on the historical data and retrieved NDE input. A schematic representation of 
NDE integration with bridge management is shown in Figure 7. 
 
Figure 7: Complete SHM methodology using non-contact methods and advanced decision 
making 
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CHAPTER TWO: CURRENT PRACTICES IN BRIDGE INSPECTIONS 
Deterioration of road infrastructure arises from aging and various other factors. The aging 
of bridges is one of the most critical factors for large number of underperforming bridges in the 
US. According to Federal Highway Administration (FHWA) and Federal Transit Administration 
(FTA) [29], the total number of bridges listed in the National Bridge Inventory (NBI) was 
588,844 in 2000; approximately 67% of them were more than 25 years old, and 26% of them 
were over 50 years old. By 2015, the number increased to 611,845 bridges, and 72% of them 
were older than 25 years, and 38% were over 50 years old [30]. Thus, structural systems have 
aged to an extent that critical decisions such as repair or replacement should be made effectively. 
To prevent the impending degradation of these bridges, utilizing novel technologies for periodic 
inspection, assessment and better management for proper maintenance has become more critical. 
Therefore, innovative technologies and procedures are needed to allow infrastructure's owners to 
monitor their bridges more effectively and create optimal maintenance strategies. However, the 
progressive improvement on the aforementioned needs is slow, even though the existing status of 
the US civil infrastructure is well documented (e.g. ASCE report card [31]). One of the 
challenges in better managing of bridges is not only the use novel technologies but also to 
integrate these technologies into the current bridge inspection and management systems to utilize 
the data for optimal decision making. Sometimes the use of additional data, if not managed 
properly, may become burden to the State Departments of Transportation (DOTs), leading 
additional management and labor costs. When inspection data is utilized effectively, long-term 
decision can be made by monitoring the trend of bridge health. An example utilization of NDE 
data, described in Figure 8, was proposed by Catbas et. al [32].  
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Figure 8: Example utilization of NDE for bridge management [33]. 
When Infrared Thermography (IRT) data from the deck surface is collected over a period 
of 10 years, it will provide very critical information on how a local delamination can potentially 
the impact the integrity of the overall structure. It will be possible to conduct time history 
prediction on the data to determine the optimal timeline of the necessary maintenance/repair 
actions. Hence, periodic NDE data can be utilized very effectively in infrastructure 
decision-making.    
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Conventional Inspection Techniques 
By the U.S. federal regulations, all structures, which carry traffic and have a span greater 
than 20 feet are subject to comprehensive inspection at least every two years. The regulations 
define eight types of bridge inspection and three of them are periodic: routine inspection, 
fracture-critical member inspection, and underwater inspection. State DOTs, on the other hand, 
establish more detailed guidelines for periodic use of hands-on inspection, close-up access, and 
collection of quantitative data. State DOTs define guidelines for short-interval, interim 
inspections in response to bridge defects, conditions, or load posting. State DOTs also establish 
guidelines for long-interval, in-depth inspections for selected bridge types and bridge elements 
[34].  
In a routine biennial inspection, trained bridge inspectors check for obvious damage, 
which may take such varied forms as spalled concrete, corroded steel, and even insect and 
fungus attack on timber elements; they also examine bearings, deck drains, and expansion joints 
for proper operation, evaluate the serviceability of bridge substructures, decks, approaches, and 
appurtenances, and, for waterway crossings, inspect the channel for scour and obstructions to 
flow. All of these elements are inspected visually, using basic hand tools where appropriate 
(Figure 9-a). If the side-deck or under-deck needs to be inspected, as show in Figure 9-b, a 
snooper truck is commonly used.      
  
17 
 
Figure 9: Visual Inspection using basic hand tools (a) and snooper truck (b) 
 The goal of these federally mandated inspections is to assess and document the condition of 
essential bridge elements to ensure safety and serviceability and to facilitate the timely 
programming of maintenance and repairs. Some bridges are also subject to special inspections, 
in-depth evaluations of the safety and serviceability of particular elements known to have 
specific problems or present particular risks. For example, special inspections are conducted on 
fracture-critical bridges: those with non-redundant steel tension components, the fracture of 
which would likely cause catastrophic failure. Traditional slow and subjective methods used in 
assessing deck condition, which include impact sounding (Figure 10-b), chain dragging (Figure 
10-a), half-cell potential, and core analysis, are being replaced by more modern techniques. 
 
a-) Crack Measurement b-) Side Inspection with Snooper Truck 
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Figure 10: Traditional methods of assessing deck condition 
Novel Non-Destructive Evaluation Methods 
Conventional SHM methods have offered indispensable measures for condition 
assessment of civil infrastructure systems. The information derived from NDE methods served to 
the purposes such as damage detection and localization, assessment of overloading, effects of 
aging and eventually decision making. Most of these methods comprise the utilization of sensors 
such as accelerometers, strain gauges, displacement gauges, tiltmeters, etc. to measure the 
response over time and to provide high quality data for a sound evaluation [32]. Most of the time, 
either short term or long term, the instrumentation of the sensors requires long hours of labor, 
excessive amount of time and money. At times, structures might have locations that are hard to 
reach and instrument or they might need to be closed to operation, which may create chaos 
especially in highly populated areas. The aforementioned factors necessitate the use of novel 
technologies that could remedy the difficulties [35]. Integration of image processing and 
computer vision techniques in place of traditional sensing methodologies offers an efficient tool 
 
a-) Chain Drag b-) Hammer Sounding 
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to monitor the structures under operational conditions as a complementary method to the load 
tests. Several studies prove the possible use and efficiency on the issues such as load 
quantification, dynamic displacement measurement and damage detection [36]. Figure 11 shows 
a computer-vision based method for dynamic structural identification [37]. 
 
Figure 11: Dynamic load estimation, structural identification and human comfort assessment 
[37]. 
Concrete bridge decks deteriorate faster than other bridge components due to direct 
exposure to traffic along with environmental effects and others such as salting for deicing. Thus, 
the FHWA's LTBP Program regards them as the highest priority issues for bridge performance 
[38]. Since most DOTs spend 50-80 % of their expenditures on their bridges for repair, 
rehabilitation and replacement of concrete bridge decks, better methods are needed to detect 
defects and quantify the extent and severity of bridge deck conditions early, accurately, and 
rapidly with minimal traffic impact, ideally, without lane closures for bridge deck inspections 
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[38]. Under these circumstances, NDE techniques such as HD image-based crack detection, 
impact echo (IE), ultrasonic surface waves (USW), electrical resistivity (ER), ground-penetrating 
radar (GPR) and IRT have been developed to inspect and monitor aging and deteriorating 
structures rapidly and effectively in place of visual and sounding inspection methods. Some of 
these NDE techniques are shown in Figure 12. 
 
Figure 12: Different NDE technologies used in bridge deck inspection 
Since vision-based technologies are non-contact methods and both IRT and HD images 
can instantly portray a wide range of concrete structures at one time, the combination of IRT and 
HD technologies can be the fastest and easiest NDE methodology [39]. Specifically, the great 
potential of the combined method lies in removing direct access and contact as well as its 
capability for bridge deck scanning at normal driving speeds without lane closures as shown in 
Figure 13.  
 
a) Infrared Thermography b) Impact Echo  
 
e) Electric Sensitivity  f) High Speed Radar  
c) Ground Penetrating Radar 
d) Ultrasonic Surface Waves 
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Figure 13: High-speed bridge deck scanning using IRT [40] 
The high-speed deck scanning technologies are utilized with a vehicle driving at 50 mph 
(80 km/h), the data collection speed is 800 times faster than an integrated robotic system, which 
has been developed to conduct more efficient and effective bridge deck inspections than 
traditional methods with some NDE technologies. An average data collection time of 350 m2 of 
bridge deck area is one hour by the robotic system [24], while the combination of IRT and HD 
system can scan the same area of deck in 4.5 seconds. If preparation and traffic control time are 
considered, the productivity becomes much greater. Furthermore, as the number of bridges to be 
inspected increases, the productivity becomes at least 1,000 times greater than the other NDE 
methods. Therefore, less cost, less labor, better utilization of inspectors and eventually an 
increase of proper bridge management and maintenance of minor repairs are possible. 
Long Term Bridge Management 
The bridge management practice in the United States has improved significantly over the 
last 40 years both at the federal and state levels. At the federal level, the National Bridge 
 
 
 
Infrared Camera (Delamination) 
Laser Distance Measurer 
Line Camera (Crack) 
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Inspection Standards (NBIS) unifies the method of collecting data and condition assessment on 
the public highway bridges [41]. The collected inspection data by the state departments of 
transportation (DOTs) is submitted to Federal Highway Administration (FHWA) annually in a 
nationwide reporting/coding format that is later entered to National Bridge Inventory (NBI) 
database [42]. Based on NBI, bridge owners are able to monitor condition and performance of 
their bridges to make accurate management decisions. FHWA imposes an appraisal rating to all 
government owned bridges through routine inspections that are recorded to NBI. Bridge 
appraisals are carried out by calculating scores in three categories: Structural adequacy and 
safety, serviceability and functional obsolescence, and essentiality for public use. After the scores 
in these categories are summed, special reductions are made. The resultant score will give the 
sufficiency rating that could be used for ranking bridges for infrastructure management. The 
sufficiency rating in NBI’s bridge appraisals basically receives input from local and global 
assessments as well as some additional parameters. At the state level, state DOTs may have 
different procedures regarding bridge asset management, funding, maintenance considerations 
and resource allocation. A comprehensive National Cooperative Highway Research Program 
(NCHRP) synthesis report published by the Transportation Research Board (TRB) puts out the 
differences in state practices and explains the reasons of the variety in the bridge management 
practices mainly on the following issues: The differences in the policy, financial, technical and 
institutional operations as well as the different approaches to planning, programming and 
budgeting [43].  
Today, all state DOTs have a bridge management process. Most employ some type of 
automated BMS with an associated database of bridge-related information, including NBIS data 
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and ratings, but often incorporating detailed element-level inspection data. Agencies use 
economic methods to varying degrees in bridge management, but overall, the practices do not 
represent wide use. Common examples of applications to individual structures include the use of 
benefit-cost analysis for major bridge projects, and life cycle cost comparisons of rehabilitation 
versus replacement options for specific structures. Agencies that have full-featured BMSs are 
more likely to employ economic analyses in network level bridge management, but the practice 
is not yet widespread.  
Development of new BMSs with more advanced decision support capabilities began in 
the United States in the 1980s. BMS designs and implementations were pursued independently 
by several DOTs, including North Carolina, Pennsylvania, Kansas, New York, Indiana, and 
Texas and Florida. The FHWA sponsored a demonstration project that led to the development of 
Pontis. Pontis is now further improved and renamed as Bridge Management (BrM) as an 
AASHTOWare product maintained as part of AASHTO’s BRIDGEWare suite, and is used by 
more than 40 state DOTs plus other transportation agencies. AASHTOWare product breakdown 
is shown in Figure 14. 
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Figure 14: AASHTOWare product breakdown 
Modern bridge management systems, including AASHTOWare BrM, have 
multi-objective performance frameworks for project evaluation, priority setting, and resource 
allocation. The objectives to be maximized, such as those presented in legislation and agency 
strategic plans, include safety, mobility, condition, and environmental sustainability. At the same 
time, agencies are continually called upon to minimize life-cycle costs (LCC) and manage risk. 
The graphical user interface of BrM is shown in Figure 15. 
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Figure 15: AASHTOWare BrM bridge search module 
After Pontis version 4 series, the bridge management system was renamed as BrM with 
the version 5.1. The new version allows relatively flexible web-based approach with the 
inclusion of new AASHTO Elements including protective systems and defects. BrM mainly 
performs a multi objective tradeoff analysis using the following constraints: mobility, life cycle 
cost, condition and risk. An example of the analysis is given in Figure 16. In this example, bride 
condition is the most heavily weighted component meaning that it is more important than risk, 
mobility and life cycle. The agency is able to see how every component exactly impacts the 
overall utility of the asset.  
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Figure 16: A multi objective analysis example in BrM 
BrM however lacks support for NDE methods, consideration of local DOT practice, 
accurate calibration of bridge ranking (sometimes yields unrealistic ranking of bridges in the 
network analysis) and automation in inputting inspection data. 
A basic limitation of both the NBI and the element level approach is that the data 
collected relies upon visual inspection techniques. The subjective, variable, and generalized 
nature of this data makes it less desirable for comprehensive long-term decision making [46]. For 
this reason, The Federal Highway Administration (FHWA) has initiated the LTBP Program, 
which was authorized in the Safe, Accountable, Flexible, and Efficient Transportation Equity 
Act: A Legacy for Users, signed into law in August 2005. The LTBP Program is a minimum 
20-year, multifaceted research effort that is strategic in nature and has both specific short-term 
and long-range goals. The overall objective of the LTBP Program is to inspect, evaluate, and 
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periodically monitor representative samples of bridges nationwide in order to collect, document, 
maintain, and manage high-quality, quantitative performance data over an extended period of 
time. The program will employ sensing technologies and non-destructive evaluation and testing 
tools in addition to conventional bridge inspection approaches [47]. An important tool, LTBP 
InfoBridge was also recently launched to support the bridge data management (Figure 17).  
 
Figure 17: LTBP InfoBridge, an online data management tool for bridges  
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A Case Study on Non-Contact Bridge Inspection 
A case study from a bridge in Jacksonville, FL carried out by CITRS researchers is 
provided in this section to demonstrate the performance of novel NDE methods especially 
Infrared Thermography. This case study involves basic equipment such as a handheld infrared 
camera, hammer and measurer to investigate the challenges of infrared and associated 
image-based operations. The study focuses on both the successful detection results and the 
uncertainties in detections for different bridge elements including the deck, underside, piers, and 
pier caps. The locations of the bridge site and the inspections are shown in Figure 18. 
 
Figure 18: Case study location and bridge testing site  
 1 
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On the bridge deck and the sidewalk, both sound and delaminated areas were validated 
by hammer sounding method. Some indications of thermal contrast were caused by discoloration 
of the surface even though those areas were found intact. However, they can still be 
distinguished easily by visually examining them at the site or from the visual image. Therefore, 
comparing the visual and IR images is imperative when using IRT to correctly identify the cause 
of the thermal contrast (i.e. delamination, discoloration and debris) especially for daytime IRT 
application. If the surface is a different color than the surrounding, that area should be evaluated 
carefully, since that part might not be delaminated. On the other hand, if the surface color is 
uniform on the visual image, but the IR image shows thermal contrast, that area has a high 
probability of being delaminated. In this study, delaminated areas of the bridge deck, underside 
of the deck and the pier were detected successfully by IRT and validated by hammer sounding as 
shown in Figure 19.  
 
Figure 19: Verification of concrete defects detected from infrared camera 
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The uncertainties associated with IRT application, such as the effect of reflections from 
surrounding objects and solar radiation were also investigated during the case study. These areas 
were also cross-checked by visual examination of the physical site or the visual image of the 
surface. The delaminated areas of the bridge deck, underside of the deck and the pier were 
successfully detected by IRT and validated by hammer sounding.  
Even though IRT showed very successful results in locating a sub-concrete defects in an 
ideal environment, certain conditions created obvious false positive results. As shown in Figure 
20, IRT can be affected by reflections from surrounding objects. It can be seen in the infrared 
images, the person’s body temperature was reflected on the concrete surface, causing false 
positive temperature spots for delamination. 
 
Figure 20: Effect of reflection from human body temperature 
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The effect of solar radiation affects the boundary between exposed and shaded area as 
shown in Figure 21. When both areas are captured in the same IR image, it becomes difficult to 
detect possible delamination within the exposed or shaded areas in the IR image, making 
condition assessment challenging. Therefore, nighttime is preferable for IRT application under 
passive condition, especially for bridge decks since they experience intense solar radiation 
during the day.  
 
Figure 21: Effect of solar radiation on IRT detection result  
This case study generated very important results about the strength and challenges of a 
novel NDE technology, infrared thermography. The NDE method showed significant potential in 
identifying and locating sub-concrete defects; yet the results could be easily impacted by external 
conditions such as solar radiation, reflection from human body temperature, shiny or colored 
objects. However, cross-analysis with visual imagery could tackle most of these problems, helps 
to determine the false positive results in IRT.
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CHAPTER THREE: ATTENTION BASED REAL-TIME DEEP LEARNING 
FOR CONCRETE INSPECTION 
Deep learning approaches have been shown robust in identifying damages; yet these 
methods require precisely labeled, large amount of training data for high accuracy 
complementary to visual assessment of inspectors. Especially in image segmentation operations, 
in which damages are subtracted from the image background for further analysis, there is a 
strong need to localize the damaged region prior to segmentation operation. However, available 
segmentation methods mostly focus on the latter step (i.e., delineation), and mislocalization of 
damaged regions causes accuracy drops. Inspired by the superiority of human cognitive system, 
where recognizing objects is simpler and more efficient than machine learning algorithms, which 
are superior to human in local tasks, this dissertation study describes a novel method to 
dramatically improve the accuracy of the damage quantification (detection + segmentation) using 
an attention-guided technique. In the proposed method, a fast object detection model, Single Shot 
Detector (SSD) trained on VGG-16 base classifier architecture, performs a real-time crack and 
spall detection while working interactively with the human inspector to ensure recognition of the 
region of interest is well-performed. Upon the inspector’s verification, happening in real-time, 
the detected damage region is used for damage segmentation for further analysis. This initial 
region of interest selection drastically lowers the computational cost, required amount of training 
data and reduces number of outliers. For optimal performance, a modified version of SegNet 
architecture was used for damage segmentation. Based on various performance criteria, the 
proposed attention-guided infrastructure damage analysis technique provides 30% more 
precision with a very minor sacrifice in computational speed compared to analysis without using 
attention guide.     
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The proposed attention based real-time deep learning methodology focused on cracks and 
spalls in this dissertation and will expand the system scope in the future with more defect types. 
The explored AI system will first perform real-time detection of concrete defects with a minimal 
assistance by a human inspector; then the system will use the refined region as an attention 
mechanism to restrict semantic segmentation, which will be held by a CNN based segmentation 
operation. Due to the attention-guidance, the segmentation will be performed much more 
accurately with much less false positives and leakages. For the supervised training of the 
CNN-based detection and segmentation models; the training data is first prepared by collecting 
images from different sources, annotated in a unified format and augmented for further 
robustness. After CNN models were trained using clusters of Graphical Processing Units (GPUs), 
an extensive evaluation was carried out to test the performance and the accuracy of the AI 
system. 
Data Preparation, Augmentation and Annotation 
The available defect images were gathered from various sources including industry 
partners, transportation agencies and other academic institutions. Some of the data were only 
categorized but not annotated; considerable portion of the data were annotated with bounding 
boxes and a smaller dataset was annotated for segmentation. An extensive data augmentation was 
however applied to the datasets to further increase AI prediction accuracy. The data 
augmentation included rotation, scaling, translation and Gaussian noise as shown in Figure 22.  
  
34 
 
Figure 22: Annotation of dataset and augmentation with translation, scaling, rotation and noise.  
The annotation styles of all of the training datasets were unified and converted to Pascal 
VOC 2012 annotation format [48]. The information of the training datasets is summarized in 
Table 1. 
Table 1 Summary of the training datasets 
Dataset Annotation Class Types Dataset Size Source 
Sub-cropped, labeled 
but not annotated  
Cracking and intact 
concrete 
40,000 images (with large 
data augmentation) 
Concrete crack 
dataset [49] 
Labeled and annotated 
for boundary boxes 
Line crack, alligator 
crack, joint failure, 
spalling 
9000 images, 15500 
labels (no data 
augmentation) 
Road damage dataset 
[50] 
Labeled and annotated 
for segmentation 
Cracking and spalling 2000 images (with little 
data augmentation) 
Bridge inspection 
dataset [51] 
Labeled and annotated 
for segmentation 
Cracking and spalling 300 images (with no data 
augmentation) 
Image scrapping and 
some field data 
Since, the datasets obtained from other studies were sieved into a clean, relevant and 
compatible dataset for the deep learning methodology described here; the total size of the dataset 
was reduced to 34102 labels (27186 labels with bounding box annotation, 6919 labels with 
segmentation annotation). The total available data was split into 70% training, 15% validation 
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and 15% test data. The test data was never used during training to validate the performance 
metrics; therefore, the models would have no familiarity with the test dataset prior to final 
evaluation.  
Model Training and Hyperparameters 
The supervised trainings of the AI models were performed in the Newton Visualization 
Cluster operated by UCF Advanced Research Computing Center (2014). The Newton cluster 
includes 10 compute nodes with 32 cores and 192GB memory in each node; two Nvidia V100 
GPUs are available in each compute node totaling 320 cores and 20 GPUs. A single training 
takes about 22 hours on the GPU cluster computer for total of 1,000,000 steps for the detection 
model and 31 hours for the segmentation model. Keras v2.2 Python wrapper for Python with 
TensorFlow v2.11 backend framework is used for model creation and performing the model 
trainings [53]. The model fit function in Keras performs cross validation between training 
batches and gives a performance score at every new batch. At the end of each epoch (i.e. after all 
images are input once), the performance is validated on the validation set and a validation score 
is calculated. After training finishes, the model is evaluated again on the test dataset.  
There are critical challenges in effectively training a deep learning model. One major 
challenge is overfitting. Overfitting usually occurs when the data is either too small compared to 
the size of the neural network architecture or when the data is large but not diverse enough. If 
dataset is too small, more data can be added to the training using data augmentation techniques 
or the complexity of the network architecture may be reduced (e.g. decreasing the number of 
convolutional layers). If the dataset is large but not diverse enough, then regularization may be 
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added to the network (e.g. adding dropout layers or L1/L2 regularization) [54]. Early stopping is 
another way to tackle the overfitting problem.  
Another cause of poor training performance is the wrong selection of training 
hyperparameters. Learning rate is often chosen to be too small in order to obtain reduced training 
loss. However, validation loss then becomes much larger. This indicates that the model is fitting 
over the branch of the loss function and not converge around the local minima [55]. Increasing 
the learning rate, on the other hand, yields to nonconverging loss function. To overcome these 
challenges, learning rate scheduling and early stopping method were used during the training. 
The optimal hyperparameters found for detection and segmentation models are shown in Table 2. 
Table 2 Summary of the training datasets 
Hyper Parameters Detection Model Segmentation Model 
Learning rate scheduling 
Initial  Epochs<100  Epochs<200 Initial   Epochs<25   Epochs<50 
0.001   0.0001      0.00001  0.01     0.001      0.0001 
Model Optimizer Adam Optimizer (β=0.9, ε=10-8) RMSprop Optimizer 
Batch Size Training = 32, Evaluation = 4  Training = 16, Evaluation = 4 
Validation Loss Categorical Cross-entropy  Binary Cross-entropy  
Regularization Dropout, L2 Regularization Batch Normalization 
Monitoring Early Stopping Early Stopping 
The effect of batch size selection on the training performance was also investigated 
during trainings. Even though some studies indicated that large batch sizes (more than 64) in a 
Stochastic Gradient Descent based model might impact the training performance by causing less 
gradient noise in the training, hence leading to poor generalization behavior [56]; a contrary 
result was observed when comparing the batch sizes smaller than 32. During training of a limited 
dataset, when very small batches were fed through the network, the network failed to provide a 
stable enough estimate of what the gradient of the full dataset would be when averaging the 
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gradients of small batches [57]. The comparison of different batch sizes in terms of total loss 
values (the summation of classification loss and localization loss) for the damage detection 
model is shown in Figure 23. 
 
Figure 23: Effect of batch size selection on the training performance (the detection model is used 
for reference and the steps are shown 4 times more frequently after the 10,000th step). 
Selection of the model optimizer is also very important. Model optimizers search for 
local minima and the maxima points of the training model’s cost function. Commonly used 
optimizers are Adam Optimizer, Stochastic Gradient Descent (SGD) and RMSprop Optimizer 
[58]. All optimizers were experimented on both models and the best performance was observed 
when Adam Optimizer was used in the detection model and RMSprop Optimizer was used in the 
segmentation model. The training performance comparison of these model optimizers on this 
particular dataset is shown in Table 3. For damage detection, minimum obtained classification 
and localization loss values; for damage segmentation, minimum obtained Dice loss value were 
used as comparison metrics. 
 
Axis Change 
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Table 3: Comparison of the model optimizers  
 Adam Optimizer  
Stochastic Gradient 
Descent (SGD) 
RMSprop Optimizer  
Damage 
Detection1 
classification loss = 0.69 
localization loss = 0.48  
classification loss = 0.92 
localization loss = 0.64  
classification loss = 0.78 
localization loss = 0.57   
Damage 
Segmentation2 
Dice loss = 0.55  Training Failed Dice loss = 0.31  
1Evaluation loss values obtained at the end of 193rd epoch (114,835 training steps) 
2Evaluation loss calculated by Dice loss function obtained at the end of 112th epoch (33,936 
training steps) 
As shown in Table 3, Adam Optimizer yielded the lowest evaluation loss values when the 
concrete defect dataset was fully trained on the object detection model.  Adam Optimizer uses 
exponentially weighted averages just like RMSprop but also integrates the idea of momentum 
optimization; so, it converges faster but at the same time maintains its stability [59]. However, 
for more complex networks, Adam Optimizer won’t converge to an optimal solution as opposed 
to RMSprop as shown in the segmentation model’s results despite the long training duration. 
Stochastic Gradient Descent (SGD) performed poorly in both models and even failed to train the 
segmentation model. SGD uses random search to escape the local minima/maxima points but 
sometimes causes major pikes when converging the cost function [60]. 
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Real Time Damage Detection 
For real time detection of damages, a lightweight architecture that can run on mobile 
GPUs was selected. SSD: Single Shot MultiBox Detector (SSD) is a relatively new, fast pipeline 
developed by Liu et al. (2016). SSD uses multi boxes in multiple layers of convolutional network 
and therefore has an accurate region proposal without requiring many extra feature layers. SSD 
predicts very fast while sacrificing very little accuracy, as opposed to other models in which 
significantly increased speed comes only at the cost of significantly decreased detection accuracy 
[62]. The network architecture of the original SSD model is shown in Figure 24. 
 
Figure 24: Original SSD network architecture [61]. 
Original SSD paper uses VGG-16 as a base architecture. VGG has become widely 
adopted classifier after it won the 2015 ImageNet competition [63].  Although newer classifiers 
such as MobileNetV2 offers faster prediction speeds at comparable accuracy [62], VGG is a 
better choice to benefit transfer learning in this study due to bottleneck connections of 
MobileNetV2 making the weight transfer difficult. Transfer learning allows employing the 
weights of already trained networks by fine-tuning only the certain classifier layers based on the 
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size of the available dataset. Figure 25 shows challenging cases where damage detection 
algorithm from real-world images show promising results. 
 
Figure 25: Damage detections on real-world images (Left: Spalling on a beam at far location, 
Right: Longitudinal crack located at a building wall). 
Attention-Guided Damage Segmentation 
For concrete defect assessment, it is not solely enough to detect the damage in a bounding 
box; but the damage also needs to be segmented from intact regions in order to perform 
quantification including necessary defect measurements for understanding the extent of the 
defects. Therefore, another complementary deep learning model was implemented in parallel to 
the SSD to perform segmentation of the damage regions. Popular segmentation models such as 
FCN, UNet, SegNet and SegCaps [64] were investigated; however their architectures were found 
to be too large for the small annotated dataset used in this study. To overcome this challenge, the 
VGG weights that were fine-tuned in SSD architecture were used in a relatively small, 
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customized segmentation architecture that is inspired by the SegNet model [65]. The architecture 
of the modified SegNet model is shown in Figure 26 and  
 
Figure 26: An illustration of the modified SegNet architecture.  
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Table 4: Serialized architecture of the modified SegNet model 
CNN Layer Output Shape # of Parameters Layer Type 
Input Layer (224, 224, 3) 0 
ENCODERS 
Zero Padding (226, 226, 3) 0 
Convolution  (224, 224, 3) 1792 
Batch Normalization (224, 224, 64) 256 
Max Pooling (112, 112, 64) 0 
Zero Padding (114, 114, 64) 0 
Convolution (112, 112, 128) 73856 
Batch Normalization (112, 112, 128) 512 
ReLU Activation (112, 112, 128) 0 
Max Pooling (56, 56, 128) 0 
Zero Padding (58, 58, 128) 0 
Convolution (56, 56, 256) 295168 
Batch Normalization (56, 56, 256) 1024 
ReLU Activation (56, 56, 256) 0 
Max Pooling (28, 28, 256) 0 
Zero Padding (30, 30, 256) 0 
Convolution (28, 28, 512) 1180160 
Batch Normalization (28, 28, 512) 2048 
ReLU Activation (28, 28, 512) 0 
Max Pooling (14, 14, 512) 0 
Zero Padding (16, 16, 512) 0 
Convolution (28, 28, 512) 2359808 
DECODERS 
Batch Normalization (28, 28, 512) 2048 
ReLU Activation (28, 28, 512) 0 
Up Sampling  (56, 56, 512) 0 
Zero Padding (58, 58, 512) 0 
Convolution (56, 56, 256) 1179904   
Batch Normalization (56, 56, 256) 1024 
ReLU Activation (56, 56, 256) 0 
Up Sampling  (112, 112, 256) 0 
Zero Padding (114, 114, 256) 0 
Convolution (112, 112, 128) 295040 
Batch Normalization (112, 112, 128) 512 
ReLU Activation (112, 112, 128) 0 
Up Sampling  (224, 224, 128) 0 
Zero Padding (226, 226, 128) 0 
Convolution (224, 224, 64) 73792   
Batch Normalization (224, 224, 64) 256 
Convolution (224, 224, 1) 65 
ReLU Activation (224, 224, 1) 0 
Total params:  5,467,265 
Trainable params:  5,463,425 
Non-trainable params:  3,840  
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As a unique approach for damage segmentation, an attention guidance approach was 
proposed in this study. A sequential connection was created between detection and segmentation 
models. First, images were fed into damage detection pipeline and when the human-inspector 
verified the bounding box, damage segmentation was executed only for the region inside the 
detected bounding box. This approach significantly improved the accuracy of segmentation and 
successfully prevents outliers. Figure 27 shows qualitatively how attention guided segmentation 
was superior to the segmentation without attention guidance. On the left image in the figure, the 
model performs only pixel wise segmentation operation to find the damage regions and subtract 
them from the background. On the right image, the model first performs detection and then 
immediately inputs the detection results into the segmentation pipeline. 
 
Figure 27: Effectiveness of attention guided segmentation (Left: Defect analysis resulted in some 
false positive results when only the segmentation model was used; Right: Misclassified pixels 
were readily removed when the detection pipeline created attention guidance for segmentation). 
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The shown example in Figure 27 substantiates the performance improvement of the 
segmentation model on challenging scene when the model inputs only the detected regions into 
segmentation architecture instead of putting the entire image. The segmentation architecture this 
time classifies the damage pixels at much higher accuracy when there is an initial region of 
interest selection. 
Human-Centered AI and Semi-Supervised Learning 
The proposed deep learning methodology for concrete defect analysis is designed for 
human-computer interaction environments such as wearable holographic headset and handheld 
mixed reality (MR) devices. Using these technologies that integrated the proposed methods, an 
inspector can continuously communicate with the AI system. The human-computer interaction in 
MR will entail practical human-AI collaboration to create a collective intelligence. The AI 
models for damage detection and segmentation in the proposed methodology will allow the 
inspector to adjust in real-time the prediction threshold values, model inference parameters and 
even the attention regions. This type of human-centered system can easily outperform a fully 
automated robotic technique [66]. Similar systems are commonly seen in automated vehicle 
technologies, visualization systems in the health industry and video game engines. The 
semi-supervised approach referred in this methodology consists of automatically generating the 
fine-tuning data by using inspector’s adjustments in the detection boxes and segmentation 
regions during the routine inspection performance. Inspector only provides minimal input to the 
system during inspection and the annotated training data is automatically generated. The system 
periodically schedules a fine-tuning in the cloud and optimizes the weights of the last six 
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convolutional layers. The fine-tuned model weights are automatically updated in the deployed 
device. The AI framework thereby improves its prediction accuracy as the inspector uses the 
device without doing any data preparation. Figure 28 describes the overall system. 
 
Figure 28: The interaction diagram of the system components in the proposed methodology. 
During a bridge inspection, by asking the human inspector to modify prediction threshold 
will help improving the accuracy of the detection and determining the boundary region of the 
segmentation. In Figure 29, real-time damage detection is not showing one of the spall regions to 
the inspector when the prediction threshold is set to 0.8; when the inspector adjusts the value to 
0.7; the missing spall region is also detected. (The value represents probability of accurate 
prediction.) 
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Figure 29: Example of human-AI collaboration in the proposed methodology (detection AI alone 
on the left misses a spall, while human-assisted AI detects all spalls on the right with threshold 
adjustment by the inspector). 
Similarly, the human inspector can also fine-tune the segmentation boundary by adjusting 
the prediction threshold. Thus, the damage area can be calculated at higher accuracy. The 
fine-tuned segmentations along with the corresponding bounding box coordinates are recorded 
for future re-training while benefitting from semi-supervised learning. The threshold adjustment 
is only one of the several ways to achieve a human centered system. The user may also provide a 
manual region of interest by quickly drawing a target area, which will be used in the proposed 
attention guide procedure. Any wearable device with MR capability would be ideal to facilitate 
this kind of human-computer interaction. Some example results from the proposed human-AI 
collaborative damage detection and segmentation are shown Figure 29. 
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Figure 29: Example results from the proposed human-AI collaborative damage detection and 
segmentation (images 1-4 show results from the test dataset using only threshold adjustments in 
the segmentation pipeline; images 5-6 show implementation results from the deployed MR 
headset in which the inspector sees the analysis output projected onto real world). 
Deep Learning Model Evaluation 
The performances of the damage detection and segmentation AI models were evaluated 
using the accepted evaluation procedures used in the literature. The evaluations were carried on 
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only the AI models without benefiting the human centric framework in which the human 
inspector assists the AI with minimal input to improve the prediction accuracy. Therefore, 
real-life performance results from the human-AI collaboration are expected to be superior than 
the evaluation results of the individual AI models in this study. 
When evaluating machine-learning models, classifying the predictions into four 
categories: true positives (TP), false positives (FP), true negatives (TN), and false negatives (FN) 
is a common practice. However, evaluating object detection segmentation models will require 
additional metrics to measure the accuracy of the detected or segmented areas. Mean Average 
Precision (mAP) is a performance indicator that finds the average of maximum precisions at 
different recall values based on a confidence threshold. Average precision (F1 Score) is 
calculated by as follows: 
 
𝑃𝑟𝑒𝑠𝑖𝑐𝑖𝑜𝑛 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑃
    (1) 
 
𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃
𝑇𝑃 + 𝐹𝑁
    (2) 
 
𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝐹1) = 2 ×
𝑝𝑟𝑒𝑠𝑖𝑐𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
    (3) 
To calculate the precision and recall; TP, FP and FN need to be determined from an 
evaluation metrics. One of the common metrics is the Intersection over Union (IoU). IoU is also 
known as Jaccard Coefficient, first introduced by Jaccard (1912). IoU measures region overlap 
without concentrating on true boundaries, hence, IoU is preferable method for detection 
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measures, not for segmentation. This metric is simply the ratio between the intersection and the 
union of the predicted boxes and the ground truth boxes.   
 
𝐼𝑜𝑈 =
𝑎𝑟𝑒𝑎 𝑜𝑓 𝑜𝑣𝑒𝑟𝑙𝑎𝑝
𝑎𝑟𝑒𝑎 𝑜𝑓 𝑢𝑛𝑖𝑜𝑛
=
𝑇𝑃
𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
    (4) 
A similar approach is the Dice Similarity Coefficient (DSC) first proposed by Dice 
(1945). DSC is a reliable and the most commonly used metric for delineation accuracy. It 
measures regional overlap in the boundary of segmented and ground truth contours. DSC was 
simply calculated by the Equation (5).  
 
𝐷𝑆𝐶 =
2𝑇𝑃
2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
    (5) 
The evaluation of the concrete damage detection and segmentation was carried out using 
IoU and DSC metrics in mAP calculations. In addition to the mean average precision calculation, 
the average prediction speed (in milliseconds) was also monitored during the evaluations.  The 
results are shown in Table 5.   
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Table 5: Performance Evaluation of Segmentation Model 
 mAP using IoU mAP using DSC Speed (ms) 
Defect detection using SSD with 
VGG16 backbone 
0.74 - 0.17 
Segmentation with no attention 
guide (SegNet only) 
- 0.64 0.68 
Segmentation with attention guide 
(SSD + SegNet) 
- 0.88 0.72 
According to the evaluation results; the damage detection model could predict the 
damage boundaries in 74% mean average precision using the IoU metric and 85% precision 
using the DSC metric. The segmentation model, on the other hand, showed significant 
improvement when the detected boundaries were used as initial region of interest. Segmentation 
without attention guide predicts the damage regions in 52% mAP using IoU metric and 68% 
mAP using DSC metric. When segmentation model was coupled with the detection model 
(attention guided segmentation) the precision increased up to 79% with IoU metric and 88% with 
DSC metric. As for the inference speeds; the models were tested on the Pascal GPU, a mobile 
chipset commonly used by mixed reality devices. The damage detections performed very fast at 
0.17 milliseconds per frame. The segmentation was not close to real time but still could predict 
under a second. The segmentation model operated at 0.68ms average speed when executed alone 
on the input image. However, it operated 13ms faster when the attention guide provided an initial 
region of interest (attention). Therefore, the sacrifice on the computational speed was minimal 
when damage detection and segmentation were coupled (only 0.04ms).  
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The evaluation results show a clear comparison of Segmentation Only operation and the 
Sequential Operation (Detection + Segmentation). The sequential pipeline resulted in 
approximately 30% higher precision in subtracting the spall and crack regions than the 
segmentation pipeline alone with only slight sacrifice in the computation time. 
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CHAPTER FOUR: INTEGRATION OF THE DEEP LEARNING 
METHODOLOGY INTO MIXED REALITY  
The proposed AI assisted infrastructure assessment using mixed-reality (MR) technology 
employs the state-of-the-art methods and algorithms from interdisciplinary practices. Machine 
learning is vastly used for robust detection of cracks and spalls on infrastructures whereas 
human-computer interaction concepts are employed for improving the assessment performance 
by including the professional judgment of the human inspector. MR is an excellent platform to 
maintain this interaction since it augments virtual information into the real environment and 
allows the user to alter the information in real-time. In this proposed methodology, bridge 
inspector uses MR headset during routine inspection of infrastructure. While the inspector 
performs routine inspection tasks, the AI system integrated into the headset continuously guides 
the inspector and shows possible defect locations. If a defect location is confirmed by the human 
inspector, the AI system starts analyzing it by first executing defect segmentation, then 
characterization to determine the specific type of the defect. If the defect boundaries need any 
correction or segmentation needs to be fine-tuned, the human inspector can intervene and 
calibrate the analysis. The alterations made by the human inspector (e.g. change of defect 
boundary, minimum predicted defect probability etc.) will be used later for retraining of the AI 
model by following a semi-supervised learning approach. Thereby, the accuracy of AI is 
improved over time as the inspector corrects the system.  
Another advantage of the system is that the inspector can analyze defects in a remote 
location while reducing need for access equipment. Even though in some cases, hands-on access 
is evitable (i.e. determining sub-concrete defects); the system can be still effective for quick 
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assessments in the remote location. If the defect location is far or in a hard to reach location, the 
headset can zoom in and still perform assessment without needing any access equipment such as 
snooper truck or ladder. The proposed framework is illustrated in Figure 30. 
 
Figure 30: Visual representation of the AI powered mixed reality system. (The headset user 
interface and analysis environment are shown for illustration purposes.) 
The MR technology has breakthrough applications especially with successful deployment 
of 3D user interfaces such as in computer-aided design, radiation therapy, surgical simulation and 
data visualization [10]. The next generation of computer games, mobile devices, and desktop 
applications also will feature 3D interaction [11].  There are also some other efforts for using 
MR technology in construction industry and maintenance operations. Kamat and El-Tawil (2007) 
discusses the feasibility of using AR to evaluate earthquake-induced building damage.  
Behzadan and Kamat (2007) investigated the application of the global positioning system and 3 
degree-of-freedom (3-DOF) angular tracking to address the registration problem during 
interactive visualization of construction graphics in outdoor AR environments [13]. The 
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vision-based mobile AR systems are vastly used in 3D reconstruction of scenes for architectural, 
engineering, construction and facility management applications. Bae et al. (2013) developed a 
context-aware AR system that generates 3D reconstruction from 3D point cloud. Important effort 
for use of AR in infrastructure inspection is also shown by several researchers [14]. Researchers 
in University of Cambridge currently collaborate with Microsoft to develop an effective bridge 
inspection practice in which the data collected from the field is visualized in MR environment in 
the office [15]. Moreu et al. (2017) developed a conceptual design for novel structural inspection 
tools for structural inspection applications based on HoloLens [17] device [16]. 
The proposed methodology of AI assisted infrastructure assessment using MR systems 
differs from the state-of–practice of current machine learning-based approaches and mixed 
reality implementations in several aspects. Table 6 shows comparison of the proposed method 
with major literature work. The major difference of the proposed method from the current mixed 
reality approaches is that the system performs automatic detection and segmentation of the defect 
regions using real-time deep learning operations instead of manually marking the defect regions 
in the MR platform. In this way, the system can save significant amount of time in defect 
assessment as opposed to marking all these defects in the current MR implementations.  
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Table 6: Comparison of the proposed research with the major literature work 
Ioannis (2017) Moreu et al. (2017) Bae et al. (2013) Xie et al. (2017) Proposed Method 
Remote bridge 
inspections with 
HoloLens 
Structural inspection 
and measurement 
using HoloLens 
Mixed reality for 
structure 3D scene 
reconstruction 
CNN based crack 
detection 
Mixed reality assisted 
bridge condition 
assessment 
Data collections is 
monitored from an 
remote location 
On-site measurement 
of defects 
Image data is 
reconstructed after the 
data collection 
Aims post 
processing of 
images to identify 
defects 
On site system to 
augment bridge 
inspector’s 
performance 
Focuses on 
visualization and 
post-processing of  
data 
Relies on human 
mostly while obtaining 
measurements  
No detection of defects is 
implemented, 3D model 
is used for inspection 
Detection 
performance relies 
on AI system only 
Aims creating a 
collective intelligence 
with human - AI 
collaboration 
Views high 
-resolution defect 
images on real size 
bridge model 
Uses 3D projective 
geometry for 
measurement 
estimation 
Uses widely 3D 
projective geometry to 
register images 
Uses basic data 
augmentation 
techniques to 
increase training 
dataset 
Uses an extensive data 
augmentation that 
generates many 
variations of defect 
images 
Camera Calibration and Pose Estimation 
The condition assessment methodology based on the AI system’s damage analysis will 
require answers to following: “how wide is this crack?” “Which one of the bridge piers is closer?” 
“What is the camera height, rotation or focal length?” This information is required for 
identifying actual measures of defects for accurate assessment of infrastructures and also for 
augmenting a certain object onto 3D view or highlighting defects in an MR headset. Using 
projective geometry and camera calibration models, it is possible to perform correct projections 
of objects onto 3D, achieve scene reconstruction and accurately predict actual dimension of the 
objects. However performing transformations in 3D spaces requires use of 4D projective 
geometry instead of conventional 3D Euclidian geometry [70]. The projection matrix allowing 
camera rotation is defined as in Equation (6).  
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 𝑥 = 𝐾[𝑅 𝑡]𝑋 (6) 
Where, 𝑥: Image coordinates, 𝐾: Intrinsic matrix, 𝑅: Rotation matrix, 𝑡: Translation, 
𝑋: World coordinates. The projected coordinate vector x is calculated by multiplying the world 
coordinates by the rotation and translation free projection matrix. The coordinate parameters are 
then put into system of equation as in Equation (7).  
 
𝑤 [
𝑢
𝑣
1
] = 𝐾 [
𝛼 𝑠 𝑢0
0 𝛽 𝑣0
0 0 1
] [
𝑟11 𝑟12 𝑟13 𝑡𝑥
𝑟21 𝑟22 𝑟23 𝑡𝑦
𝑟31 𝑟32 𝑟33 𝑡𝑧
] [
𝑥
𝑦
𝑧
1
] (7) 
The local coordinates on image plane are represented by u and v; w defines the scale of 
the projected object. 𝛼 and 𝛽 stand for rotation angles with respect to coordinate axes and s is 
short for sinus function. Unity allows camera control that help developers perform correct 
projection onto image plane form 3D view. The projection is described in Figure 31. 
 
Figure 31: Camera, viewport, and projection of real world objects onto 2D image plane [71] 
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Real-time Image Target Tracking 
Conventionally, the camera localization for augmented reality (AR) relies on detecting a 
known pattern within the captured images, namely a marker. The first AR tracking applications 
used markers placed on the object to robustly register image at different camera angles [72]. 
However, placing markers in the scene was not always possible depending on the applications. 
Simon et al. (2000) used planar structures in the camera scene to perform markerless AR tracking 
[73]. In a different study, Ferrari et al. (2001) introduced markerless AR with a real-time affine 
region tracker [74]. Recent works in the AR tracking uses Visual SLAM algorithm (simultaneous 
localization and mapping) to perform robust markerless tracking [75]–[77]. In this study, an open 
source AR tracking library called EasyAR was used to perform markerless tracking [78]. 
EasyAR has third party plugin for Unity 3D, a widely used platform development environment 
for cross-platform applications [79]. To implement the deep learning models in Unity, 
ML-Agents plugin was also configured [80].      
After a crack or spall region is detected and accurately segmented from the scene, an 
image target is automatically created in the platform environment. The image targets work with 
feature-based 3D pose estimation using the calculated projection matrix [81]. The projection 
matrix can be calculated by following the stereo camera calibration procedure provided by the 
headset manufacturers. After successful calibration, camera intrinsic and extrinsic parameters 
such as camera focal length, location and orientation of the camera are retrieved in Unity using 
the headset sensors gyroscope and head-position-tracker. EasyAR in Unity is capable of creating 
on-the-fly image targets from the damage-detection output and perform fast, robust markerless 
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tracking using Visual SLAM. 3D pose is estimated accurately at different angles and distances; 
the inspector still sees the overlay information on correct location as shown in Figure 32.    
 
Figure 32: Markerless tracking of on-the-fly image target created from AI analysis results  
One of the important limitations of the AR tracking is that segmentation results are only 
projected onto planar surfaces since the created image targets are two-dimensional. Therefore, 
volumetric calculations from curved surfaces (e.g. circular columns) such have intrinsically large 
error. In the future improvement of this work, 3D image targets will be created to perform AR 
projection onto curved concrete surfaces. 
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Figure 33: Real-world examples from the headset showing AI analysis results projected on the 
concrete defects (left: concrete crack; right: concrete spalling).  
Retrieval of Dimensional Properties 
Accurate retrieval of real-world dimensional properties from the AR projection is the 
most important step in estimating the condition of the concrete damage in the proposed system. 
Depending on the stereoscopic video see-through technology used, several techniques can be 
used to estimate the real geometric distance. The proposed methodology in this dissertation study 
uses spatial mapping techniques based on the binocular disparity.      
 After a successful calibration, basic proportioning of image pixel size to a known 
real-world dimension (camera offset from eye focus is known) is used to calculate the area of a 
spall or length of a crack. Figure 34 show calibrated image targets in the Unity platform. 
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Figure 34: Calibrated image target that estimates maximum crack width in Unity 
 In order to improve the estimation accuracy of the geometric properties, the AR target 
object projected onto the defect surface is continuously calibrated using non-linear least square 
fitting. The necessary data points were obtained in real-time from the headset’s different camera 
positions as the inspector gets closer to the object or looks at the defect from different angles. 
Figure 35 shows the details of the non-linear least square fit calculation of an example 
calibration of image target to estimated area of spalling.  
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Figure 35: Calibration of image target for more accurate prediction of geometrical property  
 In the horizontal axis of the calibration, the estimated target distance normalized by the 
focal length, and in the vertical axis, the pixel area of the target normalized by the camera 
resolution were used. The fit equation corrects the known distance parameter in the dimension 
proportion to predict the area at higher accuracy.  
Evaluation of Factors Affecting the Geometric Estimation 
 An experimental work was conducted in CITRS Lab in order to determine the factors 
affecting the accuracy of the retrieval of the dimensional properties. The experiment’s objective 
was to investigate effect of both the environmental factors and the camera specifications on the 
geometric estimation. In the conducted experiment, the described calibration method was 
repeated multiple times for different ambient illumination, crack width, target distance and 
camera resolution using Moverio BT-300 smart glasses in a laboratory environment. A set of 
synthetically generated crack images with different thicknesses, brightness and patterns were 
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printed on letter size papers and placed on a white platform. The experiment setup is shown in 
Figure 36 and the results of the laboratory experiment were tabulated in Table 7. In the 
experiment, it was assumed that the cracks were perfectly segmented using the methodology 
described in Chapter 3. 
 
Figure 36: Experiment setup to evaluate factors affecting the performance of the geometric 
estimation in the MR headsets.  
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Table 7: Calculation of average error in geometric estimation under different conditions 
Illumination  Camera Res. Target Dist. (ft) Crack Width (in) Average Error (%) 
1 light on 720p 3ft 1/6” 8.62% 
1 light on 720p 3ft 1/2” 5.04% 
1 light on 720p 3ft 1” 3.10% 
1 light on 720p 5ft 1/6” 18.17% 
1 light on 720p 5ft 1/2” 8.60% 
1 light on 720p 5ft 1” 6.09% 
1 light on 1080p 3ft 1/6” 5.35% 
1 light on 1080p 3ft 1/2” 4.04% 
1 light on 1080p 3ft 1” 2.76% 
1 light on 1080p 5ft 1/6” 13.10% 
1 light on 1080p 5ft 1/2” 6.27% 
1 light on 1080p 5ft 1” 3.55% 
2 lights on 720p 3ft 1/6” 8.02% 
2 lights on 720p 3ft 1/2” 4.85% 
2 lights on 720p 3ft 1” 2.87% 
2 lights on 720p 5ft 1/6” 16.99% 
2 lights on 720p 5ft 1/2” 7.07% 
2 lights on 720p 5ft 1” 4.71% 
2 lights on 1080p 3ft 1/6” 4.14% 
2 lights on 1080p 3ft 1/2” 2.45% 
2 lights on 1080p 3ft 1” 1.23% 
2 lights on 1080p 5ft 1/6” 9.92% 
2 lights on 1080p 5ft 1/2” 5.43% 
2 lights on 1080p 5ft 1” 3.03% 
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The experiment showed that the accuracy of the geometric estimation is largely 
dependent on the distance of the crack from the headset camera. Due to limited capabilities of 
the headset used in the experiment, the procedure was repeated only at short distances of 3ft and 
5ft. In larger distances, the headset could not create the AR tracker objects of the targets. The 
camera resolution was also found to be an important factor affecting the accuracy of the 
geometric estimation. Setting the camera resolution to 1080p (1920x1080) yielded acceptable 
results at both 3ft and 5ft. According to results, minor cracks (crack width less than 1/6”) can be 
reliably measured only at 3ft distance and 1080p resolution. The illumination level was also 
found to be signification factor affecting the performance of the geometric estimation in the MR 
system. In the simulated environment, one of the two florescent lamps were turned off to create a 
darker ambient. However, the experiments were not repeated when both lights were turned off; 
since the targets become completely invisible in the camera and therefore the headset fails to 
create the AR trackers. When the both lights were turned on and the resolution was set to 1080p, 
1-inch crack can be measured at approximately 98% accuracy from 3ft distance.        
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CHAPTER FIVE: EFFECTIVE UTILIZATION OF NON-DESTRUCTIVE 
EVALUATION DATA AND DECISION MAKING   
Developing a bridge management strategy in the network level with efficient use of 
capital is very important for optimal infrastructure remediation. This study introduces a novel 
decision support framework that considers many aspects of bridge management and successfully 
implements the investigated methodology in a web-based platform. The proposed decision 
support system uses advanced prediction models, decision trees and incremental machine 
learning to generate the optimal decision strategy. The system aims to achieve an adaptive and 
flexible decision making while entailing powerful utilization of nondestructive evaluation (NDE) 
methods. The NDE data integration and visualization allow automatic retrieval of inspection 
results and overlaying the defects on a 3D bridge model. Furthermore, a deep learning-based 
damage growth prediction model will estimate the future condition of the bridge elements and 
utilize this information in the decision-making process. The decision ranking takes into account a 
wide-range factors including the structural safety, serviceability, rehabilitation cost, life-cycle 
cost, societal and political factors to generate optimal maintenance strategies with multiple 
decision alternatives. This study aims to bring a complementary solution to currently in-use 
systems with utilization of advanced machine-learning models and NDE data integration, but it is 
still equipped with main functions of those systems and capable of transferring data to them. 
State of Practice in Bridge Management  
The bridge management practice in the United States has improved significantly over the 
last 40 years both at the federal and state levels. At the federal level, the National Bridge 
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Inspection Standards (NBIS) unifies the method of collecting data and condition assessment on 
the public highway bridges [3]. The collected inspection data by the state departments of 
transportation (DOTs) is submitted to Federal Highway Administration (FHWA) annually in a 
nationwide reporting/coding format that is later entered to National Bridge Inventory (NBI) 
database [4]. Based on NBI, bridge owners are able to monitor condition and performance of 
their bridges to make accurate management decisions. FHWA imposes an appraisal rating to all 
government owned bridges through routine inspections that are recorded to NBI. The sufficiency 
rating in NBI’s bridge appraisals receives input from local and global assessments as well as 
some additional parameters. At the state level, state DOTs may have different procedures 
regarding bridge asset management, funding, maintenance considerations and resource allocation. 
A comprehensive National Cooperative Highway Research Program (NCHRP) synthesis report 
published by the Transportation Research Board (TRB) puts out the differences in state practices 
and explains the reasons of the variety in the bridge management practices mainly on the 
following issues: The differences in the policy, financial, technical and institutional operations as 
well as the different approaches to planning, programming and budgeting [5]. According to the 
interviews conducted within the synthesis study, a mixed centralized and decentralized 
management strategies are followed in many agencies. Whereas the bridge replacement and 
rehabilitation projects, which can be funded by Federal Highway Bridge Program, are 
centralized; the maintenance and repair projects are decentralized by being funded internally. In 
order to maintain communication between centralized and decentralized decisions, many states 
employed a Bridge Management System (BMS), which incorporates detailed state procedures at 
the element level and NBIS requirements at federal level [6]. Although BMS has limited use 
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toward decision-making, state agencies find it helpful in terms of compilation of data and display 
of short-term and long-term information [7]. According to NCHRP study, the characteristic use 
of BMS for state DOT decision-making is analyzed as follows [5]: 
• Technical aspects in the decision making such as condition assessment and 
performance assessment are mainly held in BMS rather than economic and social 
analyses that involve life cycle cost analysis, social impact analysis etc. 
• The decision-making based on BMS output is generally for short-term rather than 
long-term and the recommended actions are not proactive of future predicted 
conditions by lacking predictive models and scenario analysis. 
• The decision making usually do not recommend multiple action strategies with a 
comparative analysis. 
Enhanced Decision Support System 
The decision support systems have undergone dramatic improvements in the last decade 
with the employment of intelligent systems and sensor monitoring. Machine learning (ML) and 
artificial intelligence (AI) started to play an important role in decision-making. Many researchers 
have recently proposed AI based decision support systems for infrastructure management. For 
instance, Yin (2010) developed an intelligent decision support system which does not only 
quantify the inspection data and evaluate the deterioration of the existing bridges but also 
provide optimum bridge monitoring plan for advanced management according to the project 
budget and timeline [7]. Quintela (2007), for another example, presents a real-time decision 
support system for civil engineering structures that makes use of prediction models using 
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artificial neural network and data mining techniques. The system occupies real-time sensors to 
verify the accuracy of the employed prediction models [8]. In a different angle, Jiao (2013) 
proposed an unsupervised performance evaluation strategy for bridges using fuzzy clustering on 
health monitoring data. With the proposed strategy, bridge condition state can be assessed by 
calculating the fuzzy nearness. Lee (2008) addresses the problems of slow adoption of bridge 
management systems and impractical future prediction of bridge conditions. The study proposes 
artificial neural network-based prediction algorithm called backward prediction model to treats 
the inconsistency BMS inputs and bridge agencies' existing data. Bocchini (2013) develops a 
simple Markov chain model for life-cycle analysis of bridge networks. The proposed model 
includes the effect of deterioration, maintenance actions, bridge failures, and rehabilitations. 
These studies aim to solve bridge management problem using pre-deep learning techniques (i.e. 
classical machine learning and clustering techniques).  
 The decision support system proposed in this study has a multi-component structure in 
which different bridge management operations will communicate with each other. As described 
in Figure 37, the proposed system uses the condition assessment data obtained with NDE and 
predicts the future condition of the bridge by utilizing the historical information. The prediction 
model is trained on a cloud server in the attached deep learning instance. The decision support 
component utilizes an adaptive decision ranking methodology, which prioritizes the bridges 
based on a variety of factors. The presented ranking system initializes with the default 
parameters; then will gradually adapt the practice of the infrastructure owner by fine-tuning the 
decision weights. Synchronization with NBIS database and bridge management software entails 
data generation for fine-tuning the deep learning models. Finally, the decision support 
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component generates multiple maintenance decision strategies while optimizing the cost and 
performance. 
 
Figure 37: System component diagram of the proposed decision support framework  
The proposed infrastructure support methodology was implemented in web-based 
framework that uses a powerful backend platform named SageMaker, a cloud compute service 
operated by Amazon, to perform the deep learning based predictions [9]. A fully functional 
graphical user interface was also developed to test the system components as shown in Figure 38.  
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Figure 38: Web-based software implementation of the decision support framework (bridge 
information retrieval) 
The proposed system is aimed to serve as more than a decision-making tool, but also an 
integration system that can make NDE much more beneficent and effective by retrieving data 
automatically and transferring it to the widely used bridge management software. The enhanced 
the decision support system aims to accomplish the following: 
• Processing the bridge inventory data of both public and private agencies to retrieve 
necessary bridge information used in decision support components (e.g. bridge 
condition, historical data, geolocation)  
• Retrieving local element inspection data directly from NDEs such as Infrared 
Thermography (IRT), Ground Penetration Radar (GPR), laser scanning, remote 
sensing and drone inspections. 
• Element condition assessment based on the quantified damage information and 
Health index (HI) calculation of the structure. Analysis of historical element 
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condition states to predict the future condition using a time series forecasting model 
that estimates the damage growth. 
• A novel, adaptive decision ranking implementation for bridge maintenance 
decisions using bridge appraisals and deep learning-based ranking algorithm.  
• Adapting the infrastructure owner’s maintenance practice through periodic model 
updates to fine-tune the decision ranking weights using automatically generated 
data from users’ decision actions. 
• Decision tree implementation to produce maintenance/repair strategies with 
alternative actions and associated cost calculation. 
• Damage visualization on realistic 3D bridge model with a timeline feature 
demonstration both the past and future condition. 
• Data exchange and synchronization with infrastructure owner’s bridge 
management software and the NBI database. 
Integration of Non-destructive Evaluation Data 
Effective utilization of NDE data is important for the decision support system to generate 
objective and reliably decision strategies. The quantified information from NDE can be utilized 
by machine learning models to make very accurate predictions. To integrate the NDE data in the 
system, the data frames are encoded in XML format which is also compatible with FHWA’s 
RABIT™ (Robotics Assisted Bridge Inspection Tool) [10]. As shown in Figure 39, the data 
frame is composed of header information about the structure and the readings with x and y 
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locations. 
 
Figure 39: Example NDE data collected from a bridge deck (Electrical Resistivity). 
A standardized format for NDE data is important for successful communication between 
different technologies. Furthermore, visualizing this data is also important for inspectors to make 
better decisions. Therefore, a decision support system should also be capable of reading the point 
data to overlay damage information on a 3D bridge model. In the implemented web-based 
platform, NDE inspection data can be retrieved by either uploading exported NDE files from IRT, 
GPR, Ultrasound, LIDAR, UAV etc. or via manual entry of visual inspection reports. The 
visualization module in the software implementation displays the imported NDE data in a 
inspection timeline allowing the infrastructure owner investigate the damage condition at 
different time steps (see Figure 40).      
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Figure 40: Visualization of NDE data and overlay of damage information 
For a rational and quantifiable condition assessment, it is very important to use a bridge 
management that can generate remediation strategy for different bridge inspection practices [11]. 
The proposed decision support system can integrate NDE data and calculate element condition 
states according to major bridge inspection guides (e.g. AASHTO, FHWA, State DOT inspection 
guides). However, for most inspection guides, the condition state limits need to be quantified for 
effective utilization of NDE.  After NDE data is successfully imported and condition states are 
determined, the proposed system calculates an important decision ranking parameter, bridge 
Health Index to determine overall structural health of the bridge. Health Index is calculated for 
each year using the Equation (8). This equation was first introduced in TRNews article [12].  
 𝐻𝐼 = (∑𝐶𝐸𝑉) ⁄ (∑𝑇𝐸𝑉) × 100 (8) 
 The implemented web-based tool uses element condition state limits defined by 
AASHTO Guide Manual for Bridge Element Inspection [13] and calculates Health Index for 
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each inspection year as shown in Figure 41. In the implemented system, the element inspection 
data can easily be exported to formats compatible with federally used bridge management 
software such as AASHTOWare BrM [14] and LTBP InfoBridge [15].  
 
Figure 41: Web-based implementation analyzing historical NDE data. 
Deep Learning Based Prediction of Deterioration Growth 
 Past bridge inspection data along with maintenance/repair information constitutes the 
basis of predicting future conditions of bridge elements or components. The condition of bridge 
elements innately possesses significant amount of uncertainty partly due to inaccurately entered 
or missing inspection records[16]. In the proposed methodology, a deep learning model tackles 
the uncertainty related future condition prediction problem by using time history prediction on 
the NDE data. In the proposed methodology, hybrid architecture of Convolutional Neural 
Networks (CNN) and Long-Term Short Memory (LSTM) models is periodically trained on the 
historical NDE data. The proposed network architecture is called CNN-LSTM, a deep learning 
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model that fuses CNN and LSTM to predict image-based information in a future time step [17]. 
LSTMs are a very promising solution to sequence and time series related problems [18]. They 
can effectively handle time lags between data points as opposed to Recurrent Neural Networks 
(RNN) [19]. Hence, the data doesn’t have to be collected at a fixed time step. As shown in Figure 
42 a common LSTM architecture is composed of a cell (the memory part of the LSTM unit) and 
three regulators, usually called gates, maintaining the flow of information through an input, 
output gate and a forget gate [20]. These gates can learn which data in a sequence is important to 
keep or throw away. Hereby, it can pass relevant information down the long chain of sequences 
to make predictions. LSTMs have been successfully used in many real-life applications such as 
speech recognition [21], forecasting stock prices [22], and estimating cancer growth [23].  
 
Figure 42: Diagram of a typical LSTM cell [24]  
 CNNs are on the other hand works very well with image data [25]. They created 
breakthrough success in image classification tasks [26]. CNN based image analysis of 
infrastructure damage has been vastly studied in the past [27, 28]. CNN-LSTM, the hybrid 
architecture of CNN and LSTM networks integrated in the decision support system, inputs the 
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NDE data as an image format, and passes it through the convolutional layers of CNN, in which 
the underlying spatial features are extracted and stacked in one-dimensional vector. Then, the 
LSTM cells receive these feature vectors and make a prediction at a point of time. While CNN 
branch of the model extracts the spatial relationships, LSTM creates a temporal context. Thus, 
these hybrid architectures are often called spatial-temporal neural networks. An important 
advantage of CNN-LSTM is that a time series prediction of spatial data can be performed in a 
single, end-to-end system instead of using two separate suboptimal systems. In the example 
shown in Figure 43, crack images belonging to inspections at different years are processed first 
in the CNN layers. The spatial features of crack deterioration extracted from CNN are then 
stored in LSTM cells. The output gate of the cell gives the predicted condition of the crack at the 
requested point of time. 
 
Figure 43: CNN-LSTM model for time history prediction of future damage condition.   
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 The proposed methodology for damage condition prediction was implemented using 
Keras, a high level deep learning library written in Python [29]. However, the implementation 
lacked a training data due to unavailability of periodic NDE dataset over a certain period of time. 
Therefore, the implemented model used pre-trained weights from known data sets from public 
data sets followed by an updated schema with accurate weights as NDE data is entered to the 
system and the model is fine-tuned (i.e. transfer learning). 
Adaptive Bridge Decision Ranking 
For optimal bridge management, it is very important to make network level decisions that 
take into account all bridges in a transportation network. There is always a limited capital to be 
spent in maintenance and repair. Therefore, the bridges have to be prioritized based on their 
importance and the capital needs for improvement. In the proposed decision support 
methodology, all bridges in a defined transportation network are ranked according to a wide 
range of criteria such as past inspection history, average daily traffic, number of alternative 
routes, condition growth rate and life cycle cost. The ranking methodology also accounts for the 
available maintenance budget and allowed timeline as these external factors will also have 
significant impact on the decision-making, 
Due to complexity of optimizing the decisions within a large number of ranking criteria, a 
deep learning-based model was used in this study to tackle the multivariate problem in the 
groupwise scoring. To develop and train the model, TF-Ranking, a scalable deep-learning library 
recently published by Google TensorFlow team was used [97], [98]. The same ranking model 
was already deployed in Google’s major software platforms such as Google Drive and Gmail 
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[99]. The proposed TF-Ranking model for bridge prioritization first inputs the multivariate data 
in LBSVM format (Library for Support Vector Machines [100]); then extract features from each 
decision ranking criteria (i.e. factors affecting the bridge prioritization such as structural 
condition, repair cost, importance of location, life-cycle cost etc.). From these extracted features, 
a scoring function is created in the hidden layer of the neural network. During training, the 
weights of the scoring function are optimized using Softmax Cross Entropy, a commonly used 
listwise loss metric. Finally, the model is served in the SageMaker to make predictions from the 
raw data entries. Figure 44 describes the TF-Ranking model used in the proposed decision 
support system. 
 
Figure 44: TF-Ranking model to prioritize bridges based on multi-criteria decision factors [98]. 
The major challenge in deep learning based ranking models for infrastructure 
decision-making is the unavailability of supervised training data. Such data would require 
example rankings prepared by a large number of inspectors from many different bridges. 
Therefore, a different strategy was followed in this study to generate the necessary training data. 
The TF-Ranking model was initialized by training with an artificial dataset. First, the bridges are 
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scored based on the factors affecting the maintenance decision. The scoring method uses NBI’s 
sufficiency rating as basis; but extends the ranking to include also bridge life cycle cost, current 
health index calculated from NDE, future predicted health index, and available 
maintenance/repair budget. The scored bridges are used as initial training data for TF-Ranking 
model. However, the model will not learn the covariate features in the bridge prioritization since 
the scoring was made independently for bridges. Therefore, the model needs to be fine-tuned via 
incremental learning. As inspectors use the decision support system, the inspector’s alterations in 
the prioritizations are used as fine-tuning data. The system will then gradually improve and adapt 
the infrastructure owner’s practice. 
The sufficiency rating in NBI’s bridge appraisals receives input from local and global 
assessments as well as some additional parameters [43]. Similarly, the appraisals of bridges in 
this study are carried out by scoring them in three categories: Safety, serviceability and 
essentiality. After the scores in these categories are summed, special reductions are made. The 
resultant score will give the sufficiency rating that could be used for ranking bridges for 
infrastructure management (priority ranking if resultant score is subtracted from 100). First 
structural adequacy score is calculated by subtracting the score reductions from overall condition 
rating and load capacity. The attained RF value from load rating test is input in Equation (9) to 
find the safety score.  
 𝑆1 = 55 − (32.4 − 𝑅𝐹)
1.5 × 0.3254 − 𝐶𝑅 (9) 
S1 cannot be less than zero and larger than 55. CR indicates for lowest condition rating 
of the bridge components. The equivalent condition rating in the scale of 0-100 is found as 
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discussed by Sobanjo (2008). The study proposes a translation from element condition ratings to 
NBI’s component ratings [44]. Thus, the value of CR is determined for varied conditions as 
below: 
• Critical condition and worse (<2)  CR = 55, 
• Serious condition (3)  CR = 40, 
• Poor condition (4)  CR = 25, 
• Fair condition (5)  CR = 10. 
Serviceability score in Equation (10) is calculated based the geometry of the structure, 
deck condition, structural evaluation, average daily traffic and structure type. 
 𝑆2 = 30 − [𝑆𝑅 + 𝑅𝑆 + 𝑉𝐶] 
(10) 
S2 cannot be less than zero and larger than 30. SR indicates structural rating in which the 
rating scores from deck condition, structural evaluation, deck geometry, under-clearances, 
waterway adequacy and approach road alignment are summed. RS is determined based on 
roadway sufficiency, which is calculated using average daily traffic (ADT) and road width. 
Finally, vertical clearance (VC) is another rating parameter for serviceability.  
Bridge importance score S3 is calculated based on the average daily traffic value, detour 
length, also S1 and S2 as in Equation (11).  
 
𝑆3 = 15 − {15 [
𝐴𝐷𝑇 × 𝐷𝐿
320,000 ×
𝑆1 + 𝑆2
85
] + 2}   (11) 
Bridge importance score S3 cannot be less than 0 and more than 15. ADT stands for 
average daily traffic and DL is the detour length. In addition, there is also special reduction score 
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S4 which is calculated based detour length, structure type and traffic safety features of the bridge. 
Decision Ranking (DR) score extends the NBI’s sufficiency rating in the way that it takes 
life-cycle cost (LCC) into account and also offers flexibility to infrastructure owners’ decision 
practice. The resultant score is calculated by summing individual scores that are adjusted by the 
weight factors w1, w2, w3and w4 and multiplying it by the bridge value index (VI). The 
default values of the weight factors are equal to 1.0.  w1 is calibrated based on the current and 
predicted future Health Index. However, the infrastructure owners can adjust them according to 
their own decision consideration (political pressure, higher serviceability concern etc.) and the 
decision support system will create a ranking score function and will optimize these parameters 
accordingly. The decision ranking is calculated as in Equation (12). 
 𝐷𝑅 = (𝑤1𝑆1 + 𝑤2𝑆2 + 𝑤3𝑆3 − 𝑤4𝑆4) × 𝑉𝐼 
   (12) 
Using a life cycle cost analysis, it is possible to comprehensively evaluate the total 
generated environmental impact for a product and understand the trade-offs in impacts between 
different periods in the product’s life cycle [45]. Catbas et al. (2008) investigated structural 
health monitoring approaches for life cycle management of bridges [101]. The life cycle cost 
analysis of bridges is explained in detail in the National Cooperative Highway Research Program 
(NHRP) report by Transportation Research Board [102]. Mohammadi et al. simplified the bridge 
life cycle cost (BLCC) and used a single parameter to quantify the bridge decision-making 
process in an optimal scheduling scheme [103]. Three major elements constitute the life cycle 
cost: (1) bridge condition rating, (2) costs associated with various bridge works, and (3) bridge 
service life expectancy. Equation (13) shows the calculation of life cycle cost of bridges.  
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 𝑉𝐼 = 𝑟 × 𝑡/𝑐   (13) 
In the Equation (13), VI is the bridge value index, r is the condition rating, t indicates 
bridge service life expectancy and c stands for maintenance cost. The calculated life cycle cost is 
an important decision parameter because infrastructure owners often prefer building a new 
bridge instead of repairing the old one in case the bridge repair cost is very high. Therefore, the 
life cycle cost was also included in the decision ranking.  
The artificial data for initial training was created from the ranking methodology discussed 
throughout this section. An example data was created from Florida’s NBI bridges. The data was 
split into different congressional districts to represent the separate transportation networks. The 
training data has the following features columns: structural adequacy, serviceability, bridge 
importance, bridge value index and available fund. The values for district available funds were 
obtained from the FDOT 2019 Work Program Instructions report, under District Bridge Repair & 
Rehabilitation Funds [104]. A small sample from the generated data is show in Table 8. 
Table 8: A small sample from the generated data showing bridges from different districts 
District 
Intersected 
Feature 
Type 
Structural 
Adequacy 
Serviceability 
Bridge 
Importance 
Bridge 
Value Index 
Available 
Fund 
Decision 
Ranking 
FL-2 Brown Creek Prestressed 37% 20% 10% 14.8 $18.3M 40 
FL-4 Palm Avenue Prestressed 45% 25% 12% 15.4 $15.9M 42 
FL-5 Lake Jesup Prestressed 54% 29% 18% 20.1 $9.2M 38 
FL-1 Gum Creek Concrete 55% 30% 15% 17.8 $10.3M 45 
...         
The TF-Ranking model was trained on the generated dataset only for 15,000 steps to 
initialize the model without causing overfitting. The model will gradually improve in the 
deployed decision support system and incrementally learn the valuable deep features of the 
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ranking methodology as the infrastructure owner make changes in the ranking orders. The 
training performance of the model is shown in Figure 45. Training Loss indicates how 
successfully the model converged with the training batches of the data at each step. The 
evaluation metric that was used in the model is Normalized Discounted Cumulative Gain 
(NDCG), a commonly used metric to measure ranking quality [105].   
 
Figure 45: Training results of the TF-Ranking model using the generated dataset 
Since the ranking data used in the training was generated from an analytically defined 
mythology, the TF-Ranking model easily fits the data during training; yet will not perform well 
on real-life ranking without a fine-tuning. As real data arrives, the model will improve 
incrementally. 
Decision Strategy Generation 
Maintenance, repair and rehabilitation of deteriorating bridge structures may require very 
costly remediation actions. Advanced decision support system aim to reduce remediation costs 
by preventing the costs that are associated with subjectivity of the decision making [92]. In the 
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proposed decision support methodology, a multi-criteria maintenance strategy was used to 
generate the optimal maintenance actions that are specific to each infrasture owner’s 
maintenance practice. Decesion trees are created for each single deterioration mode with 
multicriteria optimization. The multi-criteria selection strategy is the simplified implementation 
of the methodology introduced by S. A. Dabous and S. Alkas (2008). In the decision algorithm, 
multiple criteria are connected to four main action categories: Replacement, major rehabilitation, 
minor rehabilitation, routine maintenance [106]. The maintenance actions are determined after 
checking the associated criteria as described in Figure 46. The authors also introduced a ranking 
methodology that provides score values for each criterion based on based on the rehabilitation 
strategy options.  
 
Figure 46: Multi-criteria selections of maintenance actions for bridge decks [107]. 
This study integrates the described multi-critera decision selection in more simplified 
way by taking into account the decesion rankings directly predicted from the deep learning-based 
model. For each rehabilitation strategy, the decision ranking score is updated and top strategies 
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are suggested to the infrastructure owner. The decision selection was implemented inside the 
decision trees; allowing each deterioration mode to be analyzed inside decision loops. Once the 
strategy is selected and the funding availabilty is approved, detailed maintenance actions are 
automatically generated. An example decision action tree for bridge deck concrete cracking 
according to maintenance practice of Florida Department of Transportation (FDOT) is given in 
Figure 47Error! Reference source not found.. The maintenance practice is based on the 
FDOT’s Bridge Maintenance and Repair Handbook [108]. In the decision tree, first the condition 
of the of the cracking is determined, then the availability of funding is checked through the 
decision ranking. Until bridge reaches the target priority, the associated maintenance actions are 
awaited. Once the funding becomes available (i.e. bridge falls inside the target ranking), 
conditional maintenance actions are suggested to the infrastructure owner. For instance, a minor 
cracking damage on the deck surface can be repaired using liquid sealer if there are many cracks. 
On the other hand, a moderate crack should be repaired with presure injection if the sealing was 
not previously made.  
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Figure 47: Example maintenance action tree for concrete bridge deck cracking based on FDOT’s 
practice. 
The maintenance strategy generation was also integrated in the web-based system 
implementation as show in Figure 48. The system automatically generates suggested 
maintenance/repair strategies based on the predefined repair pricing input and the decision tree 
algorithm used for each deterioration mode. However, it is possible to generate optional 
strategies based on different decision criteria selection. The system will modify the suggested 
maintenance actions. The user can also manually change a particular action in the maintenance 
suggestions and update the cost calculation according to the user-defined unit price list. The 
maintenance suggestions and the corresponding unit costs were obtained from NCHRP Final 
Report 668, Framework for a National Database System for Maintenance Actions on Highway 
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Bridges [109]. In the shown example, the NDE data belonging to high-speed IRT deck scanning 
was imported to the system and the suggested maintenance actions for cracks and spalling were 
automatically generated using the decision trees (it was assumed that this bridge was assumed 
high priority in the decision ranking). Then, a cost summary is shown to the user indicating the 
individual cost items for each maintenance action. In this particular NDE inspection, repair for 
spalling was shown as the major cost item. 
 
Figure 48: Maintenance-cost analysis module in the software implementation of the decision 
support system. 
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CHAPTER SIX: FINAL DISCUSSION AND CONCLUDING REMARKS 
This dissertation study essentially searched for an answer to the following question: How 
can we establish a complete system of methodologies to enable a visual civil infrastructure 
assessment that is quantified, relatively accurate, faster, lower-cost, and automated, but still 
benefits the inspection engineer’s judgement? The proposed approach extensively discussed in 
this study aimed to integrate and demonstrate novel deep learning detection and segmentation 
algorithms into mixed reality system by which a bridge inspector, for example, can benefit from 
this system during his/her routine inspection/assessment tasks. Using this system, the inspector 
can analyze a concrete crack or spalling in-real time and calculate its condition state without 
needing to perform any manual measurement. Furthermore, this dissertation also examined novel 
methods for effective use of collected inspection data in optimal decision making. 
An Overview of the Dissertation Report 
A very comprehensive scope of research was conducted in this dissertation study. The 
research involved interdisciplinary work in Structural Health Monitoring, Data Science, 
Computer Vision, and Human-Computer Interaction.    
In Chapter 1, necessary introductory information and literature review about the deep 
learning techniques, different immersive technologies such as augmented, virtual and mixed 
realities, and bridge management practices were given.  
In Chapter 2, current practices in bridge inspections in the U.S was discussed in detail. 
The structural health monitoring at local and global level was outlined; both conventional 
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methods and non-destructive evaluation techniques were described. Lastly, a case study 
conducted by the CITRS researchers takes place in this chapter.  
In Chapter 3, a comprehensive deep learning methodology for analysis of concrete bridge 
defects was explained thoroughly. The methods described in this chapter explained how a 
framework for collective human-AI intelligence could be created and how it could outperform 
the conventional or fully automated concrete inspections. The described human-centered AI asks 
only minimal input from the human inspector (e.g. modifying the prediction threshold, correcting 
the detection/segmentation boundaries) and gets its predictions verified before finalizing a 
damage assessment task. This kind of a collaboration layer between human expert and AI is 
unique approach of this study. The deep learning models employed in the proposed technique 
could detect a concrete defect in-real time on a mobile chipset and quantify it by performing 
pixel wise segmentation. To train these model, a sufficiently large database of concrete defect 
image database was gathered from various sources and annotated for model training. For damage 
detection, a single shot detector built on MobileNetV2 architecture (SSDLite) and for damage 
segmentation, an adapted version of SegNet architecture were trained using UCF’s Newton 
cluster computers. Finally, the trained models were evaluated on a test database and inference 
speeds were calculated on a mobile device. 
In Chapter 4, the methods discussed in the previous chapter was in integrated in mixed 
reality system. In the described system, the inspector uses a holographic headset that satisfies 
certain hardware requirements (e.g. AI optimized chipset, high resolution camera and depth 
sensor) during routine inspection of infrastructure. With the help of mixed reality integration, the 
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human inspector and AI can cooperate efficiently. While the inspector performs routine 
inspection tasks, the AI system performs the following: Continuously guides the inspector by 
showing possible defect locations (real-time detection); analyzes the verified defect locations and 
predicts damage regions (segmentation); estimates dimensional properties of the damage regions 
(e.g. crack length and spall area) and performs condition assessment (characterization); and 
creates visual mapping of defects in 3-dimensional space (positioning).  
Finally, Chapter 6 introduced an enhanced decision support system that benefits from 
novel approaches at multiple levels. When the NDE data is integrated to the system, a powerful 
deep neural network, CNN-LSTM model predicted the future state of each concrete defect based 
on the historical NDE input. Another novel approach used in the system is that TF-Ranking, a 
deep learning based ranking model, prioritizes the bridges for maintenance/repair based on a 
large variety of factors including bridge assessment history, bridge importance for state traffic, 
structural reliability, serviceability, repair cost, life cycle cost, repair time and funding 
availability. These factors were grouped under structural adequacy, serviceability, importance 
and funding. The ranking system was developed in parallel with the NBI’s sufficiency rating, yet 
it allowed infrastructure owners to calibrate certain weight factors also entails consideration of 
additional decision matrices such bridges’ life cycle cost and predicted repair/maintenance cost 
etc., thereby gives more control over the decision. The TF-Ranking model quickly adapted the 
bridge maintenance practice of the infrastructure owner as new training data for fine-tuning was 
generated automatically from decision makers’ priority adjustments.    
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Important Findings and Conclusions 
In addition to important scientific contributions, this interdisciplinary dissertation 
study offers significant contributions to infrastructure inspection, maintenance, management 
practice, and safety for the transportation agencies in the US as well as other countries. The 
dissertation research generated the following important conclusions.  
• Current scientific approaches have employed various learning-based methods for 
automatic detection of concrete defects while replacing human involvement in the 
process. However, the developed method aimed to merge engineer/inspector’s 
expertise with AI assistance using a human-centric machine vision approach, thus 
yielding more reliable civil infrastructure visual assessment practice.  
• In deep learning-based models, the availability of training data is the most critical 
aspect of developing a reliable system with good accuracy in recognition. Yet, in 
infrastructure assessment, creating a large image dataset is particularly a 
challenging task. The proposed method therefore used an advanced data 
augmentation technique to generate synthetically sufficient amount of crack and 
spall images from the available image data.   
• The AI system follows a semi-supervised learning approach and consistently 
improves itself with use of verified detection and segmentation data in re-training. 
The use of semi-supervised learning addresses successfully the problems of small 
data in AI training particularly encountered in damage detection applications where 
a comprehensive, publicly available image dataset is unavailable. 
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• The attention guide approach (sequential detection and segmentation) yielded 
significant reduction in the computational cost of the segmentation operation since 
only a region of interest is used while other comparable models (e.g. MaskRCNN) 
performs segmentation on the entire image and performs localization in parallel. 
The sequential model also significantly improved the segmentation performance of 
concrete defects.  
• Mixed reality system is an ideal environment to facilitate human – computer 
interaction. It enables the human-centered AI to interact with the inspector instead 
of completely replacing the human involvement during the inspection. This 
collective work will lead to quantified assessment, reduced labor time while also 
ensuring human verified results.   
• Many advanced studies in the bridge management although provide good insight 
about optimal management of bridges, have unfortunately no real-life 
implementation. This dissertation study uses effectively some of these insights yet 
updates the overall methodology with recent advancements in Machine Learning. 
Furthermore, the proposed system was successfully implemented in a web-based 
platform that uses Amazon SageMaker to perform deep learning predictions in the 
backend. The implementation has a robust, functional user interface and a powerful 
visualization module that helps bridge inspectors gain more insight about the 
condition of the bridge. The visualization overlays NDE data on a 3D bridge model 
and even demonstrates the predicted future condition of the damage visually for a 
selected year. 
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• Lastly, this study aims to increase the adoption rate of NDE technologies by 
making the NDE output functional and useful for decision making. Within an 
acceptable uncertainty range, the proposed system shows that use of NDEs has the 
potential to become routine inspection practice when integrated with bridge 
management along with the benefits such as reduced cost and time of inspection. 
Although the methodology was investigated for bridges, it is applicable to all civil 
infrastructures. 
Plans for Future Work 
The enhanced infrastructure assessment methodology that uses artificial intelligence and 
mixed reality can be expanded in many ways in a future work of this dissertation study:  
• The current scope of the study aimed a generic approach for infrastructure 
inspections even though the target damage types were only spalls and cracks. In the 
future work, the number of damage classes will be expanded to include rusting, 
efflorescence and sub-concrete defect (multi-channel input with infrared data). It is 
going to be possible to use the methods for steel and composite structures. 
• A multichannel analysis method will be investigated in order fuse multiple sources 
of data (i.e. imagery data and infrared thermography). This new method will bring 
more capabilities such as robustly locating and quantifying subconcrete 
delamination and steel corrosion. Secondly, more defect types will be trained for 
the AI system. 
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• As these AI embedded MR devices are used in the field and more data is gathered 
from outside sources; the prediction accuracies can be improved considerably. 
Furthermore, to enable the system to evolve even when the devices are used offline. 
A unique incremental learning technique will be investigated and on-device 
training will be implemented. 
• The methods used in the decision support system will be improved as real-life 
inspection data is collected and entered to the web-based implementation of the 
system. With availability of periodic NDE data and real-life decision-making 
information, the proposed deep learning models will be retrained, and performance 
evaluations of these models will be studied extensively.  
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