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Zusammenfassung
Transporteffekte spielen eine zentrale Rolle für viele Phänomene der Physik, Biologie
und Chemie. Ein Beispiel hierfür ist der Ratscheneffekt, bei dem in einem periodisch
getriebenen System ein gerichteter Transport von Teilchen erreicht werden kann, oh-
ne dass eine gerichtete Kraft verwendet wird. Ultakalte atomare Gase eignen sich
hervorragend zum Studium von Transporteffekten im Quantenbereich, wobei Licht-
kräfte mit weitverstimmten Lichtfeldern als sehr dissipationsarmer Antrieb einge-
setzt werden können.
Die vorliegende Arbeit befasst sich mit Experimenten zum Quantentransport eines
Ensembles ultrakalter Atome in optischen Gitterpotentialen variabler räumlicher Sym-
metrie. Für die Experimente wurde ein Bose-Einstein Kondensat aus Rubidiumato-
men des Isotops 87Rb eingesetzt und einem periodischen optischen Lichtpotential
ausgesetzt, das mit einem Verfahren zur Fourier-Synthese von variablen Lichtpoten-
tialen hergestellt wurde. Dazu wurden neben konventionellen optischen Gittern der
Periode λ/2 auch Gitter höherer Ordnung mit einer Periode von λ/(2n) hergestellt,
wobei n eine natürliche Zahl ist. Diese sogenannten Multiphotonen-Gitter nutzen die
dispersive Eigenschaft von Raman-Übergängen aus. Ausgehend von diesen Ergeb-
nissen wurden zunächst Transportexperimente in einem beschleunigten optischen
Multiphotonen-Gitter der Periode λ/4 durchgeführt. Die Beobachtung von Bloch-
Oszillationen in einem Multiphotonen-Gitter zeigt dabei die kohärente Eigenschaft
solcher Gitterpotentiale, die unterhalb der Rayleigh Auflösungsgrenze arbeiten. In
einem nächsten Schritt wurde die Bandstruktur eines Gitters variabler räumlicher
Symmetrie untersucht, das aus einer Überlagerung eines konventionellen Gitterpo-
tentials der Periode λ/2 und eines Multiphotonen-Gitters der Periode λ/4 besteht.
Im Experiment konnte mit Hilfe von Landau-Zener Übergängen in einem beschleu-
nigten Gitter festgestellt werden, dass die Energieaufspaltung zwischen dem zweiten
und dritten Blochband von den Potentialtiefen der Gitterharmonischen sowie von der
relativen Phase zwischen den Gitterharmonischen abhängt. Bei geeigneter Wahl der
Parameter konnte die Energieaufspaltung zwischen den Bändern vollständig unter-
drückt werden.
In weiteren Experimenten wurde mit einem zeitlich getriebenen Lichtpotential der
gerichtete Ratschentransport ultrakalter Atome untersucht. Ziel war hierbei eine Rea-
lisierung einer Hamiltonschen Quantenratsche, d.h. die Beobachtung von Transport
im Quantenbereich ohne die Anwesenheit von gerichteten Kräften oder Dissipation
im System. Hierzu wird ein räumlich asymmetrisches Gitterpotential benötigt, das
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im Experiment durch die phasenrichtige Überlagerung eines konventionellen Gitters
der Periode λ/2 und eines Multiphotonen-Gitters der Periode λ/4 realisiert wurde.
Die Amplitude des ratschenförmigen Potentials wird schließlich zeitlich asymme-
trisch moduliert, wonach ein gerichteter Transport des Bose-Einstein Kondensats be-
obachtet werden konnte. Evidenzen für den vollständig quantenmechanischen Cha-
rakter des Ratschentransports waren eine beobachtete Oszillation des atomaren Im-
pulses um einen von Null verschiedenen Wert, eine Abhängigkeit des nachgewiese-
nen Transports von dem Anfangszeitpunkt der Modulation sowie aufgetretene Re-
sonanzfrequenzen der Amplitudenmodulation bei Positionen die von der atomaren
Rückstoßfrequenz bestimmt sind. Die Ergebnisse können als die grundsätzliche De-
monstration eines Quantenmotors interpretiert werden, bei dem ein gerichteter ato-
marer Transport ohne eine gerichtete Kraft erreicht wird. In zukünftigen Arbeiten
wäre es interessant, den Bereich des atomren Ratschentransports gegen eine äußere
Kraft genauer zu untersuchen oder die Experimente auf den stark korrelierten Be-
reich, bei dem die interatomare Wechselwirkung eine wichtige Rolle spielt, zu erwei-
tern.
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1 Einleitung
Das System aus ultrakalten Atomen und fernverstimmten Lichtfeldern stellt ein Mo-
dellsystem der Ein- und Mehrteilchen-Quantenphysik dar. Heute können verdünn-
te atomare Gase mit Methoden der Laser- und Verdampfungskühlung in den quan-
tenentarteten Bereich herabgekühlt werden. Die erstmalige Realisierung eines Bose-
Einstein Kondensats gelang 1995 mit bosonischen Rubidiumatomen in einer Magnet-
falle [1]. Einige Jahre später konnte auch ein entartetes Fermigas mit Kaliumatomen
experimentell verwirklicht werden [2]. Seitdem wurden eine Vielzahl von Experi-
menten zur Physik mit Quantengasen durchgeführt [3–7].
Ultrakalte Atome können in den Schwingungsbäuchen optischer Stehwellen gefan-
gen werden. Das so realisierte System bezeichnet man als ein optisches Gitter. Das
Fallenpotential konventioneller Stehwellengitter wird durch die dynamische Stark-
Verschiebung gebildet und hat die Periodizität des optischen Interferenzmusters von
λ/2, wobei λ die Wellenlänge des Lichts bezeichnet. Ein optisches Gitter für kalte
Atomewurde 1987 zum erstenMal von C. Salomon et al. realisiert [8]. Optische Gitter
bilden ein attraktives System zur Simulation von Kristallstrukturen der Festkörper-
physik. Mit ultrakalten Atomen in konventionellen optischen Gitterpotentialen wur-
den unter anderem Bloch-Oszillationen [9] und Landau-Zener Übergänge [10] un-
tersucht sowie die Energiedispersion im Gitter durch Bragg-Beugung aufgelöst [11].
Inzwischen ist es auchmöglich, einzelne Gitterplätze mit Hilfe einer abbildendenOp-
tik oder eines Elektronenmikroskops aufzulösen und die Dynamik vonAtomen darin
zu untersuchen [12–14]. Ein eindrucksvolles Experiment zurManipulation vonMate-
riewellen wurde mit der Beobachtung eines Mott-Isolator Quantenphasenübergangs
2002 von I. Bloch et al. demonstriert [15]. Die repulsive Kontaktwechselwirkung auf
der einen Seite und der Tunnelprozess durch die Potentialbarrieren des Gitters auf
der anderen Seite ermöglichen über die Variation der Potentialtiefe einen Übergang
einer superfluiden Phase zu einer Mott-Isolator-Phase.
Auch ermöglichen Fortschritte auf dem Gebiet der ultrakalten Atome, neuartige Un-
tersuchungen zu zeitlich getriebenen Quantensystemen durchzuführen. In der Grup-
pe von M. Raizen wurde die Dynamik einer Atomwolke in einem mit kurzen Pulsen
(“δ-Pulsen”) modulierten optischen Stehwellen-Gitterpotential untersucht. Beobach-
tet wurde beispielsweise, dass sich die Atomwolke aufgrund von dynamischer Loka-
lisierung weniger stark ausdehnte als ohne diesen quantenmechanischen Effekt [16].
Seitdem wurden auf diesem Gebiet viele Experimente durchgeführt, die sich mit
Dekohärenzeffekten und quantenmechanischen Eigenschaften in einem periodisch
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gepulsten System befasst haben [17–21]. In diesen Arbeiten erfolgte der Transport
von Atomen durch die Lichtwelle symmetrisch; es tritt also keine Vorzugsrichtung
beim Transport der Atome auf. Ein wesentlicher Teil der vorliegenden Arbeit befasst
sich mit dem gerichteten Transport von Atomen, bei dem durch Brechung räumli-
cher bzw. zeitlicher Symmetrien ein gerichteter Transport von Atomen erreicht wird.
Ähnlich wie bei einermechanischen Ratsche werden hier sägezahnförmige Potentiale
eingesetzt. Im Allgemeinen bezeichnet man solche getriebenen Systeme gebrochener
Symmetrie, bei denen ein gerichteter Transport erreicht wird, als Ratschen.
Eine Ratsche ist in der Lage, aus einer zufälligen Fluktuation von Teilchen einen ge-
richteten Teilchentransport zu erzeugen, ohne dabei eine äußere konstante Kraft zu
verwenden [22–25]. Seit der ersten Beobachtung der chaotischen Bewegung von Blü-
tenpollen unter demMikroskop im Jahr 1827 von Robert Brown, spielt die Brownsche
Molekularbewegung eine wichtige Rolle in der Beschreibung von biologischen Pro-
zessen. Das Modell des Brownschen Motors beschreibt dabei sehr eindrucksvoll, wie
man thermische Fluktuationen ausnützen kann, um daraus einen gerichteten Trans-
port zu erreichen [26]. Der Biologe Sir Andrew Huxley stellte 1954 einen Zusam-
menhang zwischen der Bewegung von Myosin und der Wirkungsweise eines bio-
logischen Motors her, um eine mögliche Erklärung für die Muskelkontraktion bei-
spielsweise im Arm zu geben [27, 28]. Es wurden daraufhin Untersuchungen zum
Transport in biologischen Systemen durchgeführt, und mit der Wirkungsweise eines
biologischen Motors verglichen [29–31].
Mitte der 1990er-Jahre wurde an festkörperphysikalischen Systemen verstärkt nach
Möglichkeiten gesucht, den Ratscheneffekt dort nachzuweisen. Ein vielversprechen-
des System stellen sogenannte Quantenpunkt-Ratschen dar [32, 33]. Diese bestehen
aus asymmetrisch geformten Halbleiter-Heterostrukturen und brechen so die Re-
flexionssymmetrie im System. Durch periodisches Anlegen einer Wechselspannung
konnte dort eine gerichtete Elektronenbewegung beobachtet werden, die auf den Rat-
scheneffekt zurückzuführen ist [34]. Kurze Zeit später konnten darin auch Quanten-
effekte nachgewiesen werden, wobei sich die Richtung der Elektronenbewegung un-
terhalb einer kritischen Temperatur entgegen der klassischen Vorhersage verhält [35].
In der Zwischenzeit gibt es in der Festkörperphysik weitere Ratschentypen, mit de-
ren Hilfe man eine gerichtete Bewegung erzeugen kann: SQUID-Ratschen, Josephson
Vortex Ratschen und Abrikosov Vortex Ratschen [36–39].
Heutzutage lassen sich sogar kleinste Maschinen bauen, die nach demRatscheneffekt
funktionieren. Die Autoren in Ref. [40, 41] zeigen beispielsweise wie sich ein asym-
metrisch geformtes Sägezahnblatt von einigen Mikrometern Durchmesser in einem
Wärmebad von Escherichia coli Bakterien dreht. Ein anderes Beispiel das in der ange-
wandten Technik Verwendung findet, ist die Driftratsche, mit derman unter anderem
Teilchen verschiedener Größen voneinander trennen kann [42]. Eine Driftratsche be-
steht aus einer Parallelschaltung vieler Kanäle mit einigen Mikrometern Durchmes-
ser, wobei sich der Durchmesser entlang eines Kanals periodisch und asymmetrisch
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ändert. Durch einen an die Kanäle angelegten Druckgradienten wird Wasser peri-
odisch hin- und hermoduliert. In Wasser suspendierte Teilchen erfahren aufgrund
der asymmetrischen Form das Kanals eine gerichtete Bewegung, wobei die Richtung
von der Größe der Teilchen abhängt.
Auf dem Gebiet der kalten Atome, die sich mit dem gerichteten Transport von Ato-
men in periodisch getriebenen Systemen beschäftigt haben, wurden zunächst Experi-
mente in zeitlich modulierten Kippratschen [43] durchgeführt. Dazu wurden Atome
in ein eindimensionales Stehwellenpotential geladen, das einer zeitlich periodisch
modulierten Kraft ausgesetzt war. In den verwendeten disspativen Systemen hing
der beobachtete gerichtete Transport vom Grad der Dissipation ab [44]. Ein bis dato
ungeklärtes Problem ist die Frage, ob ein gerichteter Transport von Teilchen auch in
einem vollkommen quantenmechanischen System ohne Dissipation möglich ist. Es
gab zwar in der Vergangenheit Experimente, die quantenmechanische Eigenschaften
in harmonisch modulierten Potentialen zeigten [45,46], ein Ratschentransport wurde
damals allerdings nicht beobachtet. In den letzten Jahren wurde der Transport in ei-
ner Hamiltonschen Quantenratsche theoretisch vorhergesagt und konnte im Rahmen
dieser Arbeit experimentell realisiert werden [47].
Die Beobachtung eines Ratschentransports in einer amplitudenmodulierten Quan-
tenratsche erfordert ein räumlich asymmetrisches Potential, um die Reflexionssym-
metrie zu brechen. In der Vergangenheit wurden asymmetrische Potentiale in dissi-
pativen Systemen mit thermischen Atomen bereits realisiert, wobei die Gruppe um T.
Pfau die Streuung von Heliumatomen an einem asymmetrischen magneto-optischen
Potential untersucht hat [48]. Einen Transport von Atomen in einem asymmetrischen,
grauen optischen Gitterpotential mit Dissipation wurde von C. Mennerat-Robilliard
et al. beobachet [49]. Vor einiger Zeit wurde ein Verfahren in unserer Arbeitsgruppe
entwickelt, um dissipationsarme asymmetrische optische Gitterpotentiale zu erzeu-
gen [50]. Dazu wurde in einem ersten Schritt ein neuartiges Gitter der Periode λ/4
für ein Rubidium Bose-Einstein Kondensat erzeugt, wobei dieses durch einen Vier-
photonen Raman-Prozess entsteht. Durch die räumliche Überlagerung eines konven-
tionellen Gitters der Periode λ/2 und eines Vierphotonen-Gitters der Periode λ/4
kann durch geeignete Wahl der relativen Phase ein asymmetrisches Gitterpotential
entstehen.
Die vorliegende Arbeit befasst sich mit Experimenten zum Quantentransport in va-
riabel geformten Gitterpotentialen. Es wurde die Bandstruktur eines optischen Git-
ters variabler räumlicher Symmetrie untersucht. Mit Landau-Zener-Übergängen an
einem beschleunigten Gitterpotential wurde beobachtet, dass die energetische Auf-
spaltung zwischen dem zweiten und dritten Blochband sehr kritisch von der relati-
ven Phase zwischen den Harmonischen des Fourier-synthetisierten Gitterpotentials
abhängt. Auch gelang die Beobachtung von Bloch-Oszillationen an Gitterpotentialen
unterschiedlicher räumlicher Periodizität. Ein Schwerpunkt der Arbeit stellt die Be-
obachtung eines atomaren Transports in zeitlich getriebenen Gitterpotentialen gebro-
chener räumlicher Symmetrie dar. Mit dem variabel geformten Gitterpotential gelang
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die erstmalige Realisierung einer Hamiltonschen Quantenratsche, in der ein gerichte-
ter atomarer Ratschentransport innerhalb der Wechselwirkungszeit beobachtet wur-
de. Dies stellte die Demonstration eines Prototyps eines Quantenmotors dar, in dem
ein wechselförmiger Antrieb eine gerichtete atomare Bewegung erzeugt.
Struktur der Arbeit:
Die Arbeit ist wie folgt gegliedert. Kapitel 2 befasst sich mit der Erzeugung des für
die Arbeiten benötigten atomaren Bose-Einstein Kondensats in einer optischen Di-
polfalle. Kapitel 3 behandelt die Erzeugung von variabel geformten Lichtpotentialen
sowie der Beobachtung von Landau-Zener-Übergängen zwischen den Blochbändern
sowie von Bloch-Oszillationen in Multiphotonen-Gittern. Kapitel 4 befasst sich mit
der Realisierung einer Hamiltonschen Quantenratsche im zeitlich getriebenen Gitter-
potential.
Publikationsliste:
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G. Ritt, C. Geckeler, T. Salger, G. Cennini und M. Weitz
Phys. Rev. A 74, 063622 (2006)
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T. Salger, C. Geckeler, S. Kling und M. Weitz
Phys. Rev. Lett. 99, 190405 (2007)
Bloch oscillations of a Bose-Einstein condensate in a subwavelength
optical lattice
T. Salger, G. Ritt, C. Geckeler, S. Kling und M. Weitz
Phys. Rev. A 79, 011605 (2009)
Directed Transport of Atoms in a Hamiltonian Quantum Ratchet
T. Salger, S. Kling, T. Hecking, C. Geckeler, L. Morales-Molina und M. Weitz
Science 326, 1241 (2009)
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2 Schwach wechselwirkendes
Bose-Einstein Kondensat
Dieses Kapitel beschäftigt sich mit der experimentellen Realisierung eines 87Rb Bose-
Einstein Kondensats in einer optischen Dipolfalle. Nach einer theoretischen Einfüh-
rung, in der die wichtigsten Eigenschaften solcher Quantengase zusammengefaßt
werden, konzentrieren sich die nachfolgenden Abschnitte mit der technischen Um-
setzung. Der erste Schritt zur Erzeugung eines atomaren Bose-Einstein Kondensats
ist die Vorkühlung von Atomen in einer Magneto-optischen Falle. Die Atome wer-
den daraufhin in eine optische Dipolfalle umgeladen und die Temperatur des Ga-
ses durch Verdampfungskühlung unter einen kritischen Wert im Nanokelvinbereich
gebracht, bei der die Phasenraumdichte hinreichend hoch ist, um einen Phasenüber-
gang zu einem Bose-Einstein Kondensat durchzuführen.
2.1 Theorie der Bose-Einstein Kondensation
2.1.1 Einleitung
Das Konzept der Bose-Einstein Kondensation (BEC) wurde bereits 1924 von Satyen-
dra Nath Bose und Albert Einstein vorgestellt [51,52]. Unterhalb einer kritschen Tem-
peratur wandelt sich ein thermisches bosonisches Gas in ein Bose-Einstein Kondensat
um, bei dem die Grundzustandsbesetzung makroskopisch anwächst.
In einem stark vereinfachten Bild können Atome in einem verdünnten Gas alsWellen-
pakete betrachtet werden. Die thermische Ausdehnung der Wellenpakete wird über
die de Broglie Wellenlänge λdB angegeben:
λdB =
√
2πh¯2
mkBT
(2.1)
Dabei ist m die Masse eines Atoms, T die Temperatur, sowie h¯ die Planck-Konstante
geteilt durch 2π und kB der Boltzmann-Faktor. Bei Raumtemperatur ist die de Bro-
glie Wellenlänge der Atome in der Regel sehr viel kleiner als der mittlere Teilchen-
abstand. Je kälter ein atomares Ensemble wird, desto größer wird die thermische de
Broglie Wellenlänge λdB. Ab einer bestimmten Temperatur ist die Ausdehnung der
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High
 Temperature T:
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d
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Abb. 2.1: Illustration der Bose-Einstein Kondensation: Bei hohen Temperaturen wird
jedes Atom durch eine eigene Wellenfunktion beschrieben. Sobald die Tem-
peratur weit genug sinkt, überlappen die Wellenpakete und das System
kann durch eine einzelne makroskopische Wellenfunktion beschrieben wer-
den - das Bose-Einstein Kondensat. Die Abbildung ist aus Ref. [53] entnom-
men.
Wellenpakete in der Größe des Teilchenabstands. Die Ununterscheidbarkeit bosoni-
scherMaterie wirkt sich nun auf den gesamten Überlappbereich aus, so dass sich eine
einzelne Materiewelle bildet, das Bose-Einstein Kondensat (siehe Abb. 2.1). Das Kri-
terium für eine Bose-Einstein Kondensation wird erreicht, sobald die Phasenraum-
dichte nλ3dB > 2.612 ist. Dies wird einerseits durch eine sehr hohe Dichte und ande-
rerseits durch ein starkes Absenken der Temperatur erreicht. Allerdings lassen sich
Gase nicht beliebig stark komprimieren, da sie in der Regel zum Festkörper werden.
Um den gasförmigen Aggregatszustand beizuhalten, muss das Gas stark verdünnt
sein, was bei gegebenemWert der zur Kondensation nötigen Phasenraumdichte eine
gewaltige Temperaturabsenkung erfordert.
2.1.2 Bose-Einstein Kondensat in einer harmonischen Falle
Die Bose-Einstein Kondensation wird experimentell in einer magnetischen oder op-
tischen Falle erreicht [54–57], bei der die Fallengeometrie der eines harmonischen
Oszillators ähnelt.
Vtrap =
1
2
m
(
ωxx2 +ωyy2 + ωzz2
)
(2.2)
Dabei ist m die Masse eines Atoms und ωx,y,z die Fallenfrequenzen im harmonischen
Potential. Sofern man Wechselwirkungseffekte zwischen den Atomen vernachlässi-
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gen kann, ergibt sich für das Energiespektrum ein sehr einfacher Ausdruck:
ǫ = ∑
x,y,z
h¯ωi
(
ni +
1
2
)
(2.3)
DieWahrscheinlichkeit, einen bestimmten Energiezustand zu besetzen, gibt dabei die
Bose-Statistik wieder.
nl =
1
exp(β(ǫl − µ))− 1 =
[
1
z
exp(βǫl)− 1
]−1
(2.4)
An dieser Stelle wurde die Fugazität z = exp(βµ) eingeführt, wobei β = 1/kBT ein
Ausdruck für die thermische Energie des Gases und µ das chemische Potential ist.
Das chemische Potential gibt an, wieviel Energie aufgebracht werden muss, um ein
weiteres Teilchen in die Falle einzubringen. Die Gesamtteilchenzahl im System ist die
Summe über die Besetzungswahrscheinlichkeit N = ∑l nl . Da die Anzahl der Atome
in der Falle immer positiv sein muss, ergeben sich physikalische Grenzen für die
Fugazität 0 < z < 1. In Abb. 2.2 (a) ist die Abhängigkeit der Teilchenzahl im Grund-
zustand N0(z) und in den angeregten Zuständen Na(z) als Funktion der Fugazität
aufgetragen, wohingen in (b) eine schematische Verteilung der Atome in den Ener-
gieniveaus für ein thermisches Gas und ein Bose-Einstein-Kondensat zu sehen ist.
Für z → 0 ergibt sich die Boltzmann-Statistik wieder, was einem stark verdünnten
thermischen Gas entspricht. Wenn z → 1 tendiert, treten wir in den Bereich der Bose-
Einstein Kondensation ein. Hier divergiert die Besetzungszahl im Grundzustand:
N0 =
z
1− z (2.5)
Auf der anderen Seite existiert für die Anzahl der Atome in den angeregten Zustän-
den eine Obergrenze:
Nmax = N − N0 = ∑
l 6=0
[exp(βǫl)− 1]−1 (2.6)
Das bedeutet demnach, dass jedes weitere Teilchen, das dem System bei gegebener
Temperatur zugeführt wird, direkt in den Grundzustand gehen muss - der Beginn
der Bose-Einstein Kondensation.
Im nächsten Schritt wollen wir eine Grenztemperatur Tc angeben, bei der die Bose-
Einstein Kondensation eintritt. Wir nehmen hierbei an, dass kBT ≫ h¯ω, so dass es
möglich ist, die Summe in (2.6) durch ein Integral anzunähern,
N − N0 = ζ(3)
(
kBT
h¯ωho
)3
(2.7)
wobei ζ(n) die Riemann-Funktion ist und ωho = (ωxωyωz)1/3 dem geometrischen
Mittel der Fallenfrequenzen entspricht. Die kritische Temperatur ergibt sich aus im
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Abb. 2.2: (a) Abhängigkeit der Atomzahl als Funktion der Fugazität. Eine Entartung
des Grundzustands tritt auf, wenn z → 1. (b) Schematische Darstellung der
Atomverteilung in einem harmonischen Fallenpotential: (links) thermisches
Gas, (rechts) Bose-Einstein Kondensation
Grenzfall N0 → 0:
kBTc = h¯ωho
(
N
ζ(3)
)1/3
≈ 0.94h¯ωhoN1/3 (2.8)
Sie hängt von der Atomzahl in der Falle sowie von den Fallenfrequenzen ab. Es ergibt
sich typischerweise eine Übergangstemperatur in der Größenordnungen von 100 nk.
Unterhalb der Grenztemperatur T < Tc folgt die Besetzung des Grundzustands der
bekannten Gleichung [58]:
N0
N
= 1−
(
T
Tc
)3
(2.9)
2.1.3 Wechselwirkungseffekte im Bose-Einstein Kondensat
Bisher wurde ein ideales Gas von Atomen in einer harmonischen Falle betrachtet, das
keinerlei Wechselwirkung untereinander ausübt. Die Ausdehnung der Wellenfunkti-
on im Grundzustand ist dabei unabhängig von der Teilchenzahl und entspricht der
Oszillatorlänge:
aho =
(
h¯
mωho
)1/2
(2.10)
Man hat allerdings in Experimenten festgestellt, dass die gemessene Breite des Bose-
Einstein Kondensats immer größer als die Oszillatorlänge aho ist. Grund hierfür ist,
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dass bei den in Bose-Einstein Kondensaten auftretenden Atomdichten, die Wechsel-
wirkung zwischen den Atomen nicht mehr außer Acht gelassen werden kann.
Um die Wechselwirkungseffekte in die theoretische Beschreibung der Bose-Einstein
Kondensation einzubringen, benötigen wir ein zusätzliches Wechselwirkungspoten-
tial zwischen zwei Atomen. In einem verdünnten Gas ist der Abstand zwischen den
Atomen sehr viel größer als die Streulänge. Daher spielen nur niederenergetische
Streuprozesse eine relevante Rolle, so dass wir die Wechselwirkung durch ein einfa-
ches Kontaktpotential annähern können [59].
Vint = gδ(r − r′) (2.11)
Die Kopplungsstärke g wird durch die s-Wellen-Streulänge a bestimmt [59, 60]:
g =
4πh¯2a
m
(2.12)
In der zweiten Quantisierung lautet der Vielteichen-Hamiltonoperator für N mitein-
ander wechselwirkende Bosonen in einem externen Potential:
H =
∫
drΨˆ†(r)
[
− h¯
2
2m
∇2 + Vext
]
Ψˆ(r) + (2.13)
1
2
∫
drdr′Ψˆ†(r)Ψˆ†(r′)Vint(r− r′)Ψˆ(r′)Ψˆ(r) (2.14)
Die Feldoperatoren Ψˆ(r) und Ψˆ†(r) erzeugen bzw. vernichten dabei ein Teilchen am
Ort r. Um die Bewegungsgleichung der Wellenfunktion zu berechnen, wird eine Nä-
herung verwendet, die auf Bogoliubov zurückgeht [61]. Dabei werden die Feldope-
ratoren durch ihre Erwartungswerte ersetzt: 〈Ψˆ(r, t)〉 ≈ Φ(r, t). Die Größe Φ(r, t) be-
schreibt dieWellenfunktion im Bose-Einstein Kondensat undwird oft als “Ordnungs-
parameter” [62, 63] bezeichnet. Aus ihr ergibt sich die Dichteverteilung im Konden-
sat:
n(r, t) = |Φ(r, t)|2 (2.15)
Zusammen mit dem Wechselwirkungspotential lässt sich nun ein Ausdruck für die
Bewegungsgleichung des Bose-Einstein Kondensats finden [64].
ih¯
∂Φ(r, t)
∂t
=
(
− h¯
2∇2
2m
+ Vext + g|Φ(r, t)|2
)
Φ(r, t) (2.16)
Die Gross-Pitaevskii Gleichung hat die Form einer Schrödingergleichung, besitzt al-
lerdings noch einen Wechselwirkungsterm g|Φ(r, t)|2 . Für die Lösung der Wellen-
funktion wird folgender Ansatz gewählt: Φ(r, t) = φ(r) exp(−iµt/h¯), mit dessen
Hilfe die Gross-Pitaevskii Gleichung zeitunabhängig wird. Dabei ist µ das chemi-
sche Potential und φ(r) eine komplexe Funktion, aus der sich die Teilchenzahl N0 =∫
dr|φ(r)|2 im entarteten Quantengas bestimmen lässt. Der Ansatz wird in Gleichung
11
2 Schwach wechselwirkendes Bose-Einstein Kondensat
(2.16) eingesetzt und es bleibt eine Eigenwertgleichung zurück, die numerisch gelöst
werden kann: (
− h¯
2∇2
2m
+Vext + g|φ(r)|2
)
φ(r) = µφ(r) (2.17)
2.1.4 Thomas-Fermi Näherung
Im Allgemeinen lässt sich die Gross-Pitaevskii Gleichung (2.17) nur numerisch lö-
sen [65]. Allerdings können wir einen analytischen Ausdruck für die Dichtevertei-
lung der Atome im Kondensat angeben, wenn die interatomare Wechselwirkung Eint
sehr viel größer als die kinetische Energie Ekin ist. Es gilt:
Eint
Ekin
∝
N|a|
aho
(2.18)
Der Quotient Eint/Ekin liegt bei gängigen Experimenten zur Bose-Einstein Konden-
sation im Bereich von 100 [66], so dass der kinetische Beitrag in der Gross-Pitaevskii
Gleichung in guter Näherung vernachlässigt werden kann. In der Thomas-Fermi Nä-
herung entsteht so ein relativ einfacher Ausdruck für die Dichteverteilung im Kon-
densat:
n(r) = |φ(r)|2 =
{
[µ−Vext(r)]/g : µ−Vext > 0
0 : µ−Vext ≤ 0
(2.19)
Daraus folgt, dass die Form des Quantengases in einer harmonischen Falle parabo-
lisch ist, während man bei einem thermischen Gas ein gaußförmiges Profil erwar-
tet. Einen Zusammenhang zwischen dem chemischen Potential und der Teilchenzahl
stellt die Beziehung N =
∫
n(r)dr her [64]:
µ =
h¯ωho
2
(
15Na
aho
)2/5
(2.20)
Aus der Gleichung folgert man, dass das chemische Potential für schwach wechsel-
wirkende Systeme größer als die Grundzustandenergie ǫ0 im harmonischen Oszilla-
tor ist. Die Ausdehnung der Atomwolke entspricht dem Thomas-Fermi Radius und
ergibt sich aus der Relation µ = Vext [64].
R = aho
(
15Na
aho
)1/5
(2.21)
Der Radius des Bose-Einstein Kondensats wächst dabei mit steigender Atomzahl an
und ist stets größer als die Oszillatorlänge aho . In Abb. 2.3 ist die räumliche Aus-
dehung eines entarteten Quantengases in einer harmonischen Falle ohne (gepunkte-
te Linie) und mit schwacher (durchgezogene Linie) Wechselwirkung zu sehen. Die
Thomas-Fermi Näherung beschreibt das Dichteprofil am Rand allerdings nur sehr
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Abb. 2.3: Theoretisch erwartetes Dichteprofil eines Quantengases mit 105 Atomen
und einer mittleren Fallenfrequenz ωho = 100Hz mit schwacher Wechsel-
wirkung (rote Kurve) im Vergleich zur Grundzustandswellenfunktion des
Harmonischen Oszillators (blaue Kurve).
ungenau, da dort die kinetische Energie nicht mehr vernachlässigt werden kann [67].
Eine charakteristische Größe, die diesen Effekt beschreibt, ist die Ausheillänge ζ und
gibt die Entfernung an, auf der sich Variationen in der Dichteverteilung innerhalb des
Kondensats vollziehen [64,68]. Sie ist gegeben, wenn die kinetische und die Wechsel-
wirkungsenergie gleich sind.
ζ = (8πnmaxa)−1/2 (2.22)
Die Ausheillänge ist in der Regel größer als die Streulänge und beträgt typischerweise
für ein 87Rb Bose-Einstein Kondensate ζ ≈ 200nm.
2.2 Magneto-optische Falle
In diesem Kapitel wird über die Funktionsweise und die experimentelle Realisierung
einer Magneto-optischen Falle für 87Rb-Atome berichtet. Atome können mit ihr lokal
gefangen und auf Temperaturen von wenigen Mikrokelvin abgekühlt werden [69].
Sie legt den Grundstein für die Bose-Einstein Kondensation.
2.2.1 Funktionsprinzip
Atome erfahren in einem Lichtfeld durch Absorption und stimulierte Emission ei-
nes Photons eine gerichtete Kraft (Strahlungsdruck) [70]. Der Kraftübertrag ist da-
bei umso größer, je näher die Frequenz des Lichtfelds an der Resonanz eines atoma-
ren Übergangs liegt. Aufgrund der Dopplerverschiebung ist die Resonanzfrequenz
13
2 Schwach wechselwirkendes Bose-Einstein Kondensat
(a) (b)
r0
E
wL
s+
m’ =+1J
s-
m’ =0J
m’ =-1J
m =0J
r ’
F=2
F=1
F'=1
F'=2
F'=0
F'=3
5 P
2
3/2
5 S
2
1/2
Kühllaser Rückpump-
laser
6.835GHz
780.2nm
Abb. 2.4: (a) Funktionsprinzip der Magneto-optischen Falle in einer Dimension am
Beispiel eines Übergangs J = 0→ J′ = 1. (b) Termschema der D2-Linie von
87Rb. Die farbigen Pfeile kennzeichnen die zur Laserkühlung verwendeten
atomare Übergänge.
geschwindigkeitsabhängig [71]. Zur Laserkühlung in einer optischen Melasse wer-
den je Raumrichtung zwei Laserstrahlen in entgegengesetzter Richtung eingestrahlt.
Die Atome lassen sich damit zwar kühlen aber noch nicht räumlich fangen. Aus die-
sem Grund überlagert man zum optischen Feld ein magnetisches Quadrupolfeld, das
durch zwei Spulen in einer Anti-Helmholtz Anordnung erzeugt wird. Das Quadru-
polfeld verläuft im Zentrum in guter Näherung linear und bewirkt somit eine posi-
tionsabhängige Zeemanaufspaltung der Energieniveaus. Abb. 2.4 (a) zeigt die räum-
liche Abhängigkeit der Energieniveaus im Atom für den Übergang J = 0 → J′ = 1.
Die Polarisation des Lichts wird nun so gewählt, dass Atome, die aus dem Zentrum
der Falle entweichen, resonanter zu dem entgegenlaufenden Laserstrahl sind und so-
mit eine Kraft zum Fallenmittelpunkt erfahren. Die Magneto-optische Falle (MOT)
ermöglicht so, Atome effizient zu kühlen und gleichzeitig in einer räumlichen Falle
zu speichern. Wenn die Zeeman- und Dopplerverschiebung klein ist gegenüber der
Verstimmung des Lasers, kann ein einfacher Ausdruck für den positions- und ge-
schwindigkeitsabhängigen Kraftübertrag auf die Atome angegeben werden [72]:
F = −βv− κr (2.23)
wobei β und κ Konstanten für die geschwindigkeits- und positionsabhängige Kraft
sind. Im vorliegenden Experiment sollen Rubidiumatome in einer MOT gekühlt wer-
den. Die Kühlung findet auf dem atomaren Übergang |5S1/2, F = 2〉 → |5P3/2, F′ = 3〉
statt, der in Abb. 2.4 (b) alsKühllasermarkiert ist. Durch die Auswahlregeln der Quan-
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Abb. 2.5: Schematischer Aufbau der Optik des Kühllasers. Dabei gelten folgende Ab-
kürzungen: Polarisierender Strahlteilerwürfel (PST), akusto-optischer Mo-
dulator (AOM)
tenmechanik gibt es allerdings noch weitere Übergänge, wodurch das Atom in den
Grundzustand F=1 zerfallen kann. Atome, die sich in diesem Grundzustand befin-
den, können durch den Kühllaser nicht mehr angeregt werden und scheiden so aus
dem Kühlkreislauf aus. Abhilfe schafft ein Rückpumplaser, der auf dem Übergang
F = 1 → F′ = 2 resonant betrieben wird, um die Atome wieder zurück in den Kühl-
kreislauf zu pumpen.
2.2.2 Experimenteller Aufbau
Als Kühllaser wird ein Trapez-Diodenlasersystem der Firma TOPTICA (Typ: DLX
110) verwendet, das Licht der Wellenlänge λ = 780nm emittiert und eine maxima-
le Leistung von 450 mW bringt. Der Strahlengang das Kühllasers ist in Abb. 2.5
dargestellt. Ein Teil des Laserlichts wird für die Spektroskopie und die Frequenz-
stabilisierung verwendet. Die Stabilisierung des Kühllasers wird auf eine konstan-
te Differenzfrequenz zum Rückpumplaser realisiert, der auf einem atomaren Über-
gang geregelt ist und so als Referenzlaser dient. Eine detaillierte Beschreibung der
Frequenzabstandsstabilisierung findet sich in der Doktorarbeit von G. Ritt [73]. Der
Hauptstrahl wird imweiteren Verlauf zur Intensitätsregulierung durch einen akusto-
optischen Modulator (AOM) geführt. Hinter dem AOM wird ein Teil des Lichts mit
einer Kombination aus Verzögerungsplatte und Strahlteiler abgespalten, der für die
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Abb. 2.6: Schematischer Aufbau der Optik des frequenzstabilisierten Rückpumpla-
sers. Dabei gelten folgende Abkürzungen: Polarisierender Strahlteilerwür-
fel (PST), akusto-optischer Modulator (AOM)
spätere Detektion der Atome auf einer CCD-Kamera dient. Eine Verschlußblende, die
im Fokus eines Teleskops angebracht wird, gewährleistet, dass kein Streulicht auf die
Atome trifft. Im weiteren Verlauf gelangt der Absorptionsstrahl über eine Glasfaser
zur Vakuumkammer. Zur Unterdrückung von resonantem Streulicht wird auch im
Hauptstrahl eine Verschlußblende eingebaut. Durch anschließendes Einkoppeln in
eine Glasfaser erreicht man eine annähernd perfekte Gaußmode, die für eine effizi-
ente Kühlung der Atome notwendig ist. Der Hauptstrahl besitzt nach der Faser eine
Leistung von 100 mW und wird durch ein weiteres Teleskop auf einen Durchmesser
von 2 cm aufgeweitet.
Der Rückpumplaser ist ein selbstgebautes gitterstabilisiertes Diodenlasersystem. Ver-
wendet wird ein Laserdiodenchip mit einer maximalen Leistung von 120 mW. Der
Aufbau des Lasers und das Funktionsprinzip der Wellenlängenselektion durch ein
optische Reflexionsgitter ist in Refernenz [74] beschrieben. Aus demHauptstrahl wer-
den durch eine Kombination aus Verzögerungsplatte und Strahlteiler zwei Teilstrah-
len abgezweigt. Der erste Strahl wird mit einem Teilstrahl des Kühllasers überlagert
und dient der Frequenzabstandsstabilisierung des Kühlübergangs. Mit dem zweiten
Teilstrahl wird eine dopplerfreie Frequenzmodulationsspektroskopie realisiert, wo-
bei hier die Frequenz des Rückpumplasers auf den atomaren Übergang F = 1 →
F′ = 2 geregelt wird [75–77]. Im weiteren Verlauf gelangt das Licht des Hauptstrahls
zur Intensitätsregelung in einen akusto-optischen Modulator. Das anschließende Te-
leskop weitet den Strahl auf einen Durchmesser von 2 cm auf, wobei sich im Fokus
eine Lochblende mit einem Durchmesser von 50 µm befindet, um ein möglichst ho-
mogenes Strahlprofil zu erreichen.
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Abb. 2.7: (a) Aufnahme von Rubidiumatomen in einer Magneto-optischen Falle. (b)
Ladekurve als Funktion der Zeit. Die MOT sättigt nach 20 Sekunden mit
einer maximalen Teilchenzahl von 2 · 108.
Die beiden Strahlen von Rückpump- und Kühllaser werden durch einen polarisieren-
den Strahlteilerwürfel überlagert und anschließend mit Hilfe von weiteren Strahltei-
lern in drei Teilstrahlen ähnlicher Intensität aufgespalten. Alle Teilstrahlen durchlau-
fen zunächst eine λ/4-Verzögerungsplatte um zirkular polarisiertes Licht zu erzeu-
gen und werden anschließend senkrecht zuneinander in die Vakuumkammer einge-
strahlt. Nach dem Austritt aus der Kammer durchlaufen die Strahlen ein weiteres
λ/4-Plättchen und werden an einem Spiegel in sich zurückreflektiert. Dabei kehrt
sich der Drehsinn des Lichts nach erneutem Passieren der λ/4-Platte um, so dass die
notwendigen Polarisationen für die Magneto-optische Falle vorhanden sind.
2.2.3 Experimentelle Ergebnisse
Für die Magneto-optische Falle wird der Rückpumplaser resonant auf den Übergang
F = 1 → F′ = 2 stabilisiert, während der Kühllaser 21 MHz rotverstimmt zum
Übergang F = 2 → F′ = 3 der D2-Linie ist. Die Rubidiumatome befinden sich zu-
nächst in metallischer Form in einem Dispenser (Modell:RB/NF/3.4/12FT+10, Fir-
ma: SEAS Getters) und werden durch Anlegen eines konstanten Stroms (5.0 A) in
der Vakuumkammer verdampft. Zeitgleich wird das MOT-Licht und das Quadru-
polfeld für die Aufspaltung der Zeeman-Zustände angeschaltet. Der Strom durch die
MOT-Spulen beträgt dabei 5.6 A und erzeugt so ein magnetisches Gradientenfeld
im Zentrum von 12 G/cm. Zusätzlich werden pro Raumrichtung zwei Magnetfeld-
Kompensationsspulen angebracht, mit deren Hilfe man die Position der MOT ver-
schieben kann. Das Fluoreszenzlicht der Atome in derMOTwird mit einer Fotodiode
aufgenommen und auf einem Oszilloskop graphisch dargestellt. Abb. 2.7 (b) zeigt ei-
ne typische Ladekurve der Magneto-optischen Falle.
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Die Anzahl der gefangenen Atome wächst exponentiell an und erreicht nach ca. 20
Sekunden ein Maximum bei ungefähr 2 · 108 Atomen. Die maximale Teilchenzahl ist
begrenzt, da durch Reabsorption von gestreuten Photonen und Stößen mit dem Hin-
tergrundgas bereits gefangene Teilchen wieder aus der Falle entweichen [78, 79]. Bei
einer gemessenen Temperatur im Bereich der Dopplertemperatur von 150 µK wird
in der Magneto-optischen Falle eine Phasenraumdichte von etwa nλ3dB = 4 · 10−7 er-
reicht [66,80]. Es fehlen für den Phasenübergang zum Bose-Einstein Kondensat dem-
nach noch sieben Größenordnungen.
Ein weiterer wichtiger Schritt auf dem Weg zum entarteten Quantengas ist die soge-
nannte dunkle MOT [66, 81]. Während einer 120 ms langen dunklen MOT-Phase wird
die Frequenz des Kühllaser schrittweise um bis zu 230 MHz rotverstimmt und zeit-
gleich die Leistung des Rückpumplasers um einen Faktor 100 reduziert. Die Atome
werden dabei hauptsächlich in den unteren Hyperfeinzustand F = 1 gepumpt und
können so nicht mehr vom Kühllaser angeregt werden, was zur Reduzierung von
lichtinduzierten Verlusten und Stößen zwischen Atomen im Grund- und angeregten
Zustand führt. Die Folge ist eine Erhöhung der Dichte bei gleichzeitiger Absenkung
der Temperatur auf 40 µK. Das Verdichten der Atomwolke ist ausschlaggebend für
ein effizientes Umladen in eine optische Dipolfalle, in der im weiteren Verlauf das
Bose-Einstein Kondensat realisiert werden soll [82].
2.3 Optische Dipolfalle
Dieser Abschnitt beschreibt das Funktionsprinzip und die experimentelle Realisie-
rung einer optischen Dipolfalle.
2.3.1 Wechselwirkung zwischen Licht und Materie
Wenn ein Photon mit einem Atom wechselwirkt, dann wird Energie und Impuls
ausgetauscht, wobei man zwischen einem kohärenten (stimulierten) und einem in-
kohärenten (spontanen) Austausch unterscheiden muss. Die spontane Lichtkraft ist
wichtig für nahverstimmte Lichtfelder und wird in unserem Experiment zur Laser-
kühlung sowie zum Fangen von Atomen in einer Magneto-optischen-Falle benutzt.
Da bei der spontanen Emission das Photon in sämtliche Raumrichtungen abgege-
ben werden kann, bekommt das Atom im Mittel keinen Impuls in eine definierte
Richtung übertragen, so dass der mittlere Impulsübertrag auf das Atom allein vom
Absorptionsprozess abhängt. Für fernverstimmte Lichtfelder dominiert hingegen der
kohärente Austausch und Photonen werden stimuliert in die Mode des anliegenden
Laserfelds abgegeben. Im Folgenden wird gezeigt, dass bei einem solchen Übergang
die Energieniveaus des Atoms verschoben werden. Den Effekt bezeichnet man auch
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als dynamische Stark-Verschiebung; er beruht auf der Wechselwirkung zwischen dem
induzierten Dipolmoment im Atom und dem Lichtfeld.
2.3.2 Fallenpotential und Streurate
Wenn einAtom einemLichtfeld ausgesetzt wird, dann induziert das elektrische Licht-
feld ein Dipolmoment im Atom, das mit derselben Frequenz oszilliert, wie das anlie-
gende Lichtfeld. Zur Vereinfachung wird hier linear polarisiertes Licht angenommen,
dessen Polarisationsebene entlang des Einheitsvektors eˆ liegt. Es gilt für das elektri-
sche Feld
~E(~r, t) = eˆ E˜(~r)e−iωt + eˆE˜∗(~r)eiωt (2.24)
und für das induzierte Dipolmoment im Atom
~d = α(ω)~E (2.25)
Die Proportionalitätskonstante α(ω) beschreibt die Polarisierbarkeit des Atoms und
hängt von der Lichtfrequenz ω ab. Im Allgemeinen kann die Polarisierbarkeit ein
Tensor sein. Für ein isotropes Medium, wie es für Alkaliatome zutrifft, stellt α al-
lerdings ein komplexes Skalar dar [83]. Die Wechselwirkungsenergie zwischen dem
Atom und dem Lichtfeld bestimmt sich aus der zeitlichen Mittelung des induzierten
Dipolmoments und des elektrischen Feldes.
Vdip = −12 〈
~d~E〉 = − 1
2ǫ0c
Re(α)I(~r) (2.26)
Der Faktor 1/2 entsteht, da es sich hier um ein induziertes Dipolmoment handelt.
Die zeitliche Mittelung der Gleichung über eine Schwingungsperiode wird über die
spitzen Klammern ausgedrückt und I(~r) = 1/2ǫ0c|E˜(~r)|2 bezeichnet die Intensität
des Lichtfeldes.
Der Realteil von α(ω) beschreibt die Komponente der Polarisierbarkeit, die sich in
Phase mit dem elektrischen Feld befindet. Aus dem räumlichen Gradienten von Glei-
chung (2.26) ergibt sich die optische Dipolkraft auf das induzierte Dipolmoment im
Atom.
Fdip(r) = −∇Vdip(r) = 12ǫ0cRe(α)∇I(~r) (2.27)
Die vom Oszillator absorbierte Leistung und als Dipolstrahlung wieder abgegebene
Leistung ist gegeben durch
Pabs = 〈d˙E〉 = ωǫ0c Im(α)I(~r) (2.28)
Aus ihr ergibt sich die Photonenstreurate Γscat, die proportional zum Imaginärteil der
Polarisierbarkeit ist.
Γscat(r) =
Pabs
h¯ω
=
1
h¯ǫ0c
Im(α)I(r) (2.29)
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Sowohl die Potentialtiefe als auch die Streurate hängen von der Polarisierbarkeit
α(ω) und der Intensität des Lichtfelds I(r) ab. Eine Bestimmung der komplexen Pola-
risierbarkeit α ist in einem klassichen Modell mit dem Oszillator-Modell von Lorentz
möglich [84, 85]. Hier ist das Elektron harmonisch an den Atomkern mit der Feder-
konstante D gebunden, wobeiω0 =
√
D/m die Eigenfrequenz desOszillators ist. Das
äußere elektrische Feld ~E(~r, t) mit derWinkelfrequenz ω führt zu einer erzwungenen
Schwingung des Elektrons. Die Dämpfung dieser Oszillationsbewegung geschieht
in diesem Modell durch die elektromagnetische Bremsstrahlung des beschleunigten
Elektrons. Aus dem klassischen Oszillatormodell kann ein Ausdruck für die komple-
xe Polarisierbarkeit gewonnen werden:
α(ω) = 6πǫ0c3
Γ/ω20
ω20 −ω2 − i(ω3/ω20)Γ
(2.30)
Die Dämpfungsrate entspricht in einer semiklassischen Beschreibung der spontanen
Zerfallsrate des angeregten Zustands im Atom. Diese ergibt sich aus dem Zweinive-
ausystem als:
Γ =
ω30
3πǫ0h¯c3
| 〈a|µˆ|g〉 |2 (2.31)
wobei der Dipoloperator µˆ = −e~r ist.
Im Gegensatz zum klassischen Oszillatormodell kann es in der rein quantenmecha-
nischen Beschreibung bei hohen Feldstärken zur Sättigung des angeregten Zustands
kommen. In diesem Fall würde die Gleichung (2.30) nicht mehr stimmen. Bei stark
verstimmten Lichtfeldern ist der Effekt der Sättigung allerdings meist sehr gering, so
dass der Ausdruck (2.30) bei üblichen Lichtintensitäten auch für den quantenmecha-
nischen Oszillator verwendet werden kann.
Nachdem die Polarisierbarkeit α bekannt ist, lassen sich die Potentialtiefe und Streu-
rate nun schreiben als:
Vdip(~r) =
3πc2
2ω30
(
Γ
ω0 − ω +
Γ
ω0 + ω
)
I(~r) (2.32)
Γscat(~r) =
3πc2
2h¯ω30
(
ω
ω0
)3(
Γ
ω0 −ω +
Γ
ω0 +ω
)2
I(~r) (2.33)
Bei nah-resonanten Fallen ist die Verstimmung ∆ = ω − ω0 dem Betrag nach klein
gegebenüber der Resonanzfrequenz ω0 eines atomaren Übergängs. Durch die soge-
nannte Drehwellennäherung werden schnell rotierende Terme, wie (ω0 + ω) vernach-
lässigt und es gilt für den Quotient ω/ω0 ≈ 1. Bei diesem Fallentyp vereinfachen sich
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(a) (b)
Abb. 2.8: (a) Ein rotverstimmter Laser (∆ < 0) erzeugt ein attraktives Potential. Die
Atome sammeln sich im Zentrum des Gaußprofils (b) Ein blauverstimmter
Strahl (∆ > 0) erzeugt ein repulsives Potential. Die Atome werden aus dem
Zentrum weggedrückt.
die beiden Gleichungen zu:
Vdip(~r) =
3πc2
2ω30
Γ
∆
I(~r) (2.34)
Γscat(~r) =
3πc2
2h¯ω30
(
Γ
∆
)2
I(~r) (2.35)
Man kann bereits jetzt einige wichtige Eigenschaften für Dipolfallen ableiten. Zum
Einen hängt die Potentialtiefe und Streurate von der Laserintensität I(~r) ab und zum
Anderen vom Quotienten Γ/∆. Je nachdem, ob man rotverstimmte (∆ < 0), oder
blauverstimmte (∆ > 0) Strahlen verwendet, kann das Potential attraktiv oder re-
pulsiv sein. Wegen der gaußförmigen Geometrie der Laserstrahlen lassen sich so be-
reits Atome in einer laufenden Dipolfalle fangen [82]. Wie in Abb. 2.8 (a) dargestellt,
werden Atome bei rotverstimmten Lichtfeldern in das Zentrum des Gaußstrahls ge-
zogen während bei blauverstimmten Lichtfelder die Atome aus dem Zentrum des
Gaußstrahls weggedrückt werden (siehe Abb. 2.8 (b))
Üblicherweise soll in einer optischen Dipolfalle ein möglichst tiefes Potential erreicht
werden, wobei gleichzeitig eine geringe Streurate gefordert wird. Wird der Quotient
aus den Gleichungen (2.34) und (2.35) gebildet, so ergibt sich
Γscat
Vdip
=
Γ
h¯∆
(2.36)
Konservative Fallenpotentiale können demnachmit weit fernverstimmten Laserstrah-
len realisiert werden, wobei allerdings hohe Lichtintensitäten nötig sind.
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Abb. 2.9: Eine zeitliche Modulation der Radiofrequenz am akusto-optischen Modu-
lator bewirkt eine periodische Änderung des Ablenkwinkels des Laser-
strahls. Wenn die Frequenzmodulation schneller als die Vibrationsfrequenz
der Atome in der Dipolfalle ist, dann erscheint die Strahltaille im Fokus ei-
ner Linse im zeitlichen Mittel aufgefächert.
2.3.3 Räumliche Modulation des CO2-Dipolfallenstrahls
In vielen Experimenten zur Bose-Einstein Kondensation in optischen Dipolfallen stellt
sich die Frage, wie man möglichst viele Atome von der Magneto-optischen Falle in
die Dipolfalle umladen kann. Das eigentliche Problem ist dabei, dass der CO2-Strahl
sehr viel kleiner ist im Vergleich zur MOT. Aus rein geometrischen Gründen sollte
die Umladerate im Bereich von 2-5% liegen. Man kann diesen Faktor erhöhen, indem
der Laserstrahl räumlich vergrößert wird. Demgegenüber steht allerdings, dass wäh-
rend des evaporativen Kühlens in der Dipolfalle eine extrem schmale Taille benötigt
wird. Eine Möglichkeit, dieses Problem zu umgehen, ist mit einem möglichst breiten
Strahl zum Umladen in die optische Dipolfalle anzufangen und diesen während des
Verdampfungskühlens schrittweise zu verkleinern. In der Vergangenheit wurde die-
se Technik in der Gruppe von D. Weiss erfolgreich umgesetzt [86]. Hierbei wurde der
Strahldurchmesser durch Verschieben einer Teleskoplinse von anfänglich 300 µm auf
50 µm reduziert, was eine Erhöhung der Atomzahl im Bose-Einstein Kondensat um
einen Faktor acht nach sich zog.
Eine ähnliche Methode wurde nun auch in der vorliegenden Arbeit verfolgt. Aller-
dings wird hier keine Linse verschoben, sondern der Strahl durch eine schnelle räum-
liche Modulation aufgeweitet. Die Frequenz der Modulation ist dabei sehr viel höher
als die Vibrationsfrequenz der Atome in der Falle, damit ein zeitlich gemitteltes Po-
tential entsteht. Während des evaporativen Kühlens der Atome wird dann die räum-
liche Modulation des Strahls elektronisch reduziert.
Betrachten wir zunächst die Intensitätsverteilung in der Brennebene eines gaußför-
migen Laserstrahls. Sie wird beschrieben durch eine Gaußfunktion:
I(r) = I0 · e−2
(
r
w0
)2
(2.37)
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wobei die Strahltaille w0 den Radius angibt, an der die Intensität auf 1/e2 abfällt. Die
Aufweitung des mittleren Strahlradius wird hier über einen akusto-optischen Modu-
lator erzeugt, der durch Anlegen einer Radiofrequenz Licht in eine höhere Beugungs-
ordnung ablenkt. Neben der Trägerfrequenz ν0 wird zusätzlich eine zeitabhängige
Frequenzmodulation νmod = ∆ν · F(Ω, t) erzeugt, womit die effektive Radiofrequenz
zur Ansteuerung des AOMs aus einem DC- und einem AC-Anteil besteht:
ν(t) = ν0 + ∆ν · F(Ω, t) (2.38)
wobei F(Ω, t) eine beliebige periodische Funktion ist, die den zeitlichen Verlauf der
Radiofrequenz beschreibt. Der Ablenkwinkel Θ(t) für die erste Beugungsordnung in
einem akusto-optischen Modulator wird über die Bragg-Bedingung definiert.
2Λ(t) · sin[Θ(t)] = λ (2.39)
wobei λ die Wellenlänge des Dipolfallenstrahls ist und die Wellenlänge der Schall-
welle Λ(t) = vs/ν(t) von der Schallgeschwindigkeit vs und der angelegten Radio-
frequenz ν(t) abhängt. Aus dieser Beziehung lässt sich ein Zusammenhang zwischen
dem Ablenkwinkel und der Radiofrequenz ableiten. Bei kleinen Winkeländerungen
gilt die Näherung sin[Θ(t)] ≈ Θ(t), womit sich nun folgende Relation ergibt:
Θ(t) = λ · ν(t)
2vs
=
λν0
2vs
+
λ∆ν
2vs
F(Ω, t) (2.40)
Aus der Gleichung entnimmt man, dass zur gewöhnlichen Strahlablenkung eine zu-
sätzliche zeitabhängige Winkeländerung aufgrund der Frequenzmodulation hinzu-
kommt. Der Fokus des Dipolfallenstrahls erfährt dabei in der Vakuumkammer einen
transversalen Versatz, der bei sehr schneller zeitlicher Modulation das effektive Di-
polfallenpotential ausschmiert und die Falle räumlich vergrößert. Eine detaillierte
Beschreibung des Verfahrens ist in der Diplomarbeit von J. Plumhof nachzuschla-
gen [87].
2.3.4 Experimenteller Aufbau
Nach der Vorkühlung durch die Magneto-optische Falle werden die Atome in eine
optische Dipolfalle umgeladen, die durch einen CO2-Laser erzeugt wird. Es handelt
sich dabei um einen Industrielaser, der für wissenschaftliche Zwecke umgebaut wur-
de (Coherent, GEM-50s). Im Laser befindet sich ein Resonator an dessen Ende ein
bewegliches Gitter befestigt ist, mit dem eine Wellenlänge im Bereich von 9.2 µm bis
10.9 µm ausgewählt werden kann. Die maximale Ausgangsleistung von 55 W wird
mit dem Rotationszustand 10P(20) bei einer Wellenlänge von 10.6 µm erreicht.
Der optische Aufbau zur Erzeugung der Dipolfalle ist in Abb. 2.10 zu sehen. Der
Laserstrahl durchläuft zunächst einen wassergekühlten akusto-optischen Modulator
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Abb. 2.10: Schematischer Aufbau zur experimentellen Realisierung einer optischen
Dipolfalle mit Hilfe eines CO2-Lasers.
der neben dem Schalten und der Intensitätsregulierung zusätzlich den Dipolfallen-
strahl räumlich moduliert. Dazu wird neben der Trägerfrequenz von 40 MHz eine
periodisch modulierte Frequenz hinzugefügt. Die Erzeugung der Radiofrequenz für
den akusto-optischen Modulator wird im nächsten Absatz beschrieben. Anschlie-
ßend passiert der CO2-Laserstrahl ein Teleskop mit Brennweiten von 63.5 mm und
127 mm. Die erste Linse ist dabei auf einer Justierschiene frei beweglich, um die
Strahltaille in der Dipolfalle über einen weiten Bereich zu verändern. Dem CO2-
Laserstrahl wird anschließend mit einer Strahlüberlangersplatte ein Helium-Neon
Laser überlagert. Die Strahlüberlagerungsplatte ist transparent für Infrarotlicht und
reflektierend für das sichtbare Licht des Helium-Neon-Lasers bei einer Wellenlänge
von 632.8 nm. Das rote Helium-Neon Licht hilft dabei, den unsichtbaren CO2-Strahl
im weiteren Verlauf bequem zu justieren. In der Vakuumkammer befinden sich zwei
Zinkselenid-Linsen mit einer Brennweite von 38.1 mm, die den Laserstrahl in das
Zentrum der Vakuumkammer fokusieren. Durch Variation des Linsenabstands im
Teleskop kann der Strahlradius im Bereich von 25 µm bis 50 µm eingestellt werden.
Der Strahl wird durch eine zweite Zinkselenid-Linse beim Austreten aus der Vaku-
umkammer kollimiert und trifft danach auf einen Strahlblocker.
Die Elektronik für das zeitliche Modulieren des Dipolfallenstrahls ist in Abb. 2.11
schematisch dargestellt. An den Eingängen eines Addierers befindet sich eine kon-
stante Spannung U0 und das Ausgangssignal eines Funktionsgenerators der eine
WechselspannungUmod(t) liefert. Die Summe der Eingangsspannungenwird amAus-
gang des Addierers auf einen spannungsgesteuerten Oszillator gegeben, der die Span-
nung in eine zeitabhängige Radiofrequenz ν0 + ∆ν · F(Ω, t) umwandelt. Dabei ist
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Abb. 2.11: Aufbau der Elektronik zur Modulation des CO2-Dipolfallenstrahls. Das
Radiofrequenzsignal wird auf einen akusto-optischen Modulator gegeben,
der die Intensität das Lasers reguliert und ein vergrößertes Fallenpotential
erzeugt. In der Legende befindet sich eine Erläuterung der elektronischen
Bauteile.
ν0 = 40MHz die Trägerfrequenz für den akusto-optischen Modulator, ∆ν die Ampli-
tude und F(Ω, t) der zeitliche Verlauf der Frequenzmodulation. Durch einen Tiefpass
bei einer Grenzfrequenz von 50 MHz werden störende Oberwellen aus der Schaltung
herausgefiltert. Während der Evaporation muß die Potentialtiefe der Dipolfalle und
somit die RF-Leistung schrittweise reduziert werden. Dies gelingt mit einem span-
nungsgesteuerten Abschwächer (VCA), der abhängig vom Steuersignal ein entspre-
chend reduziertes RF-Signal ausgibt. Am Ausgang das VCA wird das Signal bei ei-
ner maximalen Amplitude von 0 dBm durch einen Verstärker auf eine Leistung von
100W verstärkt. Es hat sich in der Vergangenheit gezeigt, dass ein Teil des verstärkten
Radiofrequenzsignals am Eingang des akusto-optischen Modulators reflektiert wird.
Die Reflexion gelangt dabei in den Ausgangskanal des Verstärkers und kann dort die
Elektronik zerstören. Abhilfe schafft ein 3dB Abschwächer, der zwischen Endstufe
und AOM geschaltet ist. Die Ausgangsleistung des Verstärkers wird durch den Ab-
schwächer zwar um die Hälfte reduziert, die Leistung reicht allerdings für eine op-
timale Beugungseffizienz des AOMs aus. Eventuelle Reflexionen am AOM werden
erneut um 3dB abgeschwächt, so dass reflektierende Störsignale nach zweimaligen
Durchlaufen das Abschwächers um 6dB reduziert werden. Dies erwies sich als hin-
reichend, um einen zuverlässigen Betrieb des Aufbaus zu erreichen.
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Abb. 2.12: In Falschfarben kodierte Aufnahme von Rubidiumatomen in einer opti-
schen Dipolfalle. Die Strahlachse des Lasers liegt dabei in horizontaler
Richtung.
2.3.5 Experimentelle Ergebnisse
Nach dem Vorkühlen der Atome in einer Magneto-optischen Falle und der anschlie-
ßenden dunklen MOT-Phase sollte die Geschwindigkeit der Rubidiumatome klein
genug sein, um sie im Fokus des CO2-Dipolfallenlasers zu fangen. Nach einer Trans-
ferzeit von 200 ms werden die MOT-Strahlen und das Quadrupolfeld ausgeschaltet,
während die Dipolfalle noch für eine weitere Sekunde angeschaltet bleibt. In dieser
Zeit fallen die nicht im Dipolfallenpotential eingeschlossenen Atome aufgrund der
Gravitation ballistisch nach unten und es bleiben nur noch dieAtome in der optischen
Dipolfalle zurück. Anschließend wird der resonante Absorptionsstrahl eingeschaltet
und auf eine CCD-Kamera abgebildet. Dort, wo der Strahl auf Atome trifft, werden
Photonen gestreut und es bleibt ein Schattenwurf von Atomen in der Dipolfalle zu-
rück, der von der Kamera aufgenommen wird. Abb. 2.12 zeigt eine in Falschfarben
kodierte Aufnahme von Atomen in der Dipolfalle. Die zigarrenförmige Form entsteht
durch den starken Einschluß entlang der Transversalen und dem relativ schwachen
Einschluß entlang der Longitudinalen des CO2-Strahls. Die Parameter wurden zu-
nächst so gewählt, dass im unmodulierten Fall eine maximale Transferrate von der
MOT in die Dipolfalle besteht.
Es soll nun untersucht werden, wie die Umladerate von der Modulation des CO2-
Strahls abhängt. Die verwendete Modulationsfrequenz Ω = 50kHz ist sehr viel grö-
ßer als die Vibrationsfrequenzen der Falle, um sicherzustellen, dass die Atome ein
zeitlich gemitteltes Potential spüren. Abb. 2.13 (a) zeigt experimentelle Daten, welche
die Abhängigkeit der Atomzahl in der Dipolfalle - normiert auf den unmodulierten
Fall - als Funktion der Modulationsamplitude ∆ν darstellt. Je größer die Amplitude
ist, desto breiter wird die Strahltaille der Falle und es zeigt sich, dassman dadurch die
in die Dipolfalle umgeladene Atomzahl um etwa 30 % gegenüber dem unmodulier-
ten Fall steigern kann. Dabei macht es offenbar keinen Unterschied, ob die Modulati-
on der AOM-Frequenz sinus- oder dreiecksförmig ist. Ab einer Modulationsamplitu-
de von 3 MHz wird die Umladeeffizienz allerdings wieder kleiner. Dies liegt daran,
dass zum Einen der CO2-Strahl immer breiter wird und der Rand am Vakuumfens-
ter abgeschnitten wird und zumAnderen an der kleiner werdenden Potentialtiefe, so
dass nur noch sehr kalte Atome gefangen werden können. In einem weiteren Experi-
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Abb. 2.13: Abhängigkeit der Atomzahl in der Dipolfalle von der (a) Modulationsam-
plitude und der (b) Modulationsfrequenz. Die Modulationsamplitude ist
ein Maß für die räumliche Verbreiterung der Dipolfalle während die Mo-
dulationsfrequenz die Geschwindigkeit der Frequenzänderung am akusto-
optischen Modulator angibt.
ment wird der Einfluß der Modulationsfrequenz Ω bei einer festen Modulationsam-
plitude von ∆ν = 3MHz auf die Umladerate untersucht, wobei die experimentellen
Daten in der Abb. 2.13 (b) gezeigt sind. Bei einer Modulationsfrequenz unterhalb
von 15 kHz nimmt die Anzahl der Atome in der Dipolfalle dramatisch ab. Hier lie-
gen wir im Bereich der Vibrationsfrequenz, so dass Atome aus der Falle entweichen.
Oberhalb von etwa 20 kHz nehmen die Atome aufgrund ihrer Trägheit nur noch ein
zeitlich gemitteltes Potential war. Die Transferrate in die Dipolfalle wird mit höhe-
rer Modulationsfrequenz nur noch minimal verbessert und im optimierten Fall kann
man eine Erhöhung von etwa 30% erwarten.
Die Phasenraumdichte beträgt in der Dipolfalle typischerweise nλdB ≈ 10−4 und ist
damit ein guter Ausgangspunkt für das Verdampfungskühlen, der schließlich zum
entarteten Quantengas führt [88].
2.4 Verdampfungskühlen
2.4.1 Funktionsprinzip
Das Verdampfungskühlen von Atomen beruht auf dem Prinzip, heisse Atome se-
lektiv aus der Dipolfalle zu entfernen. Anschließend rethermalisiert das übrige En-
semble durch Zweikörperstöße zu einer Maxwellschen Geschwindigkeitsverteilung
kleinerer Temperatur [89]. In optischen Dipolfallen wird üblicherweise für die eva-
porative Kühlung die Leistung des Fallenlaserstrahls verringert. Die Methode wurde
zum ersten Mal in der Gruppe von Steven Chu erfolgreich getestet [90].
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Abb. 2.14: (links) Schematische Darstellung der Laserintensität (blau) und der Modu-
lationsamplitude (rot) im zeitlichen Verlauf während des Verdampfungs-
kühlens. (rechts) Die Tabelle enthält die Parameter für die im Experiment
verwendete Evaporationsrampe nach Gleichung (2.42).
Eine optimale Kühlung von Rubidiumatomen in einer optischen Dipolfalle wird er-
reicht wenn das Verhältnis η = U/kBT von Potentialtiefe U zu thermischer Energie
kBTwährend des evaporativen Kühlens zeitlich konstant im Bereich von 10 liegt. [91].
Eine anfänglich hohe Stoßrate durch eine hohe Atomzahl in der Dipolfalle führt au-
ßerdem zu einer besseren Kühlung der Atome [92]. Um das Verhältnis η im zeitlichen
Verlauf konstant zu halten, folgt das Absenken der Potentialtiefe einer bestimmten
Form [93]:
U(t) =
U0
(1+ t/τ)β
(2.41)
wobei β = 2(η − 3)/η und 1/τ = 2/3η(η − 4) exp(−η)γ0 ist. Dabei steht γ0 für die
elastische Stoßrate eines Bose Gases in einer harmonischen Falle. Es lassen sich so
Temperaturen von einigen nK bei einer Dichte von 1014 Atomen pro cm3 erreichen.
Die resultierende Phasenraumdichte kann Größen von nλdB ≈ 102 − 103 erreichen,
so dass die Entartung des Bose-Gases möglich ist [88].
2.4.2 Experimentelle Ergebnisse
Nach demUmladen der Atome in die optische Dipolfalle wird die Leistung des CO2-
Lichts in der ersten Beugungsordnung des wassergekühlten akusto-optischen Modu-
lators nach Gleichung (2.41) kontinuierlich verringert. Dazu wird über ein Steuersi-
gnal am spannungsgesteuerten Abschwächer die Leistung der Radiofrequenz zeitlich
verändert (siehe Abb. 2.11).
Die Form der im Experiment verwendeten Evaporationsrampe ist in Abb. 2.14 (blaue
Kurve) dargestellt und unterteilt sich in zwei Bereiche, wobei die entsprechenden
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Abb. 2.15: In Falschfarben kodierte Absorptionsaufnahme von Rubidiumatomen
während des Phasenübergangs zum Bose-Einstein Kondensat. Darunter
ist die Dichteverteilung des Ensembles dargestellt: (a) Thermische Vertei-
lung, (b) Mischung aus thermischen und kondensierten Atomen, (c) Bose-
Einstein Kondensat.
Parameter in der Tabelle aufgelistet sind:
P(t)
Pmax
=
[
a +
b
(1+ t/τ)β
]
· 100% (2.42)
Innerhalb der ersten 1-2 Sekunden wird die Laserleistung um mehr als 70% abge-
senkt, wobei ein Großteil der Atome aus der Dipolfalle entweicht und dabei Energie
aus dem System abführt. Das übrige Ensemble rethermalisert daraufhin hauptsäch-
lich durch Zweikörperstöße zu tieferen Temperaturen, wodurch die Phasenraum-
dichte kontinuierlich ansteigt. Im weiteren zeitlichen Verlauf wird die Laserleistung
kontinuierlich abgesenkt, wobei ein Phasenübergang zum Bose-Einstein Kondensat
nach etwa 17 Sekunden und einer Lichtleistung von 40 mW eintritt.
Während des Verdampfungskühlens wird zusätzlich zur Verringerung der Laserleis-
tung auch die Aufweitung der Dipolfalle reduziert. Dazu wird eine zeitlich verän-
derliche Spannung an den Amplitudenmodulationseingang des Funktionsgenerators
angelegt, der den Wechselspannungsanteil für den Addierer liefert. Eine Verände-
rung der Steuerspannung, die im Bereich von 0 bis 5 Volt liegt, wirkt sich dämpfend
auf die maximale Ausgangsspannung des Funktionsgenerators aus, so dass dadurch
die Amplitude der CO2-Dipolfallenmodulation auf ein Minimum abgesenkt werden
kann. Die zeitliche Form der kalibrierten Steuerspannung wird mit Hilfe eines Rech-
ners ausgegeben. Der Verlauf der RF-Modulation ist in Abb. 2.14 (rote Linie) zu se-
hen, wobei 100% der Leistung einer maximalen Spannung von 5 Volt am Amplitu-
denmodulationseingang entsprechen und 0% eine Spannung von 0 Volt bezeichnen.
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Ein optimales Ergebnis wird erreicht, wenn die Form der Rampe durch Gleichung
(2.41) beschrieben wird, wobei hier τ = 0.6s und β = 1.2 ist. Man beachte außerdem,
dass die Modulation der Dipolfalle bereits nach 15 Sekunden beendet ist, während
die gesamte Evaporationsphase 17 Sekunden dauert. In den Experimenten hat sich
heraussgestellt, dass eine besonders hohe Atomzahl für das Bose-Einstein Kondensat
erreicht werden kann, wenn der Laserstrahl bereits vor dem eigentlichen Phasenüber-
gang eine besonders schmale Taille aufweist.
Da in einer optischen Dipolfalle Atome in allen Zeeman-Zuständen eingeschlossen
werden, setzt sich das Bose-Einstein Kondensat im Zustand F=1 aus den Zeeman-
Zuständen mF = 0,±1 zusammen. Durch Anlegen eines magnetischen Gradienten-
feldes während der Evaporation ist es jedoch möglich, eine spinabhängige Kraft zu
erzeugen. Um einen bestimmten mF-Zustand zu selektieren wird das Quadrupolfeld
mit Hilfe von Kompensationsspulen derart manipuliert, dass am Ende nur noch der
gewünschte Zustand übrigbleibt. Für die hier vorgestellten Experimente wurden die
Atome üblicherweise im Zustand mF = −1 präpariert.
Am Ende der Evaporation wird die Dipolfalle ausgeschaltet, so dass sich die Atom-
wolke im Gravitationsfeld der Erde nach unten bewegt. Nach einer Flugdauer von
15 ms wird der Absorptionsstrahl eingeschaltet und der Schattenwurf der Atom-
verteilung auf einer CCD-Kamera aufgenommen. In Abb. 2.15 sind in Falschfarben
kodierte Bilder von Atomen mit ihren dazugehörenden Dichteprofilen zu bestimm-
ten Zeitpunkten der Evaporation dargestellt. In (a) ist ein thermisches Gas zu sehen,
dessen Dichteprofil einer Maxwell-Boltzmann Verteilung entspricht. Senkt man die
Leistung im CO2-Strahl weiter ab, so bildet sich eine Überhöhung der Dichte im Zen-
trum der Atomverteilung (b). Durch weiteres Absenken der Laserleistung erreicht
man schließlich ein Bose-Einstein Kondensat mit 1.6 · 105 Rubidiumatomen im Spin-
zustandmF = −1. Die Temperatur des Quantengases beträgt hier etwa 200 nK, wobei
das Dichteprofil einen annähernd parabelförmigen Verlauf hat. Es zeigt sich, dass die
Erhöhung der Atomzahl in der Dipolfalle von 30% durch das räumliche Modulie-
ren des Dipolfallenstrahls eine Verdopplung der Atome am Ende der Evaporation im
Bose-Einstein Kondensat verursacht.
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3 Variabel geformte Lichtpotentiale
für ultrakalte Atome
In diesem Kapitel wird die Realisierung von Fourier-synthetisierten optischen Licht-
potentialen für ein atomares Bose-Einstein Kondensat vorgestellt, sowie Transport-
experimente beschrieben, die eine Charakterisierung der Bandstruktur in solchen
Gittern erlauben. Im ersten Schritt werden Multiphotonen-Gitter unterschiedlicher
räumlicher Periodizität durch die Beugung eines Bose-Einstein Kondensats nachge-
wiesen, sowie räumlich asymmetrische Gitter durch die Fourier-Sythese eines Git-
ters der Periode λ/2 und eines Gitters der Periode λ/4 erzeugt. Anschließend wird
die Dynamik eines atomaren Bose-Einstein Kondensats durch Bloch-Oszillationen in
einemMultiphotonen-Gitter untersucht und mit den Eigenschaften eines konventio-
nellen Gitters verglichen. Zuletzt wird die Bandstruktur eines Fourier-synthetisierten
Gitters durch Landau-Zener Übergänge charakterisiert.
3.1 Theoretische Grundlagen
3.1.1 Konventionelle optische Gitter
Konventionelle optische Stehwellengitter entstehen aus einer Überlagerung von zwei
gegenläufigen Laserstrahlen gleicher Frequenz [94]. Dabei gibt es periodische Berei-
che starker und schwacher Intensitäten. Befindet sich ein Atom in einem solchen
Lichtfeld, verschieben sich die Energieniveaus aufgrund der AC-Stark Verschiebung
ebenfalls periodisch [95]. Bei Rotverstimmung bezüglich eines atomaren Übergangs
stellen die Intensitätsmaxima kleine Mikrofallen dar, in denen sich die Atome räum-
lich periodisch anordnen [12–14].
Betrachten wir zwei Lichtwellen E1 und E2 die sich in z-Richtung gegenläufig aus-
breiten. Beide Lichtwellen sind linear polarisiert und besitzen die gleiche Frequenz
ω, sowie Wellenzahl k = 2π/λ, wobei λ die Wellenlänge des verwendeten Laser-
lichts ist. Es gilt:
E1(z, t) = eˆ1
[
ei(ωt−kz) + e−i(ωt−kz)
]
(3.1)
E2(z, t) = eˆ2
[
ei(ωt+kz) + e−i(ωt+kz)
]
(3.2)
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(a) (b)
λeff,1/2 = λ/2
|g〉
|e〉
∆
λ/2
I1 I2 ω ω
Ω1 Ω2
Abb. 3.1: (a) Schematische Darstellung einer optischen Stehwelle, die aus einer Über-
lagerung von zwei gegenläufigen Laserstrahlen gleicher Frequenz erzeugt
wird. Es bilden sich reguläre Intensitätsmaxima mit einerm Abstand von
λ/2, in den sich die Atome sammeln. (b) Interpretation einer optischen Steh-
welle durch Absorption und Stimulierter Emission eines Photons in einem
Zwei-Niveua Schema.
Ein Maß für die Stärke der optischen Gitter ist die Intensität I = cǫ0 〈E(z, t)2〉, wo-
bei das quadrierte elektrische Feld zeitlich gemittelt wird. Daraus ergibt sich für die
Gesamtintensität:
I(z) = cǫ0 〈(E1 + E2)2〉 (3.3)
= cǫ0
(
〈E21〉+ 〈E22〉+ 2 〈E1E2〉
)
= I1 + I2 + I12(z)
I12(z) = 2
√
I1 I2 cos(2kz) ∝ cos
2(kz) (3.4)
Die Einzelintensitäten I1 und I2 sind von der Position unabhängig, während der In-
terferenzterm I12(z) eine räumliche Periode von λ/2 hat.
Man kann die Vorgänge in einem optischen Gitter allerdings auch anders interpre-
tieren. Durch Absorption eines Photons aus einem der beiden Lichtstrahlen und an-
schließender stimulierter Emission eines Photons in den gegenläufigen Strahl ändert
sich der Impuls des Atoms um ∆p = ±2h¯k. Die Richtung des Kraftübertrags hängt
dabei von der Richtung des Laserstrahls ab, von der das Photon absorbiert wird. Aus
einer quantenmechanischen Beschreibung des Zweiphotonen-Prozesses lässt sich ein
ähnlicher Ausdruck für die Potentialtiefe in der optischen Stehwelle gewinnen, wie
durch die zuvor beschriebene semiklassische Interpretation.
Es soll nun exemplarisch das Wechselwirkungspotential eines Atoms in einer eindi-
mensionalen optischen Stehwelle hergeleitet werden. Wir betrachten ein Atom mit
einem Grund- |g〉 und einem angeregten Zustand |e〉. Der Hamiltonoperator besitzt
dann folgende Form:
Hˆ =
pˆ2
2m
+ h¯ωe |e〉 〈e| − ~d~E (3.5)
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Der erste Term beschreibt die kinetsche Energie eines freien Teilchens, wobei pˆ der
Impulsoperator ist. Der angeregte Zustand besitzt im Vergleich zum Grundzustand
die Energie h¯ωe, was im zweiten Term zum Ausdruck kommt. Schließlich drückt der
letzte Term die Wechselwirkungsenergie zwischen dem induzierten Dipolmoment
~d im Atom und dem elektrischen Feld ~E aus. In dem hier betrachteten Fall ist die
Wellenlänge des Lichts wesentlich größer als die Ausdehnung eines einzelnenAtoms.
Die räumliche Veränderung des elektrischen Feldes über das Atom hinweg, kann
daher in erster Ordnung vernachlässigt werden, so dass das elektrische Feld nur an
der Schwerpunktsposition ~R des Atoms betrachtet wird. Diese Näherung bezeichnet
man als elektrische Dipolnäherung.
E(~r, t) = E(~R, t) ≡ E(t) (3.6)
Eine Überlagerung von zwei gegenläufigen Lichtfeldern gleicher Polarisation ergibt
folgendes elektrische Feld:
~E = eˆ
[
E1
2
ei(ωt−kz) +
E2
2
ei(ωt+kz) + h.c.
]
(3.7)
Die quantenmechanische Beschreibung des Systems erfolgt mit der eindimensionalen
Schrödinger-Gleichung ih¯∂t |Ψ(t)〉 = Hˆ |Ψ(t)〉, wobei für die Wellenfunktion folgen-
der Ansatz gewählt wird:
|Ψ(t)〉 = cg |g〉+ cee−iωt |e〉 (3.8)
Zunächst werden die Gleichungen (3.5), (3.7) und (3.8) in die Schrödinger-Gleichung
eingesetzt.
ih¯c˙g |g〉 + ih¯
(
c˙e + ce(−iω)
)
e−iωt |e〉 =
+
p2
2m
cg |g〉 − p
2
2m
ce |e〉+ h¯ceωee−iωt |e〉 − ~d~E |Ψ〉
Durch anschließende Multiplikation mit 〈g| ergibt sich eine Koeffizientengleichung
für c˙g,
ih¯c˙g =
p2
2m
cg − h¯ce
(
Ω1
2
e−ikz +
Ω2
2
eikz
)
(3.9)
sowie durch Multiplikation mit 〈e| eiωt eine Koeffizientengleichung für c˙e.
ih¯c˙e =
p2
2m
ce + h¯∆ce − h¯
(
Ω1
2
eikz +
Ω2
2
e−ikz
)
cg (3.10)
Dabei wurden schnell rotierende Terme mit (ωe + ω) vernachlässigt und für die
Kopplungsstärke zwischen dem Grund- und angeregten Zustand die Rabi-Frequenz
eingeführt.
Ωm = 〈g|~deˆ|e〉 Em/h¯ = 〈e|~deˆ|g〉 Em/h¯ (3.11)
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Weiterhin bezeichnet die Größe ∆ = ωe −ω die Verstimmung des Lasers relativ zum
atomaren Übergang. Bei genügend fernverstimmten Systemen kann der angeregte
Zustand adiabatisch eliminiert werden, so dass c˙e = 0 wird. Bei Vernachlässigung
der kinetischen Energie ergibt sich
ce =
(
Ω1
2∆
eikz +
Ω2
2∆
e−ikz
)
cg (3.12)
Das Ergebnis wird schließlich in Gleichung (3.10) eingesetzt und man erhält:
ih¯c˙g =
p2
2m
cg − h¯
(
Ω
(1)
AC + Ω
(2)
AC
2
+ Ωeff cos(2kz)
)
cg (3.13)
mit den Abkürzungen
Ω
(m)
AC =
|Ωm|2
2∆
m = 1, 2 (3.14)
Ωeff =
Ω1Ω2
2∆
(3.15)
Die Differentialgleichung (3.13) hat die Form einer Schrödinger-Gleichung für ein
Teilchen in einem periodischen Gitterpotential. Der erste Term in der Klammer ver-
ursacht eine konstante Verschiebung der Energieniveaus und kann vernachlässigt
werden. Es bleibt ein effektiver Hamiltonoperator zurück, der aus einem kinetischen
Anteil und einem periodischen Wechselwirkungspotential besteht:
Hˆ =
pˆ2
2m
+ V1 cos
2(kz) (3.16)
Die Potentialtiefe V1 beträgt in diesem Fall:
V1 = −h¯Ωeff/2 ∝
√
I1 I2 (3.17)
Damit sich ein atomares Bose-Einstein Kondensat in einer regelmäßigen Struktur an-
sammeln kann, muss das chemische Potential µ kleiner als die Potentialtiefe V1 sein.
Auch muß mindestens ein gebundender Zustand in den Potentialtöpfen enthalten
sein.
3.1.2 Multiphotonen-Gitter
Vierphotonen-Gitter
Im letzten Abschnitt wurde gezeigt, dass die Absorption und stimulierte Emission ei-
nes Photons (Zweiphotonen-Prozess) zu einem optischen Gitterpotential der Periode
λ/2 führt. Im Prinzip lassen sich Gitter mit kleinerer räumlicher Periodizität her-
stellen, wenn mehrere Photonen an einemWechselwirkungsprozess teilnehmen [96].
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(a) (b)
Ω0
Ω0
Ω+
Ω
−
λeff ,2/2 = λ/4 λeff ,2/2 = λ/4
δ
∆ω
ωω +∆ω
ω −∆ω
|e〉
|g0〉
|g1〉
|e〉
|g〉
Abb. 3.2: (a) Vierphotonenprozess bei der jeweils zwei Photonen absorbiert und
stimuliert emittiert werden. Allerdings treten hierbei auch Prozesse ers-
ter Ordnung auf (rote Pfeile). (b) Verbessertes Schema für ein optisches
Vierphotonen-Gitter.
Hier soll am Beispiel eines Vierphotonen-Übergangs gezeigt werden, wie die Wech-
selwirkung zwischen einem Atom und vier Photonen zu einem optischen Gitter füh-
ren kann, das eine Periode von λ/4 besitzt [50].
Ein Vierphotonen-Gitter lässt sich im Prinzip realisieren, wenn der in Abb. 3.1 (b)
dargestellte Absorptions- bzw. Emissionsprozess von einem Photon jeweils durch die
Absorption und Emission von zwei Photonen ersetzt wird, wie es in Abb. 3.2 (a)
dargestellt ist. Der Impulsübertrag auf das Atom ist in diesem Fall ∆p = ±4h¯k, wobei
die effektive Wellenlänge des Gitters λeff/2 = λ/4 beträgt. Allerdings treten in dieser
Konfiguration auch Stehwelleneffekte auf, die zu einem Gitterpotential der Periode
λ/2 führen. Diese Übergänge sind in der Abbildung rot gekennzeichnet.
Eine verbesserte Version des Schemas zur Erzeugung optischer Gitterpotentiale hö-
herer Ordnung zeigt Abb. 3.2 (b). Darin gibt es neben dem angeregten Zustand |e〉
zwei Grundzustände |g0〉 und |g1〉 die beispielsweise durch Anlegen eines Magnet-
feldes energetisch aufgespalten werden können. Es werden zwei Laserstrahlen der
Frequenz ω + ∆ω und ω − ∆ω von links und ein Laserstrahl der Frequenz ω von
rechts eingestrahlt. Da alle drei Frequenzen unterschiedlich groß sind, treten in die-
ser Konfiguration keine Stehwelleneffekte auf. Ein Atom, das sich im Grundzustand
|g0〉 befindet, absorbiert ein Photon der Frequenz ω+ ∆ω und emittiert anschließend
das Photon in die gegenläufige Lasermode der Frequenz ω. Aufgrund der großen
Zweiphotonenverstimmung δwird der benachbarte Grundzustand |g1〉 nicht besetzt.
Stattdessen findet erneut ein Zweiphotonenprozess durch Absorption eines Photons
der Frequenz ω − ∆ω und stimulierter Emission in die Lasermode der Frequenz ω
statt. Der Impuls des Atoms ändert sich dadurch um ∆p = ±4h¯k. Theoretische Arbei-
ten haben gezeigt, dass diese Methode ein optisches Gitterpotential der Periode λ/4
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(a) (b)
λeff,3/2 = λ/6 λeff,n/2 = λ/(2n)
ωω+ ∆ω
n−1
ω −∆ω
ωω+∆ω/2
ω −∆ω
|e〉
|g0〉 |g1〉
|e〉
|g0〉 |g1〉
Abb. 3.3: (a) Schema für ein optisches Sechsphotonen-Gitter mit dem ein räumliches
Gitter der Periode λ/6 erreicht werden kann. (b) Allgemeine Erweiterung
auf ein Multiphotonen-Gitter n-ter Ordnung, bei der die räumliche Periode
des Gitterpotentials λ/(2n) beträgt.
erzeugt [96–98]. Die genaue Rechnung hierzu ist auch in einer früheren Doktorarbeit
der Arbeitsgruppe im Detail dargestellt [73]. Ein Atom, das sich in einem Vierphoto-
nenpotential befindet, wird durch folgenden Hamiltonoperator beschrieben:
Hˆ(x, p) =
p2
2m
+ V2 cos2(2kz) (3.18)
wobei die Potentialtiefe V2 von mehreren Parametern abhängt.
V2 = h¯
Ω+Ω− · |Ω0|2
8δ∆2
∝
I0
√
I+ I−
δ
(3.19)
Die Rabifrequenzen (Ω+,Ω−, Ω0) für die atomaren Übergänge sind in der Abb. 3.2
(b) dargestellt und haben die gleiche Form, wie im Kapitel über konventionelle op-
tische Stehwellenpotentiale durch die Gleichung (3.11) beschrieben. Charakteristisch
für ein Vierphotonen-Gitter ist die inverse Proportionalität der Potentialtiefe von der
Zweiphotonenverstimmung δ.
Gitter höherer Ordnung
Die im letzten Abschnitt beschriebene Methode zur Erzeugung eines Vierphotonen-
Gitters der Periode λ/4 kann auf höhere Ordnungen übertragen werden, indem der
Vierphotonenprozess durch einenDoppler-sensitiven 2n-Photonenprozess ersetzt wird,
wobei n eine natürlich Zahl ist. Dazu muss lediglich das Lichtfeld mit der Frequenz
ω + ∆ω durch ein Lichtfeld der Frequenz ω + ∆ω/(n − 1) ersetzt werden [73, 96].
Abb. 3.3 (a) zeigt das Schema für ein Sechsphotonen-Gitter, bei dem die räumliche
Gitterperiode λ/6 beträgt, sowie (b) die allgemeine Erweiterung auf ein 2n-Photonen-
Gitter mit einer räumlichen Periode von λ/(2n). Eine Änderung der Verstimmung zu
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∆ω/(n− 1) bewirkt mehrere Zyklen von Absorption und stimulierter Emission eines
Photons im Atom, wobei die zusätzlichen atomaren Übergänge in der Abbildung rot
markiert sind.
3.1.3 Lösung der zeitabhängigen Schrödingergleichung
Für die nachfolgenden Ergebnisse ist es nötig, das System quantenmechanisch zu be-
schreiben. Der Hamiltonoperator besteht aus einem kinetischen Anteil, einemWech-
selwirkungspotential V(z) und in einigen Experimenten sogar aus einer konstanten
Kraft F = m · a [99].
Hˆ(p, z) =
p2
2m
+V(z) + F · z (3.20)
Das optische Gitter setzt sich im Allgemeinen aus einem konventionellen Gitter der
Periode λ/2 und einem Vierphotonen-Gitter der Periode λ/4 zusammen, wobei ϕ
die relative Phase zwischen den Harmonischen bezeichnet:
V(z) =
V1
2
cos(2kz) +
V2
2
cos(4kz + ϕ) (3.21)
Zunächst ist es für die weitere numerische Berechnung sinnvoll, den Hamiltonope-
rator dimensionslos zu gestalten. Die einzelnen Terme werden dabei durch folgende
Größen ersetzt.
H′ =
H
E˜
(3.22)
V ′i =
Vi
E˜
(3.23)
z′ =
z
z˜
(3.24)
p′ =
p
p˜
(3.25)
t′ =
t
t˜
(3.26)
a′ =
a
a˜
(3.27)
(3.28)
Im Experiment wird Licht der Wellenlänge 781.3 nm verwendet. Daraus berechnet
man eine Rückstoßenergie Er = (h¯k)2/2m = h · 3.71kHz, wodurch sich für die Sub-
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stitutionsgrößen folgende Einheiten ergeben:
E˜ = 8Er = h · 29.7kHz (3.29)
z˜ = (2k)−1 = 62nm (3.30)
p˜ = 2h¯k = m · 11.06mm/s (3.31)
t˜ = (8ωr)−1 = 5.36µs (3.32)
a˜ =
p˜/m
t˜
= 2.06mm/ms2 (3.33)
(3.34)
Nach der Substitution ergibt sich eine dimensionslose Schrödingergleichung mit ei-
nem dimensionslosen Hamiltonoperator, die numerisch gelöst werden kann:
i
∂
∂t′
Ψ(z′, t′) = Hˆ′Ψ(z′, t′) (3.35)
Hˆ′(p′, z′) =
p′2
2
+ V ′(z′) + a′ · z′ (3.36)
V ′(z′) =
V ′1
2
cos(z′) +
V ′2
2
cos(2z′ + ϕ) (3.37)
Der Einfachheithalber werden die Gleichungen im weiteren Verlauf ohne Striche ge-
schrieben. Als nächstes wird die Lösung der zeitabhängigen Schrödingergleichung
(3.35) für ein Teilchen in einem periodischen Gitterpotential, das aus zwei sinusför-
migen Anteilen unterschiedlicher Periode aufgebaut ist, hergeleitet.
Gitterpotentiale sind im Allgemeinen räumlich periodisch V(z) = V(z + a), wobei
die räumliche Periode durch die Gitterkonstante a gegeben ist. Nach dem Theorem
von Felix Bloch besitzt die Wellenfunktion Ψ(z) = Ψ(z + a) ebenfalls periodische
Eigenschaften [100]. Zur Lösung der Schrödingergleichung wird folgender Ansatz
für die Wellenfunktion gewählt:
Ψ(z, t) = eiqzun,q(t)(z, t) (3.38)
Dieser Bloch-Wellenansatz stellt das Produkt einer ebenen Welle und einer komple-
xen Funktion un,q(z, t) dar, welche die gleiche räumliche Periode wie das Potential
aufweist. Der Quasi-Impuls q ist eine Größe, die den Impuls eines Teilchens relativ
zum Gitter angibt und ist auf die Ränder der Brioullin-Zone q = [−h¯k, h¯k] reduziert.
Der Index des Blochbandes n in Kombination mit demQuasi-Impuls q legt die Positi-
on desWellenpakets im Bloch-Spektrum fest. Zunächst wird die Funktion un,q(z, t) in
eine Fourierreihe entwickelt, wodurch sich Gleichung (3.38) in eine Summe schreiben
lässt:
Ψ(z, t) = eiqz ∑
m
cm(t)ei(2πm/a)z (3.39)
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Abb. 3.4: Darstellung der Bandstruktur optischer Gitterpotentiale unterschiedlicher
Potentialtiefe, wobei hier V2 = 0 ist. Je tiefer das Potential ist, desto größer
ist die Energieaufspaltung in den Kreuzungsbereichen.
Aufgrund der dimensionslosen Form des Potentials beträgt die Periode a = 2π.
Der Bloch-Wellenansatz wird zusammenmit Gleichung (3.36) in die Schrödingerglei-
chung (3.35) eingesetzt und ergibt so eine Differentialgleichung für die Koeffizienten
cm(t).
i
∂
∂t ∑m
cmei(m+q)z =
[
p2
2
+ V(z)
]
∑
m
cmei(m+q)z (3.40)
= En(q) ∑
m
cmei(m+q)z
Anschließendwird die gesamte Gleichung in den Impulsraum transformiert, um eine
bestimmte Fourierkomponente zu selektieren. Mit Hilfe der Identität:
1
2π
∫ 2π
0
ei(m−n)zdz = δmn (3.41)
entsteht dabei folgende Differentialgleichung für den Koeffizienten cm(t):
i
∂
∂t
cm =
[m + q(t)]2
2
cm(t) +
V1
4
[cm+1 + cm−1] +
V2
4
[
cm+2eiϕ + cm−2e−iϕ
]
(3.42)
= En(q)cm
Die Berechnung des Bloch-Spektrums erfolgt durch Lösen der stationären Schrödinger-
Gleichung. Dazu wird die Matrixgleichung (3.42) diagonalisiert und die entsprechen-
den Eigenwerte als Funktion des Quasi-Impulses dargestellt. Die Matrix A, die dia-
gonalisiert werden soll, enthält dabei folgende Matrixelemente:
Amm =
[m + q(t)]2
2
Am,m+1 = Am+1,m =
V1
4
Am,m+2 = A∗m+2,m =
V2
4
eiϕ (3.43)
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Auf der Hauptdiagonale befindet sich die kinetische Energie der Atome, auf der ers-
ten Nebendiagonale der Beitrag des konventionellen Gitters der Periode λ/2 und auf
der zweiten Nebendiagonale der Beitrag des Vierphotonen-Gitters der Periode λ/4.
Höhere Fourierkomponenten des optischen Gitterpotentials würden sich auf höheren
Nebendiagonalen befinden. Die Eigenwerte En(q) lassen sich durch Lösen der Eigen-
wertgleichung |A − En(q)1| = 0 berechnen, wobei 1 für die Einheitsmatrix steht.
Abb. 3.4 zeigt die sich ergebende Bandstruktur für ein eindimensionales Gitter bei
verschiedenen Potentialtiefen V1, wobei V2 = 0 ist. Es bilden sich Energiebänder und
Energielücken, ähnlich zu den Leitungs- und Valenzbändern von Elektronen in ei-
nem Kristall. Je tiefer das Gitter ist, desto größer ist die Energieaufspaltung zwischen
den Bloch-Bändern.
3.1.4 Bloch-Oszillationen im Multiphotonen-Gitter
Die Bewegung von Elektronen in einer periodischen Kristallstruktur unter dem Ein-
fluß eines elektrischen Feldes wurde bereits 1928 in einer Arbeit von Felix Bloch un-
tersucht und später durch Zener und Jones verifiziert [101]. Eine Konsequenz ist,
dass sich die Teilchen nicht gleichmäßig beschleunigt bewegen, sondern um ihre Po-
tentialmulden oszillieren. In der Arbeit von Bloch wurde gezeigt, dass sich die Grup-
pengeschwindigkeit (mittlere Geschwindigkeit) der Teilchen aus der Ableitung des
Energiespektrums nach dem Quasi-Impuls ergibt.
〈vn(q)〉 = dEn(q)dq (3.44)
Da sich der Quasi-Impuls q unter dem Einfluß einer konstanten äußeren Kraft F line-
ar entwickelt q(t) = q0 + F · t, wiederholt sich die Bewegung der Atome nach jeder
Reflexion am Rand der Brioullin Zone, sofern Übergänge in höhere Bänder vernach-
lässigt werden können. Die Geschwindigkeit ändert sich dadurch zyklisch mit einer
zeitlichen Periode TB = h/(F · d), wobei h die Planck-Konstante und d die Gitterpe-
riode ist. Die Bewegung der Elektronen unterliegt der Newtonschen Bewegungsglei-
chung F = m(n)eff · a, wobei nun die effektive Masse der Elektronen m
(n)
eff (q) von der
Position im Spektrum abhängt. Es gilt der Zusammenhang, dass die effektive Masse
invers proportional zur Krümmung eines Bloch-Bandes im Spektrum ist [102]:
m(n)eff (q) =
[
d2En(q)
dq2
]−1
(3.45)
In Abb. 3.5 (a) ist das Energiespektrum eines Gitterpotentials dargestellt, in dem sich
ein Wellenpaket (hier dargestellt durch Kugeln) unter dem Einfluß einer externen
Kraft entlang eines Bloch-Bandes bewegt. Da die Disperionsrelation im Gitter vom
Quasi-Impuls abhängt, oszilliert die Gruppengeschwindigkeit im zeitlichen Verlauf.
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Abb. 3.5: Schematische Darstellung der Dynamik im Bandspektrum, wenn eine kon-
stante äußere Kraft wirkt. (a) Der Quasi-Impuls entwickelt sich linear in
der Zeit q = F · t, so dass das Wellenpaket in einem Energieband os-
zilliert. (b) Gruppengeschwindigkeit und (c) effektive Masse der Atome
als Funktion des Quasi-Impulses q für zwei verschiedene Potentialtiefen
V1 = {1.0, 4.0}Er.
In Abb. 3.5 (b) ist jeweils die Gruppengeschwindigkeit einesWellenpakets im Grund-
zustand für zwei unterschiedliche Potentialtiefen dargestellt, sowie in Abb. 3.5 (c)
die effektive Masse des Teilchens für zwei verschiedene Potentialtiefen zu sehen. Sie
kann auch negative Werte annehmen, so dass die Bewegung der Atome entgegen der
Kraftrichtung folgt.
Der Nachweis von Bloch-Oszillationen im Festkörper ist sehr schwierig, da die Bloch-
Periode in natürlichen Festkörpern in der Größe von Pikosekunden liegt, was ex-
perimentell schwer aufzulösen ist [103]. Der experimentelle Nachweis von Bloch-
Oszillationen konnte erst in den 1990er-Jahren inHalbleiter-Übergittern erbracht wer-
den [104–107]. In diesen Strukturen wird aufgrund einer größeren räumlichen Peri-
ode eine leichter auflösbare, zeitlich längere Bloch-Periode erreicht. Ein weiteres ex-
perimentelles Problem im Festkörper stellen die vergleichbar kurzen Streuzeiten dar.
Atomoptische Experimente mit optischen Gittern eignen sich dagegen hervorragend,
um die Dynamik von Elektronen in einem Kristall zu simulieren. Im Jahr 1996 wur-
de in der Gruppe von C. Salomon erstmals der Nachweis von Bloch-Oszillationen
von kalten Atomen in einem beschleunigten Stehwellenpotential erbracht [9]. In der
Zwischenzeit können weit über 20.000 Perioden von Bloch-Oszillationen in optischen
Gittern beobachtet werden und eignen sich daher auch als Instrument zur genauen
Bestimmung der Gravitationskonstante und dessen Auswirkung auf die Feinstruk-
turkonstante [108–111]. In diesem Kapitel wird die Bewegung von Atomen in einem
Multiphotonen-Gitter untersucht und mit den Ergebnissen in einem konventionellen
Gitter verglichen. Die Beobachtung von Bloch-Oszillationen in einem Vierphotonen-
Gitter stellt einen Nachweis für den kohärenten Atomtransport in einem Gitterpo-
tential dar, dessen räumliche Periode unterhalb der Rayleigh-Auflösungsgrenze von
λ/2 liegt [112].
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Zur theoretischen Beschreibung der Bandstruktur des Vielphotonen-Gitters wird zu-
nächst der Hamiltonoperator für ein Atom in einem räumlichen Gitter der Periode
λ/(2n), wobei n eine natürlich Zahl ist, in eine dimensionslose Form transformiert.
Damit erreicht man, dass die Information über die Ordnung des Gitterpotentials voll-
ständig in den Substitutionsvariablen steckt. Die Berechnung der Impulszustände
und des Energiespektrums erfolgt dann analog wie in Abschnitt 3.1.3:
H =
p2
2m
+
Vn
2
cos(2nkz) + F · z −→ p
2
2
+
Vn
2
cos(z) + a · z (3.46)
Die Einheiten der Substitutionsvariablen hängen folgendermaßen von der Ordnung
n und damit von der räumlichen Periode des Gitters ab.
E˜n = 8n2Er = n2E˜1 (3.47)
z˜n = (2nk)−1 = z˜1/n (3.48)
p˜n = 2nh¯k = np˜1 (3.49)
t˜n = (8n2ωr)−1 = t˜1/n2 (3.50)
a˜n =
(2h¯k/m)
(8ωr)−1
n3 = n3 a˜1 (3.51)
(3.52)
Eine Eigenschaft der Multiphotonen-Gitter zeichnet sich dadurch aus, dass die Ener-
gieskala des Blochspektrums quadratisch von der räumlichen Ordnung n abhängt.
Das wiederum führt dazu, dass beispielsweise die Bloch-Oszillationen in Gittern ver-
gleichbarer Potentialtiefen aber unterschiedlicher räumlicher Dimension verschieden
sind.Weitere Besonderheiten inMultiphotonen-Gittern finden sich in Abschnitt 3.4.
3.1.5 Phasenabhängiger Landau-Zener Übergang
Im letzten Abschnitt wurde die Dynamik eines Wellenpakets unter dem Einfluß einer
konstanten äußeren Kraft untersucht. Dabei bewegen sich die Atome in den Poten-
tialminina nicht linear beschleunigt, sondern führen Oszillationen um ihre Ruhelage
aus. Die Bloch-Oszillationen treten immer dann auf, wenn sich das Wellenpaket in-
nerhalb eines Energiebandes bewegt. Im Bereich einer Kreuzung, wo sich benachbar-
te Energiebänder treffen, kann das Wellenpaket entweder reflektiert werden oder es
tunnelt in ein benachbartes Bloch-Band und folgt so der Dispersion eines freien Teil-
chens. Clarence Zener untersuchte 1932 das Verhalten eines quantenmechanischen
Wellenpakets im Kreuzungsbereich von zwei Energieniveaus und konnte einen Aus-
druck für die Wahrscheinlichkeit eines Interband-Übergangs herleiten [113]:
Γ = exp(−ac/a) (3.53)
wobei die kritische Beschleunigung ac
ac = π∆E2/(4h¯
2k) (3.54)
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Abb. 3.6: Darstellung des (links) räumlichen Gitterpotentials der Form V(z) =
V1 cos(z) + V2 cos(2z + ϕ) mit dem entsprechenden Energiespektrum
(rechts) für unterschiedliche Werte der Phasenverschiebung ϕ: (a) ϕ = 0,
(b) ϕ = ±π/2 und (c) ϕ = π. Die Potentialtiefen betragen hier V1 = 4Er
und V2 = 1Er, um das Verschwinden der Bandlücke zwischen dem zweiten
und dritten Bloch-Band bei ϕ = π zu visualisieren. Die Größe der Bandauf-
spaltung lässt sich über Landau-Zener Übergange untersuchen, wie sche-
matisch in der Abbildung darsgestellt.
quadratisch von der Energieaufspaltung ∆E zweier Energiebänder abhängt. Einemög-
lichst hohe Tunnelrate erreicht man demnach, wenn die Atome sehr schnell über das
Gitter beschleunigt werden, oder die Energieaufspaltung sehr klein wird.
Bisher wurde die Landau-Zener Physik für ultrakalte Atome in einfachen optischen
Stehwellenpotentialen untersucht [10,114,115].Wennman allerdings zu dem konven-
tionellen Gitter der Periode λ/2 noch ein Gitter höherer Ordnung der Periode λ/4 ad-
diert, so erwartet man Interferenzeffekte zwischen den einzelnen Bragg-Reflexionen
desWellenpakets an der Bandkante [116]. In einem ersten Schritt wird hierfür die Ab-
hängigkeit der Bandstruktur von der Phasenverschiebung zwischen den Gitterhar-
monischen untersucht. Dazu wird das Bloch-Spektrum eines Fourier-synthetisierten
Gitters numerisch berechnet, wobei der dimensionslose Hamiltonoperator folgende
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Abb. 3.7: (a) Energieaufspaltung und (b) Tunnelwahrscheinlichkeit zwischen dem
zweiten und dritten Bloch-Band an der Bandkante als Funktion der rela-
tiven Phase ϕ, wobei die Potentialtiefen V1 = 2Er und V2 = 0.25Er (rot)
bzw. V1 = 6Er und V2 = 2Er (blau) betragen.
Form hat:
H =
p2
2
+
V1
2
cos(z) +
V2
2
cos(2z + ϕ) (3.55)
In Abb. 3.6 ist ein berechnetes Energiespektrummit den dazugehörenden räumlichen
Potentialformen für verschiedene Werte von ϕ dargestellt. Aus der Grafik entnimmt
man, dass die Energieaufspaltung zwischen dem zweiten und dritten Bloch-Band be-
sonders groß ist, wenn die Phasenverschiebung ϕ = 0 (a) ist, wobei das Gitter dann
aus breiten Potentialmulden besteht und komplett verschwindet, wenn die Phasen-
verschiebung ϕ = π beträgt (c), wobei hier das Gitter aus breiten Potentialhügeln
besteht. Offensichtlich hängt die Energieaufspaltung ∆E hier von der relativen Phase
der Gitterharmonischen ab. Dies zeigt sich auch in Abb. 3.7 (a), in der die Energie-
aufspaltung zwischen dem zweiten und dritten Bloch-Band bei einem Quasi-Impuls
q = 2h¯k als Funktion der Phase ϕ für zwei verschiedene Gittertiefen dargestellt ist.
Hier interferiert die Bragg-Streuung zweiter Ordnung des konventionellen Gitters
und die Bragg-Streuung erster Ordnung des Vierphotonen-Gitters an der Bandkante
bei q = 2h¯k destruktiv miteinander. Eine Möglichkeit, die Energiedifferenz von be-
nachbarten Bändern experimentell zu untersuchen, ergibt sich über die Tunnelwahr-
scheinlichkeit Γ (siehe Gleichung (3.53)). Bei einer festen Beschleunigung a hängt die
Tunnelrate nur noch von der energetischen Aufspaltung der Bänder ∆E(ϕ) ab, die
in unserem Fall phasenabhängig ist. In Abb. 3.7 (b) ist für den gleichen Parameter-
satz jeweils die Tunnelrate als Funktion des Phasenwinkels ϕ aufgetragen. Die rote
Kurve (schwaches Potential) zeigt eine schwache Phasenabhängigkeit, wobei bereits
ein hoher Gleichgewichtsanteil der Landau-Zener Tunnelrate von 0.6 vorhanden ist.
Je stärker das Gitter wird, desto größer wird der phasenabhängige Anteil und desto
kleiner wird auch die Resonanzbreite um den Winkel ϕ = π.
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Abb. 3.8: Abhängigkeit der erwarteten Tunnelrate von der Potentialtiefe V1, wobei (a)
V2 = 0.25Er und (b) V2 = 2Er beträgt und die Phasenverschiebung ϕ = 0
(blau) und ϕ = π (rot) ist.
Im nächsten Schritt wird die Abhängigkeit der Energieaufspaltung zwischen dem
zweiten und dritten Blochband vom Verhältnis der Potentialtiefen V1 und V2 unter-
sucht. Dazu wird die Landau-Zener Tunnelrate bei den Phasenwinkeln ϕ = 0,π als
Funktion der PotentialtiefeV1 berechnet, wobeiV2 konstant ist. Die Abb. 3.8 zeigt eine
numerische Simulation für den Fall, dass (a) V2 = 0.25Er und (b) V2 = 2Er ist. Im ers-
ten Fall bei ϕ = 0 fällt die Tunnelrate exponentiell mit steigender Potentialtiefe V1 ab,
so wie man es auch in Experimenten zur Landau-Zener Physik in einfachen Gitter-
potentialen erwartet. Anders sieht es allerdings aus, wenn die Phase ϕ = π beträgt.
Die Tunnelrate steigt dann zunächst an und erreicht ein Maximum bei einer Poten-
tialtiefe V1 = 2Er, bevor sie im weiteren Verlauf ebenfalls exponentiell abfällt. Der
Effekt zeigt sich in der Abbildung (b) noch deutlicher, wenn das Gitterpotential tiefer
ist. Hier beträgt die Potentialtiefe des Vierphotonen-Gitters V2 = 2Er und ist damit
um einen Faktor acht größer als im ersten Fall. Auffällig ist, dass bei einer Phasenver-
schiebung ϕ = 0 auf der dargestellten Skala überhaupt keine Interband-Übergänge
zu sehen sind, selbst wenn der Anteil des konventionellen Gitters sehr klein ist. Das
liegt daran, dass ein starkes Vierphotonen-Gitter bereits eine große Energieaufspal-
tung der Bandlücke bei einemQuasi-Impuls q = 2h¯k verursacht. Die Situation ändert
sich erst, wenn die Phasenverschiebung im Gitter ϕ = π beträgt und die Stärke des
konventionellen Gitters erhöht wird. Obwohl nun das optische Gitterpotential sehr
tief ist, erhöht sich die Wahrscheinlichkeit für einen Landau-Zener Übergang und
erreicht ein Maximum bei V1 = 6Er. Hier wirkt sich die Bragg-Reflexion erster Ord-
nung des Vierphotonen-Gitters und zweiter Ordnung des konventionellen Gitters an
der Bandkante destruktiv aus, so dass die Aufspaltung klein wird und dasWellenpa-
ket in das benachbarte Bloch-Band tunneln kann.
Das Kriterium, bei dem die Aufspaltung der Bloch-Bänder verschwindet, kann durch
Lösen der Eigenwertgleichungmit einermodifizierten 3x3Matrix aus Gleichung (3.43)
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bestimmt werden: ∣∣∣∣∣∣
4Er − λ V1/4 V2/4eiϕ
V1/4 −λ V1/4
V2/4e−iϕ V1/4 4Er − λ
∣∣∣∣∣∣ = 0 (3.56)
Wir interessieren uns speziell für die Eigenwerte im zweiten und dritten Bloch-Band
bei einem Quasi-Impuls q = 2h¯k. Diese sollten im Bereich von 4Er liegen, so dass es
hilfreich ist, eine neue Variable einzuführen x := λ − 4Er. Die Determinante (3.56)
ergibt folgende Koeffizientengleichung:
x3 + 4Erx2 − x
(
V22
16
− V
2
1
8
)
+
V21V2
32
cos(ϕ) + ErV22 = 0 (3.57)
Da die Bloch-Bänder in derNähe von λ = 4Er liegen, kann der Term x3 vernachlässigt
werden, so dass die resultierende quadratische Gleichung nach dem Koeffizienten x
aufgelöst werden kann. Es gilt:
x1,2 ∝ ±12
√√√√( V22
64Er
− V
2
1
32Er
)
+
V21V2
32Er
cos(ϕ) +
V22
4
(3.58)
Im nächsten Schritt wird nun die Differenz der beiden Eigenwerte berechnet, um eine
Information über die Energieaufspaltung zwischen dem zweiten und dritten Bloch-
Band zu erhalten.
∆x = x1 − x2 =
√√√√( V22
64Er
− V
2
1
32Er
)
+
V21V2
32Er
cos(ϕ) +
V22
4
(3.59)
Für den Fall, dass V1 ≪ Er und V2 ≪ V1 ist, können Terme hoher Potenz in den
Potentialtiefen vernachlässigt werden und es bleibt ein analytischer Ausdruck für
die Energiedifferenz zurück:
∆x =
∣∣∣∣∣V2 + V
2
1
16Er
exp (iϕ)
∣∣∣∣∣ (3.60)
Folglich verschwindet die Energieaufspaltung zwischen dem zweiten und dritten
Bloch-Band bei einem Quasi-Impuls q = 2h¯k bei einer relativen Phase ϕ = π, wo-
bei das Verhältnis der Potentialtiefen zwischen den Gitterharmonischen
V2 =
V21
16Er
(3.61)
beträgt. Für den allgemeinen Fall findet die Berechnung der Potentialtiefen, bei denen
die Energieaufspaltung zwischen dem zweiten und dritten Bloch-Band verschwin-
det, numerisch statt.
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Abb. 3.9: Schematischer Aufbau der Optik zur Erzeugung der optischen Gitterpoten-
tiale. Dabei gelten die Abkürzungen PST: polarisierender Strahlteilerwürfel
und AOM: akusto-optischer Modulator.
3.2 Experimenteller Aufbau zur Fourier-Synthese von
Gitterpotentialen
Der optische Aufbau für die Erzeugung der Gitterpotentiale ist in Abb. 3.9 sche-
matisch dargestellt. Als Grundlage dient ein gitterstabilisierter Trapez-Diodenlaser
(Firma: TOPTICA, Typ: DLX 110) mit einer Ausgangsleistung von 500 mW. Ein Teil
des Hauptstrahls wird für die Messung der Wellenlänge und die Untersuchung der
Frequenzstabilität mittels eines Fabry-Perot Interferometers abgezweigt [75]. Im wei-
teren Verlauf durchläuft der Hauptstrahl ein Teleskop mit einer Verschlußblende in
dessen Fokus zur vollständigen Abschaltung des Lichts. Um möglichst lange Kohä-
renzzeiten zu erreichen, wurde zusätzlich ein holographisches Reflexionsgitter (Mo-
dell: PLR808-92.5-13-17.5-1.5, Firma: Ondax Inc) eingebaut. Es dient dazu, eine durch
Spontanemission verursachte spektral breite Emission des Diodenlasers zu unter-
drücken. Laut Hersteller wird der Untergrund um 25 dB abgeschwächt wobei die
Bandbreite 0.4 nm beträgt. Der optische Aufbauwurde somodifiziert, dass derHaupt-
strahl zweimal durch das Reflexionsgitter läuft, um eine besonders starke Abschwä-
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Abb. 3.10: Schematische Darstellung des elektronischen Aufbaus zur Ansteuerung
der akusto-optischen Modulatoren AOM 1 und AOM 2. Die Ausgangsfre-
quenzen der phasenstabilisierten Funktionsgeneratoren (FG) werden mit
Hilfe eines Oszillators (VCO) auf eine Trägerfrequenz von 200 MHz hoch-
gemischt.
chung des Untergrunds zu bekommen. Im nächsten Schritt wird das Licht durch eine
Kombination aus λ/2-Platte und Strahlteilerwürfel in zwei Teilstrahlen aufgespalten.
Beide Teilstrahlen gelangen durch jeweils einen akusto-optischen Modulator, um das
Licht in seiner Intensität zu steuern und die notwendigen Frequenzen zur Erzeugung
der Gitterpotentiale auf das Licht aufzumodulieren. Das Licht der ersten Beugungs-
ordnung wird in eine polarisationserhaltende Einmodenfaser eingekoppelt, die den
Aufbau der Gitterlaser mit der Vakuumkammer verbindet. Die zwei Laserstrahlen
werden gegenläufig in vertikaler Richtung in die Vakuumkammer eingestrahlt, wo-
bei sich der gemeinsame Brennpunkt mit dem CO2-Laserstrahl überlagert.
Während des Aufbaus wurde darauf geachtet, dass Reflexionen an optischen Ober-
flächen keine ungewollten Stehwellengitter verursachen. Es hat sich gezeigt, dass die
Laserstrahlen unter einem kleinen Winkel von ungefähr 4◦ in Bezug auf die Gra-
viationsachse eingestrahlt werden sollten, da sonst störende Reflexionen an der In-
nenseite der Vakuumfenster entstehen. Weiterhin wird das Licht an der Optik der
Faserauskopplung zurückreflektiert, obwohl die Faser selbst einen Schrägschliff von
8◦ enthält. In diesem Fall wurden in beiden Strahlengängen polarisierende Strahltei-
lerwürfel eingesetzt und so eingestellt, dass der einlaufende Laserstrahl kaum ab-
geschwächt wird, der aus der Vakuumkammer austretende Strahl allerdings um 90◦
abgelenkt wird. Allerdings sind nun die beiden Gitterstrahlen senkrecht zueinander
polarisiert, so dass die Potentialtiefe der optischen Gitter stark abgeschwächt ist. Wie
sich in den nachfolgenden Kapiteln zeigen wird, reicht dieser Kompromiss aus, um
die Experimente erfolgreich durchzuführen.
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Abb. 3.11: Messung der Zeeman-Aufspaltung des F=1 Hyperfeinstrukturzustandes
im Bose-Einstein Kondensat durch resonante Raman-Übergänge. Das ver-
wendete homogene Magnetfeld beträgt hier etwa 2 Gauss, wodurch sich
eine Resonanzfrequenz von 1010 kHz ergibt.
Das Verfahren zur Erzeugung optischer Multiphotonen-Gitter erfordert mehrere Fre-
quenzen auf den Lichtpfaden um die atomaren Übergänge im Rubidiumatom zu
betreiben. Hierfür werden die akusto-optischen Modulatoren (AOM 1, AOM 2) aus
Abb. 3.9 mit mehreren Radiofrequenzen angesteuert. Eine schematische Darstellung
des elektonischen Aufbaus zur Ansteuerung der AOMs ist in Abb. 3.10 zu sehen.
Um die Radiofrequenzsignale zu erzeugen, werden vier phasenstabilisierte Funkti-
onsgeneratoren verwendet. Während AOM 1 mit der Frequenz ωFG betrieben wird,
besteht die Ansteuerung von AOM 2 aus den drei Frequenzen ωFG, ωFG + ∆ω und
ωFG − ∆ω, die mit Hilfe eines RF-Addierers überlagert werden. Alle vier Funktions-
generatoren arbeiten im Bereich von 57MHz, so dass das Signal mit Hilfe eines weite-
ren Funktionsgenerators (VCO) bei einer Frequenz von 143 MHz auf die notwendige
Frequenz von 200 MHz zur Ansteuerung der akusto-optischen Modulatoren hochge-
mischt wird. Eine detaillierte Beschreibung des elektronischen Aufbaus zur Ansteue-
rung der akusto-optischen Modulatoren (AOM 1 und AOM 2) ist im Anhang A be-
schrieben. Für die in Kapitel 4 beschriebenen Experimente werden zur Vorselektion
der atomaren Geschwindigkeiten weitere Frequenzen benötigt, die hier mit “Bragg
und “Raman” bezeichnet wurden (siehe Abb. 3.9).
Bei der Erzeugung der Multiphotonen-Gitter benötigt man zwei Grundzustände im
Atom, die auf verschiedenen Energieniveaus liegen (siehe Abschnitt 3.1.2). Im Ex-
periment werden hierzu als Grundzustände die Zeeman-Niveaus mF = −1 und
mF = 0 der F=1 Komponente des elektronischen Grundzustands verwendet. Die
Entartung des Grundzustands wird mit Hilfe eines homogenen Magnetfelds auf-
gehoben [117]. Das hierfür benötigte Magnetfeld wird durch zwei Spulen in einer
Helmholtz-Konfiguration realisiert, die sich im Abstand von 30 cm zueinander befin-
den und in deren Zentrum das Bose-Einstein Kondensat in einer optischen Dipolfalle
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erzeugt wird. Jede Spule hat einen Durchmesser von 15 cm und 60 Windungen. Die
Ansteuerung erfolgt mit einer extern geregelten Stromquelle, deren Ausgangsstrom
im Bereich von -3 A bis 3 A variiert werden kann. Die energetische Aufspaltung des
Hyperfeinstrukturzustandes kann mit Hilfe von Raman-Übergängen zwischen den
Zeeman-Zuständen mF = −1 und mF = 0 bestimmt werden. Dazu wird das Bose-
Einstein Kondensat für die Dauer von 100 µs mit zwei gegenläufigen Lichtfeldern
bestrahlt, wobei einer der Laserstrahlen in der Frequenz verstimmt ist. Die Ansteue-
rung der akusto-optischen Modulatoren für die Gitterlaserstrahlen erfolgt mit den
Funktionsgeneratoren FG 1A und FG 2A, wobei die Frequenzänderung des Licht-
felds durch eine Änderung der Radiofrequenz am Funktionsgenerator FG 2A vorge-
nommen werden kann. Der Raman-Übergang von mF = −1 → mF = 0 ist optimal,
wenn die Frequenzänderung zwischen den beiden Laserstrahlen genau der Energie-
differenz der beiden Zeeman-Zustände entspricht. Abb. 3.11 zeigt die Besetzung der
Spinkomponente mF = 0 als Funktion der Frequenzänderung am Funktionsgenera-
tor FG 2A. Die experimentell beobachteten Daten zeigen eine Resonanzkurve bei ei-
ner Frequenzänderung von νz = 1010kHz, die gerade der Zeeman-Aufspaltung des
Hyperfeinstrukturzustandes im Rubidiumatom entspricht. In einer älteren Konfigu-
ration des Experiments betrug die Zeeman-Aufspaltung νz = 850kHz.
3.3 Beugung eines Bose-Einstein Kondensats an
optischen Gitterpotentialen
Zur Charakterisierung der experimentell realisierten Gitterpotentiale wird die Beu-
gung vonAtomen an einem transienten optischen Gitterpotential untersucht [50,112].
Die Beugungsbilder erlauben dabei eine Bestimmung der verwendeten Potential-
form. Da die Messung im Impulsraum stattfindet, kann die relative atomare Beset-
zung der einzelnen diskreten Impulskomponenten mit der Lösung aus der numeri-
schen Integration der Koeffizientengleichung (3.42) verglichen werden. Hieraus las-
sen sich bei gegebener Einstrahldauer die Potentialtiefen des optischen Gitters be-
stimmen.
Im Experiment wird die Dipolfalle, in der sich das Bose-Einstein Kondensat im Zu-
stand mF = −1 befindet, ausgeschaltet und die Gitterlaser für eine Dauer von 6-10 µs
eingeschaltet. Nach dem Abschalten der Gitterstrahlen können die Atome für 15 ms
frei expandieren, wodurch sich aufgrund der Wellennatur des Bose-Einstein Kon-
densats mehrere Atomwolken in diskreten Impulszuständen bilden. Der Abstand
benachbarter Atomwolken entspricht dabei dem reziproken Gitterabstand des zu un-
tersuchenden optischen Gitterpotentials. Die Abb. 3.12 zeigt Absorptionsaufnahmen
von (links) Beugungsbildern für unterschiedliche optische Gitter und (rechts) deren
räumlicher Verlauf.
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Abb. 3.12: Links: In falschfarben kodierte Aufnahmen des Beugungsbilds eines Bose-
Einstein Kondensats an einem transienten optischen Gitter unterschied-
licher Periode und Form. Rechts daneben ist das entsprechende Gitter-
potential gezeigt, rekonstruiert aus den Beugungsbildern. Dabei wurden
folgende Gitter realisiert: (a) optische Stehwelle, (b) Vierphotonen-Gitter,
(c) Sechsphotonen-Gitter und (d-e) asymmetrische Gitter unterschiedlicher
räumlicher Phase.
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(a) Konventionelles optisches Gitter
Abb. 3.12 (a) zeigt ein typisches Beugungsbild für eine konventionelle optische Steh-
welle. Dazu werden zwei gegenläufige Laserstrahlen gleicher Frequenz benötigt. Die
notwendigen Frequenzen zur Ansteuerung der akusto-optischen Modulatoren lie-
fern die Radiofrequenzgeneratoren FG 1A und FG 2A. Die einzelnen Beugungsord-
nungen sind symmetrisch um den Impuls p = 0h¯k verteilt und haben einen Abstand
von 2h¯k zueinander. Das entspricht im Ortsraum einem Gitterpotential mit räumli-
cher Periode λ/2. Die Potentialtiefe des Gitters wird durch Anpassen der Koeffizi-
entgleichung (3.42) an die Daten ermittelt und beträgt hier V1 = 25Er, wobei Er die
Rückstoßenergie ist.
(b) Vierphotonen-Gitter
Im nächsten Schritt soll ein Vierphotonen-Gitter gemäß dem Schema aus Abschnitt
3.1.2 realisiert werden. Hierfür werden drei Lichtstrahlen mit den Frequenzen ω,
ω + ∆ω und ω− ∆ω benötigt, die mit Hilfe der Funktionsgeneratoren FG 1A, FG 2B
und FG 2C erzeugt werden. Für die beiden Grundzustände wird der Grundzustand
F = 1 durch Anlegen eines Magnetfeldes in seine Spinzustände mF = 0,±1 auf-
gespalten, wobei die Energieaufspaltung zwischen benachbarten Zeeman-Niveaus
800 kHz beträgt. Als Frequenzverstimmung ∆ω für die Gitterstrahlen wurde eine
Frequenz von 1250 kHz gewählt, womit sich eine Zweiphotonen-Verstimmung δ von
ungefähr 450 kHz ergibt. Abb. 3.12 (b) zeigt die Absorptionsaufnahme der Beugung
eines Bose-Einstein Kondensats an einem Vierphotonen-Gitter. Verglichen mit der
Beugung an einer optischen Stehwelle, ist der Abstand der einzelnen Impulszustände
doppelt so groß. Für die Impulszustände ±2h¯kwird keine meßbare Population beob-
achtet, so dass ungewollte Stehwelleneffekte in guter Näherung unterdrückt sind. Ein
Impulsabstand von 4h¯k entspricht dabei einem Gitter mit einer räumlichen Periode
von λ/4, wobei hier die Potentialtiefe V2 = 18Er beträgt.
(c) Sechsphotonen-Gitter
Es wurde außerdem getestet, ob mit dem verwendeten Verfahren ein Sechsphotonen-
Gitter realisiert werden kann. Dazu ändert man die Frequenz des Laserstrahls mit der
Frequenz ω + ∆ω in ω + ∆ω/2. Abb. 3.12 (c) zeigt die Absorptionsaufnahme eines
Sechsphotonen-Gitters im Fernfeld, bei dem der Abstand zwischen den einzelnen
Beugungsordnungen 6h¯k beträgt, was einem reziproken Gitterabstand von λ/6 ent-
spricht. Die Stern-Gerlach Analyse zeigt allerdings eine teilweise Ansammlung von
Atomen im Grundzustand mF = 0, was offenbar daran liegt, dass die Zweiphotonen-
Verstimmung δ nicht groß genug war, um resonante Raman-Übergänge zu unter-
drücken. Diese Atome befinden sich im unteren Teil der Aufnahme. Die erreichte
Potentialtiefe liegt hier im Bereich von V3 = 8Er.
(d-e) Räumlich asymmetrische Gitter
Eine gleichzeitige Überlagerung von optischer Stehwelle und Vierphotonen-Gitter
ermöglicht die Realisierung von asymmetrischen optischen Gitterpotentialen. Dazu
werden nun die vier Funktionsgeneratoren FG 1A, FG 2A, FG 2B und FG 2C ver-
wendet. Eine Variation der Potentialtiefe der optischen Stehwelle kann durch Ver-
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Abb. 3.13: Links: Abhängigkeit der Besetzungseffizienz der +1. Ordnung (rot) und
-1. Ordnung (blau) in einem asymmetrischen Gitterpotential als Funktion
der räumlichen Phase ϕ. Rechts: Entsprechende Daten für die +2. Ordnung
(blau) und der -2. Ordnung (rot) als Funktion der Phase.
ändern der Radiofrequenzleistung am FG 2A vorgenommen werden und die Po-
tentialtiefe des Vierphotonen-Gitters kann mittels FG 2B und FG 2C gesteuert wer-
den. Abb. 3.12 (d) und (e) zeigen Absorptionsaufnahmen von Beugungsbildern ei-
nes räumlich asymmetrischen Gitters bei einer relativen Phase von ϕ = π/2 und
−π/2. Beobachtet wird, dass die Beugungsbilder asymmetrisch um die 0. Ordnung
bei p = 0 verteilt sind. In der Abbildung (e) ist beispielsweise die +1. Beugungsord-
nung stärker besetzt als die -1. Ordnung, während sich die 2. Beugungsordnungen
gerade invers dazu verhalten. Aus den rekonstruierten Gitterpotentialen wird eine
Potentialtiefe V1 = 28Er und V2 = 21Er ermittelt.
Es soll nun die Besetzung der einzelnen Beugungsordnungen als Funktion der relati-
ven Phase zwischen den Gitterharmonischen untersucht werden. Dazu wird die Pha-
se am Funktionsgenerator FG 2A schrittweise durchgefahren. Abb. 3.13 zeigt die be-
obachtete Besetzung der Beugungsordnung ±2h¯k (links) und ±4h¯k (rechts) als Funk-
tion der Phasenverschiebung ϕ. Die Beugungseffizienz zeigt eine sinusförmige Ab-
hängigkeit, wobei gleiche Beugungsordnungen unterschiedliches Vorzeichen aufwei-
sen. Aus dem theoretischen Modell wird erwartet, dass das optische Gitter an den
Kreuzungspunkten räumlich symmetrisch ist. Das kann beispielsweise dazu verwen-
detwerden, umdie Phase am Funktionsgenerator zu kalibrieren. Aufgrund von Lauf-
zeitunterschieden in den optischen Pfaden entspricht die eingestellte Phase am Funk-
tionsgenerator im Allgemeinen nicht der Phase des asymmetrischen Gitters, so dass
eine Kalibration nötig ist.
Die Potentialtiefe des Vierphotonen-Gitters ist laut Abschnitt 3.1.2 invers propor-
tional zur Zweiphotonen-Verstimmung δ. Ohne Änderung der Laserleistung kann
die Stärke des Gitterpotentials daher durch die Verstimmung δ variiert werden. In
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Abb. 3.14: (a) Experimentell beobachtete Rabi-Oszillation an der Bandkante in einem
Vierphotonen-Gitter bei einer Zweiphotonen-Verstimmung δ = 180kHz.
(b) Abhängigkeit der Potentialtiefe in einem Vierphotonen-Gitter von der
Verstimmung δ. Die durchgezogene Linie ist eine Anpassung mit dem
theoretisch erwarteten Verlauf, der umgekehrt proportional zur Verstim-
mung δ ist.
diesem Zusammenhang wurde in einem weiteren Experiment die Abhängigkeit der
Potentialtiefe von der Zweiphotonen-Verstimmung δ untersucht. Die Potentialtiefe
kann mittels Rabi-Oszillationen am Rand der Brioullin-Zone zwischen dem ersten
und zweiten Bloch-Band untersucht werden [118–120]. Aus der Rabi-Periode τR folgt
für die Potentialtiefe in Einheiten von der Rückstoßenergie V2/Er = 2/(τRνr), wo-
bei νr die Rückstoßfrequenz Er = hνr ist, welche bei einer Wellenlänge von 781.3 nm
einen Wert von νr = 3.71kHz hat. Im Experiment wird das Vierphotonen-Gitter mit
Hilfe der Funktionsgeneratoren FG 1A, FG 2A und FG 2C erzeugt. Das Bose-Einstein
Kondensat wird direkt nach Ausschalten der Dipolfalle an den Rand der Brioullin-
Zone bei einem Quasi-Impuls q = 2h¯k durch eine konstante Frequenzverstimmung
des Funktionsgenerators FG 1A präpariert Da die Experimente im freien Fall statt-
finden und die Atomwolke im Gravitationsfeld der Erde beschleunigt fällt, wird die
Frequenz des Funktionsgenerators FG 1A zusätzlich linear in der Zeit verändert, um
den Einfluß der Gravitation zu kompensieren. Das Bose-Einstein Kondensat oszilliert
nun für unterschiedlich lange Einstrahldauern der Gitterlaser zwischen den Impuls-
zuständen 0h¯k und 4h¯k mit einer von der Potentialtiefe abhängigen Rabi-Periode.
In Abb. 3.14 (a) ist exemplarisch eine Rabi-Oszillation in einem Vierphotonen-Gitter
mit einer Zweiphotonen-Verstimmung δ = 180kHz zu sehen, aus der sich eine Rabi-
Periode τR = 270µs ergibt und die Potentialtiefe des Gitters somit V2 = 2Er war. Im
weiteren Verlauf wird die Potentialtiefe des Vierphotonen-Gitters als Funktion der
Zweiphotonen-Verstimmung δ gemessen, wobei Abb. 3.14 (b) wie erwartet eine in-
verse Abhängigkeit davon zeigt.
54
3.4 Bloch-Oszillationen im Multiphotonen-Gitter
-1
0
0 1
5
Quasi-Impuls q (h¯k)
E
j
(q
)
(E
r
)
-2 -1
0
0 1 2
5
Quasi-Impuls q (h¯k)
E
j
(q
)
(E
r
)
(a) (b)
Abb. 3.15: Bandstruktur eines optischen Gitterpotentials der räumlichen Periode (a)
λ2 und (b) λ/4. Die Potentialtiefe beträgt in beiden Fällen 2.7Er.
3.4 Bloch-Oszillationen im Multiphotonen-Gitter
In diesem Abschnitt wird die Dynamik von Atomen unter dem Einfluß einer äuße-
ren konstanten Kraft in einem optischen Vierphotonen-Gitter der Periode λ/4 experi-
mentell untersucht und mit den Ergebnissen von konventionellen Stehwellenpoten-
tialen der Periode λ/2 verglichen [112].
Abb. 3.15 zeigt jeweils die berechnete Bandstruktur für eine optische Stehwelle (links)
und einem Vierphotonen-Gitter (rechts) bei einer Potentialtiefe V = 2.7Er. Im Expe-
riment wird ein Rubidium Bose-Einstein Kondensat in den Grundzustand des Bloch-
Spektrums geladen, wobei die Atome einen Quasi-Impuls q(0) = 0 besitzen. An-
schließend wird das Gitter durch eine lineare Frequenzänderung des elektrischen
Funktionsgenerators FG 1A konstant beschleunigt, um so eine Kraft auf die Atome zu
simulieren. Dabei entwickelt sich der Quasi-Impuls linear in der Zeit, wobei folgende
Relation zwischen der Frequenzänderung am Funktionsgenerator und der Impulsän-
derung der Atome gilt:
q(t) =
1
2
νspanmλ · t (3.62)
Dabei ist vspan die Änderung der Frequenz pro Zeiteinheit, m die Masse des Atoms
und λ die Wellenlänge des Laserlichts. Im Fall von Rubidiumatomen und einer Wel-
lenlänge von 781.3 nm, ergibt sich der Quasi-Impuls in Einheiten des Photonenim-
pulses h¯k
q(t)
h¯k
= 67.201 · 10−3νspan[kHz/ms] · t[ms] (3.63)
Es gilt weiterhin die folgende Umrechnung zwischen der Frequenzrate, die man am
Funktionsgenerator einstellt und der Beschleunigung in SI-Einheiten.
νspan[kHz/ms] =
2a
λ
= 2.56 · a[m/s2] (3.64)
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Abb. 3.16: Atomare Geschwindigkeit der Atome in einem (a) konventionellen Steh-
wellenpotential und einem (b) Vierphotonen-Gitter der doppelten räumli-
chen Periode als Funktion der Beschleunigungszeit ta. Die durchgezogene
Linie ist der theoretisch erwartete Verlauf bei einer Potentialtiefe von je-
weils 2.7Er, wobei eine Landau-Zener Tunnelrate ins höhere Band von 10%
angenommen wird.
Die Potentialtiefe beträgt in beiden Fällen 2.7 Er, die mit Hilfe von Rabi-Oszillationen
an der Bandkante experimentell bestimmt wurde. Abb. 3.16 zeigt die beobachtete Ge-
schwindigkeit der Atome nach Ausschalten des Gitters als Funktion der Beschleuni-
gungszeit ta in einer optischen Stehwelle (links) und in einem Vierphotonen-Gitter
(rechts). Es wurde jeweils eine Beschleunigung von 6.4 m/s2 verwendet, was ei-
ner Frequenzrate von 16.4 kHz/ms am Funktionsgenerator FG 1A entspricht. Für
sehr kurze Beschleunigungszeiten wächst die Geschwindigkeit in beiden Fällen li-
near an, so wie es das Gesetz von Newton v = F/m · t vorhersagt. Am Rand der
Brioullin-Zone wird das Wellenpaket Bragg-reflektiert, so dass sich das Vorzeichen
der Geschwindigkeit umkehrt. Dies geschieht im Fall der optischen Stehwelle bei
q = h¯k und wird schneller erreicht als beim Vierphotonen-Gitter, dessen Bandkante
bei q = 2h¯k liegt.
Die Bewegung von Atomen in einem beschleunigten optischen Gitterpotential lässt
sich auch über die Bewegungsgleichung F = meffd 〈v〉 /dt beschreiben, wobei meff
die effektive Masse der Atome ist. Es wurde bereits im Abschnitt 3.1.4 gezeigt, dass
die effektive Masse von der Ruhemasse der Atome abweicht und von der Positi-
on im Bandspektrum abhängt. Aus den experimentellen Daten über die Gruppen-
geschwindigkeit wurde die effektive Masse in beiden Gitterpotentialen jeweils bei
q = 0 und an der Bandkante bestimmt. Die Ergebnisse sind in Abb. 3.17 in Einhei-
ten der Ruhemasse eingetragen, in der auch der theoretische Verlauf zu sehen ist.
Dabei beträgt die effektive Masse bei q = 0 für den Fall einer optischen Stehwelle
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Abb. 3.17: Effektive Masse eines Atoms im Grundzustand eines Gitter der Periode (a)
λ/2 und (b) λ/4. Die Datenpunkte wurden aus Abb. 3.16 durch die in-
verse Steigung der Bloch-Oszillationen bei einen Quasi-Impuls q = 0 und
an den Rändern des Spektrums interpoliert. Die durchgezogenen Linien
entsprechen einem theoretischen Modell bei einer Potentialtiefe von 2.7Er
meff = (1.29± 0.12)m0 und für das Vierphotonen-Gitter meff = (1.03± 0.05)m0. Das
bedeutet, dass die effektive Masse im Vierphotonen-Gitter näher an der Ruhemasse
der Atome ist, als in der optischen Stehwelle. Das liegt hauptsächlich an dem doppelt
so großen Abstand zur Bandkante. Auf der anderen Seite beträgt die effektive Masse
an der Bandkante bei q = h¯k für das Stehwellenpotential meff = (−0.42± 0.11)m0
und meff = (−0.18± 0.02)m0 für das Vierphotonen-Gitter bei q = 2h¯k.
Die Ergebnisse zeigen, dass ein kohärenter Atomtransport in einem optischen Git-
ter möglich ist, dessen räumliche Periode unterhalb der Rayleigh-Auflösungsgrenze
von λ/2 liegt. Die Methode zur Erzeugung solcher Gitterstrukturen ermöglicht viel-
fältige physikalische Anwendungen, wie wir in den nachfolgenden Kapiteln sehen
werden.
Interessant ist auch zu untersuchen, wie sich die Ordnung des Gitterpotentials auf
das Bose-Hubbard Model [121] auswirkt. Vergleicht man die Tunnelrate J(n) in ei-
nem Multiphotonen-Gitter der Ordnung n mit der Tunnelrate J(1) in einer optischen
Stehwelle, so ergibt sich folgendes Verhältnis:
J(n)
J(1)
=
√
(n) exp(−a/n) (3.65)
wobei a eine beliebige Konstante ist. Man beachte, dass die Relation nur für sehr
starke Potentialtiefen V0 ≫ n2Er gilt. Aus der Gleichung folgt, dass sich die Tun-
nelrate für die räumlich kurzperiodischen Gitterpotentiale im Vergleich zu konven-
tionellen Gittern erhöht, so dass der Mott-Isolator-Übergäng früher erreicht werden
kann [15].
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Abb. 3.18: Tunnelwahrscheinlichkeit zwischen dem zweiten und dritten Bloch-Band
als Funktion der relativen Phase ϕ zwischen den Gitterharmonischen für
zwei unterschiedliche Parametersätze: (a) V1 = 2.3Er und V2 = 0.2Er; (b)
V1 = 6Er und V2 = 2Er. Die durchgezogene Linie ist der theoretische Ver-
lauf, wobei keine freien Fitparameter angenommen wurden.
3.5 Phasenabhängiger Landau-Zener Übergang
In diesem Abschnitt wird die Phasenabhängigkeit der Energieaufspaltung zwischen
dem zweiten und dritten Bloch-Band in einem optischen Gitter experimentell un-
tersucht, das aus zwei Gitterharmonischen unterschiedlicher räumlicher Periode zu-
sammensetzt ist:V(z) = [V1 cos(2kz)+V2 cos(4kz+ ϕ)]/2. Es werden experimentelle
Ergebnisse präsentiert, die mit dem theoretischen Modell aus Kapitel 3.1.5 verglichen
werden.
Im Experiment wird ein Bose-Einstein Kondensat in das zweite Bloch-Band mit ei-
nem Quasi-Impuls q = 1.5h¯k präpariert. Dazu wird das Gitterpotential relativ zu den
Atomen durch Laserverstimmung eines Lichtfeldes konstant bewegt und die Stärke
des Potentials innerhalb von 20µs adiabatisch vergrößert [122]. Anschließend werden
die Atome durch eine lineare Frequenzänderung am Funktionsgenerator FG 1A über
die Bandkante beschleunigt, wobei ein Teil der Atome Bragg-reflektiert wird und da-
durch einen Impuls von 4h¯k aufnehmen, wohingegen die Atome, die in das höhere
Energieband tunneln, keinen zusätzlichen Impuls erhalten. Die Gitterlaser bleiben so
lange angeschaltet, bis die Atome zu einem Quasi-Impuls q = 2.5h¯k beschleunigt
wurden. Anschließend fallen die Atome noch für eine weitere Zeit von 15 ms frei im
Schwerefeld der Erde, wonach sich diskrete Atomwolken mit verschiedenen Impuls-
zuständen bilden. Atome, die an der Bandkante reflektiert wurden und einen Impuls
von 4h¯k erhalten haben, befinden sich dabei in der 2. Beugungsordnung, während
die Atome, die in das höhere Blochband getunnelt sind, in der 0. Beugungsordnung
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Abb. 3.19: Darstellung der Tunnelwahrscheinlichkeit der Atome zwischen dem zwei-
ten und dritten Bloch-Band als Funktion der Potentialtiefe V1, wobei der
Phasenunterschied ϕ = 0 (blau) und ϕ = π (rot) beträgt. Die Potentialtiefe
V2 beträgt in diesem Fall (a) 0.2 ER und (b) 2.0 Er. Die Einheit der Potenti-
altiefe ist in (b) logarithmisch aufgetragen.
sind. Die relative Anzahl der Atome in der 0. Beugungsordnung gibt schließlich die
Tunnelwahrscheinlichkeit Γ aus Gleichung (3.53) wieder. In Abb. 3.18 ist die Tunnel-
rate als Funktion der Phase für zwei unterschiedliche Parametersätze aufgetragen.
Die durchgezogene Linie zeigt dabei den theoretisch erwarteten Verlauf, der durch
die Lösung der Eigenwertgleichung mit den gegegebenen Parametern aus dem Ex-
periment ermittelt wird. Die Potentialtiefen der Gitterharmonischen werden mit Hil-
fe von Rabi-Oszillationen an der Bandkante bestimmt und betragen im linken Bild
V1 = 2.3Er und V2 = 0.2Er und im rechten Bild V1 = 6Er und V2 = 2Er. Wie sich zeigt
und dadurch die theoretische Vorhersage bestätigt, verschwindet die Energielücke
bei einem Phasenunterschied ϕ = π, wobei das Gitter hier aus einer Ansammlung
von Potentialmulden besteht. Eine weitere Besonderheit ist, dass die Resonanz um
ϕ = π umso schmaler wird, je stärker des Gitterpotential ist.
In einem weiteren Experiment wird die Tunnelrate als Funktion der Potentialtiefe V1
untersucht. Nach der theoretischen Vorhersage verschwindet die Bandlücke nur bei
einem bestimmten Verhältnis der Potentialtiefen der Gitterharmonischen. Um diesen
Sachverhalt zu überprüfen, wird die Tunnelrate zwischen dem zweiten und dritten
Blochband in Abhängigkeit von der Stärke des Stehwellenpotentials gemessen. Das
Experiment wird analog zur vorigen Messung durchgeführt, wobei nun die relati-
ve Phase konstant ist und die Potentialtiefe V1 über die Stärke der Radiofrequenz
am Funktionsgenerator FG 2A kontrolliert wird. Abb. 3.19 zeigt die beobachtete Tun-
nelwahrscheinlichkeit als Funktion der Potentialtiefe V1 bei einen Phasenunterschied
ϕ = 0 (blau) und ϕ = π (rot). Für eine Phase ϕ = 0 fällt die Tunnelwahrscheinlich-
keit exponentiell ab, so wie es bereits in früheren Experimenten zum Landau-Zener-
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Übergang bestätigt wurde [114]. Für eine Phase zwischen den Gitterharmonischen
von ϕ = π hingegen steigt die Tunnelwahrscheinlichkeit zunächst bis auf nahezu
eins an, bis sie dann für höhere Werte von V1 wieder abfällt. Es bildet sich eine Re-
sonanz, die um so schärfer wird, je tiefer die Gitterpotentiale sind. Eine entsprechen-
de Messung für solch stärkere Gitterpotentiale, dargestellt im rechten Bild, bestätigt
das vorhergesagte Verhalten wobei hier das Vierphotonen-Potential V2 = 2Er um
einen Faktor 10 stärker ist, als im linken Beispiel. Das Maximum der Tunnelrate wird
darauf zurückgeführt, dass für die entsprechenden Parameterwerte der Potentialtie-
fen der Bandabstand zwischen dem zweiten und dritten Blochband einen minima-
len Wert annimmt. Grund ist die für ϕ = π destruktive Interferenz zwischen den
Bragg-Streuamplituden zweiter Ordnung des konventionellen Gitters mit der Bragg-
Streuamplitude erster Ordnung des Vierphotonen-Gitters, das für einen bestimmten
Wert der Potentialtiefen zu einemMinimum das Bandabstands führt. Für eine Phase
ϕ = 0 tritt hingegen eine konstruktive Interferenz der genannten Streuamplituden an
diesem Kreuzungspunkt auf. Aufgrund von Nichtlinearitäten in den Radiofrequenz-
zweigen verändert sich die Potentialtiefe der optischen Stehwelle nicht linear mit der
Änderung der Radiofrequenz-Leistung am Funktionsgenerator FG 2A. Dadurch war
es nicht möglich, den theoretisch erwarteten Verlauf an die Daten anzupassen. Qua-
litativ stimmen die Messungen allerdings gut mit den theoretischen Vorhersagen aus
Abschnitt 3.1.5 überein.
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In diesem Kapitel wird über die erstmalige experimentelle Realisierung einer Hamil-
tonschen Quantenratsche mit ultrakalten Atomen berichtet [47]. Zunächst wird im
Abschnitt 4.1 eine allgemeine Einfühung in das Gebiet der Ratschen gegeben und
Funktionsweise gängiger Ratschen erklärt. Im Abschnitt 4.2 folgt eine erste theoreti-
sche Beschreibung der Dynamik in einem amplitudenmodulierten Ratschenpotential
für ein klassisches System [123, 124]. Die Ergebnisse und Schlußfolgerungen werden
anschließend auf den quantenmechanischen Bereich übertragen. Es wird das Modell
eines amplitudenmodulierten Ratschenpotentials vorgestellt und dessen Eigenschaf-
ten in Bezug auf den gerichteten Transport erläutert. Im Abschnitt 4.3 wird der ex-
perimentelle Aufbau erklärt und vorbereitende Experimente beschrieben. Schließlich
wird im Abschnitt 4.4 die eigentliche Umsetzung der Quantenratsche demonstriert
und deren Merkmale anhand von experimentellen Ergebnissen unterlegt.
4.1 Einführung zur Ratschenphysik
Transportphänomene spielen in vielen Bereichen der Physik, Chemie oder Biologie
eine wichtige Rolle [28, 40, 125, 126]. Ein Beispiel hierfür ist der Ratscheneffekt, d.h.
die Gleichrichtung einer ungeordneten Bewegung von Teilchen in einen gerichteten
Transport ohne die Anwesenheit von Temperaturgradienten oder gerichteten makro-
skopischen Kräften [127]. Ein biochemischer Ratscheneffekt, in dem die Umwand-
lung von chemischer Energie zu einer gerichteten Bewegung von Molekülen in bio-
logischen Systemen ohne gerichtete äußere Kraft führt, hat in den letzten Jahren er-
hebliches Interesse an den “BiologischenMotoren” geweckt. Der Ratscheneffekt wird
hierbei unter anderem als Grundlage für die Muskelkontraktion, oder für den Zell-
transport herangezogen [28]. Damit in diesem Zusammenhang eine Ratsche funktio-
niert, müssen zwei Bedingungen erfüllt sein: Das periodische Potential muss räum-
lich asymmetrisch sein und die Fluktuationen müssen das System aus dem ther-
mischen Gleichgewicht auslenken, um den zweiten Hauptsatz der Thermodynamik
nicht zu verletzen.
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Abb. 4.1: Darstellung einer amplitudenmodulierten Ratsche. Durch das periodische
An- und Ausschalten eines sägezahnförmigen Potentials entsteht aus einer
ungeordneten Brownschen Bewegung ein gerichteter Teilchentransport
Es gibt viele Möglichkeiten, eine Ratsche zu realisieren. Im Folgenden sollen nur die
zwei bekanntesten Arten erklärt werden:
Amplitudenmodulierte Ratsche (Flashing Ratchet)
Beim ersten Ratschentyp, der amplitudenmodulierten Ratsche, wird ein sägezahn-
förmiges Potential periodisch ein- und ausgeschaltet. Die Bewegung von Teilchen in
einem solchen Potential V(x) wird über die Langevin-Gleichung bestimmt:
mx¨ + γx˙ = −V ′(x) f (t) + ζ(t) (4.1)
wobei m die Masse des Teilchens, γ die Dämpfungskonstante und die Funktion f (t)
hier entweder 0 (Potential aus) oder 1 (Potential ein) ist. Die Größe ζ(t) beschreibt
weisses Rauschen im System und es gilt: 〈ζ(t)〉 = 0, 〈ζ(t)ζ(s)〉 = 2γkBTδ(t − s).
Das Funktionsprinzip einer solchen Ratsche ist in Abb. 4.1 dargestellt.. Hier befin-
den sich Teilchen in den Potentialminima eines sägezahnförmigen Potentials. Sobald
das Potential ausgeschaltet wird, beginnen die Teilchen aufgrund ihrer thermischen
Energie frei zu diffundieren. Wird das Potential nach hinreichend langer Zeit wie-
der eingeschaltet, führt die Asymmetrie des Potentials dazu, dass hier mehr Teilchen
nach links als nach rechts transportiert werden. Die Vorzugsrichtung eines Ratschen-
transports ist dabei entlang der starken Flanke des sägezahnförmigen Potentials.
62
4.1 Einführung zur Ratschenphysik
Po
te
nt
ia
l V
(z)
Position z
V(x)-F0x
Po
te
nt
ia
l V
(z)
Position z
V(x)+F0x
Abb. 4.2: Darstellung des Funktionsprinzips einer Kippratsche. Ein sägezahnförmi-
ges Potential wird durch eine periodisch modulierte Kraft zeitlich verkippt.
Aufgrund der asymmetrischen Form des Potentials wird eine Bewegung
der Teilchen nach links blockiert, nach rechts allerdings ermöglicht.
Kippratsche (Rocking Ratchet)
Im Fall der Kippratsche ist das Potential zeitunabhängig und die antreibene Kraft
F(t) = F0 sin(ωt) zeitlich periodisch. Die Langevin-Gleichung hat in diesem Fall fol-
gende Form:
mx¨ + γx˙ = −V ′(x) + F(t) + ζ(t) (4.2)
Die Kraft F(t) bewirkt hier ein periodisches Verkippen des Potentials, was in Abb. 4.2
für zwei entgegensetzte Kippamplituden ±F0 dargestellt ist. Bei geeigneter Wahl der
Parameter wird die Bewegung der Teilchen aufgrund des asymmetrischen Potentials
nach links blockiert und nach rechts durchgelassen. Es findet hier also im Gegensatz
zur amplitudenmodulierten Ratsche eine gerichtete Teilchenbewegung in Richtung
der flachen Flanke statt.
Diese beiden Grundformen einer Ratsche wurden hier für den klassischen Fall er-
läutert. Schließlich werden seit einigen Jahren auch Quanten-Ratschen diskutiert. In
solchen Ratschen kann der Tunnelbeitrag bei sehr tiefen Temperaturen eine wesent-
liche Rolle in der Bewegung von Teilchen spielen. Eine zentrale Vorhersage ist eine
Stromumkehr beim Übergang von einem thermisch dominierten Regime zu einem
Quantenregime. Dieser Effekt wurde bereits in dreieckigen Quantenpunkt-Ratschen
experimentell beobachtet [35].
In den bisher behandelten Ratschenwurde die Zeitumkehr auf natürlicheWeise durch
Reibung gebrochen. Was passiert allerdings in dissipationsarmen Systemen, in denen
dieser Mechanismus nicht mehr vorhanden ist? Hier kommt das Konzept der Hamil-
tonschen Quantenratschen ins Spiel, das sich mit den grundlegenden Eigenschaften
eines Ratschensystems auseinandersetzt. Dissipation kann hier beispielsweise durch
eine zeitlich asymmetrische Modulation ersetzt werden.
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4.2 Theoretische Grundlagen
Im folgenden Abschnitt wird anhand eines amplitudenmodulieren Ratschenpotenti-
als gezeigt, dass ein gerichteter Transport von Atomen im klassischen, wie auch im
quantenmechanischen Fall möglich ist [47, 128]. Das Gitterpotential, das im Experi-
ment verwendet wird, besteht aus einer Überlagerung von zwei sinusförmigen Git-
tern unterschiedlicher räumlicher Periodizität, deren Potentialtiefen durch die Grö-
ßen V1 und V2 gegeben sind. Durch Verändern der relativen Phase ϕ kann dabei die
räumliche Symmetrie gebrochen werden.
V(z) =
V1
2
cos(2kz) +
V2
2
cos(4kz + ϕ) (4.3)
Die Amplitude des ratschenförmigen Potentials wird periodisch moduliert, wobei
die zeitliche Modulationsfunktion aus zwei sinusförmigen Anteilen unterschiedli-
cher zeitlicher Periode besteht. Die zeitliche Modulation hat die gleiche mathema-
tische Form wie die räumliche Modulation des Ratschenpotentials, wobei A1 und
A2 die Amplituden sind, ω die Modulationsfrequenz, θ die zeitliche Phasenverschie-
bung zwischen den Harmonischen ist und t0 eine zeitliche Verschiebung der Funkti-
on verursacht:
A(t) = A1 sin
2(ω(t − t0)/2) + A2 sin2(ω(t− t0) + θ/2) (4.4)
Die Dynamik der Atome in einer amplitudenmodulierten Ratsche lässt sich mit Hil-
fe des Hamiltonoperators beschreiben, der aus einem kinetischen Anteil und einem
zeitabhängigen Wechselwirkungspotential besteht:
H(t) =
p2
2m
+V(z) · A(t) (4.5)
In Abb. 4.3 ist die zeitliche Sequenz der Amplitudenmodulation des Ratschenpoten-
tials für unterschiedliche Zeitpunkte innerhalb einer Periode T = 2π/ω dargestellt.
In diesem Beispiel erfolgt der Anstieg des Gitters langsamer als der Abfall.
4.2.1 Symmetrieeigenschaften
Für die Gleichrichtung einer ungeordneten Bewegung spielen die Symmetrien im
System eine fundamentale Rolle [129,130]. Das liegt daran, dass es Transformationen
gibt, die den Hamiltonoperator von Gleichung (4.5) unverändert lassen, den Impuls
der Teilchen aber zu einem späteren Zeitpunkt umdrehen. Im zeitlichen Mittel he-
ben sich diese beiden Beiträge auf, so dass keine Nettobewegung von Teilchen er-
folgt. Im Folgenden werden die Symmetrieeigenschaften eines periodischen Systems
untersucht und Rahmenbedingungen für die Entstehung eines gerichteten Teilchen-
transports definiert.
64
4.2 Theoretische Grundlagen
(a) (b) (c)
(d) (e) (f)
Po
te
nt
ia
lti
ef
e 
V(
z)
Position z
t=0
Po
te
nt
ia
lti
ef
e 
V(
z)
Position z
t=0.2T
Po
te
nt
ia
lti
ef
e 
V(
z)
Position z
t=0.4T
Po
te
nt
ia
lti
ef
e 
V(
z)
Position z
t=0.6T
Po
te
nt
ia
lti
ef
e 
V(
z)
Position z
t=0.8T
Po
te
nt
ia
lti
ef
e 
V(
z)
Position z
t=1.0T
Abb. 4.3: Zeitliche Sequenz eines amplitudenmodulierten Ratschenpotentials wäh-
rend einer Periode T. Der Anstieg des Gitterpotentials erfolgt dabei lang-
samer als der Abstieg. Jedes Bild enthält grau hinterlegt das Potential zum
Anfangszeitpunkt, um die Änderung innerhalb einer Periode anschaulicher
zu visualisieren.
Im vorliegenden Fall einer amplitudenmodulierten Ratsche gibt es vier Transforma-
tionen, die den Hamiltonoperator unverändert lassen, den Impuls p der Teilchen al-
lerdings invertieren. Es werden hier nur die zwei zeitlichen Symmetrien im Detail
besprochen, da sich der räumliche Fall analog zum Zeitlichen verhält. Wenn die zeit-
licheModulation A(t) die Gleichung A(t) = −A(t+T/2) erfüllt, wobei T die Periode
ist, dann verursacht die Transformation S1 : (x, p, t) → (−x + 2xs,−p, t) eine Inver-
tierung des Impulses ohne dabei den Hamiltonoperator zu verändern. Weiterhin gilt,
wenn A(t+ ts) = A(−t + ts) spiegelsymmetrisch zum Zeitpunkt ts ist, dann existiert
die Transformation S2 : (x, p, t) → (x,−p,−t + 2ts). Beide Möglichkeiten der Trans-
formation drehen den Impuls eines Teilchens im zeitlichen Verlauf um, so dass sich
beide Beiträge im zeitlichen Mittel aufheben. Eine gerichtete Bewegung kann daher
nur dann stattfinden, wenn die oben genannten Relationen für A(t) nicht mehr gelten.
Das ist der Fall, wenn die Amplituden A1, A2 6= 0 und die zeitliche Phase θ 6= 0,π ist.
Dieselben Symmetrieeigenschaften ergeben sich ebenfalls für den räumlichen Fall.
4.2.2 Klassisches Modell
Zunächst soll der Transport von Teilchen in einem zeitlich modulierten Ratschenpo-
tential klassisch betrachtet werden. Zum Anfangszeitpunkt t0 befindet sich das Teil-
chen am Ort x0 mit dem Anfangsimpuls p0. Die zeitliche Entwicklung von Ort x(t)
und Impuls p(t) des Teilchens wird über die Hamiltonschen Bewegungsgleichungen
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Abb. 4.4: Darstellung das Phasenraums nach jeweils einer ganzen Periode T (a-f). Er
besteht aus einem chaotischen Bereich (A) der durch zwei KAM-Tori hoher
kinetischer Energie (C) begrenzt wird. Im chaotischen See befinden sich au-
ßerdem reguläre Orbits (B), in denen sich Teilchen mit einer konstanten Ge-
schwindigkeit bewegen. Die Parameter sind A1 = 1.0, A2 = 0.45, V1 = 2.5,
V2 = 0.5 und ω/8ωr = 1.01, sowie für die Phasen φ, θ = π/2.
berechnet [131]:
x˙ =
∂H(x, p, t)
∂p
, p˙ = −∂H(x, p, t)
∂x
(4.6)
Ein Maß für den Transport von Teilchen in einer zeitlich modulierten Ratsche lässt
sich über den Strom J definieren:
J(t) =
x(t)− x(t0)
t− t0 (4.7)
Er gibt an, wie weit sich ein Teilchen von seinem Ursprung in einer bestimmten Zeit
entfernt hat und charakterisiert so die Fähigkeit einer Ratsche aus einer ungeordneten
Bewegung einen gerichteten Transport zu erzeugen.
Ein gutes Werkzeug bei der Beschreibung von zeitlich periodischen Systemen ist die
Poincaré-Darstellung. Hier wird der Ort und der Impuls eines Teilchens nach jeder
Oszillationsperiode T in ein Phasenraumdiagramm eingetragen [123] (siehe Abb. 4.4).
Da das Gitter räumlich periodisch ist, beschränkt sich der Aufenthaltsort des Teil-
chens auf eine Gitterperiode λ/2. Es können nun verschiedene Bereiche im Phasen-
raum klassifiziert werden. Der Großteil aller Trajektorien befindet sich im chaotischen
Bereich (A). Er stellt sich als homogene Fläche ohne Struktur im Phasenraum dar.
Hier genügen schon kleinste Änderungen in den Anfangsbedingungen, um einen
anderen Bahnverlauf des Teilchens zu verursachen. Im Spezialfall eines eindimen-
sionalen Problems, durchquert eine einzelne Trajektorie, die im chaotischen Bereich
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startet, den kompletten chaotischen Phasenraum. Begrenzt wird der chaotische Be-
reich durch sogenannte Kolmogorov-Arnold-Moser Tori (KAM-Tori), welche sich für
Teilchen mit extrem hohen Anfangsimpuls ergeben [132] (C). Diese Trajektorien hän-
gen kaum von der Position im Potential ab, was soviel bedeutet, dass ein Teilchen
mit sehr hoher Geschwindigkeit, das Potential nur als minimale Störung wahrnimmt.
Desweiteren bilden sich innerhalb des chaotischen Bereichs zusätzliche Tori, die wie
kleine Inseln erscheinen. Sie bilden eine Klasse von invarianten Mengen, so dass ein
Teilchen, das innerhalb einer Insel startet, den Bewegungszustand im weiteren zeitli-
chen Verlauf beibehält (B).
Jedem dieser Inseln (KAM-Tori) lässt sich eine konstante Geschwindigkeit zuordnen,
genau wie dem chaotischen Phasenraumbereich. Nach der Summenregel in klassi-
schen, zeitlich getriebenen Systemen ist die Summe aller Geschwindigkeiten im Pha-
senraum null [123].
v = ∑
i
vi = 0 −→ vchaos = − ∑
Inseln
vi (4.8)
Das bedeutet, wenn die Gesamtgeschwindigkeit aller regulärer Orbits ungleich null
ist, dann ist der chaotische Bereich transportierend. Interessant für ein Ratschensys-
tem sind daher nur Startbedingungen, die innerhalb des chaotischen Sees liegen, da
sonst kaum Wechselwirkung mit dem Potential vorhanden ist. Die Form des Pha-
senraums gibt demnach wichtige Informationen über einen möglichen gerichteten
Transport von Teilchen wieder.
In Abb. 4.5 wird die Bewegung von Teilchen in einer amplitudenmodulierten Rat-
sche untersucht, deren Startpunkt innerhalb des chaotischen Bereichs im Phasen-
raum liegt. Dazu wird der Strom nach Gleichung (4.7) von 2500 verschiedenen Tra-
jektorien nach einer Integrationszeit von 10.000 Perioden berechnet und in ein Histo-
gramm eingetragen. In der Abbildung (rechts) ist zum einen die Poincaré-Darstellung
des chaotischen Phasenraums für verschiedene zeitliche Phasen θ dargestellt (wobei
ϕ = π/2 ist) und(links) das dazugehörende Histogramm. Im Fall gebrochener Raum-
Zeit-Symmetrie (a und c) zeigt sich eine Desymmetrisierung des Phasenraums, wobei
die mittlere Transportgeschwindigkeit im Histogramm ±0.7pr/m beträgt. Im Gegen-
satz dazu erscheint der Phasenraum spiegelsymmetrisch um den Impuls p = 0, wenn
das System zeitinvariant ist (b). Die mittere Transportgeschwindigkeit der Trajekto-
rie innerhalb des chaotischen Bereichs ergibt in diesem Fall Null und es findet keine
Nettobewegung der Teilchen statt.
Ein ähnliches Ergebnis liefert auch Abb. 4.6. Es zeigt die Position (a) und den Strom
(b) eines Teilchens im zeitlichen Verlauf für unterschiedliche Werte von θ, wobei die
räumliche Phase ϕ = π/2 beträgt. Bei gebrochener Raum-Zeit-Symmetrie, d.h. für
θ = ±π/2 vergrößert sich der Abstand des Teilchens zum Startort linear in der Zeit.
Nach einer gewissen Einschwingphase erreicht der Strom einen konstanten Wert, der
genauso groß ist, wie der ermittelte Strom aus dem Histogramm in Abb. 4.5. Sobald
das System zeitlich reversibel ist, d.h. für θ = π, ist der Strom Null und es findet
kein Transport statt. Zusammenfassend funktioniert der Transportmechnismus von
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Abb. 4.5: (links) Poincaré-Darstellung des chaotischen Bereichs im Phasenraum für
verschiedene zeitliche Phasen (a) θ = π/2, (b) θ = 0 und (c) θ = −π/2, wo-
bei die räumliche Phase ϕ = π/2 beträgt. (rechts) Das Histogramm gibt die
mittlere Transportgeschwindigkeit der Trajektorie im chaotischen Bereich
des Phasenraums an.
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Abb. 4.6: Dargestellt ist der zeitliche Verlauf von (a) Ort und (b) Strom eines Teilchen,
das im chaotischen Bereich einer amplitudenmodulierten Ratsche startet.
Ein gerichteter Transport tritt dann auf, wenn die Raum-Zeit-Symmetrie ge-
brochen ist.
Teilchen in einer klassischen chaotischen Ratsche folgendermaßen: Ein gerichteter
Transport von Atomen in einer klassischen Ratsche entsteht, wenn eine Desymme-
trisierung des Phasenraums erreicht wird, wodurch der chaotische Bereich transpor-
tierend wird. Dies ist der Fall, wenn die Raum-Zeit Symmetrie im Hamiltonoperator
gebrochen ist.
4.2.3 Quantenmechanisches Modell
Im letzten Abschnitt wurde die Dynamik eines klassischen Teilchens in einer ampli-
tudenmodulierten Ratsche diskutiert. Ein gerichteter Transport kommt durch die De-
symmetrisierung der Hamiltonschen Funktion zustande. Diese fundamentale Eigen-
schaft spielt auch bei der Beschreibung einesWellenpakets in einem quantenmechani-
schen Ratschensystem eine wesentliche Rolle. Es soll nun ein Ansatz zur Lösung der
Schrödingergleichung gefunden und numerische Ergebnisse präsentiert werden.
In der Quantenmechanik wird der Transport J über die zeitliche Mittelung des Im-
pulsoperators pˆ definiert [128].
J = lim
N→∞
1
N
N
∑
m=1
〈〈pˆ(mT)〉〉T = limN→∞
1
N
N
∑
m=1
〈Ψ(mT)|pˆ|Ψ(mT)〉T (4.9)
Wichtig für die Entstehung eines gerichteten Transports ist die zeitliche Mittelung,
da etwaige Oszillationen des Impulsoperators einen kurzzeitigen Transport erzeugen
können, der im zeitlichen Verlauf allerdings verschwindet [133, 134]. Eine eindeutige
Aussage über die Transporteigenschaft von Atomen in einer quantenmechanischen
Ratsche lässt sich über die Größe des Stroms für t → ∞ machen.
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Abb. 4.7: Zeitlicher Verlauf des (a) momentanen und des (b) zeitlich gemittelten Im-
pulses (=Strom) bei gebrochener Raum-Zeit-Symmetrie. Der Impuls der
Atome oszilliert dabei um einen konstanten Wert (graue Linie), wobei sich
die Geschwindigkeit allerdings umkehren kann. Ein besseres Bild über den
Transport liefert der Strom, der sich im zeitlichen Verlauf einem konstan-
ten Wert nähert. Ein gerichteter Transport findet nur dann statt, denn die
Raum-Zeit-Symmetrie gebrochen ist.
Bei Vernachlässigung von Wechselwirkungseffekten zwischen den einzelnen Teil-
chen dient die lineare Schrödingergleichung als Grundlage zur Berechnung der zeit-
lichen Dynamik des Wellenpakets.
ih¯
∂ |Ψ(t)〉
∂t
=
[
p2
2m
+ V(z) · A(t)
]
|Ψ(t)〉 (4.10)
Die zeitliche Entwicklung der Wellenfunktion |Ψ(t + t0〉 = U(t, t0) |Ψ(t0)〉 erfolgt
allgemein mit Hilfe des Translationsoperators U(t, t0). Neben der räumlichen Peri-
ode besitzt der Hamiltonoperator zusätzlich eine zeitliche Periode T = 2π/ω, wobei
ω die Kreisfrequenz der Amplitudenmodulation ist. Aufgrund der zeitlichen Peri-
ode findet hier das Floquet-Theorem Anwendung [135, 136], das analog zum Bloch-
Theorem für räumlich periodische Systeme verstanden werden kann. Als Ansatz für
den Floquet-Eigenzustand wird ein Produkt aus einer komplexen Phase sowie ei-
ner zeitlich periodischen Funktion φ(t+ T) = φ(t) gewählt. Die Größe Eα bezeichnet
dabei die Quasi-Energie, die analog zumQuasi-Impuls in räumlich periodischen Sys-
temen betrachtet werden kann.
|Fα(t)〉 = e−iEαt/T |φ(t)〉 (4.11)
Der Translationsoperator wird als Floquet-Matrix bezeichnet, wenn die zeitliche Ent-
wicklung der Lösung in Einheiten von der Periode T ist. Die Berechnung der Quasi-
Energien und Eigenzustände erfolgt durch Lösen der Eigenwertgleichung:
U(T, t0) |Fα〉 = e−iEα |φ(t0)〉 (4.12)
= e−iEα |Fα〉
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Einmehrmaliges Anwenden der Floquet-Matrix auf den Eigenzustand bewirkt ledig-
lich eine Phasenverschiebung des Floquet-Zustands
U(mT, (m− 1)T) ·U((m − 1)T, (m− 2)T) . . .U(T, t0) |Fα〉 = e−imEα |Fα〉 (4.13)
Die Floquet-Zustände bilden eine vollständige orthonormale Basis, in der die Wel-
lenfunktion stroboskopisch dargestellt werden kann. Zusätzlich können die Floquet-
Zustände wiederum in einer Impulsbasis definiert werden.
|Ψ(mT, t0)〉 = ∑
α
cαe−imEα |Fα(t0)〉 (4.14)
|Fα(t0)〉 = ∑
n
bα,n |n〉 (4.15)
Der Ansatz für die Wellenfunktion bildet die Grundlage für die Berechnung des Er-
wartungswertes des Impulsoperators. Unter der Annahme, dass der Anfangszustand
eine ebene Welle ist |0〉, entwickelt sich der momentane Impuls wie folgt:
〈p(mT)〉 = ∑
α,β
bα,0b∗β,0e
−im(Eα−Eβ) 〈Fβ| pˆ |Fα〉 (4.16)
In der Gleichung befindet sich ein Interferenzterm, der eine zeitliche Oszillation des
momentanen Impulses verursacht. Er entsteht, wenn verschiedene Floquet-Zustände
miteinander koppeln. Die Frequenz der sich ausbildenden Schwebung hängt dabei
von der Differenzenergie der jeweiligen Quasi-Energien ab Ω = (Eα − Eβ)/h¯. Mittelt
man denmomentanen Impuls über sehr viele Perioden, so verringert sich der Einfluß
der Nebendiagonalelemente aufgrund des Exponentialterms zunehmend. Es bleiben
im Limes t → ∞ nur noch die Hauptdiagonalelemente zurück, die eine Aussage über
den langfristigen Transport von Atomen in einer Hamiltonschen Quantenratsche er-
möglicht. Die Größe des Stroms ergibt im asymptotischen Grenzfall:
J = 〈∑
α
|bα,0|2 〈Fα| pˆ |Fα〉〉
T
(4.17)
Die numerische Routine zur Berechnung der zeitlichen Entwicklung des Stroms bzw.
des asymptotischen Grenzwertes befindet sich im Anhang C, wobei die verwendeten
Parameter, wenn nicht anders angegeben, im weiteren Verlauf der Arbeit unverän-
dert bleiben. Der Parametersatz befindet sich unter anderem im Anhang B und lautet
hier:ω/(8ωr) = 1.009, A1 = 1.209, A2 = 0.314,V1 = 2.88Er,V2 = 0.67Er, ϕ = 0.474π,
θ = 0.401π und t0 = 0. Abb. 4.7 (a) zeigt die zeitliche Entwicklung des momenta-
nen Impulses im Fall gebrochener Raum-Zeit Symmetrie. Der Impuls oszilliert dabei
um einen Mittelwert mit einer Schwebungsfrequenz, die hier aus drei verschiedenen
Frequenzkomponenten zusammengesetzt ist. Obwohl die Bewegung der Atome in
beide Richtungen stattfindet, wird hier die positive Richtung bevorzugt. Eine bessere
Illustration der Transporteigenschaft in periodisch getriebenen Systemen liefert die
zeitliche Mittelung des momentanen Impulses, womit sich der quantenmechanische
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Abb. 4.8: Abgebildet ist der asymptotische Strom als Funktion der (a) räumlichen und
(b) zeitlichen Phase für unterschiedliche Phasenkombinationen. Demzufol-
ge müssen beide Symmetrien gleichzeitig gebrochen sein, um einen satio-
nären Transport zu erreichen.
Strom ergibt (b). Wenn die räumliche und zeitliche Symmetrie im Hamiltonoperator
gebrochen ist, dann steigt der Strom an und erreicht im weiteren zeitlichen Verlauf
eine konstante Geschwindigkeit, die in Gleichung (4.17) definiert wurde und in der
Abbildung durch eine graue Linie gekennzeichnet ist. Die Transportrichtung hängt
dabei von der zeitlichen und räumlichen Phasenverschiebung ab. Wie im klassischen
Fall, wird auch hier im quantenmechanischen Bereich eindrucksvoll bestätigt, dass
kein Transport stattfindet, sobald das System zeitlich oder räumlich symmetrisch ist
(siehe schwarze Linie).
Es soll nun der Zusammenhang einer gerichteten Bewegung von Teilchen in einer
amplitudenmodulierten Ratsche und den Symmetrien im System für sehr lange Zei-
ten (t → ∞) untersucht werden. Dazu wird der asymptotische Strom für unterschied-
liche Kombinationen der Phasenwinkel (ϕ und θ) berechnet, wobei numerische Simu-
lationen in Abb. 4.8 dargestellt sind. Auch hier zeigt sich, dass ein gerichteter Trans-
port nur dann stattfindet, wenn beide Symmetrien gleichzeitig gebrochen sind, was
der Fall ist, wenn die zeitliche und räumliche Phasenverschiebung nicht 0 oder ±π
beträgt. Sobald eine der beiden Komponenten symmetrisch wird, ist der asymptoti-
sche Strom Null und es findet keine Nettobewegung der Teilchen statt.
4.2.4 Energiespektrum
Der Ratschentransport kann von sehr vielen äußeren Parametern abhängen. Wird
zum die Amplitude des Ratschenpotentials zu langsam moduliert so erscheint das
Potential zeitlich konstant und die zeitliche Symmetrie bleibt erhalten. Auf der ande-
ren Seite kann die Modulationsfrequenz aber auch zu schnell sein, wodurch die Ato-
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Abb. 4.9: Darstellung des asymptotischen Stroms J und der Quasi-Energie Eα als
Funktion der Modulationsfrequenz ω. Rechts ist dabei ein vergrößerter
Ausschnitt des Spektrums um eine Resonanz bei ω ≈ 8ωr zu sehen. Ein
maximaler Transport tritt in der Gegend von Kreuzungsbereichen auf, in
denen mehrere Floquet-Eigenzustände miteinander wechselwirken.
me ein räumlich symmetrisches Potential wahrnehmen. In beiden Fällen bricht der
Transport ein, so dass man sich auf ein bestimmtes Frequenzintervall beschränken
sollte. In Abb. 4.9 (a) ist der asymptotische Strom als Funktion der Modulationsfre-
quenzω dargestellt. Auf den ersten Blick stellt man fest, dass der Übergang zwischen
den beiden Extremsituationen nicht harmonisch verläuft, sondern durch viele Reso-
nanzfrequenzen geprägt ist, wobei sich eine sehr dominate Resonanz im Bereich von
ω ≈ 1 befindet. In einem atom-optischen Bild kann die amplitudenmodulierte Rat-
sche als eine Sequenz von optischen Strahlteilern betrachtet werden, an denen die
atomare Materiewelle gebeugt wird. Die daraus resultierenden Wellenpakete besit-
zen unterschiedliche Phasen und bilden so eine Art Atominterferometer [137]. Um
konstruktive Interferenz zu erhalten, muß der Weglängenunterschied zwischen den
atomaren Wellenpaketen 2π sein. Dies entspricht gerade der Talbot-Frequenz von
ω = 8ωr [138, 139].
Eine mögliche Erklärung für die diskreten Resonanzfrequenzen liefert Abb. 4.9 (b),
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welches das Quasi-Energiespektrum Eα als Funktion der Modulationsfrequenz zeigt.
Jeder Punkt im Spektrum ergibt sich aus der Lösung der Eigenwertgleichung (4.12)
für verschiedene Frequenzen. In diesem Fall wurden hierfür 91 Floquet-Zustände
verwendet. Das Spektrum besteht aus mehreren sich kreuzenden Linien und einem
homogenen Hintergrund. Bei genauerer Betrachtung stellt man fest, dass die Kreu-
zungspunkte im Bereich der Resonanzfrequenzen liegen. In (c) und (d) befindet sich
ein vergrößerter Ausschnitt des asymptotischen Stroms um die Frequenz ω/8ωr = 1
mit dem dazugehörenden Spektrum. Wie sich herausstellt, kreuzen sich die Trajekto-
rien nicht, sondern bilden sogenannte vermiedene Kreuzungen, wie sie auch schon
im Bloch-Spektrum für ein statisches Gitterpotential (siehe Abschnitt 3.1.4) aufgetre-
ten sind. Offensichtlich spielen die drei Floquet-Zustände, welche sich im Bereich der
Resonanzfrequenz kreuzen eine entscheidende Rolle beim Zustandekommen eines
gerichteten Transports.
4.2.5 Transportmechanismus
In diesem Abschnitt soll die Frage nach dem Transportmechanismus im quantenme-
chanischen Fall geklärt werden. Wie wir bereits im klassichen Modell gesehen haben,
verursacht eine Symmetriebrechung eine Desymmetrisierung des Phasenraums, wo-
durch der chaotische Bereich transportierend wird. In der Quantenmechanik ist das
Wellenpaket aufgrund der Heisenbergschen Unschärferelation nicht mehr im Pha-
senraum lokalisiert, so dass ein anderer Mechanismus für den Ratschentransport
verantwortlicht ist. Im letzten Abschnitt wurde gezeigt, dass die Quasi-Energien be-
stimmter Floquet-Zustände in der Nähe einer Resonanz eine vermiedenene Kreu-
zung bilden. Mit Hilfe der Husimi-Darstellung ist eine Visualisierung der Eigenzu-
stände im Phasenraum möglich [140, 141]. Dazu wird ein Floquet-Eigenzustand auf
ein Gaußsches Wellenpaket projeziert, das durch das Koordinatenpaar (x,p) lokali-
siert ist,
Φ〈x〉,〈p〉(x) =
1
(2πσ2)1/4
exp
[
− (〈x〉 − x)
2
4σ2
+ i 〈p〉 x
h¯
]
(4.18)
ρ (〈x〉 , 〈p〉) = 1
2π
| 〈Fα|Φ〈x〉,〈p〉〉 |2 (4.19)
wobei σ2 = h¯/2 die Breite des Wellenpakets ist. Die Husimi-Funktion versteht sich
als Wahrscheinlichkeitsverteilung des Floquet-Zustands im klassischen Phasenraum
und gibt so Informationen über dessen Dynamik wieder.
Der genaue Transportmechanismus einer Hamiltonschen Quantenratsche soll nun
an einem Beispiel erläutert werden. Die zeitliche Symmetrie lässt sich neben der Pha-
senverschiebung θ auch durch Verändern der Modulationsamplituden A1 und A2
einstellen. Für die weitere Berechnung werden zunächst neue Größen (A0, ∆A) ein-
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geführt, um durch den Parameter ∆A eine Verknüpfung der beiden zeitlichen Am-
plituden A1 und A2 zu schaffen:
A1 = A0 · (1− ∆A) (4.20)
A2 = A0 · ∆A (4.21)
Der asymptotische Strom ist in Abb. 4.10 (a) als Funktion von ∆A dargestellt. Für
∆A = 0 ist die zeitliche Modulation symmetrisch, wobei die Amplitude des Rat-
schenpotentials mit der Frequenz ω moduliert wird, wohingegen bei ∆A = 1 das
Potential mit der doppelten Frequenz 2ω moduliert wird. In beiden Fällen ist der
asymptotische Strom Null, da die zeitliche Symmetrie erhalten ist. Zwischen den bei-
den Extremwerten setzt sich die Amplitudenmodulation aus zwei Funktionen un-
terschiedlicher Frequenz zusammen, wobei ein Maximum des Stroms für diesen Pa-
rametersatz bei einem Wert ∆A = 0.2 auftritt. Das Verhältnis zwischen A1 und A2
beträgt in diesem Fall 4:1. In Abb. 4.10 (b) ist ein Ausschnitt des Energiespektrums zu
sehen, wobei sich drei Floquet-Zustände in der Nähe der Resonanz treffen.
Es wird nun die Husimi-Verteilung der drei Floquet-Zustände (F1, F2 und F3) an
drei verschiedenen Positionen im Spektrum (A,B und C) für den Fall gebrochener
Raum-Zeit Symmetrie untersucht (siehe Abb. 4.10 (c)). Im Punkt A ist die zeitli-
che Modulation symmetrisch, wodurch die Wahrscheinlichkeitsverteilung der drei
Floquet-Zustände spiegelsymmetrisch um den Ruheimpuls p = 0 sind. Das bedeu-
tet, dass der entsprechende Floquet-Zustand symmetrisch in beide Richtungen trans-
portiert. Nähert man sich einer Resonanz, so beginnt eine teilweise Desymmetrisie-
rung der Husimi-Verteilung, die im Punkt B ein Maximum erreicht. Die Zustände F1
und F3 sind dabei positiv, wohingegen der Zustand F2 negativ transportierend ist. Da
sämtliche Eigenzustände zur Gesamtdynamik des Wellenpakets beitragen, entschei-
det der jeweilige Einfluß des Floquet-Zustands über die Richtung und Stärke des
Ratschentransports. In diesem Beispiel überwiegen die positiv transportierenden Ei-
genzustände, so dass eine Nettobewegung der Teilchen in positive Richtung erfolgt.
Entfernt man sich wieder von der Resonanz wird die Husimi-Verteilung wieder sym-
metrisch, wodurch der asymptotische Strom erneut auf Null abfällt. Eine Änderung
des Phasenwinkels θ = π/2 → π hat zwar keinen Einfluß auf die Form des Ener-
giespektrums, der asymptotische Strom ist allerdings wegen der zeitlichen Invarianz
Null. Eine genauere Analyse zeigt, dass die Husimi-Verteilungen der Eigenzustände
in diesem Fall in Abb. 4.10 (d) im gesamten Definitionsbereich von ∆A symmetrisch
bleiben. Man kann daraus schließen, dass ein gerichteter Transport von Atomen in
einer Hamiltonschen Quantenratsche erreicht wird, wenn eine Desymmetrisierung
der Floquet-Matrix stattfindet. Dies ist der Fall, wenn die Raum-Zeit Symmetrie im
Hamiltonoperator gebrochen ist.
Eine anschauliche Darstellung des Transportprinzips in einer Hamiltonschen Quan-
tenratsche ist in Abb. 4.11 gezeigt. Man kann die transportierenden Eigenzustände
anschaulich als eine Reihe von Förderbändern darstellen, wie man sie häufig an Flug-
häfen vorfindet. Die Förderbänder laufen dabei in verschiedene Richtungen mit un-
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Abb. 4.10: (a) Darstellung des asymptotischen Stroms und (b) Ausschnitt des Ener-
giespektrums als Funktion von ∆A, der das Verhältnis zwischen den Am-
plituden A1 und A2 regelt. (c-d) Die Husimiverteilung von drei Floquet-
Zuständen (F1, F2 und F3) wird an den Positionen (A,B und C) im Ener-
giespektrum untersucht. (c) Bei gebrochener Raum-Zeit-Symmetrie (hier
θ = π/2) desymmetrisieren die Floquet-Zustände am Punkt B, während
im symmetrischen Fall (d), die Eigenzustände symmetrisch um den Ru-
heimpuls p = 0 bleiben.
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Abb. 4.11: Bildhafte Darstellung des Transportprozesses in einer Hamiltonschen
Quantenratsche. Die Förderbänder transportieren in verschiedene Rich-
tungen mit unterschiedlicher Stärke. Eine Nettobewegung der Atomwolke
von rechts nach links findet in diesem Beispiel statt.
terschiedlichen Geschwindigkeiten. So lange die Förderbänder symmetrisch sind, er-
folgt kein Nettotransport der Atomwolke. Dieser setzt erst ein, wenn man neben der
räumlichen auch die zeitliche Symmetrie bricht.
4.2.6 Weitere Abhängigkeiten des Ratschentransports
Eine weitere Besonderheit der Hamiltonschen Quantenratsche ist die Abhängigkeit
des asymptotischen Stroms vom Startzeitpunkt t0 der zeitlichen Amplitudenmodu-
lation [128]. Der Grund hierfür ist, dass die Floquet-Eigenzustände von t0 abhängen,
wodurch der Überlapp mit dem Anfangszustand des Wellenpakets beinflußt wird.
Im weiteren zeitlich Verlauf ändern sich die Eigenzustände nicht mehr. Wir erwar-
ten daher, dass der asymptotische Strom vom Anfangszeitpunkt t0 abhängt. Im Ge-
gensatz dazu verschwindet die Information über den Startzeitpunkt im klassischen
Phasenraum nach kurzer Zeit. Das liegt daran, dass eine Trajektorie, die im chaoti-
schen Bereich startet, den Phasenraum komplett erwandert, wobei sich nach kurzer
Zeit eine asymptotische Geschwindigkeit einstellt. Diese Geschwindigkeit hängt auf-
grund der Ergodizität im System [142, 143] nicht von t0 ab. In Abb. 4.12 (a) ist jeweils
der asymptotische Strom einer Hamiltonschen Quantenratsche (rot) und einer klas-
sischen chaotischen Ratsche als Funktion der Startzeit t0 innerhalb einer Periode T
dargestellt.
Der Vollständigkeitshalber wird in Abb. 4.12 (b) der zeitlich gemittelte Impuls der
Atome inAbhängigkeit von der PotentialtiefeV1 angegeben, wobei alle anderen Para-
meter (insbesondere V2) konstant bleiben. Innerhalb der Abbildung ist ein Ausschnitt
des Energiespektrums zu sehen, bei dem 3 Eigenzustände amTransport beteiligt sind.
77
4 Hamilton’sche Quantenratsche
(a) (b)
 0.75
 0.8
 0.85
 0  0.5  1
a
sy
m
p.
 S
tro
m
 J
 (p
r)
Startzeitpunkt t0/T
Klassische chaotische Ratsche
Hamiltonsche Quantenratsche
 0
 0.5
 1
 0  2  4
a
sy
m
p.
 S
tro
m
 J
 (p
r)
Potentialtiefe V1 (Er)
-0.2
-0.1
 0
 0  2  4
Ei
ge
nw
er
t E
α
Potentialtiefe V1 (Er)
Abb. 4.12: (a) Ein wichtiges Merkmal einer Hamiltonschen Quantenratsche ist die
Abhängigkeit des Stroms von der Startzeit t0. Im Gegensatz dazu ist in ei-
nem klassischen System aus Gründen der Ergodizität keine Abhängigkeit
von t0 zu beobachten. (b) Asymptotischer Strom als Funktion der Potenti-
altiefe V1. Über das Verhältnis der Potentialtiefen der Gitterharmonischen
kann der Grad der räumlichen Asymmetrie maximiert werden, was zu ei-
nem hohen Quantentransport führt.
Wie auch schon in den Fällen davor, desymmetrisieren die Floquet-Zustände und
tragen so zu einem gerichteten Transport bei. Das Potential ist bei V1 = 0 räumlich
symmetrisch und tendiert für sehr große Potentialtiefen vonV1wieder zu einem sym-
metrischen System. Maximaler Transport findet in diesem Fall bei V1 = 1.44Er statt,
wobei V2 = 0.34Er ist. Das Verhältnis zwischen den Potentialtiefen der beiden Git-
terharmonischen beträgt 4.3:1, ein ähnlicher Wert wie er für die gezeigten Daten in
Abb. 4.10 verwendet wurde.
4.2.7 Einfluß der Geschwindigkeitsverteilung im Kondensat auf
den Quantentransport
In den numerischen Simulationen galt bisher die Annahme, dass die Atome in der
amplitudenmodulierten Ratsche zum Anfangszeitpunkt einen Impuls p = 0 haben.
Im Experiment wird die Dipolfalle, in der sich das Bose-Einstein Kondensat befin-
det, ausgeschaltet und die Atome expandieren frei im Gravitationsfeld der Erde.
Die Dichte des Quantengases sinkt daraufhin, wonach Wechselwirkungseffekte sehr
klein werden. Die im Kondensat gespeicherte Wechselwirkungsenergie wandelt sich
bei der Expansion in kinetische Energie um. Das führt dazu, dass die Atome um den
Impuls p = 0 geschwindigkeitsverteilt sind. In diesem Abschnitt soll geklärt werden,
wie sich die Geschwindigkeitsverteilung der Atomwolke auf den Ratschentransport
auswirkt.
78
4.2 Theoretische Grundlagen
-1
-0.5
 0
 0.5
 1
-1  0  1
a
sy
m
p.
 S
tro
m
 J
 (p
r)
Quasi-Impuls q0 (pr)
Abb. 4.13: Darstellung des Energiespektrums und des asymptotischen Stroms des
periodisch getriebenen Systems als Funktion des Quasi-Impulses q0. Ein
Transport entsteht in der Nähe von q0 = 0 und an den Bandkanten bei
q0 = ±h¯k.
Dazu wird in einem ersten Schritt der asymptotische Strom in Abhängigkeit von der
Anfangsgeschwindigkeit eines Atoms relativ zum Gitterpotential berechnet. Mathe-
matisch lässt sich dies durch den Quasi-Impuls q0 ausdrücken, der bereits im Ab-
schnitt 3.1.4 eingeführt wurde. Der Quasi-Impuls ist periodisch und beschränkt sich
im optischen Gitter auf eine Brioullin-Zone q0 = [−h¯k, h¯k]. Durch Variation des Para-
meters kann das Energiespektrum und der asymptotische Strom berechnet werden,
die jeweils in Abb. 4.13 dargestellt sind.
Das Spektrum besteht aus einem homogen verteilten Hintergrund und Signaturen
von Trajektorien, die bei q0 = 0 und an den Rändern der Brioullin-Zone Kreuzungs-
bereiche bilden. Auffallend ist auch, dass das Spektrum eine gewisse Ähnlichkeit
zum Bloch-Spektrum eines statischen Gitterpotentials (siehe hierzu Abb. 3.4) hat.
Man erkennt deutlich die ersten drei Bloch-Bänder. Höhere Bänder zeigen sich durch
gerade Trajektorien, die auf den Bereich zwischen 0 . . . 2π zusammengefaltet sind. Es
findet hierbei nicht nur bei q0 = 0 eine Nettobewegung der Atome statt, sondern
auch an Rändern der Brioullin-Zone bei q0 = ±pr. Hier mischen sehr viele trans-
portierende Floquet-Zustände, was zu einer breiten Resonanz führt, in der sich feine
Strukturen bilden.
Um eine Vorstellung über den Ratschentransport eines geschwindigkeitsverteilten
atomaren Ensembles zu bekommen, wird die Bewegung jedes einzelnen Atoms mit
Hilfe der Schrödingergleichung berechnet und anschließend statistisch gemittelt. In
Abb. 4.14 sind numerische Ergebnisse für den Fall einer Atomwolke dargestellt, be-
stehend aus Atomen mit 80 verschiedenen Anfangsgeschwindigkeiten, die um den
Quasi-Impuls q0 = 0 normalverteilt sind. Dabei ist in (a) der momentane Impuls
und in (b) der zeitlich gemittelte Impuls (=Strom) für drei verschiedene Breiten der
Geschwindigkeitsverteilung dargestellt, wobei die Breite der Verteilung in Einheiten
des Rückstoßimpulses pr = h¯k in der Legende angegeben ist. Vergleicht man den zeit-
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Abb. 4.14: Zeitlicher Verlauf des (a) momentanen und (b) zeitlich gemittelten Impul-
ses für unterschiedliche Geschwindigkeitsverteilungen einer Atomwolke.
Es wurden drei Fälle numerisch simuliert, in der die Impulsbreite ∆q = 0
(schwarz), 0.01h¯k (rot) und 0.02h¯k beträgt. Je größer die Geschwindigkeits-
verteilung der Atome ist, desto kleiner wird der gerichtete Transport und
desto stärker werden Oszillationen herausgemittelt.
lichen Verlauf der Kurven mit dem Fall einer δ-Verteilung (schwarze Kurve), so zeigt
sich, dass die Amplitude des atomaren Transports in der Ratsche mit zunehmender
Breite der Geschwindigkeitsverteilung deutlich abnimmt. Außerdem waschen sich
die Oszillationen im Impuls- bzw. Stromverlauf zunehmend aus, wodurch der asym-
ptotische Bereich, d.h. ein stationärer Teilchenstrom, bereits für kleinere Zeiten er-
reicht wird.
Interessant ist auch zu untersuchen, wie sich die Bewegung eines atomaren Ensem-
bles auf einer langen Zeitskala (t → ∞) verhält. Dazu wird der asymptotische Strom
als Funktion der Modulationsfrequenz ω für verschiedene Impulsbreiten berechnet.
Jeder Datenpunkt in Abb. 4.15 (a) ist eine Mittelung aus 100 verschiedenen Anfangs-
geschwindigkeiten von Atomen, deren statistische Verteilung einer Gaußfunktion
um den Impuls q0 = 0 folgt. Wie sich zeigt, findet ein gerichteter Transport auch
für sehr lange Zeiten statt, die Amplitude hängt allerdings sehr stark von der Breite
der Geschwindigkeitsverteilung in der Atomwolke ab. Interessant ist auch, dass sich
die Linienbreite der Resonanzfrequenz mit zunehmender Impulsbreite, vergrößert.
Eine quantitative Abhängigkeit der Transportamplitude und der Resonanzbreite ist
in Abb. 4.15 (b) zu sehen. Hierfür wurde eine Gaußfunktion an die Datenpunkte aus
Abb. 4.15 (a) angepasst und dessen Parameter mit den entsprechenden Fehlern in ein
Diagramm eingetragen. Der Kurvenverlauf ist jeweils auf den Fall einer δ-Verteilung
normiert, wobei die Transportamplitude J(∆q) gut durch eine Funktion, bestehend
aus zwei Exponentialtermen, wiedergegeben werden kann, wohingegen die Linien-
breite der Resonanzfrequenz Γ(∆q) linear von der Impulsbreite abhängt. Der Ver-
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Abb. 4.15: (a) Asymptotischer Strom als Funktion der Modulationsfrequenz ω für
verschiedene Geschwindigkeitsverteilungen einer Atomwolke. (b) Die Im-
pulsbreite beeinflußt stark die Amplitude des Ratschentransports und ver-
breitert eventuelle Resonanzfrequenzen.
lauf der Transportamplitude sowie der Linienbreite als Funktion der Impulsbreite
kann bei den verwendeten Parametern gut mit folgenden empirischen Funktionen
beschrieben werden:
J(∆q)
J0
= 0.31 · exp(−16.7∆q/pr) + 0.69 · exp(−124.3∆q/pr) (4.22)
Γ(∆q)
Γ0
= 1+ 129∆q/pr (4.23)
Während eines Experiments können außerdem Schwankungen der einzelnen Para-
meter auftreten, beispielsweise als Folge von Leistungsschwanken im Laserlicht. Des-
sen Einfluß auf den Ratschentransport wurde bereits im Rahmen einer Diplomarbeit
von T. Hecking untersucht und kann detailliert in Ref. [144] nachgelesen werden.
4.3 Experimenteller Aufbau und Vorexperimente
Die experimentelle Realisierung einer Hamiltonschen Quantenratsche erfordert ei-
nige Modifikationen am experimentellen Aufbau zur Ansteuerung der Gitterlaser-
strahlen. Der optische Aufbau hierzu bleibt dabei unverändert wie in Abschnitt 3.2
beschrieben. Die zur Ansteuerung der akusto-optischen Modulatoren verwendete
Treiberelektronik muss jedoch modifiziert werden. Der elektronische Aufbau zur An-
steuerung der akusto-optischen Modulatoren ist in der Abb. 4.17 (a) zu sehen, wobei
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Abb. 4.16: (a) Schematische Darstellung des Aufbaus zur Erzeugung der Gitterlaser-
strahlen für eine Quantenratsche. Abkürzungen: programmierbarer Funk-
tionsgenerator (P-FG), Mischer zur Intensitätsregulierung der RF-Leistung
(A(t)). (b) Zeitliche Abfolge eines experimentellen Ablaufs. Die einzelnen
Phasen (Freifall, Vorselektion, Ratschenexperiment) werden im Text erläu-
tert.
sich die Modifikationen innerhalb des eingerahmten Bereichs befinden. Die Ände-
rungen am Aufbau erlauben es, beliebig geformte optische Pulse zu generieren und
außerdem wahlweise über einen elektronischen Schalter ein atomares Ensemble mit
einer reduzierten Geschwindigkeitsverteilung zu präparieren. Abb. 4.16 (b) zeigt den
zeitlichen Ablauf eines Experimentierzyklus, der aus bis zu 3 verschiedenen Phasen
bestehen kann.
Freifall-Phase:
Nach der Realisierung des Bose-Einstein Kondensats in einer optischen Dipolfalle,
wird das Licht des CO2-Lasers ausgeschaltet, so dass die Atome aufgrund der Gra-
viation beschleunigt fallen. Dabei nimmt die Dichte des Quantengases ab, wodurch
Wechselwirkungseffekte im System auf ein Minimum reduziert werden. Während
des freien Falls wandelt sich die im Kondensat gespeicherte innere Energie in Bewe-
gungsenergie um, wodurch die Atome im Quantengas um den Impuls p = 0 ge-
schwindigkeitsverteilt sind [145, 146].
Vorselektions-Phase:
In einigen Experimenten wird der Einfluß der Geschwindigkeitsverteilung im Bose-
Einstein Kondensat auf den Quantentransport untersucht. Hierzu wird durch eine
Kombination aus Bragg- und Raman-Puls eine schmale Geschwindigkeitsklasse aus
dem BEC herausgenommen [147, 148]. Die Frequenzbreite der selektierten Atomver-
teilung ist invers proportional zur Pulslänge: ∆ν ∝ 1/t.
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Ratschen-Phase:
In dieser Phase wird ein räumlich asymmetrisches Gitterpotential eingestrahlt, des-
sen Amplitude zeitlich periodisch moduliert wird. Hier finden die Experimente zur
Hamiltonschen Quantenratsche statt.
Im Folgenden sollen Vorexperimente zur Charakterisierung der einzelnen experi-
mentellen Teilschritte beschrieben werden, wobei auch einige Einzelheiten des zur
Steuerung der Pulse verwendeten Aufbaus (siehe Abb. 4.17) genauer erläutert wer-
den.
Modulation der Gitterlaserstrahlen
Im Experiment wird die Amplitude des Ratschenpotentials zeitlich periodisch modu-
liert. Die Modulationsfunktion A(t) besteht dabei aus zwei sinusförmigen Anteilen
unterschiedlicher zeitlicher Periodizität, wobei A1 und A2 die Modulationsamplitu-
den der Harmonischen sind, θ die relative Phase und ω die treibende Frequenz ist:
A(t) = A1 sin
2 [ω(t− t0)/2] + A2 sin2 [ω(t− t0) + θ/2] (4.24)
Es wird nun eine Periode dieser Funktion in einen programmierbaren Funktions-
generator geschrieben (P-FG), dessen Ausgang eine Spannung zwischen 0 und 1 V
liefert. Der Funktionsgenerator arbeitet im sogenannten “burst”-Modus, d.h. durch
Anlegen eines Trigger-Pulses kann die gespeicherte Funktion beliebig oft wiederholt
ausgegeben werden. Der Ausgang des programmierbaren Funktionsgenerators wird
mit dem Eingang eines Radiofrequenzmischers verbunden, der in dieser Konfigura-
tion die Radiofrequenzleistung in den beiden RF-Zweigen in Abhängigkeit von der
zeitlich veränderlichen Spannung des Funktionsgenerators ausgibt. Die zeitlich mo-
dulierte Radiofrequenzleistung steuert schließlich einen akusto-optischen Modula-
tor, der die Intensität des Laserstrahls in der ersten Beugungsordnung ebenfalls peri-
odisch ändert und so eine Sequenz von optischen Pulsen erzeugt. Abb. 4.17 zeigt den
mit einer Fotodiode aufgenommenen zeitlichen Verlauf der Intensität eines Laser-
strahls in der ersten Beugungsordnung eines akusto-optischen Modulators für zwei
Perioden der Modulationsfunktion A(t) (rote Linie). Zum Vergleich ist der im Funk-
tionsgenerator programmierte Puls (blau-gepunktet) zu sehen, wobei es eine gute
Überstimmung zwischen dem gewünschten und dem im Experiment beobachteten
Puls gibt.
Geschwindigkeitsselektion der Atome
Umeine für einen effizienten Transport in der Quantenratsche hinreichend kleine ato-
mare Geschwindigkeitsbreite zu erreichen, kann vor den Ratschen-Lichtpulsen eine
Selektion einer schmalen Geschwindigkeitsklasse erfolgen. Dies kann im Experiment
mit einem Bragg- und einem Raman-Puls variabler Länge erfolgen. Die Breite der
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Abb. 4.17: Aufnahme eines zeitlich modulierten optischen Pulses mittels einer Photo-
diode, dessen maximale Amplitude auf eins normiert ist. Die gepunktete
Linie zeigt zum Vergleich den theoretisch erwarteten Verlauf.
selektierten Geschwindigkeitsklasse lässt sich mit der Heisenbergschen Unschärfere-
lation abschätzen, die einen Zusammenhang zwischen der Energie- und der Zeitun-
schärfe angibt (∆E · ∆t ≈ h¯). Mit Hilfe von E = p2/2m lässt sich die kinetische Ener-
gie in einen Impuls umrechnen, so dass wir nun einen Zusammenhang zwischen der
Impuls- und der Zeitunschärfe bekommen.
∆p =
√
2mh¯/∆t ∝ 1/
√
∆t (4.25)
Das bedeutet, je länger ein Lichtstrahl mit einer Atomwolke wechselwirkt, desto klei-
ner ist der Bereich im geschwindigkeitsverteilten Kondensat, in dem die Atome reso-
nant mit dem Lichtstrahl sind. Diesen Umstand kann man ausnützen, um aus einer
breiten Geschwindigkeitsverteilung eine schmale herauszufiltern. Die neue Atom-
wolke besitzt nach einer Wechselwirkungszeit ∆t eine Impulsbreite, die in Einheiten
vom Rückstoßimpuls pr = h¯k angegeben wird.
∆p
pr
=
1√
ωr · ∆t
(4.26)
wobei ωr = Er/h¯ die Rückstoßfrequenz ist. Bei einer typischen Einstrahldauer ∆t =
350µs erwartet man demnach eine Impulsunschärfe von ∆p = 0.35pr.
In einigen Experimenten wird für die Geschwindigkeitsselektion ein langer Raman-
Puls eingestrahlt, der die betreffende Atomklasse in einen anderen Zeeman-Zustand
bringt [148]. Das hat den Vorteil, dass bei einer anschließenden Stern-Gerlach Ana-
lyse, d.h. durch Anlegen eines magnetischen Gradientenfeldes während des freien
Falls, die unterschiedlichen Spinzustände eindeutig voneinander getrennt werden
können. Allerdings ist der Raman-Transfer anfällig gegen Magnetfeldfluktuationen
und kann dazu führen, dass eine unerwünschte Geschwindigkeitsklasse aus der Ver-
teilung herausgeschnitten wird. Aus diesem Grund wird in unserem Aufbau zuerst
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Abb. 4.18: Links: In Falschfarben kodierte Aufnahme von Atomen nach der Wech-
selwirkung mit einem Bragg- und einem Raman-Puls. Atome in unter-
schiedlichen Spinzuständen befinden sich nach einer Stern-Gerlach Ana-
lyse räumlich getrennt voneinander. Rechts: Das Dichteprofil zeigt die Im-
pulsverteilung im ursprünglichen Kondensat (blau) im Vergleich zu den
geschwindigkeitsselektierten Atomen (rot). Die Impulsbreite lässt sich mit
diesem Verfahren um einen Faktor vier reduzieren.
ein langer magnetfeldunabhängiger Bragg-Puls eingestrahlt, der die selektierten Ato-
me von |mF = 0, p = 0〉 nach |mF = 0, p = 2h¯k〉 bringt. Anschließend folgt ein kurzer
Raman-Puls von |mF = 0, p = 2h¯k〉 nach |mF = −1, p = 0〉.
Im Experiment wird zunächst das Bose-Einstein Kondensat imZeeman-ZustandmF =
0 in der optischen Dipolfalle präpariert. NachAusschalten des CO2-Lasers expandiert
die Atomwolke für die Dauer von 2.5 ms frei imGravitationsfeld der Erde, wobei sich
die innere Energie komplett in Bewegungsenergie umwandelt. Anschließend wird
ein Bragg-Puls von 350 µs gefolgt von einem Raman-Puls von 150 µs eingestrahlt.
Eine detaillierte Beschreibung der zeitlichen Steuerung der einzelnen Pulse im Ex-
periment findet sich im Anhang A. Während einer weiteren Fallzeit von 15 ms wird
ein magnetisches Gradientenfeld eingeschaltet, wodurch sich die einzelnen Zustände
entsprechend ihres magnetischen Moments voneinander trennen. In Abb. 4.18 (a) ist
eine in Falschfarben kodierte Absorptionsaufnahme zu sehen, in der drei Atomwol-
ken abgebildet sind. Oben links befindet sich das ursprüngliche Bose-Einstein Kon-
densat im Zustand mF = 0. Die Aufnahme zeigt, dass in der Mitte der Verteilung,
Atome fehlen. Der Bragg-Puls hat den atomaren Impuls dieser Atome um 2 pr verän-
dert, die sich nun oben rechts in der Aufnahme befinden. Es folgt ein kurzer Raman-
Puls, der die selektierte Atomklasse in den Zeeman-Zustand mF = −1 bringt und
dabei den Impulszustand um -2 pr, also wieder zurück auf p = 0, ändert. Die Atome
befinden sich hier im unteren Teil des Bildes. Aus dem Dichteprofil der Atomwol-
ke lässt sich die Breite der neuen Geschwindigkeitsverteilung ableiten und mit dem
ursprünglichen Wert vergleichen. In Abb. 4.18 (b) ist die Impulsverteilung im Bose-
Einstein Kondensat ohne (blau) und mit (rot) dopplersensitiver Geschwindigkeitss-
elektion zu sehen. Wie sich zeigt, kann mit Hilfe dieses Verfahrens die Impulsbreite
von 0.8pr auf 0.2pr verringert werden.
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4.4 Experimentelle Umsetzung der Quantenratsche
Hier werden experimentelle Ergebnisse vorgestellt, welche die gerichtete Bewegung
eines Bose-Einstein Kondensats in einer amplitudenmodulierten Ratsche zeigen.
4.4.1 Messung der mittleren atomaren Geschwindigkeit
Nach der Wechselwirkung der Atome mit dem Ratschenpotential, bewegen sich die-
se für eine Zeit von einigen Millisekunden frei im Schwerefeld der Erde. Aufgrund
der Welleneigenschaft des Bose-Einstein Kondensats interferieren die Atome in den
einzelnen Gitterplätzen und bilden so im Fernfeld diskrete Beugungsordnungen de-
ren Impuls sich jeweils um 2h¯k unterscheidet. Das Fernfeld wird nach einer typischen
Flugzeit von 15 ms erreicht. Die Abb. 4.19 (a) zeigt drei Absorptionsaufnahmen von
Atomen nach der Wechselwirkung mit dem Ratschenpotential für drei verschiedene
zeitliche Phasen θ, wobei die räumliche Phase ϕ = π/2 beträgt. Die zeitliche Peri-
ode der Amplitudenmodulation beträgt T = 32.1µs, was einer Modulationsfrequenz
von ω = 8ωr entspricht. Die Potentialtiefen der Gitterharmonischen wurden mit Hil-
fe von Rabi-Oszillationen an der Bandkante der Brioullin-Zone bestimmt und sind
V1 = 6Er und V2 = 1.6Er. Weiterhin betragen die Modulationsamplituden A1 = 0.75
und A2 = 0.4, sowie die Anfangszeit t0 = 0.75T. Man erkennt in einer Aufnahme
bis zu fünf verschiedene Atomwolken, die sich in verschiedenen Impulszuständen
befinden. Die relative Anzahl der Atome in den einzelnen Wolken gibt den Beset-
zungskoeffizienten |cn|2 an, so dass die mittlere Gesamtgeschwindigkeit des Bose-
Einstein Kondensats aus der Mittelung der besetzten Impulszustände berechnet wer-
den kann:
〈p〉 = ∑
n
|cn|2 · 2nh¯k (4.27)
Die klare Trennung der Beugungsordnungen spiegelt außerdem das dissipationsfreie
Verhalten der Ratsche wieder, was darauf hinweist, dass keine Reibungskräfte im
System vorhanden sind. Eine inkohärente Streuung von Photonen würde einen brei-
ten homogenen Untergrund in der Aufnahme verursachen. Da nur die Atome in den
einzelnen diskreten Beugungsordnungen zur Bestimmung des mittleren atomaren
Impulses verwendet werden, tragen in guter Näherung nur diejenigen Atome zum
beobachteten Signal bei, die keine Photonen gestreut haben. Im Experiment wird be-
obachtet, dass sich die Atome nur in den Impulszuständen 0,±2h¯k,±4h¯k befinden.
Dieses Verhalten wird auch von der theoretischen Vorhersage unterstützt, wodurch
sich die Dynamik ausschließlich auf die fünf Beugungszustände beschränkt. Eine ent-
sprechende Simulation der Quantenratsche liefert dabei ein qualitativ ähnliches Er-
gebnis (siehe (b)) wie im Experiment. Erwähnt sei, dass für diese Experimente noch
keine Geschwindigkeitsselektion der Atome nach der Expansion aus der Falle ver-
wendet wurde. Die im Vergleich zu den theoretischen Erwartungen verkleinerte Zahl
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Abb. 4.19: (a) Experimentell aufgenommene Beugungsbilder nach der Wechselwir-
kung zwischen Atomen und einem Ratschenpotential für verschiedene
zeitliche Phasen, wobei die räumliche Phase ϕ = π/2 beträgt. Die Dyna-
mik spielt sich vorwiegend in der ±2. Beugungsordnung statt, was durch
eine numerische Simulation (b) bestätigt werden kann.
von Atomen in den 2. Beugungsordnungen wird auf die hier noch vergleichsweise
hohe anfängliche atomare Geschwindigkeitsbreite zurückgeführt.
Aus den Absorptionsaufnahmen kann man entnehmen, dass die Verteilung der Be-
setzungsordnungen von der zeitlichen Phase θ abhängt. Im ersten Fall bei θ = π/2
ist die Raum-Zeit-Symmetrie gebrochen, so dass der Impulszuständ +4h¯k stärker be-
setzt ist als sein inverser Partner. Die Konsequenz ist, dass die mittlere Geschwindig-
keit positiv ist und sich das Bose-Einstein Kondensat somit im Gitter vorwärtsbewegt
hat. Wenn die zeitliche Symmetrie erhalten ist (θ = 0), wird kein gerichteter Transport
beobachtet. Die hier detektierte atomare Impulsverteilung erscheint symmetrisch um
die 0. Beugungsordnung. Die Richtung des Transports in der Ratsche lässt sich sogar
umkehren, wenn θ = −π/2 gewählt wird, so dass jetzt der Impulszustand−4h¯k stär-
ker besetzt ist. Aus den Beugungsbildern wird im weiteren experimentellen Verlauf
jeweils die Nettogeschwindikgeit der Atome berechnet und dessenAbhängigkeit von
den einzelnen Parametern untersucht.
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Abb. 4.20: Zeitlicher Verlauf des (a) momentanen und (b) zeitlich gemittelten Im-
pulses für unterschiedliche zeitliche Phasen θ (rot:π/2, schwarz π, blau
−π/2), wobei die räumliche Phase ϕ = π/2 ist. Jeder Datenpunkt ist ein
statistischer Mittelwert aus fünf Einzelmessungen. Die durchgezogenene
Linie ist eine Interpolation an die Datenpunkte.
4.4.2 Zeitliche Entwicklung der Geschwindigkeit
Zunächst wird die zeitliche Entwicklung der Geschwindigkeit der Atome für unter-
schiedliche Symmetrien des getriebenen Ratschenpotentials untersucht. Nach der Er-
zeugung eines Bose-Einstein Kondensats wird die optische Dipolfalle ausgeschaltet
und die Atome fallen frei im Gravitationsfeld der Erde. Während des ungestörten
Falls wandelt sich die innere Energie des Kondensats in Bewegungsenergie um [145].
Um den Einfluß von Wechselwirkungseffekten zwischen den Atomen auf den Rat-
schentransport klein zu halten, wird das optische Ratschenpotential erst nach einer
freien Expansionszeit von 3ms für eine variable Wechselwirkungsdauer eingeschal-
tet. Dabei wird einer der Laserstrahlen in der Frequenz so angepaßt, dass der Einfluß
der Gravitation kompensiert werden kann. Nach dem Ausschalten der Laserstrahlen
und einer weiteren Fallzeit von 15ms wird anschließend ein Schattenbild der Impuls-
verteilung aufgenommen und die Geschwindigkeit der Atome nach Gleichung (4.27)
ermittelt. Abb. 4.20 zeigt die zeitliche Entwicklung des Impulses für unterschiedliche
Phasenwinkel θ = ±π/2,π. Dabei beträgt die Periode der Amplitudenmodulation
T = 32.1µs, was genau ω = 8ωr entspricht, die Potentialtiefen sind V1 = 6Er und
V2 = 1.6Er sowie die Modulationsamplituden A1 = 0.75 und A2 = 0.4. Die Pha-
senverschiebung zwischen den Gitterharmonischen beträgt ϕ = π/2, so dass der
gerichtete Transport allein von der zeitlichen Phase abhängen sollte.
Ausgangspunkt der Messung ist ein im Ruhesystem des Gitterpotentials stillstehen-
des Kondensat ohne mittleren Anfangsimpuls. Bei gebrochener Raum-Zeit Symme-
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trie steigt die Geschwindigkeit der Atome an und erreicht ein Maximum nach un-
gefähr 26 Modulationsperioden. Im weiteren zeitlichen Verlauf oszilliert der Impuls
um p = 0.15h¯k. Die beobachtete Oszillation wird auf die Interferenz verschiedener
Floquet-Zustände zurückgeführt und ist ein Hinweis für ein quantenmechanisches
Verhalten der Ratsche. Im Fall von zeitlicher Invarianz bei θ = π bleibt der Impuls-
zustand der Atome im zeitlichen Verlauf unverändert null (schwarze Linie). Dies ist
ein Hinweis darauf, dass hier offenbar keine signifikanten Drifts oder externe Kräfte
im System existieren und dass der beobachtete gerichtete Transport damit allein vom
Ratscheneffekt herrührt. Aus den experimentellen Daten kann außerdem der zeitli-
che Verlauf das Stroms abgeleitet werden. Die Integration aus Gleichung 4.17 kann
durch eine Summe angenähert werden
J(mT) =
1
mT
m
∑
n=0
p(nT) (4.28)
und Abb. 4.20 zeigt die entsprechenden Resultate. Hier zeigt sich eine Sättigung der
Geschwindigkeit bereits nach 40 Perioden, wobei die starke Dämpfung der Oszil-
lationen im beobachteten Stromverlauf auf experimentelle Schwankungen und der
Geschwindigkeitsverteilung im Bose-Einstein Kondensat zurückgeführt wird.
4.4.3 Transport als Folge gebrochener Symmetrien
Symmetrien spielen eine wichtige Rolle für den Ratschentransport von Teilchen in
einer fluktuierenden Umgebung. Aus Unordnung kann nur dann ein gerichteter Teil-
chenstrom entstehen, wenn die Raum-Zeit-Symmetrie vollständig gebrochen ist. Die-
ser Sachverhalt soll nun experimentell auf seine Gültigkeit untersucht werden.
Die Symmetrien in unseremModell einer amplitudenmodulierten Ratsche lassen sich
auf verschiedene Arten kontrollieren. Neben den Phasenwinkeln ϕ und θ kann die
Raum-Zeit-Symmetrie auch durch Verändern der Amplituden A1 und A2 bzw. der
Potentialtiefen V1 und V2 wahlweise gebrochen oder erhalten werden. In Abb. 4.21
(a) und (b) ist der mittlere Impuls der Atome nach einer Zeit von 26 Perioden für un-
terschiedliche Kombinationen der räumlichen und zeitlichen Phase aufgetragen. Für
die Phasen ±π/2 nimmt der Impuls ein Maximum an, wohingegen bei einer Phase
von 0,π der Transport verschwindet. Dieses Ergebnis ist im Einklang mit den theore-
tischen Vorhersagen und spiegelt das Verhalten einer Ratsche wieder. Auffallend ist
auch, dass ein Transport nur dann stattfindet, wenn beide Symmetrien gleichzeitig
gebrochen sind, was die Annahme einer dissipationsfreien Ratsche unterstützt. Im
symmetrischen Fall ist der beobachtete Impuls der Atome konsistent mit Null und
wie man schon in Abb. 4.20 erkennen konnte, ändert sich dieser Bewegungszustand
selbst auf einer langen Zeitskala (hier bis zu 120 Zyklen) nicht mehr. Allerdings ist in
der Abbildung (a) noch eine schwache Abhängigkeit des atomaren Impulses von der
zeitlichen Phase zu sehen, obwohl die räumliche Phase π beträgt. Das kann daran
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Abb. 4.21: (a-b) Gemessener Impuls nach 26 Modulationsperioden für unterschied-
liche Kombinationen aus räumlicher und zeitlicher Phase. (c) Abhängig-
keit des Impulses vom Parameter ∆A, welches das Verhältnis zwischen A1
und A2 angibt, sowie (d) Abhängigkeit von der Potentialtiefe V1 Ein Rat-
schentransport entsteht nur dann, wenn die Raum-Zeit-Symmetrie kom-
plett gebrochen ist. Die Einheit der Potentialtiefe in (d) ist logarithmisch
dargestellt.
liegen, dass die Phase, die am Funktionsgenerator eingestellt wurde, aufgrund von
Laufzeitunterschieden in den optischen Pfaden nicht mit der Phasenverschiebung im
optischen Gitter übereinstimmt und sich die exakte räumliche Phase nicht so ein-
fach bestimmen lässt. Wie bereits vorher erwähnt, kann die Raum-Zeit-Symmetrie
ebenfalls durch Variation der Modulationsamplituden und Potentialtiefen der Git-
terharmonischen kontrolliert werden, wobei die beiden Phasen auf einen Wert π/2
eingestellt wurden. In der Abbildung (c) ist der Impuls der Atome als Funktion des
Parameters ∆A, der dieModulationsamplituden A1 und A2 miteinander koppelt und
bereits im Abschnitt 4.2.5 eingeführt wurde, nach 26 Modulationsperioden darge-
stellt. Für ∆A = 0 ist die Amplitude A2 = 0 und das Potential wird mit einer si-
nusförmigen Funktion der Frequenz ω moduliert. Im Fall ∆A = 1 ist hingegen die
Amplitude A1 = 0 und die sinusförmige Modulation wird mit der doppelten Fre-
quenz 2ω durchgeführt. In beiden Fällen ist die zeitliche Symmetrie erhalten und
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die Geschwindigkeit der Atome ist null. Dazwischen wird das Gitterpotential mit ei-
ner zeitlich asymmetrischen Modulation betrieben, wobei der Grad der Asymmetrie
durch den Parameter ∆A eingestellt werden kann. Im Experiment ist der Ratschen-
transport maximal, wenn ∆A = 0.25 ist, was mit der theoretischen Vorhersage von
0.2 gut übereinstimmt. Neben der Modulationsamplitude kann aber auch die Poten-
tialtiefe des konventionellen Gitters V1 verändert werden um den Grad der Asym-
metrie im System zu verändern. Dazu wird die Amplitude des Funktionsgenerators
FG 2A schrittweise durchgefahren und der Impuls der Atome nach 26 Perioden ge-
messen. Man beobachtet in der Abbildung (d) ein ähnliches Verhalten, wie bereits
bei der Amplitudenmodulation. Wenn die Amplitude des konventionellen Gitters zu
schwach oder zu stark ist, dann ist das System räumlich symmetrisch und der Rat-
scheneffekt verschwindet. Ein maximaler Transport wird hier bei einer Potentialtiefe
V1 = 6Er erreicht. Zusammenfassend lässt sich feststellen, dass die experimentellen
Daten sehr gut mit den numerischen Ergebnissen einer Hamiltonschen Quantenrat-
sche aus Abschnitt 4.2.5 und 4.2.6 übereinstimmen.
4.4.4 Weitere Merkmale einer Hamiltonschen Quantenratsche
Theoretische Arbeiten haben gezeigt, dass der erwartete Strom in einer Hamilton-
schen Quantenratsche von der Startzeit t0 abhängt [128]. Das liegt daran, dass die
Wellenfunktion auf die Floquet-Zustände projeziert wird, deren Transportverhalten
von der Zeit t0 abhängt und sich im weiteren zeitlichen Verlauf nicht mehr ändert.
Im Gegensatz dazu verschwindet die Information über die Startbedingungen in ei-
ner klassischen chaotischen Ratsche bereits nach wenigen Oszillationsperioden, so
dass für diesen Fall keine Abhängigkeit des Transports von t0 erwartet wird.
Im Experiment wurde daraufhin der Impuls der Atome als Funktion der Anfangs-
zeit t0 untersucht, was lediglich einer Phasenverschiebung der zeitlichenModulation
entspricht. Entsprechende experimentelle Daten sind in Abb. 4.22 (a) gezeigt, für die
in der Tat eine Abhängigkeit des mittleren atomaren Impulses von der Anfangszeit
t0 beobachtet wurde. Bei geeigneter Wahl der Startzeit t0 kann eine Verbesserung
des Transports um 30% Prozent erreicht werden. In der Abbildung ist außerdem die
Form des Potentials zum Anfangszeitpunkt an den beiden Extremstellen zu sehen.
In unserem Fall bedeutet dies, dass die Amplitudenmodulation bei einem mittel-
starken Potential beginnt und dieses dann innerhalb einer Periode abnimmt. Jeder
Datenpunkt wurde fünf mal gemessen und der statistische Mittelwert berechnet. Ei-
ne Abhängigkeit der Radiofrequenzleistung, die sich eventuell auf die Potentialtiefe
auswirkt, kann durch Messung des optischen Pulses über die komplette Messdauer
ausgeschlossen werden. Die beobachtete Variation des Transports als Funktion der
Anfangszeit t0 der Modulation stellt einen klaren Hinweis auf den vollständig quan-
tenmechanischen Charakter des Ratschentransports dar.
Neben der Startzeit t0 kann auch der Startimpuls q0 varriert werden. Dazu wird das
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Abb. 4.22: Beobachteter atomarer Impuls nach 26 Perioden des treibenden Ratschen-
potentials als Funktion der (a) Startzeit t0 und des (b) Quasi-Impulses
q0. Die Abhängigkeit von t0 gilt als wichtiger Nachweis einer Hamilton-
schen Quantenratsche. Ein Ratschentransport entsteht auch in der Nähe
der Bandkanten bei q0 = ±h¯k. Die kleine Abbildung zeigt einen besser
aufgelösten Verlauf des atomaren Impulses um den Quasi-Impuls q0 = 0.
Gitterpotential zum Zeitpunkt t = 0 mit einer konstanten Geschwindigkeit relativ
zum Bose-Einstein Kondensat bewegt. Diese Methode wird in vielen physikalischen
Experimenten in optischen Gittern verwendet, um die Wellenfunktion z.B. in einen
definierten Bloch-Zustand zu präparieren [122] (siehe auch Abschnitt 3.5). Die Mes-
sung in Abb. 4.22 zeigt den Impuls des Bose-Einstein Kondensats für unterschied-
liche Quasi-Impulse nach einer Zeit von 26 Perioden des treibenden Lichtfelds. Es
sei hier erwähnt, dass die Geschwindigkeitsverteilung der Atome im Bose-Einstein
Kondensat für diese Messung um einen Faktor 3 gegenüber der anfänglichen Vertei-
lung des expandierenden Kondensats reduziert wurde. Die Technik zur Geschwin-
digkeitsselektion von Atomen ist in Abschnitt 4.3 detailliert beschrieben. Wie sich
zeigt, bricht der Impuls und damit der Quantentransport abseits von einemGitterim-
puls q0 = 0 ein, bevor er an den Rändern der Brioullin-Zone bei einem Quasi-Impuls
von q0 = ±h¯k wieder auf einen Wert von |p| = h¯k ansteigt. Ein analoges Verhalten
wird in der Theorie vorhergesagt, da sich im Energiespektrum an den kritischen Stel-
len bei q0 = 0,±h¯k sehr dominate Kreuzungsbereiche befinden, an denen eine starke
Desymmetrisierung der transportierenden Floquet-Zustände stattfindet. In der Ab-
bildung ist weiterhin eine Messung höherer Auflösung des atomaren Impulses im
Bereich von q0 = 0 dargestellt. Hier ist die zentrale Resonanz um den Quasi-Impuls
q0 = 0 sehr deutlich sichtbar.
Zum Abschluß der Messreihe über Hamiltonsche Quantenratschen wird noch der
Einfluß derModulationsfrequenzω auf denQuantentransport untersucht. Dazuwird
die Abtastfrequenz des Funktionsgenerators, der die Form des optischen Pulses aus-
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Abb. 4.23: Abhängigkeit des Impulses von der Modulationsfrequenz ω nach einer
Zeit von 26 Perioden. Ein Transport tritt in der Nähe der Rückstoßfre-
quenzen bei ω/8ωr = 1, 2 auf. Die Größe und breite der Resonanz hängt
von der Impulsverteilung im Bose-Einstein Kondensat ab. Der schwar-
ze Kurvenverlauf entspricht einer Impulsbreite ∆q = 0.8h¯k und der rote
∆q = 0.2h¯k.
gibt, minimal verändert, was eine Änderung der Periodendauer T nach sich zieht, oh-
ne dabei die Form des Pulses zu verändern. Ergebnisse einer solchen Messung sind
in Abb. 4.23 dargestellt, wobei die Modulationsfrequenz in Einheiten von 8ωr mit
ωr = (h¯k)2/(2m) als Rückstoßfrequenz bei Absorption eines Photons aufgetragen ist.
Man erkennt eine starke Resonanz im Bereich vonω/8ωr = 1 und eine zweite schwä-
chere Resonanz mit negativem Vorzeichen bei der doppelten Modulationsfrequenz
ω/8ωr = 2. Das Auftreten eines gerichteten Transports bei Vielfachen der Rückstoß-
frequenz ist eine Folge quantenmechanischer Eigenschaften von zeitlich getriebenen
Systemen. Um den Einfluß der Geschwindigkeitsverteilung im Kondensat auf den
Ratschentransport zu untersuchen, wurde eine schmale atomare Geschwindigkeits-
klasse aus der ursprünglichen Verteilung des expandierten Bose-Einstein Kondensats
durch einen langen Bragg- gefolgt von einem kurzen Raman-Puls herausgeschnitten.
Die Impulsbreite der neuen Verteilung sinkt dadurch von ∆q = 0.8h¯k → ∆q = 0.2h¯k,
worauf dasselbe Experiment wiederholt wird, wobei experimentelle Daten in der Ab-
bildung rot markiert sind. Es zeigt sich, dass die Amplitude des Transports im Ver-
gleich zur ersten Messung um etwa einen Faktor drei größer ist und sich die Lini-
enbreite der Resonanzkurve um ω/8ωr = 1 um einen Faktor vier verkleinert. Das
bedeutet, dass ein möglicher Quantentransport einer Atomwolke in einer Ratsche
sehr stark von deren Geschwindigkeitsverteilung abhängt. Auf der anderen Seite be-
wirkt eine große Impulsbreite eine Vergrößerung der Linienbreite einer Resonanzfre-
quenz. Man beachte, dass die extrem scharfen Resonanzen die sich aus den numeri-
schen Simulationen ergeben (vgl. Abschnitt 4.2), normalerweise im Experiment nicht
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aufgelöst werden können, da die experimentellen Schwankungen zu groß sind. Eine
endliche Geschwindigkeitsverteilung führt allerdings dazu, dass diese Resonanzen
verbreitert werden und dadurch im Experiment aufgelöst werden können.
Somit gibt es mehrere experimentelle Evidenzen, die auf eine erfolgreiche Realisie-
rung einer Hamiltonschen Quantenratsche hinweisen. Zum einen (i) beobachtet man
Oszillationen im zeitlichen Verlauf der mittleren Geschwindigkeit, ein Effekt, der
durch die Interferenz verschiedener Floquet-Zustände herrührt. Zum anderen (ii)
hängt der beobachtete Transport von den Startbedingungen ab. Die Startzeit t0 wirkt
sich genauso auf den Transport aus, wie der Quasi-Impuls q0, wobei beide Effekte
quantenmechanischer Natur sind. Desweiteren beobachtet man diskrete Resonanzen
(iii) bei Vielfachen der Rückstoßfrequenzen ω = n · 8ωr (n = 1, 2).
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Im Rahmen der vorliegenden Arbeit gelang die erstmalige Realisierung einer Ha-
miltonschen Quantenratsche (nicht-dissipativ). Ein Rubidium Bose-Einstein Konden-
sat wurde einem sägezahnförmigen Lichtpotential ausgesetzt, das zeitlich periodisch
moduliert wurde. Wenn das treibende Gitterpotential zeitliche und räumliche Sym-
metrien verletzt, konnte ein gerichteter Transport von Atomen beobachtet werden,
was auf eine Desymmetrisierung der transportierenden Floquet-Eigenzustände des
getriebenen Systems zurückgeführt wird. Die erzielten Resultate stellen die Demons-
tration eines Prototyps für einenQuantenmotor dar, der einenwechselstromförmigen
Antrieb in eine gerichtete atomare Bewegung umwandelt. Zukünftig wäre es inter-
essant zunächst genauer zu untersuchen in wieweit dieser Motor Kraft auf die Atome
übertragen kann. Die Quantenratsche sollte beispielsweise in der Lage sein, bis zu ei-
nem gewissen Grad Atome gegen die Gravitation zu transportieren [149].
Mit Hilfe von Hamiltonschen Quantenratschen könnte ein weiteres Phänomen unter-
sucht werden, das unter demBegriff “absolute negative mobility” in der Fachliteratur
zu finden ist [150–152]. Dabei bewegen sich Teilchen in einem periodisch modulier-
ten Potential immer entgegen einer äußeren Kraft, was in gewisser Weise dem 2.
Newton’schen Gesetz widerspricht. Ein entsprechendes Experiment könnte folgen-
dermaßen aussehen. Wenn die Quantenratsche in einer symmetrischen Konfigurati-
on betriebenwird, dann bricht der Teilchentransport bekanntermaßen im kräftefreien
Fall ein. Im nächsten Schritt wird eine äußere Kraft hinzugefügt, so dass die Atome
zunächst in Kraftrichtung beschleunigt werden. Erhöht man allerdings die Kraft, so
dreht sich interessanterweise die Bewegungsrichtung der Atome ab einem bestimm-
ten Wert um. Ein solches System kann beispielsweise benutzt werden, um zwei ver-
schiedene Sorten von Teilchen voneinander zu trennen [153].
Ein weiterer Aspekt, der in Zusammenhang mit getriebenen Systemen untersucht
werden kann, ist ein Ratschentransport im stark korrelierten Bereich, beispielsweise
in der Nähe des Mott-Isolator Übergangs. Hierfür kann neben einer amplitudenmo-
dulierten Ratsche auch eine Kippratsche mit einem Stehwellen-Gitterpotential ver-
wendet werden [128]. In der Vergangenheit wurde bereits in einem zeitlich sym-
metrisch modulierten Gitterpotential der Übergäng vom superfluiden zum Mott-
Isolator Zustand untersucht, wobei man festgestellt hat, dass die Tunnelwahrschein-
lichkeit zwischen den Gitterplätzen eine Abhängigkeit in Form einer Besselfunkti-
on 0. Ordnung hat, in dessen Argument die Amplitude der Modulation enthalten
ist [154, 155]. Interessant wäre es, zukünftig zu untersuchen, wie sich eine zeitlich
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asymmetrisch modulierte Kippratsche in einem stark korrelierten System verhält. Mit
entsprechenden Experimenten könnte der Beginn eines neuen Kapitels der Physik in
stark korrelierten Quantengasen erschlossen werden.
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A Elektronischer Aufbau zur
Ansteuerung der
Gitter-Laserstrahlen
Erzeugung der Radiofrequenzsignale
Abb. A.1 zeigt den elektronischen Aufbau zur Ansteuerung der akusto-optischen
Modulatoren. Im linken Radiofrequenzzweig befinden sich verschiedene RF-Signale
(ωFG, ωFG ± ∆ω, Raman, Bragg), die je nach Situation dazugeschaltet werden kön-
nen und im weiteren Verlauf AOM 2 ansteuern. Auf dem rechten Zweig befindet
sich hingegen nur eine Frequenz ωFG, die AOM 1 ansteuert. Sämtliche Signale wer-
den über Funktionsgeneratoren erzeugt, die bei einer Mittenfrequenz von 57 MHz
arbeiten. Alle Funktionsgeneratoren sind miteinander an die 10 MHz Referenzfre-
quenz angeschlossen, um die Phasenstabilität der Fourier-synthetisierten Gitter zu
garantieren. Die Signale auf den beiden Frequenzzweigen werden mit einem weite-
ren Funktionsgenerator der Frequenz 143 MHz überlagert, um über einen Mischer
die notwendige Frequenz von 200 MHz für die Ansteuerung der akusto-optischen
Modulatoren zu generieren. Die Mischfrequenzen sollten so gewählt werden, dass
die kleinere Frequenz kein Vielfaches der größeren Frequenz ist, da sonst die Am-
plitude des RF-Signals zeitlich wackelt und die Amplitude der optischen Pulse von
Aufnahme zu Aufnahme schwankt. Aus der Grafik entnimmt man weiterhin, dass
der Leistungsteiler zum Hochmischen der Signale eine Verbindung zwischen beiden
Radiofrequenzzweigen ermöglicht, was dazu führt, dass sich die Radiofrequenzen
ebenfalls auf den gegenüberliegenden Zweigen befinden. Die Kombination aus Ver-
stärker und Abschwächer wirkt zusätzlich isolierend, so dass eine eindeutige Tren-
nung beider Radiofrequenzzweige sichergestellt werden kann. Das Ausgangssignal
am Mischer enthält neben der 200 MHz Trägerfrequenz verschiedene weitere Fre-
quenzkomponenten, die aus einer Kombination von Tief- und Hochpass weitestge-
hend herausgefiltert werden. Anschließend wird das Signal verstärkt und auf einen
weiteren Mischer gegeben, der eine periodische Leistungsänderung der Radiofre-
quenz für die experimentelle Umsetzung der Hamiltonschen Quantenratsche ermög-
licht. In dieser Konfiguration wird als Eingangssignal der LO-Eigang des Mischers
und als Ausgangssignal der RF-Eingang verwendet. Eine zeitliche Änderung der
Spannung am IF-Eingang wirkt sich dämpfend auf das RF-Signal am Ausgang aus,
so dass dadurch beliebige Pulsformen generiert werden können. Ein programmier-
barer Funktionsgenerator liefert dabei die elektronische Form des Pulses. Das stark
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Abb. A.1: Schematischer Aufbau der Radiofrequenzelektronik zur Ansteuerung der
beiden akusto-optischen Modulatoren. In den Radiofrequenzzweigen kön-
nen sich mehrere Frequenzen befinden (siehe grüne Box). Eine Legende
erklärt die Funktion der Bauteile.
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abgeschwächte Ausgangssignal wird erneut verstärkt undmit einer Kombination aus
Tief- und Hochpass gefiltert. Imweiteren Verlauf dient ein elektronischer Schalter zur
genauen zeitlichen Steuerung des Experiments. Zuletzt wird das Signal mit Hilfe ei-
nes Hochleistungsverstärkers auf maximal 1 W verstärkt und gelangt schließlich auf
die akusto-optischen Modulatoren.
Zeitliche Steuerung
Wie bereits in Abschnitt 4.3 beschrieben, kann eine experimentelle Sequenz aus bis
zu drei Phasen bestehen (Freifall, Vorselektion, Gitterexperiment). Das bedeutet, dass
man die entsprechenden Radiofrequenzsignale zeitlich steuern muss. Das geschieht
in unserem Aufbau durch elektronische Schalter, die in der Regel über Pulsgenera-
toren kontrolliert werden. In Abb. A.2 (a) ist die zeitliche Reihenfolge der einzel-
nen Schaltsituationen dargestellt. Nach einer Freifall-Phase, in der das Bose-Einstein
Kondensat nach Ausschalten der CO2-Laser-Dipolfalle ballistisch fällt, werden die
Schalter S7 und S8 während der gesamten Gittersequenz geöffnet. Zur Geschwin-
digkeitsselektion der Atome werden nacheinander Bragg- und Raman-Puls einge-
strahlt, wobei Schalter S1 dabei zwischen der Bragg- ωB und der Raman-Frequenz
ωR schaltet. Währenddessen werden alle anderen Frequenzen, die sich im gleichen
Zweig befinden, ausgeschaltet. Wichtig ist auch, dass die zeitliche Modulation der
Pulse deaktiviert ist. Aus diesem Grund kann Schalter S5/S6 wahlweise zwischen
einer konstanten und einer zeitlich modulierten Spannung variieren. In der eigent-
lichen Experimentierphase wird ein Fourier-synthetisiertes Gitterpotential benötigt.
Die Funktionsgeneratoren FG 2A, 2B und 2C werden über die Schalter S2 bis S4
durchgeschaltet, womit automatisch die Frequenzen für den Bragg- und Raman-Puls
blockiert werden. Am Ende werden alle notwendigen Frequenzen über einen RF-
Kombinierer zusammengeführt und zur weiteren Bearbeitung auf den entsprechen-
den Radiofrequenzzweig geschickt.
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(a)
(b) (c)
S1
S2
S3/S4=S2
ZeitT=0 Tend
S5/S6=S2
S7/S8
TBragg TRaman
Abb. A.2: (a) Schematische Darstellung der zeitlichen Sequenz zum Ansteuern der
elektronischen Schalter (S1...S8). (b) Jeder Schalter gibt wahlweise eine oder
mehrere bestimmte Frequenzen auf den Radiofrequenzzweig, die imweite-
ren Verlauf verarbeitet werden. (c) Die zeitliche Modulation der Amplitude
des optischen Pulses kann wahlweise über die Schalter S5 und S6 einge-
schaltet werden.
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B Datensatz zur Simulation der
Hamiltonschen Quantenratsche
Parameter Wert
ω(8ωr) 1.009
A1 1.209
A2 0.314
V1(Er) 2.88
V2(Er) 0.67
φ(π) 0.474
θ(π) 0.401
t0 0
Tabelle B.1: Parametersatz für die numerische Simulation der Hamiltonschen Quan-
tenratsche
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C Integrationsverfahren
C.1 Zeitentwicklungsoperator
Hier wird als Ansatz für die Zeitentwicklung eines Anfangszustandes die Dyson-
Reihe verwendet [156]
|Ψ(t)〉 = Tˆ exp
[
− i
h¯
∫ t
t0
H(τ)dτ
]
|Ψ(t0)〉 (C.1)
wobei Tˆ der Zeitordnungsoperator ist. Zerlegt man Ψ(t) in Impulszustände, so folgt
für einen kleinen Schritt ∆t
|Ψ(t + ∆t)〉 = exp
[
− ih¯
2
∆tj2
]
︸ ︷︷ ︸
U
exp
[
− i
h¯
∫ t+∆t
t
A(τ)V(x)dτ
]
︸ ︷︷ ︸
W
∑
j
pj(t) |j〉 . (C.2)
Der Term W wird noch weiter vereinfacht, indem ein Basiswechsel Q vorgenommen
wird, der V(x) diagonalisiert
W = exp

− ih¯V(x)
∫ t+∆t
t
A(τ)dτ︸ ︷︷ ︸
≈∆tA(t)


= exp
[
− i
h¯
∆tA(t)QVdiagQ
−1
]
= Q exp
[
− i
h¯
∆tVdiagA(t)
]
Q−1. (C.3)
Dabei wurde angenommen, dass A(t) sich langsam gegenüber der typischen Zeits-
kala verändert bzw., dass ∆t klein genug gewählt ist. Die zeitliche Entwicklung der
Impulsbasiskoeffizienten ergibt sich nach multiplizieren mit 〈j′| von links zu
pj(t + ∆t) = UQ exp
[
− i
h¯
∆tA(t)Vdiag jj
]
Q−1pj(t). (C.4)
103
C Integrationsverfahren
C.2 Integration durch Zerlegung
Eine effizientere Methode zur zeitlichen Integration wurde in [157] beschrieben. Die-
se vermeidet das numerisch aufwändige rekursive multiplizieren von Matrizen. Die
Wellenfunktionwird in einen Phasenanteil Φ(t) und einenAmplitudenanteil a(t) zer-
legt
|Ψ(t)〉 =
N
∑
j=−N
aj(t)Φj(t) |j〉 . (C.5)
Wird Φ(t) so gewählt, dass es
ih¯
∂ |Φ(t)〉
∂t
=
h¯2
2
j2 |Φ(t)〉 (C.6)
erfüllt, also
|Φ(t)〉 = exp
[
−i h¯
2
j2t
]
(C.7)
gilt. Setzt man C.5 in die Schrödingergleichung ein, folgt für die Amplitudenfunktion
a(t)
∂aj(t)
∂t
= −i 1
2h¯
[
Φj+1(t)
Φj(t)
aj+1(t) +
Φj−1(t)
Φj(t)
aj−1(t)
]
. (C.8)
C.7 und C.8 sind numerisch einfacher zu handhaben.
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