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Abstract
When ordinary hadronic matter composed of e.g. protons and neutrons is subjected to extremely
hot or dense conditions, it undergoes a phase transition into quark-gluon plasma (QGP), a new
phase of matter ﬁrst produced and experimentally observed in a particle accelerator only very
recently. This system is composed of almost freely moving quarks and gluons, which constitute
the basic building blocks of the gauge ﬁeld theory Quantum Chromodynamics (QCD), describing
the strong interaction.
The fundamental properties of QCD have been known for three decades now, but its com-
plicated structure has in many cases prevented accurate analytic and numerical calculations.
One such case has been the evaluation of the most fundamental thermodynamic quantity in the
theory, the pressure of QGP. For it numerical lattice studies have turned out to be possible only
at relatively small temperatures and at almost vanishing density, while analytic calculations in
perturbation theory suﬀer from poor convergence and large renormalization scale dependence
close to the critical region.
The behavior of the perturbative results can in certain cases be even dramatically improved
through diﬀerent resummation schemes, but it is nevertheless clear that to bridge the gap
between analytic and lattice computations one must continuously thrive to drive perturba-
tion theory forward. At vanishing chemical potentials one has recently reached the last order,
O(g6ln g), at which conventional perturbation theory can be applied, before fundamentally non-
perturbative infrared problems make it impossible to proceed further without resorting to lattice
methods. At µ = 0 the status of perturbative QCD has, however, until now been considerably
weaker: O(g4ln g) at ﬁnite T and µ and O(g4) at T = 0.
The main purpose of the present thesis is to generalize the recent µ = 0 computations to ﬁnite
chemical potentials thus obtaining three new perturbative orders for the pressure at ﬁnite µ. In
addition to this we will — in order to prepare for the eventual non-perturbative evaluation of
the order g6 part of the pressure — provide a numerical computation of the vacuum diagrams
of three-dimensional massive ﬁeld theories up to four loops. In the ﬁrst part of the thesis we
give an introduction to the general topic of ﬁnite-temperature QCD and to the computational
methods needed in these calculations, and then we proceed to list the three papers, where our
work has been performed.
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Chapter 1
Introduction
Quantum chromodynamics, or QCD, is the theory of the strong interaction. One of its most
remarkable features can be seen in the way a hadronic system behaves, when it is either strongly
heated or compressed. The system initially composed of individual baryons and mesons —
particles whose substructure can at lower energies be studied only indirectly — transforms at
an energy density of roughly 1 GeV/fm3 into a plasma of practically non-interacting quarks
and gluons. This deconﬁnement transition is today at the focus of considerable interest in
the high energy physics community due to the fact that quark-gluon plasma, the phase of hot
deconﬁned matter, is currently being produced in ultra-relativistic heavy-ion collisions at RHIC
in Brookhaven. A similar large-scale experiment is also being prepared at LHC in CERN.
The rapid progress in heavy-ion physics has set an important challenge for theorists. One
needs to have a solid understanding of the processes that take place in the nuclear collisions
and in particular obtain accurate numerical predictions for the diﬀerent quantities measured.
Whether or not the plasma produced in the present-day experiments has had time to thermalize
and reach an equilibrium state, it is clear that one of the most important and fundamental
quantities describing the deconﬁned phase of QCD matter is the grand potential Ω = −pV of
quark-gluon plasma. Its value is of relevance both to the study of the evolution of the heavy-ion
collision products in terms of ideal hydrodynamics, and to cosmology, as e.g. the cooling rate of
the very early universe depends on the energy and entropy densities of its content. The purpose
of the present thesis is to study the perturbative evaluation of the QCD pressure at ﬁnite quark
chemical potentials, i.e. keeping the net number densities of the quark ﬂavors arbitrary.
The thesis is based on three papers [1, 2, 3], of which the ﬁrst two deal directly with the
determination of the QCD partition function at high temperatures and ﬁnite chemical potentials.
The perturbative expansion of the quantity was previously known to order g4ln g in the gauge
coupling constant, and in Ref. [2] this result was extended to O(g6ln g) verifying at the same
time analytically the outcome of an old order g4 computation [4] for the zero-temperature
pressure. In Ref. [1] these results were then applied to the computation of the quark number
susceptibilities at high temperatures and vanishing chemical potentials, and in analogy with
Ref. [2] the results were found to be in good agreement with four-dimensional lattice data. The
third paper of the thesis, written in collaboration with York Schro¨der, is on the other hand
based on somewhat diﬀerent work consisting of the numerical evaluation of all four-loop vacuum
diagrams of massive three-dimensional ﬁeld theories. As will be seen in the later chapters, this
computation represents an important step towards the ultimate goal of determining the high-
temperature expansion of the QCD pressure up to order g6, where its ﬁrst non-perturbative
contributions enter.
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A common denominator to all the work presented in this thesis is the necessity to evaluate
complicated Feynman diagrams. This is a generic feature of many present-day perturbative
computations, and developing new techniques for these purposes has recently evolved into an
entire branch of theoretical physics. The main contribution of the present work to this highly
involved science is in developing new methods for the evaluation of multi-loop diagrams at ﬁnite
temperatures and chemical potentials [2], but in addition to this we have in Ref. [3] presented
new numerical results for four-loop vacuum bubbles in three dimensions. As these computations
are both new and non-trivial, we have chosen as one of the main objectives of this introductory
part of the thesis to present a relatively detailed introduction to the most important analytic
techniques used in these papers. We have, however, wanted to avoid a repetition of the material
of Refs. [1, 2, 3], and will therefore extend the treatment to include e.g. a study of the properties
of the special functions encountered in the multi-loop computations.
The thesis is organized as follows. In chapter 2 the theoretical structure of QCD is reviewed
and some of the most fundamental results of ﬁnite-temperature ﬁeld theory are presented. A
special emphasis is given to the construction of the partition function of non-Abelian gauge
ﬁeld theories and to the derivation of general rules for ﬁnite-temperature perturbation theory.
Chapter 3 is then devoted to describing the history and present status of the perturbative
determination of the QCD pressure, and we analyze in particular how the description of the full
four-dimensional theory can at high temperatures be reduced into studying three-dimensional
eﬀective ones. The special features encountered when trying to approach the limit of small
temperatures and large chemical potentials in the perturbative expansion are highlighted as
well.
Chapter 4 contains a somewhat thorough review and analysis of the results of Refs. [1, 2].
We extend the discussion of Ref. [2] by studying the renormalization scale dependence of the
perturbative expansion of the pressure and by making comparisons with the results of a very
recent lattice computation of Allton et al. [7]. In chapter 5 we then ﬁnally draw conclusions,
while the appendices contain an introduction to the analytic methods used in Ref. [2] to compute
three-loop diagrams in ﬁnite-temperature QCD and in Ref. [3] to evaluate massive four-loop
diagrams in three-dimensional ﬁeld theories. Due to the highly technical and rather lengthy
nature of this part we have wanted to keep it separate from the main body of the text.
Throughout the thesis we will work in natural units, i.e. we set c =  = kB = 1. Other
notational conventions will be ﬁxed at the end of chapter 2.
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Chapter 2
Basics of QCD thermodynamics
In this chapter we will present a brief introduction to the general properties of QCD and to
the basic principles of statistical mechanics. We will especially concentrate on deriving a proper
functional integral representation for the QCD partition function, and end the chapter by listing
the ﬁnite-temperature Feynman rules for the theory. More detailed presentations on the subject
can be found e.g. in Refs. [8, 9, 10].
2.1 General properties of the theory
Quantum chromodynamics is a renormalizable non-Abelian gauge ﬁeld theory developed in the
early 1970’s to describe the observed features of the strong interaction [12]. Its symmetry
group is the color group SU(3), but for the sake of completeness we will in this work consider
a more general case of SU(N) keeping the number of colors N a free parameter. The basic
constituents of the theory are then the N2− 1 gauge bosons, gluons, and the nf ﬂavors of spin-
1/2 fermions, quarks, whose bound states the hadrons are. The gluons belong to the adjoint
representation of the gauge group and are denoted by Aaµ, where µ = 0, ..., 3 is a Lorentz and
a = 1, ..., N2 − 1 a color index. The quarks on the other hand transform according to the
fundamental representation of SU(N) and are here assembled into a single 4Nnf -component
spinor ψ with Dirac, color and ﬂavor indices suppressed. In nature the number of ﬂavors is of
course six, corresponding to the up, down, strange, charm, top and bottom quarks. The last
three have, however, masses above the GeV-scale, and as the particles with masses larger than
the energy scale of interest (here a few hundred MeV) very eﬃciently decouple, we have in all
practical applications nf ≤ 3. In this work we will furthermore regard all relevant quark ﬂavors
as massless, making nf = 2 often the most realistic value of the parameter.
One of the most fundamental properties of QCD is its asymptotic freedom [13, 14], which
states that at large energies the gauge coupling constant g of the theory approaches zero. This
can be seen most easily from the running of the coupling as obtained from the leading order
solution to the renormalization group equation,
g2(Λ) =
24π2
(11N − 2nf )ln(Λ/ΛQCD) , (2.1)
where Λ is the renormalization scale and ΛQCD ∼ 150 MeV a free parameter corresponding
to the characteristic energy scale of the theory. Asymptotic freedom implies that at very small
distances the behavior of QCD tends to that of a free ﬁeld theory making the use of perturbation
theory feasible in the description of hard processes such as deep inelastic scattering. From
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Figure 2.1: A schematic phase diagram of QCD [15] in terms of the independent variables
temperature and quark chemical potential µ = µB/3.
the thermodynamic point of view this means that at least in the limit of asymptotically high
temperatures or chemical potentials one might expect a perturbative approach to be fruitful in
the computation of the partition function. This is an important observation, and its validity
will be examined in the following chapters.
Before moving on to a more quantitative description of QCD thermodynamics let us brieﬂy
review the present understanding of the phase structure of the theory, which is summarized in
Fig. 2.1. The (µ-T )-plane is divided into three parts corresponding to the three fundamental
phases of strongly interacting matter. At temperatures below Tc ∼ 160 MeV and chemical
potentials below µc ∼ 350 MeV, QCD matter appears in the form of hadrons in either a liquid
or a gaseous form depending on the values of µ and T . There is a ﬁrst order liquid-gas transition
line originating from the ground state of nuclear matter at (µ, T ) = (308, 0) MeV and ending at
a critical endpoint at T ∼ 10 MeV. Above this temperature there is merely a smooth cross-over
from the dilute gaseous phase into the more dense liquid phase.
At temperatures and chemical potentials higher than Tc and µc, strongly interacting matter
appears in a deconﬁned phase, where the quarks are liberated from their conﬁnement. There
is again a ﬁrst order transition line dividing the hardonic and deconﬁned phases, which starts
from approximately (350, 0) MeV and ends at a critical point at roughly (240, 160) MeV. If the
matter is even more dilute than this, the transition is believed to become a cross-over. The
details of this pattern are, however, strongly dependent on the number of ﬂavors as well as the
values of the quark masses (see e.g. Ref. [16]).
The deconﬁned phase of QCD is further composed of two distinct parts. At high temperatures
strongly interacting matter forms a color-neutral plasma of almost freely moving quarks and glu-
ons — the quark-gluon plasma — the equilibrium thermodynamics of which we will study in the
present thesis. At low temperatures and large chemical potentials the properties of the system
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are on the other hand completely diﬀerent, as its behavior is dominated by an attractive inter-
action between two quarks lying on the Fermi surface. Analogously to the electromagnetic case
these quarks form Cooper pairs, which now constitute the ground state of a third fundamental
phase of strongly interacting matter, the color superconductor [17]. The superconducting phase
has a rich internal structure on the (µ-T )-plane composed of e.g. a color-ﬂavor locked and a
crystalline phase, and it terminates in a melting transition at a temperature of the order of sev-
eral MeV (for a review, see Ref. [18]). The description of these phenomena is, however, outside
the scope of the present thesis.
2.2 Quantum statistical mechanics
To prepare for the main topic of our presentation, the perturbative evaluation of the QCD
pressure, let us ﬁrst consider the thermodynamics of a general grand canonical ensemble, i.e. a
system which can freely exchange energy and particles with its surroundings. Its most impor-
tant equilibrium properties can be straightforwardly obtained as soon as one has computed the
corresponding partition function, which is deﬁned as the trace of the density operator taken over
all the quantum states of the system,
Z(V, T, {µi}) ≡ Tr ρ = Tr exp
[− β(H −∑
i
µiNi
)]
. (2.2)
Here H is the Hamiltonian, Ni are the conserved number operators, µi the corresponding chem-
ical potentials and β ≡ 1/T . Quantities such as the pressure, entropy and diﬀerent particle
numbers are available as ﬁrst derivatives of Z through the fundamental relations
P = T
∂ lnZ
∂V
, (2.3)
S =
∂(T lnZ)
∂T
, (2.4)
Ni = T
∂ lnZ
∂µi
, (2.5)
and the internal energy can furthermore be expressed as a linear combination of these. Diﬀerent
response functions, such as the susceptibilities,
χijk... ≡ ∂
nP
∂µi∂µj∂µk...
, (2.6)
are as well directly obtainable as higher derivatives of the partition function, and thermal aver-
ages of diﬀerent operators can be determined through the formula
〈A〉 = 1
Z
Tr (ρA). (2.7)
Apart from a few special cases, such as non-interacting systems, the partition function is
unfortunately only rarely obtainable by analytically performing the trace of Eq. (2.2) as an
explicit sum over the diﬀerent energy eigenstates. In ﬁeld theories a useful general representation
for Z can, however, be obtained by using an obvious analogy to the functional integral form of
the transition amplitude in zero-temperature quantum ﬁeld theory. The trace appearing in the
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deﬁnition of the partition function can namely be written as an integral1 over the states of the
system as
Z =
∫
dφ 〈φ | exp[− β(H −∑
i
µiNi
)] |φ〉, (2.8)
and regarding the integrand as a transition amplitude over an imaginary time −iβ we get for a
neutral scalar ﬁeld (τ = it)
Z =
∫
per.
Dφ exp[− ∫ β
0
dτ
∫
d3xL], (2.9)
and for a charged Dirac ﬁeld
Z =
∫
antiper.
Dψ¯Dψ exp[− ∫ β
0
dτ
∫
d3x
(L − µψ†ψ)]. (2.10)
As in indicated here, the boundary conditions require the bosonic ﬁeld to be periodic on the
interval [0, β], whereas the fermionic ﬁeld is antiperiodic,
φ(τ = 0) = φ(τ = β), (2.11)
ψ(τ = 0) = −ψ(τ = β), (2.12)
ψ¯(τ = 0) = −ψ¯(τ = β). (2.13)
While the ﬁrst of these relations is trivial, the origin of the latter two can be found from the
Grassmannian nature of the integration variables in Eq. (2.10).
Above we have adopted a notation, in which ψ† is regarded as a function of ψ¯,
ψ† ≡ ψ¯γ0, (2.14)
and all trivial normalization factors of the functional integrals are suppressed. The choice of
the imaginary time formalism, on the other hand, implies that we from now on work exclu-
sively in Euclidean metric with the identiﬁcation x0 → −ix0. This means that in all standard
Minkowskian equations we must make the substitutions
xµxµ ≡ x20 − x2i → −x20 − x2i ≡ −xµxµ (2.15)
γi → −iγi, (2.16)
which renders all γ-matrices Hermitean according to the convention chosen. The time variable
τ will henceforth be always denoted by x0.
It is well known that the analytic evaluation of functional integrals appearing in interacting
ﬁeld theories is in general impossible. Apart from a numerical approach, the only method
available for us to compute the integrals of Eqs. (2.9) and (2.10) for a given Lagrangian is usually
to resort to a perturbative approach, i.e. to expand the interaction part of the exponentiated
action in a series in the coupling constant. This reduces the determination of the partition
function to the evaluation of the connected vacuum diagrams of the theory with the main
diﬀerence to the zero-temperature case being just the replacement of the momentum space loop
integrals by sum-integrals — a direct consequence of the ﬁniteness of the temporal direction
in the coordinate space. In the next sections we will see an explicit example of the ﬁnite-
temperature machinery in action, as we now move on to apply the above general discussion to
the special case of QCD starting from the very basics, i.e. Eq. (2.2).
1To be speciﬁc, a functional integral over the space of normalizable and suitably smooth coordinate space
functions.
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2.3 Construction of the QCD partition function
We deﬁne massless quantum chromodynamics by the bare Euclidean Lagrangian density
LQCD = 14 F
a
µνF
a
µν + ψ¯ /Dψ, (2.17)
where the ﬁeld strength tensor and the covariant (fermionic) derivative read
F aµν ≡ ∂µAaν − ∂νAaµ + gfabcAbµAcν , (2.18)
Dµ ≡ ∂µ − igAµ ≡ ∂µ − igAaµT a (2.19)
and where we have, as usual, deﬁned
/D ≡ γµDµ. (2.20)
The symbols T a, a = 1, ..., N2 − 1, denote the generators of the fundamental representation of
SU(N) and are N ×N matrices in color space. They are used to deﬁne the usual antisymmetric
and symmetric structure coeﬃcients fabc and dabc through the relations[
T a, T b
]
= ifabcT c, (2.21)
{T a, T b} = idabcT c, (2.22)
and the antisymmetric coeﬃcients furthermore act as the generators of the adjoint representation
of the gauge group as
(τa)bc ≡ ifabc, (2.23)[
τa, τ b
]
= ifabcτ c. (2.24)
In this work we, however, stick to the convention of writing them out explicitly; e.g. the covari-
ant derivative D will in the following always refer to that of the fundamental representation,
Eq. (2.19). Another convention we have chosen is to write all indices of the adjoint representation
as superscripts.
As can be straightforwardly veriﬁed, the QCD action is invariant under the local gauge trans-
formations
Aµ ≡ AaµT a → Ω−1AµΩ+
i
g
(
∂µΩ−1
)
Ω, (2.25)
ψ → Ωψ, (2.26)
where the transformation matrix Ω reads
Ω = exp
[
igT aαa
]
(2.27)
and αa are arbitrary smooth functions. This causes a problem when trying to evaluate the
partition function of the theory, as a proper gauge condition must be imposed on the ﬁelds
in order to avoid an overcounting of degrees of freedom: we must be able to choose a unique
representative from all gauge orbits to contribute to the quantity. In the following we will brieﬂy
explain how this can be implemented in the functional integral representation of ZQCD starting
from its deﬁnition
ZQCD = Tr exp
[− β(H −∑
f
µfNf
)]
. (2.28)
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Here the sum runs over all relevant quark ﬂavors, and the corresponding chemical potentials µf
may be assumed independent as long as we are dealing with energies suﬃciently below the scale
of the weak interactions, mW .
A convenient choice for the present purposes is to work in the A0 = 0 (temporal) gauge, which
leads to a relatively simple algebra but has the disadvantage of not ﬁxing the gauge completely
(see e.g. Refs. [10, 11]). The Lagrangian now reads
Ltemp =
∫
d3x
{
1
2
A˙ai A˙
a
i +
1
4
F aijF
a
ij + ψ¯γiDiψ + ψ
†∂0ψ
}
, (2.29)
and deﬁning the canonical momenta corresponding to the coordinates Ai in the usual way,
Πai ≡
δL
δA˙ai
= A˙ai , (2.30)
we obtain as the Hamiltonian
Htemp ≡
∫
d3xH =
∫
d3x
{
1
2
ΠaiΠ
a
i −
1
4
F aijF
a
ij − ψ¯γiDiψ − ψ†∂0ψ
}
. (2.31)
Despite the gauge ﬁxing, we still have the freedom to make gauge transformations independent
of x0. This is a consequence of the fact that the Gauss law,
Ga ≡ ∂iF ai0 + gfabcAbiF ci0 + T aψ†ψ = 0, (2.32)
where Ga is the generator of time-independent gauge transformations, doesn’t appear in the
Hamiltonian equations of motion
Π˙ai = −
δH
δAai
, A˙ai =
δH
δΠai
. (2.33)
When evaluating the partition function we thus must impose Eq. (2.32) explicitly on the states
contributing to the result, which is most easily accomplished by including the operator
P =
∫
Λ(∞)=0
DΛexp[iβ ∫ d3xΛaGa] (2.34)
into the deﬁnition of the partition function, where it acts as a projector onto the space of physical
states. As is indicated above, only ﬁelds Λ, which vanish at spatial inﬁnity, contribute to P .
Following the treatment of Refs. [10, 11], we now substitute P into Eq. (2.28) in the form
ZQCD = lim
n→∞Tr
(
P exp
[
− β(Htemp −∑
f
µfNf
)
/n
])n
, (2.35)
which after the repeated use of the standard completeness relation and the renaming of the
integration variable Λ as A0 leads to the functional integral representation
ZQCD =
∫
Aµ per.
ψ antip.
DAµDΠiDψ¯Dψ (2.36)
× exp
[
−
∫ β
0
dx0
∫
d3x
{
H− iΠai ∂0Aai − iAa0(∂iδab − gfabcAci )Πbi − ψ† (iAa0T a + µ)ψ
}]
.
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Here we have chosen periodic boundary conditions2 for theA0 ﬁeld and have furthermore denoted
µ ≡ diag(µ1, µ2, ..., µnf ). (2.37)
The integral over the conjugate momenta in Eq. (2.36) is of a trivial Gaussian form and its
subsequent evaluation leads us to the familiar expression
ZQCD =
∫
Aµ per.
ψ antip.
DAµDψ¯Dψ exp
[− ∫ β
0
dx0
∫
d3x
(LQCD − ψ†µψ)], (2.38)
analogous to the general results of Eqs. (2.9) and (2.10). This form of the partition function
however still contains excess gauge freedom, as it — due to the periodicity choice made above
— is invariant under SU(N) gauge transformations periodic in the temporal direction,
Ω(x0 = β) = Ω(x0 = 0). (2.39)
This renders the functional integral singular due to the inﬁnite volume of the corresponding
local gauge group,3
VΩ ≡
∫
Ω per.
∈ SU(N)
DΩ = ∞, (2.42)
and implies that we must attempt to modify Eq. (2.38) in order to be able to factor out a piece
proportional to this integral.
To ﬁx the gauge freedom remaining in the above form of ZQCD, let us now introduce the
covariant gauge condition
F a[A] ≡ ∂µAaµ − fa = 0, (2.43)
where fa is an undetermined function of x. Following the standard Faddeev-Popov procedure
we insert the functional
∆[A] ≡
∫
Ω per.
∈ SU(N)
DΩ δ[F a[AΩ]], (2.44)
where AΩ denotes the gauge transformed ﬁeld of Eq. (2.25), into Eq. (2.38) in the form ∆∆−1 =
1. Using the gauge invariance properties of the action
S ≡
∫ β
0
dx0
∫
d3x
(LQCD − ψ†µψ), (2.45)
2This is based on mere computational convenience. It has been shown by Montonen (see Ref. [11]) that in the
temporal gauge the partition function is actually independent of the boundary conditions of Λ.
3Despite the compactness of SU(N), the locality of the gauge invariance makes the volume of the group inﬁnite.
The integration measure is deﬁned in such a way that in an inﬁnitesimal region we may write
DΩ =
∏
x,a
dαa(x) (2.40)
and that the relation ∫
DΩ f [Ω] =
∫
DΩ f [ΩΩ′] (2.41)
holds, where Ω′ denotes an independent gauge transformation (see Refs. [19, 20, 21]).
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of the functional ∆ and of the integration measure DAµ, we then obtain
ZQCD =
∫
Aµ per.
ψ antip.
DAµDψ¯Dψ exp
[− S[A]]
=
∫
Aµ per.
ψ antip.
DAµDψ¯Dψ∆−1[A]
∫
Ω per.
∈ SU(N)
DΩ δ[F a[AΩ]] exp[− S[A]]
=
∫
Ω per.
∈ SU(N)
DΩ
∫
AΩµ per.
ψ antip.
DAΩµDψ¯Dψ∆−1[AΩ]δ[F a[AΩ]] exp
[− S[AΩ]], (2.46)
where we in the ﬁnal stage may clearly drop the Ω-integral as a trivial constant factor. This
ﬁnally gives us the result
ZQCD =
∫
Aµ per.
ψ antip.
DAµDψ¯Dψ∆−1[A]δ[F a[A]] exp
[− S[A]], (2.47)
from which all excess gauge freedom has been removed.
What remains to be done is to express the functional ∆−1 in a more practical form, which
can be achieved by writing it as a Faddeev-Popov determinant
∆−1[A] = det
(
δF a(x)
δαb(x′)
)∣∣∣∣
Fa=0
≡ detMab, (2.48)
a relation straightforwardly veriﬁable using Eq. (2.40). The determinant can, on the other hand,
be expressed in the form of a standard Gaussian integral over Grassmannian ‘ghost’ ﬁelds η, η¯,
detMab =
∫
η per.
Dη¯Dη exp
[
−
∫ β
0
dx0
∫
d3x
∫ β
0
dy0
∫
d3y η¯a(x)Mab(x, y)ηb(y)
]
, (2.49)
where the integration variables obey periodic boundary conditions on the interval [0, β] as a
result of the invariance of the partition function under periodic gauge transformations. This
appearance of anticommuting but periodic ﬁelds in the theory is thus merely a simple conse-
quence of the choice we made for the boundary conditions of A0. Other choices would have been
possible, too, but would result in computational problems later.
Inserting the above ghost ﬁeld representation of ∆−1 into Eq. (2.47) together with the explicit
form of Mab,
Mab(x, y) = ∂µ
{(
∂µδ
ab + gfabcAcµ
)
δ(x− y)
}
, (2.50)
we have now successfully reduced the partition function into a well-deﬁned form. It can be
applied to practical calculations as soon as the remaining δ-functional has been removed, which
is easily achieved by multiplying the functional integral by the factor
exp
[
− 1
2ξ
∫ β
0
dx0
∫
d3x(fa(x))2
]
, (2.51)
and subsequently integrating over the functions fa, on which the partition function clearly
cannot depend. This leads us to the ﬁnal result
ZQCD =
∫
Aµ per.
ψ antip.
DAµDψ¯DψDη¯Dη exp
[
−
∫ β
0
dx0
∫
d3xLeﬀ
]
, (2.52)
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where the eﬀective Lagrangian density Leﬀ is given by
Leﬀ = LQCD + 12ξ (∂µA
a
µ)
2 − ψ†µψ + η¯a
(
∂2δab + gfabcAcµ∂µ
)
ηb. (2.53)
From this point on this functional integral serves as the deﬁnition of the partition function for
us.
2.4 Feynman rules for ﬁnite-temperature QCD
Not surprisingly, it is impossible to analytically evaluate the integrals in Eq. (2.52). The formula
can, however, be used as the starting point of a perturbative treatment, which relies on the small
value of the coupling constant at large energies and amounts to expanding the integrand in a
power series in g. We will now demonstrate the procedure by ﬁrst considering the case of a
generic scalar ﬁeld theory deﬁned by its action S[φ].
Let us start by dividing the action into a free quadratic part S0 and an interaction part SI by
S = S0 + SI . (2.54)
An expansion of the partition function in powers of SI ,
Z =
∫
Dφ exp[− (S0 + SI)] = ∞∑
n=0
(−1)n
n!
∫
Dφ exp[− S0]SnI , (2.55)
then reduces the determination of the functional integral into the evaluation of expectation
values of diﬀerent products of ﬁeld operators. Using Wick’s theorem, these functions can be
represented in terms of ordinary coordinate space integrals, which contain in the integrands the
two-point functions, or propagators,
∆(x− y) ≡ 1
Z
∫
Dφ exp[− S0]φ(x)φ(y). (2.56)
The integrals are graphically represented by the famous Feynman diagrams, in which each line
represents the propagator ∆(x − y) and each vertex, which correspond to the diﬀerent terms
of the interaction part of the Lagrangian, a four-dimensional integration variable x. As can be
straightforwardly veriﬁed (see e.g. Ref. [8]), the computation of the partition function is equiva-
lent to evaluating all connected vacuum diagrams that can be drawn using the propagators and
vertices of the theory. In practice almost all diagrammatic calculations are however performed
in momentum space, where the propagators represent momenta ﬂowing through the graph.
Returning to the special case of QCD, the separation of the action gives
S0 =
∫ β
0
dx0
∫
d3x
{
− 1
2
Aaµ
(
δµν∂
2 −
(
1− 1
ξ
)
∂µ∂ν
)
Aaν + ψ¯
(
/∂ − γ0µ
)
ψ + η¯a∂2ηa
}
,(2.57)
SI = Seﬀ − S0 ≡
∫ β
0
dx0
∫
d3xLeﬀ − S0 (2.58)
= g
∫ β
0
dx0
∫
d3x
{
gfabcfadeAbµA
c
νA
d
µA
e
ν + f
abc(∂µAaν)A
b
µA
c
ν − iψ¯ /Aψ + fabcη¯aηaAcµ
}
,
from where we can immediately read oﬀ the inverse propagators in coordinate space recalling
the result of the Gaussian functional integral (as well as its fermionic counterpart)
1
Z
∫
Dφ exp
[
− 1
2
∫ β
0
dx0
∫
d3xφ(x)∆−1(x− y)φ(x)
]
φ(x)φ(y) = ∆(x− y). (2.59)
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The momentum space representations of the actual propagators can then be obtained by solving
the corresponding Green’s function equations, which is easily accomplished by means of Fourier-
transforming. In the ﬁnite-temperature case a transform consists of a three-dimensional integral
over the spatial part of the momentum and a sum over the discrete values of its zero-component.
Suppressing the diagonal color parts of the propagators we easily get
(∆A)µν(P ) ≡ = 1
P 2
(
δµν − (1− ξ)PµPν
P 2
)
, (2.60)
∆ψ(P ) ≡ = 1/P =
/P
P 2
, (2.61)
∆η(P ) ≡ = 1
P 2
, (2.62)
where the zero-components of the bosonic (including ghosts) and fermionic momenta read
(p0)bos. = 2πnT, n ∈ Z, (2.63)
(p0)ferm. = (2n+ 1)πT − iµ, n ∈ Z, (2.64)
respectively. The exact forms of these Matsubara frequencies are dictated by the periodicity
conditions of the diﬀerent ﬁelds in the temporal direction.
The vertex functions of the theory are available directly from Eq. (2.58) and read in momentum
space
α a
δ d
bβ
cγ
= −g2
{
feabfecd(δαγδβδ − δαδδβγ) +
(
b
β
↔ c
γ
↔ d
δ
)}
, (2.65)
α a
β b γ c
P
R Q
= igfabc
{
δαβ(P −Q)γ + δβγ(Q−R)α + δαγ(R− P )β
}
, (2.66)
α a
j i
= gγµ(T a)ij , (2.67)
α a
c b
P
= igfabcPµ, (2.68)
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where the notation in Eq. (2.65) implies a cyclic permutation of the index pairs (b, β), (c, γ)
and (d, δ). Apart from trivial factors of i, there are only two diﬀerences to the familiar zero-
temperature Feynman rules, which both are due to the discrete nature of the zero-components of
the momenta: the p0 δ-functions appearing in the vertices are replaced by Kronecker δ-symbols,
δ(4)(P ) → β
2π
δ(3)(p)δp0,0, (2.69)
which ensures the conservation of momenta. In addition, conventional four-dimensional loop
integrals are replaced by sum-integrals,∫
d4p
(2π)4
→ T
∑
p0/{p0}
∫
d3p
(2π)3
, (2.70)
where p0 stands for bosonic and {p0} for fermionic momenta. Symmetry factors on the other
hand remain unchanged at ﬁnite temperature, as does the rule of assigning a factor −1 to each
fermion and ghost loop. This is again merely a trivial consequence of the anti-commuting nature
of the Grassmannian variables.
Having now deﬁned a functional integral representation for the partition function and obtained
the necessary Feynman rules, it is natural to start considering the computation of speciﬁc di-
agrams. The analytic evaluation of sum-integrals is an interesting ﬁeld of study in itself, and
the techniques used in the calculations are constantly evolving. The traditional method relies
on transforming the p0 sums into contour integrals by the Residue theorem, but this becomes
increasingly diﬃcult when the number of loops in a diagram increases. In the appendix B of
the present thesis we will introduce a more evolved scheme developed for the calculation of
multi-fold sum-integrals at vanishing chemical potentials in Ref. [5] and generalized to µ = 0
in Refs. [2, 22], and give speciﬁc examples of its application. The method consists of Fourier-
transforming the spatial integrals into coordinate space, which makes it possible to evaluate the
sums analytically and leads to the computation of one-dimensional hyperbolic integrals in the
end. In the next three chapters we, however, restrict ourselves to only quoting the results for
the diﬀerent graphs and leave the explicit computations to the appendices. For now we instead
concentrate on the physics involved in the computation of the partition function of QCD.
2.5 Notation
To ﬁnish the chapter we introduce some notation that will be in frequent use in the following.
Using the generators of the fundamental representation of SU(N) as well as the antisymmetric
structure coeﬃcients, we deﬁne four group theory factors (see e.g. Ref. [23]) through
CAδ
cd ≡ fabcfabd = Nδcd, (2.71)
CF δij ≡ (T aT a)ij = N
2 − 1
2N
δij , (2.72)
TF δ
ab ≡ TrT aT b = nf
2
δab, (2.73)
Dδcd ≡ dabcdabd = N
2 − 4
N
δcd, (2.74)
where the trace is taken over both color and ﬂavor indices. The dimensions of the adjoint and
fermionic representations of the gauge group will henceforth be denoted by
dA ≡ δaa = N2 − 1, (2.75)
dF ≡ δii = dATF /CF = Nnf . (2.76)
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For certain frequently occurring combinations of special functions we will apply the abbrevi-
ations
ζ ′(x, y) ≡ ∂xζ(x, y), (2.77)
ℵ(n, z) ≡ ζ ′(−n, z) + (−1)n+1 ζ ′(−n, z∗), (2.78)
ℵ(z) ≡ Ψ(z) + Ψ(z∗), (2.79)
where ζ denotes the Riemann zeta function and Ψ is the digamma function
Ψ(w) ≡ Γ
′(w)
Γ(w)
(2.80)
The properties of these functions will be examined in the appendix B of the present thesis.
The chemical potentials will henceforth usually appear in the dimensionless combinations
µ¯ ≡ µ/(2πT ), (2.81)
z ≡ 1/2− iµ¯, (2.82)
and in the context of considering the zero temperature partition function the following abbrevi-
ation will be used: ∑
f
µ2f ≡ µ2. (2.83)
In sums over a single ﬂavor index the subscript f in µf is usually suppressed.
Even though we have so far been working strictly in four dimensions, we will throughout
the following chapters apply dimensional regularization and use d = 4 − 25. The momentum
integration measure and the notation used for sum-integrals from here onwards read∫
p
≡
∫
dd−1p
(2π)d−1
= Λ−2
(
eγΛ¯2
4π
)∫ dd−1p
(2π)d−1
, (2.84)
∑∫
P/{P}
≡ T
∑
p0/{p0}
∫
p
, (2.85)
where Λ¯ ≡ (4πe−γ)1/2Λ is the scale parameter of the MS renormalization scheme we have
adopted and γ is the Euler-Mascheroni constant. The excess factor of Λ−2 in Eq. (2.84) will be
suppressed in the appendices.
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Chapter 3
Perturbative evaluation of the QCD
pressure
We are now ready to start applying the perturbative machinery to the evaluation of the QCD
partition function. This is done assuming the energy density of the system to be large enough
to guarantee that we work in the deconﬁned phase and that the coupling constant is suﬃciently
small for the expansion of the functional integral to be well-deﬁned. In this chapter we review
some of the most important work that has been performed during the last three decades to drive
perturbation theory to new orders, but at the same time keep the main focus on the present
status of the computations. The motivation of the multi-loop calculations will be addressed in a
later chapter by quantitatively examining the convergence properties of the perturbative series
of the pressure.
3.1 A historical overview
As soon as the status of QCD as the correct1 theory of the strong interactions had been es-
tablished and the formalism necessary to deal with non-Abelian gauge ﬁeld theories at ﬁnite
temperatures developed, interest towards the perturbative determination of the QCD pressure
began to rise. The leading order result for the quantity could be obtained immediately, as at
vanishing coupling the theory reduces to a trivial one containing just non-interacting quarks and
gluons. The pressure of such a system is given by the Stefan-Boltzmann law and reads
pQCD(g = 0) ≡ pSB = π
2T 4
45
(
N2 − 1 + 7Nnf
4
)
+
N
6
T 2
∑
f
µ2f +
N
12π2
∑
f
µ4f . (3.1)
The ﬁrst non-trivial ﬁnite-temperature computation was on the other hand the determination
of the order g2 correction to this result, which was carried out independently by Shuryak and
Chin in 1978 [24]. This calculation consisted of evaluating the one- and two-loop vacuum graphs
of the theory (see Fig. 3.1) and produced a sizable contribution to the pressure,
∆pQCD = −(N
2 − 1)g2
16
{
T 4
9
(
N +
5nf
4
)
+
T 2
2π2
∑
f
µ2f +
1
4π4
∑
f
µ4f
}
. (3.2)
The T = 0 part of this expression was, however, known already beforehand from a computation
of Freedman and McLerran [4], to which we will return soon.
1According to our present understanding.
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a.
b.
c.
Figure 3.1: The one-, two- and three-loop Feynman diagrams contributing to the QCD partition
function. Diagrams containing ghost lines have been suppressed.
Motivated by the magnitude of the O(g2) term, it was natural to attempt evaluating the
pressure further to three loops. It was however well understood, based on an analogy with
scalar ﬁeld theories (see e.g. Ref. [25]), that conventional perturbation theory ceases to work at
this order due to uncancelled infrared (IR) divergences originating from the ring diagrams of
Fig. 3.1 c. The problem can be cured only through an all-orders summation of the IR sensitive
graphs, which gives a ﬁnite contribution to the pressure, but at the same time produces the ﬁrst
signs of non-analytic behavior in g2 to the perturbative expansion. The resulting order g3 and
g4ln g terms for the high-temperature pressure were ﬁrst obtained by Kapusta [26] and Toimela
[27] in 1979 and 1983, respectively.
The next O(g4) and O(g5) corrections to the pressure at vanishing chemical potentials were
computed over a decade later by Arnold, Zhai and Kastening [5, 28], who made a signiﬁcant
contribution to the ﬁeld of ﬁnite-temperature ﬁeld theory by radically developing the compu-
tational methods used to evaluate sum-integrals. This was soon followed by another important
work of Braaten and Nieto [29], who were the ﬁrst to fully exploit the machinery of dimensional
reduction [30, 31] in this particular problem by showing how all terms in the perturbative se-
ries non-analytic in g2 could be obtained using eﬀective three-dimensional theories. Recently
Kajantie, Laine, Rummukainen and Schro¨der [32, 33] have used the same approach to drive the
expansion of the pressure even one step further, order g6ln g, in an impressive calculation involv-
ing four-loop diagrammatics in the eﬀective theories and an extensive use of the Form program
[35] designed for symbolic manipulation. This result has since then been generalized also to
the case of ﬁnite chemical potentials by the present author in Ref. [2], where the perturbative
orders g4 through g6ln g were simultaneously covered by generalizing the calculational methods
of Ref. [5] to ﬁnite µ and taking full advantage of the existing O(g6ln g) result at µ = 0.
As has been known for a long time [36], high-temperature perturbation theory runs into
serious infrared problems again at order g6. This time they can be overcome only by applying
genuinely non-perturbative methods, as can be most straightforwardly veriﬁed by investigating
the IR structure of diagrams of the general type
.... . (3.3)
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A simple power-counting (see e.g. Ref. [8]) reveals that all similar graphs with at least 5 loops
contribute to the partition function starting at order g6, which necessitates the computation
of an inﬁnite number of diagrams in order to obtain the next term in the expansion of the
pressure. Unlike in the case of the ring sum, no computational method has been found to enable
the simultaneous treatment of the whole class of IR sensitive graphs, making it impossible to
proceed further without resorting to lattice QCD. The eﬀective theory approach has, however,
helped one to isolate the non-perturbativity to a three-dimensional pure Yang-Mills theory,
where lattice studies are considerably easier and less expensive than in the full four-dimensional
QCD. We will return to the implications of this observation in the next section, where we present
a brief introduction to the method of dimensional reduction.
At zero temperature and large chemical potentials the history of perturbation theory is com-
pletely diﬀerent from the high-T case. The expansion of the pressure has been known to O(g4)
already since 1977, when Freedman and McLerran [4] performed the summation of the ring
diagrams in this limit. Since then there has been very little progress2 in the ﬁeld, as the most
interesting phenomena occurring in this region of the (µ-T )-plane have turned out to be of
fundamentally non-perturbative origin [17]. Due to this reason and certain computational diﬃ-
culties, the region of large chemical potentials and small but non-zero temperatures has actually
been left completely untouched since the early work of Shuryak and Chin [24]. Progress towards
an order g4 result for the pressure applicable throughout the deconﬁned phase of quantum
chromodynamics is nevertheless currently under way [37].
Apart from the traditional perturbative approach, numerous other methods have been applied
to the computation of the QCD pressure. These include most importantly four-dimensional
lattice simulations (see e.g. Refs. [7, 38, 39, 40, 41]), which have produced plenty of reliable results
at small chemical potentials and temperatures close to Tc, and diﬀerent resummation schemes
of perturbation theory, such as the hard thermal and dense loop approximations [42, 43, 44, 45].
While a detailed description of these methods is out of the scope of the present thesis, we want
to end the section by mentioning two computational schemes of special interest to us.
Moore, Ipp and Rebhan have recently evaluated the QCD pressure non-perturbatively in
the limit of a large number of ﬂavors — where the theory simpliﬁes signiﬁcantly — both at
vanishing chemical potentials [46] and at ﬁnite µ [47]. In doing so they have been able to extract
the coeﬃcients of the perturbative expansion of the quantity up to order g6 [47], which in the
limit of large nf provides an accurate numerical check for the results of Refs. [2, 32] and in
addition gives an estimate for the magnitude of the yet undetermined O(g6) contribution to
the µ = 0 pressure. In Ref. [48] the analysis of the perturbative results has been extended to
cover the entire (µ-T )-plane, and one has in particular been able to quantitatively examine the
breakdown of the recent O(g6ln g) result [2] in the limit of large µ/T .
Another very interesting approach to perturbative computations is the ‘numerical stochastic
perturbation theory’ developed by Di Renzo et al. [49], which is based on ﬁnding numerical
solutions to the Langevin equation that the quark and gluon ﬁelds are required to obey. The
form of the equation determines the evolution of the ﬁelds in stochastic time and provides a
natural way of expanding the solutions in power series in g. This method has recently provided
important results that can be used to extract the non-perturbative O(g6) contribution to the
QCD pressure originating from an eﬀective three-dimensional Yang-Mills theory.
2Recently, the result of Ref. [4] has been veriﬁed in an analytic computation [2], which removed all numerical
uncertainties from the result. No new perturbative orders have, however, been obtained.
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3.2 The pressure at high temperatures
Let us now move on to take a closer look at the methods used in the most recent perturbative
computations of Refs. [2, 32]. This part of the thesis is divided into two sections correspond-
ing to diﬀerent regions on the (µ-T )-plane. In this ﬁrst section we cover the region of high
temperatures and relatively small chemical potentials giving special emphasis to explaining how
three-dimensional eﬀective theories can be applied in the computations. In the latter one we
then review the current status of perturbation theory in the limit of large chemical potentials
and small temperatures, and outline some possible future developments.
3.2.1 Dimensional reduction and eﬀective theories
If the temperature of a strongly interacting system is well above the critical temperature of
the deconﬁnement transition and the chemical potentials are negligible in comparison3, the
description of thermodynamics simpliﬁes somewhat. This is due to a phenomenon called di-
mensional reduction, which refers to the observation that the large distance static correlation
functions of many ﬁeld theories can at suﬃciently high temperatures be obtained via eﬀective
lower-dimensional theories [30]. It is based on the reduction of the relevant degrees of freedom
to the zeroth Matsubara modes of the bosonic ﬁelds, as we will demonstrate in the following.
The method has played a central role in making the recent O(g6ln g) perturbative computations
of the QCD pressure possible.
To introduce the concept, let us ﬁrst consider a generic ﬁeld theory, in which the masses
of the diﬀerent ﬁelds are of negligible magnitude in comparison with the temperature, and all
chemical potentials are taken to be zero. Just as we have seen in the previous chapter, the
functional integral representation of the partition function leads to the requirement of periodic
and antiperiodic boundary conditions for the bosonic and fermionic ﬁelds on the interval x0 ∈
[0, β]. This in turn causes their Fourier representations to be of the form
φ (x) = T
∞∑
n=−∞
eiωnx0φn (x) , (3.4)
where the bosonic and fermionic Matsubara frequencies read
ωbn = 2nπT, (3.5)
ωfn = (2n+ 1)πT, (3.6)
respectively. Assuming the kinetic part of the Lagrangian to be of the usual quadratic form, the
momentum space propagators of the ﬁeld modes are then always proportional to 1/(ω2n + p
2),
and it is obvious that the non-static modes gain eﬀective masses that grow linearly with the
temperature. It would therefore seem natural to expect some sort of decoupling to take place
for these ﬁelds at high temperatures, which would leave the zero-modes φ0 of the bosonic ﬁelds
as the true degrees of freedom.
To verify that the decoupling indeed takes place, we refer to a well-known theorem of Ap-
pelquist and Carazzone [51], stating that for a renormalizable (zero-temperature) ﬁeld theory
containing two types of ﬁelds with masses m1  m2, the Green’s functions with typical momen-
tum scales p m2 may up to corrections of the orders (m1/m2)n, (p/m2)n, n ≥ 1, be calculated
using a Lagrangian with the heavy ﬁelds removed. In the new Lagrangian the coupling constants
3This implies µf  2πT for all ﬂavors. For a more detailed analysis, see chapter 4 and Refs. [2, 50].
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have modiﬁed values and new, possibly non-renormalizable, interaction terms often need to be
introduced in order to reproduce the results of the old theory.
The application of the decoupling theorem to the computation of the ﬁnite-temperature par-
tition function seems at ﬁrst sight extremely straightforward, as we are dealing with diagrams
with vanishing external momenta, and the light ﬁelds — which now clearly are the bosonic zero
modes — are furthermore massless. Here we, however, must take into account also the possible
generation of thermal masses for these ﬁelds, which leads to corrections to the partition function
proportional to positive powers of the coupling constant. Assuming our theory to be asymp-
totically free in the ultraviolet (UV), it is anyhow clear that with increasing temperature the
static ﬁelds eventually become the dominant degrees of freedom, meaning that the non-static
modes can be integrated out from the description of equilibrium thermodynamics at least in
the framework of perturbation theory. This implies that we are left with an eﬀective theory
with a Lagrangian independent of x0, which makes it a genuinely three-dimensional one. In
addition, the new theory generally has a simpler structure than the original one due to the lack
of fermions, and practical calculations are often easier to perform there, as the tedious frequency
sums disappear from the Feynman rules. On the downside, it has to be remembered that the
eﬀective theory parameters can usually be obtained only through the original theory.
Returning to massless QCD, it is now obvious that the dominant degrees of freedom con-
tributing to the high-T pressure are the diﬀerent Lorentz components of the zero mode of the
gluon ﬁeld’s Fourier expansion,
Aaµ(x) = T
∞∑
n=−∞
exp
[
iωbnx0
]
Aaµ,n (x) . (3.7)
They can up to a multiplicative factor be identiﬁed with the electrostatic scalar ﬁeld Aa0 (x)
and the magnetostatic gauge ﬁeld Aai (x) of a three-dimensional eﬀective theory, electrostatic
QCD (EQCD). The Lagrangian of the new theory is most easily obtained by ﬁrst writing down
the most general one respecting all the correct symmetries and then determining the diﬀerent
parameters through matching computations in full QCD. The eventual super-renormalizable
Lagrangian density reads [50]
LE = 12 TrF
2
ij +Tr [Di, A0]
2 +m2ETrA
2
0 +
ig3
3π2
∑
f
µf TrA30
+ λ(1)E (TrA
2
0)
2 + λ(2)E TrA
4
0 (3.8)
with
F aij = ∂iA
a
j − ∂jAai + gEfabcAbiAcj , (3.9)
Di = ∂i − igEAi, (3.10)
and while there could in principle appear also higher-order, possibly non-renormalizable opera-
tors in Eq. (3.8), it can be easily seen that they would only contribute to the pressure at order
g7 or higher [32]. We have therefore neglected them in our analysis.
The parameters appearing in the above Lagrangian are determined by demanding that the
eﬀective theory produces the correlation functions of the original one at distances 1/(gT ) and
larger. This is, however, a highly non-trivial problem in practise, and the matching computations
in the full theory actually constitute a signiﬁcant part of the work required by the recent high-
order perturbative computations. We will return to this question in the next subsection, where
we write down the expansions of the diﬀerent parameters.
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Using the eﬀective theory approach, we can now write the pressure of QCD in the form
pQCD(T, µ) = pE(T, µ) +
T
V
ln
∫
DAai DAa0 exp
{
−SE
}
, (3.11)
where the function pE is regarded as a parameter of the eﬀective theory and is obtainable by
computing the strict perturbation expansion4 of the pressure in the full theory. The pressure
has here been divided into two parts corresponding to the contributions of diﬀerent momentum
scales: pE represents the hard scale 2πT , which originates from the lowest non-zero Matsubara
modes, while the partition function of the eﬀective theory describes the eﬀects of the soft scales,
gT and lower, corresponding to the screening of the static gluon ﬁelds. All non-perturbativity
naturally resides in the latter part.
As soon as gauge ﬁxing has been taken care of, the partition function of the eﬀective theory
can be determined by non-perturbative methods. One may, however, further simplify its compu-
tation by noticing that the theory still contains two dynamical momentum scales, gT and g2T .
The non-perturbativity manifesting itself at order g6 in the expansion of the pressure originates
completely from the magnetostatic sector, which corresponds to the ﬁelds Ai and to the scale
g2T proportional to their non-perturbative screening masses. This means that we can further
divide the partition function of the eﬀective theory into two parts by writing
T
V
ln
∫
DAai DAa0 exp
{
−SE
}
= pM +
T
V
ln
∫
DAai exp
{
−SM
}
≡ pM + pG, (3.12)
where the last non-perturbative term denotes the pressure of a new eﬀective theory describing
the magnetostatic sector (MQCD following the terminology of Ref. [29]). This theory has been
obtained by integrating out the A0 ﬁeld and is deﬁned by the Lagrangian density
LM = 12 TrF
2
ij , (3.13)
Fij = ∂iAaj − ∂jAai + gMfabcAbiAcj , (3.14)
which is parametrized by the coupling constant gM. This parameter is determined in the electro-
static eﬀective theory (EQCD), and analogously to the case of pE, the function pM is obtainable
through the determination of the strict perturbation expansion of the EQCD partition function.
This is the last step in the series of eﬀective theories, as all scales softer than g2T are absent
from MQCD due to its conﬁning nature.
3.2.2 The result to order g6
In our present treatment we do not wish to go into great details in explaining how the parameters
of the eﬀective theories can be computed. Instead, we restrict ourselves to presenting the general
structure of the results relevant for the computation of the QCD pressure, and start this by ﬁrst
inspecting the part originating from the hard momenta of order 2πT . This scale enters the
perturbative expansion exclusively through the parameters of EQCD, which can be shown to
have the forms [32]
pE(T, µ)
TΛ−2
= T 3
[
αE1 + g2
(
αE2 +O(5)
)
+
g4
(4π)2
(
αE3 +O(5)
)
+
g6
(4π)4
(
βE1 +O(5)
)
+O(g8)
]
, (3.15)
4Meaning a pure diagrammatic expansion, where no form of resummation has been applied. It leads to a
power series in g2.
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Figure 3.2: The two-, three- and four-loop skeleton diagrams contributing to pM [33]. The solid,
wiggly and dotted lines stand respectively for the adjoint scalar A0, the gauge boson Ai and the
ghost ﬁelds.
m2E = T
2
[
g2
(
αE4 + αE55+O(52)
)
+
g4
(4π)2
(
αE6 + βE25+O(52)
)
+O(g6)
]
, (3.16)
g2E = T
[
g2 +
g4
(4π)2
(
αE7 + βE35+O(52)
)
+O(g6)
]
, (3.17)
λ
(1)
E = T
[ g4
(4π)2
(
βE4 +O(5)
)
+O(g6)
]
, (3.18)
λ
(2)
E = T
[ g4
(4π)2
(
βE5 +O(5)
)
+O(g6)
]
, (3.19)
where the α’s and β’s are ‘matching’ coeﬃcients with a priori unknown values. The α’s are
needed in determining the pressure up to order g6ln g and have been computed in Refs. [5, 29, 31,
52] at µ = 0 and in Refs. [2, 50] at µ = 0. The most non-trivial one of them is the coeﬃcient αE3,
which represents the contribution of three-loop diagrams to the strict perturbation expansion
of the pressure (see Fig. 3.1 c). Its computation at arbitrary chemical potentials is explained in
great detail in Ref. [2] and some of the techniques used in this calculation are also demonstrated
in the appendix B of the present thesis. The β coeﬃcients, on the other hand, are not needed
until order g6, and one of them, βE1, still remains unknown. Not surprisingly, it will also be by
far the hardest one to evaluate.
The soft scale gT contributes to the pressure through the parameters of MQCD, which we
write in the forms [2, 32]
pM(T, µ)
TΛ−2
=
1
(4π)
dAm
3
E
[
1
3
+O(5)
]
+
1
(4π)2
dACAg
2
Em
2
E
[
− 1
45
− 3
4
− ln Λ¯
2mE
+O(5)
]
+
1
(4π)3
dAC
2
Ag
4
EmE
[
− 89
24
− 1
6
π2 +
11
6
ln 2 +O(5)
]
(3.20)
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Figure 3.3: The one-, two-, three- and four-loop scalar master diagrams remaining after scalar-
ization [33]. The solid lines correspond to massive and dotted to massless scalar propagators.
+
1
(4π)4
dAC
3
Ag
6
E
[
αM1
(1
5
+ 8 ln
Λ¯
2mE
)
+ βM1 +O(5)
]
+
1
(4π)2
dA(dA + 2)λ
(1)
E m
2
E
[
− 1
4
+O(5)
]
+
1
(4π)2
dA(2dA − 1)N−1λ(2)E m2E
[
− 1
4
+O(5)
]
(3.21)
+
1
(4π)4
dADT
2
F g
6
E
(
1
nf
∑
f
µ¯
)2[
αM2
(1
5
+ 4 ln
Λ¯
2mE
)
+ βM2 +O(5)
]
+O(g7), (3.22)
g2M = g
2
E +O(g3). (3.23)
As explained in the previous subsection, the above expression for pM has been obtained by
computing the diagrammatic expansion of the EQCD partition function [29, 33] up to four
loops, which was a long-standing and highly non-trivial problem. It was ﬁnished only very
recently with the determination of the last two coeﬃcients αM1 and βM1 by Kajantie et al.
[33], a task made possible by an eﬃcient use [34] of the Form program [35] designed for large-
scale symbolic calculations. The general strategy of the computation was to ﬁrst carry out all
tensorial contractions in the diagrams and then reduce the number of necessary integrals into
a small class of scalar master ones by applying an eﬃcient algorithm developed by Laporta [6].
The analytic and numerical evaluation of Euclidean scalar integrals analogous to these is the
topic of Ref. [3], and it is also brieﬂy dealt with in the appendix B of this thesis. The skeleton
(two-particle irreducible) vacuum diagrams of EQCD are depicted in Fig. 3.2. and the scalar
diagrams that remain to be computed after the scalarization process in Fig. 3.3. In the latter
graphs the propagators have the usual scalar form 1/(p2 +m2), where the mass parameter has
the values m = mE and m = 0 corresponding to the A0 and Ai ﬁelds, respectively. The vertex
functions in the graphs are simply constants.
Finally, the ultrasoft scale g2T contributes to the QCD pressure through the partition function
of the three-dimensional pure gauge theory MQCD. In terms of the parameters of the theory
the perturbative expansion of this quantity reads
pG(T )
TΛ−2
= dAC3A
g6M
(4π)4
[
αG
(1
5
+ 8 ln
Λ¯
2mG
)
+ βG +O(5)
]
+O(g7), (3.24)
where the dependence on chemical potentials is of order g7 or higher and where the magnetic
mass mG is given by
mG = CAg2E +O(g3). (3.25)
The coeﬃcient αG appearing in Eq. (3.24) has been computed perturbatively in Ref. [32], but
βG can only be determined using lattice methods due to the non-perturbative nature of pG.
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Its computation is a highly non-trivial task, as alone the conversion of the lattice results into
continuum regularization requires complicated multi-loop calculations in lattice perturbation
theory (see Ref. [32]). In this process the recent results of Ref. [49] may turn out to be very
useful.
Adding up the diﬀerent parts of the full theory pressure and expanding in g, we are now ready
to write down its perturbative result as
pQCD(T, µ)
T 4Λ−2
=
pE(T, µ) + pM(T, µ) + pG(T )
T 4Λ−2
= g0
{
αE1
}
+ g2
{
αE2
}
+
g3
(4π)
{
dA
3
α
3/2
E4
}
+
g4
(4π)2
{
αE3 − dACA
[
αE4
(
1
45
+
3
4
+ ln
Λ¯
2gTα1/2E4
)
+
1
4
αE5
]}
+
g5
(4π)3
{
dAα
1/2
E4
[
1
2
αE6 − C2A
(
89
24
+
π2
6
− 11
6
ln 2
)]}
+
g6
(4π)4
{
βE1 − αE4dA4
[
2dA − 1
N
βE5 + (dA + 2)βE4
]
− dACA
[
1
4
(
αE6 + αE5αE7 + 3αE4αE7 + βE2 + αE4βE3
)
+
(
αE6 + αE4αE7
)( 1
45
+ ln
Λ¯
2gTα1/2E4
)]
+ dAC3A
[
βM1 + βG + αM1
(
1
5
+ 8 ln
Λ¯
2gTα1/2E4
)
+ αG
(
1
5
+ 8 ln
Λ¯
2g2TCA
)]
+ dADT 2F
(
1
nf
∑
f
µ¯
)2[
αM2
(1
5
+ 4 ln
Λ¯
2mE
)
+ βM2
]}
+O(g7). (3.26)
Here g is the renormalized gauge coupling of the theory and the explicit 1/5 terms cancel with the
ones hidden in the matching coeﬃcients. The result contains both an explicit and an implicit
(through the running of g) dependence on the scale of dimensional regularization, Λ¯, which
gets cancelled order-by-order but completely vanishes only through an all-orders summation of
perturbation theory. This induces an arbitrariness to the result, which we may try to reduce by
choosing the value of Λ¯ in a way that would minimize the eﬀects of the higher order contributions.
This is, however, a highly non-trivial problem, and we will return to it in the next chapter. Here
we merely note that even before determining the exact values of the coeﬃcients βE1 and βG, we
can easily ﬁnd the explicit form of the scale dependence of the order g6 term. This is achieved
by applying the two-loop running of g,
g2
(
Λ¯
)
= g2(Λ)
[
1 +
1
6
(
11CA − 4TF
)
ln
Λ
Λ¯
g2(Λ)
4π2
+
1
12
(
17C2A − 10CATF − 6
dFC
2
F
dA
+
1
3
(11CA − 4TF )2 lnΛΛ¯
)
ln
Λ
Λ¯
(
g2
4π2
)2 ]
≡ g2(Λ)
[
1 + αR1
g2(Λ)
(4π)2
+
(
αR2 + αR3 ln
Λ
Λ¯
)
ln
Λ
Λ¯
(
g2
(4π)2
)2 ]
, (3.27)
to Eq. (3.26) and demanding that the Λ¯ dependence of the result is beyond order g6. The result
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we hereby get for the Λ¯ dependent part of the g6 term reads
δpQCD =
g6
(4π)4
[
αE2
{
αR2 + αR3 ln
Λ¯
T
}
+ αR1
{
αE3 − dACA
[
αE4
(
1
45
+
3
4
+ ln
Λ¯
2gTα1/2E4
)
+
1
4
αE5
]}]
ln
Λ¯
T
.
Combined with this result, the above expression for the pressure, Eq. (3.26), represents the
current status of high-temperature perturbation theory and in a clear way shows what is missing
from the complete order g6 result for the quantity. The matching coeﬃcients α, which are
necessary to obtain the pressure to order g6ln g, are listed in appendix A, while two of the
β’s, βE1 and βG, still remain unknown at present. For a more detailed derivation of the above
results and the matching coeﬃcients, we refer the reader to the original work performed in
Refs. [2, 29, 32, 33, 50].
3.3 The pressure at low temperatures
A graphic analysis of the properties of the above high-temperature expansion of the QCD pres-
sure will be carried out in the next chapter, where we will also quantitatively address the
question, at which values of chemical potentials the dimensionally reduced result is applicable.
It is, however, clear already beforehand that at least in the limit, where the temperatures are
well below Tc but the chemical potentials large enough to keep us in the deconﬁned phase,
the assumption of the temperature being the dominant energy scale can no longer be correct.
This makes the reliability of the above result highly questionable, as it was derived assuming
the zeroth Matsubara modes of the bosonic ﬁelds to be the dominant degrees of freedom. At
low T this clearly is not the case, and the mechanism responsible for the screening of the IR
divergencies is furthermore more involved than in the high-temperature case (see Refs. [4, 5]).
In the region of large µ/T we therefore have no eﬀective lower-dimensional theories to work
with, which radically alters the computational methods available. We will now brieﬂy describe
the status of the perturbative calculations in this limit, but at the same time keep in mind that
our treatment is restricted to the quark-gluon plasma phase. It cannot be applied to the study
of color superconductivity, which in nature is the phase of strongly interacting matter near the
T = 0 line.
At small but ﬁnite temperatures the only existing perturbative result for the pressure is
of order g2 [24]. To determine the next O(g4ln g) and O(g4) terms in the expansion would
require an explicit summation of the full theory ring diagrams5 to an arbitrarily high loop order,
which leads to the computation of a very complicated logarithmic sum-integral. This has so far
been achieved only in the limits of large T [27] and T = 0 [4], but work towards the goal of
determining the O(g4) pressure at all values of µ/T is currently underway [37]. As has been
argued in Ref. [2], the quantitative diﬀerence between the outcome of this new computation and
the present dimensionally reduced result may, however, turn out to be small in most parts of
the (µ-T )-plane. The motivation for this claim will be studied in the next chapter.
At exactly zero temperature several simpliﬁcations occur in the computation of the pressure
[2, 4]: sum-integrals reduce to ordinary four-dimensional integrals and, more importantly, only
diagrams containing fermion loops give non-zero contributions to the ring sum. This is due to
5Those containing the one-loop gluon polarization tensor (see Fig. 3.4 d) as loop insertions.
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Figure 3.4: a) The fermionic part of the one-loop gluon polarization tensor divided into its
vacuum (T = µ = 0) and matter (vacuum-subtracted) parts.
b) An IR safe diagram contributing to the pressure at T = 0.
c) The generic form of the zero-temperature ring diagrams.
d) The whole one-loop gluon polarization tensor.
the fact that apart from the scale parameter, the only dimensionful numbers appearing in the
diagrams at T = 0 are the chemical potentials, which enter exclusively through the fermionic
propagators. When the temperature is zero, the scale-free gluon (are ghost) diagrams simply
vanish under dimensional regularization.
Following the treatment of Ref. [2], the zero-temperature pressure can up to order g4 be
observed to receive contributions from three classes of diagrams. These include the infrared safe
fermionic one-, two- and three-loop graphs of Fig. 3.1, the single IR safe diagram of Fig. 3.4 b as
well as the ring sum of Fig. 3.4 c, where the grey circle denotes the vacuum-subtracted part of the
fermionic one-loop gluon polarization tensor. The values obtained for the IR safe diagrams at
arbitrary T and µ in Ref. [2] can be straightforwardly continued to the limit of zero temperature,
while the ring sum must be separately computed at T = 0 [2, 4]. Adding the diﬀerent parts
together, we then obtain as the ﬁnal result of the T = 0 pressure in the MS scheme
pQCD(T = 0) =
1
4π2
(∑
f
µ4
{
N
3
− dA
(
g
4π
)2
− dA
(
g
4π
)4[2
3
(11N − 2nf ) lnΛ¯
µ
+
16
3
ln 2
+
17
4
1
N
+
1
36
(415− 264 ln 2)N − 4
3
(
11
6
− ln 2
)
nf
]}
− dA
(
g
4π
)4{(
4 ln
g
4π
− 22
3
+
16
3
ln 2 (1− ln 2) + δ + 2π
2
3
)
(µ2)2 + F (µ)
})
+ O(g6ln g), (3.28)
where the function F is deﬁned by
F (µ) = −2µ2
∑
f
µ2 ln
µ2
µ2
+
2
3
∑
f>g
{
(µf − µg)2ln
|µ2f − µ2g|
µfµg
+ 4µfµg(µ2f + µ
2
g)ln
(µf + µg)2
µfµg
− (µ4f − µ4g)ln
µf
µg
}
(3.29)
and the constant δ has the approximative value δ ≈ −0.85638320933... This constant possesses
a simple one-dimensional integral respresentation [2], the analytic value of which we however
have not been able to obtain even using the PSLQ algorithm [57].
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Chapter 4
Analysis of the perturbative results
The correctness of most of the terms in the O(g6ln g) perturbative result obtained for the QCD
pressure in the previous section has been veriﬁed in several independent computations in the
limits of µ = 0 [5, 29], T = 0 [4] and large nf [47]. The practical value of the result is, however,
solely determined by its predictive power, i.e. in which parts of the (µ-T )-plane we can trust
perturbation theory and, more speciﬁcally, dimensional reduction to be applicable. As there is
no experimental data available for the pressure, this question is a very diﬃcult one to address.
There are nevertheless several methods we may try to apply.
Four-dimensional lattice simulations (see e.g. Refs. [7, 41, 58, 59]) have during the past decade
produced a number of accurate results for the pressure, but are even today restricted to small
chemical potentials, µ  T , and to temperatures relatively close to the critical one, T  5Tc.
This is due to the fact that at ﬁnite µ the exponentiated action appearing in Eq. (2.52) becomes
complex and thus spoils importance sampling, while at large values of T the lattice treatment
rapidly becomes more and more time-consuming. The lattice computations may nevertheless
provide a good check of our results in the region of relatively small T and µ¯, but it is a priori
not at all clear whether perturbation theory can be meaningfully applied so close to the phase
transition line. The perturbative expansions have after all been derived assuming the coupling
constant to have an in principle arbitrarily small value, which is only guaranteed to be the case
in the limit of asymptotically large temperatures or densities.
Another useful way to investigate the reliability of perturbation theory — this time on the
whole (µ-T )-plane — is to analyze the convergence properties of the perturbative expansions
themselves. Assuming that a consistent all-orders summation of perturbation theory would lead
to a correct result for the pressure, the question of determining the accuracy of an expansion
carried out to a speciﬁc order in g can naturally be reduced to analyzing the rate at which
the corresponding series converges. This can, on the other hand, be often easily and eﬃciently
examined through only the ﬁrst few terms of the expansion, as we will soon observe.
In our analysis of the perturbative results we will from now on restrict the treatment to the
physical case of N = 3. We ﬁnd that the most illustrative way to proceed is to plot the results as
functions of temperature and chemical potentials and then to analyze the graphs in a qualitative
fashion. This is done separately for three diﬀerent cases: ﬁrst for the pressure at zero chemical
potential, then for the µ-dependent part of the pressure at high temperatures, and lastly for the
zero-temperature pressure. In each region we investigate the convergence properties and scale
parameter dependence of the results and for the ﬁrst two we also provide a comparison with
recent lattice results. The analysis of the µ-dependence of the high-temperature pressure is of
special interest to us, as there we have both the pressure and the quark number susceptibilities
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Figure 4.1: Left: the order g6 perturbative result for the nf = 0 pressure plotted for diﬀerent
values of the O(g6) coeﬃcient. Right: the result plotted to diﬀerent perturbative orders. The
graphs are from Ref. [32] and the lattice data from Ref. [58].
(see Ref. [1]) to compare with the lattice data.
When investigating the plots of the following sections, it should be noted that while in Secs. 4.1
and 4.3 we consistently apply the one-loop result, Eq. (2.1), for the gauge coupling constant g,
this will not be the case in Sec. 4.2. There we will in analogy with Refs. [1, 2] use a three-
loop result for the quantity, as we have wanted to make the comparison with the ﬁgures of
these papers as straightforward as possible. The eﬀect of this choice on the plots is numerically
relatively small, but the question is nevertheless in principle important. Using a three-loop result
for g is somewhat inconsistent in light of the fact that one only needs the leading order term
of its running to verify that the renormalization scale dependence of the perturbative result,
Eq. (3.26), cancels at order g6ln g.
4.1 The pressure at µ = 0
At zero chemical potential the order g6ln g expression for the QCD pressure was ﬁrst derived
in Ref. [32]. The analysis of this result is complicated by the undetermined O(g6) term in
the expansion, which induces an arbitrariness to the numerical factors that appear inside the
logarithms of the g6ln g part. This has a considerable eﬀect on the behavior of the result,
and until the full O(g6) contribution has been computed, the best we can do is to treat the
coeﬃcient of this term as a free parameter. This has been done in Fig. 4.1 [32], where the
pressure has been plotted as a function of temperature at nf = 0 using the value1 Λ¯opt = 6.742T
for the scale parameter. It is seen that by optimizing the value of the unknown g6 part, the
perturbative results can be made to cleanly approach the lattice datapoints even at temperatures
surprisingly close to Tc, but that the eﬀect of varying the coeﬃcient of the O(g6) term is so
large that the predictive power of perturbation theory remains regrettably weak at present.
As has been conjectured in Ref. [53], there is nevertheless reason to believe that once the full
1This value has been obtained by optimizing the convergence of the one-loop (NLO) expansion of g2E. See
Ref. [56] for details.
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Figure 4.2: Left: the diﬀerent terms of the perturbative expansion of pM + pG at nf = 0
normalized by Tg6E = T
4(g6 + O(g8)) [32]. Right: the scale dependence of the µ = 0 pressure
(the g6(ln(1/g) + 0.7) case) at nf = 0 [53]. Lattice data is again from Ref. [58].
order g6 computation has been ﬁnished, the situation will improve signiﬁcantly. At this order
the magnetostatic sector namely enters the expansion of the pressure non-perturbatively, after
which one has accounted for the dynamics of all the relevant energy scales — 2πT , gT and g2T .
The convergence properties of the µ = 0 expansion have been analyzed in detail in Refs. [29,
32, 54] with the result that the slowest convergence has been traced back to the contributions
of the soft momentum scales entering through the eﬀective theories. This is due to the simple
fact that while for hard momenta of order 2πT the expansion parameter is g2/π2, the situation
is completely diﬀerent for the soft scales: for the color-electric modes the expansion is in powers
of g/π and for color-magnetic modes there is no perturbative series at all. This part of the
pressure, or more speciﬁcally pM + pG, is studied in Fig. 4.2 a, where the absolute values of the
diﬀerent terms of the function are plotted appropriately normalized. The general tendency in
the plot is clearly favorable in the sense that at suﬃciently large energies the magnitudes of the
diﬀerent terms keep decreasing as we move on to higher orders. This, however, only happens
at very high temperatures, and the convergence of the perturbative expansion close to Tc is far
more questionable.
The scale dependence of Eq. (3.26) is an equally important issue to address, as it induces an
ambiguity to the results, which in principle is at least as serious as that originating from the
unknown order g6 term. There are, however, several methods we may try to use to reduce this
eﬀect, of which the most widely used is due to Brodsky, Lepage and Mackenzie [60]. The BLM
criterion states that the scale should be chosen in such a way that in the highest perturbative
order it makes the term proportional to the highest power of nf vanish. The scheme has
been applied to the expansions of the parameters of the eﬀective theories in Ref. [29] with the
result that the optimal scale has been observed to vary roughly between πT and 4πT . This
seems physically very reasonable in light of the fact that the lowest non-zero bosonic Matsubara
mode 2πT falls within this interval and that with this choice the magnitudes of the logarithms
appearing inside the matching coeﬃcients remain small.
In Fig. 4.2 b the renormalization scale dependence of the pure gauge pressure (at µ = 0)
is analyzed by plotting the function at Λ¯ = Λ¯opt/2 and Λ¯ = 2Λ¯opt. It is clearly seen that
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Figure 4.3: Left: ∆P |nf=0 plotted for diﬀerent values of µ. Right: the diﬀerent perturbative
orders of ∆P (µ = 0.44Tc)|nf=0 normalized by the free theory result. The lattice data is from
Ref. [41], and the result Tc/ΛMS|nf=0 = 1.15 from Ref. [61] has been applied.
while at high temperatures the eﬀect of the scale variation rapidly decreases, it does produce
a sizable ambiguity to the results at temperatures close to Tc. This implies that even after the
determination of the order g6 contribution to the pressure, the perturbative result will always
contain one free parameter that can in principle be adjusted to match the lattice data at low
temperatures. There have been attempts to improve the situation through diﬀerent resummation
schemes, where the contributions of the soft scales have been treated without truncations [54],
but a detailed analysis of this work is outside the scope of our present treatment.
4.2 The pressure at small but ﬁnite µ/T
Moving on to study the chemical potential dependence of the high-temperature pressure [2],
we have a large selection of lattice data available for comparison. The pressure itself has been
computed at small values of µ in Refs. [7, 39, 41], and at µ = 0 its higher derivatives with
respect to the chemical potentials, i.e. the quark number susceptibilities, are available from
Refs. [7, 41, 62, 59]. The compatibility of the perturbative results and the mainly quenched
lattice data of Gupta et al. [41, 59, 62] has been analyzed in detail in the papers [1, 2] attached
to the present thesis, but here we will extend the analysis by comparing the behavior of the
perturbative expansion also with the nf = 2 work of Allton et al. [7].
The quantities we analyze in this section are the deviation of the pressure from its µ = 0
value,
∆P (T, µ) = pQCD(T, µ)− pQCD(T, 0), (4.1)
as well as the quark number susceptibilities
χijk... ≡ ∂
npQCD
∂µi∂µj∂µk...
. (4.2)
In Ref. [41] these functions were computed on the lattice in the quenched approximation, where
no sea quarks are present. From the perturbative expression of the pressure, Eq. (3.26), the
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Figure 4.4: Left: χuu/T 2|nf=0 plotted for diﬀerent values of ∆ corresponding to the expected
eﬀect of the O(g6) term. Right: the expansion of the quantity at ∆ = 0 to diﬀerent perturbative
orders. The lattice data is from Ref. [62].
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Figure 4.5: Left: the scale dependence of ∆P |nf=0 at µ = 0.44Tc. Right: the scale dependence
of χuu/T 2|nf=0. The lattice results are from Refs. [41, 62].
corresponding results can on the other hand be obtained by ﬁrst computing the susceptibilities
at arbitrary nf , then taking the formal limit nf = 0 and in the end integrating the result
back to obtain ∆P (see the discussion in Ref. [2]). We have compared these results for ∆P
and χuu, the linear (second-order) diagonal susceptibility, in Figs. 4.3 and 4.4, which show
remarkable agreement even at small values of T . In addition to this, we observe a considerable
improvement in the convergence properties of the perturbative expansions in comparison with
the zero chemical potential case. This time also the scale dependence of the results, shown in
Fig. 4.5, remains almost entirely within the error bars of the lattice data already at T = 3Tc. In
studying the above ﬁgures it should in particular be noted that unlike in the µ = 0 case we have
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lattice results for the same quantity from Ref. [7].
here in no way optimized the coeﬃcient of the g6 term in the perturbative result, but instead
simply used the O(g6ln g) part of Eq. (3.26).
Figs. 4.3 to 4.5 reveal also another very interesting feature of the quantities ∆P and χuu:
when normalized by their respective free theory values, the corresponding curves practically fall
on top of each other. This observation, which at ﬁrst instant seems curious, is explained by
the fact that at small values of µ the behavior of the quantity ∆P is almost solely determined
by the leading order term of its Taylor expansion in µ¯2, the linear diagonal susceptibility. The
linear non-diagonal susceptibility χud is of negligible magnitude in comparison with χuu, and
the contribution of the non-linear susceptibilities to ∆P is suppressed by a factor µ¯2, which
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Figure 4.8: p/pSB plotted on the (µ-T )-plane for nf = 2.
for µ = 0.44Tc, T > Tc is very small. In the present work we will therefore not consider the
non-linear and non-diagonal susceptibilities at all, but refer the reader to Refs. [2, 55].
The physically more interesting case of two quark ﬂavors with µu = µd ≡ µ has been considered
on the lattice in Refs. [7, 59]. For the linear diagonal susceptibilities the compatibility of these
results and their perturbative counterparts is analyzed in Fig. 4.6, which shows good agreement
at least with the data of Ref. [59]. Taking into account the relation
χuu =
1
4
(χq + 4χI) (4.3)
between the deﬁnitions of Refs. [2] and [7], the outcome of Ref. [7] can, however, also be seen to
be ﬁt in very nicely with the perturbative result, with the exception of temperatures very close
to Tc. A similar behavior is observed for the pressure in Fig. 4.7, where the quantity ∆P is
plotted for diﬀerent ﬁxed values of µ/T . The good agreement of our predictions and the lattice
results of Ref. [7], obtained using an unphysically high value 0.4T for the fermion masses, implies
that the dependence of the results on quark masses should be of negligible magnitude.
4.3 The pressure at large µ/T
While we have just witnessed the dimensionally reduced perturbative expansion of the pressure
do exceptionally well in all lattice and convergence tests especially at ﬁnite chemical potentials,
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Figure 4.9: The O(g4) result for p/pSB|nf=2 plotted for temperatures below Tc.
it is — as we pointed out already in chapter 3 — a priori not known how far away from the
line µ = 0 we may continue to use it. This question can again be ultimately answered only
through comparison with experimental data or with the results of a genuinely non-perturbative
ﬁrst-principles calculation. In the absence of both alternatives we must here resort to other
means and choose to follow and extend the treatment of Ref. [2].
Let us ﬁrst consider a strongly interacting system at a temperature well above the critical one,
which ensures that we are working in the deconﬁned phase. As has been argued in Ref. [50],
we expect dimensional reduction and hence Eq. (3.26) to be applicable at least as long as the
chemical potentials satisfy µf  4T for all ﬂavors. There is, however, no speciﬁc reason why we
should expect the method to break down even at this point2, and it is therefore worthwhile to
investigate the behavior of our result also at relatively high µ/T . This has been done in Fig. 4.8,
where p/pSB has been plotted as a function of µ and T in the case nf = 2, µu = µd ≡ µ with
the scale parameter (somewhat arbitrarily) reading
Λ¯ = 2πT
√
1 + 2µ¯2. (4.4)
We observe that the quantity stays below its free theory result 1 everywhere and only slowly
approaches it when the values of the temperature and the chemical potential increase. In the
2This will happen inevitably only when the chemical potentials reach values µ ∼ 2πT/g making the three-
dimensional mass parameter mE to be of the same order of magnitude as the hard scales.
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Figure 4.10: The behavior of p/pSB|nf=2 at O(g4) near the T = 0 line.
region of low T and µ the result on the other hand rapidly decreases reaching a value close to
zero when T = Tc and µ = 0. There the applicability of perturbation theory is, however, anyway
highly questionable due to the large value of the coupling constant.
Moving down along the temperature axis, it is clear that the dimensionally reduced result
ceases to be applicable at some point. If we let the chemical potentials to be high enough to keep
us in the deconﬁned phase, we may, however, keep inspecting the behavior of the function and
especially compare its order g4 part with the zero-temperature result of Eq. (3.28). Continuing
to work at nf = 2, we observe from Fig. 4.9, where the pressure has been plotted to O(g4) at
temperatures below Tc, that the perturbative result slowly decreases as a function of T all the
way down to T/µ ∼ 1/40. At even lower temperatures than this the unphysical nature of the
result3, however, manifests itself as a divergence proportional to ln µT , as can easily be veriﬁed
using the results of Appendix B.1.3. This behavior is demonstrated in Fig. 4.10.
The order g4 perturbative expression for the zero-temperature pressure, Eq. (3.28), is ana-
lyzed in Fig. 4.11, where it is plotted as a function of µ. Comparing its behavior with that
of the dimensionally reduced O(g4) result in Fig 4.9, we see that as the temperature decreases
the high-T expansion very smoothly approaches the zero-temperature one, until the unphysi-
cal logarithms become dominant at small T . This indicates that our order g6ln g result may
3In Ref. [48] the breakdown of dimensional reduction has been studied more closely in the limit of large nf
with the result that its onset seems to take place already, when the ratio µ/T becomes of order 10.
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Figure 4.11: Left: the scale dependence of the zero-temperature result of Eq. (3.28). Right: the
behavior of the order g2 and g4 perturbative results at T = 0 and the order g6ln g result at
T = 0.2Tc. The scale parameter is chosen as in Eq. (4.4).
actually be applicable even at very low temperatures and high values of µ/T . Remembering
on the other hand that the critical temperature for the meltdown of the color superconductor
is of the order 0.1Tc, it would be extremely tempting to argue that the dimensionally reduced
result is valid almost throughout the quark-gluon plasma phase. We must, however, exercise
caution in drawing these conclusions until the order g4 result applicable throughout the whole
phase diagram is available. This computation obviously needs to be performed for the sake of
completeness alone, even though it now seems that its numerical eﬀect on our present results
may well turn out to be of negligible magnitude in most parts of the (µ-T )-plane.
To ﬁnish the chapter, let us still brieﬂy dwell upon the properties of the zero-temperature
expansion of the pressure. As we only have the ﬁrst three perturbative orders available, it is
somewhat diﬃcult to quantitatively analyze the convergence properties of the series. A compar-
ison of Fig. 4.11 with the corresponding µ = 0 plots of Figs. 4.1 and 4.2 however indicates that
the situation at T = 0 is considerably more favorable than at zero chemical potentials — with
the possible exception of scale dependence. The magnitude of the O(g4) term in the expansion
is nevertheless considerable, and the extension of the result to further perturbative orders is
therefore certainly well-motivated. At the same time we must of course remember that in these
calculations we are always developing perturbation theory around a physically incorrect ground
state, which doesn’t involve Cooper pairs.
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Chapter 5
Review and outlook
QCD is the quantum ﬁeld theory that describes one of the four basic interactions of nature,
the strong nuclear force. At extremely high temperatures and densities a strongly interacting
system undergoes a phase transition from the hadronic phase into a new form of matter called
the quark-gluon plasma, where the constituents of nucleons and other hadrons are liberated from
their conﬁnement and act almost freely like an ideal gas. In view of the on-going experimental
eﬀorts to detect and study this exotic phase of QCD it is essential that we continuously thrive
to learn more about its properties. Analytic calculations in the theory should therefore be
pushed forward, as they provide reliable and easily tractable results free from the practical and
theoretical restrictions of numerical studies, such as lattice simulations. High-order perturbative
computations, which provide a conceptually simple and eﬃcient means to access the properties
of quark-gluon plasma at very high temperatures and chemical potentials, certainly fall into this
category.
The work presented in this thesis has dealt with the perturbative determination of the most
fundamental quantity describing the equilibrium thermodynamics of QCD, its pressure in the
deconﬁned phase. After a brief introduction to the general topic and to the formalism of ﬁnite-
temperature ﬁeld theory in chapters 1 and 2, we moved on to review the present status of
perturbative ﬁnite-temperature QCD in chapter 3. In particular, we described there the recent
O(g6ln g) computations of the high-temperature pressure, the outcome of which we then quan-
titatively analyzed in chapter 4 keeping our main focus on its dependence on quark chemical
potentials. In the appendices of the thesis we will ﬁnally present an introduction to the compu-
tational techniques used in Refs. [2, 3], but rather than reproducing the analysis of these papers
we have chosen a more pedagogic approach on the subject.
As expected, our studies have shown that the convergence properties of high-temperature
perturbation theory improve considerably as we move away from the line µ = 0. After analyzing
the behavior of the diﬀerent perturbative results for the pressure at small temperatures we then
came to a somewhat surprising conclusion: the O(g6ln g) expression derived for the quantity
using three-dimensional eﬀective theories in Ref. [2] appears to be applicable almost throughout
the quark-gluon plasma phase. At present this statement is, however, still of highly speculative
nature at ﬁnite values of nf , and the existing order g4 result for the zero-temperature pressure [4]
should therefore deﬁnitely be generalized to cover the region of ﬁnite temperatures as well.
Taking into account the behavior of the pressure’s high-temperature expansion at vanishing
chemical potentials, it nevertheless seems to us that the most urgent challenge in the ﬁeld is the
determination of the O(g6) correction to this quantity. At this order perturbative QCD, how-
ever, runs into serious infrared problems, for which the only cure comes from non-perturbative
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methods, such as three-dimensional lattice simulations. As the results of four-dimensional lattice
studies are on the other hand at present still a long way from covering the region of large T
and µ, our conclusion is that in the near future the most fruitful approach to high-temperature
QCD may well be a combination of perturbative and non-perturbative techniques. First steps
in this direction have already been taken on both fronts [3, 32, 49].
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Appendix A
The matching coeﬃcients
Due to small notational diﬀerences between our treatment and that of Ref. [2] regarding the
deﬁnition of the matching coeﬃcients αM1, αM2 and αG, we include here a list of all coeﬃcients
required to obtain the pressure to O(g6ln g). In terms of the ℵ functions introduced at the end
of chapter 2 their explicit expressions read
αE1 =
π2
45
1
nf
∑
f
{
dA +
(
7
4
+ 30µ¯2 + 60µ¯4
)
dF
}
, (A.1)
αE2 = − dA144
1
nf
∑
f
{
CA +
TF
2
(
1 + 12µ¯2
) (
5 + 12µ¯2
)}
, (A.2)
αE3 =
dA
144
[
1
nf
∑
f
{
C2A
(
12
5
+
194
3
ln
Λ¯
4πT
+
116
5
+ 4γ − 38
3
ζ ′(−3)
ζ(−3) +
220
3
ζ ′(−1)
ζ(−1)
)
+ CATF
(
12
(
1 + 12µ¯2
) 1
5
+
(
169
3
+ 600µ¯2 − 528µ¯4
)
ln
Λ¯
4πT
+
1121
60
+ 8γ
+ 2 (127 + 48γ) µ¯2 − 644µ¯4 + 268
15
ζ ′(−3)
ζ(−3) +
4
3
(
11 + 156µ¯2
) ζ ′(−1)
ζ(−1)
+ 24
[
52ℵ(3, z) + 144iµ¯ℵ(2, z) + (17− 92µ¯2)ℵ(1, z) + 4iµ¯ℵ(0, z)])
+ CFTF
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3
4
(
1 + 4µ¯2
) (
35 + 332µ¯2
)− 24 (1− 4µ¯2) ζ ′(−1)
ζ(−1)
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[
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+ T 2F
(
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) (
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)
ln
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+
1
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− 64
15
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Appendix B
Diagrammatic methods
Up to this point our approach to perturbative QCD has been somewhat limited, as the most
complicated computational aspect, the evaluation of multi-loop Feynman diagrams, has been
left completely outside the treatment. In this appendix we will introduce to the reader the
analytic techniques used in the articles [1, 2, 3] by presenting a few simple, but very detailed
examples of our computations. In this process we will try to avoid a repetition of the material of
the original papers, and rather concentrate on new and non-trivial aspects of the computations,
such as the analyticity properties of the special functions encountered.
B.1 Three-loop diagrams in the full theory
To illustrate the computational methods used in Ref. [2] in determining the strict perturbation
expansion of the QCD pressure up to three-loop order, let us consider as an example the evalua-
tion of the last diagram of Fig. 3.1 c, the fermionic ‘Mercedes’. We begin the calculation by ﬁrst
reducing the diagram into a sum of master sum-integrals and then proceed to evaluate these
functions. The computation will be performed in the Feynman gauge, where the value of the
gauge parameter has been set to ξ = 1.
B.1.1 Reduction to master sum-integrals
Applying the ﬁnite-temperature Feynman rules of section 2 to the Mercedes graph, denoted here
by IM , we straightforwardly obtain
IM = −
∑∫
{PQR}
Tr
[ 1
/P
(
gγµT
a
ij
) 1
/Q
(
gγνT
b
jk
) 1
/R
(gγρT cki)
]
igfabc
×δµρ (2P −Q−R)ν + δρν (2R− P −Q)µ + δνµ (2Q−R− P )ρ
(P −Q)2 (Q−R)2 (R− P )2 , (B.1)
where a sum over ﬂavors has been suppressed and the sum-integration measure is as deﬁned in
Eq. (2.84). The color sum is easily performed here by exploiting the antisymmetricity property
of the structure coeﬃcients fabc,
T aijT
b
jkT
c
kif
abc =
1
2
Tr
(
[T a, T b]T c
)
fabc =
i
2
fabcfabdTr
(
T cT d
)
=
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2
TF f
abcfabc =
i
2
CATF δ
cc
=
i
2
dACATF , (B.2)
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and simplifying Eq. (B.1) further we eventually get
IM =
3
2
dACATF g
4∑∫
{PQR}
PαQβRγ (2P −Q−R)ν
P 2Q2R2 (P −Q)2 (Q−R)2 (R− P )2 Tr
[
γαγµγβγνγγγµ
]
. (B.3)
Here we can at once take the trace over the gamma matrices by applying standard formulae
(not speciﬁc to 4 dimensions) and get as the result a combination of metric tensors, which in
our case are Kronecker δ-symbols. The subsequent tensorial contractions then become trivial
and produce
IM = 48 (1− 5) dACATF g4
∑∫
{PQR}
P · (P −Q)Q ·R
P 2Q2R2 (P −Q)2 (Q−R)2 (R− P )2 , (B.4)
where the explicit appearance of 5 signals that we are working in 3 − 25 space dimensions.
Combining the scalar products of the momenta into squares by using trivial identities such as
P ·Q = −1
2
(
(P −Q)2 − P 2 −Q2) , (B.5)
we can then cancel two propagators in each term and ﬁnally get
IM = 12 (1− 5) dACATF g4
[ (
I01 − I˜01
)
τ˜ + 1
2
M˜0,0
]
, (B.6)
where we have in analogy with Refs. [2, 29] deﬁned
I01 ≡
∑∫
P
1
P 2
, (B.7)
I˜01 ≡
∑∫
{P}
1
P 2
, (B.8)
τ˜ ≡ ∑∫
{PQ}
1
P 2Q2 (P −Q)2 , (B.9)
M˜0,0 ≡
∑∫
{PQR}
1
P 2Q2 (P −R)2 (Q−R)2 . (B.10)
Next we move on to consider the evaluation of these functions, which form an illustrative
subset of the class of all one-, two- and three-loop master sum-integrals appearing in the covariant
gauges of QCD. All sum-integrals required to determine the QCD pressure up to order g6ln g
have been evaluated in Ref. [5] for µ = 0 and in Ref. [2] for µ = 0. In the present work we will
keep the chemical potentials arbitrary, and start our treatment from the fermionic one-loop case
I˜01 . Our approach has been signiﬁcantly motivated by the µ = 0 work of Ref. [5].
B.1.2 Evaluation of the sum-integrals
Written out using the integration measure chosen, the deﬁnition of I˜01 reads
I˜01 ≡
∑∫
{P}
1
P 2
= Λ2T
∞∑
n=−∞
∫
d3−2p
(2π)3−2
1
p2 + ((2n+ 1)T − iµ)2 . (B.11)
After the trivial evaluation of the momentum integral (see e.g. the appendix of Ref. [63]) we get
I˜01 =
Γ(−1/2 + 5)
(4π)3/2−
Λ2T
∞∑
n=−∞
[
((2n+ 1)πT − iµ)2
]1/2−
, (B.12)
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where the sum bears a close resemblance to the deﬁnition of the generalized Riemann ζ-function,
ζ(z, q) =
∞∑
n=0
1
(n+ q)z
. (B.13)
The sum-integral can therefore clearly be written in the form
I˜01 = 2−2π−1/2T 2
(
Λ2
πT 2
)
Γ(−1/2 + 5)
×
(
ζ(−1 + 25, 1/2− iµ¯) + ζ(−1 + 25, 1/2 + iµ¯)
)
, (B.14)
which after an expansion in 5 — performed using the standard formulae of Ref. [65] — gives
I˜01 = −
T 2
24
{
1 + 12µ¯2 + 25
[ (
1 + 12µ¯2
)(
1 + ln
Λ¯
4πT
)
+ 12ℵ(1, z)
]}
. (B.15)
Here we have switched to using the MS scale parameter Λ¯ and now encounter the ℵ-functions
for the ﬁrst time. The bosonic sum-integral I01 is evaluated in an analogous manner.
As we move on to consider the two-fold sum-integral τ˜ — ﬁrst solved in Ref. [22] — the com-
putational methods required get somewhat more complicated. The initial step in the calculation
is to notice that the deﬁnition of the sum-integral, Eq. (B.9), can be written in a simpler form,
if we shift the integration variables by
P → P ′ ≡ P −Q, (B.16)
and deﬁne a ‘polarization’ function Πf as
Πf(P ) ≡
∑∫
{Q}
1
Q2(P +Q)2
. (B.17)
We then get for the sum-integral
τ˜ ≡ ∑∫
P{Q}
1
P 2Q2 (P +Q)2
=
∑∫
P
1
P 2
Πf(P ) , (B.18)
and begin its evaluation by transforming the function Πf into coordinate space at 5 = 0.
As can be easily veriﬁed, a Fourier-transform in three dimensions gives for the fermionic
propagator ∫
d3q
(2π)3
eiq·r
q2 + ((2n+ 1)πT − iµ)2 =
e−(|2n+1|πT−iµ sign(2n+1))r
4πT
. (B.19)
Inserting the inverse transform into the deﬁnition of Πf we then obtain (p0 ≡ 2πmT )
Πf(P ) =
1
(4π)2T
∫
d3q
(2π)3
∞∑
n=−∞
∫
d3r1
∫
d3r2 ei(q·r1+(q+p)·r2)
× exp[− (|2n+ 1|πT − iµ sign(2n+ 1)) r1]
× exp[− (|2n+ 2m+ 1|πT − iµ sign(2n+ 2m+ 1)) r2], (B.20)
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where the momentum integral can be easily performed and produces a Dirac δ-function. This,
on the other hand, helps us to remove one of the r-integrals and gives
Πf(P ) =
1
(4π)2T
∞∑
n=−∞
∫
d3r eip·rexp
[− (|2n+ 1|πT − iµ sign(2n+ 1)) r]
× exp[− (|2n+ 2m+ 1|πT − iµ sign(2n+ 2m+ 1)) r], (B.21)
in which the inﬁnite sum over n is quickly performed with the help of the standard formula
n1∑
n=n0
e−αn =
csch(α/2)
2
(
e−α(n0−1/2) − e−α(n1+1/2)
)
. (B.22)
Our result for the polarization function in three dimensions then ﬁnally reads
Πf(P ) =
T
(4π)2
∫
d3r
eip·r
r2
(|p¯0|+ cos(2µ¯r¯) csch r¯) e−|p0|r, (B.23)
with the dimensionless variables p¯0 and r¯ deﬁned by
p¯0 ≡ p02πT , (B.24)
r¯ ≡ 2πTr. (B.25)
The insertion of Eq. (B.23) into the deﬁnition of τ˜ provides us a straightforward way to
compute the sum-integral. Before doing this we however must ﬁnd a way to regulate its obvious
UV divergence, which otherwise would render the value of the graph inﬁnite. The most straight-
forward way to proceed is to analyze the behavior of Πf at large external momenta and then
subtract the leading order terms from the sum-integral. The subtracted part namely becomes
ﬁnite and can be evaluated at d = 3, while the rest is easily dealt with while keeping 5 nonzero.
The large-P behavior of the polarization function is most easily obtained through the standard
procedure of converting the q0 sum in Eq. (B.17) into a contour integral (see e.g. Refs. [5, 8])
using the formula
2πiT
∞∑
n=−∞
f(iωfn) =
∫ i∞
−i∞
dp0f(p0) +
∮
C
dp0f(p0) (B.26)
−
{∫ i∞+µ+
−i∞+µ+
dp0 n(p0 − µ) +
∫ i∞+µ−
−i∞+µ−
dp0 n(µ− p0)
}
f(p0),
where we have denoted
ωfn ≡ (2n+ 1)πT − iµ, (B.27)
n(x) ≡ 1
eβx + 1
(B.28)
and the integration contour C is deﬁned by
C ≡ 0 µ
−i∞
i∞ p0
. (B.29)
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Concentrating ﬁrst on the divergent vacuum (T = µ = 0) part of Πf, represented by the ﬁrst
term in Eq. (B.26), we straightforwardly obtain
Π(0)(P ) = Λ2
∫
d4−2q
(2π)4−2
1
q2(q + P )2
= Λ2
∫ 1
0
dx
∫
d4−2q
(2π)4−2
1
(q2 + xP 2 + 2xq ·P)2
=
Λ2Γ(5)
(4π)2−
∫ 1
0
dx
1
(x(1− x)P 2)
=
1
(4π)2−
Γ(5)Γ2(1− 5)
Γ(2− 25)
(
Λ2
P 2
)
≡ β0
(
T 2
P 2
)
, (B.30)
where β0 clearly contains an 1/5 divergence. We have suppressed the subscript f, as the vacuum
part of the polarization function is independent of the bosonic or fermionic nature of Q.
Let us then move on to consider the matter part of Πf and deﬁne
f(iq0) ≡ 1
(i(q0 + p0))2 − (q+ p)2
1
(iq0)2 − q2 . (B.31)
Following the notation of Eq. (B.26), we now get
Π(T )f (P ) ≡ Πf(P )−Π(0)(P )
=
{
Λ2T
∫
d3−2q
(2π)3−2
∑
{q0}
f(iq0)
}(T )
=
Λ2
2πi
∫
d3−2q
(2π)3−2
(∮
C
dq0f(q0)
−
{∫ i∞+µ+
−i∞+µ+
dq0 n(q0 − µ) +
∫ i∞+µ−
−i∞+µ−
dq0 n(µ− q0)
}
f(q0)
)
, (B.32)
in which the q0-integrals are trivial to perform using the Residue theorem. After some straight-
forward simpliﬁcations this produces
Π(T )f (P ) = Λ
2
∫
d3−2q
(2π)3−2
1
2q
(
θ(µ− q) + n(q + µ) + sign(q − µ)n(|q − µ|)
)
×
(
1
(q − ip0)2 − (q+ p)2 +
1
(q + ip0)2 − (q+ p)2
)
= Λ2
∫
d3−2q
(2π)3−2
1
2q
(
n(q + µ) + n(q − µ)
)
×
(
1
(q − ip0)2 − (q+ p)2 +
1
(q + ip0)2 − (q+ p)2
)
, (B.33)
where we have used the trivial identities
n(q − ip0) = n(q), (B.34)
n(q − µ) = θ(µ− q) + sign(q − µ)n(|q − µ|). (B.35)
The leading large-P behavior of Π(T )f is now available through a simple power series expansion
of the integrand of Eq. (B.33), as the functions n ensure that only the region of small q contributes
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to the integral. This on the other hand helps us to immediately take care of the angular integrals
and leads to the result
Π(T )f (P ) = −
Λ2
(4π)3/2−Γ(3/2− 5)
∫ ∞
0
dqq1−2
(
n(q + µ) + n(q − µ)
)
×
(
2
P 2
+
8
3− 25
[
1
P 4
− (4− 25) p
2
0
P 6
]
q2 +O
( 1
P 6
))
, (B.36)
where the remaining q-integrals are expressible in terms of the polylogarithm function
Liν(z) =
∞∑
k=1
zk
kν
=
z
Γ(ν)
∫ ∞
0
dt
tν−1
et − z . (B.37)
Our ﬁnal result for the leading large-P behavior of the matter part of the polarization function
then reads
Π(T )f (P ) = β1
1
P 2
+ β2T 4
(
1
P 4
− (4− 25) p
2
0
P 6
)
+O
( 1
P 6
)
≡ Π(T )f,UV(P ) +O
( 1
P 6
)
, (B.38)
with the coeﬃcients β deﬁned by
β1 = 2−2+2π−3/2+
Γ(2− 25)
Γ(3/2− 5)
(
Λ
T
)2 (
Li2−2(−eµ/T ) + Li2−2(−e−µ/T )
)
, (B.39)
β2 = 22π−3/2+
Γ(3− 25)
Γ(3/2− 5)
(
Λ
T
)2 (
Li4−2(−eµ/T ) + Li4−2(−e−µ/T )
)
. (B.40)
As can be easily veriﬁed starting from the deﬁnition of Πf, we could have immediately written
down the ﬁrst coeﬃcient in the form β1 = 2I˜01 , which actually is enough for our present purposes.
We, however, wanted to present here the general scheme used in analyzing the large-P behavior
of diﬀerent polarization functions and therefore extended the treatment to the next order. The
higher order terms are frequently needed at three-loop level.
Returning back to the computation of τ˜ , we now see that the explicit subtraction of the
leading order terms of Πf from Eq. (B.18) is enough to render the sum-integral ﬁnite. We,
however, still need a coordinate space representation for the regularized polarization function at
5 = 0, which is straightforwardly obtained and reads
Πf(P )−Π(0)(P )−Π(T )f,UV(P ) = (B.41)
T
(4π)2
∫
d3r
eip·r
r2
[
cos(2µ¯r¯)csch r¯ − 1
r¯
+
(
1
6
+ 2µ¯2
)
r¯ −
(
7
360
+
µ¯2
3
+
2µ¯4
3
)
r¯3
]
e−|p0|r.
In deriving this result, we have employed e.g. the identities
Li2(−ex) + Li2(−e−x) = −π
2
6
− 1
2
x2, (B.42)
Li4(−ex) + Li4(−e−x) = −7π
4
360
− π
2
12
x2 − 1
24
x4, (B.43)
which are special cases of a more general relation between the polylogarithm function and the
Bernoulli polynomials (see Ref. [64]). As a curiosity, it should be noted here that despite the pole
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in the coeﬃcient β0, even the Fourier transform of Π(0) is ﬁnite at d = 3 due to the appearance
of an additional factor of 1/Γ(5) in the transformation formula of 1/(P 2).
We are now ﬁnally ready to evaluate the initial sum-integral. Plugging the above results into
Eq. (B.18), we get
τ˜ = ∑∫
P
1
P 2
(
β0
(
T 2
P 2
)
+ 2I˜01
1
P 2
+
T
(4π)2
∫
d3r
eip·r
r2
[
cos(2µ¯r¯)csch r¯ − 1
r¯
+
(
1
6
+ 2µ¯2
)
r¯
]
e−|p0|r
)
+O (5) , (B.44)
where the two ﬁrst terms are easily computable by methods analogous to those used when
considering I˜01 . For the ﬁnite third term the evaluation of the momentum space integral and
the subsequent p0 sum on the other hand produce
T
(4π)2
∑∫
P
1
P 2
∫
d3r
eip·r
r2
[
cos(2µ¯r¯)csch r¯ − 1
r¯
+
(
1
6
+ 2µ¯2
)
r¯
]
e−|p0|r
=
T 2
(4π)3
∫
d3r
∑
p0
e−2|p0|r
r3
[
cos(2µ¯r¯)csch r¯ − 1
r¯
+
(
1
6
+ 2µ¯2
)
r¯
]
=
T 2
(4π)2
∫ ∞
0
dr
coth r
r
[
cos(2µ¯r)csch r − 1
r
+
(
1
6
+ 2µ¯2
)
r
]
, (B.45)
where the ﬁnal coordinate space integral is UV convergent but has an IR divergence due to
the zero mode in the bosonic frequency sum. We could easily remove this by separating the
zeroth Matsubara mode from the sum, but need not actually do that; the singular part namely
originates from a term proportional to
∫∞
0 dr r
z, which automatically vanishes under dimensional
regularization. We can therefore instantly proceed to evaluate the integral, which is most easily
accomplished by regulating each term of the integrand separately with a factor rα. In the end
we will sum the diﬀerent pieces together and proceed to the limit α→ 0+.
The last two terms of Eq. (B.45) are easily dealt with by applying the relation∫ ∞
0
dxxzcothx = 2−zΓ(1 + z)ζ(1 + z), (B.46)
while with the ﬁrst one we ﬁrst need to perform a partial integration and then use the straight-
forwardly derivable identity∫ ∞
0
dxxzeiβxcschx = 2−zΓ(1 + z)ζ(1 + z, 1/2− iβ/2). (B.47)
When adding the three parts of Eq. (B.45) together, all terms singular in α cancel and we are
left with an expression, where we may easily proceed to the limit α = 0. The inclusion of the
ﬁrst two terms of Eq. (B.44) to the sum then ﬁnally leads us to the result
τ˜ = −T
2µ¯2
(4π)2
(
1
5
+ 2
(
1 + 2 ln
Λ¯
4πT
)
− 2i
µ¯
ℵ(0, z)
)
(B.48)
for the entire sum-integral.
For three-fold sum-integrals the calculations become still somewhat more evolved [2, 5], but
the general features of the above coordinate space method still apply; in particular, we always
end up evaluating one-dimensional hyperbolic integrals, which lead to results containing diﬀerent
combinations of the ℵ-functions. We will therefore not present a detailed account of the com-
putation of the sum-integral M˜0,0 here, but merely refer the reader to Ref. [2]. In the following
we instead concentrate on analyzing the properties of the special functions encountered.
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B.1.3 Properties of the ℵ-functions
As can be seen from the explicit form of the matching coeﬃcients listed in the appendix A, the
only special functions that appear in the perturbative expansion of the QCD pressure up to
order g6ln g are the ℵ-functions. These were deﬁned in chapter 2 by
ℵ(n,w) ≡ ζ ′(−n,w) + (−1)n+1 ζ ′(−n,w∗), (B.49)
ℵ(w) ≡ Ψ(w) + Ψ(w∗), (B.50)
where n ∈ {0, 1, 2, 3} and the arguments of the functions read either
w = z = 1/2− iµ¯ or (B.51)
w = zf + zg = 1− i(µ¯f + µ¯g). (B.52)
We will now examine the behavior of these functions and in particular show how one can derive
generalized power series expansions for them in the limits of small and large µ¯. These results have
played a crucial role in the derivation of analytic expressions for the quark number susceptibilities
in Ref. [1] and for the T = 0 pressure in Ref. [2].
Our ﬁrst task is to ﬁnd convenient (integral) representations for the ζ- and Ψ-functions. The
generalized Riemann ζ-function is usually deﬁned by the inﬁnite sum
ζ(x,w) =
∞∑
n=0
1
(n+ w)x
(B.53)
or the integral [65]
ζ(x,w) =
1
Γ(x)
∫ ∞
0
dt tx−1
e−wt
1− e−t . (B.54)
Using the latter it is especially straightforward to analytically continue1 the function to the
whole x-plane excluding the point x = 1, if we assume the parameter w to satisfy the condition
Re(w)> 0. For the digamma function Ψ we will use a similar representation [65]
Ψ(w) = −γ +
∫ ∞
0
dt
e−t − e−wt
1− e−t , (B.55)
where Re(w)> 0 is again implicitly assumed.
Small µ¯
Let us begin our analysis from the limit of small µ¯, where we must expand the integrals of
Eqs. (B.54) and (B.55) in powers of Im(w). For the ζ function this is easily achieved via an
expansion of the denominator of the integrand in powers of e−t, which assumes that the factor
tx−1 regulates the divergence at small t. If we denote Re(w) ≡ w0, Im(w) ≡ w1, we get
ζ(x,w) =
1
Γ(x)
∞∑
n=0
∫ ∞
0
dt tx−1e−(w+n)t
=
1
Γ(x)
∞∑
n=0
∞∑
k=0
(−iw1)k
k!
∫ ∞
0
dt tk+x−1e−(w0+n)t (B.56)
1Recalling the analytic continuation of the Γ function onto C\(−N) using its integral representation.
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Figure B.1: The behavior of ℵ(1, z) (solid line) and its asymptotic limits, Eqs. (B.58) (dotted
line) and (B.61) (dashed line), as functions of µ¯.
=
1
Γ(x)
∞∑
n=0
∞∑
k=0
(−iw1)k
(n+ w0)k+xk!
Γ(k + x)
=
∞∑
k=0
(
k + x− 1
k
)
ζ(k + x,w0)(−iw1)k, (B.57)
where the binomial coeﬃcient in the ﬁnal expression reveals that the result could as well have
been derived starting from the sum representation of ζ. A derivative of the above expression
evaluated at negative integer values of x then gives us the desired results for ℵ(n,w). Just to
demonstrate this, for n = 1 the ﬁrst few coeﬃcients of the expansion read
ℵ(1, z) = − 1
12
(
ln 2− ζ
′(−1)
ζ(−1)
)
− (1− 2 ln 2− γ) µ¯2 +O(µ¯4). (B.58)
For the functions ℵ(w) and Ψ the calculation becomes somewhat more complicated. Intro-
ducing an IR regulator tα to Eq. (B.55) and expanding the denominator as before, the integrals
corresponding to the two terms of the integrand can, however, be analytically computed and
produce a ﬁnite result when added together. We are then able to expand also the function ℵ(z)
to an arbitrary order in µ¯, and obtain
ℵ(z) = −2γ − 4 ln 2 + 14 ζ(3) µ¯2 +O(µ¯4). (B.59)
Large µ¯
Moving on to the limit of large µ¯, we want to expand the ℵ-functions in powers of 1/µ¯, or
equivalently the integral representations of Eqs. (B.54) and (B.55) in powers of 1/Im(w). This
is most easily accomplished by noticing that a large value of µ¯ causes the dominant contribution
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Figure B.2: The behavior of ℵ(z) (solid line) and its asymptotic limits, Eqs. (B.59) (dotted line)
and (B.62) (dashed line), as functions of µ¯.
to the integrals to originate from the region of small t, which means we can expand the integrands
in powers of t with the exception of the factor e−iwt. We thereby get
ζ(x,w) =
1
Γ(x)
∫ ∞
0
dt tx−1e−iwt
(
t−1 + 1/2 + t/12 +O(t2))
=
(iw)−x+1
x− 1
(
1 +
x− 1
2iw
+
x(x− 1)
12(iw)2
+O(1/w3)
)
, (B.60)
which after some trivial algebra leads to
ℵ(1, z) = −µ¯2
(
ln µ¯− 1
2
)
− 1
12
(
ln µ¯+ 1
)
+O
(
ln µ¯
µ¯2
)
(B.61)
for ℵ(1, z), and similarly for the other ℵ(n, z)-functions.
Analogously to the limit of small µ¯, the determination of the behavior of the functions ℵ(w)
and Ψ at large µ¯ requires the introduction of an additional factor tα to the integrand of Eq. (B.55)
to regulate the divergent behavior of the two terms at t = 0. In other respects the computation
however proceeds in a manner highly analogous to that presented above and in the end gives us
ℵ(z) = 2 ln µ¯− 1
12
1
µ¯2
+O( ln µ¯
µ¯4
). (B.62)
The general behavior of the functions ℵ(1, z) and ℵ(z) is depicted in Figs. B.1. and B.2.
B.2 Four-loop diagrams in the eﬀective theories
In the third paper attached to the present thesis [3] it is described how all four-loop vacuum
diagrams appearing in three-dimensional massive ﬁeld theories can be numerically computed to
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Figure B.3: Diagrams evaluated in this thesis.
a high order in 5 = (3−d)/2. For these purposes we have in addition derived previously unknown
analytic results for a small class of four-loop master diagrams, whose structure is simple enough
to allow for their analytic evaluation. As this analytic work is only brieﬂy quoted in Ref. [3], we
will here explore the subject in more detail and introduce the methods used in the computations.
An even more detailed treatment of some of this material can be found in Ref. [66].
The diagrams, whose analytic evaluation turns out to be possible, fall into two general cate-
gories: graphs with a small number of vertices can be evaluated by coordinate space methods
(see e.g. Refs. [67, 68]), while the ones containing only simple one-loop sub-diagrams are most
easily dealt with directly in momentum space. Our treatment is therefore too divided into two
parts, of which the ﬁrst deals with coordinate space computations and the latter with momentum
space ones. The diagrams to be covered are shown in Fig. B.3, where also the numbering of the
propagator masses can be found. We will keep the values of these masses arbitrary throughout
our treatment, which enables us to afterwards easily obtain results for diagrams with some prop-
agators raised to higher powers through diﬀerentiation. The momentum integration measure we
will be using in our calculations is the MS one deﬁned at the end of chapter 2.
B.2.1 Coordinate space calculations
When the number of vertices in a diagram is small, it often proves useful to convert the momen-
tum space integrals into coordinate space ones by taking Fourier transforms of the propagators.
The success of this method is based on the obvious fact that the number of coordinate space
integrations needed in the end will always be one less than the number of vertices in the graph.
The coordinate representation of the scalar propagator is, however, fairly complicated in an
arbitrary dimension, and angular integrals furthermore often prove to be surprisingly diﬃcult
to perform. This makes the application of the method increasingly diﬃcult when the number of
vertices arises.
The basic setup
The most fundamental quantity required in coordinate space calculations is the Fourier transform
of a massive propagator, for which a straightforward computation produces
D (x,m) ≡ Λ¯2
∫
d3−2p
(2π)3−2
e−ıp·x
p2 +m2
=
Λ¯2
(2π)3/2−
(m
x
)1/2−
K1/2− (mx) , (B.63)
with K denoting a modiﬁed Bessel function. An expansion of this result in powers of x then
gives
D (x,m) =
Λ¯2Γ (1/2− 5)
4π1−Γ (1/2)
x−1+2
(
1 +
(mx)2
2 (1 + 25)
+O
(
(mx)4
))
− Λ¯
2Γ (−1/2 + 5)
(4π)1− Γ (−1/2) m
1−2
(
1 +O
(
(mx)2
))
(B.64)
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≡ m1−2
[
α (mx)−1+2
(
1 +
(mx)2
2 (1 + 25)
+O
(
(mx)4
))
− β
(
1 +O
(
(mx)2
))]
, (B.65)
where the coeﬃcients α and β read
α =
Λ¯2Γ (1/2− 5)
4π1−Γ (1/2)
, (B.66)
β =
Λ¯2Γ (−1/2 + 5)
(4π)1− Γ (−1/2) . (B.67)
Correspondingly, an 5-expansion of D produces
D (x,m) =
e−mx
4πx
[
1 + 5
(
ln
2πΛ¯2x
m
+ e2mxEi (−2mx)
)
+O (52) ], (B.68)
where Ei denotes the exponential integral function
Ei(x) = −
∫ ∞
−x
dt
e−t
t
(B.69)
and the relations [65]
K1/2 (x) =
√
π
2x
e−x (B.70)[
∂Kν (x)
∂ν
]
ν=1/2
= −
( π
2x
)1/2
ex Ei (−2x) (B.71)
have been used. These results will be frequently used in the following.
Diagram d
The basketball-type diagrams containing only two vertices are particularly well suited for inte-
gration in coordinate space due to their trivial angular structure. Writing the propagators in
terms of their Fourier transforms we easily obtain for the graph d,
Id = Λ¯−10
(
Λ¯2
(4πe−γ)
)4 ∫
d3−2x
5∏
i=1
D(x,mi)
=
(
Λ¯−/2
(4πe−γ)
)4
2π3/2−
Γ (3/2− 5)
∫ ∞
0
dx x2−2
5∏
i=1
D(x,mi)
≡
(
Λ¯−1
(4πe−γ)2
)2 2π3/2−
Γ (3/2− 5) I, (B.72)
where the integral I clearly contains a singularity at the origin signalling of the ultraviolet
divergence of the diagram. In order to separate this divergent part we introduce a small positive
parameter r to divide the radial integration path into two subintervals [0, r] and [r,∞[ while
keeping in mind that in the end we will sum the two contributions together and proceed to the
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limit r → 0. On the ﬁrst interval one may use the small-x expansion of the propagators, whereas
on the latter we can simply set 5 = 0.
Starting from the ﬁrst interval we get by applying Eq. (B.65),
I1 ≡
∫ r
0
dx x2−2
5∏
i=1
D(x,mi)
=
∫ r
0
dx x2−2
5∏
i=1
{
m1−2i
[
α (mix)
−1+2
(
1 +
(mix)
2
2 (1 + 25)
+O
(
(mix)
4
))
− β
(
1 +O
(
(mix)
2
))]}
+O(r)
=
∫ r
0
dx x2−2
{
α5 x−5+10 − α4β
5∑
i=1
m1−2i x
−4+8 +
α5
2 (1 + 25)
5∑
i=1
m2i x
−3+10
+
α3β2
2
∑
i=j
(mimj)
1−2 x−3+6
}
+O(r), (B.73)
where the ﬁnal integrations are trivial to perform and lead to
I1 = −α
5
2
r−2 + α4β
5∑
i=1
mi r
−1 +
α5r8
165 (1 + 25)
5∑
i=1
m2i
+
α3β2r4
85
∑
i=j
(mimj)
1−2 +O(r). (B.74)
On the second interval the calculation is even more straightforward, as at d = 3 we only need
to evaluate the integral
I2 = 1
(4π)5
∫ ∞
r
dx
e−Mx
x3
, (B.75)
with M deﬁned by
M ≡
5∑
i=1
mi. (B.76)
After several partial integrations and the dropping of terms that vanish in the limit r → 0 we
eventually obtain
I2 = 1
(4π)5
(
e−Mr
2r2
− Me
−Mr
2r
− M
2e−Mrln (Mr)
2
+
M2
2
∫ ∞
0
dx lnx e−x
)
=
1
(4π)5
(
1
2r2
− M
r
+
1
2
(
3
2
− γ
)
M2 − M
2ln (Mr)
2
)
+O(r). (B.77)
When adding up I1 and I2, all terms divergent in the limit r → 0 cancel. An expansion in 5
then gives for the whole integral the simple result
Id =
M2
2(4π)4
{
1
85
[
1 +
∑
i=j
mimj
M2
]
+
3
2
+ ln
Λ¯
M
+
∑
i=j
mimj
M2
(
ln
(
Λ¯
mi
)
+
3
2
− ln 2
)}
, (B.78)
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Figure B.4: The structure of the diagram e in coordinate space.
where we have ﬁnally proceeded to the limit r = 0. When all masses are equal, mi = m∀i, we
in particular get
Id (mi = m) =
45m2
(8π)4
(
1
5
+ 8 ln
Λ¯
m
+ 12− 32
9
ln 2− 40
9
ln 5
)
. (B.79)
Diagram e
The coordinate space evaluation of diagrams containing more than two vertices is generally very
diﬃcult to approach, but may anyhow prove successful in certain special cases. One such case
is the four-loop graph e, which after a Fourier-transform reads
Ie =
(
Λ¯−
(4πe−γ)
)4 ∫
d3−2x
∫
d3−2y D(|x− y|,m1)
× D(x,m2)D (x,m3)D (y,m4)D (y,m5)D (y,m6) , (B.80)
as portrayed in Fig. B.4. Here we can at once perform the angular integrations by applying the
identity [67] ∫
dΩρ
Kλ (|r − ρ|)
|r − ρ|λ = (2π)
λ+1 Iλ (ρ)
ρλ
Kλ (r)
rλ
, (B.81)
where λ = (d− 2)/2 and r > ρ. This on the other hand gives us
Ie =
(
1
(4πe−γ)
)4 ∫ ∞
0
dx
∫ ∞
0
dy x2−2y2−2
3∏
i=2
D(x,mi)
6∏
i=4
D(y,mi)
× (D (x,m1)G (m1y) θ (x− y) + D (y,m1)G (m1x) θ (y − x))
≡
(
1
4πe−γ
)4
I, (B.82)
in which we have deﬁned the function G by
G (x) ≡ 2
5/2−π3−2Λ¯−4
Γ (3/2− 5)
I1/2− (x)
x1/2−
. (B.83)
For future purposes we note that at small values of its argument this function has the expansion
G (x) =
4π3−2Λ¯−4
Γ (3/2− 5)2
(
1 +O (x2)) ≡ κ (1 +O (x2)) , (B.84)
and with 5 set to zero it reads
G (x) = (4π)2
sinh x
x
. (B.85)
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Figure B.5: The division of the xy-plane into 6 subregions in the evaluation of the integral of
Eq. (B.82).
Let us then move on to evaluate the integral I. In analogy with the computation of the
basketball diagram we again introduce a small positive parameter r to divide the integration
plane into diﬀerent regions in order to isolate the singularities of the graph. This division is
depicted in Fig. B.5, and it is obvious that at least the two regions E and F will be safe from
UV divergences meaning that we can there set 5 = 0. In the end we will again sum the diﬀerent
contributions together and proceed to the limit r → 0.
In the computations to follow we will frequently apply the notation
mi +mj +mk + ... ≡ Mijk..., (B.86)
mi ×mj ×mk × ... ≡ M ijk.... (B.87)
Regions A and B
In the regions A and B the coordinates x and y are conﬁned near the origin as x, y ≤ r. Denoting
y = tx and using the small-x expansions of the diﬀerent functions we easily obtain
IA =
∫ r
0
dx
∫ x
0
dy x2−2y2−2G(m1y)
3∏
i=1
D(x,mi)
6∏
i=4
D(y,mi)
= κα6
∫ r
0
dx
∫ 1
0
dt x−1+8t−1+4 +O(r) = κα6 r
8
3252
+O(r), (B.88)
and similarly
IB =
∫ r
0
dy
∫ y
0
dx x2−2y2−2G(m1x)D (y,m1)
3∏
i=2
D(x,mi)
6∏
i=4
D(y,mi)
= κα6
r8
85 (1 + 25)
+O(r). (B.89)
As we will in the end take the limit of r = 0, this accuracy suﬃces to us at present.
Region C
In the region C — which turns out to be the most problematic one — the integration variable
y in conﬁned near the origin, while x on the other hand ranges from r ro ∞. Proceeding in the
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same fashion as before, we get
IC =
∫ ∞
r
dx
∫ r
0
dy x2−2y2−2G(m1y)
3∏
i=1
D(x,mi)
6∏
i=4
D(y,mi)
= κα3
∫ ∞
r
dx x2−2
3∏
i=1
D(x,mi)
∫ r
0
dy y−1+4 +O(r)
= κα3
r4
45
∫ ∞
r
dx x2−2
3∏
i=1
D(x,mi) +O(r), (B.90)
where the remaining x-integral must be computed to O(5) in order to obtain also the ﬁnite part
of IC . This can on the other hand be achieved through an application of the 5-expansion of D,
Eq. (B.68), which gives us∫ ∞
r
dx x2−2
3∏
i=1
D(x,mi) (B.91)
=
1
(4π)3
∫ ∞
r
dx
e−M123x
x
[
1 + 5
(
lnx+ ln
(2πm2)3
M123
+
3∑
i=1
e2mixEi (−2mix)
)
+O(52)
]
,
but leaves a number of non-trivial one-dimensional integrals to be computed. Performing several
partial integrations all of these can nevertheless be evaluated analytically, and we ﬁnally obtain
IC = − 1
4 (4π)4
{(
γ + ln (M123r)
)(1
5
+ 4 + γ + ln 2 + ln
(
2πΛ¯2r
)4
M123M123
)
+
π2
6
+ γ2 (B.92)
+
1
2
(ln (M123r))
2 +
3∑
i=1
[1
2
(ln (2mir))
2 + γln (2mir) + Li2
(
1− M123
2mi
)]}
+O(r)
as the contribution of the region C to the integral I.
Region D
It can be easily veriﬁed that the region D produces no divergences, so we may set 5 = 0 in
the beginning. Then all the required integrals reduce to familiar types and we easily obtain,
following the above treatment,
ID =
∫ r
0
dx
∫ ∞
r
dy x2y2G(m1x)D (y,m1)
3∏
i=2
D(x,mi)
6∏
i=4
D(y,mi)
=
1
(4π)4m1
∫ r
0
dx
e−M23x
x
sinh (m1x)
∫ ∞
r
dy
e−M1456y
y2
=
1
(4π)4
+O(r). (B.93)
Regions E and F
The regions E and F contain no points near the origin and will therefore also give only ﬁnite
contributions to the integral I. Proceeding as before we get for E,
IE =
∫ ∞
r
dy
∫ ∞
y
dx x2y2G(m1y)
3∏
i=1
D(x,mi)
6∏
i=4
D(y,mi) (B.94)
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=
1
(4π)4m1
∫ ∞
r
dy
e−M456y
y2
sinh (m1y)
∫ ∞
y
dx
e−M123x
x
= − 1
(4π)4m1
∫ ∞
r
dy
e−M456y
y2
sinh (m1y) Ei (−M123y) , (B.95)
and similarly for F,
IF =
∫ ∞
r
dx
∫ ∞
x
dy x2y2G(m1x)D (y,m1)
3∏
i=2
D(x,mi)
6∏
i=4
D(y,mi)
=
1
(4π)4m1
∫ ∞
r
dx
e−M23x
x
sinh (m1x)
∫ ∞
x
dy
e−M1456y
y2
=
1
(4π)4m1
∫ ∞
r
dx
e−M23x
x
sinh (m1x)
(
e−M1456x
x
+M1456Ei (−M1456x)
)
. (B.96)
Here the remaining integrals are straightforward to evaluate by employing partial integrations
and in the end produce the results
IE = 1
2 (4π)4
{
− 2 + π
2
6
+ γ2 +
M1123456
m1
ln
M1123456
M123
− M23456
m1
ln
M23456
M123
+
M1456
m1
Li2
(
−M1456
M123
)
+
(
1− M456
m1
)
Li2
(
−−m1 +M456
M123
)
+ 2γ ln (M123r)
+ (ln (M123r))
2
}
+O(r), (B.97)
IF = 1
2 (4π)4
{
2 (1− γ) + M23456
m1
ln (M23456r)− M1123456
m1
ln (M1123456r)
+
M1456
m1
(
Li2
(
− M123
M1456
)
− Li2
(
−−m1 +M23
M1456
))}
+O(r). (B.98)
Final result
All that is left to do is to add up the contributions of the diﬀerent regions to the initial integral
and proceed to the limit r → 0+. This ﬁnally gives us as the result for the whole diagram
Ie =
1
2(8π)4
{
1
52
+
8
5
[
1 + ln
Λ¯
M123
]
+ 4
[
13 +
7π2
12
− 3 (ln 2)2 + 16 ln Λ¯
M123
+ 8
(
ln
Λ¯
M123
)2
+ 2 ln 2 ln
(M123)
3
M123
+ 4
(
1− M456
m1
)
Li2
(
−−m1 +M456
M123
)
+ 4
M1456
m1
Li2
(
−M1456
M123
)
+ 4
M1456
m1
(
Li2
(
− M123
M1456
)
− Li2
(
−−m1 +M23
M1456
))
+ −
3∑
i=1
{(
ln
mi
M123
)2
+ 2Li2
(
1− M123
2mi
)}]}
. (B.99)
Special mass conﬁgurations
Important special mass conﬁgurations include the identical mass case, mi = m ∀i, as well as the
one with m3 = 0, m1 = m2 = m4 = m5 = m6 = m. Using the easily veriﬁable dilogarithmic
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relations
Li2 (−x) = −π
2
6
− 1
2
(ln (1 + x))2 +
∫ ∞
x
dt
ln (1 + t)
t (1 + t)
,
Li2 (−x) + Li2
(
−1
x
)
= −1
2
(ln (−x))2 − π
2
6
, (B.100)
we straightforwardly get
Ie (mi = m) =
1
2(8π)4
{
1
52
+
8
5
[
1 + ln
Λ¯
3m
]
+ 4
[
13 +
7π2
12
+ 16 ln
Λ¯
3m
+ 8
(
ln
Λ¯
3m
)2
− 3
(
ln
2
3
)2
+ 16
(
Li2
(
−3
4
)
+ Li2
(
−4
3
))
− 8Li2
(
−2
3
)
− 6Li2
(
−1
2
)
− 16Li2
(
−1
4
)]}
, (B.101)
Ie (m3 = 0) =
1
2(8π)4
{
1
52
+
8
5
[
1 + ln
Λ¯
2m
]
+ 4
[
13− 13π
2
12
− 8 (ln 2)2 + 16 ln Λ¯
2m
+ 8
(
ln
Λ¯
2m
)2 ]}
, (B.102)
where especially the remarkably simple form of the latter result is worthy of some attention.
B.2.2 Momentum space calculations
Diagrams containing arbitrarily many vertices but only trivial one-loop subdiagrams are most
easily handled directly in momentum space. The number of such graphs is, however, small and
analytic results are so far available only in a few special cases. We will now brieﬂy address the
computation of three four-loop diagrams, for which at least simple integral representations can
be derived using this method.
Diagram a
The triangle diagram has previously been studied both in three and four dimensions [69, 70]
with the result that its divergent part has been successfully obtained. Here our objective is,
however, to compute its ﬁnite term as well, and we start this by deﬁning a scalar two-point
function
Π˜(p,m1,m2) ≡
∫
q
1
q2 +m21
1
(q − p)2 +m22
(B.103)
analogous to the polarization function of appendix B.1. This allows us to write the diagram in
the form
Ia =
∫
p
Π˜(p,m1,m2)Π˜(p,m3,m4)Π˜(p,m5,m6), (B.104)
which serves as a useful starting point for our analysis.
The momentum space integral appearing in the deﬁnition of Π˜ can be easily performed by
introducing a Feynman parameter x to combine the two propagators in the integrand (see also
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Eq. (B.30)). We thereby get
Π˜(p,m1,m2) =
eγΛ¯2Γ(1/2 + 5)
8π3/2 (p2)1/2+
∫ 1
0
dx
1(
x(1− x) + (xm21 + (1− x)m22) /p2)1/2+
≡ e
γΛ¯2Γ(1/2 + 5)
8π3/2 (p2)1/2+
B
(
m21/p
2,m22/p
2, 5
)
, (B.105)
where the function B possesses the easily veriﬁable properties
lim
x1,x2→0
B (x1, x2, 5) =
22
√
πΓ(1/2− 5)
Γ(1− 5) , (B.106)
B (x1, x2, 0) = 2 arccot(x
1/2
1 + x
1/2
2 ). (B.107)
If we now deﬁne p ≡ Λ¯u, Eq. (B.104) becomes
Ia =
2e4γ
(4π)6
Γ(1/2 + 5)3
Γ(3/2− 5)
∫ ∞
0
du u−1−8
× B
(
m21
u2Λ¯2
,
m22
u2Λ¯2
, 5
)
B
(
m23
u2Λ¯2
,
m24
u2Λ¯2
, 5
)
B
(
m25
u2Λ¯2
,
m26
u2Λ¯2
, 5
)
, (B.108)
which after a partial integration in u gives
Ia =
2e4γ
(4π)6
Γ(1/2 + 5)3
Γ(3/2− 5)
1
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∫ ∞
0
du u−8
× d
du
[
B
(
m21
u2Λ¯2
,
m22
u2Λ¯2
, 5
)
B
(
m23
u2Λ¯2
,
m24
u2Λ¯2
, 5
)
B
(
m25
u2Λ¯2
,
m26
u2Λ¯2
, 5
)]
. (B.109)
Here the 1/5 part of the integral has been separated, which means we can expand the factor
u−8 in 5. Using Eqs. (B.106) and (B.107) this ﬁnally leads us to the result
Ia =
2e4γ
(4π)6
Γ(1/2 + 5)3
Γ(3/2− 5)
{
1
85
(
22
√
πΓ(1/2− 5)
Γ(1− 5)
)3
(B.110)
− 8
∫ ∞
0
du lnu
d
du
[
arctan
(
uΛ¯
m1 +m2
)
arctan
(
uΛ¯
m3 +m4
)
arctan
(
uΛ¯
m5 +m6
)]}
,
where terms of order 5 have been dropped.
The ﬁnal result for the triangle diagram is now available through a simple 5-expansion of
Eq. (B.110), which gives us
Ia = 2−13π−2
{
1
5
+ 4 ln 2 + 2− 64
π3
∫ ∞
0
du lnu
× d
du
[
arctan
(
uΛ¯
m1 +m2
)
arctan
(
uΛ¯
m3 +m4
)
arctan
(
uΛ¯
m5 +m6
)]}
. (B.111)
Here the remaining integral can be analytically performed only in certain special cases, which
fortunately include the one with identical propagator masses (mi = m ∀i),
Ia (mi = m) = 2−13π−2
{
1
5
+ 4 ln
Λ¯2
2m2
+ 2− 84
π2
ζ (3)
}
. (B.112)
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Diagrams b and c
The graphs b and c are clearly ﬁnite in three dimensions. Using the above results for the function
Π˜ we may almost instantly write for them the integral representations
Ib = 2−7π−5
∫ ∞
0
dp p−1
(
p2 +m27
)−1
× arctan
(
p
m1 +m2
)
arctan
(
p
m3 +m4
)
arctan
(
p
m5 +m6
)
, (B.113)
Ic = 2−8π−6
∫ ∞
0
dp
∫ ∞
0
dq arctan
(
p
m1 +m2
)
arctan
(
q
m3 +m4
)
× ln((p+ q)
2 +m27)/((p− q)2 +m27)
(p2 +m25)(q2 +m
2
6)
. (B.114)
The analytic evaluation of these integrals has, however, not been possible even in the identical
mass case, so at present these expressions only serve as sources for accurate numerical results.
59
Bibliography
[1] A. Vuorinen, Phys. Rev. D 67 (2003) 074032 [hep-ph/0212283].
[2] A. Vuorinen, Phys. Rev. D 68 (2003) 054017 [hep-ph/0305183].
[3] Y. Schro¨der and A. Vuorinen, “High-precision evaluation of four-loop vacuum bubbles in
three dimensions,” hep-ph/0311323
[4] B. A. Freedman and L. D. McLerran, Phys. Rev. D 16 (1977) 1169.
[5] P. Arnold and C. X. Zhai, Phys. Rev. D 50 (1994) 7603 [hep-ph/9408276]; Phys. Rev. D
51 (1995) 1906 [hep-ph/9410360].
[6] S. Laporta, Int. J. Mod. Phys. A 15 (2000) 5087 [hep-ph/0102033].
[7] C. R. Allton, S. Ejiri, S. J. Hands, O. Kaczmarek, F. Karsch, E. Laermann and C. Schmidt,
“The equation of state for two ﬂavor QCD at non-zero chemical potential,” hep-lat/0305007.
[8] J. Kapusta,“Finite-temperature ﬁeld theory”, Cambridge University Press, Cambridge
(1989).
[9] M. Le Bellac, “Thermal ﬁeld theory”, Cambridge University Press, Cambridge (1996).
[10] D.J. Gross, R.D. Pisarski and L.G. Yaﬀe, Rev. Mod. Phys. 53 (1981) 43.
[11] T. Toimela, Int. J. Theor. Phys. 24 (1985) 901 [Erratum-ibid. 26 (1987) 1021].
[12] H. Fritzsch, M. Gell-Mann and H. Leutwyler, Phys. Lett. B 47 (1973) 365.
[13] D. J. Gross and F. Wilczek, Phys. Rev. Lett. 30 (1973) 1343.
[14] H. D. Politzer, Phys. Rev. Lett. 30 (1973) 1346.
[15] D. H. Rischke, “The quark-gluon plasma in equilibrium,” nucl-th/0305030.
[16] E. Laermann and O. Philipsen, “Status of lattice QCD at ﬁnite temperature,” hep-
ph/0303042.
[17] M. G. Alford, K. Rajagopal and F. Wilczek, Phys. Lett. B 422 (1998) 247 [hep-ph/9711395].
[18] K. Rajagopal and F. Wilczek, “The condensed matter physics of QCD,” hep-ph/0011333.
[19] Heinz J. Rothe, “Lattice gauge theories - an introduction”, World Scientiﬁc (1997).
[20] D. Bailin and A. Love, “Introduction to gauge ﬁeld theory”, IOP publishing, London (1993)
60
[21] J. C. Taylor, “Gauge theories of weak interactions”, Cambridge University Press, Cambridge
(1975).
[22] A. Gynther, Phys. Rev. D 68 (2003) 016001 [hep-ph/0303019].
[23] R. Cutler and D. W. Sivers, Phys. Rev. D 17 (1978) 196.
[24] E. V. Shuryak, Sov. Phys. JETP 47 (1978) 212 [Zh. Eksp. Teor. Fiz. 74 (1978) 408];
S. A. Chin, Phys. Lett. B 78 (1978) 552.
[25] M. Gell-Mann and K. A. Brueckner, Phys. Rev. 106 (1957) 364
[26] J. I. Kapusta, Nucl. Phys. B 148 (1979) 461.
[27] T. Toimela, Phys. Lett. B 124 (1983) 407.
[28] C. X. Zhai and B. Kastening, Phys. Rev. D 52 (1995) 7232 [hep-ph/9507380].
[29] E. Braaten and A. Nieto, Phys. Rev. D 53 (1996) 3421 [hep-ph/9510408].
[30] P. Ginsparg, Nucl. Phys. B 170 (1980) 388; T. Appelquist and R.D. Pisarski, Phys. Rev. D
23 (1981) 2305.
[31] K. Kajantie, M. Laine, K. Rummukainen and M. E. Shaposhnikov, Nucl. Phys. B 458
(1996) 90 [hep-ph/9508379].
[32] K. Kajantie, M. Laine, K. Rummukainen and Y. Schro¨der, Phys. Rev. D 67 (2003) 105008
[hep-ph/0211321].
[33] K. Kajantie, M. Laine, K. Rummukainen and Y. Schro¨der, JHEP 0304 (2003) 036 [hep-
ph/0304048].
[34] Y. Schroder, Nucl. Phys. Proc. Suppl. 116 (2003) 402 [hep-ph/0211288].
[35] J. A. Vermaseren, “New features of FORM,” math-ph/0010025.
[36] A. D. Linde, Phys. Lett. B 96 (1980) 289.
[37] J. Andersen, K. Kajantie, M. Strickland and A. Vuorinen, in progress.
[38] G. Boyd, J. Engels, F. Karsch, E. Laermann, C. Legeland, M. Lutgemeier and B. Petersson,
Nucl. Phys. B 469 (1996) 419 [hep-lat/9602007].
[39] Z. Fodor, S. D. Katz and K. K. Szabo, “The QCD equation of state at nonzero densities:
Lattice result,” hep-lat/0208078.
[40] C. W. Bernard et al., Nucl. Phys. Proc. Suppl. 60A (1998) 195.
[41] R. V. Gavai and S. Gupta, “Pressure and non-linear susceptibilities in QCD at ﬁnite chem-
ical potentials,” hep-lat/0303013.
[42] J. P. Blaizot, E. Iancu and A. Rebhan, Phys. Rev. Lett. 83 (1999) 2906 [hep-ph/9906340];
Phys. Lett. B 470 (1999) 181 [hep-ph/9910309]; Phys. Rev. D 63 (2001) 065003 [hep-
ph/0005003]; hep-ph/0303185.
61
[43] J. O. Andersen, E. Braaten, E. Petitgirard and M. Strickland, Phys. Rev. D 66 (2002)
085016 [hep-ph/0205085].
[44] J. O. Andersen, E. Petitgirard and M. Strickland, “Two-loop HTL thermodynamics with
quarks,” hep-ph/0302069.
[45] J. O. Andersen and M. Strickland, Phys. Rev. D 66 (2002) 105001 [hep-ph/0206196].
[46] G. D. Moore, JHEP 0210 (2002) 055 [hep-ph/0209190]; A. Ipp, G. D. Moore and A. Reb-
han, JHEP 0301 (2003) 037 [hep-ph/0301057].
[47] A. Ipp and A. Rebhan, “Thermodynamics of large-N(f) QCD at ﬁnite chemical potential,”
hep-ph/0305030.
[48] A. Ipp, A. Rebhan and A. Vuorinen, “Perturbative QCD at non-zero chemical potential:
Comparison with the large-Nf limit and apparent convergence,” hep-ph/0311200.
[49] G. Burgio, F. Di Renzo, G. Marchesini, E. Onofri, M. Pepe and L. Scorzato, Nucl. Phys.
Proc. Suppl. 63 (1998) 808 [hep-lat/9709106]; F. Di Renzo and L. Scorzato, Nucl. Phys.
Proc. Suppl. 94 (2001) 567 [hep-lat/0010064]; F. Di Renzo, A. Mantovi, V. Miccio and
Y. Schroder, “Four loop stochastic perturbation theory in 3d SU(3),” hep-lat/0309111.
[50] A. Hart, M. Laine and O. Philipsen, Nucl. Phys. B 586 (2000) 443 [hep-ph/0004060].
[51] T. Appelquist and J. Carazzone, Phys. Rev. D 11 (1975) 2856.
[52] S. z. Huang and M. Lissia, Nucl. Phys. B 438 (1995) 54 [hep-ph/9411293].
[53] M. Laine, “What is the simplest eﬀective approach to hot QCD thermodynamics?,” hep-
ph/0301011.
[54] J. P. Blaizot, E. Iancu and A. Rebhan, Phys. Rev. D 68 (2003) 025011 [hep-ph/0303045].
[55] J. P. Blaizot, E. Iancu and A. Rebhan, Phys. Lett. B 523 (2001) 143 [hep-ph/0110369].
[56] K. Kajantie, M. Laine, K. Rummukainen and M. E. Shaposhnikov, Nucl. Phys. B 503
(1997) 357 [hep-ph/9704416].
[57] H. R. P. Ferguson, D. H. Bailey, RNR Technical Report RNR-91-032, NASA Ames Research
Center, Moﬀett Field, CA. December 1991.
[58] G. Boyd et al., Nucl. Phys.B469, 419 (1996) [hep-lat/9602007]; A. Papa, Nucl. Phys.B478,
335 (1996) [hep-lat/9605004]; B. Beinlich, F. Karsch, E. Laermann and A. Peikert, Eur.
Phys. J. C6, 133 (1999) [hep-lat/9707023]; M. Okamoto et al. [CP-PACS Collaboration],
Phys. Rev. D60, 094510 (1999) [hep-lat/9905005].
[59] R. V. Gavai, S. Gupta and P. Majumdar, Phys. Rev. D 65 (2002) 054506 [hep-lat/0110032].
[60] S. J. Brodsky, G. P. Lepage and P. B. Mackenzie, Phys. Rev. D 28 (1983) 228.
[61] S. Gupta, Phys. Rev. D 64 (2001) 034507 [hep-lat/0010011].
[62] R. V. Gavai and S. Gupta, “Valence quarks in the QCD plasma: Quark number suscepti-
bilities and screening,” hep-lat/0211015.
62
[63] P. Ramond, “Field theory - a modern primer,” Benjamin/Cummings, Reading (1981).
[64] http://functions.wolfram.com/10.08.17.0009.01
[65] I.S. Gradshteyn and I.M. Ryzhik, ”Table of Integrals, Series and Products”, 6th edition,
Academic Press (2000).
[66] A. Vuorinen, Master’s Thesis, University of Helsinki (2001),
http://ethesis.helsinki.ﬁ/julkaisut/mat/fysii/pg/vuorinen/fourloop.pdf
[67] S. Groote, J. G. Korner and A. A. Pivovarov, Eur. Phys. J. C 11 (1999) 279 [hep-
ph/9903412].
[68] A. K. Rajantie, Nucl. Phys. B 480 (1996) 729 [Erratum-ibid. B 513 (1998) 761] [hep-
ph/9606216].
[69] E. Braaten and A. Nieto, Phys. Rev. D 51 (1995) 6990 [hep-ph/9501375].
[70] B. Kastening, Phys. Rev. D 54 (1996) 3965 [hep-ph/9604311].
63
