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Introduction
It has long been recognized that sensitivity to initial conditions limits weather forecasts to at most a few weeks' time horizon (see, e.g., Lorenz, 1993) .
One might suppose that in contrast to an atmospheric GCMS detailed weather simulation, its long-term statistics (or climate) over a period of years would have little memory of initial conditions. The supposition that boundary conditions rather than atmospheric initial conditions are important on such time scales underlies extensive efforts to predict future climate from present sea surface conditions. These efforts have succeeded most notably in forecasting El Niiio events (Barnett et al., 1988) . Such work, however, does not rule out the existence of limits on climate predictability due to uncertain initial conditions. We used a new atmospheric G~M (Wehner and Covey, 1995) to address this issue. Our model's efficient execution on parallel-processing computers enabled us to run a large number of 10-year simulations with differing initial conditions, but identical prescribed SST and sea ice boundary conditions. The boundary conditions vary from year to year (as observed), providing a measure of SST and sea ice forcing of climate variations. In what follows, we assess this boundary-forced variance relative to total output variance, and we compare our results with previous studies that used different models and less extensive ensembles. Our study is concerned with the effects of atmospheric initial conditions. Analogous sensitivity to initial conditions in the ocean portion of a coupled ocean-atmosphere model can also limit climate predictability (Cubasch et al., 1994) .
h this report we focus on just one meteorological variable: precipitation.
This variable is perhaps the most relevant to human activities and natural ecosystems, and it certainly is among the most difficult for models to predict.
Experimental Design
Our model is a version of the UCLA GCM (Suarez et al., 1983 ) recoded for efficient execution on massively parallel computers. We ran the model at 4°by 5°latitude-longitude resolution with 15 vertical levels. A general discussion of both the model's computational performance and its simulated climatology is provided by Wehner and Covey (1995) . We analyzed the resulting 200 annual mean precipitation fields following Rowell et al. (1995) . In this method, sensitivity to initial conditions (internal 
Results
To take model-simulated results seriously, one must first check that they match reasonably with observations. Figure 1 compares the average of our -taken over all years and all ensemble model's annual mean precipitation members-with estimates of the real-world climatology. We show two such estimates to provide a feeling for observational uncertainties. The estimate of Legates and Willmott (1990) has been the standard for several years. The new estimate of Xi and Arkin (1996) incorporates reanalysis of surface observations and satellite data. It is apparent that the difference between the model simulation and either set of observations is roughly the same magnitude as the difference between the two sets of observations. Note, however, that the model simulates too much precipitation in general. Our global mean, 3.6 mm per day, is 33% greater than Xi and Arking's estimate. The model's precipitation lies near the upper limit of simulations by 30 AMP models, although it does not appear as an obvious "outlier" when zonal mean precipitation from the AMIP models is shown (Gates et al., 1997).
Turning to the interannual variance (Figure 2) , we obtain magnitude and spatial pattern as Xi and Arking's observations. about the same (Legates andW ilmott's data set does not provide this quantity.) The model, however, tends to overestimate variance over oceans and underestimate it overland. Finally, to examine the correlation structure of this variance, we show in Figure 3 the difference between 1983 and 1988 precipitation. We chose these two years because they represent extreme phases of the El Ntio / southern Oscillation (ENSO) "cycle." Once again, the model shows a correspondence with observations that we deem adequate for our study. Figure 4 we show the fraction of model variance due to changing SST and sea ice boundary conditions. We have deliberated plotted our result without smoothing across model grid points. To assess statistical significance, we recalculated using only half (every other member) of the ensemble and obtained virtually the same result, as shown. The only extensive contiguous areas in which the fraction exceeds 0.5 lie in the tropical and subtropical Pacific Ocean, and in sea ice margins. Elsewhere this fraction is generally c 0.3. Equivalently, the fraction of variance due to differing initial conditions is generally> 0.7 (globally averaged, it is 0.85).
Accordingly, in

Conclusions
Our result suggests that seasonal to interannual variations in precipitation are mostly not predictable, even if SST and sea ice are known perfectly. We hasten to add that predictability at certain seasons and locations is not only achievable but also of the utmost importance to human affairs (e.g., Barnett et al., 1988) . Figure 4 shows that well over half the precipitation variance in the eastern tropical Pacific in this region).
arises from SST (presiunably sea ice makes a minor contribution Repeating the analysis for a particular season of the year, rather than the annual mean, and perhaps focusing on particular years such as 1983 and 1988, would provide a more optimistic view of predictability. But in this work we are concerned with a global assessment of the fraction of precipitation variance that may be attributed to changing boundary conditions on the atmosphere. That fraction is surprisingly small in our model. This general sense of unpredictability is consistent with results from other GCMS. From an analysis of seasonal (March-April-May) precipitation variance, Rowell (1996) 'also obtains a fraction due to boundary conditions that is generally small outside the tropics. (However, Rowell's model indicates greater predictability than ours for annual mean precipitation in some regions, such as the equatorial Atlantic and parts of South America [D. P. Rowell, personal communication] .) Zwiers (1997) does not examine precipitation, but his variance of 500-hPa height shows little predictability outside the Tropics, and his fraction due to boundary conditions for this quantity is quite similar to ours. It seems possible that humanity's future ability to predict climate change will encounter a fundamental limit. 
