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ABSTRACT 
It is known that if A is positive definite Hermitian, then A .A-’ > I in the 
positive semidefinite ordering. Our principal new result is a converse to this in- 
equality: under certain weak regularity assumptions about a function F on the 
positive definite matrices, A. F(A) > AF( A) for all positive definite A if and only if 
F(A) is a positive multiple of A-‘. In addition to the inequality A. A - ’ > I, it is 
known that A.A-‘r > I and, stronger, that &,(A. I?) > h,,,,(ABr), for A, B posi- 
tive definite Hermitian. We also show that &,,,(A. B) > X,,(AB) and note that 
Xllri,,( AR) and Xmin( ABr) can be quite different for A, B positive definite Hermitian. 
We utilize a simple technique for dealing with the Hadamard product, which relates it 
to the conventional product and which allows us to give especially simple proofs of 
the closure of the positive definites under Hadamard multiplication and of the 
inequalities mentioned. 
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LINEAR ALGEBRA AND ITS APPLZCATlONS 9223-240 (1987) 231 
0 Elsevier Science Publishing Co., Inc., 1987 
52 Vanderbilt Ave., New York, NY 10017 0024-3795/87/$3.50 
232 CHARLES R. JOHNSON AND LUDWIG ELSNER 
Let P,, denote the set of n-by-n positive definite Hermitian matrices, 
while p, denotes its closure, the positive semidefinite matrices. As is conven- 
tional, we take P,, and p, to be partially ordered via 
B > A if and only if B - A E p,, 
and 
B>A ifandonlyif B-AEP,,, 
the positive semidefinite and positive definite orderings, respectively. 
The Hadumurd (or entrywise) product [5] of two matrices A = (aij) and 
B = (bij) of the same dimensions is denoted and defined by 
A.B = (ajjbjj), 
while conventional matrix multiplication is indicated, as usual, by juxtaposi- 
tion. 
It is often attributed to Schur and has long been known [5] that P,, (and 
p”) is closed under the Hadamard product. 
THEOREM 1. Zf A, B E P, (respectively p,,), then A. B E P,, (respectively 
F”). 
(Furthermore, it is easily observed that if A E P,, and B E p,, then 
Aa B E P,, unless B has a diagonal entry equal to 0.) Of course, P,, is not 
closed under conventional multiplication, but A, B E P,, does imply that the 
eigenvalues of AB are positive real numbers [4] and thus that AB E P,, if A 
and B commute. 
It was first noted by Fiedler [l, 21 that 
THEOREM 2a. Zf A E P,,, then 
A.A-lT> Z / . 
This inequality cannot be strict; for, letting e = (l,l,. . . , l)‘, one has 
(A.A-lT)e = e, so that 1 is an eigenvalue of AaA-iT. 
By a very different proof, and without a clear realization that it was a 
different inequality (the comments pertain to the real case, but the proof 
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works in the complex case), it was noted in [6] that 
THEOREM 2b. Zf A E P,,, then 
A.A-'>I. 
It is possible for this inequality to be strict when A is complex. (This is 
contrary to the statement made in [6] under the implicit assumption that A is 
real.) For example, let 
A= 
3 l-i -i 
1+i 2 1 
i 1 1 1. 
Of course Theorems 2a and 2b coincide when A is real. The maps A + A .A -i 
and A -+ A. A - IT are quite interesting in general and have been studied in 
[71* 
Stronger than Theorems 2a and 2b are the following parallel results; the 
first was shown in [3], and the second is new. For an n-by-n matrix A, all of 
whose eigenvalues are real, denote the (algebraically) smallest of these 
eigenvalues by X ,,,J A) and the largest by X,,,(A). 
THEOREM 3a. For A, B E P,,, we have 
X,,(A.B) > X,&ABr). 
THEOREM 3b. ForA, BEP,,, we have 
Again, Theorems 3a and 3b coincide if A and B are real (in fact, if A or 
B is real). But if A and B are complex, the eigenvalues of AB and ABT can 
be quite different, and X,,(AB) and h,,,J ABT) can differ. For example, if 
AZ 2 i 
[ 1 -i 1 
and B= [li -y], 
then a(AB)= {2*&}, a(ABT)= {6&m}, and a(A.B)= {4+_\j8}; and 
we have A,,(A+B)=4-J8>Ami,,(AB)=2-a>Xmti(ABT)=6-@. 
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It is an interesting tangential question whether there might be similar 
inequalities involving h max, and also what relationships there might be 
between AB and ABT or between A. B and A.Br in general. 
It is clear that Theorem 3a implies Theorem 2a and that Theorem 3b 
implies Theorem 2b, while 3a and 2b or 3b are not directly comparable, for 
example. Both Theorems 3a and 3b imply Theorem 1, because the eigenval- 
ues of a product of positive definite matrices are positive. Theorem 3a was 
first observed in [3], but as far as we know the distinct Theorem 3b has not 
previously been observed. 
Our goal here is threefold: 
(1) to exhibit the new result Theorem 3b; 
(2) to present a way of dealing with Hadamard products which relates 
them to conventional matrix multiplication and yields strikingly simple proofs 
for Theorems 1,2a and b, and 3a and b; and 
(3) to give a converse for Theorem 2b 
Also the proofs of Theorems 2a and 2b and those of 3a and 3b are essentially 
unified with a new lemma, which may be thought of as an analog to the fact 
that the Frobenius norm of a matrix dominates the root sum squared of the 
absolute values of the eigenvalues. Several proofs are known for Theorem 1, 
some of which are brief through use of the Kronecker product, but both 
published proofs of Theorem 2a and b (one of 2a and one of 2b) are 
somewhat elaborate. It is worth noting that proof techniques based upon the 
Kronecker product, which succeed nicely for Theorem 1, appear unable to 
handle the successively more subtle facts, Theorems 2a, b and 3a, b. 
What is immediately striking about Theorem 2b is that the inequality may 
be rewritten as 
A-A-‘> AA-‘, 
so that Hadamard multiplication dominates conventional multiplication when 
the two multiplicands are functionally related (namely by the inversion 
function). Of course the left-hand side is positive definite by Theorem 1, but 
that it should dominate the usual product is remarkable. The point of our 
converse is that inversion is essentially unique in this regard. 
We say that F: P,, -j P, is an ordinary function on P,, if, for A E P,, with 
unitary diagonalization 
A=U*diag(h,,...,X,)U, 
F(A) = U*diag(f,(X, ,..., A,) ,..., f,(h, ,..., X,))U for some given functions 
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jpn’-+ls+, i=l,..., n. Polynomials with positive coefficients, inversion, 
and exponentiation are examples of ordinary functions on P,,, but in each of 
these cases fi depends only upon Xi and all 6 are the same. The classical 
adjoint, F(A) = (det A)A-‘, is an example of an ordinary function on P, in 
which the A’s depend upon more of the Xi’s and the 5’s are different: 
X(A l,...,Xn)=Ilj,j~j. Of course, the class of ordinary functions is very 
broad. Our motivation for this definition is that we want to consider a wide 
class of functions such that A E P,, implies F(A) E P, and AF(A) is Hermi- 
tian; for, these are the circumstances in which the issue of a converse to 
Theorem 2b is meaningful. The only aspect in which the ordinary functions 
on P, are less general than this is that F is not allowed to depend upon the 
unitary matrix U. If it were, aside from the problem of definitional ambiguity, 
the definition of F could be modified for diagonal A, and there, since 
Hadamard and conventional multiplication coincide for diagonal matrices, 
A* F(A) > AF( A) trivially as long as F(A) is diagonal. 
Our converse to Theorem 2b is contained in the following. 
THEOREM 4. Let F be an ordinary function on P,. Then 
A.F(A) > AF(A) for all A E P,, 
if and only if 
foreachAEP,, F(A) is a positive scalar multiple of A- ‘. 
Facts such as Theorems 1 and 2 may be proven by first making the 
following observations, which hold for arbitrary n-by-n complex matrices A 
and B. For x E C”, let D, be the diagonal matrix whose ith diagonal entry is 
xi, i=l,..., n, so that Dxe = x, in which e is the vector of l’s, as usual. As is 
easily verified, we also note that Hadamard multiplication commutes with 
conventional diagonal multiplication in the following sense: D( A. B) = DA. B 
= A.DB and (A.B)E = A.BE = AE.B, whenever D and E are diagonal. 
We then have 
r*(A.B)r = erD,*(A.B)D,e 
= e’( D,*AD; B)e = Tr( D,*AD,BT). (*) 
A proof of Theorem 1, then, just relies on the well-known observation that 
the product of a nonzero element of r;, and an element of P,, is diagonal- 
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izable and has nonnegative eigenvalues, which therefore cannot all be zero. If 
A, B E P,,, then D,*AD, ( E p,) is nonzero as long as x # 0, and BT E P,,; 
thus, Tr( D,*ADJ?r) > 0 and x*(A* B)r > 0, implying A. B E P,,. 
Note that a fact about the Hadamard product of positive definite matrices 
has been related to a fact about the usual product of positive definite 
matrices. 
A quite similar proof may be given for Theorem 2a and, with one 
additional observation, for Theorem 2b. This fact will also enable us to verify 
the new Theorem 3b. 
LEMMA. If C is a nonsingular n-by-n normal matrix, E is an n-by-n 
diagonal matrix, and JI.(IF denotes the Frobenius matrix norm [/[All:= 
I?( A*A)], then 
Proof. Let C = U*DU be a unitary diagonalization of C. Then 
I/C-‘EC’jl, = JIU*D-‘UEUTDu(J, = JJD-‘UEUTDI(, > JIUEUTII, = IIEjIF. 
The second and last equalities are due to the fact that the Frobenius norm is 
unitarily invariant, and the inequality is due to the fact that UEU T is 
symmetric and that (l/ltl)+ Jtla 2 for all 0 # t E C. n 
The lemma will be applied to situations in which C is actually Hermitian, 
in which case CT = c It should be noted that the inequality 
holds also, even for general nonsingular C (the proof is the same after writing 
C in singular value form), while the inequality of the lemma does not hold 
for general nonsingular C: Let 
C=[k -l:] and E= [I: 01. 
But this is not critical here. 
Now, let A E P,,, and B = A - lT (to prove Theorem 2a) or B = A- ’ (to 
prove Theorem 2b). Using ( *), the statement A-B > I is equivalent to 
Tr( D,*AD,BT) > Tr( D,*D,) = x*x. 
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However, 
Tr(D,*AD,Br)=Tr(B x x ) 1/a TD *Al/zAl/sD B l/2 T 
= ]]A1’2DxB 1/2T)]; 2 \jDJ~ = Tr( D,*D,). 
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The inequality follows from the lemma in case B = A-’ (proving Theorem 
2b), or from the more familiar fact that the square of the Frobenius norm 
dominates the sum of the squares of the absolute values of the eigenvalues in 
case B = A - ’ T (proving Theorem 2a). n 
Our proof of Theorem 3b is a refinement of the calculations used 
previously. It again uses the lemma in place of the classical inequality used in 
the proof of Theorem 3a in [3]. We have 
X,,(A.B) = 3~~rx*(A.B)r 
= ,&I-II rTr( D,*AD,Br) 
I F 
= min ]]A1/2D,B’/2T](~ 
IPJIF = 1 
> JIB-‘/2A-1/2)l~2 = [ A,,(B_G-l)] -l 
= X,,(AB). 
Here, 1). )I 2 denotes the spectral norm, and the first inequality is the same as 
that used in [3]. The second inequality follows from the lemma, and each of 
the equalities is either a standard fact or an algebraic manipulation. 
Of course Theorem 3a may be proved in much the same way, as in [3], by 
using the familiar fact that I(B-1’2TDrB1’2T(IF>/ llDxllF in place of the 
lemma. 
To prove Theorem 4 we need only establish the necessity of the asserted 
property of F. Because of the positive homogeneity of the inequality under 
study, the sufficiency follows from Theorem 2b. Let fi,, . . , f, : R ,’ + R+ be 
the functions which induce the ordinary function F, and let hi, X2,. . . , An > 0 
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be arbitrary. We seek to show that 
qf&,..., A”) = A,f,(A, ,..., A”) = . . . = X,f,(X, ,..., A,). 
Then, since these are the eigenvalues of AF(A), it follows that 
AF(A) = XJ&,..., X,)1 
Thus, F(A) would be a positive multiple of A-r, as asserted by Theorem 4. 
Our strategy is to show that for an arbitrary pair of distinct indices k, j, 
Without loss of generality (the same proof would work for any pan) we show 
this for k = 1, j = 2. Let 
and 
We consider 
Since 
A, 0 
A,=U,* o [ 1 x Ui, i = 1,2. 2 
_& =Ai@diag(X,,...,X.), i = 1,2. 
Ai.~(Ai) -AiF = [Ai=F(A,) - AiF( @0,-a 
it suffices to consider the implications of 
Ai.F(Ai) > A,F(A,), i = 1,2. 
A calculation reveals that 
1 X,+A, 
A,=- 
[ 
X,-h, 
2 x,-x, 1 A,+X, ’ 
f,(U -f,@) I fi(V+L?(Q ’ 
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in which we have used A(h) to denote A( X 1,. . . , A,), i = 1,2. It follows that 
A&A,) - AIF 
1 
=- 
4 
For A r. F( A r) - A lF( A r ) to be positive semidefinite, it is necessary that 
(because 
(Ll)[A,-F(4) - A,%%)I( ;) 
must be nonnegative). Parallel calculations involving 
x,-x, 
X,+A, 1 
reverse the roles of the first and second variables and functions to produce 
We conclude that X,f,(A) = X,&(X) and that X&(X) = Xjfj(h) in general, 
completing the proof of Theorem 4. 
If in addition to F being an ordinary function, we had also assumed that 
each fi depends only upon hi, similar arguments would imply that each fi’ is 
the same function (call it f) and that af(a) is constant for all CY > 0. The 
stronger conclusion would then follow that F must have the more special 
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form F(A) = CA -’ for all A E P, and some c > 0, independent of A. In the 
more general setting of an ordinary F, this strong of a conclusion may not be 
reached (c must be allowed to depend upon A, in essence). For example, 
F(A) = (det A)A ~ ’ is an ordinary function which satisfies the inequality of 
Theorem 4. 
REFERENCES 
1 M. Fiedler, On a property of Hermitian matrices, Mat. Fyz. &wpis SAV 
7:168-176 (1957). 
2 M. Fiedler, iiber eine Ungleichung fiir positiv definite Matrizen, Math. Nuchr. 
2.X197-199 (1961). 
3 M. Fiedler, A note on the Hadamard product of matrices, Linear Algebra Appl. 
49:233-235 (1983). 
4 R. Horn and C. R. Johnson, M&ix Analysis, Cambridge U.P., New York, 1985. 
5 C. R. Johnson, Hadamard products of matrices, Linear and Multilinear Algebra 
1:295-307 (1974). 
6 C. R. Johnson, Partitioned and Hadamard product matrix inequalities, J. Res. 
Nut. Bur. Stunduds 83:585-591 (1978). 
7 C. R. Johnson and H. Shapiro, The relative gain array, A .A-lT, SIAM J. 
Algebraic Discrete Methods 7:627-644 (1986). 
Received 6 December 1985; revised 27 June 1986 
