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a b s t r a c t
In this paper, we derive the weak Pontryagin principle for generalized optimal control
problems over time scales. Three types of problems are considered, namely (i) the problems
involving the values of the state endpoints in the Lagrangian and the dynamics, (ii) the
problems with an integral of the state in the Lagrangian and the dynamics, and (iii) the
isoperimetric problems. As special cases, we obtain the first order optimality conditions
for the corresponding calculus of variations problems, which have been of a recent interest
in the literature. Our method is based on transforming the generalized optimal control or
calculus of variations problem into a traditional optimal control problem on time scales, to
which the known weak Pontryagin principle can be applied.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The calculus of variations and optimal control problems over time scales have recently attracted the attention of several
researchers. In their investigation, first order optimality conditions play a prominent role. Starting with the papers [1–3],
first order conditions for the weak local optimality in the calculus of variations problem on time scales
minimize F˜ (x˜) = K˜(x˜(a), x˜(b))+
∫ b
a
L˜(t, x˜σ (t), x˜∆(t))1t (P˜)
with the boundary conditions
ϕ˜(x˜(a), x˜(b)) = 0 (1.1)
have been derived. These conditions have the form of the Euler–Lagrange dynamic equation and the corresponding
transversality conditions (called also the natural boundary conditions); see Corollary 2.3. For the basic terminology and
notation used in the time scale calculus as well as for the dimensions of the data we refer to Section 2. Several modifications
and extensions of this problem were considered in the recent literature, such as the higher order delta-derivatives [4,5],
isoperimetric problems [6–9], state endpoints in the Lagrangian [10,11], the integral of the state in the Lagrangian [12],
problems without shift in the state variable [13,14], problems in the equivalent nabla time scale calculus [6,15–18,11,19],
and others [20–27,19].
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A new direction in the investigation of variational problems on time scales has been opened in [28]. In this reference, the
optimal control problem on time scales
minimize F˜ (x˜, u˜) = K˜(x˜(a), x˜(b))+
∫ b
a
L˜(t, x˜σ (t), u˜(t))1t (C˜)
subject to the dynamics
x˜∆(t) = f˜ (t, x˜σ (t), u˜(t)), t ∈ [a, ρ(b)]T, (1.2)
and the boundary conditions (1.1) is considered. In particular, in [28, Theorem 6.1] the first order conditions for the weak
local optimality in (C˜), i.e., the weak Pontryagin principle, are derived; see also Theorem 2.2. The optimal control problem
(C˜) is a nontrivial generalization of the calculus of variations problem (P˜), for which we have
f˜ (t, x˜, u˜) := u˜. (1.3)
The approach to problem (P˜) as a special control problem (C˜) has been used e.g. for the calculus of variations problem with
higher order delta-derivatives; see [5, Theorem 1].
In this paper we develop extensions of the optimal control problem (C˜) in several directions. More precisely, we consider
the optimal control problems on time scales in which the Lagrangian and the dynamics depend on the values of the state
endpoints, or on the integral of the state. Such problems have recently been investigated in the setting of the calculus of
variations on time scales with fixed and/or free endpoints; see [10–12]. The present work generalizes the results in [10–12]
not only to the optimal control setting, but also to the general state endpoint constraints (1.1) which include for example
the periodic or antiperiodic boundary conditions.
The approach of [10–12] is to directly study the first variation of the considered calculus of variations problem and derive
the first order optimality conditions from the first variation being zero. In this paper, we provide an alternative approach
in the proof of the first order optimality conditions, which is suitable also for the optimal control problems. Our method
is based on transforming the considered variational problem into the traditional optimal control problem (C˜) to which the
known first order conditions from [28] can be applied. Such a transformation has been used in the continuous time control
setting in [29, pp. 253–254] for the isoperimetric problems; see also its time scales generalization in [28, Theorem 8.1] and
[30, Theorem 4.22]. The resulting first order optimality conditions generalize the corresponding results in [10–12,2,3,28].
They are also newboth in the continuous and the discrete time setting. This paper also gives a positive answer to the attempts
in [10,11] to derive correctly the transversality conditions for optimal control problems on time scales (in the delta or nabla
time scale form) with state endpoints in the Lagrangian and the dynamics.
The set upof this paper is the following. In thenext section,we recall basic terminology related to the variational problems
over time scales and state the weak Pontryagin principle on time scales for the control problem (C˜). In Sections 3 and 4, we
study the control problems on time scales involving the values of the state endpoints and the integral of the state in the
Lagrangian and the dynamics, respectively. For completeness and comparison we provide in Section 5 the transformation
of the isoperimetric control problem on time scales into problem (C˜) from [28, Theorem 8.1] and [30, Theorem 4.22]. In the
final section, we make several remarks about the nature of the results presented in the previous sections.
2. Notation
This paper deals primarily with the structure of the variational problem (C˜) and/or (P˜) and their corresponding first order
optimality conditions. The exact assumptions on the data in these problems, such as the differentiability with respect to
each variable, can be found in [28, Section 4] and [3, Section 2], respectively; see also Remark 2.1. Here we state explicitly
the dimensions of the data only. For the basic time scale notation and terminology we refer to [31,32] or the first sections
of [3,28].
Let m˜, n˜, r˜ ∈ Nwith m˜ ≤ n˜ and r˜ ≤ 2n˜. Let given functions be
L˜ : [a, ρ(b)]T × Rn˜ × Rm˜ → R, K˜ : Rn˜ × Rn˜ → R,
f˜ : [a, ρ(b)]T × Rn˜ × Rm˜ → Rn˜, ϕ˜ : Rn˜ × Rn˜ → Rr˜ .
The gradient of a scalar function is a row of the corresponding dimension. The gradient of a vector function is a matrix. By L˜x˜
and L˜u˜ we denote the gradients of the function L˜with respect to the second and third variables. Similar notation is used for
the gradients of f˜ . By∇x˜K˜ and∇y˜K˜ we denote the gradients of the function K˜ with respect to the first and second variables,
and similarly for the gradients of ϕ˜.
A pair (x˜, u˜) is feasible for problem (C˜) if x˜ : [a, b]T → Rn˜ with x˜(·) ∈ C1prd (piecewise rd-continuously delta-differentiable
functions), u˜ : [a, ρ(b)]T → Rm˜ with u˜(·) ∈ Cprd (piecewise rd-continuous functions), and (x˜, u˜) satisfies the equation of
motion (1.2) and boundary conditions (1.1). A feasible pair (x¯, u¯) is a weak local minimum for problem (C˜) if there exists
δ > 0 such that F˜ (x¯, u¯) ≤ F (x˜, u˜) for every feasible (x˜, u˜)with ‖x˜(·)− x¯(·)‖C < δ and ‖u˜(·)− u¯(·)‖Cprd < δ, where
‖x˜(·)‖C := max
t∈[a,b]T
|x˜(t)|, ‖u˜(·)‖Cprd := sup
t∈[a,ρ(b)]T
|u˜(t)|.
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In the special case of the calculus of variations problem, a function x˜ is feasible for problem (P˜) if x˜ : [a, b]T → Rn˜ with
x˜(·) ∈ C1prd and (1.1) holds. A feasible function x¯ is a weak local minimum for the calculus of variations problem (P˜) if there
exists δ > 0 such that F˜ (x¯) ≤ F (x˜) for all feasible x˜with ‖x˜(·)− x¯(·)‖C1prd < δ, where
‖x˜(·)‖C1prd := ‖x˜(·)‖C + ‖x˜
∆(·)‖Cprd .
At finitely many points where x˜∆(t) does not exist, we replace the corresponding quantities involving x˜∆(t) by their one
sided limits.
Given a feasible pair (x˜, u˜), we define the matrices
A˜(t) := f˜x˜(t) ∈ Rn˜×n˜, B˜(t) := f˜u˜(t) ∈ Rn˜×m˜, M˜ := ∇ϕ˜(x˜(a), x˜(b)) ∈ Rr˜×2n˜, (2.1)
where the partial derivatives of f˜ are evaluated at the point (t, x˜σ (t), u˜(t)). Similar meaning is attributed to the row vectors
L˜x˜(t) and L˜u˜(t).
Remark 2.1. The differentiability assumptions on the data in problem (C˜), as well as in the other variational problems (C1),
(C2), (C3), (P˜), (P1), (P2), (P3) considered in this paper, will be denoted by (Aσ); see [28, Section 4] and [3, Assumption (A1)].
These assumptions imply that the functions L˜ and f˜ are differentiable with respect to the second and third variables along
each feasible pair in some neighborhood of the optimal pair (x¯, u¯), and that the composition of the functions L˜ and f˜ and
their partial derivatives with such a feasible pair is piecewise rd-continuous in t . In addition, the differentiation and delta-
integration of such composite functions can be interchanged; see [3, Lemmas 1 and 4]. Also, it is assumed that the matrix M˜
has full rank (equal to r˜) and that the matrix I − µ(t) A˜(t) is invertible on [a, ρ(b)]T.
The following result is proven in [28, Theorem 6.1].
Theorem 2.2 (Weak Pontryagin Principle for Problem (C˜)). Assume that (x˜, u˜) is a weak local minimum for problem (C˜) satisfying
assumption (Aσ). Then there exist a constant λ0 ≥ 0, a vector γ˜ ∈ Rr˜ , and a function p˜ : [a, b]T → Rn˜, p˜(·) ∈ C1prd, such that
λ0 + ‖p˜(·)‖C ≠ 0 and satisfying the following conditions:
(i) the adjoint equation
− p˜∆(t) = A˜T (t) p˜(t)+ λ0 L˜Tx (t), t ∈ [a, ρ(b)]T, (2.2)
(ii) the stationarity condition
B˜T (t) p˜(t)+ λ0 L˜Tu(t) = 0, t ∈ [a, ρ(b)]T, (2.3)
(iii) the transversality condition−p˜(a)
p˜(b)

= λ0 ∇K˜ T (x˜(a), x˜(b))+ M˜T γ˜ . (2.4)
Moreover, if the problem (C˜) is normal at (x˜, u˜), then we may take λ0 = 1 and in this case p˜(·) and γ˜ are unique.
Let us recall [28, Definition 4.3] saying that the problem (C˜) is normal at a feasible pair (x˜, u˜) if the matrix M˜ has full rank
and if the system
p˜∆(t) = −A˜T (t) p˜(t), B˜T (t) p˜(t) = 0, t ∈ [a, ρ(b)]T,
−p˜(a)
p˜(b)

= M˜T γ˜ , (2.5)
where γ˜ ∈ Rr˜ , possesses only the trivial solution p˜(·) ≡ 0 (and then also γ˜ = 0). One could also introduce the corresponding
equivalent notion of M˜-controllability for problem (C˜) as it is done in [28, Definition 4.2]. However, the normality notion
below will be sufficient for the proofs in this paper.
Since the calculus of variations problem (P˜) is normal at any feasible pair (x¯, x¯∆) because the corresponding matrices in
(2.1) with m˜ = n˜ have the form A˜(t) ≡ 0 and B˜(t) ≡ I on [a, ρ(b)]T, we obtain from Theorem 2.2 with the choice of
the dynamics f˜ in (1.3) the following result; see also [1–3]. Here the partial derivatives of the Lagrangian L˜ are evaluated at
(t, x˜σ (t), x˜∆(t)) along an optimal solution x˜ of (P˜).
Corollary 2.3. Assume that x˜ is a weak local minimum for problem (P˜) satisfying assumption (Aσ). Then there exists a vector
c˜ ∈ Rn˜ satisfying
(i) the Euler–Lagrange dynamic equation
L˜u˜(t) = c˜T +
∫ t
a
L˜x˜(τ )1τ , t ∈ [a, ρ(b)]T, (2.6)
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(ii) the transversality condition
L˜u˜(a), −L˜u˜(b)
 = ∇K˜(x˜(a), x˜(b))+ γ˜ T M˜. (2.7)
The value of L˜u˜(b) in (2.7) is defined as
L˜u˜(b) := c˜T +
∫ b
a
L˜x˜(t)1t if b is left-scattered,
otherwise it is given through Eq. (2.6).
3. State endpoints in Lagrangian and dynamics
In this section, we consider the optimal control problem on time scales
minimize F (x, u) = K(x(a), x(b))+
∫ b
a
L(t, xσ (t), u(t), x(a), x(b))1t (C1)
subject to the dynamics and the boundary conditions
x∆(t) = f (t, xσ (t), u(t), x(a), x(b)), t ∈ [a, ρ(b)]T, (3.1)
ϕ(x(a), x(b)) = 0. (3.2)
We suppose thatm, n, r ∈ Nwithm ≤ n and r ≤ 2n are given dimensions and
L : [a, ρ(b)]T × Rn × Rm × Rn × Rn → R, K : Rn × Rn → R
f : [a, ρ(b)]T × Rn × Rm × Rn × Rn → Rn, ϕ : Rn × Rn → Rr .
Given a feasible pair (x¯, u¯) for problem (C1), i.e., x¯(·) ∈ C1prd and u¯(·) ∈ Cprd satisfying (3.1) and (3.2), we define the matrices
A(t) := fx(t) ∈ Rn×n, B(t) := fu(t) ∈ Rn×m, M := ∇ϕ(x¯(a), x¯(b)) ∈ Rr×2n, (3.3)
where the partial derivatives of f are evaluated at the point (t, x¯σ (t), u¯(t), x¯(a), x¯(b)). Similar notation is used for the row
vectors Lx(t) and Lu(t). The partial derivatives of f and Lwith respect to the fourth and fifth variables will be denoted by the
subscripts v andw, respectively.
In this section, we assume that (x¯, u¯) is a weak local minimum for problem (C1) satisfying the regularity assumptions
(Aσ); see Remark 2.1. The following definition of the normality for problem (C1) will play an important role in our main
result, compared with (2.5).
Definition 3.1 (Normality of (C1)). Problem (C1) is said to be normal at a feasible pair (x¯, u¯) if the matrixM has full rank and
if the system
p∆(t) = −AT (t) p(t), BT (t) p(t) = 0, t ∈ [a, ρ(b)]T,−p(a)
p(b)

= MTγ +
∫ b
a

f Tv (t)
f Tw(t)

p(t)1t,
 (3.4)
where γ ∈ Rr , possesses only the trivial solution p(·) ≡ 0 (and then also γ = 0). Here the matricesA(t),B(t), andM are
given by (3.3).
The weak Pontryagin principle for problem (C1) stated below is a generalization of Theorem 2.2 to problem (C1) having
the endpoint values x(a) and/or x(b) in the Lagrangian and the dynamics.
Theorem 3.2 (Weak Pontryagin Principle for Problem (C1)). Assume that (x¯, u¯) is a weak local minimum for problem (C1) satis-
fying assumption (Aσ). Then there exist a constant λ0 ≥ 0, a vector γ ∈ Rr , and a function p : [a, b]T → Rn, p(·) ∈ C1prd, such
that λ0 + ‖p(·)‖C ≠ 0 and satisfying the following conditions:
(i) the adjoint equation
− p∆(t) = AT (t) p(t)+ λ0 LTx (t), t ∈ [a, ρ(b)]T, (3.5)
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(ii) the stationarity condition
BT (t) p(t)+ λ0 LTu(t) = 0, t ∈ [a, ρ(b)]T, (3.6)
(iii) the transversality condition−p(a)
p(b)

= λ0 ∇K T (x¯(a), x¯(b))+MTγ +
∫ b
a
[
f Tv (t)
f Tw(t)

p(t)+ λ0

LTv(t)
LTw(t)
]
1t. (3.7)
Moreover, if the problem (C1) is normal at (x¯, u¯) according to Definition 3.1, then we may take λ0 = 1 and in this case p(·) and
γ are unique.
Wewill show that problem (C1) can be transformed into an equivalent optimal control problem (C˜)with the state variable
in dimension n˜ := 3n, to which the usual weak Pontryagin principle (Theorem 2.2) can be applied. Note that conditions (3.5)
and (3.6) have the same formas the corresponding conditions (2.2) and (2.3) in Theorem2.2 andonly transversality condition
(3.7) changes.
Let us develop the notation for the proof of Theorem 3.2. Given the data L, f , ϕ, x, u in problem (C1), we define the new
state and control variables x˜ ∈ R3n and u˜ ∈ Rm by
x˜ :=
x˜1
x˜2
x˜3

, u˜ := u (3.8)
and the new Lagrangian L˜, the dynamics f˜ , and the endpoint functions ϕ˜ and K˜ by
L˜(t, x˜, u˜) := L(t, x˜1, u˜, x˜2, x˜3),
f˜ (t, x˜, u˜) :=
f (t, x˜1, u˜, x˜2, x˜3)
0
0

,
K˜(x˜, y˜) := K(x˜1, y˜1),
ϕ˜(x˜, y˜) :=

ϕ(x˜1, y˜1)
x˜2 − x˜1
x˜3 − y˜1

.
(3.9)
Here y˜ := (y˜T1, y˜T2, y˜T3)T ∈ R3n similarly to x˜ in (3.8). With the above notation, we consider the time scale optimal control
problem (C˜) from Section 1 subject to dynamics (1.2) and boundary conditions (1.1). Given a feasible pair (x¯, u¯) for problem
(C1), we define through (3.8) a feasible pair (x˜, u˜) for problem (C˜).
Lemma 3.3. Let the data in problem (C˜) be given by (3.9).
(i) The pair (x¯, u¯) is feasible for problem (C1) if and only if the pair (x˜, u˜) given by (3.8) is feasible for problem (C˜). In this case
x˜1(t) ≡ x¯(t), x˜2(t) ≡ x¯(a), and x˜3(t) ≡ x¯(b) on [a, b]T. Moreover, F (x¯, u¯) = F˜ (x˜, u˜).
(ii) The pair (x¯, u¯) is a weak local minimum for problem (C1) if and only if the pair (x˜, u˜) given by (3.8) is a weak local minimum
for problem (C˜). In this case F (x¯, u¯) = F˜ (x˜, u˜).
Proof. Both statements follow by direct calculations from the definitions in (3.9). 
Following (2.1) we now compute the matrices A˜(t), B˜(t), and M˜ along a feasible pair (x˜, u˜) for problem (C˜) as
A˜(t) =

A(t) fv(t) fw(t)
0 0 0
0 0 0

∈ R3n×3n, B˜(t) =

B(t)
0
0

∈ R3n×m, (3.10)
M˜ =
M1 0 0 M2 0 0
−I I 0 0 0 0
0 0 I −I 0 0

∈ R(r+2n)×3n, (3.11)
where M1 := ∇xϕ(x¯(a), x¯(b)) and M2 := ∇yϕ(x¯(a), x¯(b)), so that M = (M1,M2) by (3.3). It follows that the matrix M˜ has
full rank r˜ := r + 2n if and only if the matrixM has full rank r .
The following lemma describes the relationship of the normality for problem (C˜) in (2.5) with the normality for problem
(C1) in Definition 3.1.
Lemma 3.4. Let (x¯, u¯) and (x˜, u˜) be feasible pairs for problems (C1) and (C˜) related by Eq. (3.8). Then the problem (C1) is normal
at (x¯, u¯) if and only if the problem (C˜) is normal at (x˜, u˜). In this case the corresponding functions p˜(·) = (p˜T1(·), p˜T2(·), p˜T3(·))T
and p(·) which solve systems (2.5) and (3.4), respectively, satisfy
p˜1(t) = p(t), p˜2(t) =
∫ b
t
fv(τ ) p(τ )1τ , p3(t) =
∫ b
t
fw(τ ) p(τ )1τ on [a, b]T.
Proof. The result follows by direct calculations. 
R. Šimon Hilscher, V. Zeidan / Computers and Mathematics with Applications 62 (2011) 3490–3503 3495
With the above preliminary results, we are now in a position to prove Theorem 3.2.
Proof of Theorem 3.2. Assume that (x¯, u¯) is a weak local minimum for problem (C1). Then, by Lemma 3.3(ii), the
corresponding feasible pair (x˜, u˜) is a weak local minimum for problem (C˜), in which the data are defined by (3.8)–(3.9),
so that along (x˜, u˜) Eqs. (3.10)–(3.11) hold. By Theorem 2.2 applied to the problem (C˜), there exist λ0 ≥ 0, a function
p˜ : [a, b]T → R3n, p˜(·) ∈ C1prd, and a vector γ˜ ∈ Rr+2n satisfying λ0 + ‖p˜(·)‖C ≠ 0 and Eqs. (2.2)–(2.4).
We partition p˜(·) = (p˜T1(·), p˜T2(·), p˜T3(·))T with n-vector entries, and γ˜ = (γ˜ T1 , γ˜ T2 , γ˜ T3 )T with γ˜1 ∈ Rr and γ˜2, γ˜2 ∈ Rn.
Set p(t) := p˜1(t) on [a, b]T and γ := γ˜1. Then (2.2) implies that the function p(·) solves the adjoint Eq. (3.5) and that
p˜2(t)
p˜3(t)

=

p˜2(a)
p˜3(a)

−
∫ t
a
[
f Tv (τ )
f Tw(τ )

p(τ )+ λ0

LTv(τ )
LTw(τ )
]
1τ , t ∈ [a, b]T. (3.12)
Eq. (2.3) is, in view of the form of B˜(t) in (3.10), equivalent to the stationarity condition (3.6). From condition (2.4) and
formula (3.11) we get
−p˜1(a)
−p˜2(a)
−p˜3(a)
p˜1(b)
p˜2(b)
p˜3(b)
 = λ0

∇xK T (x¯(a), x¯(b))
0
0
∇yK T (x¯(a), x¯(b))
0
0
+

MT1 γ˜1 − γ˜2
γ˜2
γ˜3
MT2 γ˜1 − γ˜3
0
0
 . (3.13)
Therefore, γ˜2 = −p˜2(a) and γ˜3 = −p˜3(a), so that by the definition of p(·) and γ we obtain from the first and fourth entries
of (3.13)−p(a)
p(b)

= λ0 ∇K(x¯(a), x¯(b))+MTγ +

p˜2(a)
p˜3(a)

. (3.14)
In addition, from (3.13) we also have that p˜2(b) = 0 and p˜3(b) = 0. Hence, by (3.12) with t = b,
p˜2(a)
p˜3(a)

=
∫ b
a
[
f Tv (t)
f Tw(t)

p(t)+ λ0

LTv(t)
LTw(t)
]
1t. (3.15)
Upon inserting formula (3.15) into (3.14),we get the required transversality condition (3.7). It remains to prove the regularity
condition λ0 + ‖p(·)‖C ≠ 0. To the contrary, suppose that λ0 + ‖p(·)‖C = 0. Then λ0 = 0 and p(t) ≡ 0 on [a, b]T, i.e.,
p˜1(t) ≡ 0 on [a, b]T. Identities (3.15) and (3.12) then imply that also p˜2(t) ≡ 0 and p˜3(t) ≡ 0 on [a, b]T, so that p˜(t) ≡ 0 on
[a, b]T. This yields that λ0 + ‖p˜(·)‖C = 0, which is a contradiction.
Finally, if the problem (C1) is normal at (x¯, u¯), then by Lemma 3.4 the transformed problem (C˜) is normal at (x˜, u˜). In this
case, p˜(·) and γ˜ are unique by Theorem 2.2, i.e., p(·) = p˜1(·) and γ = γ˜1 are unique as well. The proof of Theorem 3.2 is
complete. 
The calculus of variations problem is obtained from the optimal control problem (C1) upon takingm = n and
f (t, x, u, v, w) := u, i.e., x∆(t) = u(t) for all t ∈ [a, ρ(b)]T.
That is, consider the calculus of variations problem on time scales
minimize F (x) = K(x(a), x(b))+
∫ b
a
L(t, xσ (t), x∆(t), x(a), x(b))1t (P1)
with the boundary conditions (3.2). In this case, the matrices inA(·) andB(·) in (3.3) have the formA(·) ≡ 0 andB(·) ≡ I
along any feasible (x¯, u¯) with u¯(·) = x¯∆(·) on [a, ρ(b)]T. Consequently, the calculus of variations problem (P1) is normal at
any feasible x¯(·) ∈ C1prd. From Theorem 3.2, we then obtain the corresponding first order optimality conditions.
Corollary 3.5. Assume that x¯ is a weak local minimum for problem (P1) satisfying assumption (Aσ). Then there exist vectors
γ ∈ Rr and c ∈ Rn satisfying the following conditions:
(i) the Euler–Lagrange equation
Lu(t) = cT +
∫ t
a
Lx(τ )1τ , t ∈ [a, ρ(b)]T, (3.16)
(ii) the transversality condition
Lu(a), −Lu(b) = ∇K(x¯(a), x¯(b))+ γ TM + ∫ b
a

Lv(t), Lw(t)

1t. (3.17)
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Here we set
Lu(b) := cT +
∫ b
a
Lx(t)1t if b is left-scattered. (3.18)
Remark 3.6. (i) The partial derivatives of the function L in Corollary 3.5 are evaluated at (t, x¯σ (t), x¯∆(t), x¯(a), x¯(b)).
Moreover, the definition of Lu(b) in (3.18) allows to consider the Euler–Lagrange equation (3.16) for all t ∈ [a, b]T.
(ii) If the Lagrangian in (P1) does not depend on x(a) and x(b), then Corollary 3.5 reduces to Corollary 2.3.
(iii) If the endpoints in (3.2) are free, then M = 0 and hence, Corollary 3.5 with K(·, ·) ≡ 0 reduces in this case to
[10, Theorem 3.2]. Indeed, transversality condition (3.17) yields
Lu(a) =
∫ b
a
Lv(t)1t, Lu(b)+
∫ b
a
Lw(t)1t = 0. (3.19)
And since from (3.16) we have cT = Lu(a), it follows by (3.18) and the time scale formula∫ b
a
g(t)1t =
∫ ρ(b)
a
g(t)1t + µ(ρ(b)) g(ρ(b))
that condition (3.19)(ii) is equivalent with the condition
Lu(ρ(b))+ µ(ρ(b)) Lx(ρ(b))+
∫ b
a
Lw(t)1t = 0. (3.20)
The transversality condition in (3.20) is exactly [10, Eq. (4)].
(iv) The conditions in (3.19)(i) and (3.20) represent a dual version of the transversality conditions for the nabla calculus
of variations problem on time scales in [11, Theorem 3.2]. In addition, these conditions can be derived from each other by
the duality principle between the delta and the nabla time scale calculus; see [33] and Remark 6.5.
Remark 3.7. It is essential for the above described transformation of problem (C1) or (P1) into the problem (C˜) that we can
apply to (C˜) a result on jointly varying endpoints, since we combine x˜2− x˜1 and x˜3− y˜1 in the new boundary conditions (1.1).
4. Integral of state in Lagrangian and dynamics
In this section, we consider the optimal control problem on time scales
minimize F (x, u) = K(x(a), x(b))+
∫ b
a
L(t, xσ (t), u(t), z(t))1t (C2)
subject to the dynamics
x∆(t) = f (t, xσ (t), u(t), z(t)), t ∈ [a, ρ(b)]T, (4.1)
and the boundary conditions (3.2), where the function z(·) is regarded as the integral of the state x(·), i.e.,
z(t) =
∫ t
a
g(τ , xσ (τ ), u(τ ))1τ , t ∈ [a, b]T. (4.2)
We suppose thatm, n, r ∈ Nwithm ≤ n and r ≤ 2n are given dimensions and
L : [a, ρ(b)]T × Rn × Rm × Rn → R, K : Rn × Rn → R
f : [a, ρ(b)]T × Rn × Rm × Rn → Rn, ϕ : Rn × Rn → Rr ,
g : [a, ρ(b)]T × Rn × Rm → Rn.
Given a feasible pair (x¯, u¯) for problem (C2), i.e., x¯(·) ∈ C1prd and u¯(·) ∈ Cprd satisfying (4.1) and (3.2), we define the matrices
A(t) ∈ Rn×n,B(t) ∈ Rn×m, and M ∈ Rr×2n as in (3.3), in which the partial derivatives of f are evaluated at the point
(t, x¯σ (t), u¯(t), z¯(t)) and where z¯(t) is defined in (4.2) through (x¯, u¯). The partial derivatives of f and L with respect to the
fourth variable will be denoted by the subscript z.
Definition 4.1 (Normality of (C2)). Problem (C2) is said to be normal at a feasible pair (x¯, u¯) if the matrixM has full rank and
if the system
p∆(t) = −AT (t) p(t)− gTx (t)
∫ b
σ(t)
f Tz (τ ) p(τ )1τ ,
BT (t) p(t)+ gTu (t)
∫ b
σ(t)
f Tz (τ ) p(τ )1τ = 0,
 t ∈ [a, ρ(b)]T,
−p(a)
p(b)

= MTγ , (4.3)
where γ ∈ Rr , possesses only the trivial solution p(·) ≡ 0 (and then also γ = 0).
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The following weak Pontryagin principle for problem (C2) is a generalization of Theorem 2.2 to problem (C2) having the
integral of x(·) in the Lagrangian and the dynamics.
Theorem 4.2 (Weak Pontryagin Principle for Problem (C2)). Assume that (x¯, u¯) is a weak local minimum for problem (C2) satis-
fying assumption (Aσ). Then there exist a constant λ0 ≥ 0, a vector γ ∈ Rr , and a function p : [a, b]T → Rn, p(·) ∈ C1prd, such
that λ0 + ‖p(·)‖C ≠ 0 and satisfying the following conditions:
(i) the adjoint equation
− p∆(t) = AT (t) p(t)+ λ0 LTx (t)+ gTx (t)
∫ b
σ(t)

f Tz (τ ) p(τ )+ λ0 LTz (τ )

1τ , t ∈ [a, ρ(b)]T, (4.4)
(ii) the stationarity condition
BT (t) p(t)+ λ0 LTu(t)+ gTu (t)
∫ b
σ(t)

f Tz (τ ) p(τ )+ λ0 LTz (τ )

1τ = 0, t ∈ [a, ρ(b)]T, (4.5)
(iii) the transversality condition−p(a)
p(b)

= λ0 ∇K T (x¯(a), x¯(b))+MTγ . (4.6)
Moreover, if the problem (C2) is normal at (x¯, u¯) according to Definition 4.1, then we may take λ0 = 1 and in this case p(·) and
γ are unique.
Note that the transversality condition (4.6) now does not change in comparison with the transversality condition (2.4).
As it was the case of problem (C1), we will show that problem (C2) can be transformed into an equivalent optimal control
problem (C˜) with the state variable in dimension n˜ := 2n, to which Theorem 2.2 can be applied. Given the data L, f , ϕ, x, u, z
in problem (C2), we define the new state and control variables x˜ ∈ R2n and u˜ ∈ Rm by
x˜ :=

x˜1
x˜2

, u˜ := u (4.7)
and the new Lagrangian L˜, the dynamics f˜ , and the endpoint functions ϕ˜ and K˜ by
L˜(t, x˜, u˜) := L(t, x˜1, u˜, x˜2 − µ(t) g(t, x˜1, u˜)),
f˜ (t, x˜, u˜) :=

f (t, x˜1, u˜, x˜2 − µ(t) g(t, x˜1, u˜))
g(t, x˜1, u˜)

,
K˜(x˜, y˜) := K(x˜1, y˜1),
ϕ˜(x˜, y˜) :=

ϕ(x˜1, y˜1)
x˜2

.
(4.8)
Here y˜ := (y˜T1, y˜T2)T ∈ R2n similarly to x˜ in (4.7). With this notation, we consider the optimal control problem (C˜) from
Section 1 subject to dynamics (1.2) and boundary conditions (1.1). For a feasible pair (x¯, u¯) for problem (C2), we define
through (4.7) a feasible pair (x˜, u˜) for problem (C˜). The matrices A˜(t), B˜(t), and M˜ in (2.1) now have the form
A˜(t) =

A(t)− µ(t) fz(t) gx(t) fz(t)
gx(t) 0

∈ R2n×2n, (4.9)
B˜(t) =

B(t)− µ(t) fz(t) gu(t)
gu(t)

∈ R2n×m, (4.10)
M˜ =

M1 0 M2 0
0 I 0 0

∈ R(r+n)×2n, (4.11)
where as before M1 := ∇xϕ(x¯(a), x¯(b)) and M2 := ∇yϕ(x¯(a), x¯(b)). It follows that the matrix M˜ has full rank r˜ := r + n if
and only if the matrixM has full rank r . In addition,
L˜x˜(t) =

Lx(t)− µ(t) Lz(t) gx(t), Lz(t) , L˜u˜(t) = Lu(t)− µ(t) Lz(t) gu(t).
The next two lemmas can be proven by direct calculations. In Lemma 4.3, we use the time scale formula z(t) = zσ (t) −
µ(t) z∆(t) to get z(t) in L and f from the shifted state x˜σ (t) appearing in the Lagrangian L˜ and the dynamics f˜ of the
transformed problem (C˜).
Lemma 4.3. Let the data in problem (C˜) be given by (4.8).
(i) The pair (x¯, u¯) is feasible for problem (C2) if and only if the pair (x˜, u˜) given by (4.7) is feasible for problem (C˜). In this case,
x˜1(t) ≡ x¯(t) and x˜2(t) ≡ z¯(t) on [a, b]T. Moreover, F (x¯, u¯) = F˜ (x˜, u˜).
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(ii) The pair (x¯, u¯) is a weak local minimum for problem (C2) if and only if the pair (x˜, u˜) given by (4.7) is a weak local minimum
for problem (C˜). In this case, F (x¯, u¯) = F˜ (x˜, u˜).
Lemma 4.4. Let (x¯, u¯) and (x˜, u˜) be feasible pairs for problems (C2) and (C˜) related by Eq. (4.7). Then the problem (C2) is normal
at (x¯, u¯) if and only if the problem (C˜) is normal at (x˜, u˜). In this case, the corresponding functions p˜(·) = (p˜T1(·), p˜T2(·))T and p(·)
which solve systems (2.5) and (4.3), respectively, satisfy
p˜1(t) = p(t), p˜2(t) =
∫ b
t
fz(τ ) p(τ )1τ on [a, b]T.
We are now ready to prove Theorem 4.2.
Proof of Theorem 4.2. Assume that (x¯, u¯) is aweak localminimum for problem (C2). Then, by Lemma4.3, the corresponding
feasible pair (x˜, u˜) is a weak local minimum for problem (C˜), for which the data are defined by (4.7)–(4.8) with the resulting
matrices A˜(t), B˜(t), and M˜ along (x˜, u˜) given in (4.9)–(4.11). By Theorem 2.2 applied to the problem (C˜), there exist λ0 ≥ 0,
a function p˜ : [a, b]T → R2n, p˜(·) ∈ C1prd, and a vector γ˜ ∈ Rr+n satisfying λ0 + ‖p˜(·)‖C ≠ 0 and Eqs. (2.2)–(2.4).
Put p˜(·) = (pT (·), qT (·))T with n-vector entries and γ˜ = (γ T , ρT )T with γ ∈ Rr and ρ ∈ Rn. Then (2.2) and (2.3) imply
that the functions p(·) and q(·) satisfy on [a, ρ(b)]T
−p∆(t) = AT (t)− µ(t) gTx (t) f Tz (t) p(t)+ gTx (t) q(t)+ λ0 LTx (t)− µ(t) gTx (t) LTz (t) , (4.12)
BT (t)− µ(t) gTu (t) f Tz (t)

p(t)+ gTu (t) q(t)+ λ0

LTu(t)− µ(t) gTu (t) LTz (t)
 = 0, (4.13)
and
q(t) = q(a)−
∫ t
a

f Tz (τ ) p(τ )+ λ0 LTz (τ )

1τ , t ∈ [a, b]T. (4.14)
From condition (2.4) and formula (4.11) we get−p(a)−q(a)p(b)
q(b)
 = λ0
∇xK
T (x¯(a), x¯(b))
0
∇yK T (x¯(a), x¯(b))
0
+
M
T
1 γ
ρ
MT2 γ
0
 . (4.15)
The first and third entries of (4.15) yield the transversality condition (4.6), while the other two entries show that ρ = −q(a)
and q(b) = 0. The last condition and (4.14) imply that
q(t) =
∫ b
t

f Tz (τ ) p(τ )+ λ0 LTz (τ )

1τ , t ∈ [a, b]T. (4.16)
If we now insert formula (4.16) into Eqs. (4.12)–(4.13) and use the fact that
µ(t)

f Tz (t) p(t)+ λ0 LTz (t)
 = ∫ σ(t)
t

f Tz (τ ) p(τ )+ λ0 LTz (τ )

1τ ,
then the adjoint equation (4.4) and the stationarity condition (4.5) follow.
Next we suppose that λ0 + ‖p(·)‖C = 0, so that λ0 = 0 and p(t) ≡ 0 on [a, b]T. Identity (4.16) then implies that also
q(t) ≡ 0 on [a, b]T and hence, p˜(t) ≡ 0 on [a, b]T. This yields that λ0 + ‖p˜(·)‖C = 0, which is a contradiction.
Finally, if the problem (C2) is normal at (x¯, u¯), then by Lemma 4.4 the transformed problem (C˜) is normal at (x˜, u˜). In this
case, p˜(·) and γ˜ are unique by Theorem 2.2, i.e., p(·) and γ are unique as well. The proof of Theorem 4.2 is complete. 
In the corresponding calculus of variations setting, we consider the problem
minimize F (x) = K(x(a), x(b))+
∫ b
a
L(t, xσ (t), x∆(t), z(t))1t (P2)
subject to the boundary conditions (3.2), where the function z(·) is defined by
z(t) =
∫ t
a
g(τ , xσ (τ ), x∆(τ ))1τ , t ∈ [a, b]T. (4.17)
By the choice of the dynamics f (t, x, u, z) = u in (4.1) it follows that the problem (P2) is normal at any feasible pair (x¯, x¯∆),
according to Definition 4.1. Therefore, we get from Theorem 4.2 with λ0 = 1 the following generalization of Corollary 2.3
to the calculus of variations problems on time scales involving the function z(·) given in (4.17).
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Corollary 4.5. Assume that x¯ is a weak local minimum for problem (P2) satisfying assumption (Aσ). Then there exist vectors
γ ∈ Rr and c ∈ Rn satisfying the following conditions:
(i) the Euler–Lagrange equation
Lu(t) = cT +
∫ t
a
Lx(τ )1τ −
∫ b
σ(t)
Lz(τ )1τ

gu(t)
+
∫ t
a
∫ b
σ(τ)
Lz(s)∆s

gx(τ )1τ , t ∈ [a, ρ(b)]T, (4.18)
(ii) the transversality condition
Lu(a), −Lu(b) = ∇K(x¯(a), x¯(b))+ γ TM − ∫ b
σ(a)
Lz(t)1t

gu(a), 0

.
Here we set
Lu(b) := cT +
∫ b
a
Lx(t)1t +
∫ b
a
∫ b
σ(t)
Lz(τ )1τ

gx(t)1t, if b is left-scattered. (4.19)
Remark 4.6. (i) The partial derivatives of the function L in Corollary 4.5 are evaluated at (t, x¯σ (t), x¯∆(t), z¯(t)), where z¯(t)
is defined by (4.17) through the optimal solution x¯.
(ii) The definition of Lu(b) in (4.19) allows to consider the Euler–Lagrange equation (4.18) for all t ∈ [a, b]T.
(iii) If the Lagrangian in (P2) does not depend on z(t), then Corollary 4.5 reduces to Corollary 2.3.
(iv) If the endpoints in (3.2) are free, then Corollary 4.5 with K(·, ·) ≡ 0 reduces to [12, Theorems 4 and 7].
5. Isoperimetric constraints
In this section, we discuss the first order optimality conditions for calculus of variations and optimal control problems on
time scaleswhich include the isoperimetric constraints. More precisely, we study the isoperimetric optimal control problem
on time scales
minimize F (x, u) = K(x(a), x(b))+
∫ b
a
L(t, xσ (t), u(t))1t (C3)
subject to the dynamics
x∆(t) = f (t, xσ (t), u(t)), t ∈ [a, ρ(b)]T, (5.1)
the boundary conditions (3.2), and the constraint∫ b
a
S(t, xσ (t), u(t))1t = β. (5.2)
We suppose thatm, n, r, s ∈ Nwithm ≤ n and r ≤ 2n are given dimensions and
L : [a, ρ(b)]T × Rn × Rm → R, K : Rn × Rn → R
f : [a, ρ(b)]T × Rn × Rm → Rn, ϕ : Rn × Rn → Rr ,
S : [a, ρ(b)]T × Rn × Rm → Rs, β ∈ Rs.
This problem was studied in [28, Section 8], where the corresponding weak Pontryagin principle presented below was
derived; see also [30, Section 4.8.1]. Themethod for obtaining this result is the same as in the previous sections for problems
(C1) and (C2), namely it is the transformation of the isoperimetric control problem (C3) into the problem (C˜). For complete
illustration of this method and comparison with the transformations in Sections 3 and 4, we present these results below
again. In addition, we discuss in detail the corresponding isoperimetric calculus of variations problem as a special case of
control problem (C3) and compare the obtained conditions with the known ones in the literature. However, we shall omit
the details of the proofs.
Given a feasible pair (x¯, u¯) for problem (C3), i.e., x¯(·) ∈ C1prd and u¯(·) ∈ Cprd satisfying (5.1), (3.2) and (5.2) we define the
matrices A(t) ∈ Rn×n,B(t) ∈ Rn×m, and M ∈ Rr×2n as in (3.3), in which the partial derivatives of f are evaluated at the
point (t, x¯σ (t), u¯(t)).
Definition 5.1 (Normality of (C3)). Problem (C3) is said to be normal at a feasible pair (x¯, u¯) if the matrixM has full rank and
if the system
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p∆(t) = −AT (t) p(t)− STx (t) q,
BT (t) p(t)+ STu (t) q = 0,

t ∈ [a, ρ(b)]T,
−p(a)
p(b)

= MTγ ,
where γ ∈ Rr and q ∈ Rs, possesses only the trivial solution p(·) ≡ 0 and q = 0 (and then also γ = 0).
We transform the problem (C3) into an equivalent optimal control problem (C˜) with the state variable in dimension
n˜ := n+ s. This transformation has been discussed in [29, pp. 254–255] for the continuous time optimal control problems.
Given the data L, f , ϕ, S, x, u, in problem (C3), we define the new state and control variables x˜ ∈ Rn+s and u˜ ∈ Rm by
x˜ :=

x˜1
x˜2

, u˜ := u, (5.3)
where
x˜2(t) :=
∫ t
a
S(τ , xσ (τ ), u(τ ))1τ , t ∈ [a, b]T, x˜2(a) = 0, x˜2(b) = β, (5.4)
and the new Lagrangian L˜, the dynamics f˜ , and the endpoint functions ϕ˜ and K˜ by
L˜(t, x˜, u˜) := L(t, x˜1, u˜), K˜(x˜, y˜) := K(x˜1, y˜1),
f˜ (t, x˜, u˜) :=

f (t, x˜1, u˜)
S(t, x˜1, u˜)

, ϕ˜(x˜, y˜) :=

ϕ(x˜1, y˜1)
x˜2
y˜2 − β

.
Here y˜ := (y˜T1, y˜T2)T ∈ Rn+s similarly to x˜ in (5.3). With this notation, we consider the optimal control problem (C˜) from
Section 1 subject to dynamics (1.2) and boundary conditions (1.1). For a feasible pair (x¯, u¯) for problem (C3), we define
through (5.3) with (5.4) a feasible pair (x˜, u˜) for problem (C˜). The matrices A˜(t), B˜(t), and M˜ from (2.1) now have the form
A˜(t) =

A(t) 0
Sx(t) 0

∈ R(n+s)×(n+s), B˜(t) =

B(t)
Su(t)

∈ R(n+s)×m,
M˜ =
M1 0 M2 0
0 I 0 0
0 0 0 I

∈ R(r+2s)×(2n+2s),
whereM1 := ∇xϕ(x¯(a), x¯(b)) andM2 := ∇yϕ(x¯(a), x¯(b)). It follows that the matrix M˜ has full rank r˜ := r + 2s if and only if
the matrixM has full rank r . In addition,
L˜x˜(t) =

Lx(t), 0

, L˜u˜(t) = Lu(t).
By applying Theorem 2.2 to problem (C˜) with the above data we get the following; see [28, Theorem 8.1] or [30, Theo-
rem 4.22].
Theorem 5.2 (Weak Pontryagin Principle for Problem (C3)). Assume that (x¯, u¯) is a weak local minimum for problem (C3) satisfy-
ing assumption (Aσ). Then there exist a constant λ0 ≥ 0, vectors γ ∈ Rr and q ∈ Rs, and a function p : [a, b]T → Rn, p(·) ∈ C1prd,
such that λ0 + ‖p(·)‖C + |q| ≠ 0 and satisfying the following conditions:
(i) the adjoint equation
−p∆(t) = AT (t) p(t)+ STx (t) q+ λ0 LTx (t), t ∈ [a, ρ(b)]T,
(ii) the stationarity condition
BT (t) p(t)+ STu (t) q+ λ0 LTu(t) = 0, t ∈ [a, ρ(b)]T,
(iii) the transversality condition (4.6).
Moreover, if the problem (C3) is normal at (x¯, u¯) according to Definition 5.1, then we may take λ0 = 1 and in this case p(·), q,
and γ are unique.
In the calculus of variations setting, i.e., with f (t, x, u) := u in (5.1), problem (C3) reduces to the problem
minimize F (x) = K(x(a), x(b))+
∫ b
a
L(t, xσ (t), x∆(t))1t (P3)
subject to the boundary conditions (3.2) and the isoperimetric constraint∫ b
a
S(t, xσ (t), x∆(t))1t = β. (5.5)
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The normality condition in Definition 5.1 at a feasible pair (x¯, x¯∆) has in this case the following form. The matrixM has full
rank and the only vector q ∈ Rn satisfying
qT Su(t) = qT Su(a)+ qT
∫ t
a
Sx(τ )1τ , t ∈ [a, ρ(b)]T, qT

Su(a), − Su(b) = γ TM, (5.6)
where γ ∈ Rr , is the zero vector q = 0 (and then also γ = 0). This condition is usually translated as x¯ not being an extremal
of the functional in (5.5), i.e., x¯ does not satisfy the Euler–Lagrange dynamic equation corresponding to the functional in
(5.5).
Corollary 5.3. Assume that x¯ is a weak local minimum for problem (P3) satisfying assumption (Aσ) such that x¯ is not an extremal
of the functional in (5.5). Then there exist vectors γ ∈ Rr , c ∈ Rn, and q ∈ Rs such that the Euler–Lagrange equation (2.6) and
the transversality condition (2.7) are satisfied for the Lagrangian L+ qT S, i.e., they satisfy
(i) the Euler–Lagrange equation
Lu(t)+ qT Su(t) = cT +
∫ t
a
[Lx(τ )+ qT Su(τ )]1τ , t ∈ [a, ρ(b)]T, (5.7)
(ii) the transversality condition
Lu(a)+ qT Su(a), −Lu(b)− qT Su(b)
 = ∇K(x¯(a), x¯(b))+ γ TM.
Here we set
Lu(b) := cT +
∫ b
a
Lx(t)1t, Su(b) :=
∫ b
a
Sx(t)1t if b is left-scattered. (5.8)
Remark 5.4. (i) The partial derivatives of the functions L and S in Corollary 5.3 are evaluated at (t, x¯σ (t), x¯∆(t)).
(ii) The definition of Lu(b) and Su(b) in (5.8) allows to consider the Euler–Lagrange equation (5.7) for all t ∈ [a, b]T.
(iii) Under K(·, ·) ≡ 0 and in the scalar case with fixed endpoints, Corollary 5.3 is proven in [8, Theorem 3.4]. This result
also follows from [28, Theorem 8.1], or in other words from Theorem 5.2. In the nabla time scale setting and with fixed
and/or free endpoints the same result can be found in [6, Theorem 1]. A combined calculus of variations problem on time
scales with the isoperimetric constraint and the integral of the state in the Lagrangian with fixed and/or free endpoints is
considered in [12, Theorem 11].
6. Concluding remarks
In this section,wemake several comments regarding thenature of themain result of this paper and its possible extensions
or modifications.
Remark 6.1. Themain results of this paper, that is, Theorems 3.2, 4.2 and 5.2 and Corollaries 3.5, 4.5 and 5.3, apply to general
boundary conditions (3.2), i.e., ϕ(x(a), x(b)) = 0. This includes the periodic endpoints (for the case of ϕ(x, y) = x− y) and
the antiperiodic endpoints (for the case of ϕ(x, y) = x + y). In particular, except of the basic results in [3,23,28], the first
order optimality conditions for the calculus of variations and optimal control problems on time scales with such periodic or
antiperiodic endpoints are here presented for the first time.
Remark 6.2. Optimal control problems of the form (C1), (C2), (C3) with equality control constraints
ψ(u(t)) = 0 for all t ∈ [a, ρ(b)]T (6.1)
can be treated in the same way as in [28, Section 4 and Theorem 6.1] by introducing a suitable space of tangent functions to
constraint (6.1).
Remark 6.3. The proofs of the optimality conditions for the calculus of variations problems (P1), (P2), (P3) in Corollaries 3.5,
4.5 and 5.3 via the transformations to the corresponding optimal control problems are of the same complexity as the
corresponding proofs for the optimal control setting. In particular, the direct proofs of Corollaries 3.5, 4.5 and 5.3 can be
easily recovered from the proofs of Theorems 3.2, 4.2 and 5.2, respectively, by using the dynamics x∆(t) = u(t) on [a, ρ(b)]T
and λ0 = 1. Note also that the results in Corollaries 3.5, 4.5 and 5.3 cannot be derived directly from Corollary 2.3, as the
calculus of variations problems (P1), (P2), (P3) can only be reduced to an optimal control problem (C˜) rather than to a calculus
of variations problem (P˜).
Remark 6.4. For time scale calculus of variations and optimal control problemswhich do not have shift in the state variable
x(t) in the Lagrangian L and the dynamics f (and for isoperimetric problems in the function S as in Section 5), one can apply
another transformation to obtain the problemwith the shift in x. For example, if the Lagrangian in the calculus of variations
problem in Section 3 has the form
L(t, x(t), x∆(t), x(a), x(b)),
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then this problem can easily be transformed by x(t) = xσ (t)−µ(t) x∆(t) into the problem (P1), and vice versa. The resulting
Euler–Lagrange equation has the form
Lu(t) = cT +
∫ σ(t)
a
Lx(τ )1τ , t ∈ [a, ρ(b)]T,
see [14, Theorem4], while the corresponding transversality condition (2.7) should bemodified according to (3.17). Similarly,
if the Lagrangian and the dynamics in the optimal control problem (C1) are
L(t, x(t), u(t), x(a), x(b)) and f (t, x(t), u(t), x(a), x(b)), (6.2)
then this problem can be transformed into equivalent problem (C1) with the shift in xσ (t), to which Theorem 3.2 can be
applied; see [28, Section 9]. In particular, the latter reference shows that the transversality condition (3.7) remains the same
for the case of (6.2), while in the corresponding adjoint equation, stationarity condition, and the normality notion the value
of p¯(t) must be replaced by the quantity p¯σ (t). Further connections between the problems with and without shift in the
state variable are presented in [14,28,34].
Remark 6.5. Optimality conditions for the calculus of variations and optimal control problems in the nabla time scale setting
can be derived from the results of this paper by the duality principle for the delta and the nabla time scale calculus; see [33].
In this respect, the results of Theorems 3.2, 4.2, 5.2 and Corollaries 3.5, 4.5 and 5.3 as well as all the results discussed in the
remarks above have their equivalent nabla time scale counterpart; see for example [11, Theorem 3.2]. We shall not provide
more details in this direction, since these results can now be obtained as a simple exercise.
Remark 6.6. The constraints of the optimal control problems (C1), (C2), (C3) or the calculus of variations problems (P1), (P2),
(P3) can of course be combined; see e.g. the result in [12, Theorem 11] inwhich the Lagrangian depends on the integral of the
state and at the same time the isoperimetric constraint is invoked. In this respect, themost general optimal control problem
covering all the problems (C1), (C2), (C3) is the following:
minimize F (x, u) = K(x(a), x(b))+
∫ b
a
L(t, xσ (t), u(t), x(a), x(b), z(t))1t (C4)
subject to the dynamics
x∆(t) = f (t, xσ (t), u(t), x(a), x(b), z(t)), t ∈ [a, ρ(b)]T,
the boundary conditions (3.2), and the isoperimetric constraint∫ b
a
S(t, xσ (t), u(t), x(a), x(b), z(t))1t = β,
where the function z(·) is given by
z(t) =
∫ t
a
g(τ , xσ (τ ), u(τ ), x(a), x(b))1τ , t ∈ [a, b]T.
Here we suppose thatm, n, r, s ∈ Nwithm ≤ n and r ≤ 2n are given dimensions and
L : [a, ρ(b)]T × Rn × Rm × Rn × Rn × Rn → R, K : Rn × Rn → R
f : [a, ρ(b)]T × Rn × Rm × Rn × Rn × Rn → Rn, ϕ : Rn × Rn → Rr ,
S : [a, ρ(b)]T × Rn × Rm × Rn × Rn × Rn → Rs, β ∈ Rs,
g : [a, ρ(b)]T × Rn × Rm × Rn × Rn → Rn.
The provided transformations in Sections 3–5 show that the problem (C4) can be transformed into the problem (C˜) with the
state variable in the dimension n˜ = 4n+ s and with the rank of M˜ equal to r˜ = r + 3n+ 2s. Further details of the resulting
calculations are here omitted.
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