Second moment characterization of agricultural export and income projection models by Miller, Andrew Dean
Retrospective Theses and Dissertations Iowa State University Capstones, Theses andDissertations
2003
Second moment characterization of agricultural
export and income projection models
Andrew Dean Miller
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/rtd
Part of the Agricultural and Resource Economics Commons, Agricultural Economics Commons,
and the Economics Commons
This Thesis is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University Digital
Repository. It has been accepted for inclusion in Retrospective Theses and Dissertations by an authorized administrator of Iowa State University Digital
Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Miller, Andrew Dean, "Second moment characterization of agricultural export and income projection models" (2003). Retrospective
Theses and Dissertations. 17193.
https://lib.dr.iastate.edu/rtd/17193
Second moment characterization of agricultural export and 
income projection models 
by 
Andrew Dean Miller 
A thesis submitted to the graduate faculty 
in partial fulfillment of the requirements for the degree of 
MASTER OF SCIENCE 
Major: Agricultural Economics 
Program of Study Committee: 
C. Phillip Baumel (Major Professor) 
Wayne A. Fuller 
Dermot Hayes 
Marty Mc Vey 





Iowa State University 
This .is to certify that the master' s thesis of 
Andrew Dean Miller 
has met the thesis requirements oflowa State University 
Signatures have been redacted for privacy 
l1l 
TABLE OF CONTENTS 
LIST OF FIGURES 
LIST OF TABLES 
ABSTRACT 
CHAPTER I. INTRODUCTION 
CHAPTER II. REVIEW OF RELEVANT LITERATURE 
CHAPTER Ill. PROJECTION ANALYSIS 
CHAPTERIV. RESULTS 
CHAPTER V. CONCLUSIONS 















LIST OF FIGURES 
Figure 1: Actual and FAPRI Projected U.S. Net Corn Exports 33 
Figure 2: Actual and USDA Projected U.S. Net Corn Exports 33 
Figure 3: Actual and 5-BLA Model Forecasted U.S. Net Corn Exports 34 
Figure 4: Actual and MA Model Forecasted U.S. Net Corn Exports 34 
Figure 5: Actual and FAPRI Projected U.S. Net Wheat Exports 41 
Figure 6: Actual and USDA Projected U.S. Net Wheat Exports 42 
Figure 7: Actual and OECD Projected U.S. Net Wheat Exports 42 
Figure 8: Actual and FAPRI Projected U.S. Net Soybean Exports 48 
Figure 9: Actual and USDA Projected U.S. Net Soybean Exports 48 
Figure l 0: Actual and F APRI Projected U.S. Beef Exports 54 
Figure 11: Actual and OECD Projected U.S. Beef Exports 55 
Figure 12: Actual and USDA Projected U.S. Beef Exports 55 
Figure 13 : Actual and FAPRI Projected U.S. Pork Exports 61 
Figure 14: Actual and USDA Projected U.S. Pork Exports 61 
Figure 15 : Actual and OECD Projected U.S. Pork Exports 62 
Figure 16: Actual and FAPRI Projected Com Farm Price 68 
Figure 17: Actual and USDA Projected Corn Farm Price 68 
Figure 18: Actual and F APRI Projected Soybean Farm Price 74 
Figure 19: Actual and USDA Projected Soybean Farm Price 74 
Figure 20: Actual and FAPRI Projected Wheat Farm Price 80 
Figure 21: Actual and F APRI Projected Wheat Farm Price 80 
Figure 22: Actual and FAPRI Projected Government Direct Farm Payments 86 
Figure 23: Actual and USDA Projected Government Direct Farm Payments 86 
v 
LIST OF TABLES 
Table 1: RMSE of Net Corn Exports by Projection Period 35 
Table 2: MA.PE of Net Corn Exports by Projection Period 35 
Table 3: MSE Decomposition for Net Corn Exports by Projection Period 37 
Table 4: Ratio of Accurate Forecasts for Net Corn Export Models 39 
Table 5: Directional Movement Prediction Ability of Net Corn Export Models 39 
Table 6: Slope of Bias in Net Corn Export Projections 39 
Table 7: Mean Bias and 95% Confidence Interval Half-Widths of Com Net 
Exports by Projection Period 39 
Table 8: RMSE of Net Wheat Exports by Projection Period 43 
Table 9: MA.PE of Net Wheat Exports by Projection Period 43 
Table 10: MSE Decomposition for Net Wheat Exports by Projection Period 45 
Table 11 : Ratio of Accurate Forecasts for Net Wheat Export Models 46 
Table 12: Directional Movement Prediction Ability of Net Wheat Export Models 46 
Table 13: Slope of Bias in Net Wheat Export Projections 46 
Table 14: Mean Bias and 95% Confidence Interval Half-Widths of Net Wheat 
Exports by Projection Period 46 
Table 15: RMSE of Net Soybean Exports by Projection Period 49 
Table 16: MA.PE of Net Soybean Exports by Projection Period 49 
Table 17: MSE Decomposition for Net Soybean Exports by Projection Period 51 
Table 18: Ratio of Accurate Forecasts for Net Soybean Exports Models 52 
Table 19: Directional Movement Prediction Ability of Net Soybean Export Models 52 
Table 20: Slope of Bias in Net Soybean Export Projections 52 
Table 21: Mean Bias and 95% Confidence Interval Half-Widths of Net Soybean 
Exports by Projection Period 52 
Table 22: RMSE of Beef Exports by Projection Period 56 
Table 23: MA.PE of Beef Exports by Projection Period 56 
Table 24: MSE Decomposition for Beef Exports by Projection Period 58 
Table 25: Ratio of Accurate Forecasts for Beef Export Models 59 
Table 26: Directional Movement Prediction Ability of Beef Export Models 59 
Vl 
Table 27: Slope of Bias in Beef Export Projections 59 
Table 28: Mean Bias and 95% Confidence Interval Half-Widths of Beef Exports by 
Projection Period 59 
Table 29: RMSE of Pork Exports by Projection Period 63 
Table 30: MAPE of Pork Exports by Projection Period 63 
Table 31: MSE Decomposition for Pork Exports by Projection Period 64 
Table 32: Ratio of Accurate Forecasts for Pork Export Models 66 
Table 33: Directional Movement Prediction Ability of Pork Export Models 66 
Table 34: Slope of Bias in Pork Export Projections 66 
Table 35: Mean Bias and 95% Confidence Interval Half-Widths of Pork 
Exports by Projection Period 66 
Table 36: RMSE of Com Farm Price by Projection Period 70 
Table 37: MAPE of Com Farm Price by Projection Period 70 
Table 38: MSE Decomposition for Corn Farm Price by Projection Period 71 
Table 39: Ratio of Accurate Forecasts for Com Farm Price Models 72 
Table 40: Directional Movement Prediction Ability of Com Farm Price Models 72 
Table 41: Slope of Bias in Com Farm Price Projections 72 
Table 42: Mean Bias and 95% Confidence Interval Half-Widths of Com Farm 
Prices by Projection Period 72 
Table 43: RMSE of Soybean Farm Price by Projection Period 75 
Table 44: MAPE of Soybean Farm Price by Projection Period 75 
Table 45: MSE Decomposition for Soybean Farm Price by Projection Period 77 
Table 46: Ratio of Accurate Forecasts for Soybean Farm Price Models 78 
Table 47: Directional Movement Prediction Ability of Soybean Farm Price Models 78 
Table 48: Slope of Bias in Soybean Farm Price Projections 78 
Table 49: Mean Bias and 95% Confidence Interval Half-Widths of Soybean 
Farm Prices by Projection Period 78 
Table 50: RMSE of Wheat Farm Price by Projection Period 82 
Table 51: MAPE of Wheat Farm Price by Projection Period 82 
Table 52: MSE Decomposition for Wheat Farm Price by Projection Period 83 
vu 
Table 53: Ratio of Accurate Forecasts for Wheat Farm Price Models 84 
Table 54: Directional Movement Prediction Ability of Wheat Farm Price Models 84 
Table 55: Slope of Bias in Wheat Farm Price Projections 84 
Table 56: Mean Bias and 95% Confidence Interval Half-Widths of Wheat 
Farm Price by Projection Period 84 
Table 57: RMSE of Direct Government Payments by Projection Period 87 
Table 58: MAPE of Direct Government Payments by Projection Period 87 
Table 59: MSE Decomposition for Direct Government Payments by Projection 
Period 89 
Table 60: Ratio of Accurate Forecasts for Direct Government Payments Models 90 
Table 61: Directional Movement Prediction Ability of Direct Government 
Payments Models 90 
Table 62: Slope of Bias in Direct Government Payments Projections 90 
Table 63: Mean Bias and 95% Confidence Interval Half-Widths of Direct 
Government Payments by Projection Period 90 
Table 64: Slope Coefficients of Test for Constant Variance in Bias Model 100 
Table 65: Probabilities of Ability to Predict Directional Movements in Export, 
Price and Government Payment Models 101 
Table 66: RMSE of Exports, Prices and Government Payments by Model 102 
Table 67: Mean Bias of Exports, Prices and Government Payments by Projection 
Period 102 
Table 68: MAPE of Exports, Prices and Government Payments by Model 104 
Table 69: Correlation Coefficients ofRMSE Significance Test for Net 
Com Exports 105 
Table 70: Correlation Coefficients ofRMSE Significance Test for Net Soybean 
Exports 106 
Table 71: Correlation Coefficients of RMSE Significance Test for Net Wheat 
Exports 107 
Table 72: Correlation Coefficients of RMSE Significance Test for Beef Exports 109 
Table 73: Correlation Coefficients ofRMSE Significance Test for Pork Exports 111 
viii 
Table 74: Correlation Coefficients of RMSE Significance Test for Corn 
Farm Price 113 
Table 75: Correlation Coefficients of RMSE Significance Test for Soybean 
Farm Price 114 
Table 76: Correlation Coefficients ofRMSE Significance Test for Wheat 
Farm Price 115 
Table 77: Correlation Coefficients ofRMSE Significance Test for Direct 
Government Payments 116 
Table 78: Correlation Coefficients ofRMSE Significance Test of Exports, Prices 
and Government Payments Aggregating all Projection Periods 117 
lX 
ABSTRACT 
Agricultural outlook baseline projections published by F APR!, USDA and the OECD 
are intended as policy analysis tools. It is shown that projections have been used as forecasts. 
Therefore, users of baseline projections need information about the past performance of 
baseline projections. This thesis measures the projection errors of baseline projections using 
RMSE and MAPE and assesses the ability of models to predict directional movements. The 
baseline model results are compared to corresponding results of naive models. For projection 
errors, a mixed model is used to estimate the mean bias and confidence intervals about the 
mean. Projections of com, soybean, wheat, beef and pork exports, com, soybean and wheat 
farm prices and direct government farm payments are analyzed. Results from the baseline 
models are compared to the corresponding results from naive models. 
This analysis shows that baseline projections are not consistently superior to naive 
models in projecting the future export and price levels. For soybean, beef and pork exports 
and for com, soybean and wheat prices, baseline projections have been shown to perform 
relatively well. However, baseline projections for com and wheat exports and government 
payments models have relatively large RMSE and bias. 
It is important for the users of baseline projections to understand the assumptions and 
structure of the models. Projection users and funding agencies need to be aware of the 
magnitude and direction of projection errors and bias. Modelers need to update and refine 
models based on the results of past projection analyses to produce better projections given 
the baseline assumptions. Additionally, organizations should more strongly explain the 
proper use and limitations of baseline projections. 
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CHAPTER I. INTRODUCTION 
Long-term agricultural outlook baseline projections are published annually by several 
organizations. Baseline projections represent a scenario considered most likely or be 
expected to occur given a set of selected asswnptions (F APRI, OECD, USDA). Key 
assumptions for estimating baseline projections typically include global macroeconomic and 
population growth, U.S. and international agricultural policies, the rate of technical change 
and weather conditions (F APRI, USDA, OECD). Organizations clearly document that these 
projections are not to be used as forecasts. Forecasts deviate from baseline projections in that 
forecasts are based on every relevant assumption rather than a specific subset (Seeley, 
forthcoming). 
Three public organizations publish annual baseline projections with a focus on 
United States markets. The Food and Agriculture Policy Research Institute (F APRI) began 
the annual publication of the U.S. Agricultural Outlook and the World Agricultural Outlook 
in 1987. The FAPRI model has been expanded and updated to include an increasing number 
of countries, commodities and products. The U.S. Department of Agriculture (USDA) began 
the publication of domestic baseline projections in 1993. An international trade component 
was added to the 1995 baseline projections, establishing the scope of the current model. The 
Organization for Economic Cooperation and Development (OECD) began formal publication 
of an annual outlook and baseline projections in 1995. Previously, outlook situations were 
presented in Agricultural Policies, Markets and Trade - Monitoring and Outlook (OECD, 
1995). 
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Other organizations generate or publish privately available outlook projections on a 
non-annual basis or as annual long-term forecasts. The Food and Agricultural Organization 
(F AO) of the United Nations publishes medium-term outlook situations every five-years. The 
primary purpose of these projections is for intra-agency use. The International Food and 
Policy Research Institute (IFPRI) has periodically published twenty-year long-term baseline 
projections, the most recent being the 2020 Global Food Outlook. Annually, the U.S. Grains 
Council publishes long-term forecasts, available on a fee basis for use by members. These 
private forecasts, however, lie outside the scope of this thesis because the forecasts are not 
available to the general public. 
Projection models are designed and intended for specific uses and targeted users. The 
FAPRI model has provided policy analysis for numerous departments in the U.S. and 
international governments and national farm organizations concerned with commodities such 
as com, soybeans, wheat, cattle and pork. USDA and OECD are primarily used for policy 
analysis within the respective agency. 
In the analysis of alternative agricultural policies, baseline projections are used as a 
calibration tool, serving as a benchmark case (Devadoss 1989, F APRI, USDA, OECD). 
Recent working papers using these models include: Young (1997), Beghin (2000), Fuller 
(2001), Babcock (2002) and Feng (2003). USDA baseline projections are included in the 
calculation of the USDA-Economic Research Service (ERS) short-term forecasts (Clauson 
1997), which are used by numerous U.S. government agencies and offices. 
There are multiple examples of baseline projections being used for non-policy 
analysis purposes. The Iowa Com Growers Association (2002) report F APRI projections as a 
forecast of future com export demand. The Iowa Farmer Today (2002) used FAPRI 
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projections for reporting the forecasted cost of the new fann bill and Perkins (2001) used the 
baseline projections to forecast com and soybean prices. Elliot (2001) presents the OECD 
baseline projections as forecasting the path of the agricultural sector over the next five years. 
In a report submitted to the U.S. Army Corp of Engineers, Jack Faucett Associates (1996) 
used USDA grain export projections to forecast the demand for grain exports and barge 
traffic on the upper Mississippi river. In a proposal for studying future grain traffic in the 
Panama Canal, F APRI projections were proposed to be used for forecasting future export and 
Panama Canal traffic (Yu, personal communication). 
Inside the front cover of the F APRI annual outlook is a statement that F APRI 
projections are " intended for use by fanners, government agencies and officials, 
agribusinesses, and others who do medium-range and long-term planning" (FAPRI, 2001 ). 
While not synonymous in name, the implied use of the projections is the same as for 
forecasts. Muirhead (2001) cites Bruce Babcock, Director of the Center for Agricultural 
Research and Development (CARD), acknowledging that F APRI projections do tend to be 
used as short-term forecasts because of a lack of alternative forecasting models. While 
projections are not intended for use as forecasts, it is clear that individuals and organizations 
have used them for that purpose. Therefore, users of baseline projections should have 
information regarding quality of the projections. Reichelderfer (1993) describes peer review 
of models as an essential process for assuring model users about the quality of the source of 
the policy analysis. 
Several papers have been published directly relating to the structure and performance 
of large-scale econometric models and published baseline projections. Tongeren (1999, 
2000) discusses the theoretical structure of 18 partial and general equilibrium large-scale 
4 
econometric models used for modeling in the agricultural sector. Key assumptions, structure 
and estimation procedures of each model are discussed. Allen (1994) provides a literature 
review of forecasting methods over the past half-century. In addressing large-scale 
econometric models, Allen called for the need for quantitative evaluation of projection 
models. McVey (2001) presents a qualitative assessment of FAPRI and USDA baseline 
projections. The graphically based discussion raised key issues about model performance. 
However, because there was no statistical analysis, significance of the differences between 
actual and projections data was not assessed. 
The purpose of this thesis is to measure the baseline projection errors and the ability 
of the models to predict directional movements. Model bias and confidence bands are 
estimated for each model using the projection errors. The results of the baseline projection 
error analysis are compared to forecast errors from naive trend models. Chapter II discusses 
the structure of the large-scale econometric models and the current literature on forecast, 
projection and general model analysis. Chapter III develops the naive forecasting models and 
presents the structure for computing error statistics, bias and confidence bands and 
comparing the results of the baseline projections to the corresponding naive forecast results. 
Chapter IV presents the results of the analysis by commodity. Chapter V summarizes the 
results of the analysis and the impact of the analysis on baseline models and the use of 
baseline projections. 
The commodities analyzed in this thesis are the largest factors in the determination of 
agricultural income. Com, soybean and wheat net exports and beef and pork exports are 
included because exports provide markets for excess supply that would otherwise push 
domestic prices lower. Net exports are used for the grains because net exports are most 
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frequently reported. Net exports are not substantially different from actual exports and the 
use of net exports prevents double accounting for exportation of initially imported grain. 
Actual exports are used for pork and beef because meat products have a limited storage time 
and imports are generally not remarketed as exports. Farm prices for com, soybeans and 
wheat are used because farm prices directly relate to farm income and farmer decision 
making. With the current downward trend in prices, direct government farm payments play 
an ever increasing role in farm income. Direct government payments also serve as a 
composite variable for model validation, because government payments are calculated from 
production and demand projections for all commodities. While other commodity supply, 
demand or price variables may be important in the agricultural sector, those projection 
variables are outside the scope of this thesis. 
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CHAPTER II. REVIEW OF RELEVANT LITERATURE 
BASELINE MODELS 
The econometric models used by F APRl, USDA and OECD are partial equilibrium 
m structure. Partial equilibrium models posses a number of key features for building 
agricultural sector models. Exogenous variables, typically consisting of macroeconomic 
indicators, population growth, the rate of technical change, factor markets and non-
agricultural sectors, are determined outside of the model and are selected or forecasted 
according the scenario desired. Traded goods are assumed to be homogeneous and markets 
are pooled to simplify the modeling process. The ability to cover the entire globe and 
compare differences in country parameters allow for performing comparative static analyses 
of policy issues. In addition to the standard partial equilibrium specifications, baseline 
models are recursive dynamic. This added feature inter-temporally links variables through 
lagged functions, allowing current levels of variables to affect the future value (T ongeren 
1999). 
FAPRI 
The Food and Agriculture Policy Research Institute (FAPRI) was founded in 1984 by 
a U.S. congressional grant, with the intent of developing and maintaining a policy analysis 
modeling system and related datasets. F APR! is a cooperative effort between the Center for 
Agricultural and Rural Development (CARD) at Iowa State University and the Center for 
National Food and Agricultural Policy (CNF AP) at the University of Missouri-Columbia. 
The F APRl model was constructed with the primary purpose of policy analysis. The model is 
global in scope, but the focus of baseline projections and policy analyses is on U.S. markets. 
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The initial set of baseline projections was published in January 1987 and has been published 
annually ever since (Devadoss 1989). 
Following inception of the general F APRI model framework, 24 agricultural product 
sector models have been developed. Some models have been developed and refined by 
student dissertations from cooperating universities . The primary model is composed of five 
multi-sector components, which are liked through the prices and quantities of goods 
(Tongeren 1999, Devadoss 1989). 
The main component models incorporate theoretical underpinnings, insuring that the 
model adheres to theoretical microeconomic constructs. The product sector models are 
grouped according to type, forming five main component models: livestock, domestic crops, 
world trade, U.S. government cost and net farm income (Tongeren 1999). Data are primarily 
gathered from USDA Agricultural Statistics, sector specific USDA outlook reports and 
international statistic sources. An iterative ordinary least squares estimation procedure is used 
to insure consistency of endogenous variables shared between models. (Devadoss 1989, 
Devadoss 1993). 
The livestock, domestic crop and world trade models endogenize both supply and 
demand in determining equilibrium prices and quantities. Following development of 
individual country demand and supply schedules, excess demand and supply schedules are 
calculated for all countries and regions in the models. World prices and quantities are 
determined when these two schedules are in equilibrium. Price-linkage equations determine 
domestic prices from given world prices. Because domestic demand schedules are modeled 
as price dependent, domestic quantities are calculated using the domestic price realizations 
(Devadoss 1989, Devadoss 1993). 
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The government cost and net farm income models are primarily accounting identities 
that are dependent on price and quantity projections from the other three component models. 
Given market prices and quantities and policy parameters, the government cost model can 
explicitly model ninety percent of the government agricultural program costs. The farm net 
income model incorporates several behavioral/technical relationships to account for overall 
model externalities (Devadoss 1989, Devadoss 1993). 
The F APRl model is used extensively for comparing alternative policy scenarios. 
Devadoss (1989) documents that, "A major annual use of the models is to generate ten-year 
projections ..... " The projections are issued for users to observe the empirical content of the 
model, as well as calibration of spreadsheets used for model output. In the U S. and World 
Agricultural Outlook publications, baseline projections are intended for use by government 
agencies, agribusinesses, farmers and those who do medium to long-range planning (F APRl 
2001). Requests for policy analysis have come from both governments and private 
organizations. Cluff (1990) documents that FAPRl projections of major U.S. livestock and 
crop prices are incorporated into Agriculture Canada's Food and Agricultural Regional 
Model (FARM). Both houses of the U.S. Congress and USDA agencies have been primary 
users of policy analysis in the U.S. government. Beghin (2000) and F APRl Staff (2001) are 
two recent studies requested by Senator Tom Harkin. U.S. national farm organizations have 
also made requests for policy analysis. This includes the National Com Growers Association, 
the American Soybean Association, the National Association of Wheat Growers, the 
National Cattlemen' s Association and the National Pork Producer's Council, which address 
all commodities analyzed in this thesis. 
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OECD 
The OECD began formally publishing baseline projections in 1995, when projections 
were moved to The Agricultural Outlook (later OECD Agricultural Outlook) from the 
Agricultural Policies, Markets and Trade-Monitoring and Outlook (OECD 1995). OECD 
baseline projections extend five years into the future. While the outlook reports are focused 
on modeling European Union agricultural policies, detailed figures for the U.S. are reported. 
The OECD baseline projections are modeled using AGLINK, a partial-equilibrium model 
consisting of ten OECD country/region modules and three non-OECD country/region 
modules. The AGLINK model considers 19 major OECD commodity markets (Tongeren 
1999). 
There is a greater degree of homogeneity in AG LINK than in the F APRI model, 
which causes some of the projections of individual commodities to be indirectly calculated. 
Two examples are coarse grains and oilseeds. Rather than modeling excess supply and 
demand for the individual coarse grains, there is an aggregated "coarse grain" good. The 
individual grain, corn for example, is then derived from this aggregate good. Likewise, prices 
and production of oilseeds are modeled individually, but oilseed demand is modeled as an 
aggregate good. Rather than finding equilibrium price and quantities for individual oilseeds, 
the aggregated good price and quantities are estimated and then translated back to the 
individual crops (Conforti 2001). Only the projections relating to the aggregate goods are 
reported in the OECD Agricultural Outlook. 
While the AGLINK model generates the baseline projections, OECD member 
countries retain important input into model structure and parameters. Each year, projections 
from member countries are reported in a medium term questionnaire. Data from this 
10 
questionnaire are used as country level exogenous data from a baseline scenario. Member 
countries also provide most of the parameter estimates. The estimates are taken from their 
national models or analyst assessment. Most of the elasticity parameters are drawn from the 
USDAIERS Static World Policy Simulation (SWOPSIM) model (Conforti 2001). While the 
OECD incorporates a great deal of member country input into the AGLINK model and the 
baseline projections, Conforti (2001) notes that," .... the numerous mechanisms of adjustment 
of the results may lead to the possibility that the weight of the 'experts judgment' in the 
model is excessive." 
The primary use of OECD baseline projections is for in-house policy analysis by 
OECD agencies. Along with the annual publication of baseline projections, a compact disk is 
released with projections for scenarios considered most likely to occur. Besides policy 
analysis, the baseline projections are used to prepare individual sector outlook reports for 
cereals, oilseeds and livestock products. These reports are the basis for discussions at an 
annual meeting of the Group on Meat and Dairy Products and the Group on Cereals, Animal 
Feeds and Sugar of the OECD Committee for Agriculture (OECD 2002). 
USDA 
Unlike the F APRI and AGLINK models, the USDA uses multiple individual sector 
models and judgment analysis to generate baseline projections. The USDA-Economic 
Research Service (ERS) has the pnmary responsibility of estimating and reporting 
projections. Annual projections are reviewed and approved by the Interagency Agricultural 
Projections Committee (IAPC), which is chaired by the World Agricultural Outlook Board 
(W AOB) and involves nine USDA and federal agencies (USDA 2002). The USDA began 
publishing baseline projections on U.S. domestic markets in October 1993. Baseline 
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publications began incorporating international trade m February 1995 and have been 
published arumally in that form ever since. 
Individual sector and commodity models employ the same partial-equilibrium 
structure described for the F APRI and OECD models; however, the sectors and commodities 
are modeled independently. The ERS Country-Commodity Linked System (CCLS) is an 
agglomeration of 44 individual country and regional models covering 24 grains, oilseeds and 
animal products. By solving for a global equilibrium, the model determines prices and 
quantities for all commodities in all countries and regions (Seeley, forthcoming). Westcott 
(1999) describes the modeling procedure for com and wheat farm prices. Like the CCLS 
model , prices are determined when the modeled supply and demand curves are in 
equilibrium. Where the internal model structure and iteration process serves to insure 
convergence in the F APRl and AG LINK models, the individual analysts at ERS and IAPC 
review the baselines for theoretical and quantitative consistency. 
The USDA baseline projections are used primarily within the USDA and ERS. 
Clauson (1997) gives an overview of how USDA baseline projections are used as exogenous 
future period data in ERS food price forecasting models. The conditioning of the food price 
model occurs similarly to the conditioning of a partial-equilibrium large-scale model with 
exogenous data. The food price forecasts are used for preparing both public and private food 
program budgets. The baseline projections are also used to calibrate the USDA's 
econometric model Food and Agricultural Policy Simulator (F APSIM). Westcott (2001) 
analyzes the impact of marketing loan payments on production and prices of program 
commodities with the calibrated F APSIM model. 
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Model Limitations 
While baseline projection models are able to incorporate sufficient attributes of 
agricultural sectors, the aggregation of markets and homogeneity of products in partial 
equilibrium modeling limits the scope of the models. Aggregation of markets at the country 
or regional level limits specific projection information on industries or sub-regions of the 
aggregate. With the increasing need to model heterogeneity in trade policy, homogenous 
products are non-differentiable by product type or quality, limiting the policy discussion on 
individual, differentiable products (Tongeren 2000). 
A serious limitation of partial equilibrium models is projection contamination. 
Normally, exogenous variables in future periods need to be forecast. Contamination occurs 
when exogenous variables are not forecast or forecasts are inappropriately augmented by 
analyst judgment. Contamination can also occur from random shocks that regularly occur in 
agricultural production. Random shocks decrease the ability to forecast casual exogenous 
factors accurately, which decreases the accuracy of the projections (Allen 1994). 
Contamination of the projections can cause losses m accuracy in addition to model 
specification and data measurement error (Fildes 1985). 
Allen (1994) suggests that an analyst may augment forecasted variables based on 
judgment, allowing for possible contamination of the projections. Kennedy (1992) asserts 
that insertion of analyst judgment is an essential and widely accepted method of including 
information not formally modeled. Fildes (1985) addresses the need to monitor the ability of 
the modeler to forecast the exogenous variables. Tongeren (2000) states: "the largest part of 
the projected future does not derive from the model, but from outside assumptions." 
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The static nature of parameters and underlying model functional forms can 
misrepresent the changing structure of the agricultural economy and the parameters used for 
policy analysis. Lucas ( 1976) argued that parameters estimated under one policy regime 
cannot be used for modeling alternative policy regimes. Underlying beliefs, preferences and 
policy rules are incorporated in the parameter estimates and do not correspond with the 
underlying beliefs, parameters and rules for alternative policies. Just (2001) asserts that this 
holds for underlying structural changes in the agricultural sector. As examples, vertical 
market integration, rural demographic shifts, genetically modified organisms and 
characteristics of export quality change the underlying relationships in the agricultural sector. 
Agricultural sector change can lead to older models falsely representing the current sector 
structure leading to incorrect projections and analyses. If models are not continually 
maintained and updated to model current policies and market structure, a loss in model 
relevance could occur. 
MODEL ANALYSIS LITERATURE 
Besides use as a benchmark for policy analysis, the release of baseline projections 
allows for peer review by users to insure model credibility (Reichelderfer 1993). This review 
process includes statistically validating out-of-sample points, testing projections for ex ante 
errors and comparing projections to results from other models. Typically, during the 
development of sector models, analysts perform within-sample error and turning point 
analysis (see Westcott 1999). Fildes (1985) also asserts this point and states that full weight 
only be given to statistical tests on out-of-sample empirical comparisons and a model can 
only be selected after it is shown to outperform all other available models. Armstrong (1994) 
states that ex ante performance should be the primary selection criteria for models. 
14 
Projection and Forecast Analyses 
There have been relatively few analyses comparing the performance of forecasting 
methods. Furthermore, there have been even fewer analyses of ex ante projection errors of 
large-scale econometric models and baseline projections. While testing for stability occurs 
during the modeling process, test statistics for ex ante validation have not been released for 
either of the three baseline projection models. Only Conforti (2001), in the AGLINK model 
documentation, acknowledges the lack of an ex ante validation. In a substantial review of 
agricultural forecasting, Allen (1994) expresses the need for ex ante validation of large-scale 
econometric models. Fildes (1985) concluded that there is a need for ex ante performance;: 
evaluation of econometric models versus extrapolative or judgmental alternatives. 
There have been several papers written on the statistical comparison of forecasts. Just 
and Rausser ( 1981) compared the forecasting accuracy of commodity prices from large-scale 
econometric models and the futures market. Root mean square error (RMSE) and root mean 
square percentage error (RMSPE) test statistics were calculated and used for comparing the 
accuracy of forecasts over a four quarter horizon. Additionally, a mean square error (MSE) 
decomposition was calculated to characterize the source of error in the forecasts and 
computing the correlation between forecast and actual values. There was no overwhelming 
support for either econometric models or the futures market as a more accurate price 
forecasting method. Additionally, the effect of forecast horizon on absolute forecast accuracy 
is determined largely by individual market characteristics. 
Ferris (1988) analyzed the forecast error of price, production and utilization forecasts 
from the annual American Agricultural Economics Association (AAEA) Outlook Survey 
(AOS), USDA and the futures market from 1979 to 1988. The analysis was conducted using 
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the mean absolute error (MAE), mean error (ME), RMSE, RMSPE and turning point error 
(TPE). A ratio of RMSPEs was used to compare the AOS forecasts to corresponding 
forecasts of the USDA, the futures market and a naive model. It was shown that nearly all 
forecasts outperformed a naive model. Kastens (1998) built upon Ferris' analysis using AOS 
data from 1983 to 1995. A regression model was developed to characterize the relationship 
between forecast accuracy and forecast features. A pairwise comparison of AOS, USDA, 
futures market and naive forecasts was conducted using mean absolute percentage errors 
(MAPE). Results were mixed, with neither extension, USDA or futures market forecasts 
consistently outperforming the others. 
Dorfman (1990) presented a forecasting competition between three forecasting 
methods. Forecasters were informed a priori that forecasts were to be evaluated using RMSE 
and the Henriksson-Merton (HM) test. The Granger-Newbold test for significant differences 
in RMSE was used to test the difference between RMSEs. To generate a composite ranking 
of forecasting methods, a loss function was constructed as a convex combination of the MSE 
and HM confidence level. Of the three forecasting methods, no method stood out as superior 
to the others. All three models produced results similar to previously identified "true" model. 
More frequently, model analysis focuses on within-sample validation. Roop (1977) 
provides an early example of a large-scale econometric model that can be independently run 
or be incorporated in a larger macroeconomic model. The only validation statistic presented 
is Theil U2-statistic, which compares a forecast to a naive model through a ratio of forecast 
errors. Westcott (1985) and Stillman (1985) use MAPE, Theil's U2-statistic and TPE to 
statistically validate quarterly forecasting models. 
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Test Statistics 
There are a number of statistics for testing various properties of forecasts . Based on 
the intention of the forecaster, specific tests for a given model can be selected. Mathews 
(1994) identified four unique classifications for test statistics: bias, ratio-type, volume-type 
and fit. For model validation, Westcott (1985) chose test statistics to measure simulation 
errors, twning points and a model comparison statistic. 
The RMSE and MAPE are the most commonly reported test statistics for model 
validation. The RMSE used in this thesis is sometimes referred to as the root mean square 
forecast error. Instead of measuring a deviation from a mean, the RMSE is a weighted 
average of the distance of projected errors from the actual value. Because errors are squared, 
more weight is placed on extreme values. This weighting makes the RMSE sensitive to 
outliers. It is possible for a tight cluster of errors near zero with one extreme outlier to 
produce a higher RMSE than a looser set of points without an outlier (see Tegene 1994). In 
presenting alternative error measure statistics, Armstrong (1992) discounts the reliability of 
the RMSE in generalizing about alternative forecasting methods. Armstrong does cede that 
the RMSE is relatively more useful for decision making because it measures the magnitude 
of forecasting errors. Despite questions about the reliability of the RMSE, it remains the 
statistic of choice in evaluating forecasts (Tegene 1994, Carbone 1982). 
As RMSE is the most common measure of forecast error magnitude, the MAPE is the 
most common ratio-type test statistic. The MAPE is a unitless quantity, which calculates the 
error as a ratio of the actual value. eliminating the scale of the errors. A unitless quantity, 
such as the MAPE, allows for the comparison of models independent of data units or 
magnitudes. Annstrong (1992) suggests using relative errors for comparing forecast errors 
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from alternative models. However, the MAPE puts heavier penalties on positive errors, 
because the percent error of an observation is bounded by 100% for negative errors and is 
unbounded for positive errors (Armstrong 1992, Salathe 1982). 
Aggregating forecasts across a forecast series, the robustness of RMSE and MAPE 
test statistics is questionable. Averaging RMSE and MAPE across forecast periods, the 
assumption is made that moments are constant for all forecast errors, i.e. errors exhibit 
constant mean and variance. Often variances of forecast errors from dynamic and/or non-
linear models depend on the forecast period, violating this assumption (Marquez 1993). To 
account for non-constant variance across periods, Fildes ( 1992) presents time square error 
(TSE) and time absolute percentage error (TAPE) as measures for analyzing error 
summaries. When multiple series of forecasts are analyzed, the TSE and TAPE are 
aggregated by forecast periods rather than by senes. This aggregation is based on the 
assumption of constant variance within forecast period errors. The TSE and TAPE can also 
be aggregated into series square error and series absolute error for summarizing the entire 
horizon of errors for each series. The robustness of these statistics is related to the strength of 
the assumption of constant variance of errors (Fildes 1992). 
Turning point tests provide a non-parametric approach to testing the ability of a 
model to predict directional movements1 in a forecasted series. The simplest statistics for 
interpreting the ability of a forecast to correctly predict directional movements are the ratio of 
accurate forecasts (RAF) and turning point errors (TPE), which measure the correct and 
1 
The concept of turning points as used in model validation literature is counter to the fonnal definition used in 
statistical literature. To be consistent with statistical literature, the concept will be referred to as the ability to 
predict directional movements. 
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incorrect number of forecasted directional movements as a ratio of all observed movements 
respectively. 
Depending on the use of forecasts, the ability the model to predict specific directions 
of change is also important (Allen 1994). The Henriksson-Merton (HM) test incorporates 
probabilities of upward and downward movements being correctly predicted (Henriksson 
1981). The HM test is an exact test based on a 2x2 contingency table (see Agresti). The null 
hypothesis of the HM test is that there is no information contained in a forecast. Cumby 
(1987) proposes a more generalized extension to the HM test. Naik (1986) developed a 4x4 
contingency table structure for incorporating peaks and troughs into the analysis. A 
comparison of the HM test and the Naik extension are compared by Mcintosh (1992). The 
comparison showed the HM test provided additional and more accurate results. Alternatively, 
categorical data literature interprets the null hypothesis of the HM test as independence 
between cells in the contingency table (Pesaran 1994). Rejecting the null hypothesis, i.e. cells 
are not independent, implies that the differences between the cells occur systematically. 
However, the test does not explain how cells are different, only that the cells are different. 
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CHAPTER III. PROJECTION ANALYSIS 
Because baseline projections are intended for policy analysis and not for long term 
forecasting, it is important to test the accuracy of baseline projections and compare the 
results to those of naive forecast models. Simple extrapolation models can also be useful as a 
preliminary step for future modeling (Kennedy 1992). An ex ante comparison of forecast and 
projection errors serves to characterize the nature of projection/forecast errors and draw 
conclusions on relative model performance. 
NAIVE FORECASTING MODELS 
One alternative forecasting model is a naively trended extrapolation of the actual 
data. The alternative models differ by the method that the initial point in the first forecast 
period is estimated. Three models use 1, 3 and 5 period backwards averages to calculate the 
initial forecast. A differenced moving average model is used to estimate a fourth alternative 
model. The forecast from the initial forecast period is extrapolated eight periods to produce a 
naive trend forecast. 
Backward Looking Average (BLA) 
The BLA models are generated by averaging the last T actual time data points, where 
T=l ,3,5. The models are denoted by 1-BLA, 3-BLA and 5-BLA. The models are shown in 
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where Y, is the last actual data point, j, j= l ,2, ... ,8 is the forecast period, k is the number of 
periods included in the backwards average and &, - ( 0, a; ) is the residual term. The 
underlying model assumption for the BLA models is a random-effects model, 
(4) Y, = µy + &, , 
where µr is a sample mean and &, is the residual, where £, - ( 0, a ; ) . The parameter µr is 
estimated by the backwards average component in equations (1)-(3), which is equivalent to 
Differenced Moving Average 
The fourth alternative model is constructed using a differenced moving average 
process. Initially the first-order difference is taken. Then the moving average process is 
estimated on the difference. Besides focusing the model on the change between periods 
rather than the magnitudes, differencing is able to reduce data with trends in the mean to a 
stationary time series (Fuller 1976). The first order moving average (MA) model uses the 
differenced data to model, 
(5) 
where B1 is the weight on the error term from the previous period. Normally in a MA model, 
a constant term, 00 , is included. In this model, the inclusion of a non-zero constant term 
would add a non-zero trend to the forecast series. Because a naive trend model is desired, the 
constant term is set equal to zero, thereby excluding it from the model. 




E( Y; + 1 I J = 1) = ~ + B1 &, , 
E[Y;+1 IJ= 2, ... ,8) = Y;+r 1· 
The expected value of the forecast in the first forecast period (j=l) contains a jump factor, 
which is a weighted residual from the previous period. During the model estimation process, 
a predicted value and a residual at time t are estimated. When t= 1, the weighted value of the 
realized residual, &, , causes the change in level. At t> 2, the error term and the lagged error 
term, which have an expected value of zero, are dropped from the equation, producing the 
naively trended forecasts . 
Forecasting 
Forecast senes are estimated usmg data from the USDA-Foreign Agricultural 
Service' s (USDA-FAS) PS&D Online data sets (FAS 2003). For sufficient degrees of 
freedom in the MA model forecasts, annual time series data beginning in 1965 are used. 
Baseline data sets are compiled from respective organizations' outlook reports (F APRI 1987-
2001, USDA 1995-2001, OECD 1995-2001). The number of forecast series and forecasts 
within a series of the naive models are constructed to mirror the F APRI baseline projections. 
With this specification, USDA and OECD baseline projections are also mirrored. This 
mirroring of projections and forecasts is an important control; models are analyzed and 
compared using the same actual data. 
Extrapolative forecasting methods limit model flexibility because naive forecast 
models have a fixed, non-causal structure. If structural or policy changes occur in a sector, 
the model will not react to that change until the effected data enters the time series. 
Contrarily, large-scale econometric models are able to refine and modify the model as new 
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information arises, allowing model adaptation over time. The rigidity of naive trended 
models is necessary for comparing associated ex post forecasts with the baseline projections. 
For a given series, the ex post forecaster has more information than the baseline modeler, 
because the forecast is made after actual values are realized. By keeping the model fixed, any 
additional information the ex post forecaster may posses on structural changes in sectors or 
markets cannot be incorporated. 
FORECAST VALIDATION 
The characterization and evaluation of forecast1 errors is based upon the four areas of 
test statistics laid out in Mathews (1994). The root mean square error (RMSE) is selected for 
summarizing the magnitude of forecast errors and providing a comparison of models. 
Because the RMSE is being used as a statistic for comparing model forecast errors and the 
RMSE is a widely reported statistic in relevant literature, the RMSE is chosen as the most 
appropriate statistic for this purpose. Differences between RMSE of projection and 
forecasting models are tested for significance using the Granger-Newbold test. Additionally, 
the MSE is decomposed to characterize the source of forecasting errors. The results of the 
decomposition can be used to estimate a coefficient of correlation between actual and 
forecasted values, which describes the fit of the forecasts. The unit free mean absolute 
percentage error (MAPE) is selected to provide a statistic for comparing data models with 
different units and scales. The MAPE is less sensitive to outliers and is therefore, preferable 
to the root mean square percentage error. The ability of models to predict directional 
movements is measured by the ratio of accurate forecasts (RAF). Additionally, the 
1 Baseline projections will be classified as forecasts for generalizing the discussion. This is in no way an 
implication that they are or intended to be forecasts. When distinction between the two terms is important, 
projections will be noted in the text. 
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probabilities associated with correctly predicting upward and downward movements are 
tested for equality. A mixed model is estimated for modeling the bias of forecast errors, 
producing point estimates and confidence bands of the bias over the forecast horizon. 
Measurement of Error 
Initially, forecast errors, ZIJ are calculated using the difference, 
(8) 
where Y is the actual and Y is the forecast value, i is the forecast series and j is the forecast 
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where ni is the number of forecasts errors in a forecast series. 
The aggregation assumption used in the RMSE and MAPE calculations implies that 
these statistics are synonymous with the time square error (TSE) and time absolute 
percentage error (TAPE) introduced by Fildes (1992). The primary interest of the error 
calculation is not the error within a series, but rather the error at a given forecast horizon. 
Additionally, by calculating the RMSE and MAPE by forecast period, the variance as a 
function of forecast period can be assessed. The aggregated forecast errors are calculated by 
averaging all forecast errors, 
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(12) 
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(13) RMSE_ = .J MSE , 
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where n is the total number of forecast errors. 
To test the differences between the RMSE of two models, a test outlined by Granger 
and Newbold (1986) is used. The test estimates the correlation between the sum and 
difference of two sets of forecast errors. The correlation is estimated based on the sample 
correlation coefficient 
(15) 
I (e<1> + e<2>)(e<I) - e<2>) 
IJ IJ IJ I) 
1=1 \-I . • 1 2 8 
r1 = [ ] 1/2 ' v J, J = ' , ... , i: (e<1> + e<2> )2 i: (e<1> - e<2> )2 
IJ IJ '1 IJ 1=! k= I 
where e<1> and e<2> are vectors of projections errors at period j and the superscripts denote 
arbitrarily chosen projection and forecast models. The coefficient of correlation is tested for 
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which is compared to at-distribution with ni-2 degrees of freedom. When 
(17) 
the expected value of the numerator of (15) and the correlation are equal to zero. If the null 
hypothesis of r
1 
= 0 is not rejected, then the difference of the forecast error vectors is not 
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significant. If the null is rejected, the model with the smaller RMSE is shown to have a 
significantly smaller RMSE. However, if a there is no evidence to suggest the difference 
between two vectors is significant, it cannot be concluded that the two RMSE are equal, 
rather that the differences are not significant. For each model, the number of observations 
decreases as the forecast horizon increases. The decrease in degrees of freedom reduces the 
power of the t-based statistic, not rejecting correlation estimates that seem large. 
With some algebra, the MSE can be decomposed into several component 
measurements. The MSE decomposition provides additional information on the sources of 
forecast error. Thus, 
1 n, } n, I 2 I ~ 2 MSE = - Z = - (Y - Y) J lj lj lj 
n1 1= 1 n 1:1 
= _!_ ~ [(y - y )- (f - y) + y - y ]2 n i..J Y .1 lj .J J .J 
I I=! 
(18) = (Y - y ) 2 2 2 - ? '-' . . = 1 2 8 .J .J + O"J(Y) + O"J(Yl -O";(Y.Y)' v J, J ' , ... , ' 
where (~ - ~1 ) 2 is the squared bias, aJcn is the variance of the actual values, a;(r) is the 
variance of the forecasts and a - is the covariance between the actual and forecasted 
;(Y.Y) 
values, all by forecast period. 
The coefficient of correlation by forecast period is 
(19) O"J(Y,Y) r J(MSE) = 2 0"2 , ';/ j , j = J ,2,. .. ,8. 
O";(Y) J(Y) 
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The test for significance is calculated using the t-based statistic in (16). The correlation is the 
relationship between the actual and forecasted values. A significant correlation suggests that 
the forecasts are significantly related to the actual data and there is some predictive power in 
the model. 
The power of the results is highly correlated with the forecast period sample sizes. As 
the sample sizes decrease, the p-values of correlations from the Granger-Newbold test and 
MSE decomposition increase. This leads to false acceptance hypotheses of the correlation 
equal to zero. While some differences might seem substantial and significant, testing does 
not confirm this because of the small sample size. 
Directional Movement Analysis 
Testing for the ability to predict directional movements provides information on 
whether the direction of change can be correctly predicted. By construction, naive trended 
forecasts do not contain any information on the direction of inter-temporal changes. 
Therefore, directional movement tests are calculated only for baseline projection models. 
The direction of change for both actual and projected data is calculated by 
(20) 
(21) r lj = Yu - Y..,-1, 
where the sign of the change and not the magnitude of oiJ and r I) is important. Given oiJ and 
r I)' the following variables are defined: 
N 1 = number of observations where t5. < 0 , 
I) 
N2 = number of observations where <5,
1 
> 0 , 
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n1 = nwnber of successful forecasts (ru < Ololj < o) , 
n2 = number of successful forecasts (r u > 010,1 > 0) , 
The Ratio of Accurate Forecasts (RAF) is the total number of successfully forecasted 
directional movements divided by the total number of observations. The RAF gives the 




If the models predict the same nwnber of correct and incorrect directional movements, the 
RAF is equal to one-half and the model shows no ability to predict directional movements. 




1 - .J025 / N ' 
where the denominator is the standard error under the null hypothesis, is tested versus a two-
sided alternative, where the RAF is not equal to one-half. Under a large sample, z1 
approaches a standard normal distribution. If the null hypothesis of RAF=0.5 is rejected, then 
there is evidence suggesting that the model shows a significant ability to predict (not predict) 
directional movements when the RAF is greater (less) than one-half. 
The Henriksson-Merton (HM) is the most common test for making inferences about 
the ability of a model to predict specific directional movements. However, the HM is a test of 
independence between cells in a 2x2 contingency table. Non-independence of cells suggests 
that the cells are different, but does not describe how the cells differ. Thus, specific tests for 
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addressing the differences m directional probabilities are developed. The directional 
probabilities are 
(24) p, = [r, < <i<>, < o] = E[ ~.]. 
(25) p, = [r, > oi<>, > o] = E[ ~,] , 
where p1 (Pi) is the conditional probability of correctly forecasting a downward (upward) 
change. Similarly to the RAF, the directional probabilities are tested, using (23), for equality 
to one-half. The test suggests whether models show a significant ability or inability to predict 
upward and downward movements. The directional probabilities are also tested for equality 
to evaluate whether models predict directional movements with equal probability. The test 
statistic is, 
(26) 
where z2 is a standard normal test statistic and p0 is a pooled probability, which is equal to 
the RAF. The test statistic, z2, approaches a standard normal distribution as the sample 
becomes large and is tested versus a two sided alternative. 
Bias Model 
Forecast errors are modeled with a mixed model to estimate the mean bias of the 
forecast errors and corresponding confidence bands. A random-effects parameter is included 
to account for within series correlation. The forecast errors are modeled by 
(27) 
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where d is the forecast period, µ, -(0, er~) is a random variable for year i in which the 
forecast is made and &IJ -(0, d;) is the residual term. The random variable µ, is used to 
represent within-series correlation, for forecasts made at a given time i. 
Initially, an intercept tenn was included in the model. The intercept is the bias atj=O, 
which is the last actual data point for a forecasted series at time i. In theory, the bias at j=O 
should be zero, because there is no bias in a realized point. Estimation of the model including 
an intercept resulted in the intercept parameter testing not significantly different from zero. 
The intercept has been dropped from the model to make it consistent with theory. 
The slope, /3.,, represents the change in bias over time. If /J1 is negative (positive) the 
projection is positively (negatively) biased, meaning that it overestimates (underestimates) 
the actual values. The mean bias of a forecast at time j is given by the expected value, 
(28) 
The tests statistics employed in this analysis compare the models based on averages. 
This is dually noted for the interpretation of the bias model. Reporting the mean bias gives 
the average bias expected for a projection period based on past data. For any given year, it is 
possible for the actual bias of an observation (the projection error) to be less than, equal to, or 
greater than the mean bias. 
A (l-a.)100% confidence intervals about the mean bias is given by 
(29) 
where p is the number of parameters estimated, b is the number of blocks (count of i). The 
use of the t-distribution in calculating confidence bands is derived from Working-Hotelling 
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(W-H) confidence regions. When confidence regions about an estimated model are made, a 
multiple comparison procedure for testing all combination of independent variables is needed 
to insure an overall 1-a confidence level. The distribution, 
(30) ( )
1/ 2 
W = pFp,df .1- 0 ' 
where p is the nwnber of estimated fixed effect parameters and df is the degrees of freedom 
used in the calculation of the mean square error, is used in the estimation of W-H confidence 
regions. For the mixed model where p=l , Wis simplified to at-distribution with N-b degrees 
of freedom and 1-a/2 confidence level. 
The product on the right-hand-side of (29) is the half-width (hw) of the intervals. The 
generation of half-widths gives a band for the bias that could occur due to normal random 
market variation. Because half-widths are composed of the product between a distributional 
assumption and a standard error, the degrees of freedom relating to the model MSE affect the 
size of the bands. As sample sizes increase, the half-width should decrease because the MSE 
is reduced and the critical points of the distribution become narrower. 
Because the mixed model is used to account for non-constant variance within forecast 
series, it is important to check the mixed model for constant variance. Initially, the residuals 
are plotted against the time. Then the squared and absolute value of the residuals are 




where /Jo,_ is the intercept term, /J1._ is the change in residual magnitude over time and vi) is 
the residual term. The residuals from the mixed model, &Y, are transformed by taking the 
absolute value or squaring. If the residuals are not transformed, then the model will estimate 
the mean of the residuals. Rather, the sign of the residual is eliminated and the distance of the 
residuals from zero is modeled. If /31._ is not significantly different from zero, there is no 
evidence of non-constant variance, otherwise there is evidence that the variance is changing 
with respect to time. Evidence of non-constant variance does not affect the point-estimate of 
the parameters, but can cause bias in standard errors. Table 64 in the appendix summarizes 
these results. 
Decision Making 
Unlike Dorfman (1990), who constructed a loss function to compare alternative 
models, the comparison of econometric and naive trend models is informal. The intended use 
of baseline projections and naive trend forecasts are different. Therefore, constructing a 
composite ranking is not fair nor consistent to the intentions of either set of models. Rather, 
presenting and contrasting the results of the analysis allow users to determine whether 
projections have the desired performance for intended uses. 
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CHAPTER IV.RESULTS 
The results of the export, price and government payment analyses are reviewed 
individually, showing the characteristics of the projection and forecast errors from the seven 
models analyzed. Because sample sizes decrease as the forecast period increases, more 
emphasis is placed on earlier forecast periods. As the sample size decreases, the power of the 
statistical tests decreases and error statistics can become more biased. Projections are used 
over the entire horizon, thus it remains important to report all observed projection periods. 
NET GRAIN EXPORTS1 
Corn Exports 
Figures 1 and 2 show that the slopes of the F APRI and USDA com export projections 
are almost all monotonically increasing, while the trend of the actual exports is downward. 
Figures 3 and 4 show two examples of naive trend forecasts from the five period backward 
looking average (5-BLA) and moving average (MA) models. The trend of the naive models 
is closer to the actual exports and smaller forecast errors should be expected for those 
models. 
The root mean square error (RMSE) provides a weighted average error statistic for 
comparing the magnitude of model errors. Table 1 shows the RMSE for com exports. 
Aggregated over all observations, the RMSEs for the F APRI and USDA projections are 
significantly larger than the RMSE of the 5-BLA forecasts. The RMSEs for USDA 
projections are also significantly larger than the RMSE of the 3-BLA forecasts. By period, 
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Figure 4: Actual and MA model forecasts of U.S. net corn exports (mmt) 
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Table 1: RMSE of Net Corn Exports b}'. Projection Period 
Model Projection Period All 
sam~le size 1 2 3 4 5 6 7 8 Periods 
FAPRI 9 .73 l l.30 12.02 l l.39 9.52 11 .09 8.55 1.2 1 10.4I 
n 15 14 13 12 9 6 5 4 78 
USDA 9 .50 8.35 9.72 I2 .07 12. 84 11 .43 5.85 10. 17 
n 7 6 5 4 3 2 1 28 
1-BLA 9.42 I2 .65 12 .76 I 1.1 2 8.06 9.42 9.99 I3.44· 11.01 
n 15 14 13 12 9 6 5 4 78 
3-BLA 9.94 11.23 IO. I I 6.623 5.2 1 6 .261 10.22 13.85 9 .45b 
n 15 14 13 12 9 6 5 4 78 
5-BLA 8.64 8.45 7.55
1 5.66"b 5.46b 4.92 7.99 I 0 . 11 " 7.50ab 
n 15 14 13 12 9 6 5 4 78 
MA 9.62 12 .65 12 .68 11.36 8.04 9.35 9.77 13.454 I 1.04 
n 15 14 13 12 9 6 5 4 78 
a) Significantly different from F APRJ (P<.05) 
b) Significantly differem from USDA (P<.05) 
Table 2: MAPE of Net Corn Ex~orts b}'. Projection Period 
Model Projection Period All 
sam~le size l 2 3 4 5 6 7 8 Periods 
FAPRJ 0 . 18 0.21 0 .22 0 .2 1 0. 16 0.22 0 .1 6 0.02 O. I9 
n 15 14 13 12 9 6 5 4 78 
USDA 0. 17 0. 14 0 .19 0.2 1 0.22 0.20 0 .12 0 . 18 
n 7 6 5 4 3 2 I 28 
1-BLA 0 . 16 0.23 0.24 0.2 1 0 . 13 0 .20 0. 19 0.25 0.20 
n 15 14 13 12 9 6 5 4 78 
3-BLA 0 . 18 O. I9 0. 18 0 . 11 0.09 0.1 2 0. I9 0.24 0. 16 
n 15 14 13 12 9 6 5 4 78 
5-BLA O. I4 O. I4 0 . 12 0. 10 0. 10 0.IO 0 . 15 0. 16 0.12 
n 15 14 13 12 9 6 5 4 78 
MA 0 .16 0 .22 0.2 3 0 .2 I 0 .13 0. 19 O. I8 0.25 0. 19 
n 15 14 13 12 9 6 5 4 78 
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the baseline projection RMSEs are significantJ y larger than those of the 5-BLA model in 
periods three, four and five. 
The mean absolute percentage error (MAPE) for all models is shown in table 2. The 
MAPE is a unitless error statistic that measures the unweighted average of the percentage 
deviation of projections from the actuaJ. The MAPE does not depend on the initial magnitude 
or unit of the errors and therefore, provides an error statistic for comparing errors from 
projections differing in magnitude or unit. Being an unweighted average, the MAPE allows 
for error comparisons that are more robust than the RMSE for dealing with outliers. For com 
exports, the ranking of models using the MAPE is consistent with that of the RMSE. The 
MAPEs of the F APRI and USDA projections are nearly 20 percent of the magnitude of the 
actual exports. The 3-BLA and 5-BLA forecasts have a smaller MAPE being 16 percent and 
12 percent respectively. 
Table 3 shows the decomposition of the mean squared error (MSE) into squared bias, 
variance of the actual exports, variance of the projection or forecast and covariance 
components. Breaking the MSE these components identifies the source and magnitude of the 
errors in projecting actual exports. Following (19), the coefficient of correlation, i.e. the 
square root of the R2, is calculated. The coefficient of correlation measures the relationship 
between the actual and projected exports. The F APRI and USDA models have larger MSEs 
and hence, larger RMSE than the 5-BLA model, due to a larger squared bias and projection 
variance components. The projections and forecasts are shown to be statistically uncorrelated 
with the actual exports, with the sign of the coefficients of correlation varying 
unsystematically fo r all models. 
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Table 3: MSE Decom~osition of Net Coro Ex~orts bl'.'. Projection Period 
Model Projection Period 
Coml!onent 2 3 4 5 6 7 8 
FAPRI 
Bias Squared 0.66 1.64 3.78 32.42 31.56 37.14 10.17 0.62 
Actual Variance 48.72 51.30 53 .73 42.42 28.67 35. 18 52.66 12.96 
Projection Variance 39.99 41.74 52.92 61.84 70.78 48.74 11.60 13.96 
Covariance Component 5.27 33.02 31.01 -6.85 -40.47 2.02 -1.32 -26.06 
Correlation coefficient -0.06 -0.36 -0.29 0.07 0.45 -0.02 0.03 0.97b 
USDA 
Bias Squared 8.25 33.26 77.35 101.49 114.05 
Actual Variance 25.63 16.56 19.53 0.46 0.18 
Projection Variance 24. 12 26.67 37.38 37. 18 46.91 
Covariance Component 32.22 -6.73 -39.80 6.51 3.62 
Correlation coefficient -0.65 0.16 0.74 -0.78 -0.62 
1-BLA 
Bias Squared 0.32 1.24 1.00 0.05 5.08 0.27 20.00 166.22 
Actual Variance 48.72 51.30 53.73 42.42 28.67 35.18 52.66 12.96 
Forecast Variance 53.67 56.94 60.70 64.27 48.19 71.01 53 .36 16. 11 
Covariance Component -14.00 50.47 47.27 16.99 -17.01 -17.70 -26.15 -14.57 
Correlation coefficient 0.14 -0.47 -0.41 -0.16 0.23 0.18 0.25 0.50 
3-BLA 
Bias Squared 2.3 1 4.15 3.04 0.34 3.73 14.95 47.40 169.11 
Actual Variance 48.72 51.30 53.73 42.42 28.67 35.18 52.66 12.96 
Forecast Variance 22.27 22.75 24.48 26.48 29.72 13.83 5.34 2.81 
Covariance Component 25.50 48.02 20.97 -25.47 -34.92 -24.72 -0.94 6.90 
Correlation coefficient -0.39 -0.70" -0.29 0.38 0.60 0.56 0.03 -0.57 
5-BLA 
Bias Squared 2.75 3.88 3.34 1.10 2.08 1.96 I l.18 70.69 
Actual Variance 48.72 5 1.30 53.73 42.42 28.67 35.18 52.66 12.96 
Forecast Variance 5.33 5.64 5.59 4 .7 1 5.43 4.2 1 4 .52 5.50 
Covariance Component 17.79 10.52 -5.56 - 16.09 -6.28 -17.12 -4.48 13.14 
Correlation coefficient -0.55b -0.3 1 0.16 0.57 0.25 0.70 0.15 -0.78 
MA 
Bias Squared 0.55 1.39 1. 14 0.04 6.02 0.83 24.05 165.66 
Actual Variance 48.72 51.30 53.73 42.42 28.67 35. 18 52.66 12.96 
Forecast Variance 53.81 57.07 60.8 1 65. 15 45.97 64.59 44.46 18.39 
Covariance Component -10.52 50.21 45.08 2 1.42 -16.07 -13. 18 -25.67 -15.85 
Correlation coefficient 0.10 -0.46 -0.39 -0.20 0.22 0.14 0.27 0.51 
a) Significant at 99% confidence level 
b) Significant at 95% confidence level 
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Table 4 shows the ratio of accurate forecast (RAF) statistics for all models. The RAF 
measures the correctly forecasted directional movements as a ratio of all movements by 
model. A RAF of one-half implies that correct and incorrect directional movements are 
predicted with equal probabilities2. If the RAF is significantly larger than one-half, it would 
suggest that the model shows an ability in predicting directional movements. The F APRI and 
the USDA models have RAF values of 0.51 and 0.39 respectively. The RAF for both models 
do not differ significantly from one-half, implying that neither baseline model has an ability 
to predict directional movements. 
The RAF is separated into directional probabilities, estimating the ability of a model 
to correctly predict a specific directional movement given an upward or downward 
movement in the data. Similarly to the RAF, directional probabilities are tested for equality 
to one-half. Additionally, directional probabilities are tested for equality. Rejecting the 
hypothesis of equal directional probabilities implies that the model predicts upward and 
downward movements with significantly unequal probability. Table 5 shows that the baseline 
models predict upwards movements with a significantly high probability and downwards 
movements with a significantly low probability. For both baseline models, the specific 
directional movements are predicted with significantly unequal probabilities. 
Table 6 reports the slopes of the bias model, which is the average change in 
projection/forecast error over time. A positive (negative) slope means that the model is, on 
average, underpredicting (overpredicting) actual exports. The slope parameters in the 1-BLA, 
3-BLA, and MA models are not significantly different than zero, implying that the bias in the 
2 Naive trend models do not predict directional movement, resulting in a RAF equal to zero for all models. 
Therefore, the RAF and tests relating to directional movements are reported for the F APRI, USDA (and OECD) 
models only. 
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Table 4: Ratio of Accurate Forecasts for Net Corn Ex~ort Models 
RAF=0.5 
Model n1 n2 N RAF p-val 
FAPRI IO 32 82 0.5122 0.8252 
USDA 2 9 28 0.3929 0.2568 
Table 5: Directional Movement Prediction Ability of Net Corn Export Models 
p1=0.5 p2=0.5 p1=P2 
Model Pl P:Val p2 P:Val p-val 
FAPRI 0.23 <0.0001 0.82 <0.0001 <0.0001 
USDA 0. 12 <0.0001 0.82 0.0007 0.0002 
Table 6: Slope of Bias in Net Corn Export Projections 
FAPRI USDA 1-BLA 3-BLA 5-BLA MA 
slope -1.271 -2.058 0.182 0.400 0.550 0.190 
p-val 0.001 0.003 0.632 0.223 0.005 0.616 
Table 7: Mean Bias and 95% Confidence Interval Half-Widths of Net 
Corn Exl:!orts bl'. Projection Period {mmt} 
Model Projection Period 
Bias l 2 3 4 5 6 7 8 
FAPRI 
Mean Bias -1.27 -2.54 -3.81 -5.08 -6.35 -7.62 -8.89 -10.17 
Half-width 0.73 1.45 2. 18 2.90 3.63 4.35 5.08 5.81 
USDA 
Mean Bias -2.06 -4.12 -6.18 -8.24 -10.29 
Half-width 1.23 2.46 3.69 4.91 6. 14 
1-BLA 
Mean Bias 0. 18 0.36 0.54 0.73 0.91 1.09 1.27 1.45 
Half-width 0.75 1.51 2.26 3.02 3.77 4.53 5.28 6.04 
3-BLA 
Mean Bias 0.40 0.80 1.20 1.60 2.00 2.40 2.80 3.20 
Half-width 0.65 1.30 1.95 2.60 3.25 3.89 4.54 5. 19 
5-BLA 
Mean Bias 0.55 l.10 1.65 2.20 2.75 3.30 3.85 4.40 
Half-width 0.38 0.76 1.14 1.52 1.90 2.28 2.67 3.05 
MA 
Mean Bias 0.19 0.38 0.57 0.76 0.95 1.14 1.33 1.52 
Half-width 0.75 1.51 2.26 3.02 3.77 4.53 5.28 6.04 
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forecast models are not statistically significant. Com exports are overestimated by F APRI 
and USDA, but underestimated by the 5-BLA model. 
Table 7 shows the mean bias by projection periods for each model. The half-width of 
the 95% confidence interval about the mean is reported to give the expected spread in the 
bias due to normal randomness in exports. The half-width is the right-hand product term in 
equation (29). In magnitude, the mean bias of F APRI and USDA projections are two and 
four times larger than the mean bias of the 5-BLA model respectively. Summing the mean 
bias over the entire forecast horizon, on average, the F APRI projections overestimate com 
exports by 46 mmt and the USDA projections overestimate exports by 31 mmt over five 
years and 74 mmt extrapolating to eight years3. The 5-BLA forecasts underestimate exports 
by 20 mmt, which is less than half the magnitude of the baseline models. The half-width of 
the 5-BLA model is about one-half as large as the F APRI and one-third as large as the USDA 
half-widths. 
In conclusion, com export projections for the baseline models exhibit significantly 
larger RMSEs than the 5-BLA model and the USDA model has a significantly higher RMSE 
than the 3-BLA model. The baseline projections and naive forecasts are not significantly 
correlated with the actual exports. There is no evidence suggesting that baseline models have 
the ability to correctly predict directional movements and the probabilities of correctly 
predicting upward or downward movements are significantly unequal. The baseline models 
overpredict and the naive models underpredict exports, with the magnitude of the bias in the 
baseline models being larger than the naive models. 
3 
The USDA (and OECD) is only summed confidently over five years. Summing an eight year projection 
horizon requires extrapolation of the model, which it has not been designed to do. However, eight year sums are 
reported for the sake of comparison to F APRI and naive trend models. 
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Wheat Exports 
Figures 5-7 show the plots of F APRI, USDA and OECD projections and actual wheat 
exports. The slopes of projections are upward, while the trend of the actual exports is 
downward. Similarly to com exports, it is expected that the baseline models exhibit larger 
projection errors than the naive trend models. 
Table 8 shows that the RMSEs of the baseline projections from all three models are 
significantly larger than the RMSE of the 5-BLA forecasts. The RMSE for OECD 
projections is significantly larger than all other models. The RMSEs of baseline models are 
larger, but not all significantly, than those of the 3-BLA, 5-BLA and MA forecasts. 
Table 9 shows the MAPE for wheat export models. The performance of models is 
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Table 8: RMSE of Net Wheat Exeorts b;r Projection Period 
Model Projection Period All 
sam(!le s ize 1 2 3 4 5 6 7 8 
Periods 
FAPRI 4.69 4.51 5.62
6 7.42 7.44 8.87 11.17 12.05 7.74' 
n 15 14 13 12 9 6 5 4 78 
USDA 2.70 4.91 5.63" 6.36 8.96 10.65 I 0.51 6.25' 
n 7 6 5 4 3 2 28 
OECD 4.28 6.18 8.40 10.72 14.03 12.88 8.61
8b 
n 7 6 5 4 3 26 
1-BLA 5.52 5.91 5.59. 4.84 6.30" 8.23
1 7.80" 7.95 6.48c 
n 15 14 13 12 9 6 5 4 78 
3-BLA 5.19 4.22 3.74 4.65 5.24
1 5.65 5.40 5.73 4.89' 
n 15 14 13 12 9 6 5 4 78 
5-BLA 3.89 3.94 4.34 4.86 5.92· 5.87 5.84 6.09 5.05•bc 
n 15 14 13 12 9 6 5 4 78 
MA 5.36 5.32 4.81 4.38 5.72
1 7.31" 6.76 6.94 5.79c 
n 15 14 13 12 9 6 5 4 78 
a) Significantly different from FAPRJ (P<.05) 
b) Significantly different from USDA (P<.05) 
c) Significantly different from OECD (P<.05) 
Table 9: MAPE of Net Wheat Exeorts bl'. Projection Period 
Model Projection Period All 
sam[!le s ize 1 2 3 4 5 6 7 8 Periods 
FAPRI 0.09 0.13 0.17 0.24 0.27 0.31 0.41 0.44 0.23 
n 15 14 13 12 9 6 5 4 78 
USDA 0.09 0.18 0.20 0.24 0.34 0.42 0.45 0.21 
n 7 6 5 4 3 2 28 
O ECD 0.15 0.22 0.30 0.41 0.54 0.49 0.29 
n 7 6 5 4 3 I 26 
1-BLA 0.12 0.16 0.16 0.14 0.20 0.27 0.26 0.27 0. 18 
n 15 14 13 12 9 6 5 4 78 
3-BLA 0.12 0.12 0.1 I 0.15 0.18 0.20 0.18 0.17 0.15 
n 15 14 13 12 9 6 5 4 78 
5-BLA 0.10 0.12 0.14 0.16 0. 19 0.20 0.21 0.21 0.16 
n 15 14 13 12 9 6 5 4 78 
MA 0.12 0.14 0.13 0.13 0.20 0.25 0.24 0.25 0.17 
n 15 14 13 12 9 6 5 4 78 
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projections have the highest MAPE, all being over 20 percent. The MAPE of naive forecasts 
are all below 20 percent, with the lowest MAPE being 15 percent in the 3-BLA model. 
Table I 0 shows a higher projection variance in the baseline models compared to 3-
BLA and 5-BLA models, further explaining how the baseline models underperfonn 
compared to the naive models. The F APRI and 5-BLA models have significant coefficients 
of correlation over the first four periods of the projection horizon and remain positive 
thereafter. In the USDA, OECD, 1-BLA and 3-BLA models, the signs of the coefficients of 
correlation vary unsystematically between positive and negative. The MA model has 
positive, although not significant, coefficients of correlation. 
Table 11 shows that the RAF for the baseline models is between 0.38 and 0.44. The 
RAF for the F APRI, USDA and OECD models are not significantly different than one-half. 
While the test suggests that the prediction of directional movements is correct only 50% of 
the time, the RAF value is below one-half, showing more incorrect than correct predictions. 
Table 12 shows that the probability of baseline models correctly predicting an upward 
movement is significantly high, but significantly low for downward movements. Testing for 
equality shows strong evidence suggesting that the directional probabilities are unequal. 
Table 13 shows the slopes of all models are negative and highly significant, implying 
that all models significantly overestimate wheat exports. Table 14 shows the mean bias of 
FAPRI and USDA projections is more than two times larger and the mean bias of the OECD 
projections is three times larger than the four naive trend models. Summation of the mean 
bias over the projection horizon shows that F APRI projections overestimates wheat exports 
by 62 mmt over eight years. The USDA and OECD projections overestimate exports by 24 
mmt and 37 mmt respectively over a five year horizon and 59 mmt and 90 mmt respectively 
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Table 10: MSE Decom~osition of Net Wheat Ex~orts b~ Projection Period 
Model Projection Period 
Com~onent 2 3 4 5 6 7 8 
FAPRJ 
Bias Squared 0.01 6.73 24.21 45.57 52.92 70.01 120.45 142.96 
Actual Variance 27.33 17.50 12.99 12.57 16.01 14.26 6.73 10.98 
Projection Variance 21.13 22.43 20.60 19.80 I 1.76 11.40 5.94 6.06 
Covariance Component -26.45 -26.28 -26.20 -22.88 -25.34 -16.99 -8.36 - 14.83 
Correlation coefficient 0.55b 0.661 0.80° 0.73" 0.921 0.67 0.66 0.9 1 
USDA 
Bias Sq uared 3.79 19.44 25.09 38.30 74.52 
Actual Va riance 6.39 1.51 1.68 2. 10 2.80 
Projection Variance 1.49 3.33 4.47 8.52 2.25 
Covariance Component -4.40 -0.19 0.50 -8.45 0.67 
Correlation coefficient 0.71 0.04 -0.09 1.00• -0.13 
OECD 
Bias Squared 9.01 30.88 60.17 110.87 185.73 
Actual Variance 6.39 1.51 1.68 2.10 2.80 
Projection Variance 3.00 7.33 18.31 9.81 2.99 
Covariance Component -0.05 -1.55 -9.60 -7.95 5.44 
Correlation coefficient 0.01 0.23 o.871 0.88 -0.94 
1-BLA 
Bias Squared 0.06 1.98 5.52 9.92 10.86 22.97 30.45 34.03 
Actual Variance 27.33 17.50 12.99 12.57 16.01 14.26 6.73 10.98 
Forecast Variance 24.84 25.29 26.02 25.44 25.89 26.27 31 .36 36.23 
Covariance Component -21.77 -9.85 -13.27 -24.54 -13.03 4.16 -7.72 -18.06 
Correlation coefficient 0.42 0.23 0.36 0.69b 0.32 -0. l I 0.27 0.45 
3-BLA 
Bias Squared 0.15 2.50 6.79 11 .90 10.19 12.3 I 17.76 13.90 
Actual Va riance 27.33 17.50 12.99 12.57 16.01 14.26 6.73 10.98 
Forecast Variance I 1.64 11 .01 9.86 7.37 1.76 I. 12 1.22 1.52 
Covariance Component -12.21 -13.16 -15.68 -10.22 -0.45 4.23 3.49 6.43 
Correlation coefficient 0.34 0.47 0.691 0.53 0.04 -0.53 -0.61 -0.79 
5-BLA 
Bias Squared 1.24 5.75 11.69 17.2 1 22.56 23.94 31.21 30.49 
Actual Variance 27.33 17.50 12.99 12.57 16.0l 14.26 6.73 10.98 
Forecast Variance 7.96 6.17 4.69 3. 11 1.99 1.03 1.13 0.65 
Covariance Component -2 1.43 -13.9 1 -10.55 -9.22 -5 .50 -4.74 -5.0 1 -4.97 
Correlation coefficient 0.731 0.671 0.68b 0.741 0.49 0.62 0.9lb 0.93 
MA 
Bias Sq uared 0.08 2.17 6.00 10.56 10.29 18.09 24.65 25.11 
Actual Variance 27.33 17.50 12.99 12.57 16.01 14.26 6.73 10.98 
Forecast Variance 17.84 17.79 17.64 16.38 12.86 14.37 17. 10 20. 12 
Covariance Component -16.49 -9.12 - 13.54 -20.29 -6.42 6.72 -2.76 -8.10 
Correlation coefficient 0.37 0.26 0.45 0.71 1 0.22 -0.23 0. 13 0.27 
a) Significant at 99% confidence level 
b) Significant at 95% confidence level 
46 
























Table 12: Directional Movement Prediction Ability of Net Wheat Export Models 
P1=0.5 p2=0.S p1=P2 
Model Pt p-val p2 p-val p-val 
FAPRJ 0.20 <0.0001 0.84 <0.0001 <0.0001 
USDA 0.16 <0.0001 0.89 0.0007 0.0002 
OECD 0.17 0.00 l 0 0.78 0.0046 0.0027 
Table 13: Slope of Bias in Net Wheat Export Projections 
FAPRJ USDA OECD 1- BLA 3-BLA 5-BLA MA 
slope -J.709 -1.643 -2.491 -0.763 -0.747 -0.852 -0.758 
p-val <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 
Table 14: Mean Bias and 95% Confidence Interval Half-Widths of Net Wheat 
Exports b~ Projection Period {mmt) 
Model Projection Period 
Bias 2 3 4 5 6 7 8 
FAPRJ 
Mean Bias -1.71 -3.42 -5. 13 -6.83 -8.54 - 10.26 - 11.97 -13 .67 
Half-width 0.25 0.50 0.75 1.00 1.25 1.50 1.75 1.99 
USDA 
Mean Bias - l.64 -3.29 -4.93 -6.57 -8.2 1 
Half-width 0.40 0.81 l.21 1.61 2.02 
OECD 
Mean Bias -2.49 -4.98 -7.47 -9.96 -1 2.46 
Half-width 0.55 1.10 2.64 2. 19 2.74 
1-BLA 
Mean Bias -0.76 -l.3 -2.29 -3.05 -3 .82 -4.58 -5.34 -6.10 
Half-width 0.29 0.58 0.87 1.15 1.44 1.73 2.02 2.3 1 
3-BLA 
Mean Bias -0.75 -1.49 -2.24 -2.99 -3.74 -4.48 -5.23 -5.98 
Half-width 0.27 0.54 0.81 1.08 1.35 1.62 1.88 2.15 
5-BLA 
Mean Bias -0.85 -1.70 -2.56 -3.41 -4 .56 -5 . 11 -5 .96 -6.82 
Half-width 0.23 0.46 0.69 0.93 1.16 1.39 1.62 1.85 
MA 
Mean Bias -0.76 -1.52 -2.27 -3.03 -3.79 -4.55 -5.31 -6.06 
Half-width 0.28 0.56 0.85 1.13 1.41 1.69 1.97 2.26 
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extrapolating to eight years. The naive trend models overestimate wheat net exports by 27 to 
31 mmt over the same time period. The half-widths about the mean of the USDA and OECD 
projections are approximately twice as large as the half-widths of the FAPRI projections and 
naive forecasts. 
Summarizing the results of the wheat exports analysis, the baseline projections have 
significantly larger RMSEs than the 5-BLA forecasts and the RMSE of the OECD 
projections is significantly larger than all other models. The F APRI projections and 5-BLA 
forecasts are significantly correlated with actual exports over the fust four projection periods, 
while forecasts and projections from the other models are not. Baseline models show no 
ability to predict directional movements in wheat exports and predict upward and downward 
movements with significantly unequal probability. All models overestimate wheat exports, 
with the mean bias of the baseline models being more than twice as large as the mean bias of 
the naive models. 
Soybean Exports 
Figures 8 and 9 show the plot of baseline projections and actual soybean exports. 
Both the slope of projections and the trend of actual exports are upward sloping. Thus, the 
baseline projections should be expected to have smaller projection errors. 
Table 15 shows the RMSEs of the F APRI and USDA projections are significantly 
smaller than all naive model forecasts. Additionally, the RMSE of the FAPRI projections is 
significantly smaller than the RMSE of the USDA projections. By period, the RMSE of the 
USDA projections in the first period is significantly larger than all models excluding 1-BLA 
and the RMSE of the F APRI projections is significantly smaller than that of the 5-BLA 
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Figure 9: Actual and USDA projected U.S. net soybean export (mmt) 
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Table 15: RMSE of Net Soxbean Exeorts b~ Projection Period 
Model Projection Period All 
samele size 1 2 3 4 5 6 7 8 Periods 
FAPRI 2.96
6 2.74 3.03 3.10 3.42 4.72 5.02 3.89 3.376 
n 15 14 13 12 9 6 5 4 78 
USDA 3.49" 3.16 3.66 4.08 5.41 6.86 7.94 4.32" 
n 7 6 5 4 3 2 J 28 
1-BLA 3.55 3.89 4.4 l 5.88 4.66 5.82 6.62 7.33" 4.76"b 
n 15 14 13 12 9 6 5 4 78 
3-BLA 3.39b 3.82 4.02 4.68 5.46 6.19 6.92 7.21 4.89'b 
n 15 14 13 12 9 6 5 4 78 
5-BLA 3.39b 4.12• 4.52 5.15 5.81 6.67 7.94 7.85 5.30ab 
n 15 14 13 12 9 6 5 4 78 
MA 3.31 b 3.75 4.21 4 .64 4.96 5.89 6.78 6.99' 4.1o•b 
n 15 14 13 12 9 6 5 4 78 
a) Significantly different from FAPRJ (P<.05) 
b) Significantly different from USDA (P<.OS) 
Table 16: MAPE of Net So~bean Ex~orts bx Projection Period 
Model Projection Period All 
samele size I 2 3 4 5 6 7 8 Periods 
FAPRI 0. 12 0.13 0. 13 0.14 0.17 0.17 0.19 0. 11 0.13 
n 15 14 13 12 9 6 5 4 78 
USDA 0. 10 0.11 0.12 0.14 0.20 0.24 0.27 0.14 
n 7 6 5 4 3 2 I 28 
1-BLA 0.15 0.16 0.18 0.20 0. 18 0.20 0.24 0.21 0. 18 
n 15 14 13 12 9 6 5 4 78 
3-BLA 0.16 0.17 0.16 0.19 0.19 0.24 0.25 0.24 0.19 
n 15 14 13 12 9 6 5 4 78 
5-BLA 0.15 0.1 8 0.18 0.2 1 0.22 0.24 0.30 0.25 0.20 
n 15 14 13 12 9 6 5 4 78 
MA 0.14 0.16 0.17 0.19 0.19 0.21 0.25 0.21 0.18 
n 15 14 13 12 9 6 5 4 78 
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Table 16 shows that the ranking of soybean export models by MAPE is consistent 
with rankings by RMSE. On the whole, the MAPE of soybean exports are lower than those 
of corn and wheat exports. The MAPEs of the F APRl and USDA projections are 13 and 14 
percent respectively, while the MAPEs of the naive forecasts are between 18 to 20 percent. 
Table 17 shows the decomposition of model MS Es. The F APRl projections exhibit 
smaller MSEs due to smaller squared bias and larger covariance components. The 
coefficients of correlation for baseline models show a positive relationship between the 
projections and actual exports. F APRl projections are significantly correlated with the actual 
exports for the first four projection periods and remain positive, but not significant, 
throughout the rest of the projection horizon. While the coefficients of correlation for USDA 
projections are not significant, the correlation is positive over the entire horizon. The 3-BLA, 
5-BLA and MA models have a significant positive correlation for the first three forecast 
periods, but show a decreasing correlation over the forecast horizon. Forecasts become 
negatively correlated with actual exports over forecast periods five through eight. 
Table 18 reports RAF values of 0. 72 and 0. 79 for F APRI and USDA models 
respectively. Both RAFs are significantly different from one-half, implying that the baselines 
models show an ability to correctly predict directional movements of soybean exports. Table 
19 shows the ability of models to predict upwards and downwards movements. The F APRI 
and USDA models have a significantly high probability of correctly predicting upwards 
movements. The F APRI model has a significantly low probability of predicting downwards 
movements. The downward directional probability of the USDA model is larger, but not 
significantly different than one-half. Testing the directional probabilities of the F APRJ model 
for equality, there is strong evidence that the probabilities are significantly unequal. The 
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Table 17: MSE Decomeosition of Net So~bean Exeorts b;r Projection Period 
Model Projection Period 
Com~ooent 1 2 3 4 5 6 7 8 
FAPRI 
Bias Squared 0.02 0.01 0.39 1.24 5.54 3.08 5.02 8.78 
Actual Variance 18.73 20.06 17.43 16.60 9.41 19.85 2 1.55 7.05 
Projection Variance 13.12 10.80 7.02 5. 15 1.53 0.43 0.22 0.27 
Covariance Component -23. 12 -23.36 -15 .64 -13.36 -4.80 -1.12 -1.59 -0.94 
Correlation coefficient 0.74' 0.79' 0.71 1 o.n• 0.63 0.19 0.37 0.34 
USDA 
Bias Squared 0.00 0.03 0.41 1.28 28.72 
Actual Variance 5.58 5.75 6.42 6.83 1.09 
Projection Variance 10.55 17. 11 23.03 30.79 3.17 
Covariance Component -3.97 - 12.90 -16.50 -22.27 -3 .72 
Correlation coefficient 0.26 0.65 0.68 0.77 1.oob 
1-BLA 
Bias Squared 0.00 0.94 3.92 6.54 12.50 7.21 14.57 31.74 
Actual Variance 18.73 20.06 17.43 16.60 9.41 19.85 21.55 7.05 
Forecast Variance 14.70 12.73 10.69 1 I .25 8.93 5.71 5.72 5.45 
Covariance Component -20.83 -18.57 -12.61 -10.56 -9.JO 1. 14 2.02 9.53 
Correlation coefficient 0.63 0.58 0.46 0.39 0.50 -0.05 -0.09 -0.77 
3-BLA 
Bias Squared 1.18 l.96 5.08 8.77 2 1.74 16.27 24.40 39.86 
Actual Variance 18.73 20.06 17.43 16.60 9.41 19.85 2 1.55 7.05 
Forecast Variance 7.90 6.68 5.87 5.27 4.74 1.03 0.97 1.11 
Covariance Component -16.3 1 -14.12 -12.2 1 -8. 71 -6.05 1.16 1.00 3.99 
Correlation coefficient 0.67b 0.61b 0.60 0.47 0.45 -0. 13 -0.1 1 -0.71 
S-BLA 
Bias Squared 1.85 2.73 6.29 10.43 24.24 20.91 30.51 45.43 
Actual Variance 18.73 20.06 17.43 16.60 9.41 19.85 2 1.55 7.05 
Forecast Variance 5.44 4.25 3.22 2.3 1 2. 17 1.68 1.63 2.03 
Covariance Component -14.50 - 10.05 -6.52 -2.83 -2.05 2.06 9.31 7. 15 
Correlation coefficient o.n· 0.54b 0.44b 0.23 0.23 -0.18 -0.79 -0.94 
MA 
Bias Squared 0.64 1.40 4.42 7.50 15.77 10.08 18.07 32.04 
Actual Variance 18.73 20.06 17.43 16.60 9.41 19.85 2 1.55 7.05 
Forecast Variance 10.47 8.60 7.3 1 7.3 1 5.81 2.53 2. 18 2.56 
Covariance Component -18 .90 -15.96 -11.44 -9.83 -6.40 2.2 1 4.1 7 7.26 
Correlation coefficient 0.671 0.6 lb 0.5 1b 0.45 0.43 -0.16 -0.30 -0.85 
a) Significant at 99% confidence level 
b) Significant at 95% confidence level 
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Table 19: Directional Movement Prediction Ability of Net Soybean Export Models 
P1=0.s p2=0.s P1=P2 
Model Pt p=val p2 p-val p-val 
FAPRI 0.17 <0.0001 0.93 <0.0001 <0.0001 
USDA 0.57 0.4497 0.86 0.0002 0.1106 
Table 20: Slope of Bias in Net Soybean Export Projections 
FAPRI USDA 1-BLA 3-BLA 5-BLA MA 
slope 0.489 0.797 0.915 0.934 0.959 0.918 
p-val <0.001 0.001 <0.001 <0.001 <0.001 <0.001 
Table 21: Mean Bias and 95% Confidence Interval Half-Widths of Net 
So~bean Exports b~ Projection Period {mmt} 
Model Projection Period 
Bias I 2 3 4 5 6 7 8 
FAPRI 
Mean Bias 0.49 0.98 1.47 1.95 2.44 2.93 3.42 3.91 
Half-width 0.22 0.45 0.67 0.89 1.12 1.34 l.56 1.79 
USDA 
Mean Bias 0.80 1.59 2.39 3.19 3.99 
Half-width 0.42 0.83 1.25 1.66 2.08 
1-BLA 
Mean Bias 0.91 1.83 2.74 3.66 4.57 5.49 6.40 7.31 
Half-width 0.24 0.49 0.73 0.97 1.2 1 1.46 1.70 1.94 
3-BLA 
Mean Bias 0.93 1.87 2.80 3.74 4.67 5.61 6.54 7.48 
Half-width 0.24 0.47 0.71 0.94 1.18 1.41 1.65 1.88 
5-BLA 
Mean Bias 0.96 1.92 2.88 3.84 4.80 5.76 6.71 7.67 
Half-width 0.24 0.48 0.72 0.96 1.20 1.44 l.68 1.92 
MA 
Mean Bias 0.92 l.84 2.76 3.67 4.59 5.51 6.43 7.35 
Half-width 0.24 0.48 0.71 0.95 1.19 1.43 1.67 1.91 
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smaller difference in directional probabilities in the USDA model results in no evidence 
suggesting directional probabilities are significantly unequal. 
Table 20 shows the slopes of the bias for all models are significantly positive, 
implying that soybean exports are underestimated. Table 21 shows the F APRI projections 
have the smallest mean bias. The mean bias of the USDA projections is about 1.5 times 
larger and the naive forecasts are almost twice as large as the mean bias of the F APRI 
projections. Summing the mean bias over the eight year forecast horizon, F APRI 
underestimates soybean exports by 18 rnmt. The USDA underestimates by 12 mmt over five 
years and 29 mmt extrapolating to eight. The mean bias of the naive models is somewhat 
larger, underestimating soybean exports by 33-35 rnmt. Half-widths for the F APRI and naive 
models are approximately 0.24 mmt, while the USDA half-widths are roughly twice as large. 
In conclusion, the RMSEs of the baseline projections are significantly smaller than 
the RMSEs of the baseline forecasts . Additionally, the RMSE of F APRI projections is 
significantly smaller than that of USDA. The F APRI projections are significantly correlated 
with actual exports in the first four projection periods and the 3-BLA, 5-BLA and MA 
forecasts are significantly correlated in the first three. There is evidence suggesting that 
baseline models have an ability to predict directional movements. For the F APRI model, 
there is evidence that the model predicts upward and downwards movements with a 
significantly unequal probabilities. Exports are underestimated in all models, with the mean 
bias of the F APRI projections being two-thirds of the magnitude of the USDA projections 




Figures 10-12 show increasing slopes in the baseline projections and actual beef 
exports. F APRI and OECD projections are more cyclical with larger volatility than actual 
exports, while USDA projections are relatively flat, approximating the trend. 
Table 22 shows the RMSE of USDA projections is significantly smaller than aU other 
models and the RMSE of FAPRI projections is significantly smaller than that of the 1,3,5-
BLA forecasts. By projection period, the RMSE of F APRI projections is significantly smaller 
than the naive models in forecast periods two through five. 
Table 23 shows the comparison of models by MAPE. The relative performance of the 
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Table 22: RMSE of Beef Exeorts bl'. Projection Period 
Model Projection Period All 
same le size 1 2 3 4 5 6 7 8 
Periods 
FAPRI 0.09 0. 14 0. 19 0. 18 0. 19 0.24 0.32 0.43 0.25
6 
n 15 14 13 12 11 7 5 4 81 
USDA 0.07 0.08 0.08 0.04 0.12 0.17 0.01 0.091C 
n 7 6 5 4 3 2 28 
OECD 0. 10 0.09 0.11 0. 16b 0.19 0.17 0.20b 
n 7 6 5 4 3 I 26 
1-BLA 0.08 0.14
1 0.20• 0.261 0.321 0 .37 0.43 0.50
1 0.291 
n 15 14 13 12 11 7 5 4 81 
3-BLA 0.13 0.19' 0.26
1 0.32' 0.381 0.43' 0.49 0.55 0.35
1 b 
n 15 14 13 12 II 7 5 4 81 
5-BLA 0.19 0.25
1 0.31 1 0.371 0.441 0.481 0.53 0.59 0.39'b 
n 15 14 13 12 II 7 5 4 81 
MA 0.08 0.13
1 0. 18° 0.25 0.3 1° 0.37 0.43 o.501 0.29
1 
n 15 14 13 12 11 7 5 4 81 
a) Significantly different from FAPRI (P<.05) 
b) Significantly different from USDA (P<.05) 
Table 23: MAPE of Beef Exeorts bl'. Projection Period 
Model Projection Period All 
samele size 1 2 3 4 5 6 7 8 Periods 
FAPRI 0.16 0.21 0.22 0.21 0.20 0.25 0.34 0.41 0.25 
n 15 14 13 12 9 6 5 4 81 
USDA 0.06 0.06 0.07 0.03 0.10 0.15 0.01 0.07 
n 7 6 5 4 3 2 28 
OECD 0.08 0.08 0.08 0.12 0.15 0.16 0.10 
n 7 6 5 4 3 I 26 
1-BLA 0.1 I 0.19 0.26 0.32 0.39 0.43 0.49 0.56 0.31 
n 15 14 13 12 9 6 5 4 81 
3-BLA 0.20 0.27 0.35 0.4 1 0.47 0.50 0.55 0.61 0.40 
n 15 14 13 12 9 6 5 4 81 
5-BLA 0.28 0.36 0.42 0.48 0.53 0.55 0.60 0.66 0.46 
n 15 14 13 12 9 6 5 4 81 
MA 0.1 1 0.17 0.24 0.30 0.37 0.42 0.48 0.55 0.30 
n 15 14 13 12 9 6 5 4 81 
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the smallest MAPE, seven and ten percent respectively. The MAPE of the FAPRI 
projections are larger at 25 percent. The MAPE of naive forecasts are considerable larger 
ranging from 30 to 46 percent, which is higher than the respective grain export MAPEs. 
Table 24 shows that despite a higher projection variances, the smaller MSE of 
baseline models compared to naive models is due to a smaller squared bias component. The 
coefficients of correlation for the F APRI and naive models are all highly significant, showing 
a strong relationship between projections and actual exports. USDA and OECD projections 
are also positively, but not significantly, correlated. 
Table 25 shows the RAFs for the baseline models, which are in the range of 0.57 to 
0.65. The models RAFs are not significantly different from one-half, implying no ability to 
correctly predict directional movements. Table 26 shows the probabilities of correctly 
predicting an upward or downward movement. All models have a significantly high 
probability of predicting upwards movements. The downward directional probability is 
significantly different than one-half only in the F APRI model. The F APRI and USDA 
models predict directional movements with significantly unequal probabilities. There is no 
evidence suggesting that the OECD model predicts directional movements with unequal 
probabilities. 
Table 27 shows the slope of the bias for the models. The slope of the bias for USDA 
and OECD projections are positive, but not significant, implying that there is no statistically 
significant bias in the USDA and OECD projections. For F APRI projections and naive 
forecasts, the slope of the bias is positive and significantly different than zero. Table 28 
shows the mean bias of the F APRI projections is three to four times smaller than that of the 
naive forecasts. The summation of the mean bias over the eight year forecast horizon show 
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Table 24: MSE Decom~osition of Beef Ex~orts b~ Projection Period 
Model Projection Period 
Com~onent l 2 3 4 5 6 7 8 
FAPRI 
Bias Squared 0.00 0.00 0.00 0.00 0.01 0.02 0.04 0.10 
Actual Variance 0.07 0.06 0.05 0.05 0.04 0.04 0.05 0.02 
Projection Variance 0.10 0.12 0.14 0.13 0.12 0.14 0.20 0.18 
Covariance Component -0.17 -0.17 -0.16 -0.15 -0.13 -0.15 -0.18 -0.13 
Correlation coefficient 0.96" 0.941 0.93" 0.943 0.94" 0.951 0.95b 0.97b 
USDA 
Bias Squared 0.00 0.00 0.00 0.00 0.00 
Actual Variance 0.01 0.01 0.00 0.00 0.00 
Projection Variance 0.01 0.00 0.00 0.01 0.01 
Covariance Component -0.02 -0.01 0.00 -0.01 0.00 
Correlation coefficient 0.79b 0.68 0.56 0.94 -0.13 
OECD 
Bias Squared 0.00 0.00 0.01 0.00 0.00 
Actual Variance 0.01 O.Ql 0.00 0.00 0.00 
Projection Variance 0.04 0.02 0.02 0.03 0.02 
Covariance Component -0.04 -0.01 -0.01 -0.01 0.01 
Correlation coefficient 0.951 0.65 0.95b 0.59 -0.55 
1-BLA 
Bias Squared 0.00 0.01 0.03 0.06 0.10 0.1 3 0.18 0.25 
Actual Variance 0.07 0.06 0.05 0.05 0.04 0.04 0.05 0.02 
Forecast Variance 0.08 0.07 0.06 0.05 0.05 0.04 0.04 0.03 
Covariance Component -0.15 -0.13 -0.11 -0.09 -0.09 -0.08 -0.08 -0.05 
Correlation coefficient 0.961 0.97* 0.97* 0.938 0.97* 0.91 1 0.91 b 0.98b 
3-BLA 
Bias Squared 0.01 0.03 0.06 0.10 0.14 0.17 0.23 0.30 
Actual Variance 0.07 0.06 0.05 0.05 0.04 0.04 0.05 0.02 
Forecast Variance 0.08 0.07 0.06 0.05 0.04 0.04 0.04 0.03 
Covariance Component -0.15 -0.13 -0.11 -0.09 -0.07 -0.07 -0.08 -0.05 
Correlation coefficient 0.981 0.971 0.97" 0.961 0.95° 0.85b 0.95b 0.95b 
5-BLA 
Bias Squared 0.03 0.06 0.09 0.14 0.19 0.23 0.28 0.35 
Actual Variance 0.07 0.06 0.05 0.05 0.04 0.04 0.05 0.02 
Forecast Variance 0.07 0.06 0.05 0.04 0.03 0.03 0.03 0.03 
Covariance Component -0.14 -0.12 -0.10 -0.09 -0.07 -0.07 -0.07 -0.05 
Correlation coefficient 0.981 0.971 0.971 0.96" 0.96" 0.95° 0.94b 0.94b 
MA 
Bias Squared 0.00 0.01 0.03 0.05 0.09 0.13 0.17 0.25 
Actual Variance 0.07 0.06 0.05 0.05 0.04 0.03 0.05 0.02 
Forecast Variance 0.08 0.07 0.06 0.05 0.04 0.04 0.04 0.03 
Covariance Component -0.15 -0.13 -0.11 -0.09 -0.08 -0.07 -0.07 -0.05 
Correlation coefficient 0.961 0.95" 0.961 0.90• 0.941 0.891 0.89b 0.98b 
a) Significant at 99% confidence level 
b) Significant at 95% confidence level 
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Table 25: Ratio of Accurate Forecasts for Beef Ex~ort Models 
RAF=0.5 
Model n1 n2 N RAF p-val 
FAPRI 4 45 86 0.5698 0. 1957 
USDA 2 12 22 0.6364 0.2008 
OECD 2 l5 26 0.6538 0.1167 
Table 26: Directional Movement Prediction Abili!I of Beef Ex~ort Models 
P1=0.5 pz=0.5 P1=P2 
Model e• e-val e2 p-val e-val 
FAPRI 0.20 <0.0001 0.68 0.0007 0.0001 
USDA 0.33 0.1179 0.75 0.0190 0.0704 
OECD 0.40 0.3078 0.71 0.0289 0.1843 
Table 27: Slope of Bias in Beef Export Projections 
FAPRI USDA OECD 1-BLA 3-BLA 5-BLA MA 
slope 0.018 0.006 0.008 0.058 0.067 0.066 0.056 
p-val 0.001 0.404 0.430 <0.001 <0.001 <0.001 <0.001 
Table 28: Mean Bias and 95% Confidence Interval Half-Widths of Beef 
Exports b~ Projection Period {mmt} 
Model Projection Period 
Bias 1 2 3 4 5 6 7 8 
FAPRI 
Mean Bias 0.018 0.035 0.053 0.071 0.089 0.106 0.124 0.142 
Half-width 0.011 0.021 0.032 0.042 0.053 0.064 0.074 0.085 
USDA 
Mean Bias 0.006 0.011 0.017 0.023 0.029 
Half-width 0.014 0.028 0.043 0.057 0.071 
OECD 
Mean Bias 0.008 0.017 0.025 0.033 0.042 
Half-width 0.022 0.043 0.065 0.067 0.109 
1-BLA 
Mean Bias 0.058 0.116 0.175 0.233 0.291 0.349 0.408 0.466 
Half-width 0.005 0.010 0.015 0.020 0.025 0.030 0.035 0.040 
3-BLA 
Mean Bias 0.067 0.133 0.200 0.266 0.333 0.399 0.466 0.533 
Half-width 0.005 0.001 0.015 0.019 0.024 0.029 0.034 0.039 
5-BLA 
Mean Bias 0.066 0.132 0.198 0.264 0.329 0.395 0.461 0.527 
Half-width 0.006 0.012 0.017 0.023 0.029 0.035 0.040 0.046 
MA 
Mean Bias 0.056 0.113 0.169 0.225 0.282 0.338 0.394 0.451 
Half-width 0.006 0.011 0.017 0.022 0.028 0.034 0.039 0.045 
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that the F APRI projections underestimate beef exports by 0.65 mmt and the naive forecasts 
underestimate exports by 2.1 to 2.4 mmt. The half-width about the mean bias of the F APRI 
projections is roughly twice as large as that of the naive forecasts. 
Sununarizing beef exports, the RMSE of the USDA projections is significantly 
smaller than other models and the RMSE of the F APRI projections is significantly smaller 
than the 1-BLA, 3-BLA and 5-BLA models. The F APRI projections and the forecasts from 
all naive models have a highly significant correlation with actual exports. There is no 
evidence suggesting that baseline models have an ability to predict directional movements. 
There is evidence that the directional probabilities of F APRI and USDA models are 
significantly unequal. The biases in the USDA and OECD models are not statistically 
significant, while the F APRI and naive models underpredict beef exports. The mean bias of 
the F APRI projections is three to four times smaller than that of the naive forecasts. 
Pork Exports 
Figures 13-15 show that baseline projections for pork exports are upward sloping, 
following the trend of the actual exports. The slopes of the F APRI and OECD projections 
appear to adapt to the trend of actual exports over time and exhibit more volatility than 
USDA projections. The slope of the USDA projections is relatively constant, with the series 
being shifting upward each year. 
Table 29 shows that the RMSE of the USDA projections is significantly smaller than 
the RMSE of OECD and F APRI projections. While the difference between the RMSEs of 
USDA projections and naive forecasts are large, the difference is not significant. The RMSE 
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the RMSE of the F APRI projections is significantly smaller than that of the 1-BLA and MA 
forecasts. 
Table 30 shows the MAPE for pork exports models. The MAPE of pork export 
models have larger magnitudes than any of the other export commodities. By MAPE, the 
relative performance of the models corresponds to the comparison using the RMSE. The 
MAPEs of the USDA and OECD projections are 19 and 24 percent respectively. The MAPEs 
of the FAPRJ projections and naive forecasts are nearly twice as large, ranging from 44 to 58 
percent. 
Table 31 shows that while naive forecasts have a smaller variance, a smaller squared 
bias component leads to the baseline models having a smaller MSE. The coefficients of 
correlation for the F APRJ projections and naive forecasts have a highly significant positive 
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Table 29: RMSE of Pork Ex(!orts b~ Projection Period 
Model Projection Period All 
sam~lesize 1 2 3 4 5 6 7 8 Periods 
FAPRl 0.06 0.10
6 0.14 0 .20 0.23 0 .24 0.24 0.33 0.19
6 
n 15 14 13 12 11 7 5 4 81 
USDA 0.07 0.10• 0.12 0.15 0.19 0.21 0.32 0.14"
0 
n 7 6 5 4 3 2 28 
OECD 0.09 0.13 0.19 0.19 0.20 0.25 0.16b 
n 7 6 5 4 3 I 26 
1-BLA 0.06 0.10• 0 .14ac: 0.2o•c o.24•b 0.31 0.34 0.37 o.22ac 
n 15 14 13 12 II 7 5 4 81 
3-BLA 0.09 0.14 0 .19 0.23c 0.28 0.34 0.37 039• 0.25° 
n 15 14 13 12 II 7 5 4 81 
5-BLA 0. 13 0.18 0.22 0.26° 0.31 0.37 0.38 0.40. 0.27° 
n 15 14 13 12 11 7 5 4 81 
MA 0.063 0.10• 0.14"0 o.19•c 0.24' 0 .3 I 0.34 0.37 0.22ac 
n 15 14 13 12 II 7 5 4 81 
a) Significantly different from FAPRJ (P<.05) 
b) S ignificantly different from USDA (P<.05) 
c) Significantly different from OECD (P<.05) 
Table 30: MAPE of Pork Ex(!orts b~ Projection Period 
Model Projection Period All 
sam~le size 1 2 3 4 5 6 7 8 Periods 
FAPRJ 0.22 0.34 0.37 0.48 0.53 0.49 0.53 0.67 0.44 
n 15 14 13 12 9 6 5 4 81 
USDA 0.11 0.14 0.18 0.22 0.30 0.32 0.46 0 .1 9 
n 7 6 5 4 3 2 28 
OECD 0.17 0.21 0.29 0.30 0.26 0.42 0.24 
n 7 6 5 4 3 26 
1-BLA 0.18 0 .30 0.41 0.51 0.59 0 .67 0.72 0.78 0.48 
n 15 14 13 12 9 6 5 4 81 
3-BLA 0.28 0.40 0.49 0.57 0.65 0.70 0 .74 0.79 0.54 
n 15 14 13 12 9 6 5 4 81 
5-BLA 0.38 0.45 0.54 0.61 0.67 0.72 0.73 0.78 0.58 
n 15 14 13 12 9 6 5 4 81 
MA 0.17 0.29 0.41 0.50 0.59 0 .66 0.72 0 .77 0.46 
n 15 14 13 12 9 6 5 4 81 
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Table 31: MSE Decom~osition of Pork Ex~orts b~ Projection Period 
Model Projection Period 
Com~onent 1 2 3 4 5 6 7 8 
FAPRI 
Bias Squared 0 .00 0 .00 0.00 0.01 0.02 0.02 0 .02 0.10 
Actual Variance 0 .04 0.04 0.04 0.04 0 .03 0.03 0 .04 0.03 
Projection Variance 0.05 0.06 0.07 0.08 0.09 0.09 0.09 O.Ol 
Covariance Component -0.09 -0.09 -0.09 -0.09 -0.08 -0.08 -0.09 -0.03 
Correlation coefficient 0.978 0.921 0.891 0.79" 0.788 0.78b 0.79 0.98b 
USDA 
Bias Squared 0 .00 0.01 0.01 0.02 0.03 
Actual Variance 0 .01 0 .01 0.01 0.00 0 .00 
Projection Variance 0 .01 0.01 0.01 0.01 0.01 
Covariance Component -0.02 -0.02 -0.01 -0.01 -0.01 
Correlation coefficient 0.891 0.84b 0.85 0.83 0.77 
OECD 
Bias Squared 0.00 0.01 0 .01 0 .01 0.00 
Actual Variance 0 .01 0 .01 0.0 1 0.00 0.00 
Projection Variance 0 .02 0 .01 0.03 0.04 0 .06 
Covariance Component -0.03 -0.02 -0.01 -0.01 -0.03 
Correlation coefficient 0.90
1 0.75b 0.33 0.37 0.92 
1-BLA 
Bias Squared 0.00 0.01 0 .02 0.03 0.05 0.09 0.10 0.13 
Actual Variance 0 .04 0 .04 0.04 0.04 0.03 0 .03 0.04 0 .03 
Forecast Variance 0 .04 0 .03 0.03 0.02 0 .02 0.01 O.OJ 0.01 
Covariance Component -0.08 -0.07 -0.06 -0.05 -0.05 -0.04 -0.03 -0.03 
Correlation coefficient 0.97" 0.971 0.968 0 .931 0.881 0.941 r.oo· 0.97b 
3-BLA 
Bias Squared 0 .01 0 .01 0.03 0.04 0.07 0 .10 0. 11 0 .14 
Actual Variance 0.04 0 .04 0.04 0.04 0 .03 0.03 0.04 0.03 
Forecast Variance 0.03 0 .03 0.02 0.01 0 .01 0.01 0 .00 0.00 
Covariance Component -0.07 -0.06 -0.05 -0.04 -0.03 -0.03 -0.03 -0.02 
Correlation coefficient 0.98" 0.961 0 .951 0 .931 0.93" 0.941 0.981 0.96b 
5-BLA 
Bias Squared 0 .01 0 .02 0.04 0.06 0 .08 0 .1 I 0. 12 0.14 
Actual Variance 0.04 0 .04 0.04 0.04 0 .03 0.03 0.04 0.03 
Forecast Variance 0.02 0.02 0.01 0.01 0.00 0.00 0.00 0.00 
Covariance Component -0.06 -0.05 --0.04 -0.03 -0.02 -0.02 -0.02 -0.01 
Correlation coefficient 0 .971 0.951 0 .941 0 .91" 0.90" 0 .901 0.971 0.95b 
MA 
Bias Squared 0 .00 0 .01 0.02 0.03 0.05 0.09 0 .10 0 .13 
Actual Variance 0 .04 0 .04 0.04 0 .04 0.03 0.03 0.04 0.03 
Forecast Variance 0.04 0.04 0.03 0 .02 0.02 0.01 0.01 0.01 
Covariance Component -0.08 -0.08 -0.07 -0.05 -0.04 -0.04 -0.03 -0.03 
Correlation coefficient 0 .981 0 .971 0.961 0.93° 0 .90• 0.93° r.oo• 0.97b 
a) Significant at 99% confidence level 
b) Significant at 95% confidence level 
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correlation over the entire projection horizon. The USDA and OECD projections are 
significantly correlated for the first two projection periods and remain positively correlated 
over the rest of the horizon. 
Table 32 shows RAF values of 0.56, 0.86, and 0. 77 for the F APRI, USDA and 
OECD models respectively. The RAF of the F APRI model is 0.56 and does not differ 
significantly from one-half. The RAF values for USDA and OECD models are significantly 
different from one-half, implying an ability to correctly predict directional movements. Table 
33 shows the ability of models to correctly predict upward and downward movements. The 
directional probabilities of the F APR! model are roughly equivalent, with no evidence of the 
directional probabilities being different than one-half or unequal. The probability of the 
USDA and OECD models correctly predicting upward movements is significantly high. For 
USDA and OECD models, there are no downward movements in exports over the range of 
the projections, thus no realization of the downward directional probability. Because N1=0, a 
solution to the test of equality of directional probabilities does not exist. However, the large 
difference in directional probabilities and no correct predictions of downward movements 
implies that the difference is substantial, if not significant. 
Table 34 shows the slope of the bias for the OECD projections is positive, but not 
significant. The slopes of the bias in the F APR!, USDA and naive models are positive and 
significant, implying that exports are underpredicted. Table 35 shows the mean bias of the 
F APR! and USDA projections are one and a half and two times larger than the mean bias of 
the naive forecasts respectively. The swnmation of the mean bias of the F APRI projections 
over an eight year projection horizon shows that, on average, pork exports are 
underestimated by 0.83 mmt. The USDA projections underestimate exports by 0.51 mmt 
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Pt=-0.5 p 2=-0.S P1=P2 
p-val p2 p-va l p-val 
<0.0001 0.57 <0.0001 <0.0001 
0.86 0.0007 
0.77 0.0060 
Table 34: Slope of Bias in Pork Export Projections 
FAPRI USDA OECD 1-BLA 
slope 0.023 0.034 0.010 0.046 







Table 35: Mean Bias and 95% Confidence Interval Half-Widths of Pork 
Exports by Projection Period (mmt) 
Model Projection Period 





Mean Bias 0.023 0.046 0.069 0.092 0.1 15 0.138 0.161 0. 184 
Half-width 0.0 I 0 0.019 0.029 0.038 0.048 0.057 0.067 0.076 
USDA 
Mean Bias 0.034 0.068 0. 102 0.136 0.170 
Half-width 0.0 I 0 0.019 0.029 0.039 0.048 
OECD 
Mean Bias 0.010 0.019 0.029 0.039 0.049 
Half-width 0.025 0.05 I 0.076 0. I 02 0.127 
1-BLA 
Mean Bias 0.046 0.093 0. I 39 0.186 0.232 0.278 0.325 0.37 I 
Half-width 0.004 0.009 0.0 I 3 0.0 I 8 0.022 0.026 0.031 0.035 
3-BLA 
Mean Bias 0.047 0.095 0.142 0. 190 0.237 0.285 0.332 0.380 
Half-width 0.005 0.009 0.014 0.018 0.023 0.028 0.032 0.037 
5-BLA 
Mean Bias 0.047 0.095 0.142 0. 190 0.237 0.285 0.332 0.380 
Half-width 0.005 0.009 0.014 0.018 0.023 0.028 0.032 0.037 
MA(l) 
Mean Bias 0.046 0.092 0.138 0. I 84 0.230 0.276 0.322 0.368 
Half-width 0.004 0.009 0.013 0.017 0.022 0.026 0.03 I 0.035 
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over five years and 1.2 mmt extrapolating to eight years. The mean bias of the naive forecasts 
underestimates exports by 1.7 mmt over the eight year forecast horizon. The half-widths 
about the mean bias of the F APRI and USDA projections are twice as large as the half-
widths about the mean bias of the naive forecasts. 
Summarizing the pork exports, the RMSE of the OECD projections is significantly 
smaller than that of the naive forecasts, the RMSE of the USDA projections is significantly 
smaller than that of the F APRI and OECD and the RMSE of the F APRI projections is 
significantly smaller than that of the 1-BLA and MA forecasts. The F APRI projections and 
naive forecasts are significantly correlated with the actual exports. Evidence suggests that the 
USDA and OECD models have an ability to predict directional movements; however, no 
downward movements were correctly predicted. The OECD model does not have a 
statistically significant bias, while F APRI, USDA and the naive models all underpredict 
exports. The mean bias of the FAPRI and USDA projections are one and a half and two times 
larger than the mean bias of naive model forecasts respectively. 
GRAIN FARM PRICES4 
Corn Price 
Figures 16 and 17 show actual corn prices and the F APRI and USDA pnce 
projections. The slopes of the baseline projections are upward with little volatility. It is 
difficult to establish a trend in actual prices due to the highly stochastic nature of the 
observed time series. Applying a linear trend to the price series shows a negative trend, while 
observing the changes of the peaks and valleys would suggest the possibility of a positive 
trend. 
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Figure 17: Actual and USDA projected U.S. com farm price ($/bu.) 
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Table 36 shows that the RMSE of the F APRI projections is significantly smaller than 
the RMSEs of USDA projections and 1-BLA, 3-BLA and MA models. The RMSE of the 
USDA projections is significantly smaller than the RMSEs of the 1-BLA and MA forecasts. 
Table 37 shows the MAPE of corn prices projections. The F APRI projections have 
the smallest MAPE, 15 percent, while the USDA projections have the largest, 30 percent. 
The 5-BLA forecasts have the smallest MAPE, 17 percent, of all naive forecasts. 
Table 38 does not show consistent evidence in MSE components explaining 
differences in MSE between models. For F APRI and USDA projections, the coefficients of 
correlation vary in sign unsystematically. The coefficients of correlation for naive models are 
negative. The randomness of baseline projection correlations and negative correlation of 
naive forecasts show a poor relationship to actual prices. 
Table 39 shows RAF values for the FAPRI and USDA models of 0.65 and 0.82 
respectively. The RAFs are significantly different than one-half, suggesting that the baseline 
models have an ability to correctly predict directional movements. Table 40 shows the 
directional probabilities for both models. The probabilities of correctly predicting an upward 
movement for baseline models are near one, being significantly different than one-half. The 
probability of correctly predicting a downward movement is near and not significantly 
different than one-half. There is strong evidence that the inequality between directional 
probabilities is significant. 
Table 41 shows that the slopes of the bias in all corn price models are negative and 
significant, implying that prices are overestimated. The slope of the bias for F APRI 
projections is $0.045 per bushel per year, for USDA projections is $0.19 and for naive 
forecasts is $0.03 to $0.05. Table 42 shows that by the eighth projection period, the mean 
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Table 36: RMSE of Corn Farm Price b~ Projection Period 
Model Projection Period All 
sam~le s ize 1 2 3 4 5 6 7 8 Periods 
FAPRI 0.34 0.45 0 .41 0 .36 0 .39 0.33 0.32 0.44 0.40
6 
n 15 14 13 12 9 6 5 4 78 
USDA 0.34 0.43 0.59 0 .74 0.76 0 .69 0.58 0 .56
1 
n 7 6 5 4 3 2 1 28 
1-BLA 0.40 0 .59 0.62
1 0 .621 0.59" 0.43 0.23 0.59 0 .57ab 
n 15 14 13 12 9 6 5 4 78 
3-BLA 0.46
1 0.54 0.52" 0.471 0.37 0.21 0.18 0.56 0.481 
n 15 14 13 12 9 6 5 4 78 
5-BLA 0.43 0.45 0 .38 0.33 0.36 0.24 0.26 0.49 0.40 
n 15 14 13 12 9 6 5 4 78 
MA 0.43 0.66
1 0 .7 11 o.n• 0.671 0.59 0 .27 0.55 0.64ab 
n 15 14 13 12 9 6 5 4 78 
a) Significantly different from FAPRI {P<.05) 
b) Significantly different from USDA {P<.05) 
Table 37: MAPE of Corn Farm Price hr Projection Period 
Model Projection Period All 
sam~le size l 2 3 4 5 6 7 8 Periods 
FAPRI 0.11 0.15 0 .16 0.15 0.17 0.17 0.16 0.20 0.1 5 
n 15 14 13 12 9 6 5 4 78 
USDA 0.15 0.22 0 .3 1 0.39 0 .40 0 .36 0.29 0.29 
n 7 6 5 4 3 2 I 28 
1-BLA 0.16 0 .25 0.29 0 .30 0.28 0 .22 0.12 0 .22 0.25 
n 15 14 13 12 9 6 5 4 78 
3-BLA 0.20 0.24 0.24 0 .22 0. 17 0 . 11 0.10 0.20 0.2 1 
n 15 14 13 12 9 6 5 4 78 
5-BLA 0.19 0.20 0.17 0.15 0.15 0.13 0.14 0.20 0 .17 
n 15 14 13 12 9 6 5 4 78 
MA 0.17 0 .27 0 .33 0.35 0.33 0.30 0 .14 0 .22 0.29 
n 15 14 13 12 9 6 5 4 78 
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Table 38: MSE Decom~osition of Corn Farm Price b~ Projection Period 
Model Projection Period 
Coml!onent 1 2 3 4 5 6 7 8 
FAPRl 
Bias Squared 0.00 0.00 0.00 0.00 0.00 0.05 0.04 0.00 
Actual Variance 0.13 0.12 0.10 0.11 0.14 0.01 0.01 0.17 
Projection Variance 0.06 0.03 0.03 0.04 0.04 0.04 0.04 0.06 
Covariance Component -0.07 0.04 0.03 -0.02 -0.03 0.02 O.ol -0.04 
Correlation coefficient 0.40 -0.32 -0.16 0.16 0.23 -0.65 -0.30 0.20 
USDA 
Bias Squared 0.00 0.04 0.24 0.53 0.57 
Actual Variance 0.17 0.12 0.05 0.00 0.00 
Projection Variance 0.09 0.06 0.02 0.01 0.02 
Covariance Component -0.15 -0.04 0.04 0.00 -0.02 
Correlation coefficient 0.59 0.22 -0.62 0.00 0.91 
1-BLA 
Bias Squared 0.00 0.00 0.00 0.01 0.00 0.02 0.00 0.10 
Actual Variance 0.13 0. 12 0.10 0. 11 0.14 0.01 0.01 0.17 
Forecast Variance 0. 14 0.15 0.15 0.15 0.14 0.16 0.03 0.03 
Covariance Component -0. 11 0.08 0.13 0. 12 0.07 0.01 0.02 0.04 
Correlation coefficient 0.42 -0.30 -0.52 -0.45 -0.23 -0.12 -0.64 -0.30 
3-BLA 
Bias Squared 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.04 
Actual Variance 0.13 0.12 0.10 0. 11 0.14 0.01 0.01 0.17 
Forecast Variance 0.06 0.06 0.06 0. 06 0.05 0.02 0.01 0.01 
Covariance Component 0.03 0. 11 0.10 0.05 -0.05 0.00 0.01 0.09 
Correlation coefficient -0. 17 -0.64b -0.64b -0.30 0.31 -0.15 -0.85 -0.96b 
5-BLA 
Bias Squared 0.00 0.00 0.00 0.00 0.00 0.04 0.04 0.00 
Actual Variance 0.1 3 0.12 0.10 0.11 0.14 0.01 0.01 0.1 7 
Forecast Variance 0.02 0.02 0.02 0.01 0.01 0.01 0.01 0.01 
Covariance Component 0.05 0.06 0.02 -0.01 -0.02 0.00 0.01 0.06 
Correlation coefficient -0.52b -0.731 -0.3 1 0.15 0.27 0.02 -0.87 -0.77 
MA 
Bias Squared 0.00 0.00 0.00 0.01 0.00 0.04 0.00 0. 11 
Actual Variance 0.13 0.12 0. 10 0.11 0.14 0.01 0.01 0.1 7 
Forecast Variance 0.24 0.25 0.26 0.26 0.23 0.30 0.05 0.05 
Covariance Component -0.18 0.06 0. 13 0. 14 0.08 0.01 0.0 1 -0.03 
Correlation coefficient 0.53b -0. 17 -0.4 1 -0.40 -0.24 -0.06 -0.36 0.1 7 
a) Significant at 99% confidence level 
b) Significant at 95% confidence level 
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Table 39: Ratio of Accurate Forecasts for Corn Farm Price Models 
RAF=0.5 
Model Dt n2 N RAF ~-val 
FAPRI 23 30 82 0.6463 0.0080 
USDA 9 14 28 0.8214 0.0007 
Table 40: Directional Movement Prediction Ability of Corn Farm Price Models 
p1=0.s P2=0.5 P1=P2 
Model P1 p-val p2 p-val p-val 
FAPRI 0.47 0.5793 0.91 <0.0001 <0.0001 
USDA 0.64 0. 1306 1.00 <0.0001 0.0136 
Table 41: Slope of Bias in Corn Farm Price Projections 













Table 42: Mean Bias and 95% Confidence Interval Half-Widths of Corn 
Farm Price b~ Projection Period {$US/bushel} 
Model Projection Period 
Bias 1 2 3 4 5 6 7 8 
FAPRI 
Mean Bias -0.05 -0.09 -0. 14 -0.18 -0.23 -0.27 -0.32 -0.36 
Half-width 0.03 0.06 0.08 0.11 0.14 0.17 0.20 0.22 
USDA 
MeanBias -0.19 0.38 0.57 -0.76 -0.95 
Half-width 0.05 0.11 0.16 0.2 1 0.27 
1-BLA 
Mean Bias -0.05 -0.09 -0. 14 -0.18 -0.23 -0.27 -0.32 -0.36 
Half-width 0.04 0.07 0.11 0.14 0.18 0.21 0.25 0.29 
3-BLA 
Mean Bias -0.04 -0.08 -0. 12 -0.16 -0.20 -0.24 -0.28 -0.32 
Half-width 0.03 0.07 0.10 0.13 0.1 7 0.20 0.23 0.26 
5-BLA 
Mean Bias -0.03 -0.06 -0.09 -0.1 3 -0.16 -0.19 -0.22 -0.25 
Half-width 0.03 0.06 0.08 0.11 0.14 0. 17 0.20 0.22 
MA 
Mean Bias -0.05 -0.10 -0.15 -0.20 -0.25 -0.29 -0.35 -0.40 
Half-width 0.04 0.07 0.11 0.15 0.18 0.22 0.26 0.30 
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bias of F APRI projections would be $0.36. The mean bias of USDA projections would be 
$0.95 after five years and $1.52 extrapolating to eight years. For the naive forecasts, the 
mean bias after eight years would be $0.25 to $0.40. In magnitude, the half-widths about the 
mean bias are roughly equal for all models. 
In conclusion, the RMSE of the F APRI projections is significantly smaller than the 
USDA, 1-BLA, 3-BLA and MA forecasts and the RMSE of the USDA projections is 
significantly smaller than the 1-BLA and MA forecasts. The baseline projections and naive 
forecasts are not correlated with actual prices. There is evidence suggesting baseline models 
have an ability to predict directional movements, but the probabilities of predicting upward 
or downward movements are significantly unequal. All models overestimate com prices, 
with the mean bias of F APRI projections and naive forecasts being roughly equal and the 
mean bias of the USDA projections being more than four times greater. 
Soybean Farm Price 
Figures 18 and 19 show that the actual soybean prices exhibit a downward trend with 
high volatility. The initial F APRI projection series are positively sloped with some volatility, 
while the last eight series show a positive slope, with less volatility. The USDA projections 
are upward sloping and exhibit little volatility. 
Table 43 shows the RMSE of F APRI projections is significantly smaller than the 
RMSE of the 1-BLA, 3-BLA and MA forecasts. Not only are the F APRI RMSEs 
significantly different for all points, but also for individual periods one through five. 
Table 44 shows the relative performance of models compared using the MAPE is the 








































Figure 19: Actual and USDA projected U.S. soybean farm price ($/bu.) 
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Table 43: RMSE of Sorbean Farm Price b~ Projection Period 
Model Projection Period AJI 
samele size l 2 3 4 5 6 7 8 Periods 
FAPRI 0.70 1.01 0.86 0.94 0.96 0.95 l.12 1.16 0.96 
n 15 14 13 12 9 6 5 4 78 
USDA 0.64 0.89 1.14 1.72 2.00 2.17 2.20 1.37 
n 7 6 5 4 3 2 I 28 
1-BLA 0.94" l .30b 1.32" 1.49" 1.57. l.35 l.30 1.27 l .34ab 
n 15 14 13 12 9 6 5 4 78 
3-BLA 1.04" 1.23" 1.22• 1.26" 1.23" 1.19" 1.12 1.19" 1.22" 
n 15 14 13 12 9 6 5 4 78 
5-BLA 0.98
3 1.12 1.08 1.06 1.08 1.07 1.08 1.12 1.09 
n 15 14 13 12 9 6 5 4 78 
MA 0.97" 1.28• 1.25" I .36
1 1.40" 1.261 1.31 I.26 1.301 
n 15 14 13 12 9 6 5 4 78 
a) Significantly different from F APRJ (P<.05) 
b) Significantly different from USDA (P<.05) 
Table 44: MAPE of Sorbean Farm Price hr Projection Period 
Model Projection Period All 
samele size 1 2 3 4 5 6 7 8 Periods 
FAPRI 0.10 0.13 0.14 0. 16 0.16 0. 19 0.21 0.20 0.15 
n 15 14 13 12 9 6 5 4 78 
USDA 0.10 0.1 2 0.21 0.37 0.44 0.49 0.51 0.24 
n 7 6 5 4 3 2 I 28 
1-BLA 0.13 0.16 0.20 0.23 0.26 0.25 0.24 0.24 0.20 
n 15 14 13 12 9 6 5 4 78 
3-BLA 0.15 0.19 0.19 0.20 0.21 0.23 0.21 0.21 0.19 
n 15 14 13 12 9 6 s 4 78 
5-BLA 0.14 0.17 0.17 0.17 0. 18 0.21 0.21 0.21 0.17 
n 15 14 13 12 9 6 5 4 78 
MA 0.14 0. 17 0.20 0.22 0.24 0.25 0.23 0.24 0.21 
n 15 14 13 12 9 6 5 4 78 
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smallest MAPE, 15 percent, while the USDA projections have the largest, 24 percent. The 5-
BLA forecasts have the smallest MAPE, 1 7 percent, of all naive forecasts. 
Table 45 shows that the MSE for the F APRJ projections is lower because of a larger 
covariance, i.e. smaller covariance component. For the baseline models, the coefficients of 
correlation are significantly positive in the first projection period and decrease over time, 
eventually becoming negative. The coefficients of correlation for the 1,3-BLA and MA 
models are positive in the first period, but negative in subsequent periods. For the 5-BLA 
model the coefficient of correlation is negative in the first four periods and near zero in the 
last four. 
Table 46 shows that the RAFs for F APRJ and USDA models are 0.45 and 0.50 
respectively. Both RAF values are not significantly different than one-half. Table 47 shows 
the directional probabilities. The difference of directional probabilities for the F APRJ model 
is smaller than for the USDA model. For F APRJ, there is no evidence suggesting that the 
directional probabilities are significantly different than one-half or unequal. The USDA 
model correctly predicted all upward movements but less than half of the downward 
movements. There is marginal evidence suggesting the USDA directional probabilities are 
significantly unequal. 
Table 48 shows the slope of the bias in all soybean price models is negative, meaning 
that all models overestimate soybean prices. The slope of the mean bias of the F APRl 
projections is $0.15 per bushel per year, which is slightly less than the slopes of the naive 
models, $0.17 to 0.19. The slope of the mean bias in USDA projections is $0.46, about three 
times larger than the other models. Table 49 shows that in the eighth projection period, the 
mean bias of the F APRJ projections overestimates the soybean prices by $1.18 per bushel. 
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Table 45: MSE Decom~osition of So~bean Farm Price b~ Projection Period 
Model Projection Period 
Comeonent l 2 3 4 5 6 7 8 
FAPRI 
Bias Squared 0.07 0.04 0.01 0.02 0.02 0.34 0.39 0.25 
Actual Variance 0.85 0.91 0.75 0.82 1.02 0.50 0.59 0.88 
Projection Variance 0.39 0.14 0.09 0.06 0.09 0.04 0.03 0.03 
Covariance Component -0.82 -0.14 -0.23 -0.02 -0.19 0.03 0.25 0.18 
Correlation coefficient 0.7 11 0.16 0.23 0.05 0.32 -0.10 -0.968 -0.57 
USDA 
Bias Squared 0.00 0.01 0.65 2.89 3.97 
Actual Variance 1.31 1.27 0.59 0.04 0.0 1 
Projection Variance 0.71 0.68 0.43 0.02 0.02 
Covariance Component -1.62 -1.15 -0.37 0.00 0.00 
Correlation coefficient 0.84b 0.62 0.37 --0.01 -0.08 
1-BLA 
Bias Squared 0.00 0.02 0.12 0.20 0.14 0.54 0.29 0.15 
Actual Variance 0.85 0.91 0.75 0.82 1.02 0.50 0.59 0.88 
Forecast Variance 0.78 0.7 1 0.63 0.58 0.49 0.40 0.28 0.35 
Covariance Component -0.74 0.06 0.23 0.63 0.83 0.37 0.52 0.24 
Correlation coefficient 0.45 -0.04 -0. 17 -0.45 -0.59 -0.41 -0.64 -0.21 
3-BLA 
Bias Squared 0.01 0.03 0.12 0.10 0.06 0.35 0.22 0.04 
Actual Variance 0.85 0.91 0.75 0.82 1.02 0.50 0.59 0.88 
Forecast Variance 0.3 1 0.23 0.21 0.22 0.18 0.12 0.07 0.07 
Covariance Component -0.09 0.36 0.40 0.45 0.26 0.44 0.38 0.43 
Correlation coefficient 0.09 -0.40 -0.50 -0.52 -0.30 -0.90b -0.9 lb -0.86 
5-BLA 
Bias Squared 0.03 0.04 0.11 0.10 0.14 0.64 0.60 0.37 
Actual Variance 0.85 0.91 0.75 0.82 1.02 0.50 0.59 0.88 
Forecast Variance 0.05 0.04 0.05 0.05 0.02 0.01 0.01 0.01 
Covariance Component 0.04 0.26 0.26 0.16 -0.01 -0.01 -0.01 0.01 
Correlation coefficient -0.09 -0.65b -0.68b -0.42 0.03 0.04 0.11 -0.07 
MA 
Bias Squared 0.00 0.01 0.10 0.12 0.06 0.34 0.19 0.04 
Actual Variance 0.85 0.91 0.75 0.82 1.02 0.50 0.59 0.88 
Forecast Variance 0.48 0.42 0.37 0.39 0.37 0.30 0.26 0.31 
Covariance Component -0.38 0.31 0.33 0.5 1 0.52 0.44 0.69 0.35 
Correlation coefficient 0.30 -0.25 -0.31 -0.45 -0.43 -0.57 -0.89b -0.34 
a) Significant at 99% confidence level 
b) Significant at 95% confidence level 
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Table 47: Directional Movement Prediction Ability of Soybean Farm Price Models 
p1=0.s p2=0.s P1=P2 
Model PI p-val P2 p-val p-val 
FAPRI 0.40 0.0701 0.56 0.3143 0.1434 
USDA 0.44 0.5254 l.00 <0.0001 0.0668 
Table 48: Slope of Bias in Soybean Farm Price Projections 
FAPRI USDA 1-BLA 3-BLA 5-BLA MA 
slope -0.147 -0.458 -0.188 -0.178 -0.170 -0.181 
p-val <0.00 I <0.001 <0.001 <0.001 <0.001 <0.001 
Table 49: Mean Bias and 95% Confidence Interval Half-Widths of 
So~bean Farm Price b~ Projection Period {$US/bushel} 
Model Projection Period 
Bias 1 2 3 4 5 6 7 8 
FAPRI 
Mean Bias -0.15 -0.29 -0.44 -0.59 -0.74 -0.88 -1.03 -1.18 
Half-width 0.07 0.13 0.20 0.27 0.33 0.40 0.47 0.53 
USDA 
Mean Bias -0.46 -0.92 -1.37 -1 .83 -2.9 
Half-width 0.14 0.29 0.43 0.58 0.72 
1-BLA 
Mean Bias -0.19 -0.38 -0.56 -0.75 -0.94 -1.13 -1 .3 1 -1.50 
Half-width 0.08 0.16 0.25 0.33 0.41 0.49 0.58 0.66 
3-BLA 
Mean Bias -0.18 -0.35 -0.53 -0.71 -0.89 -1.06 -1.24 -1.42 
Half-width 0.08 0.16 0.24 0.32 0.40 0.48 0.56 0.64 
5-BLA 
Mean Bias -0.17 -0.34 -0.51 -0.68 -0.85 -1.02 -1.19 -1.36 
Half-width 0.07 0.15 0.22 0.29 0.36 0.44 0.51 0.58 
MA 
Mean Bias -0. 18 -0.36 -0.54 -0.72 -0.91 -1 .09 -1.27 -1.45 
Half-width 0.08 0.16 0.24 0.33 0.41 0.49 0.57 0.65 
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The mean bias of the USDA projections overestimates prices by $2.29 per bushel in the fifth 
projection period and by $3.68 per bushel extrapolating to eight periods. The naive forecasts 
have a mean bias of $1.36 to $1.50 per bushel in the eighth forecast period. The half-widths 
about the mean are roughly equal for the F APRI projections and naive forecasts, but the half-
width for USDA projections is twice as large. 
Summarizing the results of soybean prices, the RMSE of the F APRJ projections is 
significantly smaller than that of the 1-BLA, 3-BLA and MA forecasts . The baseline 
projections are correlated with actual prices in the first projection period, but not significantly 
correlated in subsequent periods. Naive forecasts are not correlated with actual prices. 
Baseline models show no evidence of having an ability to predict directional movements. 
The directional probabilities of the USDA model are significantly unequal. All models 
overestimate soybean prices, with the mean bias of F APRI projections and the naive 
forecasts being approximately equal and the mean bias of the USDA model being three times 
larger. 
Wheat Price 
Figures 20 and 21 show the baseline projections for FAPRJ and USDA projections 
and actual wheat prices. The initial eight years of F APRJ projection series exhibit some 
volatility and a slope near zero, while in the succeeding eight years, the series have a positive 
slope and have less volatility. USDA projections are upward sloping and nearly linear. 
Identification of a trend in actual wheat prices is limited by the short time series. The trend of 
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Table 50 shows the RMSE of F APRJ projections is significantly smaller than all 
other models, except the 5-BLA model. Table 51 shows that the F APRJ projections have a 
lower MSE because of smaller squared bias, projection variance and covariance components. 
The F APRI projections and 5-BLA forecasts have a similar MSE due to a smaller covariance 
component in the F APRI model and a smaller forecast variance in the 5-BLA model. 
Table 51 shows the MAPEs of wheat price models. The comparative rankings for 
wheat exports by MAPE are the same as the rankings for com and soybean prices. The 
MAPE of the F APRJ projections is the smallest at 18 percent, while the MAPE of the USDA 
projections is largest at 32 percent. The 5-BLA forecasts have the smallest MAPE of the 
naive forecast models, 20 percent. 
With the exception of the 5-BLA model, the coefficients of correlation of all models 
are positive, often significant in the first period (table 52). In subsequent periods, correlations 
are negative and not significant. 
Table 53 shows that the F APRI and USDA models have RAF values of 0.61 and 0.68 
respectively. There is evidence that the baseline model RAFs do not differ significantly from 
one-half, suggesting that the models do not show an ability to predict correct directional 
movements. Table 54 shows that the F APRJ model correctly predicts upwards movements 
about three-quarters of the time, while only about one-half of the time for downward 
movements. The USDA model predicts upwards movements with a probability near one, 
while the probability of predicting downwards movements is near one-half. The upward 
directional probabilities for both baseline models is significantly higher than one-half. For 
both models, there is evidence suggesting that the inequality of directional probabilities is 
significant. 
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Table 50: RMSE of Wheat Farm Price br Projection Period 
Model Projection Period All 
sam~le size I 2 3 4 5 6 7 8 Periods 
FAPRI 0.52 0.79 0.83 0.70 0.74 0.54 0.58 0.87 0.74
6 
n 15 14 13 12 9 6 5 4 78 
USDA 0.68 0.96 l.lO l.21 1.22 1.03 0.68 i.oo• 
n 7 6 5 4 3 2 I 28 
1-BLA 0.61 0.95 1.02 1.04" 1.22" 0.98 0.76 1.18 1.01• 
n 15 14 13 12 9 6 5 4 78 
3-BLA 0.74ab 0.86 0.92 0.92 0.90b 0.62 0.54 0.99 0.87" 
n 15 14 13 12 9 6 5 4 78 
5-BLA 0.73" 0.80 0.79b 0.78" 0.83 0.52 0.49 0.87 0.78 
n 15 14 13 12 9 6 5 4 78 
MA 0.59 1.03 1.13 1.1 l a 1.353 1.16" 0.79" 1.17 1.09• 
n 15 14 13 12 9 6 5 4 78 
a) Significantly different from FAPRI (P<.05) 
b) Significantly different from USDA (P<.05) 
Table 51: MAPE of Wheat Farm Price b~ Projection Period 
Model Projection Period All 
sam~le size 1 2 3 4 5 6 7 8 Periods 
FAPRI 0.12 0.19 0.21 0.16 0.20 0.18 0.20 0.24 0.18 
n 15 14 13 12 9 6 5 4 78 
USDA 0.16 0.29 0.38 0.44 0.45 0.37 0.24 0.32 
n 7 6 5 4 3 2 28 
1-BLA 0.14 0.26 0.26 0.28 0.34 0.32 0.26 0.28 0.26 
n 15 14 13 12 9 6 5 4 78 
3-BLA 0.20 0.22 0.22 0.24 0.25 0.21 0. 18 0.20 0.22 
n 15 14 13 12 9 6 5 4 78 
5-BLA 0.19 0.21 0.21 0.20 0.2 1 0.17 0.16 0.20 0.20 
n 15 14 13 12 9 6 5 4 78 
MA 0.15 0.27 0.29 0.29 0.36 0.36 0.27 0.29 0.28 
n 15 14 13 12 9 6 5 4 78 
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Table 52: MSE Decom~osition of Wheat Farm Price b~ Projection Period 
Model Projection Period 
ComEonent 1 2 3 4 5 6 7 8 
FAPRI 
Bias Squared 0.02 0.04 0.01 0.00 0.00 0.07 0.03 0.06 
Actual Variance 0.38 0.38 0.39 0.40 0.49 0.09 0.14 0.57 
Projection Variance 0. 11 0.06 0.10 0.08 0. 10 0.04 0.06 0.13 
Covariance Component -0.24 0.14 0. 19 O.Ql -0.03 0.09 0.11 0.02 
Correlation coefficient 0.591 -0.45 -0.49 -0.03 0.08 -0.70 -0.57 -0.03 
USDA 
Bias Squared 0.00 0.13 0.81 1.34 1.42 
Actual Variance 0.62 0.40 0.10 0.01 0.02 
Projection Variance 0.21 0.20 0. 11 0.14 0.17 
Covariance Component -0.37 0.19 0.19 -0.03 -0.11 
Correlation coefficient 0.5 1 -0.33 -0.91b 0.32 0.98 
1-BLA 
Bias Squared 0.00 0.00 0.00 0.02 0.00 0.16 0.00 0.24 
Actual Variance 0.38 0.38 0.39 0.40 0.49 0.09 0.14 0.57 
Forecast Variance 0.4 1 0.42 0.40 0.40 0.45 0.48 0.17 0.1 5 
Covariance Component -0.43 0. 11 0.23 0.26 0.56 0.23 0.26 0.44 
Correlation coefficient 0.54b -0.13 -0.29 -0.32 -0.60 -0.55 -0.85 -0.77 
3-BLA 
Bias Squared 0.00 0.00 0.0 1 0.01 0.00 0.09 0.01 0.17 
Actual Variance 0.38 0.38 0.39 0.40 0.49 0.09 0.14 0.57 
Forecast Variance 0.20 0.18 0.18 0.19 0.17 0.11 0.05 0.03 
Covariance Component -0.04 0. 19 0.27 0.24 0.15 0.09 0.09 0.21 
Correlation coefficient 0.07 -0.37 -0.5 1 -0.44 -0.26 -0.47 -0.60 -0.84 
5-BLA 
Bias Squared 0.00 0.00 0.00 0.00 0.00 0.13 0.05 0.05 
Actual Variance 0.38 0.38 0.39 0.40 0.49 0.09 0.14 0. 57 
Forecast Variance 0.07 0.07 0.08 0.07 0.05 0.02 O.ot 0.01 
Covariance Component 0.08 0.18 0.15 0.13 0. 14 0.03 0.05 0.14 
Correlation coefficient -0.23 -0.55b -0.44 -0.38 -0.44 -0.30 -0.77 -0.95 
MA 
Bias Squared 0.00 0.00 0.00 0.03 0.00 0.23 0.00 0.27 
Actual Variance 0.38 0.38 0.39 0.40 0.49 0.09 0. 14 0.57 
Forecast Variance 0.60 0.63 0.63 0.62 0.73 0.78 0.23 0.20 
Covariance Component -0.64 0.05 0.25 0.19 0.60 0.25 0.25 0.33 
Correlation coefficient 0.67" -0.05 -0.26 -0.20 -0.50 -0.46 -0.7 1 -0.50 
a) Significant at 99% confidence level 
b) Significant at 95% confidence level 
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Table 53: Ratio of Accurate Forecasts for Wheat Farm Price Models 
RAF=0.5 
Model n1 n1 N RAF p=val 
FAPRI 15 35 82 0.6096 0.0468 
USDA 6 13 28 0.6786 0.0588 
Table 54: Directional Movement Prediction Ability of Wheat Farm Price Models 
P1=0.5 P2=0.5 P1=P2 
Model Pt p-val p2 p=val p=val 
FAPRI 0.47 0.5714 0.70 0.0003 0.0363 
USDA 0.43 0.4497 0.93 <0.0001 0.0046 
Table 55: Slope of Bias in Wheat Farm Price Projections 
FAPRI USDA 1-BLA 3-BLA 5-BLA MA 
slope -0.060 -0.348 -0.063 -0.058 -0.052 -0.066 
p-val 0.024 <0.001 0.052 0.058 0.065 0.048 
Table 56: Mean Bias and 95% Confidence Interval Half-Widths of Wheat 
Farm Price b~ Projection Period {$US/bushel) 
Model Projection Period 
Bias 1 2 3 4 5 6 7 8 
FAPRI 
Mean Bias -0.06 -0.12 -0.18 -0.24 -0.30 -0.36 -0.42 -0.48 
Half-width 0.05 0.10 0.16 0.21 0.26 0.31 0.37 0.42 
USDA 
Mean Bias -0.35 -0.70 -1.04 -1.39 -1.74 
Half-width O.l I 0.21 0.32 0.42 0.53 
1-BLA 
Mean Bias -0.06 -O.J 3 -0. 19 -0.25 -0.32 -0.38 -0.44 -0.51 
Half-width 0.06 0.13 0.19 0.26 0.32 0.38 0.45 0.51 
3-BLA 
Mean Bias -0.06 -0.12 -0.17 -0.23 -0.29 -0.35 -0.41 -0.46 
Half-width 0.06 0.12 0. 18 0.24 0.30 0.36 0.42 0.48 
5-BLA 
Mean Bias -0.05 -0.10 -0. 16 -0.21 -0.26 -0.3 1 -0.37 -0.42 
Half-width 0.06 0.J I 0.17 0.22 0.28 0.33 0.39 0.44 
MA 
Mean Bias -0.07 -0.13 -0.20 -0.26 -0.33 -0.40 -0.46 -0.53 
Half-width 0.07 0.13 0.20 0.26 0.33 0.39 0.46 0.52 
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Table 55 shows the slopes of the bias for the naive forecasts are negative, but 
marginally not significant This evidence suggests that the prices forecasted by the naive 
models are statistically unbiased. The slope of the bias in the F APRI and USDA projections 
is negative and significant, implying that wheat prices are overestimated. The F APRI and 
USDA projections overestimate prices by $0.06 and $0.35 per bushel per year respectively. 
Table 56 shows the F APRI projections overestimate wheat prices in the eighth period by 
$0.48 per bushel on average. The USDA overestimates by $1.74 in the fifth period and by 
$2.80 extrapolating to the eighth period. The half-width about the mean for F APRI 
projections is one-half as large as the USDA. 
In conclusion, the RMSE of the F APRI projections is significan.tly smaller than the 
USDA, 1-BLA, 3-BLA and MA forecasts . The FAPRI projections and 1-BLA and MA 
forecasts are significantly correlated with actual prices in the first projection period. In all 
other models and in all other time periods, projections and forecasts are not correlated with 
actual prices. Baseline models show no ability to predict directional movements and predict 
upward and downward movements with significantly unequal probabilities. The bias of the 
naive models is statistically not significant, while the baseline models overestimate prices. 
The magnitude of the mean bias in the USDA model is nearly six times that in the FAPRI 
model. 
GOVERNMENT DIRECT PAYMENTS 
Figures 22 and 23 show the trend of actual government payments is increasing, while 
the slope of F APRI and USDA projections is negative. Table 57 shows that there are 
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Figure 23: Actual and USDA projected government direct payments (bil. $US) 
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Table 57: RMSE of Direct Government Farm Pal'.ments bl'. Projection Period 
Model Projection Period All 
samele size 1 2 3 4 5 6 7 8 Periods 
FAPRI 3.98 6.29 7.5 1 7.68 8.09 10.57 11.92 12. 12 7.92 
n 15 14 13 12 II 7 5 4 81 
USDA 5.52 9.30 I J.47 13.72 15.97 ] 7.19 15.58 11.56 
n 7 6 5 4 3 2 I 28 
1-BLA 3.62 5.68 7. 19 8.06 7.89 8.45 9.76 9.40 7.19 
n 15 14 13 12 11 7 5 4 81 
3-BLA 5.16 6.43 7.14 7.21 7.08 7.88 9.50 9.21 7.05 
n 15 14 l3 12 II 7 5 4 81 
5-BLA 5.78
4 6.35 6.67 6.84 7.03 8.16 9.3 1 8.48 6.92 
n 15 14 13 12 II 7 5 4 81 
MA 3.62 5.86 7.36 8.38 8.27 8.66 9.94 9.32 7.39 
n 15 14 13 12 11 7 5 4 81 
a) Significantly different from FAPRI (P<.05) 
Table 58: MAPE of Direct Government Farm Pal'.ments bl'. Projection Period 
Model Projection Period All 
samele size 1 2 3 4 5 6 7 8 Periods 
FAPRI 0.18 0.28 0.32 0.30 0.39 0.53 0.49 0.61 0.35 
n 15 14 13 12 I I 7 5 4 81 
USDA 0.33 0.45 0.53 0.64 0.73 0.78 0.74 0.53 
n 7 6 5 4 3 2 I 28 
1-BLA 0.22 0.33 0.42 0.48 0.40 0.39 0.57 0.69 0.41 
n 15 14 l3 12 II 7 5 4 81 
3-BLA 0.31 0.39 0.40 0.37 0.39 0.37 0.50 0.49 0.39 
n 15 14 13 12 11 7 5 4 81 
S-BLA 0.34 0.35 0.38 0.40 0.41 0.40 0.47 0.40 0.38 
n 15 14 13 12 II 7 5 4 81 
MA 0.21 0.36 0.45 0.52 0.43 0.39 0.59 0.74 0.44 
n 15 14 13 12 11 7 5 4 81 
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period, the RMSE from the F APRl projections show a smaller initial magnitude than other 
models, but increase at a faster rate over the horizon. 
Table 58 shows that the MAPE of direct payments models are larger than grain 
export and price models. Direct government payments are calculated using price and export 
quantities. Errors in export and price quantities are aggregated when used to estimate 
government payments, and demonstrated by higher MAPE values in the government 
payment models. The MAPE of the F APRI projections is smaller than the MAPE of the 
naive forecasts, while the RMSE of the F APRI projections is larger than for naive forecasts, 
suggesting more errors as outliers in the F APRl projections. The F APRI projections have a 
MAPE of 35 percent, while the MAPE of the USDA projections are higher at 53 percent. The 
MAPE of the naive forecast are in the range of 38 to 44 percent. 
Table 59 shows that the squared bias component of the baseline models is a large part 
of the MSE. The coefficients of correlation are positive and significant in the first period in 
the FAPRl, USDA 1-BLA and MA models. In all other models and in subsequent periods, 
negative and non-significant correlations are observed. 
Table 60 shows RAF values of 0.45 for both the F APRl and USDA models. The 
probabilities do not differ significantly from one-half, implying no ability to predict correct 
directional movements. Table 61 shows that both models predict downward movements with 
a significantly high probability, while the probabilities of the upward movements are 
significantly low. There is strong evidence suggesting that the inequality of directional 
probabilities is significant. 
Table 62 shows that all models have significant, positive slopes, underpredicting the 
government direct payments. Table 63 shows the mean bias in the F APRI projections is 
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Table 59: MSE Decomposition of Direct Government Farm Payments by 
Projection Period 
Model Projection Period 
Com(!Onent 2 3 4 5 6 7 8 
FAPRI 
Bias Squared 4.27 9.16 11.46 17.67 24.53 62.27 95.94 62.66 
Actual Variance 27.55 28.20 29.98 32.33 34.42 33.36 32.10 52.54 
Projected Variance 10.18 6.05 5.18 3.93 3.28 4.52 5.55 9.82 
Covariance Component 26.20 -3 .89 9.72 5.08 3.21 11.59 8.40 21.79 
Correlation coefficient 0.18• 0.15 -0.39 -0.23 -0.15 -0.47 -0.31 -0.48 
USDA 
Bias Squared 15.46 54.93 95.49 165.77 250.28 
Actual Variance 44.06 42.21 35.55 17.03 0.98 
Projected Variance 17.55 3.20 1.45 1.22 1.41 
Covariance Component -46.59 -13.81 -0.98 4.13 2.35 
Correlation coefficient 0.84b 0.59 0.07 -0.45 -1.00b 
1-BLA 
Bias Squared 0.00 1.22 2.75 3.63 3.67 19.80 28.87 4.00 
Actual Variance 27.55 28.20 29.98 32.33 34.42 33.36 32.10 52.54 
Projected Variance 22.39 14.86 8.69 9.14 9.14 9.88 9.87 7.52 
Covariance Component -36.81 -11.98 10.34 19.79 15.10 8.43 24.50 24.29 
Correlation coefficient 0.74° 0.29 -0.32 -0.58 -0.43 -0.23 -0.69 -0.61 
3-BLA 
Bias Squared 2.45 3.26 3.48 3.48 3.45 24.91 49.46 21 .56 
Actual Variance 27.55 28.20 29.98 32.33 34.42 33.36 32. 10 52.54 
Projected Variance 8.51 4.78 4.43 4.66 4.18 1.19 1.21 1.51 
Covariance Component -] 1.89 5.17 13.06 11.53 8.04 2.56 7.41 9.17 
Correlation coefficient 0.39 -0.22 -0.57b -0.47 -0.33 -0.20 -0.60 -0.51 
5-BLA 
Bias Squared 4.19 4.02 3.57 3.40 3.82 26.07 53.97 23 .97 
Actual Variance 27.55 28.20 29.98 32.33 34.42 33.36 32.10 52.54 
Projected Variance 2.87 2.11 2.23 2.12 2.02 1.71 0.86 1.06 
Covariance Component -1.17 6.01 8.72 8.98 9.11 5.50 -0.19 -5.66 
Correlation coefficient 0.07 -0.39 -0.53 -0.54 -0.55 -0.36 0.02 0.38 
MA 
Bias Squared 0.12 0.65 2.39 3.41 3.43 15.82 21.47 0.59 
Actual Variance 27.55 28.20 29.98 32.33 34.42 33.36 32.10 52.54 
Projected Variance 28.36 21.94 12.07 12.58 12.91 16.5 1 17.1 7 10.63 
Covariance Component -42.90 -16.47 9.77 2 1.90 17.71 9.31 28.08 23.15 
Correlation coefficient 0.11• 0.33 -0.26 -0.54 -0.42 -0.20 -0.60 -0.49 
a) Significant at 99% confidence level 
b) Significant at 95% confidence level 
90 


















Table 61: Directional Movement Prediction Ability of Government Direct Payment 
Models 
p1=0.S P2=0.S p1=P2 
Model p1 p-val P2 p-val p-val 
FAPRI 0.86 <0.0001 0.29 0.0001 <0.0001 
USDA 0.88 <0.0001 0.25 0.0082 0.0025 
Table 62: Slope of Bias in Government Direct Payment Projections 













Table 63: Mean Bias and 95% Confidence Interval Half-Widths of Direct 
Government Pa~ments b~ Projection Period {billions of $US} 
Model Projection Period 
Bias 1 2 3 4 5 6 7 8 
FAPRI 
Mean B ias 1.62 3.23 4.85 6.46 8.08 9.69 11 .31 12.92 
Half-width 0.42 0.82 1.24 1.65 2.06 2.47 2.88 3.29 
USDA 
Mean Bias 3.80 7.60 11.40 15.20 19.00 
Half-width 0.78 1.56 2.34 3.12 3.90 
1-BLA 
Mean Bias 0.94 1.88 2.82 3.77 4.7 1 5.65 6.59 7.53 
Half-width 0.45 0.91 1.36 1.82 2.27 2.73 3.18 3.64 
3-BLA 
Mean Bias 0.97 1.94 2.91 3.88 4.85 5.82 6.79 7.76 
Half-width 0.44 0.89 1.33 1.77 2.2 1 2.66 3.10 3.54 
5-BLA 
Mean Bias 0.98 1.97 2.95 3.93 4.92 5.90 6.89 7.87 
Half-width 0.44 0.88 1.32 1.76 2.20 2.63 3.07 3.51 
MA 
Mean Bias 1.01 2.01 3.02 4 .02 5.03 6.03 7.04 8.04 
Half-width 0.48 0.96 1.45 1.93 2.41 2.89 3.38 3.86 
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twice as large as the mean bias in the naive trend models and the mean bias of the USDA 
projections is nearly four times larger. Summing the mean bias of the F APRI projections 
over the eight period horizon, the direct payments are underestimated by $US 58 billion. The 
USDA projections underestimate payments by $US 57 billion over five years and $US 137 
billion extrapolating to eight years. The naive forecasts underestimate payments by $US 34 
to $US 36 billion. The half-width about the mean for F APRI projections and the naive 
forecasts are roughly equal, with the USDA half-width being more than one and a half times 
larger. 
Summarizing government payments, there are no significant differences between 
model RMSEs. The F APRI and USDA projections and the 1-BLA and MA forecasts are 
correlated with actual payments only in the first projection period. Baseline models show no 
ability to predict directional movements and there is strong evidence suggesting significant 
unequal directional probabilities. The mean bias of the F APRI model is twice as large as the 
mean bias in the naive models and the mean bias of the USDA model is nearly four times 
larger. 
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CHAPTER V. CONCLUSION 
SUMMARY OF RESULTS 
Table 65 shows the ratio of accurate forecast (RAF) values for all baseline models. 
When the trend of actual exports and prices are upward sloping, significant or not, the RAF 
values of the corresponding commodity exports and prices are significantly greater than one-
half. This implies that the projections have an ability to correctly predict the directional 
movements of the actual exports and prices. However, when the slope of the projections and 
the trend of the actual exports, prices and payments are opposite in direction, the RAF is not 
significantly different than one-half. This is the case for com and wheat export, soybean price 
and government payment models, which show no ability to correctly predict directional 
movements. 
Export and price projections for all commodities, except the baseline soybean price 
and F APRI pork export projections, predict upward and downward movements with 
statistically significant unequal probabilities (table 65). In the case of upward sloping export 
and price projections, the probability of correctly predicting upwards movements is high, 
while the opposite is true for downward movements. Likewise, for government payment 
projections, which are downward sloping, a high (low) probability is associated with 
predicting downward (upward) movements. 
For com and wheat exports, the probability of correctly predicting a downward 
movement is significantly less than one-half, suggesting that downward movements will be 
incorrectly predicted by the models (table 65). This ability of projections to capture the 
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downward movements in pnces and exports is a primary cause of the magnitude of 
projection errors. Table 66 shows the RMSEs of com and wheat export projections for 
baseline models are significantly greater than the RMSE of the 5-BLA model. Table 67 
shows that baseline projections overestimate exports and the magnitude of the mean bias is 
more than two to four times larger than the mean bias of the naive forecasts. Likewise, the 
probability of government payment models to predict upward movements is significantly less 
than one-half. Although not significant, the RMSEs of the government payment projections 
of baseline models is larger than the RMSE of the naive model forecasts. The baseline 
models underestimate government payments. The mean bias of the F APRI and USDA 
projections are one and a half and nearly four times larger than the mean bias of the naive 
forecasts respectively. 
For com, soybean and wheat prices, which do not exhibit significant upward or 
downward trends, the downward movements are predicted by the baseline models with a 
probability not significantly different than one-half. The RMSE associated with baseline 
model price projections are less than or equal, but not significantly different than 5-BLA 
forecasts. The meari bias of the F APRI projections are roughly equal to the mean bias of the 
naive forecasts, while the mean biases of the USDA price projections are four to five times 
larger. 
As the ability of the baseline models to predict the correct direction of the actual data 
improves, the relative performance of the baseline projection errors likewise improves. When 
the direction of the trend is opposite to the slope of the projections, such as for corn and 
wheat exports, the RMSE of the baseline projections are significantly larger and the mean 
bias is larger in magnitude than those of the naive forecasts. When there is no significant 
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trend, as in the price data, and the slopes of the projection series are upward, the baseline 
model projection errors are not significantly different in magnitude than the naive model 
forecast errors. When the actual trend is directionally equivalent to the slope of the 
projections, as in soybean, beef and pork exports, the RMSE of the baseline projections are 
significantly smaller and the magnitude of the mean bias is smaller than those of the naive 
forecasts. 
Table 68 shows the MAPE for all projections. The MAPEs for exports and prices 
mostly fall within the range of 15 to 30 percent. However, MAPEs for government payments 
are all larger than 30 percent. Crop production and demand projections, which would include 
price and export projections, are used as endogenous conditioning variables in the estimation 
of the government payment projections. Having shown the error and bias in the export and 
price projections, incorporation of the projection data is synonymous with using 
contaminated exogenous data in the estimation of the model. Hence, the projection errors 
associated with prices and exports are transmitted and aggregated, although non-additively, 
during the estimation process and is evident in the higher MAPEs of the projections. 
IMPLICATIONS 
Baseline projections are statements about the future, with the estimates being heavily 
based on assumptions associated with a selected scenario. It has been established that 
individuals and organizations are using baseline projections as forecasts . Projection users 
need to understand the assumptions and fundamental concepts in the baseline models. 
Through better understanding of the models, users can assess whether the baseline 
projections are appropriate for the intended use. 
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Besides understanding the assumptions, users need to be aware of the past 
performance of the baseline model. The future performance of the model should be highly 
correlated with past performance. By understanding the characteristics of baseline errors 
presented in this analysis, users can better assess whether alternative forecasts are more 
appropriate. 
The results from the bias model allow users of baseline projections to adjust 
projections for bias based on past performance and determine a range in which the actual 
level should be. By adding the mean bias to the projection for a given projection period, 
projections can be corrected for past bias. Constructing a confidence interval about the 
corrected projection by adding and subtracting the half-width gives a range where the actual 
level should be, given the normal randomness of markets. For example, the 2002 FAPRI US 
Agricultural Outlook projects com exports to be 53.97 mmt in the 2004 marketing year, i.e. 
the third projection period. Adding the mean bias to adjust for past model performance, the 
"corrected" level is 50.16 mmt. Adding and subtracting the half-width, the expected range of 
com exports given normal market randomness is 47.98 to 52.34 mmt. 
It has been shown that baseline projection errors are large when actual price or export 
data are downward trending, i.e. com and wheat exports. Likewise for government 
projections, projection errors are large because projections are downward sloping while the 
trend is upward. In general , more attention should be directed to the ability of the baseline 
models to predict downward movements. Further, and possibly more importantly, projection 
models need to be able to capture the downward trend of com and wheat exports and the 
upward trend of government payments given the baseline scenario. The aggregation of 
projection errors in government payment projections as shown by the MAPEs adds credence 
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to the need for improving models. Increasing the accuracy of crop production and demand 
projections would increase the accuracy of pork and beef export models. Incorrectly 
projected exports and prices leads to larger errors in government payment projections, 
impacting both the budget U.S. government and the pocket of the taxpayer. 
As to date, the publishers of baseline projections have not released results of overall 
model performance analyses. Only Conforti (2001), in the documentation of the AGLINK 
model used by the OECD, acknowledges the need for ex ante projection analysis. In 
Reichelderfer (1993), one stated use of baseline projections is for peer review of the models. 
By relegating the quality control process of the models to outside analysts, the implication is 
made that organizations are unwilling to show accountability for the quality of their 
projections. 
Large-scale models should be constantly updated to provide an up-to-date structural 
model of the agricultural sector. Baseline models use static parameterization to represent the 
relationships between variables. As the agricultural sector and policy evolves, model 
parameters may not correctly represent agricultural sector relationships or underlying 
preferences and perceptions. Incorrect relationships between variables lead to bias in baseline 
projections and larger errors due to inefficient modeling. 
Baseline assumptions should be consistently reviewed, insuring that baseline 
projections are generated by the most likely scenario. The characteristics of exogenous data, 
used for estimating projections, are generated from the baseline assumptions. Tongeren 
(2000) stated that the largest determining factor of the projections is in the assumptions, 
rather than the model. Individuals, firms and governments use these models for forecasting 
and policy analysis. These model stakeholders should find mutually agreeable baseline 
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assumptions to make the baseline projections relevant for all users. By reviewing baseline 
assumptions and the translation of assumptions into the exogenous variables, the bias and 
projection errors due to data contamination and misspecified exogenous data can be reduced. 
Through updating model structure and rev1ewmg baseline assumptions, 
improvements can be made in the accuracy of baseline projections and policy analysis. 
Appropriate changes need to be made so the models capture the downward trends in wheat 
and com exports and the upward trend in government payments. 
Large-scale agricultural models have been primarily constructed for policy analysis; 
however, the baseline projections are being used as forecasts. Because projections are used as 
forecasts, it becomes important for users to have information pertaining to the past 
performance of projections. Under a baseline scenario, models do not consistently out 
perform naive models. For soybean, beef and pork exports and for com, soybean and wheat 
prices, baseline projections have been shown to perform relatively well. The slopes of 
projections for com and wheat exports and government payments are opposite in direction to 
the trend of actual exports. Misspecification of the slopes leads to baseline projections for 
corn and wheat exports and government payments models having relatively large RMSE and 
bias. 
It is important for the users and modelers of baseline projections to understand the 
assumptions, structure and performance of the models. Projection users and funding agencies 
need to be aware of the magnitude and direction of projection errors and bias. Past model 
performance allows projection users to evaluate whether the value of the projections is worth 
what is paid. Additionally, a model performance analysis enables funding agencies to 
determine whether the high cost of developing, maintaining and estimating models is 
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justified by the results. Model analyses allows for modelers to be aware of their model 
weaknesses and suggest how these models should be updated and refined, to capture the 
correct sector relationships and produce more accurate projections. Organizations should be 
willing to publish analyses regarding the quality of the models, projections and policy 
analyses. Additionally, organizations need to more strongly explain the proper use of 
projections. 
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APPENDIX: ADDITIONAL TABLES 
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Table 64: Slope Coefficient and Significance of the Test for Constant Variance in Bias 
Model 
Slope FAPRI USDA OECD 1-BLA 3-BLA 5-BLA MA 
Coro Net Exports 
131.abs -4.5E-4 -0.34 0.06 -0.42 -0.32 0 .01 
p-vaJ 0.999 0.572 0.862 0. 172 0.226 0.975 
131.sq -3 .27 -8.40 -3 .65 -8.74 -6.08 -4.45 
p-vaJ 0.612 0.370 0.644 0.152 0.152 0.595 
Soybean Net Exports 
13t.abs 0.13 -0.03 0.27 0. 11 0. 19 0.21 
p-vaJ 0.257 0.941 0.079 0.319 0.109 0.140 
131 .sq 0.95 -0.57 2.63 1.40 2.00 2.30 
p-val 0.289 0.886 0.077 0.215 0.099 0.099 
Wheat Net Exports 
13t.abs -0.22 0.07 -0.05 0 .06 0.02 -0.07 -0.02 
p-vaJ 0.099 0.704 0.851 0.744 0.909 0.483 0.923 
131.sq -2.66 0.16 0.01 0.15 -0.63 -0.79 -0.49 
p-val 0.052 0.830 0.994 0.953 0.689 0.315 0.846 
Beef Exports 
13 t.abs 0.019 0.008 0.018 0.003 -8.6E-4 -0.006 0.001 
p-val 0.001 0.243 0.102 0.303 0.704 0.04 1 0.645 
131,sq 0 .009 0 .001 0.005 3 .5E-4 -l.9E-4 -0.00 1 2.6 E-4 
p-vaJ <0.001 0. 164 0.052 0.389 0.470 0.061 0.627 
Pork Exports 
131.abs 0.018 0.004 0.026 0.011 0.013 0.012 0.012 
p-vaJ 0.001 0.521 0.029 <0.001 <0.001 <0.001 <0.001 
131,sq 0 .006 3.7E-4 0.008 0 .002 0.002 0 .002 0 .002 
p-val 0.003 0.568 0.008 <0.001 <0.001 <0.001 <0.001 
Direct Government Payments 
131 ,abs 0.68 -0. 12 0.754 0.39 0.26 0.87 
p-val <0.001 0.797 <0.001 0.016 0. 112 <0.001 
131.sq 8.54 125 10.81 4.42 2.62 13.93 
p-val <0.001 0.822 <0.001 0.036 0.204 <0.001 
Coro Farm Price 
131.abs 0.005 -0.042 0.029 -0.011 -0.023 0.029 
p-val 0.739 0.207 0.139 0.513 0.098 0.186 
131.sq 0.001 -0.033 0.027 -0.004 -0.011 0.030 
p-vaJ 0.910 0.238 0.228 0.83 1 0.397 0.269 
Soybean Farm Price 
131.abs 0.025 -0.136 0.072 0.030 -0.018 0.060 
p-val 0.457 0.148 0.095 0.463 0.608 0. 166 
131.sq 0.064 -0.206 0.190 0 .136 -0.005 0.2 13 
p-val 0.393 0.349 0.094 0.185 0.942 0.073 
Wheat Farm Price 
131.abs 0 .014 -0.068 0 .05 1 -8.0E-4 -0.015 0 .053 
p-val 0.577 0.363 0. 111 0.978 0.547 0.140 
131.sq 0.034 -0. 125 0.137 0.032 -0.002 0.160 
p-val 0.446 0.364 0.037 0.545 0.963 0.049 
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Table 65: Probabilities of Ability to Predict Directional Movements by Export, Price 
and Government Payment Models 
Commodity 
Model RAF P1 P2 
Corn Exports 
FAPRI 0.51 0.23"b 0.82" 
USDA 0.39 o.12•b 0 .82" 
Wheat Exports 
FAPRI 0.44 0 .20ab 0.938 
USDA 0.39 O. l 61 b 0.891 
OECD 0.38 o.18•b 0.78" 
Soybean Exports 
FAPRI o.n• 0.17•b 0.931 
USDA 0.79' 0.57 0.861 
Coro Farm Price 
FAPRI 0.653 0.47b 0 .91" 
USDA 0.82° 0.64b r.oo• 
Wheat Farm Price 
FAPRI 0.61" 0.47b 0 .703 
USDA 0.68 0.43b 0.93' 
Soybean Farm Price 
FAPRI 0.45 0.40 0.56 
USDA 0.50 0.44 1.00• 
Government Payments 
FAPRI 0.54 0.86"b 0 .29" 
USDA 0.43 o.88"b 0.253 
a) Significantly different than p=0.5 at P<0.05 significance level 
b) Significantly unequal than p2 at P<0.05 signficance level 
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Table 66: RMSE of Ex~orts, Prices and Government Pal'.ments bl'. Model 
Commodity FAPRI USDA OECD 1-BLA 3-BLA 5-BLA MA 
Exports 
Corn l 0.41 10.17 11.01 9.45° 7.5o•b 11.04 
Wheat 7.74° 6.25° 8.6l 1b 6.48° 4.89c 5.05•bc 5.79c 
Soybeans 3.37b 4.32' 4.761b 4.89ab 5.30ab 4.70ab 
Beef 0.25b 0.09'c 0.20b 0.291 0.351b 0.391b 0.29
1 
Pork 0.19b 0.141C 0.16b 0.221C 0.25c 0.27c o.22•c 
Farm Price 
Corn 0.40b 0.561 0.571b 0.48" 0.40 0.64•b 
Soybeans 0.96 1.37 0.341b 1.221 l.09 1.30" 
Wheat 0.74b 1.00" l.01' 0.871 0.78 1.09" 
Government Payments 7.92 11 .56 7.19 7.05 6.92 7.39 
a) significantly different than F APRI at P<0.05 
b) significantly different than USDA at P<0.05 
c) significantly different than OECD at P<0.05 
Table 67: Mean Bias of Exports, Prices and Government Payments by 
Projection Period 
Commodity Projection Period 
Model 1 2 3 4 5 6 7 8 
Corn Exports 
FAPRI -1.27 -2.54 -3 .81 -5 .08 -6.35 -7.62 -8.89 -10.17 
USDA -2.06 -4.12 -6.18 -8.24 -10.29 
1-BLA 0.18 0.36 0.54 0.73 0.91 1.09 l.27 1.45 
3-BLA 0.40 0.80 1.20 1.60 2.00 2.40 2.80 3.20 
5-BLA 0.55 1.10 1.65 2.20 2.75 3.30 3.85 4.40 
MA 0.19 0.38 0.57 0.76 0.95 J.14 1.33 1.52 
Wheat Exports 
FAPRI -1.7 1 -3.42 -5. 13 -6.83 -8.54 -10.26 -11.97 -13.67 
USDA -1.64 -3 .29 -4.93 -6.57 -8.2 l 
OECD -2.49 -4.98 -7.47 -9.96 -12.46 
1-BLA -0.76 -1.30 -2.29 -3.05 -3 .82 -4.58 -5.34 -6.10 
3-BLA -0.75 -1.49 -2.24 -2.99 -3.74 -4.48 -5.23 -5.98 
5-BLA -0.85 - 1.70 -2.56 -3.4 1 -4.56 -5.11 -5.96 -6.82 
MA -0.76 -1 .52 -2.27 -3.03 -3.79 -4.55 -5.31 -6.06 
Soybean Exports 
FAPRI 0.49 0.98 1.47 1.95 2.44 2.93 3.42 3.91 
USDA 0.80 1.59 2.39 3.19 3.99 
1-BLA 0.91 1.83 2.74 3.66 4.57 5.49 6.40 7.31 
3-BLA 0.93 1.87 2.80 3.74 4.67 5.61 6.54 7.48 
5-BLA 0.96 1.92 2.88 3.84 4.80 5.76 6.71 7.67 
MA 0.92 1.84 2.76 3.67 4.59 5.51 6.43 7.35 
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Table 67 (continued): Mean Bias of Exports, Prices and Government Payments by 
Projection Period 
Commodity Projection Period 
Model 1 2 3 4 s 6 7 8 
Beef Exports 
FAPRI 0.018 0.035 0.053 0.071 0.089 0.106 0.124 0.142 
USDA 0.006 0.011 0.017 0.023 0.029 
OECD 0.008 0.017 0.025 0.033 0.042 
1-BLA 0.058 0.116 0.175 0.233 0.291 0.349 0.408 0.466 
3-BLA 0.067 0.133 0.200 0.266 0.333 0.399 0.466 0.533 
5-BLA 0.066 0.132 0.198 0.264 0.329 0.395 0.461 0.527 
MA 0.056 0.113 0.169 0.225 0.282 0.338 0.394 0.451 
Pork Exports 
FAPRI 0.023 0.046 0.069 0.092 0.115 0.138 0.161 0.184 
USDA 0.034 0.068 0.102 0.136 0.170 
OECD 0.010 0.019 0.029 0.039 0.049 
1-BLA 0.046 0.093 0.139 0.186 0.232 0.278 0.325 0.371 
3-BLA 0.047 0.095 0.142 0.190 0.237 0.285 0.332 0.380 
5-BLA 0.047 0.095 0.142 0.190 0.237 0.285 0.332 0.380 
MA 0.046 0.092 0.138 0.184 0.230 0.276 0.322 0.368 
Coro Farm Price 
FAPRI -0.05 -0.09 -0.14 -0.18 -0.23 -0.27 -0.32 -0.36 
USDA -0.19 0.38 0.57 -0.76 -0.95 
1-BLA -0.05 -0.09 -0.14 -0.18 -0.23 -0.27 -0.32 -0.36 
3-BLA -0.04 -0.08 -0.12 -0.16 -0.20 -0.24 -0.28 -0.32 
5-BLA -0.03 -0.06 -0.09 -0.13 -0.16 -0.19 -0.22 -0.25 
MA -0.05 -0.10 -0.15 -0.20 -0.25 -0.29 -0.35 -0.40 
Soybean Farm Price 
FAPRI -0.05 -0.09 -0.14 -0.18 -0.23 -0.27 -0.32 -0.36 
USDA -0.19 0.38 0.57 -0.76 -0.95 
1-BLA -0.05 -0.09 -0.14 -0. 18 -0.23 -0.27 -0.32 -0.36 
3-BLA -0.04 -0.08 -0. 12 -0.16 -0.20 -0.24 -0.28 -0.32 
5-BLA -0.03 -0.06 -0.09 -0. 13 -0.16 -0.19 -0.22 -0.25 
MA -0.05 -0.10 -0.15 -0.20 -0.25 -0.29 -0.35 -0.40 
Wheat Farm Price 
FAPRI -0.06 -0 .12 -0.18 -0.24 -0.30 -0.36 -0.42 -0.48 
USDA -0.35 -0.70 -1.04 - 1.39 -1.74 
1-BLA -0.06 -0. 13 -0.19 -0.25 -0.32 -0.38 -0.44 -0.51 
3-BLA -0.06 -0.12 -0.17 -0.23 -0.29 -0.35 -0.41 -0.46 
5-BLA -0.05 -0.10 -0.16 -0.21 -0.26 -0.3 1 -0.37 -0.42 
MA -0.07 -0.13 -0.20 -0.26 -0.33 -0.40 -0.46 -0.53 
Government Payments 
FAPRI 1.62 3.23 4.85 6.46 8.08 9.69 11.31 12.92 
USDA 3.80 7.60 11.40 15.20 19.00 
1-BLA 0.94 1.88 2.82 3.77 4.71 5.65 6.59 7.53 
3-BLA 0.97 l.94 2.91 3.88 4.85 5.82 6.79 7.76 
5-BLA 0.98 1.97 2.95 3.93 4.92 5.90 6.89 7.87 
MA I.OJ 2.01 3.02 4.02 5.03 6.03 7.04 8.04 
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Table 68: MAPE of Exports, Prices and Government Payments by Model 
Commodity FAPRI USDA OECD 1-BLA 3-BLA 5-BLA MA 
Exports 
Corn 0.19 0.18 0.20 0.16 0.12 0.19 
Wheat 0.23 0.21 0.29 0.18 0.15 0.16 0.17 
Soybeans 0.13 0.14 0.18 0.19 0.20 0.18 
Beef 0.25 0.07 0.10 0.3 1 0.40 0.46 0.30 
Pork 0.44 0.19 0.24 0.48 0.54 0.58 0.46 
Farm Price 
Corn 0.15 0.29 0.25 0.21 0.17 0.29 
Soybeans 0.15 0.24 0.20 0.19 0.17 0.21 
Wheat 0.18 0.32 0.26 0.22 0.20 0.28 
Government Payments 0.35 0.53 0.41 0.39 0.38 0.44 
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Table 69: Correlation Coefficients for RMSE Difference Test of Net Corn 
Exports by Projection Period 
Model USDA 1-BLA 3-BLA 5-BLA MA 
Period 1 
FAPRI -0.437 0 .051 -0.034 0.205 0 .018 
p-val 0.327 0.857 0.905 0.463 0.950 
n 7 15 15 15 15 
USDA 0.321 0.488 0.622 0.311 
p-val 0.483 0.267 0.136 0.497 
n 7 7 7 7 
Period 2 
FAPRI 0.291 -0.184 0.048 0.499 -0.188 
p-val 0.576 0.530 0.872 0.062 0.521 
n 6 14 14 14 14 
USDA -0.424 0.414 0.511 -0.389 
p-val 0.403 0.4 14 0.301 0.447 
n 6 6 6 6 
Period 3 
FAPRI 0.540 -0.125 0.406 0.643 -0.11 8 
p-val 0.348 0.684 0.169 0.018 0.702 
n 5 13 13 13 13 
USDA -0.708 0.176 0 .195 -0.644 
p-val 0.181 0.777 0.754 0.241 
n 5 5 5 5 
Period 4 
FAPRI -0.090 -0.166 0.667 0.614 -0.201 
p-val 0.910 0.607 0.018 0.034 0.530 
n 4 12 12 12 12 
USDA -0.068 0.83 1 0 .993 0.061 
p-val 0.932 0.169 0.007 0.939 
n 4 4 4 4 
Period 5 
FAPRI 0.992 -0.008 0.521 0.366 0 .004 
p-val 0.081 0.983 0.150 0.332 0.991 
n 3 9 9 9 9 
USDA 0.570 0.956 0 .997 0.652 
p-val 0.614 0.189 0.048 0.548 
n 3 3 3 3 
Period 6 
FAPRI -0.026 0.928 0.687 -0.007 
p-val 0.961 0.008 0.131 0.989 
n 6 6 6 6 
Period 7 
FAPRJ -0.198 0.103 0.143 -0.117 
p-val 0.749 0.869 0.819 0.851 
n 5 5 5 5 
Period 8 
FAPRI -0.972 -0.931 -0.950 -0.979 
p-val 0.028 0.069 0.050 0.021 
n 4 4 4 4 
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Table 70: Correlation Coefficients for RMSE Difference Test of Net Soybean 
Exports by Projection Period 
Model USDA 1-BLA 3-BLA 5-BLA MA 
Period 1 
FAPRI -0.796 -0.291 -0.178 -0.090 -0.185 
p-val 0.032 0.293 0.527 0.750 0.5 10 
n 7 15 15 15 15 
USDA 0.647 0.802 0.942 0.788 
p-val 0. 116 0.030 0.002 0.035 
n 7 7 7 7 
Period 2 
FAPRI -0.631 -0.488 -0.525 -0.603 -0.522 
p-val 0.179 0.077 0.054 0.022 0.056 
n 6 14 14 14 14 
USDA 0.329 0.457 0.599 0.421 
p-val 0.525 0.363 0.209 0.409 
n 6 6 6 6 
Period 3 
FAPRI -0.852 -0.423 -0.256 -0.507 -0.412 
p-val 0.067 0. 150 0.400 0.077 0.161 
n 5 13 13 13 13 
USDA 0.261 0 .730 0.698 0.458 
p-val 0.672 0.162 0.190 0.438 
n 5 5 5 5 
Period 4 
FAPRI -0.915 -0.544 -0.495 -0.709 -0.519 
p-val 0.085 0.067 0.102 0.010 0.084 
n 4 12 12 12 12 
USDA 0.535 0.739 0.779 0.762 
p-val 0.465 0.261 0.221 0.238 
n 4 4 4 4 
Period 5 
FAPRI -0.448 -0.252 -0.251 -0.532 -0.286 
p-val 0.705 0.513 0.514 0.141 0.455 
n 3 9 9 9 9 
USDA 0 .875 0.973 0.575 0 .601 
p-val 0.32 1 0. 150 0.610 0.589 
n 3 3 3 3 
Period 6 
FAPRI -0.364 -0.302 -0.340 -0.422 
p-val 0.478 0.561 0.510 0.405 
n 6 6 6 6 
Period 7 
FAPRI -0.394 -0.310 -0.765 -0.530 
p-val 0.5 11 0.612 0. 132 0.358 
n 5 5 5 5 
Period 8 
FAPRI -0.971 -0.817 -0.849 -0.998 
p-val 0.029 0.183 0.151 0.002 
n 4 4 4 4 
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Table 71: Correlation Coefficients for RMSE Difference Test of Net Wheat Exports 
bl:'. Projection Period 
Model USDA OECD 1-BLA 3-BLA 5-BLA MA 
Period 1 
FAPRJ -0.351 -0.688 -0.230 -0. 160 0.288 -0.2 16 
p-val 0.440 0.088 0.410 0.568 0.297 0.439 
n 7 7 15 15 15 15 
USDA -0.672 -0.637 -0.331 -0.411 -0.534 
p-val 0.098 0.124 0.469 0.359 0.2 17 
n 7 7 7 7 7 
OECD 0.023 0.320 0.329 0.203 
p-val 0.961 0.483 0.472 0.662 
n 7 7 7 7 
Period 2 
FAPRJ -0.122 -0.363 -0.476 -0.082 0. 181 -0.381 
p-val 0.817 0.480 0.685 0.781 0.535 0.179 
n 6 6 14 14 14 14 
USDA -0.245 -0.377 -0.294 -0.007 -0.270 
p-val 0.640 0.462 0.572 0.990 0.604 
n 6 6 6 6 6 
OECD -0.145 -0.084 0 .356 -0.014 
p-val 0.784 0.874 0.489 0.979 
n 6 6 6 6 
Period 3 
FAPRJ -0.960 -0.861 -0.570 0.016 O.ot8 -0.409 
p-val 0.010 0.061 0.042 0.959 0.953 0.165 
n 5 5 13 13 13 13 
USDA -0.220 -0.217 0.290 0.578 0.048 
p-val 0.723 0.725 0.636 0.308 0.939 
n 5 5 5 5 5 
OECD 0.034 0.474 0.620 0.255 
p-val 0.957 0.420 0.265 0.678 
n 5 5 5 5 
Period 4 
FAPRJ -0.794 -0.810 -0.174 -0.013 0.192 0.046 
p-val 0.206 0.190 0.589 0.967 0.551 0.888 
n 4 4 12 12 12 12 
USDA -0.366 -0.497 0.123 0.693 -0. 134 
p-val 0.634 0.503 0.877 0.308 0.756 
n 4 4 4 4 4 
OECD -0 .3 13 0.428 0 .882 0.195 
p-val 0.687 0.572 0.11 8 0.802 
n 4 4 4 4 
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Table 71 (continued): Correlation Coefficients for RMSE Difference Test of Wheat Net 
EX(!Orts b;):'. Projection Period 
Model USDA OECD 1-BLA 3-BLA 5-BLA MA 
Period S 
FAPRI -0.749 -0.945 -0.867 -0.831 -0.736 -0.856 
p-val 0.461 0.2 12 0.003 0.006 0.024 0.003 
n 3 3 9 9 9 9 
USDA -0.4 16 0.345 0.92 1 0.942 0.852 
p-val 0.727 0.776 0.255 0.2 18 0.35 1 
n 3 3 3 3 3 
OECD 0.756 0.997 0.929 0.945 
p-val 0.455 0.053 0.24 1 0.265 
n 3 3 3 3 
Period 6 
FAPRI -0.898 -0.461 -0.120 -0.849 
p-val 0.0 15 0.358 0.821 0.033 
n 6 6 6 6 
Period 7 
FAPRJ -0.905 -0.499 0.243 -0.858 
p-val O.Q35 0.393 0.694 0.063 
n 5 5 5 5 
Period 8 
FAPRI -0.91 1 -0.913 -0.622 -0.934 
p-val 0.089 0.087 0.378 0.066 
n 4 4 4 4 
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Table 72: Correlation Coefficients for RMSE Difference Test of Beef Exports by 
Projection Period 
Model USDA OECD 1-BLA 3-BLA 5-BLA MA 
Period 1 
FAPRI 0.542 -0.13 1 0.425 0.488 0.424 0.220 
p-val 0 .209 0.780 0. 11 5 0.065 0.115 0.43 1 
n 7 7 15 15 15 15 
USDA -0.397 -0.037 -0.086 -0.062 -0.076 
p-val 0.378 0.937 0.855 0.895 0.872 
n 7 7 7 7 7 
OECD 0.450 0.501 0.520 0.386 
p-val 0.3 11 0.252 0.23 1 0.392 
n 7 7 7 7 
Period 2 
FAPRI 0.749 0. 109 0.656 0.666 0.689 0.540 
p-val 0.087 0.838 0.0 11 0.009 0.006 0.046 
n 6 6 14 14 14 14 
USDA -0.383 -0.099 -0.205 -0. 142 -0.221 
p-val 0.453 0.852 0.697 0.788 0.675 
n 6 6 6 6 6 
OECD 0.270 0.166 0.228 0.152 
p-val 0.605 0.754 0.664 0.774 
n 6 6 6 6 
Period 3 
FAPRI 0.867 0.638 0.823 0.829 0.818 0.774 
p-val 0.057 0.247 0.001 0.001 0.001 0.002 
n 5 5 13 13 13 13 
USDA -0.245 -0.116 -0.225 -0.277 -0.114 
p-val 0.691 0.853 0.746 0.652 0.856 
n 5 5 5 5 5 
OECD 0.137 0.025 -0.028 0.137 
p-val 0.823 0.969 0.965 0.826 
n 5 5 5 5 
Period 4 
FAPRI 0.593 -0.861 0.659 0.767 0.793 0.531 
p-val 0.407 0.139 0.020 0.004 0.002 0.076 
n 4 4 12 12 12 12 
USDA -0.950 -0.665 -0.675 -0.569 -0.709 
p-val 0.050 0.335 0.325 0.431 0.291 
n 4 4 4 4 4 
OECD 0.656 0.706 0.752 0.566 
p-val 0.344 0.294 0.248 0.434 
n 4 4 4 4 
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Table 72 (continued): Correlation Coefficients for RMSE Difference Test of Beef 
Exports by Projection Period 
Model USDA OECD 1-BLA 3-BLA 5-BLA MA 
Period 5 
FAPRI -0.823 -0.905 0.769 0.756 0.801 0.706 
p-val 0.384 0.280 0.006 0.007 0.003 0.0 15 
n 3 3 11 11 11 11 
USDA -0.795 0.760 0.319 0.533 0.820 
p-val 0.415 0.451 0.794 0.642 0.388 
n 3 3 3 3 3 
OECD 0.992 0.898 0.947 0.993 
p-val 0.080 0.290 0.208 0.077 
n 3 3 3 3 
Period 6 
FAPRI 0.645 0.822 0.829 0.632 
p-val 0. 11 8 0.023 0.021 0.128 
n 7 7 7 7 
Period 7 
FAPRI 0.762 0.838 0.823 0.712 
p-val 0. 134 0.077 0.087 0. 177 
n 5 5 5 5 
Period 8 
FAPRI 0.975 0.942 0.927 0.974 
p-val 0.025 0.058 0.073 0.026 
n 4 4 4 4 
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Table 73: Correlation Coefficients for RMSE Difference Test of Pork Exports by 
Projection Period 
Model USDA OECD 1-BLA 3-BLA 5-BLA MA 
Period I 
FAPRI 0.558 0.242 0.505 0.093 -0.252 0 .625 
p-val 0.193 0.601 0.055 0.742 0.364 0.013 
n 7 7 15 15 15 15 
USDA -0.385 0.285 0 .37 0 .367 0 .297 
p-val 0.396 0.535 0.414 0.418 0.518 
n 7 7 7 7 7 
OECD 0.551 0 .61 5 0.556 0.625 
p-val 0.200 0.142 0. 194 0. 134 
n 7 7 7 7 
Period 2 
FAPRI 0.803 0.536 0.579 0.342 0.07 1 0.637 
p-val 0.055 0.273 0.030 0.23 1 0.809 0.014 
n 6 6 14 14 14 14 
USDA -0.293 0.425 0.349 0.584 0 . 129 
p-val 0.574 0.401 0.498 0.224 0.808 
n 6 6 6 6 6 
OECD 0.471 0.499 0.705 0 .3 15 
p-val 0.345 0.314 0. 11 7 0.542 
n 6 6 6 6 
Period 3 
FAPRI 0 .760 0.077 0.619 0.421 0.223 0 .670 
p-val 0.136 0.902 0.024 0.152 0.464 0.012 
n 5 5 13 13 13 13 
USDA -0.792 0.592 0 .447 0.740 0.507 
p-val 0.111 0.293 0.450 0. 153 0.383 
n 5 5 5 5 5 
OECD 0.898 0.872 0.943 0 .886 
p-val 0.040 0.054 0.016 0.045 
n 5 5 5 5 
Period 4 
FAPRI 0.822 0 .25 1 0 .671 0 .536 0.377 0.692 
p-val 0.178 0.749 0.017 0.073 0.226 0.013 
n 4 4 12 12 12 12 
USDA -0.825 0.337 0.760 0.802 0 .258 
p-val 0.175 0.663 0.241 0.198 0.742 
n 4 4 4 4 4 
OECD 0 .985 0.996 0.999 0.966 
p-val 0.016 0.005 0.001 0.034 
n 4 4 4 4 
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Table 73 (continued): Correlation Coefficients for RMSE Difference Test of Pork 
Ex~orts b~ Projection Period 
Model USDA OECD 1-BLA 3-BLA 5-BLA MA 
Period 5 
FAPRI 0.977 -0.079 0.645 0 .520 0.381 0 .670 
p-val 0. 138 0.950 0.032 0.101 0.247 0.024 
n 3 3 11 11 II II 
USDA -0.888 0.995 0.893 0 .781 0 .808 
p-val 0.304 0.061 0.297 0.429 0.401 
n 3 3 3 3 3 
OECD 0.945 0.966 0.965 0.909 
p-val 0.212 0.167 0.168 0.274 
n 3 3 3 3 
Period 6 
FAPRI 0 .623 0.442 0.3 19 0.627 
p-val 0.135 0.320 0.485 0.132 
n 7 7 7 7 
Period 7 
FAPRI 0.427 0.284 0 .161 0.427 
p-val 0.474 0.644 0.796 0.474 
n 5 5 5 5 
Period 8 
FAPRI -0.508 -0.998 -0.972 -0.508 
p-val 0.492 0.002 0.028 0.492 
n 4 4 4 4 
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Table 74: Correlation Coefficients for RMSE Difference Test of Corn Farm 
Price by Projection Period 
Model USDA 1-BLA 3-BLA 5-BLA MA 
Period 1 
FAPRI -0.360 -0.221 -0.538 -0.367 -0.261 
p-val 0.427 0.430 0.039 0.179 0.346 
n 7 15 15 15 15 
USDA -0.339 -0.712 -0.54 1 -0.29 
p-val 0.458 0.073 0.210 0.517 
n 7 7 7 7 
Period 2 
FAPRI -0.293 -0 .520 -0.522 -0.047 -0.544 
p-val 0.573 0.057 0.056 0.874 0.044 
n 6 14 14 14 14 
USDA -0.654 -0.689 -0.330 -0.532 
p-val 0.129 0. 130 0.523 0.277 
n 6 6 6 6 
Period 3 
FAPRI 0.249 -0.647 -0.61 3 0.193 -0 .674 
p-val 0.687 0.017 0.026 0.527 0.01 l 
n 5 13 13 13 13 
USDA -0.786 -0.652 -0.097 -0.763 
p-val 0.11 5 0.233 0.877 0.133 
n 5 5 5 5 
Period 4 
FAPRI -0.27 1 -0.741 -0.625 0.156 -0.773 
p-val 0.729 0.006 0.030 0.627 0.003 
n 4 12 12 12 12 
USDA -0.916 -0.915 --0.571 -0.914 
p-val 0.084 0.085 0.429 0.086 
n 4 4 4 4 
Period 5 
FAPRI -0.203 -0.733 0.079 0.148 -0.767 
p-val 0.870 0.025 0.839 0.703 0.016 
n 3 9 9 9 9 
USDA -0.972 -0.953 0.981 -0.964 
p-val 0. 152 0.196 0.125 0. 172 
n 3 3 3 3 
Period 6 
FAPRI -0.591 0.418 0.732 -0 .768 
p-val 0.217 0.410 0.099 0.075 
n 6 6 6 6 
Period 7 
FAPRI 0.138 0.346 0.365 -0.468 
p-val 0.825 0.569 0.545 0.427 
n 5 5 5 s 
Period 8 
FAPRI -0.371 -0.308 -0.210 0.035 
p-val 0.630 0.692 0.790 0.965 
n 4 4 4 4 
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Table 75: Correlation Coefficients for RMSE Difference Test of Soybean Farm 
Price b~ Projection Period 
Model USDA 1-BLA 3-BLA 5-BLA MA 
Period l 
FAPRI 0.272 -0.596 -0.661 -0.561 -0.683 
p-val 0.557 0.019 0.007 0.029 0.005 
n 7 15 15 15 15 
USDA -0.396 -0.752 -0.541 -0.29 
p-val 0.379 0.051 0.062 0.163 
n 7 7 7 7 
Period 2 
FAPRI 0.239 -0.446 -0.563 -0.242 -0.563 
p-val 0.649 0. 11 0 0.036 0.406 0.036 
n 6 14 14 14 14 
USDA -0.886 -0.598 -0.520 -0.729 
p-val 0.019 0.210 0.290 0.100 
n 6 6 6 6 
Period 3 
FAPRI -0.025 -0.624 -0.798 -0.484 -0.716 
p-val 0.969 0.023 0.001 0.094 0.006 
n 5 13 13 13 13 
USDA -0.793 -0.367 -0.269 -0.505 
p-val 0.109 0.543 0.661 0.386 
n 5 5 5 5 
Period 4 
FAPRI 0.439 -0.773 -0.639 -0.360 -0.710 
p-val 0.561 0.007 0.025 0.251 0.010 
n 4 12 12 12 12 
USDA -0.881 -0.817 -0.697 -0.812 
p-val 0.119 0.183 0.303 0.188 
n 4 4 4 4 
Period S 
FAPRI 0.391 -0.871 -0.862 -0.234 -0.877 
p-val 0.744 0.002 0.003 0.544 0.002 
n 3 9 9 9 9 
USDA -0.975 -0.786 -0.632 -0.911 
p-vaJ 0.142 0.524 0.564 0.270 
n 3 3 3 3 
Period 6 
FAPRI -0.727 -0.858 0.203 -0.878 
p-val 0. 102 0.029 0.700 0.021 
n 6 6 6 6 
Period 7 
FAPRI -0.583 -0.655 0 .790 -0.862 
p-val 0.302 0.231 0.112 0.060 
n 5 5 5 5 
Period 8 
FAPRI -0.379 -0.965 0.539 -0.504 
p-val 0.621 0.035 0.461 0.496 
n 4 4 4 4 
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Table 76: Correlation Coefficients for RMSE Difference Test of Wheat Farm 
Price by Projection Period 
Model USDA 1-BLA 3-BLA 5-BLA MA 
Period 1 
FAPRI -0.432 -0.293 -0.646 -0.656 -0.195 
p-vaJ 0.333 0.289 0.009 0.008 0.487 
n 7 15 15 15 15 
USDA 0.175 -0 .765 -0.617 0 .232 
p-val 0.707 0.045 0.140 0.617 
n 7 7 7 7 
Period 2 
FAPRI -0.624 -0.370 -0.352 -0.141 -0.405 
p-val 0.185 0.193 0.217 0.63 1 0.151 
n 6 14 14 14 14 
USDA 0.010 -0.03 1 0.102 -0.018 
p-val 0.985 0.953 0.847 0.972 
n 6 6 6 6 
Period 3 
FAPRI -0.579 -0.376 -0.3 12 0.134 -0.438 
p-val 0.307 0.206 0.300 0.663 0.135 
n 5 13 13 13 13 
USDA -0.345 0.120 0.890 -0.452 
p-val 0.569 0.847 0.043 0.444 
n 5 5 5 5 
Period 4 
FAPRI -0.672 -0.685 -0.648 -0.296 -0.6 16 
p-val 0.328 0.014 0.023 0.351 0.033 
n 4 12 12 12 12 
USDA -0.536 0.823 0 .929 -0.699 
p-val 0.464 0.177 0.071 0.302 
D 4 4 4 4 
Period 5 
FAPRI -0.986 -0.919 -0.567 -0.364 -0.863 
p-val 0. 108 0.001 0.11 2 0.336 0.003 
n 3 9 9 9 9 
USDA -0.450 0.997 0.990 -0.686 
p-val 0.703 0.047 0.091 0.519 
n 3 3 3 3 
Period 6 
FAPRJ -0.779 -0.281 0.397 -0.825 
p-val 0.068 0.590 0.435 0.043 
n 6 6 6 6 
Period 7 
FAPRJ -0.877 0.108 0.427 -0.956 
p-val 0.051 0.862 0.473 0.011 
n 5 5 5 5 
Period 8 
FAPRI -0.755 -0.143 -0.007 -0.882 
p-val 0.245 0.857 0.994 0.117 
n 4 4 4 4 
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Table 77: Correlation Coefficients for RMSE Difference Test of Direct Government 
Farm Pa;rments b;r Projection Period 
Model USDA 1-BLA 3-BLA 5-BLA MA 
Period 1 
FAPRJ 0.152 -0.59 -0.484 -0 .598 -0.066 
p-val 0.745 0.834 0.067 0.019 0.814 
n 7 15 15 15 15 
USDA 0.191 -0.439 -0.6 19 0.245 
p-val 0.682 0.324 0. 139 0.596 
n 7 7 7 7 
Period 2 
FAPRI 0.319 -0.019 -0.123 -0.170 -0.074 
p-val 0.538 0.949 0.674 0.562 0.802 
n 6 14 14 14 14 
USDA 0.076 -0.289 -0.570 0.027 
p-val 0.886 0.579 0.237 0.960 
n 6 6 6 6 
Period 3 
FAPRI 0.443 -0. l 08 -0.073 0.106 -0.153 
p-val 0.455 0.725 0.813 0.730 0.619 
n 5 13 13 13 13 
USDA 0.170 -0.575 -0.260 0.302 
p-val 0.784 0.311 0.673 0.621 
n 5 5 5 5 
Period 4 
FAPRJ 0.164 -0.512 -0.232 -0 .062 -0.526 
p-val 0.836 0.089 0.467 0.848 0.079 
n 4 12 12 12 12 
USDA 0.404 -0.255 0.320 0.7 17 
p-val 0.596 0.745 0.680 0.283 
n 4 4 4 4 
Period 5 
FAPRI -0.669 -0.456 -0.200 -0.140 -0.589 
p-val 0.533 0.159 0.555 0.682 0.095 
n 3 11 I I I I 11 
USDA 0.967 0.468 0.958 0.960 
p-val 0.165 0.690 0.186 0. 180 
n 3 3 3 3 
Period 6 
FAPRI -0.177 0.194 0.076 -0.289 
p-val 0.705 0.676 0.872 0.578 
n 7 7 7 7 
Period 7 
FAPRI -0.342 0.139 0 .338 -0.413 
p-val 0.573 0.823 0.579 0.490 
n 5 5 5 5 
Period 8 
FAPRI -0.002 0.323 0.555 -0.023 
p-val 0.998 0.677 0.445 0.977 
n 4 4 4 4 
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Table 78: Correlation Coefficients for RMSE Difference Test of Exports, Prices and 
Government Payments Aggregating All Projection Periods 
Model USDA OECD 1-BLA 3-BLA 5-BLA MA 
Corn Net Exports 
FAPRJ -0.044 -0. l l 8 0.201 0.428 -0.124 
p-val 0.835 0.304 0.078 <0.001 0.279 
n 25 78 78 78 78 
USDA -0.048 0 .5 1 0.568 0.009 
p-val 0.820 0.009 0.003 0.964 
n 25 25 25 25 
Soybean Net Exports 
FAPRI -0.650 -0.444 -0.429 -0.555 -0.463 
p-val <0.001 <0.001 <0.001 <0.001 <0.001 
n 25 78 78 78 78 
USDA 0.420 0.583 0.598 0 .53 l 
p-val 0.036 0.002 0.002 0.001 
n 25 25 25 25 
Wheat Net Exports 
FAPRI -0.143 -0.661 -0.168 0.182 0.405 -0.025 
p-val 0.467 <0.001 0.141 0.110 <0.001 0.829 
n 25 25 78 78 78 78 
USDA -0.559 0.009 0.248 0.401 0.210 
p-val 0.004 0.967 0.232 0.047 0.3 13 
n 25 25 25 25 25 
OECD 0.423 0.665 0.749 0.582 
p-val 0.035 <0.001 <0.001 0.002 
n 25 25 25 25 
Beef Exports 
FAPRI 0.435 -0.043 0.255 0.288 0.320 0.204 
p-val 0.030 0.840 0.022 0.009 0.004 0.067 
n 25 25 81 81 81 81 
USDA -0.504 -0.361 -0.432 -0.396 -0.378 
p-val 0.010 0.076 0.031 0.050 0.063 
n 25 25 25 25 25 
OECD 0. 144 0 .046 0.097 0 .115 
p-val 0.492 0.829 0.646 0.585 
n 25 25 25 25 
Pork Exports 
FAPRI 0.633 0.201 0.272 0. 197 0 .120 0.280 
p-val 0.001 0.334 0.014 0.078 0.285 0.011 
n 25 25 81 81 81 81 
USDA -0.55 1 -0.263 -0.207 -0. 109 -0.320 
p-val 0.004 0.205 0.320 0.604 0. 119 
n 25 25 25 25 25 
OECD 0.419 0.406 0.452 0.405 
p-val 0.037 0.044 0.023 0.044 
n 25 25 25 25 
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Table 78 (continued): Correlation Coefficients for RMSE Difference Test of Exports, 
Prices and Government Pa~ments Aggregating All Projection Periods 
Model USDA OECD 1-BLA 3-BLA S-BLA MA 
Direct Government Farm Payments 
FAPRJ 0.007 -0.107 -0.0 l 7 0.023 -0.159 
p-val 0.975 0.343 0.878 0.839 0.156 
n 25 81 81 81 78 
USDA 0.031 -0.070 0.005 0 .005 
p-val 0.885 0.740 0.981 0.98 1 
n 25 25 25 25 
Corn Farm Price 
FAPRI -0.583 -0.530 -0.364 -0 .013 -0.589 
p-val 0.002 <0.001 0.001 0.9 12 <0.001 
n 25 78 78 78 78 
USDA -0.443 -0.273 0.010 -0.497 
p-val 0.026 0.187 0.962 0.012 
n 25 25 25 25 
Soybean Farm Price 
FAPRI -0.322 -0.566 -0.510 -0.204 -0.589 
p-val 0.11 7 <0.001 <0.001 0.073 <0.001 
n 25 78 78 78 78 
USDA -0.437 -0.170 -0.l 05 -0.240 
p-val 0.029 0.4 16 0.618 0.249 
n 25 25 25 25 
Wheat Farm Price 
FAPRJ -0.702 -0.543 -0.397 -0 .162 -0.544 
p-val <0.001 <0.001 <0.001 0. 156 <0.001 
n 25 78 78 78 78 
USDA -0.l l I 0. 125 0 .211 -0.1 97 
p-val 0.598 0.551 0.3 12 0.345 
n 25 25 25 25 
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