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Introduction
In fault-tolerant systems data are always replicated in some way or are encoded by means of errorcorrecting codes. Keeping the data consistent, i.e. correct modules contain correct data can easily be obtained if the data results from a source which is replicated too. However fault-tolerant systems will always be connected to other systems based on different methods for reliability improvement and in any case w i l l be connected to basically unreliable input devices.
These unreliable sources might cause a fault-tolerant system to break down even if the fault-tolerant system does contain no more faults than it is designed to tolerate. The root of the problem is in the broadcasting of the data by the external source to the N modules of the fault-tolerant system.
In the end of the seventies this observation led to the definition of the interactive consistency problem or Byzantine Generals problem [2, 121 and a first solution of the Byzantine Generals algorithm in the early eighties, [ll] .
If an algorithm runs on a system consisting of N modules of which one is the source, and if in this
The prime parameters that characterize interactive consistency algorithms are the number of modules, N , the maximum number of faulty modules, T , that can be tolerated for the algorithm fulfilling its requirements, the number of rounds K , i.e. the maximum number of times a message is relayed, the connectivity of the graph which represents the communication possibilities and the total amount of data which has to be transmitted between the modules. Next to these parameters there are several other parameters that characterize interactive consistency algorithm, such as the synchrony of the system, the fault behavior of the modules, and the way in which the algorithm terminates. In synchronous systems, modules relay messages within a commonly known limited time span, which allows receivers to detect modules which refused to relay data. When messages are authenticated, modules which mutilate the message instead of relaying it can always be detected. In case the messages are not authenticated, faulty modules may mutilate the message arbitrarily and may send different messages in different direct ions. ministic non-authenticated algorithms. is a member of this class. The amount of messages which needs to be transmitted between the modules is reduced considerably by reducing the number of directions in which a message is forwarded and by replacing the broadcast functions by the encoder functions of error-correcting codes and simultaneously replacing the voting function in the decision-making process by the decoder functions of the error-correcting codes applied in the broadcast process. This new class of Interactive Consistency algorithms which is based on voting and error-correcting codes will be derived from a new class of algorithms which we will call Dispersed Joined Communication (DJC) algorithms, cf. figure 1. The latter class of algorithms satisfies more liberal properties than those which are required for the Interactive Consistency (IAC) algorithms.
The Dispersed Joined Communica-

Introduction
In this section we will define a class of algorithms which will be called Dispersed Joined Communication (DJC) algorithms. These aim to transmit a message from a single source module to all modules in the system in the presence of a number of maliciously behaving modules.
A Dispersed Joined Communication algorithm satisfies the following properties: 111 * tion Algorithms 1. If the source and destination are both functioning correctly, then the decision calculated by the decision-making process in the destination equals the original message in the source.
2.
For any two destinations which are both functioning correctly it holds that if the results calculated in these destinations are unequal, then the number of maliciously behaving modules in the system is at least K .
These requirements are similar to the interactive consistency requirements mentioned above, except that inconsistency may occur if the number of faulty modules in the system exceeds the number of rounds. A DJC algorithm prescribes the way in which the message is forwarded through the network from the source to the other modules, the way in which the messages are modified by the modules, and the way in which the final result is calculated in the destinations. DJC algorithms are based on the following ideas:
In order to be able to tolerate modules which behave maliciously, the communication between the source and the destinations is dispersed, i.e. the message which needs to be transmitted is sent possibly in differently modified versions, via different paths from the source to the destinations. This means that the message is encoded by means of an error-correcting code and each symbol of the codeword is transmitted via a different path to the destination. So let a source module be identified by a and let two particular destinations be identified by d and e respectively. Furthermore the system contains mod- : The DJC algorithms and the IAC algorithms derived from them, are based on a recursive implementation the preceding system model and its observations. In general there will exist many DJC algorithms which have the same properties. Therefore we define classes 
The prefix to the source module identifier a is only used if we need to distinguish between different messages in the same module a and in that case denotes the path along which the message traveled to module 
The recursive construction of the algorithms in The behavioral aspects of the algorithms in the class d(T, K, a, Ns) can thus be summarized as follows:
based on an algorithm from the class 
We already proved the theorem for K = 2 and thus by induction on K we obtain that (17) holds for any
Which completes the proof of Theorem 1. 
Some behavioral properties of the
Proof:
We start with property 1. Suppose the source module a and a destination d are both functioning correctly. As the result of these algorithms, in each destination d of the set Ns -{ a } , IB(a)I decisions decK-l((a, b), d ) will become available. If module b is functioning correctly then according to (18) Again we use induction with respect to K .
Basis: K=l
We already concluded from our assumption decK((u),d) # decK((a),e) and d and e both behaving correctly, that module a is behaving maliciously. Hence the system contains at least one maliciously behaving module. It follows that
The latter however is conflicting with the assumption
Recall that our assumption implies d, e E (Ns -{ U } ) .
So from the definition of the construction of the alge rithms in the class d(T, K , a , N s ) we know that the According to the induction hypothesis it holds for the latter classes that if the modules d and e are both functioning correctly and decK-l ((a, b) , b) , e) then the number of maliciously behaving modules in the set N s -{ a } must be at least K -1. And thus with (22) we conclude that the set Ns -{ a } must contain at least K -1 maliciously behaving modules. We already concluded from the assumption that module a behaves maliciously. Hence the set Ns must contain at least K maliciously behaving modules.
(22)
Which completes the proof of Theorem 2.
A class of algorithms for reaching interactive consistency based on voting and coding
The class of algorithms for reaching interactive consistency based on voting and coding is a subclass of the DJC algorithms defined in the previous section and is 
Which proves the first part of the interactive consistency property.
From the second part of Theorem 2 we know that for any two destinations d and e which are both functioning correctly it holds that if the results decK((a),d) and decK((a), e ) are unequal, then the number of maliciously behaving modules is at least K .
However this conflicts with the constraint K = T + 1 and the assumption that at most T modules behave maliciously. In this section we will first discuss the design process and the design freedom which is left by the definition of these IAC algorithms.
In the introduction to this paper we claimed that the reduction of the number of messages which needs to be transmitted between the modules can be obtained by minimizing the number of directions in which the possibly modified messages are broadcast each round, and by replacing the voting function by an error-correcting code.
From the construction we immediately see that replacing the voting function by an error-correcting code causes an increase in the number of modules to which a modified message has to be sent. However, the size of these messages decreases. We will show that this decrease is more efficient than reducing the number of directions. It however has to be paid for by a larger minimal size of the original message in the source and by the fact that the implementation of the decoding function of an error-correcting code is more complex than the implementation of a majority voter. For these reasons we will focus on two subclasses of algorithms, i.e
The Minimal-Voting algorithms, in which the number of directions in which a message is sent, is minimized and in which in the decision-making process only majority voting is applied.
The Madmal-Coding algorithms, in which the messages are broadcast to as many modules as is possible and so maximizing the size reduction of the messages.
Another way of minimizing the amount of messages is to reduce the amount of destinations in which the decisions are calculated to 2T + 1 and thereafter to broadcast the results in an additional round to the other modules. This so-called Subset Method will remain beyond the scope of this paper, see [9] .
Consider an IAC-algorithm from the class d (T,T 
. , U T } ) .
In this algorithm no coding takes place and the message is directly sent to the destinations.
Obviously the design freedom of the algorithm given N and T is in the choice of the next-sets B(a0, al, . . . , u t )
in combination with the choice of the T-errorcorrecting codes y(aO,al,...rat). A more detailed discussion can be found in [9] .
During the decision-making process executed in a In this section we will present a few examples and compare them with existing IAC-algorithms. Only synchronous deterministic algorithms without authentication will be taken into account, i.e. the algorithm published by Pease et al., [ll] which is a member of our class of algorithms and the one published by Dolev [4] .
Starting from the parameters N and T we will compare these algorithms firstly on the number of message bits, #mess, that needs to be transmitted between the modules related to the size of the original message and secondly on the minimum size, msize, of the original message.
The relative number message bits follows from (27) In which the codes used during round t are all the same and thus can be expressed by the parameters n,(t), kc(t) and b,(t) denoting the number of codeword symbols, the number of data symbols and the number of bits in a symbol respectively. The last term in (27) expresses the message content of the first K-1 rounds, the first term the content of round K -1.
Because each time a symbol is encoded again and the minimum symbol size of a T-error-correcting code is determined by rlog,(n, -1)1 bits, the minimum size of m ( a ) can be calculated from the recurrent relations: From these figures we observe that for T = 1 and N = 4 the Pease-algorithm, the minimal-voting and
