It is shown that the Precedence Constrained K-Processor Scheduling problem is W 2 -hard. This means that there does not exist a constant c, such that for all xed K, the Precedence Constrained K-Processor Scheduling problem can be solved in On c time, unless an unlikely collapse occurs in the parameterized complexity hierarchy i n troduced by D o wney and Fellows see 5 . That is, if the problem can be solved in polynomial time for each xed K, then it is likely that the degree of the running time polynomial must increase as the number of processors K increases.
Introduction
The Precedence Constrained K-Processor Scheduling problem is a w ell studied problem. In this problem, we l o o k f o r a s c hedule of a set of unit length tasks T on a set of K processors, that meets a given deadline D, and satis es a given partial order on the set of tasks T. In practical situations the set of tasks will normally bemuch larger than the set of processors. Thus it is an interesting problem is to look for e cient scheduling algorithms when the number of processors K is a xed integer. So far, a polynomial time algorithm is known only for the case of K = 2 7 , and the question whether there exists a polynomial time algorithm for this problem for each xed K is a famous open problem. See e.g. 8 , OPEN 8 . If K is variable, then the problem is NP-hard. Many special cases have been investigated; see e.g. 9 for an overview.
Although it is often believed that`polynomial time' is a synonym for practical', this is not always the case. Polynomial time algorithms with a running time of n K will be slow, even for very small values of K. This observation motivates the study of the structural complexity of parameterized problems: problems that have as part of their input a parameter, usually an integer in N + . For some parameterized problems that are solvable in polynomial time for a xed parameter K, there exists a constant c, such that for all xed K, there exists an algorithm for the problem with xed parameter K, that runs in time On c . This desirable complexity behaviour is termed xed-parameter tractability. For other parameterized problems, it seems that the degrees of the polynomials bounding the running times must depend on K. Well-known examples of the former include K-Vertex Cover and K-Min Cut Linear Arrangement see 8 for the de nitions. Each of these is solvable in linear time for each xed K. Examples of the latter include K-Dominating Set and K-Bandwidth, for which the best known algorithms require time n K and are based on forms of exhaustive search. The di erence between these two kinds of complexity behaviour is reminiscent of the contrast we often see between problems in P and problems which are N P -complete, with the latter often solvable apparently only by means of exponential exhaustive search.
Just as the theory of NP-completeness can be used to show that problems are unlikely to be solvable in polynomial time, the theory of xed parameter complexity, introduced in 5 , can be used to demonstrate the unlikelihood of xed-parameter tractability. Some of the basic notions of this theory are reviewed in Section 2.
The main result of this paper is that the Precedence Constrained Proof: We transform from Dominating Set. Let G = V;E, k be an instance to Dominating Set. Suppose jV j = n, and write V = fv 0 ; : : : ; v n,1 g. Write c = n 2 + 1 . Take D = k n c + 2 n, and take K = 2 k + 1 .
We now de ne a directed acyclic graph H = W; F . H consists of the following parts:
The oor Take a path with length D: take v ertices fa 1 ; : : : ; a D g, and edges a i ; a i+1 for all i, 1 i D , 1. The oor gadgets`Parallel' to each oor vertex of the form a n,1+ c+in , 1 i n, 0 kn, 1, we take a oor gadget vertex: take vertices fb n,1+ c+in j 1 i n; 0 The selector gadgets If i 6 = j and v i ; v j 6 2 E, then we take a vertex, which is put`parallel' to c r;n,1+ c+in,j , for all , 1 k n, r, 1 r k. Take vertices fd r;n,1+ c+in,j j 1 r k; 1 i n; 1 j n; i 6 = j; v i ; v j 6 Call the interval n,1 + i,1c+ 1 ; n ,1 + ic the ith range 1 i kn.
We say that the ith range is polluted by the jth selector path, when there exist an integer in this range to which no vertex on this jth selector path is mapped, i.e., when there exists an x, n , 1 + i , 1c + 1 x n , 1 + ic, with f ,1 x f c j;j 0 j 1 j 0 D , n + 1 g = ;. As each selector path has length D , n + 1 , it can pollute only n , 1 ranges. The total number of polluted ranges hence is at most kn, k, so there is at least one range that is not polluted, say the th range n , 1 + , 1c + 1 ; n , 1 
Conclusions
The main result of this paper indicates that Precedence Constrained K-Processor Scheduling is unlikely to be xed-parameter tractable.
In practical terms, this means, that even if the problem were found to be polynomial-time solvable for xed numbers of processors, the problem still is likely to be impractically hard for small values of K.
We feel that this result is a nice example of the use of a powerful and interesting new tool for the complexity analysis of practical problems.
