This paper presents a new optimization algorithm for the PMU placement problem of a power system. Determination of optimal number and locations for installation of PMUs in a power system is a discrete optimization problem. A probabilistic approach based on multidimensional Fibonacci Search has been developed for simulating the decision making process in each search step of the optimization problem. The resulting solution representing the optimal set ensures full observability under normal as well as various contingency conditions such as any line outage and PMU outage conditions. To justify the performance of the proposed methodology, the results obtained from the standard IEEE Test systems are illustrated and compared with those of other recent publications.
Introduction
The growth and development of synchronized phasor measurement units in the measurement scheme of various substations in transmission systems empowers the wide area monitoring with the provision of highly accurate and time stamped measurements at a faster rate than that of conventional SCADA based measurement systems. This information when utilized in state estimation procedure results in unique determination of all the system states at any time. Administering all these states and taking appropriate timely actions based on those state information in the control centers helps in achievement of different system objectives of protection and security of the power system under any system circumstances. Any error in state estimation can absolutely degrade the control decisions and increases the risk of vulnerable incidents which can be avoided by sufficient deployment of PMUs in the network.
Phasor measurement units (PMUs) are power system devices that provide synchronized measurements of realtime phasors of voltages and currents [1] . The measurement system when populated with PMUs with their installation in various network buses for complete system observability mitigates the demerits arising out of conventional measurement system. The state estimation takes the input from both conventional and PMU based measuring devices and provides more accurate system states while detecting any error in measurement values easily through appropriate detection algorithms and the information obtained from two sets of measurement devices. The results of the state estimation procedure are used in various types of system studies such as optimal power flow, voltage stability assessment, multi-area observability, post-fault event analysis, contingency analysis etc. Also the PMUs can be placed to meet these objectives except full observability. In this paper, only full observability under normal as well as contingency conditions is considered as a criterion for determination of optimal locations of PMUs in a power system.
Due to high cost of PMUs, a minimum number of PMUs must be deployed in a network with the satisfaction of the complete topological observability criteria under normal as well as any type of contingency conditions such as any single line outage or single PMU failure. This can be presented as a discrete optimization problem which is solved for the bus locations for PMU placement. Lots of classical [2] [3] [4] [5] [6] and heuristic methods [7] [8] [9] [10] have been proposed for solving this optimization problem. The classical techniques are mainly based on integer linear programming [3] , integer quadratic programming [5] and mixed integer linear programming [6] techniques and branch and bound algorithms [4] . All these classical techniques differ from each other based on the formulation of observability constraints in the problem. The results obtained are very much dependent on this formulation and can be biased in any particular direction of the search space. On the other hand, the heuristics methods include simulated annealing [7] , tabu search [8] , genetic algorithm [9] and binary particle swarm optimization [10] . In case of heuristic methods, the computational requirement as well as the time and iterations required to find the optimal solution is higher. In this paper a new optimization algorithm is proposed based on a probabilistic search where the objective of reaching the minimum point primarily depends on a competition performed by a set of randomly generated solutions in each search step. This algorithm is especially suitable for discrete optimization problems like the PMU placement problem and has a chance of reaching the optimal set maximum number of times with less iterations as compared to other heuristic techniques.
The rest of this paper is organized as follows. Section 2 describes the information about power system observability conditions. The PMU placement problem formulation under different system conditions are presented in Section 3. Section 4 details the proposed algorithm of the paper. Section 5 enumerates a discussion on the outcome of different case studies of the PMU placement problem when solved using the presented algorithm. Finally Section 6 concludes the paper.
Power System Observability Analysis

Observability Analysis Methods
A system is said to be observable if the voltage phasors of all the system buses can be uniquely determined. This is accomplished by placement of PMU devices in a network. But due to the large expense of the PMU installation process, device cost and other costs incurred, these cannot be placed at all the system buses and the optimal locations need to be determined that can ensure the observability of the system under normal as well as contingency cases. Observability analysis can be carried out in two different ways: which are (1) topological observability, and (2) numerical observability. In this paper we have considered topological observability is considered because of huge computations involved in determination of numerical observability.
Rules for Topological Observability Analysis
Direct Measurements
When a PMU is placed on a bus, it measures the voltage phasor of that bus and the current phasor of all its adjacent buses. The measurements obtained are called direct measurements.
Pseudo Measurements
When the voltage phasor of two terminal buses of a line are known, the current phasor of that line can be calculated. Similarly, when the voltage phasor of one of the terminal buses of line and the current phasor of the line are known, the voltage phasor of the other terminal buses can be calculated. Voltage and current measurements obtained by utilizing these rules are considered as pseudo measurements.
Extension Measurements
The voltage phasor of zero injection (ZI) bus or one of its adjacent buses can determined using the following rules:
 When the voltage phasor of all the adjacent buses to a zero injection bus are known except the ZI bus itself, it can be readily determined using KCL equations.  Similarly when in a group of a ZI bus containing the ZI bus and its adjacent buses, if all the bus voltage phasors except one is known, it can be determined making that bus observable using KCL equations.  Also in a group of ZI buses connected to each other, if the number of unknown bus voltage phasors is equal to or less than the number of ZI buses, then those unobserved bus voltage phasors can be calculated.
PMU Placement Problem Formulation
General
The optimal PMU placement problem is formulated where all the nodes ( N ) of the network are considered as possible locations for PMU placement and this information is represented in terms of 1s in a binary solution vector of size ( N 1  ). The integer linear programming problem formulation for a network of N buses is described as follows,
where X is a binary vector for size similar to the total number of network nodes and i x are its elements which indicates whether a PMU is allowed to be placed on the ith bus or not.
i c is taken as the cost of PMU placement on the i-th bus of the network. In this work all the PMUs are assumed to have same device cost. O represents the observability function, when applied on a solution vector X , can provide the information about system observability. All the elements of the vector resulting from application of the observability function must contain one in each or greater than one in order to obtain a fully observable system. This is ensured by checking all the elements of the vector to contain 1s or greater than 1s.
b is the vector containing ones for ensuring satisfaction of this observability constraint.
Problem ormulation nder ifferent ase tudies
Case 1
This case is for optimal PMU allocation while ensuring full observability under normal operating condition without considering the effect of zero injection buses. The problem formulation is similar to that of eq. (1) The fitness function in this case is as follows,
where PMU N is the number of PMUs in the placement set X . unobs N is the number of unobservable buses resulting due to the PMU placement set X .
Case 2
This case is for optimal PMU placement while ensuring full observability under normal operating condition with consideration of the effect of zero injection buses. The topological rules for determination of the observability of zero injection buses are utilized as part of the observability function ' O ' in order to determine those observable buses. The fitness function for this is similar to that of case 1.
Case 3
This case is for optimal PMU placement which can anticipate outage of any PMU from the measurement system by ensuring full observability after the outage.
where u N is the number of PMU outages in the placement scheme X for which system observability cannot be maintained.
Case 4
This case is for optimal PMU placement which can anticipate outage of any line from the network containing PMUs, occurring one at a time while ensuring complete observability after the outage.
where u N is the number of line outages in the network for which the placement set X cannot maintain full system observability.
Optimization Algorithm
Basic Fibonacci Search Algorithm
Fibonacci Search is a technique used for solving single dimensional convex optimization problems. It employs a divide and conquer algorithm with the help of ratios of Fibonacci numbers in a sorted array to narrow down all the possible solutions. The Fibonacci search technique can be applied for only those functions which are unimodal in the given interval of the variable.
The function to be optimized (minimization or maximization) is given as ) (x f with the interval of x as ] , [ b a . Here a and b are the left and right boundary of the interval, respectively. The solution becomes closer to the optimal value in every search step of the algorithm. The complete algorithm from [11] is explained as follows.
Step-1: Before the starting the search the maximum number of search steps ( m ) to be applied must be determined depending upon a minimum acceptable residual error ( m  ) specified. For ' m ' number of search steps at least ' 2  m ' number of Fibonacci numbers are generated ( 2 2 1 ,..... ,
initialized to 0 which will store the current number of search step. A variable for storing the search direction ( s ) as either +1 or -1 is initialized to +1 for the first search step.
Step-2: In the first search step of the algorithm a point 1 x in the interval is generated as, (9) and the corresponding objective function value is calculated as
Step-3: In this step of every search step of the algorithm, the control variable ' k ' is incremented by 1 and the other search point 2 x is calculated and its objective function value is evaluated as, 
Step x , respectively.
Step-5: In this step the value of k is checked whether it has exceeded 1  m . If the condition is not satisfied the steps 2-5 are repeated.
Step-6: The final result can be obtained from the variables 1 y and 1 x at the end of the final search step.
Multi-dimensional Fibonacci Search
In The complete flowchart for the multidimensional Fibonacci Search is presented in Fig.1 .
The main disadvantage of this technique is that in higher dimensional search space, it takes a higher computational time to reach the optimal solution [12] . Another disadvantage is attaining the same optimal solution in every run even for a multimodal function optimization problem as mentioned in Ref [13] . This occurs because after getting a certain direction towards the optimal solution in the process of exploration, the algorithm never attempts to explore any other search directions in the search space. The inability of the algorithm to explore other search directions is unacceptable since multiple solutions sometimes are necessary in order to choose the best one on the basis of certain criteria. The problem in this paper is a discrete optimization problem and has multiple solutions in the search space. The main disadvantage of the algorithm is the higher computational time requirement for higher bus test systems.
Modified Probabilistic Search Technique
In this paper, a modified probabilistic search technique has been proposed utilizing the basic concept of a multidimensional Fibonacci Search algorithm. Determination of the optimal locations for PMU installation in a network can be considered as a combinatorial optimization problem. The proposed technique is based on a probabilistic search technique. The main idea of the algorithm is based on the search in the neighbourhood of a good solution in the search space assuming that there is a higher probability of the solution to be in the region. It has the ability to explore new search directions and has a very less probability to get struck in the local optimums like other evolutionary algorithm for this kind of problems.
The search starts by generating a set of Fibonacci numbers, the total number of which is selected according to the number of search steps chosen for the algorithm.
Based on the ratios of those Fibonacci numbers in each search step, two numbers 1 m and 2 m are generated in the interval of maximum and minimum limit for each variable/dimension in the search space and are stored in M1 and M2, respectively.
In the multi-dimensional Fibonacci search, after generating two sets of vectors in every search step of each dimension, those two vectors are directly compared in terms of their objective function value. But the number of solutions generated for comparison in a multidimensional binary optimization problem is very large which increases the computational burden.
In the proposed method instead of generating so many solutions for comparison, a set of random vectors are generated by following a procedure and a competition is performed to find out the best value for any dimension in each search step.
In order to determine the direction in which a solution should move in the search space, a set of ' z ' number of random test sample vectors each of which contains binary strings of N bits. Then for each of these test sample vector, two sets of solution vectors z V1 and z V2 are formed from a competition based on a certain criteria taking M1 and M2 vector elements for each dimension. The criteria implies that the content of a particular dimension in the two solution vectors to be compared is either taken from the same dimension content of M1 and M2 depending upon the presence of a 0 or 1 in the generated sample test vector.
For each sample vector two vectors z V1 and z V2 will be formed and ' z ' being the number of sample test vectors. These solution vectors are then sent to an experiment for determining the direction of the movement in the search space for each variable. In the experiment, first each set of two solution vector are mapped for getting binary vectors and their fitness values are calculated. A comparison is carried out in between the pairs of vectors for each test sample based on their objective function value. In the competition, the vector having a better objective function value is chosen as the superior one in between the two vectors in the pair. In the competition, the winner position for a particular variable in this search space is selected based on the number of times a particular number 1 m is selected in forming the vectors V1 and the number of times the vector V1 which have used that position, won the competition with the other solution vector generated from the same test sample vector and using the other position.
At the end of this competition in each search step, the directions for movement of the intermediate numbers generation in M1 and M2 for the next search step are obtained. The solution obtained after reaching the maximum search step limit specified is considered as the best solution obtained with the proposed optimization algorithm.
The complete procedure of the proposed method is described as follows.
Step 1: Specify the total number of search steps ' S ' to be used. Generate a 2  S of Fibonacci numbers :
. Specify the upper and lower limit of variables which is 1 and 0 respectively. Specify the number of variables which is taken equal to the number of buses for this problem. Set the search step number NS to be 1. Set the maximum number of times the competition can be performed NP to be 1. Set all the search step directions d q to be +1.
Step-2: Using the following equation, generate two numbers (13) where
and U is the best solution vector position values of the last search step.
Step-3: Generate a set of random binary vectors P of size N Z  for the first search step where Z can be chosen in between 10 and 50. But for search steps greater than 1, P is generated such that the binary vectors present in each row are pseudo random. This means any binary vector generated will contain zeros but only 1-5 % of the elements in the vector will contain 1s.The 1s in different positions indicates a change from the previous best solution obtained from the last search step and the new vector implies the neighbourhood of that best solution obtained. This step is executed almost 80 % of the time for generating vectors in P otherwise the vector is generated randomly. This procedure is used for generating P because it is necessary to search in the neighbourhood of the previous best solution with a slight change in positions values.
Step-4: For each vector generated 
s are also mapped like the above.
Step-5: In this step an experiment is performed as part of the competition where an index is calculated using the number of positions in the vectors where Step-6: The current best solution vector C is stored as the best solution if the search step is 1 otherwise it is compared with the best solution vector generated in the last search step in terms of fitness values. The corresponding Step-7: Increment NS by 1. If the number of search steps NS has not reached the limit 1  S , then steps 2-7 are executed one more time.
Step-8: The best solution mapped U obtained at the end of search steps is taken as the result of the proposed algorithm.
The complete flowchart for the proposed algorithm is presented in Fig.2 .
Result Analysis
The proposed method is applied to different IEEE test systems and the results representing the optimal PMU placement locations are presented in Tables 1-4 . The optimal number of PMUs obtained for different test conditions are found to be identical with those of [14] and [15] . In Table 1 , the optimal number of PMUs required to ensure full observability under normal operating conditions without considering the effect of zero injection buses using the proposed method is shown and is then compared with the results found in [14] . Similarly in Table 2 , the optimal number of PMUs under normal operating condition with consideration of the zero injection effect is shown and is compared with those of [14] . In Table 3 and 4, the optimal number of PMUs found under contingency conditions such as PMU and line outages are presented respectively and are compared with that of [15] . From all these results, it is evident that the proposed method is capable of determining the optimal number of PMUs for complete system observability under different test conditions. 
Conclusion
This paper presents a new heuristic method utilizing some of the characteristics of the multidimensional Fibonacci search algorithm. The effectiveness is evident from the analysis of the results obtained using the proposed algorithm and then comparing those with other works. The proposed technique can also be used to solve the \discrete optimization problems. The key factor of the technique is its ability to explore the search space in every direction because of inclusion of randomness in its every search step. After finding a direction of search, the algorithm explores its neighbourhood search space to find the best solution in every search step.
