We develop a microscopic theory for the point-contact conductance between a metallic electrode and a strongly correlated material using the non-equilibrium Schwinger-Kadanoff-Baym-Keldysh formalism. We explicitly show that in the classical limit, contact size shorter than the scattering length of the system, the microscopic model can be reduced to an effective model with transfer matrix elements that conserve in-plane momentum. We find that the conductance dI/dV is proportional to the effective density of states, that is, the integrated single-particle spectral function A(ω = eV ) over the whole Brillouin zone. From this conclusion, we are able to establish the conditions under which a non-Fermi liquid metal exhibits a zero-bias peak in the conductance. This finding is discussed in the context of recent point-contact spectroscopy on the iron pnictides and chalcogenides which has exhibited a zero-bias conductance peak.
Introduction
Heavy fermion systems [1, 2] , high-Tc cuprates [3, 4] , and very recently the iron-based superconductors [5, 6] all exhibit symptoms of quantum criticality. The most striking feature of quantum criticality is that the quantum fluctuations associated with the quantum critial point (QCP) couple strongly to itinerant electrons giving rise to drastic changes in the electronic properties. Typically, such emergent properties are non-Fermi liquid-like and hence fall outside the standard theory of metals. While measurements of several physical properties, for example, the heat capacity, magnetic susceptibility, and DC electrical resistivity, have been identified with NFL behavior, a direct probe of the hallmark feature of a NFL, namely the imaginary part of the single-particle self energy Σ(ω) ∼ ω ν with ν < 1, is still lacking. In principle, the temperature dependence of the DC electrical resistivity is expected to be related to ν, but it is also sensitive to many other factors, rendering such measurements inconclusive. In this context angle-resolved photoemission (ARPES) is an ideal probe of this hallmark feature. However, the resolution of the ARPES data is typically not high enough to pin-down ν conclusively. As a result, a reliable experimental setup to judge whether ν is larger or smaller than 1 is one of the most important topics in this field.
We demonstrate here how point contact spectroscopy (PCS) can be used to resolve this problem. Our work here is motivated by recent PCS experiments on iron-pnictide superconductors in which an excess zero-bias conductance was measured well above the temperature associated with the structural rearrangement. Based on an analogy with earlier theoretical work on nematic quantum phase transitions [7] , Lee, et al. argued that the excess zero-bias conductance measured experimentally is likely due to an excess density of states associated with fluctuations near the orbital-ordering quantum phase transition. However, a direct link between the two remains missing as there is no rigorous argument relating the PCS signal in strongly correlated systems to the single-particle density of states. The theoretical foundations for the tunneling density of states have been well established [8, 9] , but we stress here that PCS is not tunneling, and this work establishes a clear connection between PCS conductance and an effective density of states arising from NFL behavior.
In this paper, we build on earlier work [10] to fill in this missing link and as a result are able to establish the circumstances under which the PCS signal is a direct measure of the single-particle density of states in strongly correlated electron systems and hence offers a window into a key probe of nonFermi liquid behavior, namely the imaginary part of the singleparticle self energy. Of course point-contact spectroscopy is an old field dating back to the pioneering work of I. K. Yanson's [11] in 1974 when he was attempting to measure the tunneling conductance across a superconducting/insulator/normalmetal (SIN) planar junction. According to Harrison's theorem [12] , when the superconductor is driven normal, the resulting planar tunneling conductance must be ohmic: Assuming a one-dimensional model, which holds for good planar tunnel junctions, in the standard tunneling conductance formula that assumes weakly correlated electron (conventional) materials, the Fermi velocity v f = (1/ )(dkx/dE) exactly divides out the density of states D(E) = (L/π)(dE/dkx). Yanson discovered weak conductance non-linearities in an SIN junction above the critical field (S = Pb), and that the second harmonic of the conductance (d 2 I/dV 2 ) revealed the Eliashberg function, α 2 F (ω) the strength of about 1% of the background conductance. This resulted from the junctions being "leaky" with nanoscale metallic shorts between S and N allowing electrons to be directly injected through the junction without any tunneling processes; hence Harrison's the-✐ ✐ "pcs-pnas-final" -2014/11/25 -8:53 -page 2 -#2 ✐ ✐ ✐ ✐ ✐ ✐ orem did not apply. He went on to show that when the junction is large such that the mean free path is smaller than the junction (thermal regime) no spectroscopic information can be obtained, but if the junction is smaller than the elastic (Sharvin or ballistic limit) or inelastic (diffusive regime) mean free path, spectroscopic information is revealed. Quasiparticles backscattered through the junction reveal the phonon spectrum; so this technique is also called quasiparticle scattering spectroscopy (QPS). Researchers in the field proceeded to map out bosonic spectra (phonons and magnons) in a variety of materials [13, 14] , quasiparticle scattering from Kondo impurities [13] , spin and charge density waves [15, 16] , and recently a Kondo insulator [17] . With the advent of the Blonder-Tinkham-Klapwijk (BTK) theory [18] , in a clean S/N junction, Andreev scattering was shown to reveal details of the superconducting gap structure, including magnitude and symmetry [19] . This technique has been shown to be particularly useful in superconductors that are difficult to grow in thin film form, e.g., heavy-fermion superconductors [20, 21, 10] and the iron-based high-temperature superconductors [22] . In the heavy-fermions, the Fano background could be accounted for via multichannel tunneling models [10, 23, 24, 25] . Our focus here is on establishing a clear link between the suggestive relationship that excess zero-bias signal measured in PCS is a direct measure of the effective density of states arising from electron correlations [6, 21, 19, 26, 27] .
To this end, we use the Schwinger-Kadanoff-Baym-Keldysh (SKBK) formalism [28, 29, 30] , coupled with certain quite reasonable assumptions, to show that the conductance measured from PCS is proportional to the effective density of states [31] . Since the effective density of states is defined as the integrated single-particle spectral function A(ω = eV ) over the whole Brillouin zone, it contains the information about the single particle self energy Σ(ω). We show that a fingerprint of nonFermi liqud behaviour with ν < 1 is an enhancement of the PCS conductance at zero bias. As a comparison, we also discuss the case of a junction in the thermal regime, in which only DC resistivity is detected. We highlight here that the DC resistivity is fundamentally different from the PCS conductance. The former is corresponding to the current-current correlation function evaluated by Kubo formula, while the later is related to the single particle Green function as described by the SKBK formalism. Consequently, we conclude that the zero-bias peak in the PCS could be identified as a unique signature of nonFermi liquid metal.
Hamiltonian
We start from the ideal point-contact geometry shown in Fig.  1 . The left-hand side is a metallic electrode with infinite bandwidth, and electrons can transport from the electrode into the system (right-hand side) via point contact. A general model to describe this geometry is given by
where d † k,σ,α refers to the creation operator for an electron with momentum k and spin σ in the right (α = R) or left
creates an electron with momentum k and spin σ in the system and ǫ k,α is the band-structure energy dispersion for the electrodes. Hsys is the total Hamiltonian for the system to be measured, containing the kinetic energy with band dispersion of E( k) and the interaction Hamiltonian HI . Hc describes the transfer of electrons between the electrode and the system via point contact.
To determine the Hc suitable for a realistic point-contact geometry, we first write down the corresponding term in real space as
where ψ † d,c ( r) are the creation operators for electron in the electrode and system. V σ,σ ′ ( r) which can describe the point contact shown in Fig. 1 should be written as
In Eq. (3), we have assumed that the spin is conserved through the contact. Performing a Fourier transformation on Eq. (2) leads to Hc given in Eq. (1).
depends on the experimental setup, a general structure for it can still be obtained. From the uncertainty principle, if the electron wave function were to be squeezed into a small area described by Eq. (3), the uncertainty in the momentum of the electron would increase. In other words, as the electron goes through the contact, it could change momentum due to the uncertainty principle. As a result, V k,α, p is non-zero in general for k = p. Furthermore, if the contact size were to increase (larger uncertainty in position), the uncertainty in momentum would decrease. Therefore, V k,α, p for k = p becomes smaller and smaller as the contact size increases. We consider two extreme cases. First, if V ( r) = δ( r − r0), which corresponds to the case for STM, V k,α, p = 1. This means that an electron with momentum k has an equal probability of changing momentum to p after going through the delta-function point contact. On the other hand, for the planar tunnel junction (large contact regime), we assume that the matrix elements of electrons tunneling throughout the entire interface are the same; that is, V ( r) = V for rz = 0. In this case, since the uncertainty in the position of the interface is infinite, the uncertainty in the inplane momentum is zero. Therefore we have V k,α, p = 0 only if the in-plane momentum is conserved ( k = p ). This gives us the well-known tunneling model.
In terms of momentum conservation, PCS lies between the two extremes of STM and planar tunneling. In PCS, the in-plane momentum is not necessarily conserved due to the quantum effects. However, if the contact size is large enough but still smaller than the electron mean-free path, V k,α, p is peaked at k = p . Therefore the classical scatterings, meaning scattering events conserving in-plane momentum, will be dominating. Moreover, experimentally a point contact junction is comprised of many randomly distributed short areas as demonstrated in Fig. 2(a) . Such a configuration with many randomly distributed point contacts (shown in Fig. 2(b) ) allows electrons pass through the junction via these different locations. This effectively increases the uncertainty in position and leads to a further suppression of matrix elements V k,α, p for k = p , as long as the average distance between these point contacts are comparable to, or smaller than, the electron from the metallic electrode into the system through the contact (circle), thereby contributing to the current, while electron B is scattered back by the wall, resulting in no contribution to the current.
mean-free path. Consequently, it is a valid approximation that the dominant scatterings are ballistic, and in keeping with the classical limit, we keep only that part of the transfer Hamiltonian which conserves the in-plane momentum. This reduces our model to that of an effective Hamiltonian containing only transfer matrix elements that conserve the in-plane momentum, which has been shown to capture the physics for PCS in the classical limit in several systems [25, 10] .
Schwinger-Kadanoff-Baym-Keldysh (SKBK) formalism
Now we briefly discuss the working principle of PCS. Electrons are injected from the metallic electrode (left) via the point contact into the system with excess energy. This excess energy must be relaxed by inelastic scattering in the system, and the electrons must be thermalized upon reaching the electrode on the other side (right), thereby contributing to the current I that can be measured. Consequently, the conductance, defined as (dI/dV ), could reveal information about scattering mechanisms in the system. Since the processes involving electrons relaxing excess energy are non-equilibrium in nature, we employ the standard SKBK formalism to compute the current. By contrast, if the contact size is longer than the electron mean-free path, i.e., in the thermal regime, the excess energy of the injected electrons will be consumed at the junction. In this case, the SKBK formalism does not apply and one should treat it as a usual resistor using the Kubo formula. As a result, in the thermal regime, PCS conductance will only be determined by the resistivity and in fact, this criterion has been used to determine the quality of the junction in Ref. [26] .
We follow the same procedure and notation used in Ref. [32] for the SKBK formalism. The final expression for the current is
where fL,R(ǫ) is the Fermi-Dirac function of left (right) electrodes, andÂ
is the single-particle spectral function defined as the imaginary part of the full Green function.Ĝ r,a (ǫ) are the retarded and advanced Green functions containing self-energieŝ Σ(ǫ) =Σsys(ǫ) +ΣL(ǫ) +ΣR(ǫ), [ 6 ] withΣsys(ǫ) the self-energy due to the interactions inside the system HI andΣL,R(ǫ) the self-energy due to the contacts. Γ L,R (ǫ) is the imaginary part ofΣL,R(ǫ). All the functions here are matrices with indices (m, n) standing for the degrees of freedom in Hsys.
It is instructive to analyze certain limits of Eq. (4). As argued above, the matrix element
With this choice of V
, we find thatΓ L,R (ǫ) is diagonal in momentum space. As a result, ifΣsys(ǫ) is also diagonal in momentum space, which is usually the case for states not breaking translational invariance, Eq. (4) becomes
If we assumeΓ L,R ( p , ǫ) lacks momentum dependence and work in the limit of ImΣ small enough so that A( p , ǫ) becomes a delta-function, Eq. (8) reduces to
where the density of states for the quantum channel is
and
is the transmission coefficient. This is of the same form of the Landauer transport formula.
Formalism for conductance
Since the conductance is obtained by taking the derivative of the current with respect to the applied voltage, V , it is crucial to find out the V -dependence in the expression for I. We continue using the approximation given in Eq. (7) and consequently adopt the expression for I given in Eq. (8) . As usual, the Fermi functions [fL(ǫ) − fR(ǫ)] give rise to the most prominent V -dependence. We make the common assumptions that the electrodes have infinite bandwidth and the chemical potentials for the two electrodes are related through eV = µL − µR.
Without loss of generality, we set µR = 0 and consequently, The effect of the external electric field due to the voltage bias on the energy dispersion of the system has not been included at present. This effect is generally complicated, but it can be included phenomenologically in our formalism by replacing E p with E p (eV ). As a consequence, at zerotemperature, the current I becomes
where
[ 13 ]
So far the formalism is still general, but more realistic approximations can be made to simplify the calculations. If the interface between the electrodes and the system is clean, no extra scatterings will be induced by the surface effects. Therefore, we can further assume V p = V0 in Eq. (7) [35] . With this assumption in hand, we reduce the self energy due to the contact to ΣL,
where N is the density of states near the Fermi energy E f of the electrodes. The last simplification in the above equation reflects the fact that we are only interested in the energy scale eV ∼ 100meV << E f . In other words, T ( p , ǫ) can be approximated by a constant
, and the conductance can then be obtained by dI dV = G0(eV ) + G1(eV ),
It is now clear that the most dominant term in the conductance is G0(eV ) which encodes the spectral function. G1(eV ) describes the contribution due to the effect of external electric field to the system. Such an effect could be generally small except in systems like ferroelectric and nano materials. Moreover, since PCS is a bulk measurement, it is reasonable to assume that E p (eV ) = E p − eV /2, meaning that the bias voltage only produces a shift in the energy dispersion. For eV << E f , it is clear that the change in the spectral function due to eV , equivalently dA( p ,eV,ǫ) dV in G1(eV ), is negligible for our purpose.
Collecting all the pieces together, we obtain
as our final expression for the conductance, where
[ 16 ] 
Application to iron pnictides
Eq. 16 allows us to compute the PCS conductance for a variety of systems as long as the single particle self-energy is known. It can be shown that for the non-interacting case, PCS conductance actually detects the band structure density of states. For a non-Fermi liquid system, a unique zero-bias peak will be obtained if the single particle self energy satisfies some criteria. The proof is straightforward, as detailed in the Supplementary Materials. We can then adopt a general form for the conductance measured in PCS for iron pnictides in which the zero-bias peak has been observed [26] . The result
contains the fitting parameters (B1, C1, R1, W1, W2). The first term describes the effect from the non-interacting density of states, and B1 captures the effect of the external field on the band dispersion which was taken to be 3/2 in the last section. The remaining terms describe the effects from the non-Ferimi liquid self-energy. The fitting strategy is as follows. Since (B1, C1, W1) are mostly related to the non-interacting part of contribution, they are chosen to fit the PCS conductance at high bias. (R1, W2) are related to the real and imaginary parts of the non-Fermi liquid self energy, and they are fit to obtain the PCS conductance near zero bias. The fitting to the point-contact conductance for parent BaFe2As2 at T = Ts = 135K is shown in Fig. 3 . The higher bias behavior is fit well by a linear density of states (D(E) = D(E f ) + B1(E − E f )), which is consistent with STM measurements. As for the zero-bias peak, our theoretical fitting, however, shows a much sharper peak at zero bias than is observed experimentally. This deviation arises from two sources. First, our treatment is strictly valid at zero temperature. At finite temperature, the Fermi function is no longer a step function, so f ′ (ǫ − eV ) is not a delta function. Therefore the convolution of the effective density of states with f ′ (ǫ) results in a broadening of the spectral function, directly resulting from thermal population effects. To account for this, 
[ 18 ] where f (ǫ) = 1/(e βǫ + 1) and β = 1/kB T . This results in a significant modification in the fitting formula ,
at finite temperature. This accounts for the fact that the experimentally observed zero-bias peak, performed at finite temperature, is broader than our theory calculated at zero temperature. Second, we have made the assumption in Eq. (17) that the non-Fermi liquid self-energy is momentum-independent and only results from a modification of the states right at the Fermi surface. In principle, the self-energy should have a smooth transition from a non-Fermi liquid form to something else for states away from the Fermi surface, and unfortunately no current theoretical tools can be employed to capture this effect accurately. Lawler et. al. addressed this problem using multidimensional bosonization [7] , and they found a logarithmic form for the effective density of states of the form
As seen in Fig. 3 , the peak is less sharp if we fit the data with Eq. (20), as expected. Finally, at lower temperatures, we measure a sharp dip at zero bias, which always accompanies a background conductance that strongly increases with bias, whose origin remains unclear. In summary, these details would in general increase the density of states for energies slightly away from the Fermi energy, making the peak at zero bias less sharp as seen in experiments. Except for the sharp dip at zero bias which we cannot explain, we conclude then that any apparent disagreement with the experimental data can be corrected by finite temperature and matrix element effects in our formalism. Consequently, we conclude that a strong zero-bias peak in the PCS conductance in non-superconducting materials is a genuine feature of a non-Fermi liquid system. Indeed, such a feature represents the fingerprint of strong correlations. As a comparison, it is well established that PCS can detect quasiparticle scattering effects due to electron-phonon, electronmagnon, and single-impurity Kondo interactions, but the feature associated with each is a small (∼ 1%) decrease in the background conductance. The accepted explanation for the small decrease is that, at a particular energy, the electrons are backscattered by the interactions, thereby reducing the conductance [13] . These features have been successfully modeled using the classical non-linear Boltzmann equation [13] . The only example in which the conductance is increased is in the case of Andreev reflection from superconductors. Although this can produce a sub-gap conductance as high as doubling the background conductance, it is due to the unique property of particle-hole mixing of the Cooper pairs [18] , and does not apply in the non-superconducting materials modeled here. The experiments we are modeling show a large (∼ 20%) increase in the background conductance around zero bias in non-superconducting materials. Unlike the understood effects described just above, we have modeled the quantummechanical non-Fermi liquid behavior, resulting from strong electron correlations in which the self-energies of all the singleparticle states are strongly modified. The imaginary part of the self-energy determines the broadening of the spectral weight in a particular single-particle state, and the form of ImΣ(ǫ) defined in Eq. (23) indicates that the states at the Fermi energy suffer the least broadening. As a result, the effective density of states is largest at the Fermi energy, leading to the zero-bias peak. More importantly, for non-Fermi liquids the power ν in ImΣ(ǫ) ∼ (ǫ/E f ) ν is smaller than 1. This indicates that ImΣ(ǫ) is not negligible even for small ǫ and consequently, the zero-bias peak is observable in reality. It is also noteworthy to mention that although the formalism presented here adopts a form obtained from the perturbative RPA approach, the increase of the effective density of states at the Fermi energy is also obtained from the non-perturbative multidimensional bosonization technique [7] .
Another intriguing feature is that while the DC resistivity shows a significant change with respect to the structural and magnetic phase transitions, the PCS conductance seems to be insensitive to them. This discrepancy is due to the different nature of these two measurements. DC conductivity, by definition, is the current-current correlation function at zero frequency σ(0), and typically it can be expressed using the Drude formula which can be obtained by applying the relaxationtime approximation to the Kubo formula [37] : σ(0) = ne 2 τ m * , where τ is the transport relaxation time averaged over the Brillouin zone. As a result, the DC resistivity is proportional to 1/ τ , which is highly sensitive to the change in the lattice due to the structural phase transition. In our formalism, the PCS conductance measures the integrated single-particle spectral function. Since the transport relaxation time is related to the inverse of the self energy at the Fermi energy, its presence only broadens the delta-function-like peaks in the single-particle spectral function. As a result, as we integrate the single-particle spectral function over the whole Brillouin zone, Fermi surface reconstructions due to phase transitions play a very small role in the measured PCS conductance. Exception will be the case when the phase transition opens a gap near the Fermi energy. In this case, the density of states of the reconstructed Fermi surface changes radically due to the gap formation, which would be detected by the PCS (see Supplementary Materials). Since iron pnictides and chalcogenides remains metallic through the structural and magnetic phase transitions, the PCS conductance is insensitive to these phase transitions.
Conclusion
We have developed a quantum theory to show that PCS is capable of detecting an effective density of states arising from non-Fermi liquid behavior. For junctions in the thermal regime, where the electron mean free path is smaller than the junction size, quasiparticle transport is well-described by the current-current correlation function according to the Kubo formalism, so the behavior is as a simple resistor. As the junction size is reduced to the ballistic (Sharvin) regime, we have shown that the PCS conductance is consistently described with a single-particle Green function, according to the SKBK formalism with a set of reasonable approximations. We have shown that the microscopic model for PCS can be reduced to a tunneling model with only momentum-conserving processes in the classical (ballistic) limit. Furthermore, since PCS samples the effective density of states obtained from integration over whole Fermi surface, it is insensitive to simple Fermi surface reconstruction without a gap, so is a filter for non-Fermi liquid-like We have specifically demonstrated that the zerobias peak observed in the PCS measurement in iron pnictides and chalcogenides is due to a non-Fermi liquid behavior, which can be induced by orbital fluctuations. This theory can also be used to explain why the non-Fermi liquid density of states can be detected in heavy fermions and quantum critical materials. Our results shed a new light on application of PCS to investigate strongly correlated systems, and to determine if a new material, in fact, exhibits strong electron correlations. 
Non-interacting case
We first discuss the non-interacting case in which Σsys = 0. In this case, the only self-energies in the full Green function are from the contacts which can be assumed to be constants as discussed in previous section. As a result, we have
where Λ ≡ Λ L + Λ R and Γ ≡ Γ L + Γ R /2. Plugging the self energy into Eq. (16), we find that A( p , eV ) is just a Lorentzian function with the broadening factor Γ and a shift in energy Λ. Since Λ is a constant, it can be absorbed into the chemical potential which we will drop from now on. If we take the limit Γ → 0, A( p , eV ) → δ 3 2 eV − E p + µ , the conductance becomes
where D(E) is the density of states defined in Eq. 10. This means that the conductance in fact maps out the density of state of the system with energy 3 2 eV measured from the chemical potential (or Fermi energy E f at zero temperature). It is important to note that in order to obtain the typical Ohmic behavior, D(E) is assumed to be a constant and thus the conductance is a constant as well [33] . This assumption is valid for a metal whose E f is so large that the variation of D(E) near Fermi energy is small. However, for systems with complicated band structure, a non-Ohmic behavior could be observed if D(E) were to vary significantly near E f even in the absence of interaction effects. In realistic experiments, Γ is in general finite, but it will not produce any qualitative change if it remains small compared to energy scale we are interested. Typlically, Γ should be no more than a few meVs, otherwise it will be considered as a bad contact [26] .
The result in this section can be applied to some interacting systems in which Fermi surface reconstruction with a gap opening near the Fermi energy occurs at low temperatures and the associated fluctuations are negligible. In this case, the band structure is reconstructed below a certain temperature, and the resulting density of states varies dramatically near the Fermi energy as a result of a gap formation [15] . Consequently, the conductance measured from the PCS can detect this reconstructed density of states. This may explain the observations made in the PCS study of the Kondo-lattice URu2Si2, in which the reconstruction of the density of states due to the hybridization gap was clearly observed. [19] Itinerant system with unusual self-energy due to strong correlation
The interaction effects of the system are included in Eq. (16) through Σsys in the self energy. We emphasize that in the derivation of Eq. (16), only the contact Hamiltonian Hc in Eq. (1) is treated perturbatively, to second order in this case. We take G in Eq. (5) to be the full Green function. In other words, Eq. (16) is generally valid even for the spectral function obtained from non-perturbative approaches. Therefore, just knowing the functional form of the spectral function, or equivalently Σsys, allows us to describe the features of the conductance. Quite generally, larger values of Σ( p , ǫ) indicate that an electron with momentum p and energy ǫ undergoes stronger scattering due to interactions. This effectively reduces the probability for an electron to remain in its initial state. Such a reduction is reflected in the suppression of the spectral function A( p , ǫ). The integration of A( p , ǫ) over momentum p gives the effective density of states at energy ǫ modified by the interaction (self-energy), which is directly proportional to the conductance measured by PCS.
For an itinerant electron system near a quantum critical point, non-Fermi liquid behavior can emerge, and the single-particle Green function is stongly modified. While the self-energy can be obtained by either perturbative [34, 27] or non-perturbative approaches [7, 36] for specfic models [6] , it could be written in the following general form Σsys( p , ǫ) = F ( p )V ef f a ǫ EF α + i b1 kBT EF 2 + b2 ǫ EF ν , [ 23 ] where F ( p ) is a function peaked at p on the Fermi surface, V ef f the effective interaction parameter, and (a, b1, b2) are parameters which generally have weak dependence on momenta at the Fermi surface. ǫ here is the energy measured from the Fermi energy. A standard Fermi liquid has α = ν = 2, and the non-Fermi liquid metal is generally defined as ν < 1. Inserting Eq. (23) into Eq. (16), we find that the conductance can be divided into non-interacting (Gn(eV )) and interacting (Gi(eV )) parts for the simplest case of F ( p ) = 1 for E f − ∆/2 ≤ E p ≤ E f + ∆/2 and = 0 elsewhere. To be more specific, we have dI dV = Gn(eV ) + Gi(eV ),
Gi(eV ) = e 2 T h F S d p A( p , eV ), [ 24 ] where F S refers to integration only over a small area in momentum space near the Fermi surface with E f − ∆/2 ≤ E p ≤ E f + ∆/2. Care must be taken in analyzing Gi(eV ). First, we introduce N (E f ) = D(E f )∆, where D(E) is the non-interacting density of states defined in Eq. 10, to describe the number of states characterized by the non-Fermi liquid self-energy. Then Gi(eV )
