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We point out a sharp reverse Cauchy–Schwarz/Hölder matrix in-
equality. The Cauchy–Schwarz version involves the usual matrix
geometricmean: LetAi andBi bepositivedeﬁnitematrices such that
0 < mAi  Bi MAi for some scalars 0 < mM and i = 1, 2, . . . , n.
Then ⎛
⎝ n∑
i=1
Ai
⎞
⎠ 
⎛
⎝ n∑
i=1
Bi
⎞
⎠− n∑
i=1
Ai  Bi 
(√
M − √m
)2
4
(√
M + √m
) n∑
i=1
Ai,
where the matrix geometric mean of positive deﬁnite A and B is
deﬁned by
A  B = A 12
(
A−
1
2 BA−
1
2
) 1
2
A
1
2 .
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1. Introduction
Let ai and bi be positive real numbers, i = 1, 2, . . . , n. The Hölder inequality says that
n∑
i=1
a
1
p
i b
1
q
i

⎛
⎝ n∑
i=1
ai
⎞
⎠
1
p
⎛
⎝ n∑
i=1
bi
⎞
⎠
1
q
(1)
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for p, q > 1 such that 1
p
+ 1
q
= 1.When p = q = 2 in (1), the Cauchy–Schwarz inequality holds. These
inequalities can be extended to matrices. Let A and B be positive deﬁnite matrices. Their geometric
mean is
A  B := A1/2
(
A−1/2BA−1/2
)1/2
A1/2
and a matrix Cauchy–Schwarz inequality for positive deﬁnite matrices {Ai}ni=1 and {Bi}ni=1 is:
n∑
i=1
Ai  Bi 
⎛
⎝ n∑
i=1
Ai
⎞
⎠ 
⎛
⎝ n∑
i=1
Bi
⎞
⎠ , (2)
also see [6]. In a recent paper [7], Lee obtained a sharp reverse inequality for (2):
Theorem A. Let Ai and Bi be positive deﬁnite matrices such that mAi  Bi MAi for some scalars 0 <
mM and i = 1, 2, . . . , n. Then⎛
⎝ n∑
i=1
Ai
⎞
⎠ 
⎛
⎝ n∑
i=1
Bi
⎞
⎠
√
M + √m
2
4
√
mM
n∑
i=1
Ai  Bi.
A key feature of this statement is the “sandwich assumption” mAi  Bi MAi. This leads to more
general/precise estimates than simple data of bounds for spectra usually found in the reverse literature,
like σ(Ai) ⊂ [r, s] and σ(Bi) ⊂ [r′, s′] for some r, s, r′, s′ > 0.
Very recently, in order to obtain a reverse matrix Hölder inequality, Bourin et al. [2] extended
Theorem A to weighted geometric means. For α ∈ [0, 1], the weighted geometric mean A α B of two
positive deﬁnite matrices A and B is deﬁned by
A α B := A1/2
(
A−1/2BA−1/2
)α
A1/2,
so that A α B = A1−αBα whenever A and B commute. The following inequality, for positive deﬁnite
matrices {Ai}ni=1 and {Bi}ni=1, is a matrix version for (1)
n∑
i=1
Ai α Bi 
⎛
⎝ n∑
i=1
Ai
⎞
⎠ α
⎛
⎝ n∑
i=1
Bi
⎞
⎠
and the main result in [2] is a ratio type reverse statement. In this short note we complete it by a
difference type reverse statement.
2. Reverse Cauchy–Schwarz inequality
We start with a difference type reverse of the matrix Cauchy–Schwarz inequality:
Theorem 1. Let Ai, Bi be positive deﬁnite matrices such that mAi  Bi MAi for some scalars 0 < mM
and i = 1, 2, . . . , n. Then⎛
⎝ n∑
i=1
Ai
⎞
⎠ 
⎛
⎝ n∑
i=1
Bi
⎞
⎠− n∑
i=1
Ai  Bi 
(√
M − √m
)2
4
(√
M + √m
) n∑
i=1
Ai.
To prove it, we need a well-known lemma. The proof given here is adapted from [1].
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Lemma 2. Let Z be a positive matrix such that m Z M for some scalars 0 < mM. Then
‖Zh‖‖h‖ − (Zh, h) (M − m)
2
4(M + m)‖h‖
2 (3)
for every vector h.
Proof. Let S be any subspace and let M′ and m′ be the largest and smallest eigenvalues of ZS, the
compression of Z onto S. Then we have mm′ M′ M and hence (M−m)
2
4(M+m) 
(M′−m′)2
4(M′+m′) . Therefore, it
sufﬁces to prove (3) for ZS withS = span{h, Zh}. Hencewemay assume that dimH = 2 and ‖h‖ = 1.
Then for some orthonormal vectors e, f and x ∈ [0, 1], Z = Me ⊗ e + mf ⊗ f and h = xe + √1 − x2f .
Setting x2 = ywith y ∈ [0, 1], we have
‖Zh‖ − (Zh, h) =
√
M2y + m2(1 − y) − (My + m(1 − y)),
which attains its maximum on [0, 1] at y = (M + 3m)/4(M + m) with the value (M − m)2/4(M +
m). 
Lemma 3. Let A and B be positive deﬁnite matrices such that mA BMA for some scalars 0 < mM
and let Φ : Mn(C) 	→ Mk(C) be a positive linear map. Then
Φ(A)  Φ(B) − Φ(A  B)
(√
M − √m
)2
4
(√
M + √m
)Φ(A). (4)
Proof. Firstly, we prove the case of Φ(X) = (Xx, x) for a vector x. If we put
Z =
(
A−
1
2 BA−
1
2
) 1
2
and h = A 12 x
in Lemma 2, then by assumption we have
√
m Z 
√
M and it follows that∥∥∥∥∥
(
A−
1
2 BA−
1
2
) 1
2
A
1
2 x
∥∥∥∥∥
∥∥∥∥A 12 x
∥∥∥∥−
((
A−
1
2 BA−
1
2
) 1
2
A
1
2 x, A
1
2 x
)

(√
M − √m
)2
4
(√
M + √m
) ∥∥∥∥A 12 x
∥∥∥∥2 .
Therefore, we have
√
Φ(A)Φ(B) − Φ(A  B)
(√
M − √m
)2
4
(√
M + √m
)Φ(A).
For the general case, suppose thatΦ is a positive linearmap. Let h be any vector.We deﬁne the positive
linear functionalΨ onMn(C) byΨ (X) = (Φ(X)h, h). Then there exists a positive semideﬁnite matrix
Y such that Ψ (X) = Tr(XY). If π(X) : Mn(C) 	→ Mn(C) is the left multiplication by X , then
Ψ (X) = (π(X)h, h),
where the inner product is the canonical inner product on Mn(C) and h = Y 12 . Since mA BMA
impliesmπ(A)π(B)Mπ(A), the discussion above yields
√
Ψ (A)Ψ (B) − Ψ (A  B)
(√
M − √m
)2
4
(√
M + √m
)Ψ (A). (5)
On the other hand, since
(A  Bh, h) = ((A− 12 BA− 12 ) 12 A 12 h, A 12 h)

∥∥∥∥∥
(
A−
1
2 BA−
1
2
) 1
2
A
1
2 h
∥∥∥∥∥
∥∥∥∥A 12 h
∥∥∥∥ = (Ah, h) 12 (Bh, h) 12 ,
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we have
(Φ(A)  Φ(B)h, h)
√
(Φ(A)h, h)(Φ(B)h, h) =
√
Ψ (A)Ψ (B). (6)
Combining with (5) and (6), we get
(Φ(A)  Φ(B)h, h) − (Φ(A  B)h, h) 
√
Ψ (A)Ψ (B) − Ψ (A  B)
(√
M − √m
)2
4
(√
M + √m
)Ψ (A)
=
(√
M − √m
)2
4
(√
M + √m
) (Φ(A)h, h)
for all vectors h and hence we have the desired inequality (4). 
Proof of Theorem 1. If we put
A = diag(A1, . . . , An), B = diag(B1, . . . , Bn) and Φ(A) = Z∗AZ,
where Z∗ = (I, . . . , I) in Lemma 3, then we have Theorem 1. 
Theorem 1 entails a reverse statement of the operator concavity of
√
t:
Corollary 4. Let Ai be positive deﬁnite matrices such that m Ai M for some scalars 0 < mM and
i = 1, . . . , n. Then, for positive real numbers ωi such that∑ni=1 ωi = 1,√√√√ n∑
i=1
ωiAi −
n∑
i=1
ωi
√
Ai 
(√
M − √m
)2
4
(√
M + √m
) I.
3. Matrix Hölder inequality
In this section, we prove a difference type reverse of the matrix Hölder inequality generalizing
Theorem 1.
Theorem 5. Let Ai, Bi be positive deﬁnite matrices such that mAi  Bi MAi for some scalars 0 < mM
and i = 1, 2, . . . , n. Then for each α ∈ [0, 1]⎛
⎝ n∑
i=1
Ai
⎞
⎠ α
⎛
⎝ n∑
i=1
Bi
⎞
⎠− n∑
i=1
Ai α Bi −C(m,M,α)
n∑
i=1
Ai,
where the constant
C(m,M,α) = (α − 1)
(
Mα − mα
α(M − m)
) α
α−1
+ Mm
α − mMα
M − m
is optimal.
Of course, Theorem 5 is an extension of Theorem 1,
−C
(
m,M,
1
2
)
=
(√
M − √m
)2
4
(√
M + √m
) .
We need some preliminaries.
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Lemma 6. Let Z be a positive matrix such that m Z M for some scalars 0 < mM and let α ∈ [0, 1].
Then
(Zh, h)α(h, h)1−α − (Zαh, h)−C(m,M,α)(h, h) (7)
for every vector h.
Proof. Put μ = Mα−mα
M−m and ν = Mm
α−Mαm
M−m for each α ∈ [0, 1]. Since y = tα is concave, then for the
line μt + ν crossing tα at t = m and t = M, we have
tα + C(m,M,α)μt + ν  tα
on [m,M]. In fact, F(t) = μt + ν − tα − C(m,M,α) is a convex function with the minimum zero at
t0 =
(
Mα−mα
α(M−m)
) 1
α−1 ∈ [m,M] by F ′(t0) = 0. Thus we have
(Zx, x)α + C(m,M,α)μ(Zx, x) + ν = ((μZ + νI)x, x)(Zαx, x)
for every unit vector x. Replacing x by h/‖h‖, we have the desired inequality (7).
Next, since μt + ν < tα for t ∈ (m,M), the equality (Zαx, x) = ((μZ + ν)x, x) holds if and only
if x is a linear combination of eigenvectors corresponding to m and M. Moreover the only zero of
F is t0 ∈ (m,M), and hence the equality (Zx, x)α + C(m,M,α) = μ(Zx, x) + ν holds if and only if
(Zx, x) = t0. Therefore, if em and eM are corresponding unit eigenvectors tom andM respectively, and
we put
x =
√
1
M − m (M − t0) em +
√
1
M − m (t0 − m) eM,
then we have (Zx, x)α − (Zαx, x) = −C(m,M,α) as desired. Hence the inequality (7) is sharp. 
Lemma 7. Let A and B be positive deﬁnite matrices such that mA BMA for some scalars 0 < mM
and let α ∈ [0, 1]. Then
(Ah, h)1−α(Bh, h)α − (A α Bh, h)−C(m,M,α)(Ah, h) (8)
for every vector h.
Proof. By replacing Z and h by A− 12 BA− 12 and A− 12 h in Lemma 6, sincem Z M we have the desired
inequality (8). 
Lemma 8. Let A and B be positive deﬁnite matrices such that mA BMA for some scalars 0 < mM
and Φ a positive linear map on Mn(C) 	→ Mk(C), and α ∈ [0, 1]. Then
Φ(A) α Φ(B) − Φ(A α B)−C(m,M,α)Φ(A). (9)
Proof. If we putΨ (X) = (Φ(X)h, h) for a vector h, then by a similar method as in Lemma 3, it follows
from Lemma 7 that
Ψ (A)1−αΨ (B)α − Ψ (A α B)−C(m,M,α)Ψ (A).
Therefore, we have
(Φ(A) α Φ(B)h, h) − (Φ(A α Φ(B)h, h) Ψ (A)1−αΨ (B)α − Ψ (A α B)−C(m,M,α)Ψ (A)
= −C(m,M,α)(Φ(A)h, h)
for every vector h and hence we have the desired inequality (9). 
Proof of Theorem 5. If we put A = diag(A1, . . . , An), B = diag(B1, . . . , Bn) and Φ(A) = Z∗AZ where
Z∗ = (I, . . . , I) in Lemma 8, then we have Theorem 5. 
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Theorem 5 yields a reverse statement of the operator concavity of tα for α ∈ [0, 1]:
Corollary 9. Let Ai be positive deﬁnite matrices such that m Ai M for some scalars 0 < mM and
i = 1, . . . , n. Then, for α ∈ [0, 1] and positive real numbers ωi such that∑ni=1 ωi = 1⎛
⎝ n∑
i=1
ωiAi
⎞
⎠α − n∑
i=1
ωiA
α
i −C(m,M,α)I.
4. Application
In [3], the relative operator entropy for two positive deﬁnite matrices A and B is deﬁned by
S(A|B) := A 12
(
log A−
1
2 BA−
1
2
)
A
1
2 ,
which is a relative version of the operator entropy S(A|I) = −A log A due to Nakamura–Umegaki [8].
From the formulae [4]
S(A|B) = lim
α→0
A α B − A
α
,
wewill derive fromTheorem5 an interesting reverse inequality involving the Specht ratio,which is the
upperboundof the arithmeticmeanby thegeometric one forpositivenumbers: for x1, . . . , xn ∈ [m,M]
with 0 < m < M and h = M
m
, Specht [9] showed that
x1 + · · · + xn
n
 S(h) n
√
x1 · · · xn,
where the Specht ratio S(h) is
S(h) = (h − 1)h
1
h−1
e log h
(h /= 1) and S(1) = 1. (10)
Then we may state the following corollary:
Corollary 10. Let Ai, Bi be positive deﬁnite matrices such that mAi  Bi MAi for some scalars 0 < mM
and i = 1, 2, . . . , n, and h = M
m
. Then
S
⎛
⎝ n∑
i=1
Ai |
n∑
i=1
Bi
⎞
⎠− n∑
i=1
S(Ai | Bi) log S(h)
n∑
i=1
Ai, (11)
where the Specht ratio S(h) is deﬁned as (10).
Proof. By Theorem 5, we have(∑n
i=1 Ai
)
α
(∑n
i=1 Bi
)−∑ni=1 Ai
α
−
n∑
i=1
Ai α Bi − Ai
α
− 1
α
C(m,M,α)
n∑
i=1
Ai (12)
for α ∈ [0, 1]. As α → 0, the left hand side in (12) converges to the left hand side in (11). Finally, we
shall show that − 1
α
C(m,M,α) → log S(h) as α → 0, also see [5]. Since h = M
m
, we have
− 1
α
C(m,M,α) = 1 − α
α
(
hα − 1
α(h − 1)
) α
α−1
mα + h
α − h
α(h − 1)m
α
= mα
⎛
⎝ 1
α
((1 − α)
(
hα − 1
α(h − 1)
) α
α−1
− 1) + h
α − 1
α(h − 1)
⎞
⎠
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= mα
⎛
⎜⎝(1 − α)
(
hα−1
α(h−1)
) α
α−1 − 1
α
− 1 + h
α − 1
α
1
h − 1
⎞
⎟⎠
→ 1 ·
(
(1 − 0) log
(
log h
1
h − 1
)−1
− 1 + log h
h − 1
)
= − log(log h) + log(h − 1) − 1 + 1
h − 1 log h = log S(h)
as α → 0. Therefore, we have Corollary 10. 
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