A new approach is described which estimates vocal tract shape sequences for speech consisting of voiceless speech and periods of silence as well as voiced speech. This method, based on the use of articulatory codebooks, has proved successful in identifymg the place position of stops and fricatives.
INTRODUCTION
Most previous work conaning the estimation of articulatory parameters from the speech waveform considers only the voiced portions of speech There are good reasons for this resmction: voiced excitation gives a well-defined formant structure to the specawn. which provides a relatively large amount of information regankg the shape of the vocal tract. Also, the position of the source CNUICS that resonances corresponding to the whole of the vocal tract shape are well illuminated by the excitation. An altexnative. but invasive, approach to obtain a precise spectrum is to use extanally generattd artificial excitation with known characteristics [ 11 [2].
However, speech consists not only of voiced sounds, but also of silence periods and unvoiced sounds, and as these sounds can conitribute significantly to the Peroeption of speech and provide addiitional evidence as to the state of the vocal tract, it would be wise to ilncorporate them in the estimation.
Unfonunately the mapping between the articulatory and acoustic domains is not straightforward and can vary abruptly especially when different excitation types are considered. In the production of unvoiced sounds, the location of the source, the decoupling effect of the consmction. and the high losses at the open glottis result in the resonances of the rear cavity being less prominent in the output spectrum [3]. Also, wider bandwidths, associated with gnater losses, make this spectrum less well-defined During silence intervals in the speech the spectrum contains no information regarding the shape of the vocal tract. In this case the measured spectrum adopts that of the background noise or falls against preset limits in the analysis. This paper describes a new approach to the use of voiced, unvoiced and silence intervals in the 'estimation of vocal tract time sequences in an extension to our previous work on the analysis of voiced speech [4] . This new approach enables the application of the same underlying dynamic constraints to all three speech categories, despite the more complicated nature of the articulatory-acoustic relation when considering speech sounds in general.
In the second part of this paper we introduce a new fast method of inversion. suitable for voiced speech. This gives continuously valued vocal tfact area estimates, and also allows the use of a more general dynamic model for the changes in these areas.
. A CODEBOOK APPROACH TO

INVERSION
In our previous work on the estimation of articulatory parameters (41 an articulatory codebook containing a range of vocal tract shapes (160 OOO) and their resulting speech spectra was used to npresent the articularory-to-acoustic domain mapping. This codebook was pre-generated using a lossless Kelly-Lochbaum model whose area function was specified according to the Distinctive Regions Model @RM) [SI, producing the appropriate spectral outputs for given vocal tract shapes that were sampled at logarithmic intervals in area. The perceptually-based PLP cepstral coefficients were used with W S weighting to provide the spectral representation.
A pre-selection procedure forwarded a subset (typically 1OOO) of these cocEebook entries for each frame of speech to a dynamic programming (DP) search, corresponding to those vocal tract shapes which yielded the most acoustically similar output to the observed specmun for that frame of speech. The DP search then selected from the 1000T vocal tract time sequence possibilities available (where T is the number of frames), the one that minimised a cost function based on the acoustic similarity baween the codebook entries and observed spectra, plus the continuity of the vocal tract shape across the speech frames (Equation 1). k ( t ) here is the relative weighting of the acoustic cost, which was set to a constant for the analysis of voiced speech.
This procedure is represented in Figure 1 .
EXTENSIONS TO TBE CODEBOOK APPROACH
The previous analysis has been applied successfully to voiced speech. It would seem possible to apply this technique directly to unvoiced speech by simply adding further codebook entries, but we have found that the characteristics of these sounds make them illsuited to this approach.
Unvoiced Sounds
It was found that one of the reasons why the pmious method was less successful for unvoiced sounds was that the evidence provided by the s p e c " alone was insufficient to make a hard decision at the pre-selection stage. Also, as the vocal tract shape behind the constriction has little influence on the spectrum for unvoiced sounds, then the pre-selection may 'saturate' with the same front cavity shape for different rear cavity shape combinations. This effect also highlights a redundancy in repeatedly performing acoustic distance calculations for these shapes, the results of which should be quite similar.
. 2 . Using Separate Codebooks
In order to avoid the failure of the pre-selection procedure it was acknowledged that some articulatory parameters are not always specified well by the observed s p e " , in particular those associated with the vocal tract shape behind the constriction for unvoiced sounds, and the whole of the tract during silence intervals. In our modified approach, therefore, it is left to the dynamic constraints alone to reconstruct the parameter values during these times.
An 'u" codebook was generated on the basis of a few simple assumptions:
0 to describe unvoiced speech spectra an approximate represen- Figure 2 The DP search of possibilities forwarded from two articulatory codebooks after preclassification.
tation is appropriate, and 0 this approximate representation can be based solely upon the front part of the vocal tract, as the shape of the vocal tract in front of the constriction has a dominant effect on the spectrum.
In this way the codebook can be made reasonably small, as only the shape of the front portion of the vocal tract needs to be varied (2364 entries were used), making the technique less sensitive to the pre-selection stage.
For voiced speech, a codebook similar to that used in the previous analysis (Section 2) was used with a reduced size (50625 entries).
Codebook Selection and DP Search
After an initial classification to label the observed speech as voiced, unvoiced or silent, the analysis considered the spectrum of each speech ffame according to its type. An acoustically-based preselection search of a voiced or unvoiced articulatory codebook was carried out for voiced or unvoiced speech frames rrspectively.
ADP search was then made to obtain the best vocal tract time sequence using the previously described matching and dynamic criteria, taking into accouIlt that the vocal tract shape for the unvoiced and silence frames is either partially or not at all specified (Figure 2) . In the case of the silent frames. given the simple first order dynamic constraints, these frames can be effectively ignored by the analysis and the dynamic cost inversely scaled appropriately according to the length of the silence period. This is equivalent to setting k ( t ) = 0 in Equation 1. A similar approach can be taken for the unspecified parameters for unvoiced sounds, except that additional constraints, such as a constant constxiction location, are necessary to ensure the DP search still yields the globally optimum solution.
Results
The The results also suggest it would be wise to constrain the constriction aperture to sizes consistent with those yielding unvoiced excitation. Consmction widths, most noticeably for [fJ, were unrealistically large. This can be atuibuted to the fact that the output spectrum from our model is not sensitive to the constriction size under the second assumption in Section 3.2.
As the current lossless model pcxforms particularly badly (departs from expectation) when small constrictions arc used, the inclusion of losses is also deemed to be essential.
ANALYSIS-BY-WNTHESIS
The codebaok searching technique allows us a 'safe' way of obtaining vocal tract shapes as the search is a global one obtaining the best fit, to the resolution given by codeboolr quantisation, for the observed speech. If the size of the codebook is sufficiently large then this quantisation effect is minimised. Unfortunately, the DP search 
Direct Synthesis
.An iterative analysis-by-synthesis scheme has been developed ,which allows the use of an arbitrary nth order model for these ariticulatory dynamics (Figure 4) and there is also an uncertainty in the result as the iterative search will come to rest in the nearest local cost minima of the solution
space.
An investigation of the extent of this local minima problem (which, if only the acoustic cost is-considered, is equivalent to the widely documented one-to-many mapping ambiguity between the acoustic and articulatory domains) has been carried out by observing the shape of the acoustic cost function in articulatory space. No distinct bimodalities in this function were encountered, but complex regions of low acoustic cost were observed that could conceivably 'capture' an iterative technique which simultaneously tries to minimise a continuity cost in a suboptimal solution.
Also, it was found that introducing losses in the model stabilises and smoothes the articulato~~-acoustic mapping yielding a smoother solution space. This is important for iterative gradient descent techniques which rely on such smooth error curves for their success, and also for the success of an attempt to approximate the mapping with an MLP.
MLPMapphgs
Previous attemprs at using neural networks for the inversion task usually use an MLP in the forward direction, evaluating vocal tract shape outputs from spectral inputs. Our approach is to replace the articulatory synthesiser in Figure 4 with an MLP which produces a spectral output, in the form of PLP cepstral coefficients, from vocal tract shape inputs. As the MLP is used in the synthesis direction then the many-toone nature of the mapping presents no problem to the training. The MLP can be evaluated rapidly, and derivatives of the error function easily backpropagated through the MLP, so this approach represents a considerable saving in computation over using the articulatory synthesiser ping, supplied in the form of an articulatory codebook with 50625 elements. 10% of the training examples were reserved for crossvalidation, the error of which failed to tum upwards in each case suggesting that an even larger net might be appropriate for this task.
Results
The MLP with 2 hidden-layers and 30 hidden units in each hidden layer was used in the iterative analysis-by-synthesis technique shown in Figure 4 for the analysis of 'Why were you away a year Roy? (Figure 5(a) ). When initialised with the estimates from a DP articulatory codebook search using the same 50625-element code book used in the training, the acoustic error (evaluated by direct comparison of o r i w and resynthesised speech) was found to decrease further from that given by the estimates from the codebook search. Replacing the articulatory synthesiser in Figure 4 by this MLP increased the iteration speed by over fifty times.
Together with the DP search of a small codcbook, to provide the initialisation ( Figure S(b) ). the total inversion task was more than seventy times faster than the large codebook search described in Section 2. A spectrogram of resynthesised speech from vocal tract shapes obtained using this method is compared with those obtained using the codebook approach in Figun S(c) and (d).
When this experiment was repeated for smaller MLP's the acoustic error was found to increuse, despite the fact the aror calculated by the MLP was decreasing, due to disparity between the actual mapping and the (in this w e oversimplified) MLP approximanon.
To determine how sensitive the technique is to the initialisation, the optimisation was initialised using the estimates from DP searches using differently sized codebooks. It was found that the technique is indeed sensitive to its initialisation, but a codebook search of a reduced size (and hence a faster process) could be used in the initialisation.
. CONCLUSIONS
A method has been demonstrated for the estimation of vocal tract shapes across three different classes of speech sound. It was found necessary to treat each of these classes in a different way as the spectrum alone is an unreliable indicator of vocal tract shape for unvoiced sounds and silence. In preliminary experiments this approach appears to be reasonably successful in identifymg the correct place position for a range of stops and fricatives, although further enhancements such as the inclusion of dismbuted losses and the use of silence as a closure cue are recommended.
