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Summary 
This work is applicable to the resolution limits of electron beam 
lithography in thin resist layers on thin support membranes, in 
particular using poly(methyl methacrylate) (PMMA) as the 
electron beam resist. On thin support membranes it is generally 
found that the ultimate resolution of PMMA is about 10 
nanometres, whereas on solid substrates the resolution for 
arbitrary patterns is usually of the order of 100 nanometres, due 
to the large numbers of high energy electrons backscattered from 
the substrate. 
It has been proposed that secondary electron production wi thin 
the resist, and the subsequent "energy spreading" caused by the 
higher-energy secondaries having a significant range in the 
material, is responsible for the ultimate resolution of PMMA on 
thin substrates. In this work, the range over which electrons of 
a given energy are able to expose the resist was measured by a 
direct method. The material was exposed by means of a low 
energy, constant current densi ty electron beam, and after 
development the loss of thickness was measured. Electron ranges 
measured by this method are directly applicable to the study of 
resolution limits in lithography. 
The energy distribution of secondary electrons created in the 
resist by inelastic collisions of high energy primary electrons 
was estimated by electron energy loss spectroscopy. These 
measurements were combined with the low energy electron range 
data in a Monte-Carlo program to simulate line exposures on a 
nanometre scale. The simulation program has been used to suggest 
how improvements in resolution and the minimum spacing of 
features might be brought about. 
Measurements of the effective resist contrast on a macroscopic 
scale were made, in order to optimise the development process for 
very high resolution lithography in PMMA. A cross-linking 
positive methacrylate resist was also characterised 
macroscopically. 
The linewidth-exposure dose relationship for fine line exposures 
in very thin PMHA was measured. In most cases the exposures were 
performed by an electron beam of nominal diameter similar to the 
minimum linewidths obtained. An accurate method of measuring 
electron beams of less than 10 nanometres in diameter has been 
developed, in order to ascertain the effect on linewidths of the 
electron beam profile. This method involves scanning the 
electron beam across an etched silicon edge, and detecting the 
transmitted current. The technique is also found to be of use in 
producing consistent measurements of larger diameter electron 
beams in commercial lithographic equipment. 
Using the low energy electron exposure system designed for the 
measurement of secondary electron ranges in PMMA, some further 
work was performed on the sensitivity to low energy electrons of 
the amorphous chalcogenide glass resist arsenic trisulphide, 
enabling some conclusions to be drawn on the exposure mechanism 
of this material. 
CHAPTER 1 
Introduction 
1.1 Significance of the resolution limits of electron beam 
lithography 
The principal use of electron beam lithography at present is in 
the production of reticles for the semiconductor industry, which 
are then reproduced by optical projection. The resolution of 
optical lithography is limited by the wavelength of the radiation 
to hundreds of nanometres, and electron beam lithography can 
quite easily better this by some considerable margin, so its 
theoretical resolution limit is not usually called into question; 
speed and coverage area are more significant factors. 
In the manufacture of digital electronics, the expertise 
available in optical lithography provides the gradual 
improvements in performance necessary for growth of the industry, 
while it seems increasingly unlikely that other techniques of 
patterning semiconductor wafers directly, such as x-ray, ion 
beam, and electron beam lithography, will become competi ti ve in 
mass production, mainly for reasons of speed and the cost of 
equipment. However, the current popularity being enjoyed by 
Boolean logic, on which most modern electronics is based, may not 
continue indefinitely. Future techniques may require the use of 
devices which are small on an atomic scale, whereas at present 
the size of a device is only one factor in the performance versus 
cost relationship. The finest resolution of any lithographic 
process is achieved by electron beam lithography, yet it has not 
approached the theoretical limit set by the smallest focused 
electron probe that can be formed (less than 1 nanometre). The 
success of attempts to fabricate structures with dimensions of 
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the order of 10nm will rely on a detailed knowledge of the 
interaction of the electron beam and resist on this scale, and 
the present work is a study of this interaction. 
1.2 The scanning electron microscope 
The apparatus for electron beam lithography is based on the 
scanning electron microscope (SEM), in which a finely focused 
beam of electrons is scanned over an area of a specimen to be 
examined. A review of the early development of the SEM was given 
recently by Oatley1.1. The first scanning electron microscope 
was a transmission instrument which was constructed in Germany in 
the 1930's by von Ardenne 1.2,1.3, but the instrument was not used 
extensively in this form since it could not compete in resolution 
and ease of use with the conventional transmission electron 
microscope arrangement. Scanning electron microscopes for the 
examination of thick specimens became practical in the early 
1950's when sensitive secondary electron detectors were 
developed 1. 4- 1. 6 , but the first commercial SEM, the Cambridge 
Instrument Company's "Stereoscan", was not marketed until 1965. 
The basic theory of electron beam diameter, lens aberration, and 
probe current and brightness (current into unit solid angle) was 
given by K.C.A. Smith 1.7. At present, commercial SEM's are 
available which can form electron probes of about 5nm diameter, 
but scanning transmission electron microscopes (STEM's) are also 
available commercially, which may have probe diameters as small 
as 0.5nm (in the case of the Vacuum Generators HB5 instrument). 
1.3 Scanning electron beam lithography 
At an early stage in the development of scanning electron 
microscopy (1960), it was demonstrated by Mollenstedt and 
2 
Speidel 1. 8 that patterning of a thin membrane (in this case 
collodion) could be achieved with a resolution of about 20nm. In 
1965 Broers demonstrated 150nm wide metal lines on a solid 
silicon substrate by the beam-induced polymerisation of organic 
contamination (residual vacuum pump oil) onto the specimen, and 
subsequent ion etching 1.9• A similar technique was later used to 
achieve 8nm metal features on thin silicon nitride 
substrates 1• 10 . 
Organic contamination as an electron resist suffers from very 
poor sensitivity, and from depletion when closely spaced features 
are attempted. The development of poly(methyl methacrylate) 
(PMMA) as an electron beam resist 1.11 has led to more practical 
high-resolution electron beam lithography. Using a double-layer 
PMMA resist structure (to provide undercut profiles) and lift-off 
processing, it has been possible to achieve metal lines 10nm wide 
on thin substrates 1. 12 ,1.20. In this case the exposures were 
made using an 8nm beam, but the resolution has not been bettered 
using a beam of less than 1nm diameter 1. 13. The linewidth limit 
is signi ficantly greater when closely-spaced line exposures are 
made 1 . 12, 1 . 13. 
On thick substrates the resolution of electron beam lithography 
can be poorer than on thin membranes due to significant 
backscattering of high-energy electrons from the substrate1. 14. 
However, the use of PMMA and lift-off processing has enabled 
silicon MOS transistors with gate lengths as short as 100nm to be 
fabricated 1. 15 ; with very high electron acceleration potentials 
(120kV) it has been possible to reduce the effect of 
backscattering to such an extent that 10nm linewidths have been 
achieved on solid gallium arsenide 1. 16 . Such high resolution 
lithography on solid substrates presents problems of examination 
and alignment, and it may be more practical to manufacture 
semiconductor devices of dimensions smaller than 100nm on thin 
semiconductor membranes 1. 12 . 
3 
The amorphous nature of the inorganic resists arsenic trisulphide 
and germanium selenium glass has aroused interest in these 
materials for high resolution Ii thography, but the results from 
these materials have not approached the resolution of 
PMMA 1.17,1.18. Langmuir-Blodgett films have recently been 
patterned with lines as narrow as 10nm 1.19, although the image 
transfer to metal from such films may prove to be more difficult 
than from PM MA. 
Very fine, high brightness electron beams have been used to cut 
2nm wide lines through thin crystals of sodium chloride 1.21 and 
various metal beta-aluminas 1. 22 . The direct cutting technique, 
however, necessitates much longer exposure times than 
conventional exposure-development techniques. Patterns cut in 
these materials have not been transferred to other materials in 
order to form useful structures, and the method is not yet 
considered to be a practical lithographic process. 
1.4 Outline of the work presented 
The main body of the work presented will be concerned with the 
characterisation of the various effects involved in the exposure 
of PMMA by electron beams, and will be particularly applicable to 
very high resolution lithography (ie. less than 0.1 micron 
linewidths) on thin substrates. A consistent method for the 
measurement of sub-10nm-diameter electron beams is presented; 
measurements are made to optimise the effective resist contrast 
in the development process; the numbers of secondary electrons 
generated in the resist (by the collision of primary electrons -
see figure 1.1) are estimated by electron energy loss 
spectroscopy, and the ranges over which such low-energy electrons 
are able to expose the resist are measured. These measurements 
are brought together in a Monte-Carlo model which should be more 
4 
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Fig. 1.1 Electron beam exposure of resist. 
Resist 
accurate than one based on theoretical predictions. The results 
of simulations of single-line exposures using the model are 
compared with those of experimental exposures, with both 8nm and 
very fine (less than 1nm) electron beams. 
Some results are also presented on the low-energy electron 
exposure of the inorganic resist arsenic trisulphide; these 
results represent a further use of the low-energy exposure system 
used to measure the range of secondary electrons in PMMA. 
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CHAPTER 2 
Measurement of electron beam profiles 
2.1 Introduction 
The accurate measurement of the diameter of the focused spot of 
an electron beam is important in electron beam lithography, as 
the spot size influences the minimum width of line which can be 
written by a given electron beam machine. Metal lines 10nm wide 
have been produced using lift-off processing of lines written in 
PMMA by our Philips scanning electron microscope with a nominal 
spot diameter of 8nm. Quantitative information on an electron 
beam of this order of size is very important in assessing such 
results. As well as measuring the nominal spot diameter of the 
beam, it is also useful to measure any significant "tails" in the 
beam shape, outside the nominal diameter, which could affect the 
minimum line spacing and the exposure latitude that can be 
achieved in lithography. 
Scanning electron microscope columns in general, and those used 
in e-beam lithography machines in particular, have no facilities 
for imaging the spot formed by the final (objective) lens. In 
order to measure the beam diameter, resort is therefore made 
either to resolution tests, where the minimum edge-to-edge or 
centre-to-centre spacing observable in the image of a sui table 
test specimen is taken as a measure of spot diameter, or to edge 
definition measurements where the reflected or transmitted 
current is measured as the beam is scanned across a sharp edge. 
The former method is recognised as being somewhat arbitrary, as 
the result is specimen-dependent. The latter is potentially 
capable of yielding more quantitative information about beam size 
and shape, and should allow consistent measurements to be made by 
8 
different observers. The sharp edge employed must be straight 
and opaque to electrons to a distance within the accuracy that is 
required of the measurement. Using edges etched in metal foils, 
it is very difficult to achieve simultaneously a sharp edge and 
sufficient thickness of film to provide adequate opacity. 
Cleaver and Smith2. 1 have made spot measurements of about 20 to 
30 nanometres using etched copper foils, and it has been found 
that 20nm is approximately the resolution limit of this method. 
A slightly rounded edge will tend to scatter electrons into the 
detector, and it is found that the signal trace varies rapidly as 
the beam is moved along the specimen, indicating considerable 
irregularities in the edge. 
2.2 Use of vertical etched silicon edges for beam measurement. 
In this chapter the use of anisotropically etched silicon to 
provide the sharp edge is considered. Silicon is an ideal 
material to provide edges that are straight to well wi thin the 
dimensions that are required in most electron beam measurements, 
because it can readily be etched along crystal planes. It is 
also a convenient material to use since it can be etched to the 
specimen dimensions required. A standard (100) silicon wafer can 
be etched along the (111) planes to form tapered edges. Etched 
holes in silicon of this orientation have been used by Iida and 
Everhart 2.2 as registration marks for electron beam lithography, 
and they estimate that the etched edges are sufficiently sharp to 
measure electron beam diameters less than 10nm. However, it is 
found that when a (100) wafer is mounted horizontally, the 
tapered edge of the silicon is too thin and hence transparent to 
electrons close to the edge, and cannot be used for high 
resolution beam measurements. Whilst edge transparency can be 
reduced by coating the silicon with gold-palladium or molybdenum, 
this does not provide better resolution than an etched copper 
foil, probably because of the granularity and edge rounding 
9 
effect of the coating material. 
To take advantage of the silicon specimen having a plane etched 
'. 
face, it can be tilted to bring the etched face almost vertical, 
as shown in the arrangement of figure 2.1. This results in the 
edge transparency problem being avoided without coating the 
specimen. An alternative method of obtaining vertical etched 
faces is to use (110) oriented silicon, in which some of the 
(111) planes are orthogonal to the plane of the wafer. 
Most of the experiments described here were conducted with (100) 
silicon because it is more readily available, but it will be 
shown that the results with either orientation of material are 
very similar, and (110) silicon is more convenient in use since 
it is mounted almost horizontally under the beam. 
Figure 2.2 shows transmission electron micrographs of an etched 
edge in (100) silicon, (a) with the specimen mounted 
horizontally, the thickness extinction contours indicating that 
the edge is transparent to electrons, and (b) with the specimen 
tilted to bring the etched edge almost vertical, resulting in a 
sharp edge that is opaque to electrons. In this chapter it is 
shown that when a vertical silicon edge is used for beam diameter 
measurement, the resolution limit is usually better than 5nm 
provided that a tilting stage is available so that the angle of 
the silicon specimen can be optimised. It will also be shown 
that in less critical applications the specimen mounting angle 
can be preset, leading to the possibility of a "plug-in" specimen 
which might be used in a routine for setting up the beam. The 
silicon specimens used can also provide a simple method of 
astigmatism correction. 
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Fig. 2.1 Measurement of an electon beam using a tilted, etched 
silicon edge and a transmission detector. The line scan signal 
from the detector represents an integral of the electron beam 
profile. 
150 nm 
8. 
b. 
Fig. 2. 2 Tr ansmission electron microg raphs of a preferentially-
etched edge in <100> silicon, (a) with the specimen mounted 
horizontally, the thickness extinction contours indicating the 
edge to be transparent to electrons, and (b) with the specimen 
tilted to bring the etched face almost vertical, resulting in a 
sharp edge that is opaque to electrons. 
2.3 Manufacture of silicon edge specimens in <100> and <110> 
material 
Most of the process steps for etching <100> and <110> silicon are 
identical. The wafers are scribed into 10mm square dice which 
are then polished down to approximately 100 microns. This 
reduces the etch time and the depth of the etched face, and 
enables the finished specimens to be mounted in most electron 
microscope specimen stages. Both faces of the die are polished, 
then oxidised to a thickness of about one micron in wet oxygen at 
1 1500 C for four hours. 
Conventional photolithography is used to remove the oxide in the 
areas to be etched. The resist employed is Shipley AZ 1350J, and 
is spin-coated onto both sides of the wafer. After development 
the resist is baked at 175 0 C for 30 minutes to enable it to 
withstand the silicon dioxide etch. The oxide is etched using a 
commercial silicon dioxide etch, rather than hydrofluoric acid 
which attacks the photoresist. The etch pattern used for <100> 
silicon is shown in figure 2.3, and includes break lines to 
divide the die into 3mm diagonal chips. The rectangular area in 
each chip is aligned along the (111) planes. Misalignment within 
about one or two degrees causes "stepping" of the etched edges 
but does not appear to be detrimental to the performance of the 
specimen. 
The silicon is etched by the low-temperature S-etch described by 
Reisman et al. 2. 3, which yields a very high 100:111 etch rate 
ratio of about 33:1 when used at 50oC, and gives exceptionally 
smooth etched faces. The etch consists of 220ml ethylene 
diamine, 29.4ml deionised water, and 35.3g pyrocatechol, and is 
catalysed with 1.32g pyrazine. To avoid the irregular etch 
structure descri bed by Reisman et al. 2.4 the etch bath is heated 
to 1 15 0 C for one hour before use. The etch bath is contained in 
a reflux system, with nitrogen bubbling through the solution, and 
1 1 
Fig. 2.3 Mask design used for etching the <100> silicon edge 
specimens, to fit a 10mm square wafer. The rectangular holes 
etch completely through the silicon to form the edges, while the 
thin lines etch to form break lines in the silicon to assist in 
dicing the wafer. 
magnetic stirrer agitation. The bath temperature is 
automatically controlled to within 0.2oC. The etch rate at 500 C 
in the (100) direction is about 4.5 microns per hour. In order 
to avoid contamination deposits, the silicon is transferred to 
boiling deionised water for ten seconds on completion of the etch 
and then rinsed in cold deionised water, as described by Reisman 
et ale 2.3 The rectangular hole in the oxide etches back through 
the silicon in the (100) direction along the (111) planes. After 
etching completely through the silicon, four tapered smooth faces 
are produced. The process is summarised in figure 2.4. 
In etching (110) silicon it was found to be preferable to start 
from a pattern of circular holes, as shown in figure 2.5(a). 
Because of the very slow etch rate in the (111) direction, the 
etching process "finds" the (111) planes as it proceeds. Since 
the etching is fastest in the (100) direction, parts of the 
pattern in (110) silicon are etched through at different rates. 
The corners of intersecting (111) faces are the last to etch 
through, and it is these corners that are useful in astigmatism 
correction (see section 2.5). The etching of 120 micron thick 
(110) silicon specimens was completed after approximately 40 
hours. Figure 2.5(b,c) shows a fully-etched (110) specimen, and 
figure 2.5(d,e) shows a batch of 16 (110) specimens. 
The silicon dioxide is left as a protective layer until the 
specimens are to be used, when it is etched away in dilute 
hydrofluoric acid. If the specimen becomes contaminated in use, 
it can be cleaned in a mixture of concentrated sulphuric acid and 
hydrogen peroxide. This will oxidise a thin layer of silicon, 
which should be etched away again in dilute hydrofluoric acid. 
2.4.1 Estimation of spot size and shape from the signal trace 
A recorded trace from the transmission detector in the Philips 
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Fig. 2.4 
8i02 1um 
8i 100um 
8i02 1um 
Oxidised thin silicon 
wafer, polished on 
both sides. 
Pattern oxide by photolithography 
and wet chemical etching, forming 
windows and break lines. 
Preferentially etch through 
silicon, using low temperature 
S-etch. 
Dice wafer into individual 
specimens. Si02 remains as 
a protective layer. 
Etch away S102 before use. 
Summary of process steps in the manufacture 
of etched silicon edge specimens «100> silicon). 
b. 
a. 
c. 
Fig.2.5(a) Mask design used for etching <110> specimens, to fit 
a 10mm square wafer. The etching process "finds" the (111) 
planes because of the very slow etch rate in the <111> direction; 
(b) Optical micrograph of the back polished face of a fully 
etched <110> specimen, the arrows indicating the vertical (111) 
planes. The electron beam is arranged to impinge on the opposite 
polished face shown in (c) 
d. 
e. 
Fig. 2.5 (d,e) A batch of 16 <110> specimens, etched from 
a 10mm square wafer. (d) Top face, towards beam. 
(e) Bottom face, towards detector. 
SEM 500, working at 50keV and adjusted for minimum beam diameter 
(the "dot" setting on the spot size control), is shown in figure 
2.6. The <100) silicon specimen was held by a circlip onto a 
32.50 wedge as shown in figure 2.7, and the til t adjustment on 
the SEM stage was used to maximise the slope of the signal trace. 
The measurement would usually be made as quickly as the recording 
method will allow (in this case a 64 millisecond line scan) to 
avoid problems of stage drift and, in the case of a very high 
current density beam, specimen contamination. It will be noted 
that the trace does not show any evidence of specimen 
irregularity. From this trace, the horizontal distance between 
the 25~ and 75~ signal levels is determined and divided by the 
magnification factor. The spot size is often estimated as being 
twice this distance, in this case approximately 9nm. 
This estimation of the spot size can be converted to the 50~ 
current density diameter (ie. the diameter at which the current 
density falls to 50~ of its central level) by multiplying by the 
factor 0.865 (see Appendix). This gives a spot diameter for the 
Philips microscope of about 8nm, which is as specified for the 
instrument. 
The definition of residual current "tails" in the beam shape will 
of course depend on the purpose of the measurement. The Appendix 
shows the relationship between the recorded trace, which could be 
digitised for processing by microcomputer, and the current 
distribution in the spot and the charge distribution in a scanned 
line. In particular, the charge distribution in a scanned line 
is easily derived and is useful in the context of lithography, 
since it determines the beam's contribution to linewidth and line 
spacing limits. It is found that the low-signal end of the trace 
(ie. where most of the beam is impinging on the specimen) 
contains about 3~ of the total current, scattered out of the 
etched face of the silicon, decaying gradually as the beam is 
moved up to several tens of nanometres onto the specimen. The 
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Fig. 2.6 Line scan across etched silicon edge in Philips SEM 500. 
Represents a spot diameter of approximately 8nm (see text). 
Fig. 2.7 Mounting of a <100> specimen in the 
Philips SEM 500 using a 32.5 0 wedge. The arrow indicates 
the electron beam scan across the edge. <110> specimens 
are mounted almost horizontally and do not require a 
special holder. 
high-signal end of the trace does not suffer from this 
inaccuracy, since in this case most of the current does not 
impinge on the specimen; therefore any measurement of the beam 
tails should be based on this part of the trace. 
The Monte-Carlo simulation (chapter 7) requires a distribution 
equivalent to the charge (ie. exposure dose) in a scanned line. 
Since digitisation of the signal trace was not implemented, this 
was approximated by matching a distribution to the signal trace 
as follows. 
By shifting the scan position while the silicon edge was being 
scanned continuously, it was estimated that in the Philips SEM 
500 working at 50kV and minimum spot size (the "dot" setting), 
99% of the current is transmitted when the silicon edge is 15nm 
from the centre of the beam. In the case of a truly gaussian 
beam of the same nominal diameter (8nm 50% current density) the 
99% transmission point would be 8nm from the centre of the beam 
(derived from equation 2.2 in the Appendix). The signal appeared 
to be still falling rapidly at this point, so the tail, although 
extending from the true gaussian distribution, becomes 
insignificant within a short distance of it. The charge 
distribution was first approximated to a pure gaussian 
distribution with a gaussian half-width of 4.84nm (equivalent to 
a 50% current density of 8nm - see appendix). This was 
integrated to give the equivalent signal trace for such a beam 
being transmitted past a sharp edge (figure 2.8(a». To the 
resulting distribution was added a low-level tail distribution 
T(x) according to 
T(x) = H (2. 1 ) 
1 + (x/W)p 
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Fig. 2.8(b) Current transmitted past a sharp edge, 
simulated for a gaussian Bum diameter beam, with added 
tails approximating to those observed experimeDtal17 in 
the Philips SEM 500 (see text). 
where H = height 
W = width, and 
P = power of the distribution. 
The tail contribution T(x) will be equal to H at the centre of 
the beam (x=O), and H/2 at distance x=W from the centre. In 
order to disturb the central gaussian core as little as possible, 
H is made small and W is larger than the gaussian width. In 
practice, H was taken as 2% of the full signal and W was 15nm, to 
match the measured 99% signal level point. It was found that 
taking power P=4 resulted in a realistic decay in signal level 
beyond 15nm, compared with that observed by shifting the scan as 
above, and the contribution of the tail distribution across the 
entire gaussian width would then be almost constant at 2%. It 
was not possible to compare the simulated trace with the recorded 
trace directly, because of linear distortions in the display 
tube. The resulting composite simulated line-scan is shown in 
figure 2.8(b); this was then differentiated, resulting in the 
charge distribution shown in figure 2.9, which could be supplied 
as a numerical distribution to the Monte-Carlo program for 
simulation of exposures in the Philips microscope. 
2.4.2 Resolution limit of the method 
In practice the ability to use etched silicon edges for beam 
profile measurement will often depend on the accuracy required in 
mounting the specimen, since in many cases a specimen tilt 
facility will not be available and the specimen mounting angle 
will be preset, perhaps in a specially machined holder. 
Figure 2.10 shows the measured spot size against tilt angle using 
<100) silicon in the Philips SEM, for a 50keV beam with a 
convergence semi-angle of 0.57 0 • As the etched face is brought 
almost vertical it is found that the detected signal level is 
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Fig.2.10 Variation of measured spot size in the Philips SEM 500 
with tilt of the etched face from vertical, for <100> silicon. 
The resolution limit for the particular beam energy (50keV) can 
be estimated from the beam convergence half-angle and the 
penetration through untilted silicon, as indicated by the solid 
line. 
+ 
reduced as shown in figure 2.11. This is because the beam, as it 
diverges beyond the focal plane, is obscured or scattered away 
from the detector by the etched face. Hence the optimum angle of 
the specimen is not with the etched face vertical, but at the 
convergence semi-angle of the beam. The origin in figure 2.10 was 
found by determining the tilt angle at which the transmitted 
signal just began to fall, and assuming that the etched face was 
then tilted precisely to the convergence semi-angle of the beam. 
Such a setting can only be achieved if the etched face is very 
smooth and free of deposits, as is the case when the silicon is 
etched by the method described above. 
Since the measurements made are between the 25~ and 75~ signal 
levels, it is useful to know the thickness of silicon that 25~ of 
the electrons will penetrate without large-angle scattering (ie. 
greater than the detector acceptance angle). A scan with a 50kV 
beam across a horizontally mounted (ie. untilted) <100) specimen 
is shown in figure 2.12. From this it can be determined that the 
signal has fallen to 25~ of its initial level where the silicon 
is 0.30 microns thick. With a tilted specimen the distance from 
the edge to the point at which the silicon is 0.30 microns thick 
is approximately 0.30 tan e (the exact relationship is shown in 
figure 2.14), where e is the angle of the etched face from 
vertical; this limit is indicated by the solid line in figure 
2.10 and it is assumed to be the resolution limit for a 
particular angle. The penetration was measured for a 50keV beam, 
and with a collection half-angle of about 50. The measured 
penetration increases with the electron potential, and also 
depends on the collection angle of the detector. For an accurate 
determination of the resolution limit in a particular case, 
therefore, a transmission trace should be taken with a <100) 
specimen mounted horizontally, under the same conditions as the 
beam profile trace is taken. 
The absolute resolution that can be achieved if the tilt angle is 
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Fig.2.11 Effect of tilting the silicon edge 0.150 beyond the beam 
convergence half-angle. The 100% signal level begins to fall 
since the beam, diverging beyond the focal plane at the top face, 
hits the etched side-wall of the silicon. 
Fig. 2 •12 Line scan across untilted <100> specimen at 50kV, used 
to estimate the resolution limit of the measurements (see text). 
adjusted cri tically depends then on the beam convergence angle; 
for the Philips SEM working at 50kV with a 200 micron aperture 
the absolute resolution of the method should be about 3nm. It 
might be noted at this point that dedicated electron beam 
lithography machines usually have longer working distances and 
hence potentially smaller convergence angles (depending on the 
objective aperture in use), so the resolution could be 
significantly better than this provided that the edge specimen is 
mounted with sufficient accuracy. 
<110) specimens are found to behave in a very similar manner, as 
shown by the measured beam diameter against tilt relationship in 
figure 2.13. Edges in <110) silicon still suffer from 
transparency because, as with the <100) specimens, the etched 
face must be tilted slightly away from vertical to avoid 
impingement by the diverging beam. Since the silicon edge is 
slightly thicker for a given tilt angle (the geometry is shown in 
figure 2.14), there is an improvement of about 6~ in the 
estimated resolution at 50 tilt. For tilts of less than 10 
(which would usually be used) the improvement in resolution is 
less than 1~. 
Because of the finite etch rate of the silicon in the <111) 
direction, the etched face of the <110) specimens is not quite 
orthogonal to the plane of the wafer. It is found that the 
etched face is usually at an angle of 1.5-20 to the vertical, 
there being some variation in the orientation of the wafers. To 
achieve high resolution measurements in a machine without a 
tilting stage, a selection of thin tapered shims (shaped like 
washers) can be made, to place in the 3mm mounting recess under 
the specimen, in order to provide the necessary adjustment of the 
mounting angle. 
Measurements to verify the resolution limi t of the method have 
been made in the Vacuum Generators HB5 scanning transmission 
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Fig.2.13 Variation of measured spot size in the Philips SEM 500 
with tilt of the etched face from vertical, for <110> silicon. 
The solid line indicates the estimated resolution limit at 50kV, 
as in figure 8. 
+ 
~ 
a 
, 
Fig. 2.14 
b Ir 
e 
(100) silicon 
a 
b 
1 
- tan (32.6 0 - 8) 
tan 8 
(11 D) s i li con 
a 1 
tan 8 - + -
b tan e 
Thickness of the edges of <100> and <110> 
silicon specimens, as seen by an electron beam from above. 
electron microscope in the Natural Philosophy Department, Glasgow 
Uni versi ty, which has a nominal spot diameter of 0.5nm. Figure 
2.15 shows a trace across a (100) specimen in which the slope has 
been maximised by adjusting the tilt angle of the specimen until 
the maximum signal level just began to fall. The trace indicates 
a spot diameter of approximately 4nm. The accelerating potential 
was 40kV and the convergence half angle was 0.480 • From this the 
resolution limit of the measurement can be estimated to be 3nm, 
which is in good agreement with the experiment. In making 
measurements in such an instrument in which the detection angle 
can be varied, it is necessary to keep the electron collection 
angle relati vely wide, so that the imaging is effecti vely 
incoherent and edge-diffraction effects are avoided. 
2.4.3 Alternative methods of detection. 
Although it has been found that a secondary electron detector 
will produce useful measurements greater than about 25nm, the 
results are not very consistent as the beam is moved along the 
specimen, because of irregularities in the top polished face. It 
is therefore preferred in all cases to use some form of 
transmission detector, which can simply be a Faraday cup (or 
alternatively a metal plate) placed below the the specimen. 
Often the scan must be made slowly because of the limited 
bandwidth of most specimen current amplifiers, but experiments 
have been conducted using a Faraday cup connected to a Kei thley 
Model 302 electrometer operational amplifier, which was found to 
provide sufficient bandwidth to enable the use of conveniently 
short scan times (ie. several scans per second). A photodiode 
has been suggested as another possible detector. 
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Fig.2.15 Line scan across etched silicon edge in Vacuum 
Generators HB5 scanning transmission electron microscope. 
Indicates a spot diameter of about 4nm, but the effect of the 
exponential decay in transmission through the edge can be seen 
clearly. 
2.5 Use of etched edge specimens for astigmatism correction 
A fully etched (110) specimen has a six-sided hole in which two 
of the corners are formed by vertical (111) faces intersecting at 
109.50 . Such a corner can be used to provide two edges at once 
for correction of astigmatism. 
A scan is made across one of the corners formed by two meeting 
(111) faces (see figure 2.5), and this produces two beam profile 
traces on the display at the same time (figure 2.16). 
Astigmatism is usually indicated by one slope peaking at a 
different objecti ve current than the other. However, since the 
beam is measured in only two directions (unfortunately it is not 
possible to provide more than two orientations of anisotropically 
etched vertical silicon edges in the same specimen), an 
astigmatic beam could be symmetrical along the bisector of these 
two directions. This would be evident in the two slopes being 
less steep than expected (perhaps previously recorded), and also 
in the slopes peaking less rapidly as the objective is adjusted 
through focus. Experiment has shown that adjusting the stigmator 
controls as the objective is run through focus produces the same 
stigmator settings as a skilled operator using an ideal specimen 
placed in the same focal plane. An automatic astigmatism 
correction routine could be envisaged to follow such an iterative 
procedure, and then vary the objective through focus while 
measuring the two slopes and comparing them with a standard 
performance table. 
If necessary, (100) silicon specimens can also be used for 
astigmatism correction. Two intersecting etched faces can both 
be brought vertical by tilting the specimen approximately 450 to 
the horizontal. A suitable method of mounting the specimen is 
shown in figure 2.17. 
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b. 
Fig.2.16 Use of silicon etched edge specimen for astigmatism 
correction; (a) astigmatism present; (b) astigmatism corrected. 
Silicon etched edge 
specimen. 
Arrow indicates 
electron beam scan 
across corner of 
hole. 
Brass wedge 
with hole in centre 
Fig. 2.11 Mounting of <100> silicon specimen for use 
in astigmatism correction. 
2.6 Conclusion 
Preferentially-etched silicon edges can be used to provide 
accurate measurements of electron beam diameters of 10 nanometres 
and larger, and sometimes of smaller diameter beams with lower 
accelerating potentials and narrow convergence angles. The edges 
are found to produce higher resolution and more consistent 
measurements than commonly-used edges such as etched metal foils, 
and yield more quantitative information than point-to-point 
resolution tests. Using the methods described here it is 
possible to estimate the resolution limit of the method in a 
particular case, and also the accuracy required in setting the 
angle of tilt of the specimen. 
For use in electron beam fabrication equipment it would be 
possible to batch-fabricate specimens which could be mounted into 
preset holders to provide automatic measurement of the beam 
diameter and correction of astigmatism. 
It would normally be preferred to use <110) silicon since it is 
mounted almost horizontally and is therefore more convenient to 
use, but standard <100) silicon is found to provide very similar 
resolution. 
Appendix. Measurement of spot diameter from the transmission 
signal trace 
Since the beam profile may not be gaussian the definition of spot 
diameter becomes arbitrary. It is convenient to assume that the 
beam is gaussian but may in addition have tails, and if only the 
central, steep part of the trace is measured then the tails can 
be specified separately. The measurement we make from the trace 
is of the distance between the 25~ and 75~ signal levels. This 
can be converted to a gaussian diameter as follows. 
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The current density of a gaussian beam is given (in rectangular 
coordinates) by 
J = 
2 2 
J e -x Iw 
o 
2 2 
e -y Iw 
where Jo is the maximum current density, and 
2w is the gaussian width (to the 1/e points). 
(2.2) 
As the beam is scanned over the edge, part of it is obscured from 
the detector as shown in figure 2.18. The transmitted current can 
be obtained by integrating equation 2.2 over the area that is not 
obscured. The 25% and 15% transmission points are at x1 = +O.48w 
and x1 = -O.48w respectively. Hence the gaussian width 2w is 
calculated by multiplying the 25% to 15% distance by the factor 
2.09. Other definitions of beam diameter can be obtained; the 
50% current density diameter is calculated by multiplying the 25~ 
to 15% distance by the factor 1.14. Examples are shown in figure 
2. 19. 
The relationships given above assume that the beam profile is 
gaussian, but since the beam does not usually deviate greatly 
from the gaussian close to the centre they can be used in general 
to define consistently the nominal beam diameter. However, in 
order to specify "tails" in the beam profile which are further 
from the centre of the beam, we need to derive the current 
density distribution J(r) with radius r. For any circularly 
symmetrical beam, this is related to the current transmitted past 
an edge l(x1) according to 
l(x,) J
+CI) 
= J(r) 
r=x1 
(2.3) 
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sharp edge. 
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Relationship between different definitions 
of spot diameter for a gaussian electron beam. 
This is a Fredholm equation of the first kind, which is difficult 
to solve numerically for the general current density distribution 
J(r). However, more useful in lithography is the distribution of 
charge density across a scanned line. Imagine the beam shown in 
figure 2.'8 to be scanned at a constant rate in the y direction 
from -~ to +~. The beam profile is then already integrated in 
the y direction and so the charge density distribution across the 
scanned line, Q(x,) is simply given by 
(2.4) 
or CIt dI(x,) / dx, (2.5) 
The distribution Q(x,) is in fact identical to the current 
density distribution J(r) in the gaussian case, since the x and y 
terms are separable. Q(x,) is easy to obtain by differentiating 
the transmitted signal trace, and it might be possible to use a 
derivative processor (fitted to most SEM's) to do this, although 
in most cases the bandwidth is too limited and noise is a 
problem. Digitisation of the trace would be preferable, since a 
small microcomputer could be used to average several traces 
before calculating the derivative, in order to reduce the effect 
of noise. 
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CHAPTER 3 
Exposure range of low energy electrons in PMHA 
3.1 Introduction 
It is believed that secondary electrons produced by the primary 
beam playa significant role in limiting the resolution of PMMA 
as an electron resist. Murata, Kyser, and Ting3. 1 have suggested 
that fast (keV) secondary electrons are important since they have 
longer ranges than lower energy electrons; however, relatively 
few high energy secondaries are produced in high resolution 
Ii thography on thin substrates. Broers 3. 2 suggests on the 
contrary that low energy secondaries are significant since 
electrons of about 5eV and above are able to expose the resist 
and may have ultimate ranges of the order of tens of nanometres. 
The aim of this work was to establish the exposure range in PMMA 
of low energy electrons by a direct method. The resist was 
exposed by a low energy beam, developed, and the depth to which 
the exposed area had dissolved in the developer was measured (see 
figure 3.1). Hence it was possi ble to determine the range over 
which the electrons were capable of exposing the resist, this 
being termed the exposure range, a useful parameter in simulating 
the effect of secondary electrons during the exposure of the 
electron resist by a high energy beam. 
Since it had been suggested that the electron range increases 
significantly at very low energy, it was necessary to develop 
equipment which was capable of exposing resist by an electron 
beam of energy as low as 5eV, known from UV exposure experiments 
to be the lowest energy required to cause bond scission in 
PMMA3. 3. 
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Fig. 3.1 A direct method of measuring the range over 
which low energy electrons are capable of exposing resist. 
3.2 Experimental Method 
The original form of the apparatus used the electrode structure 
of a small cathode ray tube to focus a low energy beam onto a 
specimen of the resist (see figure 3.2). For very low energy 
exposures (less than 100eV) the beam in such a column becomes 
very unstable, since some organic contamination is always present 
on the inside metal surfaces of the column, and is able to charge 
slowly, possibly to several volts, causing deflection of the 
beam. Although low energy electron diffraction (LEED) guns have 
been constructed 3.4 , and will operate at a few electron volts, 
they require ultra-high-vacuum conditions, and their ·electrodes 
may contaminate when they are operated in close proximi ty to a 
specimen of organic resist. It was therefore proposed, for the 
very low energy exposures, to decelerate a higher-energy beam 
between two grids, placed O.5mm apart and 1mm from the specimen. 
Using the modified cathode ray tube it was difficult to measure 
the exposure charge densi ty, because the current densi ty in the 
spot was not constant. A two-lens system with a magnetic 
condenser lens focusing onto an aperture and a projection lens 
focusing an image of the illuminated aperture onto the specimen 
was then evaluated. This method was not successful because it 
was not possible to reduce the projection lens aberrations 
sufficiently, since in a short, low energy column, relatively 
large solid angles are required to achieve sufficient current 
density. However, since a relatively large electron spot was 
required it was decided that this could be obtained simply by 
illuminating an aperture placed close to the resist specimen. 
Hence a single lens was used in the final form of the apparatus, 
described in the next section. 
The method of decelerating electrons between two grids was found 
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Fig. 3.2 Early form of the low energy electron 
exposure system, with a tungsten hairpin gun and the 
electrode structure from a small cathode ray tube. 
to be unsatisfactory since the field distribution between the 
grid bars resulted in uneven current density. When the final 
electron potential is much lower than the anode potential (ie. 
for very low energy exposures) electrons travelling at a small 
angle to the axis before passing through the retarding field will 
be deflected through a much larger angle afterwards. The exposed 
area then becomes very large and ill-defined, and the current 
density becomes small. A more satisfactory electron retarding 
arrangement employing three apertures was designed, and is 
described in section 3.3.4. 
3.3 Details of the final form of the low energy exposure system 
The final form of the apparatus used for the results presented 
here is shown in figures 3.3 and 3.4. The components of the 
system are described in this section. 
3.3.1. General construction and vacuum system 
The low energy exposure system was mounted in an aluminium vacuum 
collar so that it would be easily demountable from the vacuum 
system (see figure 3.3). The power supplies, bias unit, and 
other ancillary equipment were of modular construction; all of 
the units could therefore be removed easily from the vacuum 
system, and could be reassembled on another system if necessary. 
The specimen holder and Faraday cup were mounted on an X-Y slide 
arrangement on a central table, which was situated within and 
supported by the vacuum collar. The electron column was also 
mounted on the central table, the components of the column being 
assembled on brass studding. This arrangement was found to be 
ideal for an experimental system which may have required 
modification, yet was not very susceptible to mechanical 
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Fig. 3.3 Low energy electron exposure system, evacuated 
by a liquid nitrogen trapped oil diffusion pump. The 
electron column and specimen stage are supported by the 
aluminium collar. 
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Fig. 3.4 Final form of the low energy electron 
exposure system. The specimen stage can be moved to expose 
different areas of the specimen, or to bring the Faraday 
cup under the beam. 
instability and therefore did not require a more rigid structure. 
The X-Y specimen stage was shifted by micrometers and spring-
biased to prevent backlash. Although the guides themselves were 
not spring-biased, the posi tional repeatabili ty was better than 
25 microns. 
The column was baffled by means of removable metal shields, 
firstly to prevent drift of the electron beam due to external 
electric fields, caused for example by touching the bell jar, 
secondly to prevent scattering of electrons outside the column 
which might affect the beam current readings (in the earlier 
arrangement the Faraday cup was not shielded; also in the final 
arrangement the Faraday cup connection onto the vacuum 
feedthrough was not perfectly shielded), and thirdly to prevent 
stray electrons exposing the resist. It was possible to slide 
the lower shield out of place to enable a fluorescent screen to 
be placed inside the column, to assist in the setting up of the 
system. 
The vacuum system consisted of a single-stage rotary pump and a 
liquid-nitrogen-trapped, 2 inch diameter air cooled diffusion 
pump charged with Convalex 10 oil. The vacuum seals were of 
viton, and were assembled using as little vacuum grease as 
possible. Since oil contamination of the system was undesirable, 
in that it would lead to electron beam drift and other problems, 
several measures were taken to prevent backstreaming of oil from 
the pumps, as follows: 
(a) A foreline trap filled with sorbtion material was fitted to 
the rotary pump. 
(b) While roughing-out the chamber, dry nitrogen was bled in 
through a needle valve at the top of the column, as described by 
Hoffman 3.5. This ensured that the pressure during roughing was 
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maintained well into the viscous flow region, to prevent 
backstreaming, and the dry nitrogen would "sweep" water vapour, 
carbon dioxide etc. out of the system, enabling the diffusion 
pump to be started at a higher pressure than would otherwise have 
been advisable (about 0.1 mbar). 
(c) The diffusion pump was never allowed to be hot when the 
liquid nitrogen cold trap was empty, to minimise backstreaming of 
oil onto the underside of the baffle valve. 
Because the internal arrangement of the system was quite complex, 
it was found that the pump-down time could be considerably 
reduced if the column components were heated before opening the 
system to atmosphere. This was achieved by attaching five 6-watt 
12-vol t capless bulbs to various points, enabling the column to 
be heated to about 80oc. 
All of the internal wiring of the system was PTFE insulated. 
Most of the insulating components were of PTFE or machinable 
ceramic, although some nylon was used, and the lens coil was set 
in epoxy resin. 
The ultimate pressure of the system was about 2x 1 0-6 mbar . The 
system was usually run at any pressure below 8x10- 6mbar, which 
could be attained in about 30 minutes. 
3.3.2. Electron gun 
The electron gun was similar to those used in electron 
microscopes, but the Wehnelt cap was smaller since the system was 
designed to operate at lower potentials. The cathode was an Agar 
tungsten hairpin filament. The gun had a Wehnelt-to-anode 
spacing of approximately 0.5mm and could be operated up to 2.5kV. 
The filament current was usually 2.1-2.9A, from a smooth D.C. 
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power supply (ripple <1~) which was arranged to float at the 
cathode potential (the power supply isolation was tested to 
3.1kV). It was necessary to stabilise the filament power supply 
since otherwise the emission current was found to be sensitive to 
mains fluctuation; the stabilisation was achieved using high-
power junction semiconductor devices which appeared to be immune 
to damage by EHT flashover. The EHT was supplied by a Fluke 
3.1kV model 415B power supply with stability better than O.01~ 
and accuracy O.25~, and the emission current was monitored by a 
flashover-protected milliammeter in the EHT line. The emission 
current at 500eV beam potential was approximately 1mA. 
The Wehnelt (control grid) could be either battery-biased up to 
-75V from the cathode potential, which was sufficient to cut off 
the emission for any EHT in the range used, or auto-biased by 
connecting the Wehnelt to the cathode through a large resistance. 
The latter method is inherently stable since greater emission 
from the filament results in a higher negative potential on the 
Wehnelt, which reduces the emission accordingly. 
It is possible to control the emission current over a much wider 
range than the simple passive auto-bias arrangement will allow, 
by using an active feedback circuit which measures the emission 
current and controls the Wehnelt potential accordingly; however, 
the additional complication involved was thought to be 
unnecessary. One problem associated with emission control 
circuits is that the beam current is not necessarily linearly 
related to the emission current, since changing the Wehnelt 
potential changes the angular distribution of the emission 
current. Hence it is preferable to sample the beam current, 
rather than measure the emission current, in order to control the 
Wehnelt potential. In the system described here it was only 
possible to do this manually by moving the Faraday cup under the 
beam, measuring the current collected, and adjusting the gun (or 
the condenser) accordingly. 
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To keep the exposure times as short as possible, the gun was 
usually operated with little or no Wehnelt bias. After an 
initial warm-up period of about 10 minutes the stability of the 
exposure current was found to be much more dependent on drift in 
the beam position, as explained later, than on the emission 
current, so it was not thought to be necessary to improve the 
stability of the gun. 
A small hole was drilled in the top of the gun ceramic into which 
a miniature bulb could be placed. This was used to illuminate 
the hole in the Wehnelt and enabled the gun/anode assembly to be 
aligned sufficiently accurately with the column. Further 
alignment was effected by the electrostatic deflection plates. 
3.3.3. Magnetic condenser lens 
The design of the magnetic electron lens is shown in figure 3.5. 
The focal length f of a magnetic lens is given by 
1 = 
f 
B 2 dz z 
where ¢ = electron potential 
n = q 
m 
Bz = flux in the direction of the lens axis 
q = electronic charge 
m =electron mass 
z = axial distance moved by the electrons 
in the lens field. 
(3. 1 ) 
Equation 3.1 is an approximation for thin lenses with purely 
axial magnetic fields 3. 6 ; however, it provides a useful 
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approximation for the focal length. 
If the permeability of the iron pole-pieces is assumed to be 
infinite, the magnetic flux between them is given by 
B = poNI (3.2) 
a where N = number of turns in the coil, I = current, 
Po = permeability of free space, and 
a = length of the gap between the pole-pieces (7.6mm). 
The lens coil contains 1800 turns and is driven by a 0-100mA 
constant current supply. Since the lens is placed approximately 
2cm from the gun, 100mA lens current should be sufficient to 
collimate a 2900eV beam. However, because the lens bore is quite 
large (of the same order as the gap), the magnetic flux on the 
axis will be less than that given by equation 3.2. It was found 
that a beam of energy up to about 1500ev could be collimated. At 
higher acceleration potentials the beam could not be fully 
collimated but the condenser still provided useful control of the 
exposure current over the entire range of electron energies used. 
The resist exposure area was defined by means of a 400 micron 
aperture placed close to the specimen, so that the exposed area 
need not be defined accurately by the lens. Hence lens 
aberrations and astigmatism were of little consequence; the beam 
was simply de focused sufficiently for the current density across 
the defining aperture to be constant. Although lens aberrations 
were not significant, it was still necessary to stop down the 
lens by a knife-edge aperture, to prevent scattering of secondary 
electrons from the inner metal surfaces of the lens and other 
parts of the column which would otherwise have caused a large 
energy spread in the beam. The lens was stopped down by a 600 
micron aperture, although this diameter could have been increased 
if necessary to increase the beam current. 
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3.3.4. Electron deceleration arrangement 
The arrangement used in retarding electrons for very low energy 
exposures «300eV) is shown in figure 3.6. 
For exposures of 300eV and greater energy, all three apertures, 
and the specimen, were held at anode potential (system earth). 
In this mode the two 1mm apertures would have no effect. The 400 
micron aperture and the mesh served to define the exposure area, 
and a shadow pattern of the mesh was cast onto the specimen 
surface. For exposures of less than 300eV, the electron beam was 
initially accelerated to a higher potential by the anode, usually 
500eV. The anode and the upper 1mm aperture were still held at 
system earth (+500V from the cathode), but the lower 1 mm 
(deceleration) aperture, the exposure defining aperture and grid, 
and the specimen, were all elevated from the system earth; the 
difference between the cathode potential and this retarding 
potential would then determine the final electron potential. 
When a retarding potential was applied, the two 1mm apertures 
would act as an electrostatic lens. It was found that, when 
decelerating from 500eV, the arrangement produced a focus at the 
specimen when the final electron potential was 200eV. 
If the retarding lens produces a focus close to the specimen or 
the exposure-defining aperture, the exposure area is reduced and 
the charge density not constant. It is therefore important to 
avoid this mode by changing to a different anode potential. If 
the focus is just above the exposure defining aperture, an 
enlarged exposure area results, but since the beam current is 
measured through a 400 micron aperture at the same height as the 
specimen, the measured charge density will still be correct. 
This condition occurs for exposures of just above 100eV, and 
although the image of the grid becomes somewhat blurred, it is 
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Fig. 3.6 Electron deceleration arrangement for final 
electron potentials of less than 300eV. 
still possible to make useful mark/space depth measurements. 
Scans of the beam which were produced by the method described in 
section 3.3.5 are shown in figure 3.1. As the electron energy is 
decreased below 1 OOeV, the crossover moves further upwards and 
the beam then diverges as it approaches the defining aperture. 
The current density for exposures of less than 10eV becomes very 
small and the exposure time may be as long as 1 hour. However, 
the system was sufficiently stable to enable exposures of energy 
as low as 5eV to be made. 
The performance of the system at very low energy was found to 
depend greatly on the build-up of contamination on the lower 
apertures. Contamination on top of the lower 1mm aperture, the 
defining aperture, and the grid, will charge to several volts and 
cut off the beam. Charging of the apertures will not, however, 
cause an error in the final electron potential since the 
electrons will be accelerated again once they pass beyond the 
aperture. It was found that the degree of contamination could be 
judged by decreasing the final electron energy until the 
collected current was cut off altogether. If the apertures were 
newly cleaned the cut-off would be about 4eV, whereas if they 
were heavily contaminated the cut-off could be as high as 20eV. 
3.3.5 Specimen stage and Faraday cup 
The PMMA specimens were all spun on 1mm thick aluminised glass 
microscope slides, which the specimen stage was designed to 
accept. The slides were clamped under a brass ring to provide an 
electrical connection to the specimen. Some of the inorganic 
resist specimens (see chapter 8) were deposited on silicon since 
the adhesion to glass was poor, and a shim was provided to 
increase the total thickness to 1mm. 
Different exposures on the same specimen were arranged in a 5 x 3 
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measured by scanning a 10 micron aperture across the beam 
at a constant rate. , 
array of locations, all 2mm apart. The developed depths were 
measured by a Talystep surface profile plotter which incorporated 
a low power microscope for location of the specimens, and a 
micrometer-positioned stage. In measuring the developed depths 
it was only necessary for one exposure to be easily visible 
through the microscope on the Talystep, the others being located 
from the first one by means of the micrometers. 
The Faraday cup was fully enclosed in the specimen stage to 
prevent pick-up of stray current. It was connected to the 
electrical feedthrough by a screened, PTFE insulated wire. The 
beam current was collected through a 400 micron aperture, with 
which the Faraday cup could be aligned mechanically. This 
aperture could be replaced by a 10 micron one, and the stage 
driven slowly by coupling a geared motor to one of the 
micrometers, in order to measure the current distribution across 
the beam. Scans for 500, 100, and 40eV beam potentials are shown 
in figure 3.7. Below 40eV the current collected through the 10 
micron aperture was too small to be measured, although the 
current densi ty could still be estimated from the current 
collected through the 400 micron aperture. 
3.4 Results 
The PMMA specimens were of Elvacite 2041. For all of the results 
presented here the developer was 1 part methyl isobutyl ketone to 
3 parts isopropyl alcohol at 230 C, and the development time was 3 
minutes. It was assumed that virtually all of the exposed 
material had dissolved after 3 minutes, since an increase in 
depth could not be detected after this time. 
Figure 3.8 shows an optical micrograph of an exposed and 
developed area of PMMA, and a Talystep surface profile trace 
across a similar area is shown in figure 3.9. 
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Fig. 3 .9 Talystep surface profile plot of an exposed and developed area of PMMA. 
-5 -2 Electron energy 1300eV; exposure dose 5x10 coulomb cm • 
A possible cause of error is charging of the resist, which would 
create an additional decelerating field and hence reduce the 
final electron energy. It can be seen that potentially charging 
effects could be very important. If one considers the exposure 
charge injected into the loss-less capacitor represented by the 
resist, the surface of the resist would charge up to over 5kV. 
The validity of the results depends on sufficient leakage of 
charge occurring to the aluminium layer. There was definite 
evidence of charging of the 0.24 microns thick PMMA films during 
exposures at 200 eV and below, in that the developed grid pattern 
on the resist became distorted. However, this was overcome by 
exposing PMMA films that were only slightly thicker than the 
exposure range expected. 
Figure 3.10 shows developed depth as a function of charge density 
for an electron energy of 500eV. The depth is seen to increase 
with exposure up to about 3x10-5 Ccm- 2. After this the depth 
remains almost constant and begins to fall beyond about 10- 4 
Ccm-2 , when the exposed areas become increasingly irregular due 
to cross-linked material. The maximum developed depth is assumed 
to be the exposure range, representing the range over which the 
electrons are capable of exposing the PMMA. This will be 
discussed further in chapter 7. 
It was found that on greatly overexposing the resist (by, say, an 
order of magni tude above the exposures given here), swelling of 
the resist occurred which was clearly visible before development; 
in some cases the swelling produced thicknesses greatly in excess 
of the measured ranges. Margolin and Gurov 3. 7 report that low 
energy exposure of PMMA produces films of similar thicknesses to 
the ranges calculated from the Bethe-Bloch continuous-loss model, 
but in negative resist the film thicknesses produced are much 
greater. The swelling was assumed to be due to gassing of the 
PMMA, but was not investigated further here. 
Figure 3.11 shows developed depth as a function of electron 
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Fig. 3.11 Graph of developed depth against electron 
energy, with exposure dose constant. Above 400eV the 
measurements closely follow electron ranges calculated 
from a model based on the Bethe formula. 
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energy from 75 to 2500eV. The charge density is constant at 
5x10-5 Ccm-2. At 400eV and above the results are seen to follow 
quite closely Sugiyama's calculated data for electron range in 
polyethylene 3. 8. In this region the developed depth increases 
with the 1.34th power of electron energy, as can be seen from 
figure 3.12. The experimental results are seen to depart from 
the calculated ranges below 400eV. 
Very low energy exposures were made, down to 5eV, of resist films 
less than 10nm thick. There was no evidence that these very low 
energy exposures produced any measurable effect, even with large 
doses (up to 5x10- 4 Ccm- 2 ), and so we must assume that the 
exposure range is negligible. 
3.5 Conclusion 
A low energy electron exposure system was developed which was 
capable of exposing resist specimens with electron energies of 5 
to 2500eV. For very low energy exposures an electron 
deceleration arrangement was used, enabling stable exposures of 
less than 10eV to be given over long periods in a standard, 
viton-sealed vacuum system containing specimens of organic 
material. 
The exposure ranges of low energy electrons in PMMA have been 
measured, and are seen to follow published theoretical range 
data. There is no evidence of any significant increase in the 
exposure range at very low electron energies, as low as 5eV. 
The exposure system described here was also used to investigate 
arsenic trisulphide inorganic resist, as described in chapter 8. 
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CHAPTER 4 
Electron energy loss spectroscopy of PHHA and silicon nitride. 
4.1 Introduction 
The ranges over which low energy electrons can expose PMMA resist 
have been measured (chapter 3). In order to use the low energy 
electron range data to estimate the energy dissipation profile of 
the secondary electrons generated in the resist, it is necessary 
to know the number and energy distribution of secondary electrons 
that are created by the primary beam. These can be estimated by 
electron energy loss spectroscopy, where an initially mono-
energetic beam of electrons passes through a thin membrane of the 
material, and the energy distribution of the transmitted 
electrons is measured by an electron spectrometer. 
Energy loss spectra were obtained for unsupported films of both 
PMMA and silicon nitride. The nitride spectrum was obtained 
since this material is often used as the support film for very 
high resolution lithography in PMMA, and its yield of secondary 
electrons should be included in the Monte-Carlo simulations 
(chapter 1). 
4.2 Specimen preparation 
The PMMA membranes were prepared as follows. A thin film «5nm) 
of a water-soluble parting material ("Victawet") was deposited by 
vacuum evaporation onto a glass microscope slide, which was then 
spun with 35nm of PMMA (Elvacite 2041, molecular weight 360,000) 
dissolved in xylene. The film was baked at 1150 C for several 
hours, then scribed into small squares and floated off by 
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immersing the slide slowly at a shallow angle into distilled 
water, thus dissolving the parting layer. The free PMMA films 
were then picked up onto 3mm diameter copper grids. Although the 
membranes so produced were wrinkled and accurate focus of the 
electron beam could not be maintained if the specimen was moved, 
this was of no consequence in obtaining the energy loss spectra. 
The silicon nitride membranes were identical to those used as 
substrates for high-resolution lithography, produced by etching 
back through silicon as described in chapter 6. The nitride 
membranes were 70nm thick. 
4.3 Acquisition of the energy loss spectra 
The spectra were obtained by the Vacuum Generators HB5 scanning 
transmission electron microscope in the Natural Philosophy 
Department of Glasgow University. This instrument is fitted with 
an energy analyser and a TOLTEC data acquisition system4. 1. The 
primary beam energy was 100keV. The spectra were acquired from 0 
to 900eV loss in 1eV steps, the resolution being nominally 1eV. 
The spectra were later extended up to 1700eV in 2eV steps; the 
extended spectra were merged with the original ones at 900eV. 
The collection semi-angle of the detector system was about 
27mradj not all of the electrons with greater losses are 
collected within this angle, and the spectra must be corrected 
accordingly (section 4.4.3). 
In acqulrlng the PMMA spectrum, the exposure dose was limited to 
1.4x10- 4 Ccm- 2 , this dose being insufficient to cross-link the 
material. Ri tsko et ale have produced energy loss measurements 
of PMMA between 1 and 300eV, and find that the losses around 5eV 
increase greatly with larger doses than this 4. 2. The exposure 
area was 0.6 microns square, but the specimen was moved 
continuously as the spectrum was being acquired, over a total 
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distance of 140 microns in 56 seconds with a beam current of 5pA. 
This total measurement period was divided into 1024 timeslots, 
each measuring a particular 1eV wide "window" in the spectrum. 
In this case each timeslot would receive approximately 2x10 6 
incident primary electrons. 
The energy analyser contains two detectors, one counting 
individual electrons, acquiring the "pulse" spectrum, the other 
measuring current, obtaining the "analogue" spectrum. The pulse 
spectrum is accurate for smaller numbers of electrons, but the 
count rate of the detection system is limited and this spectrum 
becomes inaccurate for larger numbers. Here the current detector 
is preferable, once some correction has been made for dark 
current in the detector, but the analogue spectrum suffers from 
noise when small currents are measured. Hence the two spectra 
are merged at some point, which is determined as described in 
section 4.4.2. 
The output of the analogue detector is digitised to enable it to 
be processed by the TOLTEC system, and therefore the analogue 
spectra are expressed in arbitrary analogue "counts". 
4.4 Processing of the spectra 
The spectra were transferred to the GEC 4070 computer within the 
department for processing. Programs were written on this machine 
to correct for dark current, merge the pulse and analogue 
spectra, correct for electrons scattered outside the· collection 
angle of the detector, and then remove the zero-loss peak and 
correct for double inelastic scattering, as described below. 
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Fig. 4.2 PMMA analogue spectrum, unprocessed. 
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4.4.1 Dark current correction in the spectra 
The raw pulse and analogue spectra for PMMA are shown in figures 
4.1 and 4.2. If these are compared it will be noted that the 
analogue spectrum ceases to fall above 200eV, being masked by the 
dark current of the detector, whereas the pulse spectrum 
continues to fall. The average analogue count between 850 and 
900eV was 5.45, and this was subtracted from the entire analogue 
spectrum before further processing. 
The raw pulse and analogue spectra for silicon nitride are shown 
in figures 4.3 and 4.4; the dark current in the analogue spectrum 
was estimated to be 15.6 counts. Since this material is not 
radiation sensitive the spectra could be acquired with a greater 
exposure dose (evidence of contamination due to the increased 
dose would have been a carbon-K ionisation peak in the spectrum, 
which did not appear); they are therefore less noisy than the 
PMMA spectra. 
It will also be noted that the nitride pulse spectrum beyond 
1000eV loss continues to fall with almost the same exponent, 
whereas the PMMA pulse spectrum appears to suffer from stray 
electron scattering in the detector, the effect being similar to 
dark current in the analogue spectra. By assuming that the PMMA 
pulse spectrum should continue to fall with the same exponent 
above 1000eV, just as the nitride spectrum does, it was 
assumed that the stray scattering accounted for an average of 1.9 
pulse counts per electron volt channel, which was subtracted from 
the PMMA pulse spectrum. In order to prevent negative counts in 
the PMMA spectrum (caused by noise), counts above 700eV were 
averaged over 10eV. 
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Fig. 4.3 Silicon nitride pulse spectrum, unprocessed 
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Fig. 4.4 Silieon nitride analogue spectrum, unprocessed. 
4.4.2 Merging the spectra 
The ratio of the pulse to analogue spectra for PMMA is shown in 
figure 4.5. The ratio remains almost constant over the range 
between 5 and 150eV, indicating that both spectra are reliable 
over this range. Since the pulse spectrum is less noisy it is 
preferable to merge the two at the point where the pulse detector 
is no longer count-rate limited; in this case the spectra were 
merged at 5eV. The merged spectrum for PMMA is shown in figure 
4.6; that for silicon nitride is shown in figure 4.1, merged at 
590eV. The higher merge voltage was necessary because the 
nitride spectrum was acquired at a greater exposure dose than the 
PMMA spectrum, resulting in the pulse spectrum being count rate 
limi ted for greater energy losses (see figure 4.3). 
4.4.3 Correction for the angular distribution of the 
inelastically scattered electrons 
The angular distribution of the inelastically scattered electrons 
per unit solid angle, cr(8), is Lorenzian in form 4.3,4.4: 
(4. 1 ) 
where ~E = AE/2E, 
AE = energy loss 
E = initial electron energy. 
F is a function related to the generalised oscillator strength 
(GOS), determined by the band structure of the target atoms. The 
GOS is constant for small deflection angles, and for plasmon 
excitations (collective valence excitations which account for 
many of the losses up to about 50eV - see section 4.5) falls 
abruptly to zero at a cut-off angle 9c = AE/E; for single 
electron excitations the fall is more graduaI 4 . 4. The 
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, 
distribution 0-(6) can be integrated up to the cut-off angle, and 
up to the collection semi-angle 6det (27mrad), to determine the 
correction factor to allow for the counts lost: 
collected counts 
f
8c 
= 0"( 6) 6 d 6 
9=0 
j8det 0"( 9) 9 de 
6=0 
total counts 
(4.2) 
This is shown as a function of energy loss 6E in figure 4.8. At 
the greatest energy loss, 1700eV, the number of counts is 
increased by the factor 2.3. 
spectra. 
This correction is applied to the 
For larger valence electron losses (greater than 100eV) the GOS 
function increases to a maximum at some non-zero angle, and there 
is a peak in the angular distribution of the scattered electrons. 
Classically, by assuming conservation of momentum, this peak 
would be at ec ; however, some momentum is absorbed by the atom, 
and the peak is within a somewhat narrower angle 4. 5. Between 
50eV and the carbon-K edge (280eV), Egerton 4.5 has found that the 
differential-energy scattering cross section (and hence the loss 
spectrum) for carbon can be approximated as 
(~E = energy loss) (4.3) 
where r is about 4.5 for small-angle scattering (2mrad collection 
angle), decreasing to about 4.0 when large-angle scattering is 
included, with a collection angle of 130mrad. For small-angle 
scattering he found this to agree with Bethe quantum-mechanical 
theory based on a hydrogenic model, and it was therefore expected 
to apply to valence electron excitation in atoms other than 
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the finite collection angle or the detection system (27 mrad). 
, 
carbon. 
The corrected PMMA spectrum, in the relative magnitude of the 
loss spectrum referred to the plasmon (22eV) peak, closely 
matches Egerton's spectra for carbon measured with wide 
collection angles (100-130mrad)4.4,4.5, both up to the carbon-K 
edge and beyond, except that the PMMA spectrum also contains the 
oxygen-K peak at 530eV. The power law, r, of the spectrum below 
the carbon-K peak agrees with Egerton's value of 4.0 for large-
angle scattering. It is therefore thought that equation 4.2 is 
an adequate approximation, although it would be preferable to 
acquire spectra over a wide collection semi-angle of, say, 
150mrad, corresponding to ec at 2250eV loss. It might be 
possible to arrange this by adjusting the post-specimen lenses of 
the HB5 to match the maximum scattering angle of the electrons to 
be detected, into the collection angle of the detector. 
It is not necessary to correct for counts lost due to elastic 
scattering, since the elastic scattering involves no energy loss. 
4.4.4 Removing the zero loss peak from the spectrum 
To make use of the spectrum in the simulation of inelastic 
scattering in the material, we derive from the spectrum the 
inelastic mean free path of the electrons, enabling us to decide, 
together with a random number, on the inelastic collision point 
for a particular electron. Having decided where an inelastic 
collision takes place, we then wish to know the energy loss, 
which can be determined from the loss spectrum distribution with 
the zero loss peak omitted. 
Although the resolution of the energy analyser is nominally 1eV, 
the zero-loss peak is very large, and the counts appertaining to 
it are spread over several electron volts. It is assumed that 
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the peak is symmetrical, its maximum being at zero volts loss; 
the peak therefore spreads into negative as well as positive 
energy loss. The zero-loss peak is removed by subtracting the 
counts at negative loss values from the equivalent positive ones. 
The zero-loss peak in the spectrum obtained from a 35nm thick 
film of PMMA contains 76.8% of the total counts (ie. 76.8% of the 
electrons pass through unimpeded). The probability P of an 
inelastic collision within a distance x is given by 
P = 1 - e-x/ a (4.4) 
where a = inelastic mean free path (IMFP). 
From equation 4.4, the inelastic mean free path of the 100keV 
electrons in PMMA was calculated to be 133nm. The IMFP of 100keV 
electrons in silicon nitride was found to be 130nm. 
4.4.5 Correction for double inelastic scattering 
A finite number of electrons will be scattered twice, and the 
spectrum can be corrected to allow for double inelastic 
scattering events as described here. Since most of the primary 
electrons pass through unimpeded, it is assumed that the number 
of electrons being scattered more than twice is negligible. The 
method is similar to that used by Ritsko et al. 4 . 2 
After removing the zero-loss peak, the spectrum is normalised, 
and then convolved with itself to obtain an approximation for the 
double scattering loss function. Some fraction n of this is then 
subtracted from the original loss function, and the spectrum is 
normalised again to allow for the number of counts subtracted, 
resulting in the corrected loss function. 
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The fraction n is applied since a true double scattering loss 
function should be obtained from a spectrum of purely single 
scattering events. This could be achieved by an iterative 
process, but since the number of double scattering events is 
quite small (about 5~) the additional accuracy was not thought to 
be necessary. The fraction n is calculated as follows. 
If the probability that an electron will be inelastically 
scattered within the film = ~, 
then the probability that an electron will be scattered twice 
within the film is approximately 02, 
and the probability for single scattering events only is 
(0'- 02), or (1-~) of the original loss. spectrum. 
Hence the correction factor n for the double scattering 
probability function is (1-cr)2 = 0.7682 = 0.59 (calculated for 
PMMA) . 
The correction factor n for the silicon nitride spectrum is 
0.34. 
The compensated spectrum for PMMA is shown in figure 4.9, and it 
will be noted that the inner shell ionisation peaks (carbon K at 
284eV and oxygen K at 532eV) are sharper than in the raw 
spectrum. The compensated spectrum was checked by convolving it 
with itself to obtain the double scattering probability function, 
and adding this to the compensated spectrum. The resulting 
distribution closely resembled the spectrum before correction. 
The fully processed spectrum for silicon nitride (merged at 
590eV) is shown in figure 4.10. 
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Fig. 4.9 Normalised PMMA energy loss spectrum with the zero 
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Fig. 4.10 Normalised silicon nitride energy loss spectrum, 
corrected ~or the finite detector collection angle and 
compensated for double inelastic scattering. 
4.5 Application of the processed spectra in the Monte-Carlo 
simulations 
Although it was found that the part of the l700eV spectrum for 
PMMA above gOOeV contained only about 0.7% of the total loss 
counts (from 1 to 1700eV), the secondary electrons produced at 
these higher energies have longer ranges and, of course, have 
more energy to dissipate in the resist; therefore this part of 
the spectrum may be quite significant. By acquiring the spectrum 
up to l700eV, secondary electrons of exposure ranges up to about 
100nm (10 times the minimum linewidths achieved in PMMA) can be 
accounted for. Since this work is applicable to the resolution 
limits of lithography on thin substrates, and it was not intended 
to consider the proximity effect of high energy secondary and 
backscattered electrons from solid substrates, secondary 
electrons of exposure ranges longer than 100nm were not included 
in the Monte-Carlo simulations. The reader is referred to the 
work of Kyser et ale (see references in chapters 3 and 7) for the 
simulation of high-energy secondary electron production. 
Having obtained from the spectra the inelastic mean free paths of 
the primary electrons in both the resist and the substrate 
(section 4.4.4), the position of a particular inelastic collision 
in the simulation can be obtained with reference to a random 
number. The appropriate loss spectrum then gives the probability 
distribution for the energy loss suffered by the electron, which 
can be determined with reference to another random number. 
The energy of a secondary electron created in an inelastic 
collision is then taken to be the energy loss suffered by the 
primary, less the binding energy of the secondary. Most of the 
electrons emi tted are valence electrons, for which the binding 
energy is assumed to be 1 OeV, following Adesida et al. 4. 6 
Losses of less than the binding energy result in excitation of 
electrons into unfilled states above the Fermi level, rather than 
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emission of secondaries; any error in the binding energy is small 
compared with the energy of secondaries of significant exposure 
range. 
The binding energy for inner shell electrons is taken to be that 
corresponding to the leading edge of the appropriate peak in the 
spectrum, even though this may not be perfectly accurate, to 
avoid difficulties in running the simulation program (the first 
few eV above the inner shell edges actually represent excitation 
of electrons into higher bound states, but the inaccuracy is 
negligible). The assumed inner shell binding energies for PMMA 
are 28geV for carbon-K and 532eV for oxygen-K. Those assumed for 
silicon nitride are 408eV for nitrogen-K and 108eV for silicon-Lj 
the silicon K-shell binding energy of about 1840eV is outside the 
range of the spectrum. The silicon-L loss exhibits the 
characteristic double peak of L-shell excitations4.4. 
It will be noted from the spectra that the energy loss 
probability appears to fall with almost the same exponent both 
before and after the inner shell loss peaks. Egerton 4. 5 argues 
that the valence electron contribution can be extrapolated well 
into the inner-shell region of the spectrum. The probability of 
a loss of energy above one of the peaks representing an 
exci tation of the appropriate inner shell electron, rather than 
one of lower binding energy (eg. a valence electron), can then be 
approximated simply as the ratio of a few counts averaged just 
above, to a few counts averaged just below, the leading edge of 
the peak. 
The carbon-K ionisation probability (in the PMMA spectrum) is 
seen to decrease just above its leading edge (the shapes of the 
various peaks depend on the density of states in the conduction 
band4.5). To allow for this the relati ve probabili ty for carbon 
K-shell ionisation, calculated as described, is multiplied by a 
factor (0.625) for energy losses above 320eV. Similar 
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corrections are made, where necessary, to the other ionisation 
peaks. 
The binding energy, which is lost when an inner shell electron is 
emitted, is liberated as x-rays and auger electrons when the 
inner shell is filled again by another electron. The energy 
carried by x-rays is dissipated over very long ranges, and the 
auger electrons will account for very little energy 
dissipation4•7. Therefore both are neglected in the Monte-Carlo 
simulation, except that the energy lost by a primary in creating 
x-rays is automatically noted as not dissipating significantly in 
the resist. 
The energy loss probability distribution for secondary electrons 
is taken to be the same as the distribution for primary 
electrons, up to the energy of the particular secondary electron. 
The justification for this assumption is due to Ritsko et al. 4.2, 
who obtained loss spectra in PMMA for 20, 40, and 100eV 
electrons, as well as for high energy electrons. The differences 
noted were in the fine details of the spectra between 4 and 7eV, 
caused by differences in the forbidden transitions. Although 
such differences may be of significance in deciding which energy 
losses actually result in chain scission in the resist, they do 
not concern us here in determining the yield of higher-energy 
secondary electrons. 
The large peak at 22eV in the PMMA spectrum is the plasmon 
excitation, a collective oscillation of the valence electrons. 
In this region of the spectra (up to about 50eV4.5) it is not 
possible to distinguish the single particle ionisation losses 
(which create secondaries and may result in chain scission) from 
the plasmon 10sses4. 3. However, the exposure range at this 
energy is negligible, and so the Monte-Carlo simulation assumes 
that energy dissipated in this region is local in effect. 
Whether or not a particular energy loss can can result in chain 
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scission will be taken into account in the overall G-value that 
is assumed (chain scissions per 100eV energy dissipation - see 
chapter 1). The losses in the spectra above 50eV have been shown 
to be due almost entirely to single-electron collisions, rather 
than multiple plasmon excitations4.5. 
4.6 Conclusion 
Electron energy loss spectra have been obtained for PMMA and 
silicon nitride, and processed for use in the simulation of 
secondary electron production in a Monte-Carlo simulation of the 
exposure of PMMA on thin silicon nitride substrates. Energy 
losses were recorded up to 1100eV, representing the generation of 
secondaries of exposure ranges up to about 100nm. Longer range 
secondaries may be significant in electron beam lithography on 
solid substrates, but the data is adequate for the simulation of 
very high resolution lithography on thin substrates, since the 
maximum exposure range is about ten times longer than the 
minimum linewidths that can be achieved, and the number of high 
energy secondaries is very small. 
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CHAPTER 5 
Characterisation of electron beam resists 
5.1 Introduction 
It is possible to define resist contrast both in terms of the 
change in developed depth with exposure after a given development 
process 5. 1, and in terms of the change in dissolution rate with 
exposure in a given developer 5. 2. The latter is more useful in 
modelling the development process if a dynamic rather than a 
simple static (threshold) development model is used; however, by 
this definition the contrast is difficult to measure accurately 
and completely, since the dissolution rate may vary as 
development proceeds. 
It has been found that a dynamic development model tends to break 
down when the resist exposure becomes discontinuous due to the 
statistical variations in dose through the resist (see chapter 
7). It has therefore been necessary to resort to a static model, 
in which the resist is assumed to be removed completely if it has 
been exposed to a given energy dissipation per unit volume (ie. a 
threshold model). Such a model does not take direct account of 
the resist contrast, and so a method of resist characterisation 
was required simply to enable the development process to be 
optimised, and the developed depth/exposure dose definition is 
adequate for this purpose. 
Various electron beam resists were characterised by the method 
described here, but most of the results presented are for PMMA, 
along with some additional results for Philips XXL cross-linking 
posi ti ve resist. Al though several negati ve e-beam resists were 
also characterised, the results are not presented here. 
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The exposures from which the depth/dose characteristics were 
measured were made in the form of a 40-step exposure "wedge" by 
the Cambridge Instruments EBMF-1 microfabricator at British 
Telecom Research Laboratories. The resist thickness after 
development was measured by a Talystep surface profile plotter. 
5.2 Experimental method 
5.2.1 Exposure wedge 
The exposure wedge consisted of 40 rectangles, each 50 microns by 
500 microns, with 50 micron spaces between each (see figure 5.1). 
The total length of the wedge was 4mm. This exposure pattern 
which included spaces between the exposed areas provided an 
individual reference level for each depth measurement in the 
Talystep plots. A Talystep is able to cover up to 2mm (half of 
the wedge) in a single run, and so very detailed resist 
characteristics could be obtained quickly. The wedge included a 
scale along the edge to enable individual rectangles to be 
identified. 
The exposure dose of the entire wedge was adjusted by changing 
the beam current, along with three clock rates which were set in 
the job files. The wedge used for characterising positive resist 
provided a linear range of exposure doses. Each rectangle was 
exposed a different number of times at CLOCK 1, and then once at 
CLOCK 2. This enabled the minimum and maximum doses in the wedge 
to be set as required. The scale was exposed at CLOCK 3. 
The PMMA specimens were exposed with a linear range of doses from 
20 to 215 pCcm- 2. The XXL specimens were also exposed with a 
linear range of doses, from 24.2 to 71.0 pCcm- 2. The exposure 
details are given in table 5.1. 
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Fig. 5.1 De8ign of exposure wedge, including a scale for 
identification of the individual rectangles. The total field 
size is 4.096 mm square. ~. numbering along the edges is 
in pixe18. 
WEOOE. 
Rectangle No of times Exposure ,.c -2 em 
Number exposed at 
clock 1 WEOOE.JOB WEDGEX.JOB 
1 1 20 24.2 
2 2 25 25.4 
3 3 30 26.6 
4 4 35 27.8 
5 5 40 29·0 
6 6 45 30.2 
7 7 50 31.4 
8 8 55 32.6 
9 9 60 33.8 
10 10 65 35.0 
11 11 70 36.2 
12 12 75 37.4 
13 13 80 38.6 
14 14 85 39.8 
15 15 90 41.0 
16 16 95 42.2 
i~ 17 100 43.4 18 105 44.6 
19 19 110 45.8 
20 20 115 47.0 
21 21 120 48.2 
22 22 125 49.4 
23 23 130' 50.6 
24 24 135 51.8 
25 25 140 53·0 
26 26 145 54.2 
27 27 150 55.4 
28 28 155 56.4 
29 29 160 57.8 
30 30 165 59.0 
31 31 170 60.2 
32 32 175 61.4 
33 33 180 62.6 
}4 }4 185 63.8 
35 35 190 65.0 
36 36 195 66.2 
37 37 200 67.4 
38 38 205 68.6 
39 }9 ·210 69.8 
40 40 215 71.0 
Table 5.1 Details of the exposures of the PMMA specimens 
(job file WEDGE.JO~) and the XXL specimens (job file 
WEDGEX.~OB). Each rectangle vas exposed for the number of 
times shown at CLOCK 1, and then once at CLOCK 2. 
Since the pixel size was 0.5 microns the exposure was made with 
the beam defocused to about 5 microns diameter, to ensure that 
the charge density was constant in the exposure area. 
5.2.2 Specimen preparation and development 
The resist specimens were approximately 0.3 microns thick 
initially, spun on 10mm square silicon substrates. The solvent 
used for the PMMA was xylene, and the specimens were baked at 
1750 C for about one hour before exposure. The development 
temperature was 21 oC. The specimens were rinsed in IPA but not 
baked after development. 
5.2.3 Talystep measurement of the developed depth 
It was found that a stylus force of 10mg caused visible damage to 
PMMA in the rectangles that were almost cleared. A reduced 
stylus force of 1mg was therefore used for all subsequent 
measurements. This did not appear to damage PMMA, but damage was 
apparent in one or two rectangles of the XXL wedges, just below 
the clearing dose when the resist appeared to be very soft. 
5.2.4 Contrast measurement 
The contrast (y) was calculated as described by Bowden 5. 1 from 
the slope of the depth/dose curves (see figure 5.2(a)). In some 
cases two definitions of y are used: Ym is taken from the 
maximum slope of the curve, and Ymc is the maximum slope of a 
line which can be drawn through the clearing dose and another 
point on the curve (figure 5.2(b)). 
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Fig. 5.2 Definitions ot positive resist contrast. 
Ymc is proposed as the maximum potentially usable contrast of the 
resist, assuming that the resist must clear to be usable. Y is mc 
found to be significantly different from Ym in PMMA when dilute 
(so-called high-contrast) developers (eg. 4 IPA : 1 MIBK) are 
used. The higher molecular weight fractions in the resist after 
exposure dissolve less readily in the dilute developer, and 
adhere to the substrate, creating a "tail" in the depth/dose 
curve (see next section). 
5.2.5 Scratch-testing for the clearing point 
When a "tail" is evident in the developed depth-exposure dose 
relationship, the exact clearing dose of the resist can be 
difficult to determine, since a significant increase in exposure 
may be required to clear the last 1nm or so of resist which is 
otherwise deposi ted on the substrate. This thickness cannot be 
detected by a Talystep since it is only an increase in depth of 
less than 0.5~ (in a depth measurement of about 300nm); it is 
also difficult to detect by ellipsometry. However, by stroking a 
sharp tungsten probe across the surface by means of a micro-
manipulator, and examining the specimen by an optical microscope, 
any resist remaining on the surface could be detected as a heap 
of polymer at the end of the probe's path. Care was taken in 
each case to ensure that the probe was clean and did not pick up 
polymer from the undeveloped surrounding areas. This technique 
was used to determine the clearing doses in most of the results 
presented here. 
5.3 Results for PMMA 
Figure 5.3 shows the developed depth-exposure dose relationship 
for Elvacite 2041 PMMA (molecular weight 360,000), exposed at 
20kV and developed in 2 IPA : 1 MiBK at 21 0 C. Figure 5.4 shows 
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Fig. 5.3 Developed depth/exposure dose 
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the relationship for another sample of the same batch of resist, 
also exposed at 20kV, but developed in 3 IPA : 1 MiBK (a standard 
high-contrast developer); a "tail" is now evident in the curve, 
and although the maximum slope contrast (y ) has increased m 
slightly, the maximum slope that can be drawn through the 
clearing point has been reduced considerably. 
Figure 5.5 shows the effect of developer concentration on y and 
m 
Ymc. It will be noted that the development "tail", indicated by 
Ym and Ymc having different values, begins to appear above 2: 1 
developer concentration. When using more concentrated developers 
(eg. 1:1) there is no tail, but the contrast is somewhat lower 
than that achieved when using 2:1. It is for this reason that 
2:1 IPA:MiBK, when used at 21 0 C, is thought to be an optimum 
strength developer for single-layer PMMA. It should be noted, 
however, that the development rate increases rapidly wi th 
temperature and that the optimum dilution at higher temperatures 
may be considerably different. It is not known whether the 
development tail effect is evident in two-layer resists; it is 
suggested however that although it may be found that the higher 
molecular weight fractions from the upper (less sensitive) layer 
may not precipitate onto the substrate surface, they may cause 
the undercut of the lower resist layer to be reduced, especially 
when thin resist layers are used. 
It was thought that the use of a low dispersivity PMMA, in which 
the polymer chain lengths are initially almost equal, might have 
reduced the tail effect, since very few molecules would have 
existed that were ini tially much larger than average. A sample 
of Polymer Laboratories PMMA, of weight average molecular weight 
280,000 and dispersivity (ie. number average divided by weight 
average molecular weight) 1.15, was developed in the same 
solution at the same time as a sample of Elvacite 2041 (molecular 
weight 360,000, dispersivity 1.93), for accurate comparison 
(samples EX1(14) and PL(1) in table 5.2). The developer was 3:1 
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Dependence of resist contrast on developer concentration. 
IPA:MiBK at 21 0C. It was found that the differences in the 
values of lm and lmc respectively were negligible. Hence there 
would appear to be no advantage in terms of resist contrast in 
using a low-dispersivity polymer. It is known that the 
dispersivity value of a polymer, which is unity if all the 
molecules are of identical weight, tends to 2 after about five 
chain scissions per molecule (see chapter 7), representing a 
random distribution of chain lengths. Since more than five chain 
scissions per molecule would have occurred during exposure, the 
dispersivity values of both PMMA specimens would have been almost 
equal after exposure. 
For completeness, the full set of results for PMMA are presented 
in table 5.2. Some of the results may appear anomalous; however, 
it should be noted that the clearing doses for some of the 
earlier specimens were not determined by scratch-testing the 
resist, and hence some of the values of lmc may be overestimated. 
Note also that the EX1 and E1 samples are from different batches 
of polymer. The temperature control during development of the E1 
samples was more careful: the solution was immersed in a water 
bath and maintained at 21 0C +/-0.10C. 
The samples of ICI polymer (1,000,000 molecular weight) exhibit 
higher clearing doses, as would be expected. The contrast values 
appear to be slightly higher than for Elvacite, although further 
investigation would be required to verify this. 
5.4 Results for XXL cross-linking resist 
XXL positive cross-linking electron resist was developed at 
Philips Research Laboratories5•4 and is a mixture of poly-(methyl 
methacrylate-co-methacrylic acid) and poly-(methyl methacrylate-
co-methacryloyl chloride) containing 10 mol S of potential cross-
linking groups. The resist film becomes cross-linked on heating, 
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Table 5.2 Contrast values_~clearingdoses for PMMA and XXL 
specimens --
Specimen Beam Developer 
No potential 
(kV) (IPA:MiBK) 
EXI (1) 20 3:1 
(2) 20 3:1 
(3) 20 4:1 
(4) 30 4:1 
(5) 20 4:1 
(6) 20 1:1 
(10) 20 4:1 
(11) 20 4:1 
(12) 20 4:1 
(14) 20 3:1 
(15) 20 2:1 
(16) 20 2.5:1 
E1 (1) 20 1:1 
(3) 20 2:1 
(4) 20 1.5:1 
(5) 20 2.5:1 
(6) 20 3:1 
PL(2) 20 3:1 
ICI (1) 20 4:1 
(2) 20 1:1 
XXL(4) 30 MiBK 
(6) 20 MiSK 
EX1 • E1vacite 2041 from BTRL 
E1 • E1v8cite 2041 from G.U. 
Development Clearing 
tilne dose 
(seconds) ( )JCem-2) 
45 175 
180 165 
45 205 
45 
-
90 145 
45 85 
180 145 
90 155 
45 200 
180 185 
180 85 
180 120 
180 60 
180 80 
180 70 
180 110 
180 130 
180 170 
45 165 
45 80 
120 62.6 
120 36.0 
PL a Polymer Labs. low dispersivity 280,000 m.w. 
ICI = ICI 1,000,000 m.w. 
XXL • Philips XXL cross-linking methacrylate resist 
'm 
5.8 
4.5 
11.1 
7.0 
11.3 
5.9 
8.7 
9.1 
8.4 
6.7 
7.4 
7.4 
4.9 
7.7 
6.1 
7.4 
8.4 
6.3 
10.3 
7.2 
19.0 
16.3 
EX1(14) and PL(2) developed in same solution at same time. 
EXI(4) did not clear at any dose in range given. 
'me 
3.5 
2.4 
3.2 
5.6 
5.9 
4.2 
4.5 
3.3 
2.3 
4.2 
3.1 
4.9 
7.7 
6.1 
3.9 
3.6 
2.1 
4.1 
7.2 
Clearing dose was determined by scratch-test only for specimen 
numbers EX1(6,14,15,16), E1(1,3,4,5,6), and PLI(2). 'mc may be 
overestimated for other specimens. 
, 
and is therefore insoluble until exposure by an electron beam 
breaks the cross-links. The insolubility of the unexposed resist 
results in potentially very high contrast, and its properties 
have been exploited in double layer resist structures5.5. 
After spinning, the resist was baked at 175 0 C for 15 minutes in 
an oven with dry nitrogen purge. This procedure is recommended 
to cross-link the resist fully, although lower baking 
temperatures can be used to achieve only partial cross linking 
and hence higher exposure sensitivity5.6. Development was in 
MiBK for 2 minutes at 21 0 C. 
The developed depth/exposure dose curve for exposure at 20kV is 
shown in figure 5.6. It will be noted that no "tail" effect is 
evident in the curve and that the contrast value is greater than 
for PMMA. However, as noted in section 5.2.3, just below the 
clearing dose the resist appeared to be very soft and was easily 
damaged by the Talystep probe; it was also found that the probe 
could become clogged by material from these areas. It has been 
found 5•7 that very high resolution lithography in this resist is 
difficult because strands of the material bridge across narrow 
lines (of the order of 0.1 microns), probably due to the softness 
of the walls of the resist which receive an exposure just below 
the clearing dose. 
5.5 Significance of the results in thin substrate lithography 
The question arises whether the results of resist exposure 
experiments on solid substrates can be applied to lithography on 
thin substrates, since backscattering may cause a significant 
variation in exposure with depth. In order to estimate the 
effect of backscattering under similar conditions to those of the 
experiments described here, the secondary electron Monte-Carlo 
program (chapter 7) was run to simulate exposure of 300nm of PMMA 
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by 20kV electrons on a solid silicon nitride substrate*. 
A plot of the relative exposure with depth is shown in figure 
5.1. Although the statistical variation is large (due to 
computer time limitations) it will be seen that the exposure 
increases gradually by about 15% towards the substrate. It might 
be expected that the scattering in silicon nitride would be 
greater than in silicon since it is more dense, by a factor of 
1.5. It will also be noted from the plot that the top element 
(6nm) of the resist has received less exposure than all of the 
others; this will be due to the lower secondary electron 
contribution to exposure at the surface of the resist. 
The increase in exposure with depth will result in increased 
contrast in exposures on solid substrates, but possibly in a 
reduction of the "tail" effect (if the tail arises mainly from 
polymer close to the substrate). However, it seems likely that 
the general trends in the effect of the developer concentration 
on the contrast and development tail will be identical on thin 
and solid substrates. 
* The simulation employs the results of the energy loss 
spectroscopy (chapter 4), which was only performed on PMMA and 
silicon nitride. 
5.6 Conclusion 
Developed depth/exposure dose characteristics have been measured 
for PMMA and methacrylate cross-linking positive resists. A 
reliable method for determining the clearing dose, even when a 
long "tail" in the depth/dose curve is evident, has been 
described. The PMMA characteristics show that more dilute 
developers, which are thought to yield higher contrast, can 
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110-2 
DEPTH INTO RESIST (MICRONS) 
Simulation of large-area exposure by 20keV electrons 
or 300nm thick PMMA on a solid silicon ni'tride substrate. 
Tbe simulation program is described in chapter 7 and includes 
the effect of energy spreading by secondary electrons. 
The exposure increases gradually through the resist, and 
is about 15% greater close to the substrate as it is near 
the surface. 
actually result in a useful contrast which is reduced due to the 
appearance of a development "tail". At 21 0 C the optimum 
developer concentration was found to be 2 IPA : 1 MiBK. 
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CHAPTER 6 
Linewidth resolution measurements in PHHA 
6.1 Introduction 
Practical electron beam Ii thography in two-layer PMMA, both of 
0.1 micron linewidths on solid substrates, and of 10nm linewidths 
on thin substrates, is already in use wi thin the Department for 
the fabrication of experimental devices. It was thought that a 
60nm-thick two-layer resist, although capable of the highest 
reported resolution achieved in a practical exposure-development 
process 6. 1, would be too thick for the investigation of the 
fundamental limits of lithography; not only would the lines in 
the resist have very high aspect ratios, but also they would have 
complex cross-sections resulting in difficulties in the analysis 
of the results. The lateral spread of exposure is thought to be 
indicated by the increase of linewidth with exposure dose, and it 
was required to measure this in the simplest possible case: 
exposure by a very fine beam, of resist which was sufficiently 
thin to result in developed lines of low aspect ratio. 
Two-layer resist structures can give undercut profiles on 
development, and continuous metal structures of useful 
thicknesses can be produced from them, using lift-off techniques. 
In the work described here, however, it was thought that 
developing lines of high aspect ratio even in single-layer resist 
might result in complex line profiles, possibly due to some flow 
of the resist after development. It was therefore required to 
use as thin a resist layer as possible (in practice about 10nm), 
but it was not necessary to produce continuous metal lines by 
lift-off. 
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The equipment usually used within the Department for the electron 
beam exposure of specimens, a modified Philips SEM 5006.2, has a 
gaussian beam of 8nm diameter (verified as described in chapter 
2), which is little smaller than the minimum linewidths already 
achieved. A limited allocation of time was available on the 
Vacuum Generators HB5 scanning transmission electron microscope 
in the Natural Philosophy Department, Glasgow Uni versi ty, which 
has a nominal spot diameter of less than 1nm. It was therefore 
decided to develop a technique of lithography in 10nm-thick PMMA, 
along with very thin (about 1nm) metallisation, and possibly 
lift-off assisted by the discontinuity (ie. granularity) of the 
metallisation. The technique was to be perfected as far as 
possible on the Philips SEM 500 before moving to the HB5. 
Previous results on the increase of linewidth with exposure dose 
are shown in figure 6.1, and it was required to repeat these 
measurements using the smaller electron beam of the HB5. Such 
measurements are of greater importance than absolute linewidth 
tests in the modelling of the physical processes involved in 
lithography. 
A JEOL transmission electron microscope was available, again in 
the Natural Philosophy Department, for examination of the 
specimens and measurement of linewidths. Examination of 
specimens in such an instrument entails exposure doses much 
greater than those used in the lithographic process, which can 
result in physical changes in the resist. It is thought however 
that metallisation will indicate the original linewidths. 
6.2 Experimental method 
6.2.1 Preparation of specimens 
The substrates used were 70nm-thick silicon nitride membranes, 
prepared by preferentially etching through silicon to a layer of 
silicon nitride on the polished face 6.3. The method was similar 
to that described in chapter 2 for the preparation of silicon 
edge specimens; however, in this case, silicon nitride was used 
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as the masking layer and was etched in boiling phosphoric acid 
(95$ as supplied, etch rate about 5nm per minute at 154 0 C), and 
the silicon preferential etch was boiling sodium hydroxide 
solution (33$ w/w, etch rate about 10 microns per minute at 
1200 C). The silicon was etched back along the <111) planes to 
form nitride membrane windows about 100 microns square. 
The specimens each contained one nitride membrane, and were of 
3mm diagonal overall dimension to fit into standard transmission 
electron microscope stages. They were etched as a batch of 16 on 
a 11mm x 11mm die, with etched break lines to assist in dividing 
up the die. The entire die was mounted on a special clamping 
chuck and spun with PMMA before being broken up, since it was not 
possible to spin a single 3mm specimen with resist. The nitride 
membanes were "smoked" on the back by burning magnesium ribbon to 
form magnesium oxide crystals. These cubic crystals provided 
sharp edges to assist in focusing the electron beam. 
The PMMA used in these experiments was Du Pont Elvacite 2041 
which has a weight average molecular weight of 360,000 and a 
dispersivity (ie. weight average divided by number average 
molecular weight) of 1.93 6.2. A 1$ solution of the polymer in 
low-particle xylene was spin-coated onto the substrate forming a 
resist film approximately 10nm thick (measured by a Talystep 
surface profile plotter), which was then baked at 1750 C for at 
least 2 hours. Such a film appeared to be continuous on both 
macroscopic (by optical examination of a scratch mark) and 
microscopic (see figures 6.4 and 6.5) scales. 
6.2.2 Exposure of resist 
All exposures were of widely-spaced lines. The exposures 
performed in the Philips SEM were at 50keV primary electron 
energy, and were made under the control of a microprocessor-based 
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pattern generator, the exposure being varied by changing the 
clock rate. The test pattern consisted of 30 sets of lines, 
having a logarithmically-covered range of exposures between 
1.2x10- 10 and 2.0x10- 9 Ccm- 1. The beam current (about 5pA) was 
measured onto a collection plate before the exposures were made, 
and the timings corrected accordingly. A correction factor was 
allowed for the current scattered from the collection plate, by 
comparing the current with that collected by a Faraday cup. (It 
was later arranged for a Faraday cup to be used for all beam 
current measurements.) 
Exposures performed in the HB5 were less well calibrated. 
Kratschmer et al. 6. 4 state that the field emitter in this 
instrument exhibits a linear decrease in current of about 20~ in 
20 minutes, and since they used a digital pattern generator they 
were able to adjust the timings continuously during lithography. 
The exposures described here were made under the control of the 
microscope's analogue scan generator by scanning a 20-line 
raster, and to compensate for the variation in beam current the 
current was measured at the beginning and end of the set of 
exposures; the variation was assumed to be linear with time. The 
dose vas varied by means of the magnification zoom control, in 20 
steps over an estimated range of 2x10- 10 to 1.3x10- 9 Ccm- 1. 
Relative to each other the exposures (after compensating for the 
change in beam current with time) were expected to be correct to 
within 10~. By collecting the current on the objective aperture 
(the beam solid angle being defined by a virtual objective 
aperture), the beam current was measured to be about 50pA. The 
absolute beam current may have been considerably greater, 
possibly up to 100pA, due to scattering of electrolls from the 
collecting surface; however, only the relative exposures are 
important in measuring the linewidth-dose relationship. Focusing 
of the beam was checked before each exposure, at high 
magnification at the centre of each exposure area; all exposures 
were made at 100keV primary electron energy. 
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6.2.3 Development and metallisation 
All of the specimens were developed in 2:1 IPA:MiBK for 15 
seconds at 21 0 C. The reasons for this choice of developer rather 
than the more usual 3:1 dilution are explained in chapter 5. 
Some samples were metallised by evaporating Au/Pd alloy, and some 
by ion-beam sputtering of molybdenum. The Au/Pd alloy was 
evaporated from a source of about 2mm diameter placed 20cm below 
the specimen. The thickness of the metal was about 1nm, measured 
by means of a quartz crystal frequency shift thickness monitor. 
The thickness measurement assumes the bulk density of the metal, 
and therefore gives the average thickness of very thin, grainy 
films. 
The grain size of the Au/Pd alloy was about 4nm, and it was 
decided to attempt to coat some samples by ion-beam sputtering of 
refractory metal. A small ion gun was available, an Ion Tech 
(Teddington) saddle-field ion source type B13, producing a 4mm 
beam of argon ions. The electrode potentials were arranged to 
produce a peak ion energy of about +200eV. The beam was directed 
to impinge at an angle of about 45 0 to the refractory metal 
target; the sample was placed about 10cm above the target, 
directly above the point at which the beam would impinge. A 
shutter was used to cover the sample, but not the thickness 
monitor crystal, so that the target could be sputtered for some 
time before deposition began in order to clean the surface. 
Deposition did not begin until some time after the sputtering 
rate, as measured by the thickness monitor, became constant. 
Initially tungsten was used as the refractory metal target, but 
it was found with this material that the deposited thickness, as 
measured by a Talystep surface profile plotter, was about ten 
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times thicker than was estimated by the thickness monitor. It is 
thought that this was caused by the tungsten adsorbing material 
as it was being deposited, possibly the argon ions or atoms in 
the chamber. Sputtered molybdenum was not found to cause this 
effect, and was used in subsequent experiments. On examination 
of the specimens, no granularity was observed in the sputtered 
molybdenum (with an estimated resolution of 1nm). 
The sputter deposition was very slow; a thickness of about 0.7-
0.8nm could be deposited in 1-2 hours. The B13 ion gun is 
therefore only suitable for sputtering very thin films of 
refractory metal and could not be used for device fabrication. 
6.2.4 Lift-off technique 
On those samples where lift-off was attempted, this was performed 
by the "shooting" technique described by Beaumont et a1. 6.5 The 
sample was held by tweezers and immersed in a beaker of methanol, 
a non-solvent for PMMA. A 50ml syringe fitted with a .25mm bore 
needle was filled with chlorobenzene, a strong solvent for PMMA, 
which was then sprayed rapidly at the sample surface through the 
methanol. 
6.3 Results 
6.3.1 Lines exposed in the Philips SEM 500 
Lift-off was attempted with the 1nm Au/Pd films deposited on 
samples exposed in the Philips SEM. It was not expected that 
undercut profiles would be produced in the 10nm-thick resist, and 
it was intended to make use of the granularity of the thin metal 
layer to enable the solvent to dissolve the resist. It was found 
that the metal was only removed in the area close to the 
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developed line, as shown in figure 6.2, the exposure in this case 
being 1.8x10-9 Ccm- 1. 
The removal of the metal from along the edges of the line was 
found to occur whether or not lift-off was attempted, and has 
been noticed previously in thicker (about 60nm) PMMA6.6, although 
the effect has not been explained satisfactorily. Since it 
occurs here in very thin resist and with a well-defined 
evaporation source (subtending about 10 at the specimen), and the 
metal on top of the resist appears to have been pulled back from 
the developed line after the metal deposition has been completed 
(there is little or no metal in the gaps), the effect is thought 
to be due to shrinkage of the partially exposed resist along the 
edges of the developed lines (caused by secondary electrons and 
the finite beam distribution), which absorbs some solvent during 
development. The shrinkage probably occurs due to electron beam 
exposure during examination, drawing back the metal deposited on 
top of the resist; the opening of the gaps has sometimes been 
noticed during SEM examination 6. 7. 
To increase the solubility of the remaining resist in order to 
assist lift-off, the entire membrane was re-exposed after 
development but before the metal was deposited. The re-exposure 
dose was 8.9x10- 4 Ccm- 2. This enabled most of the metal to be 
removed from the undeveloped regions, as shown in figure 6.3, 
although completely clean lift-off was not accomplished. The 
mlnlmum linewidths achieved were about 10nm, with exposure dose 
8x 1 0- 10 Ccm- 1, which was less than that required to remove the 
metal around the lines without re-exposure, by the shrinking back 
of the partially exposed resist as above. It will be noted in 
figure 6.3 that the remaining metal has not been pulled back from 
along the edges of the line; the specimen was not examined by 
electron microscopy before the remaining resist was removed 
by lift-off. 
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Fig. 6.2 Au/Pd line in 10nm thick reeiet. Lift-off 
attempted but not successful. Exposed by 8nm beam at 50keV. 
200nm 
Fig. 6.3 Au/Pd line (averag thickn 8 about 1nm) from 
10nm thick re ist. Lift-oft partially ucc saful, asisted 
by re-exposure of the r siet after development. 
Lift-off was not successful on samples that were coated with 
sputtered molybdenum, probably because the metallisation was 
continuous (ie. grain-free). However, this coating material was 
found to be useful in observing lines in resist exposed in the 
HB5, when lift-off was not attempted. 
6.3.2 Lines exposed in the HB5 high-resolution microscope 
Since the lift-off technique was unreliable, and only a very 
limited time allocation was available on the HB5, it was decided 
not to attempt lift-off, but to coat the samples with sputtered 
molybdenum and observe the lines in resist. The contrast in the 
transmission electron micrographs was therefore very poor, but 
despite this it was possible to estimate the linewidths. 
Figure 6.4 shows the narrowest lines that were observed, these 
being approximately 10-12nm wide, the nominal exposure dose being 
2.5x10- 10 Ccm- 1• Figure 6.5 shows wider lines (about 36nm) 
produced at an increased dose of 9.7x10- 10 Ccm- 1. The increase 
of linewidth with exposure dose is shown in figure 6.6. Over 
this range, linewidth is seen to increase approximately with the 
O.75th power of exposure. The critical exposure dose stated 
above is less than that found for exposures in the Philips SEM, 
although it should be noted that the beam current measurement was 
of current collected onto an aperture and that the actual doses 
may be greater than the nominal doses stated. 
6.3.3 Additional results 
Additional results for the linewidth-exposure relationship were 
later obtained and are shown with the permission of K.Y. Lee. 
Figure 6.7 shows the linewidth-exposure results for 10nm thick 
metal (Au/Pd) lifted off from 80nm thick double layer PMMA, in 
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Linewidth-exposure measurements of lifted-off 
10nm thick !~/Pd lines, trom 80nm thick double layer PMMA. 
Exposur.s were made in the Philips SEM 500 with 8nm diameter 
beam. Results are shown with permission ot K.Y. Lee (Glasgow 
University). 
which the top 40nm layer (which determines the deposited 
linewidth by shadowing) was Elvacite 2041 as above. The bottom 
40nm layer was BDH PMMA (weight average molecular weight 137000, 
dispersivity 1.82 6.2), and the substrates were 70nm thick 
silicon nitride. The exposures took place in the Philips SEM 
with an 8nm diameter beam at 50keV, and the linewidth increases 
approximately with the 0.12 power of exposure, over the range of 
exposures. Development was for 30 seconds in 3 IPA : 1 MiBK at 
230 C. 
Results for an extended range of exposures are shown in figure 
6.8, for doses up to 1.2x10-8 Ccm- 1. The linewidths are from 
40nm thick single-layer Elvacite 2041, exposed in the Philips SEM 
500 and metallised with 10nm thick Au/Pd, but not lifted off. 
The development process was performed as above. The linewidth-
dose relationship shows that the simple constant power law 
assumed for the earlier results is not valid over a wide range of 
exposures. The power law is estimated as 1.5 near the minimum 
dose, decreasing to 0.5 at larger doses. The results are useful 
for comparison with the Monte-Carlo simulations (chapter 1). 
6.4 Conclusion 
Linewidth resolution measurements have been made in very thin 
(10nm) single-layer films of PMMA on thin silicon nitride 
membranes. Although it has not been possible to achieve useful 
lift-off of metal lines, the use of such a thin resist layer has 
enabled an investigation of the performance of the resist at its 
resolution limit, without attempting to produce lines of very 
high aspect ratio. 
The linewidth-exposure relationship has been measured for 
exposure by a very fine (about 0.5nm) 100keV electron beam. For 
these exposures the absolute exposure doses are not known 
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Fig. 6.8 Linewidth-exposure measurements of lines in 40nm 
thick single layer PMMA (Elvacite 2041), over an extended 
range of exposures. Exposures were .ade in the Philips SEM 500. 
After development the resist was metallised with 10nm of Au/Pd, 
but lift-of~ vas not attempted. Results are shown with 
permission of K.Y. Lee (Glasgow University). 
accurately; however, the results do show that the increase in 
linewidth with dose measured in the Philips SEM is not simply due 
to the finite electron beam distribution. 
No reduction in minimum linewidth below that achieved in the 
Philips SEM was found for exposure by a very fine electron beam, 
and this is further discussed in chapter 7. However, it should 
be noted that exposure control in the HB5 was not as accurate as 
in the Philips SEM, and that it will be possible to repeat the 
experiments when a more stable and controlable high resolution 
electron beam machine shortly becomes available. 
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CHAPTER 7 
Monte-Carlo simulation of the exposure of PMKA 
1.1 Introduction 
In a Monte-Carlo simulation of the electron beam exposure of 
resist, many trajectories are calculated of primary electrons 
passing through the resist layer and, if appropriate, the 
substrate. The elastic collision points, and the angular 
deviation of the electrons at these points, are calculated from a 
model of the scattering process (usually the Rutherford model), 
with reference to pseudo-random numbers generated by the 
computer. In earlier simulations the energy dissipation along 
the electron paths (per unit path length) was calculated 
according to the Bethe formula (see for example Hawryluk, 
Hawryluk, and Smith7•1); however this "continuous slowing down 
approximation" (CSDA) leads to inaccuracy due to the effect known 
as electron "straggling", some electrons having much longer paths 
through the resist and substrate than others. Some later 
simulations have used the technique of Shimizu et al. 7. 2 in 
simulating discrete inelastic collision points at which energy is 
dissipated, using random numbers in a manner similar to the 
simulation of elastic scattering. Such Monte-Carlo calculations 
result in a more accurate energy distribution of electrons 
transmitted through thin films than does the CSDA method 7.15 , and 
can be used in simulating the exposure of resist on solid 
substrates, enabling the effect of electron backscattering from 
the substrate to be quantified. 
Such a simulation, which included discrete elastic and inelastic 
collision points (based on the Rutherford scattering model and 
the Bethe model of energy loss, respectively), was used to 
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produce the linewidth-exposure relationship shown in figure 7.1 
(due to S.P. Beaumont), for a thin film of PMMA on a thin 
substrate. The power law of 0.29 is much lower than that found 
in practice for exposure by a beam of negligible diameter, or for 
exposure by a beam of diameter almost as large as the minimum 
linewidths obtained (about 0.7; see chapter 6). 
The elastic and inelastic mean free path lengths of 100keV 
primary electrons in PMMA are both of the order of 100nm, so that 
when passing through a resist layer only 10nm thick there will 
most probably be only one collision, either elastic or inelastic, 
or none at all. Since several elastic collisions would usually 
be required to turn an electron back on its original path and 
return it to the resist layer (the elastic scattering angles for 
primary electrons are of the order of tens of milliradians), the 
amount of backscattering of primary electrons from a substrate 
only 70nm thick is negligible. Hence almost all of the primary 
inelastic collisions in the resist will be within the primary 
electron beam diameter, and it would appear from a simulation 
based only on following the trajectories of primary electrons 
that a 1nm electron beam would produce a well-confined energy 
dissipation profile 1nm wide. In practice, however, the 
narrowest lines resulting from exposure by a beam of less than 
1nm are about 10nm wide (see chapter 6), and it has been proposed 
that the energy spreading effect of secondary electrons is 
responsible for the discrepancy. 
Attempts to include the effect of secondary electrons in Monte-
Carlo programs have relied on various models for the production 
of secondary electrons and for their ranges in the 
materia17.3,7.9-1.11. The differential cross-sections for the 
production of secondaries are noted as being inaccurate and the 
models have not been proved experimentally for PMMA. Models for 
the ranges of low energy electrons in polymeric materials may 
also be inaccurate. It was therefore decided to attempt a Monte-
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Fig. 7.1 Linewidth-exposure dose relationship resulting 
from a Monte-Carlo simulation of the exposure at 50keV ot 
thin (50nm) PMMA on a thin carbon substrate. The simulation 
incl.ded discrete elastic and inelastic collision points, 
but did not include the prod.otion of secondary electrons. 
The incident ~eaa was ana in dlaaeter and ot gaussian protile. 
Shown with the permissioD ot S.P. Beaumont, Glasgow University. 
Carlo calculation including the effect of secondary electrons, 
using, as far as possible, experimental data for the various 
effects invo 1 veda 
Measurements of low-energy electron exposure ranges have been 
presented in chapter 3, and electron energy loss spectroscopy has 
been performed on PMMA and silicon nitride (used as the 
supporting membrane in the experiments descri bed in chapter 6), 
enabling the secondary electron production to be determined 
(chapter 4). In the present chapter the inelastic collision 
processes can therefore be modelled from experimental data; the 
elastic collision cross sections for the primary electrons are 
taken from the Rutherford model, although as stated above the 
primary elastic collisions have little effect on the energy 
dissipation profiles in very thin resist layers on thin 
substrates. Following Samoto and Shimizu7. 3, the inelastic mean 
free path lengths for low energy electrons were determined from 
the empirical formulae of Seah and Dench 7. 4• At very low 
energies the elastic mean free paths predicted by the Rutherford 
model become very small (of the order of the atom spacings) and 
would lead to extremely long computation times; the Rutherford 
model at low energy is also known to be very inaccurate7.5. (The 
Mott cross-section is more accurate but would have to be 
tabulated for use in a Monte-Carlo calculation, and is still 
inaccurate at very low energies.) Since the secondary electrons 
are deflected in a random manner by several inelastic collisions, 
and almost all of the higher energy secondaries (of significant 
range) lose their energy in several collisions, the effect of 
elastic scattering is simulated simply by shortening the 
inelastic mean free path by a variable factor which is determined 
by comparing simulated low energy exposures with the experimental 
exposure range data. This procedure also compensates for any 
inaccuracy in the Seah and Dench empirical formula as applied to 
PMMA. 
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7.2 Monte-Carlo simulation in three dimensions 
Monte-Carlo simulations are often reduced to two dimensions, in 
order to reduce the computation time and simplify the structure 
of the program. In a program to simulate the line exposure of 
PMMA, electron trajectories and energy losses can be tracked in 
three dimensions (x along the line, y across the line, and z 
vertically), and all losses recorded in a y-z array only, thus 
integrating the energy dissipation in the x direction along the 
line. Since the exposure is symmetrical about the centre of the 
line (taken as y=O), the losses at negative y-coordinates can be 
superimposed on the positive y-coordinate losses. These 
techniques reduce greatly the number of incident electrons which 
must be simulated in order to achieve "smooth" energy dissipation 
contours. 
However, in exposures to achieve the ultimate resolution in PMMA, 
it is found that the energy dissipation contours are not smooth 
(see section 7.5.2), and a realistic simulation must take into 
account the factors influencing the statistical variations in the 
energy dissipation. In the simulations described here, the 
dissipation was not integrated in the x-direction or mirrored 
about the x-z plane. The incident beam of electrons was 
"scanned" in the x-direction, and the y-coordinate of the entry 
point of each electron was determined by a random number together 
with the required beam distribution (both negative and positive 
y), which could be determined as described in chapter 2 for 
electron beams of the order of 10nm in diameter, or alternatively 
could be a delta function representing a very fine beam. 
Energy losses were only recorded at central x-elements (ie. in a 
single y-z array), corresponding to a cross section of the 
exposed line (figure 7.2). The centre of the electron beam 
would enter the resist at the centre of the first y-element and 
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Fig. 1.2 Monte-Carlo simulation in three dimensions. 
PrimarT electrons pass through the block of resist indicated 
b7 the taint lines, the centre of the beam being scanned 
along the top centre-line. Second&r,f electrons are tracked 
within the resist and substrate, whether iDBide or outside 
the block. Energy losses are on17 recorded if they occur 
within the cross-sectional y-z arr&7, delineated by the 
heaTY lines. 
only one half of the cross section would be mapped in the array. 
Using three-dimensional graphical display programs and a three-
dimensional storage array it would be possible to plot 
dissipation contours along the exposed line, although it must be 
remembered that for the energy dissipation to be realistic the 
exposed line must be extended beyond the recorded array section. 
Three-dimensional storage and display were not implemented in the 
present work, but might be incorporated when better computer 
facilities become available. 
1.3 Details of the simulation program 
1.3.1 General structure 
A simplified flowchart of the program is shown in figure 7.3. A 
primary electron enters the resist at a position which is 
determined as described in section 7.2, and is tracked through 
the resist and substrate until it leaves the composite film. At 
this point any secondary electrons which were created are tracked 
until either they have insufficient energy to expose the resist 
(less than 5eV), or they leave the film. Tertiary electrons can 
also be created by inelastic collisions of the secondaries, and 
are tracked in the same manner. 
If an electron passes from the resist into the substrate or vice-
versa, it is placed at its point of intersection with the 
interface and its mean free path re-calculated in the new 
material; it then proceeds in the same direction as before. The 
same routine is used for tracking both primary and secondary 
electrons, although the mean free path is calculated differently 
for low energy electrons. 
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1.3.2 Elastic mean free path 
The total Rutherford scattering cross section ~i for each atom of 
species i, including the atomic screening parameter given by 
Nigam et al. 1 •6 , is given by1.1 
a· 1. = 
where ~i = total elastic scattering cross section (in cm2) 
per atom of species i 
e = electronic charge (esu) = 4.8 x 10- 10 esu 
Zi = atomic number of the atom of species i 
m = electron mass (grams) 
v = electon velocity (cm/sec) 
Qi = atomic screening parameter = 2.33 Zi 1/3 
E1/2 
E = incident electron energy (electron volts) 
(1 . 1 ) 
The elastic mean free path AE in the material (in cm) is given by 
or 
where n· 1. = 
p. 
1. = 
NA = 
A· 1 = 
= 
= 
i 
i 
n· (T. 1 1 
number of atoms of species i per cm3 
density of the atoms of species i (g 
Avogadro's number 
atomic weight of the atom of species 
(1.2) 
cm-3) 
i 
The elastic mean free path is calculated according to equation 
1.2 only for primary electrons (taken to be those of energy 
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greater than 1100eV). The effect of random elastic scattering of 
secondary electrons is included by reducing the inelastic mean 
free path (see section 1.1), and the elastic path length is 
therefore set as an arbitrarily large number. 
1.3.3 Inelastic mean free path (IHFP) of primary electrons 
The inelastic mean free path of 100keV electrons in both PMMA and 
silicon nitride was derived from the energy loss spectra (as 
explained in chapter 4). The simulations on thin substrates were 
run for 100keV primary electrons and since the energy losses in 
almost all cases in thin substrates are small, it would be 
reasonable to take the measured values of mean free path for all 
primary electrons. However, it was also required to run 
simulations on solid substrates for use in deriving the variation 
in exposure with depth in the resist (chapter 5), when the 
primary electrons lose all of their energy within the resist and 
substrate. Therefore the measured values of mean free path were 
taken for 100keV electrons, and these were scaled as shown below 
for electrons of energy lower than 100keV, but above 1700eV, 
below which the model for secondary electrons was used. This 
method also allows other beam potentials to be used when 
necessary. 
The inelastic mean free path was scaled by reference to the CSDA 
8ethe energy loss formula (non-relativistic): 
dE 
ds 
= 
(1.3) 
E 
where dE/ds is the rate of change of electron energy with 
distance, ni is the density of atoms of species i, and I is the 
mean ionisation energy of the material. 
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Since the inelastic mean free path is inversely proportional to 
the rate of loss of energy with distance, the IMFP at electron 
energy E, lp' is given by: 
= E 
---. 
100000 
where lk = IMFP at 100keV 
C = (e/2)1/2 
I 
In(100000.C) 
In (E.e) 
(1.4) 
The value of mean ionisation energy assumed for PMMA was that 
used by Hawryluk, Hawryluk, and Smith 7.1,7.7 (65.6eV), who also 
use the empirical result1.1 
I = Z (9.76 + 58.8Z- 1. 19 ) for Z ~ 13 (7.5) 
This formula was used to estimate the mean ionisation energy for 
silicon nitride (taking the weighted average atomic number) as 
being 136eV. 
It should be noted that these calculations are only used to scale 
the inelastic mean free path length from its measured value at 
100keV. Since most primary electrons lose very little energy 
within thin films, the scaling routine will have very little 
effect when the simulation is run for thin resist and substrate 
films, with 100keV incident electron energy; most of the results 
reported are taken from such simulations. 
1.3.4 Secondary electron inelastic mean free path 
Following Samoto and Shimizu1.3, the secondary electron inelastic 
mean free paths were calculated from the empirical formulae of 
Seah and Dench1. 4. For organic material the IMFP, lp (in 
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nanometres), is given by 
= (7.6) 
where d 
PMMA1.3. 
is the density (g.cm-3), taken as 1.23 g.cm- 3 for 
For inorganic compounds the IHFP, "m (in atomic 
monolayers), is given by Seah and Dench as 
"m = 2110 + 0.41{aE)1/2 
E2 
where a is the average atomic monolayer dimension (nanometres) 
and is taken as 0.213nm for silicon nitride. 
The IHFP is calculated according to equations 7.6 and 7.7 for all 
electrons of energy less than 1100eV, and is then corrected to 
allow for the effect of random elastic scattering (section 
1.4) . 
7.3.5 Determination of step length and type of collision 
The total mean free path is given by 
= 1 + 1 (7.8) 
The step length, s, between collisions is then derived from the 
probability of collision using the Poisson distribution, 
(1/1) e-S/l , to be 
s = -1 In R, 
where Rl is a uniform random number between 0 and 1. Following 
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Shimizu et al. 7. 2 another random number R2 is used to decide 
whether the scattering is elastic, according to whether the 
inequality 
(7.10) 
is satisfied; otherwise the scattering is inelastic. 
7.3.6 Angular deflection in an elastic collision 
The calculation of elastic angular deflection is that of a 
conventional Monte-Carlo approach (see, for example, Hawryluk, 
Hawryluk, and Smith7. 1). The differential Rutherford scattering 
cross-section into solid angle Q (with the screening term a) is 
da· 1 
dQ 
= (7.11) 
where 9 is the deflection angle. The electron is scattered by an 
atom of species i if a random number R3 satisfies 
(7.12) 
Since a small change of solid angle dQ = 2w sin9 d9, the 
deflection angle 9 can be calculated from a random number R4: 
= f 9 dO'i o dQ 2w sin9 d9 2w sin9 d9 (7.13) 
The denominator is simply the total elastic cross-section ~1' and 
we can obtain 
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cosS = (7.14) 
By rotational symmetry, the azimuthal angle ~ of the deflection 
is obtained from 
= ¢ I 2. (1.15) 
The deflection of the electron through angles S and ~ is made 
with respect to a 3x3 transformation matrix which relates the 
direction of travel of the electron to the direction orthogonal 
to the surface of the resist, in case the electron has already been 
deflected from the normal by a previous collision. The members 
of the transformation matrix are then re-calculated for use in 
the determination of subsequent collision coordinates and angular 
deflection. 
7.3.7 Angular deflection and energy loss in an inelastic 
collision, and the generation of secondary electrons 
The determination of energy loss from the electron energy loss 
spectra, and of the energy of secondary electrons that are 
generated, is described fully in chapter 4. Following Samoto and 
Shimizu7.3, the deflection angle of the primary electron ap' and 
the angle of emission of the secondary electron Ss (with respect 
to the initial primary electron direction), are calculated 
according to the simple binary collision model (by conservation 
of momentum): 
6E/E (7.16) 
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where ~E is the energy loss. 
It is noted in chapter 4 that the deflection ap calculated by 
this method is overestimated since some momentum is absorbed by 
the atom; however, this inaccuracy is more significant in thick 
substrate rather than thin substrate lithography, where the 
primary electrons suffer many inelastic collisions. 
The azimuthal angle for primary electrons ¢p is calculated as for 
elastic collisions (equation 7.15), and the secondary azimuthal 
angle ¢s is assumed to be (~p + .). 
For the subsequent tracking of secondary (and tertiary) 
electrons, at an inelastic collision the energy loss and the 
direction of the colliding electron (ie. the transformation 
matrix) are stored, together with the angles as and ¢s. When the 
secondary is to be tracked its initial energy and direction are 
calculated. Secondary electrons are not tracked unless they are 
able to cause chain scission in PMMA (ie. they have at least 5eV 
energy). 
7.4 Simulation of low energy exposures 
To test the accuracy of the simulation of secondary electron 
energy dissipation, the program was run to simulate blanket (ie. 
large area) exposures by low energy electrons up to 1700eV. The 
results could be compared with the direct low energy electron 
exposures of chapter 3. 
The energy dissipation was recorded in an array of elements which 
was sufficiently large to include all lateral spreading of the 
electrons. It was only necessary for the array to contain single 
elements in the horizontal direction provided these elements were 
sufficiently large. The array contained 50 elements in the 
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vertical direction. This arrangement resulted in the dissipation 
being integrated horizontally to simulate the effect of a large 
area exposure, and the energy dissipation could then be plot ted 
against depth. 
The exposure latitude of PHMA, representing the factor between 
the dose which is just sufficient for all of the resist to 
develop, and the dose at which cross-linking begins to prevent 
full development, is known to be a factor of 10 (see 
Hatzakis7.8). It will be noted that the developed depth/exposure 
characteristic of figure 3.10, for low energy exposures, is 
almost, but not quite, constant over an order of magnitude range 
of exposures, indicating that the exposure latitude given by 
Hatzakis also applies to low energy exposures. The simulated 
dissipation/depth characteristics for low energy exposures (see 
for example figures 7.6 and 7.7) show that the exposure reaches a 
maximum at some level below the surface (about half of the 
secondaries are lost at the surface), below which the dissipation 
decreases. 
It is assumed that the dissipation at the maximum developed depth 
in figure 3.10 (at 5x10- 5 Ccm- 2 ) is 1/10 of the maximum 
dissipation; that is, at the incident exposure for maximum 
developed depth the resist will develop out to the depth at which 
it receives 1/10 of the maximum energy dissipation. Given less 
exposure, the resist will not develop to as great a depth, and 
with greater exposure a layer of cross-linked material will 
inhibit the development, and will probably precipitate out into 
the bottom of the developed areas (as do the higher molecular 
weight fractions which are thought to cause the development 
"tails" described in chapter 5). Hence we assume that the 
simulated "1/10 exposure depth" is the equivalent of the exposure 
range measured in chapter 3. Since the exposure at this point is 
falling rapidly with depth, a small error in the assumed exposure 
latitude of the resist will not cause a large error in the 
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simulated exposure range. 
Figure 7.4 shows the measured exposure ranges of chapter 3, 
together with the simulated 1/10 exposure depths which used the 
Seah and Dench formula for the inelastic mean free path, with no 
allowance for elastic scattering. This is equivalent to the 
model of Samoto and Shimizu 7•3 , and it will be noted that the 
ranges are overestimated, especially at low energy. It is 
assumed that the discrepancy is due to random elastic scattering 
(the elastic mean free path being of the order of the atom 
spacings), resulting in a reduction of the effective point-to-
point inelastic mean free path. In order to correct the low 
energy IMFP to match the simulated 1/10 exposure depths to the 
measured exposure ranges, a correction factor was applied to the 
Seah and Dench IMFP, of 0.6 below 1 OOeV, rising linearly to 0.9 
at 900eV, and remaining constant at 0.9 from 900 to 1700eV (see 
figure 7.5). Figure 7.4 also shows the 1/10 exposure depths 
after the correction is applied, and these are seen to match the 
measured exposure ranges. 
The dissipation/depth plots of figures 7.6 (at 500eV) and 7.7 (at 
50eV) include the correction to the IMFP. Later in this chapter 
the size of the elements used in most simulations will be (2nm)3, 
and it is convenient to give energy dissipation values in 
electron volts per (2nm)3. By integrating to obtain the total 
dissipation in the resist, the dissipation at the 1/10 exposure 
depth can be obtained, for an incident dose of 5x10-5 Ccrn-2. For 
the 500eV simulation this was found to be 97eV per (2nm)3, and 
for the 50eV simulation it was 96eV per (2nm)3; the dissipation 
was also very similar at other incident energies, indicating that 
the maximum developed depth is always reached at the same low 
energy exposure dose, over the range of incident energies between 
50 and 1700eV. The estimation of the exposure threshold for 
development is used later in determining the development 
contours of lines exposed by high energy electrons. 
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1.5 Simulation of high-energy exposures 
1.5.1 Large area exposures 
The program was run for large area exposures at high energy in a 
similar manner to that described in section 1.4 for low energy 
exposures. The results for the 20keV exposure of 0.3 micron 
thick resist on solid silicon nitride were presented in chapter 5 
(section 5.5); results are shown here (figure 7.8) for the 100keV 
exposure of 60nm thick resist on a 70nm thick silicon nitride 
membrane. The vertical element dimension was 1.2nm. It will be 
noted that the element directly above the nitride membrane 
received about 30S more energy dissipation than the average 
through the resist, due to the different secondary electron 
emission spectrum of the nitride membrane. The next element 
above this one recei ved about 5S more exposure than average, so 
we may conclude that secondary emission from the nitride membrane 
affects the exposure significantly within the last 2nm or so 
above the membrane. It should be noted that secondary electron 
emission from the substrate causes a much shorter range effect 
than the gradual increase in exposure through the resist, caused 
by high-energy electron backscattering from a solid substrate 
(figure 5.7). 
The exposure close to the surface of the resist is about 10S 
below average,. the decrease occurring over the top 10nm or so of 
resist. Some decrease in exposure would be expected close to the 
surface since there is no secondary electron contribution from 
the free space above the resist, and might result in undercutting 
of fine lines exposed in single layers of the resist (see section 
1.5.5). 
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7.5.2 Energy dissipation and development contours for simulated 
high-resolution exposures 
For the simulation of high resolution line exposures a suitable 
element size must be chosen. Dividing the density of PMMA by the 
monomer mass (100.12 atomic mass units) gives the volume occupied 
by a single monomer as 0.14 nm 3; a cubic element of dimension 
0.52nm would therefore contain one monomer. However, it is not 
necessary for all of the chain bonds of the polymer to be broken 
in order to develop the resist, and it was found that taking the 
element dimension as 0.5nm resulted in discontinuous energy 
dissipation profiles which were difficult to analyse. 
The G(scission) value of PMMA is the number of chain bonds broken 
per 100eV energy dissipation, and its value is quoted as 1.77. 13. 
Since the energy dissipation threshold for development was taken 
in this work to be about 100eV per (2nm)3, or sometimes less 
depending on the development conditions, an element of dimension 
2nm would require one or two bonds to be broken within it in 
order for it to develop. In practice it was found that taking 
the element dimension to be 2nm resulted in continuous energy 
dissipation contours above the experimental critical dose for 
line exposures (see next section), and such elements were 
sufficiently small for linewidths of about 10nm to be determined 
from the results. 
Although the simulations took place in three dimensions, computer 
data storage was limited and the dissipation was only recorded in 
one half of a single cross-section through the exposed line (see 
section 7.2). The results can be plotted as an array showing the 
elements which receive more than a threshold energy dissipation 
(see next section) which it is assumed will be dissolved by the 
developer. A set of threshold plots for various exposures of 
20nm thick resist on 70nm thick silicon nitride substrates are 
shown in figure 7.9; these are for the 8nm beam with tails of the 
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Fig. 7.9 Exp9sure threshold plots for 200m thick PMMA on 
a 70nm silicon nitride substrate, exposed 
Bnm beam with tails. Exposures given are 
at 100keV by an 
x10-9 Cc.-1 • 
Elements are 2nm x 2nm x 2nm. Exposure threshold is 100eV 
per element (a dot indicates that an element is exposed above 
) 'l'he centre Of the beam i8 at the centre of the threshold • 
the first (ie. left-hand) element (see figure 7.2). 
, 
Philips SEM (simulated as described in chapter 2), but for 100keV 
p rim a r y be a men erg y. The sen sit i v i t y will the ref 0 reb ere d u c e d 
from that for 50keV exposures by a factor which is estimated to 
be 1.8, because of the increased inelastic mean free path length 
- see section 7.3.3. Linewidths, however, should not be affected 
since the backscattering of high energy electrons from the 
substrate will be negligible at both 50 and 100 keY (see section 
7. 1 ) • 
It would be expected that some elements with dissipation below 
the threshold would become detached from the walls of the 
developed line, when elements further into the resist are able to 
dissolve. Since a full three-dimensional energy dissipation 
array was not stored it was necessary to devise a fairly 
arbitrary algorithm to determine from the dissipation array which 
elements would be removed. This is most easily explained with 
reference to the results, which are shown in figure 7.10 for the 
same data set as above. It is assumed that the line will not 
develop back to single elements above the dissipation threshold; 
however, two or more adjacent elements will dissolve and cause 
the elements to the left to be removed. It is also assumed that 
filaments of resist one element wide will dissolve, as will the 
elements at convex corners. This treatment is somewhat crude and 
could be improved considerably by handling full three-dimensional 
arrays. 
Integrating the energy dissipation vertically through the resist 
(at the largest simulated dose) results in a plot of average 
energy dissipation against distance from the centre of the 
exposed line (figure 7.11). This is useful as a rough guide to 
the lateral variation of energy dissipation at all exposures, but 
such a plot does not indicate the statistical variation in 
exposure resulting in undeveloped regions of resist, as do the 
exposure threshold and development plots. 
88 
·(~X.+ aas) 6· L e.:m.S1J tIl UAO~S 
9a~80dX8 at{~ .. OJ S.rn.Ol!lOO +l%SlIlcIOI8.A.aP ~+ '811tl~S~ o~·L ·~t4 
·6l ·Sl . L. ~ 'l~ E·6 
.( 1 • • •• • II • • II • x'C • • • • •••• • • 1 X X •• • • • • • • • '(t' ........... 'I'X1'(1(··· •••• 
l' ••••• • • • ••• x'( • •• • • • ••• • '.( '( X • • • • • • • • • Xl' '( • • • • ••• • • ...'(.(x'(······· 
(X' •• • •• • • •• x: X ••• • • • • • • • t '.(:w ••• • • • • • • XXX1(········ "Xxxxxx······ 
Jt x ... • •• • • • • • • X l( x·· · · · · · . · X;( '( • • • • • • • • • :( '( x·· • • • • • • • '(1(x········· 
.. r I • • • • • • • • • '( X X • • • • • • • • • xxxx········ xy1(x········ xxxx'()(x····· 
l • • •• • • • • • • • 
~ ........... 
'ceoc X x· • • • •• '()(1('(J()( •••••• XXXX'l(x······ 
r • • • • • • • • • • • 
'( ........... 
'()(x'(x······· xxxxxx····· • .(xxxxx· ••••• 
t x: • • • • • • • • • • .(' )t •• • • • • • • • • '(xxx'C······· '()(x'(xxx····· (XXXXXl(····· 
.. '( xx' • • • • • • • '(X;(x······· • '('( .. Co(x····· • '(Xl("Cxx'(x···· 'txxxxx'(x···· 
IX)'XX······· '(xxxx······· '(xx'( 'ocx···· • xxx'(X)(x····· '(Xl('( .. c:(x····· 
o·g L..g O-g l'S-- - s·, 
'('('(X······· XXXXy······· '«x'(x······· xxxxx······· x'C)()(x·· ••••• 
'(x'('('(···· ••• )'x,(xxx······ X lO( '(Xl(······ XXXl(y)(······ '(x'('(xx······ 
XX)(xxx······ '(x.(1(lIXx····· O()(;(X X x····· .(X)(X1C'OC···· • X)(xxxxx··· •• 
"(,( X • • •• • • • • • xx'(X)()('('(···· )(XXXxxxx···· X'(XX1OC)(X···· )('(XXX)(xx···· (l(x'(xxx····· XXlOCXXXX··· • '(xx'(xxxx···· 'Cxx'(xxx'(···· )(X'(X)(xxx··· • 
lI''('('(Yx······ X,( lO'XX'(X··· • X'I('('(X)(xx···· )('(xxx'(xx···· '(XX)(xxxx···· 
'(XtX)ClC······ '(XXXyXl()(···· XXX('(y)(x···· x'Cxy'()('(x···· x'(l(xx'«(x···· 
.l(I'(YX1(····· '(yX('('('(x···· 
'CX)(xxxxx···· x'('(X)(x'(l(···· x'(x'(x,«(x···· 
C('('()C'(Xlt···· XYX)('CX)(X· ••• :(xx'()(xxx··· • X)(l(Xl()'(X· ••• l()(xxxx'(x···· 
'f'('Cyy)(xx···· "(xx'(txxx···· x)'x't'Cxxx···· '( ... 'Cxxy'('C···· x'('('(x" .... y···· 
L.·E 6·l L.·l 6:~ 9· ~ 
'(J('()('Xxx····· 1('('('t'Cxx···· XtxJ(xx.('X···· )('(,,(Xl(XX·· ••• 'tx'(·C('(x···· • 
XX('(y'(x····· J(x'('CXXl(x···· '(XX '(lCXxx··· • 'XxxxXJ(,(·· ••• '('(X('('(x····· 
'('I('(xxx····· xxx'(x'txx···· Xl()('(xxxx···· '(xxxx'(x····· '(x'(xxxx····· 
'('(x"()()()(x···· x'(l(l(xxxx···· )()(XXltlUCX··· • XXXXXXX)(···· (xx"('(x'(x···· l( 'Ocxx'(Xl(···· yxxX'(:JCxx·· •• lO')(X)(Xxx··· • xxxxxx:oc· ••• "('(XXXXX···· 
X'l(x'(x'(X)(···· l(xx'(l(X)()(···· l(X l( ('( x'Oc···· X)(XX'(Xl(Xl(··· X,(XXXX'(t)(··· 
'()(x('(X)(x···· xxxXxxxx···· X)(xxxxxx···· l(lC,(XXXX"oc··· XXX'(X)()(X)(··· 
x'(xx"CXX)(···· xx'(XYXl('(···· '('()()('(X)(x···· xx'(x"(l('(x···· x'(X:"()(x'(l(···· 
't'('('(xxxx···· XXX)(XlClCX···· x,('(l(Xl(xx···· l()(XlI'XXl(X··· • '('(y'(XXX'(···· 
"(XXl('l(xxx···· l(XX'(xx 'oc··· • '(X)('l()(XJ('J('" • XXXX)('Jcx····· Xl(XXxxx····· 
g,~ s·~ E·L - '·1 Ee' )('(x'( '('l(x····· l(yl(xJ(xxx···· "(xx'Cxxxx···· l(X(l(XX'l(,(X··· ,(Y)(l(l()fX"(X··· 
'('(y'('(Xl(····· '(l(l(xx'(lI'x···· '(Xl('I:,(XII'(X··· C(X)(X'(XtX··· "(,(X')(l()(Xl(XX·· 
1X'(l('(xxx···· xxx'('(x,'(xx··· X'(X()(Y'('l(x··· (X)(l(XXlCXX··· X'l(,(X)(Xl('(xxx· 
xxxxxxxxx··· '(Xt'l(XXw:xx··· xx'(xx'Cxxx' •• '«xxxxxxx··· '(xX,(X'l(X'O'xx· (X'(Xl'(XX···· '(XXX)(l(xx···· xxxy'('(xxx··· nxux)('(xxxx XXl()'')(X)(XtXXX 
'(l(XXt·('(l(X··· x'(x"(xx'(xx··· '(,(XXl('(xxxx·· ,(,( 'OXXXX)(Y)CX '(xX'(l(X,(X)(XX )(l )( t"("(,(XX··· ,(XXXX)('()(x··· '(xx'()'xxxx··· X,(X,('(X,(xx··· l(X"('('('(XXl(··· (lX'()(XXX···· :("('x x x '( 'l( l( • • • • Xl('('l('()' ·()(···· X)(XX)(x'(xx··· f,(XX)('(X(X··· 
'('(XXl ... X'(···· IIxxxx'(xx···· '(l(xx'(X1(x···· '(X(XXl('(l(X·· • .c:'('(XXlX)(X O •• 
"(Xl('(y'('(····· 
·oc'(xxxx···· • '(xxx'(xxxo ••• "('(XXXlC'(X···· (X'(l()X,(X·· •• 
X103 
45.~~~~~~~~~~~~~~~~~~~~~ 
... 
z 
o 
H 
~ 
< 
0-
H 
Ul 
Ul 
H 
Cl 
~ 
t? 
0:: 
tzJ 
Z 
tzJ 
tzJ 
35 
30 
:> 5 
, t " ! • I ! , " ! I I I " f . + ,t . I. t! 
j 
1 
J 
J 
.J 
~ 
~ 
1 j 
o 2 t. 5 8 10 12 1 15 18 2v 
X10-3 
LATERAL DISPLACEMENT FROM CENTRE OF LINE (MICRONS) 
:rig. 7.11 Lateral variation in energy dissipation tor 
expoaare at 100keV by an 8na diameter beam with tails. 
To achieve a a.ooth curve the plot is taken from the 
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7.5.3 Critical dose 
The critical dose is taken to be the minimum line dose which 
results in continuous developed lines, and is a useful criterion 
for the comparison of experimental results with the simulations. 
It depends on the resist sensitivity (related inter alia to the 
molecular weight), the electron energy, and the development 
conditions. The low energy exposure experiments were performed 
using 3:1 IPA:MiBK developer at 230 C, and it was found that the 
resist would develop approximately to the 100eV per (2nm)3 energy 
dissipation contours (section 7.4). The critical dose for line 
exposures in Elvacite 2041 was found experimentally (see chapter 
6) to be 1.14 x 10-9 Ccm- 1 for development in 3:1 IPA:MiBK at 
23 0 C, and 8.9 x 10- 10 Ccm- 1 in 2:1 IPA:MiBK at 21 0 C; in the 
former case the resist would be expected to develop to lower 
energy dissipation contours than in the latter, so development 
contours were estimated for both 100eV per (2nm)3 and 50eV per 
(2nm)3 minimum energy dissipation. It was found in most cases 
that the results for 100eV per element exposure threshold were 
closer to the experimental data, so usually only these results 
are shown. 
In the simulations, the critical dose is taken to be that at 
which the developed line (obtained by the development algorithm 
of section 7.5.1) is continuous vertically in the cross section. 
Hence the critical dose for the simulations represented in figure 
7.10 is approximately 1.3xlo-9 Ccm- 1. This might represent a 
lower dose than the experimental critical dose, since the line 
can only be checked for vertical continuity in one cross-section, 
and not for horizontal continui ty. 
It is known from viscosity experiments that a critical number 
average molecular weight exists for entanglement of polymer 
. b t 16000 7.14 It is molecules, Mc ' and for PMMA Mc 1S a ou 
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necessary for the molecular weight to be reduced to below M in 
c 
order for the polymer to develop, and of course in the case of 
random scissions (and considerable dispersivity in the original 
unexposed polymer) the average molecular weight may have to be 
reduced well below Hc for the material to be developed fully. If 
the energy dissipation is 100eV per (2nm)3 and the G(scission) 
value is 1.1, then the number average molecular weight of 
Elvacite 2041, which is 186000 before exposure, will be about 
3300 after exposure (the decrease in the number average molecular 
weight is approximately proportional to the number of bonds 
broken per molecule). Since the dispersivity of the exposed 
material approaches two after a few bonds are broken 7. 14 , the 
weight (and therefore volume) average molecular weight after 
exposure will be about 6600. This is of some significance which 
will be discussed later (section 7.1). 
7.5.4 Estimation of linewidths 
The linewidth can be taken as either the average or the minimum 
linewidth in the cross section; for the simulation of lift-off 
processing it might be thought that the latter is preferable 
since it indicates the width of a thin metal line that would be 
deposited within the resist line. However, near the critical 
dose the experimental linewidth is seen to vary considerably 
along the line, and the cross section only represents one point 
on the line. In addition, the minimum linewidth estimated from a 
half cross section (as recorded) can only increase in steps of 
twice the element size (ie. 4nm); such steps are quite coarse 
near the critical dose. For these reasons it has been found 
preferable to take the average linewidths in the development 
cross sections, although some results for minimum linewidths are 
also shown for comparison. 
go 
1.5.5 Linewidth-dose relationship for 8nm diameter beam 
Figure 1.12 shows the average linewidths with increasing dose for 
20nm thick PMMA on 10nm thick silicon nitride, at both 100eV and 
50eV per (2nm)3 energy dissipation thresholds. The data are 
taken from the simulation series used for figures 1.9 and 1.10. 
The beam profile was equivalent to that in the Philips SEM, and 
figure 1.12 also shows the experimental linewidths for 40nm thick 
PMMA (Elvacite 2041) exposed in this instrument (see chapter 6, 
section 6.3.3). 
The energy dissipation at 50keV primary beam energy (experimental 
curve) would be expected to be about 1.8 times that at 100keV 
(simulations) for the same dose. The overall power law for the 
simulations is about 0.5; this is equal to the power law for the 
upper part of the experimental curve. The kink in the simulation 
curves is caused by different sets of simulations being used for 
the upper and lower parts of the curves; unfortunately, 
insufficient computer time was available to repeat the 
simulations in a single, complete set of runs. However, there 
does appear to be a more rapid increase in linewidth with dose in 
the simulations close to the critical dose (1.3x10- 9 Ccm- 1 for 
100eV per element dissipation threshold). 
Figure 1.13 shows the increase of the minimum linewidth with dose 
at 100eV per element dissipation threshold, for the same set of 
simulations as represented by figure 1.12; although the absolute 
linewidths are of course smaller, the power law is similar (about 
0.5 overall). 
It will be noted from figure 1.10 that undercutting of the resist 
occurs in the developed line; this has been noticed 
experimentally in thin single layer resists1. 12 , and would be 
expected from the decrease in exposure over the top 10nm or so of 
resist (see section 1.5.2). 
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dissipation threshold being 100eV per el •• ent and the primary 
electron energy 100keV. 
7.5.6 Results of the simulations for exposure Er ! very fine beam 
For these simulations the incident beam profile was taken to be a 
delta function, representing an infinitesimally small beam. 
Figures 7.14 and 7.15 respectively show the exposure threshold 
and development contours for a set of simulations of exposure of 
20nm thick resist at 100keV, the energy dissipation threshold 
being 100eV per (2nm)3 element. The critical dose appears to be 
about 3x10- 10 Ccm- 1, which is less than that for exposure by an 
• 
8nm beam. 
The simulations indicate that the energy dissipation due to a 
small beam is sufficiently localised for a very fine line to be 
developed, in this case only one element wide (representing a 
linewidth of 2nm or less). Experiments so far have not shown 
this to be true; the apparent discrepancy will be discussed in 
section 7.7. Figure 7.16 shows the experimental and simulated 
linewidth-exposure relationships for exposure by a very fine beam 
at 100keV. Although the rate of increase of linewidth with dose 
is similar, the absolute linewidths are much smaller in the 
simulation. The critical dose, however, is the same in both 
simulation and experiment, although as stated in chapter 6 the 
nominal doses for the experimental linewidths may be smaller than 
the actual doses. 
Figure 7.17 is a plot of the exposure dose (integrated 
vertically) against the distance from the centre of the exposed 
line, at the largest simulated dose. Although the central 
elements receive much more exposure than the next ones out, it is 
important to note that overexposure of many of the central 
elements is necessary in order to ensure that all of them receive 
more than the critical energy dissipation for development, 
because of the statistical variation of the exposure with depth. 
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beam. 
-8 -1 The plot is taken from the simulation at 2.6x10 Ccm 
exposure dose. 
Figure 1.11 enables the Monte-Carlo simulation to be compared 
with recently published results for similar calculations which 
include the effect of secondary electron energy spreading. These 
simulations are based mainly on theoretical models. Figure 7.17 
agrees broadly with the results of Samoto and Shimizu7•3, who use 
Gryzinski's theoretical excitation function for the production of 
secondary electrons, and the Seah and Dench empirical formula for 
the inelastic 
materials 1.4. 
mean free path of low energy electrons in organic 
As we have seen (section 1.4), the Seah and Dench 
formula appears to overestimate the range of very low energy 
electrons when applied to PMMA. Compared with the results of the 
present work and those of Samoto and Shimizu, the model of 
Joy7. 11 appears to overestimate the energy spreading effect of 
secondary electrons considerably (by about an order of 
magnitude). Joy uses a simple classical model for the production 
of secondary electrons, and states that the cross section for 
secondary electron production given by this model is similar to 
that given by the Gryzinski model and others, provided that the 
energy of the secondary electron is sufficiently high for it to 
be "free". While this may give approximately the correct 
spectral distribution for the secondaries of significant range, 
their total number may be in error when calculated for a specific 
primary electron mean free path. 
7.6 Charging of resist 
A Monte-Carlo simulation which includes secondary electrons 
should result in a more accurate net charge balance in the resist 
and substrate than one which does not. In the present simulation 
electrons are tracked until their energy is less than 5eV; below 
this energy their range may increase considerably, but they would 
then be influenced by local potential gradients and move in a 
direction to neutralise charging fields created by higher energy 
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electrons in an insulating resist or substrate. Accurate 
determination of charging is therefore very difficult but the 
simulation can be used to predict the polarity of the charging, 
and also which situations are more likely to cause charging 
problems. 
The results given here are normalised to the total number of 
incident primary electrons; since secondary electrons are created 
in the resist and substrate the (normalised) number of 
transmitted electrons can therefore exceed unity. 
In the simulation of 20keV exposures of 300nm thick PMMA on solid 
silicon nitride, transmission into the substrate is about 1.05, 
backscattering from the substrate into the resist 0.5, and loss 
of electrons from the surface of the resist 0.3. There is 
therefore a net increase of the number of electrons in the resist 
of 0.15, and the resist as a whole would charge negatively. 
However, since the resist is relati vely thick and electrons are 
lost from the top surface, the top of the resist may charge 
positively by up to 0.3. It has not been found necessary in the 
exposure of 300nm thick resist on a conducting substrate to 
overcoat the resist with a thin layer of metal, although 
insulating substrates are usually metallised. It is therefore 
presumed that the conduction mechanism in PMMA will neutralise 
sufficiently the potential gradient through the film, to avoid 
defocusing of the beam during exposure (which would occur with 
potentials greater than a few hundred volts). 
In the case of thin films of PMMA (20-80nm) on 70nm thick silicon 
ni tride membranes, and exposed at 1 OOkeV, the transmission into 
the substrate is 1.0025, backscattering 0.015, and loss from the 
top surface 0.002, while 1.015 are transmitted through the entire 
resist and substrate. At 50keV these values are 1.0045, 0.027, 
0.004, and 1.03 respectively (the inelastic mean free path length 
is shorter than at 100keV so more secondaries are created). It 
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might be noted that the magnitude of the charging in thin films 
is at least an order of magnitude less than that in thicker 
resist on a solid substrate, as above. 
In thin substrate work it would be expected that the resist and 
support film as a whole would charge positively, but since the 
resist alone gains more electrons than it loses it may charge 
negatively if the conduction mechanism is insufficient to 
neutralise the potential gradient through the film during the 
exposure. It is thought that a very intense beam such as that in 
the HB5 scanning transmission microscope would be more probable 
to cause the resist to charge negati vely during exposure, hence 
repelling secondary electrons and increaSing their energy 
spreading effect. This may explain the ability to develop 36nm 
wide lines using an intense electron beam of diameter less than 
lnm (see figure 6.5), despite the simulated lateral distribution 
of energy dissipation shown in figure 7.17. 
Evidence of negative charging of the resist during exposure would 
be a change in the rate of increase of linewidth wi th exposure, 
for different beam currents; however, it might be found that the 
negative charging of the resist is almost independent of the rate 
of exposure, since the excitation (and therefore the discharging 
mechanism) is also related to the beam current. It should also 
be noted that the use of a thinner substrate would result in less 
secondary emission into the resist and would therefore reduce the 
negative charging effect. These points might be investigated 
further when the new high-resolution electron beam machine 
becomes available within the Department. 
A possible result of positive charging of the membrane is that 
low energy electrons created during the exposure of a feature 
might be attracted towards the positive charge deposited at a 
previously exposed neighbouring feature, for example in the 
exposure of closely spaced lines. 
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Although these effects can be suggested, and might be 
investigated experimentally, they have not been included in the 
Monte-Carlo calculation since the conduction mechanisms within 
the resist and subtrate, which are excited during exposure, are 
very difficult to quantify. 
7.7 Discussion and conclusions 
It has been shown that the Monte-Carlo simulation described here 
results in approximately the same critical dose, and rate of 
increase of linewidth with dose, as the experimental 
measurements. The agreement of simulation and experiment for an 
8nm diameter beam is good, but it is predicted that exposure by a 
very fine beam will result in continuous lines as narrow as 2nm 
or less. This was not found in practice, and the use of a very 
fine beam was found to result in linewidths no less than those 
produced by an 8nm diameter beam (ie. about 10nm). Although 
exposure control in the case of the very fine beam was not as 
accurate, the simulations of exposure by a fine beam indicate a 
wide exposure latitude for 2nm wide lines. 
The weight (and therefore volume) average molecular weight in the 
experiments was 360000 before exposure (Elvacite 2041) and about 
6600 after exposure (section 7.5.3)' Not allowing for 
entanglements, the original molecule might occupy a sphere 8nm in 
diameter. There are thought to be only a few entanglement points 
per molecule, so the overall molecular dimension should not be 
very much larger than this. The molecule might appear as a ball 
of string, entanglements with other molecules occurring near its 
perimeter. 
If after exposure a molecule is only able to dissolve as a whole, 
then it would be expected that the narrowest lines produced in 
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very thin (1-2 molecules thick) resist would vary in width 
between one and two molecules, or 10-20nm. Linewidth control in 
practice is better than this (see for example figure 6.2), and it 
has therefore been thought that the molecules are able to 
dissolve partially. An explanation for the results presented 
here, however, could be that it is not possible to cut through 
the centre of a molecule without the whole of the molecule 
dissolving, while it is possible to cut through one side of the 
molecule and much of the other side will remain, supported by its 
entanglement with other molecules. The minimum linewidth would 
then be limited approximately to the diameter of the molecule. 
The minimum molecular weight necessary for entanglement of PMMA 
molecules is 16000 (number average); with a low dispersivity 
value of, say, 1.2 the weight average molecular weight would be 
about 19000. The diameter of the molecules would then be 3.7nm, 
assuming that the molecule is sufficiently large (at 190 monomer 
units) for its shape to be approximately spherical. This may 
lead to higher resolution, but it might be thought that the 
resist would then be more sensitive and the exposure could become 
discontinuous with depth. However, it is estimated that to break 
down such a polymer to a number average molecular weight of 3300 
would require 80eV per 2nm element, rather than 100eV for 
Elvacite 2041, and reference to figure 7.17 indicates that such a 
difference in sensitivity should be insignificant. 
A number average molecular weight of 16000 should be regarded as 
a theoretical lower limit for the use of PMMA as a resist; in 
practice the entanglement of molecules will not be very great and 
unexposed material will dissolve quite rapidly in the developer. 
The resist contrast might then be unacceptably low, and although 
it has not been possible to include the effect of resist contrast 
in the treatment presented here, it has been assumed that the 
contrast is sufficient for the resist to develop out to definite 
energy dissipation thresholds. With carefully controlled 
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development conditions it might be possible to use a low 
dispersivity polymer of molecular weight about 48000 (weight 
average), the molecules in this case being about 5nm in diameter, 
assuming them to be spherical. This may result in a worthwhile 
improvement in the minimum linewidth. 
In conclusion, the secondary electron Monte-Carlo simulation 
predicts approximately the correct rate of increase of linewidth 
with dose, and the correct critical dose for development through 
a fine line in PMMA. However, the minimum linewidth for exposure 
by a very fine electron beam appears to be limited by the 
molecular size of the polymer, and although it is possible to 
remove some material from a molecule without the entire molecule 
being dissolved, it does not seem to be possible to expose and 
develop a fine line through a molecule. Local charging effects 
might also play some part in the discrepancy between the 
experimental and simulated results for the exposure of thin PMMA 
by a very fine electron beam. It is tentatively suggested that 
some reduction in minimum linewidth may be obtained by the use of 
a low dispersivity polymer of molecular weight not greatly above 
that necessary for entanglement. 
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CHAPTER B 
Low energy electron exposure of arsenic trisulphide 
inorganic resist 
B.l Introduction 
Arsenic trisulphide (As 2S3) is an amorphous chalcogenide glass 
resist. Such materials have attracted some attention as photo-
or electron beam resists since their amorphous property promises 
potentially very high resolution B•1- B•3• In the most common 
resist system utilising this material, the arsenic trisulphide is 
evaporated onto a substrate (in thicknesses of up to 1 micron), 
and a thin layer of metallic silver (20-50nm) is evaporated onto 
the surface. The silver acts as a sensitising layer and on 
exposure to light, by a process known as photodoping or 
photodissolution B•4- B•7, silver ions migrate into the resist, 
rendering it insoluble by an alkaline developer. The use of 
silver chloride rather than silver as the sensitising layer has 
been found to result in increased sensi ti vi tyB.B; however, this 
resist system is sensitive to yellow light and therefore cannot 
be handled safely in standard clean-room conditions, and also 
suffers from poor resolution due to clustering of the dissociated 
silverB• 10 . 
It was found that a layer of silver sulphide (Ag2S) is formed at 
the interface between silver and arsenic trisulphide, which was 
thought to be the source of the doping ionsB• 7, and later it was 
discovered that a thin layer of Ag2S (about 10nm) could be formed 
directly on the surface of the As 2S3 by immersing it for a short 
time in silver nitrate solution. This sensitisation method has 
been found to result in a stable resist system whose sensitivity 
at 1 2k e Vis abo u t 4 x 1 0 - 3 C c m -2 B. 9 , B. 1 0 · 
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Experiments have been performed in this Department, by B. Singh, 
on the electron beam exposure of Ag 2S/As 2S3 resist, and it was 
decided to perform some experiments, in collaboration with him, 
on low energy electron exposure of the material. It was thought 
that the important electron interactions would take place at or 
near the interface between the Ag2S and the As2S3, and that there 
would therefore be a threshold electron energy, corresponding to 
the range of the electrons in the Ag2S being just sufficient for 
them to penetrate to the interface, below which no doping would 
take place. 
The work presented here represents a further use of the low-
energy electron exposure system described in chapter 3. It is 
pointed out in chapter 9 that there may be some advantage for 
high resolution lithography in the use of an amorphous resist 
which is sensitive only to higher energy electrons (say above 
100eV); the low energy exposure technique enables arsenic 
trisulphide to be evaluated on this basis, and also elucidates 
the exposure mechanism of this material. 
8.2 Experimental method 
About 100nm of As2S3 was deposited by vacuum evaporation onto a 
silicon substrate, at a source temperature of 3120 C, which is 
just above the melting point of the As2S3 glass. The deposition 
rate was 0.1-0.3 nm per minute, and the source temperature was 
controlled to within lOCo The film was annealed at 1900 C for one 
hour in nitrogen at atmospheric 
. h· t· d A S 8. 10 stOic lome ric compoun s2 3 
pressure, to form the 
and was then immersed in 
silver nitrate solution (concentration 19:10ml) for 1 minute at 
21 0 C, thereby forming a 10nm-thick layer of Ag 2S on the surface. 
After exposure the Ag 2S was removed by etching in a solution of 
iodine and potassium iodide. 
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The exposures were performed in the low energy electron exposure 
system as described in chapter 3. All exposures of less than 
500eV energy made use of the deceleration arrangement, the anode 
potential in most cases being 500V. Tests were undertaken to 
ensure that the resist was not exposed by the light from the 
cathode filament; no effect was noted over the maximum exposure 
times involved (about 30 minutes). 
The resist was developed in a mixture of 1 part AZ developer, 20 
parts isopropyl alcohol, and 30 parts deionised water, as 
described by Singh et al. 8. 9• The development was usually 
allowed to proceed until the unexposed areas had just cleared, 
which was after about 1 minute at 21 oC; the specimen was then 
rinsed in deionised water and blown dry. The resist thickness 
after development was measured by means of the Talystep surface 
profile plotter. 
The specimens were processed and loaded into the exposure system 
under yellow light. Further details of the film preparation and 
development procedures are given by Singh et al. 8. 9 
8.3 Results and discussion 
It was found that, contrary to our expectation, it was possible 
to expose the sensitised arsenic trisulphide resist (ie. render 
it insoluble in the developer) with electrons of all energies in 
the range 10-2500eV. The minimum exposure dose required to 
produce a visible effect with incident electron energies of a few 
hundred electron volts was about 10-4 Ccm-2, but the sensitivity 
was found to vary with electron energy. Figure 8.1 shows the 
effect of exposure dose on remaining thickness after development, 
at 300, 100, and 45eV; however, it should be noted that the 
exposure became difficult to determine accurately below 100eV 
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since the current density became uneven (see chapter 3). Optical 
micrographs of exposed and developed areas (at 500eV and 10eV) 
are shown in figure 8.2. The resist film in figure 8.2(b) (and 
in figure 8.3) was developed only until about 60-80i of the 
unexposed areas had dissolved, since it was thought that the very 
low voltage exposures may have been underexposed; they sometimes 
dissolved completely with slight overdevelopment. 
Underdevelopment should result in any significant doping effect 
being rendered visible. 
According to Singh et al. 8. 10 the sensitivity of this resist 
structure is 4x10- 3 Ccm- 2 at 12kV and 1.3x10-2 Ccm- 2 at 25kV; 
the resist appears to be more sensitive at 300eV (5x10- 4 Ccm- 2 
for full remaining thickness - see figure 8.1). This is probably 
because more energy is dissipated near the surface of the film, 
causing greater ionisation at the interface. 
One should not expect 10eV electrons to have ranges as great as 
10nm in Ag2S (the range in silver at 30eV would be expected to be 
about 2nm 8. 11 ). Hence it was thought that the silver doping of 
the resist might be caused by current flow through the Ag2S/As2S3 
interface, as well as by ionisation at the interface (due to fast 
electron collisions or photon interactions). In order to verify 
this, it was attempted to silver dope the resist by causing 
current to flow between the sensitising layer and the substrate; 
this was accomplished by means of a low voltage d.c. power supply 
connected to a metal foil probe (and earthed to the silicon 
sUbstrate). The probe was of thin (about 10 microns thick) gold-
palladium foil, and was brought into contact with the resist film 
by a micromanipulator. The probe was brought into contact before 
the voltage was applied, to avoid possible photon-exposure or 
ionisation effects caused by arcing. 
It was found in many cases that the current flow was unstable, 
due to mechanical damage of the resist and consequent shorting of 
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the probe to the substrate. However, if mechanical damage did 
not occur and the probe was negatively biased, a steady current 
would flow and silver doping of the resist under the probe would 
occur, which would be apparent after development (see figure 
8.3). 
A steady current did not flow from a positively biased probe, and 
when the probe was negatively biased the current was about 5x10-9 
A for 10V bias, and 5x10- 4 A for 20V bias, although these values 
are only approximate and an accurate I-V characteristic would be 
difficult to obtain using the present apparatus. In addition, 
the current measurement circuit was not sufficiently sensitive to 
determine whether a forward bias threshold voltage existed. 
However, the properties would appear to be those of a 
semiconductor junction between the n-type Ag-S and the p-type 
As2S3 amorphous semiconductor (the silicon substrate was p-type), 
and the silver doping effect would agree with the model of Suzuki 
et al. 8•7 who propose that the silver is ionised by holes moving 
from the As 2S3 through the junction, and diffuses into the As 2S3 
under the influence of the field created by trapped electrons in 
this material (in the case discussed here this may occur after 
the external bias is removed). 
The estimated charge density deposited for the exposure shown in 
figure 8.3 was 8x10-2 Ccm-2, which is considerably greater than 
that for the 10eV electron exposure of figure 8.2(b) (3x10- 3 
Ccm- 2 ). However, it was not practical to give a smaller dose 
than this (or a larger dose in the electron exposure) so it is 
not known whether the sensitivity in the two cases is identical; 
it may well be so because the current induced doping of figure 
8.3 has appeared to result in more thorough fixation of the 
resist. 
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8.4 Conclusion 
It has been found that the silver sulphide/arsenic trisulphide 
inorganic resist system can be exposed by low energy electrons 
and that no threshold energy for exposure exists, at least above 
10eV. The sensitivity of this resist in the hundreds of eV range 
appears to be higher than in the tens of keY range, indicating 
that ionisation near the surface is an important mechanism in its 
exposure. However, it was also found that current flow through 
the Ag 2S/As 2S3 interface, which appears to form a rectifying 
semiconductor junction, can also result in exposure of the 
resist, and that the sensitivity for exposure by this method may 
be similar to that for very low energy (10eV) electron beam 
exposure. Silver doping of the resist by current flow would be 
in accordance with a proposed model for the photodoping process, 
in which the silver is ionised by holes passing from the As 2S3 
through the interface. 
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CHAPTER 9 
Conclusion 
9.1 PHHA on thin membranes 
Much of the work presented has been concerned with the modelling 
of high-resolution lithography processes in thin films of PMMA on 
thin silicon nitride support membranes. As well as the minimum 
linewidths that can be obtained, attention has been paid to the 
simulation of the rate of increase of linewidth with exposure 
dose, since this is thought to be a good test of the accuracy of 
the simulation as far as energy distribution is concerned. For 
larger doses the power law relating linewidth and exposure was 
found to be about 0.5 in both the experimental and simulated 
results. 
The low energy electron exposure experiments in PMMA have enabled 
the exposure range of secondary electrons in the material to be 
measured, the results being directly applicable to high 
resolution lithography. The apparatus and techniques that have 
been developed should enable new resists to be evaluated in the 
future. 
The results of the electron energy loss spectroscopy and the low 
energy electron range experiments compare well in general form 
with published data on other materials, and some faith is 
therefore placed in the simulated energy dissipation 
distributions being close to the truth. The large discrepancy 
between the experimental and simulated results for the exposure 
of PMMA by a very fine (ie. less than one nanometre) electron 
beam are therefore attributed to molecular size and development 
effects, although charging effects have also been noted and 
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suggestions have been made on how these might be investigated. 
Some suggestions have also been made on how the ultimate 
resolution might be improved l' n PMMA. Al though a 
Generators HB5 is available at present for limited use, 
Vacuum 
The simulations in the present work have been restricted to 
single line exposures, but the Monte-Carlo program that has been 
developed accepts the incident primary electron distribution in 
numerical form. It could therefore be used without modification 
to simulate the exposure of closely-spaced features, gratings for 
example. 
9.2 Other resists 
We have seen that the ultimate resolution of PMMA is probably 
determined by its molecular size, and it is thought that higher 
resolution might be obtained by the use of an amorphous resist. 
The work on PMMA, however, points out some other desirable 
attributes of high resolution resists, which might be 
investigated in future work. 
PMMA is sensitive to low energy electrons, and most secondary 
electrons, which are created by single primary collisions, will 
lose their energy in several additional collisions, for each of 
which there is a finite probability of a main chain bond being 
broken. Some tertiary electrons will be created by these 
additional collisions. Since most of the secondary electrons do 
not move far from their point of origin (a few nanometres), most 
of the energy diSSipation is localised around the primary 
collision points and hence discontinuities can occur on 
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development. This is known as "shot noise" when seen as 
variations along an exposed and developed line (often in more 
sensitive resists than PMMA), but it has been shown in the 
present work on Monte-Carlo simulations that discontinuities 
occur with depth, just below the critical dose for the 
development of narrow lines in PHMA. The necessity of exposing 
the resist sufficiently to clear these discontinuities results in 
a narrow exposure latitude for the exposure of fine lines, and 
hence difficulties in the lithography of closely-spaced features. 
Hence it would appear that an amorphous resist that is 
insensitive to low energy electrons should be ideal for very high 
resolution lithography. The amorphous chalcogenide glass resist 
arsenic trisulphide is very sensitive to low energy electrons and 
is also sensitive to current flow (see chapter 8); this resist 
has not proved to be suitable for very high resolution work on 
the same scale as PMMA. Resists of the direct-cutting type (see 
chapter 1) are thought to be insensitive to low energy electrons, 
but are very much less sensitive than those of the exposure-
development type. Depending on resist thickness, the sensitivity 
of sodium beta-alumina has been found 9. 1 to be about 6x10-2 Ccm- 1 
for the exposure of 2nm wide lines, which is about eight orders 
of magnitude below the sensitivity of PMMA. Even PMMA is 
considered to be too insensitive for many lower-resolution 
purposes. 
For more practical lithography on a nanometre scale, an 
amorphous, exposure-development type resist would seem to be 
required, in which the chemical or physical change necessary for 
development is the result of a fairly high-energy-loss collision, 
perhaps of the order of 100eV. If the efficiency of the higher 
energy loss collisions for causing the required change were high, 
then the sensitivity would be considerably better than the 
direct-cutting materials. Although some of the higher energy 
secondary electrons would be capable of exposing the resist, most 
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of them would lose their energy in several steps and would not 
cause exposure. Unlike PMMA, therefore, most of the exposure 
would be the result of the primary electron, rather than the 
secondary electron, collisions, and although the resist would be 
much less sensitive than PMHA, the problem of exposure 
localisation would not occur. 
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