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Abstract. In this paper we study the nroperties of computations of an (ar, k)-machine, which is a 
special case of k-machine introduced by Grodzki [7]. Some sufficient conditions for convergence, 
divergence and boundedness of computations are given. The problem of the existence of a cyclic 
computation, the length of which is equal to any given positive integer, generated by an 
((r, k)-machine is presented. 
1. Inltrochction 
By k-machine we mean a pair ( is a partial 
function called the f&back function. The concept of k-machine was introduced by 
Grodzki [7]. Every k-machine consists of k cells (k > I) joined as in Fig. 1, where 
symbols of a nonempty (finite or infinite) alphabet M may be put in as a function f of 
k arguments. The content of all k cells is said to be the state of 4, -machine. The state 
of k -machine at a given moment n + 1 (n 20) is deterrnined bly its state at the 
moment sz and results from 
($1 shifting the content of the cell number r to the cell number r -- I(1 c r s k -- l), 
ali -d 
($1 putting the value of the feedback function for the state of this, k-machine at the 
moment n into the Anumber k-l. 
If we assume that is th,? Galois field GF(p) and f is linear, then such a k-mat 
is called linear k-stages shift register. The class of shift registers is a. subclass of linear 
autonomous sequen 1 h&:schines [4]. The maximum cycle length of the cyclic 
computation generat bb such a register equ+ t? k - 1. The fundamental pr 
of computations and of the sets of computations of shift registers were 
[9] Grodzki introduced the notion of the eomplexi 
controlled shift registers for 
considered in [2]. 
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Fig. 1. 
If is finite and f is a oolean function, then such a k-machine is said to be 
oolean. Lempel [I.61 showed how to obtain a feedback function that generates a 
cycle of maximum length. Zurawiecki in [23] presented properties of the Boolean 
k-machines. 
Another point of view on k-machines is presented by Karasek [14f,. He studied 
deterministic and nondeterministic k-machines and the sets of sequences generated 
by them. 
The notion of k-machine with linear feedback function for which 
is the field of real numbers, was introduced by Rek 1211. Some prop 
elf k-machines were: examined also by Pit [2Q]. 
Application possibilities of k-machines are numerous [l, 3,6,17]: control 
engineering, criptology, radar, tracking space vehicles, generating pseudorandom 
sequences etc. 
In this paper Y-C investigate the computations of (ar, k)-machine 
necessary ,onditions for convergence, divergence and boundedness of computations 
are given. The problem of the existence of a cyclic computation, the l*zirgth of which 
equals any given positive integer, generated Ly an , k )-machine is studied. 
The ((u, k)-machines are good models of some processes in the renewal theory. It 
seems that they can successfully serve as models in tire theory of economic growth. 
The applications of ( , k)-machines as generators of cyclic sequences are evident. 
List of important symbols 
arg z - principal argument of the complex number 1: (- V= c arg z s v), 
- defining vector of Ata,kJ (~4~ # olj, 
i - imaginary unit, 
p (z ) - characteristic polynomial of A (m,kJ, 
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aken from [7, 211. 
t (finite or infinite) and f : , (k 2 1) 1 
is a partial function called the feedback function, is said to be a k-machine and is 
be a field and let (u = (cyo, cyr, . * . , a& be a vector, w 
fa ) such that for every 
, k)-machine we mean a k-machine Ata,k) = 
k - 1) the following condition holds, 
fa(y0, y1, l l ‘9 Yk-1) = - ar &x1 Y r* 
r=O 
(1) 
Let Aw) fa) be an (cu,k)-machine. The sequence {xi}, j = 0, 1,2, . , . , is, said 
to be a computation of the machine A ((Y,k)9 or shortly (cy, k)-computation., if an only if 
k-l 
xj = c arXj+r-k, 
r=O 
(2) 
where j 2 k, xi E 
If {,X1} is an (a, k)-computation, then a k -tuple x,. = (xI, x~+I, . . . , &+k-1) will be 
called the state of Aca,k). 
For the given machine &+ = fa) let the condition (1) hold. The vector 
4.&?=( ~xo,~I,*“, a)&_ 1) is said to be the defining vector of Ata,k ). 
In t investigate only the case of A(&,k! such that 
(0 denotes the field of real numbers,2 
(ii) x&(0,0,. . . ,0), 
(iii‘) the coordinate cyo of (Y is different from zero, 
(iv) k 32. 
From condition (2) we have that for every nonnegative integer PZ 
&+k - ‘fl a/&+, = 8. 
r=O 
0) 
This :iis the linear homogeneous difference equation with constant coeffic;ents. Its 
order is equal to k. 
The general term xn of every (ar, k)-computation fulfils (3) with the initial 
conditions x0, x1, . . . , x&l. and every solution of (3) is the general term of an 
(ar, k:il-computation. The investigation of (cu, k)-computation reduces now lto the 
investigation of properties of the solution of (3). Obviously 
ends on the initial state x0 of Ata,+ 
Oa the analogy of the characteristic polynomial of the difference equation [5, 181 
let usI introduce the definition of ( 9 k)-machine’s characteristic 
I ” &notes the Cartesian product of taken k times. 
2 The majority of results obtained in t aper can be generalized if we assume 
comphx numbers. 
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e A function p(z) of the complex variable z 
X- 
p(z)=+ &xrzr 
r=c 
is said to be the characteristic polynomial ui the machine (a,&)* 
From the theory of difference equations it follows that the general term ..n of an 
, k)-computation can be written in the form 
XE = ‘x1 2: qr$’ crmnm, 
r=O m=O 
(3 
wherez, (r=Q, 1,. . . , s - 1) is a +-fold root of the characteristic polynomial p(r) of 
Afu,k)(qO+ql+ l 0. +q,_1=k),andc,(r=O,l,...!,s-l;m=0,1,...,~,-1)isa 
constant depending on the state .9to f Aqa,k). If all roots of the characteristic 
polynomial p(z) of the machine A((Y,k) are distinct, then 
k-l 
xn = c c,z:. 
r=O 
(6) 
The Z -transform [ 121 of the sequence {x,} is the function of the complex variable z 
defined as foiiows: 
Z[{xn}]= f X,Tn :=X(z) 
n=O 
(7) 
for 121 >p-l, where p is a radius of convergence of the series. 
([12]). If lim,,, xn exists, then 
lim xn = VIlJ (z - 1)X(z) (8) n-+oO 
The following definitions are taken from [ 131: 
Let a square n x n matrix be denoted by Xn. If we c3elete the first row and column 
and the n th row and column we obtain (n - 2) x (n -a 2) matrix _2. We designate 
this matrix as an inner. Jf \:e repeat thi ocess of deletion on s inner we obtain 
auother ironer of (n - 4) x ($3 - 4) matrix -4. Continuing this process, we obtain a11 
inners of the matrix 
f the determinants of he inner-s as well as the matrix are positive, we designate 
ositive innerwise. 
s t ([13]). Letthe ial have the form: E(z 
tions for the roots of 
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(i::) (-l)“F(-l)>O, 
(iii) the matrices Zz-l = -1 f rC,_l are positive innerwise, where 
1 a,, a,-1 an-2 . . . a2 0 a, a,-1 . . . a3 1 
lo 0 
L 
. . 
l . . . 
0 0 
1 
0 
. 
. . 
&-I= 0 
0 
a0 
0 
Iii 3 
a9 
al 
an 
0 
0 
. 
a0 
al 
a2 
. . . a4 9 
F 
. 
. 
. . . an J 
. . . 
. . . 
l . . 
. . . 
. Evaluation of moduli of p(z)% roo 
We: shall present now some properties of roots of A (a,$~ characteristic polynomial 
p(t). Let Ck =Crc(j la& 
Lemma 3. If C’k > 1, then every root of pi.2) has its modulus less than Ck. 
roof. Let us suppose that z. is the root of p(z) and lzol 2 C’k. We have 
This is a contradiction. 
. If ck = 1, then every root of p(r) has the modulus not greater than 1. 
. Follows f. Drn the considerations analogous to those present4 ir! the proof of 
Lemma 3. 
If C’k : = 1 and lzol= 1, then zo is the root of p(z j if and only ifall numbers 
an zero from among 
a0, QlZ(), . . . , ctk-.1 &-‘, 2; 4 
ave 1 c principal argu 
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Suficienl=y. If z. is the root of p(z) and lzoi = 1, then 
and 
arg 2; 
If among ciifferent from zero components of the sum 
(11) 
(12) 
there are two of the different principal arguments, then 
k-l 
I I c &i?;) ‘=kfl/&&‘JI=ck=l r=O r=O 
in spite of (10). The components of the sum (12) which are different from zero, have 
therefore the same principal arguments equal to the principal argument of this sum 
and, by virtue of (1 l), equal to the principal argument of the number 25. Hence, all 
different from zero numbers (9) have the same principal arguments. 
Necessity. If all the numbers (9), which are different from zero hax the same 
principal arguments and ck = 1 and izol= 1, then 
k-1 
I I x &z;) =k~lla,*~l=G=l=l~~l. r=O r=O 
Therefore the condition (11) holds. Hence, z. is the root of p(z) 
. If 0 C ck < 1 and at least one of numbers 
al, Q2, . . . , ak-1 
is Gflerent from zero, then every lucit of p (z) has the modulus less than G. 
(13) 
. The number z. such that lzOl a 1 cannot be the root of p(z j if O< ck C 1 
because of the folkwing argument: 
en the number z. such that G s lzol< 1 is not the root of p(z), 
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numbers (13) are equal to zero, then Ck = lav& the characteristic polyno 
(2) has k different roots’ and lz,l = tc for every r = 0, 1, . . . , k - 1. 
the above remark follows 
e 
than YT$. 
If 0 c Ck < 1, then every root of p(z) has the modulus not greater 
Co:mbining Lemmas 3,4,6 and Corollary I we have 
. Every root of p(z) has the modulus not greater thin the number 
max (1, C& 
ce 0 , k)a ions 
Let p(z) be the characteristic polynomial of Ata,k). Furthermore, Jst _Bi = I!=‘0 Q(, 
(is k), Ck = C,“s,’ la& Dk = C,“z,’ rcy,. 
eolrep311. If Ck c 1, then (ar, k)-computation is convergent to zero $gr every initial 
state JEO of Atar,k). 
roof’. Follows directly from Corollary 1. 
Making use of Theorem 1 yields 
If Bk < 1 and CY~ >O (r = 0, 1, . . . , k - I), then (ar, k)-computation 
converges to zero for every initial state x0 of A(*,k). 
(i) Ck = 1, 
(ii) there does not exist such a number 20 that lzol= 1 f or which all different than zero 
from among that numbers (9) have the same principal arguments, 
then (au, k)-computation converges to zero for every initial state x0 of At4k). 
. Follows from Lemma 4 and Lemma 5. 
If for &u,k) 
t to zero for every initial state 
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. The characteristic polynomial p(z) of the machine has the form 
p(z) = i ai, 
r=O 
where a, = -+forr=O,l,....,k-landak . akeya ?hecrem [ 19,221, 
ifak>ak-I> 9. 8 > a0 > 0, then every root z1 of p(z) has the modulus ‘fess than 1. 
(S), the (a, k)-computation has the limit 0. 
Let the machine Atcr,k) be given.. If 
(ii) C,“Ii (-l)k+‘a!r < 1, 
(iii) the matrices Zc-, = Xk _1 f YkV1 are positive innerwise, where 
-a&--l -ct!k-2 . . . 
01 - ‘Qk-1 . . . 
X k-l_ = 0 0 1 . . . . . . . l . = . 
00 0 l . . . 
Y&l= 
0 0 0 . . . -a!0 
. . . 
. . . 
. . . 
0 0 -a0 . . . 
0 -a0 -a!1 . . . 
-a0 -ff1 --a!2 . . . 
then ((u, k)-computation converges to zero for every initial state x0 of the machine. 
. By Lemma 2 all roots of the A (a&)% characteristic polynomial lie inside the 
unit circle on the complex plane. From (5) it follows that the ( , k )- computation is 
convergent o zero. 
. Let (x,! be an , k)-computation. Let p(z) be the characterisctic poly - 
A!a,k) and let x0 the initial state Of A,,,+ if 
= I, 
(ii) pP)k # k, 
(iii) the number of roots of p(z) lying inside the unit circle on the complex plane 
equals k - 1, 
then 
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!F, The assumptions (i) and (ii) mean that z. = 1 is the l-fold root of p(z). The 
general term x,, of the I( k)-computation can be expressed by the difference 
a,:ion (3). Applying the Z-transform (cf. [ 121) to this equation and solving for 
k-l k-l r-1 
zk c x,2-‘- c c&z’ z: xi,-+ 
(z)= f=O ;=: i=fJ_ . 
zk- c cY,$ 
r=O 
The use of Lemma 1 finishes the proof. 
We are now in a position to give 
eorem 5. Let the machine A(cr,k) be given. If 
(i) &=1, 
(ii) 0 < cy, .< 1 furr=O, 1, . . . . k-l, 
then 
‘z’ B XI r+l 
n+m (14) 
Proof. The assumption (i) means that zo = 1 is the root of &&s characteristic 
polynomial p(z). By the Descartes theorem, as a result of (ii), it is the root of 
multiiplicity 1. Let v(z) = p(z)(z -- I>-‘. Then 
v(z) z= *k-l - x:ii & z ‘, where 
pr = 1- kf’ cup (15) 
j=r+l 
From (15) a& (ii) it follows that 1 > &.2 > &-3 > e 9 l >a@0 > 0. By the Kakeya 
theori?m [19, 221, all roo;s of v(z) lie inside the unit circle on the t-plane. An 
application of Lemma 7 yields (14). 
As a special case we have the following corollary (cf. [21]): 
or01 a Let Ata,k) be a machine with th1.e de&ring vector = (k-l, 
k -1 , . . . , k-‘) and the initial state x0. Then the (cw, k)-computation {x,,} converges to 
lim xn = ‘=O - 
n-+ao k(k-l-1) * 
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Let x0 be an initid state of&-k). Furthermore, let 
(iii) C:zz (-1)” 
(;v) the matri 
AC;-, = 
f Y;-l are positive innerwise, whecz 
0 0 0 . . . 
. . . . 
. . . . . . . . 
0 0 -131 * s * -B&d 
0 -Bl -Bz . . . -Bk_3 
BI 432 -B3 . . . -Bk-2 _ 
, k ) -compu tation {x,) is convergent to 
‘x’ B XI r+l 
i 
roof. The conditions (i) and (ii) and fulfilled if and only if z. = 1 is the root of 
multiplicity 1 of p(z). Let U(Z) =p(z)(z - l)? Then u(1) = lim,,t v(z)>0 is 
equivalent o (ii) and ( - l)“-‘v( - 1) > 0 is equivalent I:O (iii). Lemma 2 all roots of 
v (z) Pie inside the unit cir ele if and only if the condiltions ( (iv) hold. Hence, by 
virtue of (i)-(iv), p(z) has one root equal to 1 and all other lynrg inside the unit circle 
lex plane. The use of Lemma 7 yields (16). 
Other sufficient conditions for ( ation to be convergent can bc found. 
It suffices to use Lemma 7 or directly (S), a ny stability criterion of polynomials, 
e.g. Hurwitz criterion, criterion, Lihnard-Chipart criterion etc. 
, k )-computation, where 
forr=O, I, . . . . k-2, 
(iii) there exists a nonnegative integer m such that 
&n+k-1 a0 nd x&-r-,. s &+k-1 for r = c’, 
then x .w+k s&+k-l* 
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y virtue of the assumptions we have 
k-l 
&+k-Xm-tk-l= c ~,&ttI+t -&n+k-1 
r--O 
k-l k-l 
s c cwm+r - c &&+k-1 
r-0 r=O 
k-2 
:= :z a, (&n+r - &+k-1) s 0, 
t::(-J 
and the proof is completed\. 
. Let (x,) be an (cu, k)-corfptation. If 
(i) cy,3Oforr=O, 1, . . . . k-2, 
(ii) BkGl, 
(Xi) $krc exists a nonnegative integer m such that xm 3 0, then (x,) is not the 
increasing sequence. 
If {x,) was increasing, we should have in particular x~+~ <&.+-k-l for r = 0, 
1 ,...,k-2 and x m+k_l>O. Therefore, by Theorem 7 x,+-k sxm+-k-lo This is 8 
contradiction. 
o~ob=y 6. Let {x,} be an (a, k)-computation. If 
(i) cy+Oforr=O, l!, . . . . k-2, 
(ii) &=l, 
then (x,) is not an increasing sequence. 
oiof. Analogous to the proof of Corollary 5. 
8. If {x,} is an (a, k)-computation, where 
(i) QpOforr=O, l.,..., k-2, 
(ii) Bk G 1, 
(iii) there exists a nonnegative integer m such that 
X m+&_laO and .x,,,+r<m+k-l forr=O, 1,. . . 9 k-2, 
then x,+k <xm+k--1. 
. Similar to that for Theorem 7. 
* If {x,] is a monotonic ( , Ec )-computation and if 
(i) QraOforr=O, 1, . . . . k-2, 
then {x,} is a constant sequence. 
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{x,} be a nondecreasing sequence. In particular we have 
and by virtue of (ij and (ii) 
&- {k-B= 
r=O 
Because the computation {x,} in nondecreasing by assumption, henze 
xk 3 xk-.1. WV 
From (17) and (18) it follows that the sum 
r=O 
-xk-1) (20) 
equals zero. From (i) and (17) we have that every component of the sum (20) is 
nonpositive, hence any component is equal to zero. Because a0 f 0, therefore 
x0= xkV1. Thus & =&+ for I’ = 0, ,I, e l l 9 k - 2. ‘By (3) and (ii) we obtain that 
._ An = &+ for n = k, .: + 1, . . . , therefore {x,} is constant. 
The case where {x,} is a nonincreasing sequence holds by similar arguments. 
In this section we shall prove some results on bouncledness of (ar, k)-computations. 
Let ck = ~~=~~ I&i. 
ewe If Cksl and (x,) isan ( k )-camp rtation, then the general term of 
(x,) fulfXs th; following condition: 
~x~IGMC[~R/~~ forn :=O, I, 2, . . . , (21) 
where [n/k] denotes the integer part of the number n/k and 
Ad= max 1~~1~ 
Osrck-1 
(22) 
For n=O, 1, . . . . 
suppoie 
kc - 1, the inequality (21) is true because of (22). Let YS 
that the condition (21) is fulfilled for n = mk, mk + 1,. . . , (m -t l)k - 1, 
where m is a nonnegative integer. We have that 
for n = mk, mk c 1,. . . 9 om (3) and (23) if follows 
Wl+1 
k 
Computations of (cr, k)-machines 259 
andforj=l,2 ,..., k-I& 
k-j-l 
I 
r=k-,i 
k-l I- 
qrn -. = t ,k ck - z I Qlr I) Y I ar I 
r=k-j r=k-j 
( 
7m+l = ,k cr(1-‘-Ck) ‘i’ IcY&sMC~+~. 
r=k-j 
We have shown that the inequality (23) is true for pt = (m + l)k, (m + l)k + 1, 
. . . , (m +2jk - 1, therefore for such an yt the condition (21) is fulfilled. 
Because of the fact that (23) holds for n = 0, 1, . . . , k - 1 and from the truthfulness 
for n==mk, mk+l, . . . , (m + 1)k - 1 follows its truthfulness for n = (m + l)k, 
(m + 1)k + 1,. . . , (m + 2),k - 1, therefore (23) holds for every nonnegative integer n. 
k*is an immediate conseiquence of the considerations given in the proof of Theorem 
10 we have that 
I ,xtm+l)“+il s M Cr+’ -MC;(l -Ck) ‘il IcU,l (24) 
r=k-j 
for every m = 0, I, 2,. . . asJ i = 1,2, . . . , k - 1. If c& C 1 and CFL:_jlarl Z 0, then 
the estimaltion (24) is better than the estimation 
I aKtm+l)k+jl <MCF”, (25) 
which follows from (21). But the estimation (25 j deals with all terms of {x,}, without 
elimination of n = k, 2k, 3 k, . . . . 
(Coroby 7, If c& G 1, then the general term xn of any (LY, k j-computation ful_fils the 
foliowin!g condition 
Ix&M forn ==O, 1,2,. . . , 
where M is defined by means of (22). 
IDbvious. 
An (~iif, k)-computation {x,) is said to be cyclic if and only if there exists a positive 
integer m such that x,, = xll+m for every n = 0, 1,2,, . . . . Every integer m B-V 
this condition is called cycle lengtl*4 of {x,}. The smallest cycle length of (x 
e length of Ix,). 
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Let p (z ) be the characteristic polynomial o j A (=,k). If 
(i) all roob of p(z) are single and lie on the unit circle, i.e. zr = exp(i&,), 0 c 4 =G 2n 
forr=O, lq...,k--I, 
(ii) there exist nonnegative integer m and nonnegat,%z integers t,., r = 0,1, . . . , k - 1, 
such that & = 2ntJm, tr and m are relatively prime for r = 0, 1, . , . , k - 1, then 
(lu, k)-computation is cyclic and its fundamental cycle length equals I-, where 
tr - tp 
m#-- 
4 
(26) 
forr, r*E{O, 11,. . . , k-l}, qEa[.. ., -2, -1, 1, 2,. . .} and m>k. 
sof. The general term xn of an (ar, k)-computatio*n can be expressed with the help 
of (6). Frem (i) and (ii) it follows that 
k-l 
&I+tPl =“, 1 cr exp(i&(n + m)) = ‘jj’ cr exp(i(&n + 2nfr)) 
r=O r=O 
k-l 
__ - C cr exp(i&z)=x, for n =0,1,2,. . . . 
r=O 
The integer m is he. fundamental cycle length by virtue of (ii), because the condition 
&+p = xn, p-nonnegative integer, n = 0, 1, 2, . . . , imi3lies cb,p = 27~s~ for r = 0, 1, 
. . . , k - 1 and for nonnegative integer sr. 
To prove (26) let us remark that 
p(z)=~jjJz--exp(i-$)) 
< 
Fortheroots.z,,r=O, 1,. . . , k - 1, of p(r) to be single the following condition must 
be fulfilled 
for every r, r’%{O, 3, . . . . k-l), rt’r*. From (27) follows (26). Because t, and 
m are relatively prime, r = 0, 1, . . . , k - 1, 0 c t,!m G 1 and tr # tr* for differcnr 
r, r*E{O, I,. . , , k - 1}9 then WI > k. 
The following carollary 5:, ani immediate consequl:nce of 
. Tlte (LY, 2)-machirc with = ( - 1, 2 60s 2~4 m) generates the cyclic 
comp;rtatfon (x,) whose fundumental cycle length is equul to m, m > 2. 
. achine with = (-1,2 cos 245) generates the compu- 
tation 
x0, x19 --x0+ 
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&machine with = (- 1, 2 cos $n) generates the computa%ion 
x0, x19 - y3 -2x, co&, 2(x()+x1) co&, 
-2x~cos$r-x,~ x0, Xl,. . . 
oth of them have the fundamental cycle length equal to 5. 
. Let m be thle fundamental cycle length of an ( , k )-,csmputati~n. 
(i) J~Q=CYI= l l * = cyk-l= -l,thenm=k+l; 
(ii) Jif k is an even number and 
a!r = I 0 forr==2j+l -1 forr==2j ’ j=O,1,2,... 
then m =k+2; 
(iii) ItaO=- ar&q==~Z= l ** =cyk_1=0, thenm=2k. 
. Follows from (3). 
Finally, as a result of our considerations, we have 
Corollary 9. An (cu, k)-compulation is bounded if all roots of the characteristic 
polynomial p(z) of (a, k)-machine do not lie outside the unit circle on the complex 
plane, and the roots lying on the unit circle are single. 
roof. Follows from (5). 
ence of (tr, k)-clo utatiom 
From the considerations presented above we have the following 
Let p(z) be the characteristic Oyolynomial of (ar, k)-machine. 
(i) If there is at least one root of p(z) nrt lying inside the unit circle and it is manifold, 
then there exist ((u, k)-computations which are divergent. 
(ii) If all roots of p(z) lie outside the u+tit circle, then all (a, k)-computations are 
divergent. 
. An immediate consequence of (5). 
Let an (LY, k )-machine be given. If there exists a complex number c such 
k-l 
c rq. c r-k = k, (2K1 
r=l 
k)-computations which are 
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roof, Follows from LSemma 8, namely the condition (28) means that the number c 
is a coot of the derivative of the machine’s characteristic polynomial. 
hat the number s is a manifold rook of a polynomial if and on y if i is a root of its 
der?;ative (cf. [l S]), we have that c is a manifold root of the charlacteri Ac polynomial 
of the (Q, k)-machine. 
ones. 
= k, then among the (a, k)-computations thew exist divergent 
core (cf. Wlh b, k) -computation (x,) is a geometric sequence if and only if 
there exists such a number q that 
xtl = xoq” forn=l,CZ,...,k--1, (29) 
and furthermore q is a root of the characteristic poiyr;tomial P(Z) of (a, k)-machine. 
roof. If ((u, k)-computation {x,} is a geometric sequence, then there exists such a 
number q that xn = xOqn for every nonnegative integer n, hence the condition (28) 
holds and by (3) we have 
xoqk - ak-lxOq k-l - ak- 2xOq k-2- . . . -a 1x04 - cyoxo = 0. 
Therefore q is the root of p(z). 
Conversely, if the (a, k&computation {x,} fulfils the condition (29) and q is a root 
of p(z), then xk = xOqk by (3), Let us suppose that 
x, = xoqn forn =m, m+l,. ..,m+k-‘1, (30) 
where m is a positive integer. Multiplying (30) by qm and using (30) and (3) we obtain 
xoq m+k =kf’ O1&Oqm+r = ki* CYrXm+I = Xm+E:. 
Because for m = 1 the conditi0.n (30) holds, therefore it holds for every nonnegative 
integer n. 
then 
. If (x,) is an ( &computation and E:1zert* exists such a number q that 
xstp =xdF forsomesWandp=1,2 ,..., k, (31) 
X s+e = x,qp for every integer p 2 1. 632) 
f t ur 
xs = x.-1q. (33) 
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For p = 1,2,. . . , k the equalities (32) hold by assumption. Let us suppose 
that 
&+p =xsqp Eorp=m,m+l,..., m+k-1, (34) 
where m is a nonnegative integer. From (3), (31) and (34) we 0bta.n 
k-l 
X,+m+k = c cYrJI’s+m+r = 
r--O r=O 
= qm 1x1 &-x,+, = qmXs+k = xsqmck, 
= 
hence (34) holds also for p = m + k. Because the nonnegative integer m can be 
selected at choice and by virtue of (3 1) the condition (3) is fulfilled for m = 1, h(ence 
(32) holds. 
To prove the second p:krt of the theorem, let s 2 1 and let us notice that 
Ck’&-1 +alx& + ’ ’ ’ + a.;--lXs+k--2 = &+k-1 
and 
cYoXs +tYlX,+l+ ’ l l +ak-lXs+k-1 = Xs+k, 
therefore by virtue of (32) we have 
Q(O&-1 +Cl!l& +* ’ l +a&l&q 
k-2 c&p (35) 
and 
cUoX,+~lX&+ l ” +ak-1x4 
k-l 
=Xdk. (36) 
Multiplying (35) by q and comparfng the left-hand side of the obtaiineo equality with 
the left-hand side of (36) we obtain aoxSwlq = cuox,. Because cyo # 0, (33) holds. 
Corollary 11. If k + 1 con;recutioe terms x,, xs+l, . . _ , &+k of an (ar, I’c)-computation is 
th.; geometric sequence, th(;n the (cu, k)-computation is also geometric. 
roof. Follows from Theorem 15: if k f 1 consecutive terms xS, xS +l, . . . b &+k form 
the geometric sequence, then the infinite sequence xS, x~+~, xS+2, . . . is also geometric. 
If furthermore s 3 1, thenix,_ 1, xS, x~.+-~, . . . is the geometric sequence. 
core 6. Let (x,) be an ((Y, k )-computation. If 
(8 a ,a0 forr=Q, 1,. . ., k-2, 
(ii) .&~l, 
(iii) there exists a nonnegative integer m such that 
Xt?X-+-r ~&n+k--I forr=O,l,...,k-2 
and 
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then 
s Analogous to the proof of Theorem 7. 
Let {x,} be an ( k )-computation. If 
ists a nonnegative intep2r m such that 
x rP1+r>Xm+k-l forr=~,~,...,k--2 
and 
&+k--lao 
then &+k )&+k-1. 
(37) 
* Analogous to the proof of Theorem 7. 
If in Theorem 17 icstead of & 2 1 we put & = 1, then the assumption (37) IT 
redundant. 
. If ck > 1, then for eder;. (jr, k)-corn putation (x,) 
(l+sign(n-k+l/2)) n-k+11/2 1.x,] +ck (38) 
holds, where bf = max():zrsk-l 1x,1. 
Forn=O,l,..., 
‘k+l,k+2,... 
k - 1 the relation (38) re uces to Ix,, 1 s A& so it holds. For 
the condition (38) has the form 
(39) 
We shall prove that (39) holds for n = k, +1,...,2k-1. Wehave 
Ixk I= 1 Ii; &&I s = 
andforj=l,&...,k-1, 
I I xk+j s a*r+j + 
I 
k-j-l k-1 
s 
r=O r=k--j 
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ecausej+l=~(X:+jj-l[i+1,;~~)Ihold!jforn=k,k91,...,2k-l.Le 
isfulfillledforvt=m,m+l,...,m+k--1,wbere m isaninteger, ~~224~. 
I r=O 
r=O 
The inequality (39) is fulfilled also for n = m + k. Hence it follows that (39) holds flor 
every integer n 2 k. 
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