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resUmen: el objeto de este estudio es medir la predictibilidad del índice accionario estadouni-
dense s&P 500 y establecer posibles determinantes de esta predictibilidad. la predictibilidad se ha 
estudiado ampliamente, pero en pocos casos mediante medidas dinámicas y per se, como se hace 
aquí. Para establecer la predictibilidad se utilizan la medida eta del campo de las redes neuronales, 
el valor p del test de la razón de varianzas del campo de la econometría financiera y el análisis 
de fluctuación sin tendencia del campo de la econofísica. se construye un algoritmo de inversión 
basado en las medidas dinámicas de predictibilidad que es mejor que la estrategia de comprar y 
mantenerse en el periodo estudiado. Para la medida más promisoria, se establece una relación 
empírica entre la predictibilidad y varios factores económicos y financieros. el panorama que arroja 
este estudio es el de un mercado que no es estáticamente predecible, sino cuya predictibilidad evo-
luciona dinámicamente en el tiempo, lo cual es compatible con la hipótesis del mercado adaptativo.
palabras claVe: Predictibilidad, medida eta, test de la razón de varianzas, análisis de fluctua-
ción sin tendencia, hipótesis del mercado adaptativo.
introducción
en este artículo se estudia la predictibilidad del índice accionario estadou-
nidense s&P 500 mediante medidas de predictibilidad per se y de manera 
dinámica. Por “per se” se entiende que el énfasis del presente artículo es 
el de utilizar medidas de predictibilidad que detecten los patrones en la 
serie misma de los retornos en lugar de utilizar medidas que detecten qué 
tan bien predicen un valor futuro otras variables externas rezagadas en el 
tiempo. Por “dinámica” se entiende que utilizamos estas medidas de predic-
tibilidad sobre una ventana de los datos que se desliza en el tiempo para 
capturar la variabilidad temporal de la predictibilidad. las tres medidas de 
predictibilidad utilizadas son: la medida eta del campo de las redes neuro-
nales, el valor p del test de la razón de varianzas del campo de la econo-
metría financiera y un exponente basado en el análisis de fluctuación sin 
tendencia del campo de la econofísica. Con base en cada medida de pre-
dictibilidad, se construyó un algoritmo de inversión que considera entrar 
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dynamic measUres oF tHe predictability oF tHe s&p 500 
index and its determinants
abstract: the purpose of this study is to measure the predictability of 
the s&P 500 Us stock index and identify its possible determinants. though 
predictability has been broadly studied, in very few cases it has been ap-
proached via dynamic measures, as done in this work. in order to establish 
predictability we used the eta measure of the field of neural networks, 
along with the p-value of the variance ratio test of financial economet-
rics, and detrended fluctuation analysis from the field of econophysics. 
We built an investment algorithm based on dynamic measures of predict-
ability which results better than the strategy of buying and holding in the 
period studied. For the most promising measure, an empirical relationship 
between predictability and various economic and financial factors is es-
tablished. this study points at the picture of a market that is not statically 
predictable, but whose predictability dynamically evolves over time in ac-
cordance with the adaptive market hypothesis.
Keywords: Predictability, eta measure, variance ratio test, detrended 
fluctuation analysis, adaptive market hypothesis.
mesUres dynamiqUes de prÉdictibilitÉ dans l’indice s&p 500 
et ses dÉterminants
rÉsUmÉ: L’objet de cette étude est de mesurer la prédictibilité de l’indice 
boursier américain S&P 500 et d’établir de possibles déterminants de cette 
prédictibilité. La prédictibilité a fait l’objet de nombreuses études, mais 
rarement à travers des mesures dynamiques et per se, comme c’est le cas ici.
Pour établir la prédictibilité on utilise ici la mesure êta des réseaux de 
neurones, la valeur p du test de la raison de variances du champ de l’éco-
nométrie financière, et l’analyse de fluctuation sans tendance du domaine 
de l’éconophysique. On construit un algorithme d’investissement basé sur 
les mesures dynamiques de prédictibilité qui est meilleur que la stratégie 
d’acheter et se maintenir sur la période étudiée. Pour la mesure la plus pro-
metteuse on établit une relation empirique entre la prédictibilité et divers 
facteurs économiques et financiers. le panorama que dresse cette étude 
est celui d’un marché qui n’est pas statiquement prédictible, mais dont la 
prédictibilité évolue de façon dynamique dans le temps, ce qui est compa-
tible avec l’hypothèse des marchés adaptatifs.
mots clÉs: Prédictibilité, mesure êta, test de la raison de variances, ana-
lyse de fluctuation sans tendance, hypothèse des marchés adaptatifs.
medidas dinâmicas de preVisibilidade no índice s&p 500 e 
seUs determinantes 
resUmo: o objeto deste estudo é medir a previsibilidade do índice acio-
nário americano s&P 500 e estabelecer possíveis determinantes dessa pre-
visibilidade. a previsibilidade foi estudada amplamente, mas em poucos 
casos através de medidas dinâmicas e por si só, como se faz aqui. Para 
estabelecer a previsibilidade, utilizam-se a medida eta do campo das redes 
neuronais, o valor p do teste da razão de variâncias do campo da econo-
metria financeira e a análise de flutuação sem tendência do campo da 
econofísica. Constrói-se um algoritmo de investimento baseado nas me-
didas dinâmicas de previsibilidade que é melhor que a estratégia de com-
prar e manter-se no período estudado. Para a medida mais promissora, 
estabelece-se uma relação empírica entre a previsibilidade e vários fatores 
econômicos e financeiros. o panorama que este estudo apresenta é o de 
um mercado que não é estaticamente previsível, mas cuja previsibilidade 
evoluciona dinamicamente no tempo, o qual é compatível com a hipótese 
do mercado adaptativo. 
palaVras-cHaVe: Previsibilidade, medida eta, teste da razão de variân-
cias, análise de flutuação sem tendência, hipótese do mercado adaptativo.
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al mercado solo cuando este es más predecible según la 
medida. los tres algoritmos desarrollados superaron a la 
estrategia de comprar y mantenerse. Posteriormente se es-
tudió para la medida con mayor rentabilidad la relación 
empírica entre esta predictibilidad y varios factores eco-
nómicos y financieros, y se confirmó que existe una rela-
ción. Como factores relevantes se utilizaron los factores de 
un análisis factorial a partir de medidas que comúnmente 
se asocian al valor en la economía. el panorama que arroja 
este estudio es el de un mercado que no es estáticamente 
predecible, sino cuya predictibilidad evoluciona dinámica-
mente en el tiempo, lo cual es compatible con la hipótesis 
del mercado adaptativo (lo, 2004).
el estudio de la predictibilidad del mercado de valores 
tiene implicaciones teóricas importantes, así como en la 
práctica: teóricamente, es interesante vincular la predic-
tibilidad a otros factores económicos y financieros; em-
píricamente, la búsqueda de una mayor predictibilidad 
conforma la ocupación normal de los que comercian con 
acciones, especialmente las entidades institucionales. 
la literatura sobre la predictibilidad de los retornos del 
mercado de valores es muy amplia, con trabajos tempranos 
como los de Fama y schwert (1977), Keim y stambaugh 
(1986), French, schwert y stambaugh (1987), Campbell 
(1987), Campbell y shiller (1988a, 1988b), Fama y French 
(1988a, 1988b), y especialmente Fama y French (1989, p. 
23) quienes concluyeron que “los retornos esperados son 
menores cuando las condiciones económicas son fuertes 
y son más altos cuando las condiciones son débiles”. tra-
bajos posteriores que siguieron a estos intentos iniciales de 
establecer predictibilidad son los de Ferson (1989), Breen, 
Glosten y Jagannathan (1989), Harvey (1989), schwert 
(1989) y Jegadeesh (1990), quien estudió la predictibilidad 
a través de la correlación serial. en 1991, Cochrane esta-
blece, como un ejemplo del estado del arte en ese tiempo, 
que la prima de interés, la prima por quiebra, los rendi-
mientos rezagados, la razón dividendo-precio y la inver-
sión, entre otros, predicen los rendimientos de las acciones.
durante la década de 1990, nuevos estudios corroboraron 
la predictibilidad de los retornos, incluyendo los de Ferson 
y Harvey (1991), Hodrick (1992), Bekaert y Hodrick (1992), 
lamont (1998), lewellen (1999), nelson (1999) o Pontiff y 
schall (1998), quienes encuentran que las razones de libro 
a mercado contienen información sobre los retornos ac-
cionarios futuros que no está capturada por las brechas 
del rendimiento del interés ni por los rendimientos de divi-
dendos. Por otra parte, algunos investigadores durante ese 
periodo empezaron a poner en duda la predictibilidad, in-
cluyendo a Goetzmann y Jorion (1993), Bossaerts y Hillion 
(1999) y parcialmente a Pesaran y timmermann (1995), 
quienes encontraron que el poder predictivo de las di-
versas variables económicas cambia a través del tiempo, 
de despreciable en la década de 1960 a significativo en la 
década de 1970. en 2000, Campbell resume los resultados 
hasta ese entonces (ver tabla 1), estableciendo que “mu-
chas de estas variables [predictoras] están relacionadas al 
estado del ciclo del negocio y predicen variaciones contra-
cíclicas [Fama y French (1989), lettau y ludvigson (2001)]” 
(p. 1522).
en la última década, otros numerosos estudios han exten-
dido los resultados previos, incluyendo los de Baker y Wur-
gler (2000), lettau y ludvigson (2001) –quienes relacionan 
la predictibilidad a la riqueza–, Cremers (2002), avramov 
(2002), Goyal y Welch (2003) –quienes documentan solo 
predictibilidad usando razones de dividendo a rendimiento 
a la Campbell (2000)–, Cooper, Gutierrez Jr. y marcum 
(2005) –quienes examinan la predictibilidad vía un porta-
folio simulado en tiempo real–, Guo (2006), Guo y savickas 
(2006), santos y veronesi (2006), ang y Bekaert (2007), 
Cochrane (2008) y Campbell y thomson (2008). al mismo 
tabla 1. predictibilidad de los retornos accionarios y variables asociadas de acuerdo con campbell (2000, p. 1522)
Variable referencia
Retornos rezagados (Fama y French, 1988a; Poterba y lawrence, 1988)
la razón dividendo a precio (Campbell y shiller, 1988b; Fama y French, 1988b; Hodrick, 1992)
la razón ganancias a precio (Campbell y shiller, 1988a)
la razón valor en libros a precio (lewellen, 1999)
la razón del pago de dividendos (lamont, 1998)
la fracción de patrimonio en finanzas nuevas (nelson, 1999; Baker y Wurgler, 2000)
Brechas de rendimiento entre las tasas de interés al largo y al corto plazo y 
entre rendimientos de bonos de baja y de alta calidad
(Campbell, 1987; Fama y French, 1989; Keim y stambaugh, 1986)
los cambios recientes en las tasas de interés de corto plazo (Campbell, 1987; Hodrick, 1992)
el nivel de consumo relativo al ingreso y la riqueza (lettau y ludvigson, 2001)
Fuente: Basado en Campbell (2000, p. 1522).
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tiempo otros artículos, como el examen integral de la lite-
ratura previa fuera de la muestra por Goyal y Welch (2008) 
o por Cooper y Gulen (2006), impugnan la predictibilidad 
hallada en muchos de estos estudios, aunque Han (2010), 
por ejemplo, encuentra ganancias económicamente signi-
ficativas incluso cuando en algunos casos no puedan ser 
estadísticamente significativas.
muchos de estos artículos anteriores establecen la pre-
dictibilidad de diferentes maneras. Por ejemplo, Goyal y 
Welch (2008, p. 1455) escriben: “la literatura es difícil de 
absorber. diferentes artículos usan técnicas, variables y pe-
riodos de tiempo diferentes”. sin embargo, en su revisión 
integral ellos estudian básicamente la siguiente ecuación
Premio accionario( ) ( ) ( )t x t t= + − +γ γ10 1 ε  (1)
donde x  es un vector de variables independientes. 
las variables x más prominentes exploradas en la litera-
tura son la razón dividendo precio y el rendimiento del 
dividendo, la razón ganancias precio y la razón dividendo 
ganancias (razón de pago), varias tasas de interés y bre-
chas, la tasa de inflación, la razón libro a mercado, la 
volatilidad, la razón inversión capital, la razón del con-
sumo, riqueza e ingreso, y la actividad de emisión agre-
gada neta o de acciones (Goyal y Welch, 2008, p. 1455).
la predictibilidad se establece, por ejemplo, por medio del 
R2  (ajustado) del modelo y de la significancia de γ1  donde 
“ γ1  se interpreta como la medida de cuán significativo es 
x al predecir el premio accionario” (Goyal y Welch, 2008, 
p. 1455). 
sin embargo, en prácticamente ninguno de estos trabajos 
citados previamente la predictibilidad es medida per se; el 
término predictibilidad se refiere al hecho de que los pre-
dictores en la regresión explican parcialmente la varianza 
de los retornos esperados. el objetivo de este trabajo es 
utilizar diversas metodologías para medir directamente 
una predictibilidad “instantánea” que varía en el tiempo, 
al igual que establecer posibles determinantes económicos 
y financieros. la predictibilidad dinámica (que varía en el 
tiempo) permite no solo describir mejor el fenómeno de la 
predictibilidad, sino que también permite construir algo-
ritmos que predicen mejor y que pueden superar la estra-
tegia de comprar y mantenerse incluso teniendo en cuenta 
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los costos de transacción, como mostramos cerca del final 
de este trabajo. entre las medidas exploradas, la medida 
de predictibilidad de mayor rentabilidad encontrada fue el 
valor p del test de la razón de varianzas. de hecho, se halló 
evidencia de que existe una relación entre esta predictibi-
lidad y varios fundamentales financieros y económicos. los 
resultados de este estudio sugieren que la predictibilidad 
evoluciona dinámicamente en el tiempo.
el artículo está conformado de la siguiente manera. la 
sección que sigue introduce los datos y las tres medidas 
de predictibilidad diferentes que vamos a usar. Posterior-
mente, se muestran los resultados respectivos de la medi-
ción de la predictibilidad dinámica; esta sección también 
desarrolla algunos algoritmos de predicción basados en 
las medidas de predictibilidad y examina si generan más 
dinero que la estrategia de comprar y mantenerse. igual-
mente, relaciona la medida más promisoria en términos 
de rentabilidad con diversas variables económicas y finan-
cieras. en la última sección se resume y concluye.
medidas de predictibilidad
datos
los datos objeto de este estudio los constituyen los rendi-
mientos diarios (log-retornos) del índice s&P 500 desde el 
3 de enero de 1950 hasta el 31 de diciembre de 2010. Para 
medir la predictibilidad instantánea usamos las tres me-
didas de predictibilidad que se describen a continuación 
en esta misma sección en una ventana móvil de 252 días 
de ancho, que se mueve de diez en diez días (ver Figura 1). 
la primera medida, la medida eta, intenta medir qué tanto 
es capaz de captar un modelo (a saber, una red neuronal) 
los patrones en los rendimientos. si no hay patrones, la 
predicción de los retornos se comporta de forma parecida 
a la predicción de ruido (los retornos permutados), y la me-
dida eta es capaz de detectar esta ausencia de patrones. 
las otras dos medidas de predictibilidad, basadas en el 
test de la razón de varianzas y en el análisis de fluctuación 
sin tendencia, utilizan una propiedad del proceso de ca-
mino aleatorio y de la difusión asociada a él (a saber, la 
linealidad de la varianza en el tiempo) para detectar si los 
incrementos o decrementos de los rendimientos están co-
rrelacionados (si tienen memoria). si no hay memoria, los 
retornos son impredecibles.
medida eta
trabajos precursores que propusieron medidas de predic-
tibilidad de una serie de tiempo incluyen conceptos tan 
tempranos como el horizonte de la varianza de la predic-
ción de Parzen (1982) y el test F de este horizonte por Öller 
(1985), y tan recientes como los de diebold y Kilian (2001) 
y Galbraith (2003). 
en su libro, Granger y newbold (1986) usan una medida de 
la predictibilidad de una serie de covarianza estacionaria 






















donde rt  es el retorno en el tiempo t, r t j t + ,  es la predicción 
óptima (i.e. la media condicional) y e r rt j t t j t j t+ + += −, , . de 
forma similar, se halla en Galbraith (2003) la función de 










donde r s( )  es la media muestral, r s( )  es la predicción 
s-pasos  hacia adelante y MSE denota el error cuadrático 
medio.
diebold y Kilian (2001) proponen una medida más general 
de la cual la medida de Granger y newbold (1986) es un 
caso especial2

















donde e es la esperanza matemática condicional al con-
junto de información Ω , E L et j t+( )( ),  es la pérdida condi-
cional esperada de una predicción óptima de corto plazo 
y E L et k t+( )( ), es la pérdida de una predicción óptima de 
largo plazo. esta medida es similar a la estadística U  
2 tenemos a la medida de Granger y newbold (1986) como un caso es-
pecial, “cuando la serie es de covarianza estacionaria, L x x ( ) = 2  (y por 
ende la predicción óptima es la media condicional), el conjunto de in-
formación es univariado, y k = ∞” (diebold y Kilian, 2001, p. 659).
FigUra 1. Ventana deslizante de 252 días (para la red 
neuronal, 202 de entrenamiento y 50 de validación) 




10 días 10 días
Fuente: elaboración propia.
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de theil, siendo la mayor diferencia el que la U  de theil 
evalúa la predicción real respecto a una predicción “ino-
cente” sin cambios, mientras que P  la evalúa respecto a la 
predicción de k -pasos . “Para ver esto, [se debe] establecer 
P  en el caso cuadrático, univariado, con j = 1 y escribirla 
como P k e et t t k( , , ) ( ) / ( ), ,cuadrático, univariado   E E1 1
2
1
2= − − −  o 
1 2 1
2− = − −P e et t t t kE E( ) / ( ), , ” (véase diebold y Kilian, 2001, 
p. 659).
Generalizando a diebold y Kilian (2001) e inspirado en 
Kaboudan (2000), usamos la siguiente definición de pre-
dictibilidad: sea r rt t T= { } =1,...,  una serie de log-retornos y 
s st t T= { } =1,...,  la misma serie con los valores permutados 
al azar. la predictibilidad de r con respecto al conjunto de 


















e r r e s st j t t j t j t t j t t j t j t+ + + + + += − = −, , , ,,    (6)
con r t j t + ,  como el valor predicho de rt j -pasos hacia ade-
lante y st j t + ,  como el valor predicho de st  j -pasos  hacia 
adelante bajo la metodología M usando el conjunto de pre-
dictores F. así, en lugar de comparar la predicción a corto 
plazo vs. largo plazo, como en diebold y Kilian (2001), com-
paramos la predicción real vs. una predicción de la misma 
serie permutada. más precisamente, la medida de predicti-
bilidad introducida compara el rendimiento de un predictor 
j -pasos  hacia adelante de la serie original y la permutada 
bajo la metodología M (por ejemplo, redes neuronales o 
programación genética) usando el conjunto de predictores 
F (por ejemplo, rezagos de r o variables macroeconómicas)3.
el siguiente caso especial con función de pérdida cuadrá-
tica L e e( ) = 2  y j = 1 provee un ejemplo donde la espe-








donde SSE  son las siglas de la suma de los errores cuadrá-
ticos, esto es:
SSE r r SSE s sr t t tt t
T
S t t tt t
T






3 los predictores no se permutan, solo la serie.







nótese que cuando la serie r  es determinista, SSEr = 0 , 
y  1 2 1= = . Por otro lado, cuando la serie r  no es prede-
cible, permutarla es irrelevante, SSE SSEr s= , y  1 2 0= = . 
mientras que Kaboudan (2000) usa 1  que resulta en va-
lores en un intervalo pequeño para las series de tiempo 
financieras, duan (2002) sugiere 2  para mejorar la re-
solución de la métrica (i.e. para tener valores de 2  en un 
intervalo más grande). en este estudio, hacemos uso de la 
medida 1 . modificaciones de la medida 1  de Kaboudan 
(que no vamos a usar) pueden encontrarse en abbas y arif 
(2006) y teodorescu y Fira (2008). Por supuesto, también 
existen otras aproximaciones a la predictibilidad (especial-
mente desde la física); por ejemplo, las de salvino, Cawley, 
Grebogi y yorke (1995), molgedey y ebeling (2000) y Qian 
y Rasheed (2004).
la metodología M escogida es una red neuronal 
“feedforward” que utiliza como conjunto de predictores F 
tres rezagos de los log-retornos, dos rezagos del volumen 
diferenciado, dos rezagos del precio de apertura diferen-
ciados y dos rezagos de la razón del precio diario más alto 
al precio diario más bajo. el modelo neuronal usado es un 
sistema neural aRX que son las siglas de autoRegresivo 
con señal de entrada eXtra. el modelo predictor puede des-
cribirse con la siguiente ecuación:
ˆ ( , ),,r g xt t t− =1   (10)
donde la función r t t , −1  es la predicción de la señal de sa-
lida, la función g  es el modelo de red neuronal,   repre-
senta los parámetros del modelo y xt  son los regresores 
del modelo. el regresor está dado por la siguiente entrada:
x r r r u u u u u ut t t t t t t t t t
t











3         (11)
donde r  es el log-retorno, u1  es la razón precio más alto 
a precio más bajo, u2  es el logaritmo del precio de aper-
tura diferenciado y u3  es el volumen diferenciado. la es-
cogencia de las variables de entrada fue el resultado de 
seleccionar por ensayo y error un regresor prometedor. el 
vector de entrada, o vector regresor, como es llamado a 
menudo en conexión a los sistemas dinámicos, contiene 
valores de entrada y de salida rezagados del sistema espe-
cificado por tres índices: n n na b k,   y . Para un modelo miso 
(multiple input, single output) el vector de entrada se ve así:
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el índice na  representa el número de valores de salida re-
zagados; a menudo se le llama orden del modelo. el ín-
dice nk  es el retraso de la entrada respecto a la salida. 
el índice nb  representa el número de valores de en-
trada rezagados. Para nuestro modelo aRX, tenemos 
n n na b k= { } = { } = { }3 2 2 2 111, , , , , ,  y . en nuestro modelo 
aRX, usamos dos neuronas ocultas en la red neuronal 
“feedforward”. específicamente, la red tiene 9 entradas y 
1 salida, y consiste de una capa oculta con dos neuronas 
con función de activación de tipo sigmoideo. la red tiene 
un submodelo lineal. Para la red neuronal que se utilizó, 
usamos 202 días de entrenamiento y 50 días de valida-
ción, moviendo la ventana de 252 días cada diez días.
la hipótesis del camino aleatorio y el 
test de la razón de varianzas
otra posibilidad para medir la predictibilidad de una serie 
de tiempo es a través de una comparación sistemática con 
el camino aleatorio que no es predecible. dada una serie 
de tiempo en niveles (logarítmicos) y yt t T= { } =0,..., , la hipó-
tesis del camino aleatorio corresponde al modelo aR
H y yt t t0 1 1: , ,= + + =−µ φ ε φ con  (13)
donde µ es el parámetro de deriva y las innovaciones t  
no son, en general, ni independientes ni idénticamente dis-
tribuidas (pero E   ε −1t tΩ( ) = 0  , donde  Ω t−1  es la infor-
mación hasta t −1). Campbell, lo y macKinlay (1997) se 
refieren al proceso de camino aleatorio en el cual las inno-
vaciones no son i.i.d. (y no están correlacionadas) como la 
hipótesis del camino aleatorio 3 (RW3).
Uno de los tests de RW3 es llamado el test de la razón de 
varianzas (vR) (cf. Campbell et al., 1997). el test vR ex-
plota el hecho de que en un camino aleatorio la varianza 
muestral del retorno en el k -periodo   y yt t k− −  es k veces 
la varianza muestral del retorno de un periodo y yt t− −1 . 
la razón de varianzas puede definirse como 
V k




















1 2   (14)
donde i  es el coeficiente de autocorrelación i-ésimo  de 
r y yt t t= − −1 . la idea principal del test vR es que para 
el camino aleatorio Var y y kVar y yt t k t t( ) ( )− = −− −1 , es 
decir, V k( ) = 1. el test vR puede pensarse entonces como 
un test de la hipótesis conjunta  1 1 0= = =−... k , i.e. de 
que los retornos no estén correlacionados.
Un test específico puede construirse usando un estimador 
















1( )  es un estimador de la varianza del retorno del 






1 1( ) ( ) ( )= − − −− −=∑T y yt tt
T
 (16)




. Hay varias formas de definir 
2
( )k : 
una de ellas, llevada a cabo contando con retornos en hori-





1 1( )k k T k kT y y kt t kt k
T
= − +( ) −( )( ) − −( )− − −=∑ (17)
que es un estimador no sesgado de la varianza del retorno 
en el k-periodo cuando  t
2  es constante en el tiempo.
Para tener en cuenta la heteroscedasticidad condicional, 































































Para medir la predictibilidad instantánea, calculamos el 
valor p usando una ventana deslizante de 252 días de 
ancho que se mueve cada diez días. ya que hay una razón 
de varianzas para cada valor de k, se puede evaluar la esta-
dística para, por ejemplo, todos los valores de k entre 2 y 10, 
y calcular un estadístico del test conjunto que es el máximo 
valor absoluto del conjunto de estadísticos de la razón de 
varianzas múltiple, como en Chow y denning (1993). el 
valor p para el estadístico de Chow-denning usando m es-
tadísticos de la razón de varianzas está acotado por arriba 
por la probabilidad de la distribución del módulo máximo 
de student (smm), con parámetro m y T grados de libertad.
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tanto en los estadísticos de lo y macKinlay (1988) como 
en el de Chow y denning (1993) se usa la distribución lí-
mite cuando T → ∞ para aproximar los valores p. Kim 
(2006), por otra parte, ofrece una aproximación de “wild 
bootstrap” para mejorar las propiedades de muestra pe-
queña de los tests de razón de varianzas. la aproxima-
ción involucra calcular el estadístico del test de la razón 
de varianzas individual (lo y macKinlay, 1988) o conjunto 
(Chow y denning, 1993) en muestras de observaciones for-
madas al darle pesos a los datos originales por medio de 
variables aleatorias de media 0 y varianza 1, y usar los re-
sultados para formar distribuciones “bootstrap” de los es-
tadísticos del test. 
en particular, la aproximación de “wild bootstrap” se hace 
en tres etapas:
1. Formar una muestra “bootstrap” de T observaciones 
r r t Tt t t* ( , ..., )= =    1  donde t  es una sucesión alea-
toria normal con E t(ζ ) = 0  y E t(ζ
2 1) = .




{ } =1  ; 
3. y repetir (1.) y (2.) B veces para formar la distribución 
“bootstrap” AVRj j B
*
,...,
{ } =1  (vide Kim, 2006).
en este estudio usamos 1.000 repeticiones del peso alea-
torio que sigue la distribución normal estándar para com-
pletar el “bootstrap” para cada k y reportamos el valor p de 
Chow y denning. los valores p de “bootstrap” se calculan di-
rectamente de la fracción de réplicas que caen afuera de los 
límites definidos por el estadístico estimado originalmente.
análisis de fluctuación sin tendencia 
y exponente de Hurst 
aún otra posibilidad para determinar la predictibilidad de 
una serie es el análisis de fluctuación sin tendencia. el aná-
lisis de fluctuación sin tendencia (dFa) (Peng, Buldyrev, 
Havlin, simons, stanley y Goldberger, 1994) permite dis-
tinguir entre la difusión normal y la anómala. en el caso 
de la difusión clásica, el segundo momento es lineal con 
el tiempo, mientras que los procesos de difusión anómala 
exhiben desviaciones específicas de esta propiedad fun-
damental. en particular, la subdifusión está caracterizada 
por r t t( )2 ∼ α con 0 < α<1 2/  y la superdifusión 
por r t t( )2 ∼ α  con a >1 2/ .
el análisis de fluctuación sin tendencia ha probado ser 
un estimador confiable del exponente a ; por esta razón 
vamos a enfocarnos en ese método solamente4. vale la 
pena mencionar que en el movimiento browniano frac-
cional, a  no es otra cosa que H, el así llamado exponente 
de Hurst, que ha sido relacionado con la predictibilidad 
por varios estudios empíricos. Por ejemplo, Qian y Ras-
heed (2004) encontraron por medio de redes neuronales 
que entre más por encima de 1/2 resulta el exponente de 
Hurst de una serie financiera, mayor es la predictibilidad 
de la serie.
el dFa (con cajas que no se traslapan) se obtiene por 
medio de cuatro pasos. Comenzamos con la serie de log-











en el segundo paso, dividimos Yt  en T /    segmentos (o 
cajas) que no se traslapan de igual longitud  , donde    
denota la función piso. en el tercer paso, calculamos la ten-
dencia lineal local de cada segmento v T=0,..., τ/  −1
por medio de un ajuste de mínimos cuadrados,




( ) ( )
( )= = +  (23)
con valores sobre t v v= + +  1, ... ,   para cada v. Final-

























( ) .µ  (25)
aquí hemos usado la definición de fluctuación hallada en 
vasconcelos (2004) (adaptando la notación y corrigiendo 
el error tipográfico)5. esta definición es muy similar a otras 
definiciones estándar de la función de fluctuación excepto 
por el factor de escala 1/ S  y por el número total de ob-
servaciones a ser consideradas (cf. ausloos, 2000; Kantel-
hardt, Koscielny-Bunde, Rego, Havlin y Bunde, 2001). 
4 De hecho, se ha dicho del DFA que es más confiable que el análisis R/S 
de Hurst (vasconcelos, 2004).
5 la definición de la población de la función de fluctuación reescalada 
puede hacerse como F FT( ) ( )τ τ∞= →plim  .
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Un exponente general a  puede obtenerse usando 
la fórmula
F C( )τ τα= , (26)
donde C es una constante independiente de  . en un grá-
fico doble-logarítmico la relación genera una línea recta 
cuya pendiente es precisamente el exponente a , y así la 
regresión lineal log (̂ ) log log ( )F Cτ α τ ε τ= + +  produce 
inmediatamente a . Para calcular el exponente a  diná-
mico local, usamos una ventana deslizante de 252 días de 
ancho que se mueve cada diez días.
Para interpretar el exponente a , se puede recurrir al mo-
vimiento browniano fraccional (fBm) en el cual a  es el 
exponente de Hurst H. valores de 1 2 1/ < <H  indican 
incrementos del fBm correlacionados positivamente y 
valores de 0 1 2< <H /  indican incrementos del fBm 
correlacionados negativamente, mientras que H = 1 2/  
implica incrementos estadísticamente independientes. la 
elección del fBm para la interpretación puede conside-
rarse algo restrictiva, pero, más ampliamente, las medidas 
empíricas de exponentes a , tales como las obtenidas a 
través de dFa, mostrando adicionalmente que los incre-
mentos son estacionarios o que la dinámica realmente 
tiene memoria, pueden ser interpretadas como evidencia 
de autocorrelaciones dentro de los datos (Bassler, Guna-
ratne y mcCauley, 2006). 
resultados
medida eta
la medida eta sugiere la presencia de predictibilidad, es-
pecialmente durante las décadas de 1950 y 1960. Para fa-
cilitar la comparación con los periodos “poco predecibles”, 
se muestran los percentiles 90 y 95 de la medida eta para 
la serie permutada en la Figura 2.
test de la razón de varianzas
Respecto al test de la razón de varianzas conjunta para 
k = 2  a 10 (Chow y denning, 1993), usando “wild bootstrap” 
para tomar en cuenta los efectos de tamaño finito (Kim, 
2006), hay una desviación significativa de la hipótesis 
nula de camino aleatorio especialmente en el periodo 
1967-1978 (Figura 3).
Para verificar la predictibilidad durante el periodo pre-
decible 1967-1978, seleccionamos a discreción y compa-
ramos dos modelos aRma: un modelo aRma en el periodo 
predecible 1967-1978 y un modelo aRma durante el pe-
riodo normal no predecible 1985-2000. los resultados son 
como se esperaba (ver tabla 2): el modelo aRma durante 
el periodo predecible tiene un R2 0 076= , , mientras que el 
modelo similar ( ( , )ARMA 3 2  con constante) durante 1985-
2000 tiene coeficientes significativos pero un R2 0 006= , . 
la diferencia en el coeficiente de determinación es similar 
cuando se escogen los modelos aRma automáticamente 
de un conjunto de 25 modelos predeterminados ( ( , )ARMA i j  
con i = 0 4, ...,  y j = 0 4, ..., ), mediante el criterio de infor-
mación de schwartz. de hecho, el mejor modelo aRma 
durante el periodo no predecible según este criterio es un 
ARMA( , )0 0 . el fuerte rechazo de la hipótesis del camino 
aleatorio durante un periodo cercano a una década es evi-
dencia en contra de las expectativas racionales, y apunta a 
explicaciones basadas en agentes de racionalidad limitada 
tal como en la hipótesis del mercado adaptativo.




















nota: los valores más altos muestran una mayor predictibilidad. los valores negativos se truncan en 
cero en el gráfico. las bandas muestran los percentiles 90 y 95 de la medida eta para la serie permutada. 
Fuente: elaboración propia.
FigUra 3. test de la razón de varianzas conjunto evolucio-























nota: valores p evolucionando en el tiempo del test de la razón de varianzas conjunto para 
k = 2 a 10 (Chow y denning, 1993), usando “wild bootstrap” para tener en cuenta los efectos 
de tamaño finito (Kim, 2006). los valores cercanos a cero implican mayor predictibilidad. 
Fuente: elaboración propia.
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nota: el modelo aRma durante el periodo predecible 1967-1978 tiene un R2 = 0,076. Un modelo 
similar (ARMA (3,2) con constante) durante 1985-2000 tiene coeficientes significativos, pero 
un R2 = 0,006. los errores estándar se indican entre paréntesis. los símbolos *, **, *** indican 
significancia al nivel de 10%, 5% y 1%, respectivamente.
Fuente: elaboración propia.
dFa y exponente a
Para medir el exponente a  instantáneo, usamos una ven-
tana deslizante de 252 días que se mueve cada 10 días. el 
exponente a  general se obtiene usando la fórmula
log ( ) log log ( ),F C τ α τ ε τ= + +  (27)
por medio de una regresión en una muestra de (hasta 30) 
puntos igualmente espaciados en el rango de la coorde-
nada log . este procedimiento de muestreo acelera los 
cálculos. el resultado final está dado en la Figura 4 y su-
giere predictibilidad incrementada intermitente, sobre 
todo en las décadas de 1960 y 1970.





















nota: las bandas muestran los percentiles 90 y 95 del exponente para una serie permutada. los 
valores más alejados de 0,5 implican predictibilidad.
Fuente: elaboración propia.
predicciones
las tres medidas coinciden en presentar predictibilidad in-
crementada en ciertos periodos (especialmente antes de 
1980). Basados en las medidas de predictibilidad, pro-
bamos si el índice s&P 500 podía ser predicho exitosa-
mente. Básicamente, usamos la misma red neuronal que 
se utilizó para construir la medida eta para predecir fuera 
de la muestra durante 10 días de transacción después de 
cada fecha predecible. Una fecha predecible es una fecha 
en la que la medida de predictibilidad estaba fuera de la 
banda del percentil 90 (o tenía un valor p < 0 1, ) para uno 
de los métodos en particular. Primero, el algoritmo che-
quea si la fecha es parte de las fechas predecibles halladas 
por la medida dada (se construyó un algoritmo para cada 
medida). segundo, si es afirmativa la respuesta, el algo-
ritmo predice los valores del índice un día hacia adelante 
por los siguientes 10 días. se calcula entonces lo que el 
algoritmo gana durante esos diez días, así: se suman los 
log-retornos reales de cada día predicho que tenía una pre-
dicción de log-retornos positiva (el algoritmo compra el ín-
dice en los días en que la predicción es positiva); a este 
valor se le añade la suma de los log-retornos del activo 
libre de riesgo para las fechas en las cuales la red neuronal 
predice un log-retorno negativo (el algoritmo vende el ín-
dice e invierte a la tasa libre de riesgo en los días en que 
la predicción es negativa). el número de veces que el algo-
ritmo entra al mercado accionario también se computa y 
se usa para calcular los costos de transacción.
en suma, el algoritmo computa los retornos de 10 días a 
partir de una fecha predecible de la siguiente manera (cf. 
lohpetch y Corne, 2010):












= =∑ ∑1 1  (28)
donde rt  es el log-retorno, r tƒ ( )  es la tasa libre de riesgo 
en el día t I tb, ( )  e I ts ( )  son funciones indicatrices, cada 
una igual a uno si el algoritmo señala comprar o vender, 
respectivamente, y cero de otra manera; n denota el nú-
mero de transacciones (el número de señales de compra 
seguido de una subsecuente señal de venta), y c es el costo 
de transacción de una sola vía (como fracción porcentual 
del precio). Cuando la predicción de la red neuronal es po-
sitiva, las funciones indicatrices toman valores I tb ( ) = 1  e 
I ts ( ) = 0 , de otro modo I tb ( ) = 0  e I ts ( ) = 1. en una fecha 
no predecible, el algoritmo está fuera del mercado por 
todos los diez días y el retorno es la suma de las tasas li-
bres de riesgo en tales días. 
la tabla 3 resume los resultados. Para cada medida, se 
calculó el costo de transacción máximo para salir sin ganar 
ni perder. Como puede verse allí, las predicciones usando 
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las fechas predecibles del test de la razón de varianzas per-
mitieron un costo c de transacción tan alto como 0,15 por 
ciento para salir sin ganar ni perder, lo que es un costo 
razonable para un “trader” de piso. esto muestra que el 
algoritmo puede implementarse para obtener ganancias, 
o al menos que esto fue históricamente cierto. las otras 
medidas de predictibilidad no fueron tan efectivas. las di-
ferencias entre las medidas de predictibilidad pueden de-
berse a la eficiencia con que estas medidas detectan los 
patrones en la serie de retornos. específicamente, el test 
de la razón de varianzas parece ser bastante potente es-
tadísticamente para rechazar la hipótesis de ausencia de 
patrones en comparación con las otras medidas, probable-
mente por el detallado análisis estadístico que implica su 
construcción. esta potencia estadística se traduciría en 
una mayor rentabilidad del algoritmo de inversión basado 
en él.
relación de la predictibilidad con 
variables que miden valor
Para la medida de predictibilidad que permitía los mayores 
costos de transacción, a saber el valor p del test vR con-
junto, se evaluó si esta medida de predictibilidad estaba 
asociada a variables que miden valor. el objetivo aquí es 
corroborar si la predictibilidad está asociada a variables 
económicas y financieras fundamentales. las variables que 
miden valor que fueron consideradas son las siguientes6:
• Fecha (número de días desde el 3 de enero de 1950)
• CAPE (razón precio ganancias con ganancias de los úl-
timos diez años ajustadas por inflación)
• El PIB real y el PIB real per cápita
6 las variables fueron extraídas del sitio measuringWorth.com y el 
CAPE de la página web de Robert J. Shiller http://www.econ.yale.
edu/~shiller/. Las fechas de las recesiones fueron extraídas del Natio-
nal Bureau of Economic Research http://www.nber.org/cycles.html.
• El costo del trabajo no calificado (salario nominal pro-
medio de un trabajador “común” o no calificado)
• Tasa de fondos ordinarios a corto plazo (emana del curso 
normal de la actividad de las entidades financieras)
• Tasa de fondos excedentes a corto plazo (préstamos a 
muy corto plazo o préstamos de fondos excedentes)
• Tasa de interés a largo plazo (bonos a largo plazo, los 
que vencen en por lo menos 15 o 20 años, o “bonos 
perpetuos”)
• El precio del franco suizo
• El precio del oro
• Paquete de consumo real (promedio de los gastos 
anuales de las unidades de consumo)
• Compensación por hora real (para obreros o trabaja-
dores remunerados por hora)
• IPC
• Las recesiones (función indicatriz que es igual a 1 si hay 
una recesión, y a cero en otro caso)
dado que algunas variables eran diarias, otras mensuales 
y otras anuales, las variables fueron interpoladas para vol-
verlas todas diarias como ilustra el siguiente ejemplo: si una 
variable es mensual, se le asigna el valor del mes al primer 
día hábil de ese mes, y este valor permanece constante 
hasta que cambia el mes, y de forma análoga para una va-
riable anual. la motivación para el uso de estas variables 
es que, como miden el valor en la economía, pueden estar 
relacionadas con la predictibilidad del índice s&P 500, ya 
que el índice mide el valor de las principales empresas de 
la economía. en general, es muy difícil tratar de anticipar 
cómo depende la predictibilidad de estas variables.
Como las variables independientes presentaban un alto 
grado de multicolinealidad (como se evidenció en el nú-
mero de condición y en los valores viF), se realizó un 
tabla 3. máximo costo de transacción necesario para salir sin pérdidas ni ganancias usando un conjunto de fechas predecibles
Fechas predecibles según
log-retorno total sin 
costos de transacción 
número de transacciones
log-retorno total de 
comprar y mantenerse sin 
costos de transacción
costo de transacción 
máximo para salir sin 
ganancias ni pérdidas
test de la razón de 
varianzas
7,3345 997 4,32398 0,15113%
exponente a 4,8013 515 4,32398 0,04643%
medida eta 4,3755 592 4,32398 0,00436%
Fuente: elaboración propia.
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análisis factorial con rotación varimax para obtener “fac-
tores de valor” (ver tabla 4). la medida de adecuación 
muestral de Kaiser-meyer-olkin (0,725) y la prueba de es-
fericidad de Bartlett (p < 0,01) corroboraron que el aná-
lisis factorial aplicaba. al relacionar el valor p del test de 
la razón de varianzas con los factores7 se incluyeron todos 
los factores, ya que no se puede saber de antemano qué 
factores están más asociados con la variable dependiente.
el valor p del test vR conjunto dependió de doce factores, 
es decir, de todos menos del sexto y del décimo, al nivel de 
significancia del 10% con un Radj
2 0 37= ,  (ver tabla 5). de-
bido a la presencia de heteroscedasticidad y autocorrrela-
ción, se usó el estimador robusto para los errores estándar 
HaC. el resultado obtenido parece sugerir firmemente que 
existe una relación entre valor y predictibilidad. esta rela-
ción no es de sorprender ya que el índice s&P 500, como 
habíamos expresado con anterioridad, también es una me-
dida de valor económico.
tabla 4. matriz de factores rotados bajo el método Varimax
Factor
F1 F2 F3 F4 F5






PiB real per cápita 0,945
Costo trabajo no calificado 0,974
tasa de fondos ordinarios 0,986
tasa de fondos excedentes 0,979
tasa largo plazo 0,893
Precio franco suizo -0,921
Precio oro 0,901
Paquete consumo real 0,561 0,801
Compensación hora real 0,696 0,554
iPC 0,977
nota: solo se muestran las cargas mayores a 0,4 en valor absoluto; (las cargas de los factores 6 a 
14 no eran mayores a 0,4 en valor absoluto). Cada carga representa la correlación entre el factor 
y la variable original.
Fuente: elaboración propia.
7 se corroboró que los factores ya no eran multicolineales.
tabla 5. Factores determinantes de los valores p del test de 














































valor p Breusch-Pagan 0,0000
valor p Breusch-Godfrey 0,0000
durbin-Watson 0,223990
R-cuadrado ajustado 0,375166
número de observaciones 1510
nota: los errores estándar se indican entre paréntesis. debido a la presencia de autocorrelación y 
heteroscedasticidad, se usaron errores estándar HaC. los símbolos *, **, *** indican significancia 
al nivel de 10%, 5% y 1%, respectivamente.
Fuente: elaboración propia.
discusión y conclusiones
la predictibilidad de las acciones ocupa un papel muy re-
levante en las finanzas, y las posiciones al respecto son 
contradictorias como lo atestiguan el uso del análisis téc-
nico por los practicantes que intentan día a día predecir 
los precios de las acciones a corto plazo o el Premio nobel 
de economía de 2013 en cuyo comunicado de prensa se 
señala que “no hay manera de predecir el precio de las 
acciones y los bonos en los próximos días o semanas” (no-
belprize.org, 2013). existe una amplia literatura sobre la 
predictibilidad, en especial utilizando variables exógenas. 
el presente estudio aborda la predictibilidad del índice s&P 
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500 desde 1950 a 2010 mediante tres medidas dinámicas 
de predictibilidad que intentan capturar los patrones de 
la serie per se, a saber, la medida eta, el valor p del test 
de la razón de varianzas y el exponente a  del análisis de 
fluctuación sin tendencia. Para obtener medidas de predic-
tibilidad que variaban en el tiempo (dinámicas), se utilizó 
una ventana deslizante de un año de ancho que se movía 
cada 10 días. las medidas de predictibilidad señalaron la 
existencia de periodos agrupados de mayor y menor pre-
dictibilidad, lo que parece estar en línea con resultados 
previos sobre índices del mercado estadounidense simi-
lares (cf. Kim, lim, y shamsuddin, 2011; Urquhart y Hud-
sony, 2013)8. Por ejemplo, una observación que surgió es 
que existe evidencia de una impredictibilidad del mer-
cado incrementada después de 1980. la década anterior, 
de 1968-1978, mostró predictibilidad, usando el test de 
la razón de varianzas conjunto para k = 2 a 10 (Chow y 
denning, 1993) con “wild bootstrap” para tener en cuenta 
los efectos de tamaño finito (Kim, 2006) y esta predicti-
bilidad incrementada fue confirmada por medio de regre-
siones aRma. es difícil establecer a qué se puede deber la 
desaparición de la predictibilidad en la década de 1980, 
pero candidatos podrían ser las varias innovaciones intro-
ducidas en el mercado (como la introducción del sistema 
de transacción intermercado en 1978 o una gran actuali-
zación de tecnología en el piso de transacción en 19799), 
al igual que el inicio en la década de 1980 de la “gran mo-
deración” en la que las variables financieras y económicas 
cambiaron menos que en el pasado.
Para ir más allá de la predictibilidad, las diferentes medidas 
de predictibilidad se compararon respecto a la rentabilidad 
que puede alcanzarse con predicciones basadas en ellas 
mediante un algoritmo que considera invertir solo cuando 
la predictibilidad (de acuerdo con cada medida) es alta. tí-
picamente los algoritmos de predicción intentan predecir 
la serie todo el tiempo, por lo que el tipo de algoritmo utili-
zado implica una innovación en cuanto al modo de predic-
ción: si la serie tiene periodos más predecibles que otros, 
como hallamos en este trabajo, más vale no intentar pre-
decirla cuando esta es impredecible. las diferencias en los 
resultados de las medidas de predicción halladas se deben 
probablemente a diferencias en su capacidad de captar los 
patrones de la serie. sin embargo, la rentabilidad del algo-
ritmo para cada una de las tres medidas utilizadas excedió 
8 verheyden, de moor y van den Bossche (2013) contienen, para 
comparación, una corta lista de otros trabajos con un énfasis en la 
predictibilidad dinámica, aunque con diferencias metodológicas y 
en los datos usados.
9 Ver http://www.nyse.com/about/history/timeline_1960_1979_
index.html.
la rentabilidad de la estrategia de comprar y mantenerse. 
Para la medida del valor p del test de la razón de varianzas, 
es posible incluso implementar costos de transacción rea-
listas (de, por ejemplo, 0,1%) y obtener una ganancia.
al enfocarse en la medida con mayor rentabilidad, se halló 
igualmente evidencia de que existe una relación entre la 
predictibilidad y fundamentales financieros y económicos 
que miden valor. Para agrupar estos fundamentales, dada 
su colinealidad, se establecieron “factores de valor” me-
diante un análisis factorial, y la relación entre valor y pre-
dictibilidad se sostuvo en prácticamente todos los factores 
de acuerdo con una regresión lineal. Una línea de investi-
gación prometedora es la de explorar más profundamente 
esta relación.
el panorama que arroja este estudio es el de un mercado 
que informacionalmente no es estáticamente predecible, 
sino cuya predictibilidad evoluciona dinámicamente en el 
tiempo. este panorama es compatible con la hipótesis del 
mercado adaptativo (lo, 2004) que implica que la predic-
tibilidad cambia con las condiciones de mercado. los tests 
de predictibilidad del mercado y los algoritmos de predic-
ción en la literatura a menudo ignoran la naturaleza diná-
mica de la predictibilidad, o su dependencia del tipo de 
medida de predictibilidad utilizada, lo que contribuye a al-
canzar resultados mixtos, y posiblemente al sesgo de “data 
snooping” (cf. Kim, lim y shamsuddin, 2011).
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