A B STRACT . The paper presents the analysis of some two-degree-of-freedom nonlinear systems under random excitation using Local Mean Square Error Criterion which is an extension of Gaussian Equivalent Linearization. The results obtained shows that the new technique can be very efficiently used not only for simple-degree-of-freedom systems as presented in the previous papers, but also for multi-degree-of-freedom ones. The solution's accuracy obtained by the proposed technique is much more improved than that using the traditional linearization. The conclusions in the paper point up the significance of this technique.
Introduction
Gaussian equivalent linearization (GEL) proposed by Caughey [1] is presently the simplest tool widely used for analysis of nonlinear st.ochastic problems. However, a major limitation of this method is perhaps that its accuracy decreases as the nonlinearity increases, and for many cases it can leads to unacceptable errors. Therefore, GEL has been developed by many authors [2] [3] [4] [5] [6] [7] [8] [9] to obtain more improved solution accuracy.
N. D. Anh & M. Dipaola [8] proposed "Local Mean Square Error Criterion" (LOMSEC) which is an extension of GEL. The Authors gave initial tests based on Duffing and Vanderpol oscillators under a zero mean Gaussian white noise. Following t he initial efforts of Anh & Dipaola, L. X . Hung investigated and developed the proposed technique through analysis of a series of diverse nonlinear random systems [10] [11] . The obtained results show advance of LOMSEC, especially the solution accuracy is significantly improved.
However , so far the proposed technique has been just tested for nonlinear random simple-degree-of-freedom (SDOF) systems. So, the problem concerned by this paper is to develop the method LOMSEC for nonlinear random multi-degree-of-freedom (MD.OF) systems.
Exact solutions to Fokker-Planck (FPK) equation are known only for sp ecial cases. Specifically, this equation can be solved for linear systems in any dimensions and can be solved for a limited class of nonlinear systems in two-dimensions. Some special stationary solutions are also known for systems in more than two-dimensions [14] , but these solutions typically require special relationships between the system and excitation parameters, which are unlikely to be met in practice. Numerical methods for solving the forward and backward FPK equation, available for twoand three-dimensional states are computationally very expensive, especially when investigating the effects of varying the system parameters on the probability density function (PDF), response moments, and system reliability. Some methods for reasonable approximate solutions of MDOF systems as well as its limitations are mentioned in [13] . In general, nonlinear random MDOF systems troubled many researchers in various areas for almost half a century was that it was generally difficult with any available method to obtain desirable approximate solutions of highly nonlinear random systems.
The paper analyzes two nonlinear random two-degree-of-freedom systems whose exact PD~ solutions are known. The significantly improved solution accuracy as well as the advance by using LOMSEC instead of using GEL is shown based on a simultaneous comparison to the exact solution. Numerical analysis processes are verified by' using the computerized program Mathematica 3.0 [17] .
Local Mean Square Error Criterion
First of all, we recall some basic ideas of the method of GEL. Suppose that the mechanical structure discredited by a MDOF . system is described by a set of nonlinear first order differential equations: 
Eqn. 2.1 can be rewritten in the form:
Following the GEL method, we introduce new linear terms in the expression of e(z):
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where A = { aii} is a n x n constant matrix. an optimal criterion. There are some criteria for determining the matrix of linearization, for example, Shocha and Soong [6] , Naess [7] , Anh and Schiehlen [9] , etc. The most extensively used criterion is the mean square error criterion Caughey [1] , which requires that the mean squares of error be minimum (here called as Caughey criterion) :
where ei(y) are components of e(y) . The criterion (2.7) leads to t he necessary condition:
From Eqn. 2.8 it is seen that the matrix of linearization A of the linearized Eqn. 2.5, in turn, depends on the statistics of the response. If in the mat rix A higher order joint moments of the response appear, they can be expressed in terms ·of second order moments since y is a Gaussian random vect or .
So, the classical version of GEL as described above, supposes that the minimization of the equation error may give a minimization of the solution error. It should be noted that up to now there is no theoretical proof of GEL; its accuracy has been investigated only by the comparison of the solutions obtained by GEL with their exact solutions if available or with simulation solutions. No mathematical link between the equation error and the solution error has been established. For the full information it should also be noted that there is another version of the mean square error criterion in which the linearized process y in (2.8) is replaced by the original nonlinear one z. In that version the mean square error criterion can give t he exact solution, for example, when the excitation process is white noise one.
Denote by p(y) the joint probability density function of the response vector y to the Eqn. 2.5 . The criterion (2.7) can be rewritten in the explicit form :
Since the integration is taken over all the co-ordinate space y E ( -oo; +oo), t he criterion (2.7) may be called "Global Mean Square Error Criterion" . An extension of the concept, which supposes that the global mean square criterion (2.9) can leads to a large error for some nonlinear systems, especially as strong non-linearity. To increase the accuracy, the expected integration should be taken only in a domain where the response vector y is concentrated, yields the "local mean square error criterion" (LOMSEC) [8] :
where 1/ The exact PDF of Eqn. 2.5 can be found by solving FPK equation, using this PDF for determining higher-order moments which appeared in Eqn. 2.8/2.12. Then, the moment equations in combination with Eqn. 2.8/2.12 become a closure-set of equations. Caughey and Lomsec solution respectively come'from this closure-set. However, the closure-set covers a series of nonlinear algebraic equations which is unlikely to be solved by using the existing mathematical software (so far, some available ill Vietnam such as Mathematica 3.0, Maple 5.0, ... ).
2/ Some cyclic procedures for numerical solutions for GEL may be used such as Naess [7] , Assaf and Utku [12] , take the procedure in [12] for example: (a) Assign an initial value to the instantaneous correlation matrix (yyT) 
For this system, the exact stationary PDF solution found [14] [15] does not depend on the parameters 8 11 , 8 1 2, 822, a2:
where C is a constant determined from the normalization condition: 00 00 00 00
The exact solutions in the form of second order moments:
')() CXl 00 00 (x;)e = j j j j x;p(x1 , x2 ,x3;x4)dx1dx2dx3dx4 i = 1 and 3. (3.5) .
-oo -oo -oo -oo From (3.3), since the variables x 1 , x 2 , x 3 , x 4 are independent, so (3.3) and (3.4) can be expressed as follows: With (3.6) we get from (3 .5) a more simplified expression: 00 (x;) e = J x;p(xi)dxi i = 1 and 3.
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We put linearization terms to substitute for the nonlinear terms in the system (3.2):
where a and f3 are linearization coefficients. The linearized system is:
The assumption (3.8) leads to an equation error as follows:
The solution of the linearized system (3 .9) is known:
and (x5) = 1 .
a1 (2a5 + /3)
Canghey criterion yields the following condition:
(ei) --> m1n; and (e~) --> mJn; =? ( e1 ~:) = O; and ( e 2 ~~) = 0.
Expanding the condition (3.12), one gets: The closnre-eqnation system is obtained by the combination of (3.11) and (3.13):
(3 .14)
Solve the equation system (3.14) , one gets Caughey solution with attention that only positive real solution of (3.14) to be taken. Comments. Lornsec solution accuracy is much more improved than that of Caughey one, especially as st rong nonlinearity. T he exact. solution is always bigger than the Caughey, meanwhile t he Lomsec solnt.ion varies in accordance with value of the integration domain (r). In Fig. 2 . We can see that the cnrve of the Lomsec solution crosses the exact at a point in accordance with a defined value of r , and approaches t.o the Caughey in the prot:ess of r ~ oo. .
Exam ple 2 . Consider t he following nonlinear random two-degree-of-freedom system , which was analyzed by \,Yen Yao Jia and Tong Fang using an another approximat.e PDF method [16] : 
Under the following assumptions:
The excitation in (3.20) can be rewritten using (3 . The FPK equation corresponding to the system (3.20 ) has an exact. solution for the stationary PDF:
where C is det ermined by the normalization condition, i. e., 
The linearized system is governed by the following two-equation system:
The assumption (3.28) leads to an equation error as follows: Consider the system with the following values of the parameters:
The numerical results of the solutions as well as the error eva.luations are given in tables 3 and 4. The dependence of Lomsec solution on the various integration domain and the correlation of the solutions (Exact, Caughey, Lomsec) at a given value of nonlinearityµ , for example, hereµ= 100 are shown in figures 4. Comments. The numerical analysis obtained from example 2 leads to the similar comments to example 1.
Conclusions
Through the illustrative examples, the obtained results show that Lomsec technique can be efficiently used not only for nonlinear random systems with SDOF [10] [11] but also for two-DOF . The most significant advantage of Lomsec technique is to obtain much more improved solutions compared with using Caughey criterion.
A defined value (integration domain) exists, that leads to the exact solution by using Lomsec technique. It means that in principle, it is possible for Lomsec criterion to find exact solution, meanwhile this is impossible for Caughey criterion.
By the way of changing the limitation · of integration domain, the Lom~ec provides with a lot of different approximate solutions, and as r = CXJ the Lomsec gives Caughey solution.
The investigation result leads out a suggestion of fact that it is possible to use an expected value (for example r = 2.5) for the .similar systems. This makes the application more convenient to solve the practical technical problems. The proposed technique may be extended to other two-DOF systems as well as to MDOF (more two-DOF) systems.
