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Macromolecular structure determination by cryo-
electron microscopy (EM) and single-particle analy-
sis are based on the assumption that imaged
molecules have identical structure. With the in-
creased size of processed data sets, it becomes
apparent that many complexes coexist in a mixture
of conformational states or contain flexible regions.
We describe an implementation of the bootstrap
resampling technique that yields estimates of voxel-
by-voxel variance of a structure reconstructed from
the set of its projections. We introduce a highly effi-
cient reconstruction algorithm that is based on direct
Fourier inversion and that incorporates correction for
the transfer function of the microscope, thus extend-
ing the resolution limits of variance estimation. We
also describe a validation method to determine the
number of resampled volumes required to achieve
stable estimate of the variance. The proposed boot-
strap method was applied to a data set of 70S ribo-
somecomplexedwith tRNAand the elongation factor
G. The proposed method of variance estimation
opens new possibilities for single-particle analysis,
by extending applicability of the technique to hetero-
geneous data sets of macromolecules and to
complexeswith significant conformational variability.
INTRODUCTION
Cryo-electron microscopy (cryo-EM), together with digital image
processing, is a well-established method for structure determina-
tion of large macromolecular complexes (>200 kDa). The under-
lying assumption of single-particle reconstruction is that the mac-
romolecules are isolated, randomly oriented, and have identical
structure. If this is the case, the images obtained using the elec-
tron microscope are 2D parallel beam projections of the same
3D object with unknown orientations. After selection of projection
images from electron micrographs, the orientation parameters
are determined using alignment procedures (Penczek et al.,
1992, 1994; van Heel et al., 2000), and the 3D density distribution
is calculated using a 3D reconstruction algorithm (Harauz and van
Heel, 1986; Penczek et al., 2004; Radermacher, 1992). Because1770 Structure 16, 1770–1776, December 10, 2008 ª2008 Elsevier Lof the need to preserve macromolecules in vitreous ice, the elec-
tron dose is limited to a minimum, and the data have very low sig-
nal-to-noise ratios (SNRs) (<1.0). This is overcome by inclusion of
a very large number, 104–106, of projection images. Averaging of
this amount of data in 3D space results in detailed maps of com-
plexes studied, at a resolution reaching5 A˚, thus allowing back-
bone tracing (Ludtke et al., 2008; Schu¨ler et al., 2006). The quality
of 3D cryo-EM density maps determined using single-particle
reconstruction is adversely affected by imperfections in the
data, which we will broadly refer to as noise. The sources of noise
fall into three categories (Penczek et al., 2006): (1) additive back-
ground noise unrelated to the data that originates from the solvent
or the background carbon film, (2) alignment errors, and (3) noise
due to conformational variability of the specimen imaged, or non-
stoichiometry of ligand binding. Although the presence of the first
category noise manifests itself in a uniform variance in the recon-
structed map, the other two yield nonuniform and structure-
dependent distribution of the variance.
Traditionally, the quality of EM maps is evaluated using Fourier
techniques (Frank et al., 1981; Saxton and Baumeister, 1982).
The ‘‘resolution’’ of an EM map is determined by randomly split-
ting the available set of 3D projection images into halves, calcu-
lating a 3D reconstruction for each subset, and calculating
a cross-correlation coefficient between Fourier transforms of
the two objects as a function of spatial frequency. This yields
the so-called Fourier Shell Correlation (FSC) curve. The FSC is
also a measure of a distribution of SNR in the Fourier space,
the Spectral SNR (SSNR) (Penczek, 2002; Unser et al., 1987).
Resolution is reported as a spatial frequency limit beyond which
the SSNR drops below a selected level—for example, equal to 1.
Finally, it is also possible to calculate approximate values of
Fourier space variance, which provides an additional measure
of reliability of the map (Penczek, 2002).
Although Fourier techniques proved to be very useful in
assessing global quality of the map, in many cases information
about local, real-space, reliability of the map is much more valu-
able. This information is given by a voxel-by-voxel real-space var-
iance of 3D map which, if available, is helpful in (1) assessment of
nonlocality of errors due to alignment errors, conformational het-
erogeneity of complexes, or substoichiometric ligand biding; (2)
determination of reliability of small features in the map that can
be artifacts induced by alignment procedures; and (3) assisting
the user in docking the known structural domains into EM density
maps and alerting to the possibility of multiple solutions.
Previously, we have laid out the foundations for calculation of
the voxel-by-voxel variance of a structure computed as a 3Dtd All rights reserved
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Bootstrap Estimation of 3D Reconstruction Variancereconstruction from the set of 2D projections, based on very sim-
ple premises (Penczek et al., 2006). We assume that voxels in
the reconstructed 3D map can be considered weighted sums of
pixels in 2D projections. If the number of 2D projections is large,
the estimates of variances and covariances can be calculated
using a variant of the bootstrap technique (Davison and Hinkley,
1997). Specifically, a new set ofN 2D projections is selected with
replacement from a given set of N projections. In the new set,
some of the original projections will appear more than once,
and others will be omitted. This selection process is repeated
B times and for each new set of projections a corresponding 3D
bootstrap volume is calculated. The voxel-by-voxel (bootstrap)
variance S2 of these volumes is calculated yielding an estimate
of the distribution variance s2 (Hansen et al., 1953):
E

S2

=
s2
N
: (1)
In the extensive set of tests included in Penczek et al. (2006),
we demonstrated that the bootstrap variance (equation 1) con-
tains a number of components of which the variance of the back-
ground noise is most dominant. However, the average level of
the background variance S2Back can be independently estimated
using samples of background noise from micrographs or from
the spherical region encompassing the reconstructed structure,
so that we can isolate the variance component due to variability
of the structure:
E

S2  S2Back

=
s2Struct
N
: (2)
In the absence of a convincing method for distinguishing the
variance arising from alignment errors, s2Struct contains both
components; however, for samples with conformational hetero-
geneity the misalignment variance is comparatively small.
So far, the bootstrap method for estimation of the 3D variance
in real space (Penczek et al., 2006) has been used for several
systems, including the 70S ribosome (Penczek et al., 2006),
a transcription factor (Grob et al., 2006), the Ku70–Ku80 dimer
(Rivera-Calzada et al., 2007), the 40S ribosomal subunit (Gilbert
et al., 2007), and the anaphase-promoting complex/cyclosome
(Ohi et al., 2007), and has been shown useful in detecting sample
heterogeneity. However, the method is far from becoming rou-
tine in cryo-EM structural studies, because key steps in the anal-
ysis require interventions of the researcher. Moreover, in the
original approach, the Contrast Transfer Function (CTF) effects
of the electron microscope were ignored, so the 3D variance is
limited in resolution. On the other hand, the demand for powerful
methodology for the estimation of the local error of cryo-EM
maps is increasing with the development and use of advanced
methods for automated docking of molecular models into the
cryo-EM densities. Without proper estimation of the local error,
it is difficult to prevent overinterpretation of the data and to de-
cide the reliability of the resulting pseudo-atomic models.
Here, we present significant improvements of the technique
that respond to demands posed by particularities of cryo-EM
data. In the 3D reconstruction algorithm, we included correction
for the CTF of the microscope and added compensation for the
uneven distribution of sampling points in reciprocal space. Im-
portantly, we developed methods to correct for the normalizationStructure 16, 1770–177errors in projection data and to determine the number of boot-
strap volumes that should be generated to obtain a reliable esti-
mate of the variance. The new version of the method is validated
using a heterogeneous complex of the elongation factor G (EF-G)
and the endogenous tRNA bound to the Thermus thermophilus
70S ribosome (Connell et al., 2007). In a previous study, the 3D
variance map for a similar ribosomal complex obtained by the
old method resulted in high localized variance caused by the
presence or absence of ligands. The improved bootstrap method
described here is also capable of detecting a small rotation be-
tween the two ribosomal subunits, demonstrating the superiority
of the new approach.
RESULTS
Improvement of Resolution of the Variance
Map by CTF Correction
First, we illustrate improvement in the resolution of the variance
map for a 3D structure calculated from its electron microscope
projections that is due to inclusion of the CTF correction by con-
structing a model case and conduct bootstrap variance
calculations with and without CTF correction and compare the
results.
The test model comprised four one-pixel objects with ampli-
tudes randomly varying according to normal distribution N(1,1).
The coordinates of these four points were (23, 27, 27), (27, 27,
27), (42, 42, 47), and (55, 55, 47), respectively, and they were
placed in a box sized 753 voxels. Then we selected a set of
1328 quasi-evenly distributed projection directions. For each
direction, we generated a test structure with randomly adjusted
amplitudes of embedded points and generated computationally
its 2D projection using Eulerian angles of selected projection di-
rection. Finally, we modified all 2D projections by CTFs, assum-
ing physical pixel size of 4.88 A˚, microscope voltage of 300 kV,
spherical aberration of 2.0 mm, amplitude contrast of 0.1, and
with defocus selected with equal probability from one of the
three settings: 2.25 mm, 3.00 mm, and 4.00 mm.
We calculated two 3D variance maps for our set of simulated
2D projections: one with CTF correction included in the 3D re-
construction algorithm and the other without. For the calculation
of each map, we generated 1024 bootstrap volumes, applied
low-pass filtration using Butterworth filter with cut-off frequency
0.12 A˚1 or 0.03 A˚1 (for reference the first zero of CTF appears
at frequency 0.035 A˚1), and computed the variance map for all
these cases. In each case, the sample correlation coefficients
between the variance map obtained from odd and even boot-
strap volumes was 0.95, indicating that the selected number
of bootstrap volumes are sufficient to yield robust results. The
variance map calculated using the CTF correction filtered at
0.12 A˚1 (Figure 1B) reproduces almost perfectly the variance
of original structures (Figure 1A) with the expected loss of reso-
lution that is due to low-pass filtration of bootstrap volumes,
which is necessary in order to suppress high-frequency recon-
struction artifacts. However, the resolution of the CTF-corrected
variance map reaches the theoretical limit of the reconstructed
map, as the distance between two first points is only four pixels.
In contrast, the variance map computed without CTF correction
filtered at 0.12 A˚1 (Figure 1C) contained very strong artifacts
that would make the detection of ‘‘true’’ variance regions6, December 10, 2008 ª2008 Elsevier Ltd All rights reserved 1771
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Bootstrap Estimation of 3D Reconstruction VarianceFigure 1. Bootstrap Variance Maps Calculated Using Simulated
Data Modified by the CTF
We show only selected z-slices; the left column is z = 27, and the right column
is z = 47. Contrast within each slice was adjusted independently, so the inten-
sities do not reflect absolute values in respective slices.1772 Structure 16, 1770–1776, December 10, 2008 ª2008 Elsevierimpossible. The strong artifacts can be suppressed by applying
very strong low-pass filtration 0.03 A˚1 (Figure 1E); however, un-
der such a strong low-pass filtration, the two points very close to
each other become indistinguishable.
Validation of the Bootstrap Variance CalculationMethod
The variance analysis was applied to a data set of the T. thermo-
philus 70S ribosome complexed with the elongation factor EF-G.
EF-G was stalled using the nonhydrolyzable GTP-analog
GMPPNP. The complex also contains endogeneous tRNA in
the P/E site (Connell et al., 2007). The occupancy of ribosomes
by EF-G has been estimated to be 60%–70%, on the basis of
a centrifugal binding assay. Occupancy in this range has been
considered in the past to be high enough to calculate single-
particle reconstructions without taking sample heterogeneity
into account. Indeed, at a low-to-intermediate resolution (>10 A˚),
EF-G was directly visible in a structure obtained from the
complete data set. The subsequent multireference alignment re-
vealed a subset of EF-G-containing particles that yielded a 7.3 A˚
structure (Connell et al., 2007). Nevertheless, it became apparent
that the heterogeneity of the sample is quite complex and com-
bines compositional heterogeneity (i.e., the presence or absence
of EF-G and tRNA) with conformational heterogeneity (i.e., the
ratchet-like subunit rearrangement [RSR] or the movement of
the L1 protuberance). Therefore, we chose this data set for
more detailed analysis using the new version of the bootstrap
variance calculation.
The images of the 70SdEF-GdGMPPNP complex were col-
lected using a Tecnai F30 G2 Polara EM operated at 300 kV at
a defocus range from 2.5 mm to 4.7 mm (Connell et al., 2007).
The original window size was 300 3 300 pixels, and pixel size
was 1.26 A˚. For application of the new bootstrap method, the im-
ages were decimated four-fold, resulting in the window size 753
75 with pixel size 5.04 A˚. We first applied the renormalization
procedure to the entire available data set of 362,361 projection
images; after three iterations, scaling factors stabilized and reso-
lution improved from 11.0 A˚ to 10.6 A˚. To make the analysis man-
ageable and to avoid the bias of variance estimation by uneven
distribution of projections, we randomly selected a subset of
21,000 images distributed as evenly as possible. The resolution
of the resulting 3D map was 16.0 A˚ (corresponding to spatial fre-
quency 0.0625 A˚1). Using this reduced data set, we generated
10,240 bootstrap volumes, applied to them low-pass filter with
cutoff frequency 0.04 A˚1, and computed the variance map.
This restrictive filtration was selected to reflect the fact that the
number of unique projections within each bootstrap sample is
less than 21,000, further reducing the resolution. However, boot-
strap volumes still contained information beyond the first zero of
the CTF, which for the processed data set was at 0.03 A˚1 for the
furthest defocus setting. On the basis of the histogram of the
voxel values in the map and the average values of the density
(A) Variance map of the test structures.
(B) Variance map obtained with CTF correction and filtered at 0.12 A˚1.
(C) Variance map obtained without CTF correction and filtered at 0.12 A˚1.
(D) Variance map obtained with CTF correction and volumes low-pass filtered
at 0.03 A˚1.
(E) Variance map obtained without CTF correction and volumes low-pass
filtered at 0.03 A˚1.Ltd All rights reserved
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Bootstrap Estimation of 3D Reconstruction Varianceof the vitreous ice (0.92 g/cm3), protein (1.36 g/cm3), and RNA
(1.89 g/cm3), we rescaled the map such that the units of voxel
values became grams per cubic centimeter. To visualize the
structure variability, we color-coded the surface of the cryo-EM
map of the 70SdEF-GdGMPPNP complex, by the level of the
standard deviation at a given location on the molecule’s surface
(Figures 2A–2D).
Regions of high variance can be immediately recognized by
this visualization and include the densities corresponding to
the EF-G and the P/E tRNA, which is expected as a result of
the substoichiometric presence of these ligands. Interestingly,
several regions of the ribosome itself also exhibit high variance
and are in excellent agreement with known locations of confor-
mational changes (Connell et al., 2007; Schuwirth et al., 2005;
Selmer et al., 2006; Spahn et al., 2004; Valle et al., 2003). The
L1-protuberance is a dynamic feature of the ribosome, and it
moves inward to interact with an E or P/E tRNA. Indeed, strong
variance is associated with both, the P/E tRNA and the L1 protu-
berance. Also, the well-established dynamic behavior of the
extended L7/L12 stalk is reflected in our variance map.
The ratchet-like subunit rearrangement (RSR) of the ribosome
constitutes a complex conformational change (Frank and
Agrawal, 2000). It comprises of rotation of the ribosomal 30S
subunit relative to the ribosomal 50S subunit and independent
movement of the head of the 30S (Connell et al., 2007; Spahn
et al., 2001; Valle et al., 2003). The RSR is facilitated by binding
of several translation factors, such as EF-G/eEF2 30S (Connell
et al., 2007; Spahn et al., 2004; Valle et al., 2003), IF2 (Allen
et al., 2005), or RF3 (Gao et al., 2007), and therefore is expected
to occur in the majority of the ribosomes, which carry
EF-GdGMPPNP, but not in the 30%–40% vacant ribosomes.
The dynamic behavior of the 30S head is immediately obvious
Figure 2. Conformational Variability of the
70SdEF-GdGMPPNP Complex Revealed by
the Real-Space Bootstrap Variance Analy-
sis of the Reconstructed Cryo-EM Structure
(A–D) The surfaces are color-coded using the
values of the bootstrap standard deviation (s)
3D map. The red region has the highest variability
(s > 0.4 g/cm3), whereas the blue region has the
lowest variability (s < 0.1 g/cm3). The panels
show computationally isolated ribosomal subunits
from the 3D cryo-EM reconstruction of (A) the
large subunit shown from the interface side, (B)
the small subunit shown from the interface side,
(C) the large subunit shown from the solvent
side, and (D) the small subunit shown from the
solvent side. Landmarks for the subunits: L1, the
L1 protuberance; P/E, the P-E-hybrid site tRNA;
EFG, the Elongation Factor G; St, the L7/L12 stalk;
B2c, inter-subunit bridge 2c (the center of the
rotation).
from the 3D variance map. Furthermore,
the relative rotation of the two ribosomal
subunits manifests itself in radial depen-
dence of the variance: the larger the dis-
tance of a density element from the cen-
ter of rotation, the larger should be the
corresponding variance. Such dependence is observed in the
3D variance map; the outside regions of the ribosome generally
show a larger variability than the inner core. Strikingly, the region
with the lowest variance corresponds to the intersubunit bridge
B2c, which has been previously identified to constitute the cen-
ter of the RSR (Spahn et al., 2004).
The calculation was carried on a Linux cluster. For the data set
considered here, it took 10 hr to generate 10,240 bootstrap
volumes using 32 nodes of the cluster, while each node was
equipped with 2 AMD Opteron 248 CPU (64 bits with 1M cache).
DISCUSSION
The RSR is a global conformational change, but movements of
the individual ribosomal elements, especially these close to the
center of the rotation, are not very large. Moreover, in the present
data set, pictures of ribosomes exhibiting the RSR and ribo-
somes in the standard conformation are mixed, which reduces
the differences due to misalignment. This is probably the reason
why, in our initial attempt to use the bootstrap method (Penczek
et al., 2006), we could mainly detect the compositional heteroge-
neity and strong local changes at the L1 protuberance but not the
RSR. In contrast, the RSR can be deduced from the variance
map presented here. This clearly demonstrates that the cryo-
EM-specific modifications of the bootstrap method introduced
here result in more accurate variance map, which allows detect-
ing conformational heterogeneity in the sample studied.
Currently, single-particle analysis tools for validation of
structure determination are limited to those that assess self-
consistency of image alignment (e.g., FSC). However, even if
perfect image alignment could be realized, the resolution of a
single-particle reconstruction would ultimately depend on theStructure 16, 1770–1776, December 10, 2008 ª2008 Elsevier Ltd All rights reserved 1773
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under study. The potential to provide information about struc-
tural variability in a macromolecular complex represents one of
the most promising, but still not fully realized, aspects of sin-
gle-particle image analysis. To meet the challenge that structural
variability presents to single-particle analysis, we introduced
here a method for calculation of variance of the reconstructed
structure based on statistical resampling. We demonstrated
that the method yields detailed information about variability of the
ribosomal complex and thus the bootstrap method is a uniquely
valuable tool to provide insight into the mechanism and function
of large molecular assemblies.
EXPERIMENTAL PROCEDURES
Normalization of Cryo-EM 2D Projection Data
The introduction of an additional step of normalization of the projection data
represents an essential improvement of the presented implementation. In
electron microscopy, imaging conditions are never exactly the same (e.g., var-
iation of the dose), and even within the same micrograph field the background
densities can vary by a significant margin as the result of uneven ice thickness
and other factors. The normalization errors will result in a high level of back-
ground variance that will distort the true relationship between structure
variability and background variability of the solvent. In the proposed renormal-
ization scheme, we took advantage of the fact that the alignment procedures
used to establish orientation parameters of projection data utilize correlation
functions; thus, they are not adversely affected by the errors in normalization
of projection data. Once the approximate projection directions are found, we
propose to renormalize the data on the basis of reprojections of the current
approximation of the structure according to following steps: (1) for each pro-
jection, the structure is reprojected using known orientation parameters; (2)
CTF is applied to the projection data, and squared CTF is applied to the repro-
jection; (3) on the basis of the known defocus, the predefined spatial frequency
range is identified, which encompasses the first maximum of the squared CTF,
and the scaling factor between projection and reprojection is established using
information within the selected frequency range; and (iv) after scaling factors to
applied to all projection data, a corrected structure is computed. The proce-
dure is iterated until there is no further change in scaling factors. The proposed
method performs very well for single-particle reconstruction applications,
where projection are arbitrarily oriented, so there is always sufficient overlap
between projections that have different directions. The algorithm usually
converges in two or three steps.
3D Reconstruction Algorithm for the Bootstrap Technique
In principle, any reconstruction algorithm can be used within the bootstrap
method. In practice, we found the direct Fourier inversion approach to be
the best choice for our needs. Direct Fourier methods are based on the central
section theorem (Bracewell, 1956), which states that the 2D Fourier transform
of a projection of a 3D object is a central section of the 3D Fourier transform of
this object. Therefore, a set of 2D Fourier transforms of the projections yields
an approximation to 3D Fourier transform of the object and a subsequent nu-
merical 3D inverse Fourier transform yields the structure in real space. Here,
we present an improved version of the nearest neighbor (NN) direct inversion
algorithm (Penczek et al., 2006). In the new version, we account for the nonuni-
form distribution of samples on a regular 3D grid and also incorporate correc-
tions for the CTF of the microscope.
In the proposed NN direct inversion reconstruction algorithm, the 2D input
projections are first padded with zeroes to four times the size and then 2D Four-
ier transformed. Next, the 2D samples are accumulated within the target 3D
Fourier volume using simple NN interpolation. During the interpolation, CTF
correction is applied using Wiener filter methodology. As the 2D projection
samples are assigned to nodes of the 3D regular Fourier grid, the following
formula is applied, for each Fourier voxel (Penczek et al., 1997):
Fk =
P
i
SSNRi,CTFi,GkiP
i
SSNRi,CTF2i + 1
; (3)1774 Structure 16, 1770–1776, December 10, 2008 ª2008 Elsevier Lwhere Gki is the value of a Fourier pixel assigned to the kth voxel in the ith
projection data, CTFi is the value of the transfer function at this location of pro-
jection data and Fk is the CTF-corrected value of the kth voxel. Here, SSNRi
has two meanings: it is the SSNR of a Fourier pixel in ith projection data and
it also prevents divisions by very small numbers in locations where all CTFs
are almost zero.
After all 2D projections are accumulated in a 3D Fourier volume, a 3D weight-
ing function is constructed and applied to individual voxels of 3D Fourier space
in order to account for possible nonuniform distribution of samples. Here, for
the sake of efficiency, we employed a concept of the ‘‘local density’’ of sam-
pled points (Bracewell and Riddle, 1967) and designed a weighting function
satisfying the following criteria:
1. For a given voxel, if all its neighbors are occupied, its weight is set to 1.0
(the minimum weight resulting from the procedure).
2. For a given voxel, if all its neighboring voxels are empty, the assigned
weight has the maximum value.
3. Empty voxels located closer to the vacant voxel contribute more to its
weight than those located further.
The proposed heuristic weighting function is:
Wðx; y; zÞ= 1
1  a Pn
i; j; k =n
lðx + i; y + j; z+ kÞexp½  ði + j + kÞb
; (4)
where
lðx; y; zÞ= 1 if Fðx; y; zÞ= 0
0 otherwise
:

(5)
b and n are constants whose values (0.2 and 3, respectively) were adjusted
such that the rotationally averaged power spectrum of the reconstructed
structure matches, as closely as possible, the rotationally averaged power
spectrum of the test structure from which the projection data were generated
(Figure 3). a is a constant whose value depends on parameters b and n and that
is adjusted such that first two normalization criteria listed above are fulfilled.
The inclusion of weights also improves the fidelity of the NN direct-inversion
reconstruction, as demonstrated using the FSC technique (Figure 3).
The reconstruction algorithm developed is particularly well suited for the
application in the bootstrap technique, as in our implementation where we pre-
calculate 2D FFTs of real-space padded 2D projection data and store them on
a computer disk. After resampling, the selected projections are inserted into
a 3D Fourier volume, the weights (equation 4) are calculated and applied,
the 3D inverse FFT is computed, and the region of interest is windowed out.
Thus, a computationally intensive step of preparation of 2D projections is per-
formed only once.
Determination of the Number of Bootstrap Volumes Required
In order to determine whether the bootstrap method converges to an accept-
able estimate of the variance with the increasing number of generated boot-
strap volumesB, a method is needed to evaluate the reliability of the computed
variance map. Here, we propose to use the sample correlation coefficient (rB)
of two bootstrap variance volumes calculated from the set of bootstrap
volumes randomly divided into halves.
In the Supplemental Data (available online), we show that the expectation
value of rB is:
E½rBy
"
1+
4
B
m2
2
S2ðs2StructÞ+ m4 m2
2
N
#1
; (6)
where s2Struct is given by equation (2), S
2ðs2StructÞ is calculated as the among-
pixel sample variance of s2Struct , and m4 and m2
2 are second and fourth
moments of the statistical distribution of the voxel values ( m4 > m
2
2 > 0).
On the basis of equation (6), we conclude that rB increases monotonically
with B, with the rate of the increase decreasing with B. Therefore, a sensible
criterion for termination of the bootstrap process should be based not so
much on the attained value of rB as on the rate of its increase. It also follows
that, for a given B, increasing the size of the data set N results in a decrease
of rB. Therefore, in order to obtain an estimate of variance as reliable as thattd All rights reserved
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Bootstrap Estimation of 3D Reconstruction VarianceFigure 3. Improvement of the Fidelity of the
Fourier NN Direct Inversion 3D Reconstruc-
tion Technique due to Inclusion of Weights
Accounting for Uneven Distribution of Sam-
pling Points in Fourier Space
We generated a set of evenly spaced single axis-
tilt projections of a model structure (a modified
70S from Escherichia coli placed within cube 753
voxels). To ensure that gaps existed between
sampling points in Fourier space, we set the angu-
lar step to 3.1. Red lines: FSCs between original
and reconstructed volume without weights
(dashed) and with weights (solid). Green lines:
rotationally averaged power spectra of 3D recon-
structions calculated without weights (dashed),
with weights (solid), and of the model structure
(dashed dotted).obtained for a smaller set, it is necessary to compute a larger number of
bootstrap samples.
The fact that calculation performed on a smaller data set converges in
a smaller number of steps warrants explanation, as a naive conclusion would
be that a smaller data set is preferable for bootstrap calculations. However, the
variance estimated using bootstrap technique asymptotically approaches with
B the variance of the finite sample from which the data is drawn—that is, the
sample variance, not the variance of the original distribution. In order to im-
prove the estimate of the latter, one has to increase the size of the sample
N. This can be seen from the expression for the correlation coefficient (rg) of
the variance of original distribution (which in our case is called the variance
of structure s2Struct ) and the bootstrap variance. The expectation of rg equals:
E

rg

y
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
S2ðs2StructÞ
S2ðs2StructÞ+
m4  m22
N
+
2 m2
2
B
vuuut : (7)
For derivation, see the Supplemental Data. As expected, rg increases mono-
tonically with N, which means that the accuracy of the bootstrap variance
increases with N. Also, for a finite N, rg is always less than 1, which means
that for a finite sample one cannot obtain error-free variance of the statistical
distribution from which the input data (projections) originated, no matter how
many bootstrap volumes B calculated. In conclusion, a larger data set yields
a more accurate result and is preferable for bootstrap calculation.
The bootstrap method described here was implemented and parallelized in
the single particle reconstruction software package SPARX (Hohn et al., 2007).
SUPPLEMENTAL DATA
Supplemental Data include Supplemental Experimental Procedures and
can be found with this article online at http://www.cell.com/structure/
supplemental/S0969-2126(08)00416-4.
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