Multiple integration over bounded and unbounded regions  by Sloan, I.H. & Osborn, T.R.
Journal of Computational and Applied Mathematics 17 (1987) 181-196 
North-Holland 
181 
Multiple integration over bounded 
and unbounded regions 
133. SLOAN and T.R. OSBORN 
School of Mathematics, University of New South Wales, Sydney, N.S.W. 2033, Australia 
Received 9 July 1985 
Revised 2 April 1986 
Abstracf: A method is proposed for integrating over R” functions that are reasonably smooth and rapidly decaying 
at infinity. The method makes use of an infinite lattice of quadrature points, truncated at some suitable radius. In 
certain circumstances it is shown that the ‘best’ lattice, among all those with a given determinant, is the one whose 
dual lattice corresponds to the densest sphere packing. The method of Sag and Szekeres for integration over 
n-dimensional spheres and cubes is shown to be a special case, with a lattice that is not necessarily optimal. 
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1. Introduction 
multiple integrals of moderate to high dimension often arise in atomic, molecular and 
nuclear physics, in quantum and classical statistical mechanics, and in other fields character- 
ised by many degrees of freedom. The evaluation of such integrals is often computationally 
expensive, especially if the dimensionality is high. In this paper we investigate a new approach 
to the multiple-integration problem that makes use of an infinite ‘lattice’ of quadrature points. 
We shall assume that the problem is initially presented as an integral of the form 
I n g(l,,...,l,)dtl...dt,= ” I n g(t)dt, n (1.1) 
where 0, is a bounded or unbounded domain in R” with piecewise-smooth boundary, and g is 
a smooth real-valued function in 0,) possibly having integrable singularities on its boundary. 
On the other hand our numerical methods will be developed for multiple integrals over the 
whole of R”, of the form 
where f is a smooth function that decays rapidly (and preferably at least exponentially) at 
infinity. 
In most cases a coordinate transformation will be necessary to convert a given integral of 
the form (1.1) into a suitable integral of the form (1.2). Such a transformation may be 
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desirable even if 0, is R”, in order to speed the rate of decay of the integrand at infinity. (For 
an example of this kind, see Example 2 in Section 5.) 
Less obvious is the case in which a,, is a bounded region. If 0, is an n-sphere of radius u 
centred at the origin, then a radial transformation proposed by Sag and Szekeres [7], 
ItI = (T tanh(ulx( /(l - (XI’)) , 1x1-c 1 , 
with u > 0 a parameter, may be used to map 0, onto the unit sphere {x: 1x1~ l}; and because 
the Jacobian of the transformation and all its derivatives vanish as IX\+ 1 (see [7] for details), 
the resulting integral with respect to x can be expressed in the form (1.2) by defining f(x) to be 
zero for 1x1 2 1. 
That example draws attention to the fact that the support off in (1.2) need not be the whole 
of IV-but in that case f and as many as possible of its derivatives should vanish on the 
boundary of the support of f, in order to make f a smooth function over the whole of R”. 
Another transformation proposed by Sag and Szekeres [7] handles the case in which Q, is 
the unit cube. Again the transformation maps fin onto the unit sphere, and again the Jacobian 
and all its derivatives vanish as 1x1 + 1, so that f can be extended to a smooth function over IR” 
by giving it the value zero outside the unit sphere. Similar transformations can be used (see 
[6]) for rather general bounded regions 0, corresponding to repeated integrals, and transfor- 
mations for some other regions (e.g. fi, a half-space) can be derived without difficulty. 
We shall assume from now on that the integral is already in the form (1.2), with f having the 
indicated properties (including, possibly, support smaller than R”). 
The method here proposed for approximating (1.2) is the equal-weight rule 
IL(f) = 4, ,;:, f(x) 2 (1.3) 
where L ClX is. tinfinite ‘lattice’ (defined in Section 2), and D, is the ‘determinant’ of the 
lattice, i.e. the volume of a primitive cell of the lattice, or, equivalently, the reciprocal of the 
point density of the lattice. 
In practice the infinite sum in (1.3) must be truncated, for example by neglecting all points 
beyond some cut-off radius Y,,. (The choice of cut-off radius tends to be critical, since in high 
dimensions the cost grows very rapidly as y0 increases.) In this paper we shall not consider the 
question of how to choose Ye, beyond noting that in favourable cases the truncation error may 
be estimated by bounding an appropriate contribution to the exact integral. 
In one dimension there is essentially only one lattice rule of the form (1.3), namely the 
trapezoidal rule 
4z(f) = h c f(jh) , (1.4) 
with steplength h. It is known that the trapezoidal rule can be remarkably accurate for 
appropriate integrals of the form 
For example, Goodwin [2] shows (by obtaining a contour integral representation for the error) 
that for f(x) = exp(-x2)&) and a wide class of analytic functions p(x) the error Z,,(f) - Z(f) 
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converges to zero faster than any power of h. (Goodwin’s error expression is given in (2.7).) 
The trapezoidal rule is also known to be very effective for integrals over finite intervals, if 
the integrand and all its derivatives vanish at both ends of the interval, such a result being 
easily understandable in terms of the Euler-Maclaurin expansion. Some very effective 
numerical methods for one-dimensional integrals over finite intervals (with possible end-point 
singularities) have been based on the use of the trapezoidal rule in one or other of these 
settings (see [3,4,5,8,13,14,15]), after an appropriate transformation of the variable. From our 
present point of view all of these methods employ the lattice rule (1.4) to approximate an 
integral of the form (1.5), with fin some cases having compact support, but in all cases being 
a smooth (through not necessarily analytic) function on the whole of R. 
In higher dimensions, in contrast with the one-dimensional case, there are many different 
lattices L with the same determinant D,. Our purpose in this paper is to develop an error 
analysis that is applicable to all lattice rules of the form (1.3) (and also to the similar rules 
obtained by displacing the lattice); and then to use that analysis to decide which is the ‘best’ 
lattice for use with certain classes of integrand f. The error analysis is carried out in Section 2, 
and the optimal choice of lattice is discussed in Section 3. 
In brief, our conclusion is the following: for functions f that have similar behaviour in all 
directions and that are sufficiently smooth, the best lattice (for a given value of DL) is the one 
whose ‘dual’ lattice allows the densest possible sphere packing. (For definitions see Sections 2 
and 3.) For functions f that are not at all smooth, on the other hand, there would seem to be 
little to choose between two lattices with the same value of D,. Thus the best general 
recommendation would seem to be to use lattices L whose duals allow dense sphere packings. 
Some particular lattices that are interesting from this point of view are discussed in Section 4, 
and tested numerically in Sections 5 and 6. 
The method of Sag and Szekeres [7], an important practical method for numerical 
integration over high-dimensional spheres and cubes, can be considered to make use of a 
special case of the lattice rule (1.3), in which the lattice L is a cubic lattice. In the Sag and 
Szekeres method the integral over the sphere or cube is first transformed to one over the unit 
sphere, in the manner indicated previously, so that a smooth function results if the integrand is 
given the value zero outside the unit sphere. Then a (possibly shifted) cubic lattice of mesh 
size h is placed over the region, and a weight h” (=DL) is attached to each of the resulting 
quadrature points. The sum in (1.3) is then truncated at a radius r0 less than 1. 
The method of Sag and Szekeres is often found to be reasonably efficient, and is also one of 
the very few methods available for very high dimensions, say IZ B 10. Additionally, it is 
implemented in a very effective way in the NAG library of mathematical software [6]. On the 
other hand, if considered as a lattice method of the form (1.3) it does not, in principle, 
employ a very good lattice: the dual of the cubic lattice is again a cubic lattice, which 
considered as a sphere packing is far from the densest possible, especially when n is large. 
In section 6 we consider the effect of varying the lattice in the Sag and Szekeres method. We 
also point out that, through a happy accident, both the numerical results in [7] and the NAG 
subroutine DO1 FDF can be considered to make use of a much better lattice than the cubic lattice 
that they are supposed to employ. This is because they actually use the average of two 
oppositely shifted cubic lattices, and this happens to be equivalent to the use of a much better 
lattice, the ‘body-centred cubic’ lattice (see Section 4). 
The theoretical analysis in the following section borrows ideas from a recent study [9,10] of 
184 I. Sloan, T. Osborn I Multiple integration 
lattice methods for the integration over the n-cube of functions that are periodic with respect 
to each coordinate. There the argument is based on Fourier series; here it is based on Fourier 
integrals. The preferred lattices in the two situations also turn out to be rather different, 
essentially because the criterion developed in the present work (in terms of the density of the 
sphere packing associated with the dual lattice) is rotationally invariant, and not appropriate 
for the periodic case. 
2. The lattice method and its error 
Let L be an n-dimensional lattice in IR”: in other words let L be an infinite subset of R” that 
contains II linearly independent points, is an abelian group under addition, and has the 
property that for every point x E L there is a sphere centered at x that contains no other point 
of the lattice. Some particular lattices will be discussed in Section 4. Many other examples are 
described in [ll]. 
The determinant D, of the lattice L is the volume of a primitive unit cell, or the reciprocal 
of the point density of the lattice. We shall find it convenient to define a length h > 0 
associated with the lattice L, by the relation 
D, = h" . 
Thus for the lattice (A?)“, which is the cubic lattice of mesh size d, we have h = d. 
We define the ‘lattice rule’ associated with the lattice L to be the quadrature rule (1.3). 
Sometimes it is convenient to use instead a ‘shifted’ lattice rule, in which each point is 
displaced by a vector cy E R”: thus we define 
IA f; a) = D, ,-: f(x + a) . (24 
It follows from the group property of the lattice that for (Y E L we have 
&,(f; a) = &(f; 0) = I,(f) . 
The error in the lattice rule (1.3), and more generally in the shifted lattice rule (2. l), turns 
out to have a simple expression in terms of the Fourier transform 
and the so-called ‘dual lattice’ L I, defined by [l] 
L~={mER”:m~xEZv’xEL}. 
The dual lattice is a lattice in its own right, with determinant DL1. For example, the dual of 
the cubic lattice L = (dZ)” is L’ = (dplZ)“, a cubic lattice of mesh size d-l. 
The error in the lattice rule (1.3), under the conditions stated in the following theorem, is 
Z,(f) - Z(f) = ,z: Am) > (2.2) 
where the prime indicates that the m = 0 term is to be omitted from the sum. This expression 
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(or rather the more general expression for the shifted lattice rule given in the theorem), will be 
the centerpiece of our subsequent investigations. 
Theorem 1. Let f be a continuous function satisfying both 
1 f(x)\ S c(l + jxl)-n-s 
and 
I&z)l s cl(l + ]E?z])-“-6 
for some S > 0. Then the error in the shifted lattice rule (2.1) is 
Z,( f; cy) - Z(f) = C’ e2mim.af(m) . 
mELI 
(2.3) 
(24 
(2.5) 
Proof. The proof rests on the Poisson summation formula, 
c f(z) = c f(k) > 
ZEh” krZ” 
proved by Stein and Weiss [12, p. 2521 under the assumptions (2.3) and (2.4). The sums on 
both sides of the equation converge absolutely. 
A corresponding result for the lattice L, namely 
D, X;L f(x) = c &m) 3 (2.6) 
t#tEL’ 
may then be deduced by the following simple argument. 
It is known [l, 93.4, Theorem VI] that every n-dimensional attice L has a set of generators, 
i.e. a linearly independent set {a,, . . . , a,} C L with the property that every point of L is an 
integer linear combination of a,, . . . , a,. Let A be the n x n matrix whose columns are 
a,, . . . , a,. Then it is easy to see that L and L ’ are related to Z” by the affine transformations 
L=AZ”, L’ = (A-l)TYY . 
Moreover, by definition 
D, = det L = ]det Al . 
To prove (2.6) we write 
c f(x) = c f(Az) = c F(z) , 
XEL ZEZ” ZEE” 
where F is defined by F(z) = f(Az). From the definition of fi it follows easily that 
&k) = ]det AI-lf((A-‘)Tk). 
Moreover, F and P satisfy the conditions (2.3) and (2.4) (possibly with different constants). 
Therefore we obtain, using the Poisson summation formula, 
D, X.L f(x) = D, c F(z) = D, c i(k) = k& &A-‘)=k) = 2 f(n) , 
ZEL” kEZ” mEL’ 
thus proving (2.6). 
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x”)p(x) , and conclude -that the trapezoidal rule (1.4) has the error 
where 
&(m) = 1: e-2”i”“-Xz p(x) dx . 
If p(z) is holomorphic in the strip (Im zI G 21~5r(rnl and has only polynomial growth as 
Re z+ ? ~0, we obtain 
f((m) = e_V2m2 J-1 e-‘*p(t - inm) dt . 
Retaining only the leading terms f( +-1 lh) of the above error expression, one rederives 
Goodwin’s approximation [2] (obtained by a different argument), 
L(f) - Z(f) = e -niihz~_~e-~z[p(t-i~)+p(t+i~)]dt. (2.7) 
In particular, if p = 1 the error becomes 2fi exp(-n2/h2). The extraordinarily rapid rate of 
convergence as h-0 (faster than any power of h) is attributable to the rapid decrease of f(m) 
as /ml -+ ~0, and hence in turn to the smooth nature off and its derivatives. 
3. On choosing the lattice L 
The error expression (2.2) for the lattice rule, and the more general error expression (2.5) 
for the shifted lattice rule, tell us in principle what we should look for in choosing the lattice 
L: we should try to choose it in such a way that the non-zero points of Ll occur only where 
f(m) is small. If f(m) decays rapidly as ( m ( -03 then one may think of achieving this result 
either by increasing the scale of L i (or what is equivalent, by decreasing the scale of the lattice 
L), or by arranging the geometrical distribution of points of Ll in some better way. The first 
approach increases the point density of the original lattice, and so increases the cost 
(dramatically, if the dimension is high). In this section we seek to arrange the geometrical 
distribution of points of L ’ in the best possible way, assuming that the value of D,, and hence 
of the point density in LI, is fixed. 
Since the best choice of lattice depends on the particular function f, it is necessary to make 
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some assumptions about f. Our general assumptions are that f, and hence also f, have 
essen$ally the same behaviour in every direction (so that there is no preferred direction), and 
that f(m) decays in some suitable way at infinity. In this situation it is natural to express the 
(2) error as a sum of contributions from successive spherical shells of L ’ : letting puif ‘, pL , . . . be 
the radii of successive shells formed by the non-zero points of L I, and letting Sy’ denote the 
shell of radius pr), we may write the error expression (2.5) as 
IL ( f; a) - Z(f) = C C e2nim’nf(m) . (34 
j=l mESg) 
The following result is an immediate consequence of Theorem 1. In it rf) denotes the 
number of points of L’ that lie in the shell Sy’, i.e. the number of points of L’ that lie at 
distance pf’ from the origin. 
Corollary. Let f be a continuous function on R” that satisfies (2.3), and whose Fourier 
transform satisfies 
I&+ s 4(lml) s c,(l + l4-n-6 > 
for some real-valued function 4. Then the error in the shifted lattice rule (2.1) satisjies 
Il,(f;a)-I(f)ISC Tij)+p)<? 
Of particular interest is the case in which f(m) decays at 
Suppose that f satisfies 
least exponentially as ) m I+ w. 
(3.2) 
for some numbers C, j? > 0. Then it follows from the Corollary that 
IZ,( f; a) - Z( f)l 6 C 2 7y) exp(-&f’) . 
j=l 
(3.3) 
Since the first term on the right-hand side is increasingly dominant as p -+ ~0, it follows that for 
/3 sufficiently large the better of two lattices, in the sense of giving the smaller bound in (3.3), is 
the one that has the larger value of pL = pf’. For two lattices with equal values of pL, the 
better lattice, in the same sense, is the one with the smaller value of rL = ~-if). 
To state the result more formally, it is convenient to define a class of functions E,(C), as 
follows: a continuous function defined on R” belongs to Ep(C) if it satisfies both (2.3) and 
(3.2). For functions in E,(C) the bound (3.3) holds, hence if two different lattices are to be 
used for functions in Ep(C) then we may reasonably measure their quality by comparing the 
respective values of the quantity 
RL( /3) = 2 5-y) exp(-/3py)) , (3.4) 
j=l 
which is the error bound for the case C = 1. For any given E > 0 it is clear that for sufficiently 
large p we have 
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RL(P) s (1 + 4~~ exp(-PpL) 7 
from which it is immediately clear that for sufficiently large p the better lattice, in the above 
sense, is the one with the larger value of p,. 
A similar result holds if the exponent /3 in (3.2) is held constant but the scale of the lattice L 
is made sufficiently small. To make this clear, it is convenient to introduce the lattice L, 
defined to be the lattice L scaled so that its determinant is 1. Then we may write L = hL and 
L’ = h-‘L ‘, from which it follows that 
,$) = h-I@) 
L 7 j=l,2,.... 
where ~2) is the radius of the jth shell of the dual lattice scaled so that the determinant is 1. 
Then (3.3) may be written as 
in which it is clear that the term of lowest order in h is the first, and also that the first term 
approaches zero the faster the bigger is pL = ~2). 
More generally, we may think of both /3 and h as varying. The above considerations are 
summarized in the following theorem. 
Theorem 2. Let L be a lattice with determinant 1. Zf L = hL and f E E,(C), then the error in 
the shifted lattice rule (2.1) satisfies 
IZ,(f; 4 - Z(f)1 d c c j=l rf’exp(- $ jog))= CRi($. 
Given E > 0, the error is bounded by 
IZ,(f; 4 - Z(f)1 G CC1 + 4~~ exp (- a Pi) (3.6) 
if Plh is sufJiciently large. Hence given two lattices L, and L2 with determinant 1, the better 
lattice, in the sense of the above bound and for Plh suficiently large, is the one with the larger 
value of pi. 
It turns out to be convenient to express the conclusions in the language of sphere packings 
(see for example [ll]). Associated with L’ is a sphere packing of radius i pL, since spheres of 
this radius can be centred at each point of L’ without overlapping. The ‘kissing number’ of 
the sphere packing, i.e. the number of spheres that touch the sphere at the origin, is rL. The 
density of the sphere packing, which is roughly speaking the fraction of the total volume that 
is occupied by the spheres, is 
A=D,V,(~~L)n=Vn(~~L)rr, 
where 
V, = 7rni2/T( in + 1) 
is the volume of the unit sphere in n dimensions (and hence V,( 4 ~1.~)~ the volume of the 
sphere of radius 4 pL). 
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In this language the conclusion expressed in Theorem 2 is that for p sufficiently large, or h 
sufficiently small, the better of two lattices L, and L, is the one whose dual gives the denser 
sphere packing. 
The language of sphere packings makes it possible to quantify simply the maximum benefit 
that might be gained by improving the lattice, in the most favourable situation. Suppose that 
for each of two lattices L, and L, the ratio P/h is large enough so that (3.6) holds with a small 
value of E, say E = 0.1. Then to the extent that we are prepared to ignore the difference in the 
kissing numbers, the lattice with the larger value of pL, say L,, achieves the same accuracy as 
L, with a proportionally larger value of h. Equivalently, and again to the extent that we are 
prepared to ignore the difference in the kissing numbers, the lattice with the higher sphere 
packing density for its dual lattice achieves a given accuracy with a proportionally larger value 
of its determinant. Since the cost of the computation is inversely proportional to the 
determinant, improving the lattice would seem well worthwhile if the densities of the sphere 
packings differ by a factor of say two or more. In reality the high kissing numbers associated 
with dense sphere packings tend to partly offset the advantage of increasing the sphere 
packing density, thus the italicised statement above should be used only as a guide to choosing 
the lattice, rather than as a quantitative prediction. 
It remains to say something about the case of functions whose Fourier transforms decay less 
rapidly. In intermediate situations there may be merit in evaluating sums such as (3.4), in 
order to allow a quantitative comparison. On the other hand, in the case of functions f that are 
so badly behaved that f( m varies little over distances of order h-’ it seems clear that, barring ) 
accidents, any reasonable lattice with given determinant D, will be as good as any other: for 
in this situation the error expression (2.2) picks up many points of L’ with almost equal 
weight, so that the only aspect of L’ that is likely to matter is the density of the points, rather 
than their distribution. 
It therefore appears to be a good policy in all situations to use lattices L with densely 
packed dual lattices L’-for in favourable cases such a choice will yield positive benefits (at 
no extra cost), while in unfavourable cases such a choice should do no harm. 
4. Some particular lattices 
In this section we consider briefly some particular lattices for use in the lattice rule (1.3). 
All of the lattices below, and many others besides, are ,more fully discussed in [ll]. 
The cubic lattice 
The cubic lattice, scaled so that its determinant is D, = 1, is L = Z”. Its dual is L ’ = Z”. 
Since the non-zero points in the dual that are closest to the origin are at ( f 1, 0, . . . , 0), and 
similar points on the other axes, it is clear that 
jJL = pu, = 1 ) rL = 2n . 
The density of the sphere packing associated with Ll has the relatively low value 
A = VJ2” . 
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The body-centred cubic lattice (n B 3) 
This lattice, known in the literature as Di, may be defined by 
(4.1) 
- that is, it is the lattice obtained by adjoining to the cubic lattice Z” the same lattice displaced 
by ($3 t,. . . , i). (The name ‘body-centred cubic’ is used, for the n = 3 case, in the physics 
literature.) The determinant is clearly D, = i, and hence h = 2-rin. 
The dual lattice is the lattice D, (in three dimensions the ‘face-centred cubic’ lattice). It may 
be described as the lattice obtained by taking the integer points Z”, colouring alternate points 
red and black in a chequer-board pattern (starting with a red point at the origin), and then 
retaining only the red points. 
Since the points of L’ that are closest to the origin are at (1, 1, 0, . . . , 0), and at similar 
points obtained by permutations and changes of sign, we see that 
PL=e rL = 2n(n - 1) . 
For the lattice scaled to have unit determinant we therefore have ~1.~ = 21’2-1’n. Thus the 
density of the associated sphere packing is 
A = Vn/2”12+1. 
It is therefore more densely packed than the cubic lattice by a factor of 
A/A,,,i, = 2n’2-1 .
A striking feature of this ratio of sphere packing densities is that it grows very rapidly with 
~1. Thus whereas for y1 = 3 it is only 21’2, and so might not seem to offer a very great potential 
reduction in the number of quadrature points, for II = 8 it is 8, so that the potential benefit of 
using the body-centred cubic lattice instead of the cubic lattice has become significant. 
The lattice D, is the densest possible lattice packing of spheres for IZ = 3, 4 and 5. Thus by 
the criterion in the last section the body-centred cubic lattice is optimal in 3, 4 and 5 
dimensions. In higher dimensions it is not optimal, but it remains a good lattice for moderate 
values of ~1, and it is probably of practical interest for all dimensions because of its great 
simplicity. 
The optimal lattice for n = 8 
The eight-dimensional lattice E, is self-dual, and is the densest possible lattice packing of 
spheres for IZ = 8. Therefore, by the criterion developed in the previous section, E, is the 
optimal y1 = 8 lattice for use in the lattice rule (1.3). 
With the determinant chosen to be D, = 1, the lattice and the dual lattice for this case may 
be defined by 
L=L1=B,UIB,+(+,+ )...) $)I, (4.2) 
where B, C Z” is the set of integer points (x,, . . . , x,) such that Xxi is even. 
The nearest non-zero points of L ’ to the origin are at (1, 1, 0, . . . , 0)) and similar points 
obtained by changing signs and permuting the non-zero entries, and at (-t i, k 1, . . .,+z ’ ) 
with an even number of positive signs. From this it follows that 
pL = puL =v? and rL =240. 
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Thus the density of the associated sphere packing is 
A = V,,124 , 
which is twice as large as the sphere packing density associated with the dual of the 
body-centred cubic lattice. 
Other lattices 
For rz = 2 the optimal lattice, from the point of view of the criterion in the previous section, 
is the self-dual hexagonal lattice A, (see [ll]). However, as the density of the associated 
sphere packing exceeds that of the cubic lattice by only the ratio 
AlACubiC =2/v’3 = 1.15. . . , 
the hexagonal lattice rule seems to offer little advantage in practice over the two-dimensional 
cubic lattice rule. 
For various other dimensions (n = 6, 7, 12, 16, 24) the lattices with densest possible or 
densest known sphere packings are described in 1111. In principle the dual lattices of each of 
these lattices are good candidates 
practice. 
for use in the lattice rule (1.3), but have yet to be tested in 
5. Numerical examples-integrals over R” 
Example 1. 
-312 
7-r 
I R3 e 
-Ixl* dx = 1 . 
In Table 1 we show numerical results for the lattice rule (1.3), with f(x) = Y3’2 exp(- Ixl”), 
the cut-off radius y0 = 6, and various values of h = LlF3, for two different lattices (cubic and 
body-centred cubic). The number N is the number of quadrature points within the sphere of 
radius r,,. (For a given value of h the variation in the value of N between one lattice and 
another, both here and in subsequent tables, should be regarded as accidental, since the 
precise values of N depend on the chance relationship between the cut-off radius and the radii 
of successive shells of a particular lattice.) The error EN(f) is defined by 
The results in Table 1 show clearly that the body-centred cubic lattice gives the higher order 
of convergence as h-0. This is in line with the prediction of Theorem 2, if we note that for 
this example f E EP(C) for every given p > 0 and some C (depending on p). 
Example 2. 
1 
240~ IW~ e I 
-“I(2 + t; + t;t;) dt = 1 . 
This example is typical of a class of integrals arising in atomic physics. The integral is not as it 
stands entirely suitable for immediate application of a lattice rule, partly because the rate of 
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decay at infinity is inconveniently slow, and partly because the integrand is not very smooth (it 
lacks a first derivative at the origin). The radial transformation ItI = 1x1’, t^= 2, ameliorates 
both problems, and yields an integral of the form (1.2) with 
f(x) = & e+* (2 + lx12X; + lx14X;X;)lX13 . 
Table 2 shows numerical results for this example, again with yO = 6. In this case there is in 
practice little to choose between the results for the two different lattices. 
Example 3. 
-4 
7.r 
I R8 e 
--l+ dx = 1 . 
This is the eight-dimensional analogue of the well-behaved example 1. In Table 3 results are 
shown for f(x) = K4 exp(-lx12) and r,, = 4 for each of the cubic, body-centred cubic and E, 
Table 1 
Errors for the 3D cubic and body-centred cubic lattice rules applied to Example 1 
h cubic lattice bee lattice 
N E,(f) N E,(f) 
2.0 123 0.60 113 0.55 
1.5 257 0.77 (-1) 283 0.48 (-1) 
1.0 925 0.31 (-3) 893 0.48 (-4) 
0.75 2109 0.14 (-6) 2109 0.30 (-8) 
Table 2 
Errors for the 3D lattice rules applied to Example 2 
h cubic lattice bee lattice 
N E,(f) N E,(f > 
2.0 123 -0.55 (-1) 113 0.14 
1.5 257 0.67 (-1) 283 -0.58 (-1) 
1.0 925 0.21 (-3) 893 -0.34 (-3) 
0.75 2109 0.75 (-4) 2109 0.61 (-4) 
Table 3 
Errors for 8D lattice rules applied to Example 3 
h cubic bee 
N E,(f) N Edf 1 N E,(f) 
1.75 3729 0.85 4017 0.52 2401 0.39 
1.5 12369 0.22 6033 0.70 (-1) 9121 0.37 (-1) 
1.4 21697 0.11 16337 0.23 (-1) 26641 0.10 (-1) 
1.3 33809 0.47 (-1) 21841 0.58 (-2) 26641 0.19 (-2) 
1.25 47921 0.29 (-1) 47553 0.27 (-2) 56881 0.75 (-3) 
1.2 69233 0.17 (-1) 59665 0.10 (-2) 56881 0.18 (-3) 
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lattices. It is again very clear that the body-centred cubic lattice gives a higher order of 
convergence that the cubic lattice as h+ 0, and now the E, lattice gives a higher order of 
convergence than either. It may also be noted that the E, lattice with fewer than 10000 points 
achieves a better result than the cubic lattice with more than three times that number. 
Example 4. 
e-‘L’Z(l + xi)x, sin X, dx = 1 . 
In Table 4 results are shown for this case, with r0 = 4. Again the results clearly favour the 
body-centred cubic lattice over the cubic lattice, and the E, lattice over the body-centred 
cubic. 
Table 4 
Errors for 8D lattice rules applied to Example 4 
h cubic 
N E,(f) 
bee 
N 
E, 
E,(f) N EN(f) 
1.75 3729 -0.41 4017 -0.35 2401 -0.22 
1.5 12369 -0.24 6033 -0.92 (-1) 9121 -0.36 (-1) 
1.4 21697 -0.17 16337 -0.39 (-1) 26641 -0.11 (-1) 
1.3 33809 -0.11 21841 -0.13 (-1) 26641 -0.29 (-2) 
1.25 47921 -0.80 (-1) 47553 -0.63 (-2) 56881 -0.10 (-2) 
6. The method of Sag and Szekeres, and variations 
As indicated in the Introduction, in the method of Sag and Szekeres [7] the initial integral is 
assumed to be over an n-dimensional sphere or cube. (The NAG subroutine DOlFDF allows a 
more general integration region, corresponding to a repeated integral. The region is mapped 
to a cube in a preliminary transformation.) The integral is then transformed to one over the 
sphere 1x1 s 1, in such a way that the new integrand and all its derivatives vanish on the 
boundary; and then f is extended to the whole of R” by being given the value zero outside the 
unit sphere. A (possibly shifted) cubic lattice is then placed over the integration region, and 
the sum in (1.3) is truncated at some radius r0 < 1. Thus in principle the method is equivalent 
to the application of a (possibly shifted) cubic lattice rule to a suitable transformation of the 
original integral. 
In reality, however, the story is more complicated, in that both the numerical calculations in 
[7] and the NAG subroutine DOlFDF actually use the average of two oppositely shifted cubic 
lattices-the first shifted by (id, ad, . . . , ad) (where d is the mesh size), and the second by 
-(id, id,. . . , ad). The stated purpose of this averaging in [7] is to remove the bias 
produced by the first shift. From our point of view this ad hoc averaging procedure has a 
happy result: the net effect of averaging the shifted cubic lattice rules is to produce a (shifted) 
body-centred cubic lattice rule. Since the body-centred cubic lattice, by the criterion developed 
in Section 3, is much better than the cubic lattice, the numerical results in [7] and the NAG 
subroutine DOlFDF already benefit, through this accident of fortune, from an improved 
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lattice. (In the case of the NAG subroutine the averaging procedure is not mentioned in the 
documentation, but is apparent from an examination of the source code.) 
In the following numerical examples the body-centred cubic results were obtained by a code 
similar to the NAG subroutine DOlFDF, whereas the cubic results were obtained by following 
the same strategy but suppressing the averaging procedure, so that only the contribution from 
the first of the shifted lattices survives. The E, results for the second example were obtained 
by a second slight modification of the body-centred cubic code, based on the fact that the E, 
lattice as described in (4.2) is a subset of the body-centred cubic lattice (4.1), obtainable by 
discarding the points of the latter for which the sum of the coordinates is odd. In the examples 
the transformation used to map the cube to the sphere is that given in 171, with the parameter 
u set equal to 1.5. The cut-off radius has the value r0 = 0.85. 
Example 5. 
2-4(el/2 _ (~1+xz+X3+~4)‘~ dr =I 1 , 
where .CIe is the unit cube in 4 dimensions. 
Results for the (shifted) cubic and body-centred cubic lattices are shown in Table 5. In both 
cases the results are reasonably satisfactory. Though a quantitative comparison between the 
two lattices is made difficult by the evident cancellation that is occurring between different 
terms in the error expression (23, it seems clear that the body-centred cubic lattice is 
performing at least as well as the cubic lattice, and for the larger values of N it may be 
performing marginally better. 
Table 5 
Errors from (shifted) 4D lattice rules applied to Example 5, after Sag and Szekeres transformation 
h cubic bee 
0.5 44 0.10 (-1) 38 
0.4 100 0.19 (-1) 88 
0.3 309 0.41 (-2) 304 
0.28 405 0.16 (-2) 414 
0.26 541 0.92 (-3) 554 
0.24 768 0.11 (-2) 810 
0.22 1106 0.52 (-3) 1082 
0.20 1592 0.45 (-4) 1680 
0.18 2489 0.16 (-3) 2544 
N &Lf) N E,(f) 
-0.28 (-1) 
0.54 (-2) 
-0.20 (-2) 
-0.20 (-2) 
-0,ll (-3) 
0.83 (-3) 
-0.63 (-4) 
-0.12 (-3) 
0.67 (-4) 
Example 6. 
1 
I 2.26648~ izg 
f(xl, x2)&x3, x,+) eleX5 dx = 1.00. . . , 
where 
f(x,, x*) = [1 f 2{(Xl - 4)” + (x, - ~)“>I-’ , 
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g(x,, x4) = [(l -X3)2 + (1 -x4)2]-1’2 ) 
and 0, is the unit cube in eight dimensions. 
Results for this relatively difficult eight-dimensional problem are shown in Table 6. In this 
case for the larger values of N the body-centred cubic lattice seems to have a moderately 
significant advantage over the cubic lattice, and the E, lattice to have a similar advantage over 
the body-centred cubic lattice. Again it should be said, however, that the interpretation is 
complicated by the accidental cancellations that may occur in the error expression (2.5). 
Ultimately there is a need for scientific tests involving batteries of test functions, so that the 
effects of accidental cancellation can be circumvented. 
Table 6 
Errors for (shifted) 8D lattice rules applied to Example 6, after Sag and Szekeres transformation 
h cubic bee 
N E,(f) N E,(f) N E,(f) 
0.5 227 0.79 (-1) 202 0.31 (-1) 310 0.13 
0.4 2064 0.19 (-1) 1590 0.21 (-1) 2512 0.50 (-1) 
0.3 18770 0.23 (-1) 16788 0.12 (-1) 16628 0.12 (-1) 
0.29 23684 0.18 (-1) 22292 0.10 (-1) 26456 0.88 (-2) 
0.28 29740 0.14 (-1) 29348 0.83 (-2) 26456 0.59 (-2) 
0.27 36600 0.10 (-1) 37540 0.69 (-2) 40176 0.43 (-2) 
Acknowledgement 
We are grateful to Dr. N.J.A. Sloane for introducing us to lattices and explaining some of 
their mysteries, and to the Australian Research Grants Scheme for generous financial support. 
References 
[l] J.W.S. Cassels, An Introduction to the Geometry of Numbers (Springer, Berlin, 1971). 
[2] E.T. Goodwin, The evaluation of integrals of the form ]“, f(x) eex2 dx, Proc. Carnb. Phil. Sot. 45 (1949) 
241-245. 
[3] S. Haber, The tanh rule for numerical integration, SIAM J. Numer. Anal. 14 (1977) 668-685. 
[4] M. Iri, S. Moriguti and Y. Takasawa, On a certain quadrature formula (in Japanese), RIMS Kokyuroku Kyoto 
Univ. 91 (1970) 82-118. 
[5] M. Mori, An IMT-type double exponential formula for numerical integration, Publ. RIMS Kyoto Univ. 14 
(1978) 713-729. 
[6] NAG Library, Subroutine DOlFDF, Numerical Algorithms Group, Oxford, 1983. 
[7] T.W. Sag and G. Szekeres, Numerical evaluation of high-dimensional integrals, Math. Comp. 18 (1964) 
245-253. 
[8] C. Schwartz, Numerical integration of analytic functions, J. Computational Phys. 4 (1969) 19-29. 
[9] I.H. Sloan, Lattice methods for multiple integration, J. Comput. Appl. Math. 12 & 13 (1985) 131-143. 
[lo] I.H. Sloan and P.J. Kachoyan, Lattice methods for multiple integration: theory and error analysis, SIAM J. 
Numer. Anal., to appear. 
196 I. Sloan, T. Osborn I Multiple integration 
[ll] N.J.A. Sloane, Tables of sphere packings and spherical codes, IEEE Trans. on Information Theory 27 (1981) 
327-338. 
[12] E.M. Stein and G. Weiss, Introduction to Fourier Analysis on Euclidean Spaces (Princeton University Press, 
Princeton, 1971). 
[13] F. Stenger, Integration formulae based on the trapezoidal formula, J. Inst. Math. Applies. 12 (1973) 103-114. 
[14] H. Takahasi and M. Mori, Quadrature formulas obtained by variable transformation, Numer. Math. 21 (1973) 
206-219. 
[1.5] H. Takahasi and M. Mori, Double exponential formulas for numerical integration, Publ. RIMS Kyoto Univ. 9 
(1974) 721-741. 
