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1. INTRODUCTION
Ž .Let R, , K be a d-dimensional CohenMacaulay local ring with
Ž .infinite residue field. Let I be an -primary ideal of R and let G I 
 I nI n1 be the associated graded ring of I. Over the last 20 years,n 0
there has been considerable effort in the study of the CohenMacaulay-
Ž .  ness of G I . In 1978, the result obtained by Valabrega and Valla 22
Ž .showed that if R, is a d-dimensional CohenMacaulay local ring and
Ž .if I is an -primary ideal of R, then depth G I  d if and only if there is
a minimal reduction J of I such that I n1 	 J I nJ for all n 1. This
result suggests that minimal reductions of I should play an important role
Ž .in the study of estimating the depth of G I . Indeed, in several recent
 works such as 4, 8, 9, 10, 12, 13, 14, 19, 26 , the minimal reductions were
Ž .successfully used in finding the depth of G I .
Ž .Over the past few years, one of the main questions about G I is to find
Ž . Žconditions on I so that G I has almost maximal depth. See, for example,
  .  2, 3, 11, 16, 17, 18, 20, 21, 24, 25 . For instance, in her thesis 5 , Guerrieri
Ž n1 n.proved that if J is a minimal reduction of I and if Ý  I 	 JJIn1
Ž . 1 then depth G I  d
 1. Her work improved the result of Vasconce-
 los 23 which states that if J is a minimal reduction of I such that
3 2 2 Ž .I  I J and I IJ R, then depth G I  d
 1. Later, she also
  Ž 2 .proved 6 that if J is a minimal reduction of I such that  I 	 JIJ  2
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n1 n Ž .and I 	 J JI for all n 2 then depth G I  d
 2. She then
asked the following question:
ŽŽ k1 . k .Question 1. Is it true that if Ý  I 	 J I J  s, then depthk1
Ž .G I  d
 s?
The case s 0 is true by the VallaValabrega theorem, and the case
Ž  .s 1 is also true by a result of Guerrieri cf. 6, Theorem 3.2 . Guerrieri
 also provided some partial answers in 7 to the case s 2. Recently, the
 author 26 was able to complete the proof of this case by using the
 structure of the Sally modules introduced by Vasconcelos in 23 . As for
 s 3, the joint work of Guerrieri and Rossi 9 gave some partial answers.
One of their results says that if RI is Gorenstein and if J is a minimal
n1 n Ž 2 .reduction of I such that I 	 J IJ , n 2 and  I 	IJ  3,
Ž .then depth G I  d
 3. Their proof uses a formula of computing the
Ž .Hilbert coefficients of G I via the homologies of a certain graded
 complex employed by Huckaba and Marley in 12 . The aim of this article
is to study Question 1 under the condition that the reduction number of I
is 2; i.e., I 3  I 2 J for any minimal reduction J of I.
In the first part of Section 2, we generalize the above work by Guerrieri
 and Rossi 9 . We show that if RI is Gorenstein and if J is a minimal
3 2 Ž 2 .reduction of I such that I  I J and  I 	 JIJ  s, then depth
Ž .G I  d
 s. The techniques we used are different from those employed
by Guerrieri and Rossi. In the second part of Section 2, we give a simple
 proof of 16, Theorem 1.3 .
Let I be an -primary ideal of reduction number 2 and let J be a
Ž 2 .minimal reduction of I. Let s  I 	 JIJ and let t be the dimension
of the socle of RI. Suppose that I 2 	 JIJ is a K-vector space. Then,
Ž .one can see from the proof of Theorem 4.4 that the depth of G I is
 positive if we can prove the following statement: Let S K X , . . . , X1 d
s t Ž .and let  : S  S be a linear map see the definition in Section 3 ; then
the depth of the cokernel of  is positive. We show in Section 3 that the
last statement holds whenever d s and s 4.
By applying the results of Section 3, we are able to show in Section 4
that if I is an -primary ideal and if J is a minimal reduction of I such
3 2 Ž . Ž 2 .that I  I J, then depth G I  d
 s if s 4, where s  I 	 JIJ .
Finally, in this section, we present a counterexample to Question 1. We see
in Example 4.15 that there are a six-dimensional CohenMacaulay local
Ž .ring R, , K , an -primary ideal I of reduction number 2, and a
Ž 2 . 2minimal reduction J of I such that  I 	IJ  5 and I 	 JIJ is a
Ž .K-vector space, however depth G I  0. Therefore, Question 1 is not
true in general even if the ideal I has reduction number 2.
To simplify the proofs of our results we need some criteria that allow us
to reduce the dimension of R. There is a well-known fact that is often used
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Ž  .in the proofs cf. 12, Lemma 2.2 : Let x I be a superficial element of I
Ž . Ž . Ž .and let S R x ; then depth G IS  1 implies that depth G I  2.
We may refer to this fact as ‘‘Sally’s descent.’’
2. SOME PARTIAL RESULTS
Ž .Throughout this section, R will always represent a d-dimensional d 0
CohenMacaulay local ring with maximal ideal . We also assume that
the residue field K R is infinite. Let I be an -primary ideal of R
3 2 Ž 2and let J be a minimal reduction of I such that I  I J. Let t  I 	
.JIJ .
Let R be the subset of R consisting of 0 and all units of R and let R0 n
be the following set,
 x i1  x i d    R ,Ý i    i 1 d i    i 0½ 51 d 1 d
i  i n1 d
Ž .if J x , . . . , x . In this section, we generalize the results of Guerrieri1 d
 and Rossi 9 , and Vaz Pinto. We commence with the following example.
EXAMPLE 2.1. If RI is Gorenstein and if I 2 	 JIJ is a K-ector space,
Ž .then depth G I  d
 t.
Proof. By using Sally’s descent we may assume that d t 1. Let
y R be a generator of the socle of RI. Notice that if Ý s x  I 2 	 J,i i i
then there are   R such that Ý s x 
 yÝ  x  IJ, it follows thati 0 i i i i i i
2 Ž .I 	 J yl , . . . , yl  IJ for some l  R . We can assume that l  x .1 t i 1 i i
Then, it is easy to see that I n1: x  I n for every positive integer n.t1
Ž .Therefore, the depth of G I is positive.
Ž .THEOREM 2.2. Let R, be a d-dimensional CohenMacaulay local
ring with infinite residue field. Let I be an -primary ideal of R and let J be a
minimal reduction of I such that I 3  I 2 J. If RI is Gorenstein then depth
Ž . Ž 2 .G I  d
 t, where t  I 	 JIJ .
Ž .  2 i 4Proof. Let J x , . . . , x . Let M  a I 	 J  a IJ and t 1 d i i
Ž . 2 MIJ ; then for some r, IJM M   M  I 	 J. We claimi 0 i r
Ž .that for every i there are l , . . . , l  R such that M  l , . . . , l  IJ.1 t i i 1 ti i
We prove the claim by induction on i. The case i 1 follows from the
proof of Example 2.1. We now assume that the claim holds for some
Ž .integer i 1. Then, there are l , . . . , l  R such that M  l , . . . , l 1 t 1 i 1 ti i
Ž .IJ. We can assume that l  x . Therefore, M  x , . . . , x  IJ. Letj j i 1 t i
u dim M M ; then there are a , . . . , a M such that M k i1 i 1 u i1 i1
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Ž .a , . . . , a M . Since a , . . . , a  J, for every j, a  b Ý r x1 u i 1 u j j m t jm mi
Ž .for some b  x , . . . , x and r  R. Note that a  M j 1 t jm j ii
Ž .x , . . . , x  IJ, we have  r  I. Let y be a generator of the socle1 t jmi
of RI; then there are l , . . . , l  R such that yl 
Ý r x  IJ,1 u 1 j m t jm mi
Ž .therefore M  x , . . . , x , l , . . . , l  IJ. This proves the claim.i1 1 t 1 ui
2 Ž .Set i r in the claim, we obtain that I 	 J IJ l , . . . , l for some1 t
l  R . Choose an element l R such that lÝ l R; then it is easy toj 1 1 j j
n1 n Ž .see that I : l I for every positive integer n. Therefore, G I has
positive depth.
Remark 2.3. If we replace the hypothesis I 3  I 2 J in the above theo-
rem by I k 	 J I k
1J, k 3, we still have the same conclusion.
 Recall in 16 that a module M has cyclic socle if the dimension of the
  Ž .socle of M is 1. Vaz Pinto showed 16, Theorem 1.3 that if R, is a
d-dimensional CohenMacaulay local ring and if I is an -primary ideal
of R of reduction number 2 such that I 2IJ has cyclic socle for some
Ž .minimal reduction J of I, then the depth of G I is at least d
 1. We
shall prove that same conclusion of the above result holds if we replace
I 2IJ by I 2 	 JIJ.
From now on, we assume that I 2 	 JIJ has cyclic socle. By Sally’s
descent, we may assume in the following that d 2.
LEMMA 2.4. Let a I 2 	 J be a generator of the socle of I 2 	 JIJ. Let
 2 i 4M  b I 	 J  b IJ and let u  dim MM . Then,  i 2i i k i i
1
and j 1, . . . , u , there are a M and m  i
1 such that M i i j i i j i
Ž . Ž . Ž . Ž .a , . . . , a M , m a  a mod IJ , and m a  IJ wheneeri1 iu i
1 i j i j i j i li
l j.
 4Proof. Let i 2. Let a be part of a basis of MM . Sincei1 i i
1
a M , there is m  i
1 such that m a M  IJ, thereforei1 i
1 i1 i1 i1 1
Ž . Ž . Ž . Ž .m a  a mod IJ . Moreover, m M M  m a  IJ, there isi1 i1 i1 i 1 i1 i1
Ž .a submodule N of M such that M  a N , M N and m N1 i i i1 1 i
1 1 i1 1
 IJ. If we repeat the above process, we can find for every j 2, a M ,i j i
i
1 Ž . Ž .m  , and N M such that M  a , a , . . . , a N , m ai j j i i i1 i2 i j j i j i j
Ž . Ž . a mod IJ and m N  IJ. This proves the lemma.i j j
LEMMA 2.5. Let a I 2 	 J such that a IJ and a IJ. Let J
Ž . n i n
i n n1x , x . If for some fÝ  x x  J such that af IJ , then1 2 i0 i 1 2
  ,  i.i
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Proof. Since a I 2 	 J there are s , s  such that a s x 1 2 1 1
s x . Moreover, we may assume that s  I as a IJ. By assumption,2 2 2
n
n1 k n
k1 n1 n1 s x   s   s x x   s x  IJ .Ž .Ý0 2 2 k 2 k
1 1 1 2 n 1 1
k1
 4Since x , x is a regular sequence,  s  I, and  s   s  I,1 2 0 2 k 2 k
1 1
1 k n, it follows that   , . . . ,  .0 n
Remark 2.6. Lemma 2.5 still holds if we drop the assumptions that
I 2 	 JIJ has cyclic socle and d 2.
With the help of the above lemmas, we can give a proof of the following
theorem.
2 Ž .THEOREM 2.7. If I 	 JIJ has cyclic socle, then depth G I  d
 1.
Proof. By using Sally’s descent, we may assume that d 2. Let J
Ž . Ž . x , x . Notice that the depth of G I will be positive by 25, Lemma 2.61 2
and Remark 2.5 if we can show that the module T  0, where T isk , n k , n
the kernel of the map  : I kI k
1J I kJ nI k
1J n1. However, I 3  I 2 J,n
we need only to show the following statement: If for some integer n and
a  I 2 such that Ýn a x l x n
 l  IJ n1, then a  IJ,  l. To see this, letl l0 l 1 2 l
a I 2 	 J be a generator of the socle of I 2 	 JIJ. Let m and a bei j i j
chosen as in Lemma 2.4. Observe that a  I 2 	 J. Therefore, there arel
Ž l . R such that a 
Ý Ž l .a  IJ, it follows thati j 0 l i j i j i j
a Ž l . x l x n
 l  IJ n1. 1Ž .Ý Ýi j i j 1 2ž /
ij l
2 Ž .Let r be the least integer such that M  I 	 J. If we multiply 1 by mr i j
in the following order: m , m , . . . , m , . . . , we can conclude by Lemmar1 r 2 r
11
Ž l . Ž .2.5 that   0 R 	 0! , and so a  IJ as wanted.i j 0 l
3. LINEAR MAPS OF POLYNOMIAL RINGS
 Let S K X , . . . , X , where K is an infinite field. Let S be the nth1 d n
graded piece of S as a graded ring. If A is an s t matrix over S then we
denote  : S s St the homomorphism of free modules defined by ATA
Ž . Ž .the transpose of A . A matrix A L is called linear if L  S andi j i j 1
 is called linear if A is a linear matrix. The purpose of this section is toA
study the following question:
Question 2. Let A be an s t linear matrix. Is it true that if d s
then the depth of the cokernel of  is positive?A
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We first note that the question is not true if d s. For example, let
Ž .d s 1 and let A X then the depth of coker is 0. We show1 A
later in Proposition 3.12 that if A is an s t linear matrix then the depth
of coker is positive if d s and s 4. However, Question 2 is not trueA
in general and a counterexample is given in Example 3.13. In what follows,
Ž .if A is a linear matrix, then the rank of A rank A is the greatest integer
Ž . Ž .r such that I A  0, and the dimension of A dim A is the dimensionr
over K of the vector space spanned by the rows of A. Moreover, if A and
ŽB are two s t linear matrices, then A and B are row-equivalent over
. Ž .K resp., column-equivalent if we can obtain B from A by elementary
Ž .row resp., column operations.
We start with discussing Question 2 in case s 3.
LEMMA 3.1. Let A be an s t linear matrix with d s; then the depth of
coker is positie if rank A 1.A
Proof. We may assume that L  0. Since d s we can choose a11
linear form L not in the ideal generated by the entries of the first column
of A. We show in the following that L is a non-zero divisor of coker .A
Ž . Ž .Let F , . . . , F  S such that LF , . . . , LF  U , . . . , U A for some1 t n 1 t 1 s
Ž .U  S ; then to show the lemma, it suffices to show that F , . . . , F i n 1 t
Ž .V , . . . , V A for some forms V . To see this, notice that, from the choice1 s i
of L, there are W  S such that F Ýs W L . Let G Ýs W L ;i n
1 1 i1 i i1 j i1 i i j
Ž . Ž .then G , . . . , G  W , . . . , W A and F G . Let H  F 
G for1 t 1 s 1 1 i i i
i 2, then for some U ,i
0, LH , . . . , LH  U  , . . . , U  A.Ž . Ž .2 t 1 s
If s 1, then U  0, so that H  0,  i. If s 2 then, since rank A 1,1 i

H LL  0, LH , . . . , LH B U  , . . . , U  AB 0,Ž . Ž .i 11 2 t 1 s
Ž .where B is the transpose of the matrix L , 0, . . . , 0,
L , 0, . . . , 0 . Thus,1 i 11
Ž . Ž .we also obtain that H  0,  i. Therefore, F , . . . , F  G , . . . , G i 1 t 1 t
Ž .W , . . . , W A.1 s
LEMMA 3.2. Let d 3 and let A be an s t linear matrix. If dim A
rank A or dim A rank A 1, then the depth of coker is positie.A
Proof. We first note that if A is an s t linear matrix with dim A s ,0
then A has an s  t submatrix B such that dim B s and coker 0 0 A
coker . Thus, we can always assume that s dim A.B
Let A be an s t linear matrix with s dim A. If s rank A then the
kernel of  is 0 as S is a domain, so that the depth of coker is at leastA A
 d
 1 by 1, Proposition 1.2.9 .
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Ž .Assume now that s rank A 1. Let B be the s s
 1 submatrix
Ž .of A consists of the first s
 1 columns of A and let  be the s
 1 i
Ž .s
 1 minor of B obtained after deleting the ith row of B. We may
assume that the rank of B is s
 1 and that   0. Let F be the greatest1
 4 Ž . i Ž .common divisor of  , . . . ,  ,   
1  F and let J  , . . . ,  S.1 s i i 1 s
Ž .Since I A  0, the sequence,s
T Ž . , . . . ,  A1 s s t0 S S S  0
is a complex.
Ž .If F has degree s
 1, then  are either 0 or a unit but not all 0 , soi
that the rows of A is linear dependent over K , hence dim A s
 1,
which is impossible. Therefore, the degree of F is less than s
 1. In this
Ž .case, J is a height 2 ideal S is a U.F.D. and the sequence is acyclic by
 BuchsbaumEisenbud acyclicity criterion 1, Theorem 1.4.12 , so that the
depth of coker is at least d
 2.A
COROLLARY 3.3. Let A be an s t linear matrix. If d s and s 3 then
the depth of coker is positie.A
Proof. Since the rank of A is less than or equal to 3, the assertion
follows from Lemmas 3.1 and 3.2.
Let A be an s 2 linear matrix. The following proposition indicates
Ž .how closely related the depths of coker and SI A are.A 2
PROPOSITION 3.4. Let
T
X  X 0  01 lA .ž /L  L L  L1 l l1 s
Ž . Ž .Let I I A  L , . . . , L . If d l, then coker has positie depth if2 l1 s A
and only if SI has positie depth.
Proof. Let B be the l 2 submatrix of A consisting of the first l-rows
Ž . Ž .of A. Then I I B  L , . . . , L .2 l1 s
Suppose first that the depth of SI is positive. Let L be a linear form
such that L is a non-zero-divisor of SI and L is not in Ýl X S. Wei1 i
show in the following that L is a non-zero-divisor of coker . Let F andA 1
Ž . Ž .F be forms of degree n such that LF , LF  U , . . . , U A for some2 1 2 1 s
l l Žforms U . Since LÝ X S, F Ý W X , therefore W , . . . , W , 0,i i1 i 1 i1 i i 1 l
. Ž .. . . , 0 A F , G for some G. Let H F 
G; then it remains to show1 2
Ž . Ž . Ž . Ž that 0, H  V , . . . , V A for some forms V . However, 0, LH  U ,1 s i 1
.  l  Ž  .. . . , U A for some U such that Ý U X  0, so U , . . . , U is gener-s i i1 i i 1 l
Ž . Ž .ated by the row matrices 
X , X , 0, . . . , 0 , . . . , 
X , 0, . . . , X . There-2 1 l 1
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Ž . Ž . Ž . Žfore, LH I B  L , . . . , L  I, hence H I I A  L ,2 l1 s 2 l1
.. . . , L by the choice of L. Observe that if  is a 2 2 minor of A, thens
Ž . Ž . Ž .0,  is generated by the rows of A cf. Remark 3.5 and 0, L is a row ofi
Ž .A for i l, so 0, H is generated by the rows of A.
Conversely, assume that the depth of SI is 0. Then, there is a form F
Ž .not in I such that FL I for every linear form L. Since 0,  is
Ž .generated by the rows of A for every 2 2 minor  of A and 0, L is ai
Ž .row of A for i l, we obtain that 0, LF is generated by the rows of A.
Ž .However, 0, F is not generated by the rows of A, therefore the depth of
coker is 0. This completes the proof.A
Ž .Remark 3.5. Let A L be an s 2 matrix and let  be a 2 2i j
Ž .minor of A. Then, 0,  is always generated by the rows of A. For
Ž . Ž .example, let  L L 
 L L then 0,   
L , L , 0, . . . , 0 A.11 22 21 12 21 11
Let A be an s 2 linear matrix. As Proposition 3.4 suggests, we will
Ž .study the depth of SI A from now on.2
 Let A be a 3 2 linear matrix; then by 15, Theorem 13.10 , the height
Ž .of I A is at most 2. If d 4, we show in Proposition 3.6 that the depth2
Ž .of SI A is always positive. If d 3, then we show in Corollary 3.7 that2
Ž .the depth of SI A is positive if A satisfies certain hypothesis. Recall2
that an ideal I of S is called CohenMacaulay if the height of I is equal to
the projective dimension of I.
PROPOSITION 3.6. Let A be a 3 2 matrix. Then, the following holds:
Ž . Ž . Ž .i If the height of I A is 2, then I A is a CohenMacaulay ideal2 2
Ž .of S. In particular, if d 3, then the depth of SI A is positie.2
Ž . Ž .ii If d 4, then the depth of SI A is positie.2
Proof. Let  be the 2 2 minor of A obtained by deleting the ithi
Ž .row of A. If the height of I A is 2, then the sequence,2
Ž . ,
 , A 1 2 32 3 0 R R R 0
  Ž .is acyclic by 1, Theorem 1.4.12 . Therefore, I A is a CohenMacaulay2
Ž .ideal. In particular, if d 3 then the depth of SI A is positive. This2
Ž . Ž .proves i . Assume now that the height of I A is 1 and d 4. Let F be2
 4 Ž . Ž . Ž .the greatest common divisor of  ,  ,  ; then I A  F or I A 1 2 3 2 2
Ž .FL , FL , FL for some linear forms L , it follows that the depth of1 2 3 i
Ž .SI A is positive as d 4.2
Ž .COROLLARY 3.7. Let d 3 and let A L be a 3 2 matrix. As-i j
3 Ž .sume that for any  , 	 K , not all 0, the height of Ý L  	L S isi1 i1 i2
Ž .3. Then, I A is a CohenMacaulay ideal of S.2
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Ž .Proof. Observe first that if B L is a 2 2 matrix such that fori j
2 Ž .any  , 	 K , not all 0, the height of Ý L  	L S is 2, then it isi1 i1 i2
easy to see that the determinant of B is an irreducible polynomial.
Since the height of Ý3 L S is 3, we may assume thati1 i1
X L1 1
X LA .2 2
 0X L3 3
Let  be the 2 2 minor of A obtained by deleting the ith row of A andi
let F be the greatest common divisor of the minors. Then, to show the
assertion it is enough to show that F is a unit, to see this, let  i
Ž . i
1  F.i
Since Ý3  X  0 and  are not all 0, the degree of  is at least 1 fori1 i i i i
some i, it follows that the degree of F is less than 2. Moreover, from the
above observation, F must be a unit as  has no linear factor.1
From Propositions 3.4 and 3.6 we obtain the following.
Ž .COROLLARY 3.8. Let d 5 and let A L be a 4 2 linear matrix.i j
Assume that the height of the ideal Ý4 L S is at most 3. Then the depth ofi1 i1
coker is positie.A
Proof. If the height of Ý4 L S is 0, then rank A 1, so that thei1 i1
assertion follows by Lemma 3.1. Therefore, we may assume that the height
of Ý4 L S is at least 1.i1 i1
First, suppose that the height of Ý4 L S is 1. Then, we may assumei1 i1
that
X L1 1
0 L2A .
0 L3
 00 L4
Ž .Let I L , L , L . Since SI is a polynomial ring of dimension at least2 3 4
1, SI is CohenMacaulay and the depth of coker is positive byA
Proposition 3.4.
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Now suppose that the height of Ý4 L S is 2. Then, we may assumei1 i1
that
X L1 1
X L2 2A .
0 L3
 00 L4
Ž . Ž .Let I X L 
 X L , L , L . Since S L , L is a polynomial ring of1 2 2 1 3 4 3 4
dimension at least 2, SI is CohenMacaulay, it follows by Proposition 3.4
that the depth of coker is positive.A
Finally, suppose that the height of Ý4 L S is 3. Then, we may assumei1 i1
that
X L1 1
X L2 2A .
X L3 3
 00 L4
Ž . Ž .Let I I A  L . By Proposition 3.4, to show that the depth of2 4
coker is positive it is enough to show that SI has positive depth. LetA
B be the submatrix of A obtained by deleting the last row of A; then
Ž . Ž . Ž . Ž .I I B  L . Let S S L ; then SI SI B S. Since dim S2 4 4 2
Ž . Ž .4, by Proposition 3.6 ii , the depth of SI B S is positive, so is SI. This2
completes the proof.
From now on, let A be a 4 2 linear matrix. Then, by 15, Theorem
 Ž .13.10 , the height of I A is at most 3. The next proposition shows that2
Ž .under certain hypotheses I A will be a CohenMacaulay ideal of S.2
Ž .PROPOSITION 3.9. i Let d 5 and let
X X1 d
X L2 1A .
X L3 2
 0
X L4 3
Ž . Ž .If the height of I A is 3, then I A is a CohenMacaulay ideal.2 2
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Ž .ii Let d 6 and let
X X1 d
1
X X2 dA .
X L3 1
 0
X L4 2
Ž . Ž .If the height of I A is 3, then I A is a CohenMacaulay ideal.2 2
Ž .iii Let d 7 and let
X X1 d
2
X X2 d
1A .
X X3 d
 0
X L4 1
Ž . Ž .If the height of I A is 3, then I A is a CohenMacaulay ideal.2 2
Proof. Since the proofs of the three statements are similar, we only
Ž .    Žgive the proof of i here. Let S  K X , . . . , X and let J X 
1 d3 d1
  ˜.L , X 
 L , X 
 L S ; then S S J. Let A be the following1 d2 2 d3 3
linear matrix over S,
X X1 d
X X2 d1 .
X X3 d2
 0
X X4 d3
˜ Ž . Then, I A is a CohenMacaulay ideal of height 3 in S by 1, Theorem2
 ˜ Ž . Ž Ž . .7.3.1 . Moreover, since the height of I A in S is 3, dim S  I A  J2 2
˜ Ž . Ž . dim SI A  d
 3, so the height of the ideal I A  J in S is2 2
 ˜  ˜Ž . Ž .6, and therefore the height of J in S I A is 3. As S I A is2 2
 4CohenMacaulay, X 
 L , X 
 L , X 
 L forms a regulard1 1 d2 2 d3 3
 ˜  ˜Ž . Ž . Ž Ž . 4sequence of S I A , it follows that SI A  S  I A  J is a2 2 2
Ž .CohenMacaulay ring, and this means that I A is a CohenMacaulay2
ideal.
Ž .COROLLARY 3.10. Let d 5 and let A L be a 4 2 matrix.i j
4 ŽSuppose that for eery  , 	 K , not all 0, the height of the ideal Ý Li1 i2
. Ž . 	L S is 4. Then SI A has positie depth.i1 2
Ž . Ž . 4Proof. If ht I A  4, then we may assume that I A Ý X S, so1 1 i1 i
Ž . Ž .that X is a non-zero-divisor of SI A and the depth of SI A is5 2 2
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Ž . Ž .positive. Moreover, if ht I A  8, then I A is a height 3 Cohen1 2
  Ž .Macaulay ideal of S by 1, Theorem 7.3.1 and therefore SI A is2
Ž .positive. Hence, we may assume in the following that 5 ht I A  7.1
Ž .Suppose that ht I A  5. Then by elementary row operations on A1
and by possibly changing the variables X , we may without loss of general-i
ity assume that
X X1 d
X L2 1A .
X L3 2
 0
X L4 3
We can assume further that L Ýd
1X S,  i. Let B be the 3 2i i1 i
submatrix of A obtained by deleting the first row of A; then B satisfies
Ž . the assumption of Corollary 3.7, therefore the height of I B in K X ,2 1
 Ž .  . . . , X is 2. Since X X 
 X L  I A K X , . . . , X , the heightd
1 d 2 1 1 2 1 d
1
Ž . Ž Ž . .of I A in S is 3, note that the height of I A is always  3 , it follows2 2
Ž .by Proposition 3.9 that I A is a CohenMacaulay ideal, hence the depth2
Ž .of SI A is positive.2
Ž .Now suppose that ht I A  6. As before, we may assume that1
X X1 d
1
X X2 dA ,
X L3 1
 0
X L4 2
Ž . d
2where L , L Ý X S. A similar argument as the above shows that1 2 i1 i
Ž . Ž .the height of I A in S is 3, therefore the depth of SI A is positive by2 2
Proposition 3.9.
Ž .Finally, we suppose that ht I A  7. In this case, we can assume as1
before that
X X1 d
2
X X2 d
1A ,
X X3 d
 0
X L4 1
d
3 Ž .where L Ý X S. In this case, one can also easily see that the I A is1 i1 i 2
Ž .a CohenMacaulay and SI A has positive depth.2
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From Proposition 3.4, Corollaries 3.8, and 3.10 we obtain the following:
Ž .COROLLARY 3.11. Let d 5 and let A L be a 4 2 linear matrix.i j
Then, the depth of coker is positie.A
Proof. If A satisfies the hypotheses of Corollary 3.10, then the depth of
coker is positive follows from Proposition 3.4. If there are  , 	 K ,A
4 Ž .not all 0, such that the height of the ideal Ý L  	L S is less thani1 i2 i1
4, then we may assume that the height of Ý4 L S is at most 3 as thei1 i1
elementary column operations on A do not change the depth of coker ,A
so that the depth of coker is positive follows from Corollary 3.8.A
PROPOSITION 3.12. Question 2 holds if d s and s 4.
Proof. It remains to show the assertion in case s 4 by Corollary 3.3.
Ž .Let d 5 and let A L be a 4 t linear matrix. If rank A 1, theni j
coker has positive depth by Lemma 3.1. If rank A 3 or rank A 4,A
then coker has positive depth by Lemma 3.2. Therefore, we mayA
assume that rank A 2. Let B be the submatrix of A consisting of the
first and the second columns of A. We may further assume that rank B 2.
Then, by Corollary 3.11, coker has positive depth. Let L be a linearB
form of S so that L is a non-zero-divisor of coker . We show in theB
following that L is also a non-zero-divisor of coker .A
If t 2, then there is nothing to prove, hence we assume that t 3. Let
F , . . . , F be forms of degree n such that1 t
LF , . . . , LF  U , U , U , U AŽ . Ž .1 t 1 2 3 4
for some forms U . Then, we havei
LF , LF  U , U , U , U B.Ž . Ž .1 2 1 2 3 4
By the choice of L,
F , F  V , V , V , V BŽ . Ž .1 2 1 2 3 4
for some forms V . Let G be forms such thati i
G , . . . , G  V , V , V , V A.Ž . Ž .1 t 1 2 3 4
Let H  F 
G for j 3; then,j j j
0, 0, LH , . . . , LH  U  , U  , U  , U  A 2Ž . Ž . Ž .3 t 1 2 3 4
for some U . Observe that the proof is complete if we can show thati
H  0,  j 3. Let j 3 be fixed. Since rank B is 2 we may assume thatj
L L 
 L L  0. Let   L L 
 L L ,   L L 
 L L ,11 22 12 21 1 12 2 j 1 j 22 2 11 2 j 1 j 21
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and   L L 
 L L . Then, these forms are the 2 2 minors of the3 11 22 12 21
following matrix,
L L L11 12 1 j
.
L L Lž /21 22 2 j
Ž .By multiplying the transpose of the matrix  ,
 , 0, . . . , 0,  , 0, . . . , 01 2 3
Ž .on both sides of 2 , we obtain that LH   0 as rank A 2. Sincej 3
  L L 
 L L  0, we conclude that H  0. This completes the3 11 22 12 21 j
proof.
 EXAMPLE 3.13. Let S K X , . . . , X and let1 6
X 01
X X2 1
X XA .3 4
X X5 6
 0
0 X2
Then the depth of coker is 0.A
Ž .Proof. Notice that 0, X cannot be generated by the rows of A,1
Ž . Ž .otherwise X  I A  X , which is impossible. However,1 2 2
0 X 
X X 0 0 0   2 2 1
0 X X 0 0 0 0 X1 2 1
0 X X 0 X 
X 0 X1 3 3 2 4 A ,
0 X X 
X 0 X 0 01 4 3 1
0 X X 0 X 0 
X X1 5 5 2 6   0 X X 
X 0 0 X 01 6 5 1
therefore the homogeneous maximal prime of S is an associated prime of
coker and therefore the depth of coker is 0.A A
4. MAIN RESULT
Ž .Throughout this section, let R, , K be a d-dimensional Cohen
Macaulay local ring with infinite residue field K. Let I be an -primary
Ž .ideal of R and let J x , . . . , x be a minimal reduction of I such that1 d
3 2  I  I J. Let S K X , . . . , X and let S be an nth graded piece of S.1 d n
For every element f J n, let F S be the image of f J n under then
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map J n J n S . That is, if fÝ  x i1  x i d, thenn i    i n i , . . . , i 1 d1 d 1 d
i i1 dFÝ  X  X , where ‘‘
’’ denotes the image mod-i    i n i , . . . , i 1 d1 d 1 d
Ž .ulo . For a R-module M, we denote Soc M the socle of M. Let t be the
Ž .dimension over K of Soc RI and let z , . . . , z be a basis of it.1 t
The proofs of the following lemmas are easy and will be left to the
reader.
LEMMA 4.1. Let a be an element in the socle of I 2 	 JIJ; then there are
elements l , . . . , l  J such that a
Ýt l z  IJ.1 t i1 i i
LEMMA 4.2. If Ýt g z  IJ n for some g  J n, then G  0 in S fori1 i i i i n
eery i.
LEMMA 4.3. Let r I n : J, where n 2. Then, there is an element r
 n
1  Ž 2 . n
2such that r
 r  I and r J I 	 J J .
Ž .THEOREM 4.4. Let R, , K be a d-dimensional CohenMacaulay local
ring with infinite residue field K. Let I be an -primary ideal of R and let J be
a minimal reduction of I such that I 3  I 2 J. Let a , . . . , a be elements in the1 s
2 Ž . ŽŽ . . nsocle of I 	 JIJ, where smin 4, d
 1 . If rJ a , . . . , a  IJ J ,1 s
then r I n1.
ŽŽ . . nProof. Let r R such that rJ a , . . . , a  IJ J . Then, there are1 s
 4 nelements f  k 1, . . . , d, i 1, . . . , s of J such thatk i
s
n1rx  f  mod IJ .Ž .Ýk k i i
i1
 4By Lemma 4.1, there are elements l  i 1, . . . , s, j 1, . . . , t such thati j
a 
Ýt l z  IJ. Therefore,i j1 i j j
rx zf  f l  l1 111 1 s 11 1 t
. . n1. . mod IJ .Ž . . .
 0 
 0
 0 
 0f  f l  lrx zd1 d s s1 std t
t Ž s s . n2Notice that Ý Ý f l x 
Ý f l x z  IJ , therefore for ev-j1 i1 1 i i j 2 i1 2 i i j 1 j
ery j, Ýs F L X 
Ýs F L X  0 by Lemma 4.2. Hence, for everyi1 1 i i j 2 i1 2 i i j 1
j, there are G  S such that Ýs F L  X G . Lift G to g  J n; thenj n i1 1 i i j 1 j j j
s n1 ŽÝ f l 
 g x   J . Since  z  I, we obtain that x r 
i1 1 i i j j 1 j 1
t . n1 t nÝ g z  IJ , and then r
Ý g z  IJ . Therefore, we may as-j1 j j j1 j j
sume in the beginning that rÝt g z .j1 j j
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t Ž . t Ž s . Ž n1.Now, for every k, Ý g x z Ý Ý f l z mod IJ , there-j1 j k j j1 i1 k i i j j
fore by Lemma 4.2, for every k 1, . . . , d,
L  L11 1 t
G , . . . , G X  F , . . . , F .Ž . Ž . 1 t k k1 k s 
 0L  Ls1 st
It follows by Proposition 3.12 that there are H  S such that G i n
1 j
Ýs H L . Lift H to h  J n
1; then g 
Ýs h l  J n, so thati1 i i j i i j i1 i i j
t s t s
nr g z  h l z  h a mod IJ ,Ž .Ý Ý Ý Ýj j i i j j i i
j1 i1 j1 i1
n1it follows that r I .
Ž .THEOREM 4.5. Let R, , K be a d-dimensional CohenMacaulay local
ring with infinite residue field K. Let I be an -primary ideal of R and let J be
3 2  2a minimal reduction of I such that I  I J. For eery i, let Q  a I 	i
i 4J  a IJ . Let s be the dimension of Q IJ. If s 4 and the dimension of1
Ž .Q Q is at most 1 for eery i 1, then the depth of G I is at least d
 s.i1 i
Proof. By Sally’s descent, we may assume that d s 1. Notice that
  n2to show the theorem it suffices to show by 25, Remark 2.5 that I : J
I n1, n 0. To see this, let r I n2 : J. By Lemma 4.3, we may assume
Ž 2 . nthat rJ I 	 J J . Furthermore, by Theorem 4.4, we need only to show
that there is an element r such that r
 r I n1 and rJQ J n. In fact,1
we show that for every j 1, there is an r such that r
 r  I n1 andj j
r JQ J n.j j
Suppose we showed the above statement for some j 2. Let bQj
Ž . nsuch that Q  b Q ; then there are f  J such that r x 
 bf j j
1 i j i i
n Ž . n1 j
1Q J , it follows that b x f 
 x f Q J ,  i. Choose wj
1 1 i i 1 j
1
Ž . n2such that wbQ  IJ. Then, wb x f 
 x f  IJ . Hence, by Remark1 1 i i 1
2.6, X F 
 X F  0 for every i 2. It follows that for some G S ,1 i i 1 n
1
n
1 Ž .F  X G,  i 1. Let g be a lifting of G in J ; then b f 
 x g i i i i
n Ž . nQ J , and so r 
 bg x Q J . Now, if we set r  r 
 bg, thenj
1 j i j
1 j
1 j
n1 nr
 r  I and r JQ J . This completes the proof.j
1 j
1 j
1
With the results above, we are able to show the following.
Ž .THEOREM 4.6. Let R, , K be a d-dimensional CohenMacaulay local
ring with infinite residue field K. Let I be an -primary ideal of R and let J be
3 2 Ž 2 .a minimal reduction of I such that I  I J. Suppose that  I 	 JIJ  3.
Ž .The, depth G I  d
 3.
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 2 i 4Proof. Let Q  a I 	 J  a IJ . If the dimension of Q IJ isi 1
Ž .1, then depth G I  d
 1 by Theorem 2.7. If the dimension of Q IJ is1
2, then the dimension of Q Q is 1 and Q Q for every i 2, so2 1 i i1
Ž .that depth G I  d
 2 by Theorem 4.5. If the dimension of Q IJ is 3,1
Ž .then Q Q ,  i 1, hence depth G I  d
 3 by Theorem 4.5.i i1
Ž .From now on, we study the following situation: Let R, , K be a
three-dimensional CohenMacaulay ring with infinite residue field K. Let
I be an -primary ideal of R and let J be a minimal reduction of I such
3 2 Ž 2 . Ž .that I  I J and  I 	 JIJ  4. Moreover, we assume that  Q IJ1
Ž .  2 i  Q Q  2 and Q Q ,  i 2, where Q  a I 	 J  a2 1 i i1 i
4 Ž .IJ . We also assume that depth G I  1.
Recall that an element a J I 2 is a superficial element of I if
I n : x I n
1 for n 0. A sequence x, y J is called a superficial se-
quence of I if x is a superficial element of I and if y is a superficial
Ž . element of I x . Let x, y J be a superficial sequence of I; then, by 10,
Theorem 3.1 ,
2I R
e I  e IR   IRJR  Ž . Ž . Ž .1 1 ž /IJR
I 2
  IJ   ,Ž . 2ž /IJ I 	 x , yŽ .
2Ž . Ž . Ž . Ž . Ž .where R R x, y . Since depth G I  1, e I   IJ   I IJ 
1
  Ž 2 Ž . .1 by 10, Theorem 3.1 , we have  I 	 x, y  IJIJ  1. In particular,
Ž . 2 Ž .there are w , w  Soc RI such that w x w y I 	 x, y  IJ.1 2 1 2
 4  4LEMMA 4.7. Let x, y J. Suppose that x, y and y are superficial
2 2 Ž .sequences of I and that I : x I : y I. If for some w , w  Soc RI1 2
2 Ž . Ž . Ž .such that w x w y I 	 J IJ, then w  w mod I .1 2 1 2
Proof. To show the assertion we first choose a unit  and an element
z J such that the following hold:
Ž .  4  4  4  4i x, z , y, z , y  x, z , and z are superficial sequences of I.
Ž . 2 Ž . 2ii I : y  x  I and I : z I.
Ž .From the discussion above, we can find w , . . . , w  Soc RI such that3 8
w w 01 2 x
2w 0 w  0, 0, 0 mod I 	 J ,Ž . Ž .y3 4 ž /
 0 z0 w w5 6
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and
w 
 w w 01 2 2 x
2w 0 w  0, 0, 0 mod I 	 J .Ž . Ž .y  x3 4 ž /
 0 z0 w w7 8
2 2 2 Ž . 2Since I : x I : y I : y  x  I : z I, w  I and w 
 w  I.i 1 2
Ž . ŽHowever,  Q IJ  2, w x  w z  Q  IJ  w x  w y, w y 1 3 4 1 1 2 5
. ŽŽ . Ž . Žw z , and w x w zQ  IJ w 
 w x w y  x , w y6 3 4 1 1 2 2 7
. . Ž . Ž . Ž . Ž . Ž . x  w z , therefore w  w and w  w 
 w mod I , it8 3 1 3 1 2
Ž . Ž . Ž .follows that w  w mod I .1 2
Ž .COROLLARY 4.8. There is an element w Soc RI such that Q 1
wJ IJ.
Ž .Proof. Let x, y, z be chosen so that J x, y, z and the following
hold:
Ž .i x, y, and z are superficial elements of I.
Ž .  4  4  4ii x, y , x, z , and y, z are superficial sequences of I.
Ž . 2 2 2iii I : x I : y I : z I.
Ž .Then, there are w  Soc RI  I such thati
w w 01 2 x
2w 0 w  0, 0, 0 mod I 	 J .Ž . Ž .y3 4 ž /
 0 z0 w w5 6
Ž . Ž . Ž . Ž . Ž .Hence, by Lemma 4.7, w  w and w  w mod I . Moreover, it1 2 3 4
Ž . Ž . Ž .is easy to see that w  w mod I , so there are units  such that1 3 i
Ž Ž . Ž ..Q  w x  y , w  x  z  IJ, where w w . This shows the1 1 2 3 1
corollary.
Ž .COROLLARY 4.9. Let w Soc RI be such that Q  wJ IJ. Then,1
2 Žthere are a , a  I 	 J, x , x , x  J, and u such that J x , x ,1 2 1 2 3 1 2
.x and the following holds:3
Ž . 2 Ž .i wx , wx  I 	 J and then Q  wx , wx  IJ.1 2 1 1 2
Ž . Ž .ii Q  a , a Q .2 1 2 1
Ž . Ž .iii If Q  ua , ua  IJ, then ua 
 wx  IJ and ua 
 wx  IJ.1 1 2 1 1 2 2
Ž .If Q  ua , ua  IJ, then ua 
 wx  IJ and ua  IJ.1 1 2 1 1 2
Ž .Proof. First, choose a , a so that ii holds. Then, choose u such1 2
Ž .that ua Q  IJ. If Q  ua , ua  IJ, then there are x , x  J which1 1 1 1 2 1 2
are part of a generating set of J such that ua 
 wx  IJ and ua 
 wx1 1 2 2
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Ž . IJ as  Q IJ  2. Hence, the assertion follows if we choose x  J so1 3
Ž .that J x , x , x .1 2 3
Ž . ŽŽ . .Assume now that Q  ua , ua  IJ. Then,  ua , ua  IJIJ  1.1 1 2 1 2
Since ua  IJ, ua 
 ua  IJ for some  . If  , then ua  IJ,1 2 1 2
where a  a 
 a , so that by changing a if necessary we may assume2 2 1 2
Ž .that ua  IJ. Finally, choose x , x , x  J such that J x , x , x ,2 1 2 3 1 2 3
Ž .Q  wx , wx  IJ, and ua 
 wx  IJ. This completes the proof.1 1 2 1 1
LEMMA 4.10. Let w, a , a , u, x , x , x be chosen as in Corollary 4.9.1 2 1 2 3
n Ž . nSuppose that there are f  J , n 1 such that f a  f a Q J andi 1 1 2 2 1
F  0. Then the following holds.1
Ž . Ž .i Q  ua , ua  IJ, ua 
 wx  IJ, and ua 
 wx  IJ.1 1 2 1 1 2 2
Ž .ii F  X G and F 
X G for some G S .1 2 2 1 n
1
Ž . n
1 niii Let g J be a lifting of G. Then, gx a 
 gx a Q J .2 1 1 2 1
Ž .   Ž .  Ž .iv u  , u a  wx  IJ, and u a  wx  IJ. Moreoer,1 1 2 2
for any u , ua  IJ if and only if ua  IJ.1 2
Ž .  4v There is a generating set u , . . . , of  such that u  u and1 1
u a  IJ for i 2.i 1
Ž .vi x a 
 x a Q J.2 1 1 2 1
Ž . n1Proof. i Since uQ  IJ, we have f ua  f ua  IJ . If Q 1 1 1 2 2 1
Ž . Ž .ua , ua  IJ, then ua 
 wx  IJ and ua  IJ by Corollary 4.9 iii ,1 2 1 1 2
Ž . n1hence wx f  IJ , it follows by Remark 2.6 that F  0, a contradic-1 1 1
Ž . Ž .tion. Therefore, Q  ua , ua  IJ. Moreover, by Corollary 4.9 iii , ua1 1 2 1

 wx  IJ and ua 
 wx  IJ.1 2 2
Ž . Ž . n1ii From i we see that f wx  f wx  IJ . Since w I, F X1 1 2 2 1 1
 F X  0, hence there is a G S such that F  X G and F 2 2 n
1 1 2 2

X G.1
Ž . n niii Since f 
 x g, f  x g J , x ga 
 x ga Q J .1 2 2 1 2 1 1 2 1
Ž .   iv Let u . Since u a , u a Q  wJ IJ, there are l , l 1 2 1 1 2
  ŽR such that u a 
 wl  IJ and u a 
 wl  IJ. Moreover, since g x a1 1 1 2 2 2 1
. n Ž . n1
 x a Q J , wg x l 
 x l  IJ , it follows by Lemma 4.2 that1 2 1 2 1 1 2
X L 
 X L  0. Notice that L  0 if and only if L  0, hence ua 2 1 1 2 1 2 1
IJ if and only if ua  IJ. Moreover, if ua  IJ then L  0 and L  0,2 1 1 2
so that L  X and L  X for some unit , hence u a 
 wx  IJ1 1 2 2 1 1
 Ž .and u a 
 wx  IJ. This proves iv .2 2
Ž . Ž . Ž .v v follows from iv easily.
Ž .  4vi Let u , u , . . . , be a generating set of  such that u  u and1 2 1
u a  IJ,  i 2. Since a , a  J, there are  such that a  x i 1 1 2 i j 1 11 1
Ž . x  x and a  x  x  x . Notice that by i , u 
12 2 13 3 2 21 1 22 2 23 3 11
REDUCTION NUMBER 2 RINGS OF IDEALS 211
Ž . Ž . Ž .w I, u 
 w I, and u  I for i, j  1, 1 , 2, 2 . Moreover, for22 i j
Ž . Ž . Ž .every k 2 and for every i, j , u   I by iv and v , it follows thatk i j
Ž .  4 
  ,  ,  ,  ,   Soc RI . Let z , . . . , z be a basis of11 22 12 13 21 23 1 t
Ž . Ž Soc RI such that z  w; then there are l  J such that a
 w x 1 i j 1
t . Ž  t . Ý z l  IJ and a 
 w x Ý z l  IJ, where w  . There-j1 j 1 j 2 2 j1 j 2 j 11
Ž .fore, by iii ,
t t
  n n1 n1gx w x  z l 
 gx w x  z l Q J  wJ  IJ .Ý Ý2 1 j 1 j 1 2 j 2 j 1ž / ž /j1 j1
It follows that
t
n1g l x 
 l x z  fz  IJ ,Ž .Ž .Ý 1 j 2 2 j 1 j 1
j2
for some f J n1. By Lemma 4.2, L X  L X for every j 2. There-1 j 2 2 j 1
fore, there are  , . . . ,  such that L   X and L   X . Let2 t 1 j j 1 2 j j 2
w wÝt  z ; then a 
 w x 
 wl  IJ and a 
 w x 
 wl j2 j j 1 1 1 2 2 2
IJ, where l  l and l  l . Moreover, since wx , wx Q , x a 
 x a1 11 2 21 1 2 1 2 1 1 2
Q J.1
LEMMA 4.11. Let w, a , a , u, x , x , x be chosen as in Corollary 4.9.1 2 1 2 3
Let f  J n such that f a  f a Q J n. Then, the following hold:i 1 1 2 2 1
Ž .i F  0 if and only if F  0.1 2
Ž .ii There is a G S such that F  X G and F 
X G.n
1 1 2 2 1
Ž . n nProof. i Suppose that F  0. Then, f a a J Q J . There-1 1 1 1 1
fore, f a Q J n. Now, choose an element u such that ua 2 2 1 2
Ž  . n1Q  IJ. Then, u a f  IJ . It follows by Remark 2.6 that F  0. The1 2 2 2
proof of the converse is the same.
Ž .ii If F  0, then F  0, so that G 0 works. If F  0, then the1 2 1
Ž .existence of G follows from Lemma 4.10 ii .
COROLLARY 4.12. Let w, a , a , u, x , x , x be chosen as in Corollary1 2 1 2 3
n Ž 2 . n4.9. Let r R. If rx Q J and rJ I 	 J J for some n 0, then1 1
rJQ J n.1
Proof. Let i 2 or 3. By assumption, there are g , g  J n such that1 2
rx 
 g a 
 g a  Q J n. Since rx x  Q J n1, x g a  x g a i 1 1 2 2 1 1 i 1 1 1 1 1 2 2
n1 Ž .Q J . If G  0, then G  0 by Lemma 4.11 i , so that g a  g a 1 1 2 1 1 2 2
Ž . n n n a , a J Q J , therefore rx Q J . If G  0, then there is a1 2 1 i 1 1
Ž .G S such that X G  X G this implies that n 1 and X G n 1 1 2 1 2
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Ž . 
X G by Lemma 4.11 ii . Hence, there is a G  S such that G 1 n
1 1
X G and G 
G
X G. Therefore, rx 
 x ga  x ga Q J n.2 2 1 i 2 1 1 2 1
How-
Ž .ever, since G  0, we have by Lemma 4.10 vi , x a 
 x a Q J, it1 2 1 1 2 1
nfollows that rx Q J .i 1
Ž .THEOREM 4.13. Let R, , K be a three-dimensional CohenMacaulay
local ring with infinite residue field K. Let I be an -primary ideal of R and
3 2 Ž .let J be a minimal reduction of I such that I  I J. Suppose that  Q IJ1
Ž .  2 i  Q Q  2 and Q Q ,  i 2, where Q  a I 	 J  a2 1 i i1 i
4 Ž .IJ . Then, depth G I  1.
Ž .Proof. Suppose that depth G I  2, 3. Then, to show the theorem, it
suffices to show that I n2 : J I n1, n 0. Let r I n2 : J, where
Ž 2 . nn 0. By Lemma 4.3, we may assume that rJ I 	 J J . Moreover, by
Theorem 4.4 and Corollary 4.12, the proof is complete if we can show that
  n1  n  Ž 2there is an element r such that r
 r  I , r x Q J , and r J I1 1
. n	 J J .
Ž 2Let w, a , a , u, x , x , x be chosen as in Corollary 4.9. Since rJ I1 2 1 2 3
. n n	 J J , there are g  J such thati j
rx g g1 11 12 a1 n mod Q J . 3Ž .rx g g Ž .12 21 22 až /2
 0 
 0rx g g3 31 31
We assume first the following condition: If f a  f a Q J n1, then1 1 2 2 1
Ž .F  0. In this situation, we have F  0 by Lemma 4.11 i . Notice that1 2
Ž . 2 Ž . n1from 3 we have Ý g x 
 g x a Q J , therefore G X 
j1 1 j 2 2 j 1 j 1 11 2
G X  0 and G X 
G X  0. If n 0, then G G  0, so21 1 12 2 22 1 11 12
n Ž 2 . n that g , g  , it follows that rx Q J , since rJ I 	 J J , r  r11 12 1 1
works. If n 1, then there are forms G , G  S such that G 11 12 n
1 11
X G and G  X G . Let g and g be liftings of G and G ,1 11 12 1 12 11 12 11 12
Ž   . n  respectively; then r
 g a 
 g a x Q J . Now, let r  r
 g a11 1 12 2 1 1 11 1
  n  Ž 2 . n Ž   .
 g a ; then r x Q J and r J I 	 J J as g a  g a J12 2 1 1 11 1 12 2
Ž 2 . nI 	 J J .
Assume now that there are f  J n1 such that Ý2 f a Q J n1 andi j1 j j 1
Ž .F  0. In this situation, we have, by Lemma 4.10 vi ,1
x a 
 x a Q J . 4Ž .2 1 1 2 1
Express g as x h  x h   x n, where h , h  J n
1 and  R. By11 1 1 2 2 3 1 2
Ž .using 4 , we can assume that h  0. Furthermore, by changing r if2
necessary, we may also assume that h  0 and then g   x n. On the1 11 3
2 Ž . n1other hand, from Ý g x 
 g x a Q J , we see by Lemma 4.10j1 1 j 3 3 j 1 j 1
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that X is a factor of G X 
G X , hence  and so g a Q J n.2 11 3 31 1 11 1 1
ŽŽ . . nTherefore, rx  a Q J and we may assume that g  0. More-1 2 1 11
2 Ž . n1over, from Ý g x 
 g x a Q J , we see by Lemma 4.10 thatj1 1 j 2 2 j 1 j 1
X is a factor of G X 
G X , hence a factor of G , therefore there is1 12 2 22 1 12
a g  J n
1 such that g 
 x g  J n. Now, let r r
 g a ; then12 12 1 12 12 2
 n1  n  Ž 2 . n Ž 2 . nr 
 r I , r x Q J , and r J I 	 J J as g a J I 	 J J .1 1 12 2
This finishes the proof.
Our main theorem follows immediately from Theorems 2.7, 4.5, and
4.13.
Ž .THEOREM 4.14. Let R, , K be a d-dimensional CohenMacaulay
local ring with infinite residue field K. Let I be an -primary ideal of R and
3 2 Ž 2let J be a minimal reduction of I such that I  I J. Suppose that  I 	
. Ž .JIJ  4 then depth G I  d
 4.
We close this section by giving the following counterexample to Ques-
tion 1.
 EXAMPLE 4.15. Let S K X , X , Y , . . . , Y , Z , . . . , Z and let L be1 2 1 6 1 5
 3 2 2 34 the ideal of S generated by X , X X , X X , X , X Z  1 i 2, 11 1 2 1 2 2 i j
4  4j 5 , Z Z  i j, 1 i, j 5 , and the following fie elements:i j
Z10 
 Y  Y X 2 Y 2 ,Ž .1 1 6 1 1
Z10 
 Y  Y X 2 Y 2  X 2 Y 2 ,Ž .2 1 6 1 2 2 1
Z10 
 Y  Y X 2 Y 2  X 2 Y 2 ,Ž .3 1 6 1 3 2 4
Z10 
 Y  Y X 2 Y 2  X 2 Y 2 ,Ž .4 1 6 1 5 2 6
Z10 
 Y  Y X 2 Y 2 .Ž .5 1 6 2 2
Ž .Let R SL , where M is the unique homogeneous maximal ideal of S.M
Let x , y , and z be the images in R of X , Y , and Z , respectiely. Let i i j i i i
Ž 2 2 5 5.denote the unique maximal ideal of R. Let I y , . . . , y , z , . . . , z and1 6 1 5
Ž 2 2 .let J y , . . . , y . Then, the following holds:1 6
Ž .  2 24i y , . . . , y form a regular sequence of R, hence R is a six-dimen-1 6
sional CohenMacaulay local ring.
Ž . 3 2ii I is an -primary ideal, and I  I J.
Ž . 2 2iii I  J and I IJ is a K ector space of dimension 5.
Ž . 2 Ž .iv Let w  y  y x for i 1, 2; then w  soc RI .i 1 6 i i
Ž . Ž .v depth G I  0.
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Ž .Proof. We only prove v , and the proofs of the others will be left to the
Ž .reader. To see v , notice that we have
 4  2 2 0 y 
y y 0 0 01 2 1 2y 012 2 20 y y 0 0 0 0 y1 2 1 2 2y y2 12 2 2 2 20 y y 0 y 
y 0 yw w1 3 3 2 41 12 2y y .3 42 2 2 2w wž / ž /2 20 y y 
y 0 y 0 01 4 3 1 2 2y y5 62 2 2 2 2 
 00 y y 0 y 0 
y y1 5 5 2 6 20 y22 2 2 2   0 y y 
y 0 0 y 01 6 5 1
Therefore, it is easy to see that w y2 I 2 but w y2 J I 2 J. This shows2 1 2 1
Ž .that depth G I  0.
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