ABSTRACT This paper is concerned with mass and energy recovery by some conserved compact finite difference schemes for the nonlinear Schrödinger-Poisson equations. The mass and energy conservation, the unique solvability, convergence and stability of the proposed schemes are proved. It is shown that the proposed methods are of order 2 in temporal direction and order 4 in spatial direction. Numerical experiments are presented to illustrate our theoretical results.
I. INTRODUCTION
In this paper, we consider the numerical mass and energy recovery for the following nonlinear Schrödinger-Poisson equations iu t + u xx + βuv = f (|u| 2 where i = √ −1, β ∈ R is a coupling constant that represents the relative strength of the Poisson potential, β ≥ 0 holds in the case of attracting forces and β < 0 holds in the case of repulsive forces. The complex-valued function u(x, t) represents the single particle wave function, v(x, t) denotes the Poisson potential subject to the boundary condition. The Schrödinger-Poisson system is a local single particle approximation of time-dependent Hartree-Fock system. It is easy to check that Schrödinger-Poisson equations has the following two important conserved quantities, i.e., the mass Numerical approximations for Schrödinger-Poisson have been investigated by many researchers in recent years [1] - [3] . Ringhofer and Soler [4] obtained a Crank-Nicolson scheme, which preserved mass and energy invariants of the discrete Schrödinger-Poisson system. Ehrhardt and Zisowsky [5] proposed a fast calculation to compute the Schrödinger-Poisson equation and the scheme preserved these invariants. Zhang [6] , and Zhang and Dong [7] constructed a Crank-Nicolson compact finite difference scheme and semi-implicit compact finite difference scheme to solve linear Schrödinger-Poisson equations. Auzinger et al. [8] used operator splitting methods combined with finite element spatial discretizations to study for time-dependent nonlinear Schrödinger-Poisson equations. More details about the topic can also be found in [9] - [11] .
At the meanwhile, finite difference methods are also widely used and effective algorithms, see e.g., [12] - [16] . The most widely acceptable time discretization for the nonlinear time-dependent problems are the implicit-explicit methods [17] - [19] or linearized numerical schemes [20] - [23] . These schemes become more and more popular to approximate the nonlinear problems since the iterative methods become dispensable at each time step. Generally speaking, these schemes are not conserved schemes, which can effectively recover the mass and energy of the original problems. In this study, we develop a conserved compact finite difference scheme for the nonlinear Schrödinger-Poisson equations. The time discretization is obtained by using Crank-Nicolson method, and the spatial discretization is achieved via compact finite difference methods. It is proved the fully discrete numerical scheme can recover the conserved mass and energy of the problems. Moreover, stability and convergence of the numerical schemes are given. Numerical experiments are presented to confirm the theoretical results of this study.
The rest of this paper is organized as follows. In Section II, we develop a numerical scheme for Schrödinger-Poisson equations. In Section III, we prove the numerical scheme can preserve the conserved mass and total energy. In Section IV, we show the convergence and stability of the proposed scheme. In Section V, we provide numerical examples to demonstrate the theoretical results. Finally, we present conclusions in Section VI.
II. THE DERIVATION OF THE NUMERICAL SCHEME
In this section, we focus on developing the numerical schemes for solving the nonlinear Schrödinger-Poisson equations.
A. PREPARATION
We assume that the exact solutions of problems (I.1) are sufficiently regular and all following terms u(x, t), 
where I is an identity operator and two tridiagonal matrices
.
For any u, v ∈ W h , we define the inner product and associated norms 5 , then it holds that [24] , [25] 
B. CONSTRUCTION OF THE NUMERICAL SCHEMES
Now, we are ready to construct the fully discrete numerical schemes. Let {U n j , V n j } be the true solutions of equations (I.1) and {u n j , v n j } be the numerical solutions of the equations. With the definition of the above difference operators, we present the following compact finite difference scheme for problem (I.1)
Therefore, we can write scheme (II.1) as
then (II.2) can be rewritten as in vector form:
It is remarkable that the proposed method is implicit. In actual application, the split Newton iterative process [26] is applied to reduce the computational cost.
III. ANALYSIS OF THE NUMERICAL SCHEMES
In this section, we consider the conservation and error estimates of the proposed method.
A. CONSERVATION OF THE NUMERICAL SOLUTION
We introduce some Lemmas, which will assist the main proof a lot. Lemma 1 [27] : For any mesh function u ∈ W h , then [27] : For any mesh function u ∈ W h , then
Lemma 3 [28] : If u ∈ W h , we have
Theorem 1: The numerical scheme (II.4) preserves the mass and energy in the discrete sense, i.e.,
Proof: Taking the inner product of (II.4) with u n+ 1 2 , and then taking the imaginary part, we have
Taking the inner product of (II.4) with δ t u n+ 1 2 , and then considering the real part, we have
where
Inserting (III.2)-(III.5) to (III.1), we get
This proves energy conservation and completes the proof. Next, we will show the boundedness of |||δ x u n ||| and |||δ x v n |||, respectively. Firstly, if β ≤ 0, we get the boundedness of |||δ x u n ||| and |||δ x v n ||| from the energy conservation. Secondly, if β > 0, by Lemma 4
Let ε < 1 β , by Lemma 1, we have
Thanks to the boundedness of ||u n ||, we have that ||δ x u n || and ||δ x v n || are bounded. By Lemma 3, the boundedness of ||u n || ∞ , ||v n ||, ||v n || ∞ are proved. This completes the proof.
IV. THE SOLVABILITY, CONVERGENCE AND STABILITY
In this section, we will prove the solvability, convergence and stability of numerical scheme (II.4).
Lemma 6 [29] : Suppose that the discrete function 
q, taking the inner product with respect to q and considering the imaginary part, we obtain
Let q = u n , we have Re(G(q), q) ≥ 0. By Brouwer Theorem, the solution of equation (II.4) exists. Now we will prove the solution is unique. Suppose there is another solution w for equation (II.4), set θ = q − w, we have
Computing the inner product with θ and taking the real part, we have
By Lemma 5 and f ∈ C 1 (R), there exist positive constants c 1 and c 2 , such that
(IV.5)
Inserting (IV.4)-(IV.5) into (IV.3), we obtain
Let τ < 2 c 1 c 2 = c τ . We have θ = q − w = 0. This completes the proof. 
Then there exists a constant number c τ , when τ ≤ c τ ,
(IV.8) Proof: Subtracting (II.4) from (IV.6), we obtain the error equation
Computing the inner product of (IV.9) with E n + E n+1 , and then taking the imaginary part, we have
By integration by parts and Cauchy-Schwarz inequality, we have 
By the definition of F and f ∈ C 1 , there exists a constant 0 < µ < 1 such that
Then we obtain
where c 4 is a positive constant.
By the above inequality, Lemma 5 and Cauchy-Schwarz inequality, we have
(IV.16) Inserting (IV.12)-(IV.16) into (IV.11), we get
Computing the inner product of (IV.10) with η n , we have
(IV.18)
Using Lemma 1 and Lemma 3, we obtain
Simplifying the above inequality, we have
(IV.20)
Inserting equation (IV.20) into equation (IV.17) and using Lemma 7, we obtain 
Therefore, we have
where . Using (IV.18) and Lemma 3, we obtain and
Computing the inner product of (IV.9) with (E n+1 − E n ), and taking the real part, we have
where By Lemma 1 and Lemma 2, we have
By integration by parts and Cauchy-Schwarz inequality, there exists a positive constant c 8 , such that
Inserting (IV.27)-(IV.29) into (IV.26), we have
+ 2τ c 8 (2c . This completes the proof.
V. NUMERICAL EXAMPLES
In this section, we will present two numerical examples to illustrate the theoretical results. All the computation are performed by using Matlab. Example 1: Consider the following Schrödinger-Poisson equation 8 . In order to verify the convergence order in spatial direction, we fix the temporal step τ = 10 −4 with different time steps. And the numerical errors in the maximum norm and L 2 norm, and convergence orders are listed in Table 1 . For temporal direction, we set h = π 200 with different spatial steps and the corresponding results are shown in Table 2 . Figure 1 shows the numerical errors at the time T = 1 with different step size. Clearly, these numerical results agree with the theoretical results for one dimensional problem. Table 3 gives the errors in the maximum norm and L 2 norm, and the corresponding convergence orders. The time evolution of mass and energy are shown in Figure 2 . Clearly, the numerical solutions preserve the mass and energy conservation. 
