We present an algorithm for approximating a function defined over a d-dimensional manifold utilizing only noisy function values at locations sampled from the manifold with noise. To produce the approximation we do not require any knowledge regarding the manifold other than its dimension d. The approximation scheme is based upon the Manifold Moving Least-Squares (MMLS) presented in [25] . The proposed algorithm is resistant to noise in both the domain and function values. Furthermore, the approximant is shown to be smooth and of approximation order of O(h m+1 ) for non-noisy data, where h is the mesh size with respect to the manifold domain, and m is the degree of a local polynomial approximation utilized in our algorithm. In addition, the proposed algorithm is linear in time with respect to the ambient-space's dimension. Thus, in case of extremely large ambient space dimension, we are able to avoid the curse of dimensionality without having to perform non-linear dimension reduction, which introduces distortions to the manifold data. Using numerical experiments, we compare the presented method to state-of-the-art algorithms for regression over manifolds and show its potential.
Introduction
Approximating a function defined over an extremely large dimensional space from scattered data is a very challenging task. First, from the sample-set perspective, to achieve a constant sampling resolution, the number of points grows exponentially with respect to the number of dimensions. For example, a uniform grid on [0, 1] n with resolution of 0.1 requires 10 n samples. Second, the high dimensionality of the domain introduces serious computational issues. Thus, the performance of both parametric and non-parametric approximations (or regressions) deteriorates sharply as the dimension increases [6, 9, 10] . These types of problems, sometimes referred to as the curse of dimensionality, occur frequently in many scientific disciplines since data, originating from various sources and of various types, is becoming more and more available.
In the last two decades, there has been a rapid development of mathematical frameworks to deal with this problem setting. Among the various approaches are the utilization of Neural Networks [13] , Dimensionality Reduction techniques [2, 11, 17, 22] , kernel based methods [5, 8, 23, 26] , Support Vector Regression [24] and a variety of other methods targeted at performing regression directly over manifold data [4, 7, 18, 19] . In many of these approaches, there exists an underlying assumption that the high dimensional domain of the point cloud has a lower intrinsic dimension. In other words, the given point cloud {r i } N i=1 ⊂ R n , for an extremely large n, is a sample set of a lower dimensional manifold M d , where d is the intrinsic dimension of M and d n. It is, therefore, their aim to harvest this geometrical connection between the points, in order to reduce the effective number of parameters needed to be optimized.
In this work, we utilize the Moving Least-Squares (MLS) framework to approximate a function based upon scattered samples. The MLS approximation was originally designed for the purpose of smoothing and interpolating scattered data, sampled from some multivariate function [12, 14, 16, 20] . Then, it evolved to deal with surfaces (i.e., n−1 dimensional manifolds in R n ), which can be viewed as a function locally rather than globally [3, 15] . This has been generalized lately in [25] to the Manifold Moving Least-Squares (MMLS), which deals with manifolds of an arbitrary dimension d embedded in R n . The MMLS framework, which will be described formally in Section 2, aims at an implicit construction of the manifold's atlas of charts. Explicitly, for each point p ∈ M a local coordinate chart (mapping a neighborhood of p into a Euclidean d-dimensional linear space) is constructed. In this paper, we utilize the MMLS atlas of charts to provide an approximation of a function defined on the manifold. Since we approximate the function through its atlas of charts, on a local level the approximation is from R d to R n . Thus, our approximation framework avoids the curse of dimensionality without having to globally project the sample set into a lower dimensional Euclidean space.
We show in Theorem 3.1 that our approximant is a smooth function defined on a neighborhood of the manifold domain. In addition, in Theorem 3.2, we show that in case of clean samples the approximation yields an O(h m+1 ) approximation order, where h is the fill distance with respect to the manifold domain. Our algorithmic approach has linear complexity with respect to the ambient space's dimension n, which makes the utilization of the proposed method feasible in cases where n is extremely large.
The rest of the paper is organized as follows: in Section 2 we describe the MMLS approximation framework; in Section 3 we describe the proposed approach of function approximation over manifolds; and in Section 4 we give some numerical examples showing the potential of the proposed method.
2 Preliminaries -The MMLS Framework
MLS For Function Approximation
The moving least-squares for function approximation was first presented by Mclain in [16] .
be the corresponding sampled values of some function f : R d → R. Then, the m th degree moving least-squares approximation to f at a point x ∈ R d is defined as p x (x), where
θ(t) is a non-negative weight function (rapidly decreasing as t → ∞), · is the Euclidean norm and Π d m is the space of polynomials of total degree m in R d . Notice, that if θ(t) is of finite support then the approximation is made local, and if θ(0) = ∞ the MLS approximation interpolates the data.
We wish to quote here two previous results regarding the resulting approximation presented in [14] . In Section 3 we will prove properties extending these theorems to the general case of approximation of functions over a d-dimensional manifold residing in R n .
Theorem 2.1. Let θ(t) ∈ C ∞ and let the distribution of the data points {x i } N i=1 be such that the problem is well conditioned (i.e., the least-squares matrix is invertible). Then the MLS approximation is a C ∞ function interpolating the data points {f (
The second result, dealing with the approximation order, necessitates the introduction of the following definition:
⊂ Ω is an h-ρ-δ set (a set of fill distance h, density ≤ ρ, and separation ≥ δ) if:
1. h is the fill distance with respect to the domain Ω:
2.
Here #Y denotes the number of elements in a given set Y , while B(x, r) is the closed ball of radius r around x.
3. ∃δ > 0 such that
Remark 2.2. Note, that in [14] , the fill distance h was defined slightly different. However, the two definitions are equivalent.
Theorem 2.3. Let f be a function in C m+1 (Ω) with an h-ρ-δ sample set. Then for fixed ρ and δ, there exists a fixed k > 0, independent of h, such that the approximant given by equation (1) is well conditioned for θ with a finite support of size s = kh. In addition, the approximant yields the following error bound:
for some M independent of h.
Remark 2.4. Although both Theorem 2.1 and Theorem 2.3 are stated with respect to an interpolatory approximation (i.e., the weight function satisfies θ(0) = ∞), the proofs articulated in [14] are still valid taking any compactly supported non-interpolatory weight function.
Remark 2.5. Notice that the weight function θ in the definition of the MLS for function approximation is applied on the distances in the domain. In what follows, we will apply θ on the distances between points in R n as we aim at approximating manifolds rather than functions. In order for us to be able to utilize Theorems 2.1 and 2.3, the distance in the weight function of equation (1) should be θ( (x, 0) − (x i , f (x i )) ) instead of θ( x − x i ) (see Fig. 1 ). Nevertheless, the proofs of both theorems as presented in [14] are still valid even if we take the new weights.
Remark 2.6. The approximation order remains the same even if the weight function is not compactly supported in case the weight function decays fast enough (e.g., by taking θ(t) = 
Assuming that the green line represents a given coordinate system around the point x (marked by the blue ×), by taking the weights θ( x − x i ) the contribution of both the red and blue samples to the weighted cost function would be O(h m+1 ). Alternatively, by taking θ( (x, 0) − (x i , f (x i )) ) with a fast decaying weight function the contribution of the red points would be negligible. Thus, the approximation (in purple) would fit the behavior of the blue points alone.
The MMLS Projection
The MMLS projection, introduced in [25] , is expressed in the following procedure. Let M be a C m+1 manifold of dimension d embedded in R n , and let
be points situated near M (i.e., samples of M with zero-mean additive noise). We wish to approximate the projection of a given point r situated near these samples onto M.
The projection procedure comprises two steps: step 1. Find a local d-dimensional affine space H = H(r) approximating the sampled points (H R d ). This affine space will be used later as a local coordinate system. step 2. Define the projection of r using p : H → R n , a local polynomial approximation of M over the new coordinate system H. Explicitly, we denote by x i the projections of r i onto H and then define f : H → R n with noisy samples f i = r i . Accordingly, the d-dimensional polynomial p is an approximation of the vector valued function f . Remark 2.7. Since M is a differentiable manifold it can be viewed locally as a function from the tangent space to R n . Thus, it is plausible to find a coordinate system H and refer to the manifold M locally as a function f : H → R n .
A more elaborate description of the steps follows:
Step 1 -The local Coordinates For a given point r, find a d-dimensional affine space H = H(r), and a point q = q(r) on H, such that the following constrained problem is minimized:
where d(r i , H) is the Euclidean distance between the point r i and the subspace H. H ⊥ is the n − d dimensional orthogonal complement of H with respect to the origin q. Explicitly, for x ∈ H we have:
is some basis of the linear space H − q.
Assumption 2.8 (Uniqeness domain).
We assume that there exists a subset U ⊂ R n such that for any r ∈ U the minimization problem (6) has a unique minimum q(r) ∈ U , and a unique affine subspace H(r). Furthermore, we demand that M ⊂ U , and that for any r ∈ U there is a unique Euclidean projection onto M.
Note, that the demand r − q(r) ⊥ H(r) implies that q(r) would be the same for all r ∈ U such that r − q(r) ∈ H ⊥ , which is an n − d dimensional subspace.
Step 2 -The MLS projection. Let x i be the orthogonal projections of r i onto H(r).
As before, we note that r is orthogonally projected to the origin q. Now we would like to approximate f :
The approximation of f is performed by a weighted least-squares vector valued polynomial function g(x) = (g 1 (x), ..., g n (x))
T where,
The projection P m (r) is then defined as:
Extending The MMLS to Function Approximation
In the following section we address the case where
n is a function sampled with noise at noisy locations. Explicitly, let
. Given some point r adjacent to M (i.e., r = p + , and p ∈ M) we wish to approximate ψ(p). For simplicity, in what follows we assume that ψ : M d → R (i.e., scalar valued function). The extension to the multidimensional case is immediate.
Below we suggest an approximation framework and algorithm for this case, based upon the MMLS procedure described in the preliminaries. The main theoretical results of this section are the smoothness and approximation properties portrayed in Theorems 3.1, 3.2. Following this, we describe how one can utilize our proposed framework to produce interpolatory approximation. We conclude the section with a concise description of the algorithm.
Constructing The Function Approximation
For the purpose of discussion let us assume for a moment that our samples of M are without noise, that is
. Then, the most natural way to obtain an approximation to a differentaible function defined over a manifold, is to utilize a chart. More precisely, for any r ∈ M, given some coordinate chart (V, φ), where V ⊂ M is an open neighborhood of r and φ : V → R d , we would have liked to approximate the following function:
This way, instead of trying to approximate a function from R n to R we can approximate, on a local level, a function from R d to R. Since we assume M to be a smooth manifold, it can be viewed, locally, as a graph of a differentiable function η : T r M → R n , where T r M R d is the tangent space of M at point r. This gives us a valid option to produce a chart around r through taking φ = η −1 . Then, if we had T r M we could generalize the Moving Least-Squares, described in Section 2.1, in a natural way to:
where x i = φ(p i ) are the projections of p i onto T r M shifted around zero (i.e., φ(r) = 0 ∈ R d ), and g i = ψ(p i ). And the approximating value of f (r) would be
Unfortunately, to obtain the tangent space we need to know the manifold analytically, or at least have infinite sampling resolution. Moreover, in our problem-setting, the points
as well as r are sampled with noise. Thus, r / ∈ M and it is meaningless to have a tangent space around it. Nevertheless, taking an in-depth look at the twofold approximation method of the MMLS (described in Section 2.2), we can utilize its first step to produce an alternative moving coordinate system for the manifold. Explicitly, for any given r near M we can apply step 1 of the MMLS procedure to obtain an approximating affine space H(r) around an origin q(r). As shown in [25] , since {r i } N i=1 are noisy samples of M, they can be viewed as noisy samples of a function η defined over H(r). That is,
and H(r) R d . As have been stated above, instead of approximating ψ directly we can aim at approximating
at x ∈ R d such that η(x) = r. Similar to what have been stated above, the generalization of the MLS for function approximation is:
where x i are the projections of r i onto H(r) shifted around zero (i.e., q(r) → 0 ∈ R d ) and g i = ψ i . The approximating value of ψ(r) would then be
As explained in detail in [25] , under some mild assumptions H(r) is a valid moving coordinate system and is an indirect approximation to T p M, where p is the projection of r onto M. Furthermore, it possesses a certain desired property of varying smoothly with respect to r (see Definition 2 below), as shown in [25] . In any case, as we shall see below, any valid choice of a smoothly varying coordinate system should suffice for the approximation defined in Equations (10) and(11) to be smooth as well. Definition 2. Let H(r) be a parametric family of d-dimensional affine sub-spaces of R n centered at q(r). Explicitly,
is an orthonormal basis of the linear sub-space H(r) − q(r). We say that the family (H(r), q(r)) changes smoothly with respect to r if for any vector v ∈ R n the function
describing the Euclidean projections of v onto H(r), vary smoothly with respect to r.
Accordingly, a smoothly varying coordinate system would be a family of affine sub-spaces which vary smoothly with respect to our parameter r, such that our manifold can be viewed locally as a graph of a function over it. Using this notion we can arrive at the following conclusion.
be noisy samples of M and ψ respectively, and let r ∈ U be a point in the uniqueness domain of assumption 2.8 at which we wish to approximate ψ. And, let (H(r), q(r)) be a smoothly varying coordinate system such that M can be viewed locally as a graph of a function over H(r). Furhtermore, we demand that the Least-Squares problem of Equation (10) be well conditioned (i.e., that there are enough independent constraints). Then the approximation ψ(r) derived from equations (10) and (11) is a C ∞ function from an open neighborhood of M (with respect to the topology of R n ) to R.
Proof. We begin with looking at a fixed coordinate system (H, q)
where x i are the projections of r i onto H. Let B = {b j (x)} for j = 1, ..., 
where
∞ it follows that in the case of a fixed coordinate system the minimizing polynomials p r will vary smoothly with respect to q. This result is articulated in Theorem 2.1.
In our case, the coordinate system (H(r), q(r)) depends on the parameter r. Thus, we now obtain D(r) = 2diag{θ( r 1 − q(r) ), ..., θ( r N − q(r) )}, and E(r) i,j = b j (x i (r)).
Since (H(r), q(r)) vary smoothly with respect to r we achieve that x i (r) vary smoothly as well.
Combining this with the fact that θ ∈ C ∞ we get that the right hand side of Equation (13) will still vary smoothly as r changes. Therefore, our local polynomial approximation p r changes smoothly with respect to r and so does our MLS approximation given by:
After obtaining the smoothness property, we turn to the case of clean samples, for which we achieve the desired approximation order property.
Theorem 3.2. Let ψ be a function in
are an h-ρ-δ set, let p ∈ M, and let (H(p), q(p)) be the coordinate system resulting from the minimization of Equation (6). Then, for fixed ρ and δ, there exists a fixed k > 0, independent of h, such that the approximant given by equations (10)-(11) for θ with a finite support of size s = kh yields the following error bound, for h small enough:
Proof. Let p ∈ M, then, the approximating affine space H(p) minimizing Equation (6) approximates the sample set {r i } up to the order of O(h 2 ) in an O(h) neighborhood of q(r) (see [25] ). Therefore, the projections of p i onto H(p) in the support of θ around p are also an h-ρ-δ for sufficiently small h with respect to the domain H(p). Now, the approximation of ψ(p) is equivalent to the approximation of g(φ p (p)), given g(
around a point x = φ p (p) ∈ R d using a weighted least-squares polynomial approximation of degree ≤ m. The only difference between our current situation and the conditions of Theorem 2.3 is that our coordinate system vary with every point. However, by looking at the proof of Theorem 2.3 given in [14] (numbered as Theorem 5 there), we can see that if H(p) vary continuously the proof remains the same. From [25] we know that (H(p), q(p)) varies smoothly with respect to p, thus, the desired bound is achieved.
Interpolation Scheme
The above-mentioned mechanism can be utilized to provide an interpolatory function approximation. However, it is important to note that our approximant is not defined over the original manifold M but on a neighborhood U of M (note that this neighborhood is the uniqueness domain of Assumption 2.8). Furthermore, this function is not injective since all points producing the same q(r) will yield the same approximated value. Nevertheless, we can limit ourselves to the definition of ψ over M alone, and the interpolation property we discuss below will hold.
As mentioned above, in Section 2.1, when dealing with function approximation over a flat domain, if we wish the approximation to become interpolatory at the samples {p i } N i=1 all we need is to choose a weight function θ such that θ(0) = ∞. Evidently, the fact that lim t→0 θ(t) = ∞ forces the moving least-squares approximation ψ to reach lim r→r i ψ(r) = ψ(r i ).
⊂ M × R be our sample set where ψ : M → R and M is a d-dimensional submanifold of R n . For any p in the uniqueness domain of Assumption 2.8 such that for all i p = p i , let the approximation ψ(p) ≈ ψ(p) be defined by Equation (11) with a decreasing weight function θ satisfying lim t→0 θ(t) = ∞ (for p = p i we define ψ(p) = ψ(p i )). Then, ψ is an interpolatory scheme.
Proof. Let x i be the projection of p i onto the coordinate system (H(p), q(p)), then the condition lim t→0 θ(t) = ∞ enforces the local polynomial approximation of Equation (10) p r to satisfy lim r→p j p r (0) = p j .
Remark 3.4. The extension of the interpolatory scheme to the multidimensional case is immediate.
Algorithm Description
As a result of the theoretical discussion, our procedure will go along the lines of the MMLS procedure described above. For the sake of generality, we refer to the multidimensional case where ψ :
. Find a local d-dimensional affine space H(r) approximating the sampled points (H R d ). This affine space will be used in the following step as a local coordinate system.
2. Approximate the function g : H(r) → R n through weighted least-squares, based upon the samples {(
, where x i are the projections of r i onto H(r) and g i = ψ i .
In what follows, we discuss in more details both steps as well as their implementation. The implementation of step 2 is trivial as it is a standard least-squares problem. Thus, after explaining it, we give a short description of it in Algorithm 2. However, the implementation of step 1 is a bit more tricky and will be discussed here in detail with a concise summary in Algorithm 1.
Step 1 -Finding The Local Coordinates
Find a d-dimensional affine space H, and a point q on H, such that the following constrained problem is minimized:
We find the affine space H by an iterative procedure. Assuming we have q j and H j at the j th iteration, we compute H j+1 by performing a linear approximation over the coordinate system H j . In view of the constraint r − q ⊥ H, we define q j+1 as the orthogonal projection of r onto H j+1 . We initiate the process by taking q 0 = r and choose d basis vectors {u
randomly. This first approximation is denoted by H 1 . Thence, we compute:
Upon obtaining q 1 , H 1 we continue with the iterative procedure as follows:
• Assuming we have H j , q j and its respective basis {u
w.r.t the origin q j , we project our data points r i onto H j and denote the projections by x i . Then, we find a linear approximation of the samples f
Note, that this is a standard weighted linear least-squares as q j is fixed!
• Given l j (x) we obtain a temporary origin:
Then, around this temporary origin we build a basisB = {v
for H j+1 with:
We then use the basisB in order to create an orthonormal basis B = {u
flops. Finally we derive
This way we ensure that r − q j+1 ⊥ H j+1 .
Remark 3.5. In [25] , the initialization of the basis vectors of H 1 is based upon a local PCA of the data points. In theory, this ought to improve the number of iterations needed for convergence, at the expense of significantly increasing the computational time. Alternatively, we could have utilized a low-rank approximation of the PCA such as proposed in [1] to do this more efficiently. Nevertheless, we found that a random initialization requires a similar number of iterations, and thus reduces the computation time even further. For this reason, we used a random initialization of H 1 .
See Figure 2 for the approximated local coordinate systems H obtained by Step 1 on noisy samples of a sphere. Step 2 -The approximation of ψ Let {e k } d k=1 be an orthonormal basis of H(r) (taking q(r) as the origin), and let x i be the orthogonal projections of r i onto H(r) (i.e., x i = q(r)+ d k=1 r i −q(r), e k e k ). As before, we note that r is orthogonally projected to the origin q. Now we would like to approximate g :
The vector-valued approximation of g is performed by minimizing the weighted least-squares cost function, using a polynomial p r (x) = (p
The approximation ψ(r) is then defined as:
Remark 3.6. The weighted least-squares approximation is invariant to the choice of an orthonormal basis of R d .
Remark 3.7. Note, that the demand r − q(r) ⊥ H(r) along with Assumption 2.8 implies that ψ(r) would be the same for all r such that r − q(r) ∈ H ⊥ and r ∈ U the uniqueness domain.
Remark 3.8. To save computation time, note that the normal equations of (17) are the same for all n coordinates just with a different right hand side. Thus, the least-squares matrix should be inverted only once.
Algorithm 1 Finding The Local Coordinate System (H(r), q(r))
3: define R to be an n × N matrix whose columns are r i 4: initialize U randomly 5: q ← r 6: repeat 7:
X N ×d = R T U find the representation of r i in Col(U ) 9: define X N ×(d+1) = (1, ..., 1) T , X 10:
U ← Q 14:
, r 2: Output: ψ(r) 3: Build a coordinate system H around r using {r i } N i=1 (e.g., via Algorithm 1)
is the solution of the weighted least-squares problem using the samples {(
around r
Numerical Examples
Generally, it is desirable for an algorithm to have a few, but not too many, parameters for tuning purposes. In our case, in order to fine tune the application of the algorithm, one needs to decide how to set the weight function θ of equations (15)- (17) . In all of the examples bellow we have chosen to use the single parametric family of weight functions. For a given choice of the parameter k we define
where χ kh is an indicator function of the interval [−kh, kh]. This function is C ∞ and compactly supported. The minimal requirement for the support size is such that the local least-squares matrix would be invertible. We chose k such that the support would contain about 3 times the minimal required amount of points.
Approximation Order
In Theorem 3.2 we show that, given clean h-ρ-δ sample sets (for fixed ρ and δ), our function approximation scheme yields an approximation order of O(h m+1 ), where m is the total degree of the local polynomial. Denote the error of approximation of a point using a h i -ρ-δ set by err h i . In this experiment, we show numerically that
or, in other words, for h 1 and h 2 :
In order to show that Equation (19) holds, we take N points on the unit sphere S 2 chosen on an equispaced grid in the spherical coordinate system (excluding the r coordinate), for N = 20 2 , 30 2 , . . . , 80 2 . Samples from this distribution is a good-enough approximation for h-ρ-δ sets with fixed ρ, δ parameters. The function that we approximate, ψ : R 3 → R 2 , match any point on the sphere with its spherical coordinates (φ, θ) ∈ [0, 2π) × [0, π). For any pair {N i , N j } ⊂ {20
2 , 30 2 , . . . , 80 2 } we estimate h k by 1/ √ N k . Then , in order to estimate the slope, we perform a least-squares linear fit using the points
In Figure 3 the small blue dots represent log
for an approximation using a first degree polynomial (m = 1), and similarly, the larger green dots correspond to m = 3. The dashed line and the full line are the linear fits for the m = 1 and m = 3 data points respectively. The slopes of the lines are 1.933 and 4.081, which is similar to m + 1 in both cases.
Large dimensional ambient space
The dataset in this experiment included a set of 72 gray-scale images of size 448 × 416 pixels. The images are taken from the unprocessed dataset of [21] . They are 2D projections of a 3D piggy bank obtained through rotating the object by 72 equispaced angles on a single axis. An example of the images is given in Figure 4 . The approximated function ψ is the angle of rotation. Therefore our dataset consists of 72 samples of a 1-dimensional manifold embedded in R 186368 along with scalar values representing the angle of rotation. In order to assess the presented algorithm, we used the leave-one-out cross-validation scheme. In each iteration, one image, chosen at random, is taken out of the dataset, and its angle is estimated using the angles of the other images.
Using m = 1, with 50 experiments, the average error is 0.0066 and the variance is 5.7 · 10 −5 . However, when using m = 3 the average error is 0.06 and the variance is 0.02. This decrease in accuracy can be explained by the fact that higher order approximations require more data points, which means that the locality of the approximation is compromised. 
Regression Over a Klein Bottle
In the following example we compare the algorithm presented here to the algorithms presented in [4, 7] . The setting is taken from [7] We sample n points (u i , v i ) uniformly from [0, 2π) × [0, 2π) and obtain the corresponding points p i = φ Klein (u i , v i ). Our sampled points are based on p i with added noise. Explicitly, r i = p i +σ r η where η is a four dimensional normal random variable with zero-mean and identity covariance matrix, and σ r is a parameter that changes in the experiment. The function ψ that we approximate is defined as We follow the same eight experiments done in [7] and compare the results to [4, 7] . The experiments parameters are: n = 1000 or 1500, snrdb = 5 or 2, and σ r = 0 or 0.2, utilizing all the combinations. As reported in [7] the MALLER method yielded significantly better results than all the other tested algorithms. Thus, we show here a performance comparison of our approach and MALLER alone (Table 1) . For more details regarding the performance of the algorithms designed in [4] see the original tables at [7] .
It is easy to see that for m = 1, 3 and 5, the MMLS algorithm achieves more accurate results (the results for m = 2 and 4 are similar).
For running time measurements of the MMLS, we used a laptop with Intel i7 -6700HQ core with 16 GB RAM. We compared our timing against the fastest method reported in [7] , which is NEDE [4] ( Table 2 ). The timing of NEDE, quoted from [7] , based upon a server with 96 GB of RAM, two Intel Xeon X5570 CPUs, each with four cores running at 2.93GHz. 
