Abstract. For the linearization of a degenerate reaction-diffusion system at a traveling pulse or front, we prove a theorem that allows one to derive information about the semigroup generated by the linear operator from spectral information about the linear operator itself. The result is used to complete existing proofs of stability of traveling fronts for the FitzhughNagumo equation.
Introduction
We consider systems of the form ∂ t u = d∂ xx u +ã∂ x u + R 1 (u, v), The matrices d,ã, andb are constant. We assume that the maps R j are continuously differentiable. Thus (1.1) represents a system of N 1 reaction-diffusion equations and N 2 first-order equations, coupled nonlinearly through their zeroth-order terms. Let w = (u, v), and let w(t, x) = q(ξ), ξ = x − ct, be a traveling wave solution of (1.1) that has finite limits q ± = lim ξ→±∞ q(ξ) at infinity. We are interested in the time-asymptotic stability of q(ξ). After replacing x by the moving coordinate ξ, q becomes a stationary solution.
The reaction-diffusion case, for which N 2 = 0, has been extensively studied [28] . In this case the linearized operator L at q is sectorial. Since traveling waves can be shifted, L always has 0 as an eigenvalue. By results of Henry [12] , if (1) 0 is a simple eigenvalue of L, (2) the rest of the spectrum of L is contained in Reλ < −ν < 0, and (3) the nonlinear term is small, then the traveling wave is asymptotically stable.
The degenerate reaction-diffusion case, for which N 1 and N 2 are both positive, includes the FitzHugh-Nagumo equation and other models for electrical activity in neurons; certain combustion models [9] ; population models in which some species diffuse and others do not [11] , [20, Sec. 13.8] , [21, pp. 7-9] , [21, Secs. 13.4, 13.5, 13.9] ; and "buffered" reactiondiffusion systems, in which a diffusing reaction product can be absorbed by stationary buffers [30, 14] .
In this case L is not sectorial; it generates a C 0 -semigroup, but not an analytic semigroup. According to a well-known result of Bates and Jones [1] , if (1) e L has a simple eigenvalue 1, (2) the rest of the spectrum of e L is contained in |λ| < ρ < 1, and (3) the nonlinear term is small, then the traveling wave is asymptotically stable. When L is sectorial, the spectrum of e L is obtained by exponentiating the spectrum of L; when L is not sectorial, however, this need not be the case [7, 26, 31] .
If q − = q + , the traveling wave is a pulse. For pulses, an argument of Evans [8] , later simplified by Bates and Jones [1] , shows, roughly speaking, that the spectrum of e L is obtained by exponentiating the spectrum of L. This result is key to the proof of stability of traveling pulses in the FitzHugh-Nagumo equation. The arguments of these authors use the fact that e L is a compact perturbation of e L 0 , where L 0 is the linearization of the partial differential operator at q − = q + , which is a constant-coefficient operator. If q − = q + , the traveling wave is a front. Fronts in the FitzHugh-Nagumo equation have been shown to exist by Yanagida [32] (simple fronts) and Deng [6] (more complicated fronts), and the spectrum of the linearized operator at these solutions has been carefully studied by Yanagida [32] (simple fronts) and by Nii [22] and Sandstede [27] (more complicated fronts). However, since the linearizations at q − and q + are different, arguments similar to those of Evans or Bates and Jones cannot be used to derive asymptotic stability of the traveling wave from information about the spectrum of L.
In some situations, if a traveling wave is perturbed in one norm, then the solution converges to the traveling wave in a second norm. In these situations, the result of Bates and Jones cannot be used. However, the linear portion of the analysis, in which one tries to obtain knowledge about the spectrum of e L from knowledge about the spectrum of L, should be similar to what is required in more standard stability proofs.
In [9] we studied stability of a front in a combustion problem of degenerate reactiondiffusion type. The passage from information about the spectrum of L to information about the spectrum of e L was nonstandard, but was made easier by the fact that L was a 2 × 2 matrix of differential operators for which one off-diagonal operator was compact. For the linearized operator at a FitzHugh-Nagumo front, this is not the case, so the techniques of [9] do not allow one to complete the stability proofs in [32] , [22] , or [27] .
In this paper we prove a general theorem that allows one, in studying the stability of a pulse or front in a degenerate reaction-diffusion problem, to pass from knowledge about the spectrum of L to knowledge about the spectrum of e L . No compactness assumption is required. In particular, our theorem implies that if 0 is in the discrete spectrum of L, with a generalized eigenspace of dimension k, and is the only point of the spectrum that is located in the closed right half-plane, then the corresponding semigroup is uniformly exponentially stable on a subspace of codimension k. For pulses, this result is not new, but for fronts, it is. We use our result to complete the stability proofs in [32] , [22] , and [27] . A feature of our approach is the use of the Greiner Spectral Mapping Theorem 6.6, which is a Banach space replacement for the frequently used Gearhart-Prüss Spectral Mapping Theorem for C 0 -semigroups on Hilbert spaces.
In Section 2 we discuss the system (1.1) in more detail, show that some relevant operators generate semigroups, and recall various spectra and bounds associated with semigroups and their generators. In Section 3 we state our theorem precisely and sketch the proof. Sections 4-8 and Appendix A are devoted to the proof. The application to Fitzhugh-Nagumo fronts is given in Section 9. Concluding discussion is in Section 10.
System and definitions
2.1. System to be studied. Let us assume that in (1.1), N 1 and N 2 are both positive. After replacing x by ξ = x − ct, (1.1) becomes
with a =ã + diag(c, . . . , c), b =b + diag(c, . . . , c). We denote the differentials of the maps R j by R j1 = ∂ u R j , R j2 = ∂ v R j . Therefore the linearization of (2.1) at q(ξ) = (q 1 (ξ), q 2 (ξ)) is
To simplify the exposition, we shall always assume, without explicitly recalling it: (H) All b k are nonzero. However, this assumption is not necessary; see Section 10.
Let
where A and G are differential operators given by
Note that we use the same notation for a (matrix-valued) function and the operator of multiplication by that function. We assume that the traveling wave q(ξ) approaches its ends states exponentially. Then the matrix valued function B = (B ij ) : R → R (N 1 +N 2 ) 2 satisfies the following conditions. In our statements of results, we will indicate which of these assumptions are actually being used. (respectively B + ) has an exponential dichotomy on R − (respectively R + ), then so does B(ξ). It could be replaced by any other condition that leads to the same conclusion, for example by the condition B(ξ) − B ± ∈ L 1 (R ± ) [4, 5] .
Remark 2.3. All results hold if the matrices a and b are complex-valued and the mapping B takes its values in the space of complex-vaued (N 1 + N 2 ) × (N 1 + N 2 )-matrices, provided assumption (H) and Hypothesis 2.1 hold.
Semigroups.
If the matrix-valued function B is replaced by the constant matrix B ± , we obtain constant-coefficient differential operators analogous to L, A, and G that we denote L ± , A ± , and G ± respectively. Let E 0 denote one of the spaces L 2 (R), H 1 (R), or BUC(R); the latter is the space of bounded uniformly continuous functions with the sup norm. The operators A and A ± (respectively G and G ± , L and L ± ) will be considered on the space E
). The domain of A and A ± is the direct sum of N 1 copies of the natural domain of ∂ ξξ on E 0 ; the domain of G and G ± is the direct sum of N 2 copies of the natural domain of ∂ ξ on E 0 ; and the domain of L and L ± is the direct sum of the domains of A and G. (The natural domain of, for example,
is sectorial (see [12] , pp. 136-137, and [25] , Section 3. ξ+b 1 t) , . . . , v N 2 (ξ+b N 2 )t), which is clearly a C 0 -semigroup. Therefore the diagonal operator
, we assume Hypothesis 2.1 (a), which implies that the multiplication operator B is bounded on E 0 ; if E 0 = H 1 (R), we assume Hypothesis 2.1 (b), which again implies that B is bounded on E 0 . Then the operators A and A ± , G and G ± , and L and L ± are bounded perturbations of, respectively, d∂ ξξ + a∂ ξ , b∂ ξ , and the diagonal operator (2.5). Therefore A and A ± generate analytic semigroups ( [25] , Section 3.2, Corollary 2.2), and each of the other operators generates a C 0 -semigroup ( [25] , Section 3.1, Theorem 1.1).
2.3. Spectra and bounds. Let X be a Banach space, and let C : X → X be a closed, densely defined linear operator. Its resolvent set ρ(C) is the set of λ ∈ C such that C − λI has a bounded inverse. The complement of ρ(C) is the spectrum Sp(C). It is the union of the discrete spectrum Sp d (C), which is the set of isolated eigenvalues of C of finite algebraic multiplicity, and the essential spectrum Sp ess (C), which is the rest. We also define the point spectrum Sp p (C), which is the set of all eigenvalues of C.
C is Fredholm if its range is closed, its kernel has finite dimension n, and its range has finite codimension m. The index of a Fredholm operator C is n − m. The Fredholm resolvent set ρ F (C) is the set of all λ ∈ C such that C − λI is Fredholm of index zero. The set ρ F (C) is open, and its complement, the Fredholm spectrum Sp F (C), is contained in Sp ess (C).
For ω ∈ R let C ω = {λ ∈ C : Re λ > ω}. If S is an open subset of C such that for some ω, C ω ⊂ S, then we denote by S ∞ the component of S that contains C ω . We define:
• The spectral bound s(C) = sup{Re λ : λ ∈ Sp(C)}.
• The essential spectral bound s ess (C), the infimum of all real ω such that Sp(C) ∩ C ω is a subset of Sp d (C) and has only finitely many points.
• The Fredholm spectral bound s F (C) = sup{Re λ : λ ∈ Sp F (C)}.
For a bounded linear operator T : X → Y, we define:
• The spectral radius of T , the supremum of {|λ| : λ ∈ Sp(T )}.
• The essential spectral radius of T , the supremum of {|λ| : λ ∈ Sp ess (T )}.
• The seminorm
where the infimum is over the set of all compact operators K : X → X . If C generates a C 0 -semigroup T (t), t ≥ 0, we define:
• The growth bound ω(C) = lim t→∞ t −1 log T (t) .
• The essential growth bound ω ess (C) = lim t→∞ t −1 log T (t) C .
The following proposition summarizes various well-known facts about these sets and numbers.
Proposition 2.4. Suppose C : X → X generates the C 0 -semigroup e tC , t ≥ 0. Then
, and
is the spectral radius of e tC , and e tωess(C) is the essential spectral radius of e tC . (6) Let ω > ω ess (C) be a number such that no element of Sp(C) has real part ω. Then there is a finite set {λ 1 , . . . , λ k } ⊂ C such that
Let E 1 , . . . , E k be the generalized eigenspaces of λ 1 , . . . , λ k respectively; they are finitedimensional. Then there is a closed subspace E 0 of X such that X = E 0 ×E 1 ×· · ·×E k and E 0 is invariant under C. Moreover, there is a number K > 0 such that e tC |E 0 ≤ Ke ωt .
Proof. For the equality e t Sp p (C) = Sp p (e tC )\{0}, see [7, Sec. IV.3b ]. The rest of the proposition is discussed in [9] where further references are provided.
Results and sketch of proof
Our main result is the following theorem:
The point of this result is that s F (L) can in principle be calculated, as we shall see in Section 5. The theorem then gives important information about the semigroup e tL . This information can be used, typically together with the theorem of Bates and Jones [1] , to give information about the stability of the traveling wave.
In Section 5 we shall discuss the operators A, A ± , G, and G ± , for which the analog of Theorem 3.1 is known. A and A ± are sectorial, so each has a spectrum that is contained in a sector of the complex plane and generates an analytic semigroup; G and G ± are related to operators that generate evolutionary semigroups [3] , so each has a spectrum that is a union of vertical lines. The difficulty with L is that it mixes these two distinct types of operators. This difficulty can be seen even at the level of constant-coefficient operators. As we shall see in Section 5, for L ± , the analog of Theorem 3.1 for E 0 = L 2 (R) is easy, but for E 0 = BUC(R), as far as we know, it is not.
In outline, the proof of Theorem 3.1 goes as follows. From Proposition 2.4 (3) and (4), s F (L) ≤ ω ess (L). Then we only need to show that
As in [9] , Section 4.2, if Hypothesis 2.1 (b) holds, then (3.1) for E 0 = H 1 (R) follows from the corresponding inequality for E 0 = L 2 (R) via a compactness argument. Hence we need only consider the cases E 0 = L 2 (R) and E 0 = BUC(R). Therefore we shall only need Hypothesis 2.1 (a).
In Section 4 we shall show
This proposition is essentially known. For the sectorial operator A, which is the type of operator that arises when one linearizes a reaction-diffusion problem at a pulse or front, a theorem of Sandstede and Scheel [29] relates Fredholm properties of A to Fredholm properties of an associated first-order nonautonomous linear ODE on −∞ < ξ < ∞. Then Palmer's Theorem (references in Section 4) relates Fredholm properties of this linear ODE to the constant-coefficient linear ODEs obtained by setting ξ = ±∞. The argument of Sandstede and Scheel easily generalizes to operators like L that arise for degenerate reaction-diffusion problems. We give the generalization of Sandstede and Scheel's argument in Appendix A, and the rest of the proof of Proposition 3.2 in Section 4.
In Sections 6-8 we shall show
The inequality (3.1), and hence Theorem 3.1, follows from Propositions 3.2 and 3.3. The proof of Proposition 3.3 is the main contribution of this paper. We make heavy use of the facts that A and A ± each has a spectrum that is contained in a sector of the complex plane, while G and G ± each has a spectrum that is a union of vertical lines; see Section 5. A key step is to show that if Re z > s F (G) and z + 2πik ∈ ρ(L) for all k ∈ Z, then e z ∈ ρ(e L ). We first show (Lemma 6.2) that sup |k|≥K (L − (z + 2πik)I) −1 < ∞ for some K ≥ 0. For E 0 a Hilbert space, the result then follows from the Gearhart-Prüss Spectral Mapping Theorem (see, e.g., [31, Theorem 2.2.4]). For E 0 = BUC(R), however, the Gearhart-Prüss Theorem does not apply. Instead we base the proof on the Greiner Spectral Mapping Theorem (see, e.g., [31] and Theorem 6.6), so we must show (Lemma 6.4) that for each w ∈ BUC(R)
w is Cesaro summable. This is done in Section 8. Another key step is to show that if a finite number of the
. This fact is the content of Lemma 6.7.
Let X be a Banach space, and let C : X → X be a closed, densely defined linear operator that generates a C 0 -semigroup e tC . In this paper we shall say that C is spectrally stable if
(1) 0 is a simple eigenvalue of C, and (2) the rest of the spectrum of C lies in Re λ < −ν for some ν > 0. We shall say that the semigroup e tC is linearly stable if
(1) e tC has a simple eigenvalue 1, and (2) e tC has a codimension-one invariant subspace W such e tC |W ≤ Ke −νt for some K > 0 and ν > 0. Theorem 3.1 has the following corollary. (2) the only element of Sp(L) in Re λ ≥ 0 is the simple eigenvalue 0. Then L is spectrally stable, and e tL is linearly stable.
Proof. By Theorem 3.1, ω ess (L) < 0. Therefore by Proposition 2.4 (6) we can choose ν > 0 such that ω ess (L) < −ν and the only element of Sp(L) with real part greater than or equal to −ν is 0. Since the eigenvalue 0 is simple, L is spectrally stable. Using Proposition 2.4 (6) again, we see that E
can be decomposed as the direct sum of two closed subspaces invariant under L: the first, W, has codimension 1, and the second, with dimension 1, is the eigenspace of L for the eigenvalue 0. Furthermore, there exists K > 0 such that e tL |W ≤ Ke −νt . Thus e tL is linearly stable.
Essentially the same argument proves the following slightly more general corollary of Theorem 3.1, which was mentioned in the introduction.
, and Hypothesis 2.1 (4) the generalized eigenspace for the eigenvalue 0 has dimension k. Then there are numbers K > 0 and ν > 0, and a closed subspace W of E
Proof of Proposition 3.2 via Palmer's Theorem
Let (u, v) denote an element of E
and the related first-order differential operator
0 . The domain of T z is the direct sum of the natural domains of ∂ ξ on E 0 . The eigenvalue problem (L − zI)(u, v) = 0 is formally equivalent to the equation T z (u, u ′ , v) = 0. In fact we have:
if and only if the operator T z is Fredholm on E
This result is the generalization of Sandstede and Scheel's result in [29] for the case N 2 = 0 that was mentioned in the previous section. The proof is in in Appendix A.
Palmer's Theorem, which we now state, was proved in [23, 24] for E 0 = BUC(R), and in [2] for E 0 = L 2 (R); see [15, 16, 19, 28, 29] for more recent discussions.
is Fredholm if and only if the differential equation ∂ ξ u = A(ξ)u has exponential dichotomies with projections P ± (ξ) on R ± . In this case dim ker T = dim(rg P + (0) ∩ ker P − (0)), codim rg T = codim(rg P + (0) + ker P − (0)), and ind T = dim rg P
is Fredholm if and only if the corresponding operator on BUC(R)
N is Fredholm, and these operators have kernels and cokernels of the same dimension. Actually, on either space, ker T is the space of solutions of ∂ ξ u = A(ξ)u with u(0) ∈ rg P + (0) ∩ ker P − (0).
Remark 4.4. In our situation, Hypothesis 2.1(b) impies that there are matrices A z (±∞) such that A z (ξ) → A z (±∞) exponentially as ξ → ±∞. Then standard results on persistence of exponential dichotomies [4, 5] imply that the differential equation ∂ ξ u = A z (ξ)u has an exponential dichotomy on R ± if and only if the differential equation ∂ ξ u = A z (±∞)u has an exponential dichotomy on R ± ; moreover, in this case the dichotomy projections for the two equations have equal ranks. Now a constant-coefficient linear differential equation ∂ ξ u = Au has an exponential dichotomy on R − or R + if and only if Sp(A) ∩ iR = ∅. On R − , the associated projection has kernel equal to the sum of the generalized eigenspaces for the eigenvalues with positive real part. On R + , the associated projection has range equal to the sum of the generalized eigenspaces for the eigenvalues with negative real part. 
The following are equivalent.
(1) The operator L − zI is Fredholm of index k. 
The following are equivalent:
(1) The operator L − zI is invertible.
(2) The operator T z is invertible.
Because of Remark 4.4, Theorem 4.2 has the following corollary.
. Let A be a constant matrix, and let T = ∂ ξ −A. Then the following are equivalent:
(1) T is invertible.
Combining Theorem 4.1, with L replaced by L ± , and Corollary 4.7, we have:
An analogous result holds for
Proposition 4.9.
Assume that E 0 = L 2 (R) or BUC(R), and that Hypothesis 2.1 (a) holds.
∞ with z(0) = z and Re z(σ) → ∞ as σ → ∞. Then the operators L ± − z(σ)I are invertible, so by Corollary 4.8, for all σ, Sp(A z(σ) (±∞)) ∩ iR = ∅. Therefore the number of eigenvalues of A z(σ) (−∞) (respectively A z(σ) (∞)) with negative real part is independent of σ. Now since L is the generator of a C 0 -semigroup, Proposition 2.4 (1) implies that for Re z(σ) large, z(σ) ∈ ρ F (L). Hence, by Corollary 4.5, for these values of σ, A z(σ) (−∞) and A z(σ) (∞) have the same number of eigenvalues with negative real part. Then for all σ, A z(σ) (−∞) and A z(σ) (∞) have the same number of eigenvalues with negative real part, so by Corollary 4.5,
We are now ready to prove Proposition 3.2.
For definiteness, assume max{s
On the other hand, by the definition of s
By the previous two paragraphs, s F (L) = s F (L + ). This completes the proof.
The operators
, and that Hypothesis 2.1 (a) holds. Let C be any of the constant-coefficient operators
Then s(C) = s ess (C) = s F (C), and these numbers are the same for
Proof. For L ± , this is an immediate consequence of Corollary 4.8. The other cases are proved similarly, using the theorem of Sandstede and Scheel or its analog for the case N 1 = 0, and Palmer's Theorem.
Note that Corollary 4.8 can be used to calculate the numbers in Proposition 5.1.
Proposition 5.2. Assume that Hypothesis 2.1 (a) holds. Let C be any of the constantcoefficient operators
Proof. Fourier transform converts C into a multiplication operator, for which the result is known, see For C = L ± , we do not know an easy proof that (5.1) holds on BUC(R) N 1 +N 2 ; it is, however, a consequence of our main result, Theorem 3.1. On the other hand, as we shall now see, for C = A ± and G ± , (5.1) is easily seen to hold on BUC(R) 
for all α ∈ R, and, moreover, 
Proof of Proposition 3.3
Before giving the proof of Proposition 3.3 we shall give several preliminary results.
Lemma 6.1. Assume that E 0 = L 2 (R) or BUC(R), and that Hypothesis 2.1 (a) holds. Then
The second conclusion of Lemma 6.1 follows from the first using Proposition 3.2 and Proposition 5.6 (2). The first part of Lemma 6.1 will be proved in Section 7 Lemma 6.2. Assume that E 0 = L 2 (R) or BUC(R), and that Hypothesis 2.1 (a) holds. Then there is a continuous nonnegative function r(x) defined for x > s F (G) such that if |y| ≥ r(x) then z = x + iy ∈ ρ(L). Moreover, for each x > s F (G), sup |y|≥r(x) (L − (x + iy)I) −1 < ∞.
Lemma 6.2 will also be proved in Section 7.
Corollary 6.3. Assume that E 0 = L 2 (R) or BUC(R), and that Hypothesis 2.1 (a) holds. Then s ess (L) = s F (L).
Proof. Since s F (L) ≤ s ess (L) by Proposition 2.4 (3), we only need to show that s ess
by Lemma 6.1, Lemma 6.2 implies that Sp(L) ∩ C ω is contained in the compact set C = {x + iy : ω ≤ x ≤ M and |y| ≤ r(x)}. If Sp(L) ∩ C were an infinite set, there would exist a point λ 0 in C such that every deleted neighborhood of λ 0 contained both points of ρ(L) and points λ of Sp(L) at which L − λI is Fredholm of index 0. This would contradict Theorem IV.5.31 of [Ka] . Therefore Sp(L) ∩ C is finite.
We recall that a series k∈Z w k , with w k ∈ X , is called Cesaro summable if the following limit exists in X : 
Proof. The result follows from Lemma 6.4 and the Greiner Spectral Mapping Theorem.
For the case E 0 = L 2 (R), Corollary 6.5 follows more easily from Lemma 6.2 and the Gearhart-Prüss Spectral Mapping Theorem. The Gearhart-Prüss Theorem, an abstract spectral mapping theorem for C 0 -semigroups on Hilbert spaces, says that e z ∈ ρ(e L ) provided z + 2πik ∈ ρ(L) for all k ∈ Z and sup k∈Z (L − (z + 2πik)I) −1 < ∞; see, e.g., [31, Theorem 2.2.4]. However, this theorem does not hold on Banach spaces. Thus in order to include E 0 = BUC(R) we have to appeal to the Greiner Spectral Mapping Theorem, which is an abstract spectral mapping theorem for C 0 -semigroups on Banach spaces; see, e.g., [31, Theorem 2.2.1], and [17, 18] for more recent discussions. Greiner's Theorem is stated below. Theorem 6.6. Suppose C is the generator of a C 0 -semigroup {e tC } t≥0 on a Banach space X , and let z ∈ C. Then the following are equivalent:
(ii) z+2πik ∈ ρ(C) for all k ∈ Z, and for each w ∈ X the series k∈Z (C−(z+2πik)I) −1 w is Cesaro summable.
After these preliminaries, we shall now give the proof of Proposition 3.3. From Proposition 2.4 (5), e ωess(L) is the radius of the essential spectrum of the operator e L . Thus, we need to show that if z ∈ C has Re z > max{s
Suppose z + 2πik ∈ ρ(L) for all k ∈ Z. Then Corollary 6.5 says that e z ∈ ρ(e L ), so (6.3) is proved in this case.
Finally, suppose that the intersection of the set {z + 2πik : k ∈ Z} and Sp(L) is not empty. From Corollary 6.3, (a) the intersection of the set {z + 2πik : k ∈ Z} and Sp(L) consists of points in Sp d (L); (b) it contains only finitely many points; and (c) there is a thin vertical strip Π that includes these points but does not contain any other points of Sp(L). By Proposition 2.4 (2), e z ∈ Sp p (e L ). From Corollary 6.5 we see that e z is an isolated point of Sp(e L ). To complete the proof of (6.3), it remains to show that the spectral projection of e L that corresponds to e z is finite-dimensional. This follows from the following result applied to the operator C = 1 2π
Lemma 6.7. Let C be the generator of a C 0 -semigroup T (t) on a Banach space X . Assume (1) 1 is an isolated point of Sp(T (2π)); (2) there is a vertical strip Π around the imaginary axis and an integer K > 0 such that Sp(C) ∩ Π ⊂ {in : |n| ≤ K} and such that Sp(C) ∩ Π ⊂ Sp d (C); and (3) for each w ∈ X the series |n|≥K (C − inI) −1 w is Cesaro summable in X . For the operator T (2π) let P be the Riesz projection corresponding to the element 1 of its spectrum. Then the range of P has finite dimension.
Proof. We employ the idea of the proof of [10, Prop. 1.10 (c)]. Since Sp(C) ∩ Π ⊂ Sp d (C), by Proposition 2.4 (2) we have 1 ∈ Sp p (T (2π)). The bounded operators T (t) and P commute for all t ≥ 0. CORRECT? Let X 1 = rg P, X 2 = ker P, and denote by T l (t) the restriction of T (t) to X l , l = 1, 2. Both X 1 and X 2 are invariant under C. SHOULD WE INSTEAD SAY C AND P COMMUTE? Let C l = C|X l , with domain dom C ∩ X l , which is the generator of the semigroup T l (t) on X l . By the definition of the Riesz projection we have Sp(T 1 (2π)) = {1} and 1 / ∈ Sp(T 2 (2π)). Since Sp(C) = Sp(C 1 ) ∪ Sp(C 2 ), and, by Proposition 2.4 (2), e 2π Sp(C l ) ⊂ Sp(T l (2π)), we see that
(6.4) For the operator C 1 and |n| < K, let P n denote the Riesz projection corresponding to in if in ∈ Sp d (C 1 ), and let P n = 0 if in ∈ ρ(C 1 ). We denote by P 0 = |n|<K P n the Riesz projection for C 1 corresponding to the entire spectrum of C 1 . By the properties of Riesz projections, see [Ka, Section III.6.4] , the range of the projection P 0 belongs to the domain of C 1 ; also, P 0 and
This yields the result, since then rg P 0 = X 1 = rg P, and rg P 0 is clearly finite-dimensional.
To prove (6.5) by contradiction, let X 0 = ker P 0 , a Banach space, and suppose that
Since P 0 is a Riesz projection for the operator C 1 , by [Ka, Section III.6.4] we have
The operator C 0 generates the semigroup T 0 (t), the restriction of the semigroup T 1 (t) to X 0 . Then Sp(T 0 (2π)) ⊂ Sp(T 1 (2π)) = {1}. Since the operator T 0 (2π) is bounded, its spectrum is not empty, and therefore Sp(T 0 (2π)) = {1}. (6.7) By condition (3) in the lemma, for each x ∈ X 0 the series
is Cesaro summable. By (6.6), the operators (C 0 − inI) −1 exist for |n| < K. Therefore for each x ∈ X 0 the series n∈Z (C 0 − inI) −1 x is Cesaro summable. Applying Theorem 6.6 for the semigroup e tC 0 = T 0 (t), we conclude that 1 ∈ ρ(T 0 (2π)). This contradicts (6.7), so (6.5) is proved.
Remark 6.8. If X is a Hilbert space, then condition (3) in the lemma can be replaced by sup |n|≥K (C − inI) −1 < ∞. In the last paragraph of the proof, this implies that sup |n|≥K (C 0 −inI) −1 < ∞. Since the operators (C 0 −inI) −1 exist for |n| < K, we have that sup n∈Z (C 0 − inI) −1 < ∞. Then the Gearhart-Prüss Theorem imples that 1 ∈ ρ(T 0 (2π)), which contradicts (6.7) as before.
7. Proofs of Lemmas 6.1 and 6.2 We introduce the operator families
, where:
Proof. For z ∈ ρ(A), we have
The lemma follows from the triangular structure of the block operator matrices in (7.8).
Since A is sectorial, there exist a constant c and a continuous nonnegative function r(x) such that for each x ∈ R, if |y| ≥ r(x) then z = x + iy ∈ ρ(A) and (A − zI)
For each x ∈ R, the following two assertions are equivalent:
x + iy ∈ ρ(L) for |y| ≥ r(x), and sup |y|≥r(x) (L − (x + iy)I) −1 < ∞; (7.9)
H(x + iy) is invertible for |y| ≥ r(x), and sup |y|≥r(x) H(x + iy) −1 < ∞.
If the continuous function r(x) is taken sufficiently large, then the equivalent assertions (7.9) and (7.10) hold if and only if x ∈ ρ(G).
Proof. The equivalence of (7.9) and (7.10) follows from formulas (7.8) and (7.4)-(7.7). If x ∈ ρ(G) then, using Proposition 5.6 (3), we conclude that z = x + iy ∈ ρ(G) for all y ∈ R and sup y∈R (G − (x + iy)I) −1 < ∞. Now H(z) = (G − zI)(I − F (z)) by (7.1). Using Proposition 5.5 (2) and Proposition 5.6 (3), we conclude that F (z) decays as |y| → ∞. Thus, if r(x) is large enough, then F (z) ≤ 1/2, yielding
and, eventually, (7.10) using Proposition 5.6 (3) again. Conversely, if (7.10) holds then (7.1) yields
Now F (z) decays by (7.10) and Proposition 5.5 (2), and thus G − zI is invertible for large enough |y|, yielding x ∈ ρ(G) by Proposition 5.6 (3). Proof. For z ∈ ρ(G) we have
The lemma follows from the triangular structure of the block operator matrices in (7.13).
We shall now prove the first conclusion of Lemma 6.1, since, as already noted, the second conclusion follows from the first.
. Now the analog of Lemma 7.1 with A, G, and L replaced by A − , G − , and This section is devoted to the proof of Lemma 6.4. Fix z = x + iy such that x > s F (G). For each k ∈ Z let z k = z + 2πik. Then for each k ∈ Z, z k ∈ ρ(G). By Lemma 6.2 there is a number K such that if |k| ≥ K then z k ∈ ρ(L). Since A is sectorial, we may assume that K has been chosen so that if |k| ≥ K then z k ∈ ρ(A). Then for |k| ≥ K, formulas (7.4)-(7.7) hold. In order to prove Lemma 6.4, we must show that for each u ∈ E
0 , and j = 1, 2, the series |k|≥K R j1 (z k )u and |k|≥K R j2 (z k )v are Cesaro summable.
First we discuss the series |k|≥K R 11 (z k )u. Since x ∈ ρ(G), Proposition 5.6 implies that sup k G(z k ) < ∞. Then by Proposition 5.5 (2),
Hence the series corresponding to the second term in (7.4) converges absolutely. To show that the series |k|≥K R 11 (z k )u is Cesaro summable, it remains to prove that the series |k|≥K (A − z k I) −1 u is Cesaro summable. Fix a large positive ω such that ω + x > s(A). Then ω + z k ∈ ρ(A) for all k ∈ Z and e ω+z k ∈ ρ(e A ) by the spectral mapping theorem for the analytic semigroup generated by A. By the assertion "(i) imples (ii)" in Theorem 6.6 applied to this semigroup, we conclude that the series |k|≥K (A−(ω +z k )I) −1 u is Cesaro summable. By the resolvent identity, (A − z k I)
−1 u is Cesaro summable as required. Next we consider the series |k|≥K R 22 (z k )v. Using formulas (7.7) and (7.11), we write
where
and R
Since the the spectral mapping theorem holds for evolution semigroups [3] and z k ∈ ρ(G) for all k, it follows that e z ∈ ρ(e G ) . Then by the assertion "(i) imples (ii)" in Theorem 6.6 applied to the semigroup generated by G, the series |k|≥K (G − z k I) −1 v is Cesaro summable. This takes care of the first summand in (8.1).
Next, we consider the series |k|≥K R
22 (z k )v. Using Proposition 5.5 (2), Proposition 5.6 (3), and (7.2), we have F (z k ) = O(|k| −1 ) as |k| → ∞. Recall that F (z k ) ≤ 1/2 for |k| ≥ K provided K is large enough; cf. (7.11) . Combining these facts, we infer:
Therefore the series |k|≥K R
22 (z k )v converges absolutely. This takes care of the last summand in (8.1).
It remains to show that the series
is Cesaro summable. As in the argument for |k|≥K R 11 (z k )u, we can pass in (8.2) from (A − z k I) −1 to (A − (ω + z k )I) −1 with a large ω > s(A), so that ω + z k ∈ ρ(A) for all k ∈ Z. This will also allow us to pass in (8.2) from the series |k|≥K to the series k∈Z because z k ∈ ρ(G) for all k ∈ Z. Obviously, e z = e z k . As before, e ω+z k ∈ ρ(e A ) since the analytic semigroup generated by A has the spectral mapping property, and e z ∈ ρ(e G ). We will use the following general formulas for the resolvent of the semigroup generators; cf., e.g., [3, p. 25] 
= (e G − e z I)
Taking into account (8. In (8.5)-(8.7) we make the change of variabless 1 = 2π(1 − s 1 ),s 2 = 2π(1 − s 2 ),s = 2πs. We write
and we introduce functionsF (s 1 ,s 2 ) andf(s) defined bỹ 
whose convolution property is that
Using (6.1) and (8.11), we represent the sum (C, 1) k∈Z a k in terms of convolution with K n :
. We can write the last integral in (8.14) as the convolution (K n * f )(s 1 + s 2 ). We now claim that
which yields Cesaro summability of the series |k|≥K R
22 (z k )v in (8.2). Indeed, (8.15) follows from (8.14), (8.13) , and the estimate 1 (2π) 2
Finally, Cesaro summability of the series |k|≥K R 12 (z k )v and |k|≥K R 21 (z k )u are proved similarly (and, in fact, more easily, as there are only two integrals in the formulas analogous to (8.5)-(8.7)).
This completes the proof of Lemma 6.4.
Stability of FitzHugh-Nagumo fronts
We consider the FitzHugh-Nagumo equation
2) with x ∈ R, f (u) = u(1 − u)(u − a), a ∈ (0, 1) fixed. This equation is a simplification of the Hodgkin-Huxley equation, which models of propagation of electrical waves along nerve axons.
To study traveling waves with speed c, we replace x by ξ = x − ct and obtain
3)
Traveling waves are stationary solutions of (9.3)-(9.4), i.e., u t = v t = 0. The existence of various traveling fronts (u * (ξ), v * (ξ)), for which lim ξ→±∞ (u * (ξ), v * (ξ)) both exist but are different, has been shown by Yanagida [32] and Deng [6] . The fronts approach their limits exponentially as ξ → ±∞. Also, they have c = 0, so that Hypothesis (H) is satisfied.
Let (u * (ξ), v * (ξ)) be a stationary front solution of (9.3)-(9.4), so that (u * (x−ct), v * (x−ct)) is a traveling front solution of (9.1)-(9.2). Writing (u, v) = (u * , v * ) + (U, V ) and then W = (U, V ), (9.1)-(9.2) becomes
The linear operator L is bounded on E 2 0 for E 0 = BUC(R), L 2 (R), or H 1 (R). The nonlinear operator N is C 1 on E 2 0 for E 0 = BUC(R) or H 1 (R). The traveling wave (u * (ξ), v * (ξ)) is asymptotically stable with asymptotic phase in E 2 0 if for each ǫ > 0 there is a number δ > 0 such that for each (U 0 , V 0 ) ∈ E 2 0 with (U 0 , V 0 ) < δ, the solution (u(ξ, t), v(ξ, t)) of (9.3)-(9.4) with (u(ξ, 0), v(ξ, 0)) = (u * (ξ), v * (ξ)) + (U 0 (ξ), V 0 (ξ)) has the following properties:
(1) There is a function σ : [0, ∞) → R such that (u(ξ, t), v(ξ, t) − (u * (ξ + σ(t)), v * (ξ + σ(t)) < ǫ for all t ≥ 0. (2) There is a number σ with |σ| < ǫ such that (u(ξ, t), v(ξ, t))−(u * (ξ+σ), v * (ξ+σ)) → 0 as t → ∞.
Theorem 9.1. Let E 0 = BUC(R) or H 1 (R). Then each of the traveling front solutions (u * (ξ), v * (ξ)), ξ = x − ct, for (9.1)-(9.2) whose existence was shown in Yanagida [32] or Deng [6] is asymptotically stable with asymptotic phase in E 2 0 . Proof. For E 0 = BUC(R) or L 2 (R), Yanagida [32] , Nii [22] , and Sandstede [27] show that s F (L) < 0, the only element of Sp(L) in Re λ ≥ 0 is 0, and 0 is a simple eigenvalue. With the aid of [9] , Section 4.2, it follows that the same is true for E 0 = H 1 (R). By Corollary 3.4, e tL is linearly stable on E 2 0 for E 0 = BUC(R), L 2 (R), or H 1 (R). For E 0 = BUC(R) or H 1 (R), the mapping N is C 1 , and DN (0) = 0. Then by the theorem of Bates and Jones [1] , for E 0 = BUC(R) or H 1 (R), (u * (ξ), v * (ξ)) is asymptotically stable with asymptotic phase in E 2 0 .
Discussion
As was mentioned in Section 2, Hypothesis (H), which states that all the b k are nonzero, is not necessary. However, if some b k are 0, the proof needs to be rearranged a little: the corresponding variables v k should be grouped into the vector u rather than the vector v. The reason, essentially, is that the operator ∂ t v k = b k ∂ ξ v k , b k = 0, has spectrum equal to the imaginary axis, hence does not generate an analytic semigroup, while the operator ∂ t v k = 0 has spectrum equal to {0}, and does generate an analytic semigroup, namely T (t) ≡ I.
More precisely, suppose that in (2.1), there is a number N 3 , 0 < N 3 < N 2 , such that N 3 of the b k are nonzero. 0 . We claim that g ∈ rg T z if and only if Pg ∈ rg(L − zI).
(A.5)
Assuming the claim, suppose rg(L − zI) is closed. Suppose g (n) ∈ rg T z and g (n) → g as n → ∞. Then Pg (n) ∈ rg(L − zI) by (A.5), and Pg (n) → Pg because P is continuous. Since
