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Abst rac t - -A  numerical method for the solution of a parameter identification problem in a nonlin- 
ear non-self-adjoint two-point boundary value problem with an additional nonlocal condition defin- 
ing the parameter is presented. The equation arises in the modelling of an experiment known as 
chronoamperometry for the study of kinetics and mass-transfer in electrochemical events. The algo- 
rithm is based on the reformulation of the identification problem as a nonlinear fixed-point problem 
involving the concentration flux of the reduced species. The linearized boundary value problem is 
shown to have a unique solution with the unknown parameter uniquely determined by the flux. The 
linearized BVP  is solved using finite differences and the fixed-point is found using the a-bisection 
method. The results of computational experiments are presented and their physical significance is 
discussed. © 2000 Elsevier Science Ltd. All rights reserved. 
Keywords - -Non loca l  identification problem, Mass and charge transport, Chronoamperometry, 
a-bisection algorithm. 
1. INTRODUCTION 
The goal of this paper is the computational simulation of a frequently performed electrochemical 
experiment called chronoamperometry for studying kinetics and mass-transfer in electrochemical 
events. The  experiment takes place in a med ium containing mobile ions and an electroactive 
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species extending from an electrode placed at x = 0. We consider the case in which the elec- 
troactive species is in its oxidized form before time t = 0, when a potential E is applied to the 
electrode, causing a fraction of the oxidized molecules (or ions) at the electrode's surface to be 
reduced, that is, to accept electrons. In chronoamperometry, E is chosen so that all oxidized ions 
at the electrode's surface (x = 0) are reduced. The potential is maintained at this level for the 
duration of the experiment. As the oxidized species is reduced at the electrode's surface, the con- 
centration of the oxidized species near the electrode decreases while that of the reduced species 
increases, thus inducing a two-way diffusion gradient. The oxidized species diffuse toward x -- 0 
while the reduced species diffuse into the medium. The supply of oxidized species is replenished 
by a source at x -- oo. In addition to diffusing, the ions migrate, that is, move under the influence 
of an electric field. Thus, the total flux consists of a diffusion and a migration component. For 
more details about chronoamperometry, see, for example, [1,2]. 
The experiment was modelled in [3], where the authors derive a nonlinear non-self-adjoint 
parabolic equation and prove the existence of a similarity solution. For references to other models 
of chronoamperometry, we refer the reader to the bibliography therein. Applying the similarity 
transform to the parabolic equation leads to the nonlinear second-order differential equation 
(g(v)v')' + 2yv' = -2ah'(v), y e (0, co), (1.1) 
v(O) = 1, (1.2) 
v(co) = 0, (1.3) 
fo ° v(y) dy = a, (1.4) 
where g and h are known functions. The condition (1.4) is known in the literature as a nonlocal 
condition, and we note that a similar quasilinear parabolic equation with a nonlocal additional 
condition arises in the modelling of sludge particles of a settler [4] and in computational diagnos- 
tics of elastoplasticity [5]. 
We shall define the problem of determining a and v(y) in (1.1)-(1.4) as the nonlocal identi- 
fication problem (NIP). For a given parameter a > 0, we shall correspondingly define problem 
(1.1)-(1.3) as the direct problem (DP). In [3], it is proved that both the DP and NIP have a 
unique solution in C °o , and moreover, this solution has the following properties: 
lim yv(y) = O, v'(oo) = O. (1.5) 
y-*O<) 
We present an algorithm to solve the NIP numerically based on the reformulation of the NIP as 
a nonlinear fixed-point problem which involves the flux v~(0; a). The DP is linearized and solved 
using finite differences, and the fixed-point is obtained via the a-bisection method introduced 
in [6]. 
The paper is organized as follows. In Section 2 we present he governing equations derived 
in [3]. In Section 3, the NIP is formulated as a nonlinear fixed-point problem, and we show 
that in a suitable space the linearized DP has a unique solution. We then prove that the flux 
data at the origin uniquely determines the unknown parameter a for the linearized problem. 
The variational finite difference method used to solve the DP is described in Section 4, and the 
a-bisection algorithm is explained in Section 5. Computational results are presented, and the 
influence of the physical parameters on the solution to the NIP is discussed in Section 6. We 
believe the results provide some physical insight into chronamperometry and also serve to validate 
the mathematical model derived in [3]. 
2. GOVERNING EQUATIONS 
Let u(x, t) denote the scaled concentration of the reduced species, k -- Dr~Do denote the ratio 
of diffusion coefficients, q denote the scaled charge carried by the reduced species, and zr and Zo 
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the valence of the reduced and oxidized species, respectively. Then the initial-value problem for 
chronoamperometry is [3] 
where 
u, = (g(u)ux)~ + q'(t)h(u)x, x > O, t > O, (2.6) 
u(x, o) = o, • > o, (2.7) 
u(o, t) = I, t > o, (2.8) 
E q(t) = u(x, t) dx, (2.9) 
g(~) = Zo + (zr - zo) ~ ku 
and h(u)= (2.10) 
Zo + (z~k - Zo) u Zo + (z~k - Zo) u" 
We summarize some useful properties of the functions g and h. First, h(0) = 0 and h(1) = 1/zr. 
Since 
dh kzo 
d--v = -(Zo + (zrk - Zo)V) 2' (2.11) 
h is a monotonically increasing function of v if zo > 0 and a monotonically decreasing function 
of v if Zo < 0. Note that the valences are assumed to be whole numbers of the same sign, and 
since at least one electron must be gained in reduction, Zo cannot be 1, and z~ cannot be -1. 
Typically, -4  < z~ < Zo < -1 or 1 < z~ < Zo _< 3. Since Zo and z~ must be of the same sign, we 
also see that Zo > 0 implies h(v) > 0 and z0 < 0 implies h(v) < O. 
We also have that g(0) = 1 and g(1) = 1/k > 0. Since 
dg Z0Zr(1 -- k) 
d--v = (zo + (zrk - zo) v) 2' (2.12) 
g is a monotonically increasing function of v if 0 < k < 1, in which case maxg(v) -~ 1/k,  and 
g is a monotonically decreasing function of v if k > 1, in which case maxg(v) = 1. For all k, 
g(v) > 0. 
We assume the existence of a similarity solution, but introduce the variable y = x / (2vq)  rather 
than y = x / (v~)  as in [3]. Then u(x, t) = v(y) and for t > 0, 
and 
yv'(y) h(v)' (g(v)v')' (2.13) 
~'  =-  2--F-' h(~)~ = 2V7 '  (g (~)~)~ = 4t ' 
dq d/o  d"t = d--t u(x, t) dx = -~ u(x, t) dy - a y - -~ ,  (2.14) 
where 
/0 a = v(y) dy. (2.15) 
This reduces the parabolic problem (2.6)-(2.9) to the two-point boundary value problem 
(1.1)-(1.4) for the second-order nonlinear ordinary differential equation. 
3. THE NONLOCAL IDENTIF ICAT ION PROBLEM 
Using boundary conditions (1.2),(1.3), and the above properties of the function v(y), let us 
define a space of functions 
o 1 
H (0, o¢) -- {v e HI(0, oo): v(0) = 1,v(oo) - -0}.  (3.16) 
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Multiplying (1.1) by an arbitrary function w • Hi(0, oo), integrating on (0, oo) and using the 
boundary conditions, we obtain the variational form 
// /0 // g(1)v'(0) - g(v)v'(y)w'(y) dy + 2yv'w' dy = -2a h(v)'w dy, (3.1T) 0 
Vw • Hl(0, cc). 
0 
The function v • Hi(0, oo) satisfying (3.17) is called the weak solution of the direct problem. 
Let Ia = {(a., a*) : a., a* • R~} be a set of identification parameters. For a given parameter 
a • Ia, denote the unique solution of the DP by v = v(y; a). Then the NIP can be formulated as 
the nonlinear fixed-point problem 
0 ° v(y; ~) dy = a, (3.18) 
where v satisfies (1.1)-(1.3). 
For computational purposes, we reformulate quation (3.18) in terms of the flux ¢(y; a) = 
-g(v)v'(y;a).  Indeed, integrating (1.1) gives 
// // -¢(oo; a) + ¢(0; a) + 2yv' dy = -2a h(v)' dy, (3.19) 
so that 
~0 °° 
¢(0; a) - 2 v(y; a) dy = -2a(h(v(oo)) - h(v(0))). (3.20) 
Using the properties of the function h, we find 
~0 °° 2a ¢(0; a) = 2 v(y; a) dy + - - . (3.21) 
Zr 
Thus, we have the following necessary condition for identifiability. 
PROPOSITION 3.1. Ha • Ia = {(a.,a*) : a.,a* • R+} is a solution to the NIP (1.1)-(1.4), then 
zr v'(0; a). (3.22) 
a= 2k( l+zr )  
PROOF. By (3.21) and (1.4) 
Since g(1) = 1/k and v(0) = 1, 
¢(0;a) = 2a (1+ 1) .  (3.23) 
o/ 
-v ' (0  k --2a l+~r  " (3.24) I 
Note that such identifiability conditions also arise in problems of optimal control [7]. 
To construct numerical solutions of the reduced problem, equation (1.1) was linearized as 
follows: 
÷ - -  _ 
where v (°) is an initial iterate. Thus, the linearized two-point boundary value problem is 
Aou - (gn(y)u') '  + 2yu' = -2aFn(y) ,  
u(O) = 1, u(oo) = O, 
where u(y) = v(~)(y), gn(Y) -- g(v(n-1)) ,  Fn(y) = h' (v(~- l ) ) .  
(3.26) 
(3.27) 
Nonlocal Identification Problem 229 
0 
PROPOSITION 3.2. The solution u E Hi(0, c~) of the linearized problem exists and is unique. 
PROOF. A solution u to the linearized problem satisfies the integral identity 
(Aou, w) = (gn(y)u'w' - 2yu'w) dy = 2a(Fn,w),  (3.28) 
0 
for all w E Hi(0, oo). Let co = min{1, l / k}  and cl = max{l, l / k ) .  Using above properties of the 
function g(v), we have 0 < co < g(v) <_ Cl. The following estimate proves both coercivity of Ao 
and strict monotonicity (taking u = ul - u2): 
(~0~ ~)- /0 ~ (,o(~)(u.)2 _ ~.~)  , ,  __/0 ~ (~o(~)(~.)2 + ~2) ~,_> ~,,o,~ (3.29) 
Since every linear monotone operator is continuous, due to the Browder-Minty Theorem [8] the 
linearized problem has a unique solution. | 
PROPOSITION 3.3. The data u~(0; a) uniquely determ/nes a.
PROOF. Let w = u'(y) in the linearized problem (3.26),(3.27). Then since gn(Y) > O, w satisfies 
the first-order nonhomogeneous differential equation 
w'+a(y)w=~(y) ,  (3.30) 
where 
The solution of (3.30) is 
g~(y) + 2y 2aFn(y) (3.31) 
a(y) = gn(Y) ' ~(Y) -- gn(Y) " 
foo  
W(y) = - -e -  f a(y) dy ~(X)6 -  f a(z) dz d.T. (3.32) 
So 
u'(O)=-(e-f ~(v)d~) =O~o°°/3(x)e-f~(=)d=dx. 
Suppose u'(0; al) = u~(0; a2). Then 
(3.33) 
°--~ ~°1- °~)(~ f °"~ ~'),--0/0 ~~°~)~o/~) - f ° '~  (3.34) 
But for all y, e - f  a(~)d~ > O, gn(y) > 0, and Fn(y) = h(v(n-1)) ' ~ 0, so we must have al - a2 
=0.  | 
4. NUMERICAL  SOLUTION OF THE D IRECT PROBLEM 
Numerical approximations to the solution u(y) to the linearized problem were obtained by a 
variational finite difference scheme (see, for example, [9,10]), or balance method, which we will 
describe briefly. 
Denote the set of nonuniform mesh points by N {Yi}~=o, where Y0 = 0 and YN = A, and let 
hi = y~ - Y~-1, i = 1, . . . ,  N. We will also introduce a set of half-nodes {Yi+l/2}i=0N-1 by Y~+l/2 = 
0.5(y~ + Y~+I) and hl = 0.5(hi + h~+l), i = 1, . . . ,  N - 1. Let ui = u(yi) and gi+l = gn(Yi+l/2). 
Let 
Uy -~ Uid'l -- Ui Ufl -~ Ui -- Ui--1 (4.35) 
hi+l ' h~ 
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We apply the balance method to the linearized equation (3.26) as follows. Integrating (3.26) 
from Y~-l/2 to Y~+1/2 yields 
fYi+l/2 fY~+l/2 
¢ (Yi-1/2) - ¢ (Yi+1/2) + 2y,_1/2 yu'(y) dy + 2a.,y~ 1/2 Fn(y) dy = 0, (4.36) 
where ¢(y) = -gn(y)u~(y) and Fn(y) = h~(v(n-1)). The first integral is approximated by evalu- 
ating at the midpoint and the derivative is approximated by a forward difference: 
fyy,+l/2 yu' (y)dy ~ hiyiu' (Yi) ~ hiy~ U i l - -  ui (4.37) 
i-1/~ h i+ l  
Since u'(y) = -¢(Y) /gn(Y) ,  
Hence, 
and similarly 
f u' ¢(Y) hi~bi-1/2 
ui-1 - ui = ,-1 gn(Y-----~ dy "~ gi " (4.3s) 
¢i-1/2 ~ -~iue (4.39) 
~)i-~1/2 ~" - -g i+lUx • (4.40) 
Defining 
1 f yi+,/2 1 (h(v(n-1)(Yi+l/2))-h(v(n-l)(yi-1/2))) (4.41) -- Fn(y) dy = S, 
we arrive at 
hi + 2xiux = -2af t ,  (4.42) 
which can be solved by a factorization method. Note that the method of solving the DP is 
iterative: a v (°) (y) is chosen and the linearized problem (3.26),(3.27) is solved using a factorization 
method on (4.42) to obtain v 0). Equation (4.42) is subsequently solved to obtain v (2) and the 
process continues until I]v (n) - v (n-l) Iioo < eu. 
The variational finite difference scheme for the linearized problem was tested on the following 
problem: 
(g(v)v')' + 2yv' = F(y),  y e (0, oc), 
v(O) = 1, v(oc) = O, 
where g is as defined in (2.10). The analytic solution 
(4.43) 
(4.44) 
E v(y) = Cl e -x2 dx (4.45) Y 
was chosen a priori, and F was computed accordingly. This problem was linearized as in Section 3, 
and programmed in Octave, a Matlab work-alike. The nonuniform mesh defined by hi -- 0.02, 
i = 1, . . . ,50,101 . . . .  ,120, hi = 0.06, i = 51 . . . .  ,100 (Y0 -- 0, Ys0 -- 1,y100 = 4, y120 = 8) was 
found to give optimal results and was used in all of the following examples. In Figure 1, the 
approximate solution resulting from the variational finite difference scheme is plotted against he 
analytic solution where co = 1, cl = 2 /v~ and Zo = 2, zr -- 1, and k -- 1.5. The method 
converged in three iterations from an initial iterate v (°) = (y + 1)e-U, with a CPU time of several 
seconds for the stopping criterion eu -- 10 -2. The variational finite difference scheme resulted in 
a sup-norm error of 0.0102. 
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Figure 1. The accuracy of the variational finite difference scheme was tested on 
problem (4.43),(4.44). 
5. NUMERICAL  SOLUTION OF THE N IP  
The identification problem was solved numerically by using the identifiability condition (3.22) 
and seeking a fixed-point of the equation 
Zr z,)U,(0; a), (5.46) 
a = 2k(1 + 
where u is a solution to the linearized equation (3.26),(3.27). For the solution of the nonlinear 
fixed-point problem (5.46) the a-bisection algorithm described below was used. 
Given an interval (at, a~) containing the solution a, the a-bisection method is based on choosing 
a = (1 - a)at  + aar  E (at, at)  instead of a = (at + a t ) /2  as in the classical bisection method.  The 
parameter  a E (0, 1) is found by exploiting the equation (5.46), which we will now write as 
a = ~u'(o; a), ~ = zr 
2k (1 + z~)" (~.47) 
Then 
(1 - a)at  + aar  = ~u'(0; a) - t3u' (0; (1 - a)at  + aar ) .  
Linearizing u~(0; (1 - a)at  + aar )  with respect o a, we arrive at 
(1 - a)at  + aar  = fl ((1 - a )u '  (0; at) + au'(0;  a t ) ) .  
Denoting dt - J3u~(0; at) and dr --- ~u~(0; at) ,  we have 
(1 - a)at  + aar  = (1 - a)dt + ad~, 
so that  
dl - al 
(5.48) 
(5.49) 
(5.50) 
a = dl - al + a~ - d~" (5.51) 
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Table 1. Solutions a to the identification problem for several diffusivity ratios k and 
valances z0 -- 2, zr -- 1. *The classical bisection method iverged in 20 iterations 
with the above at and at; these values were obtained with al -=- 0.01, ar -~ 1.0. 
Classical Bisection, a0 = .52 a-Bisection 
a a Iterations CPU (sec) 
0.5 0.54847 
1.0 0.43639 
1.5 0.37304 
2.0* 0.33484* 
Iterations CPU (sec) 
10 105 
10 126 
10 151 
5* 177" 
0.54861 
0.43577 
0.37406 
0.33245 
50 
68 
76 
106 
Table 2. Solutions a to the identification problem for several diffusivity ratios k and 
valances zo = -2, zr = -3. *In all cases, the classical bisection method iverged in 
20 iterations with the above al and at. The values for the classical bisection method 
were obtained with al = 0.01, ar ---- 1.0. 
Classical Bisection*, a0 --- .72 
0.5 diverged 
1.0 0.65582 
1.5 0.57268 
2.0 diverged 
iterations CPU (sec) 
19 140 
7 6O 
8 70 
19 138 
0.80826 
0.65600 
0.57391 
0.51881 
a-Bisection 
iterations CPU (sec) 
2 31 
2 29 
2 33 
4 81 
This leads to the following algorithm for approximating a.
ALGORITHM. 
STEP 1. Choose an interval (a t ,a t )  containing a, and set a (1) = (al + at ) /2 .  
STEP 2. Compute dz -=/~u'(0; al), dr =- Bu'(0; at),  and d -=/~u'(0; a (1)) by solving the DP and 
comput ing the derivative at 0 with a forward difference. 
STEP 3. If al < d and d < a (1), then dr  = d and ar  = a (1). If a (1) < d and d < at,  then dl = d 
and al = a (1). 
STEP 4. Compute a from (30) and set a (2) = (1 - a)a l  + aar .  
STEP 5. Compute d --/3u'(0;a(2)).  
STEP 6. If [a (2) -- d[ < Ca, terminate. Otherwise, return to Step 2. 
The number  of iterations required by the a-bisection method to converge with ea -- 0.001 
and left and right bisection endpoints at -- 0.01 and ar = 5.0 was compared to those of the 
classical bisection method. (See Tables 1 and 2.) In all cases, the a-bisect ion method converged 
significantly faster than classical bisection. Furthermore, due to the nonl inearity of the problem, 
one cannot determine an init ial iterate sufficiently close to a to ensure the convergence of the 
classical bisection method. For this reason, for some sets of input data, the classical bisection 
method diverges, while the a-bisection method converges. 
Tables 2-4 contain the solutions a to the NIP obtained by the algorithm of Section 5 for several 
values of diffusivity ratio k and valences zo, z r .  These results are discussed in the following 
section. 
6. INFLUENCE OF PHYSICAL PARAMETERS 
In the case of pure diffusion, zr = 0 and the migration term in (2.6) is not present. In  this 
case, equat ion (2.6) simplifies to the linear diffusion equation 
ut -= uxx- (6.52) 
Nonlocal Identification Problem 
Table 3. Solutions a to the identification problem for diffusivity ratios k = 0.5 and 
k ---- 1.0 and valances zo, zr. 
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zo 
2 
3 
3 
-1  
-1  
-1  
-2  
-2  
-3  
Zr 
1 
1 
2 
-2 
-3 
-4 
-3 
-4 
-4  
k=0.5  
ii" - e r~ i i~  
0.54856 0.0064536 
0.55000 0.0059354 
0.60033 0.055727 
0.91885 0.29774 
0.86056 0.24958 
0.83693 0.22986 
0.80866 0.22848 
0.79526 0.21474 
0.77023 0.20145 
ZO Zr 
2 1 
3 1 
3 2 
--1 --2 
--1 --3 
--1 --4 
--2 --3 
--2 --4 
--3 --4 
k=l .0  
a It v - er~]loo 
0.43605 0.10240 
0.44315 0.089805 
0.48198 0.063294 
0.74963 0.15694 
0.67600 0.099851 
0.64520 0.075440 
0.65602 0.092067 
0.63166 0.070813 
0.62380 0.066646 
Table 4. Solutions a to the identification problem for diffusivity ratios k -- 1.5 and 
k = 2.0 and valances zo, zr. 
zo Zr 
2 1 
3 1 
3 2 
- i  -2  
-1  -3  
-1  -4  
-2  -3  
-2  -4  
-3  -4  
k--1.5 
a 
0.37380 
0.38216 
0.41737 
0.65899 
0.58145 
0.54857 
0.57345 
0.54551 
0.54446 
]i v - erfcitc~ 
0.16736 
0.14826 
0.13313 
0.035051 
0.033427 
0.026386 
0.027035 
0.021907 
0.019565 
z0 Zr 
2 1 
3 1 
3 2 
-1  -2  
-1  -3  
- I  -4  
-2  -3  
-2  -4  
-3  -4  
k--2.0 
a IL, - e rml l~o 
0.33479 0.21288 
0.34017 0.18888 
0.37300 0.18163 
0.59882 0.049311 
0.52092 0.064046 
0.48786 0.089511 
0.51879 0.055456 
0.48981 0.081074 
0.49219 0.075575 
The solut ion to this equat ion with init ial  condit ion u(x ,  O) = 0 and boundary  condit ion u(0, t) = 1 
is 
u(x , t )=er fc ( -~-~)  (6.53) 
or v(y )  = erfc(y). The sup-norm difference of our approx imate solution and erfc is given in each 
of the tables.  In F igures 2 and 3, v(y )  = erfc(y) is compared to the solut ion of the NIP. 
The effect of var iat ions in diffusion coefficients on the concentrat ion is depicted in F igure 2 where 
the approx imate  solut ion obta ined by the method of Section 5 is p lotted for k = 0.1, 0.5, 1.0, 1.5 
and 2.0 with valences zo = 2 and zr = 1. It  was observed that  the area under the solut ion 
curve (and hence, the paxameter a) decreased monotonical ly  with increasing k for all valence 
combinat ions.  (See the tables.) The influence of changing k for fixed values of zo and zr is 
readi ly apparent  in F igure 2 and is general ly consistent with the qual i tat ive expectat ions for 
real systems. For posit ive zo, the migrat ional  and diffusional contr ibut ions to the flux of the 
reduced species act in opposi te directions, that  is, they have opposite signs. Thus, mass transfer 
of the reduced species away from the electrode is less facile than in the purely diffusional case. 
This  is compensated by the fact that  the migrat ional  and diffusional contr ibut ions to the flux 
of the oxidized species to the electrode is more facile than in the purely diffusional case, and 
the concentrat ion of the oxidized species tends to its max imum value over a shorter  distance. 
However, it is interest ing to note that  the value k = 0.5, that  is, Do = 2Dr is in closest agreement 
with the case of pure diffusion. 
The  influence of changing zo and zr for a fixed value of k is also consistent with the qual i tat ive 
expectat ions  for real systems. This influence is evident in F igure 3, where concentrat ion pro- 
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Figure 2. The concentration profile v(y)  for several diffusivity ratios k. Here Zo = 2, 
zr  ---- 1. The case k -- 0.5 is not plotted as it is visually indistinguishable from erfc(y). 
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Figure 3. The dependence of the concentration profile on the valences Zo, zr for 
k = 1. The lower graph marked with (+) corresponds to zo = 2, zr = 1, while the 
upper plot (+) corresponds to zo = -3 ,  Zr = -4 .  
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files result ing from five different combinat ions of valence are plotted. For all posit ive Zo and Zr, 
concentrat ion profiles that  are more compact  (see above) than the purely diffusional model  re- 
sult. For all negative zo and Zr, the migrat ional  and diffusional contr ibut ions to the flux of 
reduced species act in the same direction. Consequently, the result ing concentrat ion profiles for 
the reduced species extend further from the electrode than the purely diffusional profile. Con- 
comitant ly,  the migrat ional  and diffusional contr ibut ions to the flux of the oxidized species are in 
opposi te  directions for all cases in which zo and z~ are negative; thus, the efficacy of t ranspor t ing  
the oxidized species to the electrode surface is great ly decreased in these cases. 
7. CONCLUSIONS 
The computational solution to the nonlocal identification problem is consistent with experi- 
mental expectations which mandate that diffusion and migration of the electroactive ions must be 
coupled, and the coupling is particularly strong when the electroactive species are the only ions 
present. In [3], the mathematical modelling of such a system led to a nonlinear, non-self-adjoint 
parabolic initial-boundary value problem with an additional nonlocal condition. The computa- 
tional results obtained by the algorithm of Section 5 lend further credence to the mathematical 
model and the numerical method of solution. 
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