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Abstrakt
Tato bakala´rˇska´ pra´ce se zaby´va´ modula´rn´ım s´ıt’ovy´m subsyste´mem Netgraph v ja´drˇe
operacˇn´ıho syste´mu FreeBSD. Netgraph se zde prˇedstavuje z uzˇivatelske´ho hlediska. Je zde
popsa´no neˇkolik konkre´tn´ıch modul˚u, na´stroje pro pra´ci s Netgraphem a prˇ´ıklady pouzˇit´ı.
Soucˇa´st´ı pra´ce je i implementace modulu pro sledova´n´ı s´ıt’ove´ho provozu a pocˇ´ıta´n´ı sta-
tistik. V te´to souvislosti jsou prˇedstaveny i dalˇs´ı subsyste´my ja´dra vyuzˇ´ıvane´ modulem –
zaveditelne´ moduly ja´dra, mbuf – spra´va pameˇti pro meziprocesovou komunikaci v ja´drˇe a
rozhran´ı sysctl pro sd´ılen´ı promeˇnny´ch mezi kernelem a userspace programy.
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Netgraph, FreeBSD, s´ıt’ove´ statistiky, TCP/IP, Ethernet, KLD, zaveditelne´ moduly ja´dra,
sysctl, mbuf, BSD, UNIX
Abstract
This bachelor’s thesis deals with modular kernel networking subsystem Netgraph in Free-
BSD operating system. Netgraph is shown from user’s point of view. This work describes
several concrete modules, tools for Netgraph management and examples of usage. Part
of the work is about implementation of Netgraph module for network traffic accounting.
There are described some other kernel subsystems used by the module – kernel loadable
modules, mbuf – memory management in kernel interprocess subsystem and sysctl interface
for sharing kernel variables with user space programs.
Keywords
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Kapitola 1
U´vod
Prˇi spra´veˇ pocˇ´ıtacˇove´ s´ıteˇ je d˚ulezˇite´ veˇdeˇt, co se v s´ıti deˇje, jaky´ typ dat a jake´ mnozˇstv´ı dat
tecˇe prˇes nasˇe servery. Kdyzˇ v´ıme, co se v s´ıti deˇje, mu˚zˇeme deˇlat spra´vna´ rozhodnut´ı. Tato
pra´ce se zaby´va´ na´vrhem a implementac´ı jaderne´ho modulu, ktery´ mu˚zˇe by´t pouzˇit pro
sledova´n´ı s´ıt’ove´ho toku. Modul ma´ sp´ıˇse jen za´kladn´ı funkcˇnost a pro rea´lne´ nasazen´ı, by
bylo vhodne´ ho da´le rozsˇ´ıˇrit. Du˚raz v pra´ci je kladen zejme´na na sezna´men´ı se s Netgraphem,
s jehozˇ pomoc´ı je modul vytvorˇen. Da´le jsou popsa´ny i dalˇs´ı oblasti, ktere´ s t´ımto modulem
bezprostrˇedneˇ souvis´ı.
Kapitola 2 strucˇneˇ pojedna´va´ o historii operacˇn´ıho syste´mu FreeBSD a o jeho prˇedch˚ud-
c´ıch BSD a UNIXu. Je zde popsa´n vy´vojovy´ model projektu FreeBSD a je zde prˇestavena
hlavn´ı licence operacˇn´ıch syste´mu˚ BSD – BSD licence.
Kapitola 3 se zaby´va´ samotny´m Netgraphem. Netgraph je prˇedstaven z uzˇivatelske´ho
hlediska, jsou zde vysveˇtleny za´kladn´ı pojmy a popsa´ny neˇktere´ moduly a na´stroje pro pra´ci
s Netgraphem. Prˇipraveny jsou i dva prˇ´ıklady vyuzˇit´ı Netgraphu.
V kapitole 4 jsou prˇedstaveny dalˇs´ı jaderne´ subsyste´my vyuzˇitelne´ pro modul na pocˇ´ıta´n´ı
statistik. Z trochu sˇirsˇ´ıho pohledu jsou uvedeny moduly ja´dra. Da´le je zde prˇedstavena
spra´va pameˇti pro meziprocesovou komunikaci v ja´drˇe a rozhran´ı sysctl pro sd´ılen´ı promeˇn-
ny´ch mezi ja´drem a userspace programy.
V prˇedposledn´ı kapitole 5 je popsa´n na´vrh a implementace modulu pro vytva´rˇen´ı statis-
tik. Jsou zde uvedena sche´mata hlavicˇek neˇkolika s´ıt’ovy´ch protokol˚u a zde popsa´n princip
jejich zkouma´n´ı modulem.
Za´veˇrecˇna´ kapitola 6 srovna´va´ modul s podobny´mi syste´my a prˇedkla´da´ na´vrhy na
rozsˇ´ıˇren´ı modulu.
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Kapitola 2
Operacˇn´ı syste´m FreeBSD
Ma´me-li si poveˇdeˇt neˇco o historii operacˇn´ıho syste´mu FreeBSD, mus´ıme zacˇ´ıt od jeho
korˇen˚u.
2.1 UNIX
Pocˇa´tky UNIXu mu˚zˇeme datovat do roku 1969. Tenkra´t vznikl v hlaveˇ Kenna Thompsona
v AT&T Bell Laboratories na´pad vytvorˇit novy´ operacˇn´ı syste´m. Za´hy se k neˇmu prˇipojil
Dennis Ritchie, autor jazyka C. Veˇtsˇina syste´mu byla prˇepsa´na z cˇiste´ho assembleru do ja-
zyka C, cozˇ umozˇnilo jeho pozdeˇjˇs´ı expanzi na spoustu r˚uzny´ch platforem. Ritchie, Thomp-
son a dalˇs´ı vy´voja´rˇi p˚uvodneˇ pracovali na vy´voji operacˇn´ıho syste´mu Multics, ze ktere´ho
byla prˇejata rˇada mysˇlenek a koncept˚u. Vy´voj Multicsu byl velice rozsa´hly´ a na´kladny´ pro-
jekt, ktery´ se zhroutil pod vlastn´ı vahou. Vy´voja´rˇi UNIXu se vsˇak nechteˇli vzda´t mozˇnost´ı
ktere´ jim Multics jako v´ıceu´lohovy´ operacˇn´ı syste´m nab´ızel v dobeˇ, kdy byly sta´le beˇzˇne´
syste´my s da´vkovy´m zpracova´n´ım u´loh. Na´zev UNIX je reakc´ı na Multics; v oblastech,
kde se Multics snazˇil prova´deˇt mnoho u´loh, UNIX meˇl prova´deˇt pouze jednu akci, ale zato
dobrˇe. Dalˇs´ım prˇedkem UNIXu byl CTSS (Compatilbe Time-Sharing System), prˇedch˚udce
Multicsu vyv´ıjeny´ na MIT v Bostonu. [6, 5]
2.2 BSD
Syste´m BSD je u´zce spjat s Kalifornskou Univerzitou v Berkeley. Pu˚vodn´ı distribuce UNIXu
ze 70. let obsahovaly zdrojove´ ko´dy syste´mu a byly za prˇ´ıznivy´ch podmı´nek dostupne´ hlavneˇ
pro univerzity.
Software z Berkeley byl vyda´va´n v takzvany´ch Berkeley Software Distribuc´ıch (odtud
zkratka BSD). Pu˚vodneˇ to nebyl cely´ operacˇn´ı syste´m, ale sp´ıˇse rozsˇ´ıˇren´ı k UNIXu. Prvn´ı
verze 1BSD (1977) byla doplnˇkem k sˇeste´ edici UNIXu a jej´ımi hlavn´ımi komponenty byly
prˇekladacˇ jazyka Pascal a rˇa´dkovy´ editor ex.
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Druha´ verze 2BSD obsahovala aktualizace programu˚ z 1BSD a dva nove´, v UNIXu
dodnes zna´me´, programy; editor vi (vizua´ln´ı rozhran´ı k editoru ex) a C shell.
Pra´ce na verzi 3BSD byly ve znamen´ı portova´n´ı syste´mu z architektury PDP-11 na VAX.
Port na tuto architekturu sice jizˇ existoval, byl j´ım UNIX/32V od Bellovy´ch laboratorˇ´ı, ale
ten nevyuzˇ´ıval mozˇnost´ı virtua´ln´ı pameˇti VAXu. Ja´dro 32V bylo z velke´ cˇa´sti prˇepsa´no
studenty z Berkeley a tato pra´ce si z´ıskala pomeˇrneˇ dobre´ uzna´n´ı.
U´speˇch 3BSD zaprˇ´ıcˇinil to, zˇe grantova´ agentura ministerstva obrany USA DARPA
(Defense Advanced Research Projects Agency) se rozhodla dotovat ty´m z Berkeley, aby tak
podporˇila jeho dalˇs´ı vy´voj. C´ılem projektu 4BSD bylo vytvorˇit podporu pro internetovy´
protokol TCP/IP, ktery´ vzesˇel pra´veˇ od DARPY.
Na´sledovaly verze 4.1, 4.2, 4.3. Ve verzi 4.2 byla v roce 1983 uvolneˇna implementace
protokolu TCP/IP a byla tak vy´razneˇ pos´ılena podpora s´ıt´ı v syste´mu UNIX, ktera´ nebyla
do te´ doby nijak zvla´sˇteˇ rozvinuta´.
Do doby verze 4.3 obsahovaly distribuce BSD ko´d z AT&T UNIXu a vyzˇadovaly tak
vlastnictv´ı jeho licence. Tato licence vsˇak byla pomeˇrneˇ draha´ a vznikala popta´vka po
rozsˇ´ıˇren´ıch BSD (hlavneˇ s´ıt’ove´m ko´du) bez teˇchto omezen´ı. Reakc´ı bylo vyda´n´ı Networking
Release (Net/1) v roce 1989, ktere´ bylo uvolneˇno pod BSD licenc´ı.
Po verzi Net/1 se vy´voja´rˇ Keith Bostic zamy´sˇlel vydat veˇtsˇ´ı cˇa´st syste´mu pod BSD
licenc´ı. Zacˇal tedy znovu implementovat neˇktere´ na´stroje bez pouzˇit´ı ko´du pocha´zej´ıc´ıho
z AT&T. Naprˇ´ıklad editor vi, ktery´ obsahoval ko´d z licencovane´ho editoru ed, byl prˇepsa´n
jako nvi. Po jednom a p˚ul roce, byl prˇepsa´n skoro vsˇechen ko´d od AT&T kromeˇ neˇkolika
zdrojovy´ch soubor˚u kernelu. Ty byly vyjmuty a byla uvolneˇna distribuce Net/2 jako te´meˇrˇ
kompletn´ı operacˇn´ı syste´m.
Syste´m Net/2 byl za´kladem ke dveˇma port˚um na architekturu Intel 80386. Byly to
nekomercˇn´ı 386BSD od Williama Jolitze a proprieta´rn´ı BSD/386 (pozdeˇji prˇejmenova´n na
BSD/OS) od Berkeley Software Design (BSDi). Syste´m 386BSD byl za´kladem pro projekty
NetBSD a FreeBSD. [11]
2.3 FreeBSD
FreeBSD projekt se vyvinul v roce 1993 z neoficia´ln´ıch rozsˇ´ıˇren´ı k 386BSD. V roce 1994
byl ukoncˇen soudn´ı spor ohledneˇ vlastnictv´ı pra´v k cˇa´stem Net/2 mezi Univerzitou v Ber-
keley a firmou Novell, ktera´ je koupila od AT&T. Pra´va byla prˇizna´na spolecˇnosti Novell
a uzˇivatel˚um Net/2 bylo doporucˇeno prˇej´ıt k 4.4BSD-Lite, cozˇ byla verze, ze ktere´ byl
d˚usledneˇ odstraneˇn ko´d od AT&T a chybeˇly v n´ı velke´ kusy ko´du, ktere´ byly potrˇeba pro
sestaven´ı funkcˇn´ıho syste´mu. Projekt FreeBSD musel tedy zacˇ´ıt vyv´ıjet podstatnou cˇa´st
znovu z ko´du 4.4BSD-Lite. [9, kap. 1.3]
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2.4 Vy´vojovy´ model a veden´ı projektu FreeBSD
Prˇi snaze pochopit jak se projekt FreeBSD vyv´ıj´ı a jak vznika´ si mus´ıme uveˇdomit neˇktere´
aspekty vy´voje opensource softwaru. Oproti vy´voja´rˇ˚um proprieta´rn´ıch syste´mu˚ jsou vy´voja´rˇi
FreeBSD cˇasto pouze dobrovoln´ıci, nejsou (azˇ na neˇktere´ vy´jimky) za odvedenou pra´ci pla-
ceni a cˇasto programuj´ı hlavneˇ pro za´bavu ve sve´m volne´m cˇase.
Kompletn´ı zdrojove´ ko´dy syste´mu vcˇetneˇ dokumentace, hla´sˇen´ı o chyba´ch a archiv
prˇ´ıspeˇvk˚u na mailing-listu je verˇejneˇ dostupny´ prˇes syste´m spra´vy verz´ı CVS. Pra´va k za´pisu
do teˇchto repozita´rˇ˚u ma´ vsˇak pouze omezeny´ okruh lid´ı, tzv. commiters. Vy´voja´rˇi, ktery´ch
je v soucˇasnosti cca 3000-4000, musej´ı spolupracovat s neˇktery´m z 300-400 commiter˚u,
jestlizˇe chteˇj´ı, aby se jimi navrhovane´ zmeˇny promı´tly do syste´mu. Stejneˇ jako vy´voja´rˇi se i
commiters veˇtsˇinou specializuj´ı na neˇkterou cˇa´st syste´mu. Vsˇechny rozsa´hle´ zmeˇny by meˇly
by´t oveˇrˇeny v´ıce commitery, nezˇ budou zaneseny do zdrojove´ho stromu. V hierarchii vy´sˇ
nad commitery je uzˇ jen tzv. core team. Cˇlenove´ te´to uzˇsˇ´ı skupiny (v soucˇasnosti 9 lid´ı)
jsou voleni kazˇde´ dva roky. Jejich u´kolem je prˇij´ıma´n´ı za´vazˇneˇjˇs´ıch rozhodnut´ı, rˇesˇen´ı spor˚u
dvou nebo v´ıce commiter˚u a prˇij´ıma´n´ı novy´ch commiter˚u.
Vy´voj prob´ıha´ paralelneˇ ve dvou veˇtv´ıch: FreeBSD-STABLE a FreeBSD-CURRENT.
Veˇtev FreeBSD-STABLE je zamy´sˇlena jako stabiln´ı a promı´taj´ı se do n´ı pouze zmeˇny,
ktere´ opravuj´ı chyby a prˇida´vaj´ı podporu pro novy´ hardware. Stabiln´ı veˇtev je cˇas od cˇasu
vyda´va´na jako ”RELEASE“ a je uvolneˇna v podobeˇ ISO obraz˚u k vypa´len´ı na CD. Aktivn´ı
vy´voj a prˇida´va´n´ı novy´ch mozˇnost´ı prob´ıha´ ve veˇtvi CURRENT. Prˇiblizˇneˇ kazˇde´ dva roky
se veˇtev CURRENT rozdvoj´ı, aby se zformovala nova´ veˇtev STABLE.
2.5 BSD licence
Acˇkoliv jsou cˇa´sti syste´mu licencova´ny pod r˚uzny´mi licencemi, preferovanou licenc´ı pro
ja´dro a syste´move´ na´stroje je BSD licence. BSD licence samotna´ ma´ sv˚uj p˚uvod na univer-
ziteˇ v Berkeley. Text te´to licence je uveden v prˇ´ıloze A.
BSD licence je velmi volnou licenc´ı, oproti GNU GPL neobsahuje zˇa´dna´ omezen´ı,
kromeˇ toho, zˇe s´ıˇrene´ odvozene´ d´ılo (at’ uzˇ v bina´rn´ı nebo zdrojove´ formeˇ) mus´ı obsa-
hovat informaci o autorech, o licenci a beˇzˇne´ zrˇeknut´ı se odpoveˇdnosti za d´ılo. BSD licence
umozˇnˇuje komercˇn´ı vyuzˇit´ı vcˇetneˇ vyuzˇit´ı bez zverˇejneˇn´ı zdrojovy´ch ko´d˚u. Neˇkdy by´va´
vtipneˇ oznacˇova´na jako copycenter:
Existuje copyright, ktery´ zakazuje sˇ´ıˇren´ı d´ıla, copyleft, ktery´ naopak zakazuje
omezova´n´ı sˇ´ıˇren´ı d´ıla a BSD licenci nazveˇme copycenter, cozˇ znamena´ ”Vezmeˇte
si to do copycentra a udeˇlejte si kopi´ı kolik chcete.“ [10]
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Kapitola 3
S´ıt’ovy´ subsyste´m Netgraph
3.1 Co je to Netgraph?
Netgraph je modula´rn´ı s´ıt’ovy´ subsyste´m implementovany´ prˇ´ımo v ja´drˇe operacˇn´ıho syste´mu
FreeBSD. U´kolem Netgraphu nen´ı nahradit existuj´ıc´ı s´ıt’ovou infrastrukturu v ja´drˇe, ale
sp´ıˇse se s n´ı doplnˇovat a nab´ıdnout vy´voja´rˇ˚um nove´ mozˇnosti [2]:
• flexibiln´ı zp˚usob kombinova´n´ı protokol˚u a ovladacˇ˚u s´ıt’ovy´ch zarˇ´ızen´ı
• zp˚usob jak modula´rneˇ implementovat nove´ protokoly
• spolecˇnou platformu pro vza´jemnou komunikace objekt˚u v kernelu
• efektivn´ı implementaci v kernelu
Netgraph navrhli a poprve´ implementovali vy´voja´rˇi Archie Cobbs a Julian Elischer roku
1996 ve firmeˇ Whistle Communications, Inc. ve verzi FreeBSD 2.2 modifikovane´ pro zarˇ´ızen´ı
Whistle InterJet. Jednalo se o server urcˇeny´ pro mensˇ´ı kancela´rˇe a doma´cnosti k prˇipojen´ı
do internetu a poskytova´n´ı sluzˇeb jako e-mail, VPN, firewall, souborovy´ server apod.[1] Do
oficia´ln´ıho stromu se Netgraph dostal poprve´ ve verzi FreeBSD 3.4.
V na´vrhu Netgraphu lze pomeˇrneˇ snadno rozeznat ovlivneˇn´ı unixovou filosofiı. Mı´sto
neˇjake´ho slozˇite´ho robustn´ıho syste´mu je k dispozici cela´ sada neˇkolika relativneˇ jedno-
duchy´ch na´stroj˚u, ktere´ prova´deˇj´ı jednoduche´ prˇesneˇ definovane´ operace. Dı´ky tomu se
tento syste´m da´ jednodusˇe prˇizp˚usobit a lze s n´ım prova´deˇt veˇci, na ktere´ p˚uvodn´ı na´vrha´rˇi
trˇeba ani nepomysleli. Teˇmito na´stroji jsou uzly (nodes), ktere´ jsou pomoc´ı hran spojova´ny
do veˇtsˇ´ıch celk˚u, graf˚u. Pode´l hran se sˇ´ıˇr´ı data, ktera´ jsou zpracova´na v uzlech, naprˇ.
prˇida´va´n´ım cˇi odeb´ıra´n´ım hlavicˇek paket˚um prˇi implementaci r˚uzny´ch protokol˚u.
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3.1.1 Za´kladn´ı pojmy
V te´to podkapitole si objasn´ıme za´kladn´ı pojmy jako uzly, hrany, kontroln´ı zpra´vy.
Uzel
Za´kladn´ı jednotkou v Netgraphu je uzel. Uzly zpracova´vaj´ı data, ktera´ prˇes neˇ tecˇou, naprˇ.
prˇida´vaj´ı nebo odeb´ıraj´ı hlavicˇky r˚uzny´ch protokol˚u. Uzly take´ mohou by´t zdrojem nebo
c´ılem dat v prˇ´ıpadeˇ, zˇe jsou asociova´ny prˇ´ımo s hardware nebo s jiny´mi cˇa´stmi s´ıt’ove´ho sub-
syste´mu. Vsˇechny uzly maj´ı neˇkolik spolecˇny´ch prˇeddefinovany´ch metod, ktere´ jim umozˇnˇuj´ı
komunikovat s ostatn´ımi uzly.
Kazˇdy´ uzel patrˇ´ı k neˇjake´mu typu. Typ urcˇuje chova´n´ı uzlu a zp˚usob prˇipojen´ı k ostatn´ım
uzl˚um. Nab´ız´ı se paralela s objektoveˇ orientovany´m programova´n´ım. Typ mu˚zˇeme cha´pat
jako trˇ´ıdu, ktera´ je odvozena´ od hlavn´ı trˇ´ıdy a deˇd´ı tak rysy spolecˇne´ pro vsˇechny uzly.
Uzel je instanc´ı typu (trˇ´ıdy). Typ uzlu je popsa´n jednoznacˇny´ch ASCII na´zvem. Uzlu je
v dobeˇ jeho vytvorˇen´ı prˇideˇlena jednoznacˇna´ adresa, ktera´ je tvorˇena 32-bitovy´m cˇ´ıslem
(ID number). Nav´ıc mu˚zˇe by´t uzel pro veˇtsˇ´ı prˇehlednost a usnadneˇn´ı pra´ce pojmenova´n
ASCII na´zvem. Na´zev nesmı´ obsahovat znaky ‘.’ nebo ‘:’ a jeho de´lka je implementacˇneˇ
omezena´ na NG_NODESIZ (vcˇetneˇ ukoncˇovac´ıho znaku nula). Spojen´ım pa´ru ha´k˚u vznikne
hrana. Data tecˇou obousmeˇrneˇ mezi uzly pode´l hran tvorˇeny´ch pa´rem ha´k˚u. Uzel mu˚zˇe mı´t
libovolny´ pocˇet ha´k˚u.
Kazˇdy´ ha´k ma´ sv˚uj ASCII na´zev, ktery´ je jednoznacˇny´ v ra´mci uzlu. Na´zev nesmı´
podobneˇ jako u na´zvu uzlu obsahovat znaky ‘.’ a ‘:’ a jeho de´lka je omezena´ na NG_HOOKSIZ
znak˚u (vcˇetneˇ ukoncˇovac´ıho znaku nula). Ha´k je vzˇdy prˇipojen k neˇjake´mu jine´mu ha´ku
a vznika´ atomicky azˇ v dobeˇ vytva´rˇen´ı hrany. Odstraneˇn´ı ha´ku na jedne´ straneˇ spoje ma´
za na´sledek odstraneˇn´ı cele´ hrany i s protilehly´m ha´kem. Pro ha´ky mu˚zˇou by´t definova´ny
vlastn´ı metody pro prˇ´ıjem dat a kontroln´ıch zpra´v. Dojde tak k ”prˇet´ızˇen´ı“ obecny´ch metod
pro dany´ uzel.
Kontroln´ı zpra´vy
Ke komunikaci s uzly, k jejich konfiguraci a zjiˇst’ova´n´ı stavu se pouzˇ´ıvaj´ı kontroln´ı zpra´vy.
Vsˇechny uzly rozumeˇj´ı za´kladn´ım kontroln´ım zpra´va´m, ktere´ jsou soucˇa´st´ı implementace
Netgraphu. Tv˚urce modulu mu˚zˇe navrhnout vlastn´ı zpra´vy specificke´ pro vytva´rˇeny´ uzel.
Zpra´vy jsou z d˚uvodu efektivnosti v bina´rn´ım forma´tu, ale veˇtsˇinou je nav´ıc definova´n i
textovy´ forma´t, ktery´ je vhodneˇjˇs´ı pro ladeˇn´ı a pouzˇit´ı v uzˇivatelsky´ch rozhran´ıch. Vsˇechny
zpra´vy jsou opatrˇeny 32-bitovou hodnotou nazy´vanou typecookie, ktera´ znacˇ´ı typ zpra´vy.
Kazˇdy´ typ uzlu, ktery´ rozumı´ dane´ zpra´veˇ, ma´ definovanou stejnou hodnotu typecookie.
3.1.2 Adresova´n´ı
Netgraph nab´ız´ı prˇehledny´ zp˚usob jak adresovat konkre´tn´ı uzel v grafu. Kazˇdy´ uzel je
dostupny´ prˇes adresu, ktera´ ma´ typ rˇeteˇzce ASCII znak˚u. Je nutne´ poznamenat, zˇe toto
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adresova´n´ı je pouzˇitelne´ pouze pro zas´ıla´n´ı kontroln´ıch zpra´v.
Vsˇechny uzly v grafu maj´ı unika´tn´ı ID (ID number). Uzavrˇen´ım tohoto cˇ´ısla v hexade-
cima´ln´ım tvaru do hranaty´ch za´vorek a prˇida´n´ım dvojtecˇky na konec dostaneme platnou
adresu konkre´tn´ıho uzlu. Naprˇ´ıklad uzel s ID cˇ´ıslem 38f mu˚zˇeme adresovat jako ,,[38f]:”.
Neˇktere´ uzly maj´ı jme´na. Uzly spojene´ s hardwarovy´m zarˇ´ızen´ım maj´ı v netgraphu
typicky jme´no dane´ho zarˇ´ızen´ı. Naprˇ´ıklad uzel asociovany´ s ethernetovy´m adapte´rem ,,em0”
ma´ adresu ,,em0:”.
Adresy mohou by´t i slozˇiteˇjˇs´ı nezˇ pouhe´ jme´no nebo ID cˇ´ıslo uzlu, nav´ıc se adresy deˇl´ı na
absolutn´ı a relativn´ı. Absolutn´ı adresa zacˇ´ına´ jme´nem nebo ID cˇ´ıslem uzlu, da´le na´sleduje
dvojtecˇka, za n´ı posloupnost ha´k˚u oddeˇlena´ tecˇkami. Relativn´ı adresa obsahuje pouze se-
znam ha´k˚u oddeˇleny´ch tecˇkami. Cesta pak zacˇ´ına´ v uzlu, ze ktere´ho se odkazujeme. Pro
na´zornost si uvedeme neˇkolik prˇ´ıklad˚u. Uvazˇujme obra´zek 3.1, na uzel ngeth0 se mu˚zˇeme
odka´zat naprˇ´ıklad teˇmito adresami:
ngeth0:
mybridge:link3
bfe0:lower.link0
[5c8]:
[5c4]:upper.link3
mybridge:link2.lower.link3
mybridge:
bridge [5cc]:
link3 link2 link1link0
ngeth0:
ether [5c8]:
upper lower
bfe0:
ether [5c4]:
upper lower
Obra´zek 3.1: Prˇ´ıklad k adresova´n´ı
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3.2 Prˇ´ıklady modul˚u
Nyn´ı si uvedeme neˇkolik prˇ´ıklad˚u konkre´tn´ıch netgraphovy´ch modul˚u (resp. typ˚u), ktere´
jsou implementova´ny ve FreeBSD. U kazˇde´ho pop´ıˇseme pouze za´kladn´ı chova´n´ı a mozˇnosti
vyuzˇit´ı. Podrobneˇjˇs´ı informace lze nale´zt v manua´lovy´ch stra´nka´ch k prˇ´ıslusˇny´m modul˚um.
3.2.1 echo
Modul ng_echo(4) pos´ıla´ zpeˇt odes´ılateli vsˇechny kontroln´ı zpra´vy a data, ktere´ k neˇmu
dorazily. Tento modul je pouzˇitelny´ zejme´na k testova´n´ı a ladeˇn´ı.
3.2.2 tee
Modul ng_tee(4) funguje podobneˇ jako prˇ´ıkaz tee(1). Chova´ se jako rozdvojka, ale na
rozd´ıl od jej´ıho shellove´ho ekvivalentu je oboustranna´. Tee uzly maj´ı cˇtyrˇi ha´ky: left, right,
left2right a right2left. Vsˇechna data, ktera´ doraz´ı na ha´k left, jsou posla´na na ha´ky right
a left2right. Obdobneˇ z right na left a right2left. Da´le pak data z uzlu right2left (resp.
left2right) tecˇou v nezmeˇneˇne´ podobeˇ na ha´ky right (resp. left). Uzel typu tee se hod´ı
zejme´na k ladeˇn´ı nebo ”odposloucha´va´n´ı“ spojen´ı mezi dveˇma uzly. Za zmı´nku stoj´ı i to,
zˇe uzel si pro jednotlive´ ha´ky vytva´rˇ´ı statistiku o pocˇtu datovy´ch zpra´v (paket˚u) a jejich
celkove´ velikosti pro smeˇr toku ven i dovnitrˇ uzlu.
3.2.3 iface
Vytvorˇen´ım uzlu typu iface vznikne virtua´ln´ı s´ıt’ove´ rozhran´ı typu point-to-point. To je
dosazˇitelne´ jednak z Netgraphu jako uzel, ale i jako klasicke´ s´ıt’ove´ rozhran´ı prˇes syste´movy´
na´stroj ifconfig(8). Rozhran´ı jsou pojmenova´na jako ng0, ng1, atd. Uzly tohoto typu
maj´ı ha´ky odpov´ıdaj´ıc´ı jednotlivy´m protokol˚um (inet, inet6, ipx, atalk, atm, . . . ). Pakety,
ktere´ doraz´ı na s´ıt’ove´ rozhran´ı se objev´ı na ha´ku prˇ´ıslusˇne´ho protokolu a data poslana´ na
ha´k znacˇ´ıc´ı urcˇity´ protokol posˇle rozhran´ı do s´ıteˇ jako pakety dane´ho protokolu.
3.2.4 eiface
Podobneˇ jako ng_iface(4) i modul ng_eiface(4) vytva´rˇ´ı virtua´ln´ı s´ıt’ove´ rozhran´ı s t´ım
rozd´ılem, zˇe se jedna´ o ethernetove´ rozhran´ı. Rozhran´ı jsou pojmenova´na na´zvy ngeth0,
ngeth1, atd.
3.2.5 ether
Modul ng_ether(4) umozˇn´ı s´ıt’ovy´m ethernetovy´m rozhran´ım objevit se v Netgraphu jako
uzly, ktere´ jsou pojmenova´ny stejneˇ jako jim prˇ´ıslusˇej´ıc´ı ethernetova´ rozhran´ı. Uzly typu
ether maj´ı ha´ky lower, upper a orphans. Ha´k lower slouzˇ´ı k prˇ´ıme´mu spojen´ı s ethernetovy´m
rozhran´ım. Kdyzˇ je prˇipojen, jsou na neˇj dorucˇeny vsˇechny prˇ´ıchoz´ı pakety ze s´ıteˇ. Za´pis dat
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na tento ha´k zp˚usob´ı jejich odesla´n´ı do s´ıteˇ. Ha´k upper vytva´rˇ´ı spojen´ı s horn´ımi vrstvami
s´ıt’ove´ho stacku. Po jeho prˇipojen´ı jsou na neˇj pos´ıla´ny vsˇechny odchoz´ı pakety, mı´sto aby
byly vys´ıla´ny prˇ´ımo s´ıt’ovy´m adapte´rem. Za´pis na tento ha´k zp˚usob´ı, zˇe data budou prˇijata
jako ethernetovy´ ra´mec ja´drem OS, tak jako by se jednalo o data ze s´ıteˇ. Ha´k orphans
se chova´ podobneˇ jako lower s t´ım rozd´ılem, zˇe na jeho vy´stupu se objev´ı pouze pakety,
u ktery´ch nebyl rozpozna´n jejich typ (tj. ja´dro OS si s nimi neumı´ poradit). Kdyzˇ nejsou
zˇa´dne´ ha´ky prˇipojeny, uzel se chova´ tak, jako by byly ha´ky lower a upper spojeny.
3.2.6 socket
Modul ng_socket(4) implementuje uzly, ktere´ jsou za´rovenˇ uzly netgraphu a za´rovenˇ pa´rem
soket˚u z rodiny PF_NETGRAPH. Jeden soket je pouzˇit pro data a druhy´ pro kontroln´ı zpra´vy.
Uzel netgraphu je vytvorˇen v dobeˇ vytva´rˇen´ı soket˚u v userspace programu. Prˇ´ıklad takove´ho
vytvorˇen´ı soket˚u:
int s1, s2;
s1 = socket(PF_NETGRAPH, SOCK_DGRAM, NG_CONTROL);
s1 = socket(PF_NETGRAPH, SOCK_DGRAM, NG_DATA);
3.2.7 ksocket
Modul ng_ksocket(4) vytva´rˇ´ı uzly, ktere´ jsou za´rovenˇ BSD sokety a za´rovenˇ uzly netgra-
phu. Avsˇak v tomto prˇ´ıpadeˇ jde o obra´cenou verzi ng_socket. Tento modul na´m umozˇn´ı
vytvorˇit BSD soket prˇ´ımo v kernelu a nava´zat spojen´ı s procesem, ktery´ beˇzˇ´ı loka´lneˇ na
stejne´m stroji, nebo s jiny´m strojem prˇes s´ıt’. Uzel akceptuje kontroln´ı zpra´vy connect,
accept, listen, bind apod., ktere´ maj´ı stejny´ vy´znam jako prˇi pouzˇit´ı socket(2).
3.3 Na´stroje pro pra´ci s Netgraphem
V te´to sekci si pop´ıˇseme programove´ na´stroje, ktere´ slouzˇ´ı k vytva´rˇen´ı grafu a ke komunikaci
s uzly. Da´le si prˇedvedeme neˇktere´ techniky, ktere´ sice nejsou nezbytneˇ nutne´, ale vy´razneˇ
na´m zjednodusˇ´ı pra´ci.
3.3.1 nghook
Na´stroj nghook(8) se prˇipoj´ı na neprˇipojeny´ ha´k uzlu v grafu a umozˇn´ı prˇij´ımat a vys´ılat
pakety prˇes standardn´ı vstup a vy´stup. Vy´stup mu˚zˇe by´t deko´dova´n do cˇitelne´ho ASCII
forma´tu. Naprˇ´ıklad pokud si chceme nechat zobrazit v ASCII forma´tu nerozpoznane´ pakety
ze s´ıt’ove´ho adapte´ru bfe0, pouzˇijeme prˇ´ıkaz:
nghook -a bfe0: orphans
K propojen´ı netgraphu, ktery´ beˇzˇ´ı v kernelu, s procesem nghook v uzˇivatelske´m prostoru
je pouzˇit uzel typu socket (ng_socket(4)).
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3.3.2 ngctl
Program ngctl(8) vytvorˇ´ı uzel typu socket. Prˇes neˇj jsou uzl˚um zas´ıla´ny kontroln´ı zpra´vy
a z´ıska´va´ny informace o uzlech. Tento program s rozhran´ım prˇ´ıkazove´ rˇa´dky mu˚zˇe by´t
jednak pouzˇit v interaktivn´ım mo´du, ale take´ v shellovy´ch skriptech naprˇ´ıklad pro da´vkove´
vytvorˇen´ı jizˇ navrzˇene´ho sche´matu grafu. Vy´pis nejd˚ulezˇiteˇjˇs´ıch prˇ´ıkaz˚u:
connect Spoj´ı pa´r ha´k˚u, aby se vytvorˇila hrana.
dot Vyp´ıˇse cely´ graf ve forma´tu GraphViz (.dot).
help Zobraz´ı seznam prˇ´ıkaz˚u nebo podrobnou na´poveˇdu pro specificky´ prˇ´ıkaz.
list Zobraz´ı informace o vsˇech uzlech v grafu.
mkpeer Vytvorˇ´ı novy´ uzel a prˇipoj´ı ho na existuj´ıc´ı uzel.
msg Zasˇle kontroln´ı zpra´vu vybrane´mu uzlu.
name Prˇiˇrad´ı uzlu jme´no.
rmhook Rozpoj´ı dva uzly, ktere´ jsou spojene´.
show Zobraz´ı informace o dane´m uzlu.
shutdown Prˇerusˇ´ı vsˇechny hrany a odstran´ı uzel.
types Zobraz´ı informace o pra´veˇ nainstalovany´ch typech.
quit Ukoncˇ´ı program.
Prˇ´ıkaz mkpeer ma´ na rozd´ıl od ostatn´ıch prˇ´ıkaz˚u slozˇiteˇjˇs´ı syntaxi, ktera´ nemus´ı by´t na
prvn´ı pohled zrˇejma´.
pouzˇitı´: mkpeer [cesta]: <typ> <ha´k1> <ha´k2>
Prˇ´ıkaz vytvorˇ´ı novy´ uzel typu ”typ“ a prˇipoj´ı ho na uzel na adrese ”cesta“. Ha´ky urcˇene´ ke
spojen´ı jsou ”ha´k1“ na p˚uvodn´ım uzlu a ”ha´k2“ na noveˇ vytvorˇene´m uzlu.
Za povsˇimnut´ı stoj´ı prˇ´ıkaz dot, ktery´ produkuje vy´stup pro sadu programu˚ GraphViz.
Po nainstalova´n´ı te´to sady z bina´rn´ıho bal´ıcˇku prˇ´ıkazem:
# pkg_add -r graphviz
prˇ´ıpadneˇ kompilac´ı a instalac´ı z port˚u:
# cd /usr/ports/graphics/graphviz
# make install clean
na´m na´sleduj´ıc´ı prˇ´ıkaz zobraz´ı sche´ma grafu v graficke´ podobeˇ.
# ngctl dot | dotty -
V bal´ıku graphviz je v´ıce uzˇitecˇny´ch programu˚ pro pra´ci s t´ımto forma´tem. Za zmı´nku stoj´ı
alesponˇ dot, ktery´ umı´ mimo jine´ export do PostScriptu. Takto byly vytvorˇeny i obra´zky
graf˚u v te´to pra´ci.
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3.3.3 libnetgraph
Dalˇs´ım prostrˇedkem pro komunikaci userspace proces˚u s moduly netgraphu je knihovna
libnetgraph(3). Je to knihovna napsana´ v jazyce C a implementuje funkce nutne´ ke spra´veˇ
netgraphu. Samotna´ komunikace s netgraphem prob´ıha´ pomoc´ı modulu ng_socket(4).
Prostrˇedky te´to knihovny vyuzˇ´ıvaj´ı pra´veˇ na´stroje ngctl(8) a nghook(8).
3.4 Prˇ´ıklady vyuzˇit´ı Netgraphu
V adresa´rˇi /usr/share/examples/netgraph nalezneme prˇ´ıklady vyuzˇit´ı Netgraphu.
3.4.1 UDP tunel
Pop´ıˇseme si skript, ktery´ ma´ za u´kol vytvorˇit tunel mezi dveˇma pods´ıteˇmi. Vyuzˇ´ıva´ se
v neˇm tunelova´n´ı IP protokolu prˇes UDP spojen´ı. Prˇepis skriptu s cˇesky´mi komenta´rˇi:
#!/bin/sh
# Definice adres loka´lnı´ a vzda´lene´ vnitrˇnı´ sı´teˇ,
# definice vneˇjsˇı´ch adres a cˇı´slo UDP portu,
# ktery´ bude pouzˇit pro tunel.
#
LOC_INTERIOR_IP=192.168.1.1
LOC_EXTERIOR_IP=1.1.1.1
REM_INTERIOR_IP=192.168.2.1
REM_EXTERIOR_IP=2.2.2.2
REM_INSIDE_NET=192.168.2.0
UDP_TUNNEL_PORT=4028
# Vytvorˇı´ uzel rozhranı´ ‘‘ng0’’, jestlizˇe dosud neexistuje,
# jinak se pouze ujistı´, zda nenı´ k neˇcˇemu prˇipojen.
if ifconfig ng0 >/dev/null 2>&1; then
ifconfig ng0 inet down delete >/dev/null 2>&1
ngctl shutdown ng0:
else
ngctl mkpeer iface dummy inet
fi
# Prˇipojenı´ UDP soketu k ha´ku ‘‘inet’’ uzlu rozhranı´ za pouzˇitı´ uzlu
# typu ng_ksocket(4).
#
ngctl mkpeer ng0: ksocket inet inet/dgram/udp
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# Sva´zˇe (bind) UDP soket s loka´lnı´ vneˇjsˇı´ IP adresou a portem.
#
ngctl msg ng0:inet bind inet/${LOC_EXTERIOR_IP}:${UDP_TUNNEL_PORT}
# Propojı´ UDP soket se vzda´lenou vneˇjsˇı´ IP adresou a portem.
#
ngctl msg ng0:inet connect inet/${REM_EXTERIOR_IP}:${UDP_TUNNEL_PORT}
# Nakonfiguruje rozhranı´ typu point-to-point.
#
ifconfig ng0 ${LOC_INTERIOR_IP} ${REM_INTERIOR_IP}
# Vlozˇı´ za´znam do routovacı´ tabulky, tak aby spojenı´ do vzda´lene´ vnitrˇnı´
# sı´teˇ probı´halo prˇes tunel.
#
route add ${REM_INSIDE_NET} ${REM_INTERIOR_IP}
3.4.2 Podvrzˇen´ı MAC adresy pomoc´ı Netgraphu
S´ıt’ove´ adapte´ry maj´ı od vy´robce pevneˇ prˇideˇlenu tzv. hardwarovou MAC adresu. Tato
adresa je unika´tn´ı (nebo by alesponˇ meˇla by´t). Tak jako se pomoc´ı protokolu DNS spojuj´ı
dome´nova´ jme´na s IP adresami, obdobneˇ se na neˇktery´ch s´ıt´ıch vytva´rˇ´ı pomoc´ı protokolu
ARP spojen´ı mezi IP adresami a MAC adresami s´ıt’ovy´ch rozhran´ı.
MAC adresa je na karteˇ veˇtsˇinou pevneˇ ”vypa´lena“ do pameˇti EPROM. Neˇkdy je vsˇak
trˇeba tuto adresu zmeˇnit, naprˇ´ıklad pokud poskytovatel internetove´ho prˇipojen´ı prova´d´ı
mapova´n´ı IP adres na MAC adresy a uzˇivatel si chce naprˇ. jen na pa´r hodin prˇipojit jiny´
pocˇ´ıtacˇ, anizˇ by musel absolvovat proceduru s odhla´sˇen´ım p˚uvodn´ı MAC adresy a registrac´ı
nove´.
U neˇktery´ch s´ıt’ovy´ch karet je mozˇne´ nastavit MAC adresu softwaroveˇ pomoc´ı na´stroje
ifconfig(8). Ve skutecˇnosti nedojde ke zmeˇneˇ pevneˇ dane´ adresy, jen se karta tva´rˇ´ı, jako
by meˇla jinou. Co si vsˇak pocˇ´ıt s kartami, ktere´ tuto softwarovou zmeˇnu neumozˇnˇuj´ı?
V takove´m prˇ´ıpadeˇ na´m mu˚zˇe pomoci Netgraph.[13]
Na´sleduj´ıc´ı prˇ´ıkazy vytvorˇ´ı uzel typu ng_bridge(4) a virtua´ln´ı ethernetove´ rozhran´ı.
• Odstran´ı IP adresu rozhran´ı.
# ifconfig dc0 delete
• Vytvorˇ´ı virtua´ln´ı ethernetove´ rozhran´ı.
# ngctl mkpeer . eiface hook ether
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• Oveˇrˇ´ı, zda rozhran´ı existuje a MAC adresu ma´ vynulovanou.
# ifconfig ngeth0
ngeth0: flags=8802<BROADCAST,SIMPLEX,MULTICAST> mtu 1500
ether 00:00:00:00:00:00
• Zapne virtua´ln´ı ethernetove´ rozhran´ı.
# ifconfig ngeth0 up
ngeth0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> mtu 1500
inet6 fe80::2d0:9ff:fe4c:9e5f%ngeth0 prefixlen 64 scopeid 0x4
ether 00:00:00:00:00:00
• Pokud tak nebylo ucˇineˇno je potrˇeba zave´st modul pro ng_ether(4).
# kldload ng_ether
• Vytvorˇ´ı most (bridge) a prˇipoj´ı doln´ı ha´k virtua´ln´ıho rozhran´ı.
# ngctl mkpeer ngeth0: bridge lower link0
• Pojmenuje most.
# ngctl name ngeth0:lower mybridge
• Prˇipoj´ı ha´k doln´ı vrstvy fyzicke´ho rozhran´ı.
# ngctl connect dc0: mybridge: lower link1
• Prˇipoj´ı most na ha´k horn´ı vrstvy fyzicke´ho rozhran´ı.
# ngctl connect dc0: mybridge: upper link2
• Prˇipoj´ı most na ha´k horn´ı vrstvy virtua´ln´ıho rozhran´ı.
# ngctl connect ngeth0: mybridge: upper link3
• Nastav´ı fyzicke´ rozhran´ı, aby neprˇepisovalo MAC adresu v hlavicˇka´ch ra´mc˚u svou
MAC adresou.
# ngctl msg dc0: setautosrc 0
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• Prˇepne fyzicke´ rozhran´ı do promiskuitn´ıho modu, tzn. karta prˇeda´va´ do vysˇsˇ´ıch vrstev
i pakety, ktere´ nejsou adresova´ny prˇ´ımo pro ni.
# ngctl msg dc0: setpromisc 1
• Nastav´ı MAC adresu virtua´ln´ıho rozhran´ı.
# ifconfig ngeth0 link 00:5c:16:10:dd:79
• Necha´ si od DHCP serveru prˇideˇlit IP adresu pro virtua´ln´ı rozhran´ı.
# dhclient ngeth0
# ifconfig ngeth0
ngeth0: flags=8843<UP,BROADCAST,RUNNING,SIMPLEX,MULTICAST> mtu 1500
inet6 fe80::2de:adff:fe12:1212%ngeth0 prefixlen 64 scopeid 0x4
inet 192.168.1.21 netmask 0xffffff00 broadcast 192.168.1.255
ether 00:5c:16:10:dd:79
Sche´ma takto vytvorˇene´ho grafu je mozˇno videˇt na obra´zku 3.1.
16
Kapitola 4
Dalˇs´ı subsyste´my vyuzˇitelne´ pro
modul
Pro na´vrh Netgraph modulu pro pocˇ´ıta´n´ı statistik je potrˇeba porozumeˇt neˇkolika dalˇs´ım
subsyste´mu˚m a mechanismu˚m ja´dra. V na´sleduj´ıc´ıch kapitola´ch si prˇedstav´ıme jednotlive´
mechanismy. Nejprve danou problematiku uvedeme do sˇirsˇ´ıho kontextu, potom se zameˇrˇ´ıme
na specificke´ detaily a nakonec danou oblast uvedeme do souvislosti s navrhovany´m modu-
lem.
4.1 Moduly ja´dra
Ja´dro syste´mu FreeBSD se rˇad´ı mezi monoliticka´ ja´dra, avsˇak jako veˇtsˇina modern´ıch uni-
xovy´ch syste´mu˚ ma´ podporu pro jaderne´ moduly. Pod pojmem jaderne´ moduly mu˚zˇeme
cha´pat dveˇ r˚uzne´ veˇci. Pokud chteˇl vy´voja´rˇ do starsˇ´ıch verz´ı BSD ja´dra (jako monoli-
ticke´ho celku) prˇidat neˇjakou novou sluzˇbu nebo subsyste´m, musel mı´t velice dobrou zna-
lost intern´ıch jaderny´ch mechanismu˚. To samozrˇejmeˇ cˇinilo vy´voj obt´ızˇneˇjˇs´ım a cˇasoveˇ
na´rocˇneˇjˇs´ım. V noveˇjˇs´ıch verz´ıch nastal proces modularizace ja´dra, tedy rozbit´ı na v´ıce lo-
gicky´ch celk˚u, ktere´ poskytuj´ı jednotlive´ sluzˇby. Tyto moduly jsou prˇi zava´deˇn´ı syste´mu
serˇazeny do logicke´ho sledu podle toho, jak na sobeˇ za´vis´ı. Modularizovane´ ja´dro umozˇnˇuje
vy´voja´rˇ˚um snadneˇji prˇida´vat nove´ sluzˇby a subsyste´my.
Moduly mu˚zˇeme rozdeˇlit na dveˇ skupiny. Moduly, ktere´ mohou by´t nacˇteny a naopak
uvolneˇny z pameˇti v dobeˇ beˇhu syste´mu nazy´va´me zaveditelne´ moduly ja´dra. Moduly, ktere´
musej´ı by´t zavedeny do pameˇti prˇi zava´deˇn´ı syste´mu, nazy´va´me permanentn´ı jaderne´ mo-
duly. Tyto moduly poskytuj´ı za´kladn´ı sluzˇby jako spra´vu pameˇti nebo pla´novacˇ proces˚u, a
proto nemohou by´t odstraneˇny z pameˇti beˇzˇ´ıc´ıho syste´mu.
Programova´n´ı zaveditelny´ch modul˚u ja´dra je pro syste´move´ programa´tory daleko poho-
dlneˇjˇs´ı a rychlejˇs´ı. Programa´tor mu˚zˇe modul zkompilovat, zave´st, ladit pomoc´ı debuggeru,
uvolnit z pameˇti, zmeˇnit kus ko´du, zkompilovat a znovu nacˇ´ıst bez toho, anizˇ by musel re-
startovat syste´m. Pouzˇit´ı zaveditelny´ch modul˚u ja´dra umozˇnˇuje take´ aktualizovat potrˇebne´
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cˇa´sti syste´mu bez nutnosti restartu. Na druhou stranu prˇi realizaci syste´mu, ktery´ umozˇnˇuje
zava´deˇt a uvolnˇovat moduly ja´dra za beˇhu syste´mu, vyvsta´va´ i ota´zka bezpecˇnosti. Ve
stary´ch verz´ıch BSD bylo ja´dro kompletneˇ imunn´ı v˚ucˇi zmeˇna´m provedeny´ch uzˇivatelem
za doby beˇhu syste´mu. Jediny´m rozhran´ım pro interakci s ja´drem byla syste´mova´ vola´n´ı.
Uzˇivatel sice mohl shodit sv˚uj program, ale nemohl nijak ovlivnit ja´dro OS, pomineme-li
mozˇnost zneuzˇit´ı neˇjake´ za´vazˇne´ chyby v ja´drˇe. Naproti tomu u ja´dra s podporou zavedi-
telny´ch modul˚u hroz´ı nebezpecˇ´ı, zˇe uzˇivatel, ktere´mu se podarˇ´ı z´ıskat pra´va superuzˇivatele,
mu˚zˇe zmeˇnit neˇkterou cˇa´st beˇzˇ´ıc´ıho syste´mu. Urcˇite´ sluzˇby nemohou by´t uvolneˇny z beˇzˇ´ıc´ıho
ja´dra, cozˇ je sice urcˇita´ forma ochrany, ale modul, ktery´ je spra´vneˇ napsa´n mu˚zˇe by´t kdy-
koliv zaveden, vcˇetneˇ teˇch podstrcˇeny´ch u´tocˇn´ıkem. Urcˇity´m rˇesˇen´ım bezpecˇnosti by byla
podpora digita´ln´ıch podpis˚u u jaderny´ch modul˚u. Protozˇe vsˇak FreeBSD digita´ln´ımi pod-
pisy modul˚u nedisponuje, da´vaj´ı spra´vci, kterˇ´ı provozuj´ı FreeBSD v komercˇn´ı sfe´rˇe prˇednost
sp´ıˇse zakompilova´n´ı vsˇech potrˇebny´ch sluzˇeb prˇ´ımo do ja´dra a nepouzˇ´ıvaj´ı jaderne´ moduly,
ktere´ mohou by´t nacˇteny v dobeˇ beˇhu syste´mu. [3]
Cely´ subsyste´m Netgraphu mu˚zˇeme mı´t k dispozici jako jaderny´ modul, nebo ho mu˚zˇeme
zakompilovat prˇ´ımo do ja´dra, v tom prˇ´ıpadeˇ je nutno prˇidat do konfiguracˇn´ıho souboru ja´dra
rˇa´dek options NETGRAPH. Samotne´ moduly Netgraphu maj´ı take´ formu jaderny´ch modul˚u.
4.2 Mbuf
Pozˇadavky na spra´vu pameˇti pro prostrˇedky meziprocesove´ komunikace (kam spada´ i s´ıt’ova´
komunikace) jsou trochu jine´ nezˇ pozˇadavky od ostatn´ıch cˇa´st´ı ja´dra operacˇn´ıho syste´mu.
V obou prˇ´ıpadech jde sice o efektivn´ı alokaci a uvolnˇova´n´ı pameˇti, ale v prˇ´ıpadeˇ mezipro-
cesove´ komunikace je prˇi implementaci r˚uzny´ch protokol˚u cˇasto nutne´ paket˚um prˇida´vat cˇi
odeb´ırat r˚uzne´ hlavicˇky. Odes´ılana´ data se cˇasto rozdeˇluj´ı do v´ıce paket˚u a naopak prˇij´ımane´
pakety se slucˇuj´ı do veˇtsˇ´ıch buffer˚u. Pakety jsou cˇasto rˇazeny do front, nezˇ jsou prˇeda´ny
da´l vysˇsˇ´ım vrstva´m pro prˇ´ıjem nebo nizˇsˇ´ım pro odesla´n´ı. Pro tyto u´cˇely existuje specia´ln´ı
spra´va pameˇti.
Alfou a omegou, kolem ktere´ je tato spra´va pameˇti vystaveˇna, je datova´ struktura mbuf
(obr. 4.1). Paket je slozˇen z rˇeteˇzce teˇchto struktur (mbuf chains). Mbufy maj´ı standardn´ı
velikost 256 byt˚u. Kazˇdy´ mbuf ma´ na zacˇa´tku hlavicˇku tvorˇenou strukturou m hdr, ta
obsahuje mimo jine´ take´ ukazatel m next, ktery´ ukazuje na dalˇs´ı mbuf v rˇeteˇzci. Hodnota
NULL tohoto ukazatele znacˇ´ı, zˇe je dany´ mbuf posledn´ım v rˇeteˇzci.
Za hlavicˇkou se nacha´z´ı datova´ oblast, ktera´ je standardneˇ velka´ 234 byt˚u (hlavicˇka
zab´ıra´ 22 byt˚u). Pokud by tato datova´ oblast prˇ´ımo v mbuf svoji velikost´ı nestacˇila, alokuje
se pro data extern´ı datova´ struktura. V hlavicˇce m hdr je proto ukazatel m data, ktery´ uka-
zuje bud’ na datovou cˇa´st mbuf nebo na extern´ı datovou strukturu. Data se tedy nacha´zej´ı
pouze prˇ´ımo v mbuf nebo v extern´ı strukturˇe, nikdy na obou mı´stech. Da´le je v hlavicˇce
m hdr k dispozici take´ u´daj o velikosti datove´ oblasti, takzˇe s jeho pomoc´ı a s ukazatelem
na data je datova´ oblast prˇesneˇ vymezena.
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234 bytes
m_next
m_nextpkt
m_data
m_len
m_flags
m_type
m_dat
Obra´zek 4.1: Datova´ struktura mbuf
Jak jizˇ bylo rˇecˇeno, mu˚zˇe by´t neˇkolik struktur typumbuf zrˇeteˇzeno do u´tvaru nazy´vane´ho
mbuf chain. Ty mohou by´t da´le zrˇeteˇzeny pomoc´ı ukazatele m nextpkt v hlavicˇce do dalˇs´ıho
seznamu objekt˚u, ktery´ se v tomto prˇ´ıpadeˇ nazy´va´ fronta (mbuf queue).
Dalˇs´ı zaj´ımavou polozˇkou v hlavicˇce mbuf je polozˇka flags. Tyto ”prˇ´ıznaky“ popisuj´ı
jak samotny´ mbuf, tak i objekt ulozˇeny´ v mbuf chain. Prˇ´ıznaky popisuj´ı, zda ma´ mbuf
data ulozˇena v extern´ı datove´ strukturˇe (M EXT), zda je k dispozici sekunda´rn´ı hlavicˇka
(M PKTHDR). Pakety jsou ulozˇeny v mbuf chain a prvn´ı mbuf v rˇeteˇzci ma´ nastaven
prˇ´ıznak M PKTHDR. Da´le mu˚zˇou by´t nasteveny prˇ´ıznaky M BCAST nebo M MCAST,
ktere´ znacˇ´ı, zˇe dany´ paket byl vysla´n jako broadcast nebo multicast, prˇ´ıpadneˇ byl takto
prˇijat.
Jestlizˇe je nastaven prˇ´ıznak M PKTHDR, na´sleduje za beˇzˇnou hlavicˇkou mbuf hlavicˇka
paketu. Ta zmensˇ´ı datovou oblast na 210 byt˚u (obr. 4.2). Hlavicˇka paketu je prˇ´ıtomna pouze
v pocˇa´tecˇn´ım mbuf v rˇeteˇzci mbuf chain a obsahuje polozˇku uda´vaj´ıc´ı celkovou velikost
paketu, ukazatel na rozhran´ı, ktery´m byl dany´ paket prˇijat, ukazatel na hlavicˇku paketu,
kontroln´ı soucˇty a seznam doplnˇuj´ıc´ıch znacˇek.
Mbuf nemus´ı mı´t data paketu obsazˇena prˇ´ımo v sobeˇ, ale mu˚zˇe ukazovat na extern´ı
datovou strukturu. Data tak mohou by´t pouzˇ´ıva´na i v jiny´ch cˇa´stech s´ıt’ove´ho subsyste´mu
bez nutnosti vytva´rˇet jejich kopie. Kdyzˇ je pozˇadova´no v´ıce kopi´ı stejny´ch dat, stacˇ´ı kdyzˇ
se mbufy odkazuj´ı na spolecˇna´ data. [3, 4]
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210 bytes
pkt.len
pkt.rcvif
pkt.header
pkt.csum_flags
pkt.csum_data
pkt.tags
m_dat
m_next
m_nextpkt
m_data
m_len
m_flags
m_type
Obra´zek 4.2: Datova´ struktura mbuf s M PKTHDR
4.2.1 Funkce pro manipulaci s mbufy
Pro alokaci nove´ho mbufu se pouzˇ´ıva´ makro MGET(). Pokud chceme k noveˇ vytva´rˇene´mu
mbufu prˇipojit rovnou i hlavicˇku, mu˚zˇeme pouzˇ´ıt makro MGETHDR().
Funkcem adj() upravuje vymezen´ı datove´ oblasti vmbufu. Data nejsou nijak posouva´na,
pouze se manipuluje s odkazem m data a hodnotou m len. Prˇi prˇeda´va´n´ı paketu dalˇs´ım
vrstva´m se tak mu˚zˇeme posunout o hlavicˇku n´ızˇ nebo vy´sˇ.
Makro mtod() utvorˇ´ı z ukazatele na mbuf hlavicˇku ukazatel na jemu prˇ´ıslusˇej´ıc´ı dato-
vou oblast prˇetypovany´ na pozˇadovany´ typ. Analogicky makro dtom() vezme ukazatel na
datovou oblast a vrac´ı ukazatel na hlavicˇku mbufu, ale tato funkce funguje pouze, jsou-li
data prˇ´ımo soucˇa´st´ı mbufu.
Funkce m pullup() uprav´ı mbuf tak, zˇe pozˇadovany´ pocˇet byt˚u je spojiteˇ umı´steˇn prˇ´ımo
v datove´ oblasti v mbufu. Tato operace se pouzˇ´ıva´ naprˇ´ıklad pro zkouman´ı protokolovy´ch
hlavicˇek, abychom se na neˇ mohli pod´ıvat jako na spojitou datovou strukturu. [3]
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4.3 Sysctl
Sysctl je syste´m pro sd´ılen´ı promeˇnny´ch mezi ja´drem a uzˇivatelsky´mi procesy. Uzˇivatel mu˚zˇe
tyto promeˇnne´ cˇ´ıst a neˇktere´ i nastavovat pomoc´ı utility sysctl(8) nebo pomoc´ı jine´ho
programu vyuzˇ´ıvaj´ıc´ı knihovnu sysctl(3).
Promeˇnne´ sysctl jsou rˇazeny do stromu˚ a podstromu˚ podobneˇ jako adresa´rˇove´ struktury.
Nejd˚ulezˇiteˇjˇs´ı podstromy prvn´ı u´rovneˇ jsou tyto:
kern ja´dro, procesy a limity
compat vrstva kompatibility (s jiny´mi operacˇn´ımi syste´my)
vm virtua´ln´ı pameˇt’
vfs souborovy´ syste´m
net s´ıt’
debug ladeˇn´ı
hw hardware
machdep za´visle´ na architekturˇe
security bezpecˇnost
user user-level
p1003 1b POSIX 1003.1B
Podstromy mohou obsahovat dalˇs´ı podstromy nebo promeˇnne´. Jednotlive´ u´rovneˇ zanorˇen´ı
jsou v syntaxi utility sysctl(8) oddeˇleny tecˇkou. Vezmeˇme si jako prˇ´ıklad promeˇnnou
net.inet.ip.fw.enable. Jej´ım nastaven´ım mu˚zˇeme zapnout, resp. vypnout firewall.
Na´sleduj´ıc´ım prˇ´ıkazem si necha´me zobrazit strucˇnou informaci k te´to promeˇnne´.
# sysctl -d net.inet.ip.fw.enable
net.inet.ip.fw.enable: Enable ipfw
Dalˇs´ı prˇ´ıkaz vyp´ıˇse nastaven´ı te´to promeˇnne´.
# sysctl net.inet.ip.fw.enable
net.inet.ip.fw.enable: 1
Vı´d´ıme, zˇe firewall je zapnuty´. T´ımto prˇ´ıkazem firewall vypneme:
# sysctl net.inet.ip.fw.enable=0
net.inet.ip.fw.enable: 1 -> 0
Staticka´ deklarace
K staticke´ deklaraci sysctl promeˇnny´ch v kernelu slouzˇ´ı makra SYSCTL DECL(). Takto vy-
tvorˇene´ promeˇnne´ jsou inicializova´ny prˇi inicializaci jaderne´ho modulu a prˇi jeho uvolneˇn´ı
jsou znicˇeny. K dispozici ma´me makra jako SYSCTL INT() pro vytvorˇen´ı polozˇky typu
cele´ho cˇ´ısla, SYSCTL LONG pro dlouhe´ cele´ cˇ´ıslo, SYSCTL STRING() pro rˇeteˇzec znak˚u,
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atd. Novy´ podstrom vytvorˇ´ıme makrem SYSCTL NODE(). Pokud neˇktera´ promeˇnna´ prˇi
cˇten´ı nebo za´pisu vyzˇaduje slozˇiteˇjˇs´ı zpracova´n´ı dat k jejich zprˇ´ıstupneˇn´ı, mu˚zˇeme vytvorˇit
handler pro tuto promeˇnnou pomoc´ı makra SYSCTL PROC(). Promeˇnny´m je trˇeba prˇi
vytva´rˇen´ı nastavit pra´va (pouze pro cˇten´ı, pro cˇten´ı i za´pis rootem, pro cˇten´ı i za´pis libo-
volny´m uzˇivatelem, atd.). Podrobneˇjˇs´ı popis teˇchto maker a neˇkolik uka´zkovy´ch prˇ´ıklad˚u
najdeme v manua´love´ stra´nce k sysctl(9).
Dynamicka´ deklarace
Staticka´ alokace sysctl promeˇnne´ na´m umozˇn´ı, zˇe se promeˇnna´ vytvorˇ´ı, kdyzˇ modul nacˇteme
do ja´dra. Pokud vsˇak mus´ıme vytva´rˇet promeˇnne´ beˇhem beˇhu programu modulu, mus´ıme
sa´hnout po funkci sysctl add oid(). Tato funkce vytvorˇ´ı obecneˇ jaky´koliv dostupny´ typ
promeˇnne´ sysctl. Sp´ıˇse je vsˇak vy´hodneˇjˇs´ı pouzˇ´ıt prˇipravena´ makra pro jednotlive´ typy
(SYSCTL ADD NODE(), SYSCTL ADD INT(), SYSCTL ADD UINT(), apod.), ko´d po-
tom bude alesponˇ o neˇco cˇitelneˇjˇs´ı.
U staticky deklarovany´ch sysctl promeˇnny´ch nema´me zˇa´dnou mozˇnost, jak je zrusˇit,
kromeˇ odstraneˇn´ı modulu z pameˇti. Dynamicky deklarovane´ promeˇnne´ i cele´ podstromy
mu˚zˇeme rusˇit pomoc´ı funkce sysctl remove oid(). K prˇesouva´n´ı objekt˚u na jine´ podstromy
slouzˇ´ı funkce sysctl move oid().
Podrobneˇjˇs´ı popis teˇchto funkc´ı a prˇ´ıklady pouzˇit´ı nalezneme v manua´love´ stra´nce
sysctl_add_oid(9).
Prˇi vytva´rˇen´ı novy´ch promeˇnny´ch je dobre´ si uveˇdomit, zˇe tyto promeˇnne´ mohou by´t
pouzˇ´ıva´ny prˇ´ımo uzˇivateli, knihovnami, programy nebo mohou by´t uva´deˇny v dokumen-
taci. Na´zvy podstromu˚ a promeˇnny´ch sysctl bychom meˇli vyb´ırat tak, abychom vyloucˇili
prˇ´ıpadne´ kolize se soucˇasny´mi na´zvy a meˇli bychom take´ myslet na budoucnost a vyb´ırat
zvla´sˇteˇ pro nove´ podstromy vhodna´ jme´na.
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Kapitola 5
Modul pro pocˇ´ıta´n´ı statistik
Jedn´ım z u´kol˚u te´to bakala´rˇske´ pra´ce bylo vytvorˇit netgraphovy´ modul pro pocˇ´ıta´n´ı s´ıt’ovy´ch
statistik. Jako postacˇuj´ıc´ı se uka´zala koncepce modulu se dveˇma ha´ky, ktery´ bude po za-
pojen´ı pocˇ´ıtat prˇes neˇj tekouc´ı data (pocˇet prˇeneseny´ch paket˚u a jejich celkovou velikost).
Jak jizˇ bylo rˇecˇeno, Netgraph ma´ do jiste´ mı´ry objektoveˇ orientovany´ charakter. Prˇi
implementaci vlastn´ıho uzlu se pouzˇ´ıva´ prˇet´ızˇen´ı genericky´ch metod vlastn´ımi funkcemi.
Nejd˚ulezˇiteˇjˇs´ımi metodami v uzlu je funkce pro prˇ´ıjem dat a funkce zpracova´n´ı kontroln´ıch
zpra´v.
Funkce pro prˇ´ıjem dat ma´ prˇ´ıstup k dat˚um jako ke struktura´m typu mbuf. Prˇi prˇenosu
datovy´ch zpra´v mezi uzly nedocha´z´ı ke zbytecˇne´mu kop´ırova´n´ı, ale namı´sto toho se prˇena´sˇej´ı
pouze ukazatele na mbufy. Tyto ukazatele na mbufy jsou ve skutecˇnosti obaleny strukturou
nazy´vanou item. Ta obsahuje polozˇky jako adresu c´ılove´ho uzlu, r˚uzne´ prˇ´ıznaky apod. Tyto
implementacˇn´ı detaily samotne´ho Netgraphu na´s vsˇak nemus´ı prˇ´ıliˇs zaj´ımat. Podstatne´ je,
zˇe se dostaneme na strukturu mbuf, kterou mu˚zˇeme da´le zkoumat.
Pro z´ıska´n´ı nameˇrˇeny´ch dat z modulu je mozˇne´ vyuzˇ´ıt mechanismu kontroln´ıch zpra´v.
Funkce pro prˇ´ıjem kontroln´ıch zpra´v prˇi prˇ´ıjmu dane´ho typu zpra´vy odesˇle jako odpoveˇd’
strukturu s nameˇrˇeny´mi daty. Dalˇs´ı mozˇnost´ı jak z´ıska´vat nameˇrˇena´ data z modulu je
vyuzˇit´ı syste´mu sysctl.
5.1 Inspirace v ng tee
Pro za´kladn´ı pocˇ´ıta´n´ı pr˚uchoz´ıch dat se da´ vyuzˇ´ıt modul ng_tee(4). Uzel tohoto typu si pro
kazˇdy´ ha´k udrzˇuje jednoduche´ statistiky o prˇijaty´ch a odeslany´ch datech. Pro jednoduche´
u´cˇtova´n´ı na linkove´ vrstveˇ mu˚zˇeme prˇipojit uzel typu tee mezi ha´ky lower a upper uzlu
ether.
• Modul ng_ether(4) je potrˇeba nacˇ´ıst manua´lneˇ, veˇtsˇina ostatn´ıch modul˚u se zava´d´ı
automaticky prˇi vytva´rˇen´ı prvn´ıho uzlu dane´ho typu.
# kldload ng_ether
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• Modul ng_ether(4) vytvorˇil pro kazˇde´ ethernetove´ rozhran´ı odpov´ıdaj´ıc´ı uzel. Dejme
tomu, zˇe chceme u´cˇtovat data na zarˇ´ızen´ı bfe0. Prˇipoj´ıme na uzel s na´zvem “bfe0”
novy´ uzel tee a pojmenujeme ho ASCII na´zvem “tee”.
# ngctl mkpeer bfe0: tee lower left
# ngctl connect bfe0: lower upper right
# ngctl name bfe0:lower tee
tee:
tee [27]:
right left
bfe0:
ether [25]:
upper lower
Obra´zek 5.1: Prˇipojen´ı uzlu tee na ether
• Vytvorˇeny´ graf mu˚zˇeme videˇt na obra´zku 5.1. Uzlu “tee” nyn´ı posˇleme zpra´vu, aby
vra´til nameˇrˇene´ statistiky.
# ngctl msg tee: getstats
Rec’d response ‘‘getstats’’ (1) from ‘‘[27]:’’:
Args: { right={ inOctets=32298 inFrames=376 outOctets=2303817
outFrames=27181 } left={ inOctets=2303817 inFrames=27181
outOctets=32298 outFrames=376 } }
• Jestlizˇe chceme uzel “tee” odstranit, posˇleme mu generickou kontroln´ı zpra´vu shut-
down.
# ngctl shutdown tee:
• Povsˇimneˇme si vsˇak, zˇe dosˇlo ke spojen´ı ha´k˚u lower a upper (viz. obr. 5.2). To je totizˇ
specialita ng_tee(4), zˇe pokud jsou prˇipojeny ha´ky left a right, dojde prˇi vypnut´ı
uzlu ke spojen´ı jeho proteˇjˇsk˚u. Uzel tee se tak odpoj´ı z cesty a mezeru po sobeˇ zacel´ı.
• To, zˇe z˚ustanou ha´ky lower a upper typu ether spojene´, nema´ na jeho funkci zˇa´dny´ vliv.
Pokud bychom tomu chteˇli prˇedej´ıt, stacˇ´ı jeden z ha´k˚u uzlu tee nejdrˇ´ıve odstranit a
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bfe0:
ether [25]:
upper
lower
Obra´zek 5.2: Po vypnut´ı uzlu tee
potom uzel vypnout. Dalˇs´ı mozˇnost´ı je odstranit oba ha´ky. Potom dojde jako u veˇtsˇiny
modul˚u po odstraneˇn´ı vsˇech ha´k˚u k automaticke´mu vypnut´ı uzlu.
# ngctl rmhook tee: left
# ngctl rmhook tee: right
• Uzly typu ether nelze jako ostatn´ı uzly vypnout pomoc´ı kontroln´ı zpra´vy shutdown.
Namı´sto toho lze tyto uzly odpojit od ethernetovy´ch zarˇ´ızen´ı zpra´vou detach.
# ngctl msg bfe0: detach
• Moduly je potom mozˇne´ odstranit z pameˇti:
# kldunload ng_tee
# kldunload ng_ether
5.2 Prvn´ı verze modulu
Modul pro pocˇ´ıta´n´ı statistik byl pojmenova´n jako ng_stat. Prvn´ı verze modulu vznikla
zjednodusˇen´ım modulu ng_tee(4). Modul ng_tee(4), stejneˇ jako cely´ Netgraph je zverˇejneˇn
pod BSD licenc´ı, takzˇe nic nebra´nilo tomu vycha´zet prˇi implementaci z ko´du tohoto modulu.
Uzel typu tee ma´ ha´ky right2left a left2right, na ktere´ pos´ıla´ duplikovana´ data. To se
uka´zalo jako zbytecˇne´ a proto byly tyto ha´ky odstraneˇny. Zbytecˇne´ je take´, aby se pro kazˇdy´
ha´k pocˇ´ıtala prˇ´ıchoz´ı i odchoz´ı data. V prˇ´ıpadeˇ zˇe jsou data pos´ıla´na na proteˇjˇs´ı ha´k, stacˇ´ı
aby se zaznamena´vala naprˇ. pouze data prˇicha´zej´ıc´ı do uzlu.
Po prˇipojen´ı na uzel typu ether pocˇ´ıtala prvn´ı verze modulu jednotlive´ ethernetove´
ra´mce a scˇ´ıtala jejich velikosti. Velikost prˇijate´ho ra´mce se z´ıska´ z polozˇky pkt.len v hlavicˇce
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prvn´ıho mbufu v rˇeteˇzci mbuf chain. To, zˇe nameˇrˇena´ velikost odpov´ıda´ velikosti etherne-
tovy´ch ra´mc˚u, bylo oveˇrˇeno srovna´n´ım vy´stupu s vy´stupem softwarove´ho s´ıt’ove´ho ana-
lyza´toru Wireshark (http://www.wireshark.org).
Koncepce sledova´n´ı ethernetovy´ch ra´mc˚u je pouzˇitelna´ i na bezdra´tove´ LAN (Wi-Fi),
protozˇe tam se k prˇenosu pouzˇ´ıva´ take´ ethernetovy´ protokol ([8, str. 69]).
5.3 Rozsˇ´ıˇren´ı funkcˇnosti
Rozsˇ´ıˇren´ı modulu oproti prvn´ı verzi spocˇ´ıva´ ve zkouma´n´ı struktury prˇena´sˇeny´ch etherne-
tovy´ch ra´mc˚u. Prˇi zkouma´n´ı mbufu postupujeme vzˇdy podle tohoto sche´matu:
• Nejprve, pokud je trˇeba, uprav´ıme mbuf pomoc´ı funkce m pullup(), abychom meˇli
jistotu, zˇe se pozˇadovany´ pocˇet byt˚u nacha´z´ı spojiteˇ v datove´ oblasti mbufu.
• Pote´ z´ıska´me ukazatel na data pomoc´ı makra mtod().
• A potom se uzˇ mu˚zˇeme na data pod´ıvat jako na pozˇadovanou strukturu.
Jako prvn´ı se ke zkouma´n´ı na linkove´ vrstveˇ nab´ızej´ı ethernetove´ ra´mce. Zna´zorneˇn´ı
jednotlivy´ch polozˇek v ethernetove´m ra´mci vid´ıme na obr. 5.3. Zaj´ımava´ je polozˇka type,
ktera´ uda´va´ typ dane´ho spojen´ı. Po porovna´n´ı te´to polozˇky s konstantami z hlavicˇkove´ho
souboru net/ethernet.hmu˚zˇeme rozhodnout, do jake´ho protokolu na s´ıt’ove´ vrstveˇ spojen´ı
patrˇ´ı. Implementovany´ modul sleduje protokoly IP a ARP. O dalˇs´ı protokoly je mozˇne´ modul
rozsˇ´ıˇrit jednoduchy´m za´sahem do zdrojove´ho ko´du.
Bytes
Preamble address
Destination
address
Source Check−
sumDataType
0−15002668 0−46 4
Pad
Obra´zek 5.3: Ethernetovy´ ra´mec IEEE 802.3
Inkrementac´ı ukazatele na datovou oblast se mu˚zˇeme posunout v ethernetove´m ra´mci za
polozˇku type. To na´m umozˇn´ı pod´ıvat se na data z perspektivy protokolu na vysˇsˇ´ı vrstveˇ.
Na obra´zku 5.4 vid´ıme strukturu hlavicˇky IP protokolu verze 4. Polozˇka Protocol obsahuje
informaci o protokolu transportn´ı vrstvy dane´ho paketu. Definice konstant jednotlivy´ch
protokol˚u najdeme v hlavicˇkove´m souboru netinet/in.h. Nad protokolem IP rozpozna´va´
na´sˇ modul protokoly TCP, UDP a ICMP.
Podobny´m zp˚usobem si lze vsˇ´ımat i dalˇs´ıch polozˇek v IP hlavicˇce. Mus´ıme si vsˇak da´t
pozor na to, zˇe jednotlive´ byty polozˇek v IP hlavicˇce jsou ulozˇeny v porˇad´ı Big-Endian, cozˇ je
standard v s´ıt’ove´ komunikaci. K prˇevodu cˇ´ısel mezi ko´dova´n´ım nasˇ´ı architektury a porˇad´ım
Big-Endian na s´ıti slouzˇ´ı makra htonl() pro 32-bitova´ cela´ cˇ´ısla a htons() pro 16-bitova´
cela´ cˇ´ısla. Pro opacˇny´ prˇevod ze s´ıt’ove´ho porˇad´ı byt˚u na porˇad´ı nasˇ´ı architektury existuj´ı
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MType of seviceVersion IHL Total length
Time to live Protocol Header checksum
Fragment offset
Source address
Identification
0 31
Destination address
Options (0 or more words)
F
D
F
Obra´zek 5.4: Hlavicˇka protokolu IPv4
makra ntohl() a ntohs(). Na architektura´ch s porˇad´ım byt˚u Big-Endian jsou tato makra
definova´na tak, zˇe s prˇedany´mi hodnotami nic neprova´deˇj´ı, prˇesto (nebo snad pra´veˇ proto)
se doporucˇuje je pouzˇ´ıvat, nebot’ se tak zvy´sˇ´ı prˇenosnost nasˇeho programu. Ve zdrojove´m
ko´du implementovane´ho modulu je pro uka´zku u protokolu TCP nastaveno u´cˇtova´n´ı pouze
spojen´ı s urcˇitou pevneˇ nastavenou IP adresou.
Da´le je mozˇne´ posunout se o velikost IP hlavicˇky a zkoumat hlavicˇku dalˇs´ıho protokolu,
naprˇ. TCP nebo UDP, a zaznamena´vat jen spojen´ı urcˇite´ho portu apod. V implemento-
vane´m modulu je toho vyuzˇito a pro demonstraci se u´cˇtuj´ı v TCP sekci pouze spojen´ı
asociovana´ s urcˇity´m napevno nastaveny´m portem.
5.4 Komunikace s uzlem
Pro kazˇdy´ z protokol˚u IP, ARP, TCP, UDP a ICMP jsou v modulu zvla´sˇt’ pocˇ´ıtadla pro
tok dat ze s´ıteˇ (upstream – z nizˇsˇ´ıch vrstev do vysˇsˇ´ıch) a pro opacˇny´ smeˇr (downstream).
Tyto nameˇrˇene´ hodnoty je mozˇne´ z´ıskat dvoj´ım zp˚usobem:
1. Pomoc´ı kontroln´ıch zpra´v.
2. Prˇes syste´m sysctl.
Pro oba zp˚usoby se pouzˇ´ıvaj´ı jedny a ty same´ promeˇnne´. To, zˇe mohou by´t pouzˇity
oba syste´my, nijak neovlivnˇuje vy´kon modulu. Konkre´tn´ı popis kontroln´ıch zpra´v a sysctl
promeˇnny´ch je uveden v prˇ´ıloze C v na´vodu k pouzˇit´ı.
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Kapitola 6
Za´veˇr
6.1 Srovna´n´ı s podobny´mi moduly
Na za´veˇr se nab´ız´ı srovna´n´ı s ostatn´ımi podobny´mi na´stroji na sledova´n´ı s´ıt’ove´ho provozu
a vytva´rˇen´ı statistik. Podobny´m syste´mem je naprˇ´ıklad Cisco NetFlow.
6.1.1 Cisco NetFlow
Cisco NetFlow je protokol pro sledova´n´ı a sb´ıra´n´ı informac´ı o toku na s´ıti. Implementace
tohoto protokolu sesta´va´ ze dvou od sebe oddeˇleny´ch programu˚. Tou prvn´ı cˇa´st´ı jsou sen-
zory, ktere´ rozpozna´vaj´ı jednotlive´ ”toky“ (flows) v s´ıt
’ove´m provozu. Toky jsou rozliˇsova´ny
podle IP adres koncovy´ch bod˚u, TCP/UDP port˚u, ToS a vstupn´ıch rozhran´ı. Nameˇrˇena´
data jsou pos´ıla´na prˇes UDP spojen´ı dalˇs´ım programu˚m, tzv. sbeˇracˇ˚um. Sbeˇracˇe skladuj´ı
nameˇrˇena´ data, ze ktery´ch pak mu˚zˇou by´t vytva´rˇeny r˚uzne´ grafy apod. Senzory a sbeˇracˇe
mohou by´t nainstalova´ny oddeˇleneˇ na r˚uzny´ch stroj´ıch na s´ıti. Ve FreeBSD existuje senzor
pro NetFlow implementovany´ v Netgraphu. Je j´ım modul ng_netflow(4). [7]
NetFlow sleduje datova´ spojen´ı na s´ıt’ove´ vrstveˇ protokolu IP, modul ng_stat naproti
tomu mu˚zˇe sledovat spojen´ı uzˇ na nizˇsˇ´ı linkove´ vrstveˇ a vid´ı tak protokoly, ktere´ jsou i
mimo IP.
6.2 Na´vrhy na rozsˇ´ıˇren´ı
Modul ng_stat by se dal samozrˇejmeˇ da´le rozsˇ´ıˇrit. Jednou z oblast´ı rozsˇ´ıˇren´ı by mohla by´t
hlubsˇ´ı analy´za procha´zej´ıc´ıch paket˚u a rozpozna´va´n´ı v´ıce protokol˚u. Rozsˇ´ıˇren´ı by nebylo
nijak zvla´sˇteˇ slozˇite´, stacˇ´ı postupovat zp˚usobem naznacˇeny´m v kapitole 5.
Dalˇs´ı rozsˇ´ıˇren´ı pra´ce by mohlo spocˇ´ıvat ve vytvorˇen´ı syste´move´ho utility operuj´ıc´ı v user-
space. Na´stroj by mohl vyuzˇ´ıvat knihovnu netgraph(3) v prˇ´ıpadeˇ, zˇe by komunikoval s mo-
dulem prˇes kontroln´ı zpra´vy Netgraphu. V prˇ´ıpadeˇ komunikace prˇes sysctl, by bylo vhodne´
pouzˇ´ıt knihovnu sysctl(3).
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Namı´sto sta´vaj´ıc´ıho prˇizp˚usobova´n´ı si modulu prˇ´ımo u´pravou zdrojove´ho ko´du, by bylo
vhodne´ vytvorˇit syste´m konfigurace, resp. neˇjaky´ konfiguracˇn´ı jazyk.
Dobre´ by take´ bylo prove´st testova´n´ı vlivu modulu na vy´konnost syste´mu a proveden´ı
prˇ´ıpadny´ch optimalizac´ı.
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Prˇ´ıloha A
BSD licence
Neoficia´ln´ı cˇesky´ prˇeklad dnesˇn´ı podoby licence[12]:
Copyright c© ROK, VLASTNI´K PRA´V. Vsˇechna pra´va vyhrazena.
Redistribuce a pouzˇit´ı zdrojovy´ch i bina´rn´ıch forem d´ıla, v p˚uvodn´ım i upravo-
vane´m tvaru, jsou povoleny za na´sleduj´ıc´ıch podmı´nek:
• Sˇ´ıˇreny´ zdrojovy´ ko´d mus´ı obsahovat vy´sˇe uvedenou informaci o copyrightu,
tento seznam podmı´nek a n´ızˇe uvedene´ zrˇeknut´ı se odpoveˇdnosti.
• Sˇ´ıˇreny´ bina´rn´ı tvar mus´ı ne´st vy´sˇe uvedenou informaci o copyrightu, tento
seznam podmı´nek a n´ızˇe uvedene´ zrˇeknut´ı se odpoveˇdnosti ve sve´ doku-
mentaci a/nebo dalˇs´ıch poskytovany´ch materia´lech.
• Ani jme´no vlastn´ıka pra´v, ani jme´na prˇispeˇvatel˚u nemohou by´t pouzˇita
prˇi podporˇe nebo pra´vn´ıch aktech souvisej´ıc´ıch s produkty odvozeny´mi
z tohoto software bez vy´slovne´ho p´ısemne´ho povolen´ı.
TENTO SOFTWARE JE POSKYTOVA´N DRZˇITELEM LICENCE A JEHO
PRˇISPEˇVATELI JAK STOJI´ A LEZˇI´ A JAKE´KOLIV VY´SLOVNE´ NEBO
PRˇEDPOKLA´DANE´ ZA´RUKY VCˇETNEˇ, ALE NEJEN, PRˇEDPOKLA´DA-
NY´CH OBCHODNI´CH ZA´RUK A ZA´RUKY VHODNOSTI PRO JAKY´KO-
LIV U´CˇEL JSOU POPRˇENY. DRZˇITEL, ANI PRˇISPEˇVATELE´ NEBUDOU
V ZˇA´DNE´M PRˇI´PADEˇ ODPOVEˇDNI ZA JAKE´KOLIV PRˇI´ME´, NEPRˇI´ME´,
NA´HODNE´, ZVLA´SˇTNI´, PRˇI´KLADNE´ NEBOVYPLY´VAJI´CI´ SˇKODY (VCˇET-
NEˇ, ALE NEJEN, SˇKOD VZNIKLY´CH NARUSˇENI´M DODA´VEK ZBOZˇI´
NEBO SLUZˇEB; ZTRA´TOU POUZˇITELNOSTI, DAT NEBO ZISKU˚; NEBO
PRˇERUSˇENI´M OBCHODNI´ CˇINNOSTI) JAKKOLIV ZPU˚SOBENE´ NA ZA´-
KLADEˇ JAKE´KOLIV TEORIE O ZODPOVEˇDNOSTI, ATˇ UZˇ PLYNOUCI´
Z JINE´HO SMLUVNI´HO VZTAHU, URCˇITE´ ZODPOVEˇDNOSTI NEBO PRˇE-
CˇINU (VCˇETNEˇ NEDBALOSTI) NA JAKE´MKOLIV ZPU˚SOBU POUZˇITI´
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TOHOTO SOFTWARE, I V PRˇI´PADEˇ, ZˇE DRZˇITEL PRA´V BYL UPO-
ZORNEˇN NA MOZˇNOST TAKOVY´CH SˇKOD.
V p˚uvodn´ı licenci licenci od University of California in Berkeley (tzv. stare´ BSD licenci)
byl obsazˇen nav´ıc tento bod:
• Vsˇechny propagacˇn´ı materia´ly zminˇuj´ıc´ı vlastosti nebo pouzˇit´ı tohoto soft-
waru musej´ı obsahovat na´sleduj´ıc´ı text:
Tento produkt zahrnuje software vytvorˇeny´ VLASTNI´KEM PRA´V
a prˇispeˇvatel˚u.
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Prˇ´ıloha B
Na´vod pro prˇeklad a instalaci
modulu
Pro sestaven´ı modulu je potrˇeba mı´t k dispozici zdrojove´ ko´dy ja´dra. Nejpohodlneˇjˇs´ı je
k jejich instalaci pouzˇ´ıt na´stroj sysinstall(8). Jako uzˇivatel root spust´ıme sysinstall,
z nab´ıdky postupneˇ vybereme Configure, Distributions, src a zasˇkrtneme polozˇky base a
sys. Popisy alternativn´ıch zp˚usob˚u instalace zdrojovy´ch ko´d˚u ja´dra najdeme naprˇ´ıklad v [9,
kap. 8.3].
Prˇeklad spust´ıme prˇ´ıkazem make. Prˇelozˇeny´ modul je potom potrˇeba nakop´ırovat do
adresa´rˇe /boot/kernel/ nebo alesponˇ do neˇj umı´stit symbolicky´ link na modul.
$ make
a
# cp ng_stat.ko /boot/kernel/
nebo
# ln -s ng_stat.ko /boot/kernel/
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Prˇ´ıloha C
Na´vod k pouzˇit´ı modulu
Pro snadne´ nacˇten´ı modulu a prˇipojen´ı uzlu na pozˇadovana´ ethernetova´ rozhran´ı byl vy-
tvorˇen shellovy´ skript etherstat.sh. Jeho pouzˇit´ı je na´sleduj´ıc´ı:
• Pokud je trˇeba, uprav´ıme promeˇnnou IFACES, ktera´ definuje rozhran´ı, na ktery´ch si
prˇejeme sledovat provoz.
• Skript spust´ıme s parametrem start:
# etherstat.sh start
Loading ng_stat.ko...done
• Pro odpojen´ı uzl˚u z grafu a uvolneˇn´ı modulu z pameˇti slouzˇ´ı parametr stop:
# etherstat.sh stop
Unloading ng_stat.ko...done
• Nav´ıc je k dispozici parametr restart, ktery´ spust´ı postupneˇ sekce stop a start.
Na obra´zku C.1 vid´ıme prˇipojen´ı modulu na uzel ethernetove´ho rozhran´ı.
C.0.1 Kontroln´ı zpra´vy
Modul rozumı´ na´sleduj´ıc´ım kontroln´ım zpra´va´m:
Bina´rn´ı forma´t Textovy´ forma´t Vy´znam
NGM_STAT_GET_STATS getstats z´ıska´ statistiky
NGM_STAT_CLR_STATS clrstats smazˇe statistiky (vynuluje pocˇ´ıtadla)
NGM_STAT_GETCLR_STATS getclrstats atomicky z´ıska´ a smazˇe statistiky
Vypsa´n´ı nameˇrˇeny´ch statistiky doc´ıl´ıme s na´strojem ngctl(8) naprˇ. takto:
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statbfe0:
stat [6]:
upper lower
bfe0:
ether [3]:
upper lower
Obra´zek C.1: Prˇipojen´ı uzlu stat na ether
# ngctl msg statbfe0: getstats
Rec’d response ‘‘getstats’’ (1) from ‘‘[18]:’’:
Args: { downstream={ ip_octets=19150259 ip_frames=348114
udp_octets=60071 udp_frames=402 arp_octets=294 arp_frames=7 }
upstream={ ip_octets=781547454 ip_frames=541149 udp_octets=1518023
udp_frames=10125 arp_octets=2618880 arp_frames=43648 } }
C.0.2 SYSCTL
Prˇ´ıklad vy´pisu vsˇech statistik vsˇech uzl˚u typu stat pomoc´ı sysctl(8):
net.stat.00000006.name: statbfe0
net.stat.00000006.downstream.ip_octets: 19347667
net.stat.00000006.downstream.ip_frames: 350985
net.stat.00000006.downstream.tcp_octets: 0
net.stat.00000006.downstream.tcp_frames: 0
net.stat.00000006.downstream.udp_octets: 65085
net.stat.00000006.downstream.udp_frames: 430
net.stat.00000006.downstream.icmp_octets: 0
net.stat.00000006.downstream.icmp_frames: 0
net.stat.00000006.downstream.arp_octets: 336
net.stat.00000006.downstream.arp_frames: 8
net.stat.00000006.upstream.ip_octets: 786816119
net.stat.00000006.upstream.ip_frames: 546585
net.stat.00000006.upstream.tcp_octets: 0
net.stat.00000006.upstream.tcp_frames: 0
net.stat.00000006.upstream.udp_octets: 1719152
37
net.stat.00000006.upstream.udp_frames: 11582
net.stat.00000006.upstream.icmp_octets: 0
net.stat.00000006.upstream.icmp_frames: 0
net.stat.00000006.upstream.arp_octets: 3078900
net.stat.00000006.upstream.arp_frames: 51315
Jak mu˚zˇeme videˇt z prˇedchoz´ıho vy´pisu, uzel si v net.stat vytvorˇ´ı podstrom, jehozˇ
jme´nem je adresa uzlu v hexadecima´ln´ım tvaru. Je to z toho d˚uvodu, zˇe vytvorˇeny´ uzel
nemus´ı v˚ubec dostat jme´no. Pokud ale uzel jme´no dostane, objev´ı se v promeˇnne´ name.
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