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Preface
This study presents the results of the project "Missing Observations in
Panel Data" financed by the Netherlands Organization for Scientific Re-
search (N.W.O.), grant nr. 450-228-002. Large parts of this study have
been published before as working papers or journal articles.
Chapter 3 is virtually identical to Nijman and Verbeek (1990), pub-
lished in the Journal of Econometrics. Chapter 4 is publised in the Journal
of Econometrics as Nijman, Verbeek and Van Soest (1991). Chapter 5
presents the results of two papers, Verbeek and Nijman (199la, 1991b)
The former paper has been accepted for publication in Empirical Eco-
nomics. The latter is submitted for pulication. Chapter 8 contains the
results of Verbeek (1990), published in Economics Letters. Chapter 9 is
based on Verbeek and Nijman (1990), which is accepted for publication in
International Economic Review. Finally, Chapter 10 is a revised version
of Nijman and Verbeek (1989b), which is conditionally accepted for the
Journal of Applied Econometrics.
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1.1 Panel data in econometrics
In recent years much attention has been paid in econometric applications
to the analysis of micro-economic phenomena like consumer demand and
labor supply. Often, the micro-economic data sets that are used originate
from consumer surveys held at one point in time, say in one month or
one year. However, more and more panel data sets have become available
which contain repeated observations on the same individuals or households.
Thus, instead of a consumer survey with expenditure data for one partic-
ular month, one observes, for example, expenditures of a (fixed) group of
individuals over 12 (or more) consecutive months. Two prominent and ex-
tensively used panel data sets in the U.S. are the National Longitudinal
Surveys of Labor Market Experience (NLS) and the University of Michi-
gan's Panel Study of Income Dynamics (PSID), both starting in the 1960s.
Three important micro-economic panels in the Netherlands are the Social
Economic Panel (SEP) of the Central Bureau of Statistics, containing half-
yearly observations starting in April 1984, the Expenditure Index Panel of
Intomart, supplying monthly data, and the Labor Mobility Survey from
the Organization of Strategic Labor Market Research (OSA). Many other
panel data sets are available, not only in the field of consumer survey data,
but also in areas like marketing, biomedicine and financial markets. Borus
[1982] presents an overview of available panel data sets that could be of
interest to economists.
The availability of panels raises several questions, two of which are ad-
dressed in part I and part II of this study, respectively. The first question
concerns the benefits and limitations of panel data compared to related data
1
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sources (like repeated cross sections). Although many micro-economic mod-
els are inherently dynamic this does not necessarily imply that observations
on lagged behavior as available in panel data are indispensible for the em-
pirical analysis of these models. While Heckman and MaCurdy [1980] and
MaCurdy [1981], among others, use panel data to identify, estimate and test
models describing life cycle behavior, Browning, Deaton and Irish [1985],
Deaton [1985], Heckman and Robb [1985a,b] and Moffitt  [1990]show  that
such models are often identified without recourse to panel data.  If both
types of data can be used to analyze the same model the choice between
the two will depend on efficiency arguments, on the possibility to solve
measurement error problems without the use of external instruments, on
possible reductions in omitted variable biases, on the importance of nonre-
sponse problems, etcetera. Part I will provide details on the pros and cons
of the use of panel data in these aspects.
A second question raised by the availability of panel data concerns the
occurrence of missing observations and will be considered in Part II. A ma-
jor drawback of panel data is the fact that nonresponse is usually higher
than in cross sectional data sets, because a higher burden is put on the
respondents and because attrition can increase with each new measure-
ment in time. The analysis of complete observations only often leads to
a substantial reduction of the number of available observations. More im-
portantly however, if the response probabilities are not independent of the
endogenous variable(s), the results obtained from analyzing the complete
observations only may be subject to selection bias (see, e.g., Heckman [1976,
1979] and Hausman and Wise [1979]). Although a vast literature exists on
the consequences and treatment of sample selection in cross sections, few
authors have considered the cases of repeated observations over time (see
e.g. Hausman and Wise [1979], Meghir and Saunders [1987] and Ridder
[1990]), which will be the subject of Part II of this study.
1.2   Benefits and limitations of panel data
In this section we present a more detailed outline of part I of this study.
In Chapter 2 we will start by giving an overview of the arguments found
in the literature pro and con the analysis of panel data sets compared to
cross sectional data sets. Related surveys of this subject are given in Hsiao
[1985] and Solon [1989]. In this chapter it will be shown that the availabil-
ity of panel data may facilitate the identification of parameters, especially
when dynamic behavior on an individual level is concerned, and may re-
duce the estimation bias resulting from an incomplete model specification.
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characteristics, these advantages can also be obtained from a series of cross
sections (Deaton [1985]), although this is at the expense of a loss in effi-
ciency. As shown in Griliches and Hausman [1986] panel data can identify
errors-in-variables models without recourse to external instruments. More-
over, it is shown in this chapter that parameter estimators from panel data
sets may or may not be substantially more efficient than those from a series
of repeated cross sections, even in cases where the number of observations
in each period is the same for both data sets.
This latter point is elaborated in Chapter 3. Although it is well known
in the literature that panels do not necessarily yield more precise estima-
tors than a series of cross sections, attention is usually restricted to simple
models where the number of observations per period is equal for both data
sets and the number of periods is equal to two. In Chapter 3 we generalize
these results to more general models in cases where the number of obser-
vations per wave may vary between data sets for any number of waves.
Frequently, economists have financial resources at their disposal to have
data collected.  It is analyzed how to spend this money efficiently if the
aim is, for example, to monitor average expenditures on some consumption
categories by either interviewing the same individuals in several periods or
interviewing different individuals in different periods or a combination of
these two approaches. The first approach yields a panel data set, while the
second approach results in a series of (independent) cross sections.  The
combination approach yields a data set referred to as a split panel design
(cf. Kish [1986]); see Figure 1.1. Obviously, the optimal data set depends
on the relative sample sizes available and the associated costs, or - if the
sample still has to be drawn - on the relative costs of reinterviewing the
same individuals. The analysis in Chapter 3 shows that for typical cost
structures a series of independent cross sections will be optimal if one is
interested in a sum or average value over several periods, while a panel will
be the best choice for analyzing changes from one period to another.  If
one's main interest is in the level of some variable in a particular period, a
split panel design will usually be optimal. It appears that the conditions
for optimality of a panel design get weaker if one is interested in the effects
of some exogenous variables on the endogenous variable only.
An alternative way of partially replacing the units in the sample is
by working with a rotating panel.  In that case a fixed proportion of the
individuals is replaced in each period, where those units are replaced first
 
that have participated the largest number of periods.  So if one wants to
replace half of the individuals in each period, then 50 % of the participants
in the first wave of the rotating panel will be replaced in the second wave,
the other half is replaced in the third wave. New participants in the second
wave will be replaced in the fourth wave, etcetera; see Figure 1,2, Note that
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Figure 1.2: Rotating Panel Design
a series of cross sections is a special case of a rotating panel, viz.  if 100 % of
the units is replaced in each period. In Chapter 4 we determine expressions
for the variances of estimators of linear combination of period means from
rotating panels with arbitrary rotation periods. Moreover, we consider
the problem of choosing the rotation period which minimizes the variances
of the best linear unbiased estimator of specific linear combinations of the
period means or of any linear combination of the period means in an analysis
of variance model. The results show that the gains from choosing an optimal
rotation design can be quite substantial, even in cases where the costs of
reinterviewing the same individual equal the costs or interviewing a new
individual. In many cases either the smallest rotation period is optimal               
(which is a series of cross sections) or the largest one that is possible.
If the available data set is a series of independent cross sections, it
is possible to estimate the slope parameters in a fixed effects model byconstructing cohorts, being groups of individuals sharing some common
characteristics (cf. Deaton [1985]). For example, a particular cohort may
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consist of all individuals born in 1945-1950, or of all males having a univer-
sity degree. In most empirical studies (see, for example, Browning, Deaton
and Irish [1985] or Blundell, Browning and Meghir [1989]) it is ignored that
the observed cohort averages are error-ridden measurements of the true co-
hort population means, because this simplifies the analysis considerably. In
Chapter 5 we pay attention to conditions under which this is a valid proce-
dure. Moreover, attention is paid to the bias in the fixed effects estimator
on cohort data if these conditions are not met, in particular to the effects
of the construction of the cohorts on this bias. The results of this chapter
show that the effects of ignoring the cohort nature of the data are small if
the cohort sizes are reasonable and if the cohorts are defined on the basis
of well chosen variables. In practice, the latter condition seems hard to be
fulfilled, implying that the bias in the within estimator is still substantial,
even if the cohort sizes are large (100, 200 individuals). Subsequently, we
show that the estimator suggested by Deaton [1985] is inconsistent if the
number of time periods is small, even if the number of cohorts tends to
infinity. We propose an alternative estimator which does not suffer from
a bias due to the small number of sampling periods and introduce a new
class of estimators containing all estimators mentioned above.  For a special
case minimal mean squared error estimation within this class is considered.
Our resulls suggest that it may be optimal to eliminate only part of the
measurement error in the cohort averages, since the implied small bias is
offset by a much smaller variance.
Compared to a balanced panel data set (which contains observations
on the same individuals in all periods), working with a split panel design
or a rotating panel design implies in some sense that missing observations
are created deliberately. Given the results in Chapters 3 and 4, it appears
that this might be advantageous (given that one faces a restricted budget
for collecting the data). However, if missing observations are created by
nonresponse or other types of self-selection of individuals, the reasons why
these data are missing may be dependent of the phenomena one is trying
to explain. If that is the case, standard analysis of the complete data can
lead to substantial biases and it is desired to take the selection mechanism
into account.
1.3 Missing observations in panel data
As  stated in Section  1.1, the consequences and remedies of missing obser-
vations in panels are the subject of part II of this study. First, in Chapter
6, an introduction is given to this second part. In particular, we discuss
several reasons for nonresponse and define several types of nonresponse.
1
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Moreover, a brief survey of possible solutions is presented. In Chapter 7
we define the conditions under which a mechanism which generates missing
observations is called ignorable and relate this definition to the concept of
exogeneity. An important aspect of the definition of an ignorable response
mechanism is the fact that it depends upon the parameters of interest. It
is possible that for one purpose, e.g. inference conditional on some demo-
graphic characteristics, the missing data mechanism is ignorable, while for
other purposes, e.g. marginal or unconditional inference, it should be taken
into account. In this chapter special attention is paid to non-ignorable non-
response in panel data.  In the context of a random effects linear regression
model and a random efTects probit model representing the response mecha-
nism parametric conditions for ignorability are derived. Moreover, the fact
is illustrated that alternative estimators ignoring the response mechanism
may be consistent while the (pseudo) maximum likelihood estimator is not.
In Chapter 8, model-based procedures to handle missing observations
are discussed. In this case the missing data are left as gaps in the data set,
in which case statistical packages usually drop incomplete observations from
the sample or restrict attention to cases in which the variable of interest is
observed.  If the response mechanism is not ignorable, it should be modeled
jointly with the phenomenon of interest, in which case more elaborate  M L
procedures are involved.
One approach to the problem of testing whether or not a response mech-
anism is ignorable is to specify a complete model with behavioral and re-
sponse equations, estimate the complete model and finally test for the ap-
propriate restrictions. This approach is computationally rather unattrac-
tive and requires correct specifications of all behavioral and response equa-
tions. In Chapter 9 simpler and more robust testing strategies are consid-
ered which do not require specification of a response process.  If a response
mechanism is ignorable, estimation of a correctly specified random efTects
model using fixed or random effects estimators from the balanced sub-panel
or the unbalanced panel will all yield consistent estimators. Therefore ig-
norability of the response mechanism can be tested using Hausman type
tests which compare the estimates obtained from these four different estima-
tors. In addition, some other simple variable addition tests are suggested.
Numerical results in some simple examples are used to assess the power of
these tests compared to the efficient Lagrange Multiplier test.
In Chapter 10 we present empirical results on the nonresponse bias in
a simple life cycle consumption function. In this example a linear model is
considered, in which only the endogenous variable is subject to nonresponse,
which simplifies the analysis considerably. Many difTerent estimation pro-
cedures are considered and special attention  is  paid  to the identification,
consistency and efficiency of inferences based on a single wave of a panel (i.e.
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a cross section), a balanced sub-panel and an unbalanced panel. Moreover,
we distinguish between state dependence and unobserved heterogeneity in
the response process. Although some nonresponse bias is found the size of
this bias appears to be small in this example.
 Finally, Chapter 11 contains a summary  of the main results  and  some











The last two decades have seen the development of many panel surveys
collecting data on micro-economic units as well as the publication of a vast
amount of econometric research, both empirical and theoretical, concerning
the analysis of panel data. Evidently, the availability of panel data has
enabled econometricians to construct, estimate and test more complicated
models than conventional cross section or time series data sets would do,
since both are special cases of a panel data set. However, the counterpart
of these new possibilities is that with the use of panel data new difficulties
and problems are introduced. The second part of this study will be focused
on an important one of these problems, namely the problem of missing
observations. Before we turn to the analysis of the missing data problem,
we will first consider in part I of this thesis the advantages and the problems
associated with the use of panel data, and, in particular, to the design of
micro-economic panel surveys. In Chapters 3,4 and 5 attention is paid to
the optimal split panel design, the optimal rotating panel design and on the
construction of pseudo panel data from repeated cross sections, respectively.
But first, in the present chapter the pros and cons of panel data will be
11
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discussed.
Where needed we shall illustrate our arguments with the conventional
analysis of variance model
Vit -/ittait €it,     i = 1,-..,N; t = 1,..., T, (2.1)
where the indices i and t denote the sample unit and period, respectively.
It  will be assumed  that Ft  (1  =  1,..., T)  are fixed (unknown) parameters
and that a, and €,t are i.i.d. random variables with zero expectation and
variance 92 and 92, respectively.
In the sequel attention will be paid to the efficiency of parameter es-
timators (Section 2.2), identification of parameters (Section 2.3), omitted
variable bias (Section 2.4), measurement errors (Section 2.5) and data prob-
lems (Section 2.6). Section 2.7 concludes this chapter. Related surveys are
given in IIsiao  [1985] and Solon  [1989].
2.2   Efficiency of parameter estimators
In several cases the use of a panel data set will yield more efficient estimators
than a series of (independent) cross sections. To illustrate this, consider
model (2.1) and suppose one is not interested in the level of Bl in a particular
period, but in the change of p: from one period to another. In general the
variance of the best linear unbiased estimator of Be - B,  (s 96 1), At - ili, is
given by
V{At - B,} = V{At} + V{11,} - 2Cov{At, B,} (2.2)
with At  =  ir Elt y': (t = 1, ..., T). Typically, if a panel data set is used
the covariance between At and B, will be positive, in particular - if model
(2.1) holds - equal al/N. However, if two independent cross sectional data
sets are used different periods will contain difTerent individuals so ill and
B, will have zero covariance. In other words, if one is interested in changes
a panel will yield more efficient estimators than a series of cross sections.
Note however that the reverse is also true, in the sense that cross sections
will be more informative than a panel when one is interested in a sum or
average of p: over several periods. A comprehensive analysis on the choice
between a pure panel, a pure cross section and a combination of these two
data sources, is provided in Chapter 3. Define p = 01(al + 0 )-1 and
denote the sample size per period of a panel data set by PSS and that
of a series of cross sections by CSSS. Using model (2.1), it is shown in
Chapter 3 that a panel is preferable to a series of cross sections, when one
is interested in a change in means, if PSS > (1 - p)CSSS, while a cross
section is preferable to a panel, when one is estimating a sum (or average)
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of means over all T periods, if PSS < [1 + (T - 1)p]CSSS. In many cases,
minimal variance will be achieved by choosing a combination of a panel
data set and a series of cross sections, for example in case of estimating an
individual  mean  &11.   In  case of equal sample sizes (equal sampling  cost)  a
panel will yield an equally efficient estimator of pt than a series of cross
sections, while the most efficient linear estimator is achieved when the data
set has a split panel design consisting for a part
-1
A=l-  lt  1-p' (2.3)
of a panel and a part 1-A o f a cross section.  See also Raj [1968, p.  157] and
Cochran [1977, p.347]. In Chapter 3 several generalizations of these results
are presented, which suggest that when exogenous variables are included in
the model and one is interested in (linear combinations of) the parameters
which measure the effects of these exogenous variables, a panel data set
will often (depending on the relative sampling costs) yield more efficient
estimators than a series of cross sections.
2.3    Identification of parameters
A second advantage of the availability of panel data is that it reduces iden-
tification problems. If, for example, the individual effects ai in (2.1) are
treated as fixed but unknown constants the model will not be identified from
a series of one or more cross sections, because the number of parameters ex-
ceeds the number of observations. Although methods are being developed
to estimate fixed efTects models and dynamic models from a series of cross
sections  (c f. Deaton [1985], Moffitt [1990], Collado [1991] and Chapter 5  of
this study), these methods require some additional assumptions and lead to
substantially less efficient estimators for the slope parameters than when a
panel data set with  the same number of observations would be available.  In
the sequel, several examples will be discussed where panel data are required
for identification (if one is not willing to make any assumptions additional
to the one that the model is correct).
A first situation where panel data facilitate identification arises when the
model contains tagged endogenous variables. Since the dependent variable
is explained from its own past more than one observation per sampling
unit will be required. Compared to a time series or cross sectional data set,
panel data make it possible to analyze changes on an individual level. As
an illustration, consider a situation in which the average consumption level
rises with 2 % from one year to another. Panel data can identify whether
this rise is the result of, for example, an increase of 2 % for all individuals
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or an increase of 4 % for approximately one half of the individuals and no
change for the other half (or any other combination).
In a large number of research areas in economics, panel data will identify
structural parameters of interest without the necessity to impose (strong)
additional assumptions. Chowdhury and Nickell [1985], for example, ana-
lyze the effects of unionization, schooling, sickness and unemployment on
individual earnings using panel data, and in the context of life cycle model-
ing Heckman and MaCurdy [1980] and MaCurdy [1981] use a fixed individ-
ual effect in their specification of the labor supply function to capture for
omitted life cycle variables that determine labor supply decisions. Heckman
and Robb [1985a, 1985b] analyze the problem of estimating the impact of
training on earnings when the decision to join training is not random, if a
single cross section, a series of cross sections or a panel is available. Using
suitable assumptions the effects of training can be estimated consistently
from any of the three data sources. Heckman and Robb, after investigating
the plausibility of these assumptions, conclude that the relative benefits of
longitudinal (panel) data have been overstated in the recent econometric
literature on training.
Other examples concern state dependence and duration dependence.
There are two alternative explanations for the often observed phenomenon
that individuals who have experienced an event in the past are more likely
to experience that event in the future. The first explanation is that the
fact that an individual has experienced the event changes his preferences,
constraints, etcetera in such a way that he is more likely to experience
that event in the future. The second explanation says that individuals may
differ in unobserved characteristics which influence the probability of expe-
riencing the event (but are not influenced by the experience of the event).
Heckman [1978] terms the former explanation true state dependence and
the latter spurious state dependence. A well known example concerns the
"event" of being unemployed. The availability of panel data may ease the
problem of distinguishing between true and spurious state dependence.  In
econometric models for duration data an analogous problem concerns true
duration dependence versus spurious duration dependence (Heckman and
Singer [1982]), although identifiability can be attained, in case panel data
are not available, if some specific conditions are met (Elbers and Ridder
[1982]).
Deaton [1985] presents a way to resolve the identification problem in a
fixed effects model when a series of independent cross sections is available,
by means of defining cohorts whose members share the same characteristics.
In the case of a fixed individual effect, although the ai still will not be
identified, the remaining parameters - in general containing the parameters
of interest - can be estimated consistently from the observed cohort means.
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Consider the following model on an individual level
At = Zi,B + ai + €u,    i -1,..., N(t);  1 =l,...,T, (2.4)
where the number of observations per wave, N(t), may vary over time.
Suppose C cohorts can be distinguished and denote the cohort means per
wave by #ct, Ect, 6ct and Ect (c = 1,...,C; t = 1,..., T).Then it holds that
#ct =Zct#+ dcttic,   c =l,...,Ci t = l,..., T. (2.5)
Since Uct is unobserved and varies with 1, (2.5) cannot be estimated as
a fixed effects model unless the number of individuals per cohort is very
large (so that the variation of ai over t can be ignored). Deaton solves
this problem in an elegant way. Consider the cohort means in the entire
population (indicated by an asterisk) for which it holds that
uc't = Z ,B - . a: -1- :Ct   c=1,.-,C; t=1,...,T, (2.6)
where a i denotes the cohort fixed effect. Then 9Ct andict can be considered
as the population cohort means measured with error. Consequently, B can
be estimated consistently using errors-in-variables techniques. Note that
the measurement errors tend to zero (in probability) if the cohort sizes
tend to infinity.
It may be worthwhile noting that the estimation from cohorts is a spe-
cial case of an instrumental variables technique, in which the instruments
should be correlated as much as possible with the explanatory variables but
not with the errors. In line with this argument, it can be shown that the
cohorts technique yields the most accurate results if the cohorts are chosen
in such a way that the heterogeneity within cohorts is as small as possible
and the heterogeneity between cohorts is as large as possible. Moffitt [1990]
generalizes some of the results in Deaton [1985] and shows how instrumen-
tal variables techniques can be used to estimate the model directly from
individual micro data. Unfortunately, this also requires instrumenting the
(fixed) individual effect. More attention to the estimation of fixed effects
models from repeated cross sections is given in Chapter 5.
Iflagged endogenous variables appear in the model, this procedure can
- in principle - still be used, but if the number of periods is small prob-
lems will arise because of the dependency of y; ,- 1 and ai (Nickell [1981],
Anderson and Hsiao [1981,1982]). In that case instrumental variables tech-
niques can be used (cf. Collado [1991]). Note that a necessary condition
for the procedure of Deaton to be applicable is that the model is linear in
parameters (possibly after reparametrization).
16          CHAPTER 2.  BENEFITS AND LIMITATIONS OF PANELS
2.4 Omitted variable bias
A third advantage of panel data is closely related to the above-mentioned
possibility of identifying models with fixed effects and concerns the reduc-
tion of omitted variable bias. A classical example is the estimation of
production functions free of management bias (Mundlak [1961]).  In many
cases, especially in case of small firms, it is desirable to include manage-
ment quality as an input in the production function. In general however,
management quality is unobservable. Suppose that a production function
of the Cobb-Douglas type is given by
yit = 110 + 19'zit + Ami + Eit, (2.7)
where yit denotes log output, xii is a k-1 dimensional column vector of log
inputs, both for firm i at time t, and mi denotes the management quality
for firm i (which is assumed to be constant over time). The unobserved
variable mi is expected to be negatively correlated with the other inputs
in zit, since  a high quality management will probably result  in an efficient
use of inputs. Therefore, unless  Bk  = 0, deletion of mi  from  (2.7)  will  lead
to biased estimates of the other parameters in the model. If panel data are
available this problem can be solved by introducing a firm specific efTect
ai = Ami and considering this as a fixed unknown parameter. Note that
treating ai as random will yield biased estimates unless the correlation
between ai and zit is explicitly taken into account. Without additional
information it is not possible to identify A; a restriction that identifies A
is the imposition of constant returns to scale.
More generally, assume that a data generating process is given by
IIi:  =  /9'Zit + 7'zil  + fit, (2.8)
where Zit and zit are (vectors) of exogenous variables and (it is an i.i.d.
error term with mean zero.  If the zit are unobservable or unavailable in the
data set, or wrongly considered irrelevant for explaining yit, estimation of
vit = 19'zit + 'lit (2.9)
will yield biased estimates of B  if the  zit are correlated  with  zit. If panel
data are available the inclusion of a fixed effect may be able to eliminate this
bias. If zit = zi (z does not vary over time, like the management variable
above) inclusion of ai, and if zit = zt (z does not vary over individuals)
inclusion of pt will result in unbiased estimates of B if they are treated as
fixed parameters. If zit = zi + z: both efrects can be included.
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Panel data can thus reduce the effects of omitted variable bias, or - in
other words - estimators from a panel data set may be more robust for an
incomplete model specification.
2.5 Measurernent errors
In this section some aspects of measurement errors in relation with panel
data will be discussed. If an explanatory variable is measured with error
the use of panel data may eliminate the resulting bias without the use of
extraneous information. To illustrate this, consider the following model
Yit  =  1 61  + €it, (2.10)
where Cit is an unobserved variable. Instead xii is observed, obeying
xii  =  Cit  + 'lit, (2.11)
where Vit denotes a normally distributed measurement error, independent
of (it·  Estimation of B in (2.10) from a single cross section corresponds to
ordinary least squares in
yit = 19Xit + (€it -  'lit), (2.12)
which results in a biased estimate of B since rlit is not uncorrelated with
xit. In particular, it is readily verified that
N     -1 N \  / 902\plim M =  plim     Z zl Z =ityi:    =0   1- _:1 , (2.13)i=1 :=1                 ax
where   = E{Kl} and a,2 - E{git}. The quotient 9 /aqi is known as the
Signal to noise ratio. If all errors and Gi are normally distributed, B cannot
be identified since B,  ,  042  and  a   are not uniquely determined from 02,
ary  and 92. This identification problem may be resolved by assuming other
distributional forms instead of normality (so that information from higher
order sample moments can be used) or by using an instrumental variables
technique.
When panel data are available the parameter B can be identified with-
out using extraneous information, as was shown in Griliches and Hausman
[1986]. The central  idea  in  this  case  is that difTerent transformations  of
the data to eliminate the individual effects will yield estimators that have
different biases, which can be combined to produce a consistent estimator.
We shall illustrate this by considering model (2.10) where an individual
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effect has been included. Stacking the observations of each sample unit, we
obtain
Yi = OiLT + 4Bt€*, i= L-;N, (2.14)
where yi = (yii,..., yiT)', 6 = (61,-··,ST)', €i = ((il, ···, €IT)' and LT is a
T dimensional column vector of ones. Observations on xit are available ac-
cording to (2.11).  If a (T-dimensional) transformation matrix Q eliminates
the individual effects ai, i.e. if QtT = 0, it is straightforward to check that
ordinary least squares on
Qy,=Bezi + Q(€i- Bqi) i=l,...,N (2.15)
yields a biased estimator of B. In particular, it can be shown that
plim# = B (1 - 02 tr(Q) )
(2.16)k          9 tr(QE) )
where  E  =   E{zix; }.    If two  (or more) distinct  Q's  can be chosen  and  if
E 0 cl IT + 021T+ (for any value of ci and 02), B and 0,2 can be identified
(and consistently estimated) from ordinary least squares on the transformed
equation. Thus without the need of special distributional assumptions
and without recourse to external instruments, parameters in an errors-in-
variables model can be identified in panel data. Some generalizations, for
example to dynamic panel data models, of the results above can be found
in Wansbeek and Koning [1991] and Wansbeek and Kapteyn [1991].
2.6 Data problems
There are several remaining aspects associated with panel data that need
to be emphasized, most of which are related to the collection of the data.
However, they may necessitate substantial adaptations in the econometric
analysis, especially when nonresponse or attrition are involved. A serious
problem concerning representativeness is that of nonresponse and attrition.
Although these problems will also emerge in the analysis of cross sectional
data they are likely to be more severe in panel data, since a higher burden
is put on the respondents in a panel. Initial nonresponse (or unit non-
response) occurs when an observational unit refuses to cooperate and is
therefore not present in the data set. Item nonresponse means that for
some units one of more characteristics are not available, in general due to
refusal or ignorance. Another type of nonresponse, which by definition can
only occur in a panel, is wave nonresponse: observations on some unit are
not available for some period(s) (which could possibly be the efTect of a
holiday or personal circumstances). A final type of nonresponse is known
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as attrition: after some period a unit no longer cooperates and disappears
from the panel. See Chapter 6 for more details.
For all these types of nonresponse careful inspection and testing should
reveal whether it is random with respect to the endogenous variables or
not.  In case of non-random nonresponse adaptations in the analysis will
be necessary to prevent biased estimates and conclusions. Non random
initial nonresponse will necessitate a model that accounts for truncation
(see  Maddala  [1983] for examples), while in other cases there should  be
tested for attrition or selection bias and - if necessary - a model should be
developed for the selection or attrition rule (Hausman and Wise [1979]). In
part II of this thesis more attention is paid to techniques proposed in the
literature to handle missing observations.
On the other hand, it may well be possible that the data collecting
agency chooses for an incomplete panel design, in which individual units
are partially replaced in each period. For example, it could choose for a
rotating panel in which a fixed proportion of the units that participated
the largest number of periods is replaced in each period. In Chapter 4, it
is shown that in many cases a rotating panel will result in more efficient
estimators than a series of cross sections or a pure panel.
A final problem worth mentioning is known as panel conditioning or as
a panel effect. It says that the answers from a respondent are changed in
time due to the mere fact that the individual joins the panel. In existing
surveys it was, for example, noted that the reported attitude of respondents
towards foreign workers tended to get more positive if it was asked for on
repeated occasions.  It is also possible that participation in the panel leads to
underreporting of behavior in later periods, as was the case in the National
Mobility Panel of the Netherlands, where it was observed that the average
number of (reported) moves was significantly smaller in later waves than
in the first (Golob and Meurs [1986]). It is crucial whether it is merely the
reporting of the behavior or the behavior itself that is afTected by panel
membership. In the latter example there did not appear to be a decline
in the number of actual moves. In that case measurement errors may be
introduced, while in the other case adaptation, if not impossible, will be
more difficult.
2.7 Concluding remarks
In this chapter, we have discussed several advantages and limitations of
panel data compared to cross sectional data. It will be clear that the
availability of panel data introduces a wide range of new possibilities for
model builders but also a great many new difficulties and problems. One
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problem that is present in virtually any panel data set, is that of missing
observations.  This will be the main theme of this study.  In the next
chapters we will go further into the problem of sample design in a survey
with individuals observations over several periods.
Chapter 3
The optimal split panel
design
3.1 Introduction
In recent years economists often have financial resources at their disposal
to have data collected. In this chapter we analyze how to spend this money
efficiently if the aim is e.g. to monitor average expenditures on some con-
sumption categories by either interviewing the same individuals in several
periods or interviewing different individuals in difTerent periods or a com-
bination of these two approaches. The first approach yields a data set
known as a panel, while the second approach gives a series of cross sec-
tions. As discussed in Chapter 2, a panel data set has several advantages
compared to a series of cross sections: if a panel is available additional pa-
rameters might be identifiable, omitted variable bias might be reduced and
errors-in-variables models might be estimable without recourse to external
instruments. On the other hand, it has recently been shown in the econo-
metric literature that panel data are not indispensible for the identification
of parameters in a wide class of models (see e.g. Deaton [1985], Moffitt
[1990] and Heckman and Robb [1985a, 19851)]). Relatively little attention
however seems to have been paid to the analysis of the efficiency of esti-
mators obtained from panels, cross sections or a combination of these two
data sources, which is the subject of this chapter.
In the first part we concentrate on the estimation of linear combinations
4'B =  EL   (1/1:  of the period means ft  in the simple analysis of variance
model
Yit -/litipi+Eit (i=l,...,N; t=1,...,T) (3.1)
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where the ai and Eit are i.i.d. random variables with mean zero and vari-
ances ag and 01, respectively, which are mutually independent and inde-
pendent  of the unknown constants Ft. Subsequently, we discuss extensions
to the analysis of covariance model
Vit = #It + Azit + al + Eit (3.2)
where the z,t are observed and independent of ai and 4, and extensions to
(3.1) and (3.2) with linear restrictions on the time dependent parameters.
Throughout this chapter we assume for simplicity that the parameters at
and 02 are known a priori. If these parameters are unknown and replaced
by consistent estimates the same results hold true asymptotically.
Let 9 denote the relative cost of interviewing T different individuals
in T periods compared to interviewing the same individual T times. The
value of V of course depends on T and on the problem under consideration
but experts suggest that it will usually be slightly larger than one. The
only formal analysis of 9 in the literature we are aware of is presented by
Duncan, Juster and Morgan [1987] who suggest that the field costs of a
cross sectional survey comparable to an additional wave of the Panel Study
of Income Dynamics (PSID) are 30 to 70% higher than the costs of such
an additional wave, yielding 0.7 + 0.3T < 4 < 0.3 + 0.7T.  We show in
Section 3.2 that a pure panel will yield the most efficient estimate of any
linear combination of the period means in (3.1) if 7 1>l t(T- 1)p with
p = al(9£2 + Gl)-1 while the same holds true for a series of cross sections
if 4<1-p.  If one is estimating changes in means the condition for
optimality of panels can be relaxed to 71 >1-p while in  case of an estimate
of the average mean cross sections are already optimal if V < l t(T- 1)p
Analytical and numerical results are presented for cases in which neither
of these conditions is satisfied. In Section 3.3 a numerical illustration is
given using Dutch consumer expenditure data. Extensions to the analysis
of covariance model (3.2) are provided in Section 3.4, while Section 3.5
contains some concluding remarks.
3.2     Analytical and numerical results for the
analysis of variance model
Denote the maximum sample-size per period, given the available funds, if
different individuals are interviewed each period by N and the fraction of
the funds used to collect panel data by A, which implies that Al/N indi-
viduals will be reinterviewed every period while the remaining (1 - A)N
individuals will be replaced each period. As mentioned in Chapter 1, the
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analysis of this type of data is advocated, e.g., by Kish [1986] who refers to
it  as a split panel design  (SPD).  We will determine the optimal value of A  as
a function of the relative cost of the two types of data sets 11, the importance
of the individual efTect  p  and the linear combination  ('p  of the  p:'s  one  is
interested in. A similar analysis of the choice between pre-experimental ob-
servations and control groups in social experimentation has been presented
by Aigner and Balestra [1988] and Nijman and Verbeek [1989a].
In order to determine the optimal fraction A of the budget to be spent
on the collection of panel data, we will first derive the efficient estimator
and its variance for given values of A.  It is well known (see, e.g., Hsiao
[1986, p.  34 ff.]) that the best linear unbiased estimator of p = (Bi, ..., FT)
in (3.1) using only the information on individuals which are reinterviewed
every period is the Aitken estimator Ap (which in this case coincides with
the OLS estimator) and that
V{Ap} = (AvN)-114 (3.3)
where 1/p = 4£2 IT taiLTLT and LT is a T dimensional column vector of ones.
Analogously, the best linear unbiased estimator based on the cross section
information only is the OLS estimator Ac, for which
1/{Ac,} - ((1 - A)N)-1148 (3.4)
with Vc, = (a  + al)IT. Since Ac, and Ap are independent the best linear
unbiased estimator which uses all available data is given by
A = [Allvp-1 + (1 - A)Ve-i] -1 [Allvp-liip + (1- A)V -1.. 1cs   Pcs l. (3.5)
It is easily verified that
V{('fi} = N-1€, (Ve-1 + AW)-1 (, (3.6)
where  W  =  1114- 1 -147 1. Since 1/il is positive definite and W is symmetric
there exists a nonsingular matrix Q such that Q,1/ZlQ = IT and Q'WQ =
D  with  D a diagonal matrix containing the eigenvalues  dt  of  Vc, W  and
Q  containing the (suitably normalized) eigenvectors  of  Vc, W  (see,  e.g.,
Gantmacher [1959, p.313 fT.]). Therefore, the variance of <'A can be written
as
T 63
V{('B} = N-18' [IT + AD]-1 6 = N-1 Z (3.7)
t=1  Adt,+ 1,
with 6 = Q'(. Straightforward algebra shows that in our case
Vcs W = (1 - p)-1 [(11 +p- 1)IT - Op{l + (T- 1)p}-16'7'&4] , (3.8)
24                CHAPTER 3.  THE OPTIMAL SPLIT PANEL DESIGN
with eigenvalues di = ;1(1 - P)-1 -1=d(t=1 '..., T- 1) and dT =
9[1 + (T- 1)p]-1 -1. Using the equality of the first T-1 eigenvalues we
obtain
T-1
61 .   8*
V{<,B}       N-1   Ad '+ 1
+ N-'
AdT + 1
= N-16,6 f 1 -w  w 2 (3.9)l Ad+ 1 AdT + 1,r ,
with w=6*(6'6)-1. Because Vtal + 0£2)4·r/vT is the eigenvector of Vcs W
associated with d:r and 14, = (al + 01)I:r = QQ'' (3.9) can finally be
rewritten as
V{('A}= N-1(72 + 02gy f 1-w        w 2
(3.10)l Ad + 1 Adr +1'f'
with w = T-1 (E,lT)2/6,6.
Equation (3.10) shows how the variance of the best linear unbiased
estimator of ('B depends on the fraction of the budget spent on reinterviews.
For the special case where T= 2 and 4 =l i t can be easily checked from this
expression that Al + A 2 has smallest variance if A =0 (pure cross sections),
that /12 -P l i s estimated most efficiently if A=1 (pure panel), while for
estimating Bl  or   12 the intermediate value  A  =   1  -  (1  +  v i-p )-1   is
optimal, which are well known results in the literature (see e.g. Raj [1968,
p. 157] or Cochran [1977, p. 347]).
Equation (3.10) however generates more general results. The variance
of ('A will be minimized at A=l i f d t>0(t= 1,...,T), irrespective of
E.  The smallest eigenvalue of V. W is dT = 4[1 + (T - 1)p]-1 - 1, which
implies that a pure panel will yield the most efficient estimate of any linear
combination of the period means if 11 >l t(T- 1)p.  The same holds true
for pure cross sections if di <0 (t =1,..., T),or 11 <1-p.  If the relative
cost of interviewing T different individuals compared to interviewing the
same individual T times, satisfies 1-p<1 1<l t(T- 1)p, the optimal
sample design will depend on the parameter of interest. In general it will
be difficult to obtain analytical expressions for the optimal value of A, A-.
However, A- can easily be determined numerically because it will either be
a solution to the quadratic first order condition for a minimum of (3.10) or a
boundary extremum because A  E  [0,   1].  Note  also that a split panel  design
cannot be optimal if the parameter of interest is a change in means which
implies that ('LT = 0 or w = 0. In that case a pure panel will be optimal
if 11 >1-p while the series of cross sections is preferable if 1 1<1-p.
The counterpart of this result is the case where the parameter of interest is
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T=2 T=3 T=6 T = 12
p       A- R.E. A-    R. E. A-   R. E. A'   R. E.
0.3 0.49 0.98 0.51 0.96 0.57 0.93 0.63 0.89
0.6 0.44 0.90 0.48 0.84 0.56 0.74 0.64 0.65
0.9 0.30 0.72 0.35 0.59 0.43 0.43 0.51 0.32
Table 3.1: Values for A for which the variance of the efficient estimator of
the period means is minimized and relative efficiency (R.E.) compared to
pure panel or cross sections if 11 = 1.
the overall mean, where (i s proportional to LT implying w=1 and hence
optimality of the series of cross sections if v <l t(T- 1)p
In order to illustrate the fact that the split panel design might be prefer-
able to pure panel or pure cross section designs we present the optimal per-
centage of people reinterviewed each period,  100 A*, as a function of p and
T assuming that 11 = 1 and that the aim is to estimate the period means
as accurately as possible. Moreover we present in Table 3.1 the relative
efficiency of the estimator based on this sample compared to an estimator
based on a pure panel or on a pure series of cross sections (which can easily
be seen to yield equally efficient estimators in this case).
Cochran [1977, p.351] showed that if 11 = l and individuals are included
in the sample for not more than two periods the percentage of reinterviews
which minimizes V{/lt} tends to 50% if T increases, irrespective of the
value of p. As evident from Table 3.1, this result no longer holds in the
present model. Replacing half of the sample every period was also found to
be optimal if T is large, by Raj [1968, p.  162] who however assumed that
E{uitui,t-,} with uit = a, + Eit is a decreasing function of s (s > 0).
3.3   Estimates of Dutch consumer expendi-
tures
In this section we will briefly consider the implications of the results in the
previous sections for the estimation of the monthly consumer expenditures
of Dutch households.  We use the 342 complete monthly observations in
1985 of the so-called Expenditure Index panel conducted by INTOMART,
a private marketing research agency, on two well defined consumption cat-
egories: food expenditures and expenditures on clothing (including shoes
etc.).
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The maximum likelihood estimates of p = 02(a2 + 92)-1 in (3.1) for
food and clothing are 0.76 and 0.25 with standard errors 0.005 and 0.002
respectively. These point estimates reflect the fact that food expenditures
are relatively stable compared to expenditures on clothing. In model (3.1)
we tested for first order autocorrelation in the 4:'s with a common autore-
gressive parameter 7. This model (with   = 0) was considered in Raj
[1968]. The Lagrange Multiplier test statistic against this alternative can
be shown to be equivalent to N times the (non-centered) R2 of a simple
regression (see Appendix  A). The values of this test statistic  are  1.44  and
3.52 for food and clothing, respectively, which we do not take as evidence
against the null. Unrestricted ML estimation of the covariance matrix of
(Ii + Eit, assuming only  that the observations are independent over individ-
uals, suggests that there is some heteroskedasticity in the data which we
have however ignored.
The estimate f = 0.76 for food suggests that the relative cost of in-
terviewing different instead of the same individuals, 4, should be smaller
than 1-f= 0.24 for a series of twelve monthly cross sections to yield
estimates of any linear combination of the monthly food expenditures that
are as accurate as the ones that can be obtained from a panel in which
all households are retained for one year.  If 9 > [1 + (T - 1)8 = 9.36 the
panel will be preferable without ambiguity. For clothing these conditions
are 9 < 0.75 and v > 3.75, respectively. In Section 3.2 it was shown how
these conditions are affected if one restricts attention to linear combinations
r. 12 , 12  -    0.
2-«1=1 Cipt with E:-1 41 = u (change) or €1 - (2 - ···<12 (annual average).
The numerical results are given in Table 3.2 where we also present the
minimum (maximum) value of 71 for which a panel (series of cross sections)
will be optimal if the aim is to estimate monthly or quarterly expenditures
respectively. These values can be obtained along the lines described in the
previous section.
Because it is evident from (3.10) that the optimal percentage of house-
holds reinterviewed every period,  100 A-, depends on w = T-1(CiT)2/6,6,
T, p and 9 only, an alternative way to present the results in Table 3.2 is
to plot the values of A- as a function of 11 and w i f T=1 2 and p=f a s
in Figures 3.1 and 3.2. The results of Table 3.2 can easily be reconstructed
from these figures and moreover the reader can directly obtain the optimal
value of A for any linear combination of the period means he might be in-
terested in. For comparison we have also indicated for which values of 11
and w a pure panel will be more informative than cross sections. This is
the case if 1 1>1-p- Tpw, as can be easily checked from (3.10).  It is
unfortunate that the results in Figures 3.1 and 3.2 imply that the optimal
sample design will strongly depend on the parameter of interest, because
one will typically use the same data set for the estimation of many different
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Change Monthly Quarterly Annual Any lin.
in means mean mean mean comb.
W=0 w = 1/12 w = 1/4 w=1    w€ [0,11
Food
Panel if 9 > 0.24 7.1 8.9 9.4 9.4
C.S. if V < 0.24 0.27 0.33 9.4 0.24
Clothing
3.8Panel if V > 0.75 1.7 2.6 3.8
C.S. if v < 0.75 0.81 0.93 3.8 0.75
Table 3.2: Minimum (maximum) relative cost of interviewing different indi-
viduals every period 9 for a panel (series of cross sections) to yield efficient
estimators.
Food Clothing
R.E. R.E. R.E. R.E.
A* w.r.t. w.r.t. A* w.r.t. w.r.t.
C.S. panel C.S. panel
Change 11 -0.5 1 0.48        1          0          1        0.67
in means 4-1 1 0.24 1 1     0.75     1
W=0 4=2 1     0.12 1 1 0.38 1
Monthly 4= 0.5 0.57 0.75 0.37 0 1         0.50
mean 9=l 0.60 0.50 0.50 0.63 0.91 0.91
w = 1/12     4 = 2 0.60 0.33 0.66 1 0.50 1
Quarterly    9 = 0.5 0.30 0.92 0.18     0      1     0.33
mean 9=1 0.37 0.72 0.29 0.14 0.99 0.66
w= 1/4 4=2 0.37 0.55 0.44 0.71 0.72 0.96
Annual 11=0.5 0 1 0.05 0 1         0.13
mean 9=1          0           1         0.11 0 1        0.27
w = 1/4 9=2          0           1         0.21 0 1         0.53
Table 3.3: Optimal value of A and relative efliciency in case of optimal
sample design versus pure cross sections or panel.
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parameters of interest.
Finally, Table 3.3 contains the optimal value of A if monthly, quarterly
or annual means or changes in means are to be estimated for three values
of the relative cost factor 11 as well as the relative efficiency of the efficient
estimator in case of optimal sample design compared to pure cross sections
or pure panels. It is evident from these results that the optimal design can
be substantially more informative than the extreme possibilities.
3.4     Extensions  to an analysis of covariance
model and to restricted parameters
In this section we first extend the results obtained in Section 3.2 for the
analysis of variance model (3.1) to the analysis of covariance model
1/it  =  Mt  + Bt zit  + ai  + Eit, (3.2)
where ai and Eit are distributed as before, and are independent of the
observed exogenous variable. Without loss of generality we assume that
E{zit} = 0 (t = 1,...,T). Subsequently, linear restrictions on the B''s and
A's are incorporated into the analysis and an application to the estimation
of marginal budget shares of the consumption categories analyzed in Section
3.3 is presented.
As in Section 3.2 we start with the derivation of the variance of the
eflicient estimator 0 of 0 = (/11,···'PT,01, ···, BT)' given the sample design.
Straightforward generalization of (3.7) implies that, if the eigenvalues of
Ve'w = 9Vc, 11'-1 - I2T, with 14, and Vp the variance of B if only cross
section or only panel observations are used respectively, are denoted by di
(t = 1,...2T) and the corresponding matrix of eigenvectors is denoted by
Q, it holds true that
2T
V{('0} = N- 1 Z 67(Adt + 1)- 1, (3.11)
t=1
with 6 = Q'<. For model (3.2) it can be easily checked that
V.w= (1 -1   I,T - t v,1+ (Tp- 1), ( 'lp,   1  ).(3.12)(1- p
with Re, = E{zitzi,}/E{zl} (t, s= 1,...T)
The eigenvalues of V, W are de = rl(1-P)-1 {1 -p[lt(T- 1)p]-idxt}- 1,
with dz: = 0 (t = 1, ...,T- 1), d:T = T and d:t (t = T + 1, ..,27') the
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eigenvalues of Q. Optimality of a series of cross sections for any linear
combination of p:'s and A's requires dt  <  0  (t  = 1,.. .,2T)  or  9  <   1  -pas  in
Section 3.2, since 0 < d:t < T. Similarly, a pure panel is preferable without
ambiguity if the relative cost factor rl satisfies 9  >  1+ (T - 1)pin which case
dt > 0 (t = 1,.., 2T).  If the attention is restricted to linear combinations of
the  Bt's only, less stringent conditions  can be obtained because 6:  =  0  for
t  =  1, . . ,T.  Therefore for any linear combination of the  B's a series of cross
sections will  be the optimal design  if dt  <0(t=T+1, . . . , 2T),  or
dmin \ -1
4 <(1 -p) fl- o       x                                 (3.13)
C         '  1  + (T-  1)p  
while a panel is optimal if
drnar \-1v > (1-p) (1-9      x                                 (3.14)
\       1 + (T- 1)p 
where ©in and ©ax denote the smallest and the largest eigenvalue of
R, respectively. In applications d 'in and d;*ax can simply be estimated
consistently if panel observations on xit are available.
In order to obtain some feeling for these results we consider two special
cases. A first special case is the one where x, 1 can be assumed to be gener-
ated by the analysis of variance model that was discussed in the previous
sections,
Zit = klxt + axi + Exit (3.15)
where the a:i and Exit are i.i.d. random variables with mean zero and
variances 0 a  and 0 C, respectively, which are mutually independent and
independent of the  unknown  constants B:t,  which yields (imin  = 1- pr and
d:'ax  =  1+ (T - 1)Pr, with p: = a2O(a o + (73 )-1. For this special case
conditions (3.13) and (3.14) reduce to the earlier ones if Pr = 1.If on the
other hand there is no individual effect in the exogenous variable (px = 0)
either a series of cross sections or a pure panel will be optimal because the
right-hand sides of (3.13) and (3.14) coincide. If neither (3.13) nor (3.14)
holds the optimal value of A can be obtained along the lines sketched in
Section 3.2.
In the second special case that we consider we only assume
E{zitzis} 2 0,   8,1 =1,...,T. (3.16)
This condition appears to be satisfied for many economic variables.  If (3.16)
holds, the eigenvalues of 0, A (1 = 1,...T), satisfy
0 -5 ft  5 1+ (T-1) max Ot„ (3.17)
tt,
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because every element of Q is nonnegative and the right hand side is the
largest eigenvalue of the matrix with diagonal elements equal to 1 and off
diagonal elements equal to maxits Qt„ which bounds every element of Q.
Using (3.17) it is straightforward to check that if the attention is restricted
to linear combinations of the /3:'s sufficient conditions for optimality of pure
panels and series of cross sections are
-1/ 1+(T- 1) maxit, 01, '\1




In applied work often a priori restrictions on the parameters in (3.2)
such as Bl = ··· = BT = B will be imposed.  If the restrictions are lin-
ear such that 0 = R'O is the new set of parameters the eigenvalues of
gR'Vc,R(R'l/pR)-1 -I can be used instead of the eigenvalues of '114,1/p- 1-I
to obtain sufficient conditions for a pure panel or a series of cross sections
to be optimal. Because the minimal eigenvalue of the first matrix is not
smaller than the minimal eigenvalue of the latter and analogously the max-
imal eigenvalue of the first matrix is bounded by the maximal eigenvalue
of the latter, the sufficient conditions for optimality of pure panels or cross
sections obtained above will still be sufficient in case of linear restrictions
on the parameters.
In order to illustrate the results above we consider the estimation of the
marginal budget shares of the consumption categories food and clothing
assuming that (3.2) is valid where yit denotes the expenditures on one of
the two consumption categories and z,1 denotes total monthly expenditures
on non-durables. The model can be motivated by a two stage budgeting
argument where the total expenditures on nondurables in every month are
determined prior to the decision on how to split them over the various cate-
gories. The maximum likelihood estimates of p in (3.2) for food and clothing
are 0.74 and 0.16 with standard errors 0.005 and 0.001, respectively. The
LM test statistics against the hypothesis of first order autocorrelation in
the kit's introduced in Section 3.3 equal 0.41 and 3.73 respectively. If (3.15)
is imposed on the expenditures on non-durables the ML estimate of px is
0.41 with standard error 0.003. The LM test statistic against first order
autocorrelation in Exit in (3.15) takes the insignificant value of 0.10.
Using (3.13) and (3.14), the estimates of p and px suggest that a pure
panel will be optimal for any linear combination of the marginal budget
shares if g > 0.47 for food and v > 1.23 for clothing. Cross sections are
optimal if 9 < 0.27 and 9 < 0.87, respectively.  Note that these results
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imply that if the aim is to analyze marginal budget shares the optimal
design does not depend on the linear combination of the parameters one
is interested in for realistic values of 17, contrary to the results on period
means in Section 3.3. The largest unrestricted ML estimate of Qts  (t  96 s) is
0.93. If this value is used the conditions for optimality of a pure panel will
change into 11 > 2.86 and 11 > 2.41 for food and clothing, respectively. Note
however that (3.17) yields only a rough bound of the largest eigenvalue of
0.  If this eigenvalue is estimated directly the lower bounds for optimality
will reduce to 0.51 and 1.29, respectively, which again imply optimality of
a panel design. Using the minimal eigenvalue to obtain upper bounds of 11
for a series of cross sections to be optimal yields 11 < 0.26 and V < 0.89.
3.5 Summary
In this chapter we derived a number of simple conditions which can be used
to assess whether a panel or a series of cross sections or a
combination of                 Iboth will yield most efficient estimates of some linear combination of time
dependent parameters in a linear model. These results can be generalized in
a straightforward manner to other models. Similar results for the optimal
design of rotating panels will be presented in Chapter 4.
In the empirical analysis it was shown that if one is estimating period
means, the type of data which is preferable will often strongly depend on
the linear combination of the time means to be estimated.  Only if the
relative costs of a panel data set compared to a series of cross sections
are fairly high or fairly low, one of these data sets will be unambiguously
preferable.  If an exogenous variable with a relatively small individual efTect,
such as total expenditures on non-durables, is included in the model and
attention is restricted to the effects of this variable, the optimal design will
be somewhat simpler to obtain. In many cases a panel will be preferable
for likely values of the relative cost parameter, irrespective of the linear




In this chapter we consider the relative efficiency of rotating panel designs
in analysis of variance models. Throughout, we assume that the parameter
of interest is a linear combination of period means in the analysis of vari-
ance model. Results from spectral theory are used to obtain manageable
expressions for the variance of the BLUE of this parameter. Relative effi-
ciencies of the  BLUE for rotating panels with different rotation periods are
presented, e.g., for the period means themselves, of difTerences or of aver-
ages of means. Moreover we present bounds on the relative efficiency which
are valid irrespective of the parameter of interest. The analysis shows that
the gains from choosing an optimal rotation design can be quite substan-
tial, even if the cost of a reinterview equals the cost of a first observation.
In many cases either the smallest or the highest possible rotation period is
optimal. The analysis is illustrated with an empirical example concerning
monthly consumer expenditures on food and clothing.
4.1 Introduction
The collection of micro-economic data, e.g. in consumer surveys, is char-
acterized by its high cost. It is therefore very important to obtain as much
information as possible from a given budget by using optimal sample de-
signs. Consider, for example, the choice which a data collecting agency will
have to make in order to monitor average expenditures on some consump-
tion category either to interview the same individuals in several periods or
to interview difTerent individuals in diITerent periods.  It is well known in
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the literature that the optimal design of the sample will in general depend
on the parameter of interest (see, e.g., Raj [1968, p.  152 ff.] or Cochran
[1977, p.  345 ff.]). For example, if one is primarily interested in the total
consumption over a number of periods it is less likely that reinterviews are
attractive than if one is primarily interested in period to period changes in
consumption.
In chapter 3 we determined the optimal split panel design, i.e. the
optimal design if one is allowed to spend part of a given budget on the
collection of a series of cross sections while another part of the budget is
spent on a pure panel where all individuals are observed every period. For
longer panels it is not attractive however to observe the same individuals
in all periods.  It has been well documented in the literature that if the
number of times respondents have been exposed to a survey gets large, the
data may be affected (see, e.g., Binder and Hidiroglou [1988]) and even
behavioral changes may be induced. This phenomenon is known as panel
conditioning. Moreover, it is evident that (selective) nonresponse problems
will increase if units are interviewed for a larger number of periods.  In
order to avoid these problems rotating panels, i.e. panels where part of
the sample is replaced in each period and every individual is included in
the panel for a limited number of periods only, are often used in practice.
Little attention however seems to have been paid to the relative efficiency
of alternative rotation designs and to the optimal choice of the design of
rotating panels. In the early literature, Patterson [1950] and Eckler [1955]
paid attention to the estimation of a time dependent mean from several
kinds of rotating samples and to the resulting variances. Rao and Graham
[1964] analyzed the variance of both the current mean and the change in
means in a finite population context, using a special class of recursive esti-
mators. An excellent survey of the literature in this field is given by Binder
and Hidiroglou [1988].
In this chapter we derive the design of rotating panels which minimizes
the variance of the best linear unbiased estimator (BLUE) of linear com-
binations  Ef=0 6/Ir-j  of the period means  Ft   in the analysis of variance
model
Vit  = pt + al + ER, (4.1)
where the ai and €it are unobserved i.i.d. random variables with mean zero
and variances al and 9t, respectively, which are mutually independent.  Im-
portant special cases are of course the determination of the optimal designif the parameter of interest is the period mean Br itself, if the parame-
ter of interest is the change in two subsequent period means Br - PT-1  orif the parameter of interest is the average or sum over m subsequent pe-
riod means Ek=01 Mr_k . Throughout this chapter we assume for simplicity
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that the parameters 01 and 042 are known a priori. If these parameters
are unknown and replaced by consistent estimates the same results hold
true asymptotically (assuming that the number of individuals in the sam-
ple tends to infinity). The constant correlation over time between different
observations on the same individual implied by (4.1) is considered for an-
alytical convenience only. The analysis can easily be extended to more
general correlation patterns. Moreover, if no unit is observed for more than
two periods (4.1) is not restrictive.
We assume that the sample period over which observations on 1/it are
available runs from t=T-T t o t=T+S, where r i s the last period of
interest. In Sections 4.2 through 4.5 we restrict ourselves to the estimation
of period means not too close to the beginning or end of the sample period
i.e. we will present results for the limiting case when T and S tend to
infinity. In Section 4.6 we drop the assumption that an infinite number of
future observations is available at the time of estimation but the assumption
that T is large is maintained.  As a special case we consider the case in which
no future observations are available, i.e. S = 0.
A rotating panel with rotation length r is defined in this study by the
property that in every period 100r-1 % of the participants is replaced and
the assumption that always those units are replaced which participated
the largest number of periods.  If, e.g., r = 2, 50% of the participants
in the first wave of the rotating sample will be replaced in the second
wave, the other half is replaced in the third wave. New participants in
the second wave will be replaced in the fourth wave, etc. Of course a
rotating sample with rotation period equal to one is simply a series of cross
sections. We determine the relative efficiency of efIicient estimators of linear
combinations of the period means pt in (4.1) from a rotating sample with
rotation length r and nr observations in every wave, on the one hand, and
another rotating panel with rotation length s and n, observations in every
wave on the other hand.
The plan of this chapter is as follows. In Section 4.2 we will show how
results from spectral analysis can be used to obtain manageable expressions
for the variance of efficient estimators of linear combinations of the pt in
(4.1).  In Section 4.3 these results are used to discuss the relative efficiencies
of designs for given parameters of interest. Defining p = 01((,2 + 01)-1,
as before, we show for example that if the parameter of interest is the
period mean /Ii itself, the relative efliciency of a series of cross sections
(r = 1) compared to a rotating panel with rotation period r=2 i s given by
V{Bj}/V{Bl} = n2 n 11(1 -  2)-1/2. In Section 4.4 bounds on the relative
efficiency of rotating panels are derived which hold true irrespective of the
parameter of interest. There we show, e.g., that the relative efficiency of
efficient estimators of any linear combination of the period means based on
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a series of cross sections and a panel with rotation period r = 2, respectively
will always lie in the interval (n,ni-1(1 + P)-1, nvni-1(1-p)-1). In Section
4.5 we consider the choice of the optimal rotation period assuming a simple
cost structure. In Section 4.6 the simplifying assumption that the number
of periods after the period of interest is large is dropped and it is shown
there that this assumption does not strongly influence most of the results.
Finally, Section 4.7 presents an empirical illustration and concludes.
4.2 Theoretical results on the variances of
the parameter estimators
In this section we discuss the main steps in the derivation of manageable
expressions for the variance of efficient estimators of (finite) linear combi-
nations of the period means ft in (4.1) from a rotating panel with rotation
period r. Details are presented in Appendix B.
As stated in the previous section the parameter of interest is assumed
to be Ef=O 6/tr-j. We  define  Ej  =  0  ifj  >  J  orj  <  O and wedefine
vectors B = (Br-T,···,pr+s)' and E = (CT, CT- 1, ···1 4-s)' such that ('B =
E<=ocip,_i· Using the fact that the data in a rotating panel with rotation
period r can be divided into r independent subsamples in such a way that
every subsample is a time series of independent small panels, we first show
in Appendix B that the variance of the BLUE of ('B can be written as
V{('1Gr } = ac26,\P(/nr (4.2)
where Ar is the BLUE of B from a rotating panel with rotation period r
and W is defined by W = A-1, where A is a band matrix with elements Atk
(k, f = -T,-T+1,...,S-1, S) satisfying Aik = ali-kl if r-T < f, k < S-r
and
9
aj =1- if  j=0
1 + (r - 1)p
T-    9 if 0<j<r (4.3)
r 1+(r-1)p
= 0  if  j 2 r.
The main problem  then  is  to find expressions  for the elements  of  A- 1.
Several approaches to this problem are possible. We suggest to use an
analogy with a similar problem that has been analyzed in the literature on
time series analysis. There the inversion is considered of a matrix EAfA
defined  by  EMA  =  E{Ztx, },  with xt generated  by some moving average
process,  xi  = 8(L)el where  et  -  IID(0, ae2)  and  0(L)  =1+0 1 L t  ... +
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Or-1 Lr-1 is a polynomial in the lag operator L. It is well known that
the inverse of EMA can be approximated by the matrix EAR defined by
Et.R  = E{ztz,} where zt is the autoregressive process obtained by inverting
the lag polynomial  in the moving average process underlying  EMA,  that
is  zi   =   0-1(L)et. More precisely, Shaman [1975] shows  that   EMA   and
(EAR)-1 are identical except for the (r - 1) x (r - 1) submatrices in the
upper left and lower right corners.
Now choose 02 and Bk (k = 1 r - 1) in such a way that E{ztz,} ='...,
alt-,1, which is possible because the aj  (j  = 0,..., r-1) satisfy the conditions
given by Wold [1953, pp. 152-154]. If EMA and EAR are chosen in this way
the matrix A which is to be inverted differs from EMA only by (r- 1) x (r-1)
submatrices in the upper left and lower right corners. Using this fact and
the result obtained by Shaman [1975] we show in Appendix B that if Ej  = 0
for   j  > J then
lim  ('A-14 = lim ('EAR<. (4.4)
S,T-co S,T-+00
Thus equation (4.4) shows how the variance of a linear combination of
period means not too close to the beginning or end of the observation
period can be approximated.
The simplest way to obtain the elements of the matrix EAR (and to
obtain the results to be presented in Section 4.4) appears to be to use
results from spectral analysis. The spectral density associated with the
series of covariances aj is defined by
r-1
fr (A) = 5   E  aljle-ixj,   -lr <A S ir. (4.5)
j=-r+1
In Appendix B we show that if the aj are given by (4.3) the spectral density
fr (A) can be written as
fr(A)=                1            1 -p+p r- 1 ,   A#O (4.6)
1                                        p l- cos(Ar)1
2,r 1 + (r - 1)P l r    1 - cos A   ]
11
-                        [1-p]   ,   A=0.
2:r 1 + (r-1)p
A direct consequence of standard results in spectral analysis (see, e.g., Fish-
man [1969], Priestley [1981] or Harvey [1981]) is the fact that the variance
of Z;-o (jzt-j, where  zi  - 0-1(L)et as before, can be written as
(J 1    1  r
V   E (jzt-j   = 4;Ii ./-* g(A)/21(A)oil                  (4.7)
C)=0
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where f,71(A) denotes 1/fr(A) and
J






As  V{Ef=o 6 zt-j}  can  also be written  as  ('EAR< we finally obtain  the
main result of this section from (4.4) and (4.7),
9    . 11
lim  V{<' r} = -3- / 9(A)fr-1(A)dA (4.10)S,T-00 4nrgr2 J-r
provided <j  =O i f     j   >J  for  some  finite  J.   For  the  sake of notation  the
lim operation will be deleted in the following sections.
4.3 The relative efficiency of designs for spe-
cific parameters of interest
Equation (4.10) in the previous section shows how the variance of an effi-
cient estimator will depend on the linear combination of the period means
to be estimated, on the choice of the rotation period and on the number of
observations in each wave. In this section we will analyze what this result
implies for the relative efliciency of rotating panels if one is interested in
some particular linear combination of the period means in (4.1). In the
next section we will use (4.10) to derive conditions on the relative efficiency
of panels which hold true irrespective of the parameter of interest.
An important feature of (4.10)  is  that the weights  in the linear combi-
nation, fj  (j = 0,..., J), determine the numerator within the integral while
the choice of r affects the denominator only. In Figure 4.1 we have plotted
the  reciprocal  of the denominator,  fil(A), for rotation periods  r  =  1,2,3,
4, 8, 12 assuming that p = 0.5. Similarly, the numerator in (4.10), 9(A), is
presented in Figure 4.2 for six important special cases: estimation of the
period means themselves (J = 0;  60 = 1), of difTerences in means between
two successive periods (J = 1;  Co = 1, 41 - -1) and of a k period sum or
average (J =k-l;  6 =1,j=0, . . . , k-1) for k=2,3,6 and 12.  Notethat both fr (A)  and  g(A) are symmetric  in  A  and are therefore plotted  for
nonnegative values of A only.
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It is obvious from these figures and well known in the literature (see e.g.
Cochran [1978, p.  348 if.])  that the choice of the rotation period which
minimizes the variance of the efficient estimator will in general depend on
the linear combination of the means to be estimated.  If the number of
observations per wave does not vary with the choice of the rotation period
(nr = n for all r), a series of cross sections (r = 1) will be optimal if a
twelve period average is to be estimated because it is mainly the behavior
of fr-1(A) for small values of A  ( "low frequency") which is important.  If a
difference in means is to be estimated a large value of r is optimal because
the "high frequency" components dominate the variance.
Using (4.10) it is possible for any given E to compute the variance of
the efficient estimator of €'p given r and p. The integral in (4.10) can be
computed with the Residue Theorem (see Appendix B), which yields that
vu17= 32
 1  E Z;-2[90 -1-22:=lu'kz ]  ,            (4.11)
1 nr h'(zj)\    j=1
where 32(z) denotes the real part of z and the zj  are the r-1 zeros within
the unit circle of the polynomial h(z) = zr-1 E;-ir+1 aijiz-j, and h'(z) =
dh(z)/dz. The wk are defined in (4.9). Note that the zj are the r-1 roots
of the lag polynomial of the moving average process introduced in Section
4.2 and that in (4.11) it is assumed for simplicity that h(z) = 0 has no
multiple roots.
In   order to compute the variances using   (4.11)   one  has to determine
the zeros of a polynomial of degree 2r - 2. Although analytical results for
r=3 and r=4 can be obtained they are not very revealing. Therefore we
present analytical results for r=1 and r=2 only. For r=1 the variance
of <, r is seen to equal
V{('iil } = 102WO, (4.12)
111
where 02 =9<2 + 91, and for r=2 (4.11) reduces to
1/{<,/12}= -1.-0241--P2 wo+2Etuk<l-\/1-P' 2-.   (4.13)n2 k=l   (
Using (4.12) and (4.13) it is straightforward to check by substituting6 =1 and J=0 that the relative efficiency of the BLUE of the period
means Pr based on a series of cross sections and on a rotating panel with
rotation period r=2 i s given by
V{Ai}/V{A2}= 712    
1
(4.14)niv'1- /'2
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Similarly the relative efficiency of the BLUEs of FT  - Br_ i  is
n2    1          P
V{A1 - A1-1}/V{ 12 - /13- 1}  = r-- (4.15)ni vl - P6 P - lt 41 -p2
while one obtains
n2    1          PV{AI + 1-1}/V{/13+/12-1}= r- (4.16)ni\/1 -P, P+1 +\/1 -p2
if Br  + Pr- 1  is the parameter of interest. The result  in (4.14) implies that
a series of cross sections yields more efficient estimates of the period means
than a rotating sample with rotation period r=2 i f ni/n2>(1- p')-1/2.
If this condition does not hold the rotating sample is preferable. Similar
conditions for the cases where Pr -Pr-1  or B, +M,+1  are the parameters of
interest are implied by (4.15) and (4.16). A graphical illustration of these
conditions is given in Figure 4.3 where it is indicated for which values of
the relative sample size r=l o r r=2 i s preferable. The lines marked all
will be dealt with in the next section. Bounds on nl/n2 for other linear
combinations of interest can be obtained directly from (4.12) and (4.13).
It can easily be verified, e.g., that the condition nl/n2 > (1 -  2 -1/2 from
(4.14) is sufficient for optimality of a series of cross sections over r=2 i f
one is interested in weighted averages of the period means with nonnegative
weights only as in that case wk 2 0 (k = 0,.., J).
Efficiency comparisons similar to (4.14), (4.15) and (4.16) for other com-
binations of rotation periods can easily be obtained numerically using equa-
tion (4.11). These efficiency results imply bounds on the relative sample
sizes for the one or the other rotation period to yield more efficient estima-
tors than the other. In Figure 4.4 such bounds are presented for the case
where the choice is restricted to r=l o r r=3. Evidently, r=l i s not an
attractive choice if the individual effect is dominant unless the nUInber of
observations in the cross sections is much larger than in the rotating panels.
4.4 The relative efficiency of designs irre-
spective of the parameter of interest
A problem with the fact that the relative efficiency of panels with different
rotation periods generally depends on the aim for which the rotating panel
is to be used is that one usually wants to use one panel for the estimation
of both levels, differences and averages. In this section we derive bounds on
this relative efficiency which hold true irrespective of the linear combination
of the means to be estimated.
42          CHAPTER 4.  THE OPTIMAL ROTATING PANEL DESIGN
RHO
1.0-
0.9-                 , ///-- /./
----
0.8-          ',      /         /
1 two period ./
0.7- : sum /ir=2ir = 1,11 first    ,,-'
0.6- 2    1 level differenc
e
i       r= 4/r=i r=2
0.5 ·  r -2      all:                 /             ,4 -1 all r=1




O.1 -                                         ''.1 i /''li
0.0.....................1.........1.........'.........1
 1 2 3 4 5
RELATIVE SAMPLE SIZE nl/n2







0.9.              i                                       .,                           -
-- --.-
/                       r
0.8.
1
//    /././ ---
0.7- 1                   i --
1     level first    -.--*
O.6 -                 ';t        ,-·   ;Ic '=' r - fT::eln 
: sum / l: i0.5-  r-3 allr=3lr =1 ,' all r=li l l:
0.4- \    It    /
0.3- 9.1 f /. .I t ''
\!i/0.2 - \ Ii''
0.1 :..li,'
0.0-,.
0             1             2              3             4             5
RELATIVE SAMPLE SIZE nl/n3
Figure 4.4: Comparison of a series of cross sections (r 1) and a rotating
panel with r=3
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Evidently, from (4.10), a panel with rotation period r will yield a more
efficient estimator of ('B than another panel with rotation period s irre-
spective of the choice of 4 if
nr if-1(A) < ns-if,-1(A), -gr <A S 'r. (4.17)
If the value 11r, is defined by
gr, =  max f, (A)fr-1(A), (4.18)
AE[-X,T]
equations (4.10) and (4.17) imply that the relative efficiency of panels with
rotation period   r  and s, respectively  will  be  in the interval (n,nrl'1/rl,
n, n; 11/r,) irrespective  of the parameter of interest. In particular,  this  im-
plies that the panel with rotation period r will yield more efficient es-
timators of any linear combination of the period means in (4.1) than a
panel with rotation period s if the numbers of observations per wave sat-
isfy  nr /n,  >  'lri·
Let us first of all consider the choice between a series of cross sections
and a rotating panel with rotation period equal to two. Using
ACK) = _L(1 - p) (4.19)2;r
and
f2(A) = 1(1 + p)-1(1 - pcos A) (4.20)2 3-
it is straightforward to verify that 912 = (1- P)-1 and 7121 =l t p. Thus,
for any finite linear combination of interest ('B, it holds that
(1 + p)-i22 < V{<'Bil}/V{('A2} < (1 -p)-121. (4.21)
Rl                            nl
Expression (4.21) implies that if ni > (1 - p)-in, a series of cross sections
is preferable to a rotating panel with rotation period 2 without ambiguity,
while the opposite is  true if ni  <  (1 + p)-in2· If neither of these conditions
is satisfied the choice of the optimal design depends on the parameters of
interest in the way described in the previous section.
Using (4.6) it can be shown that 413 = (1 - p)-1 (s = 2,3,...) and that
'lr, = [1 + (r - 1)p]/[1 + (s - 1)p] if r >s, so that (4.21) can be generalized
to
[1 +  (r -  1)p]- 12L  <  V{('1Gi}/V{<'i r}  <  (1  - p)-1 nr . (4.22)
nl                               nl
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s=1   3-2   8=3   8=4   8=8   3=1 2
p = 0.3 - 1.43 1.43 1.43 1.43 1.43
r=1 p = 0.6 - 2.50 2.50 2.50 2.50 2.50
p = 0.9 - 10.00 10.00 10.00 10.00 10.00
p == 0.3 1.30
- 1.22 1.38 1.67 1.76
r=2 p = 0.6 1.60 - 1.50 1.92 2.95 3.40
P == 0.9 1.90 - 1.99 3.06 7.16 10.29
p == 0.3 1.60 1.23 - 1.18 1.67 1.92
r=3 p = 0.6 2.20 1.38 - 1.35 2.61 3.48
P = 0.9 2.80 1.47 - 1.60 4.54 7.67
p == 0.3 1.90 1.46 1.19 - 1.55 1.92
r=4 p == 0.6 2.80 1.75 1.27 - 2.14 3.15
P == 0.9 3.70 1.95 1.32 - 3.04 5.55
p == 0.3 3.10 2.38 1.94 1.63 - 1.42            °
r=8 p == 0.6 5.20 3.25 2.36 1.86 - 1.69
P == 0.9 7.30 3.84 2.80 1.97 - 1.99
p = 0.3 4.30 3.31 2.69 2.26 1.39          -
r = 12   p = 0.6 7.60 4.75 3.45 2.71 1.46           -
p = 0.9 10.90 5.74 3.89 2.95 1.49          -
Table 4.1: Lower bounds gr, on the quotient of the number of observa-
tions per wave nr/n, for panel with rotation period r to be unambiguously
preferable
In more general cases it does not appear to be possible to obtain simple an-
alytical expressions for rlr„ but it is of course straightforward to maximize
(4.18) numerically. Numerical results for three different values of r are pre-
sented in Table 4.1. If, for example, p= 0.3,  r=3 will be unambiguously
preferable to r=2 i f n3/n2 > 1.23, while r=2 will be unambiguously
preferable to r=3 i f n2/n3 > 1.22, i.e. if n3/n2 < 0.82. It is evident from
these results that it is relatively simple to choose the optimal rotation pe-
riod if p is small, i.e. if individual effects are relatively not very important
in the analysis of variance model (4.1). Of course the choice of the rotation
period is also less important if p is small since in that case the obtainable
efficiency gain will only be marginal.
In Figure 4.3 where we restrict ourselves to the choice between r=1
and r = 2, we have drawn the bounds 7112 and 716-ii on the relative sample
size nl/n2· These bounds (marked all) determine regions in which r=1
and r = 2, respectively, are unambiguously preferable to the other. Anal-
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ogously, bounds for the choice between r=1 and r=3 are drawn in
Figure 4.4. Of course the bounds derived in Section 4.3 for some specific
linear combinations of interest will always lie in the region where the choice
depends on the parameter of interest.
4.5 The optimal choice of the rotation pe-
riod given a budget constraint
In Sections 4.3 and 4.4 we have shown how the results of Section 4.2 can
be used to obtain the relative efficiency of the estimators from two (given)
designs and thereby to determine which of these two designs yields a more
efficient estimator.  In this section we will consider the more general problem
of the optimal choice of the rotation period given an assumed cost structure.
Assume that a sample still has to be drawn and that one is free to choose the
rotation period r as long as it is not larger than some prescribed maximum:
r S rmar. Such a maximum will usually have to be imposed, e.g. to avoid
problems concerning panel conditioning and selective nonresponse referred
to in the introduction.  Let Pl denote the cost of observing an individual for
the first time and P2 of observing it for a second time. Assume for simplicity
that observing it for a third, fourth, etc., time is equally expensive as the
second observation. If there is a budget B for each period the number of
observations per wave in case of rotation period r equals
rB rB*
nr =p i+ (r- 1)P2 =  1+ (r- 1)a' (4.23)
where  B-   =  B/pl   and  a  =  1'2/Pl, the relative  cost  of a repeated obser-
vation. Based on experiences from the Panel Study of Income Dynamics,
Duncan, Juster and Morgan [1987] suggest that a is smaller than unity.
In particular, they state that the field costs of a cross section are 30 to
70 % higher than for additional waves of the panel, implying values for a
between 0.6 and 0.8.
If rma= =2 the choice is again restricted to either r=l o r r=2 and the
bound in (4.16), for example, can easily be rewritten to show that spending
the budget on a series of cross sections will yield more precise estimates of
averages over two periods than a rotating panel with rotation period equal
to two if
2Pa> - 1. (4.24)1- ptl-1-9
Note that (4.14) and (4.15) imply that the rotating panel will always be
preferable if levels or period to period changes are to be estimated as long
asa < 1, which is likely to be the case.
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More general results on the optimal choice of the rotation period can
be obtained using (4.11). The choice of the rotation period if rm ax = 8 is
visualized in Figures 4.5,4.6,4.7 and 4.8 for the case of averages over 2,
3, 6 and 12 periods, respectively. Note that no figures are included for the
estimation of a single period mean or a difTerence in means as our numerical
results suggest that in these cases the largest rotation period will always be
optimal. However, one should not be tempted to think that a true panel
(r = 00) would yield even more efficient estimates if the preferred choice
for the rotation period is rmas.   In  case of equal sample sizes, for example,
a true panel will yield estimators of the period means which are as efficient
as the ones derived from a series of cross sections (see e.g. Cochran [1977,
p.345 IT.]). In general, Figures 4.5 to 4.8 clearly show that intermediary
rotation periods  (r  =  2,..., 7) are optimal  in very small parts  of the (p, a)
space only. Usually it will either be the maximal (r = 8) or the minimal
(r = 1) rotation period which is optimal.
It is not only relevant to know how the optimal rotation period can be
determined, but also to know how much efficiency will be lost if a sub-
optimal choice is made. In Table 4.2 we present the relative efficiencies
compared with a series of cross sections (r = 1) for several rotation periods,
some specific parameters of interest and values of a and p.  As an illustration
consider the case where p= 0.6 and a=1 (equal cost). Then it follows
from Table 4.2 that the variance of the estimator of a particular pt in case
r=4 is equal  to  71  % of the variance for  r  =  1 (a series of cross sections),
and only 43 % if one is estimating a first difference.  It is clear that the
gains in efficiency can be quite substantial if an optimal sample design is
chosen.  Even in case of equal cost (a = 1) gains of more than 50 % are not
uncommon. Using (4.23) and the results for a=l one can easily compute
relative efficiency bounds for any a by multiplying the numbers in the table
by (1 + (r - 1)a)/r.
Similar to the approach chosen in Section 4.3, one can check whether is
is possible to determine the rotation period which minimizes the variance of
the BLUE irrespective of the parameter of interest assuming that the cost
structure (4.23) holds and imposing r S rmar Using (4.23) each bound gr,
can be rewritten as a bound on the relative cost of resampling, a. Pairwise
comparisons are used to determine regions of the parameter space where
one or more rotation period(s) can never be optimal, whatever the parame-
ter of interest. These regions are presented in Figure 4.9 where we assumed
rmar = 8. Note that in most regions there is no unique optimal rotation
period since this will depend on the parameter of interest. However, opli-
mality of some rotation periods can be excluded for some values of p and
a.  If, e.g.,p<(1 -a)/(1 + a) a series of cross sections will not be optimal
for any choice of the parameter of interest. More general results can be
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Figure 4.6: The optimal rotation period for estimating a three period av-
erage mean
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Figure 4.8: The optimal rotation period for estimating a twelve period
average mean
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levels first difference 2 period sum
a= 0.5   a=l   a= 0.5 0=1 a= 0.5   a=1
p = 0.3 0.71 0.95 0.61 0.81 0.83 1.10
r=2 p = 0.6 0.60 0.80 0.40 0.53 0.80 1.07
p = 0.9 0.33 0.44 0.12 0.16 0.53 0.71
p = 0.3 0.62 0.93 0.50 0.76 0.74 1.11
r=3 p = 0.6 0.49 0.74 0.31 0.46 0.68 1.02
p = 0.9 0.24 0.37 0.08 0.12 0.41 0.61
p = 0.3 0.57 0.92 0.46 0.73 0.68 1.10
r=4 p = 0.6 0.44 0.71 0.27 0.43 0.61 0.98
P = 0.9 0.21 0.33 0.07 0.11 0.34 0.55
p == 0.3 0.49 0.88 0.40 0.71 0.59 1.05
r=8 p == 0.6 0.36 0.64 0.23 0.41 0.49 0.86
P = 0.9 0.15 0.27 0.06 0.10 0.24 0.43
p = 0.3 0.46 0.86 0.38 0.70 0.55 1.01
r = 12   p = 0.6 0.33 0.60 0.22 0.40 0.43 0.80
p == 0.9 0.13 0.24 0.05 0.10 0.20 0.38
Table 4.2: Relative Efficiency for a panel with rotation period r compared
with a series of cross sections
inferred from Figure 4.9.  If, for example, a < 0.5 a series of cross sections
cannot be optimal for any parameter of interest if p < 0.33 while r= 2 and
r = 3 will always be suboptimal if p < 0.17 and p < 0.09, respectively.
4.6 The optimal design for specific param-
eters of interest if one is estimating in
recent periods
A drawback of the results of the previous sections is that they are only
valid if one is estimating period means not too close to the end of the
sample period. In these sections we restricted attention to the limiting case
where the number of future periods on which data are available, S, tends to
infinity.  In this section we consider the case of a fixed S, still assuming for
convenience that the number of past periods in the sample, T, is infinitely
large. The results in this section suggest that unless p is close to unity and
S very small the earlier results are hardly affected.
The main reason for considering the limiting case where S tends to
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Figure 4.9: Regions with restrictions on the optimal rotation period r
infinity in the previous sections is that in this case a simple expression for
the inverse of the matrix A, which arises in the variance covariance matrix
of the efficient estimator, is available.  In this section we show how to obtain
an expression for the inverse of this matrix if S is fixed. Denote the moving
average process which generates the autocovariances E{xtxs} = alt-,1 by
xi  = 0(L)et  with et  -  IID(0, a ) as before. Define zt  =  0-1(L)et  =
0(L)4 where *(L) = 00 + tbiL + 02L2 + .... In Section 4.2 where is
was assumed that T and S tended to infinity we have approximated the
inverse of the matrix EMA defined by EMA = E{ztz,}by EAR defined as
EilR = E{ztz,}. A valid approximation to (EMA)-1  if S is fixed is to use
the matrix of covariances of more than S period ahead prediction errors of
the AR process instead of the matrix of covariances of the variable zt itself.
In Appendix B we show that if we define the symmetric matrix B = (bik)
by
S-k
bik = 022 E lb,0j+k-,     Ck 2 1; -T S t, k S S) (4.25)
j=0
and partition B as
B  =       41
421 (4.26)821  822 1
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where B22 has dimension (r - 1) x(r- 1), it holds that, if 6  = 0 for j > J
for some fixed J,
Bullim E'A- 16 = lim
E'{B-    n   ] [I+P228221-1 P22[821 822] 4 (4.27)T=00 T-'00 L 022
where S is fixed and P22 denotes the lower right (r - 1) x (r - 1) block of
A-EMA Evidently, (4.27) generalizes (4.4).
In order to illustrate these results consider again the case where r=2
in which case 0(L) =1-B L with
1  - ,/1-p2 1 p 10= V and a2 = (4.28)C 201+P
In this case bik reduces to
S-k
1 - 02(S-ktl)blk - Ge2  .1 Ojoi+k-t = 9 201,-t (k 2 f) (4.29)1- 02
j=0
Using (4.27) and (4.29) it is straightforward to verify that the variance of
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E 666-k -1 +          P I Z
<Lbs,-t)
(4.30)2(1 - pe)(1 + p)k,t=0 t..0-                                                         -
Note that (4.30) is a generalization of (4.13), while the two expressions
coincide if S tends to infinity.  For the special case of estimating the period
means pr,  it is readily verified  from  (4.30)  that the relative efficiency of a
series of cross sections and a rotating panel with r=2 can be written as
V{  }/V{D } = --     /25+2)-1 . (4.31)n,    1ni 41 - PL
Note that this relative efficiency decreases with S and tends to the expres-
sion in (4.14) if S tends to infinity since 10 1< 1 if p < 1.  It is not surpris-
ing that (4.31) is always smaller than (4.14) because the non-availability
of future observations has no impact on the efficient estimator in the cross
section case (r = 1), but implies an information loss for the r=2 case.
For the special case of S=0 (4.31) reduces to
V{  }/V{  } = (4.32)
n2     1         p2
ni 241-P2 1 - v/1 - p,
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This relative efficiency implies a bound on the relative sample sizes for the
series of cross sections to be preferable to a panel with r=2 which is




This result is not surprising either since for the two level rotation sampling
case, it is assumed that all individuals in the sample are observed twice
(with one retrospective observation), which implies that the final period
sample size is half of the sample size in the preceding periods.
In Table 4.3 we present values for the lower bounds on the relative
sample size  ni/nr for rotation period  r  to be preferable  to a series of cross
sections for r =  2,3,4 and three specific parameters of interest. The relative
efficiency of two designs is obtained if the entries in the table are multiplied
by nr/nl · The value of S indicates how many periods of observation are
available after period r. Of course the results for S = oo coincide with the
results of Section 4.3.
Table 4.3 shows that the relative efficiencies do not strongly depend on
S except possibly for large values of p. Moreover, the more observations
are available after the estimation period(s), the smaller the difference be-
tween the exact bounds and the bounds from Section 4.3 will be. Table 4.3
therefore clearly suggests that when p is known to be moderate the results
of Section 4.3 may be used as an approximation. It is clear from the table
that, if the cost structure in (4.23) is valid and the relative cost of resam-
pling a is smaller than unity, a rotating panel will be preferred to a series of
cross sections, when one is interested in a level as well as a first difTerence.
If a is still smaller (e.g. 0.8) then the rotating panel is also preferable in
case of estimation of a two period sum.
4.7 Concluding remarks
The collection of data, e.g. in consumer surveys, is characterized by its high
cost. Therefore it is important to obtain as much information as possible
from a given budget by using optimal sample designs. In this chapter we
have determined the relative efficiency of rotating sample designs and have
considered the problem of the choice of the rotation period which minimizes
the variances of the BLUE of specific linear combinations of the period
means or of any linear combination of the period means in an analysis of
variance model.
The analysis of variance model (4.1) is characterized by an individual
efTect  Oi,  implying a constant correlation  over time between di fferent  ob-
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S=O    S=l    S=2    S=o o
level
p = 0.3 0.98 0.96 0.95 0.95
r=2 p = 0.6 0.89 0.85 0.82 0.80
p -0.9 0.61 0.58 0.54 0.44
p == 0.3 0.96 0.95 0.93 0.93
r=3 p == 0.6 0.85 0.79 0.75 0.74
P == 0.9 0.53 0.47 0.43 0.37
p == 0.3 0.95 0.94 0.93 0.92
r=4 p= 0.6 0.82 0.78 0.74 0.71
P == 0.9 0.48 0.45 0.42 0.33
first difference
p = 0.3 0.82 0.81 0.81 0.81
r=2 p = 0.6 0.55 0.54 0.53 0.53
P = 0.9 0.17 0.17 0.16 0.16
p = 0.3 0.77 0.76 0.76 0.76
r=3 p= 0.6 0.48 0.46 0.46 0.46
P = 0.9 0.13 0.13 0.12 0.12
p = 0.3 0.75 0.74 0.74 0.73
r=4 p == 0.6 0.45 0.44 0.44 0.43
P == 0.9 0.12 0.11 0.11 0.11
two period sum
p == 0.3 1.12 1.10 1.10 1.10
r=2 p = 0.6 1.15 1.08 1.07 1.07
p == 0.9 0.94 0.80 0.74 0.71
p = 0.3 1.14 1.12 1.11 1.11
r=3 p= 0.6 1.16 1.08 1.04 1.02
P == 0.9 0.87 0.78 0.71 0.61
p == 0.3 1.15 1.13 1.11 1.10
r=4 p= 0.6 1.15 1.08 1.03 0.98
P = 0.9 0.81 0.75 0.70 0.55
Table 4.3: Relative efficiency for a panel with rotation period r compared
with a series of cross sections (in case of equal sample sizes)
54          CHAPTER 4.  THE OPTIMAL ROTATING PANEL DESIGN
servations on the same unit. The results can however easily be extended to
more general correlation patterns because the assumptions on the correla-
tion pattern do not affect the structure of the band matrix A that has to
be inverted to to derive expressions for the variances of the estimators.
In the preceding chapter, where the choice between a pure panel, a pure                       series of cross sections and a combination of these two data sources was
discussed, model (4.1) was used to model monthly consumer expenditures
on food and clothing in 1985 in the Netherlands using the so called Ex-
penditure Index panel conducted by INTOMART, a marketing research
agency. The assumptions on the error terms appeared to be valid and the
maximum likelihood estimates of p in (4.1) for food and clothing were 0.76
and 0.25 with standard errors 0.005 and 0.002, respectively.  If the cost
structure introduced in section 4.5 is valid these results imply that a series
of cross sections cannot be optimal to monitor expenditures on clothing if
the relative cost of resampling is less than 0.60 irrespective of the parameter
of interest. The corresponding figure for food where the individual effect
is more prominent is 0.14. If one considers one parameter of interest only,
these bounds can be sharpened.
Alternatively, the results in this chapter can be used to determine the
relative efficiency of rotating panels.  If one is, e.g., interested in estimates of
the average consumer expenditures in the last month of the sample our re-
sults in Section 4.6 imply that the relative efficiency of a panel with rotation
period  2  to a series of cross sections is 0.79n,n11  for  food  and  0.98n2ni-1
for clothing. If the parameter of interest is the period mean in a more
distant past these relative efficiencies drop to 0.65n,ni-1 and 0.97n2ni-1,
respectively. Alternatively, the relative efficiencies for a recent change in
means are 0.37n,ni-1 and 0.85n,ni-1 for food and clothing, respectively,
while these bounds drop to 0.35n2ni-1 and 0.85n2ni-1 respectively if one is
estimating in a more distant past.
In summary, our results show that the gains from choosing an optimal
rotation design can be quite substantial, even in the case the cost of a
repeated observation equals the cost of a first observation (a = 1).  Our
analysis suggests that in many cases either the smallest (r = 1) or the high-
est possible rotation period is optimal. In the above-mentioned example of
food expenditures, a rotating panel with r=4 will yield an efficiency gain
of over 70 % if one is estimating a difference in subsequent means, com-
pared to a series of independent cross sections with the same number of





If repeated observations on the same individuals are not available it is not
possible to capture unobserved individual characteristics in a linear model
by using the fixed effects estimator in the standard way. If large numbers of
observations are available in each period one can use cohorts of individuals
with common characteristics to achieve the same goal, as shown by Deaton
[1985].   It is tempting to analyze the observations on cohort averages  as  if
they are observations on individuals which are observed in consecutive time
periods.  In this chapter we first of all analyze under which conditions this
is a valid approach. Moreover, we consider the impact of the construction
of the cohorts on the bias in the standard fixed effects estimator.  Our
results show that the efTects of ignoring the fact that only a synthetic panel
is available will be small if the cohort sizes are sufficiently large and if the
true means within each cohort exhibit sufficient time variation.
In addition, we show in this chapter that the estimator proposed by
Deaton [1985] is inconsistent if the number of time periods is small, even if
the number of cohorts tends to infinity. We propose an alternative estimator
which does not suffer from a bias due to a small number of sampling periods.
A new class of estimators is introduced containing all estimators mentioned
above, and for a special case we consider minimim mean squared error
estimation within this class. Our results show that it may be optimal to
eliminate only part of the measurement error in the cohort averages, since
the implied small bias is ofTset by a much smaller variance.
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5.1 Introduction
In recent years much attention is paid to the comparison of panel data
with a single cross section or a series of independent cross sections (see, for
example, Chapters 2,3 and 4 of this study).  On the other hand several
authors have stressed the fact that panel data are not indispensible for the
identification of many commonly estimated models and that the parameters
of interest can be identified (with or without some additional assumptions)
from a single cross section or a series of independent cross sections (see, for
example, Heckman and Robb [1985b], Deaton [1985] and Moffitt [1990]).
In this chapter we pay attention to a regression model with individual
effects that are correlated with the explanatory variables ("the fixed effects
model"), and analyze the question of how to estimate the slope parameters
using aggregated data on cohorts constructed from a series of repeated cross
sections (RCS data). In this approach "similar" individuals are grouped
in cohorts, after which the averages within these cohorts are treated as
observations in a synthetic panel (cf. Deaton [1985]).
Models in which the individual effects are correlated with the explana-
tory variables often arise naturally from economic theory, for example in
life cycle models where the individual effects represent marginal utility
of wealth (see, e.g., Heckman and MaCurdy [1980], MaCurdy [1981] and
Browning, Deaton and Irish [1985]). Because in many countries no panel
data on household consumption or labor supply are available but repeated
cross sectional information is, the latter data is typically used to estimate
life cycle models. Deaton [1985] has shown that the slope parameters in
such models can usually be identified from a series of independent cross sec-
tions. In his approach, cohorts are defined as groups of individuals sharing
common observed characteristics, such as age or sex. Because the observed
cohort aggregates are error-ridden measurements of the true cohort popu-
lation values, an errors-in-variables estimator is proposed.
In Section 5.2, where we present a general introduction to the estimation
of a regression model from cohort data if the individual efTects are treated
as fixed unknown parameters, we show that consistency of Deaton's errors-
in-variables estimator requires that the number of available cross sections
tends to infinity. In addition, we suggest a modified estimator which does
not suffer from an inconsistency due to a small number of time periods.
If the number of observations per cohort is large, it is tempting to ignore
the errors-in-variables problem and to use standard software to handle the
synthetic panel as if it were a genuine panel.  This is what is usually done in
empirical studies, see, e.g., Browning, Deaton and Irish [1985] and Blundell,
Browning and Meghir [1989]. In this chapter, among other things, we
analyze to what extent this is a valid approach. In Section 5.3 we derive
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expressions for the bia,1 of the standard within estimator on the pseudo
panel of cohort data if the conditions for consistency are not met (under
additional assumptions on the data generating process on an individual
level and the way in which the cohorts are constructed). Furthermore, we
analyze the efTects of the choice of the cohort sizes on this bias. In Section
5.4 attention is paid to the (true) variance of the within estimator compared
with the estimated variance from standard routines and the influence from
the choice of the cohort sizes on these variances. In Section 5.5 we consider
the implications of our results for the estimation of Engel curves for food
expenditures from Dutch monthly data. The results suggest that fairly
large numbers of observations are required in each cohort to validly ignore
the fact that the model is estimated from cohort data.
In Sections 5.6 and 5.7 we pay attention to a class of estimators, con-
taining as special cases the standard within estimator, Deaton's errors-
in-variables estimator and the adjusted errors-in-variables estimator intro-
duced in Section 5.2. Explicit attention is paid to minimum mean squared
error estimation of the slope parameters in a simple regression model with
fixed individual effects. Section 5.8 concludes.
5.2   Estimation from cohort data
Consider the following linear model
git=Zit#tait€it, t=l,...,T (5.1)
where i indexes individuals and t indexes time periods and suppose B is
the parameter of interest.  It is assumed that E{Eit 1 zj, }    =   0   for   all
s, t  =  1,..., T and  all  i, j.   In each period, observations on N individuals
are available. Throughout, we assume that the data set is a series of inde-
pendent cross sections. This assumption does not rule out the possibility
that some individuals are observed more than once. It is sufficient that each
cross section is a random sample of the population such that all covariances
between individuals observed in different periods are zero.
In many applications the individual effects Oi are likely to be correlated
with the explanatory variables in xit so that estimation procedures treat-
ing the ai as random drawings from some distribution lead to inconsistent
estimators, unless the correlation is explicitly taken into account. When
panel data are available this problem can be solved by treating the ai as
fixed unknown parameters. Usually the fixed effects are eliminated before
1 In this chapter the term "bias" is also used to denote asymptotic bias, defined as the
pseudo true value of the estimator minus the true value of the corresponding parameter.
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estimation, for example by a within or first difference transformation. Ob-
viously, this strategy no longer applies if no repeated observations on the
same individuals are available.
Deaton [1985] suggests the  use of cohorts to obtain consistent estimators
for B in (5.1) if repeated cross sections are available, even if the individ-
ual effects are correlated with the explanatory variabes. Let us define C
cohorts, which are groups of individuals sharing some common character-
istics. These cohorts are defined in such a way that each individual is a
member of exactly one cohort which is the same for all periods.  For exam-
ple, a particular cohort may consist of all individuals born in 1945-1949, or
of all males having a university degree on January 1, 1990. Aggregation of
all observations to cohort level results in
ge: = ict# tact tict,    c = l,..., C; 1 = l,..., T (5.2)
where  yct  and   ct  are the averages of all observed  yit's  and  x,t's in cohort
c at time t. The resulting data set is a synthetic (or pseudo) panel with
repeated observations on C cohorts over T periods.  The main problem
with the estimation of this model is that act in (5.2) depends on t, is
unobserved and is likely to be correlated with fc:· Therefore, treating the
6ct as random (and uncorrelated with the explanatory variables) is likely to
lead to inconsistent estimators and treating them as fixed will result in an
identification problem unless the variation of act over t can be neglected.
Intuitively, the latter will be the case if the number of observations within
each cohort is large. In Section 5.3 we analyze in more detail the conditions
under which the bias in the within estimator on the synthetic panel will be
ignorable.
An alternative way to approach the problem is adopted by Deaton
[1985], who considers the cohort population version of (5.1),
1':  = x:,B -1- a: -1- E:t,    c=l,..., C; t=l,..., T (5.3)
where the asterisks denote (unobservable) population cohort means and
where aj is the cohort fixed effect, which is constant over time because
population cohorts contain the same individuals in all periods (ignoring
birth and death of individuals).   If the population cohort means would
be observable, equation (5.3) could be used to estimate B using standard
procedures for a panel consisting of C cohorts observed in T periods.  How-
ever, we can regard the observed cohort means #ct and zc: as error-ridden
measurements of the true population cohort means yi and Zit Deaton
[1985] assumes that the measurement errors in #ct and 2ct are normally
distributed with zero mean and independent of the true values 1/'t  and xj,
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in particular2
(,d )-N ((:t );( .00  .S )) .           (5.4)Zct a    f22
One way to estimate the parameter B in (5.3) is to analyze the model
in (5.3) and (5.4) as a model with measurement errors.  If the row vector of
cohort dummies is denoted by dc and the column vector of corresponding
parameters is denoted by a*  = (a;,..., 03)'' the errors-in-variables estima-
tor (on the model in levels) proposed by Deaton [1985] is given by
,      /C T
( D)-IZE(21   't.:1: fr,))-1,\c=lt=1
(f f: <  , '69.,
jj.
(5.5)
\c-1 t=l  \  2ct#ct -8  ) 
where 02 and 8 are estimates of (22  and a based on all individual observa-
tions.
Since B is our parameter of interest, we focus attention to the implied
estimator for B, which is given by
T                      )-1
30 =  (it' Z E(2" - 2,)'(2" - 2,) - 02)      x\   c=lt-1
/           C     T
i   lF F(Ect - 2c)'(9-ct - #c) - 8 (5.6)
<CT 51 :01
where 2, = + Ell 2 CS·
If the number of observations per cohort is not too small, it is tempting
to ignore the errors-in-variables problem and to estimate (5.2) assuming
equality of population and sample means. The resulting estimator for   is
the within estimator on the synthetic panel, Pw, given by
A. = <2 E<24 -  c)'(/ct - 21) j E E(Ect - ic)'(#c:-Dc)),
) -1<C  T
(c=lt=l /     \C=lt=1
(5.7)
1 F.Twhere 2c is the time average of Zct' i.e.  ze = T Lt -1 Zet and analogously
for  #c ·
2 Note that, contrary to Deaton,  we  do not include the cohort dummies in the vector
of x's. These dumdes are of course observed without error.
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In the sequel, interest will also lie in a more general class of estimators,
indexed by a parameter # E [0,1], defined as
\ -1
3(0) = <i y; E E(2ct -  c)'(2ct - 2c) - OR2      X
c=lt=1
/         CT
1 _1_ T-9 T (fc: - ic)'(Dc: - De) - 05)  .                   (5.8)  CT  f=1 :=1
Obviously, Deaton's estimator BD and the within estimator on the pseudo
panel Pw belong to this class, for 8=1 and 0=0, respectively.
The estimators 8(0) only have a well-defined probability limit if the
matrix inverted in (5.8) has a nonsingular probability limit. For Deaton's
errors-in-variables estimator and the within estimator on the pseudo panel,
this is guaranteed by the following assumptions, respectively.
Assumption 5.1 The adjusted moments matrix of the population means
of the explanatory variables
plim  l'r II(ict - fc)'(i:ct -  c) - f"22 (5.9)cT-co CT L-c=1 t=1
is nons:ngular.
Assumption 5.2 The moments matrix of the observed cohort means of
the explanatory variables
plim  A  f: (ict -  C)'(i:ct - ic) (5.10)CT-*00 c=lt=1
is nonsingular.
It is important to note that Assumption 5.2 is implied by Assumption 5.1
but that the converse is not true.
Whether or not the estimators above are consistent for B crucially de-
pends on the relation between 6ct and zet in (5.2).  If a, and xit are uncor-
related the measurement errors in the cohort averages are no problem and
P(0) is consistent for any value of B. In this case (5.1) aggregates exactly
and act in (5.2) is uncorrelated with 2ct· Since there is no necessity to
eliminate the measurement errors, the best choice for 0 is zero (yielding the
smallest variance).
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If ai and xit are correlated consistency problems may arise.  As said be-
fore we shall concentrate on the case where the number of observations per
cohort ne = N/C is finite and we shall take probability limits for N - 00
(and C - 00). Essentially we assume that the number of cohorts is large.
Now, using (5.2), one can readily show that 0(#) is inconsistent for finite
T unless 0 = 1-, where T = (T - 1)/T. This implies that Deaton's errors-
in-variables estimator (0 -  1) is inconsistent if T is fixed and consequently,
contrary to Deaton's (1985) assertion 3(1) is not «clearly consistent as
CT -+ 00". The inconsistency of  (1) is caused by the incidental parame-
ters problem (implying that a- can not be estimated consistently), which
carries over to the parameters of interest B, as long as the measurement
errors are not correctly eliminated. It is, however, easy to adjust Deaton's
estimator to attain consistency by choosing 0=r instead of 0=1.  In
particular if only a few cross sections are available, the difference between
the two estimators will be substantial. Of course, if T - 00, r - 1 and
consistency of both estimators is guaranteed.
Even if a, and zit are correlated, there is no measurement error problem
if the averaged individual effects ai are constant over time (act = 6c)·  If the
number of observations per cohort, NIC,6 large, one is tempted to assume
that the latter condition holds and to use the standard within estimator
on the pseudo panel as if it were a genuine panel. In Sections 5.3 - 5.5
attention is paid to the validity of this assumption. In particular, Section
5.3 will discuss the asymptotic bias in the within estimator (in a particular
case) given the number of observations per cohort (NIC). Section 5.4 will
pay attention to the true variance of the within estimator and analyzes
whether standard software can be used to estimate this variance, while
Section 5.5 will present an empirical application. It appears that the bias in
the estimator with 8=0 can only be ignored if the number of observations
per cohort is fairly large.
Assuming that this is not the case, there is the question of choosing an
optimal value of 8. The choice of 8 will affect not only the consistency of
the estimators, it will also have an effect on their variances. In particular, a
smaller value of 0 implies a smaller variance of the corresponding estimator.
To illustrate this, we shall in Sections 5.6 and 5.7 present expressions for
the probability limit of P(0) given 0, and the corresponding variance, for a
particular data generating process and a particular way of constructing the
cohorts. Section 5.7 will focus on minimum mean squared error estimation
of B
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5.3  The bias in the within estimator
Our basic interest in this and the next two sections lies in the validity of
the argument that "the number of observations per cohort is large enough
to ignore the errors-in-variables problem" (cf., e.g., Browning, Deaton and
Irish [1985]). We therefore concentrate on the case where the number of
observations per cohort N/C is fixed. To simplify the analytical results we
approximate the finite sample bias by the asymptotic bias for large C and
large N. Numerical checks reveal that this approximation is accurate if C
is not too small (10-20).
In this section we will derive the asymptotic bias in Bw for the special
case of a linear model with only one explanatory variable,
Vit = #Zit + Oi + Eit (5.11)
where zit is a scalar variable. Following Chamberlain [1984], we assume
that the dependence of zit and a. can be characterized as follows.
Assumption 5.3 The individual eflects a,  are correlated with the z 's in
the following way
a, = Ati + Ei (5.12)
where E{6 1 zit} = 0 for ali t = 1,..., T and V{6} = 4.
Then, under Assumptions 5.2 and 5.3, A=O i s a sufficient condition for
consistency of Pw  as in that case the cohort effects act in (5.2) are uncor-
related with the regressors. Cohorts are assumed to be constructed in the
following way.
Assumption 5.4 Cohorts are dejined on the basis of an absolute continu-
ous distributed variable z which is distributed independently across individ-
uals with variance normalized to unity. Moreover, the cohorts are chosen
such that the (unconditional) probability of being in a particular cohort is
the same for all cohorts.
According to this assumption the support of the density of z is split into
C intervals with equal probability mass, implying that all cohorts have
approximately the same number of members in the sample. In practice, the
variable z may be based on more than one underlying variable. It should be
noted that the choice of z (or the underlying variables) is restricted. First,
zi should be constant over time for each individual i because individuals
cannot move from one cohort to another. Second, zi should be observed
for all individuals in the sample. The latter requirement rules out variables
like "wage earnings in 1988" or "family size at January, 1st, 1990", because
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these variables are typically not observed for all individuals in the sample.
In applications, variables like date of birth or sex will usually be chosen to
define the cohorts.
For Assumptions 5.1 and 5.2 to be satisfied it is required that the true
cohort means vary over cohorts and/or over time. To model this, we assume
that the correlation between zit and z, (on an individual level) is of the
following form.
Assumption 5.5 The regressor variable xit is correlated with zi in the
following fashion
zi:  =  Ft  + 71 Zi + 14: (5.13)
where vit  is uncorrelated with zi, has expectation zero and (for the sake of
simplicity) a constant variance 03.  Its correlation over time is characterized
by E{vi:vis} = pat   if  att.    The  pt   are jized (unknown) constants (jired
time effects).
This assumption implies that vii has the commonly assumed error compo-
nents structure with an individual specific effect. The results can easily be
generalized to, for example, the case where E{vitvi,} = ple-,la3 (s 0 t).
In this case 1 + (T - 1)p in the expressions below should be replaced by
1+2 EL, TT-kpk.
It can be shown (see Appendix C) that under Assumptions 5.2,5.3,5.4
and 5.5 the asymptotic bias of the within estimator Pw is given by3
1 + (T - 1)p TW2plim(Bw - B) = A[       T       1             = 6, (5.14)C -00 Wl + TW2
where wl is the true within cohort variance defined as4
Wl =,Ikt di'   f(.:, - ':), (5.15)
c=lt= 1
with fi =  r EL 1 z:t, and where w2 is the measurement error variance in
ret' 1.e.
lcT
W2 = plim - L 21(Zct - Zc':)2 = ne- 1(73, (5.16)C-oo CT c=lt=1
·3 In the following lower case letters are used to stress  that  wl  and w2 are scalar.
4 The true cohort means are treated here as fixed but unknown constants.
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where ne is the number of individuals in each cohort CNIC)5. Using (5.13)
we can write
16/ 1 6 \2 1 T/ 1 T  \2
Wl - Te <B,-T, B·)  +T, t'e-T, 7·j       (5.17)
Under Assumption 5.5 it can be easily checked that Assumption 5.1
implies that wl > 0, while Assumption 5.2 implies that wl + TW2 > 0. The
choice of the cohort identifying variable zi determines the values of Ft,  7:,
av2 and p. Thus, the choice of zi determines wl ·  Note that wi  > 0 requires
that Ft or 7, vary with t.  If this is not the case the probability limit of
Deaton's errors-in-variables estimator does not exist, while the bias in the
within estimator is maximal, i.e.
cplim(#w - 0) = A[1 + (T - 1)p] = 6mar, (5.18)
-00
which is independent of the cohort sizes. The choice of larger cohorts (de-
creasing w2) will reduce the bias if wl  > 0 only. Because w2  is a decreasing
function of nc the bias in the within estimator is smallest if the number of
observations in each cohort is as large as possible.
T=4 T = 12
wilat = Wl / at  =
nc 0.05 0.10 0.20 0.50 0.05 0.10 0.20 0.50
2 0.882 0.789 0.652 0.429 0.902 0.821 0.696 0.478
5 0.750 0.600 0.429 0.231 0.786 0.647 0.478 0.268
10 0.600 0.429 0.273 0.130 0.647 0.478 0.314 0.155
25 0.375 0.231 0.130 0.057 0.423 0.268 0.155 0.068
50 0.231 0.130 0.070 0.029 0.268 0.155 0.084 0.035
75 0.167 0.091 0.048 0.020 0.196 0.109 0.058 0.024
100 0.130 0.070 0.036 0.015 0.155 0.084 0.044 0.018
150 0.091 0.048 0.024 0.010 0.109 0.058 0.030 0.012
200 0.070 0.076 0.018 0.007 0.084 0.044 0.022 0.009
Table 5.1: Bias in the standard within estimator Pw as a fraction of the
maximum bias 6maz
5 If cohort sizes are unequal the observations should be reweighted first  by the square
root  of the cohort  size,  as in Deaton  [1985].
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In Table 5.1 we present some numerical results on the bias in Pw as a
fraction of the maximum bias 6ma= for several values of nc and Wl/al. We
can see from the table that for the chosen values of wl/03 the number of
observations per cohort (nc) should be fairly large for the bias of the within
estimator to be a small fraction of the maximum bias A(lt(T- 1)p)/T. For
example, if the cohorts have 100 or more observed members each, the bias is
1-16 % of the maximum bias.  If the chosen values of wl/al are relevant for
practical situations, this finding more or less justifies the fact that in most
empirical studies (see, e.g., Browning, Deaton and Irish [1985] or Blundell,
Browning and Meghir [1989]) the measurement errors are ignored and the
standard within estimator is used. It is important to note that cohort sizes
may be chosen smaller if the cohort identifying variable is chosen in such a
way that the true within cohorts variance is large relative to  3.
5.4 The variance of the within estimator
In the previous section we have shown that the bias in the within estimator
from the synthetic panel may be small if the number of observations per
cohort is sufficiently large. However, an increase in the number of obser-
vations per cohort implies a decrease in the number of observations in the
synthetic panel (CT) and - consequently - an increase in the variance of
B,v.  In this section we will analyze the impact of the choice of the number
of cohorts on this variance in more detail. Moreover, we show that the
difference between the true variance of Bw and the probability limit of its
routinely estimated variance is a function of the bias only. To facilitate the
derivation we shall assume that the measurement error variances w2 and
a are known. The difTerence with the variance under unknown w2 and a
will be small, in particular if nc is not too small (cf. Deaton [1985]). The
asymptotic variance of Bw can be written as
1V{#w} = -(Wl + TW2)-2V- (5.19)CT
where
1/* =  lirn  v   -- L E S(ict -  c)(act - ac + Ect - E-c)  .     (5.20)C --• 00 l qcT c=lt=l
It should be noted that the expression within curved braces in (5.20) does
not have expectation zero, because of the inconsistency of the estimator (if
A 0 0).  Moreover, the summations over c and t are neither summations over
independently nor identically distributed variables. This complicates elab-
oration of the expression in (5.20). In Appendix C it is shown that under
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the additional assumption  that  ict,  &c:  and  Ect are normally distributed,
the variance of Pw is given by
V{Av } = i r  (91 + a nel) (wl + 7-W2)-1 + 62 (5.21)
where 8 is the asymptotic bias of the within estimator defined in (5.14),
and
1 + (T - 1)pal = a nel +)12[ T ]w2, (5.22)
which is the variance of 6ct - 0& ·
An increase in the cohort sizes nc influences the variance of the within
estimator dw in two ways. First, the measurement error variance w2 and
the equation error variance al + a nel are reduced. Second, the total
number of observations CT is decreased. The latter efTect is dominant,
so an increase in nc will cause a decrease in the variance of the within
estimator on the synthetic panel. We will present some numerical results
in the next section.
If standard software is used to compute Pw, the routinely computed
estimator of the variance,
1-1
12{#w }  = 82   E X:(2ct - 2()2                                  (5.23)Lc=l t=l
will not be consistent for V{Pw } in (5.21). In general, it converges to
V{PW} = 82 (Wl + TW2)-1 (5.24)
where 82 - plimc-co 82.  One can see from this expression that the true
variance of the within estimator is underestimated by the routinely com-
puted variance in two ways. First, the dependence of the errors and the
explanatory variables invalidates the standard formula  for the variance.




82                          F..'r  (#ct - 9() - Av (2ct - 2()1 . (5.25)= C(T- 1) tt;i;
will underestimate the true error variance 02 = ((72 +0.2)nc-1, in particular
plim 82 = 82 = 0.2ne.1 + 4 - 62 (wl + Tw2)-1. (5.26)
C=.00
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Note that both aspects work in the same direction. Using (5.26) the prob-
ability limit of the estimated variance of 19w  can be written as
f'{Av } = __L [(93 + 0 nel) (wl + TW2)-1 -62 . (5.27)CT L .
As will be clear from the formulae above, the difference between the true
variance and the probability limit of the estimated variance equals 262 ICT
so it will be small if the bias 8 is small.
5.5   An empirical illustration
In this section we consider the implications of the results in the previous
sections on the estimation of Engel curves for food expenditures of Dutch
households.  We use a monthly panel data set to analyze what the properties
of the within estimator on a synthetic panel would have been if one would
analyze a series of repeated cross sections instead of a panel.  The data
used are the 367 complete monthly observations for 1986 in the so-called
Expenditure Index Panel conducted by INTOMART, a marketing research
agency in the Netherlands.
The model which is analyzed is the Engel curve for consumer expendi-
tures on food,
wit=Blogxittai+Eit, t -1,...,12, (5.28)
where wit is the budget share of food (in total expenditures on non-durables)
and log zit  is the natural logarithm of total expenditures on non-durables.
The individual effects Qi reflect the influence of household specific charac-
teristics (age, education, family size, etcetera) that are constant over the
sample period (12 months). Obviously, these variables are likely to be corre-
lated with total expenditures on non-durables and a fixed efTects treatment
of the ai is desired.  As in the previous sections we shall impose Assumption
5.3,
ai  =  Alogrit 6. (5.29)
The construction of the cohorts will be based on the date of birth of the
head of the household, as in many applied studies (see, e.g., Browning,
Deaton and Irish [1985]). Because the relationship between age and total
expenditures is likely to be nonlinear we choose the cohort identifying vari-
able zi  as the square of the deviation of individual i's date of birth from the
average date of birth in the sample (in years and months). The variance of
zi is normalized to one. Under Assumption 5.5 it holds that
log xii  =  B:  + 7:Zi  + vii. (5.30)
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B      -0.188 (0.006) Bl 12.235 (0.041) 71 -0.147 (0.028)
A       0.110 (0.007) P, 12.085 (0.041) 72 -0.132 (0.028)
a<          0.105  13 12.202 (0.037) 73 -0.164 (0.026)
0£          0.072 M,1 12.238 (0.041) 74 -0.150 (0.028)
av,          0.305 PS 12.270 (0.043) 75 -0.170 (0.030)
p           0.634 B6 12.165 (0.041) 76 -0.156 (0.028)
FT     12.161 (0.046) 77 -0.156 (0.022)
Wl 0.00681 /18 12.152 (0.042) 78 -0.139 (0.029)
Fg     12.180 (0.039) 79 -0.154 (0.027)
1110 12.328 (0.042) 710 -0.162 (0.029)
/ 11 12.224  (0.043) 711 -0.181 (0.030)
/112 12.385 (0.048) 712 -0.233 (0.033)
Table 5.2: Parameter estimates based on 367 observations from the bal-
anced sub-panel (standard errors - if computed - in parentheses)
Using the 367 household observations of the balanced sub-panel, we
easily obtain consistent estimates of the model parameters using ordinary
least squares, which are given in Table 5.2. All estimated 71's are nega-
tive implying that (in a given period) total expenditures on non-durables
are  maximal  at the average age  of 49.2. Although  all  7*'s  and B:'s difTer
significantly from zero, the variation in the 71's and Ft's (reflected in an esti-
mate of 0.00681 for wl) is relatively small in comparison with the estimated
variance of vit. Although the dependence of age and total expenditures is
significantly large, there does not seem to be much time variation in this
dependence. Particularly for Deaton's errors-in-variables estimator this is
something to worry about because its variance is inversely related with wl.
Of course, the small variation  in  the  71's  and  Ft's  may be caused  by  the
fact that we are using monthly data.
Before we discuss the consequences of these parameter values, we present
some specification tests. First, we shall test the functional form of (5.28)
by testing whether zit (total expenditures on non-durables) should be in-
cluded in (5.28). Subsequently we do the same for the triple xii, Z,21 and
4%it· This results in values for the Lagrange Multiplier test statistics of
2.75 and 7.83, respectively. Comparing these numbers with the critical
values of a Chi-square distribution with one and three degrees of freedom,
repectively, we do not take them as evidence against the null. Further-
more, we test Assumption 5.5, in particular the structure of the variance
covariance matrix  of vit. We perform the (pseudo)   LM test against first
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order autocorrelation, as discussed Appendix A to Chapter 3, which yields
a value of 0.057, clearly implying that we cannot reject our null hypothesis.
Apparantly, the error components structure imposed on vit fits the data
very well. In summary, we may conclude that our model, though far sim-
pler than many related models discussed in the literature, is not evidently
in conflict with the data.
plim est. st. true st.
nc bias (in %) errorIVN errorIVN
2 0.0695 37.0 0.099 0.124
5 0.0650 34.6 0.152 0.171
10 0.0586 31.2 0.205 0.220
25 0.0453 24.1 0.287 0.298
50 0.0329 17.5 0.348 0.356
75 0.0258 13.7 0.379 0.386
100 0.0212 11.3 0.398 0.404
150 0.0157 8.3 0.420 0.424
200 0.0124 6.6 0.433 0.436
Table  5.3:   Bias  in the standard within estimator  Bw,  plim of estimated
standard error and true standard error
From (5.18) we immediately obtain that in our application the max-
imum bias in the within estimator based on cohort data over 12 periods
equals 0.0731, which is 39% of the (estimated) true value. Given our choice
of the cohort identifying variable it is possible to eliminate some of this
bias by choosing large cohorts. This is illustrated in Table 5.3, where the
theoretical biases in the within estimator are given for several cohort sizes.
Note that the bias decreases slowly with the cohort size. In the table also
the probability limit of the estimated standard error is given (based on
(5.24)) and the true standard error (based on (5.21)). Both are based on
the asymptotic distribution. Although the bias is substantial the differences
in these two standard errors are fairly small. Note that both standard er-
rors increase if the cohort sizes are increased, which is caused by the fact
that the number of (cohort) observations decreases if the cohort sizes are
increased. Although there is the counteracting effect that the observations
are more precise (contain less measurement error) if the cohort sizes are
large, this efTect is almost negligable.
Our empirical illustration in this section draws attention to the fact that
in practice it may be the case that the common choice for the cohort iden-
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tifying variable (date of birth) does not lead to a sufficiently large Wl/al.
If this is the case the bias in the standard within estimator is substantial,
even if the number of individuals in each cohort is very large. For exactly
the same reason, Deaton's errors-in-variables estimator is not a good alter-
native, because its variance is inversely related  with  wi· In practice  one
would therefore hope to find a better cohort identifying variable zi, or that
the correlation between individual effects and explanatory variables (A) is
small.
5.6  The bias in 0(8) in a simplified case
If one can not ignore the bias in the standard within estimator, it is worth-
while to consider alternative values for the parameter 0. It will be obvious
from Section 5.2 that the choice of 8 affects both the bias and the variance
of the estimator 3(0).  To get a better idea about how the bias in 3(0) varies
with 0, we shall in this section derive analytical expressions for the proba-
bility limit of 3(8),   as a function of 0, for the specific example considered
in the previous sections.
As long as A - 0, i.e. as long as the individual effects and the explana-
tory variable are uncorrelated, the estimators for 4,
-1
3(0) =  Z E[(2ce - 2()2 - ed,2]      X\c=1 t=1
<E Z[(Ect - bic)(#ci - #c) - 08]                        (5.31)\c=lt=l
are consistent for any 0  €  [0,11, even if the number of individuals per
cohort nc is small.  If A#O however, the estimators 0(0) will in general
be inconsistent. In particular, keeping T fixed and letting N - 09 (and
C -+ 00),one can easily show (see Appendix C), that the bias in #(0) is
given by
6(8) = plim(3(0) - B) = A                                              (5.32)1 + (T - 1)p     (r - 8)w,
C -- 00 T        wl + (T - 0)W2
where wl and w2 are defined as before. Consequently, 3(0) is not a con-
sistent estimator for B (when T is fixed) unless 0 = T.  Note that the
inconsistencies do not disappear if T - 00 unless p = 0, i.e. unless the
z :s are uncorrelated over time (conditional upon z,), or unless 0-l a s
T - 00 (which is the case for Deaton's errors-in-variables estimator).
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Note that the bias in 3(0) may be very large if wl is small relative to w2·
Since wl denotes the within variance of the true cohort means, it is thus
important to choose the cohorts such that this variation (over time and over
cohorts) is large. If the expectation of xii does not depend on t (the p6s do
not  vary with t), this requires that there  is time variation in the correlation
between xii  and the cohort identifying variable zi.  If wl  = 0, which occurs
when ft is constant and cohorts are based on random grouping, the bias in
each estimator in our class is identical and moreover, cannot be decreased
by increasing the cohort sizes nc.
Let us rewrite (5.32) as
P(0)-B= A l t(T- 1)p T-0plim (5.33)C-- B B          T         ncwl/4 + (T - 0)
Now, given A, B, p and T, the relative bias in 3(0) depends on T-0 and
ncwl/ai only. This is depicted in Figure 5.1, where
we plotted the relative
bias in 0(0) (apart form the factors A/B  and  (1 + (T- 1)p)/T) given values
for   e for difTerent values  of  ncwl /av2   (and  T   =   6).     Note  that   both  wl
and 03 are implied by the choice of the cohort identifying variable and are
independent of the number of observations in each cohort. Increasing nc
reduces the bias in all estimators, unless wl - 0.
From Figure 5.1 we see that the bias is a monotonic function of 8 with
a maximum (if existent) for # =0.  The bias for 0=1 has opposite
sign but may still be substantial if ncwl/av2 is small. For example, in the
empirical application presented in Section 5.5 we had estimated values for
A/B = -0.59, (1 + (T - 1)p)/T = 0.66 (for T = 13) and wi/a' = 0.0223.
For nc = 10, 50 and 100 this implies a bias in 0(1) of 23, 3 and 2 %,
respectively. The corresponding figures for the within estimator 3(0) are
given by 31, 18 and 11 %, respectively.
To obtain, more generally, some idea about the magnitude of the bias
it is crucial to know what values of wl/al are likely to occur in practical
applications. Consider the following equation, implied by Assumption 5.5,
xii  - Zi  = Pt  -p + (71  - f)Zi + 1'it - 0-i· (5.34)
Now the fraction of the variation of xii - 21 over i and t explained by a
time efTect pe and the cohort identifying variable zi can be denoted by
W1R, - (5.35)Wl + r (1 - p)'
from which it follows immediately that
R1
wi  av2  -1- -R i r(1 -
p). (5.36)
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Figure 5.1: The bias in 3(0) for ncwl/  = 0,0.5, 1, 2 and 20.
If, for example, 7(1 - p) is around 0.5, then R 's of 0.05, 0.10, 0.25 and
0.50 imply values for wl/93 of about 0.025, 0.06,0.17 and 0.50, respectively.
Since much of the variation in  Zit - 21  will be due to random shocks in  viI,
the Rj is not expected to be very high and consequently relevant values for
Wl/02 will be small.
In Table 5.4 we present values for the relative bias in  (8) (apart from
the factor A/B) for wl/91 - 0.025,0.10 and 0.25, T=2 and 10 and p= 0.5,
for different values of nc  and  0  =  0  and  1.   From the table  we  can  see  that
the bias in 3(0) = dw may be fairly large if the within variance of the true
cohort means wi is small relative to the measurement error variance 03 and
if small cohort sizes are chosen. A larger value of T does not have much
effect on the bias.  For  (1) the bias may also be substantial for small wl/01
and nc if T is small.  If T increases the bias reduces and will be negligible
for large enough  nc.
It is important to realize that a reduction in the bias may be at the cost
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T=2 T = 10
w i /03            ne          0  = 0 0-1 0=0 8=1
0.025 10 0.50 1.50 0.43 -0.37
50 0.21 -0.50 0.23 -0.05
100 0.13 -0.19 0.15 -0.02
200 0.07 -0.08 0.08 -0.01
0.10    10 0.25 -0.75 0.26 -0.06
50 0.07 -0.08 0.08 -0.01
100 0.04 -0.04 0.05 -0.01
200 0.02 -0.01 0.02 -0.00
0.25 10 0.13 -0.19 0.15 -0.02
50 0.03 -0.03 0.04 -0.00
100 0.01 -0.02 0.02 -0.00
200 0.01 -0.01 0.01 -0.00
Table 5.4: The bias in  (0)
of a larger variance. To see this, we shall in the next section consider the
variance and the MSE of our estimators 3(0).
5.7  Minimum MSE estimation in a simpli-
fied case
In this section we shall derive the choice of 0 which minimizes the mean
squared error of the estimator in the example of the previous section. Our
results suggest that neither Deaton's errors-in-variables estimator (0 = 1)
nor the adjusted errors-in-variables estimator (0 = r) are optimal in finite
samples and that the optimal value of # is smaller than T = (T - 1)/T.
Analogous to the derivation used in Section 5.4, one can derive (see
Appendix C for technical details) that the asymptotic variance of 3(0) is
given by
V{3(8)} = -1-(wl + (T- 0)W2)-2vi (5.37)CT
where
V. = clf-m- V < Ii' : E E(F" - 2,)(a" - 6, + 4,- 4) - ea .c=lt=l
(5.38)
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Under our model assumptions one obtains that
V' = (wl + TW2) [ne1(02 + Cr2+ A'Ac,2)] + Tne2· 2A294,        (5.39)
where A = (1 + (T - 1)p)/T. The second term in the expression for V-
is due to the nonzero covariance between 2ct - 2c and 6ct - ac. Since V-
does not depend on 0 it immediately follows that the within estimator 0(0)
has smallest variance, while Deaton's errors-in-variables estimator 13(1) has
largest variance in our class (provided wl + (r - 0)W2 is positive).
Using the asymptotic bias and variance, we approximate the mean
squared error (in finite samples) of B(0) by
MSE{ (0)} . MSE{ (0)} = V{3(0)} + 6(0)2. (5.40)
Using (5.32) and (5.37), this can be written as
V' nl
MSE{13(0)} =  A2A2(T - 0)2 + - -f  (ncwl/a3 + (T - 0))-2. (5.41)CT at)
Obviously, if A = 0, i.e. if the individual effects are uncorrelated with the
explanatory variables, minimum MSE is obtained for 0 = 0, the within
estimator on the pseudo panel of cohort data. Assuming A 96 0, we can
minimize (5.41) with respect to 0. Provided ncwl/a  + (T - 0) > 0, we
obtain
<0 0< 0.
8MSE{3(8)} = 0  if  0 = r (5.42)80
>0 0> 8;
where
8, -T- -·1_-V Lv. nt (5.43)
NT    .)12 42(73 ,1 '
Thus, a mininal mean squared error is obtained for 8°Pe = 0 if 0* 5 0 or
Bopt = 0. if 0.  > 0. Note that 0- S T, such that # >r will never be optimal.
Consequently, in finite samples it may be advantageous in terms of MSE to
choose 0 smaller than T, even though the implied estimator will suffer from
an inconsistency. Using (5.39) the expression for 0' can be written as
1     [ C             03 \  91 -1- (71 -1- A2/laI             A
+ T-v | , (5.44)
0. = T-NT [ <ne -+ T;JI)          A,A,cri                 wl J
from which one can see immediately that the optimal value of 0 is increasing
in A and NT and decreasing in Wl/a .
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Let us, again as an illustration, consider the empirical application from
Section 5.5. Imputing the estimated parameter values we obtain that
0*=T-1 [0.966nc + 43.14]   (T = 12), (5.45)
so that for N = 100, 0opt will be around 0.40, for N = 500 around 0.80, for
N = 1000 around 0.86 and for N = 10000 around 0.91 (. 1-).  If T were
smaller, the optimal value of 0 would also be smaller.
To illustrate the question of how much difTerence it makes to choose the
optimal value of 0 instead of, for example, B = T, we present numerical
values of mean squared errors of the four estimators considered in this
chapter: the standard within estimator (0 = 0), Deaton's errors-in-variables
estimator (0  =  1), the adjusted errors-in-variables estimator (8  =  r) and the
estimator using the optimal value of 8 (0 = 0°Pt). The approximate MSEs
depend on much of the parameters in our model and we shall present them
only for some special cases. In particular, we have taken the parameter
values of Table 5.4, with, in addition A= 0.1 and 9  =4= AYA,3. Since
the importance of the bias in the MSE depends on the sample size, we have
taken a sample size of N  =  1000 in Table 5.5 and N = 5000 in Table 5.6.  To
ease comparison of the values in the tables we normalized them (arbitrarily)
such that the mean squared error of 0(Oopt) equals 1 for nc = 10.
Although the tables consider some specific cases only, they can give us
some general insights. A first observation is that all mean squared errors
decrease if the cohort sizes nc are increased, i.e. if the measurement error
problem is reduced. For small values of nc the biases, in particular those
for 0=Oand 8=l,are relatively important and can result in a substan-
tial deterioration of the mean squared errors compared to the optimal-0
estimator. The difTerences between the latter estimator and the adjusted
errors-in-variables estimator (0 = 1-) are fairly small, in particular if nc is
not too small. In general, both the within estimator on the pseudo panel
(e = 0) and the unadjusted errors-in-variables estimator (0 = 1) perform
rather poorly, a situation which deteriorates if the sample size N increases.
Summarizing the results, it is shown that Deaton's (1985) errors-in-
variables estimator (0 = 1) will never be optimal in terms of mean squared
error and that the adjusted errors-in-variables estimator (8 = r) will be
optimal in large samples only.  In most cases an intermediate value of B
leads to a minimal MSE. If A is near zero, the within estimator on the
pseudo panel (0 = 0) will be optimal, because in this case the bias will be
ignorable.
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T=2
Wl  4   ne   /opt = 0=0 e= eopt   O=T    0=1
0.025 10 0.430 2.174 1.000 1.280 19.566
50 0.350 0.653 0.490 0.549 3.556
100 0.250 0.444 0.416 0.457 1.000
200 0.050 0.378 0.377 0.411 0.564
0.10 10 0.468 3.989 1.000 1.033 35.900
50 0.388 0.853 0.700 0.715 1.275
100 0.288 0.684 0.661 0.675 0.836
200 0.088 0.643 0.642 0.655 0.710
0.25 10 0.475 3.507 1.000 1.010 7.891
50 0.395 0.934 0.841 0.848 1.096
100 0.295 0.835 0.821 0.828 0.904
200 0.095 0.812 0.812 0.818 0.845
T = _0
Wl  Qu2         nc       #opt = 0=0 0=0°P'   0=r   0=1
0.025 10 0.871 6.002 1.000 1.115 7.414
50 0.849 1.835 0.377 0.393 0.537
100 0.822 0.844 0.293 0.302 0.345
200 0.768 0.411 0.250 0.257 0.272
0.10 10 0.889 20.425 1.000 1.011 2.357
50 0.867 2.516 0.590 0.594 0.656
100 0.840 1.068 0.539 0.542 0.562
200 0.785 0.639 0.513 0.516 0.523
0.25 10 0.892 23.133 1.000 1.003 1.648
50 0.870 2.119 0.762 0.763 0.797
100 0.843 1.073 0.732 0.733 0.745
200 0.789 0.794 0.717 0.718 0.723
Table 5.5: The relative MSE of 3(0) in comparison with 3(Oopt) with nc =
10. N = 1000.
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T=2
Wl/01   nc  0opt = 0=0 0= 80pt 0=T 0=1
0.025 10 0.486 8.501 1.000 1.056 76.509
50 0.470 1.771 0.442 0.453 9.641
100 0.450 0.786 0.370 0.377 1.768
200 0.410 0.437 0.334 0.340 0.652
0.10 10 0.494 17.652 1.000 1.006 158.87
50 0.478 1.856 0.694 0.697 2.772
100 0.458 0.948 0.655 0.658 1.158
200 0.428 0.700 0.636 0.639 0.774
0.25 10 0.495 14.613 1.000 1.002 32.879
50 0.479 1.519 0.840 0.842 1.783
100 0.459 0.982 0.820 0.822 1.064
200 0.419 0.845 0.810 0.812 0.879
T = 10
Wl/01   ne    opt = 0=0 e= eop    0=T    0=1
0.025 10 0.894 27.345 1.000 1.023 22.649
50 0.890 7.931 0.357 0.360 0.763
100 0.884 3.273 0.276 0.277 0.378
200 0.874 1.206 0.235 0.236 0.264
0.10 10 0.898 100.11 1.000 1.002 6.730
50 0.893 10.776 0.588 0.589 0.798
100 0.888 3.485 0.536 0.537 0.593
200 0.877 1.293 0.511 0.511 0.528
0.25 10 0.898 113.20 1.000 1.000 3.877
50 0.894 7.915 0.761 0.761 0.878
100 0.889 2.623 0.731 0.731 0.763
200 0.878 1.194 0.716 0.717 0.726
Table 5.6: The relative MSE of 3(0) in comparison with 3(Oopt) with nc =
10. N = 5000.
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5.8 Concluding remarks
In this chapter we have first of all analyzed the validity of treating cohort
data as genuine panel data in a linear model with unobserved individual
characteristics (fixed effects). Because the observed cohort averages are
error-ridden measurements of the true cohort means, in general errors-in-
variables estimators are required to obtain consistent estimators.  If the
individual effects and the explanatory variables in the model are correlated,
a bias will occur in the standard fixed effects estimator, which will only be
small if the number of observations in each cohort is large and if the time
variation in the true cohort means is sulliciently large. To illustrate this we
used genuine panel data on consumer expenditures to calibrate the possible
magnitude of bias from using the synthetic panel data. The results show
that in practice fairly large cohort sizes (100, 200 individuals) are needed
to validly ignore the cohort nature of the data.
For the case where it is not valid to ignore the errors-in-variables prob-
lem, we introduce a class of estimators for the slope parameters in a fixed
effects regression model. Members of this class are the errors-in-variables
estimator proposed by Deaton (1985) and the standard within estimator.
We derive an adjusted errors-in-variables estimator from this class, that
is  consistent for fixed T, contrary  to  the one presented by Deaton  (1985).
Our class of estimators is indexed by the fraction (0) of the measurement
error variance that is eliminated (0 € [0,1]). The larger this eliminated
fraction, the smaller is the variance of the resulting estimator. In terms of
mean squared error this implies that it is optimal to eliminate a fraction
smaller than (T - 1)/T of the measurement error. Since this optimal frac-
tion depends on unknown parameters, in practical applications choosing
0 = (T - 1)/T might be the best choice. It appears that the difference
between the adjusted errors-in-variables estimator and the optimal-0 esti-
mator in terms of mean squared error are fairly small. Although Deaton's
errors-in-variables estimator (corresponding with 0 = 1) is consistent if the
number of cross sections T tends to infinity, it does not perform very well
in terms of mean squared error, since both the bias and the variance are
larger than for the adjusted errors-in-variables estimator (0 = (T - 1 )/T).










When a sampling rule other than simple random sampling determines how
the data set is obtained from the underlying population, the representation
of the true population and, consequently, inferences based on the observed
data using standard methods may be distorted. This is known as selection
bias or selectivity bias. Distorting selection rules may be the outcome
of self-selection decisions of individuals, non-response decisions of agents
or decisions of sample survey statisticians. While self-selection of agents
(consider, for example, the decision to join the labor market) usually has its
impact on a limited set of economic problems only, nonresponse may have
consequences on any kind of analysis concerning a particular data set.  Even
simple descriptive analyses, like estimating the mean, variance and skewness
of the income distribution, may be distorted by the nonresponse problem.
This makes nonresponse an important source of selection problems.
With rare exceptions, all samples based on interviewing micro-economic
units suffer from nonresponse. Although it is by now well known that
this may distort inferences (cf. Gronau [1974], Heckman [1976, 1979] and
Hausman and Wise [1979]), it is important to note that the nonresponse
problem is usually more severe in panel data than in cross sectional data.
Because the same units are followed over time a higher burden is put on the
respondents and, moreover, nonresponse may increase with each new wave
of the panel.  In the monthly Expenditure Index Panel of INTOMART, for
example, 66% of approximately 900 initial respondents in April 1984 has
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left the panel within its first 12 months and after three years only 12%
of the original respondents is still in the panel. The U.S. Panel Study of
Income Dynamics (PSID) suffered from a nonresponse rate of 24% in its
first year (1968), and after 17 years the cumulative nonresponse rate has
increased to more than 50%. Similar or even higher nonresponse rates were
experienced with many other panel data sets, see, e.g., Kalton, Kasprzyk
and McMillen [1989].
Another reason why in practice most panels are unbalanced is that miss-
ing observations may be created deliberately. Given a budget constraint it
is often suboptimal to choose a pure panel in which the same individuals
are observed in T consecutive periods, since particular alternative designs
may lead to more efficient estimators. This was discussed extensively in
part I of this study. In Chapter 3, for example, we saw that a split panel
design, consisting partly of a panel and partly of a series of cross sections,
could yield more efficient estimators than a pure panel or a series of in-
dependent cross sections. In other cases (Bi0rn [1981], Deaton [1990]), a
fixed proportion  of the individuals is replaced  by  new  ones  in each period,
which is known as a rolling or rotating panel design. The conditions for
optimality of this type of data were analyzed in Chapter 4. Although it is
usually valid to assume that the missing observations caused by the design
of the data set are missing randomly, some adaptations in standard panel
data procedures will be required.
6.2   Classification of nonresponse
Given the sampling design, the total amount of nonresponse will depend
on the way in which the data are collected. For example, it will be of
influence whether data are collected by telephone, mail or by personal visits
of an interviewer (face-to-face surveys). A large number of studies has
appeared on the subject of how to increase response given a particular type
of survey, the discussion of which is beyond the scope of this chapter.  For
overviews and references see, among many others, De Leeuw, Hox and Van
der Zouwen [1989], Baumgartner and Heberlein [1984], Goyder [1982] and
Yu and Cooper [1983].
Below we shall present several types of nonresponse that can occur in
panel  data sets (and mostly  also in other types of data sets). This overview
is neither exhaustive nor exclusive, i.e. some situations of nonresponse  may
belong to none and some to more than one of the mentioned categories.
1. Unit nonresponse occurs when all information on a particular unit
is missing. Because only very limited information (or no information
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at all) is recorded for this group of nonrespondents this type of non-
response is one of the most difficult to deal with during the analysis
stage. Usually, the researcher is not even aware of the problem of
unit nonresponse and implicitly assumes that it does not distort his
analysis.
2. Item nonresponse occurs when information on a particular variable
for some individual is missing. For example, individuals may refuse
to report their income, while providing data for all other questions,
like age, education, family size, expenditure patterns, etcetera.
3. Wave nonresponse is typical for panel data and occurs when units
do not respond for one or more waves but participate in the other
waves of the panel. In a monthly panel a typical situation where this
occurs is that where an individual is on vacation for a couple of weeks.
Two special cases can be considered, viz. where the missing waves
are located at the beginning of the sample and where they are at the
end of the sample (initial nonresponse and attrition, respectively).
4. Initial nonresponse occurs when individuals contacted for the first
time refuse (or are not able) to cooperate with the survey, but coop-
erate at a later date. Initial nonresponse results in late entry in the
panel.
5. Attrition occurs when individuals having participated one or more
waves leave the panel. These individuals do not return in the panel.
This can be caused by removal, emigration or decease, but also by the
fact that individuals are just "tired" of answering similar questions
each time.
Standard statistical analysis is usually based on a rectangular data set
in which no data are missing.  If a data set with missing values is used in
statistical software usually all observations are discarded for which one or
more of the variables under analysis is missing. This is not only inefficient
(because information is thrown away), but, more importantly, the remain-
ing cases may no longer be representative for the population. Therefore, it is
important for a researcher to pay attention to the nature of the nonresponse
problem first before entering the model building stage. Such information
is a prerequisite for the specification of the nonresponse process, which can
be used to assess the presence of selection bias in standard estimators as
well as to derive alternative estimators that take the selection mechanism
into account. Roughly, five main reasons for nonresponse can be distin-
guished (see also Bethlehem and Kersten [1986]). The first category can
be characterized by the term not locatable. This occurs, for example, when
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an address is wrong, non-existant or unfindable, or when the interviewer is
not able or willing to visit certain addresses (bad neighborhood, watchdog,
bad weather). If respondents are not at home at the intended time(s) of
interviewing we obtain the second reason for nonresponse. The third cate-
gory of reasons can be characterized as refusal, in which case nonresponse
is intentially created by the individuals under concern. It is possible to
make the additional distinction between temporary refusal and permanent
refusal. In the first case a new visit of the interviewer may as yet result in
cooperation. Fourthly, persons may be not able to respond, although they
might be willing to do so, for example in the case of illness, (some) physical
or mental disabilities or when there are language problems. Finally, the
questionnaires may be filled out improperly or got lost somewhere. We will
refer to this reason as not usable.
6.3   Approaches to deal with nonresponse
An important distinction when making inferences is the one between ig-
norable and non-ignorable selection rules.  If one ignores the selection rule
(nonresponse process) when making inferences one is implicitly conditioning
upon the outcome of the selection process. Ideally, this conditioning does
not affect the properties of the estimator(s) under concern, in which case it
is appropriate to ignore the selection process and one can say that the selec-
tion  rule (or the nonresponse process) is ignorable (cf. Rubin [1976], Smith
[1983]). When the selection rule is ignorable consistency of the estimator
using the complete observations from the panel only (the so-called balanced
sub-panel) will not be affected. However, it will be more efficient to use all
information available in the (unbalanced) panel to estimate the parameters
of interest. In Chapter 7 extensive attention is paid to the definitions of
ignorable selection rules as well as several refinements of this concept, while
in Chapter 8 attention is paid to the estimation of panel data models either
with ignorable nonresponse or non-ignorable nonresponse.
In general, three broad strategies are proposed for the estimation of
parameters from incomplete data (cf. Little [1988]), namely
1. Imputation. Each missing value is substituted by some estimated
(predicted) value based on the recorded information. This yields a
rectangular data set convenient for subsequent analysis. Usually, im-
putation is performed before the analysis stage primarily to handle
item nonresponse and often the fact that missing values are actually
imputed is ignored in the analysis stage.
A well known criticism of imputation is that no single set of imputa-
tions satisfies all needs, since each researcher is focussed on difTerent
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questions within difTerent contexts. Although this criticism is cer-
tainly valid, it is attractive to have imputed values for missing values,
since it implies a substantial reduction of the computational burden
for the researcher compared to the preferable situation in which the
incomplete data are analyzed directly and a missing data mechanism
is specified. Usually, a researcher wants to be able to forget that the
data are missing. However, as Little [1988] notes, naive imputation
can be worse than doing nothing. This argument has led to a large
number of simple and more sophesticated imputation procedures, like
mean, regression, cold deck and hot deck imputation, multiple impu-
tation, etcetera. More elaborate discussions of imputation methods
can be found in Madow, Nisselson, Olkin and Rubin  [1983,  Vol.   2],
Kalton [1983] and Little and Rubin [1987].
2. Weighting. For unit nonresponse, where entire units are missing
from the data set, one can attach weights to the respondents in the
sample in an attempt to correct for selection bias. Weighting, after
dropping nonrespondents from the data set, also results in a rectan-
gular data set.
3. Direct analysis of the incomplete data. The missing data are
left as gaps in the data set and the treatment of them is deferred
to the analysis stage. Given this type of data, statistical packages
usually drop incomplete observations from the sample (complete-case
analysis), or restrict attention to cases in which the variable of inter-
est is observed (available case analysis). A more elaborate approach
is to model the incomplete data and apply methods like maximum
likelihood.
As argued by Little [1988], the performance of imputation and weight-
ing methods depends on the quality of the statistical models (implicit or
explicit) that underpin them. In addition, this performance depends on
the model of interest and on the nature of the process that causes the
missing data.  It is highly unlikely that there exist context-free generally
valid imputation or weighting schemes.  (see, e.g., Lillard, Smith and Welch
[1986]). Consequently, the first step in generating an imputation or weight-
ing scheme should be a direct analysis of the incomplete data.
Given the discussion above, we shall in this study concentrate on model-
based approaches to handle the missing data problem. In particular, Chap-
ter 8 will be devoted to model-based analyses of the incomplete data. In
this case both the observed and the missing data are modeled, either with
or without an explicit specification of the missing data process. Whether or
not particular procedures lead to consistent estimators for the parameters of
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interest depends crucially on the fact whether the nonresponse mechanism
is ignorable for the parameters of interest or not (Chapter 7).
As will be clear from our results in Chapter 8, even if a specification
of the missing data mechanism is known it will be computationally hard
to compute estimators for the parameters in panel data models that are
consistent if the missing data mechanism is non-ignorable. Therefore, it is
worthwhile to have some simple tests to check for an ignorable response
mechanism first. This is discussed in Chapter 9, where we shall propose
some simple Hausman and variable addition tests to check the nature of the
response process. These tests do not require estimation nor specification
of the missing data process. Finally, Chapter 10 concludes with an empir-






In this chapter we introduce several concepts of ignorable and non-ignorable
selection rules. In Section 7.1 several definitions are given of an ignorable
selection rule, which make it possible to check whether consistency and
efficiency of a particular estimator for a particular parameter of interest
are affected if one ignores the process that causes·the missing data.  The
concepts are illustrated extensively in Sections 7.2 and 7.3, while Section
7.4 discusses some generalizations to the case of panel data. Throughout,
we define the concepts of ignorability in terms of selection rules, although
most of the attention in this study will be devoted to nonresponse processes
only.
In the presence of non-ignorable selection rules, additional assumptions
will be required to identify the parameters of interest. In Section 7.5 we
will go deeper into this identification problem and derive conditions under
which identification is possible.
7.1   Definitions and terminology
Let us consider a data set where one or more variables are subject to se-
lection. The variables in this data set that are of interest are split into two
subsets, one denoted by y and one denoted by z, where either y or both y
and z are subject to selection. Selection is indicated by a dummy variable
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r, such that both y and z are observed if r=1 and that either y i s unob-
served if r=0 (cf. item nonreponse on y) or both y and z are unobserved
if r=0 (cf. unit nonresponse or wave nonresponse on (y, z)).
All inferences ignoring the selection mechanism are conditional upon
r = 1. Ideally, this conditioning does not affect the properties of the esti-
mator(s) under concern, in which case it is appropriate to ignore the process
that causes the missing data and we can say that the missing data mech-
anism is ignorable (cf. Rubin [1976], Smith  [1983] and Little and Rubin
[1987]). However, whether the estimators that are used are consistent for
the parameters of interest, not only depends on the properties of the pro-
cess that causes the missing data, but also on the type of estimator which
is used (like an ML or GMM estimator) and on the parameters of interest.
Therefore, we shall define below the concept of an ignorable missing data
mechanism for all possible parameters of interest or some given parameter
vector of interest. If selection is non-ignorable, a consistent estimator for
the parameters of interest can often be derived by taking into account the
mechanism that leads to the missing observations.
If the selection mechanism is such that consistency of all possible esti-
mators for any parameter vector of interest is unafTected, we say that the
selection rule is ignorable.
Definition 7.1 A selection rule is said to be ignorable if conditioning on
the response indicator variable r  does not  a#ect the joint  distribution of y
and z,  i. e.  if 1
f(y, z 1 0) = f(y, z I r; 0), (7.1)
where we are using f(.; .) as generic notation for any density/mass function.
In this case all estimators for 0, whose consistency holds iff(y, z  10)  is the
true distribution, are consistent.
If the selection rule is ignorable all usual estimators for parameters in
marginal or conditional distributions involving y and z are consistent.  Note
that condition (7.1), which says that (y, z) is independent of r, is equivalent
to
f(r  z, y,E) = f(r  E), (7.2)
which is sometimes easier to verify than (7.1).
In some special cases it is possible that ignoring the selection mechanism
does not afTect the consistency of the estimators for # but that one can
improve upon the efficiency by taking the selection mechanism into account.
Therefore the concept of strong ignorability is defined.
1 Where needed, equalities in the sequel should be interpreted as almost sure equalities
with respect to the dominating measure.
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Definition 7.2 A selection rule is said to be strongly ignorable if it is
ignorable and if, in addition, the parameters 0 and £ are variation free.
This requires thal
f(y, z, r 10,() = f(y, z I e)f(r I <) (7.3)
with 8 and < variation free.
The parameter vectors 0 and E are variation free2 if there are no cross-
restrictions between B and <, see Engle, Hendry and Richard [1983] (Rubin
[1976]   re fers   to this concept  as   "0 is distinct  from ("). Following these
authors, this requires that r is weakly exogenous for B. Remember that r
is defined to be weakly exogenous for 8 if 0 and 6 are variation free in
f(y, z, r 1 0, C) = f(Y, z  I r; 0)f(r I E). (7.4)
Combined with (7.1) this results in condition (7.3).
Thus, if the selection rule is ignorable and ignoring the selection mech-
anism does not imply a loss in efficiency for the ML estimator for 8, it is
also strongly ignorable, a concept Rubin [1976] refers to as ignorable for
"direct-likelihood inference".  If the selection mechanism is ignorable (but
not strongly ignorable), one can improve upon the efficiency of the (pseudo)
maximum likelihood estimator for 0 by taking the selection mechanism into
account. In this case the selection mechanism contains information on 0.
In most applied cases the condition of ignorability or strong ignorability
is stronger than necessary, because interest lies only in a particular subset
(or function) of the parameter vector 0.  Let us denote by z a (possibly
empty) subset of the variables in z and let us assume that the parameter
of interest is 0 characterizing the conditional distribution of y given x.  As
a special case one can choose an empty set of z variables, such that the
marginal distribution of y is the distribution of interest.
Definition 7.3 A selection rule is said to be ignorable for W in the dis-
tribulion of interest f(y  I  x; 0) if conditioning on the response indicator
variable r does not a#ect this distribution, i. e.  if
f(y I z; 0) = f(y 1 x, r; 0). (7.5)
In this case all estimators for 0 based on f(y I z; tb) are consistent.
2 This concept is also referred to as "functionally independent".  Mathematically, this
means that (0, E) € e x E, where e and E denote the set of admissible values of 8 and
€,  respectively.
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Condition (7.5) says that y and r are independent conditional on z, and is
equivalent to
f(r 1 Z; 0) = f(r 1 z, y; 0), (7.6)
which states that the response mechanism does not depend on y given that
it is allowed to depend on the variables in z.  If the selection rule is ignorable
(i.e. if (7.1) holds), it is ignorable for any parameter vector in marginal or
conditional distributions involving y and z. In particular, it is easily verified
that (7.1) implies (7.5) but that there are many cases where the converse is
not true. As illustrated in the examples below, it is very well possible that
a selection rule is ignorable for a parameter 00 but non-ignorable for an-
other parameter 41 ·  So for one purpose, e.g. inference conditional on some
demographic characteristics, the missing data mechanism might be ignor-
able, while for other purposes, e.g. marginal or unconditional inference, it
should be taken into account.
From Definition 7.3 it follows that if tlie selection mechanism is non-
ignorable for the parameter vector 0 the maximum likelihood estimator
ignoring the selection mechanism is, in general, inconsistent for 0.  Of
course, this does not necessarily imply that alternative estimators for 0
ignoring the selection mechanism are also inconsistent, although it will
often be the case. For example, as we will see in Chapter 9, the fixed
efreds estimator may be consistent for the slope parameters in a random
effects panel data model with non-ignorable nonresponse, while the random
effects (maximum likelihood) estimator is not.
If the efficiency of the estimators for 0 cannot be improved by taking
the selection mechanism into account we say that the selection mechanism
is strongly ignorable for 0.
Definition 7.4 A selection rule is said to be strongly ignorable for 0
in the distribution of interest f(y 1 z; tb) if it is ignorable for 0 and if in
addition, the parameters 0 and 0 are variation free, i.e. if
f(v, r I x; 0,0) = f(y I z; 0)f(r 1 2;0), (7.7)
with 0 and 0 variation free. The additional requirement is thus that r is
weakly exogenous for 111 (conditional on z).
Basically, condition (7.7) is the condition under which Smith [1983] con-
cludes that "selection can be ignored".
If interest only lies in the parameter vector *k characterizing the first
k  moments of the distribution  of y given  r, a still weaker condition  can  be
given, which is formalized in the following definition.
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Definition 7.5 A selection rule is said to be ignorable of order k for
the parameter vector 0 if conditioning on the response indicator variable
r does not a#ect the jirst k moments E{y" 1 z; *k } (E = 1,..., k) (which are
the moments of interest), i. e.  if
E{1/4 I x; *k}=E{yx I z, r; *k},  0 = 1,..., k. (7.8)
In this notation Wk  is a function of 0 characterizing the frst k moments
of the distribution.  If the selection rule is ignorable of order k for 0 all
estimators for Ibk based on the first k moments are consistent.
For k = 1,(7.8) reduces to the condition that the mean of y is independent
of r given z, which is the commonly made assumption in econometric work
of conditional mean independence. Obviously, condition (7.5) is stronger
than (7.8), so that if the selection mechanism is ignorable for 0 it is also
ignorable of order k for k = 1,..., provided all moments upto the kth one
exist. Note that condition (7.8) is not equivalent to
E{r* I x; 0k} = E{rs I z, y; 0k},    x = 1,...,k. (7.9)
Because the fact whether the selection mechanism is ignorable or not
depends on the kind of inferences one wants to make an additional distinc-
tion is made in the literature. For example, if only a variable y in the data
set is subject to selection, Little and Rubin [1987, p. 14] say that the data
are missing completely at random (MCAR) if selection is independent of
both y and z and missing at random (MAR) if selection is independent of
y but not necessarily independent of z. Although Little and Rubin's termi-
nology suggests otherwise it is not the case that MCAR necessarily implies
that the selection mechanism is ignorable for, e.g., conditional inferences
on y given z. This can be seen in the following example.
Example 7.1 Suppose z is a standard normally distributed variable and
that r  is independent of z  with P{r =1} =p for some p (0<p<  1).  Let
y = (2r - 1)z.  Then :t holds thal f(z I r) = f(x) = p(x) and f(y I r) =
f(y) = 90(y), where 90(.) is the standard norma/ density function.  In this
case the probability that r=l  is independent of y  and independent of z.
However it is  not  the  case  thal r is independent  of (x,V) since f(x, y)  4
f(x,y Ir)
Therefore, we will formalize the definitions of Little and Rubin [1987]
as follows.
Definition 7.6 Data are missing completely at random (MCAR) if
the missing data mechanism is ignorable.
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Data on y are inissing at random (MAR)  if the missing data mechanism
is ignorable for the parameters :n the conditional distribution of y given z.
According to this definition the data on y are missing completely at
random if condition (7.1) holds. In this case the observed values of y form
a random subsample of the values in the population.  In the definition of
MAR the conditioning depends on all variables in z, such that the data on y
are missing at random if condition (7.5) holds with x chosen identical to z.
In this case the observed values of y are not necessarily a random subsample
of the population, but they are a random sample of the population values
within subclasses defined by values of z. The relationship between the
difTerent concepts introduced in this section, is explained in Figure 7.1.
In the next two sections we elaborate the definitions above for the case
of marginal inferences and conditional inferences, respectively.  To keep
the presentation simple explicit attention is paid only to cases with single-
indexed variables (with index i), as in a cross sectional data set. When
attention is restricted to one wave of a panel only all results are perfectly
valid. If a joint analysis of all waves of the panel is required, both y and r
should be treated as vectorial and all results go through as well. Extensive
attention to the case of panel data is given in Section 7.4.
7.2 Non-ignorable selection for marginal in-
ferences
In order to clarify the concept of non-ignorable selection, we will first of all
consider the case where one is interested in (a function of) the parameters <
of the marginal distribution f(y; <) of some population variable y, for exam-
pie in its population mean. Suppose one has access to a data set containing
N sampled units indexed i=1, . . . ,N, where the variable of interest, y„ is
subject to nonresponse. In particular, let ri = 1 if yi is observed and r, - 0
otherwise. Observations on a variable z are available for all units. Denote
the vector of y-variables as y = (Y i, · · · , YN)", which - given realizations of
r= (r l, · · · , rN)' - can be partitioned into two subvectors yob, correspond-
ing  to  ri  =  1 (tlie observed  data)  and y"'i'' corresponding  to  r,  =  0  (the
missing data). If the missing data mechanism is ignored, estimators for <
(in the i.i.d. case) will be based on (properties of)
f(y° a,<) = J(f(y,<)dp(ym")= H f(yii<) (7.10)
{i,r,=1}
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joint distribution of y and z is f(y, Z le)
conditional distribution of y given z is f(y I Z; 0)
where x is a subset of z
data on y are
missing at random
.
r is weakly data on y are missing
exogenous for 0 completely at random
+
.
response mechanism response mechanism
&
is strongly ignorable is ignorable
- P
response mechanism response mechanismis strongly ignorable         ; is ignorable for 0for tb
+ r
response mechanism\ - r is weakly is ignorable of
exogenous for 0 order k for 4
Figure 7.1 Relationships between concepts
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where f(.; C) is the density with respect to some measure Ki (for example the
Lebesque-measure). This relationship describes the relation between the
complete-data specification (f(y;<)) and the incomplete-data specification
(fiv°5';<)), and is as such a special case of formula (1.1) in Dempster,
Laird and Rubin [1977]. An obvious estimator is the (pseudo) maximum
likelihood estimator < which maximizes (7.10) with respect to <. We use the
term pseudo ML estimator because this estimator not necessarily coincides
with the true ML estimator (if (7.10) does not correspond with the true
likelihood function). The (true) maximum likelihood estimator for < is
based on the joint density of the observed y's and r's,
f(yob, 1r. C.<)= II f(vi, ri;<,6) H f(rizE). (7.11)
{i,r,=1} {i,r,=0}
The (pseudo) ML estimator < based on (7.10) will be consistent and efficient
only if (7.10) and (7.11) are (asymptotically) equivalent, i.e. are identical
possibly up to a proportionality factor that is independent of the parameters
of interest <. In general, this requires strong ignorability of the response
mechanism for <,
f(yi, ri; <, 4) = f(yi; <)f(r,; C) (7.12)
where < and < are variation free. Under condition (7.12) the pseudo maxi-
mum likelihood estimator < for < is identical to the true maximum likelihood
estimator for C. A weaker condition for < to be consistent for < is that the
response mechanism is ignorable for <, i.e. that
H  f(yi;<)=  II  f(vi I ri;<). (7.13)
{i,r,=1} {i,r,=1}
Maximization of the right hand side of (7.13) yields a conditional maximum
likelihood estimator, which is consistent for < under the usual regularity
conditions (see, for example, Amemiya [1985, Chapter 4]). Note that an
equivalent representation of (7.13) is given by
II  f(ri;(,=  H  f(ri I yi.E), (7.14)
{i,r,=1} {i,r,=1}
which, loosely stated, says that the selection mechanism does not depend
on y
If interest lies in first order moments of the distribution only, it is in
general sufficient that the response mechanism is ignorable of order 1 for <.
This requires that
E{yi,<1} = E{yi I ri = 1,<1} (7.15)
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where <1 is the part of < characterizing the first moment. This condition
is far from sufficient for ignorability of the response mechanism for <.  If,
for example, tlie response mechanism is such that values in both tails of
the distribution are not observed without affecting the mean of the (trun-
cated) distribution, the variance of 1/, will be underestimated if the response
mechanism is not taken into account, while condition (7.15) holds. For the
response mechanism to be ignorable of order two we additionally need that
E{yi2;<2} = E{e I ri = 1,<2} (7.16)
where <2 is the part of C characterizing the first two moments. Note that
when both distributions are normal equality of the first two moments im-
plies equality of the complete distributions.
To illustrate the different concepts of ignorable response mechanisms
for marginal inferences, we consider the following example.
ExaInple 7.2 Suppose that ci are log expenditures on food in 1985 of a
household randomly selected from the Dutch population.   We assume that
the population distribution of ci is normal with unknown (positive) mean
p and variance 02. Suppose 100 households are sampled and that total
household income yi of each household is observed.  Whether or not we
actually observe ci depends on the response mechanism. We consider sit
cases.
1.  A household does not report food expenditures with unknown probabil-
tty p
2.  A household does not report food expenditures with  probability  Ttt·
3. A household does not report food expenditures if they exceed Djl.
10,000 (if ci> log(10,000) = 9.21).
4.  A household does not report food expenditures if the di#€rence between
their  log  food  el:pendittires  and  the   population  average  is larger than
6 > 0 (if Ici - LL |> 6)
5. Households with excess expenditures on food are likely to refuse co-
operation.  In particular, conditional on ci, the probability of refusal
is *(Oci) for unknown positive parametera, where * is the standard
normal distribution function.
6.  A household does not supply expenditures onfood if its income is above
Djl. 50,000.
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The parameters of interest are 51, the average log erpenditures on food in the
population of Dutch households in 1985,  and  (possibly) 02, the correspond-
ing variance. The maximum likelihood estimators for B and 02 ignoring
the missing data mechanism are given by
r-.100
A = Li=l ricir-100 (7.17)Li=l ri
and
&2 = Eit: ri(ci - p)2
r- 100 (7.18)Lai=l ri
For the six alternative missing data mechanisms will shall now consider the
question whether they are ignorable, ignorable of some order, or strongly
ignorable for (B, a2)  and what this implies for consistency and elliciency of
the pseudo ML estimators B and 82.  Note that it immediately follows from
(7.17) that  E{A}  =  p  if E{ci  1  ri}  =  B,  i. e.   if the  expectation  of ci does
not depend on the fact whether it is observed or not.
1.  The missing data mechanism is strongly ignorable for (B, 02).   The
estimators B and 82 are consistent and ellicient.
2.  The missing data mechanism is ignorable for (B, 92)  but not strongly
ignorable. The (pseudo) ACL estimators are consistent but not elli-
cient, since the selection process contains information on B that is
not taken into account. So, even though (7.13) holds, r is not weakly
erogenous for (P, 02).  To obtain the ellicient estimators for p and 02
one should maximize the joint  /09 likelihood function  of c  and r,  i. e.
marzmne
100
logL =K+E(1 - r,)log P
1=1 1+P
100 100 1 21           -    C CE - p
+  r' log (1 + p)9 -   A.:r, l--a) (7.19)
with respect to B and a, where K is a constant independent of the
unknown parameters.
3. The response mechanism is non-ignorable for (B, 02), nor ignorable
of order 1.  The estimators B and 82 are inconsistent. Using well
known results on moments from a truncated normal distribution (cf.
Johnson and Kotz [1970, p.  79]), it is easily seen that
43(log(10::00)-p)E{cilri= l} = p - op + /1, (7.20)*(log(10000)-B)
0
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where 92 is the standard normal density function.
4.  The response inechanism is non-ignorable for (B, 02), but it is ignor-
able OJ order 1. Using  results  from  Johnson  and  Kotz  [1970,  p.  83] it
follows that
E{ci I r i=1} = E{ci 1-6 <c i t p<6} =B, (7.21)
V{cilri =l}=V{cil -6 <ci + p <6}=  1 -   2592(6)  1 Q2
l     20(6) - l]
(7.22)
Consequently, the estimator it is consistent for M (it is based on jirst
moments only), while the estimator for 02 is inconsistent.
5. The response mechanism is non-ignorablefor (B, 02), nor ignorable of
order 1. Using results on conditional moments of a truncated bivariate
nornial distribution (cf. Johnson and Kotz f1972, pp. 112-113]), it
can be shown that
E{cilri=l}= p- a 0 /1 (a to), (7.23)9 2        F ( tf )wl- *(tf)
where w2 = 1 + a202. The pseudo ML estimators are inconsistent.
6. 7'he response mechanism  is non-ignorable for (51, a2),  unless house-
hold income and log food expenditures are uncorrelated, which is tin-
likely to bc the case. Suppose for convenience that household income
is normally distributed with mean By, variance   and covariance acy
between income and food expenditures. Then it holds that
/50000-By\
acy PC   0    3
E{ci Iri = 1} = B - a  ;,5OOOj-Bv) 0/1 (acy 0 0).      (7.24)y  4'l
OV
Again, the pseudo AfL estimators are inconsistent.
7.3 Non-ignorable selection for conditional
inferences
If one is not interested in inferences about the marginal distribution of y
but about the parameters 0 in the distribution of y conditional on z, the
conditions for (strong) ignorability given above should hold conditional on
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r. Extending (7.12), the missing data mechanism is strongly ignorable for
inferences about 0 if
f(yi,ri lxi,0,0)=f(Yi I xi;0)f(ri I xi;0) (7.25)
where 0 and 0 are variation free. If (7.25) holds, the (pseudo) maximum
likelihood estimator 0 for 4 based on
f(yob, 1 x; 0) =   I-I   f(yi I zi;*) (7.26)
{:,r,=1}
is consistent for 0 and also efficient. The response mechanism is ignorable
and consequently 0 is consistent for 4 if
f(yi I xi; 0) = f(yi I xi, ri; 0) (7.27)
or
f(ri I xi, vi; 0) = f(ri I Zi; 0) (7.28)
Note that conditions (7.27) and (7.28) are neither weaker nor stronger
than (7.13) and (7.14). To illustrate this let us have a look at the following
example.
Example 7.3 Suppose data on y, z, and r- are generated by the following
model
v=»+E
r' = 7x + 9,
where r' is a latent variable the sign of which determines the value of r
(r = I(r' > 0)).  The joint distribution of E, 11 and x is given by
/ E \            0\   /  aj   0,4    0  \ \
 9
-N 0 ' 04 1 02   0 0 0 4
Now the response mechanism is ignorable if a n  = 0 and 7 = 0.  It is
ignorable for the  conditional distribution  of y  given z  if ain  = 0  and for
the marginal distribution ofy :f B702. + 0£11 -0.A sullicient (but not a
necessary) condition for the latter is that 4, = 0 and 7 = 0 (ignorability)
If the response mechanism is non-ignorable for lb, one should maximize
either the conditional likelihood function of the observed y's given the re-
alization of r,
f(yob, Ix, r, 0) =  II  f(Yi I xi, ri = 1; 0) (7.29)
{i,r:=1}
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or the joint likelihood function of the observed y's and r's,
f(yobs,r i x; 0,0) =  II  f(vi, ri I xii 0,0)  II  f(ri I xi, 0).  (7.30)
{i,r,=1} {i,r,=0}
For consistency of the estimators for the parameters 01 in the regres-
sion  function  E{11,  I  xi; 01 }  it  is  sufficient  that the response mechanism is
ignorable of order 1 for 0, i.e. that
E{yi I xi, ri = 1; 01} = E{yi I xi, ri = 0; 01} = E{yi 1 xi; 01}.      (7.31)
This equality, which Manski [1989] refers to as "y is mean independent of
r conditional on x," has been widely assumed to hold in the economet-
ric literature. Only in the early 1970s researchers started to question the
plausibility of (7.31), see Gronau [1974], Lewis [1974] and Heckman [1976].
These authors assume that there  is a latent variable, r;, say, determining
the 0-1 variable ri such that ri = 1 if r; > 0 and 0 otherwise, and specify
a  process  for  r;.    If this process coincides  with the process  for  Yi  (such
that r; = 1/i) one obtains the censored regression model, which - in case
of normally distributed errors - is known as the tobit model. This model
was first studied by Tobin [1958] and nicknamed after him by Goldberger
[1964]. A separate process for r; (but not independent of yi) leads to the
sample selection models as discussed extensively by Heckman [1976,1979]
In Gronau's labor supply study yi is the market wage of an individual and
ri is the difference between this market wage and the individuals' reser-
vation wage. Labor supply will be positive (and a market wage will be
observed) if the market and reservation wage differential is positive.  An ex-
tensive discussion of models like Tobin's and Gronau's is given in Maddala
[1983] and Amemiya [1986].
Example 7.4 Consider the same sample  of households  as in Example  7.2.
Suppose one is interested in the relationship between total household income
and expenditures on food, i. e.  in the parameters   in
4=  00 + dly; + 4 (7.32)
where, for convenience, yi is also assumed to be normally distributed. Ignor-
ing the missing data mechanism, the ML (or OLS) estimator of 13 = (Bo  fli)'
is given by
 100 \ -1  /100              \
# = lz"z:"       lz"':c, ' (7.33)
where zi = (1 yi)· From formula (7.33),  it can be seen immediately thal  
will  in  general  only  be  consistent  if E{c,   11/i,ri}  =  Bo  t  Bi yi,   i.e.    if the
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response mechanism is ignorable of order 1. Considering the six digerent
missing data mechanisms, the following conclusions can be drawn.
1. The response mechanism is strongly ignorable for (B, a );  B  is  consis-
tent and ellicient.
2. The response mechanism is ignorable for (B, 0£2),  but not strongly ig-
norable. The pseudo ML estimator   is consistent but not ellicient.
Because Bo = B- (acy/4)B, and Bi = acy/4 one Can improve upon
the  e,Oiciency  using  marginal information  on B  and py.    Under  the
normatity assumption maximization  of the joint likelihood of ci,  Yi
and ri  is easy and results in the e.tlicient estimator for B.  Note  thal
in this case ri is not weakly exogenous for B.
3. The response mechanism is non-ignorable, nor ignorable of order 1.
This  is  a  censored  regression  (tobit)  model,  see  e.g.   Maddala  [1983,
p. 1511 and # is inconsistent.
4.   The response mechanism is non-ignorable, nor ignorable of order 1
for  ( , al).   The  pseudo  ML  (OLS)  estimator  B  is inconsistent for B
(unless Bl = 0)
5. The response mechanism is non-ignorable, nor ignorable of order 1
and the estimator 0 is inconsistent.  This is a sample selection model
(lobit type II), see Heckman [1979].
6. The response mechanism is ignorable for (B, 2), since f(ci I yi, ri) =
f(ci  1 yi) (ri is a function of yi  only, so conditioning on ri does
not increase the conditioning set).  The estimators for B and al are
consistent.
Summarizing the results from Examples  7.2 and  7.4,  one can conclude
that situations are possible in which parameters from a conditional distribu-
lion can be estimated consistently without taking into account the missing
data mechanism, while parameters of the marginal distribution can not, for
example if selection depends on the exogenous variable only (case 6).  On
the other hand sitvations are possible where the response mechanism is ig-
norable for marginal inferences but not for conditional inferences (case 11.
7.4 Non-ignorable selection in panel data
In this section we will briefly analyze the consequences for the results in
the previous sections for the situation of panel data. A typical feature of
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panel data is the fact that observations are characterized by two dimensions,
commonly an individual and a time dimension. Let i and t index individuals
and time periods, respectively, where i runs from 1 to N and 1 from 1 to
T. If it is valid to assume that the data (in the population) are i.i.d. over
both individuals and time, all results of the previous sections go through
immediately after replacing the index i by the double index it. In general
one can not assume that this is the case and it is usually assumed that the
data are i.i.d. over individuals but not over time. In the sequel we start
from this assumption.
Let us denote the T-dimensional vector of yit's by yi, whose tth element
is observed if rit = 1 and unobserved if rit = 0. The rit's are stacked in a
vector ri. Using Definition  7.1,  one  can say  that the selection mechanism
(which is now a multivariate process) is ignorable if
f(Yil, ···, ViT, Zil,..., Z,T 1 0) = f(vi,Z, 10)
= f(yi, Zi I ri; 0) = f(Vii, ···,ViT, Zil, ..., ZIT I ril, ...,riT; B). (7.34)
If this condition holds, selection of data based on ri will not affect the
consistency of the estimators. In particular, this will hold if all observations
are selected for which rit = 1, which is likely to result in an unbalanced
panel, and if only those individuals are selected for which ril = ... = riT =
1, which results in a so-called balanced sub-panel. We use the term sub-
panel since the data are a subsample of the original observations. The latter
data set is usually easier to handle than the unbalanced panel but contains
fewer observations and thus implies a loss in efficiency.
If interest lies in the parameter vector 0 characterizing the conditional
distribution of yi given Xi (a subset of Zi), then we need that the selection
mechanism is ignorable for 0,
f(vii, ····,yiT I Xii  b) = f(vii,...,yiT I Xi, ri; 0). (7.35)
If attention is restricted to the tth wave of the panel, one can say that the
selection mechanism of period 1 is ignorable for inferences in period t if
f(yit, zit 10) = f(yit, zil I rit; G). (7.36)
In this case it is valid to analyze the ith wave of the panel as a cross section.
However, it is not necessarily the case that it is valid to analyze all waves
of the panel jointly if (7.36) holds for all i (t = 1,... , T).   Only  in  some
special cases (7.35) holds i f (7.36) holds for all 1, for example when only
unit nonresponse occurs, in which case ril = ··· = riT by construction.
Finally, the selection mechanism is ignorable of order 1 for tb if
E{yit  I  Xi,rii, ···,riT; 01}  = E{yit  I Xi; 01} (7.37)
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for   all  t   (t   =l, . . . ,T) .
As an illustration, we shall consider a specific model with a specific
nonresponse process in the following example.
Example 7.5 Consider the linear regression model with an error compo-
nents error structure given by
yi: 4 Zit  + Cri + Eit (7.38)
where rit is a k dimensional row vector of exogenous variables of individual
i in period t, B is a column vector of unknown parameters of interest and
di and Eit  are unobserved random variables. The error term ai is refe·rred
to as the (unobserved) individual efect.  Observations on Yit (and possibly
on xii as well) are missing if a latent variable riA is negative, for which we
assume
ri'i  -  Zit 7  + 61  + 'lit, (7.39)
with zit a row vector of exogenous variables, usually containing partly the
same variables as xii, and 6 and Vii unobserved random variables.  The
observed indicator variable rit is dejined as I(r;: > 0) and we assume nor-
mality of the error terms in (7.38) and (7.39) as well as independence of
all zit and zit. In particular
1   1      -N  <0,  1    .. »     .02'«
T aj     1  ,      (7.40)'li 1     al,T
\ 0 0           9 of      al     )    )
where Ei = (Eil,···, EIT)' and qi = (Vil,···, iliT)'·  In this example, based on
the model of Hausman and Wise  19791, it can be easily verified that the
response mechanism is ignorable for 09, 01, crI) i.f aof = 0<4 = 0.  In that
case ri is independent of yi given Xi.  If we want to analyze the t th wave of
the panel as as single cross section we need that the missing data mechanism
of period i is ignorable for inferences in period t.  This requires that the two
period terror terms in (7.38) en (7.39) are independent, which is the case
if gof + 0<4 = 0.  The latter condition is obviously weaker.
In the two following chapters we shall pay some more attention to (general-
izations) of the model in Example 7.5. In particular, in Chapter 8 attention
will be paid to the estimation of such panel data models with ignorable or
non-ignorable nonresponse, while in Chapter 9 we will, in more detail, an-
alyze the properties of standard fixed effects and random efTects estimators
when the response mechanism is non-ignorable and show how some simple
tests can be based upon this.
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7.5 The problem of identification
As mentioned above a common assumption made in applied econometric
work  is  that the selection mechanism is ignorable of order  1,  i.e.  that
E{yit I Zil; 01} = E{yi: I xii, ri; 01}, (7.41)
or, restricting attention to one wave of the panel only, that
E{vit I Kit, 41} = E{Vit I xii, rit = 1; 01}. (7.42)
If this assumption is not met the selection mechanism should be taken into
account when making inferences. The first problem a researcher faces in
this case is the fact that the mechanism that generates the missing data is
unknown and without additional assumptions it is not possible to identify
the parameters in 0.
Suppose we are interested in the regression function E{Vit I xit}3. Data
on yit are available only if rit = 1, while data on xi: are available if rit = 1
and rit = 0. What can be identified from the data is E{vit I xii,rit = 1}
as well as E{rit I rit} = P{rit =1 1 zit}. Note that
E{yit I zit} = E{yit I Zit,rit = l}P{rit=ll xii}
+ E{yul rit, r'.1 =0}P{rit= 01 Zit}. (7.43)
Since no information on E{vit I zit} is provided by the data it is not
possible to identify E{vit  I rit} without additional information or making
additional assumptions. As Manski [1990a, 199Ob] notes, in the absence of
prior information, the selection problem is fatal for inference on E{Vit I xii}·
However, it is not the case that the failure of identification is total. Observe
that for any measurable set A C 4
P{Vit €A l xiI} = P{y,t €A l xii, rit = l}P{rit =1 1 zie}
+ P{Yi: E A I zit, rit = 0}P{rit = Olxii}. (7.44)
Although the sampling process does not provide information on P{vii E
A I zil, rit = 0} this probability necessarily lies in the interval [0,1]. Using
this, one can write
P{yit €A l xii, rit = l}P{rit =1 1 xii} S P{Yit €A l xiI}
S P{vii E A l zit, rit = 1}P{rit =1 1 xii} + P{rit =0 1 xii}. (7.45)
3To simplify notation, we shall in the remainder of this section delete the parameter
vectors frorn uie conditioning set.
104 CHAPTER. 7.  IGNORABLE & NON-IGNORABLE SELECTION
As long as the probability of selection, P{rit =1 1 xii}, is positive the
bound width is smaller than one and thus non-trivial. Suppose, for example,
that one chooses A= {y l y s t} .  Then it follows immediately from (7.45)
that
P{yit S t 1 xii, rit = l}P{rit = 11 xii} S P{Vit S t I xii}
5 P{yit 5 1 1 xii, rit = l}P{rit =1 1 zit} + P{rit =0 1 Zit}. (7.46)
Thus, even in the case with no prior information, the distribution function
of v is bounded, while the bounds can be estimated consistently (for almost
all z).  Note that the distribution function P{yit S t l zit,rit =1} satisfies
this bound. As shown by Manski [199Oa, 199Ob], it is possible to derive
bounds on the a-quantile of y conditional on x from the bounds on the
distribution function of y conditional on x. These bounds are informative
whenever P<rit =1 1 rit } is sufficiently large. In particular, both the upper
and lower bound are non-trivial if p{rit =1 1 zil} > max{a, 1- ot}. This
implies that the bound on the median of y conditional on z is informative
if P{rit =1 1 Zit} >  
Thus, in the absence of prior information, the selection problem is fatal
for inference on the mean regression of y on x but not for inference on
quantile regressions. This important finding derives from the analysis of
the bounds on the distribution function (7.46). See Manski [199Oa, 199Ob]
for details.  For the case of mean regression, Manski [1989] examines two
alternatives for the assumption of order 1 ignorability (conditional mean
independence). His first alternative is based on the results above and im-
poses weak restrictions, namely a bound on the support of y conditional on
x and r - 0. From this, bounds on E{Yit 1 zit} can be estimated.
Suppose, for example, that it is known that the conditional distribution
of yit on zit and rit = 0 is concentrated in a given interval [Lx, U ].  This
implies that
Ls 5 E{Vii I xit} 5 Ux. (7.47)
From this one can derive that
E{Vii 1 xit, rit = l}P{rit =1 1 xii} + L:P{rit =0 1 xit} S E{yit I zit}
S E{Vii I zi:, rit = l}P{rit = 1 | rit} + U:.P{rit = 0 1 zit}. (7.48)
If P{rit =1 1 zit} >0 the bound width on E{Yit I xii} is smaller than the
imposed bound width on E{yit I xii, rit = 0}, in which case the bounds are
informative. Because this strategy will only identify bounds on expressions
like E{yit I zit} and E{Yi: 1 xii = ki} - E{Yit I zit = k2} for some ki
and k2, the practical use of it seems limited. Therefore we shall continue
with the discussion of the second alternative to the assumption of ignorable
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nonresponse of order 1.
In the econometric literature on selection it is common practice to iden-
tify E{yit I Zit} by assuming that E{Vii Ixii,rit =1} is the sum of E{Vit I
Zil} and another function that can be distinguished from E{Vit 1 zit}. Sup-
pose it is known that
E{yit 1 xiI} 91(Zit) (7.49)
E{yit    zit, rit  = 1} 91(zit, + 92(Zit) (7.50)
where gl and 92 belong to some specified families of functions, Gi and G2,
say. Because 91(·)+926) is identifiable from the data, the two functions can
be identified separately if this information is combined with prior restric-
tions on Gl and G,· In the literature, such restrictions are often motivated
by a latent variable specification.
yit fl(Zit) +Eit,  E{Eit I Zit} = 0 (7.51)
rit I{ r;t   =   f2 (r i t)  +  Vit   > 0} , (7.52)
where Eit and 'lit are unobserved random variables. This latent variable
model implies that
E{yul Lit} fl (xit) (7.53)
E{ 1/,1   1  Zit,  rit   = 1} fi (Zit) + E{En I xii, f,(rit) + Vit > 0}(7.54)
Prior restrictions on fi (·), f,(·) and the distribution of (41, 'lit) conditional
on rit can identify fi (and f2 as well). Note that the assumption that
Eit and Tlit are independent (conditional on xit) implies that the response
mechanism is ignorable (for fi)
In applied work attention is usually restricted to parametric functions
for fl and f, and to cases where the distribution of (4:, 'lit) conditional on
Zit is known up to a finite number of parameters. In that case sufficiently
strong parametric restrictions identify all parameters in the model. Often,
one imposes linearity of fl  and /2 and normality of 4: and ViI (independent
of xii), yielding.
E {yi i    I    x i i;   0 } riflb (7.55)
E{ vit   I  zil,rit   =1; 0,0} rit'111 + ('En (7.56)P(Zit 0)
*(zitt) '
where 0,9   is the covariance between  Eit   and   Ylit·   This  type of models  was
discussed first in the 1970s by Gronau [1974], Lewis [1974] and Heckman
[1976,1979] and liave received substantial attention ever since. See, among
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many others, Olsen [1980], Greene [1981], Little [1982, 1985] and surveys in
Maddala [1983, Chapter 9], Amemiya [1984], Amemiya [1985, Chapter 10]
and Pudney [1989, Chapter 2]. Recently, more and more attention is paid
to semiparametric estimation of selection models, in which the functional
forms  fi (.)  and  f2(.) are known  upto a finite number of parameters  and
the distribution of (Eit, 'lit) is left unspecified.  See, e.g., Newey, Powell and
Walker [1990]. The crucial point required for the identification of fi (xit)  is
that E{Eit I Zit, .A(zit) + Vit > 0} depends on xit through f2(zil) only.
If there are no exclusion restrictions on the z variables included in fi (.),
the identification of the paremeters depends crucially on the imposed func-
tional form restrictions. For example, 0 in the model (7.55)-(7.56) can be
identified only because the linear function xitt  and the nonlinear one affect
E{yit I xiii rit = 1} indifferent ways.
Under (7.53) - (7.54), the selection problem can be considered as an
omitted variable problem, a fact which was first noticed by Heckman [1976,
1979]. From this point of view Heckman proposed a two step estimator for
0 in (7.55) - (7.56), which does not require maximum likelihood estimation
of the complete model.  His idea is to estimate 0 in the response process
from standard probit maximum likelihood, to estimate 40(zitt)/*(zi:0) by
replacing 0 by its estimate 0 and to include this (estimated) variable in the
regression equation and estimate 0 and acv using ordinary least squares.
From this, one can easily test whether acv = 0 (in which case the response
mechanism is ignorable of order l for tb) Moreover, the estimators for 0 ob-
tained by this procedures are consistent (although inefficient). A practical
problem is the fact that the usual standard errors from OLS routines are not
valid if ag q 0 0, see Heckman [1979]and Greene [1981] for details, although
nowadays corrected standard errors are often routinely supplied by econo.
metric software packages (like LIMDEP). The correction term in the model
p(Zitt,it(zitt) is known as Heckman's lambda and equals the inverse of
Mill's ratio. In fact, the normality of both Eit and Wt is not a necessary
condition for the results above to hold. Normality of Vit (to estimate the
probit model) and linearity of the conditional expectation of En given rlit is
the only thing that is required. A variant of Heckman's two step estimator
is given by Olsen [1980]. He suggests to use the linear probability model
instead of the probit model, which simplifies the estimation problem and
makes the correction term linear in rit if it is assumed that the conditional
expectation of Eit given Vit is linear. Apart from the implied distributional
assumptions the most important distinction between the two approaches
are the conditions required for identification of W. Olsen's method requires
the presence of a variable in the linear probability model that is not present
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in the regression equation (7.55).  In a practical application the two correc-
tion terms produce very similar results (see Olsen [1980]).
7.6 Concluding remarks
In this chapter we have paid attention to the problem of selection in general
and in panel data in particular. First, in Section 7.1, we have defined
several concepts of ignorable selection mechanisms, which was elaborated
further in Sections 7.2 and 7.3 for marginal and conditional inferences,
respectively. Among other things, we have seen that it is possible that
the selection mechanism is ignorable for one parameter vector, but not for
another parameter vector. In Section 7.4 explicit attention was paid to the
situation of panel data. Finally, in Section 7.5 the problem of identification
was discussed when the selection rule is non-ignorable. In the absence of
prior information it is not possible to identify parameters in the conditional
expectation of y.
In the next chapter attention will be paid to procedures for handling
nonresponse, in particular to model-based methods. The next two chap-
ters (9 and 10) are entirely devoted to panel data. Chapter 9 discusses
some consequences of non-ignorable nonresponse on standard estimators
and proposes several simple tests to check whether these consequences are





In this chapter model-based procedures are considered that can be used to
estimate the parameters of interest when the data are partly unobserved
due to nonresponse. In Sections 8.1, 8.2 and 8.3 we assume that the re-
sponse mechanism is ignorable for the parameters of interest; Section 8.1
discusses direct maximum likelihood estimation, while the use of the EM al-
gorithm to compute the maximum likelihood estimates is treated in Section
8.2. The procedure of treating the missing values as unknown parameters
is discussed in Section 8.3. In Section 8.4 we consider a random effects
regression model with non-ignorable nonresponse and present a consistent
two-step estimator, generalizing the Heckman [1979] procedure to the case
of panel data, as well as the maximum likelihood estimator. A consistent
marginal maximum likelihood estimator for the fixed effects model is pro-
posed in Section 8.5, while Section 8.6 contains a discussion of model-based
imputation. Section 8.7 concludes.
8.1 Maximum likelihood
Assume that interest lies in the parameters characterizing the conditional
distribution  of vit given  zit.    Let us stack  Vii, ···, viT  in a T-dimensional
vector yi.  Let  the 0-1 variable rit, as before, be equal  to one  if and  only  if
yit is observed and let Ti denote the number of periods unit i is observed
(Ti = Eli ri'). For each cross sectional unit we define a Ti x T matrix Ri
transforming Yi  into the 71-dimensional vector of observed values yob''  say.
This matrix Ri is obtained by deleting the rows of the T-dimensional iden-
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tity matrix corresponding to the unobserved elements. Now we can write
11,"  =  Riyi.   All N vectors yo' are stacked in a large Zi 71-dimensional
vector 1/obs = (y bs''...y bs')'.
As discussed in the previous chapter, when the selection rule is ignor-
able consistent estimators can be based on maximization of the likelihood
function of the observed data, given by
f(yob,  1 Xi *) = j  f(y I Xi *)dp(ymis ),                       (8.1)
where f(y I X; 0)  is the density of the complete (observed and missing)
data, i.e.
f tv  \  x ·, 0)  =  f (yob., U,mis Ix; 0) (8.2)
When the data are i.i.d. across i, the likelihood function of the observed
data is simple, since (8.1) reduces to
f(yob, 1 X; 0) = H f(Rivi I RiXi; 0) (8.3)
Maximization of (8.3) (or, more general, of (8.1)) with respect to 4 is
consistent as long as the selection rule is ignorable for 0. Compared to
maximization of the complete data likelihood function, the optimization
of the observed data likelihood may be more complicated. For example,
it may no longer be the case that simple analytic expressions for the first
order conditions can be obtained.  We will first of all illustrate this for a
regression model with random individual efTects and subsequently refer to
results for regression models with both individual and time specific effects.
First, consider the linear model with individual effects, as discussed
before (see, e.g., part I),
Yit = Zitd + ai + Eit, (8.4)
where a, and Eit are i.i.d normal random variables with zero mean and
variance a and 02, respectively, which are mutually independent and in-
dependent of xii.  We will show that in this example the first order condition
for 0 has a simple analytical expression, which does not apply to 0&2 and
91. The density of yi given Xi is normal with mean X,B and variance
0  =  al LT tr  +  a IT, where LT, as before, is a T-dimensional column vector
of ones. Consequently, in the complete data case the likelihood contribution
of unit i is given by
logf(yi I Xi;0) =k-  log I n l - (yi - Xid)'Q-1(yi-XiB)     (8.5)
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where k is a constant and where
1 9 1= (7<2(T-1)(a2 + Tai) (8.6)
and
2
091 = (79-2  IT -     aa LT+ 
(8.7)
ae' + Tal
(cf., e.g., Hsiao [1986, p.  34 iT.]).  From this, one can easily derive the
first order conditions for obtaining the maximum likelihood estimator. In
particular, after appropriate arranging of terms one obtains
\ -1 / N
PUL = (EX,02/LX, 1 1 Z X,OS''LY,)  (8.8)\i=1 / \i=1
1 N
82                                                          (8.9)EML
= N(T - 1)  (vi - XIA,L)'QT(vi - XiA,L)
 A'L = 7 :  (91 - 2i13ML)2 -  82ML'                   (8.10)
where QT = IT - +17'1* (the within transformation) and #i = * EL 1 YE. .
From these first order conditions the ML estimators can be solved recur-
sively, starting from some initial trial value. In addition, a (feasible) GLS
estimator for B can be derived from (8.8). This estimator can be obtained
easily by running an ordinary least squares regression on transformed data,
 it =  itd + Uit (8.11)
where
Dit = vit - (1 - #1/2),i, (8.12)
with
frl0 -                                          (8.13)al + Tal
and where uit is a white noise error term. In (8.13),82 and 81 are consistent
estimates  for  cr2  and at, which  can be based on residuals  from two simple
regressions (see below).
When the data are incomplete, the likelihood contribution of individual
i  is  given  by log f(Riyi   I  R,Xi; 4). Denoting the covariance matrix  of
Ri(£Tai + Ei) by Qi, we have
Qi=Ring = 0111'.ik + a2IT; . (8.14)
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Since Qi has the same structure as 0, its inverse is readily obtained. De-
noting Xiob, = RiXi, the likelihood contribution of unit i is given by
log,(718,  1 X b,; 0)  =
b, -   log I ni 1 - (718, - X08,0),flil(YOD. - X06,0). (8.15)
From the first order conditions it is easily obtained that
\-1 /N
1 JlfL =   Xiobsoi- Lxobs       Exiobs'   1 Ll/obs  .     (8.16)/ \i=l
However, relatively simple expressions like (8.9) and (8.10) can not be de-
rived from the first order conditions with respect to the two variances. If
these variances are known, the GLS estimator for B is identical to the ML
estimator and is given by (8.16). Like in the complete data case, this esti-
mator can also be obtained by running an ordinary least squares regression
on  transformed data, where  now the transformation depends  on  Ti.     In
particular, (8.12) is changed into
Dit = Yit - (1 - 8 112)#i, (8.17)
where 0, is given by (cf. Baltagi [1985])
C m= (8.18)
Cr  + Tai
Usually, a2 and al are unknown. In that case a feasible GLS estimator
can be computed by replacing a  and 01 in (8.18) by quadratic unbiased
estimates obtained from the "within" and "between" residuals. These are
the residuals from a regression of Vit-#i on zit-21 and 91  on  i, respectively.
From these, 0<2 and  1 can be estimated consistently by
N T
1                                                              282- E Z rit   (vit - 91) - (Zit - 21  FE (8.19), - E:117; - N i=1 t=l
and
1   Nr
8: = N  1(9, - #,#B)2 - *8:] ,                 (8.20)
where   FE  and /38 denote the within ("fixed effects") estimator  and  the
between estimator, respectively, obtained from the transformed regressions
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mentioned above, i.e.
0FE -  <  z rit(gil - fi)(Zit - 2i)' E Z rit(Zit - 2i)(vit - gi) 
\ -1 /
 i=1 t.1        i=1 t=l
(8.21)
and
#. = <I:",:1-1 <X:"„) .              (8.22)\i=l / i=1
A more general model of interest than (8.4) would contain both indi-
vidual (i) specific and time (t) specific effects, i.e.
Vit  = Zit  + ai + Pt + Eit · (8.23)
In this case, it is rather complicated to adjust the complete data trans-
formations to the case of an incomplete panel, both for the case where ai
and pt are treated as fixed (the fixed efTects model), as well as when they
are treated as independent normal error terms (the random effects model).
Wanbeek and Kapteyn [1989] derive the general form of the appropriate
transformations for the case with missing observations. Their extensions
are less elegant because the symmetry in the way in which both dimensions
are dealt with disappears when the data are incomplete. In particular, it
is no longer possible to give closed-form expressions for the appropriate
transformations.
8.2  The EM algorithm
Under ignorable response mechanisms, the maximum likelihood approach
leads to consistent estimators of the parameters in the model even if the
fraction of missing data is constant as the sample size increases. Because di-
rect maximization of the likelihood function of the observed variables given
in (8.1) may be computationally cumbersome, it is sometimes convenient
to exploit the relationship between (8.1) and the likelihood of the complete
data (8.2). This is what is done in the EM algorithm. As the name sug-
gests the EAf algorithm is nothing more than just an alternative algorithm
for computing the maximum likelihood estimator. The algorithm was first
introduced in the 19508 by, among others, Healy and Westmaccott [1956]
and Hartley [1958]. A general treatment of the algorithm is given in Demp-
ster,  Laird and Rubin [1977]. These authors recognize the expectation step
(E step) and the maximization step (M step) in their general forms, give
some theoretical properties of the algorithm and discuss a wide range of
applications. The basic relation used in the algorithm is the following
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f(yob, I x; 0) =   f(y I X; 0)041(fii). (8.24)
Although the algorithm can be used for any form of the densities in (8.24),
it is particularly convenient when f(y  I X; 0)  has the exponential family
form
f(v I x; 0) = exp{0't(y, X) + b(v, X) + a(*, X)} (8.25)
where t(y, X) denotes a vector of (complete-data) sufficient statistics.  In
its general form, the EM algorithm can now be characterized as follows.
Define
Q(*,0) E,i {log f(y I X; 0) I yob, }
,  log fty \ X.,0)fwni.  \ yobs,11) = 111)d jity,mw ), (8.26)
where the conditional expectations are evaluated at 0 = 4 (while the pa-
rameters  W  in  f  are not replaced by 0). Suppose *(k) denotes the current
value of lb after k cycles of the algorithm. Then the next cycle can be
described in two steps.
E step: Compute the conditional expectation Q(0, 0(k)).
M step: Maximize Q(0, 10(k)) with respect to 4, yielding 0(k+1)
The heuristic idea is that we would like to choose a value for 0 to maximize
log f(y  IX; 0). Because  we  do   not   know  log f(y       X; 0), we maximize
instead its current expectation given the data yob, and the current fit 0(k)
For the special case of exponential families one can see that
Q(0, 0) = *'E, {t(y, X) I y058} + E,8{6(y, X) I y0b,} + a(*,X)     (8.27)
where the second term in the right hand side does not depend upon the
unknown parameters. In this case it is thus sumcient to compute the condi-
tional expectations of the sufficient statistics only. Because in general these
suflicient statistics are not linear in the missing observations, this is not
equivalent to replacing the missing observations in the likelihood function
by their conditional expectation given the data. Moreover, note that the
value of 0 for which Q(0,0) is maximal does not necessarily correspond
with the limiting value obtained from the algorithm. This explains why the
iterative nature of the algorithm is essential.
An analysis of the convergence properties of the EAf algorithm is pre-
sented by Dempster, Laird and Rubin [1977] and Wu [1983], the treatment
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of which is beyond the scope of this chapter. However, it can easily be
shown that the algorithm is increasing, i.e. that for each k
log f(yob'  1 X; 1 (k+1)) 2 log f(yob,  1 X; 0(k)). (8.28)
If the EM algorithm converges to lb(°°) then (under the condition that tak-
ing expectations and differentiation is interchangeable) this limiting value
satisfies
f a log f(yl x; 10(°°))




This condition is equivalent to the first order condition for the maximum
likelihood estimator based on maximizing (8.24). This can be seen as fol-
lows. Using
log f(YIX; 0) = log f(yl yobs,X; 10)+log f(yobs  IX; 0) (8.30)
we can write
a log f(y  1 X; 10)  =  a log f(y  I yobs, X ; 10)    a log f(yob'  I X; 0),     (8.31)
81              81              87 
from  which it follows, taking expectations on both sides over y given yob,,
that
E  elogf(VIX· 0)      06, =0+ alog f(yobs  IX;0)
' ly
60                        80             (8.32)
This equality proves that 0(°°) satisfies the first order conditions for maxi-
mum likelihoodl.
Before we illustrate the EM algorithm with an example, it is worthwhile
to point out that the EM algorithm can be used for any kind of data where
a complete or latent data vector y exists and an observed data vector yobs
with a many-to-one mapping from  y  to  yobs. An obvious example is  the
observation of a zero-one variable representing the sign of an underlying
latent variable (as in the probit model). In the example, we shall restrict
attention to the case where nonresponse causes some elements of y not to
be observed.
1 Note that (8.32) is the fundamental relationship between the scores (first derivatives)
of the observed data loglikelihood and the complete (or latent) data loglikelihood, which
is also exploited, for example, in testing procedures based on generalized residuals (see,
among others, Chesher and Irish [1987] and Gourieroux, Monfort, Renault and Trognon
[1987]).
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Example 8.1 To illustrate the EM algorithm we shall consider the random
efects model of the previous section,
Vit = Zit# tait€it,    i = l,...,N; t = 1,..., T. (8.33)
As shown in Section 8.1, the ML estimators in this model can be computed
without the EM algorithm.  In the  context of this example it will become clear
why inconsistent estimators may result if missing observations (instead of
sullicient statistics) are replaced by their conditional expectations.
Tlie complete data logliketihood contribution of individual i is given in
(8.5).   In its general form, the conditional expectation  of the loglikelihood
function given the observed data and given a value 0(k) for the parameter
vector 9, is given by
E*ch) {logf(y I X; 10) 1 yob.} =k-  log 1 0 1
N
-  E  E{yi 1 yoba, 1 (k)} - Xil , f -1  E{Yi 1 11:68,10(k)} - Xit 
1=1
-   trn-1 V{Vily:b.,0(k)}. (8.34)
8=1
The EM algorithm says that the marimization of (8·34) with respect to 4
(containing B and the parameters in Q) given 10(k), yields a value 10(k+1),
say, and that repeating this procedure until convergence results in the ML
estimator 13 = 10(°°) for 0.  The last term in (8.311 is nonzero and explains
why the EM algorithm is not equivalent to replacing the missing values by
their conditional expectations. It is the sullicient statistics that should be
replaced by their conditional expectations.
Let us denote the unobserved elements in yi  in a T-7 1 dimensional
vector y;n"  and dejine the (T - Ti) x T matrix Ni such thal yinis = Niyi·
Now,  the  conditional distribution  of y,mi,   given yybs   is  normal  with  mean
Ni·XiB + (NinRi)(RiOR;)-1Ri(Yi - Xid), (8.35)
and covariance matrix
Mi - NION; - NiOR;(Ring)-1RiON;, (8.36)
from which E{yi I Viobs, Xi; 0(k)}  and V{yi I yobs,Xi; 0(k)} follow directly.
The E step of the EM algorithm implies computation of these condi-
tional expectations given the parameter values in the present cycle of the
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algorithm.  In the M step parameter values are estimated by maximizing
(8.3.0. Because the maximization step in this example requires numerical
(iterative) procedures and has to take place in each cycle of the EM algo-
rithm, it is far from evident that it is Computationally simpler than a direct
maximization of the observed data likelihood function.
The belief is wide-spread that the EM algorithm is not able to provide
an estimate of the information matrix. As was recently stressed by Ruud
[1991], this complaint is not entirely correct. When the data are indepen-
dently distributed across individuals, i.e. when
N
E  {log f(y  I X; 0)  1 yobs}  = Z E,; {log/(yi  I Xi; 0)  11/988} ,        (8.37)
i=1
condition (8.32) also holds for each individual score. Using this, an estimate
of the information matrix can be obtained from the outer product of the
score vectors.  Note that the M step will not provide individual scores, unless
Q(0, 0) is programmed as the sum of individual contributions (according
to (8.37)). This is in conflict with the result that for the exponential family
case conditional expectations of the sufficient statistics only are required.
Alternatively, an estimate of the information matrix can be obtained
by differentiating (8.32) with respect to 0 and evaluating the result at
the ML estimate for 0. However, note that the expectation operator in
the left hand side of (8.32) depends on 0, which should be taken into
account when differentiating. Because the expectations used in the AI step
are conditional upon the parameter values from the previous cycle of the
algorithm, this derivative can not be computed in a straightforward way
from the maximization routine.
In Dempster, Laird and Rubin [1977] it is assumed that the selection
rule is ignorable. However, the EM algorithm can also be used in the case
of non-ignorable selection. In that case all densities also include r and the
parameters of interest (0) should be estimated jointly with the parameters
of the response mechanism (C), see, e.g., Little and Rubin [1987, p.  220]
or, more recently, Ruud [1991].
8.3    Maximizing with respect to missing data
An approach to handling missing data that is sometimes confused with the
EM algorithm is the maximization of (8.2) with respect to the parameters
0 and the missing observations yrnia (see, e.g., Kmenta [1981], Kmenta and
Balestra [1986], Lien and Rearden [1988, 1990]). This method is not max-
imum likelihood and although it might be useful in some cases, it is likely
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to lead to inconsistent estimators, as shown in Hsiao [1980] and Little and
Rubin [1983], because the number of parameters increases with the number
of observations. Since the relation between the number of parameters and
the number of observations is stochastic and thus complicated when the
sample size increases, technical details are not straightforward. Therefore,
we shall illustrate the possible inconsistency with two simple examples.
Example 8.2  (cf. Little and Rubin [19831) Suppose that each yi is a draw-
ing from a normal distribution with mean B and variance 92. Because y is
subject to nonresponse, we observe Ni values while No =N-N i values
are unobserved. Denote the sample mean (over the observed values) by 9
and the sample variance  (with denominator Nl) by sj.   If we maximize
the complete data likelihood with respect to B, 92 and the No-dimensional
vector ymis, we obtain gnia = 9, ii =9 and a2 = s72(Ni/N).  Although
A equals the mazimum likelihood estimator for the sample mean, the edi-
mator for 92  is clearly inconsistent unless Nl/N -+ 1 if N -* 00, which
implies that the fraction of missing observations tends to zero if the sample
size increases.  This type of asymptotics does not seem to be very relevant.
Because in this example the location parameter is still consistently es-
timated and the estimators for the missing values are best linear unbiased
prediciors, there is a case for using the method of maximizing the complete
data loglikelihood with respect to the missing values. However, a correction
is needed for the resulting estimator for the variance.  This example can
straightforwardly be generalized to the  estimation of the parameters B  in the
conditional expectation of yi  given zi  (see Little and Rubin [1983] or Hsiao
[1980]). In that case exactly the same problems arise: 3 is consistent (and
identical to the maximum likelihood estimator) but a2 is underestimated.
Let us, as an illustration, consider again the random effects model of
the previous section, in which vi - NiX,B,Sl). Suppose Ni Yi is missing
for individual i, while Riyi is observed. Then the first order conditions
obtained from maximizing the complete data loglikelihood with respect toyria = Niyi yields
Ymis = xmis# _ (Nin-1Nli)-1(NiOR')(y°8, - X°b,  ). (8.38)
Even if B and 0 are known the estimated value for y,mi' does not coincide
with the best linear unbiased predictor, which is given by E{yini, 1 1/ybs} as
presented in the previous section. Only in some special cases this will be
the case, for example when al = 0 (such that Q = alIT · Consequently,
maximization with respect to the missing data is not equivalent to the
EM algorithm and it may lead to inconsistent estimators with incorrect
standard errors.  Also note that neither of these two procedures is equivalent
8.3.  MAXIMIZING WITII RESPECT TO MISSING DATA 119
to imputing the best linear unbiased predictor for the missing values. We
shall return to this point in Section 8.6.
In regression-like models an easy way to maximize with respect to the
missing data is the inclusion of dummy variables in the model that have
zero values for all observations except for one of the missing observations
for which the value assigned is one.  So, if No observations are missing
there are No dummy variables included in the model. For the endogenous
and exogenous variables any values can be imputed. This procedure was
suggested for the case of a random effects panel data model by Fuller and
Battese [1974]. These authors conclude that the resulting estimators are
equivalent to those obtained by computing the feasible GLS estimators by
matrix manipulation with the original unbalanced data (see Section 8.1).
However, this conclusion is only valid if a degrees of freedom correction
is applied when estimating the error variances, as in the least squares ap-
proach. Maximizing the complete data likelihood function with respect to
the unknown parameters including those associated with the missing data
dummies does not lead to consistent estimators for the error (co)variances,
unless the fraction of missing data tends to zero if the sample size increases
(so that the incidental parameters problem disappears).
The problem of inconsistency arises from the fact that (8.2) is not pro-
portional to the (true) likelihood function (8.1). In particular, when the
estimators for the missing data are imputed in (8.2) the difference between
the two functions depends on unknown parameters. In the example above
this difference is a function of 02.  It is also possible that location param-
eters are inconsistently estimated when one maximizes the complete data
likelihood function with respect to the unknown parameters and the missing
data. This is illustrated in the following example.
Example 8.3 Suppose one has access to a data set with N individual ob-
servations on two normally distributed variables, yl  and 1/2·  The variable
1/2  is  observed for all N individuals, while yi  is subject  to  nonresponse  such
thal  only Ni  observations are available.   The joint distribution of yl  and
1,2 is characterized by jive parameters, viz.  E{yi} = p, and V{yi} = a,2
fori= 1,2 and Cou{Yl, 1/2  = an·  Whether or not marimization of the
complete  data  likelihoodfunction  (of both yl   and 72) with respect to the pa-
rameters and the missing data leads to consistent estimators for the location
parameters depends apOn the parameters of interest.  As already mentioned
above,  if one is interested in the parameters B in
012 a12E{yl I Y2} = #O +13172 = /11 - --2-#12 + --2-Y2 (8.39)
U 2     U 2
then the resulting estimator B is consistent and equals the usual maximum
likelihood estimator.  However, if interest lies in the parameters 7 in the
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conditional expectation of 1/2 given Yl,
a12 a 12E{yl | Yl} =70 + 7171 = #42 - 3-Bl + -Zryl (8.40)
91                Ul
the  resulting estimator *  is inconsistent.   This is caused by the fact  that  the
underlying parameter 0  will not be consistently estimated.  In particular,
it  can be shown thal the probability limit of ai  equals
(72
 ;lim at = plat + (1 - pi)-12 (8.41)
- co                                                                                 022
where it is assumed (for convenience) that Nl/N --0 pl if N - 00. Since
91 = 812/8   this inconsistency is also transmitted to the 7's.   Only in  the
case where the fraction of missing data tends to zero as N increases (pi = 1)
the inconsistency disappears.
In the example above it is shown that maximizing the complete data like-
lihood function with respect to the parameters and the missing data may
lead to inconsistent estimators for particular parameters of interest.  In par-
ticular, the regression function of 1/2  upon Yl, where the latter is subject
to nonresponse, will not be consistently estimated, although the regression
function of Yl upon Y2 Will.
8.4 Estimation of a random effects model
with non-ignorable nonreponse
In the previous sections we have seen that panel data models can be es-
timated from incomplete panels in a fairly straightforward way as long as
the response mechanism is ignorable. Furthermore, we have discussed in
some more generality the EM algorithm, which, however, did not appear
to be computationally simpler than direct maximization of the incomplete
data likelihood function. We shall now consider cases where the response
mechanism is not ignorable.
As discussed in Chapter 7, it is not possible to identify the parameters
of interest without making additional assumptions concerning the response
mechanism. In this chapter we shall assume that the response process can
be described by a latent variable model, in particular by a probit model.
Although applications in cross-sectional models are quite common, applica-
tions using panel data are very limited. The seminal paper of Hausman and
Wise [1979] was the first to discuss attrition in a random effects panel data
model. In their application, attention is paid to the Gary income main-
tenance experiment, where individuals are surveyed before the experiment
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takes place and their pre-experimental behavior is compared with their be-
havior after the experimental treatment. A control group of individuals,
who receive no treatment, is also observed. The model of interest is given
by
Vii  = zi,B + ai + Eit      i -  1,..., Nit = 1,2, (8.42)
where xii contains individual characteristics as well as treatment dummies
and ai and E,t are i.i.d. normal error terms. Because observations on yi2
are missing for some individuals an attrition equation is specified such that
Yi2 is observed if r; > 0, where
re    =    6142 + ri28 + Wi0 + Wi
=   x.2(60 + 0) + wit + (Oari + 64, + wi) (8.43)
=         z,7  +  'li
Normality is assumed for all error terms, while the variance of Vi is nor-
malized to 1.  Now the situation is similar to the cross sectional sample
selection model discussed in Section 7.5. For period 2 it holds that
E{yi2 I x12, r; > 0} = Z,2 + 6(91 + 95) (8.44)9  F(zi 7). *(zi7)
where 6(0  +  ) = Cov{ai + Eit, 0}· In principle one  can  use  the  same
techniques to estimate B consistently as in the cross sectional case. How-
ever, although in period  1 each individual is observed, if only the complete
data (the balanced sub-panel) are used to estimate the period 1 equation,
the resulting estimator will be inconsistent. This is caused by the fact that
9 9(Zi7)E{yil  I zil, r;  > 0} = zil + 601 (8.45)u *(zi7)
Thus, if the complete observations only are used, attrition in the second
period afTects the consistency of estimators in all other periods as well, as
long as an individual effect is present (al  >0). The critical parameter that
determines the presence of nonresponse or attrition bias is 6, which mea-
sures the effect of the endogenous variable on the probability of response.
If 6=0 the response mechanism is ignorable for   B.
The fully efficient maximum likelihood estimator for this model is de-
scribed in Hausman  and  Wise [1979]. However, we shall pay explicit atten-
tion to a more general model where attrition or nonresponse can occur in
any period (cf. Ridder [1990]).
The model of interest is (8.42) which is now assumed to be relevant
for T periods indexed by t  =  1,..., T. The variable yi:  may be missing for
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any of the T periods, which is indicated  by  the 0-1 variable rit. Again,  we
assume that a latent variable rA determines the value of this dummy. In
its general form the process generating riA is given by
rA = zite + byit + witt + Wit (8.46)
where wit contains exogenous variables influencing response but not yit
as well as variables relating to the history of the response process, like
ri,:-1, ..., r,1 and El--11 II,=1 ri,t-" which measures the length of the cur-
rent spell of participation. Because the response process starts in the first
wave of the panel (t = 1), we do not have to worry about initial conditions.
In particular, we can set rio = 0.
For convenience we shall assume that wit has an error components struc-
ture. Substituting (8.42) into (8.46) and collecting terms we obtain
rA = zi,7 + Ci t'lit (8.47)
where zit = [zit, wit]. The term 6 in (8.47) accounts for unobserved hetero-
geneity in the response process.  If ri,t- 1 is included  in  zit,  this can account
for state dependence in the process. Both phenomena can explain the of-
ten observed fact that individuals observed in previous periods are more
likely to be observed in the present period than individuals who are not
before. As discussed in Ridder [1990], they have rather different effects on
the distribution on the observed yit's.
As discussed in Chapter 7, the implied response mechanism is ignorable
for the parameters B if 6  and  Wt are independent of ai  and Ei:  in (8.42).
If assumptions on the distributions of these error terms are made it is
possible to specify the hypothesis of an ignorable response mechanism in
terms of parametric restrictions. For convenience we shall make the same
assumption as in Section 7.4 on the stochastic specification of the error
terms, viz. normality and mutually independence of almost all terms, and
leave the more general case to Ridder [1990]. Thus, it is assumed that (see
(7.40))
1 E  1 -. 10' 1 Ir 0 02    (8.48)
aNIT  alIT
\ Cli / 0 ™ 01}),
where Ei  = (Eil,···, €iT)'  and  0   =   (01, ···, ViT)'·    In the sequel we shall
discuss two consistent estimators for the parameters in (8.4), (8.47) and
(8.48), viz. a Heckman [1979] like two step procedure and the maximum
likelihood estimator.
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The first way to obtain consistent estimators of the parameters in (8.42)
is a generalization of the two step method of Heckman [1979] for the cross-
sectional case as discussed in Section 7.5. Instead of one correction term
(Heckman's lambda) we now have two correction terms to be included in
(8.42) corresponding to the conditional expectations of ai and Ei, given
selection. The parameters for these correction terms are the covariances
between  6  and  a, and between  Ylit  and Eit, respectively.    We can write
E{ai I ri} = ao<Ali and E{Eit I ri} = acHA211, with
Aii = a: +1'1 ,2   E{6 + 7/i, I r,}                       (8.49)4 3-1
and
A211 =    E{6 + Vit 1 ri  - a:  C Tay   E{<i + rli, I ri}  .      (8.50)
The computation of these correction terms is not as easy as in the cross
sectional case because  we  have to evaluate E{6  + 'lit   ri}, which requires
numerical integration. Moreover, the estimation of the correction terms
requires estimation of the parameters in the probit equation (the response
process), which - in its turn - necessitates numerical integration. Fortu-
nately, the dimension of integration can be reduced to one because of the
error components structure of the error terms. The conditional expectation
E{6  + 17111  ri } is given by
roo
E{6 + Vit I ri} = /   [6 + E{mi l ri, (i}] /(61 ri)(;16 (8.51)
J -00
where
1       9 (=)E{'lit  ri,6} - (2r,t- 1) (8.52)
af *  ((2rit  - 1) S.9,fli)
and
I-IL, 0 ((2ri, - 1)*i. ,fli) 9 .9((,/(()1(6 Ir,) = (8.53)fll-IL, 0  (2ri, - 1)/4/,ttl) *p((/af)«16
which is the density of 6 given selection.  Once the parameters in Ali
and A,il have been estimated, estimated correction terms can be added to
(8.42) and a test for the significance of these terms is a tests for nonresponse
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bias.  As  in the cross sectional case consistent estimators for the remaining
parameters in (8.42) will be obtained from this procedure. However, be-
cause of the computational complexity the generalized two-step procedure
is much less attractive in the panel data case than in the cross sectional
case. Therefore, some other simple tests for nonresponse bias will be devel-
oped in Chapter 9.
Efficient estimators of all parameters in the model can be obtained by
using the maximum likelihood method. To derive the likelihood function
of ri = (rit, ···, riT)' and yybs it is most convenient to write
log f(ri, tdb')  = log f(ri  11/;'8') + log f(yrb') (8.54)
where f(ri 1 1/78') is the likelihood function of a (conditional) T-variate
probit model and /(yl'Bs) is the likelihood function of a Ti-dimensional
error components regression model (cf. Hsiao [1986, p. 38]). The second
term is simple and can be written as (cf. (8.15))
log I(y:68)  =  - i  log 2,r -  Ti-rl log ai2 -   (GE,  + Tial)
T
__L'r rit(#i: - fit#)2 -   . 4 (A- *B)2, (8.55)
201 fi 2(9<2 + Tial)
where xii is the value of zit in deviation of its observed individual mean,
and 2, is this observed individual mean (thus zit = fit + 21). The first
term in (8.54) is somewhat more complicated because we have to derive
the conditional distribution of the error term in the probit model.  From
(8.48) and defining vit = rit(a,+Eit) (where rit is treated as non-stochastic),
the conditional expectation of the error term 6 + 'lit is given by
E{<i t 'lit 1 vii,...' viT} -
gE* F  1 A 1 gaf T
rit .I;7-   vit -  1,2 + Tial vis   + 07 -1- Tial   vii= cit,  say.      (8.56)
Using (8.48) the conditional variance of 6 + 'lit can also be derived.  It is
straightforward to show that the conditional distribution of 6 + 'lit given
vil,  '.' viT corresponds  to the (unconditional) distribution of the sum  of
three normal variables uit + vii + ritvb whose distribution is characterized
by
E{Vii} E{1'2i}  =  0,    E{uit}  = Cit, (8.57)
V{Uit} 92 - rit0'2  02 = st, say (8.58)
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V{1/li} a  - Tial€(0£2 + Tiot)-1 - Wl, say (8.59)
V{1'2i 91'Gla:2(9,2 + 7191)-1 = wl, say (8.60)
COW{l,li, 1/2, } -90(OC'1(92 -1. :7'iat)-1 = W12, Sa (8.61)
and all other covariances equal to zero. For notational convenience we do
not explicitly add an index i to the (co)variances si  and wj.  If the response
mechanism is ignorable, i.e. if ain = 004 = 0 then cit = 0, S  = 01 wl = 02
and w2 = 0. Similar to the unconditional error components probit model
(cf. Heckman [198la]), the likelihood contribution can be written as
f  f -    f    zi:7 + Cit + Pli + rill'2i)   ,
f(ri   1  YE'88)  =      ./   11 * <dit   f(Vli, 1/2Jdvlidl'2it=1 St
(8.62)
where dit = 2rit - 1 and f(·, ·) is the density of vii and  /2i. Using the
expressions above it is possible to write down the complete likelihood func-
tion for our model.  Note that computation of the maximum likelihood
estimator requires numerical integration over two dimensions for all indi-
viduals which are not observed in each period (for which rit is not equal
to 1 for all t). This makes the likelihood approach rather unattractive in
applied work (see also Chapter 10). Therefore, it is recommended to check
whether the response mechanism is indeed non-ignorable before starting
this computationally demanding ML procedure.
8.5    Estimation of a fixed effects model with
non-ignorable nonreponse2
In many applications the individual effects ai in (8.42) are likely to be cor-
related with the explanatory variables rit in the model (see Mundlak [1961]
for a classical example of this topic).  If that  is the case treating the a,  as
i.i.d. errors will usually lead to inconsistent estimators. A convenient way
to circumvent this problem is to treat the ai as fixed unknown parameters.
However, direct estimation of these fixed effects within the maximum likeli-
hood framework sketched in the previous section will not lead to consistent
estimators when the number of time periods T is finite. In this section we
shall present a transformation to eliminate the fixed individual effects and
show that the corresponding marginal maximum likelihood estimator can
be used to estimate the remaining parameter consistently. This consistency
also holds when only a few time series observations are available.
2 This section is based on Verbeek  [1990].
126 CHAPTER 8.  PROCEDURES TO HANDLE NONRESPONSE
Again, our model of interest is
yit = Zit# + ai + Eit (8.63)
where the rit's are assumed to be strictly exogenous, i.e. independent of all
Ei,'s.  The  ai's  may be correlated with these  zi:'s  and are therefore treated
as fixed unknown parameters. As in the previous section we assume that
observations for yit are only available if rit is nonnegative, which is assumed
to be generated by (8.47). Concerning the stochastic specification of the
error term we make the same assumptions as in the previous section, except
for oi for which no assumptions are made. In particular, (8.48) is replaced
by
(     .     i-N (O, (
01 IT
4,+LTE, ) aqIT    4IT + al,Te'l'  A ' (8.64)
As  will be shown in Chapter  9, the standard fixed effects (or "within")
estimator of B in (8.63) which ignores the nonresponse problem is incon-
sistent if both  , 96 0 and zit 7 varies with t. An obvious alternative is to
use the maximum likelihood estimator incorporating selectivity, as done in
Keane, Moffitt and Runkle [1988].  This is a straightforward extension of the
method of Hausman and Wise [1979], but instead of treating the ai as ran-
dom errors we treat them as fixed unknown parameters. However, the fixed
effects ai cannot be estimated consistently when the number of periods that
individual  i is observed  (Ti,  say) is small  and this inconsistency is trans-
mitted to the other coefficient estimators in models with limited dependent
variables (see, e.g., Chamberlain [1980]). In our model this inconsistency
occurs as long as agq 96 0. Although Heckman [1981b] has provided some
Monte Carlo evidence that the bias is fairly small in a fixed efTects probit
model with T = 8, it is not clear to what extent his results hold for the
present model. In addition, one has to optimize the likelihood function
with respect to a large number of parameters, which is computationally
unattractive.
The standard solution to similar incidental parameters problems is to
condition the likelihood upon some (minimal) sufficient statistics for the
incidental parameters resulting in a conditional likelihood function which
is independent of the incidental parameters (Andersen [1970], Chamberlain
[1980]). However, in general there is no guarantee that these sufficient
statistics exist. In the fixed effects model (8.63) with an ignorable response
mechanism minimal sufficient statistics for cri are 91, the observed individual
averages of yit (see, e.g., Chamberlain [1980]). Unfortunately, in the model
with selectivity #i is no longer a suflicient statistic for 0, and conditioning
8.5.  ESTIMATION OF A FIXED EFFECTS MODEL 127
the likelihood function does not eliminate the fixed effects, unless, again,
Ogg = 0.
Therefore, one has to look for an alternative way to overcome the inci-
dental parameters problem, which is provided by transforming the data in
such a way that the individual effects are eliminated and maximizing the
likelihood of the transformed data. This can be seen as an application of
marginal maximum likelihood (Kalbfieisch and Sprott [1970], Gourieroux
and Monfort [1989, p. 208]) since (in general) only the likelihood of part
of the original data is used. Well known effective transformations for the
standard fixed effects model (equation (8.63) with acq = 0) are taking de-
viations from individual means (the "within" transformation) and taking
first differences. It appears that the "within" transformation, i.e. tak-
ing deviations from observed individual means, works equally well in the
model with nonresponse bias, since it eliminates the incidental parameters
(ai) and thus yields a consistent estimator which is asymptotically normal.
The marginal likelihood contribution of individual i is given by
fr = P{ri 2 0,1 € 7;, riA < 0,1 0 7i I Diob,)f(#ob') (8.65)
where 71 =  {t E {1,..., T}; rit = 1} (i = 1,.., N) is the set of time indices
for the periods in which individual i is observed and a tilde on a variable
denotes deviations from its observed individual mean, i.e.
Vit=Vit -  Z yit = Vit - Di,  1 € 7;, (8.66)t€T;
where 71 denotes the number of elements of 72 ; eba denotes the 11-vector
of observed #it's Since  (8.65)  does not involve  ai the incidental param-
eters problem is solved and maximizing the marginal likelihood function
(the product of all f;n)  will lead to consistent and asymptotically normally
distributed estimators for 0,7,  Qg ,  ag2  and  02.
At first sight the computation of the marginal maximum likelihood esti-
mator seems to require numerical integration over T dimensions because of
the T-variate conditional probabilities in (8.65), which is only feasible for
small enough T. Fortunately however, it can be shown that the dimension
of numerical integration can be reduced to two due to the special structure
of the conditional distribution of the error term in the probit equation,
which is identical to the distribution of
Uit + Pli + rit 1/2i (8.67)
where uit, vii and vii are uncorrelated (normal) error terms with  E{vii}  =
E{hi} = 0,
E{uit} = (gig/ac2)ri:(Dit - XitiD = ait,   say,   and
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V{Uit} = 092 - ritac24/(ri2 = S ,   V{Vli} - a   and  V{1/2i} = 024/(9 Ti).
So just like in the random effects case analyzed in the previous section the
conditional probit error term has an error components structure, which can
be used to reduce the dimension of integration. In particular
P{ri 2 0,t € 7i, ri < 0,1 0 72 1 998,} =
f f fl' 4'.
zi·,7 + A it + Vli + ritt'2it  
St ) f(t/li, 1/2i)011'liolt'2i, (8.68)
where f(., .) is the (normal) density function of vii and 1,2i· If individual
i is observed in all periods (ri = LT) or if there is no individual effect in
the probit error terrn (a  = 0),this simplifies further to a single integral.
Comparison of this expression with the one obtained in the random effects
case given in (8.62) reveals that computation of the numerical integrals in
the fixed effects case is somewhat simpler because the two variables over
which is integrated are independently distributed. Again, we have to con-
clude that determination of the (marginal) maximum likelihood estimator
is computationally demanding, and therefore not recommended for use in
applied work.
To summarize our results, in this section we have proposed a marginal
maximum likelihood estimator that can be used to obtain consistent esti-
mators of the parameters in a fixed effects model if there is sample selec-
tivity. This estimator is consistent if the number of individuals (N) tendsto infinity, even if the number of time periods (T) is finite, and does not
require numerical optimization with respect to the fixed effects. Just like
in standard cases, Wald, Lagrange Multiplier and likelihood ratio tests can
be performed using the marginal likelihood function.
The marginal maximum likelihood estimator proposed above can be
generalized in a number of ways. First, the normality assumption of the
individual effect in the probit equation can be replaced by any other as-
sumption concerning the distribution  of 6, including semi-parametric ones
(cf.  Keane et al.  [1988]). More general autocorrelation patterns of the
probit error term can also be allowed, although computational tractability
will usually require that T is small (because of the T-variate numerical in-
tegrals). Additionally, the strict exogeneity of the zit variables required for
the within transformation can be relaxed to predeterminedness if an alter-
native transformation is performed, for example the one proposed by Arel-
lano [1988]. Finally, if zu contains the lagged dummy variable ri,1-1, theconsistency of the marginal ML estimator will still hold if the initial condi-
tions problem is properly taken into account. In this case, state dependence
and unobserved heterogeneity (cf. Heckman [1981a]) can be distinguished.
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8.6 Imputation
Since the analysis of complete data is usually much easier than that of in-
complete data, it is tempting to create a «complete" data set by replacing
missing values by imputed values. Imputation, often used to handle item
nonresponse, is not without pitfalls. In the words of Dempster and Rubin
[1983],  "the idea of imputation is both seductive and dangerous.  It is se-
ductive because it can lull the user into the pleasurable state of believing
that the data are complete after all, and it is dangerous because it lumps
together situations where the problem is sufficiently minor that it can le-
gitimately be handled this way and situations where standard estimators
applied to real and imputed data have substantial biases".  And, as Kalton
[1983, p. 65] argues, "there can be no guarantee that the results obtained
after imputation will be less biased than those based on the incomplete
data set, and indeed the biases could be greater."
Because each researcher is focussed on difTerent questions within differ-
ent contexts, there is no single set of imputations that satisfies all needs.
If interest lies in the parameters in a particular model, it is desirable that
the imputation method be based on knowledge of that model as well.
Suppose, as in Chapter 7, that the available data set contains the vari-
ables y and z and that y is not necessarily observed for all cases. In par-
ticular, let yit, the value of y for individual unit i at time t, be observed if
rit = 1 and unobserved if rit = 0. For the missing data values are imputed
generated by some imputation procedure. Let the imputation values be
denoted by Dit. These imputation values are, in general, some function of
the observed data and possibly of some external information as well. The
problem of finding imputation values close to the real (but unobserved) val-
ues is the problem of finding this function, and  this may actually boil down
to the estimation of the parameters of interest. We shall clarify this below.
Instead of discussing imputation procedures in a very general context, we
shall consider a simple but illustrative example.
Suppose interest lies in the parameters Bl in the conditional expectation
(or linear projection) of yit on zit,
yit = Zill  t vie (8.69)
where  vit is assumed  to be uncorrelated  with  Zil. The variables in  xii  are
a  subset of those  in  zit·     If zit contains a constant  only,  A   denotes  the
population average of yi: in period t. Recall that the selection mechanism
in period t is ignorable of order 1 for Bt if
E{yit I zit,rit = 1} = E{Vii I riA = zi:Bt. (8.70)
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Let the new variable denoting either the observed or the imputed value for
Wit be denoted by Dit, i.e.
Dit = Vi:   if  rit = 1
= Dit   if  rit = 0. (8.71)
Now, modeling the conditional expectation of #it instead of Vit given xii, is
appropriate as long as
E{git  I xit } = E{yit  I xit} = zi:13:, (8.72)
which is equivalent to
E{Dit I zit, rit = 0} = E{Vit I xit, rit = 0}. (8.73)
This latter condition says that the expectation of the imputed values should
equal the expectation of the true value given that it is unobserved.  Note
that it is neither necessary nor sufficient for this condition to hold that
the selection mechanism is ignorable of order 1 for A (cf.  (8.70)).  This
implies that it is both possible that the imputation of missing values cre-
ates (or increases) selectivity bias and eliminates (or decreases) this bias.
This depends on both the properties of the selection mechanism and the
properties of the imputation method. In general, it will be easier to find
an imputation method satisfying (8.73) if (8.70) holds.
Let us, for the moment, assume that (8.70) holds, so that the selection
rule is ignorable of order  1  for A.   In  this  case the least squares estimator
for Bt based on the complete observations only is consistent. Now, (8.73)
reduces to
E{Dit  1 xii, rit  = 0}  = Zi:B:. (8.74)
Let the imputed values be generated by a regression imputation procedure,
such that
Dit  = wi,7:, (8.75)
where wit is a subset of zi: and where ·7: is an estimate of 7:  in the linear
prediction of yit given wit,
E{yi:  I wit}  = Wit'Yt · (8.76)
Since only the complete observations can be used to estimate 71, consistent
estimation will usually require that the selection rule is ignorable of order
1 for 71. This is equivalent with (8.70) if w,t = zit only. If xii is contained
in  wit,
E{wit71  1 Zit} = Zit/t, (8.77)
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and consequently,
E{git I Zit} = zi:Bt. (8.78)
In this case imputation does not introduce a bias. However, in general (8.77)
will not hold if rit is not contained in w,t, and, consequently, using imputed
values will result in inconsistent estimators even though the selection rule
is ignorable of order  1  for A.
In the special case where one chooses  wit   =   xii,   7: is identical  to  A
and the problem of estimating A to generate predictions Dit is the same as
the original problem of estimating A. Indeed, the regression approach  is
circular. Using OLS to estimate 7* = A in (8.76) and Be in (8.72) one can
easily check that the estimator based on the observed and imputed values
is identical to the estimator based on the observed values only. This has
been noted first by Healy and Westmacott [1956]).
More generally, the analysis above shows that, even in the case of an ig-
norable selection rule, the model used to generate imputation values should
be at least as general as the model of interest. This originates in the fact
that the imputed variable (y,·t) should  have the same relationships (covari-
ances) with the other variables in the model of interest as the true variable
(yit).  If the model used for imputation is nested in the model of interest,
the estimators after imputation are likely to be inconsistent. In this sense,
imputation may create a bias even if the selection rule is ignorable.
Now suppose that (8.70) does not hold, so that the selection rule is
not ignorable of order  1  for Bt.  In that case the estimator for A based on
the complete observations ignoring the selection rule is inconsistent. Can
imputation help to eliminate the bias in this estimator? The answer is
affirmative.  If (i) the model of interest is nested in the model used for gen-
erating the imputation values and (ii) the latter model can be estimated
consistently, the resulting estimator for #t (after imputation) is consistent.
Suppose for example, that a vector wit exists such that the selection mech-
anism is ignorable of order  1  for the corresponding parameter vector 7:,
while it is not ignorable for A.  Then 9: is consistent and
E{wit'it I zit,rit = 0} = E{vii I xii, rit = 0}. (8.79)
(Note that (8.77) and (8.78) do not hold.) More generally, knowledge of
the selection rule (if available) can be used to produce a consistent estima-
tor  for  7:.   This  may be a quite complicated procedure, often at least  as
complicated as estimating Bt from the observed data taking into account
the selection mechanism (see Greenlees, Reece and Zieschang [1982] for an
application).
In summary, we have seen above that the use of imputed values may re-
sult in inconsistent estimators, even if the selection mechanism is ignorable
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for the parameter of interest. On the other hand, it is possible that the use
imputed values eliminates the selectivity bias in the estimators (due to a
non-ignorable selection rule). However, in many of the latter cases it would
have been at least as easy to estimate the parameter of interest from the
observed data taking into account the selection mechanism than to produce
good estimates of the missing values to use for imputation.
There are more problems with the use of imputed values. Because im-
puted values are predictions, their variance is usually less than the variance
in the true values, implying that moments of order 2 (or more) will, in
general, not be estimated consistently. In the example above, the variance
of vii will be underestimated unless the variance in yit (given xii) equals
the variance in 1/it (given Zit). In addition, using the imputed values as if
they are truely observed values, which is the case if standard software is
used to handle the data set after irnputation, will result in an underestima-
tion of the estimator variances. This is caused by the fact that imputation
errors are ignored. We can illustrate this easily in the case of an ignorable
selection rule. Consider the regression model
Vit = zi:A + vit (8.80)
and suppose imputed values are also based on this relation. Then, the OLS
estimator for A on the observed data is identical to the OLS estimator for A
on the observed and imputed data. Since this also holds for the residual sum
of squares, the residual variance a  will be underestimated. In addition,
computed standard errors will be based on an overstated sample size.
The first problem is less severe if the distribution of imputed values is
close to the  distribution of true values (given that they are unobserved).
In addition, some «solutions" are proposed in the literature, like multiple
imputation, in which case each missing value is replaced by two or more
imputed values, in order to represent the uncertainty about which value to
impute (cf. Rubin [1987]).
A final point addressed in this section concerns the use of alternative
imputation strategies. Most attention above was focussed on model-based
imputation. In particular when panel data are available, alternatives are
possible. For example, if a variable of a particular individual is not observed
in a certain period, one can impute the value of this variable from the
previous period (if observed), or, alternatively, the average value of this
variable over the observed periods. This requires at least that the variable
values are comparable over different periods, which is not the case, for
example, if the variable is measured in nominal instead of real terms.  Even
if this is not a problem, the imputed value should have the same covariances
with the explanatory variables as the true value, a condition which is not
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likely to be satisfied, since it requires that
E{Axis I xii} = Axit.
If this does not hold the use of imputed values will result in inconsistent
estimators, even when the selection rule is ignorable.
Of course it is also possible to impute the conditional expectation of the
missing value given the observed values. For the random effects model of
the previous sections (where vit = ai + 41 and A = B), this results in
E{y;ni, 1 y;bi, Xii 4} = N,X,B + (NiOR;)(RiORI)-1.Ri(Yi _ XilD. (8.81)
Given estimated values for tb (containing B and the parameters in Q) these
values can be imputed into the loglikelihood function (8.5). Comparing
this with the conditional expectation of the loglikelihood function given
the observed data as given in (8.34) shows that this imputation procedure
is not equivalent with using the EM algorithm.
8.7 Concluding remarks
In this chapter we considered model-based procedures to handle nonre-
sponse. First of all, we considered the case where the response mecha-
nism is ignorable. In Section 8.1 the direct maximum likelihood approach
is discussed, which shows that in the context of a random effects model
extensions to the case of unbalanced panels are straightforward. An alter-
native way to compute the maximum likelihood estimators is to use the
EM algorithm, which was discussed in Section 8.2. In most cases where the
EAf algorithm is used to estimate models with missing observations, the
computational advantage over a direct maximization of the observed data
loglikelihood is doubtful. An approach that is sometimes confused with
the EM algorithm is the maximization of the complete data loglikelihood
with respect to both the unknown parameters and the missing values. In
Section 8.3 it is argued that this approach is not maximum likelihood and
often results in inconsistent estimators. In Sections 8.4 and 8.5 we discuss
the estimation of a random effects model with non-ignorable nonresponse
and a fixed effects model with non-ignorable nonresponse, respectively. In
both sections it is assumed that the response process can appropriately be
described by a random effects probit model. From the results in these two
sections it appears that maximum likelihood estimation of the full model
including the response process is possible but computationally not very at-
tractive. An application of this approach is presented in Chapter 10 below.
Finally, in Section 8.6 attention was paid to imputation strategies. It
was shown that the use of imputed values for the missing values is not
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without pitfalls, because the bias after imputation may be larger tlian the
bias if no imputation is performed. In model-based imputation it is impor-
tant that the niodel used for imputation contains the model of interest as
a special case and that the first model can be estimated consistently. An
important drawback of imputation strategies is that standard errors are
underestiniated if the fact is ignored that imputed values are used instead




In this chapter we discuss several tests to check for the presence of selec-
tivity bias in estimators based on panel data. One approach to test for
selectivity bias in these estimates is to specify the missing data mechanism
explicitly and to estimate the response mechanism jointly with the model of
interest. Alternatively, one can derive the asymptotically eflicient Lagrange
Multiplier test once an assumption on the response mechanism has been
made. Both approaches are computationally demanding as, for example,
multivariate probit models have to be estimated. We propose the use of
simple variable addition and (quasi) Hausman tests to test for selectivity
bias that do not require any knowledge of the response process.  We com-
pare the power of these tests with the asymptotically efficient test using
Monte Carlo methods.
9.1 Introduction
Missing observations are a rule rather than an exception in panel data sets.
It is common practice in applied economic analysis of panel data to analyze
only the observations on units for which a complete time series is available.
Since the seminal contributions of Heckman [1976, 1979] and Hausman and
Wise [1979] it is well known that inferences based on either the balanced
sub-panel (with the complete observations only) or the unbalanced panel
without correcting for selectivity bias, may be subject to bias if the nonre-
sponse is endogenously determined.  Even if the response process is known,
estimation of the full model including a response equation explaining the
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missing observations, is, in general, rather cumbersome (cf. Ridder [1990],
Verbeek [1990]). Therefore, it is worthwhile to have some simple tests to
check for the presence of selectivity bias which can be performed first.  An
obvious choice for such a test is the Lagrange Multiplier test, which re-
quires estimation of the model under the null hypothesis only.  As will be
shown in this chapter, the computation of the  LM test statistic is still rather
cumbersome and, in addition, its value is highly dependent on the specifi-
cation of the response mechanism and the distributional assumptions.  In
this chapter we will therefore consider several simpler tests to check for the
presence of selectivity bias without the necessity of having to estimate the
full model or to specify a response equation. A consequential advantage
of these tests is that they can be performed in a simple way in cases with
wave nonresponse, where all observations on the variables of the model are
missing for some individuals in some periods, as well as item nonresponse,
where only information on the endogenous variable is missing.
For ease of presentation we will in this chapter restrict attention to the
linear regression model, although several of the tests can straightforwardly
be generalized to nonlinear models. Consider
yit = Zi,B -1- cri t kit,  t = l,..., T; i = l,...,N, (9.1)
where xii is a k dimensional row vector of exogenous variables relating to
the ith cross sectional unit at period  t,  B is a column vector of unknown
parameters of interest, ai and 4, are unobserved i.i.d random variables with
expectation  zero and variance  al  and  aiY, respectively, which are mutually
independent. The variables in zit are assumed to be strictly exogenous,
i.e. E{Ei, I xii} = 0 for all i, s,t and E{ai   Zit} = 0 for all i, t. T and
N denote the number of periods and the number of cross sectional units
(individuals, households, firms) in the panel, respectively.
Whether or not observations for yit are available is denoted by the
dummy variable rit, such that rit =  1 ifyit is observed and rit  = 0 otherwise.
In addition, we define ci  = 1-ILirit, so that ci  -  1 if and only if Vit  is
observed for all t. Observations on xii are assumed to be available when
rit= 1. A commonly used assumption to describe the process generating
rit is based on a latent variable specification. In that case, rit is determined
by the sign of r;t' given by, for example,
r;t = zit'Y + E; + 'lit,  t = l, ..., T; i = l, ..., N, (9.2)
with zit a row vector of exogenous variables, possibly containing (partly)
the same variables as xii, and Vit an unobserved random variable. The
term C accounts for unobserved time-invariant individual-specific effects.
Now, rit = 1 if r;t > 0 and zero otherwise.  For the moment however, we
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shall   not use additional assumptions  on the process that determines  rit.
Only in Section 9.4, where the LM test is discussed, we shall assume that
specification (9.2) holds.
When estimating B in (9.1) using the available observations one is im-
plicitly conditioning upon the outcome of the selection process, i.e. upon
rit = 1. The problem of selectivity bias arises from the fact that this con-
ditioning may affect the unobserved determinants of yit, in particular,  this
may occur if the indicator variable rit is not independent of the individual
effect ai  or the error  term Eit. Similar problems arise  if one concentrates at-
tention to the complete observations only, i.e. to those cross-sectional units
for which a complete time series is available (forming a balanced sub-panel).
In this case one is implicitly conditioning upon ci = 1 (ril =  -.riT = 1).
In this chapter attention will be paid to several simple testing proce-
dures that can be used to check whether selectivity bias is seriously present.
First, in Section 9.2, we analyze two well known estimators, the fixed effects
(FE) and the random effects (RE) estimator, and discuss the conditions for
no selectivity bias in these estimators. It appears that the condition that
rit is independent of both ai and €it in (9.1) is not necessary (though suffi-
cient) for consistency. Moreover, it is shown that the fixed effects estimator
is more robust for selectivity bias than the random effects estimator. Sec-
tion 9.3 shows how differences between the FE and RE estimators from a
balanced and unbalanced design can be used to construct simple (quasi)
Hausman tests of selectivity bias. Moreover, some simple variable addition
tests are suggested. Neither of these tests does require knowledge of the
process that determines  rit·
In Section 9.4 we introduce and specify a latent variable specification to
describe the selection process  rit.   If this description is correct  and  data  are
available to identify its unknown parameters, the Lagrange Multiplier test
for independence of rit and  ai + Ei: can be computed and is asymptotically
efficient. Moreover, it is possible to use a two step estimation and testing
procedure based on the results of Heckman [1976,  1979].  Both of these tests
are computationally not very attractive. To illustrate the findings of Section
9.2 and to obtain some idea about the power of the test proposed in Section
9.3, we perform a Monte Carlo study, the results of which are reported in
Sections 9.5 and 9.6. Finally, Section 9.7 contains some concluding remarks.
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9.2   Selectivity bias in the fixed and random
effects estimators
In this section we derive conditions for consistency of the fixed effects (or
"within") estimator for the regression coefficients B in (9.1). Subsequently,
we consider the random effects estimator. Since most panel data sets are
characterized by a large number of cross sectional observations covering a
fairly short time period, we shall concentrate on consistency for N - 00
and keep T fixed. T is assumed to be strictly larger than one.
If we define fit as the value of zit in deviation from its (observed)
individual mean, i.e.
T                      T                       T
Sit                 xii  -Iris ria / I ri„    if  Iris  > 0 (9.3)
8=1 8=1 3=1
0 otherwise
and  analogously  for  Dit,  the FE estimator based  on the unbalanced panel
is given by (cf. Hsiao [1986], p. 31)1
(N T \-1 /
bFEiU') 2 1 Z E 2;,2„r" 1 tz EE,if,i.Ti.) (94)\i=1 t.1        :=lt=l
and the one based on the balanced sub-panel by
/N T \ -1 /     T
B„ ( B ) = 1 E Z i <, 2 " c, 1 1 Z E £ :, 9" c,   .  ( 9 . 5 )\i=1 1=1 J   (i-1 t=l
Obviously,  FE (.) is unbiased and consistent2 for B if selection is determined
independently  of ai  and Eit. Using  Dit = 2,1# + 2-it, one immediately sees
that this condition  is too strong, since independence of ri  =  (ril, ..., riT)'
and the transformed error term Eit also guarantees unbiasedness and con-
sistency. It is straightforward to show that an even weaker condition for
consistency of  FE(U) and  FE(B) is that)
E{titlri}rit = 0, t=l,...,T;i= 1, ...,N          (9.6)
1 This estimator is only defined if at least one individual is observed more than once;
for finite samples there will generally be a small but nonzero probability that this is not
the case, but for practical purposes this can be ignored. Sirnilar remarks hold for all
other estimatons presented below.
2Throughout this chapter it is assumed that the usual regularity conditions are met.
3The conditional expectations in the sequel are also conditional on the exogenous
variables, but for the sake of notation these are omitted.
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or
E{kit I ci}ci = 0,     1 - 1,..., T; i = 1,..., N, (9.7)
respectively. Consequently, a sufficient condition" for both conditions (9.6)
and (9.7) to hold is that
E{4: I ri}= O t=1,...,T; i=1,...,N. (9.8)
First of all, it should be noted that (9.8) does not involve ai. Thus, the
fact that selection (indicated by rit depends upon the invididual effects ai
in the model of interest does not introduce a selectivity bias in the fixed
effects estimators. In addition, if selection affects the conditional expecta-
tion  of each  of the error terms  Eli,...EiT  in  the  same way, selectivity  bias
will also not occur. In all these cases selectivity may have an efTect on the
structural equation (9.1), but since this effect is fixed for a given individual
over all periods in which its dependent variable is observed, it is absorbed
in the fixed effect and no consistency problems arise for the FE estimator.
In Section 9.4 some more attention to condition (9.8) will be paid in the
context of the latent variable equation (9.2) explaining rit.
Next we consider the random effects estimator (cf. Hsiao [1986, p. 34
ff.]).  First, we stack the observations for each cross sectional unit into




,=t E  , x,-1  E 1,.i=t E }ViT <  ZIT EiT
Let T, denote the number of periods unit i is observed, i .e . Ti = EL 1 rit .
For each cross sectional unit we define a Ti x T matrix Ri transforming
yi  into the Ti-dimensional vector of observed values y,06''  say. This matrix
Ri is obtained by deleting the rows of the T-dimensional identity matrix
corresponding  to the unobserved elements.   Now we can write  yiobs  =  Rivi.
Defining 4 = (1,1,..., 1)' of dimension T, the variance covariance matrix of
the error term in (9.1) can be written as
Q = V{tai + Ei} = aliz' + a.2I.
Writing Qi  =  R,QR;  and  X,9"  -  RiXi, the random effects estimator based
4 A   case in which this suflicient condition  is not necessarily  met, but condition
(9.6)  holds,  is the situation where observations are missing deterministically (given  xi,)
(E{rit I rit} = rit = 0), for example, if being on vacation implies nonresponse.
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on the unbalanced panel is given by5
-1
1 RE(U) =  <Exiobs'(Qi)-1·xiob'        I ·x b''(9,)-11¢8' 1.      (9.9)
\i=1 /   \i=1
If only the complete observations in the panel are used the random effects
estimator is given by
,-(8, = (f:"f.-"i.}-' (f:"A-l..} ,         (9.1't
Note that these estimators can easily be computed using OLS on trans-
formed data even if the unbalanced panel is used (see, e.g., Baltagi [1985]
or Wansbeek and Kapteyn [1989]).
The estimators 19RE ·) are consistent if
E{ai +Eit I ri} = 0,   t = l,...,T; i= l,...,N. (9.11)
Clearly, this condition is stronger than condition (9.8) needed for consis-
tency of the fixed effects estimator and consequently, we can conclude that
the fixed efTects estimator is more robust with respect to non-random se-
lectivity than the random effects estimator. This may be a reason to prefer
the fixed effects estimator although of course some efficiency is lost by this
choice if in fact condition (9.11) holds. Assuming normality of the error
terms in (9.1) and a probit model to describe the selection process rii, this
point is further elaborated in Section 9.4.
Before we propose several simple tests to check for the presence of se-
lectivity bias, it is important to note two things. First, the conditions for
consistency of the fixed effects and random effects estimators are different
and, second, there is no reason why the inconsistencies in estimators based
on the balanced sub-panel and those on the unbalanced panel would co-
incide. These two points enable us to construct tests for the presence of
selectivity bias (or, in fact, for consistency of the FE of RE estimators)
using only the four simple estimators presented above. This will be the
main theme of the next section.
9.3 Simple tests for selectivity bias
In Section 9.2 four estimators of B have been presented which are all con-
sistent in the absence of non-random selection (i.e.  if rit is independent of
5 For expository purposes we ignore the fact that in practice unknown variances have
to be replaced by consistent estimates.
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ai and Eit), namely the fixed effects estimators based on the balanced sub-
panel and the unbalanced panel and the random effects estimators based on
the balanced and unbalanced panel. In general, it is quite unlikely that the
pseudo true values, i.e. the probability limits under the true data generat-
ing process, of either two estimators are identical, unless both estimators
are consistent. Therefore, it is possible to construct a test for selectivity
bias based on the differences between either two, three or four estimators.
Let us stack all four estimators into a 4k dimensional vector B as follows.
8 = (BFECBY, BFECUY, BRECBY, BRECUYY' (9.12)
Under weak regularity assumptions B is asymptotically normally distributed
according to
qN(B - P) 3 NCO,Vh (9.13)
where # denotes the vector of pseudo true values. From (9.13) it immedi-
ately follows that the hypothesis D/9 = 0 can be tested using
ED = Nb'D'(DVD')-DA, (9.14)
which is asymptotically distributed as a central Chi-square with d degrees of
freedom under the null hypothesis D# = 0, where A- denotes a generalized
inverse of A and d is the rank of DV D'.
In order to be able to compute the test statistics in (9.14) for appropriate
choices of D, an estimator for the full matrix V is needed. Using the
definitions of the four estimators given in (9.4), (9.5), (9.9) and (9.10), it is a
straightforward exercise to determine their variances and their covariances.
Denoting   Vii = V{ApE(B)}, 1''22 = V{/3FE(U)}, 1 w = V{1 RE(B)}and
1/M = V{BRE(U)}, it follows that all blocks in the matrix V are a function
of the variance covariance matrices of the four estimators in   only.  In
particular, it holds that
1/11  1/22    1'33    1/44  
v=  22       1 221'1111 22 1 44 (9.15)
V,3      V.4  1/4
Using (9.15) any test statistic given in (9.14) can easily be computed.
Two obvious candidates from the tests that compare two out of four pos-
sible estimators, are those comparing the fixed or random effects estima-
tors from the balanced sub-panel and the unbalanced panel, where D =
Di  = [I  -I O O]  or D =  D2 =  [OOI  - 11, respectively. Two other choices,
1)3   =   [I O   -  I O]   and   111   =   [OIO   - 4, result  in the standard Hausman
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specification test for uncorrelated individual efTects (see, e.g., Hsiao [1986,
p. 48]) and its generalization to an unbalanced panel, respectively. A fifth
test compares the FE estimator in the balanced sub-panel and the RE esti-
mator in the unbalanced panel (D5 = [IOO -1]), while for the last possible
test   De  =   [0 I   -  I 0 1. Obviously, alternative tests that compare three  or
more estimators of B are possible.
Since the tests proposed above are based on the comparison of two
estimators for the same parameter vector and since some special cases cor-
respond to well known Hausman tests in the literature we shall refer to
them as (quasi) Hausman tests. Unlike in the standard case our tests are
based on estimators which are all inconsistent under the alternative. In
the very unlikely case where all estimators would have identical asymp-
totic biases these tests will have no power at all. Keeping this in mind the
null hypotheses (H& :  Di  = 0) of the tests above can be translated into
hypotheses in terms of estimator consistency.  If we define
HOPE : E{tit I ri} = 0 (the fixed effects estimators are consistent),
and
HIRE :  E{ai + Eit I ri} = 0 (the RE and FE estimators are consistent)
then the relationships between the hypotheses is given in Figure 9.1.
4         H#E         *         HS;   i=   1, . . . ,6
Ho              4               4
* H E =* Hb
Figure 9.1: Relationships between hypotheses
In this figure Ho denotes the null hypothesis of non-random selection,
i.e. the hypothesis that rit and ai and Eit are independent. As discussed
before and as shown in the figure Ho is the stronger hypothesis (since it
implies all the others). However, for conducting inferences it  is not relevant
whether Ho is true or not, but whether HIRE or HIFE are correct, since
inferences will be based on either the random effects or the fixed effects
estimator. Notice that the latter hypothesis is implied by the former, i.e.
whenever the random effects estimator is consistent, the fixed effects esti-
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mator is consistent as well. The (quasi) Hausman tests may be appropriate
instruments for checking the consistency of these estimators, although they
are  only  able  to  test  for the weaker hypotheses  H .   Consequently,  a re-
jection of HJ  (for some  i  =  1,..., 6) by the corresponding Hausman  test,
implies that HRE should be rejected.  If H  is rejected, HOFE should be
rejected as well. However, the converse is not true.
Note that if both H#E and H 'E are false, all estimators are inconsis-
tent. In that case knowledge of the selection process can be used to model
selection simultaneously with model (9.1) to obtain consistent random ef-
fects or fixed effects estimators correcting for selectivity. However, the joint
estimation of a selection process and model (9.1) may be computationally
demanding, unless some simplifying distributional assumptions are made.
See, for example, Ridder [1990] or Verbeek [1990] (as discussed in Chapter
8). In addition, the restrictions needed to identify B may be stronger than
one would like, while the resulting estimates will depend heavily on the
available prior information (cf. Manski [1989, 1990]).
Note  that  only the first test statistic (based  on  Dl) is appropriate  for
checking HIFE,  while any other test statistic  can  be  used  for  If#E.    The
optimal testing procedure seems to be to test for the stronger hypothesis
first (HORE  and, if this test rejects, test subsequently for the weaker one
(H E). Of course, it is preferable to use the most powerful test out of all
possible tests for the hypothesis HIRE.    However, the analysis of statisti-
cal power is extremely difficult if not impossible, not only because the test
statistics are not mutually independent, but also because we are working
with Hausman specification tests for which the null hypotheses H& cannot
be written down in a simple parametric form. Therefore, standard results
on the power of Hausman tests (cf. Holly [1982]) and on sequential testing
(see, e.g., Mizon [1977], Holly [1987]) are not directly applicable in this
situation.
Of course alternative tests for selectivity can be constructed. Remember
that selectivity bias in model (9.1) occurs because the conditional expec-
tation of the error term ai + Eit does not equal zero.  If this conditional
expectation E{ai + Eit  | ri} were known (possibly apart from one or more
proportionality factors) one could add it as an extra regressor (or combina-
tion of regressors) in (9.1) such that the new error term has expectation zero
(given xii and ri). Subsequently, the parameters in the extended model can
be estimated consistently using standard methods. This is the essence of
the well known two step estimation procedure in the cross sectional sample
selection model proposed by Heckman [1976, 1979] and the simple two step
estimators for models with censored endogenous regressors and sample se-
lection suggested by Vella [1990]. An application for the case of nonresponse
144 CHAPTER 9.  TESTING FOR SELECTIVITY BIAS
in panel data will be presented in Chapter 10.
Of course, the conditional expectation E{cri + Eit I ri} is not known
(or identifiable) unless the selection process is known (or identifiable), and
therefore this procedure will have the same drawbacks as joint estimation
of the model and the selection process, although the computational bur-
den may be somewhat less. As a testing procedure it may be worthwhile
trying to approximate the conditional expectation in a simple way and to
check whether it enters model (9.1) significantly. Since E{oi + Eit  I ri} will
be  a  function  of  ri, the functional  form of which depends  upon the joint
distribution  of cri  + Eit   and  ri,  one can think  of two  more  or less distinct
ways of approximating it. Firstly,  one  can  have one  or more variables,  zit,
say, that are likely to determine the probability of selection (i.e. affect
the distribution of ri), and enter these variables in a convenient form, for
example as a low order polynomial. The resulting test would then be a
joint test of the hypothesis that, conditional on zit, Vit does not depend
on (this function of) zit and the hypothesis of no selectivity bias. Alter-
natively, one can choose some function of ri itself, from which it is known
that it should not enter the model significantly under the hypothesis of no
selectivity bias. The resulting test is a test of the selectivity bias hypoth-
esis only. In the sequel we shall concentrate on this second approach and
consider three possible variables that can be be included in the regression
equation. First, 71 = E,11 ri" the number of waves individual i partic-
ipates, second 4 = Ill 1 ri„ a 0-1 variable equal to 1 ifT individual i is
observed in all periods and third, ri, -1, indicating whether individual  i
is observed in the previous period or not. Note that ri,0 = o by assump-
tion.  To test the significance of these variables in (9.1) we are forced to
use the unbalanced panel since in the balanced panel the added variables
are identical for all individuals and thus incorporated in the intercept term.
Since the additional variables are constant over time for each individual in
the first two cases, the corresponding parameters are not identified in the
case where the individual effects Qi are treated as fixed. We shall therefore
concentrate attention to random efTects estimators.
Although one could expect that the added variables have an influence on
the relationship between Vit and zit if there is selective nonresponse, there
is no reason why this efTect would be linear and thus the power of the tests
may be doubtful.  If we denote the coefficient for the added variable w, say,
by 7w  then the null hypothesis of the variable addition test is How  :  7w  = O
Note that Ho implies How but that the converse is not true.
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9.4      Specification of the response mechanism
and the LM test for selectivity bias
In this section we assume that response rit is determined by a random effects
probit model, an assumption which is often made in empirical applications
(cf.    Hausman  and  Wise [1979], Ridder [1990]). Under this assumption
and assuming normality of the error terms in (9.1) it is possible to derive
the LM test statistic for the null hypothesis that rit is independent of
the unobserved determinants of yit (ai and kit). Furthermore, we pay
some more attention to the conditions for consistency of the FE and RE
estimators in the context of this example.
Suppose r,t is determined by the sign of a latent variable rit, which is
generated by
ret=Zit'y -1-6 +11:t,  t=l,...,T; i=l,-..,1\r, (9.16)
where zit is a row vector of exogenous variables, usually containing partly
the same variables as xii, Vit denotes an unobserved random variable and (;
is an individual-specific eITect. In order to account for possible correlation
between <;  and the explanatory variables zit, we follow Chamberlain [1984]
in assuming that,
E;  =  Zilxl + %12*2 + ... + zi: grT +6, (9.17)
where 6 is independent of all z,t's. Substitution in (9.16) yields
ri':  =  Zi,7 + Zi 11'.1  + Z,2'r2 + ... + ZiT 7rT  + €i  + 'lit · (9.18)
To be able to identify the parameters in (9.18) it is essential to assume
that observations on zii are available for both rit = 1 and rit = 0.  Note
that this assumption is not required when performing the (quasi) Hausman
tests or variable addition tests proposed in Section 9.3. The unobserved
random variables in (9.1) and (9.18) are assumed to be normally distributed
according to
< 9£2I
1  i     - N <4 1   ..''   1,    4           1  1 ,           (919) Cri \ 0  0 aa< 02  )
where Ei = (41, ···' EiTY and 0 = ( 1,1,·..,11iT): For identification of the
probit model we will impose (as usual) 0& +   = 1. Of course, one can
test the model assumptions implied by (9.18) and (9.19) along the lines
discussed in, for example, Lee [1984] and Lee and Maddala [1985].
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Under these assumptions the expectation of kit given selection is given
by (see Appendix D)
2 T
E{Eit  I r, }  =  _9  <E{6 + qi:  I r, } -             f      2  F. E{6 + m,  1  ri}   ,
0.7 \ a: + Ta€ :ti
(9.20)
while the conditional expectation of ai given selection is given by (see
Appendix D)
T
E{a, 1 ri} =   2 71    6)E{6 + 'li, I ri}. (9.21)(Ill + 1 aE 3-1
The conditional expectation E{6 + Vit 1 ri} is a complicated function
(see Appendix D) of the variables in z,t and reduces to "Heckman's [1979]lambda" if there is no individual effect in the probit model (02  =  0).Under the normality assumption the independence of r,  and  (ai, Eit)  is
equivalent to aaE = acq = 0. Clearly, this condition implies that (9.11)
holds, implying consistency of both the random effects and the fixed effects
estimators. For the transformed error term Zi: (9.20) implies that
E{git   r,} =   <E{(i + 'lit 1 ri} -   ri,E{<i + Vi' 1 ri}/ E ri,   .
09 \ ,=1 ,=1
(9.22)From this it immediately follows that condition (9.8) is fulfilled and the fixed
efTects estimat8r is consistent if either acg = 0 or E{6 + 'lit 1 ri} does not
vary over time. The latter condition implies (see Appendix D) that there
is no selectivity bias if the probability of an individual of being observed is
constant over time, even if acq 0 0.  This will occur when zi,7 is constant
over time. Since (9.22) does not contain aoi, a correlation between theindividual effects in the structural equation (9.1) and the probit equation
(9.18) does not result in a bias in the fixed effects estimator.
The condition that E{6 + 'lit I ri} does not vary with t is clearly
not  sufficient for consistency  of BRE.   For the latter we either  need  that
E{6  +  0,   1  ri } is constant  and  T  - oo (since the FE-estimator  and   the
RE-estimator are equivalent when T tends to infinity6 or that E{6+git  I ri}
is constant and aof + aeg = 0, which does not seem to be very likely in
practice.
The actual magnitude of the inconsistencies of the estimators is deter-
mined by the projection of the conditional expectations derived above on
6This equivalence also holds when the model is not correctly specified, as in our case.
9.4.  THE LM TEST FOR SELECTIVITY BIAS 147
the  (transformed) xii's. Although  it is possible to analyze the effects  of
changes in model parameters on the conditional expectation of the (trans-
formed) error term analytically (cf. Ridder [1990]), it is, in general, virtually
impossible to give analytical expressions in terms of the model parameters
for projections of these expectations on the explanatory variables, i.e. of
the biases in the estimators. To obtain some insight in the numerical im-
portance of the bias in the four estimators discussed above, we will present
some numerical results in the next section.
Given the model in (9.1) and (9.18) and the assumed normality of the
error terms in (9.19) is it possible to write down the likelihood function (cf.
Ridder [1990]) and to derive the Lagrange Multiplier test statistic for the
null hypothesis Ho :  ag, = cof = 0. The loglikelihood function involves the
joint distribution of the observed 7-values in yi'bs  and the response indicator
ri.   In  particular, the loglikelihood contribution of individual i is given by
Li = log f(yi'b'' ri) = log f(ri  I Yobs) + log f(yiob.), (9.23)
where we are using f(.) as generic notation for any density/mass function.
The second term in the right hand side of (9.23) is the log of a 71-variate
normal density function, while the first term is the loglikelihood function
of a (conditional) T-variate probit model (see Appendix D for details).
Denoting the full vector of parameters involved in (9.23) (including ao<
and 04) by 8, the Lagrange Multiplier test statistic is given by
6 * = f: %:'   aL, aL,') -1 f. aff, 1                           (9.24)aG  ae   I    L ae  l e=G o5=1 \:-1 /   i=1
where #o is the ML estimate for 0 under Ho : 00< = 94 = 0. since there
does not appear to be any form of block diagonality of the Fisher informa-
tion matrix under the null, the scores with respect to all parameters in the
model are required to compute this test statistic from the first derivatives
of the loglikehood.   For the cross sectional  case  the  LM  test for selectivity
is  discussed  in  Lee and Maddala  [1985].
Because under Ho the two terms in the right hand side of (9.23) depend
on non-overlapping subsets of the vector of parameters, the score contribu-
tions with respect to the parameters in (9.1) can be found in Hsiao [1986,
P· 39]7, while those for the parameters in (9.18) can be derived from a stan-
dard random effects probit likelihood (see Appendix D). The most difficult
7 Note  that  (3.3.20) in Hsiao [1986] contains a printing error: the first  -  sign  on  the
second line should read a + sign.
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score contributions are those with respect to the two covariances crof and
0,4; the latter even requires double numerical integration (see Appendix
D). Because estimation under Ho requires numerical integration (for each
individual) for the probit part of the model and computation of each score
contribution also requires numericalintegration over one or two dimensions,
the LM test is rather unattractive in applied work.
For the cross sectional sample selection model Heckman [1976, 1979]
proposed a simple way to test for selectivity bias and to obtain consistent
estimators. As discussed in Ridder [1990] this method can be generalized
to   the   case of panel data, where two correction terms to equation   (9.1)
are added instead of just the one variable known as Heckman's lambda
(or the inverted Mill's ratio). These two correction terms are the condi-
tional expectations  of the two error terms  (cri  and  Eit ) given the sampling
scheme, as given in (9.20) and (9.21) evaluated at the (consistent) param-
eter estimates of the probit model under the null hypothesis (see Chapter
10 for an application). The two unknown covariances go< and acq are not
included in these correction terms but are the corresponding true coeffi-
cients in equation (9.1). Obviously, consistent estimation of these coeK-
cients aa< and 9,4 allows one to check whether nonresponse is selective or
not. Since estimation of the parameters in the response equation as well as
computation of the conditional expectation of 6 + rlit in (9.20) and (9.21)
requires numerical integration, these generalized Heckman [1979] method
is still computationally unattractive. Therefore, it may be worthwhile to
have some simple variables that can be used instead to approximate the
true correction terms to check for selective nonresponse, for example those
suggested in the previous section.
If the specification of the response process in (9.18) is correct, the La-
grange Multiplier test is known to be asymptotically efficient for testing the
null hypothesis Ho. To obtain some idea about the power of the alterna-
tive simple tests we performed a Monte Carlo study under this assumption,
the results of which are presented in the next two sections. In Section 9.5
we introduce the Monte Carlo model and present estimates for the pseudo
true values of the four estimators in (9.12), giving insight in the importance
of the selectivity bias in these estimators. In Section 9.6 some numerical
results on the power of the simple tests in comparison with the Lagrange
Multiplier test are presented.
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9.5 Numerical results on the pseudo true
values of the RE and FE estimators
In this section we will present some numerical results on the pseudo true
values Of /9FE  and  RE, defined  as the probability limits of these estima-
tors under the true data generating process. For expository purposes we
consider a simple model consisting of equations (9.1) and (9.18) with only
one exogenous variable included besides the constant term.
This exogenous variable (zit = xii) is assumed to be generated by a
Gaussian AR(1) process with mean zero, autocorrelation coefficient px and
variance  .   For simplicity we have imposed equality of all  ,rt's  in  (9.17).
The model used for simulation is thus given by
yit  -  00  + /11 Zit + 01  + Eit (9.25)
rit  =  70  +  71 Zit  +  rzi  + 6  + gil (9.26)
where  fi   is the average value  of the  Zit's  over  time. We concentrate  on  a
model with only one explanatory variable, since it elucidates the discussion
most clearly. Including an additional variable in (9.25) that is uncorrelated
with zit essentially would not change the results, while inclusion of a vari-
able that is correlated with xit would result in biases that depend heavily
on the sign and magnitude of this correlation. Similar remarks hold for the
inclusion of additional variables in (9.26).
We consider two possible specifications for the selection equation, one
in which x is a priori set to zero (in which case the probability of selection
in period 1 is determined by zit), and one in which 71 is a priori set to
zero such that the average value of xit over time determines the selection
probability. Given this choice of specification, the relative biases of the
estimators for #1 in this model, defined as (A - 131 /01, where A is the
pseudo true value  of the respective estimators  for Bi, depend  on  T,  the
number of time periods, and the following eight hyper-parameters.
-   pa  =  al(al  + op)-1, the importance of the individual effect in equation
(9.25);
-  pr = 4, the importance of the individual effect in the selection equation;
-  ps, the autocorrelation coefficient of xit;
-  PO = *(70),the (unconditional) probability of observation when zit = 0
for  all  t;
- g -  193(1 120  + 01+ 9£2)-1, the (theoretical) R' of equation (9.1);
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-  R2, the (theoretical) R' of the selection equation;
RT' = 7 93(712a  + 1)-1 if x = 0, or
RT . x2 (,r24 + 1)-1 if 71 = 0, with al = 0 (3 + 4/4 +2 )/9 (the
variance of zi);
- PE'1 = 9£11/ocan, the correlation between the error shocks in (9.25) and
(9.26);
-   pof the correlation between the individual effects  in  (9.25)  and  (9.26).
If we assume that all correlations are nonnegative, all of the hyper-
parameters are restricted  to the interval  [0,1],  so  that  one  has  some  more
feeling what "small" and "large" values for these parameters mean. With-
out loss of generality, it is assumed that 71 2 0 or r 2 0. In Table 9.1
estimated relative biases (relative differences between the estimated pseudo
true values and the true values) of the four estirnators discussed above are
given for several combinations of parameter values and T = 3.  The num-
ber of replications is chosen in such a way that all (Monte Carlo) standard
errors are smaller than 0.005. In the table the parameter values are cho-
sen as follows. There is one "reference situation" characterized by T = 3,
Rj = 0.1, Rr2 = 0.9, po = 0.1, ps = 0.7, po = 0.5, pi = 0.1 and Paf = 0.5.
Three alternative combinations of :r and pco are considered given in panels
A, B and C. The columns in the table correspond to the reference situation
(REF) or this situation with only one of the parameter values changed.  For
example, the column with heading px = 0.3 refers to the reference situation
given above with pr = 0.3 instead of 0.7.  If x = 0 and pg, = 0.9 (panel
A) we see in this column that the fixed effects estimator based on the bal-
anced panel sufTers from an inconsistency of -90 %, while the same figure
for the random effects estimator from the unbalanced panel is -115 %. The
standard errors implied by the Monte Carlo experiment are such that the
true relative inconsistencies are with a 9 5% probability within a l% point
range of the reported values.
Although, as always, it is difficult to draw definitive conclusions from
results for specific parameter values the results in Table 9.1 suggest the
following points.
The biases in the estimators can be substantial. In some cases it is even
possible that the sign of the pseudo true value is opposite to the sign of
the true value of Bl · Moreover, like other simulation results (not reported
in this chapter) suggest, if the true Bi parameter is equal to zero (which
implies that R: = 0), a significant effect of the explanatory variable on yit
can be found. This phenomenon is also known from the standard (cross
section) sample selection model of Heckman [1979].
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Reference situation (REF): T= 3, Rj = 0.1, 122 = 0.9, Pa = 0.1,
px = 0.7, po = 0.5, pf = 0.1  and  pof = 0.5
A:                                         r = 0, pen = 0.9
REF   R  =   R  =   pa =   px =   po =   p€ =   pat =
0.9 0.1 0.9 0.3 *(1) 0.9 0.9
estimator
FE(B) -78 -8 -49 -25 -90 -61 -28 -77
RE(B) -79 -9 -49 -27 -93 -61 -39 -81
FE(U) -98 -10 -50 -33 -101 -77 -37 -98
RE(U) -116 -13 -53 -39 -115 -88 -56 -121
B:                                       X = 0, PEV = 0
REF   Rj =   I£2=   pa=   px=   po=   pf=   paE=
0.9     0.1     0.9 0.3 $(1) 0.9 0.9
estimator
RE(B) -6 -1 -5 -2 -6 -6 -17 -11
RE(U) -6 -1 -4 -6 -7 -5 -19 -12
C:                                   71= 0, peri -0.9
REF   R  =   Rr' =   po =   pz =   po =   p< =   pof =
0.9 0.1     0.9 0.3 *(1) 0.9 0.9
estimator
RE(B) -34 -3 -38 -1 -17 -27 -17 -35
RE(U) -74 -7 -44 -4 -41 -61 -32 -75
Notes:
1. Relative inconsistency of an estimator is defined as its pseudo true
value minus the true value divided by the true value (multiplied by 100
%).
2.  The number of replications in each situation is chosen such that all
(Monte Carlo) standard errors are smaller than 0.5 %.
3. All simulation results are obtained using the NAG-library subroutines
G05CCF and G05DDF.
4. From the analytical results we know that the fixed effects estimators
are consistent in panels B and C, which was confirmed by the Monte
Carlo results.
Table 9.1: Relative inconsistencies (in %) in the FE and RE estimators
from a balanced and unbalanced panel
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Although the fact that the conditions for the fixed effects estimator to
be consistent are weaker than those for the random effects estimator does
not necessarily imply that the bias in the latter is always larger than that
in the first, our simulations show that this is in fact the case. If there is a
difference between the RE and FE pseudo true values, it is in favor of the
latter estimator. This result is caused by the fact that we have assumed
that Pac >0·I n the not very likely situation where Pa  <0 and Ag >0,
the bias in the random effects estimator may in fact be smaller.  If the
amount of bias is used as criterion for choosing an estimator, it is obvious
from our analytical and numerical results that the fixed effects estimator is
likely to be preferable to the random effects estimator.
For almost all situations we consider, the bias in the estimator based
on the unbalanced panel is larger (in absolute value) than that in the same
estimator based on the balanced panel; if it is smaller the difference between
the two estimates is negligible given the size of the Monte Carlo experiment.
This somewhat surprising result suggests that a balanced panel may be
preferred to an unbalanced panel. A possible explanation for this result
might be that the individuals that are not observed in all periods have on
average a lower probability of being observed, thus also a lower probability
in those periods they are observed, implying a larger correction term in the
regression equation. In the standard sample selection model of Heckman
this would mean that for those individuals Heckman's lambda deviates more
from zero.
Keeping all parameters fixed at some level except one, it may be possi-
ble to say something about the change of the bias if that one parameter is
changed. It is evident from the analytical results and also from the numeri-
cal results above that a rise in R will cause a decrease in the absolute value
of the bias, simply because a rising g diminishes the role of the error terms
ai  and  Eit ·   On the other  hand,  a  rise  in Rr2 increases the absolute value
of the bias, since it increases the correlation between the probabilities of
being observed and the explanatory variable(s) zit.  For po 2  1/2  (70  2 0),
an increase in po diminishes this correlation and therefore decreases the
absolute value of the bias. Obviously, increasing the (absolute values of
the) correlation coefficients Pc, or paf (already being nonnegative) causes
a rise in the absolute value of the bias of all estimators. A more important
individual effect in equation  (9.25), pa, seems to reduce the absolute value
of the bias; the effect of p: and p< is ambiguous.
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9.6 Numerical results on the power of the
tests
In Section 9.3 a number of tests were proposed which can be used to check
whether selectivity bias is present or not. In this section we present numeri-
cal results on the power properties of the quasi Hausman tests, the variable
addition tests and the LM test of Section 9.4 for the Monte Carlo model
introduced in Section 9.5. We shall not consider the generalized Heckrnan
test because it is as hard to compute but asymptotically less powerful than
the asymptotically optimal Lagrange Multiplier test.
For simplicity we restrict ourselves to an analysis of the asymptotic
local power. That is, we consider the power of our tests under a sequence
of local alternatives, in general 0 = 00 + 6/ 4N for some vector 6, where
Bo denotes the parameter value under the null hypothesis (cf. Engle [1984]
or Holly [1987]). Under such a sequence of local alternatives our tests (or
their X2 equivalents) are asymptotically non-centrally X2 distributed, with a
decentrality parameter A determined by 6. For the (quasi) Hausman tests,
for example, and a sequence of local alternatives given by B=B t 6/VN
it holds that
ER = N/9'R'(RVR')-R# -5 xt(6'R'(RVR')-128) = X1(AR), N = 00.
(9.27)
Since the power of a test is a direct function of its decentrality parameter,
we report decentrality parameters only.
We interpret the particular alternative implied by the Monte Carlo
model as being one in a sequence of local alternatives.  For all cases in
the Monte Carlo set-up we choose a sample sizeS of N = 25,000 to esti-
mate the pseudo true values 0 by 0. We estimate 6 by 6 =  (0 - 80),
which gives us (an estimate for) the decentrality parameter for sample size
n.  In Table 9.2 decentrality parameters for n = 500 are reported.  From
these decentrality parameters one can compute the probability of rejection
of the null hypothesis in a sample of 500 observations based on an ap-
proximation by the asymptotic distribution. Considering, for example, the
reference situation in panel A (:r = 0, An = 0.9), we see that the Haus-
man test comparing the RE estimators from the unbalanced panel and the
balanced sub-panel has a decentrality parameter of 7.23, implying a 77 %
probability of rejection at a nominal size of 5 % (if n = 500).  If the avail-
able sample contains 1000 individuals, the decentrality parameter is twice
as large (14.46) corresponding to a 97 % probability of rejection. Similarly,
8 Sample size refers  to the number of individuals  in the panel, including those  that
are observed only once or twice.
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Reference situation (REF): T= 3, R,2 = 0.1, 10 - 0.9, pa     0.1,
px = 0.7, po = 0.5, PL = 0.1  and  p,rE = 0.5
A: - 0, piq = 0.9
Quasi Hausman tests:
DF   REF   R, =   I42 =   pa =   p= =   Po =   PE =   PaC =
0.9 0.1 0.9 0.3 *(1) 0.9 0.9
test
1. 1 1.41 1.27 0.07 2.00 0.31 1.52 0.26 1.05
2. 1 7.23 6.00 0.06 3.55 1.53 7.48 1.84 7.33
3. 1 0.85 0.72 0.03 1.76 0.60 0.43 1.13 0.72
4. 1 2.07 1.81 0.01 3.55 0.85 1.43 1.37 1.66
5. 2 2.04 1.64 0.04 2.02 0.89 1.83 1.39 2.49
6. 2 7.27 6.04 0.10 4.25 1.69 7.48 2.44 7.34
Variable ac.dition tests:
DF   REF   g =   R3 -   pa =   px =   po =   p€ =   paf =
0.9 0.1 0.9 0.3 *(1) 0.9 0.9
test
7. 1 0.01 0.01 0.04 0.14 0.03 0.11 0.10 0.04
8. 1 0.03 0.03 0.00 0.24 0.04 0.04 0.17 0.14
9. 1 0.02 0.01 0.01 0.02 0.00 0.14 0.03 0.02
Lagrange Multiplier test:
DF   REF   g =   R  =  pa -   /4 -  po =   A =  pof =
0.9 0.1 0.9 0.3 0(1) 0.9 0.9
test
LM 2 55.1 49.2 5.46 31.3 58.5 57.3 14.1 66.3
1. Fixed Effects (Balanced vs. Unbalanced)
2. Random Effects (Balanced vs. Unbalanced)
3. Unbalanced (Random Effects vs. Fixed Effects)
4. Fixed Effects, Balanced vs. Random Effects, Unbalanced
5. Balanced (FE vs. RE) and Unbalanced (FE vs. RE)
6. RE (Bal. vs. Unbal.) and FE, Balanced vs. RE, Unbalanced
7. Et rit,  8. IIi rit,  9. ri,1-1
Table 9.2: Decentrality parameters of the Chi-square distributions ofseveral
tests for selectivity bias at n = 500 and T = 3.
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Reference situation (REF): T = 3, R  = 0.1, Rr - 0.9, Pa    0.1,
p= = 0.7, po = 0.5, pf = 0.1  and  paf = 0.5
B:                                           ir = 0, PE'1 = 0
Quasi Hausman tests:
DF   REF   R  =   R  =   pa =   pr =  po =   pf =   pof =
0.9 0.1 0.9 0.3 *(1) 0.9 0.9
test
2. 1 0.07 0.06 0.00 0.02 0.00 0.02 0.00 0.00
3. 1 0.12 0.35 0.06 0.72 0.09 0.01 0.81 0.41
4. 1 0.06 0.45 0.04 0.18 0.04 0.00 0.81 0.38
5. 2 0.17 0.44 0.00 0.79 0.12 0.02 0.98 0.57
6. 2 0.15 0.36 0.07 0.73 0.11 0.05 0.84 0.46
Variable acdition tests:
DF   REF   R =   le =   pa =   px =  po =   pt =   pat =
0.9 0.1 0.9 0.3 *(1) 0.9 0.9
test
7. 1 0.09 0.07 1.88 0.61 0.32 0.22 1.23 0.59
8. 1 0.06 0.09 1.31 0.39 0.17 0.21 0.98 0.64
9. 1 0.00 0.12 0.16 0.00 0.14 0.04 0.27 0.15
Lagrange Multiplier test:
DF   REF   g =   R  =   pa =   Px =  Po =   PE =   Paf =
0.9 0.1 0.9 0.3 0(1) 0.9 0.9
test
LM    21 1.33 0.13 4.12 4.95 1.06 1.15 5.92 3.74
2. Random Effects (Balanced vs. Unbalanced)
3. Unbalanced (Random Effects vs. Fixed Effects)
4. Fixed Effects, Balanced vs. Random Effects, Unbalanced
5. Balanced (FE vs. RE) and Unbalanced (FE vs. RE)
6. RE (Bal. vs. Unbal.) and FE, Balanced vs. RE, Unbalanced
7. E, rit,  8. Il: rit,  9. ri,t-1
t If the restriction pe, = 0 is imposed a priori, this test has one degree of
freedom.
Table 9.2: Decentrality parameters of the Chi-square distributions ofseveral
tests for selectivity bias at n= 500 and T=3 (continued).
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Reference situation (REF): T= 3, Rj = 0.1, Rr2 = 0.9, Pa = 0.1,
p= = 0.7, po = 0.5, pf = 0.1  and  pof = 0.5
C.                                        71 = 0, pi = 0.9
Quasi Hausman tests:
DF   REF   g =   Rr2 =   pa -   px =   po =   p< =   paf =
0.9 0.1 0.9 0.3 *(1) 0.9 0.9
test
2. 1 19.6 19.4 0.10 1.47 11.4 20.7 8.96 17.7
3. 1 19.9 18.3 3.73 6.68 22.4 15.2 4.35 19.3
4. 1 16.0 14.7 1.56 2.50 15.1 12.7 3.93 15.3
5. 2 30.6 29.3 3.73 7.60 27.1 28.3 11.9 29.2
6. 2 29.4 28.4 3.74 6.86 24.5 27.5 11.4 27.9
Variable acdition tests:
DF   REF   Rj =   4 =   po =   px =   po =   pt =   po< =
0.9 0.1 0.9 0.3 0(1) 0.9 0.9
test
7. 1 29.9 27.6 0.09 3.92 36.7 27.0 16.0 24.9
8. 1 22.7 21.6 0.08 3.16 30.6 21.6 13.9 18.5
9. 1 2.80 2.29 0.05 0.04 5.85 2.10 0.59 2.19
Lagrange Multiplier test:
DF   REF   Rj =   R  =   pa -   px =   po =   PE =   pa( =
0.9 0.1 0.9 0.3 0(1) 0.9 0.9
test
LM 2 75.9 73.6 13.7 20.1 83.8 66.8 12.1 83.0
2. Random Effects (Balanced vs. Unbalanced)
3. Unbalanced (Random Effects vs. Fixed Efrects)
4. Fixed Effects, Balanced vs. Random Effects, Unbalanced
5. Balanced (FE vs. RE) and Unbalanced (FE vs. RE)
6. RE (Bal. vs. Unbal.) and FE, Balanced vs. RE, Unbalanced
7. Et rit,  8. IIi rit,  9. ri,t-1
Notes: Estimated decentrality parameters are based on 25,000 individual
observations
Estimates for decentrality parameters for sample size n can be obtained by
multiplying the numbers by n/500.
Table 9.2: Decentrality parameters of the Chi-square distributions ofseveral
tests for selectivity bias at n= 500 and T=3 (continued).
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decentrality paranleter
01234 5    10    20
DF
1 0.05 0.17 0.29 0.41 0.52 0.61 0.89 0.99
2 0.05 0.13 0.23 0.32 0.42 0.50 0.82 0.99
Table 9.3: Probabilities of rejection (at 5%) for several decentrality param-
eters
the implied probabilities of rejection (at a nominal size of 5%) for six (quasi)
Hausman tests, three variable addition tests and the LM test for any num-
ber of observations can be computed using Table 9.3.
Note that the estimated decentrality parameters in Table 9.2 are not
normally but (non-centrally) Chi-square distributed, which makes compu-
tation of confidence intervals difficult. Based on the asymptotic normality
of the parameter estimators the variance of A approximately satisfies
n2         N
V{A} =  NT(d + na) (9.28)
where d is the number of degrees of freedom, and where we use the fact that
N/ndis Chi-square distributed. It is important to note that this variance
increases with the true value A. For large enough A the corresponding
standard error for N = 25,000 and n = 500 is (approximately) given by
0.283 /S.
Looking at panel A of Table 9.2 first, where both HOFE  and  HORE  are
false, we see that in this case none of the variable addition tests has any
power. Obviously, these variables are under these data generating processes
not capable of approximating the Heckman [1979] like correction terms.
This is probably due to the fact that our simple variables are not capable
of capturing the time variation in these correction terms (due to zi,7).  With
regard to the Hausman tests, the results in Table 9.2 suggest that the test
based on comparison of the random effects estimators in the balanced and
the unbalanced panel (the second test) is more powerful than all other tests
based on comparison of two estimators. Looking at the tests that compare
two pairs of estimators (the fifth and the sixth test in Table 9.2), the latter
seems to perform relatively well, although it is not performing uniformly
better than the best one degree of freedom test.  The test statistic based
on comparing all four estimators (which is not reported in the Table) does
not result in a very powerful test compared to those tests based on two
pairs of estimators, since the additional degree of freedom has a much more
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dominant effect on the power than a (fairly small) rise in the decentrality
parameter. For panel A of Table 9.2, the LM test is obviously far more
powerful then any Hausman test.  Note that the power of all tests reduces
substantially if the R' of the selection equation is reduced from 0.9 to 0.1;
the bias in the estimators is however still substantial (53% for the random
effects estimator from the unbalanced panel).
If acv = 0, i.e.  if the error shocks in the structural equation and the
selection equation are uncorrelated, but aa< 96 0 (so HKE is true and HoRE
is not; panel B) all tests seems to have limited power only.  Even the
power of the LM test is very limited in this case, in which, of course, the
null hypothesis Ho is only violated in one direction (aor + 0). Since the
bias in the fixed elects estimators is zero in this case, while that in the
random effects estimators is small (cf. Table 9.1), this does not seem to be
a situation to worry about.
As shown in panel C of Table 9.2, the power of all tests appears to be
larger in the case where the response is determined by an individual effect
which is correlated with the regressor (sr 0 0 and 71 = 0) than in the case
where the regressor itself determines the response (x = 0 and 71 0 0)·
Note that for the Hausman tests comparing FE and RE estimators we have
a standard situation in which one of the estimators in the test statistic
is consistent even if the null hypothesis does not hold. Remarkably, the
variable addition tests have fairly good power properties as well, especially
the one based on adding the number of waves an individual is participating
(Et rit).  The one based on including ri,t-1 has only very limited power.
Concerning the Hausman tests, the one comparing the RE and FE esti-
mator in the unbalanced panel, which is the standard Hausman test for
uncorrelated individual effects, has the largest power of the one degree of
freedom tests. In some cases it is worthwhile to combine two restrictions
and perform a two degrees of freedom test. It should be clear from the
simulation results in the table that it is well possible that the standard
Hausman [1978] specification test for testing the hypothesis that the indi-
vidual effects are uncorrelated with the explanatory variables rejects due
to the presence of selectivity bias.
Unfortunately, none of the simple tests seems to have uniformly better
power properties than the others, so we cannot recommend one particular
test. The power of all tests seems to depend crucially on the fact whether
H#'E is false or, if it is true, why HIFE is true (acq = 0 or 71 = 0?).  In
the latter case (71 = 0) the power of most simple tests is quite reasonable,
while it is not if  4 = 0.  In line with the Monte Carlo results above,
we are tempted to say that both the second and the third Hausman test
(RE, balanced vs. unbalanced, and unbalanced, FE vs. RE, respectively)
perform relatively well and may be a good choice in applied work. The
9.7.  CONCLUDING REMARKS 159
best choice for a variable addition test seems to be to include Et rit in the
structural equation.
So far, we have only considered numerical analyses for a three wave
panel (T = 3).  If T increases, the number of individuals in the balanced
subpanel (keeping all parameters fixed) will decrease, which may increase
the differences found between the estimators from the balanced and the
unbalanced panel. Moreover, the difference between the fixed effects esti-
mator and the random effects estimator for a given sample will get smaller,
since the weight of the between estimator in the random effects estimator
is inversely related with T (cf. Hsiao [1986, p.36]). This suggests that the
power of the Hausman tests comparing estimators from the balanced and
unbalanced panel will increase with T and that of the standard Hausman
specification tests will decrease with T. For larger T the second Haus-
man test (comparing the random effects estimators from the balanced and




In this chapter we suggested several simple tests to check the presence of
selective nonresponse in a panel data model. We considered the selectivity
bias of the fixed and random effects estimators and showed that the FE
estimator is more robust to nonresponse biases than the RE estimator.
Several simple Hausman tests have been suggested which are based on the
differences in the pseudo true values of these estimators. Furthermore,
some variable addition tests are proposed which can be used to test for
selectivity bias. Neither of these tests requires estimation of the model
under selectivity nor a specification of the response mechanism.
Our theoretical results show that the conditions for consistency of a
fixed effects estimator are weaker than that for a consistent random effects
estimator. In addition, our Monte Carlo results reveal that the bias of the
FE estimator is likely to be smaller than that of the RE estimator in cases
where both estimators are inconsistent. The numerical results also indicate
that the bias resulting from a balanced sub-panel is likely to be smaller
than that from the unbalanced panel.
Although the proposed Hausman and variable addition tests have poor
power properties in some cases, they may be a good instrument for checking
the importance of the selectivity problem. In particular when response
is partly determined by an individual effect which is correlated with the
regressor the power of several Hausman tests and variable addition tests
is quite reasonable in comparison with the Lagrange Multiplier test. For
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practical purposes at least two Hausman tests can be recommended: the one
comparing the random effects estimators from the balanced and unbalanced
panel, and the one comparing the RE and FE estimators in the unbalanced
panel (the standard Hausman  test for correlated individual effects).  A  test
that is even simpler is the variable addition test including Ti = Et rit in
the specification of equation (9.1).  This test also seems to perform quite
reasonable in practice.
For ease of presentation attention in this chapter was restricted to the
linear regression model, although several of the tests can straightforwardly
be generalized to nonlinear models. For example, for any model that is
identified from both the unbalanced panel and the balanced sub-panel, it is
possible to compute a simple Hausman test comparing the corresponding
two estimators. Moreover, adding Ti or ci as an additional explanatory
variable is possible in virtually any kind of model and consequently, its
significance can be tested straightforwardly, yielding very simple checks for
the presence of selectivity bias.
Chapter 10
Estimation of a life cycle
consumption function
In this chapter we illustrate the analyses of the previous chapters with
empirical results on a life cycle model of consumption in a Dutch panel sur-
vey. We discuss both simple and more complicated estimation procedures
to obtain consistent or eflicient estimators in case of selection bias due to
non-ignorable nonresponse and attrition. In addition, some attention is
paid to the difTerences in identification, consistency and efficiency between
inferences from a single wave of the panel, a balanced sub-panel, and an
unbalanced panel.
10.1 Introduction
As discussed in the previous chapters, one of the almost unavoidable prob-
lerns in the empirical analysis of panel data is attrition. Individuals initially
participating in the panel may drop out after a few waves, or may not be
willing or able to participate in some wave, for example because of a hol-
iday. In addition, often new individuals are sampled after a few waves to
"replace" the ones who have dropped out, so as to retain the original sam-
ple size as much as possible. The consequence of this is that virtually all
available panel data sets are unbalanced. It is common practice in applied
economic analysis of panel data to use only the observations on units for
which a complete time series is available. Since the seminal contributions
of Heckman [1976, 1979] and Hausman and Wise [1979] it is well known
that the use of complete observations only, can easily yield misleading re-
sults originating in inconsistent parameter estimates due to selection bias
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or attrition bias. In this chapter we analyze this problem and illustrate
its implications for the analysis of a simple life cycle consumption model.
We discuss simple procedures to assess whether several widely applied es-
timators are consistent as well as more complicated estimation procedures
which can be used to obtain consistent parameter estimates if selectivity
or non-random attrition occurs in the panel. Moreover, some attention is
paid to the choice problem of analyzing either the complete observations in
one wave of the panel only, a balanced panel with less individuals observed
than this wave or an unbalanced panel.
The plan of this chapter is as follows. In Section 10.2 we discuss the life
cycle model under consideration, while in Section 10.3 three possibilities to
test for attrition bias are introduced. Empirical results based on these three
procedures are given in Sections 10.4 through 10.6. Section 10.7 contains
estimation results which correct for potential attrition bias. Section 10.8
concludes.
10.2 The model
Along the lines of MaCurdy [1981] we assume that a consumer chooses
consumption and leisure in each year such that its utility over the entire
life cycle is maximized (subject to the wealth constraint). In the context
of no uncertainty, the life cycle utility function is assumed to be additively
separable over time. We assume that utility of consumer i in period t is
given by
U/Cit, Lit)  = 7itcti,  + GilL;;2, (10.1)
where Cit and Lit denote consumption and leisure, respectively, where
0 < wi < land w, > l are time-invariant parameters identical for all
individuals, and where 71: and Bit are time and individual specific taste
shifters. Moreover, if we assume - for convenience - that the rate of time
preference for each consumer equals the interest rate, the (A constant) con-
sumption function can be derived to be
log Cil =      1     (log Xi - logwl) - Di-  i log .nt            (10.2)Wl - 1
where Ai is the Lagrange Multiplier associated with the life time wealth con-
straint (representing marginal utility of wealth at time 0).  As in MaCurdy
[1981],  this  Ai  is (implicitly) determined  by the first order conditions  and
cannot be solved explicitly. Therefore, it is assumed that the solution for
A, is such that log A, can be approximated by a linear function of observed
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characteristics, such that
1
-,   log Xi  =  wi 0  + <i (10.3)
Wl - 1
where wi contains time-invariant variables that may help in predicting
wages, initial wealth or Ai directly. A positive element in 10 corresponds
with a negative relationship between the corresponding variable and the
marginal utility of wealth (since 0 < wl < 1). The unobserved part <i is
assumed to be independent of all explanatory variables in the model. For
the individual specific taste shifters we assume that
1
-  221  log 7it  = Zi:B + 40 + Ot; + Eit, (10.4)
where xii contains time-varying and zi time-invariant individual character-
istics. A positive element in B or 0 implies that the corresponding variable
increases the utility derived from consumption. The two unobserved terms
a; and Eit are mutually independent and independent of the variables in
xit  and  zi. We assume  that  zi  = Wi (without  loss of generality)  and  that
zi   contains  the time averages  of zil, denoted  by  21.    In  this  case - after
substitution and collecting terms - our model can be written as
log Cit  = 130 + Zit# + 210 + al + Eit, (10.5)
where ai = iii + <i and 0 = 0 + 0. The error term €it is assumed to be in-
dependently identically distributed over individuals and time, independent
of all xjs. The unobserved individual specific characteristics determining
log Cit, collected  in  ai, are treated  as  part  of the random error  term.   In
particular, we assume ai to be normal with expectation zero, variance 01
and independent of Ejt and xji  (Vi, j, t).
The variables in xii should include consumer i's characteristics that
affect his preferences at age t, including, e.g., the number of children, the
consumer's education and age itself. In our application, Zit contains the
following time-varying variables describing consumer taste: the level of
education (1-7) of the head of the household, the age and age squared of
the head (divided by 100 and 10,000, respectively), the numbers of children
between 0 and 5, 6 and  12 and between 13 and  18 and the number of adults
in the household.
If a complete panel would be available the estimation of (10.5) is straight-
forward. However, in applied work the panel is likely to be incomplete, i.e.
not all relevant variables of each individual are observed in all periods un-
der consideration. Two causes of missing data have to be distinguished.
A first reason why observations are missing can be that not all individuals
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have been asked to report information on all the variables in each period.
This will, for example, be the case if the panel is rotating or if the number
of individuals included in the panel has been changed during the sample
period. A second cause of missing observations is that individuals are not
willing (or able) to report on some of the variables.
The data used in this chapter are taken from the Expenditure In-
dex Panel conducted by INTOMART, a marketing research agency in the
Netherlands. Because many background variables are observed only once a
year, we constructed from this monthly panel a panel of yearly observations
for April 1984 - March 1985, April 1985 - March 1986 and April 1986 -
March 1987.  For ease of presentation we refer to these periods as 1984,
1985 and 1986, respectively. More details of the data set can be found in
Appendix E. We define the dummy variables ait indicating whether indi-
vidual i was asked to cooperate in period 1 (0 if not, 1 otherwise), and rit
indicating whether individual i is observed in period t or not.
It is assumed that the decision of the data collecting agency to include
an individual in the sample is independent of the disturbances a, and Eit in
(10.5) but dependence on the exogenous variables is not excluded. Thus,
we do not abstract from the possibility that the data collecting agency se-
lects individuals from the population on the basis of certain (exogenous)
demographic characteristics  (like age, education and family composition),
for example to obtain representativeness of the sample with respect to these
characteristics. Conditional on ait = 1, we postulate a response equation
representing the decision of an individual to cooperate or not. In particu-
lar, we assume that Cit is observed if a latent variable r* is nonnegative,it
where r- is generated by a (latent) regression equation. The variable rit isit
generated by
rit = 0   if   ail = O
rit = I(rA > 0)  if  ait = 1 (10.6)
with
rA =7 0+ Zi:7 + 2if + zi:6 + 6+ 'lit (10.7)
where 6 is an individual specific effect (independent of zit), and zil Con-
tains variables influencing nonresponse but not influencing total consump-
tion, for example the dummy variable  ri,t- t which indicates whether  one
participated in the previous period or not. Note that we consider item
nonresponse on Cit only, i.e. rit and zi: are observed whenever ait = 1.
Letting Ei  = (Eil,Eii, ···, 4T)5 0 = (01, 41, ·-·,  liTY andi = (1,1,...,1)'
of dimension T, we assume that the error terms in (10.5) and (10.7) are
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normally distributed according to
C lai +
4
)  -N ( (  1  '1    (  0£'I + ,4„'    a.,I + a.(„'      .     (10.8)L,6 + 'li \\ U / a1     +   (,lit'             .1    J
and this error term vector is independent ofxjt  (Vi, j, t). For identification
purposes we will normalize (42 + 4 = 1, as usual. The complete model is
given by equations (10.5), (10.6), (10.7) and (10.8). From a statistical point
of view, our model is more general than the one considered by Hausman
and  Wise  [1979],  who  look  at the random efTects model  for two periods
with attrition in the second period only. Because their probit equation is
derived in a somewhat different way, the covariances between ai and (i and
between kit and :lit are restricted by agE/acn = al/(71· OUr model fits in
the theoretical framework presented by Ridder [1990], who deals with the
problem of constructing estimation procedures for the general model.
10.3 The problem of nonresponse and some
simple tests
In our sample, some of the households do not report total consumption in
any of the three years under consideration (e.g. because they stay in the
panel for less than a year), some report for one year, some for two years
and others for all three years. If consumption is not observed for some
household in some period this is either due to the fact that a household is not
asked (anymore) to report its expenditures or to refusal or inability of the
household to supply expenditure data (given that it is asked for). Because
the data on consumption are collected on a monthly basis it is possible
to distinguish between these two types of nonresponse if we are willing to
model the way in which the data collecting agency reacts if a household
does not respond. We assume that the household is repeatedly asked to
cooperate by the data collecting agency until it has never responded during
the last six months. The actual strategy used by INTOMART is more
complicated than this but can probably be closely approximated by this
assumption. If a household is not asked to cooperate in the first month of
a year (April, in our case), that household is, by assumption, not asked to
cooperate in that year.
Using these assumptions, the actual distribution of the households in
our sample over these possibilities is given in Table 10.1. Of course a
household can belong to a different category in each year. Table 10.2 gives
some more information on the response patterns in the data set under
consideration. We see in this table, for example, that only 113 households
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1984 1985 1986
1. Observed (rit = 1) 307 377 366
2. Not observed; asked (rit = 0, ait = 1) 204 505 404
3. Not asked (ait = 0) 1157 786 898
Total 1668 1668 1668
Table 10.1: Characterization of the observations
1984 1985 1986
Complete 113 - -113- - 113
Observed in 2 years - 115 - - 115
48 - - 48 -
17 - -17
Observed in 1 year 129 -
-101-
- 121
Total observed 307 377 366
Table 10.2: Characterization of numbers of households with annual con-
sumption observed at least once
are observed in all three years, while 129 households are observed in 1984
only. A comparison of Tables 10.1 and 10.2 shows that no observation on
total annual expenditures for any of the three years under consideration is
available for 1024 households. We nevertheless have information on their
characteristics from the same data set because they cooperated for at least
one month. This information will be used to estimate the response process.
According to (10.7) the response probabilities depend on the variables
which determine total consumption  and on additional variables  zit.    In
our application, zit contains ri,t- 1, a dummy variable which is one if the
individual participated in the previous period, and ai,t-1, a dummy which
is one if the individual was asked to participate in the previous period.
Thus, we can rewrite (10.7) as
r;: = 70 + ri:7 + 2,/1 + ri,t-161 + ai,t-162 + (it 7/it (10.9)
The dummy variables are added to model possible state dependence, ac-
cording to which the response probabilities of households with the same
demographic characteristics and even the same unobserved individual effect
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6 can differ because, e.g., one household cooperated in the previous period
while a second household refused to cooperate. As an illustration, consider
three identical households  (A,  B  and  C)  with  the same values  for  each  xii
and 6  in (10.9), while their participartion histories differ. Household A was
not asked to cooperate the previous period (and has ri,1-1 - ai,t-1 = 0)·
Household B was asked in the previous period, but refused, while house-
hold C cooperated. The mere effect of their different participartion histo-
ries on the response probabilities in the present period is captured by the
term  ri,1-161  + ai,:-182· The difference in response probabilities between
household  A  and  B is caused  by 62, which is expected  to be negative since
household B refused at an earlier stage, while A was not asked to cooperate
before. The difference in response probabilities between household B and C
is caused by 61, which is expected to be positive, since an earlier refusal is
expected to have a negative effect on the response probability in the present
period. The difference between household A and C is caused by 61 + 62·  In
case of a heavy response burden, household C may be tempted to leave the
panel after one or more waves of participation, in which case there is nega-
tive state dependence on response in the previous period (61 + 62 < 0). On
the other hand, if household C values the way in which it is forced to keep
close track of its expenditures, this may be an incentive to stay in the panel,
resulting in a positive state dependence on previous response (61 + 62 > 0).
Consequently, we do not have a priori expectations concerning the sign of
61 + 82·
If household A, B and C are only observationally identical, such that
they only have the same values for each zit, an alternative explanation
is possible for the fact that household B (which refused in the previous
period) is less likely to be observed in the present period than household
C (which cooperated in the previous period). It is not unlikely that the
two households differ in unobserved characteristics that persistently affect
nonresponse,   i.e.    they have different values  for 6. Using panel  data  it
is possible to disentangle this explanation, known as unobserved hetero-
geneity, from the first one (state dependence), see, for example, Heckman
[198la].
The parameters in our model can be estimated in a wide variety of ways.
We assume that the parameters of interest are B and 0 in equation (10.5).
If acv = 0 and aa< = 0 the eflicient estimator of these parameters is the
standard random effects (RE) regression estimator (see e.g. Hsiao [1986, p.
36]) on the unbalanced panel. This estimator will not be consistent however
if 04 96 0 and 004 96 0 (see e.g. Hausman and Wise [1979] or Ridder [1990]).
In Chapter 9 it is shown that the fixed effects (FE) regression estimator is
more robust to non-random nonresponse and in particular, that it will be
consistent if ac, = 0 or zi,7 + zit& does not vary over time. This latter
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situation may be relevant if the variables in (10.7) that have a non-zero
coefficient are time-invariant.
Consistent and efficient estimators of all parameters in the model with-
out imposing the restrictions acv = 0 and cof = 0 can be derived along the
lines sketched in Section 10.7 below, but these estimators are computation-
ally demanding. Therefore, it is very important to have simple procedures
which can be used to check the consistency of computationally attractive
estimators. Three possibilities are considered in this chapter:
1. One can analyze one wave of the panel as a cross section in order to
obtain simple tests of the hypothesis that ae,; = 0 and gof = 0 either
using the well known IIeckman [1979] procedure to correct for sample
selectivity in cross sections or using standard ML routines, both of
which are readily available in computer packages like LIMDEP. In
Section 10.4 we will show that the use of these tests requires that there
is either no state dependence (61 = 0) or no unobserved heterogeneity
(a  = 0) in the response process.
2. One can compare the random effects regression estimates on a bal-
anced and unbalanced panel using a Hausman test as suggested in
Chapter 9.  If ac, = aoi = 0 both estimators are consistent and the
one based on the unbalanced panel is efficient. Because both estima-
tors are inconsistent under the alternative the power of this test may
be limited however.
3. One can, similar to the Heckman [1979] procedure in the cross sec-
tional case, add one or more correction terms to the regression equa-
tion (10.5) using an estimated version of the response equation. If
ain = 0 and aa€ = 0 these correction terms should not be significant.
This approach requires numerical integration (over one dimension) in
order to compute the correction terms.
We will return to the three possibilities listed above in Sections 10.4, 10.5
and 10.6, respectively.
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10.4    Estimates of the consumption function
and the response process based on one
wave of the panel
A simple possibility suggested in the previous section is to start with ana-
lyzingjust one wave of the panel as a cross section in which lagged variables
are also observed, which is the subject of this section. The advantage of
analyzing one wave only is that the issue of selectivity for this case has been
widely discussed in the literature. The disadvantage is of course a loss in
efficiency and moreover the fact that one can no longer distinguish between
state dependence and unobserved heterogeneity.
The complete model based on one wave of the panel is given by
log Cit    =    Bo + zi:B + 2,0 + E; (10.10)
riA   =   70 + zit7 + 2,/1 + 6lri,1-1 + 62ai.1-1 + 17;t,    (10.11)
where 41 = ai + Eit and 11;t = <i + 'lit are normally distributed error terms
with mean zero, variances 02 and 1, respectively, and correlation coefficient
pcq.    If ri,1-1  were an exogenous variable  or  if a priori  61   =  0,  equations
(10.10) and (10.11) constitute the standard sample selection model of Heck-
man  [1976], also known  as  the  Type II Tobit Model of Amemiya  [1984].
However, if   96 0, ri,t-1 is correlated with VA and standard maximum
likelihood estimators based on one wave of the panel will be inconsistent
(cf. Heckman [198lb]). Therefore we distinguish two cases for the response
equation in this section:
•   I  We  include  ri,1-1 and assume that there  is no unobserved hetero-
geneity (cj = 0), which is required for consistency of the ML estima-
tor.
•   II We exclude ri,t- 1  from the response equation, which is valid if it is
known that there is no state dependence (61 = 0).
Note that similar problems do not arise with respect to ai,t-1 which is by
assumption exogenous.
Since many of the exogenous variables included in our specification do
not vary much over time for a given individual, the B parameters are in
general not very well identified. Therefore, we will present estimates 0(B+0
(which is relatively well identified and represents the effect of a permanent
change in the explanatory variables) and B (which describes the joint effect
of fi  on the taste shifter 7,t  and the A-function log Ai). Our first estimates
of  B+0  and 0 have been computed using OLS on the 1986 wave of the panel
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only and are reported in the first column of Table 10.3. Of course these
estimates are consistent if pc, = 0 only. The results suggest, for example,
that households with a head with a higher education consume more than
similar households with a lower educational level. The relation between log
household consumption and the age of the head of the household appears to
be quadratic with - all other variables being constant - parabolic with a top
at the age of 52, which seems to be fairly high. Each additional household
member has a positive effect on total consumption, the effect being largest
for an adult household member and smallest for a child between 6 and 12
years old.
To analyze the question of selectivity we use the response process given
by equation (10.11). If either 61 -O o r (implicitly) 4=O i s imposed
the parameters B and B can be consistently estimated without imposing
p„, = O for example by using the maximum likelihood estimator or using
the estimation procedure put forward by Heckman  [1976, 1979], which  is
computationally more attractive. Normality of the disturbances in (10.10)
and (10.11) is necessary for consistency of the maximum likelihood esti-
mator and sufficient for the Heckman [1979] estimator (cf. Olsen [1980]).
Therefore, we have tested the normality assumption in both equations by
means of a Lagrange Multiplier test using the residuals of the regression
equation (10.10) and the generalized residuals of the probit equation (see
Chesher and Irish  [1987]  for the latter). These tests, checking for skewness
and excess kurtosis  of the error distribution,   did not reject normality  in
both cases.
The ML estimation results for equation (10.10) in case I and II are given
in the second and third column of Table 10.3, respectively, those for the
probit equation (10.11) in the first and second column of Table 10.4, re-
spectively. Let us restrict attention to case I (no unobserved heterogeneity)
first.  As is apparent from Table 10.4 few variables have a significant impact
on the response behavior. The relationship between the response tendency
(the latent variable ri) and age appears to be quadratic with a top at 46
years, while the number of adult household members clearly has a negative
influence on the tendency to respond. The effect of education is positive,
though not significant. The two dummy variables appear to indicate clear
state dependence.  The sign of the coefficient of ri,t-1 implies that the re-
sponse probability increases because of state dependence if the household
responded in the previous period, which is not surprising as unobserved
heterogeneity is ruled out by assumption as the cause of the dependence on
response behavior in the previous period. The results for Case II (no state
dependence) are presented in the second column of Table 10.4. All param-
eter estimates are shifted somewhat, but the most remarkable difference is
the  estimate of 6, the effect of being asked  in the previous period, which
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OLS Simultaneous ML Simultaneous ML
[I: no unobserved [II: no state
heterogeneity] dependence]
0 + 0:
educ 0.13 (0.01) 0.12 (0.01) 0.12 (0.01)
age 4.38 (1.26) 3.22 (1.38) 2.49 (1.48)
age-sq. -3.46 (1.27) -2.33 (1.37) -1.62 (1.47)
nkidsO-5 0.16 (0.05) 0.16 (0.06) 0.15 (0.07)
nkids6-12 0.03 (0.04) 0.03 (0.04) 0.01 (0.05)
nkids13-18 0.13 (0.04) 0.13 (0.05) 0.13 (0.05)
nadults 0.38 (0.04) 0.41 (0.04) 0.43 (0.04)
0:
educ 0.06 (0.04) 0.07 (0.04) 0.07 (0.05)
age -26.80 (11.66) -32.37 (19.84) -36.64 (23.30)
age-sq. 24.91 (10.18) 29.03 (17.68) 32.14 (20.42)
nkidsO-5 0.24 (0.14) 0.19 (0.18) 0.13 (0.20)
nkids6-12 0.08 (0.13) 0.07 (0.19) 0.03 (0.20)
nkids13-18 -0.002 (0.13) -0.05 (0.22) -0.08 (0.24)
nadults 0.15 (0.13) 0.19 (0.18) 0.23 (0.18)
Auxiliary parameters:
intercept 12.44 (0.31) 12.83 (0.37) 13.10 (0.40)
5    0.38 (0.01) 0.42 (0.03) 0.49 (0.04)
*4     -    -0.59 (0.16) -0.80 (0.07)
Loglik. -642.96 -674.78
Number of observations: 366
Standard errors in parentheses
Table 10.3: Estimation results consumption function (1986 wave only)
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Simultaneous ML Simultaneous ML
[I: no unobserved [II: no state
heterogeneity] dependence]
7 + p:
educ 0.05 (0.03) 0.05   (0.03)
age 3.26 (3.00) 4.03 (2.84)
age-sq. -3.55 (2.92) -4.15 (2.77)
nkidsO-5 -0.07 (0.11) -0.08  (0.11)
nkids6-12 0.07 (0.08) 0.05 (0.09)
nkids13-18 0.07 (0.10) -0.004 (0.10)
nadults -0.20 (0.08) -0.23 (0.08)
/1:
educ -0.04 (0.11) -0.02 (0.11)
age -58.92 (51.42) -36.03 (47.22)
age-sq. -37.17 (40.56) -24.10  (37.14)
nkidsO-5 0.16 (0.33) 0.10  (0.34)
nkids6-12 -0.08 (0.30) -0.07 (0.33)
nkids13-18 0.12 (0.42) 0.26 (0.42)
nadults -0.41 (0.29) -0.25 (0.29)
6.
participated
last period? 0.99   (0.14)           -
asked to part.
last period? -0.52 (0.14) 0.22 (0.09)
Auxiliary parameters:
intercept -0.42 (0.86) -0.67  (0.81)
64    -0.59 (0.16) -0.80 (0.07)acq    -0.24 (0.08) -0.39 (0.07)
Loglikelihood -642.96 -674.78
Number of observations: 770
Standard errors in parentheses
Table 10.4: Estimation results response equation (1986 wave only)
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now has become significantly positive. Obviously, the effects of the two
(correlated) lagged dummies are now comprised into one, which compares
the probability of responding of a given individual when he cooperated in
the previous period and when he did not (for one reason or the other).
Both for case I and case II, the point estimates of pco are highly sig-
nificant according to standard t-test measures. The null hypothesis of no
selectivity bias will therefore be rejected when a Wald type of test (t-test)
is used. However, if we impose the restriction p,9 = 0 and compare the
restricted log likelihood maximum with the unrestricted one by means of a
likelihood ratio test, the test statistic takes the value of 3.88 for case I, which
is only slightly significant at a 5% level, and 5.92 for case II. Although the
Wald test and the Likelihood Ratio test are asymptotically equivalent, this
is not too surprising. It has been shown in the literature that the numerical
value of the Wald test statistic in small samples is highly dependent on the
algebraical formulation of the null hypothesis, see e.g. Gregory and Veal
[1985], Lafontaine and White [1986] and Phillips and Park [1988]. Refor-
mulating the restriction p.q = 0 as 44 = 0 reduces the value of the Wald
(t) test statistic from -3.76 to -2.98 for case I and from -11.04 to -5.88 for
case II, as shown in Table 10.4. In both cases, the null hypothesis still
has to be rejected. An informal comparison of the estimates for B t# and
0 with and without correcting for possible selectivity bias reveals that no
dramatic changes occur. Consequently, a Hausman test comparing the two
estimators is not likely to reject the null of no selectivity bias.
To conclude this section, note that the estimation results from a single
wave of the panel are intuitively plausible. The results seem to indicate
that the nonresponse occurring in the panel is related to the explanatory
variables   and, more importantly,   to the error   term   in the consumption
function and thus causes attrition bias although the estimated coeflicients
in the consumption function are not dramatically distorted. Note however
that all estimates which are presented in this section are inconsistent if
the response equation shows both state dependence and unobserved het-
erogeneity. Before we turn in Section 10.7 to estimation procedures that
are consistent whether or not both state dependence and heterogeneity oc-
cur and whether or not attrition bias is present in the standard estimators
we consider two other simple procedures to test the presence of attrition
bias: a Hausman test comparing random effects regression estimates of the
consumption function from the balanced and an unbalanced panel (Sec-
tion 10.5) and Heckman like correction terms included in the consumption
function based on the unbalanced panel (Section 10.6).
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10.5  A Hausman test on nonresponse bias
based on estimates from a balanced and
unbalanced panel
An alternative procedure to test for nonresponse bias is to compare esti-
mates of the consumption function (10.5) based on the balanced subpanel
of complete observations only, with estimates from the unbalanced panel
using a Hausman test. Because both estimators are consistent under Ho
and the one based on the unbalanced panel is efficient, significant differ-
ences between the estimates should be caused by a non-random response
problem if (10.5) is otherwise correctly specified. An elaborate analysis,
including a Monte Carlo study, of this Hausman test and of related tests
for selectivity is given in the previous chapter.
Random effects estimates of the parameters B+0 and B i n (10.5) based
on the balanced sub-panel  (of 113 households) are presented  in the first  col-
umn of Table 10.5. Although there is little time variation in the exogenous
variables, the 0 coefficients are surprisingly well identified. The estimates
of B+B differ, though not dramatically, from the results in the previous
section although the negative sign for the influence of the number of chil-
dren between 6 and 12 years old is counterintuitive and in conflict with the
earlier results. A notable fact is that the standard errors associated with
the B+ 0 parameters are larger if the balanced sub-panel of complete obser-
vations is analyzed than if the 1986 wave only is analyzed.  This is obviously
caused by the reduction in the number of observations (113 households in
the balanced subpanel and 366 in the 1986 wave) and by the fact that the
variation of the explanatory variables between different individuals (at the
same time) is probably larger than the variation over time (for the same
individuals).
Although in applied work attention is usually restricted to balanced
sub-panels, it is still rather straightforward to analyze unbalanced panels
as long as possible selectivity bias is ignored, i.e. as long as a„ = caf = 0
is assumed. The random effects estimator for the unbalanced case can
easily be obtained from OLS on the model in transformed data, just like in
the balanced case, but with transformations that depend on the number of
time series observations for each individual (see Chapter 8). The estimates
for the unbalanced case are presented in the second column of Table 10.5.
Note that the standard errors are substantially reduced if the incomplete
observations are also taken into account.
An informal comparison of the estimation results from the balanced
sub-panel and the unbalanced panel as performed, e.g., by Bj6rklund [1989]
suggests the presence of attrition bias because the point estimates in the
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Balanced sub-panel Unbalanced panel
0 + 0:
educ 0.16 (0.02) 0.13  (0.01)
age 10.16 (2.00) 5.57 (0.85)
age-sq. -9.21 (1.92) -5.09 (0.85)
nkidsO-5 0.22 (0.08) 0.14 (0.03)
nkids6-12 -0.08 (0.07) 0.08 (0.02)
nkids13-18 0.18 (0.09) 0.13 (0.03)
nadults 0.35 (0.06) 0.25 (0.02)
0:
educ 0.15 (0.03) 0.12 (0.02)
age 9.36 (4.18) -0.84 (2.92)
age-sq. -8.93 (3.51) -0.43 (2.45)
nkidsO-5 0.25 (0.11) 0.15 (0.06)
nkids6-12 -0.14 (0.10) 0.06 (0.05)
nkids13-18 0.31 (0.12) 0.18 (0.06)
nadults 0.42 (0.09) 0.24 (0.05)
Auxiliary parameters:
intercept 11.04 (0.52) 12.53  (0.20)
8£2                                                   0.04 Cn.c.)   0.04 (n.c.)
21                         0.10 Cn.c.)   0.10 (n.c.)
Number of individuals 113 644
Number of observations 339 1050
Standard errors in parentheses
Table 10.5: Estimation results consumption function without corrections
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first and second column appear to difTer substantially at first sight. Note,
for example, that the efTects of additional household members (both adults
and children) are all significantly positive if the unbalanced panel is used.
A formal Hausman test for selectivity bias yields the value 30.4 which is
significant from a X2 distribution with 15 degrees of freedom (the critical
value at a 5% level is 25.0 and 30.6 at a l% level). Of course, the
significance of the Hausman test could be due to misspecification instead
of attrition bias as well. Therefore, as suggested by Chamberlain [1984], we
tested the restrictions (10.5) imposes on the reduced form parameters 7rst
ln
log Cit = Tot + Zil irlt + Zi27T2t + Xi311 3: + Vit (10.12)
using a minimum distance technique without imposing the error compo-
nents structure,  i.e.   we  test  that  xm  =  Bo,  *t  =  B + 0/3  and  r,1   =  0/3
(s  96  t),  for  1  =  1,...,3.   The test statistic takes the value  of 57.9  if the
balanced panel is used and the value of 25.9 if the unbalanced panel is
used which are both insignificant from a X2 distribution with 51 degrees of
freedom.
10.6 Tests for attrition bias based on the ad-
dition of correction terms
In Sections 10.4 and 10.5 we tested the hypothesis of no nonresponse bias
using standard cross sectional procedures on a single wave of the panel
and using a (quasi) Hausman test on the difference of parameter estimates
from a balanced and unbalanced panel. In this section we will consider
the third possibility to test for attrition bias referred to in Section 10.2,
viz. the addition of Heckman [1979] like correction terms to the consump-
tion function in the unbalanced panel. Application of Heckman's two step
estimation method in the panel data case is in principle a straightfor-
ward extension of the cross sectional case. As shown earlier, the expec-
tations of the error terms ai and Eit conditional on the response indica-
tor vector ri = (ril, ···riT)' can be written as E{ai I ri} = oa<Ati and
E{kit I ri} = (rE"A2it, with
1        T
-         E ai, E{€i + 'lis  I ri} (10.13)
cr&  --  Ti cr    , = 1
and
1[       4 6A2,1 = -:  1 E{6 + Vii I ri} -
,   ai,E{6 + vi, 1 ri}   ,  (10.14)"6 L a 2 +  ia  
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where i  =  ZI= lai,  is the number of periods individual  i is asked to
cooperate. The conditional expectation E{6 + 7/it 1 ri} is given by
foo
E{6 + Vit Iri}= /   [6 + E{'lit Iri,6}] f(6 I ri)016 (10.15)
J -00
where
1       9 (»)
(10.16)E{llit I ri,6} = (2rit - 1)
af  *   (2rit  - 1) &1-*61V,  /
and
a
Ill, 0 ((2,1.- 1)Bicitil)  '. tp((,/9()
f(6 IT')= fl-1 1111 0  (2ri, - 1)Biacti a- *90(6/06)01<
(10.17)
with Bit the deterministic part of the probit equation, i.e.
Bit = 70 + xii7 + 2,B + zi,6. (10.18)
Once the parameters in Ali and A2it have been estimated, estimated cor-
rection terms can be added to (10.5) and a test for the significance of these
terms is a tests for nonresponse bias. Note however that both maximum
likelihood estimation of the parameters in the response equation and the
evaluation of the conditional expectations in the correction terms in (10.13)
and (10.14) require numerical integration, which makes this two step pro-
cedure much less attractive than in the cross sectional case.
Because in our application the initial conditions concerning rit are truly
exogenous we can set rio = 0 (as well as aio = 0). Consequently, the ML
estimator in the probit equation is consistent and asymptotically efficient
(cf. Heckman [1978, 198lb]). The estimation results for the multivariate
probit model based on all three waves of the panel are given in the first
column of Table 10.6. Similar results based on the third wave only have
been presented in Table 10.4. The results confirm that the age of the head
of the household and the number of adults in the household are important
determinants of the response probabilities. The response tendency appears
to be largest at the age of 59. The unobserved heterogeneity parameter is
significant and accounts for 41 % of the error variance but there is little
indication of state dependence conditional on participation in the previous
period. Clearly, the important and strongly simplifying assumption 81 = 0
made in Section 10.3, can not be rejected.  Also note that if this assumption
is imposed a priori, as in case II of Section 10.3, the results from the 1986
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probit ML feasible GLS
7 + P: 0 +0:
educ 0.02 (0.02) 0.13 (0.01)
age 6.56 (1.84) 5.57 (0.93)
age-sq. -5.57 (1.88) -5.10 (0.92)
nkidsO-5 -0.03 (0.06) 0.14 (0.03)
nkids6-12 -0.04 (0.05) 0.08 (0.02)
nkids13-18 -0.09 (0.07) 0.13 (0.03)
nadults -0.19 (0.05) 0.25 (0.02)
P:               0:
educ -0.04 (0.06) 0.13 (0.02)
age 4.36 (9.87) -0.98 (3.18)
age-sq. -4.84 (8.38) -0.36 (2.55)
nkidsO-5 0.14 (0.18) 0.15  (0.06)
nkids6-12 -0.03 (0.17) 0.06 (0.05)
nkids13-18 0.05 (0.20) 0.18 (0.06)
nadults -0.02 (0.14) 0.24 (0.05)
6:
ri,1-1 0.22 (0.19)
ai,t-1 -0.44   (0.13)
Auxiliary parameters:
intercept -1.32 (0.43) 12.52 (0.25)
82                         0.41   (0.10)
Bo<                                         0.02  (0.03)
84             -0.01 (0.06)
Number of individuals 1125 644
Number of observations 2163 1050
Loglikelihood: -1391.16
Standard errors in parentheses (for feasible GLS only valid under
(44  =  cof  =  0).
Table 10.6: Estimation results response equation and consumption function
correcting for selectivity (unbalanced panel 1984-86)
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wave only provide consistent estimates of all parameters needed to compute
the Heckman type correction terms, except for the parameter a42. This pa-
rameter can be estimated through one dimensional numerical optimization
of the likelihood only over 4 with the values of the other parameters re-
placed by the consistent estimates from Section 10.3, which is of course
computationally more attractive than maximum likelihood.
If we substitute the maximum likelihood estimates reported in Table
10.6 in (10.13) and (10.14) the estimated values for Aii and A2it can be
used as additional regressors in (10.5). To obtain consistent estimators
with valid standard errors under the null hypothesis (acq = aaE = 0) it is
most convenient to use a feasible generalized least squares procedure with
an estimate of the variance covariance matrix under the null. Note that
the error term in the equation with the correction terms included no longer
has an error components structure if the null hypothesis does not hold.
The results from the feasible GLS procedure, which are reported in the
second column of Table 10.6, can be used to test for attrition bias using a
straightforward F-test or Wald test on the significance of the two correction
terms, which yields the insignificant value of 1.11 for the latter. Clearly,
the assumption of no nonresponse bias is not rejected by the GLS results
presented in Table 10.6.
10.7 Maximum likelihood estimates based on
the complete model
Efficient estimates of all parameters in the model can be obtained using the
maximum likelihood method. Because numerical integration is required in
one or two dimensions for every individual in the sample at each iteration
of a high dimensional numerical optimization problem (see Ridder [1990])
this is, though feasible, not computationally attractive. The results for the
maximum likelihood estimator, which required a few dozen iterations from
consistent starting values, are given in Table 10.7. These results do not seem
to differ very much from the results from the Generalized Least Squares
estimates corrected for potential attrition bias presented in the previous
section. Although some of the earlier results, especially those in Section
10.5, suggested otherwise, the two parameters which model the potential
attrition  bias,  a ,   and  aof,  are  both highly insignificant. A likelihood
ratio test on the joint significance of ag, and Gat' yields the value of 0.46.
If we compare the maximum likelihood estimates from the first column
of Table 10.7 with the random effects estimates without corrections for
selectivity bias from Table 10.5 the results seem to be fairly similar which
180 CHAPTER 10.  A LIFE CYCLE CONSUMPTION FUNCTION
is of course not surprising given the insignificance of the covariances between
the two error terms (ac4 and CTo, · Because of the computational burden
the ML estimator is not recommended for use in applied work. An efficient
estimator which is simpler to compute is the linearized ML or two step
estimator which requires one iteration in the ML procedure from an initial
v/N consistent estimator only.
Because the estimated equation is a reduced form of the consumption
function we cannot distinguish the effects of the average xii-values on the
taste shifters 74t and the constant A effect (log AJ, unless prior restrictions
are made on 0 and/or 0 in (10.3) and (10.4). According to the results
in Table 10.7 temporary changes in the taste parameters 7it are of minor
importance, because the 8 effect is usually dominant over the B+8 effect.
For example, average education in the three years under consideration has
an important efrect on consumption while a change in the level of education
from one year to the other has a very small influence. For the age variables
the opposite seems to be the case: the changes in age and age squared
are rather important, the levels of age and age squared are not. Because
age changes are basically time trends their significance can be explained by
inequality of the interest rate and the rate of time preference. As discussed
in MaCurdy [1981], this may lead to a time trend in (10.5).
If we look at the results in Table 10.7, all variables have the expected
signs and the ordering of the effect of the number of children or adults
is plausible. Because after all attrition bias is not very important in this
application it is not surprising that the final results are close to those ob-
tained using the standard random effects estimator on the unbalanced panel
(Table 10.5, column 2) or even using OLS on one wave of the panel only
(Table 10.3) although the latter estimates are of course rather inefficient.
However, the estimates which would typically be reported in applied work
according to current practice, the random effects estimates based on the
balanced panel (Table 10.5, column 1), are not only inefficient compared
to the estimates in Tables 10.5 (column 2) and 10.7 but moreover have a
priori implausible signs.
10.8 Concluding remarks
In this chapter we analyzed the nonresponse bias in estimates of a life cycle
consumption model using a Dutch consumer panel. Although it is possible
to compute fully eflicient estimates of the parameters in the model that
we considered, this is computationally demanding. Tests of the importance
of the nonresponse problem are fortunately possible using relatively simple
procedures. In the current application these tests suggested that there
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response equation consumption function
7 + M: B + 0.
educ 0.02 (0.02) 0.13  (0.01)
age 6.54 (1.90) 5.37 (0.93)
age-sq. -5.55 (1.93) -4.87 (0.93)
nkidsO-5 -0.03 (0.07) 0.15 (0.03)
nkids6-12 -0.04 (0.06) 0.09  (0.03)
nkids13-18 -0.09 (0.07) 0.12  (0.04)
nadults -0.19 (0.05) 0.26 (0.02)
5                   0:
educ -0.04 (0.07) 0.12 (0.02)
age 4.29 (10.95) -1.28  (2.79)
age-sq. -4.87 (9.68) -0.03 (2.52)
nkidsO-5 0.14 (0.19) 0.19 (0.05)
nkids6-12 -0.03 (0.17) 0.08 (0.08)
nkids13-18 0.05 (0.20) 0.17  (0.10)




Intercepts and error (co)variances:
intercept -1.31 (0.44) 12.55   (0.25)
8                         0.41   (0.10)
87               0.038 (0.003)
al               0.098 (0.007)aa€            0.008 (0.030)
84            -0.017 (0.063)
Number of individuals 644
Number of observations 2163
Loglikelihood: -1672.94
Standard errors in parentheses
Table 10.7: Maximum likelihood estimation results response equation and
consumption function correcting for selectivity (unbalanced panel 1984-86)
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might be an attrition problem but the evidence was not decisive: the tests
based on a single wave of the panel only suggested some attrition bias,
but their numerical value depends strongly on the precise way in which
the test is carried out. Moreover these tests are invalid if the response
mechanism shows both state dependence and unobserved heterogeneity.
The Hausman test on the difference between estimates of the consumption
function of the balanced and unbalanced panel is almost significant at the  1
% level. However, addition of Heckman [1979] type correction terms to the
consumption function does not show any sign of attrition bias. The final
eflicient estimates show that there is no nonresponse bias in the present
application.  As a side product our results indicate how the efficiency of
estimates is affected if one uses either one wave of the panel, a balanced
sub-panel, or the unbalanced panel to obtain parameters estimates. Only
the standard errors of the latter ones are close to the eflcient estimates
obtained from the simultaneous maximum likelihood method incorporating
possible selectivity of Section 10.7.
Unfortunately, our analysis does not provide a once and for all clear cut
answer to the question how nonresponse in panel data should be handled.
Based on the experience above, we recommend the use of simple procedures
to test for attrition bias before one turns to computationally demanding
estimation methods for the general model. Moreover the resulls show that
it is worthwhile to use information from individuals that are not observed
in all periods as well, which is not common practice. Of course, this is
computationally slightly more demanding than an analysis of the balanced
panel, but the extensions are straightforward and do not require numerical
integration or other computer time consuming operations.
Chapter  11
Summary and conclusions
The availability of panel data not only offers a variety of new possibilities
for researchers, it also raises new problems and questions. Two important
aspects are highlighted in this study. The first one concerns the relative
pros and cons of panel data in comparison with alternative data sources
(like repeated cross sections).  When the parameters of interest can be
identified from several data sources, the choice of the desired data source
can be based upon efficiency arguments. This was the subject of part I of
this study.
A second problem concerns missing observations and nonresponse. An
important drawback of panel data is that nonresponse is usually more se-
vere than in comparable cross sectional data sets. An important reason for
this is that a higher burden is put on the respondents and that attrition can
increase with each new wave of the panel. Concentrating the analysis only
on those cross-sectional units (individuals, households or firms) for which a
complete time series is available, may imply a substantial loss of informa-
tion. More importantly, if the probability of response is not independent of
the endogenous variable(s), inferences may be seriously biased. Since the
late 19709 much attention has been paid to this type of selectivity prob-
lerns in cross sections. Only a few authors have discussed the problem of
selectivity in the context of repeated observations. This has been analyzed
in part II of this study.
1 1.1 The design of panel surveys
Part I of this study consists of Chapters 2,3,4 and 5. Chapter 2 surveys
the pros and cons of panel data (compared to cross sections). In particular,
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attention is paid to the fact that the availability of panel data may ease
the identification of parameters (for example, in models with measurement
errors), and may reduce biases due to an incomplete specification of the
model. By means of defining cohorts, groups of individuals sharing some
common characteristics, these advantages can also be attained from a data
set with repeated cross sectional data if one is willing to make some addi-
tional assumptions. In addition, it is shown in this chapter that depending
on the parameter of interest estimators from panel data may be more or
less efficient than those from repeated cross sections with the same number
of observations per period.
This latter point is analyzed in more depth in Chapter 3. Suppose one
has a budget available to collect micro-economic data over a number of
periods. In Chapter 3 we analyze how to spend this money efficiently if the
aim is, for example, to monitor average expenditures on some consumption
categories by either interviewing the same individuals in several periods
or interviewing different individuals in different periods or a combination
of these two approaches. The first approach results in a panel data set,
the second yields a series of (independent) cross sections, while the last-
mentioned approach results in a data set with a so-called split panel design.
We analyze how one should choose the fraction of the budget spent on
collecting panel data such that the resulting estimators are as efficient as
possible. This is done in the context of a static random effects model with
individual effects only. The optimal choice not only depends crucially on the
parameter of interest but also on the relative sample sizes, or - if the sample
still has to be drawn - on the relative costs. For likely cost structures, a
panel data set  will be  the best choice if one is interested in changes between
different periods and a series of cross sections if one is interested in averages
over a number of periods. A split panel design is usually optimal if interest
lies in levels in particular periods.  When one concentrates on the efTects
of exogenous variables only, the conditions under which a panel data set is
optimal are weaker.
An  alternative way to partially replace the sample  in each period,  is
the use of a so-called rotating panel design (or rolling panel design).  In a
rotating design a fixed proportion of the cross sectional units is replaced
in each period, where those units are replaced first that have been par-
ticipating the longest. The analysis of the efficiency of estimators from
a rotating panel is more complicated than from a split panel because the
dependence between observations over time is, though clearly structured,
rather difficult to handle. In Chapter 4 results from spectral theory are
used to derive manageable expressions for the variance of the best linear
unbiased estimator for the period means for any speed of rotation (replace-
ment percentage). Using these expressions the question is analyzed which
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rotation speed minimizes the variance of the best linear unbiased estimator
of some specific combination or of any linear combination of the periods
means. The results show that in most cases either the highest rotation
speed (resulting in a series of cross sections) or the lowest rotation speed is
optimal. Since we assumed that a large number of time series observations
is available, this latter rotation speed can not equal zero, i.e. a genuine
panel data set violates our assumptions. Because the derivation of the vari-
ances is rather complicated, attention is restricted to the relatively simple
analysis of variance model in which the number of time series observations
is large. This latter assumption complicates comparison of the results of
Chapters 3 and 4.
One of the more important advantages of panel data is the possibility
to include so-called fixed effects in the model, i.e. unobserved determinants
fixed across units or over time that may be correlated with the observed
determinants that are included in the model. If a genuine panel data set
is not available but repeated cross sections are, it is possible (under some
additional assumptions) to identify the slope parameters in a fixed effects
model by aggregating the individual observations into cohorts. These co-
horts are groups with fixed membership, consisting of individuals sharing
some common characteristics, like age or education. The cohort aggregates
can be treated as error-ridden measurements of the true population cohort
means. In Chapter 5 we analyze the conditions under which the resulting
pseudo panel of cohort data can be treated as a genuine panel data set, i.e.
the conditions under which the errors-in-variables problem can be ignored.
It appears that in most cases cohort data can not be treated as genuine
panel data unless the number of observations in each cohort is large, or if
the correlation between the individual efTects and the explanatory variables
is small. In addition, a class of estimators is introduced, characterized by
the elimation of a fraction of the measurement error variance in the rele-
vant moment matrices. Within this class attention is paid to the estimator
which minimizes the mean squared error. The results suggest that it is
optimal to eliminate only a fraction of the measurement error variance. In
particular, it appears that the errors-in-variables estimator suggested by
Deaton [1985] is inconsistent for a fixed number of time periods, while an
adjusted estimator can easily be derived and has, in addition, a smaller
variance.
Attention in Chapter 5 is restricted to the linear model with strictly
exogenous variables. It is possible to relax this assumption and to analyze
the estimation from cohort data in models containing explanatory variables
that are not strictly exogenous, for example, lagged dependent variables.
In that case instrumental variables estimators are required that correct for
the errors-in-variables problem. This can conveniently be put into a GMM
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framework where the moment restrictions are appropriately adjusted (cf.
Collado [1991]).
11.2 The treatment of missing observations
Part II of this study, consisting of Chapters 6, 7, 8, 9 and 10, analyzes
the problems due to missing observations and nonresponse in panels and
presents some solutions. Chapter 6 contains a brief introduction to the
problem of nonresponse in panel data and introduces some terminology.  Of
course, the incompleteness of the data implies that less information is avail-
able than in the case where no observations would be missing. In addition,
it raises the question whether or not it is «valid" to ignore the process that
causes the missing data and to treat the available observations as a random
sample from the population. In Chapter 7 we formalize this notion of «va-
lidity" in terms of consistency and efficiency of the standard estimators for
the problem under consideration. In general, a selection or missing data
mechanism is called «ignorable" if the consistency (or efficiency) of the es-
timators is not affected by ignoring the selection mechanism. An important
conclusion in this chapter is that ignorability of the selection mechanism
depends heavily on the parameters of interest. Consequently, conditions
are derived under which a selection mechanism is ignorable for any param-
eter of interest and for a specific parameter of interest. In addition, we
distinguish cases where ignorability refers to consistency only and where
both consistency and efficiency are involved. The latter case, referred to as
strongly ignorable, implies that the selection mechanism does not contain
any information on the parameters of interest. Some extensions for the case
of panel data are also presented.
Given an incomplete panel, there are several ways of handling the miss-
ing data problem.  For a large part, Chapter 8 contains a survey of the
methods available in the literature to analyze incomplete panel data. Be-
cause the severity of the selection problem depends on the parameters of
interest and thus on the model of interest, we concentrate on model-based
procedures. In applied work attention is often restricted to those units in
the panel for which a complete time series is available. If the response
mechanism is ignorable it is relatively simple to adjust the usual panel data
estimators to use the incompletely observed units as well.  When the re-
sponse mechanism is not ignorable, some alternative assumptions on the
response process have to be made in order to identify the parameters of
interest. A quite common assumption is that response can be explained by
a multivariate probit model. Under this assumption, the maximum likeli-
hood estimator for the random effects regression model is feasible, though
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not computationally attractive. In the fixed efTects regression model how-
ever, the maximum likelihood estimator is not consistent for a finite number
of time periods due to the incidental parameters problem. In Chapter 8 an
alternative marginal maximum likelihood estimator is proposed which does
not suffer from this inconsistency. This estimator can be generalized in a
number of ways. First, the normality assumption of the individual effects
in the probit model can be replaced by any other distributional assumption.
More general autocorrelation patterns can also be allowed. Additionally,
the strict exogeneity assumption in the fixed effects model can be relaxed,
while, finally, state depencence and unobserved heterogeneity may be in-
troduced in the response process, as long as the initial conditions problem
is properly taken into account.
Given the computational complexity of the estimators if the response
mechanism is not ignorable, it will be worthwhile to have some tests that
can be used to assess whether the response mechanism is ignorable or not.
One approach for this is to specify the missing data mechanism explicitly
and derive the Lagrange Multiplier test. However, this is still computation-
ally demanding since, for example, multivariate probit models have to be
estimated. In Chapter 9 we propose the use of simple tests to check for the
presence of selection bias without the necessity of having to estimate the
full model or to specify a response equation. A consequential advantage
of these tests is that they can be performed in a simple way in cases with
wave nonresponse, where all observations on the variables in the model are
missing for some individuals in some periods, as well as item nonresponse,
where only information on the endogenous variable is missing. The tests
proposed in this chapter are either (quasi) Hausman tests or variable ad-
dition tests. A Monte Carlo study is used to obtain some idea about the
power of these tests. Although the proposed tests have poor power proper-
ties in some cases, it appears that may be a good instrument for checking
the importance of the selectivity problem. Although attention in Chap-
ter 9 was restricted to the linear regression model, several of the tests can
straightforwardly be generalized to nonlinear models.
Finally, Chapter 10 presents an empirical illustration of results of the
previous chapters. Using Dutch panel data we specify a consumption func-
tion based on life cycle theory and estimate the model in a variety of ways,
both with and without adjusting for selective nonresponse. In particu-
lar,  attention  is  paid  to the differences in identification, consistency  and
efficiency between inferences from a single wave of the panel, a balanced
sub-panel and an unbalanced panel. In the response process we distinguish
unobserved heterogeneity and state dependence. Although it is found that
the nonreponse problem leads to some biases these are very small in this
example. Based on our experiences in this chapter we recommend the use
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of simple procedures to test for selectivity bias before one turns to compu-
tationally demanding estimation methods for the general model. Moreover,
the results show that it is worthwhile to use information from individuals
that are not observed in all periods as well, which is not common practice.
This is computationally only slightly more demanding than an analysis of
the balanced sub-panel.
Throughout this study attention was restricted to cases where the model
of interest is static, i.e.  does not contain lagged endogenous variables.
Although the analysis of dynamic models may be just an alternative para-
metrization of the joint distribution of the endogenous variables in periods
1 to T, it changes the parameters of interest and therefore much of the
results in the previous chapters may be affected. Therefore, it is certainly
worthwhile to analyze to what extent the results above can be generalized
to dynamic models. This, among other things, will be a subject for future
research.
Appendix A
The T M test statistic of
Chapter 3
The Lagrange Multiplier test against first order autocorrelation in the Eit
in (3.1) is a test against the alternative
Yit         Mt + 01 + Uit (A.1)
uit 7ui,t-1 + Eit (A.2)
where
1          7      72     ."     7T- 1
V{47'ai + U.} =f) =9 2 7 1 7-
:
+ a LTLT:  (A.3)
7
Tr-1  ... 72  7   1
The null hypothesis is Ho :7=0 and the loglikelihood is given by
N                                                N                                 N
L=  L,= constant -   E log 1 0 1-  Z(yi - B)'0-1(yi - p).  (A.4)
i=1 :=1 :=1
Let  W'  =  (01, 02, 03)  =  (a/, a',7), then
aL,  =_lf· '8awe,aloginl     i J.J.aw"
80k        2 ft; fs; al k     Owl,     - 5 1 :;  1 3 k(Vit - Mt)(Vi, - B,),
(A.5)
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where wt,  and  wt,  are  the (1, s»lements of Q  and 0-1, respectively.
Using
a log 1  91  = wt,
Owt.
and
an-1 - _Q-lan 0-1
8 k atbk '
we can write
aL, 1   COR     \ 1 an
34k  --2 tr t302 -ly' + 2(yi - p),0-13 ;IR-1(yi - p),      (A.6)
which is straightforward to compute under the null. Since the Fisher in-
formation matrix is block-diagonal with respect   to  4   and  B,   the  LM   test
statistic for 7-0 can be written as (see, e.g. Engle [1984])
-1
CLM = (<t afl  (<t BL, BL, j     (<1 ffij (A.7)
\« 80' 11   '5; 80 00, j      R 00 /1 '
to be evaluated under Ho. Consequently, CLM can be calculated as N
times the non-centered R' of a regression of iN on BLi/Oti  (k =  1,2,3).
As is well known, under the null hypothesis ELM converges in distribution
to a central x2 distribution with one degree of freedom.  The test against
autocorrelation in (3.2) can be derived along similar lines.
Appendix B
Some technical details on
Chapter 4
In this Appendix we will derive the expression for A given in (4.3) and
prove the results in (4.4), (4.6), (4.11), (4.27).
Proof of (4.3)
In order to derive (4.3) we split the individuals in the data set into r inde-
pendent subsamples, each of which containing a time series of independent
small panels.  If r = 2, for example, a first subsample consists of units in-
cluded in the first wave only, of those included in the second and the third
wave, of those in the fourth and fifth wave, etc., while the second subsample
consists of units observed in even periods and in the preceding period.  The
ordinary least squares estimator is the best linear unbiased estimator Aj of
B in the jth subsample (j = 1,...,r). Ifwe define a k x k matrix Ok by
fik =  Ik -1. (ritkil, (B.1)
where 4 is the k dimensional identity matrix and Lk is a k dimensional
vector of ones, it can be easily verified that
TV{Aj} = -'Pj, (B.2)
nr
where *j  is a block diagonal matrix with upper left block Qj, subsequently
ICT _  j)/1 blocks equal to Qr (where [z] denotes the integer part of z) and
finally a lower right block QT-j-[(T-j)/r], and where nr/r is the number of
observations per period in each subsample.
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Since the Bj are independent the BLUE of B using all subsamples is
/r:.rA
-1
A = I L  J l  Wjl j (B.3)
\j=1 /   j=l
and the variance of this estimator is
1 -1
V{B}= ay*, where *= .22 <1   *21  (B.4)nr                    i r.    1  1
\ 3=1    /
Using the fact that
Qi- 1   -  07 2    Ik  -             91           tkil
 (B.5)01 + kal   )
it is easy to check that the elements of A = *-1 satisfy equation (4.3).
Proof of (4.4)
Now, we want to prove (4.4) which states that
lim  A = lim (€'A-1( _ (,EAR<)= 0 (B.6)
S,T-90 S,T,-00
if <j  =  0  for  I  j  I>J  for  some  finite  J.
First define EMA and EAR as in Section 4.2. Apart from the (r - 1) x
(r - 1) upper left and lower right corners, A equals EAR. Moreover, as
stated  in  the  main text, Shaman [1975] shows  that  EMA , apart  from  the
(r -  1)  x  (r - 1) upper  left and lower right corners, is equal to (EAR -1
Define the symmetric (T+S+1) x (T+S+1) matrix W as W = A-(EAR -1
From the results above it is obvious that only the (r - 1) x (r - 1) upper left
and lower right corners of W contain non-zero elements. Since (EAR)-1 is
positive definite and W is symmetric there exists a nonsingular matrix Q
such that
Q'(EAR)-1 Q = I (B.7)
Q'WQ =D= Diag{Aj} (B.8)
with D a diagonal matrix containing the eigenvalues Aj of EAR W and Q
the eigenvectors of EARW (see, e.g., Gantmacher [1959, p.  310 ff.]). Using
(B.7) and (B.8) it is easily verified that
S
A = 4'A-1€ - 4'EARE = _ r 62 31- with 6 = Q,6 (B.9)AL-'   3 1+A j
]=-T
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If the eigenvalues of EARW associated with the zero eigenvalues are in-
cluded in a matrix Ql and the remaining 2r - 2 eigenvectors in a matrix
Q2, it is evident that Qs(EAR)-1Ql =0 and that the first and last r-1
rows of Qi consist of zero elements only. From (B.9) then follows that
lim  A=O i f    lim  Q =O, (B.10)S,T-00 S,T- 00
that is, A approaches zero if the first and last r elements of EAR€ ap-
proach zero. Since 6 = 0,   I j l> J and EAR is a covariance matrix of a
(stationary) autoregressive process, this condition is satisfied.
Proof of (4.6)
We start with A 0 0. First note that, by using (4.3),
r-1
127rf(A) =  E  aljle-,Aj =             x
j=-r+1 1 + (r - 1)p
r-1




E kei(r-k)X = eirA Z k (e-ix)k
k=1 k=1
- eirx  e-ix _ e-irx
_
(r - l)e-irA  1 (B.12)
(1 -e-ix)2 1 - e-ix   j ·
Using the analogue expression for E -11 ke-,(r-k)A and substituting eiAk .
cos(Ak) + i sin(Ak),  it is straightforward to check that
27rf(A) = <1-pt pr-
1                                           p l- cos(Ar)  (B.13)1 + (r-1)p C r    1 - cos A   j
Secondly, we consider A = 0. Since cos(kA) = 1,
r-1 r-1
  k cos(kA) =E k= r(r - 1)/2
k-1 k=1
proves the second equality in (4.6).
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Proof of (4.11)
First note that (4.8) can be rewritten as
3
9(A) = 32(wo +2 E wke,Ak), (B.14)
k=1
where 32(z) denotes the real part of z. With
3




fr(Z) =  1   F  aijiz-j,
2,r . -
3=-r+1
the integral in (4.10) can be written as
r            / r
9(A)f'71(A)dA = 32
9(eix)/-1 (eix)dA J-% \ -T
dz\
= 32 (  9(z)/71(z).7 1, (B.15)
where 7 is the unit circle with positive orientation. With h(z) = 27rzr- 1
fr(Z),it follows that
1  fr C  . f zr-29(z)  \
-  /     9(A) f-1 (A) = 92 <-1
/ dz 1. (B.16)
2,r  J -, J,   h(z)
Note that zr-ig(z) is a polynomial of degree J+r-2 and h(z) is a polyno-
mial of degree 2r - 2 with r-1 roots outside the unit circle and r-1 roots
within the unit circle. The latter roots are denoted by zj  (j = 1,..., r - 1).
We assume that the equation h(z) = 0 has no multiple roots. (This assump-
tion is of no importance since the multiple roots case can be treated as a
limit of the no multiple roots case.) Application of the Residue Theorem
(see, e.g., Holland [1980, p. 160]) yields
(r-1
-1   /  9(A)fr-1(A)dA = R   E Res[Zr-2 (z)] 1 (B.17)Air,  J -,
('=iz=z   h(z)     '
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where Re&=4 denotes the residue at zj.  In the no multiple roots case, the
zj's are all single poles and we have
Res[zr-29(z)] = lim f (7- z.\Zr-29(Z)1 - Z;-29(Zj) (B.18)Z=Z· h(z) Z-Zi 2 <-        "     h(z)     f  -      h'(zj)
Thus, we finally obtain from (4.10)





First, we prove that the lower right elements of (EMA -1 equal the lower
right elements of B.  It is readily verified that EMA =  CC' and B =
CT2 DD' with /:\
C= (B.20)
4  60  1 81
\      1/
and /\
0
D =                                                     (B.21)
···   01   00
 '2   '1   0  
A sufficient condition for (EMA)-18 =I i s then that CD = I. Elaboration
of this equality yields exactly the same conditions as 0(L)0(L) = 1. To
prove (4.27) use
A-1 = (EMA   p)-1 = B(I + PB)-1, (B.22)
where
r = < :   't, ) ,
and standard results on partitioned matrices yield the expression within
curved brackets in the right-hand side of (4.27).
Appendix C
Some technical details on
Chapter 5
In this appendix we sketch the derivation of (5.14), (5.32) and (5.21). Using
(5.13) we can write for the observed cohort means (in an obvious notation)
Ect  -  ft  + 71 Z-ct  +  uct  -  Ft  + 7: Z;  + U-e&  =  x t  + i);t (C.1)
where
z; = E{zi I i is a member of cohort c} (C.2)
and
01 = Uct + 71(Ect - z:). (C.3)
Furthermore, it follows from Assumption 5.3 for the aggregated individual
effects Oct that
8-ct = A (211 + 26  ··· + 25) + 6:,                    (C.4)
where 2&, is the average x-value in period s of all individuals observed in
period t in cohort c. Notice that 2 , is also an error-ridden measurement
of z&„ with the same properties as Ect except that it is not observed.  To
be able to derive the probability limit of  (0) we need expressions for the
following probability limits.
plim i*' f;  (,·' - ,·)' (C.5)C-'00 c=1 t=1
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and
plim 29; E E(ict -  c)(#c: - dc). (C.6)C.I.00 c=lt=l
For the evaluation of (C.5) we use that
E f _L f· f'(*" - *42}  =1 CT 4-, Z-,C     c=lt=l
f f; (.1 - ;f: ..) 't t.f 6 - f f   7.) , ( t f zi, 1s=l t=1 \ c=l  )
t ZEE,[(ve,- E,u),1 ((.7)c=lt=l l 3=1
+ T.21:;E,i-  f V{zil i in cohort c},
i=1 C=1
where V{zi li in cohort c} is the variance of zi within cohort c. Because
the total variance of z equals unity, increasing the number of cohorts implies
that the distribution  of z;  more  and more resembles the distribution  of zi.
Thus, the variance of z between the C cohorts satisfies
C
lim  1 T  z.2 = l (C.8)C-00 C 4-  CC=1
while
C
lim    I V{z, l i i n cohort c} =1-  lim  -1- 'r z:2 =0.(C.9)C=00 C-00 C Lic=1 C=1
Using these equalities one can easily derive that
 lim i i:    (fei - 2c)2 = wl + 1-ne-10: = wl + Tw, (c.10)-00
C=lt=l
For the derivation of (C.6) we use that Assumptions 5.4 and 5.5 imply
0!fit,E CT     (=:.-x:.)(26.-=:i) =PW2, j 48.  (C.11)
c=lt=1
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Now straightforward algebra shows that
C T
plim 71 E Z(2" - 2c)(ect - #c) = A[T-1 + Tp]TW2. (C.12)
C-+00 6 1 C=1 t=1
Now, using the fact that
T C
a =  plim    Z Z(20: - z:t)(9Ct - 71) =
CT- 00 U t=1 c=1
=w2B + A W27 (C.13)1 + (T - 1)pT
(5.32) and, for 0 = 0, (5.14), c-an be proved easily.
To derive the variance of B(0) we have to elaborate (5.20). Under the
normality assumption oficl,Oct  and ict the required fourth order moments
can be written as functions of second order moments. In particular,
t
V* = V  - 2ct - fc)(#ct - #c + Ect - Ec)   =
C T
iA' Z  Z  IE{2"id.} (E{#c,6.} + E{ge,&-4}) +
c,d=l s,t=l
+E{Sctddi}E{Ed,Oct  , (C.14)
where 2ct = 2ct - 2c and analogously for the other variables. Using
straightforward algebra one can derive the following equalities.
T -1 [(4nj-1 + A,[T-1 + Tp]w2] ifs=:,d =C
E{Oct#d,}= - [(01ni-1+A2[T-1+Tp]w,] if s#t,d=c
0 elsewhere,
and,
T.Fix[T- 1 + Tp]W2 ifs=t,d=c
E{2ct -di = - A[T-1+7-p]W' if sti,d=c
0 elsewhere.
Using these equalities the variance V' as given in (5.39) is readily obtained.
Using (5.14) one can derive (5.21).
Appendix D
Some technical details on
Chapter 9
The derivation of (9.20) and (9.21)
From (9.19) it is readily verified that
{ ' j -«l'l  I    QC"I    I       (I).1)0
,         f  / 01 0 aaft,    \ \
61 + 0 / 91+0(2le  )
which yields
ac- C       4E{Ei | Eit + gi} = -L L I I- 11' |  (it + 11, , (D.2)
0:  \      Tof ta:    11
and proves (9.20) and (9.22) if we use the definition of 4: and take expec-
tations conditional upon ril,    ' r,T. It also follows that
0.£ ,C, 4     '1,1 (6, + m), (D.3)
E{ad 1 61 +1/i} = -&1  (1 - 1,4 + 4   )
which proves (9.21) after taking conditional expectations upon rmr-.LT·
Moreover, since E{ki I ri} is fixed over time and since (dropping the
43*8 terms for notational convenience)
r p( 59»)
E{ lit  1 ri} = j  *(iuflh) f(61 ri)016    if rit  = 1 (D.4)
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where F and * are the standard normal density and distribution function,
respectively, and f(6 I ri) is the conditional density of 6, given selection
(see Ridder [1990]), it is evident that there is no selectivity bias if zi,7 is
constant over time, i.e. if the probability of an individual of being observed
is constant for all t.
The LM test statistic for selectivity bias
The loglikelihood contribution of individual i in the full model is given by
Li=log f(ri IR,yi)f(R,yi) (D.5)
where f(ri I R.yi) is the likelihood function of a (conditional) T-variate
probit model and f(R,yi) is the likelihood function of a 71-dimensional
linear error components model (cf. Hsiao [1986, p. 38]). The second term
is simple and can be written as
log f (R,Y,) = -  - log 2,r - 1$ 2--l log 0£2 -   log((e + Tial)
T
1 r-_ - 3  rit(Dit - 2,1/)2 - Ti       -   (91 - 2,13)2. (D.6)2 93 4-, 2(a  + Tial)c :-1
The first term in (D.5) is somewhat more complicated because we have to
derive the conditional distribution of the error term in the probit model.
From (9.19) and defining vit = ri:(a, + fit) (where rit is treated as non-
stochastic), the conditional expectation of the error term <i + ,/it is given
by
E{6 + 'lit 1 vii,..., ViT} =
acn ( 91 A j .ac T
rit        2-    1   vi 1
- Uu I t . 'T  vi, = cit,  say.   (D.7)
ae \ ac7  + 71 al   :6;          /           a   +  7; C:   :=;
Using (9.19) the conditional variance of 6 + Vit can also be derived.  It is
straightforward to show that the conditional distribution of 6 + 'lit given
Vii, ''.' VIT corresponds  with the (unconditional) distribution of the sum of
three normal variables uit + vii + rit 1/2i whose distribution is characterized
by
E{vli} = E{t/2,} = 0,  E{Uit} = Cit,
V{uit} = 92 -ritai,/92 = s ,  say
1/{pli} =4 - 7101((0  -+7ia )-1 = wl,  say
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V{v2i  = 0'1101922(0.2 + lial)-1 = W2,  say
(301,{Pli, 1/yi} - -ac,(cre,;(ac2 -1- Tial)-1 - t.'12,  say
and all other covariances equal to zero. For notational convenience we do
not explicitly add an index i to the (co)variances st  and w..  Note that cit  =
0,  s   =  042, wl  . aj  and w2  = O under  Ho.   Like in the unconditional error
components probit model (cf. Heckman [1981]), the likelihood function can
be  written as (dropping the  zi, ir, terms for notational convenience)
f(ri I R,yi) = Ee
  ] I *(dit Zi:7 + cit + Pli + ritv2i                   (D.8)lt=l St
where the expectation is taken  over  vli   and  1/2i,  and  dit = 2rit  - 1. It is
this likelihood function that has to be differentiated w.r.t. the unknown
parameters 7,  4,  aaE  and 0*,4. However, the expectation operator depends
on the unknown parameter vector 8 (because the density of vii and v2i is not
defined with respect to the same measure under Ho and the alternative),
implying that the order of taking expectations and difTerentiating is not
interchangeable. This problem can easily be solved by defining two new
integration variables that are both standard normally distributed (under
the  null  and the alternative), n  and  72,  say.  Then we obtain
f(ri I Ri·yi) =






ait = w /2 + ritw12w21/2 and bit = rit(t•12 - W 2Wi-1 1/2.
Since f(Rivi) does not depend on ac, and aaE' differentiating the log of
the expression above and evaluating the result under Ho yields the scores
w.r.t.  the two covariances. Using the fact that for any element 4 of the
pararneter vector (7, 0 , 44, aaE),
8Li 8/(ri 1 Riyi)




af(Tialmy') = ff Z  II *,(·)2: flp(n),(r,)dnd,2, (D.11)
3.11=l,t#s
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the score w.r.t.  aa< can easily be derived using the following equality (under
Ho)
0 1/2 \8*t C ) Zi,7 + a€n )dit    acit  + (-Wl   n t.- - 0(dit                                               (D.12)
Baot            an     an Caaot   090/   3
Similarly, we usefor  ec'1,
8*t (·) Zit 7 + 0(71  d"  C acit- = 9'((iii )- 1- + ri:7202 a/2(02 + Tial)-1  ,094                               04             00  \ 804
(D.13)
from which the score w.r.t.  9 under Ho can easily be derived. Note that
both n and 7-2 occur in the integrand such that numerical integration over
two dimensions will be required.
For the scores w.r.t. 7 and 4=1-092 i t suffices under Ho to look at
Bf(ri)/87 and Bfir,)/aGE, where (cf. Heckman [1981])
f(r,) =  ;] [*(dit )42(Ti)dn. (D.14)
Zi,7 + a€7-1
0.9
Both scores will require numerical integration over one dimension.
V
Appendix E
Data used in Chapter 10
The data used in Chapter 10 are taken from the Expenditure Index Panel
conducted by Intomart, a marketing research agency in the Netherlands.
In this study we use data of the period April 1984 - March 1987. Detailed
information about expenditures on different categories of consumer goods
is collected on a monthly basis, while data on background variables, like
education, family composition and age are gathered once a year.
The data sets consists of about 800 households per month, of which
almost each month a group drops out due to nonresponse. In most months
new households are included in the sample, so that the number of obser-
vations is approximately constant over the months. Very few households
return in the sample if the have not been observed for one or more months,
i.e. nonresponse leads to attrition in many cases, even though the data col-
lecting agency repeatedly asks the household to cooperate during periods
of absense in the panel. After eliminating some households with irrealistic
expenditure patterns, we arrive at a sample of 1668 different households, of
which 543 are none of the three years asked for their expenditure patterns.
Of course, most of these households did participate (at least once) in the
yearly survey on background variables. The response pattern of the 1668
households in the sample is given in Table E.1. We see, for example, in the
table that 48 households responded in 1984, 1985 but refused to respond in
1986, while 83 households were not asked in 1984, responded in 1985 and
refused to respond in 1986.
The variables used in the analysis are the following:
1.  Log total consumption: the (natural) logarithm of total yearly expendi-
tures in 0,01 Dfl (cents);
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3. Age, age of the head of the household divided by 100;
4. Age-squared (the square of 3.);
5. NkidsO-5, the number of children younger than 6 years;
6.  Nkids6-12, the number of children older than 5, younger than 13;
7. Nkids13-18, the number of children older than 12, younger than 19;




24    91 115 115
48               48                   48
17                    17         17
129 129               41   88
18    83 101 101
237 237 102 135
5    14         19         19
31    48         79               79
120 141 261 261
6                            6                    6
543 543 543
307 204 1157 377 505 786 366 404 898
(*) = not asked to cooperate (ai: = 0)
(0) = asked to cooperate, but not willing to (ail = 1; rit = 0)
(1) = asked to cooperate and willing to (ait = 1; rit = 1)
Table E.1: Response patterns of households
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Samenvatting
De beschikbaarheid van panel data biedt niet alleen veel nieuwe mogelijkhe-
den voor onderzoekers, maar brengt ook nieuwe problemen en vragen met
zich mee. Twee aspecten hiervan krijgen in deze studie uitgebreide aan-
dacht. Het eerste aspect betreft de relatieve voor- en nadelen van panels in
vergelijking met alternatieve data-bronnen (zoals herhaalde cross secties).
Wanneer bepaalde parameters uit alternatieve data-bronnen geidentificeerd
kunnen worden, kan de keuze van de meest gewenste data-bron onder an-
dere gebaseerd worden op efficiifntie-argumenten. Deel I van deze studie
gaat hier uitgebreid op in.
Een tweede probleem betreft ontbrekende waarnemingen en nonrespons.
Een belangrijk nadeel van panel data is immers dat de nonrespons vaak
hoger is dan in cross secties, met name omdat het steeds weer beantwoor-
den van soortgelijke vragen een niet geringe belasting is voor de respon-
denten. Het uitsluitend analyseren van die personen, gezinnen of bedrijven
die in elke periode aan het panel deelnemen brengt op z'n minst een groot
informatieverlies met zich mee. Bovendien, wanneer de kans op respons
o.a. afhangt van de te verklaren variabele(n), kan een dergelijke analyse
tot grote vertekeningen leiden. Sinds het einde van de jaren 70 bestaat er
een vrij uitgebreide literatuur over de efTecten van dergelijke selectiviteit in
cross secties, doch slechts weinig auteurs hebben het selectiviteitsprobleem
bezien in de context van herhaalde waarnemingen over de tijd. Dit is het
onderwerp van deel II van deze studie.
Deel I («The Design of Panel Surveys") wordt gevormd door de hoofd-
stukken 2,3,4 en 5. In hoofdstuk 2 wordt een overzicht gegeven van de
voor- en nadelen van panel data (in vergelijking met cross secties).  Met
name wordt aandacht besteed aan het feit dat de beschikbaarheid van
panel data de identificatie van parameters (bijvoorbeeld in modellen met
meetfouten) kan vergemakkelijken en de vertekening als gevolg van een
incomplete modelspecificatie kan doen verminderen.  Door het defin ren
van cohorten, groepen individuen met gelijksoortige kenmerken, kunnen
deze voordelen ook met herhaalde cross secties behaald worden, echter wel
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ten koste van een efficiEntie-verlies. Daarnaast laat dit hoofdstuk zien dat
parameter schatters gebaseerd op panel data al of niet effici6nter kunnen
zijn dan die gebaseerd op herhaalde cross secties, zelfs bij hetzelfde aantal
waarnemingen per periode.
Dit laaste aspect wordt uitgewerkt in hoofdstuk 3. Hierin wordt ge-
analyseerd hoe een gegeven budget voor het verzamelen van data optimaal
besteed kan worden door ofwel dezelfde groep individuen in een aantal
perioden te ondervragen, ofwel elke periode een verschillende groep indi-
viduen te ondervragen, ofwel een combinatie hiervan. De eerste benadering
levert een panel op, de tweede een reeks (onafhankelijke) cross secties, ter-
wijl de derde benadering een bestand oplevert dat wel een Usplit panel"
genoemd wordt. De optimale keuze hangt niet alleen op een belangrijke
manier af van de parameter(s) waarin men geinteresseerd is, maar ook van
de relatieve kosten (c.q. steekproef-omvangen) van de betreffende data.
Voor aannemelijke kostenstructuren is een panel de beste keus wanneer
men geinteresseerd is in veranderingen tussen verschillende perioden, een
reeks cross-secties wanneer men het gemiddelde over een aantal perioden
wil weten, terwijl een split panel meestal optimaal is voor het analyseren
van een niveau in een bepaalde periode. Indien men alleen geinteresseerd
is in de effecten van bepaalde exogene variabelen worden de voorwaarden
waaronder een panel optimaal is zwakker.
Een alternatieve manier om de steekproef elke periode gedeeltelijk te
"verversen",  is het werken  met  een zgn. roterend panel, waarbij  in  elke
periode een vast percentage van de (langst deelnemende) individuen wordt
vervangen. In hoofdstuk 4 worden uitdrukkingen bepaald voor de vari-
antie van schatters voor lineaire combinaties van de populatie gemiddelden
in elke periode, voor een willekeurige rotatie-snelheid. Op basis daar-
van wordt de vraag geanalyseerd welke rotatie-snelheid de variantie mini-
maliseert van de beste lineaire zuivere schatter van bepaalde combinaties
van de populatie-gemiddelden, danwel van elke willekeurige combinatie van
deze gemiddelden. De resultaten laten zien dat in veel gevallen ofwel de
hoogste rotatie-snelheid (een reeks cross secties) ofwel de laagst mogelijke
rotatie-snelheid optimaal is.
Een belangrijk voordeel van panel data is dat zgn. vaste effecten in
het model kunnen worden opgenomen. Indien geen panel data maar alleen
herhaalde cross-secties beschikbaar zijn is de identificatie van modellen met
vaste individuele efrecten mogelijk door het aggregeren van de data in zgn.cohorten. In het algemeen kunnen de cohort gemiddelden gezien worden als
met een meetfout waargenomen populatie cohort gemiddelden. In hoofd-
stuk 5 wordt geanalyseerd onder welke voorwaarden het ontstane pseudo
panel van cohort data behandeld kan worden als ware het een echt panel
(i.e. wanneer de meetfouten verwaarloosd kunnen worden). In de meeste
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gevallen blijkt dit alleen te kunnen indien het aantal waarnemingen in een
cohort vrij groot is. Daarnaast wordt in hoofdstuk 5 een klasse van schat-
ters geintroduceerd, gekarakteriseerd door het elimineren van een bepaalde
fractie van de meetfouten-variantie in de momentenmatrices. Binnen deze
klasse wordt gekeken naar de schatter met de kleinste MSE. De resul-
taten suggereren dat het optimaal is slechts een fractie van de meetfouten-
variantie te elimineren.
Deel   II   van deze studie ("The Treatment of Missing Observations"),
bestaande uit de hoofdstukken 6 t/m 10, bestudeert de problemen die
ontstaan als gevolg van ontbrekende waarnemingen in panel data en geeft
een aantal oplossingen.   Na een korte inleiding  over het probleem  van  non-
respons in panel data in hoofdstuk 6, bespreekt hoofdstuk 7 het verschil
tussen respons- of selectiemechanismen die "ignorable" en "non-ignorable"
zijn. In het algemeen wordt een selectiemechanisme «ignorable" genoemd
indien het verwaarlozen ervan geen efTect heeft op de consistentie (c.q. ef-
ficidntie) van de gebruikelijke schatters. In dit hoofdstuk wordt een aantal
verfijningen van het "ignorability" concept gedefinieerd en wordt een relatie
gelegd met bekende begrippen, zoals exogeniteit.
Uitgaande van een panel met ontbrekende waarnemingen bestaan er di-
verse strategieifn om met het incomplete karakter van de data rekening
te houden. In de statistische literatuur krijgen vooral wegings- en im-
putatiemethoden veel aandacht. In hoofdstuk 8 wordt beargumenteerd
waarom deze methoden voor het schatten van parameters in micro-eco-
nomische modellen niet aan te raden zijn, zelfs niet in het geval dat het
respons-mechanisme "ignorable" is. Als alternatief wordt voorgesteld de
beschikbare en de ontbrekende waarnemingen direkt te analyseren, al of
niet in samenhang met een specificatie van het respons proces. Indien het
respons proces "ignorable" is zijn de aanpassingen in de standaard schat-
ters (zoals "fixed effects" en "random effects" schatters) relatief eenvoudig.
Wanneer het respons proces daarentegen "non- ignorable" is, impliceert het
consistent en ef1ici6nt schatten veelal dat multivariate numerieke integralen
uitgerekend moeten worden.  Voor twee speciale gevallen ("random effects"
en "fixed effects") wordt dit nader uitgewerkt.
Gezien de onaantrekkelijkheid van het schatten van het model waarin
men in feite geTnteresseerd is in samenhang met een respons proces, is
het aan te raden vooraf te testen of een dergelijke ingewikkelde schat-
tingsprocedure wel noodzakelijk is. In hoofdstuk 9 wordt een aantal re-
latief eenvoudige procedures voorgesteld waarmee kan worden nagegaan
of het respons proces al of niet "ignorable" is. Deze procedures vereisen
geen expliciete specificatie van het respons proces en zijn daarom robuust
met betrekking tot dit aspect, dit in tegenstelling tot bijvoorbeeld de La-
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grange Multiplier test. De voorgestelde toetsen zijn eenvoudig uit te voeren
Hausman toetsen en eveneens eenvoudige 1 of Wald toetsen. Voor enkele
specifieke gevallen worden numerieke resultaten gepresenteerd om het on-
derscheidingsvermogen van de voorgestelde toetsen vast te stellen en te
vergelijken met die van de effici6nte Lagrange Multiplier test.
Als laatste wordt in hoofdstuk 10 een empirische illustratie gegeven
van de voorgaande hoofdstukken. Met behulp van Nederlandse panel data
wordt een consumptiefunctie gebaseerd op de zgn. levenscyclus theorie op
diverse manieren geschat, al of niet rekening houdend met mogelijke selec-
tieve nonrespons. In het bijzonder wordt ook aandacht besteed aan identi-
ficatie, consistentie en efliciifntie op basis van een enkele golf uit het panel,
het panel met alleen de complete waarnemingen ( «balanced sub-panel")  en
het  panel  met alle beschikbare waarnemingen ( «unbalanced panel").    In
het respons proces wordt onderscheid gemaakt tussen niet-waarneembare
heterogeniteit en toestandsafhankelijkheid. Hoewel er enige vertekening als
gevolg van nonrespons wordt gevonden, is deze in dit voorbeeld vrij klein.
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