We will focus in this paper on the competitive intelligence problem which deals with the competitive environment of a company. Our purpose is to predict and anticipate the action of its competitor. We are talking here about a context of reasoning under uncertainty. All existed works define the concept of competitive intelligence and propose a scheme for the competitive intelligence process and its stages, but there is no work, at the best of our knowledge, that touched the practical aspect of the field or developed a complete competitive intelligence solution that can be delivered to the decision maker, which makes the originality of our work. To motivate the research, we will address a competitive practical case in the field of telecommunications. In this paper we propose a competitive intelligence solution composed by two steps: actions association using k-modes algorithm which has the capability to deal with nominal data, and actions generation using rough set theory which has the capability to deal with inexact data and drive rules from it.
Introduction
The origins of the concept of competitive intelligence (CI) are related to the military domain and its roots extend back over 5,000 years of Chinese history 1, 2 . Authors of CI consider that the earliest reference is "The Art of War" by Sun Tzu 3 . Recently, the concept of CI is no longer limited to the military domain, it is defined as a sub-domain or a sub-branch of business intelligence that deals with the competitive environment of the company 51 . The term is defined by the Society of CI Professionals SCIP 4 as "a systematic and ethical program for gathering, analyzing and managing external information that can affect your company's plans, decisions and operations".
Industrial competitive intelligence became more and more important in the 80s 5 . Several reasons pushed business professionals to implement competitive intelligence processes within their organizations 6 as the changing competitive environment, the huge number of competitors, the increased level of competition, the diversity of goods and services, and the volatility of opportunities.
Interest towards CI is observed in the field of business as well as in academy. Academic researchers aim at developing new methods and approaches for CI. Several authors have identified the benefits resulting from the implementation of a CI process 31, 32, 34 , as: Increasing analytical skills for managers and the ability to anticipate moves of the other actors in the business environment.
Sharing ideas and knowledge inside organization in order to develop new ideas or knowledge or to integrate them into the organization.
Discovering new competitors or potential customers and supporting the starting of new businesses.
Identifying and analyzing new technologies, products and processes that influence organization's activities and behavior.
Identifying and analyzing situations, from competitors, customers, suppliers or others that evolved into successes or into failures.
Bringing to light business opportunities and problems that will enable proactive strategies.
Providing the basis for continuous improvement.
Shedding light on competitor strategies.
Improving understanding of external influences.
Many CI objectives are looked at in the literature: i) identifying and detecting market trends, opportunities 29 , forces, risks 30 and threats 35 ; ii) processing and combining data/information to provide new knowledge about competitors, customers and suppliers 35 ; iii) predicting business environment's evolutions (competitors' actions, customers' requirements), as well as influences generated by political changes 33 ; iv) maximizing revenues and minimizing expenses 29 ; v) developing appropriate plans to compete successfully 30 ; vi) enhancing organization's competitiveness 33 ; providing useful information 35 and a better support for strategic decision making process 33 with reducing the decision making time.
To reach these objectives and benefits, competitive intelligence is defined as a continuous cycle 42 generally composed of four steps 43 which are "planning, collection, analysis and communication/dissemination". Other processes have extended the process to five or six steps. The United States Central Intelligence Agency (CIA) defines the five steps 44 "Planning and Direction, Collection, Processing, Analysis and Production and Dissemination". In 45 , authors propose another extended process by adding the "Feedback" of the decision makers as a final step.
The most common process of CI in the literature was proposed by 46, 6, 47 . It includes the four primitive steps (planning, collection, analysis and communication) with two continuous steps: "organizational culture/awareness" and "Process and structure". These activities must be taken into account at every stage 46 .
The literature review shows that the majority of research studies worked on the concept of CI, the process and its benefits. At the best of our knowledge, there is no research focusing on the development of CI solutions in term of anticipation of competitor actions. In this paper, our aim is to propose a competitive intelligence solution that predicts competitor actions. The proposed solution will be based on rough set theory which has the capability to deal with inexact data and drive rules from it. Various statistical methods (SVM, KNN, discriminant analysis and logistic regression…) and intelligent methods (Neural networks, Case based reasoning, Decision trees…) have been employed in the context of prediction but we believe, as explained in Section 3, that rough set theory has several advantages that are more suitable to the context of this research. This paper is organized as follows. In Section 2 we will state the problem related to competitive intelligence and present the practical case that we will address. Section 3 will expose a critical review of prediction methods explaining why they fit or don't fit to the competitive intelligence domain. In section 4 we will present our proposed solution based on rough set theory. Finally, we conclude with directions for future work in section 5.
Problem
The main problem with the state of the art on CI is that all existing works were limited to define the concept of competitive intelligence and propose a scheme for the competitive intelligence process and its stages, but there is no work, at the best of our knowledge, that touched the practical aspect of the field or developed a complete competitive intelligence solution that can be delivered to the decision maker 50 . This is due to the difficulty of information collection and action anticipation about its competitor. To anticipate competitor decisions and actions we have not only to be effective in data/information collection about competitors but we have also to model competitor preferences based on actions history. To address these objectives, we face several challenges:
Some important information are not available and the collection might be difficult.
The competitor, for whom the decision will be anticipated, is not involved in the process. There will be no negotiation or validation. The preferences of the competitor should then be predicted and modeled.
Anticipation of competitor decisions will be made in a context of uncertainty.
Based on these challenges, we assume that CI problem is composed of two sub problems: "Gather, analyze and fuse" phase, which collect and preprocess the information, and the "anticipation" phase which generate actions. Information is at the center of the concept of competitive intelligence, CI uses public sources to find and develop information on competition, competitors, and the market environment 7 . Sources for the first phase are diverse. Primary sources include speeches, financial reports, government documents, organizational home pages, product circulars, and other materials that come directly from an organization being studied. Secondary, sources include analysts' reports, magazine articles, books, edited TV or radio programs, and a variety of online sources 8 . Many CI researchers consider Internet as the largest source of information used by CI 9, 10, 11 . The next phase, which consists of anticipating the decision making process of the competitor, involves generating from historical data the potential decisions of the competitor.
In this paper, we are interested in the phase of anticipation. As we said before, there is no existing work in the competitive intelligence field that gives a practical solution which makes the originality of our work. To motivate the research, we will address a competitive practical case in telecommunications for which competition is intense. We will consider three telecommunication operators in Tunisia which are "Ooredoo", "Orange" and "Tunisia Telecom". The anticipation will be based on actions history. Table 1 . presents a sample of the collected operators action published in the web. The first challenge we met is how to identify and associate competitive actions together. In other words, how to distinguish initial action from the reaction of competitors. Competitive actions must target the same type of customer and offer the same service type. To accomplish this task, a clustering method that deals with nominal data is needed. More details will be given in section 4.
By anticipating the potential competitors' actions, the operator can identify successful actions and can be able to anticipate them and make better decisions. The anticipation of competitor actions will be done within a context of reasoning under uncertainty which is the second challenge we met in this research work.
Prediction methods: Literature review
The literature review show that a variety of statistical and intelligent techniques have already been applied in the context of prediction. First, studies demonstrate that statistical techniques such as nearest neighbor, K-nearest neighbor, discriminant analysis and logistic regression among others, are outperformed by intelligent methods and are no longer applied 'as stand-alone' 12 . And if they are still used in recent studies, they are surely combined with intelligent methods.
Concerning intelligent methods, decision trees have been developed and used from over 50 years 13 . A decision tree is a graph with roots and branches with nodes. Each non terminal node represents a test and each terminal node represents a decision 14 . Each generated decision can be easily converted to "if … then… else" statement 15 . Decision trees outperform statistical methods, but after developing the neural networks technique, the latter became the most widely applied for prediction context especially in the context of business failure 16, 17 . Studies demonstrate that neural networks outperformed both statistical methods and decision tree techniques 18, 19, 20, 21, 22 . A neural network is composed by three layers: the input layer, where data are introduced to the network; the hidden layers, where data are processed; and the output layer, where the results of given input are produced 23 . The result is a decision, but it is difficult to explain how decisions were made based on the output of the network. The main disadvantage of neural networks is that it deals only with numeric input data 23 . Another disadvantage of neural networks is that neural network is considered as a "black box" 15 that is not flexible when new cases are added and have to be introduced to the system 23 . However, Case based reasoning, developed by Schank and Abelson in the 1970, is more flexible compared to neural network in updating the system. In case based reasoning methodology, a problem is solved by retrieving previous similar cases stored in a case base 24 . Literature has described that case based reasoning outperformed neural networks and it enhanced deficiencies in statistical methods and neural networks 25, 26 . Case based reasoning system has a potential weakness which is its low predictive accuracy in a context of uncertainty such as business failure prediction 27 , 28 . In addition, in real life, given a new case, it may not be possible to know to which class it belongs in a certain and crisp manner.
On another side, game theory is a rigorous framework for explaining and anticipating competitor behaviours. This well-known theory could appear unmanageable in the real word. Most of the criticisms addressed to it insist on the existing gap between assumptions and reality. This is due to application of lots of math and little empirical observation 37 . Bernard Guerrien 38 considers that it is no more useful and advises not to persevere in a theory whose economic applications appear dubious and mathematical developments are in vain. Coyne and Horne 36 assert that: "game theory models become unwieldy when a competitor has many options, when the strategist is unsure which metrics his rival will use to evaluate them or when there are multiple competitors, each of whom might react differently". In our work, we are interested in those specific situations when a competitor has many options and we are uncertain about the metrics he will use and the ratings he will give to each potential action. For these specific problems, game theory cannot fit to our problem.
The latest prediction method that we will discuss is rough set theory. Rough set theory can be considered as an intelligent mathematical tool discovered by Zdzislaw Pawlak in 1980s, which deals with vagueness and uncertainty and inconsistencies 39 . The general purpose of the theory is to extract and define rules from observing rough and imperfect data. When comparing rough set theory with previous mentioned methods, we can confirm that rough set is more appropriate and fit better in the context of competitor action prediction because of the following reasons:
Rough set is able to generate rules from inexact and undecidable data based on the concept of approximation and the concept of "possibly belong to" instead of "surely belong to". Rough set deals with both quantitative and categorical data. Rough set has proved to be very useful in practice 39 . Each decision rule is supported by a set of real examples 41 Rough set generates a set of easily understandable decision rules 41 , which did not require interpretation and additional information, like probability 39, 40, 41 .
Proposed approach
Our approach is based on three steps; actions collection, actions association and rules generation. Collection step is done via Internet using the web radar system which is an online data collection, reputation and competitive analysis tool for the digital Arab world. We collect all offers launched by three competitors in the telecommunication field. Collected actions must be grouped in such a way that the competitor reactions to a launched offer must be in the same cluster. This step is the second one called action association. Details of this step will be given in the following sub-section. Once association is performed, the rough set theory is applied to generate rules, which will be evaluated after being generated.
Action association
In this step we have to associate competitive actions in the same cluster. Since the collected data (actions) is nominal so we will use K modes algorithm which deals with categorical data. Then we have to sort the actions of each cluster, separately according to the date, to select the initiator of that type of action:
K-modes algorithm
K modes algorithm extended the k-means algorithm to cluster categorical data. The first step is to determine the number k of clusters. Then the following steps will be lunched:
Step1: Randomly select k unique objects as the initial cluster centers (modes)
Step 2: Calculate the distances between each object and the cluster mode; assign the object to the cluster whose center has the shortest distance to the object; repeat this step until all objects are assigned to clusters.
Step 3: Select a new mode for each cluster and compare it with the previous mode. If the modes are different, go back to Step 2; otherwise, stop. To calculate the distance, the simple matching dissimilarity measure is used.
Distance Function simple matching dissimilarity measure
The principle of simple matching is based on comparison; if two categorical values are identical the result is zero and if they are distinct the result is one.
Let X= a set of n objects. Each object ( ) is described by attributes . The dissimilarity between tow objects {X,Y} from the set X of categorical data objects is denoted by d( ) and can be defined by the total (the sum) mismatches of the corresponding categorical attributes of the two objects X and Y.
Smaller the number of mismatches is, more similar the two objects are. Mathematically, the distance is computed by the following formula:
Where: (1 j m) are the m categorical attributes of X and Y. 
Calculate the mode of a set
Let X= a set of n objects described by attributes . A mode of X is a vector Q= that minimizes the sum of the distance between the mode Q and each object from the set X according to the distance defined in Eq. (1) .
Mathematically the minimization function is as follows:
To conclude, the K-modes algorithm minimizes the cost function defined as follows:
Where: k in the number of clusters n is the number of objects in the set X m is the number of categorical attributes that define the each object of the set X
Rules generation:
The aim of this step is to generate rules in the form of (if….. then). So we will use the rough set theory which can be considered as an intelligent mathematical tool discovered by Zdzislaw Pawlak, dealing with imperfect data. The general purpose of this theory is to extract and define rules from observing rough and inexact data. Rough set theory is based on two crucial concepts:
The notion of information system The concept of approximation space
Information system
Let U denote a finite non-empty set of objects (actions) called the universe. Further, let A denote a finite nonempty set of attributes (type of service, target customer...). With every attribute , there is a function where is the set of all possible values of the attribute a, to be called the domain of a.
Based on the previous definition, an information system is a pair S = (U, A). Any sub set B of A noted determines a binary relation I(B) on U called an indiscernibility relation and defined as follows 48 :
a(x) denotes the value of attribute a for element x.
Approximation
Let S = (U, A) an information system, and Pawlak defined two operations assigning to every two sets and , called the B-lower and the B-upper approximation of X, respectively, and defined as follows 48 :
Hence, the B-lower approximation of a set is the union of all B-granules that are included in the set, whereas the B-upper approximation of a set is the union of all B-granules that have a nonempty intersection with the set.
The two approximations are presented in the following figure: Fig. 1 . Boundary region
As showing in the figure, we have a third region called Boundary. It is referred to as the B-boundary region of set X. Logically this region is defined as the intersection between and . Mathematically it is defined as follows:
Rough set theory:
Return to the rough set theory context, as saying above, this theory is based on the two concepts of information system and the concept of approximation. To simplify the process, we summarize rough set theory in the following main steps:
Code the collected data in a decision If with respect to B. If with respect to B. Thus, the set of elements is rough (inexact) if it cannot be defined in terms of the data, i.e. it has some elements that can be classified neither as member of the set nor its complement in view of the data. From here comes the name of the rough set theory which aims extract rules even from these inexact sets.
Rough set deals with a special case of the information system which is decision table. Usually, the specification of an information system can be presented in tabular form as follows:
Let be a decision table. Every is defined by a sequence where (the set conditional attributes) and (the set decision attributes). After defining the concepts on which the rough set is based, we will discuss, in the following, the rules generation. We observe the lines of the decision tables one by one, each line will be a rule. In other words, if we have a set of objects ( ) defined by a set of conditional attributes with a set of decision attributes , coded in a tabular form. The first rules extracted from the decision table are corresponding to the first line will be as follows: If
We have to do the same thing for each line. After extracting the rules, we have to select the indiscernible (or indistinguishable) rules to avoid redundancy and reduce the number of rules. Then, we should define the inconsistent rules (rules that have the same conditional attributes but different decision), these inconsistent rules are undecidable and are defined as the boundary region. The rest of rules which are decidable rules define the lower approximation. The upper approximation will be the union of the lower approximation and the boundary region.
Rules evaluation
After rules generation, we have to evaluate these rules according to several measures which will be defined below 49 :
Support of the decision rule (C is the set conditional attributes and d is the set decision attributes) is given by: (7) Strength of the decision rule is denoted by and defined as:
Where U is the number of all objects in the universe.
Certainty of the decision rule is denoted by and defined as:
The coverage of the decision rule is denoted by and defined as:
Illustrative example
In this subsection, we present an example which illustrates how actions will be associated and rules will be generated. The first step is to associate competitive actions in the same cluster using K-modes algorithm. Then, the actions are sorted according to the date. We identify two kinds of actions: initial action and the reactive actions (issued from competitors as a reaction to the initial action). Finally we code actions in a decision table with condition and decision attributes. The result of applying preprocessing step to table I. using K-modes algorithm, is proposed in table II. The problem cannot be solved because the data set is inconsistent i.e., action A4 and A10 (A7 and A12) have the same profile but different consequences.
Rough set: we have to translate data of the decision table to meaningful rules as follow: Rules are extracted and inconsistent rules defined (rules that have the same conditional attributes but different reactive actions). Boundary region is defined as the set of inconsistent rules. The rest of rules which are decidable rules define the lower approximation. The upper approximation will be the union of the lower approximation and the boundary region.
Conclusion
We deal in this paper with the competitive intelligence problem. Our objective is to predict the action of the competitor. When doing the literature review, we find that all existing works are limited to present a CI process and there is no work that touched the practical aspect of the field or developed a complete competitive intelligence solution that can be delivered to the decision maker. From this came the originality of our work. We proposed in this paper a method based on rough set theory which has the capability to deal with vagueness and uncertainty and inconsistencies. The rough set theory is applied to generate rules to predict competitor actions based on history actions. To show the efficiency of our proposed approach, our future work will consist in testing and validating our approach by applying it to the case of the three chosen telecommunication operators.
