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Equipped with his five senses,
man explores the universe
around him and calls the
adventure Science.
-Edwin Powell Hubble
1
Motivation and Objectives
The combination of modern self-assembly techniques with well-established top-down
processing methods pioneered in the electronics industry is paving the way for in-
creasingly sophisticated devices in the future [1, 2]. Nanomembranes, made from
a variety of materials, can provide the necessary framework for a diverse range
of device structures incorporating wrinkling, buckling, folding, and rolling of thin
films [3–5]. Over the past decade, an elegant symbiosis of bottom-up and top-
down methods has been developed, allowing the fabrication of hybrid layer systems
via the controlled release and rearrangement of inherently strained layers [6]. Self-
assembled rolled-up structures [5–7] have become increasingly attractive in a number
of fields including micro/nanofluidics [8, 9], optics [10, 11](including metamaterial
optical fibers [12]), Lab on a Chip applications [13], and micro- and nanoelectron-
ics [14, 15]. The use of such structures for microelectronic applications has been
driven by the versatility in contacting geometries and the abundance of material
combinations that these devices offer. By allowing devices to expand in the third
dimension, certain obstacles that inhibit 2D structuring can be overcome in elegant
ways. Similarly, recent progress in nanostructured superconducting electronic struc-
tures has been receiving increased attention [16]. The advancement of such devices
has been motivated by their use in quantum computation [17–19], high sensitivity
radiation sensors [20–23], precision voltage standards [24–27] and superconducting
spintronics [28, 29] to name a few. Combining semiconductor with superconduc-
tor materials to create new hybrid geometries is advantageous because it adds the
functionalities of the semiconductor, including high charge carrier mobilities, gating
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possibilities, and refined processing technologies.
The main focus of the work presented in this thesis is the development of new meth-
ods for controlling strain behavior and its applications toward novel semiconduc-
tor/superconductor heterostructures based on nanomembranes. More specifically,
the goal is to integrate inherently strained semiconductor layer structures with su-
perconducting materials to create innovative electronic devices by the controlled
releasing and rearrangement of thin films. By rolling up pre-patterned semicon-
ductor/superconductor layers, device geometries have been realized that are not
feasible using any other technique. In this way, superconducting hybrid junctions,
or Josephson junctions, have been created and their basic properties investigated.
The Josephson effect, and junctions displaying this quantum coherent behavior, have
found many essential uses in diverse areas of science and technology. Many research
groups around the world are involved in finding new materials and fabrication meth-
ods to tune the properties and structure of such Josephson devices further [16–19].
The inclusion of semiconductors, for example, allows for a greater control of the
charge carrier density within the junction area, thus allowing for “transistor-like”
behavior in these superconducting devices.
By rolling up the superconductor contacts using a strained semiconductor as scaf-
folding, the fabrication of hybrid nano-junctions is simplified drastically, removing
the need for complicated processing steps such as electron-beam or nano-imprint
lithography. Furthermore, the technique allows many nanometer-sized devices to be
created in parallel on a single chip which has the advantage that it can be scaled up
to full-wafer processing.
In Chapter 2, a brief introduction and motivation of novel hybrid devices created
using rolled-up nanomembranes is presented. A few specific examples are given,
highlighting the great variety of applications for such hybrid structures, and the ad-
vantages these structures provide. Furthermore, a short introduction to supercon-
ductivity and the Josephson effect is given. Various concepts are introduced neces-
sary for the understanding of the experimental results presented in chapters 5 and 6.
The emphasis here is placed on superconductor-normal metal-superconductor (SNS)
Josephson junction devices, the theory which governs their behavior, and the generic
properties such junctions exhibit.
Chapters 3 and 4 deal with the materials needed for the creation of micro- and
nanoobjects (MNOs) and the methods for observing and manipulating these struc-
tures. In Chapter 3 the basics of semiconductors and semiconductor processing are
reviewed for the GaAs/InGaAs/AlAs layer system. A short summary of niobium is
given also. In Chapter 4, a brief overview of the lithographic techniques and deposi-
tion methods is given. Next, details of the low temperature measurement apparatus
are given. Finally, methods for observing such structures, such as scanning electron
3microscopy and transmission electron microscopy are reviewed.
The main experimental work is presented in Chapters 5 and 6. Chapter 5 provides
details of the post-growth processing of epitaxial layers to extend the control of
hybrid device fabrication. Here, three unique concepts for controlling the rolling
behavior of strained semiconductor nanomembranes are presented. First an optical
method for inhibiting the rolling of the strained layers is described. Next, a selective
etching method for destroying the inherent strain within the semiconductor layer is
introduced. Finally, a method by which the strain gradient across a trilayer stack is
altered in situ during rolling is presented.
In Chapter 6, the fabrication of a hybrid nanomembrane-based superconducting
device is presented. Various experimental details of the fabrication process are
analyzed, and the electronic properties of the completed device are investigated.
The devices created here highlight the fabrication process in which nanometer-sized
structures are created using self-assembly techniques and standard microelectron-
ics fabrication methods, presenting a new method to circumvent more complicated
processing techniques.
Finally, in Chapter 7 the work is concluded and a brief outlook to further interesting
experiments is given. Further electronic devices incorporating strained nanomem-
branes are suggested, a few specific examples of which are given.
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That theory is worthless.
It isn’t even wrong!
-Wolfgang Pauli
2
Introduction and Background
In this chapter, hybrid devices created using rolled-up technology are presented, and
a short introduction and background to the Josephson effect is given. First, a few
examples of rolled-up technology are given which highlight the technological advan-
tages and the motivation for further development of the technique. The selection
presented here (with the exception of the planar superlattices) are topics which I
have worked on as a direct collaboration in addition to my own research focus. A
complete list of publications, with abstracts and personal contribution can be found
in the appendix. Next, a brief historical background behind Josephson’s discovery
is presented. Afterward the Josephson effect and its basic derivation is presented in
some detail, focusing on SNS junctions. While this only serves to give a basic under-
standing of the subject material, excellent reviews can be found by Tinkham [30],
Dahl [31] and Likharev [32, 33], upon which the second half of this introduction is
heavily based.
2.1 Hybrid Systems and Devices
Self-assembled rolled-up structures [5–7] have been integrated into many hybrid sys-
tems with moderate complexity. The design of new device structures is motivated by
the added functionalities exhibited by incorporating rolled-up strained nanomem-
branes. Recently, rolled-up microtubes have been shown to be interesting for further
investigation as microfluidic channels [8], optical ring resonators [9–11, 34], biologi-
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cal containment scaffolding [13,35,36], planar superlattices [37] and rolled-up ultra-
compact capacitors [15]. These examples represent just a few of the many avenues
investigated for integrating strained architectures in novel hybrid devices.
2.1.1 Microfluidic Channels
Over the past decade, there has been a growing interest in micro- and nanofluidic
devices and lab-on-a-chip research [38–41]. Fuelled by the same desire for miniatuiza-
tion as in the integrated circuit (IC) industry, devices with increasingly smaller chan-
nel sizes are being fabricated for applications such as microreactors, deoxyribonucleic
acid (DNA) analysis [42] and micro total-analysis systems (µ-TAS) [43, 44]. The
fabrication of rectangular channels derives directly from semiconductor processing
technology making it rather straightforward, round geometries are however still dif-
ficult to realize. Furthermore, the smoothness and surface chemistry of the micro-
and nanochannel walls appears to be important due to the higher surface to volume
ratio and resulting surface effects [42].
Fig. 2.1: Schematic drawing of the device processing steps after the tube formation, as
labeled in the figure (Taken from [8]).
Microtubes and microtube arrays can be used to create circular microchannels for
fluid analysis. A schematic of the integration of such a microtube into a fluidic
device is shown in Fig. 2.1. Here GaAs/InGaAs strained layers grown by molecular
beam epitaxy (MBE) are used. As shown in the figure, the pre-positioned tube (a)
is integrated into a patternable polymer SU-8 (b) which is then developed such that
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two areas of the tube are exposed to air(c). Next the tube is selectively opened
using an isotropic III-IV etchant (d) before a quartz plate is bonded (e). Lastly,
macroscopic fluid connections are made to insert liquids into the device(f).
Further details of completed microtube fluidic devices are shown in Fig. 2.2. An
optical microscope overview showing the completed structure before the quartz plate
bonding is shown in Fig. 2.2 (a). The image indicates the two larger circular areas
where the tubes are exposed from under the SU-8. Also, the multiple tubes running
between the SU-8 openings can be seen. A tube before (b) and after (c) opening
is shown. Most commonly, two parallel tubes are created from a single trench,
as shown in (d). In (e) and (f) fluid filling of the microtube channels is shown
using fluorescence microscopy. The images indicate that subtle differences in surface
chemistry can lead to either a continuous liquid column (e), or the dispersion of the
liquid into separated plugs (f).
Fig. 2.2: Detailed images of devices during fabrication. (a) Shows an overview of the
microtube fluidic device, while (b) and (c) show the microtube ends before and after open-
ing, respectively. (d) Shows two microtube channels while (e) and (f) indicates different
forms of fluid flow (Taken from [8]).
The microtube fluidic devices created in this manner have distinct advantages over
rectangular microchannels. Firstly, the cylindrical geometry allows for a simpler
comparison with fluidic dynamic theory. The radial symmetry reduces the complex-
ity of boundary conditions and there are no sharp corners to account for, making the
tubes excellent model systems to study fluid behavior in confined two dimensional
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channels. Furthermore, the smooth walls inherent to MBE grown single-crystal
samples are also ideal for fluid flow through the channels.
2.1.2 Optical Ring Resonators
Microtubes can act as both optical waveguides [45] with light confined within the
walls of the tubes, and as ringlike resonators with resonant optical modes, called
whispering gallery modes (WGM) arising from the total internal reflection inside
the curved tube wall [11, 46]. The resonant modes of the tube can be shifted by
inserting different media within, or around, the tube. In such a way, optofluidic
devices can be created [47]. Not only does this provide a way to fabricate compact
sensing devices, but also allows full integration of the structure on a single chip
(Optofluidic Lab-on-a-Chip [48]). Bernardi et al. [9] were able to demonstrate such
a device using a Si/SiOx tube. In Fig. 2.3 the structure is shown schematically. The
Si layer is grown by MBE on plastically relaxed Ge on top of which a SiOx layer is
thermally evaporated. As shown in the figure, the analyte solution is placed inside
the tube which is then optically probed by a laser beam. Here, the optical activity
arises from Si nanoclusters formed in the SiOx after an annealing step.
Fig. 2.3: Schematic overview of a Si/SiOx microtube refractometer. The analyte solution
is placed within the tube and probed with a laser (Taken from [9]).
The working of such a rolled-up refractometer is shown in Fig. 2.4. Here an ap-
plication is demonstrated as an ultra-compact blood-glucose sensor. Figure 2.4(a)
indicates the shift in WGM spectra when a liquid such as an aqueous sugar solution
is introduced within the tube. In Fig. 2.4(b)-(d), µ-PL mapping is used to plot the
distribution of sugar solution within the tube.
The on-chip Si/SiOx refractometer demonstrates a method by which an ideal rolled-
up structure not only provides a channel for fluid flow, but also becomes a sensing
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Fig. 2.4: Shift in the WGM spectra by adding analyte solution to the tube. (a) µ-
PLspectra of WGM spectra (b)-(d) µ-PL mapping of a partially filled tube (Taken from
[9]).
element relying on its optical properties. Large scale integration of such devices could
be envisioned, using larger microfluidic channels connected to such small analysis
microtubes similar to the case just presented for GaAs tubes. Integration with
other already available on-chip elements such as a light source and detector may be
possible in the future. In this way compact detection of hazardous levels of toxins,
or sensing of vital elements (such as oxygen concentration) may become possible.
2.1.3 Cell Scaffolding
Using micro- and nanostructures to control and manipulate living cells is becoming
an important resource for research in tissue engineering , cancer therapy and funda-
mental cellular research [49, 50]. While many two-dimensional (2D) methods exist
for manipulation of cells on a planar surface, cells respond to their entire environ-
ment and behave differently when confined in 2D or 3D [51]. Therefore, in order to
be able to carry out in vitro measurements of the in vivo cell response and behavior
a 3D scaffolding is necessary to mimic the in vivo conditions.
For this purpose, rolled-up microtubes were created using a combination of electron-
beam evaporated SiO and SiO2 which is then covered with Al2O3 using ALD. This
combination is not only bio-compatible, but also provides a transparent scaffold-
ing to allow easy observation of the phenomena occurring within the structure. A
schematic of the fabrication process is shown in Fig. 2.5. Here a method combin-
ing conventional photoresist as sacrificial layer and angled deposition of materials is
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Fig. 2.5: (a) Formation process of transparent rolled-up cell scaffoldings. (b) Larger
array of scaffolding [Inset: SEM of a microtube]. (c) A Al2O3 coated microtube which
remains transparent(Taken from [13]).
used. As shown in Fig. 2.5(a), a photoresist layer is first patterned on the sample
surface. Next, SiO and SiO2 are deposited at an angle such that the one side is
attached to the substrate, and a gap is formed on the other side. Internal strains
within the film cause the films to roll up when the photoresist is removed using
acetone. Afterward the entire structure is coated in Al2O3. Figure 2.5(b) shows an
array of such transparent rolled-up cell scaffoldings. The inset is an scanning elec-
tron microscope (SEM) image of such a rolled-up structure. The tube in Fig. 2.5(c)
has been already coated with Al2O3 and still remains transparent.
In order to investigate the effect of confinement on biological matter, yeast cells are
cultured in transparent microtubes of different diameters. This is achieved by tuning
the material parameters during electron-beam deposition. Figure 2.6 highlights
details of this experiment. After a culturing time of roughly 15 hours, the yeast cells
proliferate differently depending on their surroundings. In Fig. 2.6(a) the diameter
decreases gradually from 14 µm to 5.5 µm. It is apparent from the figure, that the
cells stack in a closed-packed configuration. For smaller microtube sizes the yeast
cells align in such a way that single rows of cells can be created. In Fig. 2.6(b) the
growth of a cell confined in such a small microtube is investigated. The initially
round cell can reach an aspect ration of 3.7 by using such a confining geometry.
Furthermore, the microtube shown here has a diameter of roughly 3.5 µm which is
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Fig. 2.6: (a) Cell packing within different diameter transparent microtubes. (b) Growth
of a single yeast cell within an ultrasmall microtube container (Taken from [13]).
smaller than the mean diameter of the yeast cells used.
The use of such transparent microtubes can be extended to other cells [35] and
combined with optical sensing [36] to further integrate them into microfluidic de-
vices. Their excellent bio-compatibility and ease of fabrication make them attractive
candidates for bio-analytic microchannels in lab-on-a-chip applications.
2.1.4 Radial and Planar Superlattices
Superlattices have received a large amount of attention since they were first con-
ceived 30 years ago [52]. Their use in electronics, optics and opto-electronics has
spurred a wide range of development [53]. Superlattices of many materials and mate-
rial classes have been fabricated, however it is still challenging to combine chemically
incompatible materials. Furthermore, it is difficult to create superlattices from ma-
terials in different phases (for instance amorphous and single crystalline). Rolled-up
superlattices [54–60] can combine many previously unsuitable materials by allow-
ing a single double layer system to roll up creating a radial superlattice (RSL).
For technological purposes a planar superlattice may be desirable, which was re-
cently achieved by Zander et al. [37]. Planar superlattices were created by vertically
pressing rolled-up superlattices using a nano-imprint lithography tool at elevated
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temperature. Details of the fabrication process are show in Fig. 2.7. The figure
shows an initial semiconductor/metal bilayer that is rolled up to create a radial
superlattice. Afterward, it is converted to a planar superlattice by pressing under
elevated temperature. The pressure and elevated temperature ensure that the layers
bond to each other so that the planar structure is stable afterward.
Fig. 2.7: (a) Schematically shows a rolled-up semiconductor (GaAs)- Metal (Ti/Au or Cr)
superlattice, with an SEM image shown in (b). (c) Schematically shows the superlattice
after pressing creating a planar superlattice once again [SEM in (d)](Taken from [37]).
Using this technique, inherently difficult material combinations, such as single crys-
tal semiconductors and polycrystalline metals, can be combined into new super-
lattice geometries. Additionally, the number of processing steps to create large
periodicity superlattices is drastically reduced: a single double layer of the super-
lattice is fabricated by conventional methods and afterward the number of layers in
the superlattice is controlled by the number of windings in the tube, which in turn
only depends on the etching time.
Fig. 2.8: STEM images of planar superlattices combining a single crystal GaAs layer
with a Ti/Au layer (a) and Cr layer (b)(Taken from [37]).
Cross-sectional images of a GaAs/Ti-Au and GaAs/Cr superlattice are shown in
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Fig. 2.8(a) and (b), respectively. In Fig. 2.8(a) the large cross sectional area formed
(∼ 10 µm) by pressing the rolled-up structures is highlighted. In Fig. 2.8(b) the
intimate contact of the individual layers is seen, and the created planar superlattice
is clearly visible.
Using this method planar single crystal semiconductor layers combined with poly-
crystalline metal layers have been fabricated. Radial superlattices incorporating
self-assembled molecular monolayers and magnetic semiconductors have also been
fabricated and thus a realization of such planar structures is surely possible in the
near future. Such combinations would be very interesting in areas of research in-
cluding spintronics [61] and thermoelectrics [62].
2.1.5 Hybrid Ultra-Compact Rolled-up Energy Storage
Elements
Fig. 2.9: Layer sequence used for rolled-up nanomembrane capacitors before (a) and
after (b) rolling. In (c) the layer structure is shown for inorganic (I) and hybrid or-
ganic/inorganic (II) structures. An SEM of a single device is shown in (d) and an array
of devices is shown in (e)(Taken from [15]).
Currently, electronic components which require compact and efficient circuits that
display complex functionalities is becoming the clear trend. While electronic cir-
cuits have shrunk considerably, the energy storage elements required for functioning
still remain disproportionately large. In order to reduce the total size of electronic
components and allow for completely autonomous micro-systems new methods for
fabricating energy storage devices are needed.
Recently, Bufon et al. demonstrated rolled-up ultra-compact energy storage ele-
ments based on hybrid nanomembranes [15], called Ultra-compact capacitors (UC-
Caps). Here, planar dual plate capacitor structures are combined with strained
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Fig. 2.10: The increase in capacitance gained by rolling up a planar capacitor structure
is shown in (a) while the capacitance per footprint and capacitance ratio RC is shown in
(b)(Taken from [15]).
layer technology to roll-up the entire device, not only reducing the device footprint
considerably, but also increasing the overall capacitance due to the new boundary
created between windings. Figure 2.9 shows further details of the device geometry.
In Fig. 2.9(a) the layer sequence is shown before rolling, and then after rolling in
(b). Figure 2.9(c) indicates the layer stacks for a simple dielectric capacitor struc-
ture (I) and for one incorporating self-assembled monolayers (SAMs) structure (II).
The inclusion of SAM layers further highlights the multitude of devices possible with
this universal rolled-up platform. In Fig. 2.9(d) a single rolled-up device is shown,
indicating the Au contacts, the UCCap and rolling direction. In (e) an array of such
devices is shown highlighting the parallel nature of the fabrication technique.
In Fig. 2.10 further electrical measurements of a UCCap are shown. Here, the
increase of capacitance due to rolling is shown with its frequency dependence in (a),
and the increase in capacitance per footprint and capacitance ratio (RC = C3D/C2D)
is shown in (b). In (a), the capacitance is drastically increased at low frequency for
UCCaps, but the same frequency dependence and decease is still seen at higher
frequency. Furthermore, the increase in ratio RC is clearly seen in (b).
Incorporating SAM layers into the device structure allows for further tuning of
the device properties. Figure 2.11 indicates further enhancements achieved by the
incorporation of SAMs. In Fig. 2.11(a) the phase recovery at higher frequency is
shown comparing a 3nm Al2O3 dielectric layer with one including a SAM assembled
on top of the dielectric. In addition to recovering the capacitive phase of the device,
the breakdown electric field is also more than doubled by this hybrid material system,
as shown in (b). A detailed study of the leakage current dependence on the SAM
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chain length is shown in (c), where this can be decreased by over two orders of
magnitude by doubling the SAM chain length.
Fig. 2.11: Optimization of UCCaps by incorporating SAMs, where (a) indicates the
recovery of phase (b) the increase in breakdown electric field and (c) decrease of leakage
current (Taken from [15]).
The fabricated three-dimensional hybrid organic/inorganic UCCaps demonstrate
a high level integration of molecular and non-molecular electronics. Such hybrid
systems allow for a large range of tuning, which would allow for a multitude of
devices from capacitors to super-capacitors depending on the energy per time unit
needed. Replacing the SAM with more complex magnetic molecules could be one
route toward organic spintronic devices. Further yet, incorporation of solid-state
electrolytes would lead to ultra-compact battery elements needed for long-term low-
power autonomous systems.
The developments presented here give an insight into the recent progress in device
fabrication using rolled-up nanomembrane technology. So far, this technology has
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been used to create devices for a wide range of applications, ranging from bio-
technology to micro-electronics: The versatility of the technique in terms of possible
material combinations, together with the relative ease of device fabrication, means
that it is likely to find further applications in the future..
2.2 A brief historical account leading to the Josephson Effect
In 1911, three years after successfully liquefying helium for the first time, H. Kamer-
lingh Onnes discovered that the resistance of a Mercury sample would disappear if
cooled below 4.2K. After assuring himself that the measurement was correct he
published his results [63], thus giving birth to the field of superconductivity†.
Within 10 years of Onnes’ original discovery many other elements, including lead
and tin, had been found to show superconductivity. In the 20 years afterward, a
body of experiments uncovered three main effects of superconductivity which could
not be explained theoretically at that time. Firstly, Onnes himself noticed that a
current once flowing within a superconductor would not diminish with time if the
sample was kept below its superconducting transition temperature Tc, known as the
persistent current effect. Later, in 1933, Meissner and Ochsenfeld [64] were able
to show that not only is a magnetic field excluded from a superconductor below
its Tc, but also that a sample which is cooled through Tc expels the field upon
passing Tc. This perfect diamagnetism is commonly known as the Meissner effect
after its discoverer. Conversely, if a magnetic field is applied above a critical value,
superconductivity is destroyed and the material returns to its normal resistive state.
This critical field is a general trait of superconductors and is a benchmark for many
applications.
2.2.1 The London Equations
The first theoretical description to explain the experimentally observed behavior of
superconductors was published in 1935. The brothers F. and H. London gave an
electrodynamic description for superconductivity in the form of a pair of equations,
which were able to account for the effects witnessed [65], known as the London
equations. A non-rigorous derivation from the standard Drude model is the most
useful way to highlight the general aspects given by these equations. Here, the
electron motion can be described by
mdv/dt = eE−mv/τ, (2.1)
† Originally Onnes referred to it as supraconductivity, but the name superconductivity was later
adopted.
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where v is the electron drift velocity, E is the applied electric field, and τ is a char-
acteristic relaxation time for the electron motion to be randomized due to scattering
events. The London equations assume no scattering which leads to the first equation
dJs/dt = (c
2/4piλ2)E, (2.2)
where Js is the superconducting current, c the speed of light, and λ, a “penetration
depth” described in more detail later, given by
λ2 = mc2/4pinse
2. (2.3)
In Eqn. 2.3, ns was chosen to be the number density of superconducting electrons
in the material.
The second London equation is derived by taking the curl of both sides of Maxwells
equation ∇× h = 4piJ/c, and a substitution, where we arrive at
∇2h = (1/λ2)h, (2.4)
where h is the microscopic magnetic flux density (B being the macroscopic average)
and λ again the penetration depth. From Eqn. 2.4 the significance of λ becomes
clear: An impinging magnetic field exponentially decays within a superconductor,
with the rate of decay given by the penetration depth λ. The two equations presented
by the brothers London were able to successfully reproduce the persistent current
(Eqn. 2.2) and also explain the Meissner effect (Eqn. 2.4) while also relating them
to some measurable quantity λ (Eqn. 2.3). In fact, the penetration depth given by
Eqn. 2.3 is the theoretical limit at 0K, where the temperature dependent penetration
depth can be approximated by
λL(T ) ≈ λL(0)[1− (T/Tc)4]−1/2, (2.5)
where λL is used to designate the London penetration depth to differentiate it else-
where. Somewhat later, Pippard [66] postulated that there must be a non-local
generalization to the London equations. This is due to the superconducting cur-
rent being not only dependent on an infinitesimal electric field density but rather
integrating over a finite volume. He argued that this must arise in the form of an
uncertainty-principle type effect similar to the Heisenberg model. Essentially, in a
phenomenon such as superconductivity, where a transition takes effect at a given Tc,
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only electrons within kT of the Fermi energy should be able to participate. Taking
a momentum range ∆p ≈ kTc/υf gives rise to a characteristic coherence length, or
ξ0 = a
h¯υF
kTc
, (2.6)
where a is a numerical constant (found to be roughly 0.18 and is material indepen-
dent) and υF is the Fermi velocity. Furthermore, he realized that the coherence
length was intimately related to the mean free path l of the electrons within a ma-
terial, and that these quantities affected the penetration depth. The ratio of mean
free path and coherence length can be combined to form a effective coherence length.
Intuitively, the effective coherence length can be written as
1
ξe
=
1
ξ0
+
1
l
. (2.7)
From Eqn. 2.7 we see that the smaller quantity will determine the effective coherence
length. These limits are referred to as the clean limit (l  ξ0) and dirty limit
(ξ0  l) for superconductors. The distinction between these cases will be discussed
in more detail later.
From these early attempts to explain superconductivity two important concepts,
the penetration depth and coherence length, were first formulated. These quantities
were further refined later on, and are important for many effects in superconductivity
and Josephson junctions.
2.2.2 The Ginzberg-Landau Theory
The Ginzburg-Landau (GL) Theory [67] was one refinement of the London equations.
Here, the number density of superconducting electrons ns is not assumed to be
uniform in space, and nonlinear responses to fields large enough to change ns are also
accounted for. A pseudowavefunction ψ(r) is used as a complex order parameter
similar to the formalism postulated by Landau in his theory of thermodynamic
second-order phase transitions. In the GL theory, the quantity |ψ(r)|2 represents
the local density of superconducting electrons ns in space, or
ns = |ψ(r)|2. (2.8)
To arrive at the GL equations, we start with a series expansion of the free energy f
in powers of ψ and ∇ψ. With the expansion coefficients α and β, the free energy
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differential equation has the form
f = fn0 + α|ψ|2 + β
2
|ψ|4 + 1
2m∗
∣∣∣∣( h¯i∇− e∗c A
)
ψ
∣∣∣∣2 + h28pi . (2.9)
Here the first and last term consider the normal conducting case (assuming ψ = 0).
The second and third terms can be used to describe the superconducting state
without any fields or currents. The fourth term deals with fields and field gradients
present in the system. Using a variational method and boundary conditions suitable
for the given physical conditions (omitting a further rigorous derivation) the GL
differential equations take on the form
αψ + β|ψ|2ψ + 1
2m∗
(
h¯
i
∇− e
∗
c
A
)2
ψ = 0, (2.10)
with the accompanying current expression
J =
e∗
m∗
|ψ|2
(
h¯∇ϕ− e
∗
c
A
)
, (2.11)
where ϕ is given by the general solution of the wavefunction of the form ψ = |ψ|eiϕ
and A is the vector potential. Equation 2.11 has the exact form of a typical quantum-
mechanical particle with mass m∗, charge e∗ and wavefunction φ, as does Eqn. 2.10
if we omit the first non-linear term, which manifests itself as a repulsive field which
attempts to spread the wavefunction out over all space as uniformly as possible.
An important fact is that the GL theory was able to describe macroscopic phe-
nomena while still adhering to the local approximations suggested by the London
equations originally. Using this framework we can also define a GL penetration
depth as
λ2eff =
m∗c2
4pi|ψ|2e∗2 , (2.12)
which is analogous to the London penetration depth using ns = |ψ(r)|2. Here only
the starred quantities for mass and charge indicate deviations from standard values.
Conversely, a modified coherence length can be derived from the GL equation given
by
ξGL(T ) =
hc
4e
√
2piHc(T ), λeff (T )
(2.13)
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Fig. 2.12: An interface between a normal and superconducting region relating the su-
perconducting order parameter |ψ|2, the thermodynamic critical field Hc and magnetic
flux density h(x) with the penetration depth λ(T ) and coherence length ξ(T ) (Adapted
from [30]).
where Hc is the thermodynamic critical field (not to be confused with h the flux
density on a microscopic scale introduced in the previous discussion on the London
equations) and λeff as defined in Eqn. 2.11. This can be rewritten as
ξGL(T ) =
Φ0
2
√
2piHc(T )λeff (T )
, (2.14)
where
Φ0 =
hc
2e
(2.15)
is known as the magnetic flux quantum having the value of Φ0 = 2.07× 10−15 Wb.
From the coherence length and penetration depth calculated using the GL equation,
the dimensionless GL parameter, κ is defined as
κ =
λeff (T )
ξGL(T )
. (2.16)
To understand the GL parameter more effectively it is useful to investigate the two
quantities phenomenologically using Fig. 2.12.
The figure indicates that the superconducting order parameter |ψ|2 falls off within
the coherence length ξGL(T ) while a critical field penetrates into the superconducting
region a distance given by the penetration depth λ(T ). From this result, one can
clearly see that the ratio between these two quantities determines characteristic
properties of a superconducting materials. Abrikosov [68] showed in 1957 that for
the case where κ was large (a point not previously investigated), the domain wall
energy between superconducting phase and normal phase would favor subdivision
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of the superconducting regions rather than expelling the magnetic field completely
as known from the Meissner effect. He found that the border between these two
types of behavior (creating superconducting domains, and completely expelling a
magnetic field) occurred at a value κ = 1/
√
2. He called the new material with
higher κ Type II superconductors to differentiate them. Furthermore, he postulated
(which was later confirmed) that the magnetic flux should penetrate the material
in an array of flux tubes where each carried a quantum of flux Φ as defined by
the GL theory. By allowing the magnetic flux to penetrate the material before the
superconductivity breaks down completely, much higher fields can be withstood.
2.2.3 The BCS Theory
In 1957, Bardeen, Cooper and Schrieffer [69] published their monumental paper
entitled “Theory of Superconductivity” microscopically describing the effects found
in superconductivity using a quantum mechanical approach. The main point of
their theory was, as Cooper had shown the year before for single electron pairs [70],
that electrons can pair to form a bound state due to a weak attractive interaction.
Crucial to this point was the realization that, regardless of how small the attraction
is, pairing can occur as long as the interaction is attractive. Simply put, the theory
postulates that pairs of electrons in the Fermi sea will condense into a ground state
due to their pairing into bosonic Cooper pairs, a process which is mediated by
phonons. A simplistic real-space picture would be that the first free electron attracts
positive ions in the medium, which in turn attracts the second electron to the higher
ion density region. Since the movement of ions is restricted by the stiffness of
the material, this real space picture implies that the formation of Cooper pairs
should be somehow related to the characteristic vibration frequencies, or phonons,
of the material. The Bardeen-Cooper-Schrieffer (BCS) theory received immediate
attention because it very accurately was able to reproduce the isotope effect, i.e.
the proportionality of Tc and Hc to the mass M (by Tc ∝M−1/2) for isotopes of the
same element. The condensation of electrons into a ground state was interpreted
in a similar fashion to the band gap found in semiconductors, and thus the concept
of an energy gap ∆ was formulated. This result had been suggested earlier [71] to
explain the lack of thermoelectric effects in superconductors. The crowning point
of the BCS Theory was the calculation of the energy gap ∆ relating directly to the
critical temperature Tc by
∆(0) = 1.764kTc. (2.17)
Furthermore, a correlated minimum energy required to break a Cooper pair Eg =
2∆(0) = 3.5kT (equal to twice the energy gap) was confirmed in a multitude of
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experiments. Finally, the temperature dependence of the energy gap with T ∼ Tc
was accurately reproduced from a theoretical point of view by
∆(T )
∆(0)
≈ 1.74
(
1− T
Tc
)1/2
. (2.18)
In 1959, Gor’kov [72] showed that the GL theory could in fact be derived directly
from the microscopic BCS theory at temperatures near Tc. In doing so, he was
able to link the phenomenological GL order parameter ψ with the BCS energy
gap ∆. This was the final link needed to show that a macroscopic condensate
of a very large number of electrons bound as Cooper pairs could be described by a
single wavefunction. From a similar quantum mechanical treatment, the macroscopic
wavefunction takes on the form
ψ(r) = |ψ|eiϕ(r), (2.19)
where ϕ(r) is an arbitrary phase which is however linked to all electrons within
the macroscopic condensate wavefunction. The arbitrary phase term, related to the
collective behavior of the Cooper pairs, leads directly to the Josephson effect, as
discussed in the next section.
2.3 The Josephson Effect
While working on his PhD in the 1960s at Cambridge, Josephson became interested
in the possibility of symmetry breaking arising in superconductors [73]. He began
contemplating how a small insulating barrier between two superconductors could
lead to an observable symmetry breaking. His calculations on the topic lead to
some fascinating results earning him the Nobel Prize in 1974 and resulted in the
effect bearing his name: the Josephson effect. As mentioned earlier, with Gor’kovs
reconciliation of the BCS theory with the GL theory and the general term for the
macroscopic wavefunction containing a phase dependence, Josephson found that two
weakly coupled superconductors (i.e. where Cooper pairs could still tunnel) would
have to equate their phase somewhere within the barrier. In its most general form,
the DC Josephson effect can be written as
Is = Ic sin ∆ϕ, (2.20)
where ∆ϕ is the phase difference between superconducting leads, and Ic is the max-
imum current (i.e. the critical current) which can tunnel though the insulating
barrier without breaking Cooper pairs. Physically speaking, a phase difference in
2.3. The Josephson Effect 23
the superconducting wavefunctions of two weakly connected superconducting reser-
voirs separated by an insulating barrier will give rise to a measurable supercurrent
Is. Importantly, this supercurrent does not depend on an applied voltage (in fact,
this effect exists without applied voltage), but rather solely on phase difference.
Josephson further calculated that if a voltage V was applied across the junction, an
additional AC current would be created, adhering to the relation
d(∆ϕ)/dt = 2eV/h¯, (2.21)
which is known as the AC Josephson effect. Essentially, this relates frequency and
voltage by the fundamental ratio 2e/h¯ = 483597.96 GHz V−1 [74]. Alternatively,
if the Josephson junction is irradiated by a microwave signal, the supercurrent will
mode-lock to the frequency and produce constant voltage steps, called Shapiro steps
[75]. These steps will occur at integer values of the microwave frequency given by
V = nh¯ω/2e, (2.22)
where n is an integer and ω is the driving microwave frequency. The width of the
individual steps in current is given by
In = IcJn(2eV1/h¯ω), (2.23)
where Jn is the n-th order Bessel function. This effect is used to create precision
voltage standards in labs around the world [74] and completes one side of the quan-
tum metrological triangle, linking all measurable electrical quantities using only
fundamental constants.
While Josephson’s original calculations had been made assuming a thin insulating
barrier and quantum mechanical tunnelling, it quickly became clear that this was
just one example, and that the Josephson effect could be produced anytime two
superconductors were sufficiently decoupled by an appropriate weak link. Over the
years, many weak links have been suggested and realized, a few are depicted in
Fig. 2.13.
Among the contact configurations illustrated in Fig. 2.13, is the point contact junc-
tion where two superconductors are brought into contact in a very small region
usually by pressing a sharpened superconducting metal tip against a larger flat [77].
This was oftentimes compounded by a native oxide layer thickness which reduced the
size even more. Due to the uncertainty in this oxide layer, point contacts are prone to
be very unreliable and irreproducible [33]. The superconducting constrictions (ScSs)
(also called Dayem bridges after their founder) use a reduction in width of the su-
perconductor to locally drive the material into a normal state through which the
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Fig. 2.13: Various Josephson junction realized by using superconductors separated by
an insulator, point contact, constriction or normal metal (Adapted from [76]).
Cooper pairs then move. Finally, in SNS junctions, the proximity effect in the nor-
mal metal allows Cooper pairs to flow. In SNS junctions, the normal region is not
restricted to classical metals, but can also be a semiconductor or even a different
superconductor with lower Tc.
2.3.1 Static Properties
Using a superconducting constriction weak link, a brief derivation of the DC Joseph-
son effect can be made. If we assume two large superconducting electrodes separated
by a small one-dimensional link, then the GL equation reduces to
ξ2
d2f
dx2
+ f − f 3 = 0 (2.24)
where f = ψ/ψ∞. Here, if we choose [78] the length of the link, or bridge, L smaller
than the coherence length ξ, then the first term will be much larger than the others,
reducing the equation in the limit to the trivial Laplace equation
d2f
dx2
= 0 (2.25)
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where the most general solution is f = a + bx. Since the absolute phase is unde-
fined (only the phase difference ∆ϕ can be defined), then we can choose non-trivial
boundary condition at the ends of the small bridge as f = 1 at x = 0 and f = ei∆ϕ
at x = L. The solution then becomes
f = (1− x/L) + (x/L)ei∆ϕ. (2.26)
Inserting this into the GL current expression 2.10 we obtain the DC Josephson effect
Is = Ic sin ∆ϕ, as described in Eqn. 2.20. From this solution we have an expression
for the critical current Ic given by
Ic = (2eh¯ψ
2
∞/m
∗)(A/L), (2.27)
where A is the cross-sectional area of the bridge. The crucial fact here is that the
critical current Ic scales with (A/L). This is the inverse of the scaling of the normal
state resistance Rn of the weak link. Combining these facts, it can be shown that the
quantity IcRn is independent of junction size. The IcRn product is correlated with
intrinsic material parameters and the temperature (through Ic). It has been shown
that this equality also holds for junction geometries other than superconducting
constrictions and thus it has become an important qualitative measure of a junction’s
properties. Phenomenalistically, the IcRn product reduces to
IcRn = 2eh¯ρnψ
2
∞/m
∗. (2.28)
In 1963, Ambegaokar and Baratoff [79] were able to derive, using the original micro-
scopic tunnel junction geometry, the full temperature dependence for Ic, modifying
Eqn. 2.28 with more manageable quantities to
IcRn = (pi∆/2e)tanh(∆/2kT ). (2.29)
Although this derivation was made for the case of a classical tunnel junction, it was
later shown that it could be generalized to weak link superconducting junctions near
Tc. Using the dependence of ∆ Eqn. 2.29 can be further reduced to
IcRn = (2.34pik/e)(Tc − T ) ≈ 635µV/K × (Tc − T ), (2.30)
for T sufficiently near to TC . Kulik and Omel’yanchuk [80] were able to surpass the
approximations made using the GL theory close to TC and, using more sophisticated
theories [81, 82], derived expressions for constriction weak link Josephson junctions
valid down to T = 0. The key point is that the electronic mean free path l plays a
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Fig. 2.14: Deviation at low temperature of different Josephson junction geometries show-
ing (a) tunnel junctions, (b) dirty and (c) clean limit weak links (Taken from [76])
central role in the behavior of metallic junctions and thus Kulik and Omel’yanchuk
found that the deviation of metallic junctions from tunnel junction with the same
IcRn near Tc were 1.32 and 2 times greater in the dirty and clean limits, respectively.
A graphical interpretation is shown in Fig. 2.14
2.3.2 Superconductor-Normal Metal-Superconductor (SNS)
Junctions
For junctions incorporating a normal metal between the superconducting leads,the
situation changes further from the classical derivation given for tunnel junctions
and the extension made for constriction junctions. In SNS junctions, the Josephson
supercurrent is supported by the proximity effect in the normal metal i.e. the
superconducting condensate wavefunction extends into the normal metal, or in other
words, the Cooper pairs leak into the normal region. This is well described by a
formulation created by De Gennes [83] and is introduced shortly below.
If the material between the superconducting reservoirs is a normal metal, the coher-
ence length ξn of the normal metal plays a significant role in the junction dynamics
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and is again linked to the electronic mean free path ln in the normal metal. In the
clean limit (ln  ξn)
ξn,Clean =
h¯νF
2pikBT
, (2.31)
where νF is the Fermi velocity. If the electronic mean free path however is much
shorter than the coherence length (l  ξn) the electronic motion is diffusive and a
random walk motion can be used, resulting in
ξn,Dirty =
(
h¯D
2pikBT
)1/2
, (2.32)
where D is the normal metal carrier diffusion constant D = νF ln/δ and δ is the
dimensionality constant (3,2 or 1). Taking a typical noble metal Fermi velocity
νF = 1 × 106 m/s the clean limit coherence length is roughly 300 nm at 4.2 K.
This makes longer junctions (much thicker than tunnel junctions of typically 1-
2 nm) possible. Since the electronic mean free path is commonly limited by the
film thickness in experiments however (typically tens of nanometers), the dirty limit
usually prevails regardless of material quality [76].
The Proximity Effect
A fitting formalism to describe the proximity effect which governed the leaking
of Cooper pairs into normal metals in contact with superconductors was reported
by De Gennes in 1964. The basis for his calculations was the self-consistent pair
potential formulated by Gor’kov [72] which was then used in combination with the
phenomenological Ginzburg-Landau equation to find the critical currents. Here the
pair potential was defined as [84]
∆(r) = VNF (r) = VN〈ψ(r ↑)ψ(r ↓) (2.33)
where F (r) is the condensation amplitude, or, the probability of finding two electrons
at the point r in the condensed state and VN is the electron-electron interaction con-
stant. Figure 2.15 shows the variation of the pair potential at the superconductor-
normal metal (SN) for the case of a simple SN structure and also a SNS structure.
In the case of the SN interface (Fig. 2.15(a)), the order parameter (i.e pair poten-
tial) exponentially decays within the normal metal coherence length ξnd. This is the
“leaking” of Cooper pairs into the metal. Conversely, the order parameter stabilizes
to its bulk value (∆ = 1) again within the coherence length in the superconductor,
except here the superconducting coherence length ξs is used, which is identical to
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Fig. 2.15: The spatial dependence of the pair potential (wavefunction) for (a) SN interface
and (b) SNS structure with normal metal length L.(Adapted from [76])
the GL coherence length presented in Eqn. 2.13. Here the mean free path and Fermi
velocity for the superconductor are taken. The SNS structure shown in Fig. 2.15(b)
illustrates that for sufficiently sized normal metal regions there is a non-vanishing
pair potential within the entire normal region and thus a supercurrent can be trans-
ported.
Circumventing a more rigorous derivation, Ic can be calculated as an overlap of the
superconducting wavefunctions, which is approximately given by
Ic(T, L) ∼= pi|∆i|
2L
2eRNkBTcξnd
e(−L/ξnd) (2.34)
Conversely to Eqn. 2.29, the exponential term gives rise to a different dependence
for SNS junctions than for tunnel junctions or constrictions.
A body of experiments in the 1960s and 70s where showing resonances within the
supercurrent branch which could not be explained using the De Gennes formulation
and could only be understood with the introduction of quasiparticle reflections at
the SN interface. In essence, the proximity effect is mediated by a process known
as Andreev reflection [85]. In addition, the Thouless energy and correlated inelastic
scattering length, and the importance of the single particle phase and correlation
length within disordered systems was neglected.
Andreev Reflection
As described previously using the BCS theory, the electrons in the superconduc-
tor collectively condense into a ground state forming Cooper pairs, which is then
separated by an energy gap ∆ from the lowest quasi-particle excited state. Energy
levels within the energy gap are forbidden states within the superconductor. In the
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normal metal layer however, the levels E < ∆ can be occupied, but due to the
lack of quasi-particle states in the superconductor no simple transport mechanism
can be used as a description. To explain this transport, Andreev [85] formulated
a framework whereby an electron in the normal metal incident on the boundary is
reflected as a hole with identical energy and thus two electrons are injected into the
superconductor. The introduction of Andreev reflection as the transport mechanism
highlighted the diversity of transport possible between superconductors and other
materials. Indeed, the transport between two materials (one superconducting, the
other not) depends intimately on the properties of the barrier (i.e. the properties of
the interface) between them as discussed below.
When there is absolutely no barrier at the interface between the normal metal and
superconductor the following situation arises: an electron e with energy eV above
the Fermi energy (eV < ∆ EF ) with wave-vector ke approaches the SN interface.
Upon hitting the interface it pairs with a second electron e2 with energy eV below
the Fermi energy. The transmission of the electron e2 results in the creation of a hole
with energy eV below the Fermi energy in the normal region. The entire process is
also valid from the perspective of a hole, creating an electron with energy eV below
the Fermi energy. Importantly, a single charge e will create a charge 2e within the
superconductor, as will be discussed in more detail below .
Realistically, every interface will have some finite barrier due to impurities, oxide
layers or mismatched Fermi velocities associated with different metals. In order to
account for finite barriers Blonder et al. [86] introduced a delta-function potential
barrier which could be varied by a strength parameter Z. Using this parameter, he
was able to compute the differential conductance dI/dV for different scenarios. The
starting point was the SN interface as schematically shown in Fig. 2.16(a). Here
an incident electron (Position 0) can be either transmitted (with (2) or without
(4) wavevector change) or reflected normally (5) or Andreev reflected (6). For the
Andreev reflected case, only the hole reflection is shown as the Cooper pairs cannot
be represented in this model. The various transmission and reflection outcomes for
an electron incident on a barrier with varying strength Z are shown with respect
to barrier energy in Fig. 2.16(b). The probabilities for Andreev reflection (A),
ordinary reflection (B) transmission without branch crossing (C) and transmission
with branch crossing (D) are shown. For low barrier strength (Z=0), the Andreev
reflection is of the order unity at low energies. As the barrier strength becomes
larger (entering the tunnelling regime (Z=3.0)), there is no transmission probability
at low energy, and only normal transmission occurs above ∆.
In Fig. 2.17 the differential conductance is shown for the various barrier strengths
investigated in Fig. 2.16. Blonders calculations clearly reflect the double conduc-
tivity presented by the Andreev reflection process. Also the high barrier situation
represented by a tunnel junction is well described. In all cases the normal resistance
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Figure 2.16: (a) Energy vs. mo-
mentum diagram for the two sides
of an SN interface. The degenerate
states inside and outside the Fermi
surface on both sides of the Fermi
sphere are shown. Here closed cir-
cles represent electrons and open
spheres are holes where the arrows
point in the direction of the group
velocity. Here an incident electron
(0) is either transmitted (2,4) or
reflected (5), possibly as a hole in
the case of Andreev reflection (6).
(b) Transmission and reflection co-
efficients at a SN interface. Here
(A) is Andreev reflection, (B) is
normal reflection (representing no
transmitted current), (C) is nor-
mal transmission without crossing
of the Fermi sphere and (D) is the
transmission with branch crossing.
The letters (A,B,C,D) can also be
found in (a)(Taken from [30]).
RN is recovered well above ∆.
The preliminary work done by Blonder et al. on the SN interface was further refined
by Klapwijk [87] incorporating multiple Andreev reflections to describe a subhar-
monic energy gap observed in the I-V characteristics of SNS weak link structures.
The concept is schematically shown in Fig. 2.18.
Here two superconductors (SL) and (SR) are separated by a normal metal region
(in a constriction possibly of the same material) where the electrochemical potential
between the superconducting leads is eV . An electron incident from the left side
(lower left) will be accelerated by the potential eV within the normal region and will
arrive at the right superconductor within the energy gap. This in turn will cause it
to be Andreev reflected as a hole. The created hole has an energy state which is the
reflection around the chemical potential (here in the middle of the figure). Now the
hole is accelerated in the opposite direction toward the left lead because of the sign
change. Again it gains eV traversing the normal region. At the left lead boundary
it is still within the gap region and is Andreev reflected with the resulting electron
reflected around the pair potential a further time. Here however, the electron is
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Fig. 2.17: The differential conductance with respect to voltage for different barrier
strengths Z (Taken from [30]).
now no longer in the gap of the right electrode (topmost exiting electron) and can
enter the righthand superconductor. From this schematic it becomes clear that by
an iteration of Andreev reflections integer multiples of eV can be gained by each
traversal of the normal region as long as the scattering in the normal metal is negli-
gible (we assume Z = 0 barrier strength). This multiple Andreev reflection causes a
deviation from the picture presented in Fig. 2.17. Here the differential conductance
spectrum below the energy gap shows distinct subgap resonance features following
Vn = 2∆/ne. In reality, the differential conductance spectrum is much richer due to
other parameters left out in Klapwijks initial calculations which were then included
in a more detailed analysis by Octavio [88] which included a nonzero interfacial
barrier and possible scattering in the normal region.
Although the theoretical functioning for tunnel junctions has been understood fairly
well since the mid 60s [83], a complete formulation for all metal junctions (includ-
ing superconducting constrictions and SNS junctions) has only recently been pro-
posed [89]. Although the proximity effect had already been introduced by DeG˙ennes,
the underlying theory was still somewhat lacking. Currently, it is accepted that the
proximity effect and Andreev reflection are two ideas that are intimately linked.
Andreev reflection describes a method by which electrons above the Fermi level are
converted into holes below the Fermi level creating a Cooper pair within the super-
conductor; essentially how the separate “electronic reservoirs” are communicating
at the boundary. Secondly, Andreev reflection describes the created electron-hole
pair and how it loses its correlated properties within the normal metal region: af-
ter reflection the electron and hole form a phase conjugated pair where the phase
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Figure 2.18: The “semiconduc-
tor” picture for multiple Andreev
reflections. Here the trajectories
for electrons are followed through
a SNS structure showing the An-
dreev reflections around the pair
potentials giving rise to multiple
reflection events (Taken from [30]).
coherence is lost over a certain distance from the interface. The proximity effect is
essentially on a microscopic level the underlying connection between the Andreev
reflection at the interface and the phase coherence that is maintained over a given
length scale in the normal metal. The realization that the coherence length in the
normal metal plays such a crucial role links superconducting weak-link junctions
to quantum transport in disordered systems. It has become clear that the super-
conducting energy gap ∆ is no longer is the relevant energy scale, but rather the
Thouless energy [90] used previously to describe energy levels in disordered systems.
The Thouless energy can be expressed as
ETh = h¯D/L
2 (2.35)
where D again is the normal metal carrier diffusion constant D = νF ln/δ, δ is the
dimensionality constant (3, 2 or 1 dimension), and L is the length of the sample.
Essentially the Thouless energy characterizes the sensitivity of the energy levels to
the boundary conditions of the system. Currently, a picture containing the proximity
effect governed by Andreev reflections and the Thouless energy as the relevant energy
scale is the most widely accepted for SNS Josephson junctions.
The I-V Curve and the RCSJ Model
Although the Josephson effect is found in both tunnel junctions and SNS junctions,
the previous discussion has already shown that there are fundamental differences be-
tween the two structures. The differences extend also into the transport phenomena
exhibited by both. At finite voltages, the barrier is not only crossed by dissipa-
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Fig. 2.19: Characteristic I-V curves for Josephson junctions where (a) is for SNS junctions
and (b) is for classic tunnel junctions (Adapted from [91]).
tionless supercurrents, but also by a given current of unpaired charge carriers. The
method by which this unpaired charge carrier (quasiparticle) transport takes place
is also dependent on the junction type: for tunnel junctions the quasiparticles also
tunnel through the barrier whereas in SNS junctions the transport is either bal-
listic (clean), or diffusive (dirty) dependent on the normal region properties. The
differences in the I-V characteristics for both cases is shown in Fig. 2.19.
For metallic junctions, the curves take the form of hyperbolae since the quasiparticles
crossing the normal region at finite voltage experience an ohmic resistance as shown
in Fig. 2.19(a). The case is markedly different for the case of tunnel junctions. Here
the quasiparticle current is only possible above the energy gap of the superconductor
(for the case of identical superconductors)‡ i.e. for voltages above ∆/e as shown
in (b). The supercurrent branch is clearly seen separated from the quasiparticle
branch. Also shown in both figures are Ic and IcRn with respect to each other.
The schematics in Fig. 2.19 represent ideal junctions and do not take into account
any hysteresis. The hysteresis is an effect of the intrinsic capacitance and other
inhomogeneities in the junction.
For finite voltage regions, a Josephson junction can be modeled as a lumped circuit
where the junction is placed in parallel with a capacitor and resistor, called the
resistive and capacitively shunted junction (RCSJ). The resistance R has the effect
of accounting for the dissipation in the finite voltage regime, while the capacitance
C determines the geometric shunting capacitance between the two superconducting
leads. Here the total current can be summed as the components from each of the
‡ For the case of dissimilar superconductors a peak at ∆1 −∆2 is also seen.
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separate parallel components, or
I = Ic0sin∆ϕ+ V/R + CdV/dt (2.36)
where the first term is the Josephson current, the middle term the resistive current
and the last term capacitive effects. Here Ic0 is used, leaving Ic as the measurable
supercurrent (which will be less than the real Ic0).
Rewriting Eqn. 2.36 with a substitution of V for ϕ, a second-order differential equa-
tion is produced, namely
d2ϕ/dτ 2 +Q−1dϕ/dτ + sinϕ = I/Ic0 (2.37)
where τ = ωpt with
ωp = (2eIc0/h¯C)
1/2 (2.38)
is the plasma frequency of the junction such that Q the quality factor can be defined
as
Q = ωpRC (2.39)
If however, there is only a small capacitance present(as is commonly the case in SNS
junctions) the second-order differential equation in Eqn. 2.37 can be reduced such
that a solution can be found for the voltage characteristic given ideally by:
V = 0, I ≤ Ic0 (2.40)
V = R(I2 − I2c0)1/2 I ≥ Ic0 (2.41)
These equations model the ideal SNS junction perfectly well. However Ambegaokar
and Halperin [92] found a fundamental modification to the ideal case, namely that
there is always a finite resistance below Ic due to thermal activation which is propor-
tional to h¯Ic0/ekBT . This causes rounding of the sharp transition in the quasiparticle
branch. Furthermore, even small capacitances in the junction lead to a hysteresis
in the I-V curves.
An example of these effects is shown in Fig. 2.20. Here a single crystal highly doped
InAs nanowire is used in combination with electron beam lithography (EBL) created
Al contacts [19] to create quasi-SNS juntions. In Fig. 2.20(a) and (b) the device is
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Fig. 2.20: InAs based Josephson junction. A schematic is shown in (a) while an SEM of
an actual device is shown in (b). The I-V characteristic is shown in (c) while (d) highlights
the gating behavior of the device (Adapted from [19]).
shown schematically and in an SEM image. The short length between the Al super-
conducting leads is of the order of 40 nm to 130 nm. Here, Doh et. al. incorporated
a back gate to further control the supercurrent in the InAs semiconductor mate-
rial. The hysteretic behavior of the I-V trace is clearly seen in Fig. 2.20(c) and
arises from the capacitance between the superconducting leads and the substrate.
In Fig. 2.20(d) the gating behavior is shown whereby the critical current can be
reduced to zero (effectively switching off the supercurrent) using the back gate.
Fig. 2.21: InAs nanowire Josephson junctions irradiated with 4GHz microwaves produc-
ing Shapiro steps. In (a) the I-V trace with (red) and without (black) radiation is shown.
The power dependence of the individual steps are shown in (b) while (c) highlights the
Bessel-like function dependence of the individual branches (Adapted from [19]).
The InAs nanowires can further be coupled to microwave radiation creating Shapiro
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steps in the I-V curve as shown in Fig. 2.21(a). The red and black traces show the
device with and without 4 GHz radiation applied, respectively. The inset reveals
the agreement with a theoretical calculation. In Fig. 2.21(b) the evolution of the
Shapiro steps are shown with increasing power, where the extracted traces in (c)
indicate that the Bessel-type function behavior is reproduced.
Fig. 2.22: Conductance phenomena in InAs nanowire devices. In (a) clear multiple
Andreev reflections are seen, while (b) indicates the conductance G dependence on gate
voltage and (c) investigates the conductoance fluctuations δG and the Thouless energy
ETh of the system (Adapted from [19]).
Finally, in Fig. 2.22 the complex nature of the current transport within the InAs
nanowires is revealed. In Fig. 2.22(a) the multiple Andreev reflections are indicated
with the actual I-V trace highlighted in the inset. Figure 2.22(b) shows the change
in conductance with changing gate voltage. The white superimposed line reproduces
the underlying data which is a single conductance measurement taken with respect
to the gate voltage. In Fig. 2.22(c) the Thouless energy ETh and the root mean
square (RMS) conductance fluctuation δG are shown with increasing normal region
length.
The introduction into superconducting weak links given here is meant to give a
basic understanding of the physics governing their behavior. Subsequent chapters
will refer back to the topics discussed here.
For a successful technology, re-
ality must take precedence over
public relations, for Nature
cannot be fooled.
-Richard P. Feynman
3
Materials
In this chapter the materials used to create rolled-up semiconductor microtubes are
described in detail. First, the concepts for the formation of strained layer MNOs
using semiconductors is introduced, followed by a detailed description of the rolling
dynamics. Second, a brief introduction to niobium is given.
3.1 III-V Semiconductors
Semiconductors materials are classified by their conductivity as being in the interme-
diate region between typical conductors and classical insulators. More specifically,
semiconductors are defined as insulators at 0 K that have observable conductivities
at finite temperatures below their melting point [93]. The electronic properties of
semiconductors has made them very interesting for integrated circuits in particular.
Here however, semiconductors are not only incorporated for their electronic prop-
erties, but also due to the wealth of knowledge present pertaining to their growth
and processing. In this section the III-V semiconductors are discussed and a brief
description of processing thin layers of semiconductor material to form MNOs is
presented.
The term III-V semiconductor refers to all semiconducting compounds made using
a mixture of elements from the 3rd and 5th column of the periodic table. The most
technologically significant III/V semiconductors are composed of gallium (Ga), alu-
minum (Al) and indium (In) of the 3rd group, and arsenic (As), nitrogen (N) and
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phosphorous (P) of the 5th group, examples of which being GaAs, InP, AlN and
InGaP. Here, the focus lies on structures composed of GaAs, AlAs and InxGa1−xAs.
Compounds of two semiconductors, such as GaAs, are referred to as binary semicon-
ductors, while alloys of three, like InGaAs, are referred to as ternary semiconduc-
tors. Compound semiconductors of III-V composition typically take the zinc-blende
structure (the notable exception being nitrides which take the Wurzite lattice struc-
ture). Hence compounds of different stoichiometry can be grown upon another while
maintaining crystallinity due to their similar crystal structure [93]. Structures with
layers of different composition that still maintain their crystal structure are called
heterostructures. A helpful way to categorize the various III-V semiconductors is
by their bandgap and emission wavelength with respect to lattice constant. Figure
3.1 displays the bandgap energy Eg and wavelength λ plotted with respect to their
lattice constant a for different III-V compounds [94]. In addition to presenting in-
formation for binary semiconductors, the data also indicates the dependence of the
bandgap on composition of ternary compounds (shown by the solid and dotted lines
in Fig. 3.1). Here, the solid lines represent direct bandgap semiconductors ideal
for light emission, while the dashed lines indicate indirect bandgap semiconductors
which are not well suited for light emission due to the phonon required for the op-
tical transition [93]. As the figure indicates, the various III/V semiconductors have
different lattice constants which, if they are allowed to grow in a crystalline fashion,
will give rise to an inherent strain within the layer. The information provided in
Fig. 3.1, therefore, is helpful when selecting III-V semiconductors for the creation
of MNOs.
3.2 MBE Growth, Under-etching and Micro-structure
Formation
In this section, an overview of the growth and under-etching of semiconductors
with respect to the formation of MNOs is given. The epitaxial growth of layers
is explained briefly, followed by a general discussion on the selective etching of
semiconductors, and finally the formation of three-dimensional objects using these
techniques.
3.2.1 Growth
Driven by the electronic revolution of the past fifty years, various techniques to pro-
duce single crystal materials have been developed. One of these methods, consisting
of forming nanometer thick single crystal layers on a substrate, is MBE [95]. Epi-
taxy (Greek: epi- “equal” -taxis “in ordered manner”) is a form of crystal growth
3.2. MBE Growth, Under-etching and Micro-structure Formation 39
Fig. 3.1: The bandgap and wavelength of binary III/V semiconductors with respect to
their lattice constant. Single points are also given for Si and Ge (Taken from Ref. [94]).
in which crystalline layers are deposited on a single crystal substrate. The original
crystal substrate (wafer) is grown as a larger crystal by another method such as the
Czochralski process or Bridgeman technique. Depositing layers on a substrate of
the same material is called homoepitaxy whereas deposition of dissimilar materials
is called heteroepitaxy. In MBE, the material to be deposited is transported to
the substrate surface from a material source in the form of a low density molecular
beam. The material is vaporized in some way and then carried to the substrate.
The growing of epitaxial layers, which is not limited to growth by a molecular beam
(see Ref. [95] for other epitaxial growth techniques), can be divided into four general
process steps. These are:
1. Transportation of the material to the substrate.
2. Physiosorption on the substrate surface.
3. Diffusion of the adatoms on the surface.
4. Chemisorption of the adatom.
Due to the macroscopic distance between the source and the substrate an ultra-high
vacuum (UHV) system is required for epitaxial growth in order that the mean free
path length of the particles in the molecular beam is longer than the source-substrate
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distance. In this way, collisions and reactions with other constituents of the chamber
are suppressed, and a high beam flux is expected to reach the surface.
Physiosorption occurs when the molecules reach the substrate surface and adhere to
the surface through intramolecular forces (such as the van der Waals force). At this
point the adsorbed atoms or molecules are still able to move on the sample surface
by diffusion.
Before chemisorption, the adatom (adsorbed atom on a crystal surface) must find a
fitting position on the surface to be integrated in the crystal and will diffuse on the
sample surface. This process is sensitive to the substrate conditions such as surface
topology and substrate temperature.
Chemisorption is the process through which new atomic or molecular layers become
part of the crystal. In contrast to physiosorption, chemisorption uses valence forces
similar to those found in molecular chemistry to create chemically strong bonds
between the atoms or molecules.
The process of chemisorption does not occur randomly across the substrate surface,
but rather is driven by the minimization of the surface energy of the atoms and the
substrate. The interplay of these energy terms gives rise to three universal layer
growth modes as shown schematically in Fig. 3.2. The three modes are defined
as [95]:
1. Frank-van der Merwe
2. Volmer-Weber
3. Stranski-Krastanov
Figure 3.2(a) depicts the Frank-van der Merwe growth mode. Here the substrate-
vapor interfacial energy is much larger than the combined film-vapor and film-
substrate interfacial energy leading to a complete wetting of the substrate surface by
the deposited film. The material spreads across the entire surface forming a mono-
layer and thus proceeds as a layer-by-layer growth. Arising from the interaction
between substrate and film, growth in the Frank-van der Merwe mode is usually
crystalline with lattice coherence between layers and the substrate.
In Volmer-Weber growth (Fig. 3.2(b)), the substrate-vapor energy is less than the
film-vapor and film-substrate energies leading to a dewetting of the substrate and the
formation of material droplets on the substrate surface. Due to the low substrate-
film interaction, growth of incoherent islands by this mode may occur.
The intermediate state between Frank-van der Merwe growth and Volmer-Weber
growth is Stranski-Krastanov growth, also called island growth, as shown in
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Fig. 3.2: The classical growth modes of thin films: (a) Frank-van der Merwe, or layer-by-
layer growth, (b) Volmer-Weber growth mode, (c) Stranski-Krastanov, or island growth
mode (Adapted from Ref. [94]).
Fig. 3.2(c). Here the substrate-vapor energy is greater than the film-substrate and
film vapor energy, leading to an initial wetting of the substrate followed by island
growth after a critical thickness tc has been reached. Here, coherent growth is pos-
sible in the formed islands. This growth mode is the principle of quantum dot
formation on substrates [96–98].
The three classical growth modes presented above govern the preparation of homo-
and heteroepitaxial layers. Homoepitaxial layers will grow pseudomorphically, or
single crystalline, indefinitely given a continuous supply of source material. The
epitaxial growth of layers with mismatched lattice constants is also possible using
MBE, up to a critical thickness where it is then energetically favorable to introduce
dislocations or change the mode of growth to compensate the mismatch. In this way
it is possible to grow a large number of layers on a common substrate. Molecular
beam epitaxy is well suited for heterostructure growth due to the sharp transitions
possible between layers while still maintaining pseudomorphic growth (Ref. [94] and
references within, specifically [99]). A typical heterostructure for forming micro-
and nanoobjects using strained epitaxially grown layers is shown in Fig. 3.3. Here,
a layer of AlAs is grown on a GaAs substrate with a GaAs layer on an InGaAs layer
grown on top.
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Fig. 3.3: A typical example of heterostructures grown by MBE showing the layer scheme
(Adapted from Ref. [94]).
3.2.2 Etching
In the following sections, a short introduction to the selective under-etching of mate-
rials in the AlAs-InGaAs/GaAs system is given. Here, selective etching is achieved
using a chemical reaction with hydrofluoric acid (HF). Hydrofluoric acid is a weak
acid and the reactions typically fall under the category of acid-base reactions where
the reaction rate depends on the chemical nature of the reacting compounds. The
selectivity of HF to different semiconductors is discussed here.
GaAs/AlAs Etching
Hydrofluoric acid is known for its high etching selectivity between GaAs and AlAs
of 1:107 [100, 101]. This allows for the removal of the sacrificial AlAs layer while
leaving the GaAs and InGaAs unaltered. Through the selective removal of the AlAs
sacrificial layer, the bilayer heterostructure (e.g. Fig. 3.3) is effectively detached
from the substrate surface.
The etching of AlAs can be described through the reaction [94]:
AlAs + 3HF −→ AlF3 + AsH3 (3.1)
AlF3 + 3HF −→ [AlF6]3− + H3+. (3.2)
In the AlAs-HF reaction, the energetic minimum lies on the product side, leading
to a high reactivity between AlAs and hydrofluoric acid (HF). In contrast, the
GaAs-HF reaction is
GaAs + 3HF ⇀↽ GaF3 + AsH3, (3.3)
where it is favorable to remain on the side of the reactants. The combination of these
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Fig. 3.4: InGaAs/GaAs layer releasing by selectively etching the AlAs layer with HF.
stoichiometric equations reveals the underlying high selectivity of the GaAs/AlAs
system to HF [94].
The schematic in Fig. 3.4 incorporates the layer thickness h, the etching speed v, the
etching distance d and the bending radius r for a strained layer system. Given access
to the underlying AlAs layer, the HF will selectively remove material, constantly
moving farther under the layer. The etching distance d extends from the initial
starting edge to the etching front. For a given layer thickness h, the average etching
speed v¯ will be [100]
v¯ = K exp [−(h0/h)2]; K = K1√
2rh
(3.4)
where K, K1 are proportionality constants and h0 is a minimum layer thickness.
This has been shown to only moderately apply to MNO formation by the releasing
of layers [54], as it does not take into account any effect of the strain or thickness
of the bilayer above the sacrifical layer being etched. However, it is still helpful in
quantifying an etching speed dependence for sacrificial layer thickness.
Due to the high selectivity and extensive characterization found in literature [95,
100–102], the AlAs-InGaAs/GaAs system is ideal for the formation of micro- and
nanostructures based on the selective releasing of strained layers.
3.2.3 Deep Trench Etching
Deep trench etching is the means by which the starting edges for rolling are cre-
ated. The general procedure is shown in Fig. 3.5. In Fig. 3.5(a) the sample is
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Fig. 3.5: Schematic of the etching process: (a) the sample is covered with resist and
structured, (b) starting edges are defined by etching trenches into the sample surface, (c)
the resist is removed and the layer underetched.
patterned with photoresist. After patterning, trenches are then etched through the
heterostructure and into the substrate (Fig. 3.5(b)). Finally, the resist is removed
and the AlAs layer is underetched using a HF solution, as shown in Fig. 3.5(c).
Usually wet chemical etching is used in combination with lithographic definition of
trenches to create starting edges in the sample surface. Various techniques of non-
selective wet chemical etching III/V semiconductors can be found in literature [103].
Among these, one was selected for its homogenous etching of GaAs, InGaAs and
AlAs. While most studies of the etching characteristics deal with the vertical etching
nature and facet etching of semiconductors, here we selected the etchant due to its
homogeneity in the lateral direction along an edge. For the devices created in this
thesis a HBr(50% vol.):K2Cr2O7(0.5 mole/L):CH3COOH(100% vol.) (2:1:1) solution
(BKC-211) [104–106] was prepared. The solution was prepared and then stirred for
over 45 min to ensure a homogenous etching solution. The procedure after optical
lithography consisted of:
1. HCl dip (2 sec) to remove surface oxide. (optional)
2. Rinse in de-ionized water (DI) water bath for 10 second.
3. Hold in etching solution while agitating (BKC-211).
4. Rinse for 1 min. in DI water bath.
5. Place in Acetone in Ultrasonic bath for 30 seconds. (optional)
6. Clean samples in 3x Acetone for 30, 10, 5 seconds, respectively.
7. Place in isopropanol (IPA).
8. Etch with HF(48%):H2O for desired time.
9. Place in DI water for 1 min followed by IPA for 1 minute.
10. Place in wafer tray and allow IPA to evaporate.
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3.2.4 3D Micro-Objects by Releasing of a Strained Layer
System
In this section, structures created by the releasing of strained layers will be discussed
with respect to their strain geometry and its effect on object formation [5, 7].
As introduced above, heterostructures with an intrinsic strained layer system can
be used to form MNOs. Gallium arsenide is grown on In0.20Ga0.80As to form a
bilayer with large strain gradient, which is grown on a sacrificial AlAs layer on a
GaAs (001) substrate (see Fig. 3.3), as an example. The In0.20Ga0.80As has a larger
lattice constant than the AlAs and is therefore compressed in order to maintain
pseudomorphic growth. A GaAs layer, having a similar lattice constant to AlAs
and therefore unstrained (see Fig. 3.1), is deposited on the In0.20Ga0.80As. The
combination of a GaAs layer with a In0.20Ga0.80As layer gives a strain of  = 1.4%,
calculated by
ε = x · εmax (3.5)
where x is the concentration of In in the layer and εmax is the maximal strain between
pure GaAs and InAs (given by 7% here [94]).
Fig. 3.6: Schematic showing the rolling behavior of strained layer systems. (a) shows
the layer attached to the substrate, in (b) the layer begins releasing and arcing upward,
finally in (c) the layer touches upon itself again and forms a cylindrical structure.
When the AlAs is selectively removed by HF etching, the InGaAs is allowed to relax
and expand, creating a torque on the upper layer. This torque induces a bending
process which results in the formation of tubular structures on the substrate surface.
A schematic showing this rolling evolution is shown in Fig. 3.6. The frames show the
successive bending 3.6(b) and rolling 3.6(c) of an initially attached bilayer 3.6(a).
The high strain gradient inherent in the bilayer structure causes a drastic bending
in the layer and is the basis of formation of rolled structures. The HF reaches the
AlAs layer under the InGaAs/GaAs bilayer from selectively creating openings, or
trenches in the top layers. The preferential rolling direction for such structures was
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Fig. 3.7: The tube diameter as a function of layer thickness for different
InxGa1−xAs/GaAs compositions (Taken from Ref. [94]).
found to be in the <010> direction and as such the starting edges were positioned
in the <010> direction as well.
The radius of the rolled tube depends on the inherent strain in the bilayer, given
by the lattice constants of the compounds used, and the thickness of the layers
grown [94]. As shown in Eqn. 3.5, increasing the concentration of Indium in the
InGaAs will increase the strain, decreasing the radius, while increasing the layer
thickness will increase the tube diameter. Layers of equal thickness (symmetric bi-
layers) and unequal thicknesses (asymmetric bilayers) can be used to form micro- and
nanotubes further increasing the possible variables for creating rolled up structures.
The tube diameter as a function of bilayer thickness for different concentrations of
indium are shown in Fig. 3.7.
3.3 Niobium
Niobium is the 41st element of the periodic table. It is a transition metal with
a grey-ish hue and was discovered by Charles Hatchett in 1801, which he named
Colombium [107] at the time. Due to its similar physical and chemical properties
to tantalum it was difficult to differentiate the two during the 19th century and led
to much confusion. Later in 1846 the German chemist Heinrich Rose independently
identified the same element naming it Niobium [108]. This dual naming carried on
until finally at the 15th Conference of the Union of Chemistry in Amsterdam in
1949, Niobium was officially adopted [109]. Superconductivity was discovered in
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Fig. 3.8: The Tc of Niobium as originally measured by Meissner (Taken from [110]).
Niobium by Meissner at the Physichalisch-Technische Reichsanstalt near Berlin in
1930 [31,110]. The original resistance measurement is shown in Fig. 3.8.
Niobium has the highest critical temperature of any elemental superconductor (9.2K)
at atmospheric pressure, and is one of only three elemental type II superconductors
with vanadium and technetium. In addition to its use in Josephson junction devices
it is also used alone or as an alloy with other materials such as Niobium-germanium
(Nb3Ge), niobium-tin (Nb3Sn), as well as the niobium-titanium alloys in super-
conducting magnet wire. Such wire is used in large solid state research magnets,
magnetic resonance imaging (MRI) equipment, nuclear magnetic resonance (NMR)
instruments and particle accelerators as focusing magnets.
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Nature composes some of her
loveliest poems for the micro-
scope and the telescope.
-Theodore Roszak
4
Methods
In this section, essential methods used to create and characterize rolled-up hybrid
semiconductor superconductor heterostructures are presented in some detail. Meth-
ods for device fabrication such as lithography and material deposition are explained.
Afterward, various measurement techniques including electrical characterization and
imaging methods are presented.
4.1 Lithography
Lithography is the process of transferring predefined patterns onto a substrate sur-
face. After patterning, common processes include etching to remove material in
selected areas while leaving other areas intact, or deposition of new materials on
top of pre-existing layers. Lithography commonly incorporates a polymer, called a
photoresist, that changes its chemical structure through exposure to light. After
being exposed to light, parts of the resist are chemically removed hence transferring
the pattern into the photoresist. Positive resists will be removed in places where
light has exposed it while negative photoresist will be removed in those places where
it has not been exposed.
In optical lithography, an ultraviolet (UV) light source is used to expose the pho-
toresist in the desired locations. Ultraviolet light is used due to its short wavelength
which has a direct correlation to the minimum feature size. A general rule is that
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structures below the wavelength of the exposing rays are not attainable. Hence,
special forms of UV lithography, such as far-UV lithography and X-ray lithography
have been developed [102].
Typically, lithography involving photoresists incorporates the following step:
1. Deposition of a larger quantity photoresist on substrate and spin coating to
achieve desired photoresist thickness.
2. Heating of photoresist coated substrate in order to evaporate solvent.
3. Exposure to UV light through a chrome coated glass mask.
4. Removal of photoresist in desired locations with developer.
Depending on the application, a negative or positive photoresist may give preferen-
tial qualities. Negative photoresists are, for example, beneficial when dealing with
small structures because they leave large areas of transparent mask allowing the
user to see the underlying substrate more clearly. Aside from this, the resist-edge
profile varies between the two resist types. A comparison of different resist profiles
is shown in Fig. 4.1.
Several negative resists have been developed to give a distinct undercut underneath
the resist edge in order to allow for easier removal after deposition of other materials
on top of the resist. In this way shapes such as device structures, contact pads and
hard etch masks can be fabricated on the substrate surface. Conversely, positive
resists offer higher precision for etching away material. The resist edge is more
well defined for these resists, and there is no variable undercut to control, as is the
case with the negative resist. Using such positive resists, one can remove substrate
material by a diverse range of procedures including wet chemical etching, reactive
ion etching (RIE) or ion milling.
In a few cases, a photoresist may exhibit both positive and negative properties
depending on processing conditions. One such photoresist is AZ 5214E developed
by Clarient Technologies. Here, one can change the photoresist profile simply by
changing the UV-exposure time and bake temperatures. For AZ 5214E the following
processing conditions were used to fabricate both negative and positive profiles:
Negative:
1. Dispense AZ5215E on substrate and spin at 4500 rpm for 35 seconds.
2. Pre-bake on a hotplate at 90 ◦C for 5 minutes.
3. Expose to UV light for 1.5 seconds (MA56) or 4 seconds (MA6).
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Fig. 4.1: The difference in resist profile is shown for negative and positive resist including
the uses of such profiles.
4. Reversal-bake on a hotplate at 120 ◦C for 2 minutes (Critical step!).
5. Flood exposure without a mask for 30 seconds (60 seconds for MA6).
6. Develop in MIF 726 developer for 45 seconds.
7. Rinse in DI water.
8. Blow dry with nitrogen pistol.
Positive:
1. Dispense AZ5215E on substrate and spin at 4500 rpm for 35 seconds.
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2. Pre-bake on a hotplate at 90 ◦C for 5 minutes.
3. Expose to UV light for 7 seconds (MA56) or 27 seconds (MA6).
4. Develop in MIF 726 developer for 45 seconds.
5. Rinse in DI water.
6. Blow dry with nitrogen pistol.
Regardless of the photoresist process, all samples are cleaned beforehand using a
series of acetone and isopropanol baths in combination with an ultrasonic bath as
follows:
1. Acetone bath No. 1.
2. Acetone bath No. 2 with ultrasound for 30 seconds.
3. IPA bath No. 1.
4. Blow dry with nitrogen pistol.
After the deposition of materials, the lift-off of excess material and photoresist is
completed using the following procedure:
1. Acetone bath No. 1.
2. Transfer to Acetone bath No.2, spay off material between baths onto cleanroom
cloth.
3. Acetone bath No. 2 with ultrasound for 30 seconds.
4. IPA bath No. 1.
5. Blow dry with nitrogen pistol.
Here, the second step is introduced so that material flakes created during lift-off
from the substrate do not contaminate the sample surface or the cleaning beakers.
Additionally an alternative, more aggressive, solvent can be introduced such as N-
methyl-2-pyrrolidone (NMP) in the first step.
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4.2 Deposition Methods
After patterning the samples with the device structures using lithography, it is
necessary to deposit other materials onto the sample surface (typically metals or
oxides). Here, the methods for depositing the materials used in this thesis are
described briefly.
4.2.1 Thermal Techniques
Thermal techniques require a transfer of energy into the material which will de-
posited such that this is heated above its evaporation point. Two common methods
for transferring this energy exist, frequently called thermal resistance evaporation,
and electron-beam evaporation.
Thermal Resistance Evaporation
The basic principle of thermal resistance evaporation is to pass a current through
a resistive material to create heat, much like in a incandescent bulb. Commonly,
tungsten filaments are heated using a current source which are then coupled in
some way to the material being evaporated. Either the material can be placed in
direct contact with a formed tungsten filament, or the filament can be wrapped
around an insulating boat in order to homogenize the heat flow, and avoid cross-
contamination of the materials with tungsten. Thermal resistance evaporation is
critically limited by the melting temperature of the filament however this ideal
limit is rarely reached. Realistically the thermal transfer is much less such that
thermal resistance evaporation is used mostly for low melting point materials. A
refined version of thermal resistance evaporation is found in an MBE system, where
specially designed thermal cells, known as Knudsen cells, are used to precisely heat
the material such that a low density beam flux is created which is needed for growth
of single crystals.
Electron-beam Evaporation
Electron beam evaporation is similar to thermal resistance evaporation except that
the thermal heating is created by a focused electron beam impinging on the material.
The electron beam is produced by placing a high voltage between a cathode and
a glowing filament, releasing electrons which are then maneuvered and focused on
the target material using magnetic fields. A common disadvantage of electron beam
evaporation is the high thermal load placed on the sample (and everything else within
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Fig. 4.2: Schematic diagram of electron beam deposition. A electron beam current is
created in a heated filament which is accelerated by a high voltage toward a cathode and
then directed toward the target by a magnetic field.
the vacuum chamber) for high melting point materials. This thermal load often
make the subsequent lift-off procedure extremely difficult, if not impossible, due
to the hardbaking of the photoresist during deposition which makes it insoluble to
solvents. Nevertheless, electron beam evaporation is useful for a number of materials
including oxides and organic materials which sometimes are not possible to deposit
using other methods. In this work, electron beam evaporation was used for creating
niobium layers with characteristic strain states, and at times for evaporating gold
contact pads onto the samples. A schematic of electron beam evaporation is shown
in Fig. 4.2. A specific benefit of using electron beam evaporation is the high material
fluxes that can be created allowing for rapid depositions of structural layers.
4.2.2 Plasma-Based Techniques
Plasma-assisted deposition, or sputter deposition is commonly used in industry be-
cause of its many distinct advantages over thermal techniques, most importantly
the relative ease in scalability of deposition systems, and the wide range of mate-
rials which can be fabricated with such a technology. Generally speaking, sputter
deposition uses an ionized plasma impinging on a charged target to eject material
by collisions, which then redeposits on the sample surface. Different gasses and gas
combinations (most typically Argon) are ionized by electrons and then accelerated
toward the target surface. The collision with the target ejects material from the sur-
face which is then transferred to the substrate surface. Most commonly, a magnetic
field is incorporated behind the target in order to confine the electrons closer to
the target surface and thus increase the amount of ionization near the target. This
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Fig. 4.3: Schematic diagram of the sputtering system used.
is commonly called “magnetron sputtering”. A sputtering setup is schematically
shown in Fig. 4.3.
Traditionally a direct current (DC) is used to create the plasma. This is however
inappropriate for insulating materials as there is no net current flow and therefore
charging of the target material. To circumvent this problem, an alternating current
(AC) of high frequency is used, hence the name radio frequency (RF) sputtering.
In addition to varying the plasma power, the partial pressure of argon within the
vacuum chamber can be varied in order to tune the sputtered materials properties.
For the devices created in this thesis, a chamber was used containing a DC and RF
sputter target holder onto which different targets could be attached. In this way
it was possible to sputter multiple materials sequentially without breaking vacuum.
Furthermore, a wider range of materials is possible due to the RF source. The
sputter sources are able to accept 2” targets and hence a 2” niobium target of
99.999% purity, and a gold target of unknown purity were installed.
4.2.3 Atomic Layer Deposition
The atomic layer deposition (ALD) method relies on the self-limiting process of
surface saturation for depositing materials. Here, the two constituent materials are
sequentially introduced into the chamber where they form a saturated monolayer film
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on all surfaces. After this, there is no formation of further layers of the same material
until the other constituent is deposited. In this work, aluminum oxide (Al2O3) is
used for various passivation layers. The deposition technique relies on a material
precursor containing the desired material to be deposited, and generally DI water
(in the form of steam). For Al2O3 films, the precursor trimethylaluminum (TMA) is
used. By sequentially pulsing TMA and DI water into the chamber, monolayers of
Al2O3 are formed. Due to the digital manner of this method, precisely tuned layer
thicknesses can be created dependent only on the number of pulse cycles involved.
4.3 Cryostat Measurement Setup
All measurements presented in this thesis were performed in a Lakeshore Super-
conducting Magnet-Based Vertical Field Cryogenic Probe Station CPX-VF§. The
essential features of this probe station include four separate probe arms used for
non-destructive testing of samples. Using a probe based system, we were able to cir-
cumvent the necessity of bonding our samples into a chip-carrier for measurement.
In this way, it was possible to measure multiple samples, containing many devices
per sample and hundreds of contact pads during the same cooling run. The main
features of the probe station are listed below.
• 2.5 T Vertical field superconducting magnet.
• Variable sample temperature from 2 K to 400 K.
• Independent stage and system cooling, reducing condensation on the stage.
• Up to 2” wafers measurable.
• Measurements from DC to 18 GHz (up to 67 GHz possible).
• Optional optical fiber coupling for opto-electronic experiments.
A schematic design of the probe station is shown in Fig. 4.4. Here, only a cross
section through the mid-plane is shown. The variable temperature sample stage is
placed directly above the superconducting solenoid Nb magnet. The sample stage
has a separated helium supply which can be regulated using a needle valve. In
this way, it is possible to vary the temperature of the stage up to 400 K while still
leaving the magnet at 4 K, necessary for operation. This needle valve also allows the
sample stage port to be pumped using a roughing pump which reduces the pressure
on the helium bath inside the sample stage area. This in turn reduced the boiling
§ Visit Lakeshore: www.lakeshore.com
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Fig. 4.4: Cross-sectional view of a Lakeshore variable Temperature Cryostat with movable
probe arms used to measure low temperature I-V curves.
point, and thus helium bath temperature. Using this method we are able to achieve
temperatures down to 2 K in a constant mode, and even lower temperatures for
short time intervals (single shot). The probe arms and heat shields are coupled
to the helium bath of the magnet ensuring that the surrounding areas are at the
appropriate temperature. The probe tips are thermally coupled to the probe arms,
and thus the bath, by their alumina carrier plates. The probe arms are moved using
micrometer threads and bellows attached to the system. A resolution of 10 µm in one
lateral direction and height can be achieved with this method. The second lateral
direction is limited to 20 µm by a coarser screw. The probe tips are contacted
by SMA cables which can carry signals up to 18 GHz (using rigid SMA 67 GHz
can be achieved). These are then ported to low noise Triax cables leading to the
measurement electronics. A video microscope system is placed above the probe
station in combination with a viewing window which allows full visual control over
the entire sample surface. Optical access is possible at all temperatures.
The cryostat is connected to various control and measurement electronics as is shown
in Fig. 4.5. Two temperature controllers and a superconducting magnet controller
allow these parameters to be controlled within the probe station. Furthermore, a
Kiethley 2635 SourceMeter is connected for I-V measurements. All electronic devices
are connected via GPIB to a measurement computer from which the are controlled.
Using the Labview program IVMeasurev7.5 designed by Dr. Carlos Ce´sar Bof’
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Fig. 4.5: Connection schematic between the various controllers and measurement elec-
tronic devices.
Bufon we are able to control all the devices simultaneously while also measuring I-V
or V-I curves.
4.4 Scanning Electron Microscopy
Scanning electron microscopy (SEM) is a crucial tool for studying MNOs in that
details not visible with other methods such as optical microscopy, are attainable [94].
In an SEM, electrons create an image as opposed to photons in light microscopy.
A focused electron beam is rastered sequentially over a rectangular area. At every
raster point, the impinging electron beam strikes the surface, penetrating the surface
a certain depth (100 nm - 10µm), and interacts with the material, leading to the
emission of primarily backscattered electrons (BSE) and secondary electron (SE).
To create an image of the surface, the intensity (i.e. counts) of electrons is measured
for every point and converted into an image intensity. Back-scattered electrons are
created by primarily inelastic collisions within the sample and are proportional to
the mass number of elements found in the material. Using BSE, one can make a
detailed study of the constituent materials in a sample. Secondary electrons are
emitted when the primary electron beam ejects electrons from the material, which
only occurs near the sample surface, and hence the SE signal is used to study the
morphology of the surface and is effective at distinguishing between corners and
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large areas. Given that the SEM technique is not dependent on the wavelength of
the impinging particles the resolution of SEM is 2 nm, well below the achievable
resolution of optical microscopy, making it a more precise analysis tool at the cost
of a longer process time.
For this thesis a Zeiss Crossbeam with a variable (1-30 kV) field emission electron
source was used. Changing the acceleration current of the device changes the probing
depth of the beam and enables a detailed depth analysis of the sample. The samples
can be tilted between 0 ◦ and 90 ◦ to increase the contrast in the SE signal.
In addition, the SEM is fitted with a Ga-source focused ion beam (FIB) which
allows us to cut vertically into the substrate, and also remove thin lamellas for
further analysis using transmission electron microscopy (TEM). These methods
are essential to this investigation, giving important information about the material
properties often hidden from top view analysis.
4.5 Transmission Electron Microscopy
Transmission electron microscopy is similar to SEM in that electrons are used to
image a material. Contrary to SEM however, the imaging does not arise from re-
emited electrons from the surface, but rather relies on electrons transmitted through
the structure. Because of the high voltages, and therefore short electron wavelength
involved, the minimum feature size observable with TEM is much less than that
observable by SEM, recently achieving better than 50 pm resolution [111]. For this
thesis, TEM has proven to be a crucial measurement technique, in combination with
SEM and FIB milling allowing us to analyze buried details in our structures.
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The most exciting phrase to
hear in science, the one that
heralds the most discoveries, is
not “Eureka!” (I found it!) but
“That’s funny...”
-Isaac Asimov
5
Strain Engineering of Thin Films
As described in detail in Chapter 3, self-assembly is used to create rolled-up struc-
tures on a micro- and nanometer scale, a so called bottom-up approach. The further
goal is to determine the rolling in a more complex manner using different top-down
approaches. In this chapter, three methods for controlling the rolling behavior in a
more precise way are shown using illumination [112], selective semiconductor etch-
ing [113], and intrinsic strain changes [114]. These methods all give a greater control
over the rolling dynamics present in the system and allow for an increase in the com-
plexity of devices created.
5.1 Optically-Controlled Rolling Behavior
One method for controlling the rolling dynamics is by selectively suppressing the
rolling (i.e. the underetching) using light. Using sufficiently high illumination power,
the HF etching of the AlAs sacrificial layer could be completely suppressed, called
the etch suppression effect (ESE).
Figure 5.1 shows further details of this process. In Fig. 5.1(a) the rolling process is
introduced where the AlAs is selectively underetched using hydrofluoric acid. Fig-
ure 5.1(b) illustrates the illumination dependent etching schematically: in regions
where the illumination intensity is high, the etching of the AlAs layer is suppressed,
elsewhere the underetching and rolling proceeds as expected. The sample is pat-
terned with small circular patters of strained layer as shown in Fig. 5.1(b) to enable
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Fig. 5.1: (a)General schematic of the rolling up process. (b) Demonstration of the illumi-
nation induced etching suppression effect. (c) Optical microscope image of the suppression
region (highlighted in red). (d) Selected circular patterns at different positions with respect
to the illuminated area (corresponding to the black box in (c)).
statistical analysis of the rolling suppression: the boundary between suppressed
areas and rolled up areas will become more clear. This is shown as an optical micro-
scope image in Fig. 5.1(c). The border between underetched and non-underetched
areas is clearly seen and further highlighted by a red line. Here, the initial circular
patterns can still be clearly seen in the unetched area. Finally in Fig. 5.1(d) selected
circles taken from different regions are compared side by side (taken from the black
box in(c)). The etching changes from fully underetched far from the illumination
spot (far left) to complete suppression within the light area (far right). The exper-
iments were carried out using samples consisting of 20 nm GaAs on top of 20 nm
In0.33Ga0.66As as a strain layer. The AlAs sacrificial layer was systematically varied
between 4-20 nm. The complete layer system was grown on (001) GaAs wafers by
MBE. The small circular patters were created using optical photolithography and
etched using an isotropic non-selective H3PO4:H2O2:H2O (1:10:500) solution. The
etching experiments using illumination were performed using a Teflon trough which
was placed underneath a Zeiss microscope. Illumination from the microscope was
used at various intensities to influence the underetching behavior. In this way, it
was possible to control the experiment, and observe the effects simultaneously.
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Fig. 5.2: The degree of etch suppression vs. laser intensity for different sacrificial AlAs
layer thicknesses (Taken from Ref. [112]).
The etching suppression is intimately dependent on a number of variables, one of
which is the AlAs layer thickness as shown in Fig. 5.2. Here the rolling distances
for various thicknesses of the sacrificial AlAs layer are shown with respect to the
light intensity. The graph indicates that for thin films below 10 nm a suppression of
the rolling can be found above a critical illumination intensity. The graph moreover
indicates that the rolling distance is longer for thicker AlAs layers for the same
rolling time. For this experiment all samples were placed in a standard 2.5% HF
solution for 8 minutes.
In Fig. 5.3 this effect is analyzed further. Here, the maximum rolling distance with
respect to the AlAs layer thickness is shown. At low thicknesses a linear increase
of the maximum rolling distance is seen, which then reaches a limit above roughly
15nm. Previous theoretical work [115] found a limiting maximum rolling distance
dependent on the energy minimization gained by rolling as compared to a plane
film. This theoretical limit is not reached for the tubes investigated here, thus the
limiting factor is more likely to be dependent on dynamic processes within the liquid,
or another interaction. Nonetheless, once characterized, this reproducible maximum
rolling distance can be used to define the final stopping place of rolled up tubes as
suggested previously [116].
The effect was further analyzed with respect to the HF concentration used, as shown
in Fig. 5.4 for 4 nm and 10 nm AlAs layers. The hydrofluoric acid concentration is
correlated with etch rate and hence the rolling speed. The image shows that with
higher HF concentration, more light intensity is needed to suppress rolling, while
for thicker layers (10 nm case) the transition is more abrupt from suppression to
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Fig. 5.3: The maximum rolling distance of tubes for a given AlAs layer thickness. A
linear increase is found for small thicknesses before reaching a limit for larger thicknesses
(Taken from Ref. [112]).
rolling.
In addition to the dependence on AlAs thickness and HF concentration, the rolling
dynamics were also found to be time dependent. More specifically it was found that
depending on the amount of time the sample was underneath the high intensity
light source, rolling was not always possible after the source was switched off. This
suggests that the etch suppression is a dynamic process centered at the HF-AlAs
interface and depends on the access of the HF to the AlAs layer and the exchange
of products and reactants at the reaction site. This is further supported by the fact
that with increasing AlAs thickness the rolling distance becomes independent of gap
size.
Using the ESE it is possible to pattern rolled-up samples with greater diversity.
Here, it is possible to underetch and roll certain areas of the sample surface while
suppressing rolling in others without modification of the surface. This selection can
be done over relatively small distances on the sample surface as shown in Fig. 5.5.
Here the degree of suppression is measured with respect to distance measured at the
edge of an illumination spot. The amount of underetching was taken as the degree of
suppression, where normally underetched represent 0% suppression and the center
of the illumination spot where no underetching occurred was 100% suppression.
The figure indicates that the distance between full suppression and no effect is on
the order of 100 µm. The main contribution to this distance is believed to come
from stray light due to diffraction at the various interfaces and also light scattering
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Fig. 5.4: The onset of the etch-suppression effect with HF concentration (Taken from
Ref. [112]).
within the liquid. To increase the resolution of the ESE, simple shadow masks could
be placed closer to the sample surface, the amount of liquid HF etchant could be
reduced further, and methods to limit diffraction at the interfaces (such as using
immersion lenses) could be used.
In order to harness this method with more precision, a more in depth analysis of the
etching mechanism was undertaken. From the experiments it is clear that the ESE
is influenced by both the AlAs-HF reaction rate as well the physical characteristics
of the structure i.e. the the higher the reaction rate and/or larger the sacrificial layer
gap, the higher illumination intensity needed to suppress the reaction. Furthermore,
above a certain threshold, the effect is no longer possible at all. From further
preliminary tests with laser light of varying wavelengths it is apparent that the
ESE is preserved for lower energies than the AlAs bandgap (2.16 eV ∼= 575 nm) and
therefore any photochemical effect with the HFcannot depend on the light excitation
within the AlAs. Secondly, heating of the liquid can also be discarded as a possible
explanation of the effect: in general, a heating of the etchant results in enhanced
etching characteristics rather than suppression and hence is counterintuitive. The
most plausible explanation for the effect is an accumulation of solid As and As oxide
byproducts from the photochemical reaction at the AlAs interface. The etching
reaction of AlAs with HF [100, 117–124] as well as the laser induced etching of
semiconductors with a dilute acid [125–127] has been studied in some detail in the
past. In the HF-AlAs reaction, the passivating As that is formed at the surface is
usually oxidized and then dissolved which allows new etchant to access the unetched
AlAs [118]. If the As production rate is higher than the oxidation and dissolution
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Fig. 5.5: The ESE resolution, defined as the distance needed from full suppression (100%,
no underetching) to no effect (0%, full underetching) (Taken from Ref. [112]).
rate, then the etching rate could be inhibited substantially. Laser-induced etching
studies have found stable porous oxide films can be formed at the reaction site [127].
Here, they propose that As(III) is complexed by water and dissolved as HAsO2 and
As2O3. If the concentration of As(III) surpasses the solubility limit in water, solid
As will precipitate out of the solution. The concept of insoluble reaction products
formed at the etching front fits well with the data. Both the gap dependence and
the concentration can be explained in this manner: for small gaps below 10 nm,
the As formed as a reaction byproduct blocks the small channel and inhibits any
further penetration of the HF into the unetched AlAs. For gaps larger than 10nm
the reaction front is too large to be completely blocked by the As and for high
concentrations of hydrofluoric acid, the more reactant available.
5.2 Strain Modification by Selective Semiconductor Etching
An alternative method for controlling the rolling behavior is by modifying the strain
within the semiconductor layer using chemical etching [113]. By etching into the
strained semiconductor layer, the strain can be locally decreased, or even removed,
thus inhibiting the rolling in these areas. Methods to do this have already been sug-
gested before [128], but relied however on isotropic etchants which required precise
calibration and was often prone to error due to the high etching speeds and small
layer thicknesses. Using a selective etchant (similar to using hydrofluoric acid for the
underetching) one can etch down to a stopping layer which would control the etching
depth. One known selective etchant is citric acid (C6H8O7) mixed with hydrogen
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peroxide. Depending on the mixing concentration, this solution is highly selective
to AlAs and even AlGaAs ternary compounds with moderate Al content [129–134].
In Fig. 5.6(a) the etching rate with respect to volume ratio is shown for various alu-
minum concentrations within the ternary alloy. For pure GaAs, or InGaAs, there is
a very high etching rate, whereas even moderate Al concentrations (x) drop the etch-
ing rate significantly. In Fig. 5.6(b) the turning volume ratio is shown, i.e. the ratio
of citric acid to hydrogen peroxide (C6H8O7:H2O2) with respect to Al concentration.
Fig. 5.6: (a) Etch rates of AlGaAs as a function of volumetric ratio of citric acid/H2O2
for different Al concentrations, x (Taken from [129]).
Fig. 5.7: Vertical etching of a GaAs/InGaAs layer stack using citric acid down to a AlAs
“stop etch” layer.
In order to use such a selective etchant in the strained GaAs/InGaAs layer stack,
an additional AlAs layer was incorporated into the layer structure. This “etch
stop layer” was chosen to of a thickness (1-2 nm) such that no underetching of the
AlAs was possible [?], and only the laterally exposed AlAs areas could be etched.
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Furthermore, the selectivity for pure AlAs toward citric acid is extremely high, such
that only 1 nm of AlAs is needed. A schematic of the etching is shown in Fig. 5.7.
The AlAs etch stop can be placed anywhere within the strained GaAs/InGaAs layer
structure, usually though with typically 5 nm of InGaAs between the AlAs layers.
From experience, this 5 nm InGaAs was sufficiently thick such that HF did not
penetrate through defects in this layer when the sample was placed in the acidic
solution for rolling. The thin lower membranes are used so that the film can tear at
this interface.
In Fig. 5.8 rolled-up structures created using citric acid etching of the surrounding
regions are shown. In Fig. 5.8(a) the high level of control is shown with two devices
rolled from a central trench. Figure 5.8(b) is a zoomed image of the lower device
which more clearly shows the strain destruction (wrinkled regions) above and below
the rolled up device. The images also indicates the low number of defects within the
etched layer indicating that the 5nm of InGaAs below the AlAs layer are sufficient to
block the penetration of HF into the sacrificial layer. This is indicated by the regular
wrinkled pattern resulting from uniform etching unidirectionally from the trench.
The tearing of the semiconductor nanomembrane, due to the small thickness is also
clearly seen. In this images a lower InGaAs layer of 5 nm was used in combination
with a 2 nm AlAs stop layer. An etching solution of (C6H8O7:H2O2) (4:1) was used
for 20 s to etch the topmost GaAs/InGaAs (30 nm/15 nm) away. The citric acid
solution was mixed 1:1 by weight with water using citric acid monohydrate.
Fig. 5.8: SEM images of controlled rolling using selective citric acid etching where (a)
is an overview of two rolled up devices and (b) is a zoomed image of the lower device
showing the layer etching near the rolled up device.
In Fig. 5.9 a more quantitative picture of the etching behavior is shown. Here a
GaAs layer of 2250 nm thickness on top of 2.2 nm AlAs was used. The data points
were taken from a single sample sequentially. The figure indicates an etching rate
of roughly 500 nm/min through the GaAs before coming to a complete stop on the
AlAs which continues for almost double the time. Although longer times were not
measured, it is expected that in solution the etching of AlAs is very slow if not
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zero and any measured etching would arise due to etching of the native oxide layer
formed when the AlAs is dried to be measured thus making such a measurement
difficult. This is supported by experiments where overlapping areas were etched us-
ing citric acid and the overlapped area “stop etch” layer was removed. Our etching
rates of 500 nm/min agree qualitatively with the results published in literature of
324 nm/min [135]They are however somewhat higher most probably due to the sam-
ples being agitated in our experiments (the literature examples do not use agitation)
and also possibly a slightly higher solution temperature.
Fig. 5.9: Etching rate of the citric acid solution through 2250nm of GaAs with a 2.2nm
AlAs stop layer. The etching is completely inhibited upon reaching the AlAs layer and is
stopped for at least several minutes.
In addition to controlling the rolling behavior, the citric acid etching can be used to
decouple the desired semiconductor layer system from the layers needed to create the
strain for rolling. Ultra-thin semiconductor layers (below 5 nm) have proven difficult
to roll due to the fluid dynamics arising with the etching solution for such thin layers,
typically a surfactant must be added to the etching solution to overcome the surface
tension between the nanomembrane and substrate surface. Also defect centers where
the HF acid can penetrate the thin membrane causing uncontrolled rolling drastically
increase in layers below 5 nm. Finally, semiconductor structures where no inherent
strain is incorporated within the active layer may also be interesting to roll up. In
this respect, active and strained layer can be decoupled using a thin AlAs stop layer
the desired active layer below, and the strained layer needed for rolling above.
An example of such a structure is shown in Fig. 5.10. Figure 5.10(a) schematically
illustrates the concept; an InGaAs nanomembrane is placed below a InGaAs/GaAs
strained bilayer. The top strained layer is subsequently selectively etched away
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using citric acid. Afterward, a metal is deposited which fills into the void created by
the citric acid etching. Upon rolling, the thin membrane is lifted with the thicker
strained layer. In this way more robust rolling layers can be incorporated with
extremely delicate ultra-thin semiconductor nanomembranes. An actual structure
is shown in Fig. 5.10(b). Here, a 5 nm InGaAs nanomembrane was placed below
a 20 nm In0.20Ga0.80As - 30 nm GaAs strained bilayer. After citric acid etching
down to the AlAs stop layer (generously estimated at 10 s) a short HF dip (ca.
2 s) was performed to remove the thin AlAs layer locally. Next a 50 nm Nb layer
was sputter deposited using a lithographic mask in the design shown in the figure
labelled as the top and bottom contact. The small (∼5 µm) hole is indicated in
the figure also. In the lower SEM image (Fig. 5.10(c)), the thin membrane can
be seen in a partially rolled up tube. The lighter contracts indicates the thickness
difference to the surrounding areas. In this experiment the area surrounding the
metal striplines was also etched using citric acid etching. The tearing of the thin
InGaAs nanomembrane surrounding the structure is also seen.
Fig. 5.10: Ultrathin semiconductor membrane created by depositing niobium on top of
the 5nm InGaAs membrane.
The thin InGaAs layer could easily be replaced by more complicated structures
included PIN structures, quantum dot layers, multiple resonant quantum wells or
even light emitting structures. Citric acid etching provides a reliable technique to
controllably remove part of a strained bilayer and hence control the rolling behavior
of GaAs/InGaAs microtubes. The high degree of selectivity makes this method
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simple in comparison to other methods involving typical phosphoric or sulphuric
acid solutions. An extension of this technique will be used in the device fabrication
in the following chapter on hybrid superconducting junctions.
5.3 Strain Engineering by In-Situ Material Parameter Tuning
Another more advanced method for controlling the rolling behavior is to modify the
strained state of the nanomembrane while it is rolling up [114]. In this way much
more complicated structures can be created that are not manageable with a single
strain gradient direction. In this case a material is used that changes its strain state
while in the etching solution: the key to which is two materials that are etched at
slightly different rates to each other.
Rolled-up microtube structures are created for this series of experiments by releasing
an MBE grown 14 nm In0.33Ga0.66As - 14.6 nm GaAs strained bilayer on a 20 nm
AlAs sacrificial layer grown on an GaAs (001) undoped substrate. On top of this
semiconductor layer stack, a 30 nm metallic Nb layer is evaporated using electron
beam evaporation from a solid source of unknown purity at a rate of 2 A˚/s at
a pressure below 5 × 10−7 mbar in a UHV chamber with a base pressure of 1 ×
10−8 mbar. A small amount of titanium is evaporated into the chamber beforehand
during each sample run to reduce impurities in the niobium film [136]. Here, the
niobium is patterned in stripes using lithography and lift-off, and then is used as an
etch mask for the hydrobromic acid (HBr) based etching solution used to laterally
expose the AlAs for underetching [103]. After HBr etching, the samples are exposed
to a dilute HF:H2O (1:15) solution which removes the AlAs and underetches the
strained layer. The process is recorded using a Zeiss microscope camera with a
frame rate of roughly 30 fps at full speed.
In Fig. 5.11 details of such modified rolling are shown. Here, a microtube initially
rolls upward a certain distance before unrolling again and re-rolling in a downward
direction. The evolution of the HF underetching is followed using video microscopy.
Initially the film rolls upwards as dictated by the strain gradient present within the
semiconductor heterostructure [116](seen in Fig. 5.11(a)-(c)). A defect in the film
at position A (indicated in the figure) causes a tear within the layer, which is seen
as a break in the tube in (b) and (c). Conversely, the film rolls more smoothly in
the region B. In Fig. 5.11(b) other defects in the layer where HF has a chance to
penetrate are indicated. After underetching the strained layer for roughly 3 minutes,
the film rolling slows and proceeds to unroll again as seen in Fig. 5.11(d)-(f). In
(d) the tube appears to gain significantly in diameter indicating the start of the
unrolling process. The unrolling is then followed by an unfolding of the structure
as shown in (e). During the unfolding the tube appears to shrink in size, which is
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Fig. 5.11: Video frames of the rolling behavior of trilayer microtubes. In (a)-(c) the
strained layer rolls upwards in the direction indicated by the arrow from the starting edge
indicated in (b). After a given time the layer stops rolling and begins to unroll and wrinkle
(d)-(f). Later yet, the strained layer flips downward (g), and continues rolling downwards
(h). An SEM image of the downward rolled tube (j) (Taken from Ref. [114]).
actually due to the fact that the film is standing nearly perpendicular to the surface,
and hence directly in the direction of the viewing angle. Afterwards, the film lies flat
on the substrate surface again, wrinkling [137] perpendicular to the etch front due
to a uniform strain within the trilayer at this point. After completely unrolling, the
film proceeds to snap back and roll in a downward direction as shown in (g). The
fast snapping back is due to the large amount of released film available to roll in.
This furthermore leads to a lack of uniformity of the rolling in contrast to the slower
and more controlled upward rolling of the film. In Fig. 5.11(g) the approximate size
of the downward rolled tube is also indicated with a dotted line for clarity. The film
then proceeds to roll downward in a more ordered fashion as shown in (h) until it is
taken out of the etching solution. The layers were not completely underetched, so
that the tubes remained attached to the substrate surface removing them from the
solution. An SEM image of the downward rolled film is shown in (j) whereby the
downward rolling is once again confirmed and a diameter of 3.5 µm can be measured.
The results from the microscope images presented in Fig. 5.11 are analyzed in more
detail in Fig. 5.12. In Fig. 5.12(a) the different rolling regimes are shown as three-
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Fig. 5.12: Schematic of the rolling behavior (a) and analysis of various parameters
extracted from the video images (b) including the rolling distance, curvature and vertical
strain gradient - vs. time. Schematically the layer is shown (i) before etching, (ii) initial
upward rolling, (iii) upward rolling, (iv) unfolding, (v) wrinkling and (vi) downward rolling.
The different regimes (other than (i) ) are reflected in (b) (Taken from Ref. [114]).
dimensional models. The image is composed of models (i) before etching, (ii) initial
upward rolling, (iii) upward rolling, (iv) unfolding, (v) wrinkling and (vi) downward
rolling. Figure 5.12(b) extracts various data from the images in Fig. 5.11 including
the rolling distance, curvature of the film and the approximate strain gradient normal
to the surface with etching time. For these measurements the layer near position
B was measured. The different regions in the graph of (b) are correlated to the
three-dimensional (3D) schematics in (a). In region (ii) the upward rolling below
one complete rotation is plotted. Here a knee in the line is seen, indicating the
completion of the first rotation [116]. Furthermore, the rolling distance appears
to be highly linear with etching time during the initial upward rolling (iii), with a
rolling velocity of roughly 0.47 ± 0.01 µm·s−1. A short saturation is seen after
the approximately 3 minutes of upward rolling [116]. Next the film unrolls again
(iv), as shown in Fig. 5.11(d)-(f). During this time the rolling speed is much higher,
unrolling at a speed of around 1.5 ± 0.2 µm·s−1. The film remains in the unrolled
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state (v) for roughly 20 seconds before snapping back in a time below the resolution
of the camera system (≤ 1 s). This rapid unrolling and snapping back of the film
suggests that the dynamics is not similar to the rolling due to AlAs etching as
observed in the initial upward rolling and should be attributed to other causes.
After the film has snapped back, the downward rolling furthermore proceeds in a
linear manner at a rate of 0.53 ± 0.02 µm·s−1 - slightly higher than the upward
rolling.
In Fig. 5.12(b) the curvature (1/R) is also plotted. The plot begins in region (iii) as
the measurement technique did not allow analysis in region (ii). Here, the curvature
decreases slightly due to a slight radius increase due to the rolling up of multiple
layers. In (iv) the curvature decreases rapidly finally becoming zero (plane sheet) in
(v). During the downward rolling, the curvature is visibly larger than for upward
rolling. The larger scatter in the curvature from the downward rolled tube results
from the difficulty in accurately measuring the curvature due to the topmost layer
distorting the contrast of the tube. This side-effect is also seen in the discrepancy
between the diameter measured by in situ video microscopy and SEM images: to
measure the diameter using video microscopy the edges of lighter contrast are taken
as the edge of the underlying tube whereas in the SEM images the tilted sample
allows us to directly measure the diameter.
The video sequence and analysis indicates that the strain gradient within the trilayer
system changes significantly during the etching procedure which leads to the different
rolling regimes. The strain within the layers can be modelled to a first approximation
using a bilayer continuum mechanical model [138]:
1/R =
6d1d2
(d1 + d2)3
(5.1)
or
 =
(d1 + d2)
3
6Rd1d2
(5.2)
where 1/R is the curvature, d1 and d2 are the layer thicknesses and  is the biaxial
strain between the layers. This strain is calculated using the 14 nm In0.33Ga0.66As
layer as d1 and the 44 nm GaAs/Nb bilayer as d2, which results in an average strain
of  = 0.014 during the upward rolling. This strain is slightly smaller than the
strain calculated from the lattice mismatch for the original InGaAs/GaAs bilayer
(ξ = 0.021) indicating that the Nb layer has an effect on the strain state which
cannot be completely neglected. Importantly, the elastic moduli of the different
materials are neglected in this calculation, due to the relatively small effect their
ratio has on the curvature [139]. Schumacher et al also found that there is a change
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in strain gradient due to thermal effects from deposited metal layers [140]. In region
(iii) however, the niobium does not dominate the strain behavior yet. In the lower
part of Fig. 5.12(b) the percentage strain is calculated using the curvature data as
shown in the upper part of (b). After unrolling, the downward rolling is presented
as negative curvature yielding a negative (i.e. reversed direction) strain gradient.
The graph indicates that the strain within the layer flips from roughly +1.5% to
-1.5% from upward to downward rolling.
From previous studies it is known that niobium can be produced in various stress
states using different methods including electron beam evaporation [141,142] and DC
magnetron sputtering [143–145]. In many of these studies, the formation of different
microstructures within the niobium layer has been suggested. Due to the measure-
ment techniques however, the uppermost layer - or very thin layers - are difficult
to probe individually; normally bulk properties are measured. Generally it is found
that for electron beam evaporated niobium films, the average strain changes from
compressive for thin films (roughly 10 nm) to tensile for thicker films. Murakami et
al [142] suggest three distinct layers within their electron beam evaporated niobium
films; a lower recrystallized tensile strained layer, an upper oxygen-rich oxide layer
which is compressively strained and a top Nb2O5 oxide layer of 2-3nm formed when
the niobium is removed from the deposition chamber and exposed to air. Halbritter
et al [146] even estimate an even thicker Nb2O5 oxide layer and a deeper penetration
of oxide into the layer, potentially reaching depths of over 1 µm which will strain
the niobium even further due to the growth of Nb2O5 crystallites.
The layer structure was analyzed by TEM as shown in Fig. 5.13. Figure 5.13(a) is a
cross-section of a sample before etching. Here the layer thicknesses can be measured
and is used as a reference sample. In Fig. 5.13(b) the planar layer structure is
shown after etching for 4 minutes in HF solution which was taken from the same
sample as Fig. 5.13(a) for qualitative comparison. The image indicates that the
niobium layer has become thinner by roughly 5nm and the overall contrast within
the layer is enhanced. Niobium pentoxide is known to be etched by HF [147] although
pure niobium must be oxidized by nitric acid first before being substantially etched
following the reaction [148]:
6Nb + 10HNO3 −→ 3Nb2O5 + 10NO + 5H2O (5.3)
Nb2O5 + 10HF −→ 2NbF5 + 5H2O (5.4)
Therefore we can attribute the thinning of the niobium top layer to etching of the
upper Nb2O5 layer during the time the samples were placed in the HF solution. Fig-
ure 5.13(b) further highlights two distinct layers within the niobium layer. The upper
region appears to contain pronounced niobium grains whereas the lower area shows
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Fig. 5.13: Transmission electron microscope image of a plane layer before etching (a)
and afterward (b)[Inset: High-resolution (HRTEM) of the niobium]. An EDX chemical
analysis across the layers of a rolled down tube (c)[Inset: TEM image indicating scan
position and length] (Taken from Ref. [114]).
a more homogeneous texture. The spotty region in the upper part is attributed to
HF gaining access to the niobium layer and possibly etching oxide formations at the
grain boundaries within the layer. The inset in Fig. 5.13(b) highlights one of these
grains nicely.
The comparison clearly shows a dramatic change within the niobium layer during
HF etching. The chemical composition was also measured using EDX as shown in
Fig. 5.13(c). The scan path is shown in the inset in the top-right corner. Com-
paring the scan line and EDX signal, the periodicity of the layer structures clearly
match. The gaps indicated in the image are also reproduced in the EDX scan and
further support the prerequisite that the niobium layers do not bond to each other
upon rolling, allowing an unrolling to take place. After deconvoluting the scan to
take into account the EDX beam diameter, the layers appear to have not signifi-
cantly intermixed which excludes a strain change due to interdiffusion of the layers.
Furthermore, given the high selectivity of hydrofluoric acid between AlAs and In-
GaAs [101], a change in strain state caused by etching of the InGaAs layer can be
excluded.
Using results from literature and the conclusive information presented here, a model
for the rolling behavior can be created as shown in Fig. 5.14. The overview of the
layer system is once again shown in Fig. 5.14(a), where the arrows in the image in-
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Fig. 5.14: (a)Schematic cross-section of the Nb film highlighting the strain within the
trilayer and the niobium pentoxide formation. Strain change during etching where, (b)
the oxide is attacked by the HF acid. By (c), the acid has penetrated through the layer
exposing the underlying Nb layer. In (d) the oxide layer is completely removed from the
surface of the niobium and the acid begins penetrating into the niobium bulk.(Taken from
Ref. [114]).
dicate the counteracting compressive strains within the InGaAs and niobium. The
inset highlights the Nb2O5 layer formed on top. After placing the samples in HF
solution, the trilayer rolls upward due to the niobium being restricted from expand-
ing by the top oxide layer (Fig. 5.14(b)). The oxide is etched away at a much slower
rate than the AlAs thus the upward rolling takes place initially. Slowly, the HF
begins to partially penetrate the lower part of the niobium layer as shown in (c).
Finally, the oxide is completely removed and the strain gradient re-adjusts as dic-
tated by the released niobium layer. This causes the film to unroll and re-roll in a
downward direction, as shown in (d). Here also the further penetration of acid into
grain boundaries is shown for completeness.
This experiment gives a first insight into using two materials (in this case AlAs and
Nb2O5) with different selectivities to a common etchant (HF) to control micro- and
nanometer sized self-driven movements with greater precision. Using patterned ar-
eas with strain changing properties, structures requiring intricate folding processes,
not possible with a static strain gradient, could become possible. This technology
could be developed even further to understand the strain gradients present within
multilayer systems [149].
The methods presented here enable a high level of control over the rolling dynamics
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present in the system and permit an increase in the complexity of the devices created.
Non-invasive methods using light allow an in-situ modulation of the rolling behavior
allowing us not only to stop the rolling, but also to continue after a given time. Strain
engineering using selective etching relies on the inherent precision of MBE grown
structures. Finally, trilayer structures demonstrate a larger range of motion possible
with such strained microstructures.
The important thing in science is
not so much to obtain new facts
as to discover new ways of think-
ing about them.
-William Lawrence Bragg
6
Hybrid Superconducting Junctions
Rolling up strained nanomembranes allows novel device geometries to be realized
that would not be possible with any other method. Using a rolled-up semiconductor
as a template, we fabricated mesoscopically sized hybrid superconducting junctions.
The results from these investigations are presented in this chapter.
6.1 Mesoscopic SNS Junctions
With the advancement of nanopatterning techniques, in combination with self-
assembled structures, mesoscopic superconducting devices have become more varied,
being made out of many different materials and combining a diverse range of pro-
cessing techniques. Quantum dots [16, 18] and semiconductor nanowires [19, 150]
are used for SNS junctions, where the semiconductor properties are used in order to
control the supercurrent direction by band manipulation through gating. Classical
nanofabrication, such as EBL, is being employed with new material combinations
such as the superconductor vanadium (V) and normal metal copper (Cu) [151] to
circumvent the general problem with the common high Tc material niobium, which
is hard to incorporate in an EBL process due to its high melting temperature and the
detrimental effect this has on lift-off techniques. Other nanostructured materials are
also being incorporated into new junction devices including carbon nanotubes [152]
and metallically coated DNA [153]. In this work, Nb-Au-Nb SNS junctions are
fabricated relying on the electromigration of Gold (Au) though a semiconductor
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Fig. 6.1: The layer sequence used to create rolled-up hybrid superconducting junctions.
The lower semiconductor layers are grown by MBE, whereas the metal layers are sputter-
deposited.
membrane which forms the walls of a hybrid rolled-up microtube [154]. The three-
dimensional (3D) nanomembrane based Josephson junctions are prepared by self-
rolling of a strained semiconductor membrane patterned with Au-coated niobium
superconducting contacts.
6.2 Device Fabrication
In order to create mesoscopic SNS devices, a rolled-up strained semiconductor layer
is used as a scaffolding to roll up superconducting contacts. Here, an InGaAs/GaAs
bilayer to facilitate the rolled-up geometry is used comprising of 30 nm GaAs on
top of 20 nm In.20Ga.80As. This strained layer is grown by MBE on top of a 20 nm
AlAs sacrificial layer. The entire heterostructure is grown on a semi-insulating GaAs
<001> substrate. The sacrificial AlAs layer is later etched away to induce rolling
using a 6% hydroflouric acid solution [1:15, HF(50%):H2O].
Before rolling, a series of Nb and Au layers are sputter deposited on top of the
semiconductor heterostructure and patterned using standard optical lithography and
lift-off techniques. The final layer structure is shown schematically in Fig. 6.1. The
layer thicknesses are indicated in the figure, and the AlAs underetching is illustrated
also. The figure shows that the Nb layer (50 nm) is sandwiched between two thin
(5 nm) Au layers.
In Fig. 6.2 the actual device geometry is shown in a top view using optical mi-
croscopy. At the top of the image is the starting trench from which the layers will
roll once introduced into the HF etching solution. This trench is etched laterally
through the layer stack far into the GaAs substrate using the HBr based etchant
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Fig. 6.2: An optical microscope image of a SNS device before rolling showing the layout
of the different device components. The rolling trench is in the top area which will cause
the film rolling direction to be downward. The area which will incorporate the junction
is also highlighted in red. At the bottom the large contact pads are shown. Dual contact
pads were designed to measure contact resistance and investigate contact problems.
as described in the methods section. The large contact pads (100×100 µm) at the
bottom are used for electrically contacting the sample using Au coated BeCu nee-
dles in the Lakeshore cryostat or alternatively for bonding into a chip carrier. Both
superconducting films have two contacts to allow for measurement of the contact
resistance, and can also be used to verify other contacting problems such as shorts
or open circuits. In this way the film resistance can be confirmed before junction
formation. The junction area is also indicated in the figure by a red box. In this
area the inside contact will overlap the outside contact upon rolling downward from
the top of the image as indicated by the rolling direction.
As mentioned previously, Nb films can be prepared in many strain states [136] and
can be tuned precisely using sputter deposition. As shown in Fig. 6.3, the strain of
a Nb film can be changed from compressively strained to tensile strained by varying
the Ar pressure required for sputtering. As also shown in the figure, the resistivity
of the films significantly changes during this variation. Clearly, the properties of Nb
films can be altered drastically by varying the sputter conditions. In order to tune
the mechanical and electrical properties of the Nb film a series of films were sputtered
at different pressures in a Balzers sputtering chamber containing two positions for
target material. The system is pumped by a membrane backed turbopump and has
a base pressure of roughly 1×10−7 mbar. The Au/Nb/Au trilayers are sputtered at
a constant power of 500 W DC and 100 W AC for the Nb and Au films, respectively.
Before opening the shutter, the targets were pre-sputtered for 2 minutes in order
to remove surface oxides and clean the target surface. The deposition rates are
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Fig. 6.3: The intrinsic strain and resistivity of Nb films sputtered at different Ar pressures
(Taken from [145]).
calibrated using a constant sputter power and against time. In these experiments,
the sputter pressure is changed from the lowest possible sputter pressure to the
highest possible, defined as the points at which no stable sputter plasma is possible
anymore. For the chamber used, this was roughly in the range of 1.5 × 10−3 to
2 × 10−2. In this range, seven pressures where chosen for further investigation,
namely: 1.5 × 10−3, 2.5 × 10−3, 5 × 10−3, 7.5 × 10−3, 1 × 10−2, 1.5 × 10−2 and
2× 10−2.
Figure 6.4 details the change in resistivity and the residual resistance ratio RRR for
Nb films sputtered at different pressures. Here, the RRR is defined as
RRR =
R300K
R10K
(6.1)
where 10K is a point chosen just above the transition temperature Tc of the film
(for bulk Nb approximately 9 K).In addition to measuring the pristine films, others
were placed in an HF etching solution to investigate the effects this has on the film
properties. The measurements were carried out on planar devices similar to those
shown in Fig. 6.2, and a simple 2-probe measurement was made using a Keithley
2635 SourceMeter. Here the resistivity was calculated using the formula
ρ = R
A
L
(6.2)
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Fig. 6.4: The RRR of Au/Nb/Au trilayer films sputtered at different pressures.
where R is the measured resistance, A is the cross-sectional area of the strip given
by the strip width and thin film thickness, and L the total length of the strip. For
low sputter pressures, the thin films exhibit a low resistivity of 250-300 nΩm, which
is roughly double that given for bulk samples [155]. At higher pressures however,
the resistivity in the thin films increases drastically. Similarly, the RRR of the films
conversely decreases also indicating a degradation of the film properties for high
sputter pressures [155]. Etching the samples in a HF solution for 1 minute did not
cause any significant change in the resistance or RRR of any of the sputtered films.
Additionally, the niobium films superconducting properties were measured at low
temperature as shown in Fig. 6.5. Here the critical temperature Tc and critical
current Ic are shown. The Tc was measured in 0.01 K steps and is defined as the
point at which the film resistance falls below 1 % of the value at 10 K using a
measuring current of 100 µA. The Ic was measured as the current at which the thin
stripline was driven into a resistive state taken in 0.1 mA steps. Here the effect of
sputter pressure is clear: for films sputtered above 1× 10−2 mbar, the niobium is no
longer superconducting for all measured temperatures, and even at 1 × 10−2 mbar
the critical current drops below 1 mA. Hence, for any practical superconducting
applications requiring significant current loads, the films must be sputtered below
1 × 10−2 mbar. Again no significant changes are seen between as-grown and HF
etched samples.
The rolling properties of the films were investigated using a standard 6% HF etching
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Fig. 6.5: The critical temperature Tc and current Ic for sputtered niobium films vs.
sputter pressure.
solution. The samples were investigated in-situ during rolling and left in the solution
for roughly 1 minute. Unlike the case of electron-beam evaporated samples, the
sputtered samples did not show any complex rolling and unrolling behavior. The
results of the rolling experiments are shown below in Table 6.1
Judging from Table 6.1, there is a narrow window between 5 × 10−3 mbar and
1× 10−2 mbar where the rolled-up films have desirable superconducting properties.
Hence, all samples used for further experiments are deposited between these limits
centered around 7.5× 10−3 mbar.
Figure 6.6 shows further details of the device geometry. Here a 3D schematic of the
structure is shown before (background, left) and after (foreground, right) rolling.
As the figure illustrates, the initial u-shaped “inside” and finger-like “outside” con-
tact are patterned on the planar substrate. The nomenclature is chosen such that
the inside contact will be the innermost surface within the tube after rolling. As
shown in the foreground, once the rolling is initiated, the patterned film rolls up,
and upon touching itself again, creates a structure where the semiconductor layer is
sandwiched between two separated superconductor contacts. Importantly, one side
of the semiconductor nanomembrane (inside) is contacted by the sputter process
directly, whereas the outside contact is mechanically contacted to the metallic Nb
layer. While the inside contact guarantees a full coverage of the surface on the nano-
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Sample Pressure Rolling Behavior
1 1.5× 10−3mbar No Rolling
2 2.5× 10−3mbar No Rolling
3 5× 10−3mbar Some Rolling
4 7.5× 10−3mbar Good Rolling
5 1× 10−2mbar Good Rolling
6 1.5× 10−2mbar Good Rolling
7 2× 10−2mbar Some Rolling
Tab. 6.1: Qualitative comparison of sputter pressure and the rolling behavior expected
for such samples.
membrane, the outside layers contact will depend intimately on the film roughness.
As shown by the applied current source in the background of Fig. 6.6, a current
now has the possibility to flow radially though the semiconductor tube between the
inside and outside contacts.
Optical and SEM images of devices are shown in Fig. 6.7. The image in Fig. 6.7(a)
illustrates, in detail, the device geometry. The initial film rolls up from the position
marked “starting edge” to the point where it is taken out of the etching solution
as a rolled-up structure marked in the figure as “tube”. Furthermore, the image
illustrates the shallow etching of the semiconductor in the darker regions around
the tube. Here again a shallow etch is used to remove the strain from the semicon-
ductor and hence the film no longer rolls up in this region . In samples with an
AlAs stopping layer, this was done using a citric acid etching solution as mentioned
previously. Alternatively ,in samples without an etch stop, a phosphoric acid solu-
tion was used (H3PO4:H2O2:H2O 1:10:500) for 30 s. In Fig. 6.7(b) an SEM image
of the rolled-up device is shown. Here the semiconductor was etched away using
the phosphoric acid solution after rolling to illustrate the way the outer Au/Nb/Au
contact wraps around the inner contact.
6.3 Nanofilament Formation
After rolling, Au filaments are created between the Nb contacts through the semicon-
ductor nanomembrane. By linearly sweeping to a sufficient voltage level (≥2.5 V),
Au migration into the region of the junction is initiated. A fundamental parameter of
the fabrication process consists of tailoring the intrinsic roughness of the Au/Nb/Au
trilayers to create metal/semiconductor nanocontacts. By controlling the sputtering
conditions an indented surface with hills that can range up to 10 nm in height can
be recreated in a reproducible manner. The nanocontacting geometry fabricated
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Fig. 6.6: A 3D schematic of the rolled-up hybrid superconducting showing the planar de-
vice before rolling (background) and a device after rolling (foreground). The measurement
geometry is schematically indicated by the CV source connecting the inside and outside
contact in the planar device (in yellow) (Taken from Ref. [154]).
Fig. 6.7: (a) An optical microscope overview of the device structure. ( b) SEM image
of the exposed metal structure after etching away the semiconductor layer (Taken from
Ref. [154]).
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Fig. 6.8: (a) Gold film roughness measured by AFM used to create nanometer sized
contacts. (b) Schematic of the initial rolled-up Au-InGaAs interface. (c) STEM image of
a layer showing the high roughness of the Au/Nb/Au layer and the possible point-contact
locations (red arrows) (Taken from Ref. [154]).
here is shown in more detail in Fig. 6.8. An atomic force microscope (AFM) image
of the actual film roughness is shown in Fig. 6.8(a). From AFM analysis, we find
a RMS roughness of 0.9 nm between the distributed 10 nm hills. Consequently,
such nanohills act as novel nanometer-sized point contacts on the lower smooth
semiconductor boundary after rolling as shown schematically in Fig. 6.8(b). Nor-
mally rough metal surfaces are undesirable and commonly represent a problem on
metal-semiconductor junctions [156, 157]. Here, however, we make use of this self-
assembled nucleation processes to give rise to metal-semiconductor nanojunctions
by allowing a atomically flat semiconductor nanomembrane to contact the Au hills
during the rolling procedure. Hence, once the rolled structure is under a voltage
bias, the current can flow only through the point contacts, leading to Au electro-
migration strictly in the regions where the semiconductor is touching the Au hills.
Figure 6.8(c) is a STEM image of a cross-section taken from a rolled-up structure.
The image further highlights the roughness of the sputtered metal films. The red
arrows in the figure indicate areas where the films may be touching and such Au
filaments could possibly form.
In Fig. 6.9, the roughness of the Au/Nb/Au trilayer is shown as a function of sputter
pressure in a series of AFM images. The change in morphology is clearly recognizable
over the pressure range. For lower pressures, the film roughness is lower and the
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Fig. 6.9: Roughness vs. sputter pressure for Au/Nb/Au trilayers measured by AFM
(Taken from Ref. [154]).
number of Au nanohills is reduced. The high roughness at the lowest pressure of
1.5× 10−3 mbar is most likely due to the incorporation of large quantities of argon
at such low sputter rates [145]. From the AFM analysis it is again apparent that
the pressure range centered around 7.5× 10−3 mbar produces large nanohills while
still retaining lower resistivity, high Tc and Ic, and rolling in an upward direction.
Figure 6.10(a) schematically illustrates the way the structures are connected in order
to create a breakdown path across the rolled-up semiconductor nanomembrane. The
image indicates a schematic current pathway radially through the structure, flowing
through the created Au filament junction between the Nb leads. In Fig. 6.10(b) the
current injected through the point contacts and flowing across the semiconductor
nanomembrane is plotted as a function of the applied voltage to form the SNS junc-
tion: the voltage is increased linearly (region A) until the breakdown point (region
B) is reached after which it is swept back down (region C). Initially, the nanomem-
6.3. Nanofilament Formation 89
Fig. 6.10: (a) Measurement geometry in which the nanofilaments are fabricated. (b) The
Au filament fabrication process shown in more detail through selected I-V curves revealing
the semiconductor behavior A, the breakdown B and the ohmic region C. A comparison
with a similar highly doped sample A’ is also shown (Taken from Ref. [154]).
brane shows a typical non-linear Shottky-diode like semiconductor behavior (region
A). In B, a drastic increase in current is observed which we attribute to an irre-
versible breakdown of the semiconductor material. During this process we consider
that Au filaments connect the inside and outside contacts and create a pathway
through the semiconducting nanomembrane. Afterwards, we find a linear ohmic
behavior in C which is an irreversible and stable state. A similar breakdown and
transition to an ohmic behavior is also observed for Nb-Semiconductor-Nb junctions
indicating that the breakdown phenomenon is ascribed to properties of the semicon-
ductor and not the Au. We find however, that if no Au is used in the layer structure,
the resistance in region C is always greater than for junctions created with Au. This
observation indicates that the composition of the intermediate region after the tran-
sition from A to C is strongly dependent on the nature of the metal present at the
nanomembrane interface. Further fundamental differences between the two cases
are clearly observed at low temperatures and will be discussed in more detail later.
Lastly, we find that if the doping concentration of the semiconductor nanomembrane
is increased the voltage mediated breakdown of the semiconductor is suppressed (re-
gion A’) due to the drastically lower voltage drop across the semiconductor in this
situation.
A simple comparison is used to strengthen the nanofilament formation hypothesis.
First, it has been found that the breakdown field for thin MBE grown GaAs layers
can vary considerably from the bulk values [158]. Taking our layer thickness of
50 nm and measured breakdown voltage of 4.4 V we obtain a breakdown field of 880
kV/cm, which is roughly twice the breakdown field for bulk GaAs [159]. Given the
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more complex structure of the nanomembrane (GaAs/InGaAs bilayer), and possible
surface effects including surface states or stable oxide formation, this approximation
merely validates the assumption that the main mechanism involved in the junction
formation is the breakdown occurring within the semiconductor nanomembrane.
Fig. 6.11: The main current flow pathway is shown for (a) a (2D) planar structure, (b)
rolled-up (3D) structures, and (c) a planar overlap structure.
Next, various similar geometries are constructed to investigate if such nanofilaments
are possible using alternative techniques. An overview of the different devices in-
vestigated are shown in Fig. 6.11. Here a visual guide for the current flow in the
different devices investigated is shown, where the current pathway is indicated by
a red dotted line. Figure 6.11(a) indicates a planar 2D structure where the current
transport is laterally through the semiconductor between the contacts. In (b)the
standard rolled-up device (3D, n+ 3D and 3D Direct (explained later)) are shown
while in (c) a planar overlapped structure is shown creating a typical sandwich type
superconducting junction using Al2O3 for example. Figure 6.12 compares the junc-
tion formation current-voltage characteristics for the various sample structures. By
investigating the I-V characteristics of the different geometries we find that the semi-
isolating case presents a unique device structure which cannot be manufactured in
any other way.
In Fig. 6.12, the red circular trace is once more the rolled-up structure containing
Au as shown in Fig. 6.10(corresponding to the device in Fig. 6.11(b)). The graph
indicates that for low applied bias, the rolled-up junction (3D) initially exhibits
similar characteristics to a planar (not rolled up) structure (2D) (corresponding to
the device in Fig. 6.11(a)). After breakdown, the rolled-up structure (3D) assumes
a lower resistance state, which is clearly ohmic. In contrast, the rolled-up doped
sample (n+ 3D) shows a non-linear behavior, as can be seen in Fig. 6.10 and Fig. 6.12,
linearly and logarithmically, respectively. Figure 6.12 indicates that the current
density in both structures is similar, however Fig. 6.10 clearly reveals the difference
in linearity between the two. For the (2D) case, it is not possible to create an Au
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Fig. 6.12: Details of the fabrication process, showing the comparison between a planar
(2D), rolled (3D), highly doped rolled (n+3D), directly contacted (3D Direct) and a planar
Al2O3 reference sample. Optical microscope images of the different geometries are also
shown in Fig. 6.11 (Taken from Ref. [154]).
pathway induced by the semiconductor breakdown most probably due to the large
distance between the contacts. Here a separation of 3 µm at the closest point would
require a field corresponding to a voltage of 260 V using 880 kV/cm (or 120 V for
400 kV/cm). For the case where both sides of the GaAs/InGaAs nanomembrane
were contacted using deposition methods (3D Direct), it was not possible to create
gold filaments within the semiconductor either for voltages up to 20V. This is most
probably due to the lower current densities in this case arising from a more uniform
contact on both sides of the nanomembrane which creates a more homogeneous
current injection into the nanomembrane over a larger area. The fabrication of this
contacting method will be discussed in more detail in the next section. The two
structures (3D and 3D Direct)indicate the need both for a semi-isolating material
in order to create the high voltage drop, and also a point-like contact on one side to
further concentrate the current flow. Finally, a similar planar structure using 50 nm
of ALD grown Al2O3 replacing the semiconductor nanomembrane was prepared.
The overlap structure is shown in Fig. 6.11(c), where the contrast between the two
striplines indicates that one is below the Al2O3 layer. Again it is not possible to
create the same mesoscopic junction incorporating this equivalent configuration. In
92 6. Hybrid Superconducting Junctions
the voltage range measured it was not possible to induce a breakdown of the oxide
material between the separated contacts, as shown in Fig. 6.10. The rise seen in the
Al2O3 trace is merely attributed to the leakage current through the semiconductor
substrate around the edges of the contact pads. This result further suggests that the
creation of such mesoscopic gold filament based superconducting junctions of this
length is only possible by using semi-insulating semiconductor nanomembranes.
The preparation method of the (3D) direct-contact is markedly more complex than
for the other rolled-up (3D) cases. To begin with, most deposition methods (aside
from ALD) are highly directional. Evaporated material impinging on the surface will
not be able to coat under overhanging structures. In general, this is advantageous
and many structuring techniques rely on this fact such as lithography and lift-
off, and shadow mask evaporation. This effect, however, makes it very difficult to
create a contact between the substrate surface and the top of the tube. In order
to overcome this problem, a method was conceptualized whereby a rolled-up tube
is stopped by a pillar roughly half the tube diameter in size after a certain rolling
distance. Now the tube will be resting against the pillar with the tube’s vertical
tangential point resting against the topmost corner of the pillar. This will remove
any shadowing overhangs that can create discontinuous films and allow for a smooth
contacting between pillar and tube. A schematic of this contacting method is shown
in Fig. 6.13(a). The inside contact (here also referred to as the bottom contact) is
patterned on the strained layer before rolling, which can be seen through the half
transparent tube in the figure. After rolling, the sample is processed again with
photoresist and a second contact is sputtered on the top of the tube as can be seen
in the figure. A completed device is shown in Fig. 6.13(b). Here the bottom and top
contact (inside and outside contact, respectively) are labelled for clarity. The tube
has rolled roughly 30 µm from the starting edge until stopping against the GaAs
pillar, as clearly seen in the figure. In order to realize such structures, samples with
the following layer structures grown by MBE were used:
Layer Composition Thickness Purpose
1 GaAs 5 µm GaAs Pillar
2 AlAs 2 nm Stop etch
3 GaAs 30 nm Strained Layer
4 InGaAs 15 nm Strained Layer
5 AlAs 2 nm Stop etch
6 InGaAs 5 nm Nanomembrane Layer
7 AlAs 20 nm Sacrificial Layer
The top GaAs pillar layer is made such that it is thicker than any tube diameter
that is expected for a given strained layer system. The pillar layer can be accurately
etched down initially to reach the desired pillar height for contacting. This makes the
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Fig. 6.13: (a) A (3D) schematic of the top contacting method, here a semiconductor
nanomembrane tube rolls up against a GaAs pillar which is then used to run a contact to
the top of the tube. (b) An SEM image of a top contacted device (Taken from Ref. [154]).
system more versatile in the case that different diameters of tubes are expected which
will occur when using different metals, metal layer thicknesses, sputter pressures or
a combination thereof. In order to create such top contact junctions the samples
are processed in the following way:
1. Etch top GaAs layer to the desired pillar height using a citric acid etch.
2. Etch GaAs pillars using photolithography and a citric acid etch.
3. Define rolling areas using photolithography and a citric acid etch.
4. Sputter deposit inside contact through lithographically defined pattern and
lift-off.
5. Define starting edge using HBr based etching solution.
6. Roll tubes in 6% HF acid solution
7. Sputter deposit top contact through a lithographically defined pattern and
lift-off.
The GaAs pillar height is of the order of a few micrometers, hence the standard
AZ5214E lift-off photoresist is not sufficient as it will lead to incomplete coverage
of the sample surface due to the large height profile (AZ5214E has a thickness of
roughly 1.5 µm). Here, a thicker resist, AZ 2070 nlof¶ was used instead. This resist
is relatively thick (10 µm), can be spun onto the substrate multiple times to create
¶ Clariant Resists found at www.microchemicals.de
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Fig. 6.14: (a) Schematic of multiple AlAs “stop etch” layers incorporated into an MBE
grown structure to allow for the etching of GaAs mesas, and to control the rolling area
by destroying the strain locally with a second etch stop. (b) TEM image of a MBE
heterostructure where from top to bottom the GaAs pillar, AlAs stop, GaAs/InGaAs
strained layer, AlAs stop, InGaAs nanomembrane and AlAs sacrificial layer are seen.
even thicker layers, and is a negative photoresist which can produce an undercut for
metallization and lift-off.
In Fig. 6.14 further details of the etching used to create top contacted devices is
shown. The left side of Fig. 6.14 shows the layer structure schematically, indicating
the layer thicknesses and etching steps used. The righthand side is a TEM image of
a layer stack centered on the strained layer. Both 2 nm AlAs stop layers can be seen
and a lower 5 nm InGaAs nanomembrane is also visible. As the image indicates,
multiple etch-stops can be incorporated to further functionalize the layers for more
complex device structures.
In addition to selectively etching GaAs while not etching AlAs, the citric acid solu-
tion is an anisotropic etchant of GaAs. Hence, a strong crystal orientation depen-
dence is seen for longer etching times, and faceting occurs [134]. This anisotropic
etching is used to create extremely sharp edges on the GaAs pillars. Any waviness
of the pillar edge could lead to inhomogeneous contacting and hence the sharp edges
will ensure a better contact between tube and pillar after rolling. In Fig. 6.15(a) a
tube is shown which has rolled against the GaAs pillar. The SEM image shows the
sharpness of the edges for the GaAs pillar, and also the lack of any gaps between
pillar and tube along the entire length. In Fig. 6.15(b) the rolled-up tube was cut
using FIB etching. The curved etching profile indicated in the figure by the arrow
allows the tube to roll completely until it touches the pillar at the topmost point.
The contact line between tube and pillar is drawn in as a guide, but is displaced
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Fig. 6.15: Anisotropic etching of GaAs with citric acid. (a) Shows a tube rolled against
a sharp pillar edge. (b) Shows a cross-section of the contact between tube and pillar. (c)
An optical microscope image of a GaAs pillar highlighting the different crystallographic
directions.
to the left in order to show the actual contact line more clearly. In Fig. 6.15(c) an
optical microscope image of a GaAs pillar is shown before rolling. In this image the
crystal oriented etching is cleanly seen, especially in the corners of the structure:
some edges create very sharp 90◦ points, while other corners smear out creating 45◦
flanks. Additionally, the etching in the vertical direction at these corners also pro-
duces rounded slopes, vertical walls or inverted dove-tail profiles. While only used
here to validate the uniqueness of the filament formation method, this contacting
technique can be used to create more interesting structures in the future.
Returning to the rolled-up nanofilament devices, we find that close to the breakdown
field needed to create the nanofilaments, a catastrophic melting of the device occurs,
shown in more detail in Fig. 6.16. An I-V trace is shown indicating the level at which
the breakdown and electromigration occurs (here at 5.2 V) and shortly afterward
the melting (6.1 V corresponding to 15 mA of current). Afterward, a semiconductor
behavior is seen again indicating the current flow is now through the substrate.
The effects of the catastrophic melting can be seen in the inset of the figure. It
apparent that the Au/Nb/Au metallic stripline melted and destroyed the device
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Fig. 6.16: Catastrophic melting of the stripline slightly above the breakdown and electro-
migration point. The I-V trace shows the electromigration point, above which the stripline
melts and the current flow is again through the semiconductor. The arrow indicates the
point at which the trace begins to deviate from the non-linear Shottky-diode behavior.
The red line acts as a continuation of the lower trace indicating that the trace regains
Shottky-diode behavior after catastrophic melting (Taken from Ref. [154]).
structure between the two leads. The ejected material can also be seen coating the
sample surrounding the melting point. After such a catastrophic melting it was also
no longer possible to measure the metal stripline resistance for the inside contact
indicating a complete destruction of the metallic and semiconductor layers.
In order to investigate the reliability of the electromigration method a systematic
study was undertaken for nanofilament creation. Figure 6.17 summarizes the break-
down measurements of 10 devices on a single chip. A breakdown of the semiconduc-
tor was possible in 70% of the measured devices (7 out of 10 devices). As indicated
in the figure, there is a deviation between the individual devices attributed to differ-
ences in the contact between the layers (i.e. number of gold hills touching, surface
chemistry, etc). Also shown in the figure are the devices where there is clearly no
contact between the InGaAs layer and the gold surface. This is indicated by the
lower current which flows laterally through the semiconductor layer. The inset shows
the layout of a single chip used for measurement. The preferential rolling direction
for tubes is 45◦ to the cleaving direction <001>, hence the devices are arranged
perpendicular to this direction. A single chip contains a total of 18 devices. The 4
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Fig. 6.17: A series of 10 devices measured showing small deviations in the needed break-
down field for 7 devices (right axis) and a clear indication of non-contacted tubes for 3
devices (left axis) (Taken from Ref. [154]).
devices on the corners are not used for rolling and remain as planar reference devices
even after the HF etching. Of the remaining 14 rolled devices, a further 4 were disre-
garded after optical microscope inspection due to defects inhibiting complete rolling,
or other rolling problems including poor lithography and dust contamination.
6.4 Low Temperature Characteristics
Further differences between the various samples were investigated at low temper-
atures. In Fig. 6.18 the normalized resistance vs. temperature is shown for three
different devices. The initial resistance at 10 K varies between 263 Ω, 392 Ω and
398 Ω for the junctions with gold, without gold, and the highly doped semiconduct-
ing layer, respectively. All traces are also normalized to their Tc in order to increase
transparency in the data. For junctions created by an electric field breakdown of the
GaAs including an Au layer (closed circles), we observe a transition of the Nb leads
to the superconducting state at 5.5 K. Furthermore, a second transition can be seen
at 4.5 K which is ascribed to the Au filament being driven into a superconducting
state due to the proximity effect [151, 160, 161]. The transition temperature of the
Nb film is lower than the value in the literature (roughly 8 - 9 K) which is thought
to be due to the amount of impurities due to the high sputter pressure used, and the
relative thickness (50 nm) of the films [136]. Furthermore, experimental conditions
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Fig. 6.18: Normalized resistance vs. temperature for different structures measured
(Taken from Ref. [154]).
in the sputtering machine appear to cause slight Tc variations between successive
depositions. We estimate the resistivity of the Nb film to be roughly 2-3 times larger
than the bulk value at room temperature [155].
Devices fabricated without the Au layers surrounding the Nb leads (open triangles)
show a higher resistance and lower transition temperature than devices with the
Au/Nb/Au layers. Since a lower Tc implies a more disordered superconductor [147],
we infer that the Au probably protects the Nb from oxidation when exposed to air,
improving the quality of the niobium film. However the most marked difference be-
tween the Au/Nb/Au layers and the Nb layers is the fact that the sample with the
Au/Nb/Au layers shows two transitions, at 5.4 K and at 4.5 K, whereas the sample
with the Nb layer only shows a single transition at 4.6 K. This second transition is
believed to be due to the intermediate region between the superconducting leads,
supporting the assumption that Au has diffused into this region during the break-
down of the semiconductor nanomembrane. The third trace (open diamonds) shows
that in the highly doped semiconductor sample only the transition of the leads to a
superconducting state can be observed and no further transition of the intermediate
region occurs. In this sample the Nb leads were covered with an Au layer giving a
somewhat higher Tc of 5.8 K. Clearly, the superconducting proximity effect is only
observable in samples where Au was employed in the layer structure.
The I-V characteristic for the nanofilament junction devices is shown above and
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Fig. 6.19: I-V traces of a superconducting nanofilament junction indicating the I-V
dependence above and below Tc. Above Tc (black trace) the entire stripline is driven into
the normal state indicated by a linear trace. Below Tc (red trace) the niobium striplines
are in a superconducting state at low current bias (indicated by the transitions at ca.
5 µA). The transition of the Au nanofilament normal region can also be seen slightly in
the red trace, indicated by the arrows and shown in more detail in Fig.6.21 (Taken from
Ref. [154]).
below the niobium Tc in Fig. 6.19. Above 10 K, the entire device including the
striplines is in a normal state indicated by a linear I-V trace. Upon reducing the
temperature below Tc of the Nb film, the entire stripline becomes superconducting
as indicated by the large discontinuities at roughly 5 µA in the figure. However,
above a certain critical current, the normal region is still resistive. The red trace
indicates the critical current limit for the entire stripline, which is identical to the
trace at high temperature at high current values. The transition of the gold filament
can slightly be seen as a small change in gradient of the red dots at low bias current
highlighted by the black arrows.
Additionally, we find that the Au filaments exhibit a dependence on the measure-
ment current as shown in Fig. 6.20. Here, the measurements were carried out by
ranging the current from 100 µA to 1 mA. For current values above 1 mA, no
transition of the filament to the superconducting state was observed in the temper-
ature range measured, and above a value of 5 mA (not shown), the superconducting
Au/Nb/Au leads can no longer support a supercurrent .
Extracting the normal state resistance of the junction (∼ 30 Ω) from Fig. 6.20,
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Fig. 6.20: The dependence of the superconducting transition of the gold filament on the
measurement current. Increasing the measurement current leads to a decreased critical
current sustainable by the nanofilament junction (Taken from Ref. [154]).
and taking into account the increase in resistivity of materials on the nanometer
scale [162], we estimate the filament diameter to be roughly in the tens of nanometer
range making them clearly of mesoscopic dimensions. For these calculations the
formula
R = ρ
L
A
(6.3)
where ρ is the resistivity, L is the length of the normal region and A is the cross
sectional area, was used.
The microscopic size of such junctions is critical for reducing the junction capaci-
tance (correlated to the junction area), while the total capacitance is further reduced
by the inherent cross type geometry of the structures which reduces the parasitic
capacitance created by overlapping leads.
Taking the IcRn product for these devices, we find values of∼10 mV for many devices
(for the device shown in Fig. 6.21 a value of 15 mV is calculated). This value is
substantially larger than other devices fabricated using niobium - normal metal -
niobium junctions, which usually have an IcRn product in the range of hundreds of
microvolts up to a few millivolts [163, 164]. This can be partially explained by two
distinct factors present in our system. Firstly, the short normal metal channel length
of 50 nm leads to an inherently high Ic (Ic ∝ L−1). Secondly, the properties of the
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Au filaments present in the junction, namely their small size and larger resistivity
(ρ), leads to higher Rn. Calculating the Thouless energy ETh = h¯D/L
2, and taking
the diffusion constant D to be 68 cm2/s [161] and L = 50 nm, we find ETh =
1.78 meV, which is the same order of magnitude as the superconducting energy gap
(∆ = 1.76 · kBTc = 0.83 meV) [77]. Clearly, these junctions are in the intermediate
region between the short and long junction limit (ETh ≈ ∆). Continuing, we see
that the IcRn product lies between long and short junction limit also, where
IcRn = 2.07 ·∆ = 1.71 meV (6.4)
and
IcRn = 10.82 · ETh = 19.26 meV (6.5)
for the short and long junctions, respectively.
Fig. 6.21: A typical Au nanofilament junction I-V trace used to measure the current
dependence. A non-zero voltage is seen below the critical current Ic due to contact resis-
tance. Black arrows indicate the hysteresis in the measurement depending on the current
sweeping direction. The dotted lines indicate the IcRn value extracted from the data
(Taken from Ref. [154])
The high Ic of these structures makes them less sensitive to thermal and current
noise, which is ideal for precision voltage standard applications. By decreasing the
layer thickness of the semiconductor membrane, the resistance Rn could be reduced
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in order to make the junctions more applicable to standard precision voltage stan-
dard frequencies of 70 GHz (fc = IcRn /φ0) [163]. The high IcRn product however,
indicates larger constant voltage Shapiro steps and places the characteristic fre-
quency in the terahertz (THz) region (7.26 THz for the device shown in Fig. 6.21),
which is an interesting region bridging the electronic and optical electromagnetic
spectrum. THz radiation penetrates the body in a similar way as x-rays, for exam-
ple, but does not harm the body in ways that x-ray imaging is known to do. The
emission and detection of radiation are key factors, both of which can be covered by
hybrid superconducting junctions independently.
Ideally, such THz sources and detectors could be coupled to similar rolled-up tech-
nology such as metamaterial fiber optics systems or rolled-up ring resonators for
instance. The parallel nature of the fabrication process would allow arrays of ra-
diation detectors to be processed on a chip, creating imaging sensors much like
charge-coupled devices (CCDs) as used in digital cameras. Furthermore, the micro-
tube ring resonator structures could be used to more efficiently couple the incoming
radiation into the junction area, or even facilitate directional resolution given the
asymmetry created by the tubular structure, as was described in the introduction.
The method presented here indicates once again how advances in device physics are
created by finding solutions including both top-down and bottom-up approaches. A
combination of simple lithography steps are combined with the the natural roughness
of metal layers to create nanometer sized structures. As opposed to conventional
methods, we do not require electron beam lithography but still manage to create
junctions with mesoscopic dimensions. Due to the breakdown and electromigra-
tion method high quality interfaces are created. Furthermore, the thickness of the
semiconductor template can be varied over a wide range, allowing the length of the
junction to be tuned. Due to the monolayer precision of MBE, the junction length
can also be tuned with nanometer precision. Although the processed chips used for
this thesis only contained 18 devices on a 5 × 5 mm sample, an upscaling comes at
a relatively low cost due to the parallel fabrication process.
An experiment is a question
which science poses to Nature,
and a measurement is the record-
ing of Nature’s answer.
-Max Planck
7
Conclusion and Outlook
7.1 Conclusion
This thesis summarizes the work on strained layer MNOs and their application in
devices, specifically modified processing techniques for greater control and meso-
scopic superconducting hybrid junctions. The processes involved for creating these
electronic devices is presented in detail including complex strain engineering of
metal/semiconductor layers. Additionally, the symbiosis of top-down and bottom-
up approaches is clearly shown by incorporating the natural roughness of metal films
with microelectronics fabrication processes.
Three methods for controlling the strain behavior of strained semiconductor layers
were presented. First, a light based method is shown where the formation of insoluble
arsenic compounds restrict the further underetching. This technique does not rely on
any structuring of the surface of the semiconductor, and furthermore the process is
in some respect “reversible” shown in that the rolling resumes after the light source is
switched off. Next, a method for controlling the rolling based on a selective citric acid
etchant was presented. Here AlAs “stop etch” layers were selectively placed within
the strained layer structure in order to locally remove this layer and inhibit rolling. In
situations where a thin AlAs layer is possible, this technique shows a clear advantage
over other etchant based strain destruction methods using non-selective etchants.
Finally, a method using a stained trilayer structure to perform complicated rolling
operations was introduced, including switching from upward to downward rolling.
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This method can be useful for creating more complex interconnected structures,
where a simple strain gradient and rolling behavior is not sufficient.
Mesoscopic hybrid superconducting junctions based on strained semiconductor
nanomembranes were presented next. The fabrication process is described in detail,
highlighting the nanofilament formation and the combination of bottom-up self-
assembly effects and top-down processing techniques needed for these structures.
Various other device geometries were presented highlighting the interdisciplinarity
of the fabrication method. Furthermore, a high degree of reproducibly is also demon-
strated, showing that in roughly 70% of devices fabricated electromigration (used
to generate nano-filaments) was possible. The junctions thereby created show inter-
esting properties. By creating such small junctions, the resistance can be increased
which also increases the characteristic frequency of the junction. Furthermore, the
junctions exhibit high critical currents, important for junction stability.
7.2 Outlook
The work presented here just scratches the surface of the possible electronic devices
feasible in such a rolled up geometry and incorporating radial transport. Some of
the possible further experiments are mentioned below.
Firstly, the use of different materials to create the mesoscopic filament junctions
would give interesting insight into the material parameters and their effect on the
junction dynamics. One could for instance replace the niobium with another super-
conductor such as vanadium, or the normal metal for another metal such as silver
or copper. Alternatively it would be equally interesting to investigate the transport
through the semiconductor membrane directly with the current being injected in a
point-like fashion using the nanohills.
Furthermore, although the top-contacting method was presented here only to in-
dicate that nanofilaments could not be created in such a structure, further exper-
iments on S-Sc-S junctions in such a geometry would surely be interesting. Along
these lines, another step may be to incorporate semiconductor heterostructures into
the intermediate layer, such as quantum dots, quantum wells, or other resonant
tunnelling structures. Investigating the transport of Cooper pairs through quan-
tum dots may create new excitonic states containing the already paired electrons.
Further yet, by incorporating the semiconductor into the junction geometry, gat-
ing of the intermediate region becomes possible allowing a greater control of the
supercurrent.
Branching even farther out, incorporating other materials as contacts for the semi-
conductor membrane could be tried, such as magnetic materials including ferromag-
7.2. Outlook 105
netic metals or even semiconductors such as Ga(Mn)As or Fe3Si. Here also novel
new magnetic spin valve structure can be created.
Using the strain engineering techniques the complexity of the devices created can
be increased further. For example, rolled up electromagnets could become possible.
These in combination with rolled-up capacitors [15] could be used to create on-chip
micro-LC circuits and filters.
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Abstracts and Contributed Work
Self-Assembled Ultra-Compact Energy Storage Elements Based on Hy-
brid Nanomembranes
C.C. BOF BUFON, J.D.C. GONZALEZ, D.J. THURMER, D. GRIMM, M. BAUER AND
O.G. SCHMIDT.
Nano Letters 10, 2506 (2010).
Self-assembly methods combined with standard top-down approaches are demon-
strated to be suitable for fabricating three-dimensional ultracompact hybrid or-
ganic/inorganic electronic devices based on rolled-up nanomembranes. Capacitors
that are self-wound and manufactured in parallel are almost 2 orders of magnitude
smaller than their planar counterparts and exhibit capacitances per footprint area
of around 200 µF/cm2. This value significantly exceeds that which was previously
reported for metal-insulator-metal capacitors based on Al2O3, and the obtained spe-
cific energy (0.55 Wh/kg) would allow their usage as ultracompact supercapacitors.
By incorporating organic monolayers into the inorganic nanomembrane structure
we can precisely control the electronic characteristics of the devices. The adapta-
tion of the process for creating ultracompact batteries, coils and transformers is an
attractive opportunity for reducing the size of energy storage elements, filters, and
signal converters. These devices can be employed as implantable electronic circuits
or new approaches for energy-harvesting applications. Furthermore, the incorpora-
tion of functional organic molecules gives rise to novel devices with almost limitless
chemical and biological functionalities.
In this investigation, rolled up capacitors are fabricated using strained layer tech-
nology. Not only is there an increase in capacitance per footprint by rolling, but
also an additional contribution arises from the new interface created between the
plates by rolling. Crucial to these results was the examination of the rolling and
interfaces within the tube. My contribution to this project consisted of SEM and
FIB analysis of tube cross-sections to investigate the compactness of the rolled up
structures. Furthermore, general SEM images of the device structures, revealing the
parallel nature of the fabrication process were made at the same time.
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Surface acoustic wave mediated dielectrophoretic alignment of rolled-up
microtubes in microfluidic systems
X.H. KONG, C. DENEKE, H. SCHMIDT, D.J. THURMER,H.X. Ji, M. BAUER AND
O.G. SCHMIDT. .
Applied Physics Letters 96, 134105 (2010).
The alignment behavior of solution dispersed rolled-up microtubes by surface acous-
tic waves (SAW) is demonstrated. In contrast to the random alignment of rolled-up
insulated silicon oxide tubes, metallic chromium tubes can be effectively aligned
and assembled into “tube-chains” parallel to the SAW propagation direction. The
experiments suggest that the tube orientation is mainly determined by the dielec-
trophoresis (DEP) forces acting on the tubes. The DEP forces arise from the induced
dipole moment of the tubes in the SAW generated piezoelectric field on the LiNbO3
substrate.
In order to manipulate rolled-up microtubes using surface acoustic waves, sub-
strates displaying the piezoelectric effect such as LiNbO3 are required. Standard
semiconductor processing techniques are only partially applicable to these different
substrates. Due to the transparency and difference in thermal conductivity with
respect to silicon, a tuning of the standard lithographic processing parameters was
needed. Together with Dr. Kong, we were able to process gold interdigitated con-
tacts for generating surface acoustic waves. Additionally, I helped in this project by
fabricating the masks needed for lithography and also with the electrical measure-
ment setup required for the high frequency injection into the substrate.
Rolled-Up Nanotech: Illumination-Controlled Hydrofluoric Acid Etch-
ing of AlAs Sacrificial Layers
R.M. COSTESCU, C. DENEKE, D.J. THURMER, O.G. SCHMIDT.
Nanoscale Research Letters 4, 1463 (2009).
The effect of illumination on the hydrofluoric acid etching of AlAs sacrificial layers
with systematically varied thicknesses in order to release and roll up InGaAs/GaAs
bilayers was studied. For thicknesses of AlAs below 10 nm, there were two etching
regimes for the area under illumination: one at low illumination intensities, in which
the etching and releasing proceeds as expected and one at higher intensities in which
the etching and any releasing are completely suppressed. The “etch suppression”
area is well defined by the illumination spot, a feature that can be used to create
heterogeneously etched regions with a high degree of control, shown here on pat-
terned samples. Together with the studied self-limitation effect, the technique offers
a way to determine the position of rolled-up micro- and nanotubes independently
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from the predefined lithographic pattern.
In this work, the etch suppression effect (ESE) of AlAs sacrificial layers is inves-
tigated. Important for this investigation was finding a method to quantitatively
measure the ESE on the GaAs substrate. For this purpose the circular patterns
were used. My task was the pre-rolling processing of the GaAs substrates. First,
the circular patterns were lithographically patterned on the substrate after which a
deep trench etching was done. Also, I was able to contribute to general discussions
about the produced results and their interpretation.
Fabrication, Self-Assembly, and Properties of Ultrathin AlN/GaN Porous
Crystalline Nanomembranes: Tubes, Spirals, and Curved Sheets
Y.F. MEI, D.J. THURMER, C. DENEKE, S. KIRAVITTAYA, Y.F. CHEN, A. DADGAR,
F. BERTRAM,B. BASTEK, A. KROST, J. CHRISTEN, T. REINDL, M. STOFFEL, E.
CORIC AND O.G. SCHMIDT.
ACS Nano 3, 1663 (2009).
Ultrathin AlN/GaN crystalline porous freestanding nanomembranes are fabricated
on Si(111) by selective silicon etching, and self-assembled into various geometries
such as tubes, spirals, and curved sheets. Nanopores with sizes from several to
tens of nanometers are produced in nanomembranes of 20-35 nm nominal thickness,
caused by the island growth of AlN on Si(111). No crystal-orientation dependence
is observed while releasing the AlN/GaN nanomembranes from the Si substrate in-
dicating that the driving stress mainly originates from the zipping effect among
islands during growth. Competition between different relaxation mechanisms is ex-
perimentally revealed for different nanomembrane geometries and well-described by
numerical calculations. The cathodoluminescence emission from GaN nanomem-
branes reveals a weak peak close to the GaN bandgap, which is dramatically en-
hanced by electron irradiation.
The many interesting characteristics of AlN and GaN nanomembranes have made
them interesting for a wide application range. Here, we fabricated for the first time
rolled-up structures using these membranes. After etching, a confirmation of the
rolling and buckling behavior was needed. Using SEM I was able to image these
rolled, buckled and twisted structures. The material properties of such membranes
made high quality imaging a tedious task.
Rolled-up transparent microtubes as two-dimensionally confined culture
scaffolds of individual yeast cells
G. HUANG, Y.F. MEI, D.J. THURMER, E. CORIC AND O.G. SCHMIDT.
Lab on a Chip 9, 263-268 (2009).
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Transparent oxide rolled-up microtube arrays were constructed on Si substrates
by the deposition of a pre-stressed oxide layer on a patterned photoresist sacrificial
layer and the subsequent removal of this sacrificial layer. These microtubes as well
as their arrays can be well positioned onto a chip for further applications, while their
dimensions (e.g. length, diameter and wall thickness) are controlled by tunable pa-
rameters of the fabrication process. Due to the unique tubular structure and optical
transparency, such rolled-up microtubes can serve as well-defined two-dimensionally
(2D) confined cell culture scaffolds. In our experiments, yeast cells exhibit different
growth behaviors (i.e. their arrangement) in microtubes with varied diameters. In
an extremely small microtube the yeast cell becomes highly elongated during growth
but still survives. Detailed investigations on the behavior of individual yeast cells
in a single microtube are carried out in situ to elucidate the mechanical interaction
between microtubes and the 2D confined cells. The confinement of tubular channels
causes the rotation of cell pairs, which is more pronounced in smaller microtubes,
leading to different cellular assemblies. Our work demonstrates good capability of
rolled-up microtubes for manipulating individual and definite cells, which promises
high potential in lab-on-a-chip applications, for example as a bio-analytic system
for individual cells if integrated with sensor functionalities.
Using rolled-up tubes as 3D cell scaffolding offers new methods by which we can
control the dynamics of cell production. This results presented in this paper are
based on SiO/SiO2 tubes on Si substrates using a polymer sacrificial layer. I was
able to contribute in this project by transferring my knowledge of processing and
deposition techniques in order to fabricate such structures.
Numerical investigation of optical response from rolled-up microtube res-
onator and its application
S. K IRAVITTAYA, A. BERNARDI, A. RASTELLI, R. SONGMUANG, D.J. THURMER,
M. BENYOUCEF AND O.G. SCHMIDT.
Proceedings of the 10th International Conference on Transparent Optical Networks
4, 45 (2008).
On-chip Si/SiOx microtube refractometer
A. BERNARDI, S. KIRAVITTAYA, A. RASTELLI, R. SONGMUANG, D.J. THURMER,
M. BENYOUCEF AND O.G. SCHMIDT.
Applied Physics Letters 93, 094106 (2008).
The authors fabricate rolled up microtubes consisting of Si/SiOx on Si substrate
and analyze the possibility to use them as a refractometric sensor. An aqueous
sugar solution is inserted into the microtube, which leads to a change in refrac-
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tive index and, as a result, to a detectable spectral shift of the whispering gallery
modes. Experimental results can fit well with finite-difference time-domain simula-
tions, which are used to determine the sensitivity of this tube refractometer. The
ratio of spectral sensitivity to channel cross-sectional area of the refractometer is
particularly striking and allows analysis of fluid volumes in the range of femtoliters.
A comparative discussion with other existing refractometer schemes concludes this
work.
In this project, Si/SiOx microtubes are used as liquid core sensors. The whispering
gallery mode response to different liquids was measured using optical techniques.
In order to accurately measure the response of liquids within the tube, a method
for filling the tubes was needed. Here, the method I developed for filling tubes was
used. In this way, solutions were filled directly in one tube end.
Semiconductor sub-micro-/nanochannel networks by deterministic layer
wrinkling
Y.F. MEI, D.J. THURMER, F. CAVALLO, S. KIRAVITTAYA AND O.G. SCHMIDT.
Advanced Materials 19, 2124-2128 (2007).
Semiconductor micro-/nanochannel networks are developed by deterministic layer
wrinkling and applied into a fluidics study. Both linear and circular nanochannel
networks, consisting of a main channel and several perpendicularly oriented branch
channels, are created, where the periodicity and position of the branch channels can
be tuned and controlled by changing the width of the partially released layers and
by applying appropriate lithography.
Regularly ordered micro- and nanochannels are interesting for a variety of appli-
cations. In this paper, nanochannel networks are deterministically created and used
for fluidic experiments. In addition to doing the fluidic experiments, I also was in-
volved in the preliminary modelling of such systems and their dynamics.
Optical properties of a wrinkled nanomembrane with embedded quan-
tum well
Y.F. MEI, S. KIRAVITTAYA, M. BENYOUCEF, D.J. THURMER, T. ZANDER C.
DENEKE, F. CAVALLO, A. RASTELLI AND O.G. SCHMIDT.
Nano Letters 7, 1676-1679 (2007).
A wrinkled nanomembrane with embedded quantum well (QW), fabricated by the
partial release and bond back of epitaxial layers upon underetching, is investigated
by spatially resolved micro-photoluminescence spectroscopy. From the observed QW
transition energies and calculations based on the linear deformation potential the-
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ory, we find that the bonded back regions are fully relaxed and act on the strain
state of the wrinkled QW. Light emission enhancement observed in the wrinkled
QW is explained by interference contrast theory.
Here again regularly ordered micro- and nanochannels are fabricated using III-V
materials and the optical properties further investigated. I was able to aid this
project in various etching methods of GaAs semiconductor materials and sample
preparation.
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