Abstract. Let X be a compact toric variety. The quantum cohomology of X decomposes as a direct sum, and associated to each summand Q is a toric fibre LQ with rank 1 local system. By building an explicit twisted-complex-like object, we show that on Q the Kodaira-Spencer isomorphism of Fukaya-Oh-Ohta-Ono factors through the closed-open string map to the Hochschild cohomology of LQ. We deduce that the latter is injective and hence, assuming an appropriate version of Abouzaid's criterion, that LQ split generates the corresponding summand of the Fukaya category.
1. Introduction 1.1. Motivation and sketch. The Fukaya category F of a compact symplectic manifold X is an A ∞ -category, defined up to an appropriate notion of equivalence, which encodes information about Lagrangian submanifolds and their intersections via counts of pseudoholomorphic curves. It has been rigorously constructed only in certain situations (see, for instance, [12] and [15] ) and the general case is the subject of work in progress by Abouzaid-Fukaya-Oh-Ohta-Ono. A collection G of objects (or, essentially equivalently, a full subcategory) is said to split generate F if under the Yoneda embedding every object of F is quasi-isomorphic to a formal summand of a twisted complex built from G. Often one understands F by finding a small, well-understood choice of G with this property. See [16, Section 4] for a detailed introduction to these ideas.
The case where X is a compact toric variety is particularly well-studied, and here it has long been believed that the Fukaya category is split generated by a finite collection of toric fibres, equipped with rank 1 local systems. The purpose of this paper is to prove this conjecture, subject to foundational assumptions about the Fukaya category. These foundations are expected to be addressed in upcoming work of Abouzaid-Fukaya-Oh-Ohta-Ono, who independently consider the same split generation question. Split generation has been established already when X is Fano by Evans-Lekili [5, Corollary 1.3.1] using completely different methods. Partial results had previously been obtained by Ritter [10] and Tonkonog [20] .
Our approach is based on the closed-open string map, CO, which is a conjectural algebra homomorphism from the quantum cohomology QH * (X) of X to the Hochschild cohomology of F. This map, which is part of the standard framework of TQFT, is supposed to count the same curves as defining the A ∞ -operations on the category, but with an additional interior marked point constrained to lie on a cycle Poincaré dual to the input quantum cohomology class. Again, the construction has so far only been carried out rigorously in certain cases, for example for monotone Fukaya category by Sheridan [15] , and the general case is the subject of work in progress by Abouzaid-Fukaya-OhOhta-Ono. See [8, Remark 4.7.6(3) ] for some historical context.
Abouzaid's criterion, introduced in [1] in a slightly different form, gives a method for detecting when a collection of objects split generates the Fukaya category in terms of the map CO. Once again it is conjectural in full generality, having been proved in the monotone case by Sheridan [15] , and is work in progress by Abouzaid-Fukaya-Oh-Ohta-Ono. The expected statement of the criterion in the form relevant to us is that if P is a summand of quantum cohomology, F P is the corresponding summand of the Fukaya category, and G is a full subcategory of F P , then G split generates F P if the map CO | P : P → HH * (G) is injective. We shall deduce split generation for toric fibres by showing roughly that this map factors through the Kodaira-Spencer map, ks, of [8] , which is known to be an isomorphism.
1.2.
Outline of main results. Let X be a compact toric variety with moment polytope ∆ and let L ⊂ X be a toric fibre. Note that ∆ naturally lies inside H 1 (L; R), and L is the preimage of some point x L in the interior of ∆ under the moment map µ. We denote by Λ 0 the universal Novikov ring
a j T l j : a j ∈ C and l j ∈ R ≥0 with l j → ∞ as j → ∞ , and by Λ its field of fractions, obtained by allowing negative powers of T . Note that Λ carries a valuation v : Λ → R ∪ {∞} which sends a series to the power of T in its leading term, and sends 0 to ∞.
For an appropriate completion A of the group ring Λ[H 1 (L; Z)], Fukaya-Oh-Ohta-Ono [8] construct the Kodaira-Spencer map ks : QH * (X; Λ) → A/I, where I is the closure of the ideal generated by the partial derivatives of the superpotential W ∈ A. It is shown in [8] and [19] that this is an isomorphism. Under ks, the finite-dimensional Λ-vector space QH * (X; Λ) carries an action of the group H 1 (L; Z), which from now on we will abbreviate to H. Since the field Λ is algebraically closed [7, Lemma A.1] , the quantum cohomology decomposes as a direct sum of ideals which are simultaneous generalised eigenspaces for this H-action. Let Q be one of these ideals, and let λ Q : H → Λ × describe the eigenvalues of the H-action on it.
Remark 1.1. There is a canonical identification between the groups H = H 1 (L; Z) for different choices of L, but the superpotential, and hence the H-action on QH * (X; Λ), depend on this choice. Translating x L by a vector a in H 1 (L; R) corresponds to multiplying the H-action (and thus also its eigenvalues) by the map T −a : H → Λ × . / / Let v Q : H → R be the homomorphism obtained by composing λ Q with the valuation v. This defines a class in H 1 (L; R), and the point x L + v Q lies in the interior of ∆ (see Section 2.2), and hence its preimage L Q = µ −1 (x L + v Q ) under the moment map is a Lagrangian torus fibre in X. The map
given by ξ Q = λ Q /T v Q lands in the kernel of v and therefore describes (the monodromy of) a rank 1 local system over Λ on L Q which can be used to deform Floer theory. By Remark 1.1 ξ Q gives the eigenvalues for the H-action on Q when L Q is used as the reference fibre. The fact that v • ξ Q vanishes ensures that weighting disc counts by monodromy preserves convergence.
There is an associated self-Floer
, which we abbreviate to CF Q . Recall that the A ∞ -operations m * on CF Q have the form
for any a 1 , . . . , a k , where the C-valued operation m k,β is defined using a (signed, virtual) count of pseudoholomorphic discs in class β. We shall make the following assumption about the closed-open string map:
The closed-open string map exists as a unital Λ-algebra homomorphism
whose length k piece CO k is given by
We recall the basics of Hochschild cohomology and the length filtration in Section 2.1. Note that in light of (1) and the description in Section 1.1 of the moduli spaces which are supposed to define CO, the equality (2) gives the only sensible value for CO(α).
Our main result is the following:
is injective on the summand Q.
As a corollary of Theorem 1 we deduce:
For general compact toric X one is restricted to working over coefficient fields of characteristic zero in order to define virtual fundamental chains on the relevant moduli spaces. Our proof also makes use of an explicit de Rham model for CF Q , so we are further constrained to fields containing R. We state our results over C for simplicity, but really they hold over any extension F of R for which QH * (X; Λ F ) breaks up into simultaneous generalised eigenspaces Q. Given an analogous singular cochain model for CF Q it is reasonable to expect that we can replace R by Q.
If X is Fano, however, meaning that the cohomology class of the symplectic form is positively proportional to the first Chern class, then the monotone Fukaya category F can be defined without the use of a Novikov variable and over any ground field F. Now the eigenvalues of the H-action on QH * (X; F) via CO 0 (which plays the role of ks) are homomorphisms λ Q : H → F × , and define local systems ξ Q on the monotone fibre L Q . In this setting one can use a pearl model for the Floer algebra CF Q of (L Q , ξ Q ) (this is a standard piece of folklore and will be rigorously established in upcoming work [18] ), and apply a slight modification of the arguments from the general case to prove: Theorem 3. Working over F (rather than Λ), we have that
is injective on the summand Q and hence (L Q , ξ Q ) split generates the summand F Q of F.
Recall that the closed-open map and split generation criterion are already established for the monotone Fukaya category [15] so no extra assumptions are necessary.
1.3. The main idea. The key step in the proof of Theorem 1 is to construct a deformation CF Q,δ of CF Q ⊗ Λ Q which is closely related to the endomorphism algebra of a twisted complex built out of (L Q , ξ Q ). As such there are morphisms
and it is the composition of CO with these maps which we study. This composition is more or less the Kodaira-Spencer map, so its injectivity follows from that of ks. This approach was inspired by [13, Equation (1.16) ]. The point is that the restriction of ks to Q is essentially the length-zero closed-open string map
where Q is used as a coefficient ring for the Floer cohomology of L Q by viewing it as a module over (a completion of) Λ[H 1 (L Q ; Z)] and weighting disc counts by their boundaries as well as areas.
(On the right-hand side we should take the Q-submodule generated by the unit in order to get an isomorphism.) The deficiency of this observation for the purpose of proving split generation is that the algebra CF * (L Q , L Q ; Q) cannot naïvely be interpreted as endomorphisms of an object in the Fukaya category. One could try equipping L Q with the local system with fibre Q and monodromy maps given by the module action of
. This can be constructed as a twisted complex built from (L Q , ξ Q ), but unfortunately it may be quasi-isomorphic to zero. If one works over a field of characteristic 2, rather than C, this phenomenon can be seen even for the equator in CP 1 . The problem is that the endomorphism algebra of this twisted complex is too big: there is a copy of End Λ (Q) for each Hamiltonian chord generating CF Q , whereas instead we want a copy of End Q (Q) ∼ = Q. Passing to this subalgebra, which is closely related to the monodromy subcomplex of Konstantinov [9] , we obtain the algebra CF Q,δ ∼ = CF * (L Q , L Q ; Q) that we want.
Rather than taking this circuitous route to building CF Q,δ as a subalgebra of the endomorphisms of a twisted complex, we introduce (in Section 2.1) a variation on the twisted complex construction itself, which incorporates CF Q,δ directly and may be of independent value.
If one is only interested in working over the base field C then Section 2 proves all of the results (modulo easy modifications in the monotone case-essentially one just ignores all mention of the Novikov variable). There we use Fukaya-Oh-Ohta-Ono's 'canonical' de Rham model for CF Q in which the relevant quantities (namely the resuts of applying the L ∞ -operations l * to degree 1 classes) can be expressed by well-known formulae in terms of partial derivatives of the superpotential.
Most of the work in Section 3 is in setting up specific perturbations for a pearl model for CF Q when L Q is monotone, which makes sense over any ground ring. Using this perturbation scheme (which depends on a choice of basis for H 1 (L; Z)), corresponding quantities can be computed, and we obtain strikingly related formulae-see Remark 3.13. These formulae, and the pearl model itself, may also be of independent interest to readers.
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Proof of Theorem 1
2.1. Algebraic setup. In this subsection we describe a way to deform an A ∞ -algebra which is formally very similar to the weak bounding cochain and twisted complex constructions of FukayaOh-Ohta-Ono [6] and Seidel [12] , and our results are all well-known in those contexts. Our approach is based on the exposition of Sheridan [15, Section 4] . For a very detailed and explicit account of these notions see Ritter-Smith [11, Section 2] .
Suppose that A = (A * , m * ) is a curved, strictly unital, Z/2-graded A ∞ -algebra over a ring R, and that S is a commutative R-algebra with nilradical N S (this is simply the ideal comprising the nilpotent elements). We extend the A ∞ -operations S-multilinearly to A * ⊗ R S, and denote these extensions by m * still. Definition 2.1. An S-weak bounding cochain for A * is an element δ of A 1 ⊗ R N S which satisfies
for some W (δ) in S, which we call the S-potential of δ. Note that since the S-components of δ lie in the nilradical, the sum on the left-hand side is actually finite. / / Remark 2.2. Fukaya-Oh-Ohta-Ono take S = R equal to the Novikov field, and ensure convergence by requiring that δ lies in the positive part of the energy filtration. Seidel uses a non-commutative algebra-namely the endomorphisms of some R-module-in place of S, and ensures convergence by asking that δ is lower-triangular with respect to some filtration of the module. Sheridan's setup is the same as Seidel's except that he has convergence for degree reasons, using a geometric monotonicity assumption.
/ /
Given an S-weak bounding cochain δ, we can construct a new curved, strictly unital, Z/2-graded
Again, nilpotence ensures that the sum is actually finite. The curvature is given by 1 ⊗ W (δ), which lies in the centre of the algebra, so the differential m δ 1 squares to zero and we can take its cohomology.
Recall that the Hochschild cochain complex CC * (A, A) is defined by
The index k is the length, and we write g k for the length k piece of a cochain g. The differential is given by
This preserves the length filtration F * CC, where F j CC comprises cochains with g k = 0 for k < j. Quotienting out by F 1 CC gives a chain map
known as 'projection to the length zero part'. One can similarly define CC * (A δ , A δ ). There is a choice about whether to view A δ as an algebra over R or over S, but we will mainly be interested in the projection to the length zero part where it makes no difference. Consider the map
given by
for all r and all a 1 , . . . , a r in A δ = A ⊗ R S. Here the g on the right-hand side should be interpreted as the S-multilinear extension from A to A δ .
Lemma 2.3. This is a chain map and hence induces a map HH(δ) on Hochschild cohomology.
Proof. Both (∂CC(δ)(g)) r and (CC(δ)(∂g)) r are sums over terms of the same form: one takes a string a r , . . . , a 1 , inserts copies of δ in all possible ways, and then contracts a substring using m and applies g to what's left, or vice versa. The only potential discrepancy is the signs, since for ∂CC(δ)(g) we insert the δ's before computing the signs, whilst for CC(δ)(∂g) we compute the signs before inserting the δ's. However, since δ has degree 1 this distinction makes no difference.
Composing this chain map with the projection to the length zero part we deduce:
2.2. x L + v Q lies in the interior of the polytope. Recall that the group H = H 1 (L; Z) acts on QH * (X; Λ) via the Kodaira-Spencer isomorphism and that Q is a simultaneous generalised eigenspace of this H-action with eigenvalues λ Q : H → Λ × . Composing this with the valuation v defines the homomorphism v Q : H → R, which we view as a point in H 1 (L; R). The purpose of this subsection is to prove the claim from Section 1.2 that the point
is the moment map image of our reference fibre L. This is necessary in order to define the Lagrangian torus First we recall the construction of the ring A from [19] . Let β 1 , . . . , β N be the basic index 2 disc classes in H 2 (X, L; Z), dual to the toric divisors, and consider the Λ 0 -subalgebra 
Note that if a class α in QH * (X; Λ) is contained in A + α then for some a + in A + we have
. . , and this sequence converges to zero in our topology. This means that any such α is necessarily zero.
For each j, let z j denote the monomial T ω(β j ) τ ∂β j in A. We have the following simple observation:
With a little more work, we actually have: Proof. We have just seen that each c j lies in Λ 0 so we can write c j = a j + c ′ j for some a j in C and c ′ j in Λ + . Let j 1 , . . . , j k be those j such that a j is non-zero. We want to show that this set is in fact empty.
. . , a N ) were non-zero then we could divide by it and deduce that α lies in A + α and is zero, which we know is not the case. We must therefore have f (a 1 , . . . , a N ) = 0. Now suppose that the divisors D j 1 , . . . , D j k have empty common intersection. Then the product z j 1 . . . z j k lies in A + , so we can take f = Z j 1 . . . Z j k and see that a j 1 . . . a j k = 0, contradicting the fact that the a j l are all non-zero. These divisors must therefore all intersect, so the corresponding normal vectors ν j 1 , . . . , ν j k are linearly independent.
Next note that the generators of the ideal I (before taking its closure) are of the form
so we can take f to be the (vector valued) polynomial j ν j Z j and conclude that j ν j a j = 0. Throwing away the terms with vanishing a j , we obtain a linear dependence between ν j 1 , . . . , ν j k . We just saw that this set is linearly independent, so the only possibility is that it is actually empty and that a j are all zero.
We can now conclude:
lies in the interior of the moment polytope ∆.
Proof. The polytope ∆ is given by
for positive real numbers λ j corresponding to the areas ω(β j ) (our symplectic form on X is rescaled from the standard one by a factor of 1/2π to remove awkward constants).
Since the normals ν j coincide with the boundaries ∂β j , we need to show that v Q (∂β j ) > −λ j for all j, or in other words that v(λ Q (∂β j )) > −λ j . The content of Lemma 2.7, however, is that v(c j ) > 0, and we can write c j as T λ j λ Q (∂β j ), so this gives exactly what we want.
For the rest of the paper we assume that the reference fibre L is equal to L Q . This means that W is the superpotential of the fibre we are interested in, and also that v Q = 0 and hence that the monodromy map ξ Q is given by λ Q itself.
2.3. Evaluation and convergence. Before getting into the details of the proofs of our results, we introduce a definition which allows us to evaluate the potentially infinite series appearing in the completion A of the group ring Λ[H]: Definition 2.9. Let V be a finite-dimensional Λ-vector space. Note that V inherits a natural equivalence class of non-Archimedean norm from Λ. Suppose f : H → V is any map (not necessarily a homomorphism of additive groups) whose image is bounded, and let γ∈H a γ τ γ be an element of A, where each a γ is an element of Λ. For any E > 0 there are only finitely many γ with v(a γ ) < E so the sum γ∈H a γ f (γ) converges in V . We define f to be the resulting Λ-linear map A → V .
The basic example to bear in mind for now is when V = Λ and f = ξ Q . This is bounded since it lands in the set v −1 (0), and the fact that f is well-defined is the reason that ξ Q is a valid system of monodromies for Floer theory.
2.4. The de Rham model for the Floer complex of a toric fibre. It will be important for us to have control over the A ∞ -structure on the Floer complex of our toric fibre (L Q , ξ Q ) in order to construct and understand the required deformation CF Q,δ . In order to achieve this we employ Fukaya-Oh-Ohta-Ono's construction of strictly unital A ∞ -operations m can * on a de Rham model for H * (L; Λ) [7, Section 11] , and arrive at well-known formulae in terms of the partial derivatives of the superpotential, originally obtained by Cho [3, Corollary 6 .4]; a somewhat more general version appears in [6, Proposition 3.6.52]. As in Section 1.2 we denote the resulting A ∞ -algebra by (CF * Q , m * ). To fix signs once and for all, we equip L Q with the standard spin structure [4, Section 9], [17, Definition 4.2.4] .
Using the fact that the 'effective minimal Maslov index' of L Q is 2, by torus-equivariance of disc moduli spaces, there is a canonical PSS map
Q . This is a chain map because Q corresponds to a critical point λ Q : H → Λ × of the superpotential (Remark 2.5). For classes a 1 , . . . , a k in H 1 (L; Λ) and β in H 2 (X, L Q ) with µ(β) = 2 we have (analogously to [7, Lemma 11.8] , but now also incorporating the local system) that
Here c β is a rational number describing the degree of the boundary point evaluation map, from the virtual fundamental chain on the moduli space of holomorphic discs of class β, to L Q . From now on we drop explicit mention of the PSS map when viewing elements of H 1 (L Q ; Λ) as elements of CF 1 Q . The number c β is independent of the choice of Kuranishi perturbation [7, Lemma 11.7] and is equal to 1 for β equal to each of the basic index 2 classes β 1 , . . . , β N . We declare c β to be zero for all disc classes β of index not equal to 2. The superpotential of L Q is given in terms of the c β by
and for each β we denote the expression c β τ ∂β by W β so that W = β W β T ω(β) . Following Cho [3] we introduce the L ∞ -operations l * on CF Q as the fully graded-antisymmetrised A ∞ -operations (the antisymmetrisation is not normalised; that is, we do not divide by k! in the definition of l k ). These decompose into l * ,β , analogously to the A ∞ -operations, in terms of which (3) can be written as
for all index 2 classes β and for all a 1 , . . . , a k in H 1 (L Q ; Λ). The full l k operation is the sum of the contributions l k,β over all classes β, weighted by T ω(β) , analogously to (1) . When the inputs all have degree 1, the only classes β that can give non-zero contribution have index 2 or are constant. The latter compute the classical L ∞ -operations l k,0 on the torus, which vanish because the classical A ∞ -structure on the de Rham model for the torus is formal. We deduce that
and let x 1 , . . . , x n be the dual coordinates on H 1 (L Q ; Λ). Note that W , viewed as a formal function on H 1 (L Q ; Λ × ), is naturally a function of the y j = e x j . Explicitly, a monomial T λ τ γ is written as
In terms of these coordinates we can express (4) and (5) as
for all non-negative integers k, all j 1 , . . . , j k , and all classes β. Here the | ξ Q denotes that the derivative is to be evaluated at the point ξ Q in H 1 (L Q ; Λ × ). In other words, one should apply the map ξ Q in the sense of Definition 2.9.
If H 1 , . . . , H N are the Poincaré duals of the toric divisors, as classes in H 2 (X, L Q ; Z), then the Kodaira-Spencer map (with reference fibre L Q ) constructed in [8] satisfies
2.5. The main computation. Suppose S is a finite-dimensional commutative Λ-algebra and
is a group homomorphism such that S is a simultaneous generalised eigenspace for the action of H via ρ, with eigenvalues ξ Q . Let ψ : H → S be the map given by ρ/ξ Q − 1. Note that the image of this map is contained in the nilradical N S of S, so we can define a map θ : H → S by
since this series is actually finite. By the standard formal power series argument θ is a homomorphism of additive groups. Morevoer, it lands in N S and satisfies
for all γ in H. It should therefore be thought of as nilpotent logarithm of ρ/ξ Q . Let γ 1 , . . . , γ n be the basis of H dual to b 1 , . . . , b n , and define δ in
This can be written in a basis-independent way as the image of θ ∈ Hom Z (H, N S ) under the identification
Lemma 2.10. Working over the ground ring R = Λ, the above δ is an S-weak bounding cochain with S-potential ρ(W ), where ρ : A → S is the map which formally evaluates τ ∂β to ρ(∂β) as in Definition 2.9. Moreover, the L ∞ -operations on
for all β, all non-negative integers k, and all j 1 , . . . , j k . (Here l δ * are the operations on the L ∞ -algebra associated to the A ∞ -algebra CF Q,δ , and 1 CF Q is the multiplicative identity in CF Q .) Remark 2.11. Taking S = Λ and ρ = ξ Q we recover our earlier expressions for CF Q . The image of ρ is bounded in S, in the sense of Definition 2.9, since anything in the image can be written as a polynomial in the ξ Q (γ j ) and ρ(γ j ) − ξ Q (γ j ) with integer coefficients. The former have valuation 0, whilst the latter are nilpotent so can only appear with a bounded range of exponents.
Proof. The first claim follows from the k = 0 case of the second, so we prove the second. Fix arbitrary β, k and j 1 , . . . , j k . Letting ∂β = p 1 γ 1 + · · · + p n γ n , so that W β = c β τ ∂β = c β e j p j x j , we have
as claimed; in the third line we used (5) and in the fifth we used (7).
We now take S = Q and let ρ : H → Q × describe the action of H on Q via (the inverse of) the Kodaira-Spencer map. Note that, almost tautologically, ρ • ks is the projection π Q of QH * (X; Λ) onto Q. In this case we have: Lemma 2.12. The complex CF Q,δ has zero differential.
Proof. By Lemma 2.10, for each j we have
The expression ρ(∂W/∂x j ) is the projection of ∂W/∂x j ∈ A to the summand ks(Q) of A/I, and since ∂W/∂x j lies in I this projection is zero. Hence m δ 1 (b j ) vanishes for all j, and since the b j generate CF Q,δ as a Λ-algebra we conclude that m δ 1 is identically zero. This means that the target H * (CF Q,δ ) of HH(δ) 0 is given by CF Q,δ = CF Q ⊗ Λ Q. Moreover: Proposition 2.13. Under Assumption ‡ we have
Proof. We simply compute
In the second line we used Assumption ‡. Using our earlier observation that ρ • ks = π Q we conclude that HH(δ) 0 • CO and 1 CF Q ⊗ π Q coincide on the H j , and since these classes generate QH * (X; Λ) as a Λ-algebra we're done.
As a simple consequence of this we obtain: Corollary 2.14 (Theorem 1). Under Assumption ‡ the map
is injective on Q.
Proof. By Proposition 2.13 the projection π Q : QH * (X; Λ) → Q factors through this map.
Proof of Theorem 3
3.1. Floer theory of the monotone fibre. Throughout this section we assume that X is Fano, in the sense that [ω] and c 1 (X) are positively proportional in H 2 (X; R). In this case we can scale the symplectic form and translate the polytope ∆ so that it is given by ∆ = {x ∈ H 1 (L; R) : x, ν j ≥ −1 for j = 1, . . . , N }, and take our reference fibre L to be the monotone fibre over 0. The superpotential then takes the simple form
recalling that β 1 , . . . , β N are the disc classes dual to the toric divisors. From now on we set the Novikov variable T to 1. In order to work over an arbitrary (algebraically closed) coefficient field F we need an alternative to the de Rham model for CF Q used in Section 2. The one we shall use is a pearl model, in which we count Morse flow trees, interrupted by the boundaries of pseudoholomorphic discs. Such a model has been rigorously set up in the exact case (see [14, Section 4] , which also gives some historical background), and for the operations m 1 and m 2 in the monotone case by Biran-Cornea [2] . In both approaches one perturbs the pseudoholomorphic curve equation and the Morse flow in order to ahieve transversality for the required moduli spaces.
In [18] we introduce an alternative way to define the Floer A ∞ -algebra of a monotone Lagrangian L, where instead of perturbing the Morse flow one perturbs the incidence conditions where flowlines meet discs, as described below. In general one also has to perturb the pseudoholomorphic curve equation, but for toric fibres-where moduli spaces of holomorphic discs, and even bubbled configurations of such discs, are transversely cut out-this is not necessary. The upshot is that in this case one can choose specific perturbations in order to perform certain calculations explicitly. Since the emphasis of the present paper is on proving split generation, rather than rigorously establishing the foundations of perturbations of incidence conditions, we assume the reader is familiar with the basic notions of pearly trees and focus on describing the required perturbations.
Remark 3.1. Perturbations of incidence conditions can be rephrased in terms of perturbations of the Morse flow, but the former are in a sense more concrete, and are better suited to our purposes. They can also be described purely in terms of finite-dimensional manifolds, and do not require the infinite-dimensional version of Sard's theorem which is used to perturb Morse flow. / / 3.2. Perturbation of incidence conditions. Fix a monotone Lagrangian L (closed, connected, minimal Maslov index at least 2), and a Morse function f and metric g on L such that the pair (f, g) is Morse-Smale. Usually when defining pearly trees one asks that the ends of Morse flowlines on L match up with boundary marked points on pseudoholomorphic discs. Said another way, at each junction j of a flowline and a disc there is an evaluation map ev j from the boundary of the disc, and one requires that the product of the ev j over all junctions lies on an appropriate submanifold of L {junctions} defined by the Morse flow and the choice of input and output critical points. We shall deform this constraint by replacing the product of the ev j with the product of maps ψ j • ev j , where each ψ j is a diffeomorphism of L which is isotopic to the identity. Such a ψ j is a perturbation of the incidence condition at the junction j. Since it is useful to parametrise auxiliary choices by spaces which are contractible, we shall allow only those ψ j whose C 0 -distance from the identity is less than the injectivity radius of L, with respect to some arbitrary fixed metric (which we will always take to be the metric g defining the Morse flow). This provides a canonical choice of isotopy from each ψ j to the identity. The shape of a pearly tree is described by a rooted metric ribbon tree, meaning a finite graph with: no cycles, a distinguished external vertex (the root, which we think of as the output), a cyclic ordering of the edges incident at each vertex, and a length t in (0, ∞) assigned to each internal edge (this length describes the duration of the Morse flow along that edge). It will often be convenient to represent a rooted metric ribbon tree T as a pair (T ′ , t), where T ′ is the underlying rooted (non-metric) ribbon tree and t is the tuple of internal edge lengths.
Definition 3.2.
A consistent choice ψ of perturbations of the incidence conditions comprises for each rooted metric ribbon tree T = (T ′ , t) and each edge-vertex junction j in T ′ a perturbation ψ j,t of the incidence condition at j in T , subject to certain conditions:
• The perturbation depends smoothly on the internal edge lengths, meaning that for each j the family of diffeomorphisms ψ j,t obtained by allowing t to vary fits together to give a diffeomorphism of L × (0, ∞) {internal edges} .
• There exists a constant R > 0, depending only on T ′ , such that the perturbations are compatible with breaking any internal edge of length greater than R into two external edges. Explicitly, such a breaking turns T into two rooted metric ribbon trees, and we require that the perturbations assigned at the junctions in these trees coincide with the perturbations on our original tree.
• There exists a constant ε > 0, depending only on T ′ , such that the perturbations are compatible with shrinking edges of length less than ε to zero. Explicitly, for any internal edge of length less than ε the junctions at either end are unperturbed (meaning that the corresponding ψ j,t is the identity), and the perturbations on the other junctions coincide with those in the tree obtained by shrinking this edge away. Consistent choices of perturbations of the incidence conditions can be composed in the obvious way (to be precise, since we have only allowed ourselves to use perturbations whose distance from the identity is less than the injectivity radius, one should only compose perturbations whose distances from the identity sum to less than the injectivity radius).
/ /
The space (0, ∞) {internal edges} naturally compactifies to the cube [0, ∞] {internal edges} (the normal component of the smooth structure at the boundary is not canonical but it is irrelevant to us), and the compatibility with breaking/shrinking of flowlines can be viewed as specifiying the perturbations on a neighbourhood of the boundary of this cube, once perturbations have been chosen on all trees with fewer vertices. Since our perturbations are taken from a contractible space (of diffeomorphisms close to the identity), any perturbations specified near the boundary can be extended over the interior of the cube. This allows us to construct perturbations by induction on the number of vertices in trees.
In order to state the main technical result we shall use, first we need some definitions:
By the type τ of a pearly tree we mean the tuple (
the rooted ribbon tree T ′ underlying its shape; the homology class β v of the disc at each vertex v; the critical point i l input at each leaf l; the critical point o output at the root. For each τ , and each consistent choice ψ of perturbations, there is a corresponding moduli space M(τ, ψ) of pearly trees of type τ defined using ψ, whose virtual dimension depends only on τ . We say that this moduli space is strongly empty if it, and all of its boundary strata, are empty. In other words, the moduli space is empty and remains so even after allowing all possible degenerations of discs and flowlines. We say that a moduli space is strongly transversely cut out if it, and all of its boundary strata, are transversely cut out. A strongly transversely cut out moduli space of virtual dimension zero consists of a finite collection of points.
With these notions in place, we have:
For any monotone Lagrangian L as above, there exist domain-and modulusdependent perturbations of the pseudoholomorphic curve equation such that certain disc moduli spaces are transversely cut out. Then, for any choice of Morse data (f, g), and any consistent choice ψ 1 of perturbations of the incidence conditions, there exists a consistent choice ψ 2 of perturbations of the incidence conditions so that using ψ = ψ 2 • ψ 1 all moduli spaces needed to define the Floer A ∞ -algebra of L are transversely cut out. Moreover, suppose we are given (possibly infinite) collections {τ e j } j and {τ t k } k of pearly tree types such that M(τ e j , ψ 1 ) is strongly empty for all j and M(τ t k , ψ 1 ) is strongly transversely cut out and of virtual dimension zero for all k. Then one can choose ψ 2 so that the same properties hold with ψ in place of ψ 1 , and so that for all k we have
Here # denotes the count of points modulo 2, or the signed count if the moduli spaces are coherently oriented.
Remark 3.5. The required perturbations ψ 2 are constructed by induction on the number of vertices in the tree. The second part of the statement follows from imposing appropriate length-dependent C 1 -bounds on the perturbations at each stage of the induction.
Now restrict to the case where L is a monotone toric fibre. In this case, the conditions on the disc moduli spaces are already satisfied using the standard integrable complex structure, so perturbations of the pseudoholomorphic curve equation are unnecessary. We will be focused on trajectories which compute quantities of the form m k,β j (i 1 , . . . , i k ), where β j is one of the basic (Maslov) index 2 disc classes, and the inputs i 1 , . . . , i k have (Morse) index 1. Such trajectories fall into four classes (here a class means a collection of types, in the above sense), which we denote by (a), (b), (c) and (d); classes (c) and (d) overlap. In each class the inputs have index 1, the output has index 0, there is a single disc of index 2, and all other discs are constant. In order to have virtual dimension zero, the vertices carrying the constant discs must all have valency at least 3. On top of this, the trajectories have the following form: (a) There is a single vertex, at which the index 2 disc sits. (b) There is more than one vertex, and the index 2 disc does not sit at the final vertex before the output. (c) There is more than one vertex, the index 2 disc sits at the final vertex before the output, and some other internal vertex has incoming external edges whose inputs are not all equal. (d) There is more than one vertex, the index 2 disc sits at the final vertex before the output, and some other internal vertex has incoming external edges whose inputs are not all distinct. Basically we wish to construct perturbations using which we can count trajectories of class (a) and rule out trajectories of the other three classes.
In Section 3.3 we construct Morse data (f, g) for L such that, before perturbing, the moduli spaces of trajectories of class (b) or (c) are strongly empty. We then construct a consistent choice ψ 1 of perturbations, using which moduli spaces of trajectories of class (a) are strongly transversely cut out and explicitly computable (after summing over unshuffles-i.e. distinct permutations-of the inputs), and those of class (b), (c) or (d) are strongly empty. By Proposition 3.4 there then exists ψ 2 such that
• Using ψ = ψ 2 • ψ 1 achieves transversality for all moduli spaces needed to define the A ∞ -algebra CF Q .
• Using ψ the moduli spaces of class (b), (c) or (d) are strongly empty.
• For each type τ of class (a) we have
This reduces the computation of m k,β (i 1 , . . . , i k ) to the count of trajectories of class (a) using ψ 1 , which we can do (again, after summing over unshuffles).
3.3.
The Morse data and perturbations. To begin, fix an arbitrary base point p in L and identify L with the n-torus T via the orbit map through p. Choosing a Z-basis γ 1 , . . . , γ n for H 1 (L; Z) we obtain a splitting of T as a product of n circles, which we view as R/Z, and hence an identification L = R n /Z n . For t in (0, 1) let f t : R/Z → R be a perfect self-indexing Morse function with minimum at 0 and maximum at t. Pick a point q = (q 1 , . . . , q n ) in (0, 1) n and define a Morse function f :
Equip L with this Morse function f and with the metric g induced by the standard Euclidean metric on R n . Note that f is perfect and self-indexing, with minimum at p and maximum at q, and the pair (f, g) is Morse-Smale. The closure of the ascending manifold W a z of each critical point z is an affine linear subspace through q whilst the closure of the descending manifold W d z is an affine linear subspace through p. If z 1 , . . . , z n are the index 1 critical points and (t 1 , . . . , t n ) are coordinates on R n /Z n then the closures of W a z j and W d z j are given respectively by {t j = q j } and {t k = 0 for all k = j}.
Let b j denote the cohomology class represented by a critical point z j -note that the b j form the basis of H 1 (L; Z) dual to the γ j -and write W a j as shorthand for W a z j . Let C 1 , . . . , C N be the curves on L given by the boundaries of the basic index 2 discs through p. We will abuse notation slightly so that C j denotes both the parametrised boundary as a map R/Z → L, sending 0 to p, and also the image. Let L 2 ⊂ L denote the union of the closures of the ascending manifolds of the index 2 critical points. If q is chosen generically-for example, so that 1, q 1 , q 2 , . . . , q n are Q-linearly independent-then the C j will be disjoint from L 2 , so we assume from now on that this is the case. Proof. Suppose that we have a possibly degenerate trajectory of class (b). The potential degenerations are breaking of internal or external flowlines, shrinking of internal flowlines, and coming together of marked points on the index 2 disc. Some branch of this trajectory does not pass through the vertex with the index 2 disc, so it begins at an index 1 critical point, follows the Morse flow, possibly passing through some constant discs or intermediate critical points, and arrives at the Morse minimum. This is clearly impossible, since the value of the Morse function increases along the branch but its final value is less than its initial value. We deduce that no such trajectory can exist, proving the lemma.
Lemma 3.7. Before perturbing, the moduli spaces of trajectories of class (c) are strongly empty.
Proof. Suppose we have a possibly degenerate trajectory of class (c), and focus on an internal vertex carrying a constant disc at which there exist incoming (possibly broken) external edges with distinct inputs z j 1 and z j 2 . The incoming edge from each z j k is contained in the closure of W a j k , so the constant disc at this vertex lies in the intersection of these closures, which is contained in L 2 . The outgoing branch from this vertex therefore begins at a point of L 2 , follows the Morse flow, possibly passing through some constant discs or intermediate critical points, finally arriving at a point on one of the C j . Since the flow remains within L 2 , which is disjoint from the C j , this is impossible. Therefore no such trajectory can exist, and we're done.
The compactified moduli spaces of trajectories of class (a) count intersections of the closures of the ascending manifolds of the input critical points with the curves C j . Before perturbing, the interiors of these moduli spaces are transversely cut out. Moreover, each boundary stratum is transversely cut out, except when there are consecutive input critical points which coincide. In this case, the boundary strata in which these marked points become part of a constant disc (either by a degeneration of the domain or by the index 2 disc bubbling off away from the marked points) are not transversely cut out.
The purpose of our perturbation scheme is to push such consecutive repeated inputs off each other in a consistent direction V in R n = H 1 (L; R), transverse to the coordinate hyperplanes (and hence to the W a j ), to destroy such configurations. In doing so, of course, we will in general create new configurations in the interior of the moduli space. For concreteness we shall assume that the pairing b j , V is strictly positive for all j, and that V is sufficiently small that this pairing in fact lies in (0, 1). Definition 3.8. A choice of perturbations of the incidence conditions on a given rooted metric ribbon tree is called basic if it is of the following form: each outgoing junction from a disc is unperturbed, whilst at each incoming junction j the perturbation ψ j is given by translation along ε j V for some real number ε j . Moreover, for each internal vertex v we have −λ < ε j 1 < · · · < ε j k < λ, where j 1 , . . . , j k are the junctions of v with incoming external edges in order around v (for a given v there need not be any such edges), and λ is a fixed positive real number chosen sufficiently small that for all k, l and m we have
Note that that the space of basic perturbations on a given rooted ribbon tree is contractible. Moreover, the class of basic perturbations is compatible with breaking/shrinking of flowlines, in the sense that if all rooted metric ribbon trees with at most r internal vertices are equipped with consistent basic perturbations then the conditions imposed on perturbations for trees with r + 1 internal vertices and very short or very long internal flowlines are also basic. These two properties ensure that we can make, by induction on the number of vertices, a consistent choice ψ 1 of perturbations of incidence conditions, all of which are basic. At each stage, by requiring the ε j to be sufficiently small, we may use the method of Remark 3.5 to ensure that the moduli spaces of trajectories of class (b) or (c) remain strongly empty. We also have: Lemma 3.9. Using any consistent choice of basic perturbations, the moduli spaces of trajectories of class (d) are strongly empty.
Proof. Suppose we have a possibly degenerate trajectory of class (d), and consider a constant disc in this trajectory which has multiple incoming (possibly broken) external edges from the same input, z j . Let the corresponding junctions be j 1 , . . . , j k , with perturbations ψ j l = (x → x + ε j l V ). Each of the edges from z j lies in the closure {t j = q j } of W a j , so the constant disc must lie in
Since b j , V lies in (0, 1), and the quantities ε l lie in (−λ, λ) ⊂ (−1/2, 1/2) and are distinct, the sets in this intersection are pairwise disjoint. This means that the intersection itself is empty, so the trajectory cannot exist.
And:
Lemma 3.10. Using any consistent choice of basic perturbations, the moduli spaces of trajectories of class (a) are strongly transversely cut out.
Proof. The moduli spaces of class (a) are parametrised by the valency k + 1 of the vertex, the input critical points z l 1 , . . . , z l k , and the class β m of the disc. Fix an arbitrary choice of such data, and let the incoming junctions on the disc be j 1 , . . . , j k , with perturbations ψ jr = (x → x + ε jr V ). After perturbing, (the interior of) the moduli space is described by
lr for all r}. To prove that this is transversely cut out, it suffices to show that for each r the linear curve C m +ε jr V is transverse to the hyperplane {t lr = q lr }. This is automatic unless for some r the curve, and in particular the point p + ε jr V , is actually contained in the hyperplane, but this is ruled out by property (ii) of λ.
In orderto show that the boundary strata are transversely cut out-or, equivalently, empty-we need to prove that if we relax the definition of (8) by replacing:
lr by its closure {t lr = q lr } then we introduce no new solutions.
There are no solutions in [0, 1] k \(0, 1) k since the points p + ε jr V are disjoint from the hyperplanes {t lr = q lr }, as above.
If we have a solution with θ s = θ s+1 for some s then we must have
and, equivalently,
If l s = l s+1 , so the inputs at the equal marked points coincide, then by the argument in Lemma 3.9 the intersection of the second and third terms in (9) is empty. Otherwise, the intersection of the third and fourth terms in (10) is contained in L 2 , and then (10) fails by property (iii) of λ. Lastly, if we have a solution involving the boundary of W a ls for some s then again we have that C m + ε ls V meets L 2 , which is impossible by (iii) again.
The perturbations ψ 1 that we have constructed therefore have the properties described at the end of Section 3.2, so we can now build the actual perturbations ψ = ψ 2 • ψ 1 used to define CF Q . The whole purpose of our construction is so that the following holds: Proposition 3.11. For any non-negative integer k, index 1 critical points z l 1 , . . . , z l k , and basic index 2 class β m , we have
where τ is the unique pearly tree type in class (a) with these inputs and disc.
Proof. The only other possible tree types which can contribute fall into classes (b), (c) or (d), for which the moduli spaces are empty. This gives the claimed equality with ψ in place of ψ 1 , but the right-hand side is unaffected by this change.
We have not yet used property (iv) of λ but this will come into play in the following subsection.
3.4. Computations. We are now ready to make the necessary computations. In Section 2 the crucial calculation was of the L ∞ -operations on the PSS image of H 1 (L; Z), which corresponds to the span of the index 1 critical points in our pearl model, and it is essentially these operations that we shall consider here. Since our ground field F has arbitrary characteristic, however, we may not be able to divide by the factorials as in the proof of Lemma 2.10, so we make a small modification 
where k = c 1 + · · · + c n , l is the vector with components (l 1 , . . . , l k ), and L(r 1 , . . . , r n ) is the set of k-tuples comprising c 1 copies of 1, c 2 copies of 2, and so on. This is equivalent to summing over unshuffles of the inputs rather than all permutations. There are obvious variants with subscript β or superscript δ, where one simply applies the subscripts and superscripts to the m k in the sum. As in Section 2 we equip L with the standard spin structure, so that the moduli spaces of index 2 discs are positively oriented relative to L with respect to the evaluation map at a single boundary marked point. The key result is as follows:
Lemma 3.12. For all non-negative integers c 1 , . . . , c n and for any class β with ∂β = p 1 γ 1 +· · ·+p n γ n we have
Proof. If β is not equal to one of the basic index 2 classes then both sides vanish, so from now on assume that β = β m for some m. Let k denote c 1 + · · · + c n . By Proposition 3.11 we then have that m β [c 1 , . . . , c n ] is given by the sum, over l = (l 1 , . . . , l k ) in L(c 1 , . . . , c n ), of the quantity
lr for all r}, where ε jr is the perturbation at the rth junction on the disc. We should also weight by the monodromy of the local system, which corresponds exactly to the factor of W β | ξ Q .
By property (iii) of λ, (12) is equal to #{(θ 1 , . . . , θ k ) ∈ (0, 1) k : θ 1 < · · · < θ k and C m (θ r + δ r ) ∈ {t lr = q lr } for all r}, where δ r is defined to be ε jr b lr , V / b lr , C m . Note that b lr , C m is precisely p lr . This (signed) count of points can in turn be expressed as #{(θ 1 , . . . , θ k ) ∈ [0, 1) k : θ 1 − δ 1 < · · · < θ k − δ k and C m (θ r ) ∈ {t lr = q lr } for all r}, by property (ii). The sign attached to a point (θ 1 , . . . , θ n ) is simply the product over r of the sign of the intersection of C m with {t lr = q lr } at θ r . This is just the sign of r b lr , C m .
For each r with l r = l r+1 , property (iv) implies that the condition θ r − δ r < θ r+1 − δ r+1 is equivalent to θ r < θ r+1 if p lr > 0 (which is equivalent to δ r < δ r+1 ) and to θ r ≤ θ r+1 if p lr < 0. Note that if p lr = 0 then C m is disjoint from W a lr and so the whole moduli space is empty. If l r = l r+1 then θ r < θ r+1 and θ r ≤ θ r+1 are equivalent to each other by (iii), and both are equivalent to θ r − δ r < θ r+1 − δ r+1 by (iv).
After summing over the unshuffles, we see that m β [c 1 , . . . , c n ] is given by the signed count of tuples (θ • C m (θ s r ) ∈ {t s = q s } for all r and s.
• θ s 1 < · · · < θ s cs for all s with p s > 0.
• θ s 1 ≤ · · · ≤ θ s cs for all s with p s < 0. If p s = 0 for some s with c s > 0 then both sides of (11) vanish so we assume that does not occur. Multiplying these contributions for each s, incorporating the sign we computed above, and finally multiplying by the monodromy W β | ξ Q , we obtain the claimed formula. , where k = c 1 + · · · + c n . This is strikingly similar to (6) , noting that ∂/∂x j = y j ∂/∂y j . In particular, the vanishing of m 1 (and hence non-vanishing of the self-Floer cohomology) is equivalent in the two models, as it should be. Moreover, when m 1 vanishes, the two different computations of m 2 coincide, so the self-Floer cohomology rings are equal, again as they should be.
/ /
One can define the closed-open string map in our pearl model, using the obvious translation of the construction in [15, Section 2.5] , and under the quasi-isomorphism between our pearl model and the standard model the two definitions agree by a double category trick as used in the same reference. If one represents a given toric divsior class H j by the pseudocycle comprising the open toric orbit inside the corresponding divisor, then this is already transverse to the evaluation map at an interior marked point from each moduli space of holomorphic discs with respect to the standard complex structure. The property
is then immediate. In order to prove Theorem 3 we follow a broadly similar route to that of Section 2.5. First, suppose S is a finite-dimensional commutative F-algebra and ρ : H → S × is a group homomorphism such that S is a simultaneous eigenspace for the action of H via ρ, with eigenvalues ξ Q . Let ψ : H → N S be the map ρ/ξ Q − 1, and define δ in CF 1 Q ⊗ Q by δ = n j=1 z j ⊗ ψ(γ j ).
We then have:
which is exactly what we want. Now, following Section 2.5, take S = Q and let ρ : H → Q × describe the H-action on Q via (the inverse of) CO 0 , so that ρ • CO 0 is the projection π Q of QH * (X; F) onto Q. We then have:
Lemma 3.15. The complex CF Q,δ has zero differential, so the target of HH(δ) 0 is CF Q ⊗ F Q.
Proof. For each j we have by Lemma 3.14 and Remark 3.13 that
where e j is the jth standard basis vector in Z n . Now argue as in Lemma 2.12.
Finally, we obtain: 
