Abstract-This brief tackles the problem of designing suboptimal 2 controllers for linear networked control systems (NCS) subject to time-varying delays and packet dropouts. The formulation provides state feedback NCS controllers allowing to tradeoff performance and disturbance rejection. The control objective consists in designing an 2 suboptimal control minimizing a quadratic performance index, with a disturbance rejection constraint ( constraint). To characterize the network, only the lower and upper bounds for the delay, as well as the maximum number of consecutive dropouts are required. The approach relies on the formulation of the problem in terms of the minimization of a single scalar parameter, that can be cast as a standard linear matrix inequality (LMI) problem, yielding a suboptimal cost-guaranteed solution. As a difference from previous works, the solution provided is independent of initial conditions. Stability and robustness properties of the proposed controller are theoretically demonstrated and tested on an experimental testbed consisting in the stabilization of a robot arm in the proximities of the unstable upright position. The application shows good performance and disturbance rejection capabilities even for stringent network conditions. Index Terms-2 control, linear matrix inequalities, Lyapunov-Krasovskii functionals, networked control systems (NCS).
Design and Application of Suboptimal Mixed H 2 =H Controllers for Networked Control Systems P. Millán, L. Orihuela, G. Bejarano, C. Vivas, T. Alamo, and F. R. Rubio
Abstract-This brief tackles the problem of designing suboptimal 2 controllers for linear networked control systems (NCS) subject to time-varying delays and packet dropouts. The formulation provides state feedback NCS controllers allowing to tradeoff performance and disturbance rejection. The control objective consists in designing an 2 suboptimal control minimizing a quadratic performance index, with a disturbance rejection constraint ( constraint). To characterize the network, only the lower and upper bounds for the delay, as well as the maximum number of consecutive dropouts are required. The approach relies on the formulation of the problem in terms of the minimization of a single scalar parameter, that can be cast as a standard linear matrix inequality (LMI) problem, yielding a suboptimal cost-guaranteed solution. As a difference from previous works, the solution provided is independent of initial conditions. Stability and robustness properties of the proposed controller are theoretically demonstrated and tested on an experimental testbed consisting in the stabilization of a robot arm in the proximities of the unstable upright position. The application shows good performance and disturbance rejection capabilities even for stringent network conditions.
Index Terms-2 control, linear matrix inequalities, Lyapunov-Krasovskii functionals, networked control systems (NCS).

I. INTRODUCTION
C ONTROL systems in which the different components (i.e., sensors, actuators, controllers) are connected through shared communication networks are called networked control systems (NCSs). Flexibility, low cost and easy implementation advise the use of wired or wireless shared networks in a great number of real-world applications, see for instance [1] and [2] .
Most current control systems are based on a synchronous or quasi-synchronous scheme, where all signals are sampled uniformly and exchanged over dedicated links with known (or worst-case bounded) delays, and guaranteed data integrity. Nonetheless, in shared communication networks this paradigm is not always applicable and the design of controllers which operate in asynchronous, packet-based environments, needs to be addressed.
In the past decade, great efforts have been made in the design of stabilizing network-based controllers for linear systems [3]- [6] . Available design techniques yield in general conservative results, and this is the reason why many works in the field focus on reducing conservatism for a given characterization of the communication channel. Although some of these approaches tackle the design in the NCS context of controllers [7] or controllers [5] , [8] , to the best of our knowledge, none addresses the problem of joint optimality and disturbance rejection. One classical approach to this is the control problem, where a given performance index is minimized , together with a -gain disturbance rejection constraint . The control problem has been studied in some fields, as time delay systems [9] , descriptor delayed system [10] , neutral systems with delays [11] , or observer-based control systems with time delays [12] .
However, to the best of our knowledge, there is no study concerning this issue for linear systems controlled through a network with induced time-varying delays and packet dropouts. Moreover, most existing results lack of implementation in real network-based control systems, so the stability, optimality and robustness properties of those methods have been rarely tested on an experimental setup.
The control problem tackled in this work can be concisely stated as: given a networked linear system subject to bounded disturbances, , and given a quadratic cost function and a controlled output , design a linear state-feedback controller such that:
• stabilizes the undisturbed system , minimizing the performance index ; • the controlled output satisfies for any nonzero disturbance . The network is assumed here to induce interval time-varying delays and packet dropouts in both, sensor-to-controller and controller-to-actuator links. In order to establish deterministic stability conditions, it is also assumed that the maximum number of consecutive dropouts is bounded and known for design.
The method proposed in this brief presents two main advantages compared with related works ([4] - [12] ). On the one hand, compared with those works focussed exclusively on the control problem, this brief solves an optimal problem under the additional restriction of disturbance rejection. It is shown that an adequate tuning of the controller degrees of freedom (disturbance rejection level and weighting matrices in the performance index) may improve closed-loop performance. On the other hand, it is worth mentioning that, as a difference from other similar approaches, the optimization of the part followed in this work does not require the knowledge of the initial conditions. In other words, the controller does not depend on the plant's initial condition.
The proposed control structure has been tested on an experimental testbed consisting in a two-degree-of-freedom direct drive robot arm remotely controlled through a conventional Ethernet network. The suggested experimental demonstration consists in the stabilization of the robot arm around the upright unstable equilibrium point. The controller performance and disturbance rejection capabilities are compared to a conventional non network-oriented linear quadratic regulator (LQR) and a third-party design for NCS. This brief is organized as follows. First, the NCS model is introduced with the assumptions and definitions which will be needed throughout this brief. Section III is devoted to the theoretical result and main contributions. The optimal control problem is formally defined and a solution is proposed. Then, a particularization for NCS is given with a solution for controller design. In Section IV, the test bed for experiments is briefly described together with an experimental comparison of results.
II. NCS MODEL AND PRELIMINARIES
Consider the networked control scheme depicted in Fig. 1 , where denotes a perturbed LTI system as (1) (2) where is the state vector, is the control action, and is the controlled output; denotes the external disturbances; , , , , and are some constant matrices of appropriate dimensions. The initial condition is for where will be defined later in this section.
As Fig. 1 suggests, plant and controller are physically distributed and linked through a communication network that induces transmission delays in both, sensor to controller path and controller to actuator path . The sensor samples plant states periodically at instants , with being the sensor sampling time, and sends this information through the network. Packets are affected by time-varying delays , and some packets may be eventually lost. To account for packet dropouts, it is assumed that are integers such that and . In other words, dropouts are modeled as extended delays between two or more consecutive packets.
On the other side (see Fig. 1 ), the controller computes a new control signal whenever a new delayed state is measured from the network. Then, this control signal is released to the actuator through the controller-to-actuator path, being affected by delays and, possibly, packet dropouts. As described for the controller side, the actuator applies the control action as it is sampled from the link. The actuator consists of a simple zero-order holder, as it maintains the value of the control signal until a new packet arrives. A packet num- bering scheme is assumed so the relative order of packets can be inferred at the actuator's end. Out-of-order packets are thus rejected by the actuator.
Let us define as the time intervals where the control input applied to the system is constant, where are the time instants when the control signal, corresponding to the plant state at , reaches the plant. In Fig. 2 can be observed a possible time scheduling, where all this elements, delays, and packet dropouts, are sketched.
Let us assume a state feedback control input as
where and are the network induced delays of the data corresponding to the measured plant state at , from sensor to controller and from controller to actuator, respectively. The round-trip delay can also be defined as . Thus the system (1)-(2) under the control law (3) can be rewritten as (4) (5) where . The initial condition is again , for . It turns out that is piecewise linear, as it represents the time difference between the th sampling time, , and current time . Fig. 3 illustrates a characteristic shape for . The following assumptions, fairly standard in the NCS framework, are also required in this work.
Assumption 1: Sensor is clock-driven. Controller and actuator are event-driven. The actuator holds control action between samples (zero-order hold).
Assumption 2: Two constants , exist such that the following inequality holds:
The maximum number of consecutive packet dropouts from sensor to actuator is bounded by .
Furthermore, this definition will be needed in the following sections.
Definition 1: Regarding to Assumptions 2 and 3, it is possible to define two constants and such that
III. THEORETICAL RESULT
A. Problem Formulation
In this section, a formal description of the problem is presented. Similar to the problem, the controller optimizes a performance index with a -gain disturbance rejection constraint.
Definition 2-The Optimal -Gain Control Problem: Consider that the LTI system described by (4) and (5) is controlled over a communication network, which satisfies (7) and (8) . Given the following:
• a desired level of disturbance attenuation ;
• a quadratic cost function , with positive definite matrices; the Optimal -gain control problem consists in finding an stabilizing linear controller such that the following hold:
1) the closed-loop system is asymptotically stable with ; 2) the controller minimizes the cost function with ; 3) under the assumption of zero initial condition, the controlled output satisfies for any nonzero . The following assumptions will be additionally needed to provide a solution to the problem.
Assumption 4: Given a continuous quadratic Lyapunov-Krasovskii functional (LKF)
, it is assumed that the derivative for can be written in the following way: (9) where is an augmented state vector and is a symmetric matrix which depends, among others, on the controller matrix.
Remark: In NCS field, it is usual that the derivative of the functional can be written as (9) . See, for example, [5] , [8] , [13] . Therefore, Assumption 4 is not hard.
Assumption 5: The cost function can be written as (10) where is a positive semidefinite matrix of appropriate dimensions which possibly depends on .
Remark: Assumption 5 imposes also a mild restriction. For example, if the augmented state vector is defined as , it is easy to check that .
B. Main Result
The main result is presented in this section. The following lemma offers a general solution for the Optimal -gain Control Problem in terms of an optimization problem. It will be required for further developments in this work.
Lemma 1: Suppose that Assumptions 4-5 hold. Then, given the disturbance attenuation and the cost function , the Optimal -gain control problem can be solved by finding a controller matrix such that (11) subject to (12)
Proof: In the proof of this lemma, we will demonstrate that a controller which solves the optimization problem (11)- (13) also satisfies all the issues of Definition 2.
1) For , considering (9) for the following holds: (14) From (14) and regarding to Assumption 5 and (12)- (13), one can obtain that decreases for . Due to is continuous in it decreases for all . Then for a sufficient small , which ensure asymptotic stability of system (4)- (5), see, e.g., [14] . 2) For and condition (12)
Integrating both sides of (15) from to , yields
Obviously
. Provided that is continuous in , one can see that
When
, the asymptotic stability of the system implies that , so that
The value of depends on the initial condition and it is a measure of its norm. Therefore, minimizing an upper bound of the cost function is minimized regardless of the initial conditions. This is a great difference between this and other works, as [9] - [12] . 3) Taking into account Assumption 5 and (12), the term is negative definite. Thus, for and under zero initial conditions (16) Integrating both sides of (16) and using the same continuity argument as before, one can see that Then, letting , taking into account that under zero initial condition and the positive definitiveness of the functional, it can be shown that Lemma 1 proposes a general solution to the proposed control problem. It can be used for different LKFs and for different network constraints.
C. Solution to the Optimal -Gain Control Problem
In this section, previous general result is particularized for the NCS description given in Section II and for the following common Lyapunov-Krasovskii functional: (17) where all the involved matrices are required to be positive definite. The following theorem provides a particular solution for the optimal -gain control problem.
Theorem 1: Given scalars , and the weighting matrices and , if matrices , and any matrices , ( ) of appropriate dimensions solve the following optimization problem for the two vertices of the polytope defined by (7)- (8): subject to (18) then, the optimal -gain controller for the system (4), (5) with a control network satisfying Assumptions 1-3 is given by . Proof: The proof is detailed in the appendix. Remark: The scalar parameter needs to be introduced in order to make feasible the LMIs in next section. Otherwise, some null matrices appears in the diagonal of the LMIs. It is worth mentioning that this modification does not introduce any conservatism, since can be chosen as small as necessary, i.e., .
D. Algorithm for Controller Design
Notice that (18) , as shown at the bottom of the next page, is not an LMI. In a similar way that other works, we use an extended procedure (see [15] ) which let us address the nonlinear matrix inequality (18) (21) equation (20) can be rewritten as (22) This way, instead of using the original condition (18), the following nonlinear minimization problem involving LMI conditions, can be stated as Minimize subject to (23) where is the matrix required to be definite negative in (18) , but substituting the elements by , . Regarding to the equations (19), it is immediate that, if , then (18) holds. The minimization problem is introduced to force (21). When the LMIs in the second row of the restrictions (23) saturate, the optimum is reached and (18) holds.
In order to solve the aforementioned minimization problem (23) the following algorithm introduced in [15] can be implemented.
Algorithm 1
1) Set
. Given scalars , , find a feasible solution under the conditions in (23):
If there are no solution, exit. 2) Solve the following LMI problem with variables subject to LMIs in (23) 3) If the condition (18) is satisfied, then design the controller gain as and exit. Otherwise, set and return to Step 2.
The first and second steps of the algorithm are simple LMI problems, and they can be solved efficiently by using an appropriate computational software. As is stated in [15, Th. 2.1], the algorithm converges and, then, , , , .
Remark: Note that, in order to obtain the optimal -gain controller, two optimization problems involving LMI conditions need to be solved, i.e., the minimization of and the minimization of the traces of some matrices. The first problem is at a higher level of hierarchy and it does not present any problem provided that variable is scalar. There are several ways to address this problem. In this brief, a variable has been chosen with an extra condition , where is a design parameter. This way, only the second optimization problem needs to be solved.
IV. EXPERIMENTAL RESULTS
A. Experimental Setup
The networked control strategy proposed in this work was tested on a experimental testbed consisting in a two-degree-of-freedom robot arm (see [16] ) controlled through a conventional Ethernet network. Both, controller and robot, (18) where Fig. 4 . Position comparison of the optimal controller for the standard and degraded network conditions. are physically apart and linked through the network, featuring dropouts and time-varying delays.
Network characteristics were experimentally tested showing a minimum and a maximum delay bound of 5 ms and 17 ms , respectively, in the following standard network quality of service (QoS). The platform was designed to allow additional software degradation of the network conditions in order to eventually test more stringent scenarios.
The experimental platform is based on the xPC Target environment [17] , [18] with MATLAB/Simulink from The Mathworks.
The experiment designed to test control capabilities is the stabilization of the robot arm around the unstable upright position. The application is motivated by the unstable nature of the plant, which is specially sensitive to open-loop dynamics forced by network delays. Additionally, uncertainties and nonlinearities are also present in this platform, making it a challenging control experiment.
B. Experiments
First, we will compare the behavior of the optimal controller proposed in this brief for two network scenarios: standard and degraded network conditions. Both controllers have been designed with the same weighting matrices and , but with different minimum and maximum delays. For the first controller, delay bounds have been taken those of the standard QoS conditions, between 5 and 17 ms. For the second controller, delay bounds have been taken between 12 and 32 ms, that is, worse network conditions achieved by introducing extra delays via software (degraded QoS). Both controllers intend to drive the robot to the unstable upright equilibrium point, from an initial point close to it. Disturbance rejection capabilities are also to be tested by adding a two seconds long step-like disturbance to links torque. The disturbance happens at about 27 s. Fig. 4 shows how delays deteriorate performance as they increase.
The proposed controller is now compared, first to a classical LQR and second, to the networked-based controller designed by Yue et al. in [5] , a well referenced design in NCS. To design the first two controllers, the same weighting matrices of the cost function are chosen. Disturbance rejection is set for both, and Yue controllers, as . More aggressive disturbances are taken in this case: first disturbance is a sine wave acting from 16 s to 18 s, second disturbance is a pulse train acting from 27 s to 29 s. On the one hand, we will examine the three controllers with standard network conditions. As Fig. 5 illustrates, for sufficiently small delays, all three controllers succeed to stabilize the system and reject disturbances with a similar performance.
Nevertheless, if the same experiments are performed with degraded network conditions, results are quite different. If the and Yue controller are redesigned with the same parameters, but considering delays between 25 and 43 ms, it can be observed from Fig. 6 that the LQR controller fails to stabilize the system, whereas the and Yue controller reach the reference point. It can be observer that, with adequate tuning, the proposed controller outperforms the network-based controller proposed by Yue. This can be justified by the fact that the controller allows more degrees of freedom, as it includes disturbance rejection constraint and also matrices of the cost index.
Next, two different experiments were designed to show the tradeoff between performance, control effort, and disturbance rejection. Both experiments were conducted considering standard network conditions. First, the proposed controller was tuned with constant disturbance rejection level , for different weighting matrices, and . The first controller was designed with high weights in the state of the robot with respect to the control signals , whereas the second one was designed prioritizing the control effort . Figs. 7 and 8 show how stabilization is faster in case of high and low , with larger control effort, as expected.
Finally, we compare the proposed controller designed with the same weighting matrices, and , but for different values for . Values of equal 50, 5, and 1 were taken, showing as expected faster disturbance rejection as is reduced (see Fig. 9 ).
V. CONCLUSION AND FUTURE WORK
This brief proposes the design of suboptimal controllers subject to bounded disturbances for networked control systems under the influence of time-varying delays and packet dropouts. Remarkably, the design obtained does not depend on the initial conditions.
The approach has shown good performance and disturbance rejection capabilities on an experimental testbed consisting in the stabilization of a robot arm in the proximities of the unstable upright position.
As future work, it is considered a possibility to reduce conservatism by introducing additional degrees of freedom in the formulation of the optimization problem. An inspiring fact is also the observation that the derivative of the delay function is piece-wise equal to one. This property could be used to further reduce conservatism in future designs.
APPENDIX A PROOF OF THEOREM 1
To prove the theorem it suffices to show that the derivative of the LKF (17) can be written in the form (9) and that the optimization problem is equivalent to that in (11)- (13) .
Taking the time derivative of along the trajectory of (4) yields, for (24) Integrals of (24) can be rewritten to get sampling instant appearing explicitly
Taking as augmented state , and adding the following null terms to the right-hand side of (24): where equation (24) can be rewritten as (25) where is defined in (26), shown at the bottom of the page. Now, using the well-known upper bound for the inner product of two vectors the following upper bounds for the integral terms in (25) can be found (27) where the constant have been introduced in the bounding terms for design convenience (see remark after Theorem 1). Then, combining (25) with (27), it can be shown that, for (28) (26) where . So that, if we define as (29) it yields that the derivative of the LKF (17) can be written as Assumption 4 imposes in (9) .
It remains to prove that the optimization problem given in Lemma 1 is analogous to that in Theorem 1. The cost function , using the augmented state vector, can be rewritten as where So Assumption 5 is, also, satisfied. Then, considering (12) in Lemma 1 and , yields
From (29), applying Schur complements to (30) leads to a matrix inequality with the same structure as (18) . To obtain (18) is sufficient to introduce the definitions , , , , , , , 2 and pre-and post-multiply the matrix inequality by .
