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３） http: / / lucene.apache.org/core/5_4_1/analyzers-com-
mon/org/apache/lucene/analysis/id/package-summary.
html
４） Fadillah Z Tala: “A Study of Stemming Effects on Informa-







例［Qalam 1954. 8 : 5］５） 
Meminta sedikit penjelasan tentang binatang 
sembelihan – qurbān yang biasa dikerjakan oleh orang 
Islam pada Hari Raya Haji.
→ ［“inta”, “sedikit”, “jelas”, “tentang”, “binatang”, 
“sembelih”, “qurban”, “yang”, “biasa”, “kerja”, “oleh”, 






































q（［w1, w2］, n） = p（w1）・（1-（1-p（w2））（n-1）） + （1- p（w1））・p（w1）・
（1-（1-p（w2））（n-2））+ （1- p（w1））2・p（w1）・（1-（1-p（w2））（n-3）） 
… +（1- p（w1））（n-2）・p（w1）・p（w2）
［w1, w2, w3］ ならば、
q（［w1, w2, w3］, n） = p（w1）・q（［w2, w3］, n-1） +（1- p（w1）・p（w1）・
q（［w2, w3］, n-2）+ （1- p（w1））2・p（w1）・q（［w2, w3］, n-3） … +（1- 
p（w1））（n-3）・p（w1）・q（［w2, w3］, 2）
ちなみに、q（［w1］,n） は
q（［w1］,n） = p（w1） + （1- p（w1））・p（w1） + （1- p（w1））2・p（w1） 


























６） Blei, David M., Andrew Y. Ng, and Michael I. Jordan. 
“Latent dirichlet allocation.” the Journal of machine 
Learning research 3, 2003, pp.993-1022. で提案されている
手法。
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= p（w1）・（1-（1-p（w1））n） / （1-（1-p（w1）））
= 1-（1-p（w1））n
と簡素になる。








　その結果、２語だと［“apa”, “hukum”］, ［“agama”, 
“ islam”］といった頻出語列がほぼ100%７）型として共
起しているという結果が得られ、４語の［“bagaimana”, 
“hukum”, “orang”, “yang”］（４件）もほぼ100%とい
う結果になった。一方で、［“yang”, “saya”］（12件）
は13.9%、［“hukum”, “ada”］（11件）は 64.1%となり、
［“bagaimana”, “hukum”］（12件）がほぼ100%になっ
たことを考えても、出現件数に比して型らしさは低い
と考えられる。
まとめと今後の展望
　千一問の中から、質問に共通して現れる頻出語の列
を見つけ出し、その型らしさを測定した。いくつかの
例から、当初想定していた型を抽出することはできた
が、全体の評価はまだ行っておらず、実際の例と比較
しながら手法の妥当性を検討する必要がある。また、
本来は、モデルの時点で共起の確率を考慮する必要が
ある。今回は質問文のみをデータとして用いたため、
学習データの量の観点からそのような複雑なモデル
を採用しなかったが、Wikipediaなどの外部データを
適切に使うことで、複雑なモデルを学習することも可
能だと考えられる。
　既に課題として見つかっているのが、［“agama”, 
“islam”］のように、確かにこの質問文に特徴的な共起
であるが質問の型とは言えないペアも、型として高く
評価されてしまう点があり、少なくとも１つ以上の機
能語を含むことを条件とすることを検討している。
７） プログラムの精度の問題で、小数点以下10桁まででは100% 
とみなされた。
