Abstract-Tomlinson-Harashima precoded (THP) multiple-inputmultiple-output (MIMO) systems are developed to cancel the intersymbol interference (ISI) at the transmitter. However, the THP at least requires perfect channel direction information (CDI) to completely mitigate the interference at the transmitter, which is not practical in the real world. The limited feedback systems are then practically developed to convey the quantized CDI to the transmitter. Using the quantized CDI to conduct the THP, an unavoidable interference degrades the performance at the receiver. In this paper, we investigate the performance degradation resulted from the random vector quantization (RVQ), which is a kind of CDI-based limited feedback mechanism. Here, we measure the performance degradation as the excess mean-squared error (EMSE). Since the formulation of the EMSE is a complicated function of the quantization error, we proposed using the second-order Taylor expansion to derive an analytical result. Simulation results have also verified our proposed analysis, showing that the derived analysis can match the actual EMSE.
I. INTRODUCTION
The Tomlinson-Harashima precoder (THP) has been developed for conducting successive interference cancellation at the transmitter. The receiver is then able to observe the interference-free signals [1] . However, the conventional THP relies on the perfect channel state information (CSI) at the transmitter to perfectly cancel the intersymbol interference (ISI). In [2] , it is proved that only the channel direction information (CDI) is required at the transmitter to cancel the ISI in broadcasting systems. Nevertheless, neither the perfect CSI nor the perfect CDI is practical in the real-world systems.
The channel reciprocal property and the limited feedback mechanism are practically used to acquire the imperfect CSI/CDI at the transmitter. The THPs with imperfect CSI/CDI are developed in many literatures [2] - [5] , [8] , [9] . By the channel reciprocal property, the estimated CSI at the transmitter is usually expressed as the actual channel corrupted by additive white Gaussian noise [3] - [5] . In [3] , the authors analyzed the excess mean-squared error (EMSE) to quantize the influence of the imperfect CSI. Moreover, the robust THPs are devised by further considering the imperfect CSI in the multiuser multiple-input-multiple-output (MU-MIMO) [4] and MIMO relay systems [5] . However, the channel reciprocal property cannot be applied in frequency-division-duplex systems. The limited feedback is alternatively invented to convey the imperfect CSI/CDI [2] , [6] - [9] . The CDI-based limited feedback mechanism generally poses lower overhead, and CDI is usually slower time-varying, compared with the CSI-based methods [9] . The random vector quantization (RVQ), which is a kind of CDI-based limited feedback, was originally developed in the linear precoded MIMO systems [7] . Later, the RVQ was applied to the nonlinear THP MIMO systems [2] , [8] , [9] . The THP design with RVQ was first proposed in [2] . In the sequel, the capacity was analyzed in [8] , and the robust THP was devised in [9] . Since the RVQ only fed back the imperfect CDI, it lacks of channel amplitude information to cause some residual interference and degrade the performance for the THP design. In this paper, we aim at studying the influence resulted from the RVQ-based mismatched CDI in the THP MIMO system, where the destination is applied with a minimum-mean-squared error (MMSE) receiver. Herein, the influence is quantified by EMSE, which indicates the increased MSE value. The MSE metric is related to the system performance in terms of the bit error rate (BER) and the capacity [10] and usually facilitates the derivation of optimum precoders. Owing to the RVQ feedback mechanism, the considered channel uncertainty and the related statistics are different from that in [3] . 1 In the considered scenario, the mathematical EMSE expression is expressed as a cumbersome function of the quantization error, which is intractable to be conducted. Therefore, we here propose using the second-order Taylor approximation to approach the EMSE. By numerical results, we find that the EMSE is accurate in the medium and the high signal-to-noise ratio (SNR) regions.
Notations: Vectors and matrices are represented as lowercase and uppercase boldface letters, respectively. A * , A T , A H , and tr{A} denote the complex conjugate, transpose, conjugate transpose, and trace operations of A, respectively. M i,j indicates the (i, j)th element of matrix M. ⊗ is the Kronecker product. vec(M) means stack the columns of M into a vector. vech(•) denotes the halfvectorization operator [11] . 
A. System Model
We consider a MIMO precoding system in which N and M antennas are placed at the transmitter and the receiver, respectively, as shown in Fig. 1 . In the figure, the transmitted signal s ∈ C N×1 is precoded with the nonlinear THP. The precoder performs a successive cancellation operation characterized by a backward squared matrix (B − I N ) and a modulo MOD M (·). T is modulated by m-quadrature-amplitude modulation (m-QAM). The feedback matrix (B − I N ) has a lower triangular structure, and its diagonal elements are all zeros. Denote the signal after modulo to be x. The kth elements of x with the modulo operation can be recursively expressed as [1] 
where the second term of (1) (1), we can reformulate the transmitted signal x as
where v = s + e. Therefore, the received signals at the destination can then be expressed as
where 
B. Optimal THP Design With Perfect CDI
Here, we recall the optimum THP design with perfect CDI in the considered system. Considering the CDI at the transmitter, the received signal (3) can be rewritten as [9] 
where
T , and h j = h j / h j ∀j. With the MMSE filter R at the receiver, the corresponding MSE estimated at the transmitter is finally expressed as the function of B, given by [9] 2 MSE(B)
We suppose each channel link is independent and identically distributed (i.i.d.) with zero mean and unit power, thereby having
. The optimum B, which is denoted by B o , can then be derived by minimizing with respect to B, which is given by
where L is the lower triangular matrix satisfying the following modified Cholesky factorization:
The related MMSE at the receiver can then be computed as
III. EXCESS MEAN SQUARE ERROR ANALYSIS
Here, we study the degraded MSE performance caused by the quantized CDI. Since the transmitter only obtains the quantized CDI, the mismatched CDI will lead to an unavoidable quantization error, and the corresponding THP will be mismatched consequently. To measure the degraded MSE, we define EMSE as the gap between the MSE of the precoder with the perfect CDI and that with quantized CDI.
A. Quantized CDI at the Transmitter
In the RVQ scenario, we can express the relation of the true CDI and the quantized CDI as [7] h j = h j h j = h j cos θ j h j + sin θ j Δh j (11) where h j denotes its quantized CDI, and Δh j denotes a unit vector that is isotropically distributed orthogonal to h j . Herein, h j is deter mined by the rule h j = arg max
B j is the number of bits to describe the size of the codebook. cos θ j and sin θ j are positive two random variables expressed as
As cos θ j is related to B j , which determines the codebook size, the larger the number of B j is, the larger cos θ j of high probability will be, leading to a smaller quantization error. Thus, we rewrite the quantized CDI by RVQ at the transmitter given by
According to (6) , the optimum THP corresponding to the quantized H can be expressed as
By the derived B in (14) and some straightforward manipulations, we could have the MSE corresponding to the quantized CDI at the receiver as
The EMSE is then defined as
where the expectation takes over the vector quantization error.
B. EMSE Analysis
Since the exact analysis of EMSE is difficult to be derived, we herein proposed a second-order approximation to compute EMSE( B), which could help us derive the analytical result summarized in the following proposition.
Proposition I: A second-order approximation to EMSE( B) is approximately computed as
where T ⊥ is expressed in (20), shown at the bottom of the page, and
K denotes the commutation matrix, and D M is a predefined diagonal matrix in the later discussion. The closed-form expression of
is provided in the Appendix and is given by 
Substituting (26) in (24), we then have
To compute the statistical result analytically, we can rewrite (27) as
To proceed, we have to derive the statistics of
From (7), we define
and apply the RVQ channel model of (11), which will have
where Ψ = I N + a h H H H is defined as the estimated Ψ, and ΔΨ is defined as
and T . Further apply the modified Cholesky factorization on Ψ and Ψ, which is given by
where F L = F H U denotes the lower triangular part of the matrix F and its diagonal elements equal to half the diagonal entries of F. Then, we can reformulate (32) as
where D M is an appropriate diagonal matrix, making the approximation in (34) more precisely. 3 Thus, we can have the following relation:
For the term ΔG, it is expressed as
where point (a) uses the first-order approximation again, i.e., 1
Consequently, we have
Up to this point, we have expressed ΔL and ΔG as the function of With the first-order approximation of (40), we can approximate ΔB as
Using ( in (43), shown at the bottom of the next page. To proceed, we consider where E is the elimination matrix, and part (a) follows the fact that for any lower triangular matrix A, we have 
and M 2 and M 3 are expressed in (21) and (22) We then compute each term in the last equation of (49). Extending the first item, we define T ⊥ as the expression of (50), shown at the bottom of the next page, where the second equality follows the fact that E[Δh [7] . Substituting (50) into (49), we have
Finally, substituting (51) into (28), we can complete the proof of Proposition I. 
IV. SIMULATION
Here, we evaluate the proposed analysis with numerical result. Each channel in a trial is assumed to be i.i.d. and follows the circularly complex Gaussian distribution with zero mean and unit variance. Herein, SNR is defined as the received SNR per received antenna. Each symbol is modulated with 16-QAM; the RVQ feedback mechanism is used for each channel vector. We first consider N = M = 4 and compare the MSE and EMSE of the perfect CDI and of the RVQ with different numbers of quantization bits, as shown in Figs. 2 and 3 , respectively. As shown in Fig. 2 , the MSE is degraded as the number of
quantization bit increases. The reason follows the fact that the resultant interference from the different symbols cannot be perfectly cancelled when imperfect CDI is at the transmitter. The more bits it has, the less interference it will have. In light of Fig. 3 , the proposed analysis approaches the actual MSE, particularly in the high SNR region.
Nevertheless, an interesting phenomenon shows that a transition occurred in the low SNR region. This is because in the low SNR region, the lager noise power can somehow compensate the effect resulting from the imperfect CDI. The performance will be improved by the MMSE receiver as the SNR increases. We further provide the EMSE of N = M = 2 and N = M = 6 with the 4-bit RVQ scheme in Figs. 4 and 5, respectively. As we can see, the EMSE transition phenomenon still appears in the low SNR region. The SNR with respect to the transition point (at about 0 dB) in Fig. 5 is lower than that (about 5 dB) in Fig. 4 since the quantization error, which was produced by the same number of quantization bits with the larger numbers of antennas in Fig. 5 , is larger, which requires higher noise power (lower SNR) to compensate the quantization error as a consequence.
V. CONCLUSION
In this paper, we analyzed the sensitivity of the mismatched THP design with the RVQ feedback mechanism. By formulating the mismatch as EMSE, we computed the EMSE as a complicated function of the statistics of the RVQ. Therefore, the analysis is difficult. To provide a tractable analysis, we adopted the second-order approximation for deriving EMSE. Numerical results have also validated our theoretical analysis. (N/(N − 1) ) has been derived in [7] , we herein derive E[cos 4 θ j ] only. Define random variables u = cos 4 θ and v = cos 2 θ. The probability density function of v corresponding to the B-bit and N × 1 channel vector RVQ feedback mechanism can be expressed as [7] 
Using the Jacobian transformation, we can compute the cumulative distribution function of u as
Then, we can derive E[cos
Finally, substituting (54) in the equivalence E[sin
, we have the result of (23).
Abstract-In this paper, we study user selection (US) strategies for a multiple-input-multiple-output (MIMO) cognitive radio (CR) downlink network, where the r-antenna underlay CR secondary users (SUs) coexist with a primary user (PU), and all terminals are equipped with multiple antennas. Two main scenarios are considered: 1) The t-antenna cognitive base station (CBS) has perfect or partial channel state information at the transmitter (CSIT) from the CBS to the PU receiver (RX), and 2) the CBS has absolutely no PU CSIT. For these scenarios, we propose and evaluate multiple SU selection schemes that are applicable to both best-effort PU interference mitigation and hard interference temperature (IT) constraints. The computational complexity of the proposed schemes can be significantly smaller than that of an exhaustive search with negligible performance degradation. For the selection of C SUs out of K candidates, our proposed sliding window scheme, for example, is of complexity O(Krt 2 ), whereas an exhaustive search is on the order of O( 
I. INTRODUCTION
Dynamic spectrum access (DSA) is emerging as a promising solution to enable better utilization of the radio spectrum, by admitting more devices into underutilized frequency bands [1] . DSA categorizes [4] , generally considers singleantenna SUs and assumes some knowledge of the channel state information at the transmitter (CSIT) from the cognitive base station (CBS) to the PU receiver (PU RX). In [5] , single-antenna SUs were scheduled over multiple bands by the multiantenna CBS based on graph theory. In [6] , closed-form asymptotic average symbol error probabilities were derived for amplify and-forward (AF) dual-hop wireless networks with partial relay selection. In [7] , a cognitive AF relay network with link selection according to destination signal-to-noise ratios (SNRs) was studied. In this paper, we consider a general multiple-input-multipleoutput (MIMO) cognitive broadcast channel where the CBS, SUs, PU transmitter (PU TX), and PU RX are all equipped with multiple antennas, and we also consider the novel scenario of completely unknown PU CSIT at the CBS for the channel from the CBS to the PU RX. The main contributions of this paper include the following.
• When CSIT from the CBS to the PU RX is perfectly or partially known to the CBS, we propose two computationally efficient SU selection schemes and show their applications for both best-effort PU interference mitigation under hard interference temperature (IT) constraints.
• When CSIT from the CBS to the PU RX is completely unknown to the CBS, we propose two computationally efficient SU selection schemes based on modified spatial water-filling methods. To the best of our knowledge, this scenario has not been considered previously in cognitive radio (CR) user selection (US).
Notation: Uppercase and lowercase boldface letters denote matrices and vectors, respectively; A F denotes the Frobenius norm of matrix A; A H is the conjugate transpose of matrix A; |A| is the cardinality of the set A; and CN (0, Z) is a complex Gaussian random vector with zero mean and covariance matrix Z.
II. SYSTEM MODEL
Consider a downlink MIMO CR network with a t-antenna CBS, a set K comprising K SUs with r multiple antennas each, and a PU with r p receive antennas and t p transmit antennas. Fig. 1 shows a block diagram of the system model considered. This paper assumes that we can have multiple primary transmitter-receiver pairs, as shown in Fig. 1 , but each PU pair uses different carrier frequencies, and the PU TX and PU RX are not colocated. A PU RX only receives and does not transmit. Interference from the CBS to another PU receiver, e.g., PU RX, and interference from the PU TX to the desirable SU RXs will be negligible because of different carriers. Hence, we focus on only a single pair of PU TX and PU RX in Fig. 1 . The CBS and SU k RX k = 1, . . . , K represent the CBS transmitter of t antennas and the kth SU receiver of r antennas, respectively, which want to share the PU TX and PU RX channel.
The CBS selects C out of K total SUs for simultaneous downlink transmission. The CBS transmit signal and the received signal at SU k can be written, respectively, as x s = C j=1 W j u j , and
0018-9545 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
