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Abstract—This paper considers computation offloading in fog-
radio access networks (F-RAN), where multiple user equipments
(UEs) offload their computation tasks to the F-RAN through a
number of fog nodes. Each UE can choose one of the fog nodes
to offload its task, and each fog node may simultaneously serve
multiple UEs. Depending on the computation burden at the fog
nodes, the tasks may be computed by the fog nodes or further
offloaded to the cloud via capacity-limited fronthaul links. To
compute all UEs tasks as fast as possible, joint optimization
of UE-Fog association, radio and computation resources of
F-RAN is proposed to minimize the maximum latency of all
UEs. This min-max problem is formulated as a mixed integer
nonlinear program (MINP). We first show that the MINP can
be reformulated as a continuous optimization problem, and
then employ the majorization minimization (MM) approach to
finding a solution for it. The MM approach that we develop
herein is unconventional in that—each MM subproblem is
inexactly solved with the same provable convergence guarantee
as the conventional exact MM. In addition, we also consider a
cooperative offloading model, where the fog nodes compress-and-
forward their received signals to the cloud. Under this model, a
similar min-max latency optimization problem is formulated and
tackled again by the inexact MM approach. Simulation results
show that the proposed algorithms outperform some heuristic
offloading strategies, and that the cooperative offloading is
generally better than the non-cooperative one.
Index terms—Fog-radio access networks, Fog computing,
Majorization minimization, WMMSE.
I. INTRODUCTION
The fifth generation wireless communication system is
expected to provide ubiquitous connections for massive het-
erogenous Internet of Things (IoT) devices with high speed
and low latency. The current cloud-computing-based network
infrastructure is facing challenges to meet these requirements,
because massive heterogenous requests with different data size
and latency requirements need to be forwarded to and pro-
cessed at the central baseband processing units (BBUs), which,
however, could cause heavy burden on the fronthaul, and
incur intolerable latency for some delay-critical missions. For
example, in some interactive applications, e.g., virtual reality,
industrial automation and vehicle-to-vehicle communications,
the round-trip delay may be required below a few tens of
milliseconds [2]. To meet the critical latency requirement and
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alleviate the pressure on the fronthaul, a fog-computing-based
radio access network (F-RAN) has recently been proposed as
a promising solution [3]. The concept of F-RAN is developed
from the fog computing, which was originally proposed by
Cisco [4]. By shifting certain amount of computing, storage
and networking functions from the cloud to the edge of the
network, F-RAN is able to provide more prompt responses to
users’ requests with less fronthaul bandwidth occupation.
Evolving from cloud RAN (C-RAN) to F-RAN, the wireless
access point (AP) is endowed with more capabilities and
functions, such as computation and content caching. In this
work, we focus on the computation aspect of F-RAN, and
investigate how the enhanced APs (also called fog nodes
in the rest of the paper) near the user equipments (UEs)
can help improve the latency performance in the fog-assisted
computation offloading applications. Conventionally, compu-
tation offloading has been extensively studied in the context
of mobile-edge computation (MEC) [5]. MEC considers that
there is one or multiple computing servers to process the
tasks, which are partially or wholly offloaded by UEs. The
offloading is usually accomplished via wireless transmissions
from UEs to the MEC server, and the UEs are competing
with each other for the radio and computation resources. To
provide satisfactory quality-of-service (QoS) for UEs, a joint
optimization of the offloading decision and resource allocation
is the crux of achieving efficient MEC.
Earlier studies on MEC focused on the offloading decision-
making for single UE admission. By assuming infinite com-
putation capacity of the server, the trade-off between the of-
floading and local computation is thoroughly investigated [6]–
[8]. More recently, a lot of efforts have been devoted to joint
optimization of offloading decision-makings, communication
and computation resource allocations. Typically, this kind of
problems are formulated as mixed-integer nonlinear programs
(MINP) with different utility functions. In [9]–[11] the authors
studied the MEC optimization problem with the goal of
minimizing the total energy consumption, including trans-
mission and computation energy, subject to UEs’ latency re-
quirements. CCCP [9], quantized dynamic programming [10]
and Lagrangian duality method [11] are employed to find
approximate solutions for the MINP. In [12]–[14], the latency
is adopted as the system utility function. In particular, the
work [12] considered the sum latency minimization problem
and developed an iRAR algorithm to handle the offloading
decision-making and resource allocation, when there are mul-
tiple base stations (BSs) and multiple computing servers. For
the case of single computing server, the work [13] derived
the optimal resource allocations under local computing, cloud
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2computing and mixed computing models. Different from [12],
[13], the work [14] studied the worst-case latency minimiza-
tion problem in order to provide latency fairness for UEs.
By extending the fireworks algorithm to the binary case, the
authors developed a heuristic offloading decision and resource
allocation algorithm. To balance energy consumption and la-
tency, the weighted energy-plus-latency utility function is also
commonly adopted in MEC offloading [15]–[18]. Apart from
the above models, there are also other MEC models, which
are proposed to address some specific issues in offloading,
such as dynamic environment change, online and distributed
implementations of offloading schemes; see [19]–[23] and the
references therein.
Fig. 1. F-RAN model.
Back to F-RAN, this work focuses on the fog-assisted
computation offloading. Different from the above MEC mod-
els, the fog-assisted computation offloading model consists
of three layers, the UE layer, the fog layer and the cloud
layer; see Fig. 1 for an illustration. Each UE offloads its
computation task to F-RAN via one of the fog nodes. The
tasks may be processed by the fog nodes or further offloaded
to the cloud, depending on the computation and the fronthaul
capacities of the fog nodes. To guarantee fairness, a min-max
latency minimization criterion is adopted herein to optimize
the F-RAN resources—which include the UE-Fog association,
radio and computation resources—so that the worst latency
of all UEs induced by transmission and computation is as
small as possible. This min-max latency optimization problem
is formulated as an MINP. With a careful treatment of the
binary variables, we show that the MINP can be equivalently
reformulated into a form involving only continuous variables,
and thereby powerful machinery in continuous optimization
can be exploited to handle it. Specifically, by incorporating the
idea of majorization minimization (MM) [24] and the weighted
MMSE (WMMSE) reformulation [25], we develop an inexact
MM algorithm for the min-max problem with convergence
guarantee to a Karush-Kuhn-Tucker (KKT) solution.
We should mention that the aforementioned min-max fair-
ness problem assumes that each fog node individually forwards
the associated UE’s task to the cloud, if the task is processed
at the cloud. To fully capture the cooperative gain of the
fog nodes, we also consider a cooperative offloading strategy,
where all the fog nodes compress-and-forward their received
signals to the cloud. Under this cooperative offloading scheme,
the UE-to-cloud channel can be seen as a virtual multiple-
access channel (V-MAC). By applying a similar discrete-to-
continuous variable reformulation, an inexact MM algorithm
is developed to find a solution for the cooperative offloading.
Simulation results demonstrate that the cooperative offloading
can generally provide better latency performance as compared
with the non-cooperative one.
There are some related works worth mentioning. The works
[22] and [26] consider a joint optimization of radio and
computation resources for energy minimization with latency
constraints in single-cell and multicell networks, respectively
(resp.), where all the computation is done at the cloud with
the UE-BS association prefixed. In [27], [28], a cooperative
computation model is considered, but their focus is more on
choosing appropriate number of fog nodes for each task, given
the communication resource constraints. The min-max latency
minimization and the energy-plus-delay minimization are resp.
considered in [16], [17] and [14] under the setting of multiple
UEs, one computing AP (or fog node) and a cloud server.
Since there is only one computing AP, no UE-AP association
optimization is needed, and moreover, transmit beamforming
is not considered in [14], [16], [17]. The work [18] deals with
a similar problem as [16], [17] under multi-fog nodes setting,
however, beamforming is again not considered. Finally, we
should mention as of writing of this paper, we are not aware
of any computation offloading work, which takes into account
the compress-and-forward offloading strategy in the fronthaul
transmission.
A. Organization and Notations
This paper is organized as follows. The system model and
problem statement are given in Section II. Section III develops
an inexact MM approach to tackling the min-max latency
optimization problem. Section IV considers a cooperative fog-
assisted offloading model and develops an iterative algorithm
to optimize the resources. Simulation results comparing the
proposed designs are illustrated in Section V. Section VI
concludes the paper.
Our notations are as follows. (·)T and (·)H denote the
transpose and conjugate transpose, resp.; I denotes an identity
matrix with an appropriate dimension; CN denotes the set of
complex vectors of dimension N ;A  0 (resp.A  0) means
that A is Hermitian positive semidefinite (resp. definite); Tr(·)
denotes a trace operation; Diag(A,B) represents a block
diagonal matrix with the diagonal blocks A and B; CN (a,Σ)
represents a complex Gaussian distribution with mean a and
covariance matrix Σ.
II. SYSTEM MODEL AND PROBLEM STATEMENT
Consider an F-RAN, consisting of K multi-antenna UEs,
L fog nodes and a cloud server. Each UE has a computation
task, however, due to limited computation capacity, all the
3tasks have to be offloaded to the F-RAN via the fog nodes.
Suppose the user k’s task Tk is described by a two-tuple of
(Dk, Bk) integers, where Dk denotes the number of flops
needed for completing Tk, and Bk represents the number
of bits needed for encoding Tk. To offload the task to F-
RAN, user k has to send the Bk bits to the fog nodes through
wireless transmission. For simplicity, we assume that each user
gets access to F-RAN through one of the fog nodes, while
each fog node may simultaneously provide access for multiple
users. The association between the fog nodes and the users
is not prefixed and needs to be jointly optimized with other
resources. To highlight this, we introduce a binary variable
αk,` ∈ {0, 1} to indicate the association. In particular,
αk,` =
{
1, if user k is connected with fog `,
0, otherwise,
and
∑L
`=1 αk,` = 1, ∀ k ∈ K , {1, . . . ,K}.
Now, the offloading process can be described in the follow-
ing two stages:
Stage 1: Wireless Transmissions from Users to Fog Nodes.
For ease of exposition, let us assume that user k is associated
with fog node ` ∈ L , {1, . . . , L}, i.e., αk,` = 1 and αk,`′ =
0,∀`′ 6= `. Let
xk(t) = vksk(t) ∈ CNk , k ∈ K
be the transmit signal of UE k, where vk ∈ CNk is the transmit
beamformer with Nk being the number of transmit antennas,
and sk(t) ∈ C is the encoded signal for task Tk. Then, the
received signal at the fog ` is given by
y`(t) = H
H
k,`vksk(t) +
∑
j 6=kH
H
j,`vjsj(t) + n`(t),
where Hj,` ∈ CNj×M` is the channel between UE j and
fog ` with M` being the number of antennas at fog `, and
n`(t) ∼ CN (0, σ2`I) is additive white Gaussian noise. The
communication rate between UE k and fog ` is given by
Rk,`= W log(1+v
H
k Hk,`(σ
2
`I+
∑
j 6=k
HHj,`vjv
H
j Hj,`)
−1HHk,`vk)
(1)
where W (Hz) is the bandwidth of the wireless transmission.
The corresponding wireless transmission latency is
τTk,` =
Bk
Rk,`
. (2)
Stage 2: Computing at the Fog Nodes/Cloud. After the
reception, the fog node ` may compute the task by itself or
further offload the task to the cloud, depending on the fog’s
computation load and the complexity of Tk. There are two
cases:
1) Computing Tk at the fog node. Let fFk,` be the number
of CPU flops allocated for executing Tk in every second.
Then, the computation latency is
τFk,` =
Dk
fFk,`
. (3)
2) Computing Tk at the cloud. In such a case, the process-
ing latency consists of two parts. One is transmission
latency from the fog node to the cloud, and the other is
the computation latency at the cloud. We consider that
fog ` is connected with the cloud via fronthaul with lim-
ited capacity C`,max (bits/second). Let Ck,`(≤ C`,max)
be the fronthaul capacity allocated by fog ` for further
offloading Tk to the cloud. Then, the processing latency
at the cloud is given by
τCk,` =
Bk
Ck,`
+
Dk
fCk
, (4)
where fCk is the number of CPU flops allocated by the
cloud to execute Tk in every second.
To differentiate the above two cases, we introduce a binary
variable βk ∈ {0, 1} to indicate where the computation is
performed. In particular,
βk =
{
0, if fog performs computation,
1, if the cloud performs computation.
Based on the above offloading model, our goal is to optimize
the communication and computation resources, so that the
maximum latency among UEs is minimized:1
min
{vk,fCk ,βk}k,
{fFk,`,Ck,`,αk,`}k,`
max
k∈K
L∑
`=1
αk,`
(
τTk,` + (1− βk)τFk,` + βkτCk,`
)
s.t. fFk,` ≤ αk,`(1− βk)F`,max, ∀ k, `, (5a)
K∑
k=1
fFk,` ≤ F`,max, fFk,` ≥ 0, ∀ k, `, (5b)
fCk ≤ βkFC,max, ∀ k, (5c)
K∑
k=1
fCk ≤ FC,max, fCk ≥ 0, ∀ k, (5d)
Ck,` ≤ αk,`βkC`,max, ∀k, `, (5e)
K∑
k=1
Ck,` ≤ C`,max, Ck,` ≥ 0, ∀ k, `, (5f)
‖vk‖2 ≤ Pk, ∀ k, (5g)
αk,` ∈ {0, 1},
L∑
`=1
αk,` = 1, ∀ k, (5h)
βk ∈ {0, 1}, ∀ k, (5i)
where F`,max and FC,max are the maximum number of flops
that the fog ` and the cloud can execute in every second,
resp. The constraints (5a)-(5b) correspond to the computation
resource allocation at fog `. In particular, (5a) implies that fog
` will allocate computing resource for user k only if αk,` = 1
and βk = 0, i.e., user k is associated with fog `, and meanwhile
the task Tk is processed at fog `. Similarly, the constraints
(5c)-(5d) correspond to the computation resource allocation at
the cloud. The constraints (5e)-(5f) are introduced to account
for the finite capacity of fronthaul, and (5g) limits the peak
transmit power at the UEs.
Problem (5) is a MINP, which is generally NP-hard. In the
next section, we will develop a tractable approach to (5) with
a careful treatment of the discrete variables.
1We consider a situation where the computing outputs contain very few
bits, and thus can be delivered to users with negligible time.
4III. AN INEXACT MM APPROACH TO PROBLEM (5)
Let us first show that problem (5) can be reformulated as a
discrete-variable-free form, and thus continuous optimization
approach can be leveraged to handle it. Specifically, we have
the following result.
Theorem 1. The MINP problem (5) is equivalent to the
following continuous optimization problem:
min
{vk,fCk },
{fFk,`,Ck,`,θFk,`,θCk,`}
max
k∈K
L∑
`=1
(θFk,`(τ
T
k,` + τ
F
k,`) + θ
C
k,`(τ
T
k,` + τ
C
k,`))
(6a)
s.t. θFk,` ≥ 0, θCk,` ≥ 0, ∀ k, `, (6b)
L∑
`=1
θFk,` + θ
C
k,` = 1, ∀ k, (6c)
(5b), (5d), (5f) and (5g) satisfied. (6d)
Proof. See Appendix A. 
Building upon the above equivalence, we
consider solving problem (6). Let us denote
θk = [θ
F
k,1, . . . , θ
F
k,L, θ
C
k,1, . . . , θ
C
k,L]
T ∈ R2L and τk = [τTk,1 +
τFk,1, . . . , τ
T
k,L + τ
F
k,L, τ
T
k,1 + τ
C
k,1, . . . , τ
T
k,L + τ
C
k,L]
T ∈ R2L.
Problem (6) is rewritten as
min
{vk,fCk ,τk,θk}k,
{Rk,`,fFk,`,Ck,`}k,`
max
k∈K
θTk τk (7a)
s.t. Rk,` ≤ φk,`(V ), ∀ k, `, (7b)
τTk,` ≥
Bk
Rk,`
, τFk,` ≥
Dk
fFk,`
, τCk,` ≥
Bk
Ck,`
+
Dk
fCk
,∀ k, `, (7c)
(5b), (5d), (5f), (5g), (6b) and (6c) satisfied. (7d)
where V , {vk}k and φk,`(V ) ,W log
(
1+vHk Hk,`
(
σ2`I+∑
j 6=kH
H
j,`vjv
H
j Hj,`
)−1
HHk,`vk
)
. Notice that in (7b) and
(7c) we have changed the equalities in (1)-(4) as inequalities.
This does not incur any loss of optimality because the inequal-
ities in (7b) and (7c) must be active at the optimal solution;
for otherwise, we can further decrease τXk,`, X ∈ {T, F,C}
and increase Rk,` to get a lower objective value.
The constraints (7c) and (7d) are convex, but the objective
(7a) and the constraint (7b) are still nonconvex. For (7a), we
handle it by MM. Let X , {vk, fCk , τk,θkRk,`, fFk,`, Ck,`} be
a collection of optimization variables, and F be the feasible
set of problem (7). The idea of MM is to find a surrogate
function g(X|X¯ ), parameterized by some given point X¯ ∈ F ,
for the nonconvex objective (7a) such that the following holds:
g(X|X¯ ) ≥ max
k∈K
θTk τk,∀ X ∈ F ,
g(X¯ |X¯ ) = max
k∈K
θ¯k
T
τ¯k.
(8)
To this end, we make use of the following fact.
Fact 1. The function
g(X|X¯ ) = max
k∈K
{‖θk + τk‖2
2
− (θ¯k)Tθk − (τ¯k)T τk − c¯k
}
with c¯k =
‖θ¯k‖2+‖τ¯k‖2
2 is a surrogate function of
maxk∈K θTk τk.
Fact 1 can be easily shown by noting
θTk τk =
‖θk + τk‖2
2
− ‖θk‖
2 + ‖τk‖2
2
≤ 1
2
‖θk + τk‖2 − (θ¯k)Tθk − (τ¯k)T τk − c¯k
for all feasible (θ¯k, τ¯k), where the inequality is due to the
first-order inequality of the concave function −‖θk‖2+‖τk‖22 .
By invoking Fact 1, the MM for problem (7) entails repeatedly
performing the following updates:
X (t+1) = arg min
X
g(X|X (t))
s.t. (7b)− (7d) satisfied,
(9)
for t = 0, 1, 2, . . . until some stopping criteria is satisfied.
According to the classical convergence result for MM [24],
it is well known that every limit point of the iterates gener-
ated by (9) is a stationary point of problem (7). However,
this convergence result holds under the premise that each
MM subproblem is optimally solved. As for the considered
problem (9), it may be hard to do so due to the nonconvex
constraint (7b). To circumvent this difficulty, we apply the
WMMSE method [25] to find an approximate solution for
(9). Specifically, define by uk,` ∈ CM the receive beamformer
employed by fog ` to receive user k’s signal. Then, the rate
function φk,`(V ) can be alternatively expressed as [25]:
φk,`(V ) = max
uk,`,wk,`≥0
fk,`(uk,`, wk,`,V ) (10)
where
fk,`(uk,`, wk,`,V ) ,W (−wk,`ek,`(uk,`,V ) + logwk,` + 1)
(11)
and
ek,`(uk,`,V )
,‖1− uHk,`HHk,`vk‖2 +
∑
j 6=k ‖vHj Hj,`uk,`‖2 + σ2`‖uk,`‖2.
is the MSE of estimating user k’s signal at fog `, when the
beamformer uk,` is used for reception. By substituting (10)
into (9), the MM subproblem is equivalently written as
min
X ,{uk,`,wk,`}k,`
g(X|X (t))
s.t. Rk,` ≤ fk,`(uk,`, wk,`,V ), ∀ k, `,
(7c)− (7d) satisfied.
(12)
Problem (12) can be efficiently handled by block-coordinate
descent (BCD) method. In particular, given V the optimal uk,`
and wk,` for (12) is given by [25]
uk,` = (σ
2
`I +
∑K
j=1H
H
j,`vjv
H
j Hj,`)
−1HHk,`vk, (13a)
wk,` = e
−1
k,`(uk,`,V ). (13b)
On the other hand, given (uk,`, wk,`), problem (12) is convex
with respect to the remaining variables, and thus can be
optimally solved, say by off-the-shelf software CVX [29].
Theoretically speaking, the above BCD procedure needs to
be performed sufficiently large number of rounds in order to
5obtain a good approximate solution for problem (9). However,
this could incur high computational complexity for each MM
update. To trade off the solution quality and the computational
complexity, we propose a computationally-cheap inexact MM
algorithm for problem (7); see Algorithm 1, where for the
tth MM iteration, we perform only a small number J (t)
rounds of BCD update to compute an approximate solution
for problem (9). The parameter J (t) controls the solution
quality for each MM iteration. While Algorithm 1 runs MM
with approximate solution, the following theorem reveals that
the same convergence result as the exact MM (i.e., using the
optimal solution of (9) to update X (t+1)) holds.
Theorem 2. The iterates {X (t)}t=0,1,... generated by Algo-
rithm 1 yield a sequence of non-increasing objective values
for problem (7). Moreover, every limit point of {X (t)}t=0,1,...
is a KKT point of problem (7).
Proof. See Appendix B. 
The idea of proving Theorem 2 is that the inexact MM
(even for the case of J (t) = 1,∀ t) is sufficient to provide
certain improvement for the objective (7a). By accumulating
these improvements, the iterations will finally reside at a KKT
point of problem (7).
Algorithm 1 An Inexact MM Approach to (7)
1: Initialize with a feasible point X (0), a set of small positive
integers {J (t)}t=0,1,... and set t = 0
2: repeat
3: Set X (t0) = X (t);
4: for j = 0, 1, . . . , J (t) − 1 do
5: Update (u(tj)k,` , w
(tj)
k,` ) according to (13a) and (13b);
6: Update X (tj+1) by solving (12) with fixed
(uk,`, wk,`) = (u
(tj)
k,` , w
(tj)
k,` );
7: end for
8: Set X (t+1) = X (tj+1);
9: t← t+ 1
10: until some stopping criterion is satisfied
11: Output X (t).
IV. THE COOPERATIVE OFFLOADING CASE
In the last two sections, we have considered a two-stage
offloading, where each UE’s task is decoded and forwarded to
the cloud via the associated fog node, if the task is processed
at the cloud. However, this decode-and-forward strategy may
not be able to fully exploit the cooperative gain among the
fog nodes. In this section, we investigate another forwarding
strategy, namely, compress-and-forward, where the fog nodes
quantize their received signals using single-user compression,
and then transmit the compressed bits to the cloud. By doing
so, the UEs’ signals can be simultaneously delivered to the
cloud via all the fog nodes. To put it into context, recall the
received signal model at the fog nodes
y`(t) =
∑
k∈K
HHk,`vksk(t) + n`(t), ∀ `. (14)
After the reception, the fog ` quantizes its received signal y`.
Assuming Gaussian quantization, the quantized signal yˆ`(t) is
given by
yˆ`(t) = y`(t) + q`(t), ` ∈ L, (15)
where q`(t) is the quantization noise and follows q`(t) ∼
CN (0,Q`) with Q`  0 [30]. Notice that Q` needs to
be jointly optimized with other resource variables to achieve
minimum latency. The quantized signals {yˆ`}`∈L are then
compressed and forwarded to the cloud via the capacity-
limited fronthaul links. At the cloud, a two-stage successive
decoding strategy is employed—the cloud first recovers the
quantized signals {yˆ`}`∈L, and then decodes UEs’ messages
{sk}k∈K based on the quantized signals {yˆ`}`∈L. Overall,
when the compress-and-forward scheme is employed at the
fog nodes, the UE-to-cloud channel can be seen as a V-MAC.
Following the results in [30] and assuming linear MMSE
reception at the cloud, the achievable rate Rk,C of UE k for
the V-MAC is given by
Rk,C = W log(1 + v
H
k Hk,LJ
−1
k H
H
k,Lvk) (16)
where
Hk,L = [Hk,1, . . . ,Hk,L],
Jk =
∑
j 6=kH
H
j,Lvjv
H
j Hj,L + ΣL +QL,
ΣL = Diag(σ21I, . . . , σ
2
LI), QL = Diag(Q1, . . . ,QL).
Since the fog nodes are connected with the cloud via limited-
capacity fronthaul, the compression rates at the fog nodes
should also satisfy the fronthaul capacity constraints, so that
the cloud can correctly recover the quantized signals {yˆ`}`∈L.
Specifically, the fronthaul constraint under single-user com-
pression is given by
log
|∑Kk=1HHk,`vkvHk Hk,` + σ2`I +Q`|
|Q`| ≤ C`,max, ∀ ` ∈ L.
Hence, if UE k’s task is computed at the cloud, the total
latency may be calculated as
τk,C =
Bk
Rk,C
+
Dk
fCk
.
Now, our min-max latency optimization problem under
6cooperative offloading is formulated as
min
{vk,fCk ,βk}k,
{fFk,`,Q`,αk,`}k,`
max
k∈K
L∑
`=1
αk,`
(
(1− βk)(τTk,` + τFk,`) + βkτk,C
)
s.t. fFk,` ≤ αk,`(1− βk)F`,max, ∀ k, `, (17a)
K∑
k=1
fFk,` ≤ F`,max, fFk,` ≥ 0, ∀ k, `, (17b)
fCk ≤ βkFC,max, ∀ k, (17c)
K∑
k=1
fCk ≤ FC,max, fCk ≥ 0, ∀ k, (17d)
log
|
K∑
k=1
HHk,`vkv
H
k Hk,` + σ
2
`I +Q`|
|Q`| ≤ C`,max, ∀ `,
(17e)
Q`  0, ∀ ` ∈ L, (17f)
‖vk‖2 ≤ Pk, ∀ k, (17g)
αk,` ∈ {0, 1},
∑L
`=1 αk,` = 1, ∀ k, (17h)
βk ∈ {0, 1}, ∀ k. (17i)
Similar to problem (5), problem (17) is an MINP. Following
the proof of Theorem 1, one can show that problem (17) can
be reformulated as the following discrete-variable-free form:
min
{vk,fCk }k,
{fFk,`,Q`,θFk,`,θk,C}
max
k∈K
{
θk,Cτk,C +
L∑
`=1
θFk,`(τ
T
k,` + τ
F
k,`)
}
s.t. θFk,` ≥ 0, ∀ k, `, θk,C ≥ 0, ∀ k, (18a)
θk,C +
∑L
`=1 θk,` = 1, (18b)
(17b), (17d)− (17g) satisfied. (18c)
Denote θk = [θk,C , θk,1, . . . , θk,L] ∈ RL+1 and τk =
[τk,C , τ
T
k,1 + τ
F
k,1, . . . , τ
T
k,L + τ
F
k,L] ∈ RL+1. Problem (18)
can be reexpressed as
min
{vk,fCk ,θk,τk}k,
{fFk,`,Q`}
max
k∈K
θTk τk
s.t. Rk,` ≤W log
(
1 + vHk Hk,`×
(σ2`I +
∑
j 6=k
HHj,`vjv
H
j Hj,`)
−1HHk,`vk
)
(19a)
Rk,C ≤W log(1 + vHk Hk,LJ−1k HHk,Lvk) (19b)
τTk,` ≥
Bk
Rk,`
, τFk,` ≥
Dk
fFk,`
, τk,C ≥ Bk
Rk,C
+
Dk
fCk
,∀ k, `, (19c)
log
|
K∑
k=1
HHk,`vkv
H
k Hk,` + σ
2
`I +Q`|
|Q`| ≤ C`,max,∀ ` (19d)
(18a)− (18b), (17b), (17d), (17f), (17g) satisfied. (19e)
The constraints (19a)-(19b) can be handled similarly as
before by using WMMSE reformulation. Specifically, the
constraints (19a) and (19b) can be expressed as
Rk,` ≤ fk,`(uk,`, wk,`,V ) (20)
and
Rk,C ≤ fk,C(uk,C , wk,C ,V ,QL), (21)
resp., where fk,` is defined
in (11), fk,C(uk,C , wk,C ,V ,QL) ,
W (−wk,Cek,C(uk,C ,V ,QL) + log(wk,C) + 1), and
ek,C(uk,C ,V ,QL) , ‖1 − uHk,CHk,Lvk‖2 +∑
j 6=k ‖uHk,CHj,Lvj‖2 + uHk,C(ΣL +QL)uk,C .
As for the fronthaul-capacity constraint (19d), the following
lemma is leveraged to recast it into a more tractable form:
Lemma 1 ( [31] ). Let E ∈ CN×N be any matrix such that
E  0. Consider the function f(S) = −Tr(SE) + ln |S|+N .
Then,
ln |E−1| = max
S∈CN×N ,S0
f(S), (22)
and the optimal S? = E−1.
Applying Lemma 1 to the constraint (19d) yields
max
S`0
{−Tr(S`E`)+log |S`|+M`}+log |Q`|+C`,max ≥ 0, ∀ `
(23)
where E` =
∑K
k=1H
H
k,`vkv
H
k Hk,` + σ
2
`I + Q`. By substi-
tuting (20), (21) and (23) into (19a), (19b) and (19d), resp.,
we can equivalently express problem (19) as
min
{vk,uk,wk,fCk ,θk,τk}k,`,
{fFk,`,Q`,S`,Rk,`}k,`
max
k∈K
θTk τk
s.t. Rk,` ≤ fk,`(uk,`, wk,`,V ),
Rk,C ≤ fk,C(uk,C , wk,C ,V ,QL),
τTk,` ≥
Bk
Rk,`
, τFk,` ≥
Dk
fFk,`
, τk,C ≥ Bk
Rk,C
+
Dk
fCk
,
− Tr(S`E`) + log |S`|+M` + log |Q`|+ C`,max ≥ 0,
S`  0, ∀ `,
(18a)− (18b), (17b), (17d), (17f), (17g) satisfied.
(24)
Let us denote X˜ , {θk, τk,V , fCk , fFk,`,Q`}k,`. Notice
that by fixing {uk,`, wk,`,S`}k,` in (24), the feasible set of
problem (24) is convex with respect to X˜ . Meanwhile, for
given X˜ , the optimal {uk,`, wk,`,S`}k,` for problem (24)
can be computed in closed form by (13) and Lemma 1.
Therefore, problem (24) can be handled similarly as before
by using MM and the BCD method; the detailed procedure
is summarized in Algorithm 2. Moreover, following a similar
proof of Theorem 2, it can be shown that every limit point
generated by Algorithm 2 is a KKT point of problem (19).
We omit the detailed proof for brevity.
V. SIMULATION RESULTS
In this section, we test the performance of the proposed
offloading schemes by Monte-Carlo simulations. The follow-
ing simulation settings are used, unless otherwise specified:
all the UEs have the same number of transmit antennas
Nj = 4, ∀ j ∈ K; all the fog nodes have the same number
of receive antennas M` = 8, ∀ ` ∈ L; the maximum transmit
power at the kth UE is Pk = 30 dBm, ∀ k ∈ K, the
wireless transmission bandwidth is W = 20 MHz, and all
the noise’s variances are normalized to one. For simplicity,
7Algorithm 2 An Inexact MM Approach to (24)
1: Initialize with a feasible point X˜ (0), a set of small positive
integers {J (t)}t=0,1,... and set t = 0
2: repeat
3: Set X˜ (t0) = X˜ (t);
4: for j = 0, 1, . . . , J (t) − 1 do
5: Update (u(tj)k,` , w
(tj)
k,` ) according to (13a) and (13b);
6: Update S(tj)` = (E
(tj)
` )
−1, ∀ `;
7: Update X (tj+1) by solving problem (24) with
(S
(tj)
` ,u
(tj)
k,` , w
(tj)
k,` )k,` fixed and the objective replaced by
its majorant g(X˜ |X˜ (t));
8: end for
9: Set X˜ (t+1) = X˜ (tj+1);
10: t← t+ 1
11: until some stopping criterion is satisfied
12: Output X˜ (t).
we set J (t) = 1, ∀ t in Algorithm 1. We consider that
there are L = 4 fog nodes and K = 10 UEs, which
are randomly distributed in the cell with radius 1 × 103 m.
The channels were randomly generated according to distance
model— the channel coefficients between user k and fog ` are
modeled as zero mean circularly symmetric complex Gaussian
vector with (2000/dk,`)3βk,` as variance for both real and
imaginary dimensions, where 10 log 10(βk,`) ∼ CN (0, 64)
is a real Gaussian random variable modeling the shadowing
effect. In the ensuring two subsections, we will first study the
performance of non-cooperative offloading in Sec. II-III, and
then the cooperative offloading in Sec. IV.
A. The Non-cooperative Offloading Case
In the first example, we investigate the convergence
behavior of Algorithm 1. We set FC,max = 2 ×
103 (Gflops/sec), F1:4,max = [3, 4, 4, 5] × 102
(Gflops/sec), C1:4,max = [30, 35, 40, 50] (Mbps),
D1:10 = [2, 2, 2, 6, 6, 6, 6, 8, 8, 8]× 102 (Mflops) and B1:10 =
[20, 20, 20, 40, 40, 40, 40, 60, 60, 60] (Kbits). Fig. 2 shows the
result. From the figure, we see that the maximum latency
decreases monotonically and converges after 25 iterations;
this validates the conclusion in Theorem 1. Moreover, dif-
ferent initializations lead to almost the same latency, which
demonstrates that Algorithm 1 may not be sensitive to the
initialization.
Fig. 3 shows the corresponding UE-Fog association and the
task distribution after convergence of Fig. 2. The arrow, which
starts from UE and ends up at fog node, means that the UE
offloads its task via the connected fog node. In particular,
the solid black line means that the computation is performed
at the fog node, and the blue broken line means that the
computation is done at the cloud. From the figure we see
that the UE-Fog association is not solely determined by the
distance; i.e., UEs may offload their tasks to the fog nodes
with larger distance. For example, most of UEs offload tasks
via the fourth fog node, because the fourth fog node has
the most powerful communication and computation capability.
From this example, it is demonstrated that Algorithm 1 can
TABLE I
RATIO OF TASKS COMPUTED AT THE FOG NODES VS. Dk (MFLOPS).
Dk 55 60 65 70 75 80 85
Ratio 97% 91% 79% 55% 30% 20% 17%
adaptively assign the UE-Fog association according to the
available communication and computation resources.
In the second example, we study how the task’s com-
plexity Dk affects the latency. For simplicity, we assume
that all the fog nodes have the same computation capacity
F`,max = 200 (Gflops/second) and the same fronthaul ca-
pacity C`,max = 200 (Mbps); all the UEs have the same
Bk = 60 (Kbits) and Dk; the cloud’s computation capacity
is FC,max = 2 × 103 (Gflops/second). For comparison, we
have included two heuristic UE-Fog association strategies,
namely, the minimum distance-based association and the ran-
dom association, under which all the tasks are offloaded to
the connected fog nodes or the cloud, and the fog nodes
or the cloud equally allocate their resources for the served
UEs. The result is shown in Fig. 4. From the figure, we see
that the proposed Algorithm 1 attains the minimum latency
among the compared methods. The minimum distance-based
offloading strategy is better than the random one, but there
is still a notable performance gap between the former and
Algorithm 1. Table I gives the ratio of tasks that are computed
at the fog nodes. With the increase of the tasks’ complexities,
Algorithm 1 can adaptively assign more tasks to the cloud.
In the third example, we study how the maximum latency
changes with the increase of the fog nodes’ computation
capacity F`,max. The simulation is basically the same as the
last one, except that we increase Bk = 150 (Kbits), and
Dk = 200 (Mflops). The result is shown in Fig. 5. From the
figure, we see that Algorithm 1 is again far better than other
compared schemes. In the last example, we investigate the
relationship between the number of users and the maximum
latency for different offloading strategies. The number of users
increases from 2 to 11 according to the settings in Fig. 2, and
the result is shown in Fig. 6. We see that with the increase
of UEs, the maximum latency of all the schemes increases,
but with different speed. Particularly, the random association
scheme is more sensitive to the number of UEs, due to lack
of optimizing the UE-Fog associations. Also, the proposed
Algorithm 1 yields the best performance among the compared
offloading schemes.
B. The Cooperative Offloading Case
In this subsection, we study the performance of the co-
operative offloading scheme, and make a comparison with
the previous non-cooperative offloading. In the first example,
we compare the performance of the cooperative and non-
cooperative offloading schemes, when the fog nodes’ computa-
tion capacity F`,max increases. For simplicity, we assume that
all the fog nodes have the same F`,max and FC,max = 1.5×103
(Gflops/second), C`,max = 200 (Mbps), ∀ ` ∈ L, Bk =
100 (Kbits) and Dk = 200 (Mflops), ∀ k ∈ K. The result is
shown in Fig. 7. From the figure, we see that with the increase
8TABLE II
RATIO OF TASKS COMPUTED AT THE FOG NODES VS. FOG NODES’
COMPUTATION CAPACITY F`,max .
F`,max
(×100 Gflops/sec) 3 6 9 12 15 18 21
Non−cooperative
(%) 90 100 100 100 100 100 100
Cooperative
(%) 21 37 50 61 73 76 79
of F`,max, the maximum latency decreases consistently. In par-
ticular, for small-to-medium F`,max the cooperative offloading
attains smaller latency than the non-cooperative one. However,
when the fog nodes’ computation capacity exceeds the cloud’s,
i.e., F`,max ≥ 1.5 × 103 (Gflops/second), the non-cooperative
offloading becomes better. This can be explained as follows:
When fog nodes have sufficient computation resources, it
would be more preferable to process the tasks at the fog
nodes, rather than compressing and forwarding the tasks to
the cloud, because the latter may further incur latency due to
the capacity-limited fronthaul links. To verify this, we tabulate
the ratio of tasks computed at the fog nodes for the two
offloading schemes in Table II. It can be seen that the non-
cooperative offloading has more fog nodes participating in the
computation.
In the second example, we investigate the effect of the task
size Bk on the latency. We assume that all the UEs have
same Bk, and other simulation parameters are F`,max = 500
(Gflops/second), FC,max = 2×103 (Gflops/second), C`,max =
200 (Mbps), ∀ ` ∈ L and Dk = 300 (Mflops), ∀ k ∈ K.
The result is shown in Fig. 8. As expected, the latency in-
creases with Bk, and the cooperative offloading is consistently
better than the non-cooperative one for all the tested Bk.
Interestingly, under the cooperative mode, even the minimum
distance-based UE-Fog association scheme can outperform the
non-cooperative offloading; similar observation can be seen in
Fig. 7 for F`,max ≤ 600 (Gflops/second). This demonstrates
that the cooperative gain is important for reducing latency.
VI. CONCLUSION
We have considered multiuser computation offloading in
fog-radio access networks under both non-cooperative and
cooperative offloading models. To guarantee the worst la-
tency performance of all UEs, a joint communication and
computation resource allocation problem is formulated as a
min-max MINP. By leveraging the continuous reformulation,
we have developed efficient inexact MM approach to the
min-max problems. Simulation results have demonstrated that
the proposed offloading schemes are much better than some
heuristic ones, and that the cooperative offloading is generally
better than the non-cooperative one, owing to the cooperative
gain from multiple fog nodes in fronthaul transmissions.
APPENDIX
A. Proof of Theorem 1
We first show that problem (6) is a relaxation of (5). Since
the objective of (5) can be rewritten as αk,`(1 − βk)(τTk,` +
τFk,`) + αk,`βk(τ
T
k,` + τ
C
k,`), we set θ
F
k,` = αk,`(1 − βk) and
θCk,` = αk,`βk. It is easy to see that θ
F
k,` and θ
C
k,` are both
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nonnegative, and
∑L
`=1 θ
F
k,` + θ
C
k,` =
∑L
`=1(αk,`(1 − βk) +
αk,`βk) =
∑L
`=1 αk,` = 1,∀ k. Hence, the optimal solution of
(5) is a feasible solution of (6). Next, we show that problem (6)
has an optimal solution, which is also a feasible solution of (5),
thereby establishing equivalence of the two problems. Suppose
that (θ˜Fk,`, θ˜
C
k,`) is an optimal solution of (6) and τ˜
X
k,`, X ∈
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Fig. 5. Maximum latency vs. fog nodes’ computation capacity F`,max.
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{T, F,C},∀ k, ` is the corresponding latency calculated at the
optimal solution. Without loss of generality, we assume τ˜T
k,ˆ`
+
τ˜F
k,ˆ`
≤ τ˜Tk,` + τ˜Fk,` and τ˜Tk,ˆ` + τ˜Fk,ˆ` ≤ τ˜Tk,` + τ˜Ck,` for all ` 6= ˆ`.
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In view of (6b) and (6c), it holds that
L∑
`=1
(
θ˜Fk,`(τ˜
T
k,` + τ˜
F
k,`) + θ˜
C
k,`(τ˜
T
k,` + τ˜
C
k,`)
)
≥ τ˜T
k,ˆ`
+ τ˜F
k,ˆ`
,
(25)
That is, the choice of θF
k,ˆ`
= 1 and θFk,` = θ
C
k,` = 0 for all
` 6= ˆ` is also optimal for (6). In addition, since the lower bound
in (25) is independent of τ˜Fk,`,∀ ` 6= ˆ` and τ˜Ck,`,∀ `, we can
always set the communication and computational resources
fFk,`, Ck,` and f
C
k appearing in τ˜
F
k,`,∀ ` 6= ˆ` and τ˜Ck,`,∀ ` to
zero 2 without changing the optimal value τ˜T
k,ˆ`
+ τ˜F
k,ˆ`
of (6).
It is easy to verify that this particularly constructed optimal
solution is also feasible, and attains the same objective value
τ˜T
k,ˆ`
+τ˜F
k,ˆ`
for problem (5), if we set αk,ˆ` = 1, αk,` = 0,∀ ` 6= ˆ`
and βk = 0 in (6). This completes the proof.
B. Proof of Theorem 2
Let us define
x , {vk, fCk , τk,θkRk,`, fFk,`, Ck,`}k,`,
y , {uk,`, wk,`}k,`, ν(x) , max
k∈K
Γk(x), Γk(x) , θTk τk,
ν˜(x,y;x(t)) , max
k∈K
Γ˜k(x,y;x
(t)),
Γ˜k(x,y;x
(t)) , ‖θk + τk‖
2
2
−
(
1
2
‖θ(t)k ‖2 +
1
2
‖τ (t)k ‖2
+(θ
(t)
k )
T (θk − θ(t)k ) + (τ (t)k )T (τk − τ (t)k )
)
.
Then, problem (12) can be concisely expressed as
min
x,y
ν˜(x,y;x(t))
s.t. ζk,`(x,y) ≤ 0,∀ k, `,
ψi(x) ≤ 0, i = 1, . . . , I,
(26)
where ζk,`(x,y) , Rk,` − fk,`(uk,`, wk,`,V ) and ψi(x) ≤
0 denotes the constraints in (7c)-(7d) with I being the total
number of constraints. Without loss of generality, we assume
2Herein, we have by default assumed 0
0
= 0.
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J (t) = J for all t in the following proof. With the above
definitions and according to Algorithm 1, we have
ν(x(t)) = ν˜(x(t),y(t);x(t)) (27a)
= ν˜(x(t0),y(t0);x(t)) (27b)
≥ ν˜(x(t1),y(t1);x(t)) (27c)
...
≥ ν˜(x(tJ ),y(tJ );x(t)) (27d)
≥ ν(x(tJ )) (27e)
= ν(x(t+1)) (27f)
where (27a) follows from the definitions of ν and ν˜; (27b) is
because x(t) is chosen as initialization of x(t0); (27c) follows
from the descent property of block-coordinate minimization;
(27e) is because ν˜ majorizes ν(x); (27f) follows from the
definition of xt+1 in Algorithm 1. Therefore, the iterates
{x(t)}t generated by Algorithm 1 yield a non-increasing
objective values for problem (7). Since problem (7) is lower
bounded below, by monotone convergence theorem, ν(x(t))
must converge to some finite value, i.e.,
lim
t→∞ ν(x
(t)) = ν? > −∞.
From (27a)-(27f), we also have
lim
t→∞ ν˜(x
(t),y(t);x(t)) = ν?. (28)
Consider a converging subsequence (x(tj),y(tj))j of
(x(t),y(t))t such that
lim
j→∞
(x(tj),y(tj)) = (x¯, y¯).
Now, by taking limit along the converging subsequence
(x(tj),y(tj))j on both sides of (28), we get
ν˜(x¯, y¯; x¯) = ν?. (29)
From the descent property in (27), we also have
ν˜(x,y(tj);x(tj)) ≥ ν?, ∀ x ∈ F(y(tj)), (30)
where F(y(tj)) denotes the feasible set of problem (26)
when fixing y = y(tj). By taking limit along the converging
subsequence (x(tj),y(tj)) on both sides of (30), we get
ν˜(x, y¯; x¯) ≥ ν?, ∀ x ∈ F(y¯) (31)
Combining (29) and (31), we obtain the following key inequal-
ity:
ν˜(x, y¯; x¯) ≥ ν˜(x¯, y¯; x¯), ∀ x ∈ F(y¯). (32)
On the other hand, since y(t0) is obtained by minimizing
problem (26) with fixed x(t0), we have
ν˜(x(t0),y(t0);x(t)) ≤ ν˜(x(t0),y;x(t)), ∀ y (33)
Again, by taking limit along the converging subsequence
(x(tj),y(tj))j on both sides of (33), we get another key
inequality
ν˜(x¯,y; x¯) ≥ ν˜(x¯, y¯; x¯), ∀ y. (34)
Next, we will complete the proof by exploiting the two key
inequalities in (32) and (34). Specifically, the inequality (32)
implies that x¯ is an optimal solution for the following problem:
min
x
ν˜(x, y¯; x¯)
s.t. ζk,`(x, y¯) ≤ 0,∀ k, `,
ψi(x) ≤ 0, i = 1, . . . , I.
(35)
Hence, x¯ must satisfy the KKT conditions of problem (35),
which are listed below.
0 ∈ ∂xν˜(x¯, y¯; x¯) +
∑
k,` κk,`∇xζk,`(x¯, y¯) +
∑
i ηi∇xψi(x¯)
κk,`ζk,`(x¯, y¯) = 0,
ηiψi(x¯) = 0,
ζk,`(x¯, y¯) ≤ 0, ∀ k, `,
ψi(x¯) ≤ 0, ∀ i,
κk,` ≥ 0, ηi ≥ 0, ∀ k, `, i,
(36)
where κk,` and ηi are Lagrangian multipliers; ∂xν˜ denotes the
subdifferential of ν˜. Moreover, the inequality (34) implies that
y¯ is an optimal solution of problem (26) for fixed x¯. Recall
that for fixed x, the optimal y can be uniquely computed in
closed form by (13). Therefore, the optimal y¯ of problem (26)
takes the form of (13) (with V replaced by V¯ ). Now, by
substituting this specific y¯ into ζk,`(x¯, y¯), one can easily
verify that the following holds:
ζk,`(x¯, y¯) = Rk,` − φk,`(x¯)
∇xζk,`(x¯, y¯) = ∇xφk,`(x¯),
(37)
where φk,` is defined in (7). Notice that we have used
Danskin’s theorem [32] to obtain the second equation in (37).
By substituting (37) into (36), we almost obtain the KKT
conditions of problem (7), except for one remaining issue to
verify, i.e., ∂xν˜(x¯, y¯; x¯) = ∂xν(x¯). This can be shown as
follows. Notice that
∂xν˜(x¯, y¯; x¯) =Conv{∪k∈A∇xΓ˜k(x¯, y¯; x¯)}
=Conv{∪k∈A∇xΓk(x¯)}
=∂xν(x¯)
(38)
where Conv{·} denotes the convex hull, and A represents the
set of active indices satisfying Γ˜k(x¯, y¯; x¯) = ν˜(x¯, y¯; x¯). The
second equality in (38) is due to the fact that Γ˜k(x, y¯; x¯) is
the tight approximation of Γk(x) up to first order at the point
x = x¯. This completes the proof.
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