This paper develops methods for estimating the rotation rate of a spacecraft using only measured magnetic field data. The goal is to provide rate information for use in applications such as de-tumbling, nutation damping, and momentum management without using gyroscopes. Two algorithms are developed, a deterministic algorithm and an extended Kalman filter. Both algorithms employ the magnetic field direction kinematics equation and Euler's equation for attitude motion of a rigid body with momentum wheels. Neither algorithm requires a model of the Earth's magnetic field. The deterministic algorithm solves a nonlinear least-squares problem for the unknown angular momentum component along the magnetic field direction. The extended Kalman filter estimates the attitude rate vector, corrections to 5 of the 6 inertia matrix elements, and 2 error states of the measured magnetic field direction. It uses an initial rate estimate from the deterministic algorithm in order to avoid divergence.
rocket spins at about 80 deg/s, and their accuracies improve to 1-2 deg/s after the spin rate decays to 20 deg/s.
I. Introduction
Many spacecraft need estimates of their rotation rates. The rotation rate may be used to apply a control that stops tumbling, to manage the total system angular momentum, to aid a star tracker, or as part of an attitude determination system. The most common method of determining attitude rate is by direct measurement using rate gyros. This paper develops 2 new attitude rate estimation methods that rely on Earth magnetic field measurements rather than on rate gyro measurements.
There are several important reasons to avoid the use of rate gyros. Gyros are expensive and failure-prone. They have significant mass and consume a significant amount of power. The desire to manufacture small, light-weight, inexpensive, and reliable satellites militates against the use of rate gyros. Gyro-less rate estimation schemes can be important even for missions that include rate gyros because these schemes provide a back-up capability.
A number of methods have been developed to estimate attitude rate without using rate gyro data. Some methods work directly with vector attitude data and use either deterministic differentiation techniques or Kalman filtering techniques to estimate attitude rate [1] [2] [3] . Another method uses full 3-axis attitude estimates as inputs to a rate estimation filter 4 . Reference 5 considers both types of measurements and compares filters to derivative-based estimators.
Another class of methods estimates attitude and attitude rate simultaneously using vector and scalar attitude measurements but not rate gyros. These include deterministic methods that employ differentiation techniques 6, 7 , and filter-based techniques [6] [7] [8] [9] [10] . A significant aspect of the rate estimation techniques of Ref. thus, there is no inertial time derivative that needs to be transformed into body coordinates. The only other known gyro-less rate estimation algorithm that is independent of attitude knowledge is the high-rate-limit algorithm of Ref. 7 . Note that attitude-independent rate estimation techniques are suitable for applications such as de-tumbling control, momentum management, or nutation damping, but their outputs should not be used like rate gyro outputs in an attitude estimation filter.
Reference 3 estimates the attitude rate by using a time series of measurements of the Earth's magnetic field vector. Its methods do not require knowledge of the magnetic field direction in inertial coordinates. This feature is a great advantage because it allows the estimators to work without spacecraft position knowledge and without a complicated spherical harmonic model of the Earth's magnetic field. This attitude reference vector, however, has a non-zero inertial rotation rate as a spacecraft moves along its orbit, which violates the paper's assumption. Fortunately, this rotation rate is normally less than 0.12 deg/s, which implies that the method can work effectively if the required attitude rate resolution is no finer than this lower bound.
The approach of Ref. 3 for dealing with nonlinearities is similar to that of Refs. 6 and 7, but markedly different from that of Refs. 1, 2, and 4. References 3, 6, and 7 use deterministic batch algorithms in conjunction with extended Kalman filters. The batch algorithms are less accurate, but they deal directly with nonlinearities and cannot diverge. Their outputs can be used to initialize an extended Kalman filter (EKF) near enough to the true state so as to avoid divergence.
The techniques of Refs. 1, 2, and 4, on the other hand, use unusual Kalman filters that try to maintain linearity by making various approximations. These have the advantage that they are less likely to diverge and therefore do not require special algorithms for initialization. Their estimates, however, are likely to be less accurate than those of a converged EKF.
The present paper develops improved versions of Ref. 3 This paper presents its methods and results in the next 5 sections. Section II presents dynamic models of the attitude rate vector and of the magnetic field direction vector. These models are used to develop the two attitude rate estimation algorithms. Section III develops the deterministic attitude rate estimator. Section IV analyzes the observability of the system and determines two cases in which the attitude rate cannot be estimated based on magnetic field measurements only. Section V describes the extended Kalman filter attitude rate estimator.
Section VI presents the results of tests of the two algorithms on actual flight data, and Section VII presents the paper's conclusions.
II. Dynamic Models for the Attitude Rate and Magnetic Field Direction Vectors

Rigid-Body Attitude Dynamics Model
Both of the rate estimators use Euler's equations to model the attitude rate vector's dynamics.
The model includes a main rigid body and momentum wheels. It takes the form
In this equation, I m is the mass moment of inertia matrix, ω is the angular velocity vector, h is the angular momentum vector of the momentum wheels, and w n is the net external torque. All of these quantities are defined in spacecraft-fixed coordinates.
Two different models of the net external torque are used for the two different estimation algorithms. The deterministic algorithm assumes that w n = 0. The Kalman filter models w n (t) as being a white-noise process disturbance. These assumptions could be relaxed in order to include explicit external torque models, but such models would complicate the estimation algorithms.
Fortunately, external torques can be neglected or modeled as white noise in many circumstances without seriously degrading the attitude rate estimation accuracy.
Magnetic Field Kinematic Model
The estimation algorithms use a kinematic model of the motion of the magnetic field unit direction vector. Its takes the form:
In this equation, b is the body-axes magnetic field direction vector, and the vector w ω is the rotation rate of the magnetic field direction vector as measured with respect to inertial coordinates. All of these vectors are expressed in spacecraft body coordinates.
The two estimation algorithms use two different models for w ω . The deterministic algorithm assumes that w ω = 0. In a typical low-Earth orbit, this assumption causes a maximum attitude rate error on the order of 0.12 deg/s because the magnetic field rotates with respect to inertial space at a rate of twice per orbit if the orbit passes over the magnetic poles. At lower magnetic inclinations, the field's inertial rotation rate is smaller, which reduces the error of assuming that w ω = 0. The Kalman filter models w ω (t) as a white noise process disturbance. This model allows the filter to gradually de-weight old magnetic field measurements in order to deal with its uncertainty about the field's slow inertial rotation rate. The white-noise model probably causes levels of inaccuracy that are similar to those which are caused by the w ω = 0 model.
Constant Projection of the Angular Momentum Along the Magnetic Field Direction
The deterministic algorithm effectively assumes that the angular momentum vector and the magnetic field direction vector remain fixed in inertial space. Under this assumption, the projection of the angular momentum along the magnetic field remains constant:
where the scalar constant L b is the angular momentum component along the magnetic field.
III. Deterministic Attitude Rate Estimation Algorithm Two Components of Attitude Rate from Magnetic Field Kinematics
The magnetic field kinematics equation, Eq. (2), can be used to determine the components of the attitude rate ω that are perpendicular to the measured magnetic field. If one assumes that w ω = 0, then Eq. (2) can be used to derive the following expression for the angular rate:
where α = ω T b is the unknown angular rate component parallel to the measured magnetic field direction. Equation (4) can be derived from Eq. (2) by taking the cross product of both sides of Eq. (2) with b while recognizing that
, where I is the identity matrix. 
Parameterization of the Rate in Terms of an Angular Momentum Component
The unknown angular rate component α will be time-varying in the general case, and one wants to be able to determine α k at any sample time t k . It is convenient to express this time-varying unknown in terms of the constant angular momentum component along the magnetic field, L b . This can be accomplished by substituting Eq. (4)'s expression for ω into Eq. (3) and solving for α k .
The resulting formula is
Equation (5) 
where the vectors γ k and η k are defined by the formulae
Thus, the goal of estimating the attitude rate reduces to the goal of estimating the constant L b .
A Least-Squares Problem from Trapezoidal Integration of Euler's Equation
The , integrates it trapezoidally from sample time t k to sample time t k+1 , sets w n = 0, and uses Eq. (6) to eliminate ω k and ω k+1 from the result, then the equation takes the following vector quadratic form
where the vectors c k , d k , and e k are defined by:
and where ∆t k = t k+1 -t k is the interval between the two sample times. Next, one seeks the least-squares solution of the following over-determined system of quadratic equations:
where the vectors c big , d big , and e big are defined by:
The over-determined system of equations in Eq. (10) can be solved in a weighted least-squares sense. The weighted least-squares cost function takes the form
The positive definite weighting matrix 
where
are 3×3 covariance and cross-covariance matrices. The quantity σ is the standard deviation of the errors in the components of k b & that are perpendicular to k b . The two 3×3 matrices C k and D k that appear in Eqs. (14b) and (14c) are defined as follows
where the notation [z×] indicates the 3×3 cross-product-equivalent matrix that is associated with Only the linear error term has been used in the covariance model.
It is possible to use an alternate weighting matrix in the least-squares cost function of Eq.
(12). The above-defined -1 big P weighting matrix is the best of several alternative weightings that have been tried for the attitude rate estimation case that is reported in Section VI. Alternate weighting matrices might work better in different situations.
Global Solution of the Least-Squares Problem
The global minimum of the least-squares cost function in Eq. (12) can be computed
analytically. The cost function reduces to a quartic polynomial in
whose coefficients are:
The global minimum of this function can be computed by solving the first-order necessary condition for an optimum: The global minimum of J(L b ) might not yield the best attitude rate estimate if there is a second local minimum of the cost function. This can occur because of measurement noise and modeling error effects. Such a situation indeed occurs in some of the experimental data that is discussed in Section VI. In this case, it may be wise to use both solutions to initialize the angular rate estimates of two alternate runs of the Kalman filter that will be described in Section V. The best solution can be determined by examining the Kalman filter's behavior for the two cases.
IV. Observability Analysis of Deterministic Algorithm
This analysis determines the conditions under which the deterministic algorithm has a unique solution or, at worst, two possible distinct solutions. This uniqueness is equivalent to observability.
The observability analysis works with a modified version of Section III's least-squares The resulting over-determined system of equations for L b takes the form
where the vectors c and d are defined by: 
Two unobservable cases can be deduced by setting d in Eq. an angular momentum vector that is parallel to the magnetic field vector because
In summary, the deterministic algorithm breaks down in two unobservable cases. One is that of a constant magnetic field vector in spacecraft coordinates that is aligned with a principal axis of the spacecraft and with the wheel angular momentum vector. The other is that of an axisymmetric spacecraft. The magnetic field vector is perpendicular to the axis of symmetry and spins about that axis at a constant rate. The wheel angular momentum vector is directed along the axis of symmetry and is sized so as to null out the total angular momentum component along that axis. In both cases, the spacecraft's spin rate about the magnetic field direction vector is the one unobservable component of the attitude rate.
V. Extended Kalman Filter Design
The other attitude rate estimation algorithm of this paper is an extended Kalman filter. It has been designed for use in conjunction with the deterministic algorithm. The deterministic algorithm can give a rough initial estimate of the attitude rate that properly accounts for all problem nonlinearities. This estimate can be used as the initial estimate of the EKF in order to minimize the risks of filter divergence. The EKF can then operate on the data to produce a refined attitude rate estimate that takes better account of measurement and dynamic model errors and that operates in an efficient recursive manner.
Single-Stage Extended Kalman Filter Problem Model
The EKF has been designed using a modified sampled data square root information filter Find:
x k , x k+1 , ν k , ν k+1 , and w k (22a)
subject to:
The vectors in this problem are defined as follows: x k and x k+1 are filter state vectors at the times t k and t k+1 , ν k and ν k+1 are 2-dimensional magnetic field direction measurement error vectors at times t k and t k+1 , and w k is the discrete-time process noise that acts from time t k to time t k+1 . The vectors The filter state vector x is 8-dimensional. It consists of the 3×1 angular rate vector and corrections to 5 of the 6 inertia matrix elements:
where the true inertia matrix is a nominal inertia matrix, I m0 , plus the corrections: The process noise vector w k consists of the magnetic field inertial rate in Eq. (2) and the disturbance torque in Eq. (1). These quantities are defined as follows during the numerical integration interval:
The last 5 elements of the f x discrete-time dynamics function model the dynamics of the inertia matrix perturbations in x k . They are modeled as being constants. Thus,
for j = 4, 5, 6, 7, and 8
The least-squares cost function in Eq. (22b) can be interpreted as the negative of a loglikelihood function, which implies that the filter is a maximum-likelihood estimator. The weighting matrices w(k) R , 
, and ν k+1 are each Gaussian, zero-mean random vectors, then the weighting matrices define their covariances and cross-covariances: 
where the 3×2 matrix ) (b V is constructed so that its two columns are of unit length, orthogonal to is a 2-dimensional Gaussian random noise vector whose mean is zero and whose covariance matrix is the identity matrix. This approach for maintaining the normalization of the measured magnetic field is akin to the multiplicative update approach for maintaining quaternion normalization in an attitude determination extended Kalman filter 13 .
Extended Kalman Filter Algorithm Modifications
The EKF functions like the filter of Ref. 
. The second vector in this expression is straightforward to calculate:
. The first vector is harder to calculate. Suppose that one defines the a priori magnetic field direction vector as where
The x . This initialization accounts for the measurement at sample time t 0 . The first filter operation is dynamic propagation from sample time t 0 to sample time t 1 , and the second operation is the measurement update at time t 1 .
Linearized Observability Analysis
A linearized observability analysis can be performed on the EKF's system model. Such an analysis checks local observability. Local observability holds if there is a unique local minimum of the least-squares estimation problem that discards a priori information about the initial state and that sets the process noise to zero. Such an analysis is needed in order to verify the simultaneous observability of the 3 body-axis angular rates and the 5 inertia matrix perturbations.
The linearized observability analysis uses many of the same equations and operations as the EKF. The following are the two principal differences: First,
R is initialized to be 0.
Second, w k = 0 is enforced, which eliminates w k and the equation The system is locally observable if the rank of
R is full rank.
VI. Results
Experimental Data from a Spinning Sounding Rocket
The attitude rate estimation algorithms of this paper have been tested using data from the Cleft Accelerated Plasma Experimental Rocket (CAPER). CAPER was a sounding rocket that flew in Jan. 1999. It was launched from the Andoya Rocket Range in Norway, and its flight lasted over 1,200 s. Its attitude and attitude rate time histories have been estimated based on magnetometer, sun-sensor, and horizon-crossing-indicator data, which have been processed using a nonlinear smoother 9 . CAPER was a minor axis spin-stabilized spacecraft. It represents an interesting and challenging attitude rate estimation case because its nutation mode experienced unstable growth from an initial coning half angle of 20 deg to a coning half angle of more than 75 deg at the end of its flight 9 . This paper's new algorithms will be used to estimate CAPER's attitude rate from its magnetometer measurement time history, which was sampled at a nominal frequency of 4 Hz. The estimation results of Ref. 9 will then be used to provide "truth" rates for purposes of evaluating the rate estimates that are obtained using the new algorithms.
Results for the Deterministic Algorithm
The deterministic algorithm has been tried using various input parameters. Good results interval ranges from 2.6 spin periods at the beginning of the flight to 0.7 spin periods at the end, which also seems reasonable for purposes of averaging out noise effects.
Estimation results for this case are presented in Fig. 1 . The horizontal axis' time datum is set to zero at the apogee of the CAPER trajectory. The solid upper curve on the figure plots the magnitude of the estimated attitude rate ||ω est (t)|| vs t, and the dotted lower curve plots the magnitude of the estimation error ||ω est (t)-ω truth (t)|| vs t. The figure shows that the attitude rate error is small for most of the data run. It hovers near 5% of the true attitude rate. This indicates excellent performance of the deterministic algorithm. During one short period, however, there is an error spike; the magnitude of the rate error jumps to more than 25% of the actual attitude rate at about 430 s before apogee.
This error spike can be explained in terms of the nonlinear least-square cost function in Eqs.
(12) and (16). As previously noted, there can be two local minima of this quartic polynomial.
The error spike on Fig. 1 corresponds to a situation in which the nonlinear least squares problem has a second local minimum that is not the global minimum. If L b for this alternate local minimum is substituted into Eq. (6) to compute ω k , then the error spike disappears from Fig. 1 . There are two distinct local minima in fewer than 20% of the cases. In those cases, the non-globalminimizing L b provides a better attitude rate solution only when the two local minima yield leastsquares costs that are close to each other. These two facts make it fairly easy to determine whether or not the global minimum is likely to provide the best attitude rate estimate. In the great majority of cases, when the global minimum is deemed trustworthy due to the lack of a second local minimum or due to a large cost discrepancy between the two minima, the deterministic algorithm achieves attitude rate estimation errors that are no greater than about 5% of the actual spin rate. In the other cases, the EKF can be used to distinguish the best solution, as will be demonstrated later in this section. 
Extended Kalman Filter Results
The EKF of Section V has been tested on the CAPER data. One goal of this part of the study has been to test the filter's ability to converge from initial rate estimates that come from the deterministic algorithm. Another goal has been to test the accuracy of the EKF in comparison to that of the deterministic algorithm. A number of runs have been tried using various filter tunings and various initialization times during CAPER's flight.
The observability calculations of Section V have been performed during each EKF run. The
has been verified to be full rank in every case. Therefore, the attitude rate vector and the 5 inertia matrix perturbations are observable in the local linearized sense.
The EKF has been tested in a tough situation, one with significant initialization uncertainty due to the existence of two local minima of nearly equal cost in the deterministic rate estimation problem. A pair of EKF runs have been initialized at t 0 = -433.8 s. One run uses the initial ω that corresponds to the deterministic algorithm's global minimum, and the other run uses the initial ω that corresponds to the deterministic algorithm's other local minimum. At this initialization time the global minimum yields one of the deterministic algorithm's worst initial ω estimates, and the other local minimum yields the best initial ω estimate -review the error spike on Fig. 1 . These runs use the pre-launch estimate of the inertia matrix as the filter's nominal inertia matrix, I m0 of Eq. (24).
The filter uses the same tuning for both of these cases. The matrix. An improved value of I m0 reduces the magnitudes of the inertia correction transients. Initialization of the filter with angular rate estimates from the deterministic algorithm always produces excellent performance, except for the case noted in Fig. 2 , which corresponds to the error spike in Fig. 1 .
A surprising aspect of these results is that the EKF works well using a rigid-body model of the spacecraft. Reference 9's main point is that a rigid-body model is inadequate for attitude estimation for the CAPER mission because of the presence of significant flexible body effects.
One might think that the present results contradict those of Ref. 9 . This seeming discrepancy is easily resolved, however. Reference 9's difficulty with a rigid-body model stems from the fact that its filter/smoother estimates both attitude rate and attitude. The current filter only estimates attitude rate. If one integrates the difference between the two studies' attitude rate estimates, then one quickly builds up attitude errors of 20 deg and more. This is far more error than was noted for the attitude estimates of Ref. 9. The current filter is able to achieve reasonable attitude rate estimation performance because it can tolerate small rate errors that get caused by the inaccuracy of its rigid-body model. The filter/smoother of Ref. 9 does not have this luxury because these small rate errors integrate to become excessively large attitude errors.
VII. Conclusions
Two new attitude rate estimation algorithms have been developed for use on spacecraft, a delta(I mxx ) delta(I mxy ) delta(I mxz ) delta(I myy ) delta(I myz )
