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AN ELEMENTARY APPROACH TO FREE ENTROPY THEORY FOR
CONVEX POTENTIALS
DAVID JEKEL
Abstract. We present an alternative approach to the theory of free Gibbs states with
convex potentials. Instead of solving SDE’s, we combine PDE techniques with a notion of
asymptotic approximability by trace polynomials for a sequence of functions on MN (C)
m
sa
to prove the following. Suppose µN is a probability measure on on MN (C)
m
sa given by
uniformly convex and semi-concave potentials VN , and suppose that the sequence DVN is
asymptotically approximable by trace polynomials. Then the moments of µN converge to a
non-commutative law λ. Moreover, the free entropies χ(λ), χ(λ), and χ∗(λ) agree and equal
the limit of the normalized classical entropies of µN .
1. Introduction
1.1. Motivation and Main Ideas. Since Voiculescu introduced free entropy of a non-commutative
law in [38, 39, 40], a number of open problems have prevented a satisfying unification of the
theory (as explained in [41]). The free entropy χ was defined by taking the lim sup as N →∞
of the normalized log volume of the space of microstates, where the microstates are certain
tuples of N × N self-adjoint matrices having approximately the correct distribution. It is un-
clear whether using the lim inf instead of lim sup would yield the same quantity. Voiculescu
also defined a non-microstates free entropy χ∗ by integrating the free Fisher information of
X + t1/2S where S is a free semicirulcar family free from X , and conjectured that χ = χ∗.
Biane, Capitaine, and Guionnet [6] showed that χ ≤ χ∗ as a consequence of their large
deviation principle for the GUE (see also [17]). The proof relied on stochastic differential equa-
tions relative to Hermitian Brownian motion and analyzed exponential functionals of Brownian
motion. Recent work of Dabrowski [13] combined these ideas with stochastic control theory
and ultraproduct analysis in order to show that χ = χ∗ for free Gibbs states defined by a
convex and sufficiently regular potential. This resolves this part of the unification problem for
a significant class of non-commutative laws.
This paper will prove a similar result to Dabrowski’s using deterministic rather than stochas-
tic methods. We want to argue as directly as possible that the classical entropy and Fisher’s
information of a sequence of random matrix models converge to their free counterparts. Let
us motivate and sketch the main ideas, beginning with the heuristics behind Voiculescu’s non-
microstates entropy χ∗.
Consider a non-commutative law λ of an m-tuple and suppose λ is the limit of a sequence
of random N × N matrix distributions µN given by convex, semi-concave potentials VN :
MN (C)
m
sa → R. Let σt,N be the distribution of m independent GUE matrices which each have
normalized variance t, and let σt be the non-commutative law of m free semicircular variables
which each have variance t. Let VN,t be the potential corresponding to the convolution µN ∗σt,N .
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The classical Fisher information I satisfies
d
dt
1
N2
h(µN ∗ σt,N ) = 1
N3
I(µN ∗ σt,N ) =
∫
‖DVN,t(x)‖22 d(µN ∗ σt,N )(x),
and from this we deduce that
1
N2
h(µN ) +
m
2
logN =
1
2
∫ (
m
1 + t
− 1
N3
I(µN ∗ σt,N )
)
dt+
m
2
log 2πe.
As N → ∞, we expect the left hand side to converge to the microstates free entropy χ(λ)
because the distribution µN should be concentrated on the microstate spaces of the law λ. On
the other hand, we expect the right hand side to converge to the Voiculescu’s non-microstates
free entropy χ∗(λ) defined by
χ∗(λ) =
1
2
∫ (
m
1 + t
− Φ∗(λ⊞ σt)
)
dt+
m
2
log 2πe,
where Φ∗ is the free Fisher information and λ⊞ σt is the free convolution [40].
Under suitable assumptions on VN , the microstates free entropy χ(λ) is the lim sup of normal-
ized classical entropies of µN . On the right hand side, we want to show that N
−3I(µN ∗σt,N )→
Φ∗(λ⊞ σt) for all t ≥ 0. Since the Fisher information is the L2(µN ) norm squared of the score
function or (classical) conjugate variable DVN,t(x), we want to prove that the classical conju-
gate variables DVN,t(x) behave asymptotically like the free conjugate variables for λ ⊞ σt for
all t.
This would not be surprising because classical objects associated to invariant random matrix
ensembles often behave asymptotically like their free counterparts. For instance, Biane showed
that the entrywise Segal-Bargman transform of non-commutative functions evaluated on N×N
matrices can be approximated by the free Segal-Bargman transform computed through analytic
functional calculus [5]. Similarly, Guionnet and Shlyakhtenko showed that classical monotone
transport maps for certain random matrix models approximate the free monotone transport
[22, Theorem 4.7]. Moreover, Dabrowski’s approach to prove χ = χ∗ involved constructing
solutions to free SDE as ultraproducts of the solutions to classical SDE [13].
In section 3.4, we make precise the idea that a sequence of functions on MN(C)
m
sa has a
“well-defined, non-commutative asymptotic behavior” by defining asymptotic approximability
by trace polynomials (Definition 3.24). We assume thatDVN at time zero has the approximation
property and must show that the same is true for DVN,t for all t.
First, we show that this property is preserved under several operations on sequences, includ-
ing composition and convolution with the Gaussian law σN,t (see §3.4). Then in §6 we analyze
the PDE that describes the evolution of VN,t. We show that for all t the solution can be ap-
proximated in a dimension-independent way by applying a sequence of simpler operations, each
of which preserves asymptotic approximability by trace polynomials. We conclude that if the
initial data DVN is asymptotically approximable by trace polynomials, then so is DVN,t, and
hence we obtain convergence of the classical Fisher information to the free Fisher information.
This proves the equality χ(λ) = χ∗(λ) whenever a sequence of log-concave random matrix
models µN converges to λ in an appropriate sense (Theorem 7.1). Another result (Theorem
4.1), proved by similar techniques, establishes sufficient conditions for a sequence of log-concave
random matrix models µN to converge in moments to a non-commutative law λ, so that The-
orem 7.1 can be applied. As a consequence, we show that χ = χ∗ for a class of free Gibbs
states.
1.2. Main Results. To fix notation, let MN(C)
m
sa be space of m-tuples x = (x1, . . . , xm) of
self-adjointN×N matrices and let ‖x‖2 = (
∑
j τN (x
2
j ))
1/2, where τN = (1/N)Tr. We denote by
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‖x‖∞ the maximum of the operator norms ‖xj‖. Recall that a trace polynomial f(x1, . . . , xm)
is a linear combination of terms of the form
p(x)
n∏
j=1
τ(pj(x)),
where p and pj are non-commutative polynomials in x1, . . . , xm.
Consider a sequence of potentials VN :MN(C)
m
sa → R such that VN (x)− (c/2)‖x‖22 is convex
and VN (x) − (C/2)‖x‖22 is concave for some 0 < c < C. Define the associated probability
measure µN by
dµN (x) =
1
ZN
e−N
2VN (x) dx, ZN =
∫
MN (C)msa
e−N
2VN (x) dx.
Assume that the sequence of normalized gradients DVN (x) = N∇VN (x) is asymptoticallly
approximable by trace polynomials in the sense that for every ǫ > 0 and R > 0, there exists a
trace polynomial f(x) such that
lim sup
N→∞
sup
‖x‖
∞
≤R
‖DVN (x)− f(x)‖2 ≤ ǫ,
where ‖x‖∞ denotes the maximum of the operator norms of the xj ’s. Also, assume that∫
(x− τN (x)) dµN (x) is bounded in operator norm as N →∞ (it will be zero if µN is unitarily
invariant or has expectation zero). In this case, we have the following. (To clarify the larger
picture, we include statements of the concentration estimates (1) and (3), although these are
standard and not proved in this paper.)
(1) There exists a constant R0 such that µN (‖x‖∞ ≥ R0 + δ) ≤ me−cNδ
2/2 for δ > 0.
(2) There exists a non-commutative law λ such that
lim
N→∞
∫
τN (p(x)) dµN (x) = λ(p)
for every non-commutative polynomial p.
(3) The measures µN exhibit exponential concentration around λ, in the sense that
lim
N→∞
1
N2
logµN (‖x‖∞ ≤ R, |τN (p(x)) − λ(p)| ≥ δ) < 0
for every R > 0 and every non-commutative polynomial p.
(4) The law λ has finite free entropy and we have
χ(λ) = χ(λ) = χ∗(λ) = lim
N→∞
1
N2
(
h(µN ) +
m
2
logN
)
,
where χ and χ are respectively the lim sup and lim inf versions of microstates free
entropy, χ∗ is the non-microstates free entropy, and h is the classical entropy.
(5) The same holds for µN ∗ σt,N and λ⊞ σt, where σt,N is the law of m independent GUE
matrices with variance t and σt is the law of m free semicircular variables with variance
t.
(6) The law λ has finite free Fisher information. If I is the classical Fisher information
and Φ∗ is the free Fisher information, then
lim
N→∞
1
N3
I(µN ∗ σt,N ) = Φ∗(λ⊞ σt).
(7) The functions t 7→ 1N3 I(µN ∗ σt,N ) and t 7→ Φ∗(λ⊞ σt) are decreasing and Lipschitz in
t with the absolute value of the derivative bounded by C2m(1 + Ct)−2.
4 DAVID JEKEL
Here claims (1) through (3) come from Theorem 4.1, which is similar to the earlier results
[21, Theorem 4.4], [15, Proposition 50 and Theorem 51], [13, Theorem 4.4] plus standard results
on concentration of measure. Claims (4) through (7) come from Theorem 7.1, which is similar
to [13, Theorem A].
In particular, we recover Dabrowski’s result [13, Theorem A] that χ(λ) = χ(λ) = χ∗(λ)
when the law λ is a free Gibbs state given by a sufficiently regular convex non-commutative
potential V (X), because taking VN = V will define a sequence of random matrix models µN
which concentrate around the non-commutative law λ.
Unlike Dabrowski, we do not provide an explicit formula for (d/dt)Φ(λ ⊞ σt). However,
we are able to prove that Φ(λ ⊞ σt) is Lipschitz in t rather than merely having a derivative
in L2(dt) (and hence being Ho¨lder 1/2 continuous) as shown by Dabrowski. Our results also
allow slightly more flexibility in the choice of random matrix models, so that we do not have to
assume that VN is given by exactly the same formula for every N or that VN is exactly unitarily
invariant.
1.3. Organization of Paper. Section 2 establishes notation and reviews basic facts from
non-commutative probability and random matrix theory.
Section 3 defines the algebra of trace polynomials and describes how they behave under differ-
entiation and convolution with Gaussians. We then introduce the notion that a sequence {φN}
of functions MN(C)
m
sa → MN(C)msa or C is asymptotically approximable by trace polynomi-
als. We show that this approximation property is preserved under several operations including
composition and Gaussian convolution.
Section 4 proves Theorem 4.1 concerning the convergence of moments for the measure µN
(claims (1) - (3) of §1.2). We evaluate ∫ u dµN for a Lipschitz function u as limt→∞ T VNt u,
where T VNt is the semigroup such that ut = T
VN
t u solves the equation ∂tut = (1/2N)∆ut −
(N/2)∇V · ∇ut. We approximate T VNt by iterating simpler operations in order to show that if
N∇Vn and uN are asymptotically approximable by trace polynomials, then so is T VNt uN , and
hence that limN→∞
∫
uN dµN exists.
Section 5 reviews the defintions of free entropy and Fisher’s information. We also show that
the microstates free entropies χ(λ) and χ(λ) are the lim sup and lim inf of normalized classical
entropies of µN , provided that µN concentrates around λ and satisfies some mild operator norm
tail bounds, and that {VN} is asymptotically approximable by trace polynomials. Similarly, if
{N∇VN} is asymptotically approximable by trace polynomials, then the normalized classical
Fisher information converges to the free Fisher information.
Section 6 considers the evolution of the potential VN (x, t) corresponding to µN ∗σt,N , where
σt,N is the law of m independent GUE of variance t. Our goal is to show that if N∇VN (x, 0)
is asymptotically approximable by trace polynomials, then so is N∇VN (x, t) for all t > 0, so
that we can apply our previous result that the classical Fisher information converges to the
free Fisher information. As in §4, we construct the semigroup Rt which solves the PDE as a
limit of iterates of simpler operations which are known to preserve asymptotic approximation
by trace polynomials.
Section 7 concludes the proof of our main theorem on free entropy and Fisher’s information
(Theorem 7.1), which establishes claims (4) - (7) of §1.2, assuming a weakened version of the
hypothesis and conclusion of Theorem 4.1.
In section 8, we characterize the limiting laws λ which arise in Theorem 4.1 as the free Gibbs
states for a certain class of potentials. In particular, we apply Theorem 7.1 to show that χ = χ∗
for several types of free Gibbs states considered in previous literature.
1.4. Acknowledgements. I thank Timothy Austin, Guillaume Ce´bron, Yoann Dabrowski,
Alice Guionnet, Benjamin Hayes, Dimitri Shlyakhtenko, Terence Tao, Yoshimichi Ueda, and
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2. Preliminaries
The first subsection 2.1 fixes certain notations which will be used throughout the paper. The
other subsections of §2 discuss background that they reader may refer to as needed.
2.1. Notation for Matrix Algebras. Let MN(C) denote the N × N matrices over C and
let MN (C)sa be the self-adjoint elements. Note that MN(C)
m
sa is a real inner product space
with the inner product 〈x, y〉Tr :=
∑m
j=1 Tr(xjyj) for x = (x1, . . . , xm) and y = (y1, . . . , ym).
Moreover, MN (C) can be canonically identified with the complexification C ⊗R MN (C)sa by
decomposing a matrix into its self-adjoint and anti-self-adjoint parts.
Being a real-inner product space, MN(C)sa is isomorphic to R
mN2 . An explicit choice of
coordinates can be made using the following orthonormal basis for MN (C)sa:
(2.1) BN = {Ek,k}Nk=1 ∪
{
1√
2
Ek,ℓ +
1√
2
Eℓ,k
}
k<ℓ
∪
{
i√
2
Ek,ℓ − i√
2
Eℓ,k
}
k<ℓ
.
This basis has the property that for any x, y, z ∈MN (C), we have
(2.2)
∑
b∈BN
xbybz = xzTr(y),
which follows from an elementary computation.
We denote the norm corresponding to Tr by | · | (essentially the Euclidean norm). We
denote the normalized trace by τN =
1
N Tr. We denote the corresponding inner product by
〈x, y〉2 =
∑m
j=1 τN (xjyj) and the norm by ‖·‖2. For x ∈MN (C), we denote the operator norm
by ‖x‖. Similarly, if x = (x1, . . . , xm) ∈MN(C)m, we denote ‖x‖∞ = maxj‖xj‖.
The symbols ∇ and ∆ will respresent the gradient and Laplacian operators with respect
to the coordinates of MN(C)sa in the non-normalized inner product 〈·, ·〉Tr. The symbols
D and LN will denote the normalized versions N∇ and (1/N)∆ respectively, as well as the
corresponding linear transformations on the algebra of trace polynomials. This normalization
and notation will be explained and justified in §3.2.
2.2. Non-Commutative Probability Spaces and Laws. The following are standard defi-
nitions and facts in non-commutative probability. For further background, see [42, 27].
Definition 2.1. A von Neumann algebra is a unital C-algebra M of bounded operators on a
Hilbert space H which is closed under adjoints and closed in the weak operator topology.
Definition 2.2. A tracial von Neumann algebra or non-commutative probability space is a von
Neumann algebra M together with a bounded linear map τ : M→ C which is continuous in
the weak operator topology and satisfies τ(1) = 1, τ(xy) = τ(yx), and τ(x∗x) ≥ 0. The map τ
is called a trace.
Definition 2.3. For m ≥ 1, we denote by NCPm = C〈X1, . . . , Xm〉 the algebra of non-
commutative polynomials in X1, . . . , Xm. A non-commutative law (for an m-tuple) is a map
λ : NCPm → C such that
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(1) λ is linear,
(2) λ is unital (that is, λ(1) = 1),
(3) λ is completely positive, that is, for any matrix P with entries in C〈X1, . . . , Xm〉, the
matrix λ(P ∗P ) is positive semi-definite.
(4) λ is tracial, that is, λ(p(X)q(X)) = λ(q(X)p(X)).
We denote by Σm the space of non-commutative laws equipped with the topology of pointwise
convergence on C〈X1, . . . , Xm〉, that is, convergence in non-commutative moments.
Definition 2.4. We say that a non-commutative law λ is bounded by R if we have
|λ(Xi1 , . . . , Xin)| ≤ Rn.
We denote the space of such laws by Σm,R.
Definition 2.5. Suppose that x1, . . .xm are bounded self-adjoint elements of a tracial von
Neumann algebra (M, τ). Then the law of x = (x1, . . . , xm) is the map
λx : C〈X1, . . . , Xn〉 → C : p(X) 7→ τ(p(x)).
Definition 2.6. Let MN (C) be the algebra of N × N matrices over C. Let τN = 1N Tr be
the normalized trace. Then (MN(C), τN ) is a tracial von Neumann algebra, and hence for any
tuple of self-adjoint matrices x = (x1, . . . , xm), the law λx is defined by Definition 2.5.
Proposition 2.7. The space Σm,R is compact, separable, and metrizable. Moreover, every
µ ∈ Σm,R can be realized as λx for some tuple x = (x1, . . . , xm) of self-adjoint elements of a
tracial von Neumann algebra (M, τ) with ‖x‖∞ ≤ R.
2.3. Non-commutative Lα-norms. On several occasions, we will need to use the non-commutative
Lα norms for α ∈ [1,+∞]. (Here we use α rather than p since the letter p will often be used
for a polynomial.) If y is any element of a tracial von Neumann algebra (M, τ), then we de-
fine |y| = (y∗y)1/2 defined using continuous functional calculus. For α ∈ [0,+∞), we define
‖y‖α = τ(|y|α)1/α. We also define ‖y‖∞ to be the operator norm.
Proposition 2.8. If (M, τ) is a tracial von Neumann algebra and α ∈ [1,+∞], then ‖·‖α
defines a norm. Moreover, we have the non-commutative Ho¨lder inequality
‖x1 . . . xn‖α ≤ ‖x1‖α1 . . . ‖xn‖αn
whenever
1
α1
+ · · ·+ 1
αn
=
1
α
.
Moreover, we have |τ(y)| ≤ ‖y‖1.
A standard proof of the Ho¨lder inequality uses polar decomposition, complex interpolation,
and the three lines lemma. We will in fact only need this inequality for the trace τN onMN(C).
Modulo renormalization of the trace, the inequality for matrices follows from the treatment of
trace-class operators in [34]; see especially Thm. 1.15 and Thm. 2.8, as well as the references
cited on p. 31. For the setting of von Neumann algebras, a convenient proof can be found in
[12, Thm. 2.4 - 2.6]; for an overview and further history see [29, §2].
Remark 2.9. One can define the non-commutative Lα norm for a tuple (y1, . . . , ym) as
‖(y1, . . . , ym)‖α =
{
τ(|y1|α + · · ·+ |ym|α)1/α, α ∈ [1,+∞)
maxj‖yj‖, α = +∞.
However, for tuples, we will only need to use the 2 and ∞ norms.
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2.4. Free Independence, Semicircular Law, and GUE. We will use the following standard
definitions and facts from free probability. For further background, refer to [36, 37, 42, 27, 1].
Let (M, τ) be a tracial von Neumann algebra, and let A1, . . . , An be unital ∗-subalgebras
of M. Then we say that A1, . . . , Am are freely independent if given a1, . . . , ak with aj ∈ Aij
and ij 6= ij+1 and τ(aj) = 0 for each j, we have also τ(a1 . . . ak) = 0.
In particular, if S1, . . . , Sn are subsets of M, then we say that they are freely independent
if the unit ∗-subalgebras they generate are freely independent. Thus, for instance, self-adjoint
elements x1, . . . , xm of M are freely independent if given polynomials f1, . . . , fk and indices
i1, . . . , ik with ij 6= ij+1 such that τ(fj(Xij )) = 0, we have also τ(f1(Xi1) . . . fk(Xik)) = 0.
The free convolution of two non-commutative laws µ and ν (of self-adjoint m-tuples) is
defined as the non-commutative law of (x1 + y1, . . . , xm + ym), given that {x1, . . . , xm} and
{y1, . . . , ym} are freely independent and the non-commutative law of (x1, . . . , xm) is µ, and the
non-commutative law of (y1, . . . , ym) is ν. Then ⊞ is well-defined, independent of the particular
choice of operators that realize the laws µ and ν. Moreover, ⊞ commutative and associative.
If X1, . . . , Xm are freely independent, then their joint law is determined by the individual
laws of the Xj ’s, each of which is represented by a compactly supported probability measure
on R. The semicircle law (of mean zero and variance 1) is the probability measure given by
density (1/2π)
√
4− x21[−2,2](x) dx. We denote by σt the non-commutative law of m freely
independent semicircular random variables which each have mean zero and variance t (that is,
σt(Xj) = 0 and σt(X
2
j ) = t).
These free semicircular families play the role of multivariable Gaussians in free probability.
Moreover, they form a semigroup under free convolution, that is, σs ⊞ σt = σs+t.
We denote by σt,N the probability distribution onMN(C)
m
sa form independent GUE matrices
of normalized variance t, that is,
dσt,N (x) =
1
ZN,t
exp
−N m∑
j=1
Tr(x2j )/2t
 dx,
where ZN,t is chosen so that σt,N is a probability measure. It is well known that the indepen-
dent GUE matrices behave in the limit like freely independent semicircular random variables,
although we shall directly prove the specific properties we use in §3.
2.5. Concentration and Operator Norm Tail Bounds. The following is a standard con-
centration estimate for uniformly log-concave random matrix models. The best known proof
goes through the log-Sobolev inequality and Herbst’s argument (see [1, §4.4.2]), although it can
also be proved directly using the heat semigroup directly as in [26]. We state the theorem here
with free probabilistic normalizations.
Theorem 2.10. Suppose that V :MN (C)
m
sa → R is a potential such that V (x) − (c/2)‖x‖22 is
convex. Define
dµ(x) =
1
Z
exp(−N2V (x)) dx, Z =
∫
exp(−N2V (x)) dx.
Suppose that f :MN(C)
m
sa → R is K-Lipschitz with respect to ‖·‖2. Then
µ(x : f(x)− ∫ f dµ ≥ δ) ≤ ecN2δ2/2K2 ,
and since the same estimate can be applied to −f , we have also
µ(x : |f(x)− ∫ f dµ| ≥ δ) ≤ 2e−cN2δ2/2K2 .
In particular, this concentration estimate applies to the GUE law σt,N with c = 1/t. In
addition to the concentration estimate, we will also use the fact that such uniformly convex
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random matrix models have subgaussian moments and therefore have good tail bounds on the
probability of large operator norm. The following theorem is a special case of [23, Theorem
1.1] and the application to random matrix models is taken from the proof of [20, Theorem 3.4].
Theorem 2.11. Let V and µ be as in Theorem 2.10, and suppose that f : MN (C)
m
sa → R is
convex. Let a =
∫
x dµ(x). Then∫
f(x− a) dµ(x) ≤
∫
f(y) dσc−1,N (y).
In particular, if ‖x‖α denotes the Lα norm from §2.3, then for every α ∈ [1,+∞] and β ∈
[1,+∞), we have ∫
‖xj − aj‖βα dµ(x) ≤
∫
‖yj‖βα dσc−1,N (y).
Proof. The convexity assumption on V means that µ has a log-concave density with respect to
the Gaussian measure σc−1,N (y). Therefore, the first claim follows from Harge´’s theorem [23,
Theorem 1.1]. The second claim follows because norms on vector spaces are convex functions,
and the function t 7→ tβ is convex for β ≥ 1. 
Corollary 2.12. Let VN :MN(C)sa → R be a function such that VN (x)− (c/2)‖x‖22 is convex
and let µN be the corresponding measure. Let aN,j =
∫
xj dµN (x). Then
lim sup
N→∞
∫
‖xj − aN,j‖ dµN (x) ≤ 2c−1/2,
and
µN (x : ‖xj‖ ≥
∫ ‖yj‖ dµN (yj) + δ) ≤ e−cδ2N/2.
Proof. In light of Theorem 2.11, for the first claim of the Corollary, it suffices to check the
special case σc−1,N . This special case is a standard result in random matrix theory; see for
instance the proof of [1, Theorem 2.1.22]. The second claim follows from Theorem 2.10 after
we observe that the function on MN (C)
N
sa given by x 7→ ‖xj‖∞ is N1/2-Lipschitz with respect
to ‖·‖2. 
2.6. Semi-convex and Semi-concave functions. We recall the following terminology and
facts about semi-convex and semi-concave functions. These facts are typically applied to func-
tions from Rn → R, but of course they hold equally well if Rn is replaced by a finite-dimensional
real inner product space. In particular, we focus on the case of MN (C)
m
sa.
A function u : MN (C)
m
sa → R is semi-convex if there exists some c ∈ R such that u(x) −
(c/2)‖x‖22 is convex. If this holds for some c > 0, then u is said to be uniformly convex. Similarly,
u :MN(C)
m
sa → R is said to be semi-concave if there exists C ∈ R such that u(x)− (C/2)‖x‖22
is concave, and it is uniformly concave if this holds for some C < 0.
Fix m and N . For c ≤ C be real numbers. Then we define
Em,N(c, C) = {u :MN (C)msa → R : u(x)−(c/2)‖x‖22 is convex and u(x)−(C/2)‖x‖22 is concave}.
We will often suppress m and N in the notation and simply write E(c, C). Throughout the
paper, we rely on the following basic properties of functions in E(c, C).
Proposition 2.13.
(1) The space E(c, C) is closed under translation, averaging with respect to probability mea-
sures, and pointwise limits.
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(2) A function u is in E(c, C) if and only if for every point x0 ∈ MN(C)msa, there exists
some p ∈MN (C)msa such that
u(x0) + 〈p, x− x0〉2 +
c
2
‖x− x0‖22 ≤ u(x) ≤ u(x0) + 〈p, x− x0〉2 +
C
2
‖x− x0‖22.
(3) In particular, if u ∈ E(c, C), then u is differentiable everywhere.
(4) If u ∈ E(c, C), then the gradient Du is max(|c|, |C|)-Lipschitz with respect to ‖·‖2.
(5) If u ∈ E(c, C), then
c‖x− y‖22 ≤ 〈Du(x)−Du(y), x− y〉2 ≤ C‖x− y‖22.
(6) If u ∈ E(c, C) for some c > 0, then u is bounded below and achieves a global minimum
at its unique critical point.
Sketch of proof. (1) One follows from elementary computation and the fact that the same holds
for the class of convex functions.
(2), (3) The convex functions u(x)− (c/2)‖x‖22 and (C/2)‖x‖22 − u(x) must have supporting
hyperplanes at x0. This yields one vector p which satisfies the left inequality of (2) and another
vector p′ satisfying the right inequality. Then one checks that p must equal p′ and this implies
that u is differentiable at x0.
(4), (5) One can check these inequalities for smooth functions in Ec,C directly using Taylor
expansions and calculus. Consider a general u ∈ Ec,C . Let un = u ∗ ρn, where ρn be a smooth
probability density supported in the ball of radius 1/2 around 0. Then un is smooth and
un → u locally uniformly. Also, un ∈ Ec,C by (1), hence Dun is max(|c|, |C|)-Lipschitz. By
the Arzela-Ascoli theorem, after passing to a subsequence, we may assume that Dun converges
locally uniformly to some F . It follows from local uniform convergence of Dun that F = Du.
Moreover, since (4) and (5) hold for Dun, they also hold for Du. 
3. Trace Polynomials
In this secion, we consider the algebra of trace polynomials in non-commutative variablesX1,
. . . , Xm, first defined in [31], [32]. As in [30], [9], [16], we describe how trace polynomials behave
under differentiation (§3.2) and convolution with Gaussian (§3.3). Finally, in §3.4, we define
the property of asymptotic approximability by trace polynomials for a sequence of functions
on MN (C)
m
sa, which is one of the key technical tools in our proof.
3.1. Definition.
Definition 3.1. We define the algebra of scalar-valued trace polynomials, or TrP0m, as follows.
Let V be the vector space NCPm / Span(pq − qp : p, q ∈ NCPm). We define the vector space
(3.1) TrP0m =
∞⊕
n=0
V⊙n,
where ⊙ is the symmetric tensor power over C. Then TrP0m forms a commutative algebra
with the tensor operator ⊙ as the multiplication. We denote the element p1 ⊙ · · · ⊙ pn by
τ(p1) . . . τ(pn) where τ is a formal symbol.
To state the definition more suggestively, an element of TrP0m is a linear combination of
terms of the form τ(p1(X)) . . . τ(pn(X)) where p1, . . . , pn are non-commutative polynomials
in X1, . . . , Xm and τ is a formal symbol thought of as the trace. By forming a quotient vector
space, we identify τ(pq) with τ(qp). The trace polynomials form a commutative ∗-algebra TrP0m
over C where the ∗-operation is
(3.2) (τ(p1(X)) . . . τ(pn(X)))
∗ = τ(p1(X)
∗) . . . τ(pn(X)
∗)
10 DAVID JEKEL
and the multiplication operation is the one suggested by the notation.
We define TrPkm to be the vector space
TrPkm := TrP
0
m⊗C〈X1, . . . , Xm〉⊗k.
We call the elements of TrP1m operator-valued trace polynomials. We use the term trace poly-
nomials more generally to describe elements of TrPkm or tuples of elements from TrP
k
m. Note
that TrP1m forms a ∗-algebra because it is the tensor products of two ∗-algebras.
Definition 3.2. Suppose that M is a von Neumann algebra with trace σ. Given f ∈ TrP1m
and a self-adjoint tuple x = (x1, . . . , xm) of elements ofM, we define f(x) to the element ofM
given by formally evaluating f with the formal symbol X repalce by x and the formal symbol
τ replaced with σ. For instance if f(X) = p0(X)⊗ τ(p1(X)) . . . τ(pn(X)) in TrP1m, then
f(x) = p0(x)σ(p1(x)) . . . σ(pn(x)).
In particular, we define f(x) when x is an m-tuple of self-adjoint N × N matrices by setting
τ = τN .
Definition 3.3. If f ∈ TrP0m and λ is a non-commutative law, we define the evaluation λ(f)
to be the number obtained by replacing the symbol τ with λ everywhere in f . For example, if
f(X1, X2, X3) = τ(X1)τ(X2X3) + τ(X
2
2 ), then we define
λ(f) = λ(f(X1, . . . , Xm)) = λ(X1)λ(X2X3) + λ(X
2
2 ).
Definition 3.4. We define the degree for elements of NCPm and TrP
k
m as follows. If p ∈ NCPm
is a monomial p(X1, . . . , Xm) = Xi1 . . . Xid , then we define deg
′(p) = d. If p1, . . . , pℓ and q1,
. . . , qk are non-commutative monomials, then consider the element τ(p1) . . . τ(pℓ)q1⊗· · ·⊗qk ∈
TrPkm, and define
deg′(τ(p1) . . . τ(pℓ)q1 ⊗ · · · ⊗ qk) = deg′(p1) . . . deg′(pℓ) deg′(q1) . . . deg′(qk).
For general f ∈ TrPkm, we define the degree deg(f), as the infimum of max(deg′(f1), . . . , deg′(fℓ)),
where f = f1 + · · · + fℓ and each fj is a product of non-commutative monomials and traces
of non-commutative monomials as above. Similarly, for general f ∈ NCPm, we define deg(f)
as the infimum of max(deg′(f1), . . . , deg
′(fℓ)) where f = f1 + · · · + fℓ and each fj is a non-
commutative monomial.
Remark 3.5. One can check that if f is a product of monomials as above, then deg(f) = deg′(f).
Moreover, the degree makes TrP0m and TrP
1
m into graded algebras. Finally, we observe that
f ∈ TrP0m or TrP1m, then the function on MN(C)msa defined by x 7→ f(x) is a polynomial in the
entries of x1,. . . , xm, and the degree of x 7→ f(x) with respect to the entries is bounded above
by the degree of f in TrP0m or TrP
1
m. None of these facts will be used in what follows, so we
omit the proofs.
We also observe that there is a composition operation (TrP1m)
m × (TrP1m)m → (TrP1m)m
defined just as one would expect from manipulations in MN(C). If f, g ∈ (TrP1m)m, we define
f(g(x)) by substituting gj(x) as the j-th argument of f . Then we multiply elements out by
treating the terms of the form τ(p) like scalars. For instance, if f(Y1, Y2) = (τ(Y1Y2)Y2, Y1 +
τ(Y 21 )Y2) and g(X1, X2) = (τ(X1)X2 +X1, X1), then f ◦ g(X1, X2) = (Z1, Z2), where
Z1 = (τ [τ(X1)X2 +X1]X1)X1 = τ(X1)τ(X2X1)X1 + τ(X
2
1 )X1
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and
Z2 = τ(X1)X2 +X1 +X1τ [(τ(X1)X2 +X1)
2]
= τ(X1)X2 +X1 + τ [τ(X1)
2X22 + τ(X1)X2X1 + τ(X1)X1X2 +X
2
1 ]X1
= τ(X1)X2 +X1 + [τ(X1)
2τ(X22 ) + τ(X1)τ(X2X1) + τ(X1)τ(X1X2) + τ(X
2
1 )]X1
= τ(X1)X2 +X1 + τ(X1)
2τ(X22 )X1 + 2τ(X1)τ(X2X1)X1 + τ(X
2
1 )X1.
One can check that composition on (TrP1m)
m is well-defined. Moreover, if f and g are self-
adjoint elements of (TrP1m)
m, then they define functionsMN(C)
m
sa →MN (C)msa, and the element
f ◦ g ∈ (TrP1m)m defined abstractly will product a function MN(C)msa →MN(C)msa which is the
composition of the corresponding functions for f and g.
3.2. Differentiation of Trace Polynomials. In this section, we give explicit formulas for
the gradient and Laplacian of trace polynomials and in particular show that these operations
have a well-defined limit as N → ∞ (see [30], [9], [16, §3]). We first recall the free difference
quotients of Voiculescu [40].
Definition 3.6. We define the free difference quotient (or simply non-commutative derivative)
Dj : NCPm → NCPm⊗NCPm by
Dj [Xi1 . . .Xin ] =
∑
k:ik=j
Xi1 . . .Xik−1 ⊗Xik+1 . . . Xin .
We also define Dj : NCP⊗nm → NCP⊗n+1m by
Dj [p1 ⊗ · · · ⊗ pn] =
n∑
k=1
p1 ⊗ · · · ⊗ pk−1 ⊗Djpk ⊗ pk+1 ⊗ · · · ⊗ pn.
Then of course Dkj is a well-defined map NCP⊗nm → NCP⊗n+km .
Remark 3.7. We caution the reader that the normalization for Dnj f here differs from that of
[40] by a factor of n!.
Definition 3.8. We define the cyclic derivative D◦j : NCPm → NCPm as the linear map given
by
D◦j [Xi1 . . . Xin ] =
∑
k:ik=j
Xik+1 . . . XinXi1 . . .Xik−1 .
Definition 3.9. Given an algebra A (e.g. NCPm), we define the hash operation as the bilinear
map (A ⊗A)×A given by (a1 ⊗ a2)#b = a1ba2.
Example 3.10. Let X = (X1, X2, X3) and define f(X) = X1X2X
2
1X3X2. Then
D1f(X) = 1⊗X2X21X3X2 +X1X2 ⊗X1X3X2 +X1X2X1 ⊗X3X2
D◦1f(X) = X2X21X3X2 +X1X3X2X1X2 +X3X2X1X2X1,
D1f(X)#Y = Y X2X21X3X2 +X1X2Y X1X3X2 +X1X2X1Y X3X2.
To compute D21f(X) = D1[D1f(X)], we would add together the three terms
D1[1⊗X2X21X3X2] = 1⊗X2 ⊗X1X3X2 + 1⊗X2X1 ×X3X2
D1[X1X2 ⊗X1X3X2] = 1⊗X2 ⊗X1X3X2 +X1X2 ⊗ 1⊗X3X2
D1[X1X2X1 ⊗X3X2] = 1⊗X2X1 ⊗X3X2 +X1X2 ⊗ 1⊗X3X2.
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Now we can define derivatives for scalar-valued and non-commutative trace polynomials that
correspond with differentiation with respect to the standard coordinates onMN(C)
m
sa. We begin
with the gradient.
To fix notation, recall that in §2.1 we gave a canonical orthonormal basis for MN (C)sa
with respect to the inner product 〈x, y〉 = Tr(x∗y). Using these coordinates, we may iden-
tify MN (C)sa with R
N2 and hence identify MN (C)
m
sa with R
mN2 . Similarly, we identify the
complexification C ⊗MN (C)msa with MN(C)m and with CmN
2
. For f : MN(C)
m
sa → C and
x = (x1, . . . , xm) ∈MN(C)msa, we denote by ∇f(x) ∈MN (C)m the gradient computed in these
coordinates; similarly, we denote by∇jf(x) ∈MN(C) the gradient with respect to xj computed
in these coordinates.
Definition 3.11. Define the jth gradient operator TrP0m → TrP1m by
(3.3) Dj
[
n∏
k=1
τ(pk)
]
=
n∑
k=1
D◦j pk
∏
ℓ 6=k
τ(pℓ).
Note that Dj is defined so as to obey the Leibniz rule (that is, it is a derivation).
Lemma 3.12. If f ∈ TrP0m is viewed as a function MN(C)msa →MN (C)m = C, then we have
(3.4) ∇j [f(x)] = 1
N
[Djf ](x).
Similarly, for F : MN(C)
m
sa → MN (C)m, let JjF denote the Jacobian linear transformation
(a.k.a. Fre´chet derivative) with respect to xj . Then for a non-commutative polynomial p, we
have
(3.5) [Jjp(x)](y) = [Djp](x)#y,
and hence by the product rule for p ∈ NCPm and f ∈ TrP0m, we have
(3.6) [Jj(pf)(x)](y) = ([Djp](x)#y)f(x) + p(x)τN ([Djf ](x)y).
Proof. By standard computations, for a non-commutative polynomial p and y ∈MN (C)sa, we
have
[Jjp(x)](y) = [Djp](x)#y
∇j [τN (p)](x) = 1
N
[D◦j p](x).
The claims (3.4) and (3.6) now follow from the product rule. 
Next, we can define the algebraic Laplacian operators on TrP0m and TrP
1
m, which correspond
to computing the Laplacian on scalar-valued or vector-valued functions onMN (C)
m
sa, still using
the coordinates given in §2.1.
For f :MN (C)
m
sa → C, let ∆jf be the Laplacian with respect to the coordinates of the j-th
matrix xj . Note that ∆f =
∑m
j=1∆jf . Similarly, if f : MN(C)
m
sa → MN (C) is an operator-
valued function, we define ∆jf and ∆f by applying ∆j and ∆ entrywise (as is standard notation
for the Laplacian of a vector-valued function).
Motivated by (2.2) and the computation in Lemma 3.18 below, we define the map η :
NCP⊗3m → TrP1m by
η(p1 ⊗ p2 ⊗ p3) = p1p3τ(p2).
Definition 3.13. We define Lj and LN,j : TrP
0
m → TrP0m to be the unique linear operators
such that
(3.7) Lj[τ(p)] = LN,j[τ(p)] = τ ◦ η[D2j p] for p ∈ NCPm .
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and such that the following product rule is satisfied:
Lj [f · g] = Lj[f ] · g + f · Lj [g](3.8)
LN,j[f · g] = LN,j[f ] · g + f · LN,j[g] + 2
N2
τ(Djf ·Djg).(3.9)
Then we define L =
∑m
j=1 Lj and LN =
∑m
j=1 LN,j.
Remark 3.14. To show the existence of operators LN,j and Lj satisfying (3.7) and the product
rule, one can define LN,j more explicitly as the linear operator TrP
0
m → TrP0m given by
LN,j[τ(p1) . . . τ(pn)] =
n∑
k=1
τ ◦ η[D2pk] ·
∏
i6=k
τ(pi) +
1
N2
n∑
k=1
∑
ℓ 6=k
τ(D◦j pk · D◦j pℓ)
∏
i6=k,ℓ
τ(pi),
and check that this operator satisfies the product rule. Moreover, the uniqueness of the operator
LN,j satisfying (3.7) and the product rule follows from the fact that TrP
0
m is spanned by
products of terms of the form τ(p) for p ∈ NCPm. The argument for the existence and
uniqueness of Lj is the same.
Example 3.15. Let X = (X1, X2). Consider f(X) = τ(f1(X))τ(f2(X)) where f1(X) =
X1X2X1X3 and f2(X) = X
2
2X1. Then
D1[τ(f1)] = D◦1f1 = X2X1X3 +X3X1X2
D1[τ(f2)] = D◦2f2 = X22 ,
and
L1[τ(f1)] = LN,1[τ(f1)] = τ ◦ η[D21f1] = τ [η[1 ⊗X2 ⊗X3]] = τ [1 ·X3] · τ [X2]
L1[τ(f2)] = LN,1[τ(f2)] = 0.
Therefore, we have
L1[f ] = L1[τ(f1)]τ(f2) + τ(f1)L1[τ(f2)] = τ(X3)τ(X2)τ(X
2
2X1) + 0
LN,1[f ] = LN,1[τ(f1)]τ(f2) + τ(f1)LN,1[τ(f2)] +
2
N2
τ [D◦1f1D◦1f2]
= τ(X3)τ(X2)τ(X
2
2X1) +
2
N2
τ [(X2X1X3 +X3X1X2)X
2
2 ].
One can carry out a similar computation for L2[f ] and LN,2[f ] and thus find L[f ] and LN,2[f ].
Since we will also deal with the Laplacians of matrix-valued functions on matrices, we also
need to define the algebraic Laplacian on operator-valued trace polynomials.
Definition 3.16. We also define Lj and LN,j : TrP
1
m → TrP1m to be the unique linear operators
on the operator-valued trace polynomials such that
(3.10) Lj[p] = LN,j[p] = η[D2j p] for p ∈ NCPm
and the following product rule is satisfied for p ∈ NCPm and f ∈ TrP0m:
Lj[p · f ] = Lj[p] · f + p · Lj[f ](3.11)
LN,j[p · f ] = LN,j[p] · f + p · LN,j[f ] + 2
N2
Djp#Djf,(3.12)
where Lj[f ] and LN,j[f ] are given by Definition 3.13. Then we define L =
∑m
j=1 Lj and
LN =
∑m
j=1 LN,j.
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Remark 3.17. The argument for the existence and uniqueness of the operators Lj and LN,j on
TrP1m is similar to the argument for TrP
0
m, only that it relies on the previous scalar-valued case
since the scalar-valued case was used in the product rule.
Lemma 3.18. Let f ∈ TrP0m. Viewing f is a function MN (C)msa → C, we have
(3.13) ∆jf(x) = N [LN,jf ](x) ∆f(x) = N [LNf ](x).
The same formula holds if f ∈ TrP1m and f is viewed as a function MN(C)msa →MN(C).
Proof. We begin with the special case of computing the Laplacian of p ∈ NCPm (as a matrix-
valued function). To differentiate, we use the basis BN given by (2.1). Note that
∆jp(x) =
∑
b∈BN
d2
dt2
∣∣∣
t=0
f(x1, . . . , xj−1, xj + tb, xj+1, . . . , xm)
=
∑
b∈BN
D2j p(x)#(b ⊗ b)
= N [η(D2j p)](x),
= [LN,jp](x)
where the second-to-last equality follows from (2.2).
Next, we consider the case of computing the Laplacian of τN (p) (as a scalar-valued function)
for p ∈ NCPm. Since τN is a linear map MN(C)→ C, we have
∆j [τN (p(x))] = τN (∆jp(x)),
where the Laplacian ∆j on the left hand side is applied to a scalar-valued function and on the
right hand side it is applied to a matrix-valued function. Therefore, it follows from the previous
computation that
∆j [τN (p(x))] = NτN ([η(D2j p)](x)) = [LN,j[τ(p)]](x).
For the general case of scalar-valued trace polynomials, recall that the vector space of trace
polynomials is spanned by elements of the form f = τ(p1) . . . τ(pN ) where pj ∈ NCP0m. Let
fj = τ(pj) ∈ TrP0m. The Laplacian ∆j of a product of a functions can be computed using the
product rule of differentiation as
∆jf(x) =
n∑
k=1
∆j [f(x)]
∏
i6=k
fi(x) +
n∑
k=1
∑
ℓ 6=k
Tr(∇jfk(x)∇jfℓ(x))
∏
i6=k,ℓ
fi(x).
The special cased proved above shows that ∆j [fk(x)] = N [LN,jf ](x). Moreover, by (3.4), we
have ∇j [fk(x))] = 1N [Djfk](x). Thus, we have
∆jf(x) =
n∑
k=1
N [LN,jfk](x)
∏
i6=k
fi(x) +
1
N
n∑
k=1
∑
ℓ 6=k
τN ([Djfk](x)[Djfℓ](x))
∏
i6=k,ℓ
fi(x).
Because of the product rule in the definition of LN,j, the right hand side equals N [LN,jf ](x).
This completes the proof of (3.13) in the scalar-valued case. The proof for the operator-valued
case is similar, using the cases proved above, as well as (3.4) and (3.6). 
Corollary 3.19. Let f ∈ TrP0m or TrP1m. If we view f as a function on MN (C)msa, then ∆f
is a trace polynomial of lower degree than f , and we have coefficient-wise
lim
N→∞
1
N
∆f(x) = lim
N→∞
LNf(x) = Lf(x).
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Remark 3.20. We have shown that if f is a scalar-valued trace polynomial, then viewed as a
map MN (C)
m
sa → C, we have
Du = N∇f, LNf = 1
N
∆f.
Therefore, in the rest of the paper, we will freely write Df and LNf for N∇f and (1/N)∆f
for general functions f : MN(C)
m
sa → C. The same considerations apply to the Laplacian for
operator-valued trace polynomials, viewed as maps MN (C)
m
sa →MN(C).
3.3. Convolution of Trace Polynomials and Gaussians. Let f ∈ TrP0m or f ∈ TrP1m.
Then viewing f is a function defined on MN(C)
m
sa, we may define the convolution of f with the
probability measure σt,N (the law of an m-tuple of independent GUE). This is equivalent to the
classical convolution of f with the function MN (C)
m
sa → R giving the density of the measure
σt,N . Moreover, ft = f ∗ σt,N is the solution to the heat equation with initial condition f , or
more precisely
∂tft =
1
2N
∆ft.
(The integral formula for the solution to the heat equation with the Laplacian ∆ is well-known
[19, §2.3], and to solve the equation with (1/2N)∆ one renormalizes time by a factor of 1/2N ,
and this corresponds precisely to our normalizations in the definition of σN,t. We leave this
computation to the reader.)
We showed in the last subsection that LN =
1
N∆ on trace polynomials is given by a purely
algebraic computation. Moreover, examining the construction of LN , one can see that it maps
trace polynomials of degree ≤ d to trace polynomials of degree ≤ d. We can view LN and L
as linear transformations on the finite-dimensional vector space of trace polynomials of degree
≤ d and define exp(tLN/2) and exp(tL/2) by the matrix exponential.
Because this holds for any d, we know that exp(tLN/2) and exp(tL/2) define linear trans-
formations TrP0m → TrP0m and TrP1m → TrP1m. Moreover, a standard computation shows that
ft = exp(tLN/2)f satisfies the heat equation ∂tft = (1/2)LNft. These observations, together
with Corollary 3.19 yield the following.
Lemma 3.21. Let f be a trace polynomial in TrP0m or TrP
1
m. Then we have
(3.14) σt,N ∗ f(x) = [exp(tLN/2)f ](x),
with deg(exp(tLN/2)f) ≤ deg(f), and we have
(3.15) lim
N→∞
exp(tLN/2)f = exp(tL/2)f coefficient-wise.
Example 3.22. Let X = (X1, . . . , Xm) and define f(X) =
∑m
j=1X
2
j . Note that D2j [f(X)] =
2(1⊗ 1⊗ 1) for each j, and hence L[τ(f)] = 2m = LN [τ(f)]. We also have D◦j f = 2Xj . Hence,
L[τ(f)2] = 2L[τ(f)]τ(f) = 4mτ(f)
LN [τ(f)
2] = 2L[τ(f)τ(f) + 2
m∑
j=1
τ(D◦j f · D◦j f)
= 4mτ(f) +
8m
N2
τ(f).
Therefore, (L/2)[τ(f)2] = 2mτ(f) and (L/2)[τ(f)] = m. Thus, the span of τ(f)2, τ(f), and 1
is invariant under the operator L/2, and L/2 is given by a nilpotent matrix on this subspace.
Direct computation then shows that
e−tL/2[τ(f)2] = τ(f)2 + 2mtτ(f) +m2t2.
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A similar computation shows that
e−tLN/2[τ(f)2] = τ(f)2 + 2m(1 + 2/N2)tτ(f) + 2m2(1 + 2/N2)t2/2.
Thus, as N → +∞, we have e−tLN/2[τ(f)2]→ e−tL/2[τ(f)2].
The probabilistic interpretation of f ∗ σt,N = exp(tLN/2)f , which follows from a standard
computation, is that σt,N ∗ f(x) is the expectation of f(x + t1/2Y ), where Y is an m-tuple of
independent GUE of variance 1. Moreover, for any probability measure µ on MN (C)
m
sa with
finite moments, we have
(3.16)
∫
f(x) d(µ ∗ σt,N )(x) =
∫
(σt,N ∗ f)(x) dµ(x) =
∫
[exp(tLN/2)f ](x) dµ(x).
In the free setting, the operator exp(tL/2) has a similar relationship with the free convolution
with σt. This fact is standard in free probability, but because we need it for Lemmas 3.28 and
7.4 below, we include a sketch of the proof here.
Lemma 3.23. Let λ ∈ Σn,R be a non-commutative law. Then for any trace polynomial f ∈
TrP0m, we have
(3.17) λ⊞ σt(f) = λ(exp(tL/2)f).
Proof. Because free convolution with σt forms a semigroup and exp(tL/2) is also a semigroup,
it suffices to prove that
d
dt
∣∣∣
t=0
λ⊞ σt(f) =
1
2
λ(Lf).
By the product rule, it suffices to handle the case of f = τ(p) for p ∈ NCPm by showing that
d
dt
∣∣∣
t=0
λ⊞ σt(p) =
1
2
λ(η(D2j p)).
Let X = (X1, . . . , Xm) be a random variable with law λ and let S = (S1, . . . , Sm) be a freely
independent tuple of semi-circulars realized together in a von Neumann algebra (M, τ). We
want to compute ddt
∣∣∣
t=0
τ(p(X + t1/2S)). But note that
p(X + t1/2S) = p(X) + t1/2
m∑
j=1
Djp(X)#Sj + 1
2
t
m∑
j,k=1
DjDkp(X)#(Sj ⊗ Sk) +O(t3/2)
A moment computation with free independence shows that the terms of order t1/2 have expec-
tation zero, and so do the terms of order t with j 6= k. We are left with
d
dt
∣∣∣
t=0
τ(p(X + t1/2S)) =
1
2
n∑
j=1
τ(D2j p(X)#(Sj ⊗ Sj)),
which using freeness evaluates to (1/2)
∑n
j=1 τ(ηD2j p(X)) = τ((1/2)Lp(X)). 
3.4. Asymptotic Approximation by Trace Polynomials. Now we are ready to define the
approximation property which captures the asymptotic behavior of functions on MN(C)
m
sa.
Definition 3.24. A sequence of functions φN : MN(C)
m
sa → MN (C)m is said to be asymp-
totically approximable by trace polynomials if for every ǫ > 0 and R > 0, there exists some
f ∈ (TrP1m)m (an m-tuple of operator-valued trace polynomials) such that
lim sup
N→∞
sup
‖x‖
∞
≤R
‖φN (x)− f(x)‖2 ≤ ǫ.
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In this case, we call f an (ǫ, R)-approximation of {φN}. We make the same definitions for
functions φN :MN(C)
m
sa → C, except that we use scalar-valued trace polynomials (elements of
TrP0m) and apply the absolute value rather than the 2-norm.
Observation 3.25. If f ∈ (TrP1m)m and if fN denotes the map MN (C)msa → MN (C)m given
by x 7→ f(x), then fN is asymptotically approximable by trace polynomials. Also, asymptotically
approximable sequences form a vector space over C.
Observation 3.26. Let {φ(ℓ)N }N,ℓ∈N be a sequence of functions where φ(ℓ)N : MN (C)msa →
MN (C)
m. Suppose that {φN} is another sequence such that for every R > 0,
lim
ℓ→∞
lim sup
N→∞
sup
‖x‖
∞
≤R
‖φ(ℓ)N (x)− φN (x)‖2 = 0.
If {φ(ℓ)N }N∈N is asymptotically approximable by trace polynomials for each ℓ, then so is {φN}N∈N.
The same holds in the case of scalar-valued functions and scalar-valued trace polynomials.
Lemma 3.27. Let φN , ψN : MN (C)
m
sa → MN(C)msa. Suppose that {φN} and {ψN} are both
asymptotically approximable by trace polynomials, and furthermore suppose that {φN}N∈N is
uniformly Lipschitz in ‖·‖2, that is, for some L > 0,
‖φN (x)− φN (y)‖2 ≤ K‖x− y‖2 for all x, y, for all N.
Then {φN ◦ ψN} is asymptotically approximable by trace polynomials.
Proof. Choose ǫ > 0 and R > 0. Choose a trace polynomial g which is an (ǫ/2K,R)-
approximation of {ψN}. Since g is a trace polynomial, there exists some R′ > 0 such that
for any tuple x of self-adjoint matrices of any size, we have
‖x‖∞ ≤ R =⇒ ‖g(x)‖∞ ≤ R′.
Now because φN is asymptotically approximable by trace polynomials, we can choose polyno-
mial f which is an (ǫ/2, R′)-approximation of {φN}. Now we observe that when ‖x‖∞ ≤ R
(hence ‖g(x)‖∞ ≤ R′), we have
‖φN ◦ ψN (x)− f ◦ g(x)‖2 ≤ ‖φN ◦ ψN (x)− φN ◦ g(x)‖2 + ‖φN ◦ g(x)− f ◦ g(x)‖2
≤ K sup
‖x‖
∞
≤R
‖ψN (x)− g(x)‖2 + sup
‖y‖
∞
≤R′
‖φN (y)− f(y)‖2.
Therefore,
lim sup
N→∞
sup
‖x‖
∞
≤R
‖φN ◦ ψN (x)− f ◦ g(x)‖2 ≤ K ·
ǫ
2K
+
ǫ
2
= ǫ. 
Lemma 3.28. Suppose that φN : MN (C)
m
sa → MN(C)msa is asymptotically approximable by
trace polynomials and that
(3.18) ‖φN (x)‖2 ≤ A
1 +∑
j
τN (x
2n
j )

for some A > 0 and some integer n ≥ 0. If {φN} is asymptotically approximable by trace
polynomials, then so is {φN ∗ σt,N}.
Proof. Fix R > 0 and ǫ > 0. Choose a trace polynomial f which is an (ǫ, R + 3t1/2) approxi-
mation for {φN}. Now for x with ‖x‖∞ ≤ R, we estimate
‖σt,N ∗ φN (x) − σt,N ∗ f(x)‖2 ≤
∫
‖φN (x + y)− f(x+ y)‖2 dσt,N (y).
18 DAVID JEKEL
We break this integral into two pieces: The integral over the region where ‖y‖∞ ≤ 3t1/2 is
bounded by ǫ as N →∞ by our choice of f . Furthermore, we claim that the integral over the
region where ‖y‖∞ > 3t1/2 vanishes as N → ∞. Using assumption (3.18) and the fact that f
is a trace polynomial, we see that there exists a C > 0 and integer d > 0, depending only on
R, A, n, and f , such that
sup
‖x‖
∞
≤R
[‖φN (x+ y)‖2 + ‖f(x+ y)‖2] ≤ C
1 +∑
j
τN (y
2d
j )
 .
Therefore, we have∫
‖y‖
∞
≥3t1/2
‖φN (x + y)− f(x+ y)‖2 dσt,N (y) ≤ C
∫
‖y‖
∞
≥3t1/2
1 +∑
j
τN (y
2d
j )
 dσt,N (y).
This vanishes as N →∞ by Corollary 2.12 applied to the GUE. Therefore, we have
lim sup
N→∞
sup
‖x‖
∞
≤R
‖σt,N ∗ φN (x)− σt,N ∗ f(x)‖2 ≤ ǫ.
On the other hand, by Lemma 3.21, we have σt,N ∗f = exp(tLN/2)f → exp(tL/2)f coefficient-
wise, and therefore,
lim sup
N→∞
sup
‖x‖
∞
≤R
‖σt,N ∗ f(x)− [exp(tL/2)f ](x)‖2 = 0,
so that
lim sup
N→∞
sup
‖x‖
∞
≤R
‖σt,N ∗ φN (x)− [exp(tL/2)f ](x)‖2 ≤ ǫ. 
Lemma 3.29. Suppose that φN : MN (C)
m
sa → C and suppose that {DφN} = {N∇φN} is
asymptotically approximable by trace polynomials and that φN (0) = 0. Then {φN} is asymp-
totically approximable by trace polynomials.
Proof. Given a trace polynomial F ∈ (TrP1m)m, we can define
f(X) =
∫ 1
0
τ(F (tX)X) dt
in TrP0m. Then we have
sup
‖x‖
∞
≤R
|φN (x)− f(x)| = sup
‖x‖
∞
≤R
∣∣∣∣∫ 1
0
〈DφN (tx)− F (tx), x〉2 dt
∣∣∣∣
≤ R sup
‖y‖
∞
≤R
‖N∇φN (y)− F (y)‖2. 
4. Convergence of Moments
Our goal in this section is prove the following theorem. The convergence of moments is
related to [21, Theorem 4.4], [15, Proposition 50 and Theorem 51], [13, Theorem 4.4], and we
include versions of standard concentration estimates (not proved in this paper) in the statement.
Theorem 4.1. Let VN :MN(C)
m
sa → R be a sequence of potentials such that VN (x)−(c/2)‖x‖22
is convex and VN (x) − (C/2)‖x‖22 is concave. Let µN be the associated measure. Suppose that
the sequence {DVN} is asymptotically approximable by trace polynomials, and assume that
(4.1) M = lim sup
N→∞
max
j
∥∥∥∥∫ (xj − τN (xj)1) dµN (x)∥∥∥∥ < +∞,
where 1 denotes the N ×N identity matrix.
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(1) We have the following bounds on the operator norm. If RN = maxj
∫ ‖xj‖ dµN (x), then
lim sup
N→∞
RN ≤ 2
c1/2
+
1
c
lim sup
N→∞
max
j
∣∣∣∣∫ τN (xj) dµN (x)∣∣∣∣+M
≤ 2
c1/2
+
1
c
lim sup
N→∞
‖DVN (0)‖2 +
C − c
2c3/2
+M,
and as a consequence of concentration we have for each j that
µN (‖xj‖ ≥ RN + δ) ≤ e−cNδ/2.
(2) There exists a non-commutative law λ ∈ Σm,R∗ , where R∗ = lim supN→∞RN , such
that for every non-commutative polynomial p,
lim
N→∞
∫
τN (p(x)) dµN (x) = λ(p).
(3) The sequence {µN} exhibits exponential concentration around λ in the sense that for
every R > 0, and every neighborhood U of λ in Σm,
lim sup
N→∞
1
N2
logµN (‖x‖∞ ≤ R, λx 6∈ U) < 0.
Remark 4.2. The rather artificial hypothesis that lim supN→∞maxj
∥∥∫ (xj − τN (xj)) dµk(x)∥∥ <
+∞ is trivially satisfied if either (1) µN has expectation zero or (2) µN is invariant under unitary
conjugation and hence
∫
xj dµN (x) is equal to
∫
τN (xj) dµN (x) times the identity matrix.
We have already seen in §2.5 that concentration estimates and operator norm tail bounds
are standard. To prove that the moments converge, something more is needed; indeed, the
only assumption relating the measures µN for different values of N is the fact that DVN is
asymptotically approximable by trace polynomials. But even if DVN is given by the same
“trace analytic-function” for different values of N , it is not immediate that the measure would
concentrate in the same regions for different size matrices.
To prove convergence of moments, we want to express
∫
u dµN in terms ofDVN for a Lipschitz
function u. One of the standard techniques is to show µN is the unique stationary distribution
for a process Xt that satisfies the SDE
dXt = dYt − 1
2
DVN (Xt) dt,
where Yt is a GUE Brownian motion. This machinery lies behind the log-Sobolev inequality
and concentration results, as well as earlier theorems about convergence of moments for general
convex potentials.
Specifically, Dabrowski, Guionnet, and Shylakhtenko used the free version of this SDE to
show that for a non-commutative potential V satisfying certain convexity assumptions, there
exists a free Gibbs law for V which is the unique stationary distribution [15, Proposition 5]. As
an application, they show convergence of moments for random matrix models given by VN = V
[15, Proposition 50 and Theorem 51], essentially a special case of our Theorem 4.1.
Dabrowski was able to show convergence of moments under weaker convexity assumptions
by constructing the solution to the free SDE as an ultralimit of the finite-dimensional solutions
[13, Theorem 4.4]. Our theorem has similar convexity assumptions to Dabrowski’s, but we
consider a more general sequence of potentials VN . We also perform most of our analysis in the
finite-dimensional setting, but we use deterministic rather than stochastic methods.
Instead of the solving the SDE, we study the associated semigroup T VNt , acting on Lipschitz
functions u, given by
T VNt u(x) = Ex[u(Xt)],
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where Xt is the process solving the SDE with initial condition x. The semigroup provides the
solution to a certain PDE, that is, if u(x, t) = Ttu0(x), then we have
∂tu =
1
2N
∆u − N
2
∇VN · ∇u = 1
2
LNu− 1
2
〈DVN , Du〉2.
The semigroup T VNt will decrease the Lipschitz norms of functions and thus, if u is Lipschitz,
then T VNt u will converge to
∫
u dµN as t→∞.
Solving the differential equation and taking t → ∞ provides a way to evaluate ∫ u dµN in
terms of DVN . We will describe a construction of the semigroup T
V
t through iterating simpler
operations (§4.1), and then we will show (Lemma 4.10) that the iteration procedure preserves
approximability by trace polynomials and hence conclude that limN→∞
∫
u dµN exists.
4.1. Iterative Construction of the Semigroup. To simplify notation in this section, we fix
N and fix a potential V : MN(C)
m
sa → R such that V (x) − (c/2)‖x‖22 is convex and V (x) −
(C/2)‖x‖22 is concave, and we write Tt rather than T Vt .
We will construct Tt by combining two simpler semigroups corresponding to the stochastic
and deterministic terms of dYt− (1/2)DV (Xt) dt. Recall that the solution to the heat equation
∂tu = (1/2N)∆u with initial data u0 is given by the heat semigroup:
Ptu0(x) =
∫
u0(x + y) dσt,N (y).
Meanwhile, the solution to ∂tu = −(1/2)〈DV,Du〉2 with initial data u0 is given by
Stu0(x) = u0(W (x, t)),
where W (x, t) is the solution to the ODE
(4.2) ∂tW (x, t) = −1
2
DV (W (x, t)) W (x, 0) = x.
We want to define Tt = limn→∞(Pt/nSt/n)
n. This is motivated by Trotter’s product formula
which asserts that et(A+B) = limn→∞(e
tA/netB/n)n for nice enough self-adjoint operators A
and B (see [35], [24], [33, pp. 4 - 6]). But of course, we must show that (Pt/nSt/n)
n converges
and derive dimension-independent error bounds.
We use the following basic properties of the semigroups Pt and St. Here if u :MN (C)
m
sa → C,
then ‖u‖Lip denotes the Lipschitz norm with respect to the normalized L2 metric ‖·‖2 on
MN (C)
m
sa and ‖u‖L∞ denotes the standard L∞ norm. We are only concerned with Lipschitz
functions, so in the following estimates, the reader may always assume u is Lipschitz, but of
course ‖u‖L∞ may be infinite for Lipschitz functions.
Lemma 4.3.
(1) ‖Ptu‖L∞ ≤ ‖u‖L∞ .
(2) ‖Ptu‖Lip ≤ ‖u‖Lip.
(3) ‖Ptu− u‖L∞ ≤ m1/2t1/2‖u‖Lip.
Proof. (1) and (2) follow from the fact that Ptu is u convolved with a probability measure. To
prove (3), suppose ‖u‖Lip < +∞. Then
|Ptu(x)− u(x)| =
∣∣∣∣∫ (u(x+ y)− u(x)) dσt,N (y)∣∣∣∣
≤
∫
|u(x+ y)− u(x)| dσt,N (y)
≤ ‖u‖Lip
∫
‖y‖2 dσt,N (y).
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Meanwhile, ∫
‖y‖2 dσt,N (y) ≤
(∫
1 dσt,N (y)
)(∫
‖y‖22 dσt,N (y)
)1/2
= (mt)1/2,
since y an m-tuple (y1, . . . , ym) and
∫
τN (y
2
j ) dσt,N (y) = t for each j. 
Lemma 4.4.
(1) The solution W (x, t) to (4.2) exists for all t.
(2) ‖W (x, t) −W (y, t)‖2 ≤ e−ct/2‖x− y‖2.
(3) ‖W (x, t) − x‖2 ≤ (t/2)‖DV (x)‖2.
(4) ‖(W (x, t) − x)− (W (y, t)− y)‖2 ≤ Cc (1− e−ct/2)‖x− y‖2.
(5) ‖Stu‖Lip ≤ e−ct/2‖u‖Lip.
(6) ‖Stu‖L∞ ≤ ‖u‖L∞.
Proof. (1) The convexity and semi-concavity assumptions on V imply that DV is C-Lipschitz
and therefore global existence of the solution follows from the Picard–Lindelo¨f Theorem.
(2) Let V˜ (x) = V (x)− (c/2)‖x‖22. Because V˜ is convex, we have
〈DV˜ (x) −DV˜ (y), x− y〉2 ≥ 0,
which translates to
〈DV (x) −DV (y), x− y〉2 ≥ c‖x− y‖22.
Now observe that
d
dt
‖W (x, t) −W (y, t)‖22 = −〈DV (W (x, t)) −DV (W (y, t)),W (x, t) −W (y, t)〉2
≤ −c‖W (x, t) −W (y, t)‖22,
and hence by Gro¨nwall’s inequality, ‖W (x, t)−W (y, t)‖22 ≤ e−ct‖W (x, 0)−W (y, 0)‖22 = e−ct‖x−
y‖22.
(3) Note that
d
dt
‖W (x, t)− x‖22 = −〈DV (W (x, t)),W (x, t) − x〉2
= −〈DV (W (x, t)) −DV (x),W (x, t) − x〉2 − 〈DV (x),W (x, t) − x〉2
≤ ‖DV (x)‖2‖W (x, t)− x‖2.
Meanwhile, ‖W (x, t)− x‖2 is Lipschitz in t and hence differentiable almost everywhere and we
have
d
dt
‖W (x, t)− x‖22 = 2‖W (x, t)− x‖2
d
dt
‖W (x, t) − x‖2.
Thus, we have
d
dt
‖W (x, t) − x‖2 ≤
1
2
‖DV (x)‖2,
which proves (3).
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(4) We observe that
‖(W (x, t)− x) − (W (y, t)− y)‖2 ≤
1
2
∫ t
0
‖DV (W (x, s)) −DV (W (y, s))‖2 ds
≤ C
2
∫ t
0
‖W (x, s)−W (y, s)‖2 ds
≤ C
2
∫ t
0
e−cs/2‖x− y‖2 ds
=
C
c
(1− e−ct/2)‖x− y‖2.
(5) follows from (2).
(6) is immediate because Stu is u precomposed with another function. 
Now we combine Pt and St as in Trotter’s formula, except that for technical convenience
we define our approximations using dyadic time intervals rather than subdividing [0, t] into
intervals of size t/n.
Lemma 4.5. For dyadic t ∈ 2−ℓN, define
Tt,ℓu = (P2−ℓS2−ℓ)
2ℓtu.
Then Ttu := limℓ→∞ Tt,ℓu exists and we have
‖Tt,ℓu− Ttu‖L∞ ≤
Cm1/2
c(2− 21/2)2
−ℓ/2‖u‖Lip.
We also have ‖Ttu‖Lip ≤ e−ct/2‖u‖Lip.
Proof. We want to show that the sequence {Tt,ℓu}ℓ is Cauchy by estimating the difference
between consecutive terms. Suppose that t ∈ 2−ℓN and write t = n/2ℓ and δ = 2−ℓ−1. Note
the telescoping series identity
Tt,ℓ+1u− Tt,ℓu =
n−1∑
j=0
(PδSδ)
2jPδ(SδPδ − PδSδ)Sδ(P2δS2δ)n−1−ju.
Thus, we want to estimate SδPδ −PδSδ and then control the propagation of the errors through
the applications of the other operators. Note that for a Lipschitz function v, we have
|SδPδv(x) − PδSδv(x)| ≤
∫
|v(W (x, δ) + y)− v(W (x + y, δ))| dσδ,N (y)
≤ ‖v‖Lip
∫
‖(W (x, δ) − x)− (W (x+ y, δ)− (x+ y))‖2 dσδ,N (y)
≤ ‖v‖Lip
C
c
(1− e−cδ/2)
∫
‖y‖2 dσδ,N (y)
≤ ‖v‖Lip
C
c
(1− e−cδ/2)(mδ)1/2,
where the last inequality follows by the same reasoning as Lemma 4.3 (3). Therefore,
‖SδPδv − PδSδv‖L∞ ≤
C
c
m1/2δ1/2(1− e−cδ/2)‖v‖Lip.
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Therefore, we can estimate a single term in the telescoping series identity by
‖(PδSδ)2jPδ(SδPδ − PδSδ)Sδ(P2δS2δ)n−1−ju‖L∞ ≤ ‖(SδPδ − PδSδ)Sδ(P2δS2δ)n−1−ju‖L∞
≤ C
c
m1/2δ1/2(1− e−cδ/2)‖Sδ(P2δS2δ)n−1−ju‖Lip
≤ C
c
m1/2δ1/2(1− e−cδ/2)e−cδ/2e−cδ(n−j−1)/2‖u‖Lip.
Here we have first applied the fact that Pδ and Sδ are contractions with respect to the L
∞ norm
from Lemma 4.3 (1) and Lemma 4.4 (6); second, we used the above estimate on SδPδ − PδSδ;
and third we used the estimates ‖Pδu‖Lip ≤ ‖u‖Lip and ‖Sδu‖Lip ≤ e−cδ/2‖u‖Lip found in
Lemma 4.3 (2) and Lemma 4.4 (5). Now summing up the telescoping series, we get
‖Tt,ℓ+1u− Tt,ℓu‖L∞ ≤
n−1∑
j=0
C
c
m1/2δ1/2(1− e−cδ/2)e−cδ/2e−cδ(n−j−1)/2‖u‖Lip
≤ C
c
m1/2δ1/2(1− e−cδ/2)e−cδ/2 1
1− e−cδ/2 ‖u‖Lip
=
C
c
m1/2δ1/2e−cδ/2‖u‖Lip ≤
C
2c
m1/2δ1/2‖u‖Lip.
In other words, we have ‖Tt,ℓ+1u − Tt,ℓu‖L∞ ≤ Cm
1/2
2c 2
−(ℓ+1)/2‖u‖Lip. It follows that the
sequence is Cauchy with respect to ‖·‖L∞ and we have the desired estimate on ‖Tt,ℓu−Ttu‖L∞
from summing the geometric series.
The estimate ‖Tt,ℓu‖Lip ≤ e−ct/2‖u‖Lip follows from Lemma 4.3 (2) and Lemma 4.4 (5), and
then by taking the limit as ℓ→ +∞, we obtain ‖Ttu‖Lip ≤ e−ct/2‖u‖Lip. 
Lemma 4.6. The semigroup Tt defined above extends to a semigroup defined for positive t such
that for s ≤ t,
|Ttu(x)− Tsu(x)| ≤ e−cs/2
(
C
c
(6 + 5
√
2)(t− s)1/2 + ‖DV (x)‖2(t− s)
)
‖u‖Lip,
and ‖Ttu‖Lip ≤ e−ct/2‖u‖Lip.
Proof. We first prove the estimate on |Ttu − Tsu| for dyadic values of s and t. First, consider
the case where t = 2−ℓ and s = 0. Note that
(Tt − 1)u = (Tt − PtSt)u + (Pt − 1)Stu+ (St − 1)u.
The first term can be estimated by Lemma 4.5 with ℓ = 1, the second term can be estimated
by Lemma 4.3 (3) and Lemma 4.4 (5) as
‖(Pt − 1)Stu‖L∞ ≤ m1/2t1/2‖Stu‖Lip ≤ m1/2t1/2‖u‖Lip,
and the third term can be estimated by Lemma 4.4 (3). Altogether, we obtain
|Ttu(x)− u(x)| ≤
(
Cm1/2
c(2− 21/2) t
1/2 +m1/2t1/2 +
t
2
‖DV (x)‖2
)
‖u‖Lip.
In the case of general dyadic s and t, suppose t > s and write t − s in a binary expansion to
obtain
t = s+
∞∑
j=n+1
aj2
−j,
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where aj ∈ {0, 1} and an+1 = 1. Note that 2−n−1 ≤ |s− t| ≤ 2−n. Let tk = s+
∑k
j=n+1 aj2
−j.
Then
|Ttu(x)− Tsu(x)| ≤
∞∑
j=n+1
|Ttju(x)− Ttj−1u(x)|
≤
∞∑
j=n+1
(
Cm1/2
c(2− 21/2)2
−j/2 +m1/22−j/2 +
2−j
2
‖DV (x)‖2
)
‖Ttj−1u‖Lip
≤
((
Cm1/2
c(2− 21/2) + 1
)
1
1− 2−1/2 · 2
−n/2 + ‖DV (x)‖2 · 2−n−1
)
‖Tsu‖Lip
≤
((
Cm1/2
c(2− 21/2) + 1
)
21/2
1− 2−1/2 (t− s)
1/2 + ‖DV (x)‖2 · 2−n−1
)
e−cs/2‖u‖Lip
≤ e−cs/2
(
Cm1/2
c
(6 + 5
√
2)(t− s)1/2 + ‖DV (x)‖2(t− s)
)
‖u‖Lip,
where we used the crude estimate that 1 ≤ Cm1/2/c to combine the first two terms. Because
this continuity estimate holds for dyadic values of s and t, we can extend the definition of Ttu
to all positive t. Furthermore, because ‖Ttu‖Lip ≤ e−ct/2‖u‖Lip for dyadic t, the same must
hold for real values of t.
Now let us verify that TsTt = Ts+t for all real t. Choose dyadic sn ց s and tn ց t and let u
be a Lipschitz function. We know that TsnTtnu = Tsn+tnu and that Tsn+tnu → Ts+tu locally
uniformly, so it suffices to show that TsnTtnu→ TsTtu. Observe that
|TsnTtnu− TsTtu| ≤ |(Tsn − Ts)Ttnu|+ |Ts(Ttn − Tt)u|.
The first term can be estimated by
|(Tsn − Ts)Ttnu(x)| ≤ e−s/2
(
C
c
(6 + 5
√
2)(sn − s)1/2 + ‖DV (x)‖2(sn − s)
)
‖Ttnu‖Lip,
which goes to zero as n→∞. For the second term, we first note that
|(Ttn − Tt)u(x)| ≤ e−t/2
(
C
c
(6 + 5
√
2)(tn − t)1/2 + ‖DV (x)‖2(tn − t)
)
‖u‖Lip
Let hn(x) be the right hand side. Note that u ≤ v implies that Tsu ≤ Tsv because this holds
for the operators Ps and Ss (since Ps is given by convolution and Ss is given by composition).
Therefore,
|Ts(Ttn − Tt)u(x)| ≤ Ts|(Ttn − Tt)u|(x) ≤ Tshn(x).
Because DV is C-Lipschitz, we know that hn is a e
−t/2(tn − t)C‖u‖Lip-Lipschitz function and
hence
|Tshn(x)| ≤ hn(x) + |(Ts − 1)hn(x)|
≤ hn(x) + e−t/2(tn − t)C‖u‖Lip
(
C
c
(6 + 5
√
2)s1/2 + ‖DV (x)‖2s
)
,
which goes to zero as n→∞. 
Lemma 4.7. Let u(x) be Lipschitz. Then Ttu is a weak solution of the equation
∂tTtu =
1
2N
∆(Ttu)− N
2
∇V · ∇(Ttu)
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in the sense that for φ ∈ C∞c (MN (C)msa), we have∫
MN (C)msa
[Tt1uφ− Tt0uφ] =
∫ t1
t0
∫
MN (C)msa
[
− 1
2N
∇(Tsu) · ∇φ− N
2
(∇V · ∇(Tsu))φ
]
ds.
Proof. Recall that by Rademacher’s theorem if u is Lipschitz, then ∇u exists almost everywhere
and it is in L∞. Moreover, because ∇V is Lipschitz, we also know that the second derivatives
of V exist almost everywhere and are in L∞.
We begin by considering
∫
(SδPδ − 1)u · φ for a Lipschitz u : MN (C)msa → R and a φ ∈
C∞c (MN(C)
m
sa) and δ > 0. Note that
(SδPδ − 1)u = (Sδ − 1)Pδu+ (Pδ − 1)u.
Now Pδu is the convolution of u with the Gaussian and so ∇(Pδu) = Pδ(∇u). Because the
gradient of the Gaussian is O(δ−1/2), we see that the first derivatives of Pδ(∇u) are O(δ−1/2)
in L∞. (Here our estimates may depend on N .)
Pδu(y)− Pδu(x) = ∇Pδu(x) · (x− y) +O(δ−1/2‖x− y‖22).
Now using equation (4.2) and Lemma 4.4 (3), we have W (x, δ) − x = Nδ2 ∇V (x) + O(δ2)
uniformly on any compact set K. Therefore,
(Sδ − 1)Pδu(x) = Pδu(W (x, δ))− Pδu(x) = −Nδ
2
∇(Pδu)(x) · ∇V (x) +O(δ3/2).
Now we have∫
(SδPδ − 1)u · φ =
∫
(Sδ − 1)Pδuφ+
∫
(Pδ − 1)uφ
= −Nδ
2
∫
[∇(Pδu) · ∇V ]φ+
∫
u (Pδ − 1)φ+O(δ3/2)
= −Nδ
2
∫
Pδu[(∆V )φ+∇V · ∇φ] +
∫
u
δ
2N
∆φ+O(δ3/2)
= −Nδ
2
∫
uPδ[(∆V )φ+∇V · ∇φ] + δ
2N
∫
u∆φ+O(δ3/2),
where the error estimates depend only on C, N , ‖u‖Lip, the support of φ, and the L∞ norms
of its derivatives. We also know from the proof of Lemma 4.5 that (SδPδ − PδSδ)u is bounded
by ‖u‖Lip(Cm1/2/c)(1− e−cδ)δ1/2 which is O(δ3/2). Therefore,∫
(PδSδ − 1)u · φ = −Nδ
2
∫
uPδ[∆V φ+∇V · ∇φ] + δ
2N
∫
u∆φ+O(δ3/2).
Now suppose that t is a dyadic rational and write t = nδ where δ = 2−ℓ for some integer ℓ.
Recall that Tt,ℓ = (PδSδ)
n. Then by a telescoping series argument∫
(Tt,ℓ − 1)u · φ =
n−1∑
j=0
(
−Nδ
2
∫
Tjδ,ℓuPδ[(∆V )φ+∇V · ∇φ] + δ
2N
∫
Tjδ,ℓu∆φ
)
+O(δ1/2).
We fix a dyadic t and take ℓ → ∞ (and hence δ → 0). The above sum over j may be
viewed as a Riemann sum for an integral from 0 to t where δ is the mesh size. Using Lemma
4.6, we know that Ttu is Ho¨lder continuous in t. Also, by Lebesgue differentiation theory,
Pδ[(∆V )φ+∇V · ∇φ]→ (∆V )φ+∇V · ∇φ in L1loc. Thus, in the limit, we obtain∫
(Tt − 1)u · φdx =
∫ t
0
∫ (
−N
2
Tsu[(∆V )φ+∇V · ∇φ] + 1
2N
Tsu∆φ
)
dx ds.
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We pass from dyadic t to all positive t using Lemma 4.6. Finally, after another integration
by parts (which is justified by approximation by smooth functions in the appropriate Sobolev
spaces), we have∫
(Tt − 1)u · φdx =
∫ t
0
∫ (
−N
2
(∇Tsu · ∇V )φ− 1
2N
∇Tsu · ∇φ
)
dx ds.
The asserted formula then follows by replacing u with Tt0u and t with t1 − t0. 
Lemma 4.8. If µ is the measure given by the potential V and if u is Lipschitz, then we have∫
Ttu dµ =
∫
u dµ.
Proof. By applying Lemma 4.7 and approximating (1/Z) exp(−N2V (x)) by compactly sup-
ported smooth functions, we see that∫
Ttu dµ−
∫
u dµ
=
1
Z
∫ ∫ t
0
[
− 1
2N
∇(Tsu) · ∇[e−N
2V ]− N
2
(∇V · ∇(Tsu))e−N
2V
]
ds dx = 0. 
Lemma 4.9. We have Ttu(x)→
∫
u dµ as t→∞ and more precisely∣∣∣∣Ttu(x)− ∫ u dµ∣∣∣∣ ≤ e−ct/4(4Cm1/2c2 (6 + 5√2)t−1/2 + 2c‖V (x)‖2
)
‖u‖Lip.
Proof. Fix t and fix r ≥ t. Let n be an integer. Then
|Tt+ru(x)− Ttu(x)| ≤
n−1∑
j=0
|Tt+r(j+1)/nu(x)− Tt+rj/nu(x)|
≤
n−1∑
j=0
e−ct/2e−crj/2n
(
Cm1/2
c
(6 + 5
√
2)(r/n)1/2 + ‖V (x)‖2(r/n)
)
‖u‖Lip
≤ e−ct/2ecr/2n 2n
cr
(
Cm1/2
c
(6 + 5
√
2)(r/n)1/2 + ‖V (x)‖2(r/n)
)
‖u‖Lip
Since r ≥ t, we can choose n such that t/4 ≤ r/n ≤ t/2. Then we have
|Tt+ru(x)− Ttu(x)| ≤ e−ct/4
(
4Cm1/2
c2
(6 + 5
√
2)t−1/2 +
2
c
‖V (x)‖2
)
‖u‖Lip.
Because this holds for all sufficiently large r, this shows that limt→∞ Ttu(x) exists. Because
‖Ttu‖Lip ≤ e−ct/2‖u‖Lip, the limit must be constant and therefore equals
∫
u dµ. Moreover, we
have the asserted rate of convergence by taking r →∞ in the above estimate. 
4.2. Approximability and Convergence of Moments. Now we are ready to show that
the semigroup T VNt associated to a sequence of potentials VN will preserve asymptotic approx-
imability by trace polynomials and as a consequence we will show that the moments of the
associated measures µN converge.
Lemma 4.10. Let VN :MN(C)
m
sa → R be a sequence of potentials such that VN (x)− (c/2)‖x‖22
is convex and VN (x)−(C/2)‖x‖22 is concave. For each N , let µN be the associated measure. Let
SVNt and T
VN
t denote the semigroups defined in the previous section. Suppose that the sequence
{DVN} is asymptotically approximable by trace polynomials. Suppose that {uN} is a sequence
of scalar-valued K-Lipschitz functions which is asymptotically approximable by (scalar-valued)
trace polynomials. Then
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(1) {SVNt uN} is asymptotically approximable by trace polynomials for each t ≥ 0.
(2) {T VNt uN} is asymptotically approximable by trace polynomials for each t ≥ 0.
(3) limN→∞
∫
uN dµN exists.
Proof. (1) Recall that SVNt uN = uN(WN (x, t)), where WN is the solution to (4.2). Thus,
by Lemma 3.27, it suffices to show that WN (x, t) is asymptotically approximable by trace
polynomials for each t. To this end, we write WN (x, t) as the limit as ℓ→∞ of Picard iterates
WN,ℓ given by
WN,0(x, t) = x, WN,ℓ+1(x, t) = x− 1
2
∫ t
0
DVk(WN (x, s)) ds.
Because DVN is C-Lipschitz, the standard Picard-Lindelo¨f arguments show that
‖WN,ℓ(x, t) −WN (x, t)‖2 ≤
∞∑
n=ℓ+1
Cn−1tn
2nn!
‖DVN (x)‖2.
Because DVN is asymptotically approximable by trace polynomials, we know that ‖DVN (x)‖2
is uniformly bounded on ‖x‖ ≤ R for any given R > 0, and therefore for each T and R > 0, the
convergence of WN,ℓ to WN as ℓ→∞ is uniform for all ‖x‖ ≤ R and t ≤ T and N ∈ N. Thus,
by Observation 3.26, it suffices to show that each Picard iterate {WN,ℓ(x, t)}N is asymptotically
approximable by trace polynomials.
Fix T > 0. We claim that for every ℓ, for every R > 0 and ǫ > 0, there exists a trace
polynomial f(X, t) with coefficients that are polynomial functions of t, such that
lim sup
N→∞
sup
t∈[0,T ]
sup
‖x‖
∞
≤R
‖WN,ℓ(x, t) − f(x, t)‖2 ≤ ǫ.
We proceed by induction on ℓ, with the base case ℓ = 0 being trivial. For the inductive step,
fix ǫ and R, and choose a trace polynomial f(X, t) which provides a (ǫ/CT,R) approximation
for WN,ℓ for all t ≤ T . Let
R′ = sup
t∈[0,T ]
sup
N
sup
x∈MN (C)msa:‖x‖∞≤R
‖f(x, t)‖ < +∞.
Choose another trace polynomial g(X) which is an (ǫ/T,R′) approximation for {DVN}, and
let h(X, t) = X− 12
∫ t
0
g(f(X, s)) ds. Then arguing as in Lemma 3.27, we have for ‖x‖ ≤ R and
t ∈ [0, T ] that
‖WN,ℓ+1(x, t)− h(x, t)‖ ≤ 1
2
∫ t
0
‖DVN (WN,ℓ(x, s)) − g(f(x, s))‖2 ds
≤ t
2
sup
‖y‖≤R′
‖DVN (y)− g(y)‖2 +
Ct
2
sup
s∈[0,T ]
sup
‖x‖≤R
‖WN,ℓ(x, s)− f(x, s)‖2.
Taking N →∞, we see that h(x, t) is an (ǫ, R) approximation for {WN,ℓ(x, t)}N for all t ≤ T .
(2) We have shown that SVkt preserves asymptotic approximability. Moreover, if the se-
quence uN : MN(C)
m
sa → C is asymptotically approximable by trace polynomials and uN is
K-Lipschitz, then the sequence PtuN is also asymptotically approximable by trace polynomials
by Lemma 3.28 (the hypothesis (3.18) is satisfied since |uN (x)| ≤ |uN (0)|+L‖x‖2 and |uN (0)|
is bounded as N → +∞ because uN is asymptotically approximable by trace polynomials).
Therefore, the iterated operator T Vkt,ℓ = (P2−ℓS
Vk
2−ℓ
)2
ℓt preserves asymptotic approximability for
dyadic values of t. Taking ℓ → ∞, we see by Observation 3.26 and Lemma 4.5 that T Vkt pre-
serves asymptotic approximability for dyadic values of t. Finally, we extend the approximability
property to T Vkt for all real t using Observation 3.26 and Lemma 4.6.
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(3) We know by Lemma 4.9 that T VNt uN(x) →
∫
uN dµN as t → ∞ with estimates that
are independent of N . It follows by Observation 3.26 that the sequence of constant functions
{∫ uN dµN} is asymptotically approximable by trace polynomials. But since these functions
are constant, this simply means that the limit of
∫
uN dµN as N →∞ exists. 
Proof of Theorem 4.1. (1) Let aN =
∫
x dµN (x) and aN,j =
∫
xj dµN (x). Note that
RN ≤ max
j
∫
‖xj − aN,j‖ dµN (x) + max
j
∣∣∣∣∫ τN (xj) dµN (x)∣∣∣∣+maxj
∥∥∥∥∫ (xj − τN (xj)) dµ(x)∥∥∥∥.
When we take the lim sup as N → ∞, the first term is bounded by 2/c1/2 by Corollary 2.12
while the last term is bounded by M . It remains to estimate
∫
τN (xj) dµN (x).
Using integration by parts, we see that∫
DVN (x) dµN (x) = 0
On the other hand, we may estimate
∥∥DVN (x) − (DVN (0) + C+c2 x)∥∥2 as follows. We assumed
that VN (x) − (c/2)‖x‖22 is convex and VN (x) − (C/2)‖x‖22 is concave. Let V˜N (x) = VN (x) −
C+c
2 ‖x‖
2
2. Then V˜N (x)+
1
2 (C−c)‖x‖
2
2 is convex and V˜N (x)− 12 (C−c)‖x‖
2
2 is concave. Therefore,
DV˜N is (C − c)/2-Lipschitz with respect to ‖·‖2. It follows that∥∥∥∥DVN (x)− (DVN (0) + C + c2 x
)∥∥∥∥
2
= ‖DV˜N (x)−DV˜N (0)‖2 ≤
C − c
2
‖x‖2.
Therefore, ∥∥∥∥DVN (0) + C + c2 aN
∥∥∥∥
2
≤ C − c
2
∫
‖x‖2 dµN (x)
≤ C − c
2
(
‖aN‖2 +
(∫
‖x− aN‖22 dµ(x)
)1/2)
≤ C − c
2
(
‖aN‖2 + c−1/2
)
,
where the last step follows from Theorem 2.11. Altogether,
C + c
2
‖aN‖2 ≤
C − c
2
‖aN‖2 + ‖DVN (0)‖2 +
C − c
2c1/2
.
Then we move (C − c)/2 · ‖aN‖2 to the left hand side and divide the equation by c to obtain∣∣∣∣∫ τN (xj) dµN (x)∣∣∣∣ ≤ ‖aN‖2 ≤ 1c‖DVN (0)‖2 + C − c2c3/2 ,
which proves the asserted estimate on RN . The tail estimate on µN (‖xj‖ ≥ RN + δ) follows
from Corollary 2.12.
(2) Fix a non-commutative polynomial p. Let R∗ = lim supN∈NRN which we know is
finite because of (1) and suppose that R′ > R∗. Let ψ ∈ C∞c (R) be such that ψ(t) = t for
|t| ≤ R′, and define Ψ(x1, . . . , xm) = (ψ(x1), . . . , ψ(xm)), where ψ(xj) is defined through the
continuous functional calculus for self-adjoint operators. Now x 7→ ψ(x) is Lipschitz in ‖·‖2
for x ∈MN (C)sa with constants independent of N (see for instance Proposition 8.8 below). It
follows that p(Ψ(x)) is globally Lipschitz in ‖·‖2 and it equals p(x) when ‖x‖ ≤ R′.
Furthermore, we claim that the sequence τN (p(Ψ(x))) is asymptotically approximable by
trace polynomials. To see this, choose some radius r and δ > 0. By the Weierstrass ap-
proximation theorem, there exists a polynomial ψ̂(t) such that |ψ(t) − ψ̂(t)| ≤ δ for t ∈
[−r, r]. By the spectral mapping theorem, we have ‖ψ(y) − ψ̂(y)‖ ≤ δ if y ∈ MN(C)sa and
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‖y‖ ≤ r. In particular, if we let Ψ̂(x) = (ψ̂(x1), . . . , ψ̂(xm)) for x ∈ MN (C)msa, then we have
‖Ψ(x) − Ψ̂(x)‖ ≤ δ when ‖x‖∞ ≤ r. Given ǫ > 0, we may choose δ small enough to guar-
antee that |τN (p(Ψ(x))) − τN (p(Ψ̂(x)))| ≤ ǫ for ‖x‖∞ ≤ r, and clearly τN (p(Ψ̂(x))) is a trace
polynomial. Thus, τN (p(Ψ(x)) is asymptotically approximable by trace polynomials.
Therefore, by Lemma 4.10, the limit
λ(p) = lim
N→∞
∫
τN (p(Ψ(x)) dµN (x)
exists. Clearly, λ satisfies all the conditions to be a non-commutative law. Furthermore,
because of the operator norm bounds (1), we know that
∫
‖x‖≥R′
τN (p(x)) dµN (x) is finite and
approaches zero as N →∞ and the same holds for the integral of τN (p(Ψ(x))). Therefore,
lim
N→∞
∫
τN (p(x)) dµN (x) = lim
N→∞
∫
τN (p(Ψ(x)) dµN (x) = λ(p).
Also, we have λ(p) = limN→∞
∫
‖x‖≤R′ τN (p(x)) dµN (x) and hence λ ∈ Σm,R′ . But since this
holds for every R′ > R∗, we have λ ∈ Σm,R∗ .
(3) It suffices to prove the concentration claim (3) for sufficiently large R, say R > 2R∗.
Because the topology of Σm,R is generated by the functions λ 7→ λ(p) for non-commutative
polynomials p, it suffices to consider the case where U = {λ′ : |λ′(p) − λ(p)| < ǫ} for some
non-commutative polynomial p. Choose a function ψ ∈ C∞c (R) with ψ(t) = t for |t| ≤ R, and
let Ψ be as above. Then by Theorem 2.10,
µN
(∣∣∣∣τN (p(Ψ(x)) − ∫ τN (p ◦Ψ) dµN ∣∣∣∣ ≥ ǫ/2) ≤ 2e−N2ǫ2/8‖τN (p◦Ψ)‖2Lip .
But by the same reasoning as in part (2), we know that large enough N , we have∣∣∣∣∫ τN (p ◦Ψ) dµN − λ(p)∣∣∣∣ ≤ ǫ2 ,
and hence
lim sup
N→∞
1
N2
logµN (‖x‖ ≤ R, |τN (p(x))− λ(p)| ≥ ǫ) < 0. 
5. Entropy and Fisher’s Information
5.1. Classical Entropy. In this section, we will state sufficient conditions for the microstates
free entropies χ and χ to be evaluated as the lim sup and lim inf of renormalized classical
entropies. Recall that the (classical, continuous) entropy of a measure dµ(x) = ρ(x) dx on Rn
is defined as
h(µ) :=
∫
Rn
−ρ log ρ,
whenever the integral makes sense. We will later use the following basic facts about the classical
entropy, so for convenience we provide a proof.
Lemma 5.1.
(1) If µ has a density ρ and
∫ |x|2 dµ(x) < +∞, then the positive part of −ρ log ρ has finite
integral and hence
∫ −ρ log ρ is well-defined in [−∞,+∞).
(2) In fact, we have h(µ) ≤ (n/2) log 2πae, where a = ∫ |x|2 dµ(x)/n, and equality is
achieved in the case of a centered Gaussian with covariance matrix aI.
(3) Suppose {µk} is a sequence of probability measures with density ρk, suppose ρk → ρ
pointwise almost everywhere, and suppose that
∫ |x|2 dµk(x) → ∫ |x|2 dµ(x) < +∞.
Then lim supk→∞ h(µk) ≤ h(µ).
(4) If µ and ν have finite second moments, then h(µ ∗ ν) ≥ max(h(µ), h(ν)).
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Proof. (1) Let a =
∫ |x|2 dµ(x)/n. Let g(x) = (2πa)−n/2e−|x|2/2a be the Gaussian of variance
a and let γ be the corresponding Gaussian measure. Let ρ˜ = ρ/f be the density of µ relative
to the Gaussian. We write
−ρ(x) log ρ(x) = −ρ˜(x) log ρ˜(x) · g(x)− ρ˜(x) log g(x) · g(x)
= −ρ˜(x) log ρ˜(x) · g(x) +
(
1
2a
|x|2 + n
2
log 2πa
)
ρ(x).
The second term has a finite integral by assumption. The function −t log t is bounded above
for t ∈ R, and g(x) is a probability density; thus, the positive part of −ρ˜ log ρ˜ · g has finite
integral. Hence,
∫ −ρ log ρ is well-defined.
(2) The function −t log t is concave and its tangent line at t = 0 is 1− t and hence −t log t ≤
1− t. Thus, ∫
−ρ˜ log ρ˜ dγ ≤
∫
(1− ρ˜) dγ = 0,
so
h(µ) ≤
∫ (
1
2a
|x|2 + n
2
log 2πa
)
ρ(x) dx =
n
2
+
n
2
log 2πa =
n
2
log 2πe.
In the case where µ = γ, we have ρ˜ = 1 and hence
∫ −ρ˜ log ρ˜ = 0.
(3) Let γ be the Gaussian of covariance matrix I and g its density. Let ρ˜k = ρk/g. As before,
h(µk) =
∫
−ρ˜k log ρ˜k dγ +
∫ (
1
2
|x|2 + n
2
log 2π
)
dµk.
By assumption, the second term converges to
∫
(12 |x|2+ n2 log 2π) dµ. Since the function −t log t
is bounded above and γ is a probability measure, the integral of the positive part of −ρ˜k log ρ˜k
converges to the corresponding quantity for ρ. For the negative part, we can apply Fatou’s
lemma. This yields lim supk→∞ h(µk) = h(µ).
(4) We can assume without loss of generality that one of the measures, say µ, has finite
entropy and in particular has a density ρ. Then µ ∗ ν has a density given almost everywhere
by ρ˜(x) =
∫
ρ(x− y) dν(y). Since −t log t is concave, Jensen’s inequality implies that
−ρ˜(x) log ρ˜(x) ≥
∫
−ρ(x− y) log ρ(x− y) dν(y).
The right hand side is
∫ ∫ −ρ(x−y) log ρ(x−y) dν(y) dx = ∫ ∫ −ρ(x−y) log ρ(x−y) dx dν(y) =
h(µ), where the exchange of order is justified because we know that −ρ log ρ is integrable since
h(µ) > −∞. Therefore, h(µ ∗ ν) = ∫ −ρ˜ log ρ˜ ≥ h(µ). 
5.2. Microstates Free Entropy. Because there is no integral formula known for free entropy
of multiple non-commuting variables as in the classical case, Voiculescu defined the free analogue
of entropy [38, 39] using Boltzmann’s microstates viewpoint on entropy.
Definition 5.2. For U ⊆ Σm, we define the microstate space
ΓN (U) = {x ∈MN(C)msa : λx ∈ U}
ΓN,R(U) = {x ∈MN(C)msa : λx ∈ U , ‖x‖∞ ≤ R}.
The microstates free entropy of a non-commutative law λ is defined as
χR(λ) = inf
U∋λ
lim sup
N→∞
(
1
N2
log vol ΓN,R(U) + m
2
logN
)
χ(λ) = sup
R>0
χR(λ).
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Here U ranges over all open neighborhoods of λ in Σm. Similarly, we denote
χ
R
(λ) = inf
U∋λ
lim inf
N→∞
(
1
N2
log vol ΓN,R(U) + m
2
logN
)
χ(λ) = sup
R>0
χR(λ).
Definition 5.3. A sequence of probability measures µN on MN (C)
m
sa is said to concentrate
around the non-commutative law λ if λx → λ in probability when x is chosen according to µN ,
that is, for any neighborhood U of λ in Σm, we have
lim
k→∞
µN (x ∈ ΓN (U)) = 1.
Proposition 5.4. Let VN : MN(C)
m
sa → R be a potential with
∫
exp(−N2VN (x)) dx < +∞
and let µN be the associated measure. Assume:
(A) The sequence {µN} concentrates around a non-commutative law λ.
(B) The sequence {VN} is asymptotically approximable by scalar-valued trace polynomials.
(C) For some n ≥ 1 and a, b > 0 we have |VN | ≤ a+ b
∑m
j=1 τN (x
2n
j ).
(D) There exists R0 > 0 such that
lim
N→∞
∫
‖x‖
∞
≥R0
1 + m∑
j=1
τN (x
2n
j )
 dµN (x) = 0,
where n is the same number as in (C).
Then λ can be realized as the law of non-commutative random variables X = (X1, . . . , Xm) in
a von Neumann algebra (M, τ) with ‖Xj‖ ≤ R0. Moreover, we have
χ(λ) = χR0(λ) = lim sup
N→∞
(
1
N2
h(µN ) +
m
2
logN
)
(5.1)
χ(λ) = χ
R0
(λ) = lim inf
N→∞
(
1
N2
h(µN ) +
m
2
logN
)
.(5.2)
Proof. It follows from assumptions (A) and (D) that for every non-commutative polynomial p,
lim
N→∞
∫
‖x‖
∞
≤R0
τN (p(x)) dµN (x) = λ(p).
It follows that λ(X2nj ) ≤ R2n0 for any n > 0. From here it is a standard fact that λ can be
realized by self-adjoint random variables in a tracial von Neumann algebra which have norm
≤ R0.
Now let us evaluate χR and χR for R ≥ R0. Recall that
dµN (x) =
1
ZN
exp(−N2VN (x)) dx, ZN =
∫
exp(−N2VN (x)) dx,
and note that
h(µN ) = N
2
∫
VN (x) dµN (x) + logZN .
The assumptions (C) and (D) imply that
lim
N→∞
∫
‖x‖
∞
≥R
|VN (x)| dµN (x) = 0 and lim
N→∞
µN (x : ‖x‖∞ ≥ R) = 0.
Therefore, if we let
dµN,R(x) =
1
ZN,R
1‖x‖
∞
≤R exp(−N2VN (x)) dx, ZN,R =
∫
‖x‖
∞
≤R
exp(−N2VN (x)) dx.
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then as N →∞, we have∫
VN dµN −
∫
VN dµN,R → 0, logZN − logZN,R → 0,
and hence
1
N2
h(µN )− 1
N2
h(µN,R)→ 0.
Fix ǫ > 0. By assumption (B), there is scalar-valued trace polynomial f such that |VN (x)−
f(x)| ≤ ǫ/2 for ‖x‖∞ ≤ R and for sufficiently large N . Now because the trace polynomial
f is continuous with respect to convergence in non-commutative moments, the set U = {λ′ :
|λ′(f)− λ(f)| < ǫ/2} is open. Now suppose that V ⊆ U is a neighborhood of λ. Note that
lim
N→∞
µN,R(ΓN,R(V)) = lim
N→∞
ZN
ZN,R
µN (ΓN (V) ∩ {x : ‖x‖∞ ≤ R}) = 1,
where we have used that ZN/ZN,R → 1 as shown above, that µN (ΓN (V))→ 1 by assumption
(A), and that µN (‖x‖∞ ≤ R)→ 1 by assumption (D). Moreover, by our choice of f and U , we
have
x ∈ ΓN,R(V) =⇒ |VN (x) − λ(f)| ≤ ǫ.
Therefore,
ZN,RµN,R(ΓN,R(V)) =
∫
ΓN,R(V)
exp(−N2VN (x)) dx
= volΓN,R(V) exp(−N2(λ(f) +O(ǫ))).
Thus,
logZN,R + logµN,R(ΓN,R(V)) = log vol ΓN,R(V)−N2(λ(f) +O(ǫ)).
Meanwhile, note that f is bounded by some constant K whenever ‖x‖∞ ≤ R. Therefore,∫
VN dµN,R =
∫
ΓN,R(V)
VN dµN,R +
∫
ΓN,R(Vc)
VN dµN,R
=
∫
ΓN,R(V)
λ[f ] dµN,R +
∫
ΓN,R(Vc)
λx[f ] dµN,R +O(ǫ)
= λ(f)µN,R(ΓN,R(V)) +O(ǫ) +O
(
K µN (ΓN,R(Vc))
)
.
Altogether,
1
N2
h(µN,R) =
∫
VN dµN,R +
1
N2
logZN,R
=λ(f)(µN,R(ΓN,R(V))− 1) + 1
N2
log vol ΓN,R(V)
+O(ǫ) +O
(
K µN (ΓN,R(Vc))
)− 1
N2
logµN,R(ΓN,R(V)).
Now we apply the fact that µN,R(ΓN,R(V))→ 1 to obtain
lim sup
N→∞
1
N2
|h(µN,R)− log vol ΓN,R(V)| = O(ǫ).
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Because this holds for all sufficiently small neighborhoods V with the error O(ǫ) only depending
on U , we have
χR(λ) = lim sup
N→∞
(
1
N2
h(µN,R) +
m
2
logN
)
+O(ǫ)
= lim sup
N→∞
(
1
N2
h(µN ) +
m
2
logN
)
+O(ǫ).
Next, we take ǫ → 0 and obtain χR(λ) = lim supN→∞(N−2 log h(µN ) + (m/2) logN) for
R ≥ R0. Now χ(λ) = supR χR(λ) and χR(λ) is an increasing function of R. Since our claim
about χR(λ) holds for sufficiently large R, it also holds for χ(λ), so (5.1) is proved. The proof
of (5.2) is identical. 
5.3. Classical Fisher Information. The classical Fisher information of a probability measure
µ on Rn describes how the entropy changes when µ is convolved with a Gaussian. Suppose µ
is given by the smooth density ρ > 0 on Rn, and let γt be the multivariable Gaussian measure
on Rn with covariance matrix tI. Then the density ρt for µt = µ ∗ γt evolves according to the
heat equation ∂tρt = (1/2)∆ρt. Integration by parts shows that ∂th(µt) = (1/2)
∫ |∇ρt/ρt|2dµt
(which we justify in more detail below).
The Fisher information of µ represents the derivative at time zero and it is defined as
I(µ) :=
∫ ∣∣∣∣∇ρρ
∣∣∣∣2 dµ.
The Fisher information is the L2(µ) norm of the function −∇ρ(x)/ρ(x), which is known as the
score function. If X is a random variable with smooth density ρ, then the Rn-valued random
variable Ξ = −∇ρ(X)/ρ(X) satisfies the integration-by-parts relation
(5.3) E[Ξ ·f(X)] = −
∫ ∇ρ(x)
ρ(x)
f(x)ρ(x) dx =
∫
ρ(x)∇f(x) dx = E[∇f(X)] for f ∈ C∞c (Rn),
or equivalently E[Ξjf(X)] = E[∂jf(X)] for each j.
In fact, the integration-by-parts relation E[Ξ · f(X)] = E[∇f(X)] makes sense even if we
do not assume that X has a smooth density. Following the terminology used by Voiculescu
in the free case, if X is an Rn-valued random variable on the probability space (Ω, P ), we say
that an Rn-valued random variable Ξ ∈ L2(Ω, P ) is a (classical) conjugate variable for X if
E[Ξ · f(X)] = E[∇f(X)] and if each Ξj is in the closure of {f(X) : f ∈ C∞c (Rn)} in L2(Ω, P ).
In other words, this means that Ξ is a function of X (up to almost sure equivalence) and
satisfies the integration-by-parts relation. Since the integration-by-parts relation uniquely de-
termines the L2(Ω, P ) inner product of Ξj and f(X) for all f ∈ C∞c (Rn), it follows that the
conjugate variable is unique (up to almost sure equivalence), and it is also independent of (Ω, P )
and only depends on the law of X . Thus, we may unambiguously define the Fisher information
I(µ) = E[|Ξ|2] if Ξ is a conjugate variable to X and I(µ) = +∞ if no conjugate variable exists.
The probabilistic viewpoint is useful because it enables us to produce conjugate variables
and estimate Fisher information using conditional expectation. (See [40, Proposition 3.7] for
the free case.)
Lemma 5.5. Suppose that X and Y are independent Rn-valued random variables with X ∼ µ
and Y ∼ ν. If Ξ is a conjugate variable for X, then E[Ξ|X + Y ] is a conjugate variable for
X + Y . In particular,
I(µ ∗ ν) ≤ min(I(µ), I(ν)).
34 DAVID JEKEL
Proof. Because X and Y are independent, we have for g ∈ C∞c (Rn ×Rn) that E[Ξjg(X,Y )] =
E[∂Xjg(X,Y )]. In particular, if f ∈ C∞c (Rn), then
E[Ξjf(X + Y )] = E[∂Xj (f(X + Y ))] = E[(∂jf)(X + Y )].
But E[Ξj |X+Y ] is the orthogonal projection onto the closed span of {f(X+Y ) : f ∈ C∞c (Rn)}
and hence
E [E[Ξj |X + Y ]f(X + Y )] = E[∂jf(X + Y )].
So I(µ ∗ ν) = E[|E[Ξ|X + Y ]|2] ≤ E[|Ξ|2] = I(µ). By symmetry, I(µ ∗ ν) ≤ I(ν). 
The entropy of a measure µ can be recovered by integrating the Fisher information of µ ∗ γt.
The following integral formula was the motivation for Voiculescu’s definition of non-microstates
free entropy χ∗. For the reader’s convenience, we include a statement and proof in the random
matrix setting with free probabilistic normalizations. See also [4, Lemma 1] and [40, Proposition
7.6]. Recall that we identify MN (C)
m
sa with R
mN2 using the orthonormal basis given in §2.1
rather than entrywise coordinates (since some entries are real and some are complex).
Lemma 5.6. Let µ be a probability measure on MN (C)
m
sa with finite variance and with den-
sity ρ, and let σt,N be the law of m independent GUE’s of normalized variance t. If a =
(1/m)
∫ ‖x‖22 dµ(x) = (1/mN) ∫ |x|2 dµ(x), then we have for t ≥ 0 that
(5.4)
m
a+ t
≤ 1
N3
I(µ ∗ σt,N ) ≤ min
(
m
t
,
1
N3
I(µ)
)
.
Moreover,
(5.5)
1
N2
h(µ ∗ σt,N )− 1
N2
h(µ) =
1
2
∫ t
0
1
N3
I(µ ∗ σs,N ) ds
and
(5.6)
1
N2
h(µ) +
m
2
logN =
1
2
∫ ∞
0
(
m
1 + s
− 1
N3
I(µ ∗ σs,N )
)
ds+
m
2
log 2πe.
Proof. To prove (5.4), suppose t ≥ 0 and let X and Y be random variables with the laws µ and
σt,N respectively. The lower bound is trivial if I(µ ∗ σt,N ) = +∞, so suppose that X + Y has
a conjugate variable Ξ. Then after some computation, the integration-by-parts relation shows
that E〈Ξ, X + Y 〉Tr = mN2. Thus,
E[|Ξ|2] ≥ |E〈Ξ, X + Y 〉Tr|
2
E|X + Y |2 =
(mN2)2
N(ma+mt)
=
N3
a+ t
since the variance of Y with respect to the non-normalized inner product is Nmt and the
variance of X is Na. The upper bound is trivial in the case where t = 0. If t > 0, then by the
previous lemma I(µ ∗ σt,N ) ≤ min(I(µ), I(σt,N ). Moreover, a direct computation shows that
if Y ∼ σt,N , then the conjugate variable is (N/t)Y and the Fisher information is mN3/t.
Next, to prove (5.5), let µt := µ ∗ σt,N . By basic properties of convolving positive functions
with the Gaussian, µt has a smooth density ρt. We claim that if 0 < δ < t, then
h(µt)− h(µδ) = 1
2N
∫ t
δ
I(µs) ds = 1
2N
∫ t
δ
∫
MN (C)msa
|∇ρs(x)|2
ρs(x)
dx ds.
This will follow from integration by parts, but to give a complete justification, we first introduce
a smooth compactly supported “cutoff” function ψR : MN(C)
m
sa → R such that 0 ≤ ψR ≤ 1
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and ψR(x) = 1 when |x| ≤ R and ψR(x) = 0 when |x| ≥ 2R. Because of scale-invariance, we
can arrange that ‖∇ψR(x)‖2 ≤ C/R. Because ∂sρs = (1/2N)∆ρs, we have
d
dt
[
−
∫
ψRρs log ρs
]
= − 1
2N
∫
ψR · (∆ρs log ρs +∆ρs)
=
1
2N
∫
ψR
|∇ρs|2
ρs
+
1
2N
∫
∇ψR · ∇ρs · (1 + log ρs),
where all the integrals are taken over MN(C)
m
sa with respect to dx. This is equal to
1
2N
∫
ψR|∇ρs/ρs|2 dµs − 1
2N
∫
(∇ψR · ∇ρs/ρs)(1 + log ρs) dµs.
Of course, by the monotone convergence theorem
lim
R→+∞
∫ t
δ
∫
ψR|∇ρs/ρs|2 dµs ds =
∫ t
δ
I(µs) ds.
The other term is an error which can be estimated as follows: Note that µs = µ ∗ σs,N and
that σs,N has a density that is bounded uniformly for s ∈ [δ, t] and x ∈ MN (C)msa. Therefore,
ρs is uniformly bounded for s ∈ [δ, t] and x ∈MN(C)msa and hence log ρs is uniformly bounded
above. To obtain a lower bound on log ρs, first note that there is a K > 0 such that
µ(x : |x| ≤ K) ≥ 1/2.
Now if x ∈MN (C)msa and |y| ≤ K, then |x−y| ≥ |x|−K and hence |x−y|2 ≤ |x|2−2K|x|+K2 ≥
2|x|2+2K2, where the last inequality follows because 2K|x| ≤ (1/2)|x|2+2K2 by the arithmetic
geometric mean inequality. Therefore, letting Z be the normalizing constant for σt,N , we have
ρs(x) =
1
Z
∫
e−(N/2t)|x−y|
2
dµ(y)
≥ 1
Z
∫
|y|≤K
∫
e−(N/2t)|x−y|
2
dµ(y)
≥ 1
Z
∫
|y|≤K
e−(N/t)(|x|
2+K2) dµ(y)
≥ e
−NK2/t
2Z
e−(N/t)|x|
2
,
so that log ρs ≥ K ′ − |x|2 for some constant K ′. In particular, combining our upper and lower
bounds, there is a constant α such that for sufficiently large x, we have |1 + log ρs| ≤ α|x|2.
Recall that ∇ψR(x) is supported when R ≤ |x| ≤ 2R and thus is bounded by 1/R ∼ 1/|x|.
Altogether we have |∇ψR(1 + log ρs)| ≤ β|x| for some constant β when |x| is large enough.
Thus, our error term is bounded by∫ t
δ
∫
|(∇ψR · Ξs)(1 + log ρs)| dµs ds ≤ β
∫ t
δ
∫
|x|≥R
|x||∇ρs(x)/ρs(x)| dµs(x) ds
≤ 1
2
β
∫ t
δ
∫
|x|≥R
(|x|2 + |∇ρs(x)/ρs(x)|2) dµs(x) ds.
The right hand is the tail of the convergent integral∫ t
δ
∫
(|x|2 + |∇ρs(x)/ρs(x)|2) dµs(x) ds =
∫ t
δ
[(a+ms) + I(µs)] ds < +∞,
36 DAVID JEKEL
and therefore it goes to zero as R → +∞ by the dominated convergence theorem. We can
also apply the dominated convergence theorem to − ∫ ψRρt log ρt and − ∫ ψRρδ log ρδ given our
earlier estimate that ρs is subquadratic for each s. The result is that
h(µt)− h(µδ) = 1
2N
∫ t
δ
∫
|∇ρs/ρs|2 dµs ds = 1
2N
∫ t
δ
I(µs) ds.
To complete the proof of (5.5), we must take δ ց 0. We can take the limit of the right hand
side by the monotone convergence theorem. As for the left hand side, Lemma 5.1 (3) implies
that lim supδց0 h(µδ) ≤ h(µ) because ρδ → ρ almost everywhere by Lebesgue differentiation
theory. On the other hand, h(µδ) ≥ h(µ) by Lemma 5.1 (4), hence h(µδ) → h(µ), so (5.5) is
proved.
To prove (5.6), we follow [40, Proposition 7.6]. First, suppose that h(µ) > −∞. Note that
h(µ) =
1
2
∫ t
0
(
mN2
1 + s
− 1
N
I(µs)
)
ds− mN
2
2
log(1 + t) + h(µt).
If h(µ) > −∞, then ∫ 1
0
(
mN2
1+s − 1N I(µs)
)
ds is finite. In light of (5.4), the integral from 1 to
+∞ is also finite and by the dominated convergence theorem
lim
t→+∞
1
2
∫ t
0
(
mN2
1 + s
− 1
N
I(µs)
)
ds =
1
2
∫ ∞
0
(
mN2
1 + s
− 1
N
I(µs)
)
ds.
It remains to understand the behavior of h(µt) − (mN2/2) log(1 + t). By Lemma 5.1 (4) and
(2),
h(µt) ≥ h(σt,N ) = mN
2
2
log
2πet
N
=
mN2
2
log
2πe
N
+
mN2
2
log t.
On the other hand, by Lemma 5.1 (2), since
∫ |x|2 dµt(x) = N(a+ tm), we have
h(µt) ≤ mN
2
2
log
2πe(a+ t)
N
=
mN2
2
log
2πe
N
+
mN2
2
log(a+ t).
As t→∞, we have log(1 + t)− log(a+ t)→ 0 and log(1 + t)− log t→ 0 and therefore
h(µt)− mN
2
2
log(1 + t)→ mN
2
2
log
2πe
N
=
mN2
2
log 2πe− mN
2
2
logN.
Hence,
h(µ) =
1
2
∫ ∞
0
(
mN2
1 + s
− 1
N
I(µs)
)
ds+
mN2
2
log 2πe− mN
2
2
logN,
which is equivalent to the asserted formula (5.6). In the case where h(µ) = −∞, we also have∫ 1
0
(
mN2
1+s − 1N I(µs)
)
ds = −∞ by (5.5), but the integral from 1 to ∞ is finite as shown above.
So both sides of (5.6) are −∞. 
5.4. Free Fisher Information. The starting point for the definition of free Fisher information
is the integration-by-parts formula (5.3). Indeed, if we formally apply this to a non-commutative
polynomial p and renormalize, we obtain
(5.7)
∫
τN
(
1
N
Ξj(x)p(x)
)
dµ(x) =
∫
τN ⊗ τN (Djp(x)) dµ(x),
(and this integration by parts is justified under sufficient assumptions of finite moments).
Voiculescu therefore made the following definitions:
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Definition 5.7 ([40, §3]). Let X = (X1, . . . , Xm) be a tuple of self-adjoint random variables
in a tracial von Neumann algebra (M, τ) and assume that M is generated by X as a von
Neumann algebra. We say that ξ = (ξ1, . . . , ξm) ∈ L2(M, τ)m is the (free) conjugate variable
of X if
(5.8) τ(ξjp(X)) = τ ⊗ τ(Djp(X))
for every non-commutative polynomial p. In this case, we say that X (or equivalently the law
of X) has finite free Fisher information and define Φ∗(X) := Φ∗(λX) :=
∑
j τ(ξ
2
j ). We also
denote the conjugate variable ξ by J(X).
Definition 5.8 ([40, Definition 7.1]). The non-microstates free entropy of a non-commutative
law λ is
χ∗(λ) :=
1
2
∫ ∞
0
(
m
1 + t
− Φ∗(λ⊞ σt)
)
+
1
2
log 2πe.
Now we are ready to state conditions under which the classical Fisher information of a
sequence of measures µN converges to the free Fisher information of the law λ. First, to
clarify the normalization, note that if dµN (x) = (1/ZN) exp(−N2VN (x)) dx, then the classical
conjugate variable is given by ΞN = N
2∇VN . The normalized conjugate variable used in (5.7)
is (1/N)ΞN = N∇VN = DVN . The corresponding normalized Fisher information is then∫
‖DVN‖22 dµN =
∫
1
N
∣∣∣∣ 1N ΞN
∣∣∣∣2 dµ = 1N3 I(µN ),
which is the same normalization as in Lemma 5.6.
Proposition 5.9. Let VN : MN(C)
m
sa → R be a potential with
∫
exp(−N2VN (x)) dx < +∞
and let µN be the associated measure. Assume:
(A) The sequence µN concentrates around a non-commutative law λ.
(B) The sequence {DVN} is asymptotically approximable by trace polynomials.
(C) For some n ≥ 0 and a, b > 0 we have ‖DVN‖22 ≤ a+ b
∑m
j=1 τN (x
2n
j ).
(D) There exists R0 > 0 such that
lim
N→∞
∫
‖x‖
∞
≥R0
1 + m∑
j=1
τN (x
2n
j )
 dµN (x) = 0.
Then
(1) The law λ can be realized by self-adjoint random variables X = (X1, . . . , Xm) in a
tracial von Neumann algebra (M, τ) with ‖Xj‖ ≤ R0.
(2) There exists a sequence of trace polynomials f (k) ∈ (TrP1m)m such that
lim
k→∞
lim sup
N→∞
sup
‖x‖
∞
≤R0
‖DVN (x)− f (k)(x)‖2 = 0.
(3) If {f (k)} is any sequence as in (2), then {fk(X)} converges in L2(M, τ) and the limit
is the conjugate variable J(X).
(4) The law λ has finite free Fisher information and N−3I(µN )→ Φ∗(λ) as N →∞.
Proof. (1) This follows from the same argument as Proposition 5.4.
(2) This follows from the definition of asymptotic approximability by trace polynomials.
(3) Let {f (k)} be a sequence as in (2). Because µN concentrates around λ and because
µN ({x : ‖x‖∞ ≤ R0})→ 1 as N → +∞ by (4), we have
λ[(f (j) − f (k))∗(f (j) − f (k))] = lim
N→∞
∫
‖x‖
∞
≤R0
τN [(f
(j) − f (k))∗(f (j) − f (k))(x)] dµN (x).
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For every ǫ > 0, if j and N are large enough, then sup‖x‖
∞
≤R0‖DVN (x)− f (j)(x)‖2 < ǫ by our
assumption on f (j). In particular, if j and k are sufficiently large, then λ[(f (j) − f (k))∗(f (j) −
f (k))] < (2ǫ)2. This shows that {f (k)(X)} is Cauchy in L2(M,λ) since X has the law λ.
Let ξ = limk→∞ f
(k)(X). We must show that ξ is the conjugate variable for X . Let ψ ∈
C∞c (R) such that ψ(y) = y when |y| ≤ R0. For x ∈ MN (C)msa, let Ψ(x) = (ψ(x1), . . . , ψ(xm)).
By (5.7), because DVN (x) is the classical conjugate variable for X , we have for every non-
commutative polynomial p that∫
τN [DjVN (x) · p(Ψ(x))] dµN (x) =
∫
Dj [τN (p(Ψ(x)))] dµN (x).
It follows from our assumptions (C) and (D) that
lim
N→∞
∫
‖x‖
∞
≥R0
‖DVN (x)‖22 dµN (x) = 0.
Because p(Ψ(x)) and Dj[τN (p(Ψ(x)))] are globally bounded in operator norm, the integral of
these quantities over ‖x‖∞ ≥ R0 will vanish as N →∞ and therefore∫
‖x‖
∞
≤R0
τN [DjVN (x)p(Ψ(x))] dµN (x) −
∫
‖x‖
∞
≤R0
Dj [τ(p(Ψ(x)))] dµN (x)→ 0
But since p(Ψ(x)) = p(x) on this region, we have∫
‖x‖
∞
≤R0
τN [DjVN (x)p(x)] dµN (x) −
∫
‖x‖
∞
<R0
τN ⊗ τN [Djp(x)] dµN (x)→ 0.
Now the second term converges to λ ⊗ λ[Djp] = τ ⊗ τ [Djp(X)] by our concentration assump-
tion (A). For the first term, we can replace DjVN (x) by f
(k)
j (x) with an error bounded by
sup‖x‖
∞
≤R0‖f (k)(x)−DVN (x)‖2. Then we apply concentration to conclude that
∫
τN [f
(k)
j (x)
∗p(x)] dµN (x)→
λ[(f
(k)
j )
∗p]. Overall,∣∣∣λ[(f (k)j )∗p]− λ⊗ λ[Djp]∣∣∣ ≤ lim sup
N→∞
sup
‖x‖
∞
≤R0
‖f (k)(x) −DVN (x)‖2.
Taking k →∞, we obtain τ [ξjp(X)]− τ ⊗ τ [Djp(X)] = 0 as desired.
(4) We know from (3) that λ has finite Fisher information. Assumptions (C) and (D) imply
that
1
N3
I(µN )−
∫
‖x‖
∞
≤R0
‖DVN (x)‖22 dµN (x)→ 0.
By similar arguments as before, we can approximate DVN by f
(k) on ‖x‖∞ ≤ R0, approxi-
mate
∫
‖x‖
∞
≤R0
‖f (k)‖22 dµN by λ((f (k))∗f (k)), and then approximate λ((f (k))∗f (k)) by τ(ξ∗ξ) =
Φ∗(λ), where the error terms vanish as N → ∞ and then k → ∞. This implies that
N−3I(µN )→ Φ∗(λ). 
6. Evolution of the Conjugate Variables
6.1. Motivation and Statement of the Equation. In the last section, we stated conditions
under which the classical entropy and Fisher information of µN converge to their free counter-
parts for the limiting non-commutative law λ. In order to prove that χ(λ) = χ∗(λ), we want to
take the limit in the integral formula (5.6), and therefore, we wantN−3I(µN∗σt,N )→ Φ∗(λ⊞σt)
for all t > 0. In order to apply Proposition 5.9 to µN ∗σt,N , we need to show that {DVN,t}N is
asymptotically approximable by trace polynomials, where VN,t is the potential corresponding
to µN ∗ σt,N .
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By adding a constant to each VN if necessary, we may assume without loss of generality that
ZN = 1. We call that VN,t(x) is given by
(6.1) exp(−N2VN,t(x)) =
∫
exp(−N2VN (x+ y)) dσt,N (y).
Then exp(−N2VN,t(x)) solves the normalized heat equation
(6.2) ∂t[exp(−N2VN,t(x))] = 1
2N
∆[exp(−N2VN,t(x))],
where (1/N)∆ = LN is the normalized Laplacian. However, we do not know how to show
that DVN (·, t) is asymptotically approximable by trace polynomials from a direct analysis of
the heat equation because of the dimension-dependent factor of N2 in the exponent. What we
want is a dimension-independent and “hands-on” way of producing VN,t from VN .
As in §4, we will analyze the PDE which describes the evolution of the function VN,t. We
first derive the equation by rewriting the (6.2) in terms of VN,t rather than e
−N2VN,t . By the
chain rule,
∂t[exp(−N2VN,t)] = −N2∂tVN,t · exp(−N2VN,t)
and
∆[exp(−N2VN,t)] = [∆(−N2VN,t) + |∇(−N2VN,t)|2] exp(−N2VN,t)
= (−N2∆VN,t +N4|∇VN,t|2) exp(−N2V ),
where ∆ and ∇ denote the classical (non-normalized) Laplacian and gradient, where MN (C)msa
has been identified with RmN
2
using the coordinates in 2.1. Thus, our equation becomes
−N2∂tVN,t = 1
2N
(−N2∆VN,t +N4|∇VN,t|2)
∂tVN,t =
1
2N
∆VN,t −N |∇VN,t|2.
Recall that (1/N)∆ is the normalized Laplacian discussed in §3.2. The normalized gradi-
ent is DVN,t = N∇VN,t, and the normalized Euclidean norm is ‖x‖22 =
∑m
j=1 τN (x
2
j ) =
1
N
∑m
j=1 Tr(x
2
j ) =
1
N |x|2. Then
N |∇VN,t|2 = 1
N
|N∇VN,t|2 = 1
N
|DVN,t|2 = ‖DVN,t‖22.
and therefore we obtain the following equation that is normalized in a dimension-independent
way
(6.3) ∂tVN,t =
1
2
LNVN,t − 1
2
‖DVN,t‖22.
In the remainder of this section, we study a semigroup Rt acting on convex and semi-concave
functions on MN (C)
m
sa such that VN,t = RtVN (here Rt depends implicitly on N). In §6.2 -
§6.6, we construct Rt from scratch by iterating the heat semigroup and Hopf-Lax semigroup.
Next, in §6.7, we verify that RtVN solves (6.3) in the viscosity sense (for background, see [10]),
and deduce that RtVN must agree with the smooth solution VN,t defined by (6.1). Finally, in
(§6.8), we show that if {DVN} is asymptotically approximable by trace polynomials, then so is
{D(RtVN )}.
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6.2. Strategy to Approximate Solutions. To construct the semigroup Rt that solves (6.3),
we view the equation as a hybrid between the heat equation ∂tu = (1/2N)∆u and the Hamilton-
Jacobi equation with quadratic potential ∂tu = −(1/2)‖Du‖22. The heat equation can be solved
by the heat semigroup
(6.4) Ptu(x) :=
∫
u(x+ y) dσt,N (y),
while the Hamilton-Jacobi equation can be solved using the inf-convolution semigroup
(6.5) Qtu(x) := inf
[
u(x+ y) +
1
2t
‖y‖22
]
as a special case of the Hopf-Lax formula (see [19, Chapter 3.3]).
In Dabrowski’s approach, the solution to (6.3) was expressed through a formula of Boue´,
Dupuis and U¨stunel as the infimum of E[u(x+Bt+
∫ t
0 Ys ds)+ (1/2)
∫ t
0 ‖Ys‖
2
2 ds] over a certain
class of stochastic processes Yt adapted to a standard Brownian motion Bt (see [13, Theorem
3.1]). This formula, roughly speaking, combines the Gaussian convolution and inf-convolution
operations by replacing the y in the definition of Qt by a stochastic process and allowing it to
evolve with Bt. Dabrowski then identifies the minimizing process Yt as a Brownian bridge [13,
Section 5] and analyzes it using a forward-backward SDE. Through the Picard iteration solving
the SDE, he shows that the solution is well-approximated by non-commutative functions.
We instead give a deterministic proof following the same strategy as in §4 that is motivated
by Trotter’s formula, we define a semigroup Rtu at dyadic times t by alternating between
P2−ℓ and Q2−ℓ and then letting ℓ→∞. We establish convergence through a telescoping series
argument after showing that PtQt−QtPt = o(t). Then we show that Rtu depends continuously
on t in order to extend its definition to all positive real t.
In contrast to §4, we must understand how the semigroups Pt, Qt, and Rt affect Du as well
as u, and we want D(Rtu) to be Lipschitz for all t. We therefore view these operators as acting
on spaces of the form
E(c, C) =
{
u :MN (C)
m
sa → R, u(x)−
1
2
c‖x‖22 is convex and u(x)−
1
2
C‖x‖22 is concave
}
,
where 0 ≤ c ≤ C < +∞, where we suppress the dependence onm and N in the notation. These
spaces have the virtue that if u ∈ E(c, C), then ‖Du‖Lip ≤ C automatically (see Proposition
2.13 (3)).
At every step of the proof, we include estimates both for u and for Du. In addition, con-
trolling the error propagation requires more work because Qt and Rt are not contractions with
respect to ‖Du‖L∞ .
The following theorem summarizes the results of the construction.
Here, for a measurable function u :MN(C)
m
sa → R, the notation ‖u‖L∞ is the standard L∞
norm. If F : MN (C)
m
sa → MN (C)msa (for instance F = Du for some u : MN (C)msa → R, then
‖F‖L∞ = supx∈MN (C)msa‖F (x)‖2; similarly, ‖F‖Lip is the Lipschitz norm of F when using ‖·‖2
in both the domain and the target space.
Note that ‖F‖2 does not denote the L2 norm of F with respect to any measure, but rather
(
∑m
j=1 τ(F
2
j ))
1/2, which is a function of x. We denote N = {1, 2, 3, . . .} and N0 = {0, 1, 2, . . .}.
We also denote by Q+2 =
⋃
n≥0 2
−nN0 the nonnegative dyadic rationals. Moreover, we assume
throughout the section that 0 ≤ c ≤ C < +∞.
Theorem 6.1. There exists a semigroup of nonlinear operators Rt :
⋃
C>0 E(0, C)→
⋃
C>0 E(0, C)
with the following properties:
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(1) Change in Convexity: If u ∈ E(c, C) where 0 ≤ c ≤ C, then Rtu ∈ E(c(1 +
ct)−1, C(t+ Ct)−1).
(2) Approximation by Iteration: For ℓ ∈ Z and t ∈ 2−ℓN0, denote Rt,ℓu = (P2−ℓQ2−ℓ)2
ℓtu.
Suppose t ∈ Q+2 and u ∈ E(0, C).
(a) If 2−ℓ−1C ≤ 1, then
|Rtu−Rt,ℓu| ≤
(
3
2
C2mt
1 + Ct
+ log(1 + Ct)(m+ Cm+ ‖Du‖22)
)
2−ℓ.
(b) ‖D(Rt,ℓu)−D(Rtu)‖L∞ ≤ [t/2 + C(t/2)2]C2m1/2(2 · 2−ℓ/2 + 2−3ℓ/2C).
(3) Continuity in Time: Suppose s ≤ t ∈ R+ and u ∈ E(0, C).
(a) Rtu ≤ Rsu+ m2 [log(1 + Ct)− log(1 + Cs)].
(b) Rtu ≥ Rsu− 12 (t− s)(Cm+ ‖Du‖
2
2).
(c) If C(t−s) ≤ 1, then ‖D(Rtu)−D(Rsu)‖2 ≤ 5Cm1/221/2(t−s)1/2+C(t−s)‖Du‖2.
(4) Error Estimates: Let t ∈ R+ and u, v ∈ E(0, C). Then
(a) ‖D(Rtu)−D(Rtv)‖L∞ ≤ (1 + Ct)‖Du−Dv‖L∞.
(b) If u ≤ v + a+ b‖Dv‖22 where a ∈ R and b ≥ 0, then
Rtu ≤ Rtv + a+ b C
2mt
1 + Ct
+ b‖D(Rtv)‖22.
(c) We have
‖D(Rtu)‖22 ≤
C2mt
1 + Ct
+ ‖Du‖22.
Remark 6.2. Knowing that exp(−N2(Rtu)) = Pt exp(−N2u), one can deduce (1) from the
Braskamp-Lieb and Ho¨lder inequalities, as in [7, Theorem 4.3]. But the proof of (1) given here
is independent of [7].
We also point out that the ideas of semigroups and discrete-time approximation schemes
have been employed to study Hamilton-Jacobi equations in Hilbert space (e.g. by [3]).
6.3. The Hopf-Lax Semigroup, the Heat Semigroup, and Convexity. We remind the
reader of our standing assumption that 0 ≤ c ≤ C.
Lemma 6.3. Suppose u ∈ E(c, C). Then
(1) Ptu ∈ E(c, C).
(2) ‖D(Ptu)−Du‖L∞ ≤ Cm1/2t1/2.
Proof. (1) follows because E(c, C) is closed under translation and averaging, hence convolution
by a probability measure.
(2) We know that Du is C-Lipschitz and thus
‖D(Ptu)(x)−Du(x)‖2 ≤
∫
‖Du(x+ y)−Du(x)‖2 dσt,N (y)
≤
∫
C‖y‖2 dσt,N (y)
≤ Cm1/2t1/2. 
The following lemma gives basic properties of Qt from the PDE literature; see for instance
[18, p. 309-311], [25], [10, Lemma A.5], [19, Section 3.3.2]. For completeness and convenience,
we include a proof of all the facts we will use.
Lemma 6.4.
(1) If u, v :MN(C)
m
sa → R and u ≤ v, then Ptu ≤ Ptv and Qtu ≤ Qtv.
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(2) Suppose that v(x) = a+〈p, x〉2 12 〈Ax, x〉2 where a ∈ R, p ∈MN (C)msa, and A is a positive
semi-definite linear map MN(C)
m
sa →MN (C)msa. Then
Ptv(x) = a+
t
2N2
Tr(A) + 〈p, x〉+ 1
2
〈Ax, x〉2,
Qtv(x) = a− t
2
‖p‖2 + 〈p, x〉+ 1
2
〈A(1 + tA)−1(x− tp), x− tp〉.
Remark 6.5. The meaning of Tr(A) In the above formula is as follows. Using the identification
ofMN(C)
m
sa to R
mN2 given by §2.1, we can express A as an mN2×mN2 and compute its trace
in this way. Alternatively, since A is a linear transformation of the real inner product space
MN (C)
m
sa, we may compute Tr(A) using an orthonormal basis of MN (C)
m
sa. Because the trace
is similarity-invariant, this answer is independent of the choice of basis (and also independent
of the choice of normalization for the inner product). Note that the trace of the identity is
mN2, which makes the normalization in the above formula dimension-independent.
Proof. (1) is immediate to check from the definition. We leave the first formula of (2) as an
exercise. To prove the last formula, fix t > 0 and x ∈MN (C)msa and note that u(y)+ 12t‖y−x‖22
is a uniformly convex function of y and therefore it has a unique minimizer. The minimizer y
must be a critical point and hence
0 = Du(y) +
1
t
(y − x) = p+Ay + 1
t
(y − x).
Thus, (1 + tA)y = x− tp and y − x = −t(p+Ay). Thus,
Qtu(x) = u(y) +
1
2t
‖y − x‖22
= a+ 〈p, y〉+ 1
2
〈Ay, y〉 − 1
2
〈p+Ay, y − x〉
= a+
1
2
〈p, y〉+ 1
2
〈p+Ay, x〉
= a+ 〈p, x〉+ 1
2
〈p, y − x〉 + 1
2
〈Ay, x〉
= a+ 〈p, x〉 − t
2
〈p, p+Ay〉+ 1
2
〈Ay, x〉
= a− t
2
‖p‖2 + 〈p, x〉+ 1
2
〈Ay, x− tp〉
= a− t
2
‖p‖2 + 〈p, x〉+ 1
2
〈A(1 + tA)−1(x− tp), x− tp〉 
Lemma 6.6. Let u ∈ E(c, C) and t ∈ R+,
(1) The operators {Qt}t≥0 form a semigroup, that is, QsQtu = Qs+tu.
(2) For each x0 ∈MN (C)msa, the infimum Qtu(x0) = infy[u(y) + t2‖y − x0‖22 is achieved at
a unique point y0 satisfying y0 = x0 − tDu(y0).
(3) If x0 ∈MN (C)msa and y0 is the minimizer from (1), then D(Qtu)(x0) = Du(y0).
(4) We have Qtu ∈ E(c(1 + ct)−1, C(1 + Ct)−1).
(5) ‖D(Qtu)(x0)‖2 = ‖Du(y0)‖2 ≤ (1 + ct)−1‖Du(x0)‖2
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Proof. (1) By definition
QsQtu(x) = inf
y
[Qtu(y) +
1
2s
‖x− y‖22]
= inf
y
inf
z
[
u(z) +
1
2t
‖y − z‖22 +
1
2s
‖x− y‖22
]
= inf
z
[
u(z) + inf
y
[
1
2t
‖y − z‖22 +
1
2s
‖x− y‖22
]]
.
But note that infy[(1/2t)‖y − z‖22 + (1/2s)‖x − y‖22] is by definition Qsf(z), where f(x) =
(1/2t)‖x− z‖22. If g(x) = (1/2t)‖x‖22, then by the previously lemma, we have
Qsg(x) =
1
2
t−1
1 + t−1s
‖x‖22 =
1
2(s+ t)
‖x‖22.
Since Qs is clearly translation-invariant, Qsf(x) = 1/2(s+ t) · ‖x− z‖22. Therefore,
QsQtu(x) = inf
z
[
u(z) +
1
2(s+ t)
‖x− z‖22
]
= Qs+tu(x).
(2) Fix x0. Note that the function y 7→
[
u(y) + 12t‖y − x0‖
2
2
]
is in E(c+1/2t, C +1/2t) and
hence it achieves a global minimum at the unique critical point. Thus, the infimum is achieved
at the point y0 satisfying Du(y0) = (1/t)(y0 − x0), or in other words y0 = x0 − tDu(y0).
(3) and (4) Let x0 and y0 be as above. Let p = Du(y0). Because u ∈ E(c, C), we have for
all x that
u(y0) + 〈p, x− y0〉2 +
c
2
〈x− y0〉 ≤ u(x) ≤ u(y0) + 〈p, x− y0〉2 +
C
2
‖x− y0‖22
Let v(y) and v(y) be the functions on the left and right hand sides. Then by Lemma 6.4 (1),
we have Qtv ≤ Qtu ≤ Qtv. To compute Qtv, we apply Lemma 6.4 (2) with A = cI and with a
change of coordinates to translate y0 to the origin, and we obtain
Qtv(x) = u(y0)− t
2
‖p‖22 + 〈p, x− y0〉+
1
2
c(1 + ct)−1‖x− y0 − tp‖2.
Since y0 = x0 + tp and p = (y0 − x0)/t, this becomes
Qtv(x) = u(y0)− t
2
‖p‖22 + t‖p‖2 + 〈p, x− x0〉+
1
2
c(1 + ct)−1‖x− x0‖22
= u(y0) +
1
2t
‖y0 − x0‖22 + 〈p, x− x0〉+
1
2
c(1 + ct)−1‖x− x0‖22
= Qtu(x0) + 〈p, x− x0〉+ 1
2
c(1 + ct)−1‖x− x0‖22.
The analogous computation holds for Qtv as well. Thus, we have
Qtu(x0)+〈p, x−x0〉+1
2
c(1+ct)−1‖x−x0‖22 ≤ Qtu(x) ≤ Qtu(x0)+〈p, x−x0〉+
1
2
C(1+Ct)−1‖x−x0‖22.
This inequality implies that D(Qtu)(x0) = p = Du(y0). Since the above inequality holds for
every x0, we see that Qtu ∈ E(c(1 + ct)−1, C(1 + Ct)−1).
(5) Let x0, y0, and p be as above. Then we have
〈Du(y0)−Du(x0), y0 − x0〉2 ≥ c‖y0 − x0‖22.
But recall that y0 − x0 = −tDu(y0) and hence
−t〈Du(y0)−Du(x0), Du(y0)〉 ≥ ct2‖Du(y0)‖22.
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Rearranging produces
(1 + ct)‖Du(y0)‖22 ≤ 〈Du(x0), Du(y0)〉2 ≤ ‖Du(x0)‖2‖Du(y0)‖2,
and hence (1 + ct)‖Du(y0)‖2 ≤ ‖Du(x0)‖2 as desired. 
Corollary 6.7. Let u ∈ E(c, C) and s, t ≥ 0.
(1) For each x, the gradient D(Qtu)(x) is the unique vector p satisfying p = Du(x− tp).
(2) We have Qtu(x) = u(x− tD(Qtu)(x)) + t2‖D(Qtu)(x)‖
2
2.
(3) u(x)− t2 (1 + Ct)‖D(Qtu)(x)‖
2 ≤ Qtu(x) ≤ u(x)− t2 (1 + ct)‖D(Qtu)(x)‖
2
2.
Proof. (1) and (2) follow from Lemma 6.6 (2) and (3).
To prove (3), fix x and let y = x− tD(Qtu)(x). By Proposition 2.13 (2),
u(y) + 〈Du(y), x− y〉2 +
c
2
‖x− y‖22 ≤ u(x) ≤ u(y) + 〈Du(y), x− y〉+
C
2
‖x− y‖22.
Hence,
u(x)− 〈Du(y), x− y〉2 −
C
2
‖x− y‖22 ≤ u(y) ≤ u(x)− 〈Du(y), x− y〉2 −
c
2
‖x− y‖22.
But from the previous lemma, we know that Du(y) = D(Qtu)(x) and x − y = tD(Qtu)(x), so
that
u(x)− t‖D(Qtu)(x)‖22 −
C
2
t2‖D(Qtu)(x)‖22 ≤ u(y) ≤ u(x)− t‖D(Qtu)(x)‖22 −
c
2
‖D(Qtu)(x)‖22.
Finally, we substitute Qtu(x) = u(y) + (t/2)‖D(Qtu)(x)‖22 and obtain (3). 
6.4. Estimates for Error Propagation. To prepare for our iteration, we first prove some
estimates that will help control the propagation of errors.
Lemma 6.8. If u, v ∈ E(c, C), then we have
(1) ‖D(Ptu)−D(Ptv)‖L∞ ≤ ‖Du−Dv‖L∞.
(2) ‖D(Qtu)−D(Qtv)‖L∞ ≤ (1 + Ct)‖Du−Dv‖L∞.
Proof. The first inequality follows because D(Ptu)−D(Ptv) is the convolution of Du−Dv with
the Gaussian density. To prove the second inequality, note that
‖D(Qtu)(x)−D(Qtv)(x)‖2 = ‖Du(x− tD(Qtu)(x)) −Dv(x− tD(Qtv)(x)‖2
≤ ‖Du(x− tD(Qtv)(x)) −Dv(x − tD(Qtv)(x)‖2
+ ‖Du(x− tD(Qtu)(x))−Du(x− tD(Qtv)(x)‖2
≤ ‖Du−Dv‖L∞ + Ct‖D(Qtu)(x)−D(Qtv)(x)‖2,
where the last inequality follows because Du is C-Lipschitz. This implies that for t < 1/C,
‖D(Qtu)−D(Qtv)‖L∞ ≤ (1 − Ct)−1‖Du−Dv‖L∞ .
Now we improve the estimate using the semigroup property of Qt. Fix a positive integer k and
for j = 1, . . . , k, let tj = tj/k, and let Cj = C(1 − Ctj)−1. Then Qtju and Qtj are in E(0, Cj).
Thus, we have
‖D(Qtj+1u)−D(Qtj+1v)‖L∞ ≤ (1− Cjt/k)−1‖D(Qtju)−D(Qtjv)‖L∞ ,
and hence
‖D(Qtu)−D(Qtv)‖L∞ ≤ ‖Du−Dv‖L∞
k−1∏
j=0
1
1− Cjt/k .
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Now
log
k−1∏
j=0
1
1− Cjt/k =
k−1∑
j=0
− log(1 − Cjt/k)
=
k−1∑
j=0
(
Cjt/k +O(1/k
2)
)
=
k−1∑
j=0
C
1 + Ctj
(tj+1 − tj) +O(1/k)
=
∫ t
0
C
1 + Cs
ds+O(1/k)
= log(1 + Ct) +O(1/k).
Hence,
‖D(Qtu)−D(Qtv)‖L∞ ≤ (1 + Ct+O(1/k))‖Du−Dv‖L∞ ,
and the proof is completed by taking k →∞. 
Lemma 6.9. Suppose that u : MN(C)
m
sa → R be convex and let v ∈ E(c, C) and u ≤ v + a +
b‖Dv‖22 for some a ∈ R and b ≥ 0.
(1) Ptu ≤ Ptv + a+ bC2mt+ b‖D(Ptv)‖22.
(2) Qtu ≤ Qtv + a+ b‖D(Qtv)‖22.
Proof. (1) Using monotonicity and linearity of Pt, we have
Ptu ≤ Ptv + a+ b
∫
‖Dv(x + y)‖22 dσ(y).
So it suffices to show that∫
‖Dv(x+ y)‖22 dσt,N (y)− ‖D(Ptv)(x)‖22 ≤ bC2mt.
In probabilistic terms, the left hand side is the variance of the random variable Dv(x + Y )
where Y ∼ σt,N . Since the variance is translation-invariant, this is the same as the variance of
Dv(x+ Y )−Dv(x), and this is bounded above by the second moment
E‖Dv(x+ Y )−Dv(x)‖22 ≤ C2 · E‖Y ‖22 = C2mt.
(2) Note that
Qtu(x) = inf
y
[u(y) +
1
2t
‖y − x‖22]
≤ u(x− tD(Qtv)(x)) + t
2
‖D(Qtv)(x)‖22
≤ v(x− tD(Qtv)(x)) + t
2
‖D(Qtv)(x)‖22 + a+ b‖Dv(x − tD(Qtv)(x))‖22
= Qtv(x) + a+ b‖D(Qtv)(x)‖22,
where the last equality follows from Corollary 6.7 (1) and (2). 
Lemma 6.10. Let u ∈ E(0, C). Then
(1) ‖D(Qtu)‖22 ≤ ‖Du‖22.
(2) ‖D(Ptu)‖22 ≤ C2mt+ ‖Du‖22.
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Proof. The first claim follows from Lemma 6.6 (5). To prove the second claim, note that by
Minkowski’s inequality,
‖D(Ptu)(x)‖22 =
∥∥∥∥∫ Du(x+ y) dσt,N (y)∥∥∥∥2
2
≤
∫
‖Du(x+ y)‖22 dσt,N (y) ≤ C2mt+ ‖Du(x)‖22,
where the last inequality was shown in the proof of Lemma 6.9 (1). 
Next, we iterate the previous inequalities to obtain our main lemma on error propagation.
Lemma 6.11. Let t1,. . . ,tn > 0 and write
t∗ = t1 + · · ·+ tn
R = PtnQtn . . . Pt1Qt1
Let u, v ∈ E(c, C).
(1) Ru,Rv ∈ E(c(1 + ct∗)−1, C(1 + Ct∗)−1).
(2) ‖D(Ru)−D(Rv)‖L∞ ≤ (1 + Ct∗)‖Du−Dv‖L∞.
(3) If u ≤ v + a+ b‖Dv‖22 with a ∈ R and b ≥ 0, then we have
Ru ≤ Rv + a+ b C
2mt∗
1 + Ct∗
+ b‖D(Rv)‖22.
In particular, u ≤ v implies Ru ≤ Rv.
(4) We have
‖D(Ru)‖22 ≤
C2mt∗
1 + Ct∗
+ ‖Du‖22
≤ Cm+ ‖Du‖22.
Proof. (1) Let u ∈ E(c, C). Let t∗j = t1 + · · · + tj and uj = PsjQtj . . . Ps1Qt1u. We show by
induction that uj ∈ E(c(1 + ct∗j )−1, C(1 + Ct∗j )−1). The base case j = 0 is trivial. For the
induction step, note that
c(1 + ct∗j )
−1
1 + [c(1 + ct∗j )
−1]tj+1
=
c
(1 + ct∗j ) + ctj+1
= c(1 + ct∗j+1)
−1
and the same holds for C. Hence, by Lemma 6.6 (4), if uj ∈ E(c(1 + ct∗j )−1, C(1 + Ct∗j )−1),
then Qtj+1uj ∈ E(c(1 + ct∗j+1)−1, C(1 + Ct∗j+1)−1). By Lemma 6.3, this implies that uj+1 =
Ptj+1Qtj+1uj ∈ E(c(1 + ct∗j+1)−1, C(1 + Ct∗j+1)−1). The same argument of course applies to v.
(2) Let t∗j and uj be as in the proof of (1) and define vj similarly to uj . We show by
induction that ‖Duj −Dvj‖L∞ ≤ (1 + Ct∗j )‖Du−Dv‖L∞ . The base case j = 0 is trivial. For
the induction step, recall that uj , vj ∈ E(c(1 + ct∗j )−1, C(1 +Ct∗j )−1) and hence by Lemma 6.8
and the induction hypothesis,
‖D(Qtj+1uj)−D(Qtj+1vj)‖L∞ ≤ (1 + C(1 + Ct∗j )−1tj+1)‖Duj −Dvj‖L∞
≤ (1 + C(1 + Ct∗j )−1tj+1)(1 + Ct∗j )‖Du−Dv‖L∞
= (1 + Ct∗j+1)‖Du−Dv‖L∞ .
Then by Lemma 6.8 again, since uj+1 = Ptj+1Qtj+1uj and vj+1 = Ptj+1Qtj+1vj , we have
‖Duj+1 −Dvj+1‖L∞ ≤ (1 + Ct∗j+1)‖Du−Dv‖L∞ .
(3) First, we show by induction on j that
uj ≤ vj + a+ b
j∑
i=1
C2mti
(1 + Ct∗i )
2
+ b‖Dvj‖22.
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The base case j = 0 is trivial. If the claim holds for uj and vj , then it also holds for Qtj+1uj
and Qtj+1vj by Lemma 6.9 (2). Then we apply Lemma 6.9 (1) together with the fact that
Qtj+1uj and Qtj+1vj are in E(c(1 + ct∗j+1)−1, C(t+ Ct∗j+1)−1) to conclude that
uj+1 ≤ vj+1 + a+ b
j+1∑
i=1
C2mti
(1 + Ct∗i )
2
+ b‖Dvj+1‖22.
This completes the induction. Finally, we observe that
∑n
i=1 C
2mti/(1 + Ct
∗
i )
2 is the lower
Riemann sum for the function C2m/(1+Ct)2 on the interval [0, t∗] with respect to the partition
{0, t∗1, . . . , t∗n}. Thus,
n∑
i=1
C2mti
(1 + Ct∗i )
2
≤
∫ t∗
0
C2m
(1 + Ct)2
dt = Cm
(
1− 1
1 + Ct∗
)
=
C2mt∗
1 + Ct∗
.
This shows the main claim of (3), and the claim that u ≤ v implies Ru ≤ Rv is the special case
when a = 0 and b = 0.
(4) By Lemma 6.10, we have ‖D(Qtj+1uj)‖22 ≤ ‖Duj‖22 and
‖Duj+1‖22 ≤
C2mtj+1
1 + Ct∗j+1
+ ‖D(Qtj+1uj)‖22 ≤
C2mtj+1
1 + Ct∗j+1
+ ‖Duj‖22.
We sum from j = 0, . . . , n− 1 and obtain the same lower Riemann sum as in the proof of (3).
The final estimate Cm+ ‖Du‖22 follows because C2mt/(1 + Ct) ≤ Cm. 
6.5. Iterative Construction of Rt for Dyadic t. We are now ready to carry out the Trotter’s
formula strategy and construct the semigroup for dyadic values of t. The next step is to show
that the operators Pt and Qt almost commute when t is small.
Lemma 6.12. Let u ∈ E(c, C) and t > 0.
(1) ‖D(QtPtu)−D(PtQtu)‖L∞ ≤ C2m1/2(2 + Ct)t3/2.
(2) PtQtu ≤ QtPtu.
(3) If Ct ≤ 1, then QtPtu ≤ PtQtu+ 2C2mt2 + 2Ct2‖D(PtQtu)‖22.
Proof. (1) Note that
D(QtPtu)(x) = D(Ptu)(x− tD(QtPtu)(x)) =
∫
Du(x+ y − tD(QtPtu)(x)) dσt,n(y).
On the other hand,
D(PtQtu)(x) =
∫
D(Qtu)(x+ y) dσt,n(y) =
∫
Du(x+ y − tD(Qtu)(x+ y)) dσt,n(y).
Because Du is C Lipschitz, we have
‖D(QtPtu)(x)−D(PtQtu)(x)‖2 ≤ Ct
∫
‖D(Qtu)(x+ y)−D(QtPtu)(x)‖2 dσt,n(y).
We can estimate the integrand by
‖D(Qtu)(x+ y)−D(Qtu)(x)‖2 + ‖D(Qtu)(x) −D(QtPtu)(x)‖2.
Integrating the first term and using the fact that D(Qtu) is C-Lipschitz (since u ∈ E(0, C) by
Lemma 6.6 (4)), we have∫
‖D(Qtu)(x+ y)−D(Qtu)(x)‖2 dσt,n(y) ≤ C
∫
‖y‖2 dσt,n ≤ Cm1/2t1/2
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Meanwhile, the second term is independent of y and thus it is unchanged when we integrate it
against the probability measure σt,N , and this quantity can be estimated using Lemma 6.8 (2)
and Lemma 6.3 (2) as
‖D(Qtu)(x)−D(QtPtu)(x)‖2 ≤ (1 + Ct)‖Du−D(Ptu)‖L∞ ≤ (1 + Ct)Cm1/2t1/2,
Altogether, we obtain
‖D(QtPtu)(x) −D(PtQtu)(x)‖2 ≤ C2m1/2(2 + Ct)t3/2. 
(2) The idea is that the average of the infimum is less than or equal to the infimum of the
average. More precisely,
PtQtu(x) =
∫
inf
y
[u(y) +
1
2t
‖(x + z)− y‖22] dσt,N (z)
=
∫
inf
y
[u(y − z) + 1
2t
‖x− y‖22] dσt,N (z)
≤ inf
y
∫
[u(y − z) + 1
2t
‖x− y‖22] dσt,N (z)
= inf
y
[Ptu(y) +
1
2t
‖x− y‖22]
= QtPtu(x).
(3) To prove the other inequality, note that by Corollary 6.7 (3),
(6.6) QtPtu ≤ Ptu− t
2
‖D(QtPtu)‖22.
Also by Corollary 6.7 (3),
u ≤ Qtu+ t
2
(1 + Ct)‖D(Qtu)‖22.
Hence, by Lemma 6.9, since Qtu ∈ E(c(1 + ct)−1, C(1 + Ct)−1) ⊆ E(0, C), we have
(6.7) Ptu ≤ PtQtu+ C
2mt2
2
(1 + Ct) +
t
2
(1 + Ct)‖D(PtQt)‖22.
Plugging (6.7) into (6.6), we obtain
(6.8) QtPtu ≤ PtQtu+ C
2mt2
2
(1 + Ct)− t
2
‖D(QtPtu)‖22 +
t
2
(1 + Ct)‖D(PtQt)‖22.
By using part (1), we have
‖D(QtPtu)‖22 ≥ [‖D(PtQt)u‖2 − C2m1/2t3/2(2 + Ct)]2
≥ ‖D(PtQtu)‖22 − 2C2m1/2t3/2(2 + Ct)‖D(PtQtu)‖2
≥ ‖D(PtQtu)‖22 − (2 + Ct)[C3mt2 + Ct‖D(PtQtu)‖22]
where the last step follows from the arithmetic-geometric mean inequality
2Cm1/2t1/2‖D(PtQtu)‖2 ≤ C2mt+ ‖D(PtQtu)‖22.
So substituting our estimate for ‖D(QtPtu)‖22 into (6.8), we see that PtQtu−QtPtu is bounded
by
C2mt2
2
+
t
2
(2 + Ct)[C3mt2 + Ct‖D(PtQtu)‖22]−
t
2
‖D(PtQtu)‖22 +
t
2
(1 + Ct)‖D(PtQt)‖22
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Now we cancel the first-order terms (t/2)‖D(PtQtu)‖22 and we estimate 2 + Ct by 3 using our
assumption that Ct ≤ 1. Thus, this is bounded by
C2mt2
2
+
3
2
t[C3mt2 + Ct‖D(PtQtu)‖22] +
1
2
Ct2‖D(PtQtu)‖22
≤2C2mt2 + 2Ct2‖D(PtQtu)‖22,
where we have again used our assumption Ct ≤ 1 to cancel Ct from the term t · C3mt2.
Finally, we can construct the semigroup Rt for dyadic values of t. As in the statement of
Theorem 6.1, we define Rt,ℓu = (P2−ℓQ2−ℓ)
2ℓtu whenever ℓ ∈ Z and t ∈ 2−ℓN0.
Lemma 6.13. Let C ≥ 0. For t ∈ Q+2 and u ∈ E(0, C), the limit Rtu = limℓ→∞Rt,ℓu exists.
Moreover, we have for t ∈ 2−ℓN0 that
(1) Rt,ℓu ≤ Rtu.
(2) If C/2ℓ+1 ≤ 1, then
Rtu ≤ Rt,ℓu+
(
3
2
C2mt
1 + Ct
+ log(1 + Ct)(m+ Cm+ ‖Du‖22)
)
2−ℓ.
(3) ‖D(Rt,ℓu)−D(Rtu)‖L∞ ≤ [t/2 + C(t/2)2]C2m1/2(2 · 2−ℓ/2 + 2−3ℓ/2C).
Proof. First, we prove some intermediate claims relating Rt,ℓu and Rt,ℓ+1u. To this end, we
fix ℓ ∈ Z and t = 2−ℓn for some n ∈ N0. Let δ = 2−ℓ−1. For j = 0, . . . , n, define
uj = (PδQδ)
2(n−j)(P2δQ2δ)
ju.
and note that
u0 = Rt,ℓ+1u un = Rt,ℓu.
Let
vj = Qδ(P2δQ2δ)
ju.
Then for j = 1, . . . , n, we have
uj−1 = [(PδQδ)
2(n−j)Pδ](QδPδvj−1)
uj = [(PδQδ)
2(n−j)Pδ](PδQδvj−1).
We also define for k = 1, . . . , 2n,
Ck = C(1 + Ckδ)
−1, ck = c(1 + ckδ)
−1.
Thus, by Lemma 6.11 (1) and Lemma 6.6 (4), we have vj−1 ∈ E(c2j−1, C2j−1).
First, we claim that
(6.9) Rt,ℓu ≤ Rt,ℓ+1u.
Now by Lemma 6.12 (2), we have PδQδvj−1 ≤ QδPδvj−1. Hence, by monotonicity of Pt and
Qt (Lemma 6.11 (3)), we have uj ≤ uj−1. Hence, Rt,ℓu = un ≤ u0 = Rt,ℓ+1u, proving (6.9).
For an inequality in the other direction, we claim that
(6.10) Rt,ℓ+1u ≤ Rt,ℓu+
(
3
2
Cm+ log(1 + Ct)(m+ Cm+ ‖Du‖22)
)
2−ℓ−1
By Lemma 6.12 (3), since vj−1 ∈ E(c2j−1, C2j−1), we obtain
QδPδvj−1 ≤ PδQδvj−1 + 2C22j−1mδ2 + 2C2j−1δ2‖D(PδQδvj−1)‖22
Thus, by Lemma 6.9 (1), since QδPδvj−1 and PδQδvj−1 are in E(c2j , C2j), we have
PδQδPδvj−1 ≤ P2δQδvj−1 + 2C2j−1mδ2 + 2C2j−1δ2
(
C22jmδ + ‖D(P2δQδvj−1)‖22
)
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Recalling that uj−1 and uj are obtained by applying (PδQδ)
2(n−j) to PδQδPδvj−1 and P2δQδvj−1,
and that PδQδPδvj−1 and P2δQδvj−1 are in E(c2j , C2j), we may apply Lemma 6.11 (3) to con-
clude that
uj−1 ≤ uj + 2C2j−1mδ2 + 2C2j−1δ2
(
C22jmδ +
C22jm(n− j)δ
1 + 2C2j(n− j)δ + ‖Duj‖
2
2
)
By our assumption, C2jδ ≤ Cδ ≤ 1, and thus
C22jmδ +
C22jm(n− j)δ
1 + 2C2j(n− j)δ ≤ C2jmδ +
1
2
C2jmδ =
3
2
C2jmδ ≤ 3
2
C2j−1mδ.
Therefore,
uj−1 − uj ≤ 2C2j−1mδ2 + 3C22j−1mδ2 + 2C2j−1δ2‖Duj‖22.
By Lemma 6.11 (4), we have ‖Duj‖2 ≤ Cm+ ‖Du‖22, and hence
uj−1 − uj ≤ 3C22j−1mδ2 + 2C2j−1δ2(m+ Cm+ ‖Du‖22).
Therefore, summing from j = 1, . . . , n, we have
Rt,ℓ+1u−Rt,ℓu ≤ 3mδ2
n∑
j=1
C22j−1 + 2δ
2(m+ Cm+ ‖Du‖22)
 n∑
j=1
C2j−1

=
3
2
mδ
 n∑
j=1
C22j−1(2δ)
 + δ(m+ Cm+ ‖Du‖22)
 n∑
j=1
C2j−1(2δ)

Recalling the definition of C2j−1, two times the first sum is
∑n
j=1 C
2(2δ)/(1 + C(2j − 1)δ)2,
which is the Riemann sum for the function φ(s) = C2/(1+Cs)2 on the interval [0, t] = [0, 2nδ],
where we use a partition into subintervals of length 2δ and evaluate φ at the midpoint of each
interval. Because φ is convex, the value of φ at the midpoint is less than or equal to the average
value over the subinterval and therefore
n∑
j=1
C2(2δ)
(1 + C(2j − 1)δ)2 ≤
∫ t
0
C2
(1 + Cs)2
ds =
C2t
1 + Ct
.
By similar reasoning,
n∑
j=1
C2j−1(2δ) =
n∑
j=1
Cδ
(1 + C(2j − 1)δ) ≤
∫ t
0
C
1 + Cs
ds = log(1 + Ct).
Therefore,
Rt,ℓ+1u−Rt,ℓu ≤
(
3
2
C2mt
1 + Ct
+ log(1 + Ct)(m+ Cm+ ‖Du‖22)
)
δ,
which proves (6.10).
Together, (6.9) and (6.10) show that
|Rt,ℓ+1u−Rt,ℓu| ≤
(
3
2
C2mt
1 + Ct
+ log(1 + Ct)(m+ Cm+ ‖Du‖22)
)
2−ℓ−1.
Because the right hand side is summable in ℓ, we see that the sequence {Rt,ℓu(x)}ℓ∈N is Cauchy
and hence converges. Thus, limℓ→∞Rt,ℓu exists. Also, by (6.9) the convergence is monotone
and thus Rt,ℓu ≤ Rtu, establishing (1). On the other hand, we obtain (2) by summing up the
estimate (6.10) from ℓ to ∞ using the geometric series formula.
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It remains to prove (3). We first claim that
(6.11) ‖D(Rt,ℓ+1u)−D(Rt,ℓu)‖L∞ ≤ [t/2 + C(t/2)2]C2m1/2(2 + 2−(ℓ+1)C)2−(ℓ+1)/2
By Lemma 6.11 (3), we have QδPδvj−1 and PδQδvj−1 are in E(c(1 + 2cjδ)−1, C(1 + 2Cjδ)−1),
hence in E(0, C). Therefore, by Lemma 6.11 (??) and Lemma 6.12 (1), we have
‖Duj −Duj−1‖L∞ ≤ [1 + 2C(n− j)δ]‖D(QδPδvj)−D(PδQδvj)‖L∞
≤ [1 + 2C(n− j)δ]C2m1/2(2 + Cδ)δ3/2.
Therefore,
‖D(Rt,ℓ+1u)−D(Rt,ℓu)‖L∞ ≤
n∑
j=1
‖Duj −Duj−1‖L∞
≤
n∑
j=1
[1 + 2C(n− j)δ]C2m1/2(2 + Cδ)δ3/2
= [n+ Cn(n− 1)δ]C2m1/2(2 + Cδ)δ3/2
≤ [t/2 + C(t/2)2]C2m1/2(2 + Cδ)δ1/2
= [t/2 + C(t/2)2]C2m1/2(2 + 2−(ℓ+1)C)2−(ℓ+1)/2
since 2nδ = t. This proves (6.11).
Because [t/2 + C(t/2)2]C2m1/2(2 + 2−(ℓ+1)C)2−(ℓ+1)/2 is summable with respect to ℓ, we
see that {D(Rt,ℓu)}ℓ∈N is Cauchy with respect to the L∞ norm (even though the individual
functions may not be in L∞) and hence converges uniformly to some function. We already
know that Rt,ℓu converges to Rtu, so the limit of D(Rt,ℓu) must be D(Rtu). We obtain the
estimate (3) by summing the (6.11) from ℓ to ∞ using the geometric series formula. 
Corollary 6.14. Let 0 ≤ c ≤ C. Let u, v ∈ E(c, C) and let t ≥ 0 be a dyadic rational.
(1) Rtu,Rtv ∈ E(c(1 + ct)−1, C(1 + Ct)−1).
(2) ‖D(Rtu)−D(Rtv)‖L∞ ≤ (1 + Ct)‖Du−Dv‖L∞.
(3) If u ≤ v + a+ b‖Dv‖22 for some a ∈ R and b ≥ 0, then
Rtu ≤ Rtv + a+ b C
2mt
1 + Ct
+ b‖D(Rtv)‖22.
(4) ‖D(Rtu)‖22 ≤ C
2mt
1+Ct + ‖Du‖22.
Proof. We know that these properties hold for Rt,ℓ by Lemma 6.11. By Lemma 6.13, they also
hold in the limit taking ℓ→∞. (For (1), we use the fact that E(c′, C′) is closed under pointwise
limits for each c′ and C′.) 
6.6. Continuity and Semigroup Property. In order to extend Rt to all real t ≥ 0, we prove
estimates that show that Rt depends continuously on t. We begin with some simple estimates
for Pt and Qt.
Lemma 6.15. Let ℓ ∈ Z and suppose that t ∈ 2−ℓN0 and u ∈ E(0, C). Then
(1) u ≤ Ptu ≤ u+ Cmt/2.
(2) u− (t/2)‖Du‖22 ≤ Qtu ≤ u.
(3) ‖D(Qtu)−Du‖2 ≤ Ct‖Du‖2.
Proof. (1) Because u is convex and u(x)− (C/2)‖x‖22 is concave, we have
u(x) + 〈Du(x), y〉 ≤ u(x+ y) ≤ u(x) + 〈Du(x), y〉+ C
2
‖y‖22.
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Integrating with respect to dσt,N (y) yields
u(x) ≤ Ptu(x) ≤ u(x) + Cmt
2
for u ∈ E(0, C).
(2) As for the operator Qt, it is immediate from the definition that Qtu ≤ u. On the other
hand,
Qtu(x) = u(x− tD(Qtu)(x)) + t
2
‖D(Qtu)(x)‖22
≥ u(x)− t〈D(Qtu)(x), Du(x)〉2 +
t
2
‖D(Qtu)(x)‖22
≥ u(x)− t
2
‖Du(x)‖22,
where the last inequality follows because 〈D(Qtu)(x), Du(x)〉2 ≤ 12‖D(Qtu)(x)‖22+ 12‖Du(x)‖22.
(3) Using the fact that Du is C-Lipschitz, together with Corollary 6.7 (1) and Lemma 6.6
(5)
‖D(Qtu)(x)−Du(x)‖2 = ‖Du(x− tD(Qtu)(x))−Du(x)‖2
≤ Ct‖D(Qtu)(x)‖2
≤ Ct‖Du(x)‖2. 
Lemma 6.16. Let s ≤ t be two numbers in Q+2 , and let u ∈ E(0, C).
(1) Rtu ≤ Rsu+ m2 [log(1 + Ct)− log(1 + Cs)].
(2) Rtu ≥ Rsu− 12 (t− s)(Cm + ‖Du‖22).
(3) If C(t− s) ≤ 1, then ‖D(Rtu)−D(Rsu)‖2 ≤ 5Cm1/221/2(t− s)1/2 + C(t− s)‖Du‖2.
Moreover, if ℓ ∈ Z and if s, t ∈ 2−ℓN0, then the same estimates hold with Rt replaced by Rt,ℓ.
Proof. (1) Fix ℓ ∈ Z and let δ = 2−ℓ. Suppose that s = nδ and t = n′δ where n, n′ ∈ N0. By
the previous lemma,
R(j+1)δ,ℓu = PδQδRjδ,ℓu
≤ QδRjδ,ℓu+ Cmδ
2(1 + C(j + 1)δ)
≤ Rjδ,ℓu+ Cmδ
2(1 + C(j + 1)δ)
,
where we have used the fact that QδRjδ,ℓu ∈ E(0, C(1 + C(j + 1)δ)−1). Therefore,
Rn′δ,ℓu ≤ Rnδ,u +
n′−1∑
j=n
Cmδ
2(1 + C(j + 1)δ)
.
Since the sum on the right hand side is a lower Riemann sum for the function Cmδ/2(1 +Cτ)
for τ ∈ [s, t], we obtain
Rt,ℓu ≤ Rs,ℓu+ m
2
[log(1 + Ct)− log(1 + Cs)].
We obtain (1) by letting ℓ→ +∞ and using Lemma 6.13.
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(2) Let ℓ, δ, s, t, n, n′ be as above. By the previous lemma,
R(j+1)δ,ℓu = PδQδRjδ,ℓu
≥ QδRjδ,ℓu
≥ Rjδ,ℓu− δ
2
‖D(Rjδ,ℓu)‖22
≥ Rjδ,ℓu− δ
2
(Cm+ ‖Du‖22),
where the last inequality follows from Lemma 6.11 (4). So when we sum from j = n to n′ − 1,
we obtain
Rtu ≥ Rsu− t− s
2
(Cm+ ‖Du‖22).
Then (2) follows by taking ℓ→ +∞.
(3) Assume that s, t ∈ 2−ℓN0. Choose k ∈ Z such that 2−k−1 ≤ t− s ≤ 2−k. Then we may
write t− s in a binary expansion
t− s =
ℓ∑
j=k+1
aj2
−j ,
where aj ∈ {0, 1} for each j and ak+1 = 1. Let tj = s+ak+12−k−1+· · ·+aj2−j . Let uj = Rtj ,ℓu.
We will estimate ‖Duj(x) − Duj−1(x)‖2 for each j. Of course, if aj = 0, then uj = uj−1, so
there is nothing to prove. On the other hand, suppose that aj = 1. Now we estimate (at our
given point x, suppressed in the notation)
‖D(R2−j ,ℓuj−1)−Duj−1‖2 ≤ ‖D(R2−j ,ℓuj−1)−D(P2−jQ2−juj−1)‖2(6.12)
+ ‖D(P2−jQ2−juj−1)−D(Q2−juj−1)‖2
+ ‖D(Q2−juj−1)−Duj−1‖2.
The first term on the right hand side may be estimated as follows. Recall that we proved
Lemma 6.13 (3) from the estimate from (6.11) by summing the geometric series. The same
reasoning shows that if ℓ ≥ j and δ ∈ 2−ℓN0, then
‖D(Rδ,ℓuj−1)−D(Rδ,juj−1)‖L∞ ≤ [δ/2 + C(δ/2)2]C2m1/2(2 · 2−j/2 + 2−3j/2C)
since uj−1 ∈ E(0, C). When we substitute δ = 2−j , R2−j ,j is simply equal to P2−jQ2−j . Thus,
at the point x,
‖D(R2−j ,ℓuj−1)−D(P2−jQ2−juj−1)‖2 ≤ C2m1/2[2−j/2 + C2−2j/4][2 · 2−j/2 + 2−3j/2C].
By our assumption C2−j ≤ C(t − s) ≤ 1 and hence we may replace C2−2j/4 by 2−j/2 and
repalce 2−3j/2C by 2−j/2 and hence
‖D(R2−j ,ℓuj−1)−D(P2−jQ2−juj−1)‖2 ≤ 3C2m1/22−3j/2 ≤ 3Cm1/22−j/2.
The second term on the right hand side of (6.12) can be estimated by Lemma 6.3 (2) by
‖D(P2−jQ2−juj−1)−D(Q2−juj−1)‖2 ≤ Cm1/22−j/2
since Q2−juj−1 ∈ E(0, C). The third term on the right hand side of (6.12) can be estimated
using Corollary 6.15 (3) by
‖D(Q2−juj−1)−Duj−1‖2 ≤ C2−j‖Duj−1‖2.
Meanwhile, by Lemma 6.11 (4) and the triangle inequality
‖Duj−1‖2 ≤
√
Cm+ ‖Du‖22 ≤ C1/2m1/2 + ‖Du‖2.
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So using the fact C2−j ≤ 1, we have
‖D(Q2−juj−1)−Duj−1‖2 ≤ C3/2m1/22−j + C2−j‖Du‖2 ≤ Cm1/22−j/2 + C(tj − tj−1)‖Du‖2.
Therefore, plugging all our estimates into (6.12), we get
‖Duj −Duj+1‖2 ≤ 5Cm1/22−j/2 + C(tj − tj−1)‖Du‖2.
Then summing from j = k + 1 to ℓ we obtain
‖Duℓ −Duk‖2 ≤ 5Cm1/22−k/2 + C(t− s)‖Du‖2
≤ 5Cm1/221/2(t− s)1/2 + C(t− s)‖Du‖2.
Because uℓ = Rt,ℓu and uk = Rs,ℓu, we have shown that (3) holds for Rs,ℓ and Rt,ℓ instead of
Rs and Rt. Thus, (3) follows by taking ℓ→ +∞. 
Proof of Theorem 6.1. Lemma 6.16 shows that if t ≥ 0 and if tℓ is a sequence of dyadic ratio-
nals converging to t as ℓ → ∞, then Rtℓu converges to some function v and this function is
independent of the approximating sequence, so we define Rtu = v. Claim (1), (3), and (4) of
the Theorem were proved for dyadic t in Corollary 6.14 (1), Lemma 6.16, and Corollary 6.14
(2) - (4) respectively, and each of these claims can be extended to real t ≥ 0 in light of the
continuity estimates Lemma 6.16. Claim (3) of the theorem is Lemma 6.13.
Thus, it remains to show that Rt is a semigroup. That is, we must show that RsRtu = Rs+tu
for u ∈ E(0, C) (and we have not even checked this for dyadic s, t yet). First, we check this
property for real s, t ≥ 0 under the additional restriction that Ct ≤ 1/2. For each ℓ ∈ Z, there
exist sℓ and tℓ ∈ 2−ℓN0 such that s− 2−ℓ < sℓ ≤ s and t − 2−ℓ < tℓ ≤ t. By Lemma 6.16 (1)
and (2) we have
|Rtℓu−Rtu| ≤
|tℓ − t|
2
(Cm+ ‖Du‖22) ≤ 2−ℓ
1
2
(Cm+ ‖Du‖22),
since | log(1+Ctℓ)− log(1+Ct)| ≤ C|tℓ− t| (from computation of the derivative of log(1+Ct)).
By Lemma 6.13 (1) and (2), if C2−ℓ−1 ≤ 1, then
|Rtℓ,ℓu−Rtℓu| ≤ 2−ℓ
(
3
2
C2mt
1 + Ct
+ log(1 + Ctℓ)(m+ Cm+ ‖Du‖22)
)
.
Since tℓ ≤ t, we can replace tℓ by t on the right hand side. By the triangle inequality, we obtain
(6.13) |Rtℓ,ℓu−Rtu| ≤ 2−ℓKt(1 + ‖Du‖22)
for some constant Kt depending on t (and C). Using Lemma 6.16 (3), or rather its extension
to real values of t,
‖D(Rtu)−Du‖2 ≤ 5Cm1/221/2t1/2 + Ct‖Du‖2
≤ 5Cm1/221/2t1/2 + Ct‖D(Rtu)−Du‖2 + Ct‖D(Rtu)‖2.
Hence,
‖D(Rtu)−Du‖2 ≤ (1 − Ct)−1[5Cm1/221/2t1/2 + Ct‖D(Rtu)‖2],
so by the triangle inequality,
‖Du‖2 ≤ ‖D(Rtu)‖2 + (1− Ct)−1[5Cm1/221/2t1/2 + Ct‖D(Rtu)‖2.
By squaring and applying the arithmetic-geometric mean inequality, we get
‖Du‖22 ≤ At +Bt‖D(Rtu)‖22
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for some constants A and B depending on t. The same reasoning applies to Rtℓ,ℓ since Lemma
6.16 (3) holds for Rtℓ,ℓ also. We thus obtain
‖Du‖2 ≤ ‖D(Rtℓ,ℓu)‖2 + (1− Ctℓ)−1[5Cm1/221/2t1/2ℓ + Ctℓ‖D(Rtℓ,ℓu)‖2
≤ ‖D(Rtℓ,ℓu)‖2 + (1− Ct)−1[5Cm1/221/2t1/2 + Ct‖D(Rtℓ,ℓu)‖2
and so
‖Du‖22 ≤ At +Bt‖D(Rtℓ,ℓu)‖22.
Overall,
Rtu ≤ Rtℓ,ℓu+ 2−ℓKt(1 +At +Bt‖D(Rtℓ,ℓu)‖22
Rtℓ,ℓu ≤ Rtu+ 2−ℓKt(1 +At +Bt‖D(Rtu)‖22
So by Lemma 6.11 (3) and (4)
Rsℓ,ℓRtu ≤ Rsℓ,ℓRtℓ,ℓu+ 2−ℓK1(1 +At +Bt‖D(Rsℓ,ℓRtℓ,ℓu)‖22)
≤ Rsℓ,ℓRtℓ,ℓu+ 2−ℓK1(1 +At + CmBt +Bt‖Du‖22)
and the same holds with Rt and Rtℓ,ℓ switched, so that
(6.14) |Rsℓ,ℓRtu−Rsℓ+tℓ,ℓu| ≤ 2−ℓK1(1 +At + CmBt +Bt‖Du‖22),
where we have noted that Rsℓ+tℓ,ℓu = Rsℓ,ℓRtℓ,ℓu.
But then by Lemma 6.11. By the same token as (6.13), since Rtu ∈ E(0, C), we have
(6.15) |Rsℓ,ℓRtu−RsRtu| ≤ 2−ℓKs(1 + ‖D(Rtu)‖22).
Similarly, since (s+ t)− (sℓ + tℓ) ≤ 2 · 2−ℓ, we have
(6.16) |Rsℓ+tℓ,ℓu−Rs+tu| ≤ 2−ℓ · 2Ks+t(1 + ‖Du‖22).
Combining these with (6.14) using the triangle inequality, we get
|RsRtu−Rs+tu| ≤ 2−ℓK1(1 +At + CmBt +Bt‖Du‖22)
+ 2−ℓKs(1 + ‖D(Rtu)‖22) + 2−ℓ · 2Ks+t(1 + ‖Du‖22).
Taking ℓ→∞, we get RsRtu = Rs+tu as desired. This completes the case when Ct ≤ 1/2.
In the general case, suppose s, t ≥ 0 and u ∈ E(0, C). Choose n large enough that Ct/n ≤
1/2. Then for j = 1, . . . , n−1, we have Rn−jt/k u ∈ E(0, C). Therefore, by the previous argument
Rs+jt/nR
n−j
t/n u = (Rs+jt/nRt/n)(R
n−j−1
t/n u) = Rs+(j+1)t/nR
n−j−1
t/n u,
so by induction Rs+tu = RsR
n
t/nu. Since this also holds with s replaced by 0, we have R
n
t/nu =
Rtu. Thus, Rs+tu = RsRtu. 
6.7. Solution to the Differential Equation. It remains to show that the semigroup Rt
produces solutions to the differential equation ∂tu = (1/2N)∆u − (1/2)‖Du‖22, and that the
result agrees with the solution produced by solving the heat equation for exp(−N2u). More
precisely, we will prove the following.
Theorem 6.17. Let u0 : MN(C)
m
sa → R be a given function in E(c, C) for some c ≥ 0. Let
u(x, t) = Rtu(x). Then u is a smooth function on MN (C)
m
sa×(0,+∞) and it solves the equation
∂tu = (1/2N)∆u− (1/2)‖Du‖22. Moreover, exp(−N2 ·Rtu0) = Pt[exp(−N2u0)].
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At this point, we have not proved enough smoothness for Rtu to show that it solves the
equation in the classical sense. Therefore, as an intermediate step, we show that u solves the
equation in the viscosity sense defined by [11]; see [10] and the references cited therein for
further background. We will then deduce that exp(−N2u) is a viscosity solution of the heat
equation and hence show it agrees with the smooth solution of the heat equation.
The definition of viscosity solution for parabolic equations is as follows. Here we continue
to use the vector space MN (C)
m
sa with the normalized inner product (rather than R
n for some
n). For smooth u : MN(C)
m
sa → R, we denote by Du and Hu the gradient and Hessian with
respect to the inner product 〈·, ·〉2; in other words, if x0 ∈MN(C)msa, then Du(x0) is the vector
in MN(C)
m
sa and Hu(x0) is the linear transformation MN(C)
m
sa →MN(C)msa such that
u(x) = u(x0) + 〈Du(x0), x− x0〉2 +
1
2
〈Hu(x0)[x − x0], x− x0〉2 + o(‖x− x0‖22).
We denote the space of linear transformations MN(C)
m
sa →MN(C)msa by B(MN (C)msa), and we
denote the self-adjoint elements by B(MN (C)
m
sa)sa.
Definition 6.18. Let F : B(MN (C)
m
sa)sa ×MN(C)sa ×R×MN(C)sa → R be continuous, and
consider the partial differential equation
(6.17) ∂tu = F (Hu,Du, u, x).
We say that a function u : MN (C)
m
sa × [0,+∞) → R is a viscosity subsolution if it is upper
semi-continuous and if the following condition holds: Suppose that
x0 ∈MN (C)msa, t0 > 0, A ∈ B(MN (C)msa)sa, p ∈MN(C)msa, α ∈ R,
and suppose that u satisfies
(6.18) u(x, t) ≤ u(x0, t0)+α(t−t0)+〈p, x−x0〉2+
1
2
〈A(x−x0), x−x0〉2+o(|t−t0|+‖x−x0‖22).
Then we also have
(6.19) α ≤ F (A, p, u(x0), x0).
Definition 6.19. With the same setup as above, we say that u : MN (C)
m
sa × [0,+∞) → R
is a viscosity supersolution if it is lower semi-continuous and the following condition holds: If
x0, t0, A, p, α are as above and if
(6.20) u(x, t) ≥ u(x0, t0)+α(t−t0)+〈p, x−x0〉2+
1
2
〈A(x−x0), x−x0〉2+o(|t−t0|+‖x−x0‖22),
then
(6.21) α ≥ F (A, p, u(x0), x0).
Definition 6.20. We say that u is a viscosity solution if it is both a subsolution and a super-
solution.
Remark 6.21. Roughly speaking, being a viscosity solution means that whenever there exist
upper or lower second-order Taylor approximations to u, then we can evaluate the differential
operator F on the Taylor approximation and get an inequality in one direction.
Example 6.22. The heat equation ∂tu = (1/2N)∆u is obtained by taking
F (A, p, u, x) =
1
2N2
Tr(A).
To understand why 1/N2 is the correct normalization on the right hand side, suppose that u
is smooth and A = Hu(x0) and p = Du(x0), so that
u(x) = u(x0) + 〈p, x− x0〉2 +
1
2
〈A(x− x0), x− x0〉2 + o(‖x− x0‖22).
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In terms of the non-normalized inner product (which we denote by the dot product), this means
that
u(x) = u(x0) +
1
N
p · (x − x0) + 1
2N
(A(x − x0)) · (x− x0).
Thus, the Hessian with respect to the non-normalized inner product is (1/N)A. Hence,
(1/N)∆u(x0) = (1/N
2)Tr(A). Similarly, the equation ∂tu = (1/2N)∆u − (1/2)‖Du‖22 is
obtained by taking
F (A, p, u, x) =
1
2N2
Tr(A) − 1
2
‖p‖22.
Proposition 6.23. Let u0 ∈ E(0, C) and define u(x, t) = Rtu0(x). Then u is a viscosity
solution of the equation ∂tu = (1/2N)∆u− (1/2)‖Du‖22.
Proof. First, note that u is continuous. Indeed, by Theorem 6.1 (3), u is continuous in t with
a rate of continuity that is uniform for x in a bounded region (this follows because the term
‖Du0‖22 on the right hand side of Lemma 6.16 (2) is bounded on bounded regions since Du0 is
C-Lipschitz). Also, u(·, t) is continuous for each t since it is in E(0, C). Together, this implies
u is jointly continuous in (x, t).
To show that u is a viscosity subsolution, suppose that we have a lower second-order ap-
proximation at the point (x0, t0), where x0 ∈MN(C)msa and t0 > 0, given by
u(x, t) ≥ u(x0, t0) + α(t− t0) + 〈p, x− x0〉+ 1
2
〈A(x− x0), x− x0〉2 + o(|t− t0|+ ‖x− x0‖22).
Then we must show that α ≤ (1/2N2)Tr(A)− (1/2)‖p‖22.
Our first goal is to replace the soft bound o(|t − t0| + ‖x − x0‖22) by a more explicit error
bound, at the cost of modifying α and A by some positive ǫ. Pick ǫ > 0. Then there exists
r > 0 such that if |t− t0|+ ‖x− x0‖22 < 2r, then we have
(6.22) u(x, t) ≥ u(x0, t0) + α(t− t0)− ǫ|t− t0|+ 〈p, x− x0〉+ 1
2
〈(A− ǫI)(x− x0), x− x0〉2.
Let us assume that t0− r < t ≤ t0, so that the above inequality holds for ‖x−x0‖2 < r and we
have α(t− t0)− ǫ|t− t0| = (α+ ǫ)(t− t0). For x such that ‖x− x0‖22 ≥ r, we may use Theorem
6.1 (3b), the fact that Du is C-Lipschitz, and the convexity of u to conclude that
u(x, t) ≥ u0(x)− t
2
(Cm+ ‖Du‖22)
≥ u0(x0) + 〈Du(x0), x− x0〉2 −
t
2
(Cm+ (‖Du(x0)‖2 + C‖x− x0‖2)2)
In other words, u is bounded below by a quadratic in x− x0, and the estimate holds uniformly
for t in a bounded interval. Moreover, the right hand side of (6.22) is also bounded by a
quadratic in x− x0 uniformly for t ∈ [t0 − r, t0+ r]. It follows that for a large enough constant
Kǫ, we have
u(x0, t0) + (α+ ǫ)(t− t0) + 〈p, x− x0〉+ 1
2
〈(A− ǫI)(x− x0), x− x0〉2 − u(x, t) ≤ Kǫ‖x− x0‖42
whenever t ∈ (t0 − t, t0] and ‖x − x0‖2 ≥ r. Therefore, overall, assuming that t ∈ (t0 − r, t0],
we have
(6.23) u(x, t) ≥ u(x0, t0)+(α+ǫ)(t−t0)+〈p, x−x0〉+1
2
〈(A−ǫI)(x−x0), x−x0〉2−Kǫ‖x−x0‖42
For t ∈ R, let us denote ut(x) = u(x, t) = Rtu0(x). Now the strategy for proving α + ǫ ≤
(1/2N2)Tr(A − ǫI) − (1/2)‖p‖22 is roughly to use the fact that ut0(x0) = Rδut0−δ(x0) and
estimate ut0−δ(x0) from above using the upper Taylor approximation for small δ > 0. However,
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for the sake of computation, it is easier to estimate QδPδut0−δ rather than Rδ (and then we
will control the error between Rδ and QδPδ using Lemmas 6.12 and 6.13).
Let δ ∈ (0, r). Then using the above inequality and monotonicity of Pδ, we have
Pδut0−δ(x) ≥ ut0(x0) + (α− ǫ)δ + 〈p, x− x0〉
+
1
2N2
Tr(A− ǫI)δ + 1
2
〈(A− ǫI)(x− x0), x− x0〉
−Kǫ(‖x− x0‖42 + 2(1 + 2/N2)mδ‖x− x0‖22 + 2m2(1 + 2/N2)δ2).
Here we have evaluated Pδ applied to ‖x−x0‖42 using Example 3.22 and translation-invariance of
Pδ. Now recall thatQδPδut0−δ(x0) is obtained by evaluating Pδut0−δ at x0−δD(QδPδut0−δ)(x0).
Also, in light of Lemma 6.11 (4) and Corollary 6.14 (4), ‖D(QδPδut0−δ)(x0)‖22 is bounded by
‖Du0(x0)‖22 plus a constant. In particular, ‖D(QδPδut0−δ)(x0)‖2 is bounded as δ → 0. There-
fore,
QδPδut0−δ(x0) = Pδut0−δ(x0 − δD(QδPδut0−δ)(x0)) +
1
2
δ‖D(QδPδut0−δ)(x0)‖22(6.24)
≥ ut0(x0) +
1
2
‖D(QδPδut0−δ)(x0)‖22δ
+ (α+ ǫ)(−δ)− 〈p,D(QδPδut0−δ)(x0)〉δ +
1
2N2
Tr(A− ǫI) +O(δ2).
(Here the the implicit constant in O(δ2) depends on ǫ.)
Because ut0−δ ∈ E(0, C), Lemma 6.12 (2) and (3) imply that if Cδ ≤ 1, then
|QδPδut0−δ(x0)− PδQδut0−δ(x0)| ≤ 2C2mδ2 + 2Cδ2‖D(PδQδut0−δ)(x0)‖2.
Again by Lemma 6.11 (4) and Theorem 6.1 (4c), ‖D(QδPδut0−δ)(x0)‖22 is bounded by ‖Du0(x0)‖22
plus a constant, so that
QδPδut0−δ = PδQδut0−δ +O(δ
2).
Also, if we let δℓ = 2
−ℓ for ℓ ∈ Z, then Lemma 6.13 implies that when 2Cδℓ ≤ 1 and δℓ < r,
then
|PδℓQδℓut0−δ(x0)−Rδℓut0−δℓ(x0)| = |Rδℓ,ℓut0−δℓ(x0)− Rδℓut0−δℓ(x0)|
≤
(
3
2
C2mδℓ
1− Cδℓ + log(1 + Cδℓ)(m+ Cm+ ‖Du(x0)‖
2
2
)
2−ℓ
= O(δ2ℓ ).
So overall
(6.25) QδℓPδℓut0−δℓ(x0) = Rδℓut0−δℓ(x0) +O(δ
2
ℓ ) = ut0(x0) +O(δ
2
ℓ ).
Using similar reasoning, Lemma 6.12 (1) shows that
D(QδℓPδℓut0−δℓ)(x0) = D(PδℓQδℓut0−δℓ)(x0) +O(δ
3/2
ℓ ).
Then using Lemma 6.13 (3), we obtain
D(PδℓQδℓut0−δℓ)(x0) = D(Rδℓut0−δℓ)(x0) +O(δ
3/2).
Finally, because ut0−δ ∈ E(0, C), it is differentiable everywhere; the upper Taylor approximation
(6.22) implies that ut0(x) ≤ ut0(x0) + 〈p, x − x0〉2 + o(‖x − x0‖2) and therefore p must equal
Dut0(x0). Thus, overall
(6.26) D(QδℓPδℓut0−δℓ)(x0) = p+O(δ
3/2
ℓ ).
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Substituting (6.25) and (6.26) into (6.24), we obtain
ut0(x0) ≥ ut0(x0) +
1
2
‖p‖22δℓ + (α + ǫ)(−δℓ)− ‖p‖22δℓ +
1
2N2
Tr(A− ǫI) +O(δ2ℓ ).
We cancel ut0(x0) from both sides, divide by δℓ, and move α−ǫ to the left hand side to conclude
that
α+ ǫ ≥ 1
2N2
Tr(A− ǫI)− 1
2
‖p‖22 +O(δℓ).
Then taking ℓ→∞, we get α+ ǫ ≥ (1/2N2)Tr(A− ǫI)− (1/2)‖p‖22. Since ǫ was arbitrary, we
have α ≥ (1/2N2)Tr(A)− (1/2)‖p‖22. This shows that u is a viscosity supersolution.
To show that the u is a viscosity subsolution, the argument is symmetrical for the most part.
However, to obtain the constant Kǫ in (6.23), we used the one-sided estimate Theorem 6.1 (3b)
to show that u is bounded below by a quadratic in x − x0 that is independent of t, so long
as t ∈ (t0 − r, t0]. To show that u is a viscosity supersolution, we want to prove an analogous
quadratic upper bound. But by Theorem 6.1 (3a) and semi-concavity of u0, we have for t ≤ t0
that
ut(x) ≤ u0(x) + m
2
log(1 + Ct0)
≤ u0(x0) + 〈Du0(x0), x− x0〉+ C
2
‖x− x0‖22 +
m
2
log(1 + Ct0),
which is the desired upper bound. The rest of the argument is symmetrical except that α+ ǫ
is replaced by α− ǫ and A− ǫI is replaced by A+ ǫI. 
Lemma 6.24. Let u : MN (C)
m
sa × [0,+∞) → R. Then u is a viscosity solution to ∂tu =
(1/2N)∆u− (1/2)‖Du‖22 if and only if exp(−N2u) is a viscosity solution to ∂tu = (1/2N)∆u.
Proof. More precisely, we claim that u is a viscosity subsolution if and only if exp(−N2u)
is viscosity supersolution and vice versa. Suppose that u is a subsolution, and let us show
that v = exp(−N2u) is a supersolution. If u is upper semi-continuous, then v is lower semi-
continuous. Now suppose that we have a lower Taylor approximation at (x0, t0)
v(x, t) ≥ v(x0, t0) + α(t− t0) + 〈p, x− x0〉2 +
1
2
〈A(x − x0), x− x0〉2 + o(|t− t0|+ ‖x− x0‖22).
Note that v > 0 and u = −1/N2 log v. The function h 7→ log h is increasing and analytic for
h > 0 and we have
log(h+ δ) = log(h) + log(1 + δ/h) = log(h) +
δ
h
− 1
2
(
δ
h
)2
+O(δ3).
Substituting h = v(x0, t0) = exp(−N2u(x0, t0)) and δ = v(x, t)− v(x0, t0) = α(t− t0) + 〈p, x−
x0〉2 + 12 〈A(x− x0), x− x0〉2 + o(|t− t0|+ |x− x0|2), we get
−N2u(x, t) ≥ −N2u(x0, t0) + α
v(x0, t0)
(t− t0) + 1
v(x0, t0)
〈p, x− x0〉2
+
1
2v(x0, t0)
〈A(x− x0), x− x0〉2 −
1
2v(x0, t0)2
〈p, x− x0〉22
+ o(|t− t0|+ ‖x− x0‖22),
since 〈p, x− x0〉2/v(x0, t0)2 is the only term from (−1/2)(δ/h)2+O(δ3) that is not o(|t− t0|+
‖x− x0‖22) (here we use the fact that |t− t0|‖x− x0‖2 ≤ (2/3)|t− t0|3/2+(1/3)‖x− x0‖32). Let
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us denote by P the linear map P (x− x0) = p〈p, x− x0〉2. Then the above inequality becomes
u(x, t) ≤ u(x0, t0)− α
N2v(x0, t0)
(t− t0)− 1
N2v(x0, t0)
〈p, x− x0〉2
− 1
2N2v(x0, t0)
〈A(x− x0), x− x0〉2 +
1
2N2v(x0, t0)2
〈P (x− x0), (x− x0)〉
+ o(|t− t0|+ ‖x− x0‖22).
Because u is a subsolution, we have
− α
N2v(x0, t0)
≤ − 1
2N4
Tr(A) +
1
2N4v(x0, t0)2
Tr(P )− 1
2N4v(x0, t0)2
‖p‖22.
But Tr(P ) = ‖p‖22, so the last two terms cancel. Thus, α ≥ 12N2 Tr(A) as desired. So v is a
supersolution.
A symmetrical argument shows that if v is a supersolution, then u is a subsolution. The other
two claims are proved in the same way except using the Taylor expansion of the exponential
function instead of the logarithm. 
Now we are ready to prove Theorem 6.17 in the special case where u0 is bounded below.
Lemma 6.25. Suppose that u0 ∈ E(0, C) is bounded below. Then exp(−N2Rtu0) = Pt[exp(−N2u0)].
Proof. Let v(x, t) = exp(−N2Rtu0(x)) and let w(x, t) = Pt[exp(−N2u0)](x). Since u0 is
bounded below by some constant K, we have Rtu0 ≥ K by monotonicity of Rt (see Corollary
6.14 (3)) and the fact that it does not affect constant functions (since the same is true of Pt
and Qt). Hence, v = exp(−N2Rtu0) ≤ exp(−N2K). We also have exp(−N2u0) ≤ exp(−N2K)
and hence w ≤ exp(−N2K).
Thus, v and w are both bounded, w is a smooth solution to the heat equation, and v is a
viscosity solution by the previous lemma. We will conclude from this that v = w (and this is
nothing but a standard argument for the maximum principle together with the basic philosophy
of viscosity solutions).
To show that v ≤ w, choose ǫ > 0, and consider the function
φ(x, t) = w(x, t) − v(x, t)− ǫ‖x‖22 − 2mǫt.
Suppose for contradiction that φ > 0 at some point. Since φ is continuous onMN (C)
m
sa×[0,+∞)
and since w and v are bounded, φ achieves a maximum at some (x0, t0). Since the maximum
is strictly positive, we have t0 > 0. Let ψ(x, t) = w(x, t) − (1/2)ǫ‖x‖22 − 2ǫt, so that φ(x, t) =
v(x, t) − ψ(x, t). Then φ(x, t) ≤ φ(x0, t0) implies that
v(x, t) ≥ v(x0, t0) + ψ(x, t)− ψ(x0, t0)
= v(x0, t0) + ∂tψ(x0, t0)(t− t0) + 〈Dψ(x0, t0), x− x0〉2
+
1
2
〈Hψ(x0, t0)(x − x0), x− x0〉2 + o(|t− t0|+ ‖x− x0‖22),
where the last step follows because ψ is smooth. Because v is a viscosity supersolution,
∂tψ(x0, t0) ≥ 1
2N
∆ψ(x0, t0).
However, this is a contradiction because at every point (x, t), we have
∂tψ = ∂tw − 2mǫ < 1
2N
∆w −mǫ = 1
2N
∆ψ,
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by computation and the fact that w solves the heat equation. It follows that φ ≤ 0 and hence
v(x, t) ≥ w(x, t) − 12ǫ‖x‖22 −mǫt. Since ǫ was arbitrary v ≥ w. Then a symmetrical argument
shows that v ≤ w. 
Thus, to prove Theorem 6.17, it only remains to remove the boundedness assumption on u0.
We achieve this by replacing u0 with the function
(6.27) u˜0(x) = u0(x)− 〈Du0(0), x〉2,
which is nonnegative by convexity of u0 and hence bounded below.
Lemma 6.26. Let u0 ∈ E(0, C) and let u˜0 be given by (6.27). Let v0 = exp(−N2u0) and
v˜0 = exp(−N2u˜0). Then the integral defining Pt exp(−N2u0) is well-defined and also
Ptv0(x) = exp(−N2〈Du0(0), x〉+ N
2t
2
‖Du0(0)‖22)Ptv˜0(x− tDu0(0))
Proof. We can express dσt,N (y) = (1/ZN ) exp(−(N2/2t)‖y‖22) dy. Also, denote p = Du0(0).
Then
Ptv0(x) =
1
ZN
∫
exp(−N2u0(x+ y)) exp(−(N2/2t)‖y‖22) dy
=
1
ZN
∫
exp(−N2u˜0(x+ y)−N2〈p, x+ y〉 − N
2
2t
‖y‖22) dy
=
1
ZN
∫
exp(−N2u˜0(x+ y)−N2〈p, x〉+ N
2t
2
‖p‖22 −
N2
2t
‖y + tp‖22) dy
=
1
ZN
∫
exp(−N2u˜0(x− tp+ z)−N2〈p, x〉+ N
2t
2
‖p‖22 −
N2
2t
‖z‖22) dy
= exp(−N2〈p, x〉+ N
2t
2
‖p‖22)Ptv˜0(x− tp). 
Lemma 6.27. Let u0 ∈ E(0, C), let p ∈MN (C)msa, and let u˜0(x) = u0(x) − 〈p, x〉2. Then
(1) Ptu0(x) = Ptu˜0(x) + 〈p, x〉2.
(2) Qtu0(x) = Qtu˜0(x− tp) + 〈p, x〉2 − t2‖p‖22.
(3) Rtu0(x) = Rtu˜0(x− tp) + 〈p, x〉2 − t2‖p‖
2
2.
Proof. (1) holds because Pt is linear and it does not affect linear functions. To prove (2), fix x
and let y be the point where the infimum defining Qtu0(x) is achieved and let y˜ be the point
where the infimum defining Qtu˜0(x− tp) is achieved. By Corollary 6.7 (1), the points y and y˜
are characterized respectively by the relations
y = x− tDu0(y), y˜ = x− tp− tDu˜0(y˜).
But Du˜0(y˜) = Du0(y˜)− p. Thus, x− tDu0(y˜) = y˜, so that y = y˜.
Qtu0(x) = u0(y) +
1
2t
‖y − x‖22
= u˜0(y) + 〈p, y〉2 +
1
2t
‖y − x‖22
= u˜0(y) + 〈p, x〉2 −
t
2
‖p‖22 +
1
2t
‖y − (x− tp)‖22
= Qtu˜0(x − tp) + 〈p, x〉2 −
t
2
‖p‖22.
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(3) It follows by iteration (after some computation) that for t ∈ 2−ℓN0, we have Rt,ℓu0(x) =
Rtu˜0(x − tp) + 〈p, x〉2 − t2‖p‖22. Then by Lemma 6.13, we may take ℓ → ∞, and by Theorem
6.1 (3), we may extend the inequality to all real t. 
Proof of Theorem 6.17. We have already proved the case where u0 is bounded. For the general
case, let u0 ∈ E(0, C). Define p = Du0(0) and u˜0(x) = u0(x) − 〈p, x〉2. As remarked above, u˜0
is bounded below by zero. By Lemmas 6.26, the bounded case, and 6.27,
Pt exp(−N2u0)(x) = exp
(
−N2〈p, x〉+ N
2t
2
‖p‖22
)
[Pt exp(−N2u˜0)](x − tp)
= exp
(
−N2〈p, x〉+ N
2t
2
‖p‖22
)
exp(−N2Rtu˜0(x− tp))
= exp
(
−N2
(
Rtu˜0(x − tp) + 〈p, x〉 − t
2
‖p‖22
))
= exp(−N2Rtu0(x)).
In particular, since Pt exp(−N2u˜0) is smooth for t > 0, we see that all the functions in the
above equation are smooth for t > 0, and hence Rtu0(x) is smooth function of (x, t). Also,
Pt[exp(−N2u0)] = exp(−N2Rtu0) as desired. 
6.8. Approximation by Trace Polynomials. Now we are ready to prove that Rt preserves
asymptotic approximability by trace polynomials.
Proposition 6.28. Let {VN} be a sequence of functions MN(C)msa → R such that VN is convex
and VN (x) − (C/2)‖x‖22 is concave, and {DVN} is asymptotically approximable by trace poly-
nomials. Then for every t > 0, the sequences {D(PtVN )}, {D(QtVN )}, and {D(RtVN )} are
asymptotically approximable by trace polynomials.
Proof. The fact that {D(PtVN )} is asymptotically approximable by trace polynomials follows
from Lemma 3.28.
Now consider D(QtVN ). Note that by Corollary 6.7 (1), D(QtVN )(x) is the solution of the
fixed point equation
y = DVN (x− ty).
But if t < 1/C, then y 7→ DVN (x − ty) is a contraction and thus iterates of this function will
converge to the fixed point. Let us define φN,0(x) = 0 and φN,ℓ+1(x) = DVN (x− tφN,ℓ(x)). By
Lemma 6.6 (5), the distance from the fixed pointD(QtVN )(x) from 0 is bounded by ‖DVN (x)‖2,
hence,
‖φN,ℓ(x) −D(QtVN )(x)‖2 ≤ Cℓtℓ‖DVN (x)‖2.
BecauseDVN,t is C-Lipschitz, Lemma 3.27 implies that {φN,ℓ}N is asymptotically approximable
by trace polynomials.
Now ‖DVN (0)‖2 is bounded by some constant A as N →∞ because DVN is asymptotically
approximable by trace polynomials. Since DVN is also C-Lipschitz, ‖DVN (x)‖2 ≤ A+C‖x‖2.
In particular, ‖φN,ℓ(x)−D(QtVN )(x)‖2 ≤ Cℓtℓ(A+C‖x‖2). Thus, by Lemma 3.26, {D(QtVN )}
is asymptotically approximable by trace polynomials.
This holds whenever t < 1/C. But for general t, we can write Qt = Q
n
t/n where n is large
enough that t/n < 1/C, and then iterating the previous statement shows that {QtVN} is
asymptotically approximable by trace polynomials.
For the sequence {D(RtVN )}, first note that when t ∈ Q+2 , we know {D(Rt,ℓVN )} is asymp-
totically approximable by trace polynomials. By Theorem 6.1 (1c) and Lemma 3.26, the se-
quence {D(RtVN )} is asymptotically approximable by trace polynomials for t ∈ Q+2 . Finally,
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by Theorem 6.1 (2d) and Lemma 3.26, the sequence {D(RtVN )} is asymptotically approximable
by trace polynomials for all t ∈ R+. 
7. Main Theorem on Free Entropy
We are now ready to prove the following theorem which shows that χ = χ∗ for a law which
is the limit of log-concave random matrix models.
Theorem 7.1. Let µN be a sequence of probability measures on MN (C)
m
sa given by the potential
VN . Assume
(A) The potential VN (x) is convex and VN (x) − (C/2)‖x‖22 is concave for some C > 0 inde-
pendent of N .
(B) The sequence µN concentrates around some non-commutative law λ with λ(X
2
j ) > 0.
(C) For some R0 > 0, we have limN→∞
∫
‖x‖≥R0
(1 + ‖x‖22) dµN (x) = 0.
(D) The sequence {DVN} is asymptotically approximable by trace polynomials.
Then λ ∈ Σm,R0 and moreover
(1) The law λ has finite Fisher information Φ∗(λ), and for all t ≥ 0, we have
lim
N→∞
1
N3
I(µN ∗ σt,N )→ Φ∗(λ⊞ σt).
(2) We have for all t ≥ 0,
χ(λ⊞ σt) = χ(λ⊞ σt) = lim
N→∞
1
N2
(
h(µN ∗ σt,N ) + m
2
logN
)
= χ∗(λ⊞ σt).
(3) The functions t 7→ 1N3 I(µN ∗σt,N ) and t 7→ Φ∗(λ⊞σt) are decreasing and Lipschitz and
and the absolute value of the derivative (where defined) is bounded by C2m(1 +Ct)−2.
Remark 7.2. If VN (x)− (c/2)‖x‖22 is convex and VN (x)− (C/2)‖x‖22 is concave and if {DVN} is
asymptotically approximable by trace polynomials, then Theorem 4.1 implies that µN satisfies
the hypotheses of Theorem 7.1 for some law λ.
However, Theorem 7.1 holds in a slightly more general situation than Theorem 4.1 in that
we do not have to assume uniform convexity, finite moments, or exponential concentration.
In preparation for the proof of the Theorem 7.1, we have already verified that the hypotheses
(A), (C), and (D) are preserved under Gaussian convolution. Now we show that (B) is preserved
in Lemma 7.4. This is straightforward apart from one subtlety — although we have assumed
that for every non-commutative polynomial p, the non-commutative moment τN (p(x)) concen-
trates around λ(p) under µN , we have not assumed that |τN (p(x))| has finite expectation. To
deal with this issue, we first prove an auxiliary lemma.
Lemma 7.3. Let λ be a non-commutative law in Σm, let p(X,Y ) = p(X1, . . . , Xm, Y1, . . . , Ym)
be a non-commutative polynomial of 2m variables, and let R > 0. Then there exists a neighbor-
hood V of λ in Σm and a constant L such that, for all N ∈ N, for all x ∈ ΓN (V), the function
y 7→ τN (p(x, y)) is L-Lipschitz with respect to ‖·‖2 for self-adjoint tuples y in the operator-norm
ball {y : ‖yj‖ ≤ R}.
Proof. To prove the lemma, it suffices to consider the case of a non-commutative monomial.
Indeed, if p =
∑n
j=1 pj where pj is a monomial, and if we find neighborhoods Vj and Lipschitz
constants Lj for each pj , then the result will also hold for p with V =
⋂n
j=1 Vj and L =
∑n
j=1 Lj .
Thus, assume without loss of generality that p(X,Y ) is a non-commutative monomial. Then
it can be written in the form
p(X,Y ) = q0(X)Yi1q1(X)Yi2 . . . qℓ−1(X)Yiℓqℓ(X).
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where ij ∈ {1, . . . ,m} and qj(X) is a non-commutative monomial in X (which of course is
allowed to be 1). Consider x, y, y′ ∈ MN (C)msa, and suppose that ‖yi‖∞ ≤ R and ‖y′i‖∞ ≤ R
for each i. Then
p(x, y)− p(x, y′) =
ℓ∑
j=1
q0(x)yi1 . . . yij−1qj−1(x)(yij − y′ij )qi(x)yij+1 . . . yiℓqℓ(x).
Recalling the non-commutative Lα norms and Ho¨lder’s inequality (see 2.3), we have
‖p(x, y)− p(x, y′)‖1 ≤
 ℓ∑
j=1
∏
k 6=j
‖qj(x)‖2(ℓ+1)
∏
k<j
‖yik‖∞
∏
k>j
‖y′ik‖∞
 ‖yj − y′j‖2.
This implies that
|τN (p(x, y))− τN (p(x, y′))| ≤
 ℓ∑
j=1
∏
k 6=j
‖qj(x)‖2(ℓ+1)
Rℓ−1‖y − y′‖2.
Now
‖qj(x)‖2(ℓ+1) =
(
τN [(qj(x)
∗qj(x))
ℓ+1]
)1/2(ℓ+1)
.
We can define
V = {λ′ : λ′[(q∗j qj)ℓ+1] < λ[(q∗j qj)ℓ+1] + 1 for j = 0, . . . , ℓ}.
Then ‖qj(x)‖2(ℓ+1) is uniformly bounded for x ∈ ΓN (V) for each j = 0, . . . , ℓ. Suppose that
each of these quantities is bounded by K. Then the above estimate shows that
|τN (p(x, y))− τN (p(x, y))| ≤ ℓKℓ+1Rℓ−1‖y − y′‖2
whenever x ∈ ΓN(V) and y, y′ are in the operator-norm ball of radius R. 
Lemma 7.4. Suppose that {µN} concentrates around a non-commutative law λ. Then {µN ∗
σt,N} concentrates around λ⊞ σt for every t > 0.
Proof. Fix t. Let XN = (XN,1, . . . , XN,m) and YN = (YN,1, . . . , YN,m) be independent random
variables with the laws µN and σt,N respectively. Because the topology on the space Σm of
non-commutative laws is generated by non-commutative moments, it suffices to show that for
each non-commutative polynomial p and δ > 0,
lim
N→∞
P (|τN (p(XN + YN ))− λ⊞ σt(p)| ≥ δ) = 0.
Fix p and let d be its degree. By the previous lemma, there is a neighborhood V of λ and
a constant K such that for every x ∈ ΓN (V), the function y 7→ τN (p(x + y)) is K-Lipschitz
with respect to ‖·‖2 on the operator-norm ball {y = (y1, . . . , ym) : ‖yj‖ ≤ 4t1/2}. By shrinking
V if necessary, we may also assume that on τN (q(x)) is uniformly bounded for every non-
commutative monomial q(x) of degree less than or equal to d.
Choose a C∞c function ψ : R→ R such that ψ(z) = z for |z| ≤ 3t1/2 and |ψ(z)| ≤ 4t1/2. Then
Ψ : (y1, . . . , ym) 7→ (ψ(y1), . . . , ψ(ym)) is globally Lipschitz in ‖·‖2 and it also maps MN (C)msa
into the operator norm ball of radius 4t1/2 (which is the region where z 7→ τN (p(x, z)) was
assumed to K-Lipschitz with respect to ‖·‖2 whenever x ∈ ΓN (V)). This implies that there is
some constant K ′ such that y 7→ τN (p(x,Ψ(y))) is K ′-Lipschitz for all x ∈ ΓN (V). Let
αN (x) = E[τN (p(x+Ψ(YN ))]
βN (x) = E[τN (p(x+ Y +N))] = exp(tLN/2)[τ(p)](x)
β(x) = exp(tL/2)[τ(p)](x)
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Therefore, by Theorem 2.10 applied to YN ,
x ∈ ΓN (V) =⇒ P (|τN (p(x +Ψ(YN )))− αN (x)| ≥ δ/3) ≤ 2e−δ
2N2/18t(K′)2 .
On the other hand, we know by standard tail estimates on the GUE (see Corollary 2.12) that
lim
N→∞
E[τN (q(YN )1‖YN‖≥3t1/2 ] = 0
for every non-commutative polynomial q. This implies that |αN (x)−βN (x)| → 0 uniformly for
x ∈ ΓN (V). On the other hand, by Lemma 3.21,
βN (x) = exp(tLN/2)[τ(p)](x)→ exp(tL/2)[τ(p)](x) = β(x)
where the convergence occurs coefficient-wise. Now exp(tLN/2)[τ(p)] is a sum of products of
traces of non-commutative monomials q of degree ≤ d and for every such q, we know τN (q(x))
is uniformly bounded on ΓN (V) by our choice of V . Thus, coefficient-wise convergence of
βN → β implies uniform convergence for x ∈ ΓN(V). Therefore, for sufficiently large N we
have |βN (x) − βN (x)| ≤ δ/3 for x ∈ ΓN (V), and hence
P
(∣∣τN (p(XN + YN ))− τ(β(XN ))∣∣ ≥ 2δ/3, XN ∈ ΓN(V), ‖YN‖ ≤ 3t1/2) ≤ 2e−δ2N2/18t(K′)2 ,
where we have applied the Fubini-Tonelli theorem for the product measure µN ⊗ σt,N . By our
concentration assumption,
P
(∣∣τN (β(XN )) − λ[β]∣∣ ≥ δ/3)→ 0, P (XN ∈ ΓN (V))→ 1,
and by Corollary 2.12 also P (‖Yk‖ ≥ 3t1/2)→ 0. Altogether, we have
P
(∣∣τN (p(XN + YN ))− λ[β]∣∣ ≥ δ)→ 0.
But note that λ[β] = λ[exp(tL/2)[τ(p)]] = λ ⊞ σt[p] by Lemma 3.23. Thus, the proof is
complete. 
Proof of Theorem 7.1. Let VN,t = RtVN be the potential associated to µN ∗σt,N . Let us verify
that VN,t satisfies the assumptions (A) - (D) for every t > 0.
(A) This follows from Theorem 6.1 (1) because VN,t = RtVN , hence VN,t ∈ E(0, C).
(B) This follows from Lemma 7.4.
(C) This follows from tail bounds on the GUE (Corollary 2.12).
(D) This follows from Proposition 6.28.
Next, the fact that λ ∈ Σm,R0 follows from Proposition 5.4 (1) with n = 1.
Claim (1) of the theorem follows by applying Proposition 5.9 to µN ∗ σt,N with n = 1.
For claim (2), recall that by Lemma 5.6, equation (5.6),
(7.1)
1
N2
h(µN ) +
m
2
logN =
1
2
∫ ∞
0
(
m
1 + t
− 1
N3
I(µN ∗ σt,N )
)
ds+
m
2
log 2πe.
Because N−3I(µN ) converges as N → ∞, there is some constant K with N−3I(µN ) ≤ K for
all N . Also, because of assumptions (B) and (C), we have
∫ ‖x‖22 dµN (x)→∑mj=1 λj(X2j ) > 0.
Therefore, there is a constant a such that
∫ ‖x‖22 dµN (x) ≥ ma for large enough N . Thus, (5.4),
we have for sufficiently large N that
m
a+ t
≤ 1
N3
I(µN ∗ σt,N ) ≤ min
(
M,
m
t
)
.
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Thus, we can apply the dominated convergence theorem to take the limit as N →∞ inside the
integral on the right hand side of (7.1) and apply claim (1) to conclude that
lim
N→∞
(
1
N2
h(µN ) +
m
2
logN
)
→ χ∗(λ).
On the left hand side of (7.1), we will apply Proposition 5.4 with n = 1. We may replace VN by
VN−VN (0) without changing µN (because the definition of µN includes the normalizing constant
ZN anyway). Then because {DVN} is asymptotically approximable by trace polynomials, we
know that {VN} is asymptotically approximable by trace polynomials (Lemma 3.29). Therefore,
the hypotheses of Proposition 5.4 are satisfied and so
χ(λ) = lim sup
N→∞
(
1
N2
h(µN ) +
m
2
logN
)
= χ∗(λ)
and the same holds for χ(λ). Moreover, this holds for µN ∗ σt,N just as well as µN because
µN ∗ σt,N satisfies the same assumptions (A) - (D).
For claim (3), first fix N and let X be a random variable with law µN , and let Yt be an
independent Hermitian Brownian motion (here Yt ∼ σt,N ). Let Ξt = DVN,t(X + Yt), which is
the conjugate variable of X + Yt. Then
1
N3
I(µN ∗ σt,N ) = E‖Ξt‖22
Suppose 0 ≤ s ≤ t ≤ T . Then X + Yt is the sum of the independent random variables X + Ys
and Yt − Ys, and thus Ξt = E[Ξs|X + Yt] by Lemma 5.5. In other words, Ξt is the orthogonal
projection of DVN,s(X+Ys) onto the space of L
2 random variables that are functions of X+Yt,
or in other words it is the closest function of X + Yt to Ξs in L
2. This implies that[
‖Ξs − Ξt‖22
]
≤ E
[
‖DVN,s(X + Ys)−DVN,s(X + Yt)‖22
]
≤ E
[
C2
(1 + Cs)2
‖Ys − Yt‖22
]
=
C2
(1 + Cs)2
m(t− s)
using the fact that VN,s ∈ E(0, C(1 +Ct)−1) and hence DVN,s is C(1 +Cs)−1-Lipschitz. Since
Ξt is the orthogonal projection of Ξs onto this subspace, we know Ξs − Ξt is orthogonal to Ξt
and hence
E
[
‖Ξs‖22
]
− E
[
‖Ξt‖22
]
= E
[
‖Ξs − Ξt‖22
]
.
Overall,
0 ≤ 1
N3
I(µN ∗ σs,N )− 1
N3
I(µN ∗ σt,N ) ≤ C
2
(1 + Cs)2
m(t− s).
This immediately proves that t 7→ N−3I(µN ∗ σt,N ) is decreasing function of t, it is Lipschitz,
and the absolute value of the derivative is bounded by C2m/(1 + Ct)2. The same holds for
Φ∗(λ⊞ σt) by taking the limit as N →∞. 
8. Free Gibbs Laws
In the situation of Theorem 4.1, we want to interpret the law λ as the free Gibbs state for a
potential which is the limit of the VN ’s. To this end, we will define a non-commutative function
space where each point is a limit of functions on MN (C)
m
sa. We will then give several charac-
terizations of the closure of trace polynomials in this space, as well as the class of potentials to
which our previous results apply.
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8.1. Asymptotic Approximation and Function Spaces. Let Y• = {YN} be a sequence of
normed vector spaces. We define a (possibly infinite) semi-norm on sequences φ• = {φN} of
functions MN(C)
m
sa → YN by
‖φ•‖R,Y• = lim sup
N→∞
sup
‖x‖≤R
‖φN (x)‖YN .
Let Fm(Y•) be the vector space
{φ• : ‖φ•‖R,Y• < +∞ for all R}/{φ• : ‖φ•‖R,Y• = 0 for all R}.
For a sequence φ•, we denote its equivalence class by [φ•].
We equip Fm(Y•) with the topology generated by the seminorms ‖·‖R,Y• , or equivalently
given by the metric
(8.1) dFm(Y•)(φ•, ψ•) =
∞∑
n=1
1
2n
min(‖φ• − ψ•‖n,Y , 1).
Note that Fm(Y•) is a complete metric space in this metric and is a locally convex topological
vector space.
The vector space of scalar-valued trace polynomials TrP0m embeds into F0m := Fm(C) by
the map that sends a trace polynomial to the corresponding sequence of functions it defines on
MN (C)
m
sa. A sequence φ• is asymptotically approximable by trace polynomials if and only if
[φ•] is in the closure of TrP
0
m in F0m, which we will denote by T 0m.
Similarly, let M•(C)
m be the sequence {MN(C)m} equipped with ‖·‖2. The vector space
TrP1m embeds into F1m := Fm(M•(C)). A sequence φ• of functions MN (C)msa → MN(C)sa is
asymptotically approximable by trace polynomials if and only if [φ•] is in the closure of TrP
1
m,
which we denote by T 1m.
The spaces T 0m and T 1m can be viewed as non-commutative function spaces through the
following alternative characterization. HereR denotes the hyperfinite II1 factor andRω denotes
its ultrapower. For background, see [2, §1.6 and §5.4] or [8, p. 5 - 7].
Lemma 8.1. Let f ∈ TrP0m. Then we have
(8.2) lim sup
N→∞
sup
x∈MN (C)
m
sa
‖x‖
∞
≤R
|f(x)| = sup
N
sup
x∈MN (C)
m
sa
‖x‖
∞
≤R
|f(x)| = sup
x∈(Rωsa)
m
‖x‖
∞
≤R
|f(x)|.
If we denote the common value by ‖f‖T 0m,R, then this family of seminorms defines a metrizable
topology on TrP0m with the metric given as in (8.1), and T 0m is the completion of TrP0m in this
metric. The same result holds for T 1m using the seminorm
(8.3) lim sup
N→∞
sup
x∈MN (C)
m
sa
‖x‖
∞
≤R
‖f(x)‖2 = sup
N
sup
x∈MN (C)
m
sa
‖x‖≤R
‖f(x)‖2 = sup
x∈(Rωsa)
m
‖x‖
∞
≤R
‖f(x)‖2.
Proof. Fix f and let A, B, and C be the three quantities in (8.2) from left to right. It is
clear that A ≤ B. Moreover, B ≤ C because there is an isometric trace-preserving embedding
of MN(C) into Rω. To show that C ≤ A, pick x ∈ (Rωsa)m with ‖x‖ ≤ R. Then there
exists xn ∈ Rmsa with ‖xn‖ ≤ R and x = limn→ω xn. For each n, we can choose an Nn, an
embedding MNn(C)→R and a yn ∈MNn(C) such that ‖yn‖ ≤ R and ‖xn − yn‖2 ≤ 1/2n and
limn→∞Nn = +∞. Then x = limn→ω yn and |f(x)| = limn→ω |f(yn)| ≤ A. This shows that
the three seminorms in (8.2) are equal, and the other claims follow because these seminorms
are the same as the seminorms for F0m. 
From this point of view, any f ∈ T 0m has a canonical sequence that represents its equivalence
class in F0m, constructed as follows. If we write f as the limit of a sequence of trace polynomials
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f (k), then f(k)|MN (C)msa converges locally uniformly on MN(C)msa as k → ∞ and the limit is
independent of the approximating sequence f (k). We can therefore define f |MN (C)msa to be this
limit.
Similarly, f defines a function on (Rωsa)m. Moreover, if (M, τ) is a tracial von Neumann
algebra and there is a trace-preserving embedding ι :M→Rω, then we may define f |M = f ◦ι.
It is easy to see that this is independent of the choice of trace-preserving embedding if f is a
trace polynomial, and this holds for general f ∈ T 0m or T 1m by density of trace polynomials. In
this sense, T 0m and T 1m represent spaces of universal scalar- or operator-valued functions that
can be applied to self-adjoint operators in every Rωsa-embeddable tracial von Neumann algebra.
In the scalar-valued case, we have yet another characterization of T 0m:
Lemma 8.2. Let Σm,bdd =
⋃
R>0 Σm,R. Let C(Σm,bdd) be the space of functions g : Σm,bdd → C
such that g ∈ C(Σm,R) for all R, equipped with the family of seminorms ‖·‖C(Σm,R). Then T 0m
is isomorphic to C(Σm,bdd) as a topological vector space.
Proof. For a scalar-valued trace polynomial f , the value f(x) only depends on the law of x, so
that f(x) = g(λx) for some function g : Σm → R such that g ∈ C(Σm,R) for all R, and we have
‖f‖T 0m,R = ‖g‖C(Σm,R).
Passing to the completion with respect to the metric defined as in (8.1), we have a map ι :
T 0m → C(Σm,bdd) which is an isomorphism onto its image. To show that ι is surjective, note
the algebra of trace polynomials is self-adjoint and separates points in Σm,R, and hence by the
Stone-Weierstrass theorem, trace polynomials are dense in C(Σm,R) for every R. Therefore, if
g ∈ C(Σm,R), we can choose a trace polynomial g(k)(λx) = f (k)(x) such that ‖g−g(k)‖C(Σm,k) ≤
1/2k. Then f (k) converges to some f in T 0m, and we have ι(f) = g. 
8.2. Convex Differentiable Functions. Now we are ready to characterize the type of convex
functions which occur in Theorem 7.1. First of all, we let T 0,1m be the completion of the trace
polynomials with respect to the metric
d(f, g) =
∞∑
n=1
1
2n
[min(1, ‖f − g‖T 0m,n) + min(1, ‖Df −Dg‖(T 1m)m,n)].
Observe that if f ∈ T 0,1m and f (k) is a sequence of trace polynomials converging to f in T 0,1m
as k → ∞, then Df (k) converges in (T 1m)m and the limit is independent of the choice of
approximating sequence. We denote this limit by Df .
Remark 8.3. If f and f (k) are as above, then since Df (k) is a tuple of trace polynomials, it is
continuous on the operator norm ball {y ∈MN(C)msa : ‖y‖∞ ≤ R} with a modulus of continuity
that only depends on R and does not depend on N . Because Df (k) → Df uniformly on the
operator-norm ball (with rate of convergence independent of N), then Df is also continuous
on this operator-norm ball with modulus of continuity independent of N .
It follows that for every x, y ∈MN(C)msa with ‖x‖, ‖y‖ ≤ R, we have
f(y)− f(x) = 〈Df(x), y − x〉2 + o(‖y − x‖2),
where the error estimate only depends on R and not on N . In particular, this shows Df is
uniquely determined by f . Also, it shows that Df |MN (C)msa is equal to the normalized gradient
of f |MN (C)msa in the ordinary sense of functions on MN (C)msa ∼= RmN
2
.
Lemma 8.4. Let f ∈ T 0,1m be real-valued. The following are equivalent:
(1) The function f |MN (C)msa is convex for every N .
(2) The function f is convex as a function on (Rωsa)m.
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(3) There exists a sequence of differentiable convex functions VN :MN (C)
m
sa → R such that
[V•] = f and [DV•] = Df . (Here DV• denotes the sequence (DVN )N∈N, where D is the
normalized gradient understood in the standard sense of calculus.)
Proof. The equivalence between (1) and (2) follows from similar argument to the proof of
Lemma 8.1.
(1) =⇒ (3) because we can take VN = f |MN (C)msa .
(3) =⇒ (1). Fix N . To prove that f |MN (C)msa is convex, it suffices to show that 〈Df(x) −
Df(y), x − y〉2 ≥ 0 for every x, y ∈ MN (C)msa. For k ∈ N, consider x ⊗ Ik and y ⊗ Ik in
MNk(C)
m
sa. Then as k →∞,
〈Df(x)−Df(y), x− y〉2 = 〈Df(x⊗ Ik)−Df(y ⊗ Ik), x⊗ Ik − y ⊗Ok〉2;
meanwhile, if R = max(‖x‖, ‖y‖), then since DVN −Df → 0 in ‖·‖2 uniformly on the operator
norm ball of radius R, we have as k →∞ that
〈Df(x⊗Ik)−Df(y⊗Ik), x⊗Ik−y⊗Ik〉2−〈DVNk(x⊗Ik)−DVNk(y⊗Ik), x⊗Ik−y⊗Ik〉2 → 0.
Because VNk is convex, the second inner product is ≥ 0 and therefore 〈Df(x)−Df(y), x−y〉2 ≥
0. 
Let Em(c, C)0,1 denote the class of V ∈ T 0,1m such that V (x) − (c/2)‖x‖22 is convex and
V (x)− (C/2)‖x‖22 is concave. If 0 < c < C and if V ∈ Em(c, C)0,1, if VN = V |MN (C)msa , then the
sequence of normalized gradients DVN is asymptotically approximable by trace polynomials. If
we let µN be the corresponding measure, then Theorem 4.1 (the hypothesis (4.1) being trivially
satisfied by unitary invariance) implies that µN concentrates around a non-commutative law
λV , which we will call the free Gibbs state for the potential V .
Furthermore, the free Gibbs state λV is independent of the choice of representative sequence
in the following sense. Let µN be the measure on MN(C)
m
sa given by the potential VN =
V |MN (C)msa . Let WN be another sequence of potentials satisfying the hypotheses of Theorem
4.1 such that [W•] = V in T 0,1m , and let νN be the sequence of random matrix measures given
by WN . By Theorem 4.1 νN concentrates around some non-commutative law λ. We claim that
λ = λV . To prove this, consider the sequence V˜N which equals VN for odd N and WN for even
N . Then [V˜•] = V in T 0,1m , which means that {DV˜N}N∈N is asymptotically approximable by
trace polynomials. Therefore,
λV (p) = lim
N even
N→∞
∫
τN (p) dµN = lim
N odd
N→∞
∫
τN (p) dνN = λ(p).
In fact, Lemma 8.4 implies that the non-commutative laws λ which occur as limits in Theorem
4.1 are precisely the free Gibbs laws for potentials V ∈ Em(c, C)0,1. In particular, Theorem 7.1
implies that χ = χ = χ∗ for every such law.
Remark 8.5. We have not proved that the law λV is uniquely characterized by the Schwinger-
Dyson equation λ[DV (X)f(X)] = λ⊗λ[Df(X)], although something like this is implied by [13].
One could hope to prove this by letting the semigroup T Vt act on an abstract space of Lipschitz
functions which is the completion of trace polynomials (where the metric now allows x to come
from any tracial von Neumann algebra rather than only the Rω-embeddable algebras). We
would want to show that if λ satisfies the Schwinger-Dyson equation, then λ(T Vt u) = λ(u), but
to justify the computation, we need to show more regularity of T Vt u than we have done in this
paper. In the SDE approach as well, the proof that λV is characterized by Schwinger-Dyson is
subtle when we do not assume more regularity for V (see [14], [13]).
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8.3. Examples of Convex Potentials. A natural class of examples of functions in Em(c, C)0,1
are those of the form
V (x) =
1
2
‖x‖22 + ǫf(u)
where ǫ is a small positive parameter,
u = (u1, . . . , um), uj =
xj + 4i
xj − 4i .
and f is a real-valued trace polynomial in u and u∗. Computations similar to those of §3.2
show that the normalized Hessian of Jac(Df(u(x))) with respect to x is bounded uniformly in
N . Therefore, V ∈ Em(1/2, 3/2)0,1 for sufficiently small ǫ. Similar examples are described in
the introduction of [13]. More generally, we can replace the trace polynomial f(u) by a power
series where the individual terms are trace monomials in u.
The class Em(c, C)0,1 does not include trace polynomials in x because if g is a trace polyno-
mial of degree ≥ 3, then we cannot have g(x) convex and g(x)− (C/2)‖x‖22 concave (globally).
However, if we consider a potential which is a small perturbation of a quadratic (as considered
in [20], [22]), we can fix this problem by introducing an operator-norm cut-off as follows.
Let f be a scalar-valued trace polynomial and let us denote
(8.4) V (ǫ)(x) = ‖x‖22 + ǫf(x).
Let φ : R→ R be a C∞c function such that φ(t) = t for |t| ≤ R and φ(t) = 0 for |t| ≥ 2R. Let
Φ :MN (C)
m
sa →MN(C)msa be given by ΦN (x) = (φ(x1), . . . , φ(xm)).
(8.5) V˜
(ǫ)
N (x) = ‖x‖22 + ǫfN (ΦN (x)).
We will prove the following.
Proposition 8.6. Let V˜
(ǫ)
N be given as above. Then [V˜
(ǫ)
• ] ∈ T 0,1m . Moreover, given δ > 0, we
have [V˜
(ǫ)
• ] ∈ Em(1− δ, 1 + δ)0,1 for sufficiently small ǫ (depending on f , R, and δ).
As a consequence, we will deduce the following result about measures defined by V (ǫ) re-
stricted to an operator-norm ball (without the smooth cut-off Φ).
Proposition 8.7. Let 2 < R′ < R, let f be a trace polynomial, and let V (ǫ) be as in (8.4). Let
dµ
(ǫ)
N (x) =
1
ZN
exp(−N2V (ǫ)N (x))1‖x‖≤R dx.
For sufficiently small ǫ (depending on f , R, and R′), we have the following. The measure µ
(ǫ)
N
exhibits exponential concentration around a non-commutative law λ(ǫ) ∈ Σm,R′ . If X ∈ (M, τ)
is a non-commutative m-tuple realizing the law λ(ǫ), then the conjugate variable is given by
DV (ǫ)(X). Moreover, we have
χ(λ(ǫ)) = χ(λ(ǫ)) = χ∗(λ(ǫ)) = lim
N→∞
(
1
N2
h(µ
(ǫ)
N ) +
m
2
logN
)
.
To fix notation for the remainder of this section, functions without a subscript, such as f ,
will denote elements of T 0m or T 0,1m , and Df will denote the “gradient” defined in the abstract
space T 0,1m as the limit of the “gradients” of trace polynomials approximating f . However, fN
will denote f |MN (C)msa , and DfN will denote the normalized gradientN∇fN defined in the usual
sense of calculus with respect to 〈·, ·〉2. Moreover, HfN = Jac(DfN ) will denote the Hessian of
fN with respect to 〈·, ·〉2.
In order to prove Proposition 8.6, we must understand D[fN ◦ΦN ] and H [fN ◦ΦN ]. To this
end, we recall some results of Peller [28] on non-commutative derivatives of φ(x), where φ is a
smooth function on the real line.
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For a polynomial φ in one variable, the non-commutative derivative Dφ ∈ C〈X〉 ⊗ C〈X〉
defined by Definition 3.6 can be written as the difference quotient
Dφ(s, t) = φ(s)− φ(t)
s− t ,
where we view C〈X〉⊗C〈X〉 as a subset of functions on R2 with the variables s and t. However,
the above difference quotient makes sense whenver φ : R → C is smooth. Thus, it defines an
extension of D to continuously differentiable functions φ of one variable.
Similarly, if φ is a polynomial, then the higher order non-commutative derivatives Dnφ can be
viewed as functions of n+1 variables, which are obtained through iterated difference quotients
and thus their definition can be extended to smooth functions φ. (However, beware that we
have not defined Dnj φ if φ is a non-polynomial function of multiple variables.)
If φ is a polynomial, then to estimate φ(X)−φ(Y ) for operatorsX and Y with norm bounded
byR, one seeks to control the norm ofDφ in the projective tensor product L∞[−R,R]⊗̂L∞[−R,R].
Similarly, if φ is a smooth function and φ(X) and φ(Y ) are defined through functional calculus,
one can estimate the operator norm ‖φ(X)− φ(Y )‖ by representing φ as an integral of simpler
functions (e.g. by Fourier analysis) whose non-commutative derivatives are easier to analyze.
In this case, it is convenient to write Dφ as an integral rather than a sum of simple tensors.
We thus consider the integral projective tensor powers of the space of bounded Borel functions
B(R). The integral projective tensor product B(R)⊗̂in consists of Borel functions G on Rn which
admit a representation
(8.6) G(x1, . . . , xn) =
∫
Ω
G1(x1, ω) . . .Gn(xn, ω) dµ(ω)
for some measure space (Ω, µ) such that
(8.7)
∫
Ω
‖G1(·, ω)‖B(R) . . . ‖G1(·, ω)‖B(R) dµ(ω) < +∞
and we define ‖G‖
B(R)⊗̂in
to be the infimum of (8.7) over all representations (8.6).
Given G ∈ B(R)ω̂in, bounded self-adjoint operators x0, . . . , xn and bounded operators y1,
. . . , yn, we define
(8.8) G(x0, . . . , xn)#(y1 ⊗ · · · ⊗ yn) =
∫
Ω
G0(x0, ω)y1G1(x1, ω) . . . ynGn(xn, ω) dµ(ω),
where G0, . . . , Gn satisfy (8.6). This is well-defined by [28, Lemma 3.1]. If the xj ’s and yj ’s are
elements of a tracial von Neumann algebra (M, τ), we have by the non-commutative Ho¨lder’s
inequality (see §2.3) that if 1/α = 1/α1 + · · ·+ 1/αn, then
(8.9) ‖G(x0, . . . , xn)#(y1 ⊗ · · · ⊗ yn)‖α ≤ ‖G‖B(R)⊗̂i(n+1)‖y1‖α1 . . . ‖yn‖αn ,
Moreover, we have the following bounds on the non-commutative derivatives of φ as a corollary
of the results of [28].
Proposition 8.8. There exists a constant Kn such that for all φ ∈ C∞c (R),
(8.10) ‖Dnφ‖
B(R)⊗̂i(n+1)
≤ Kn
∫
R
|φ̂(ξ)ξn| dξ.
Proof. As in [28, §2], choose w ∈ C∞c such that 0 ≤ w ≤ χ[−1/2,2] and
∑
k∈Z w(2
−kξ) = 1
for ξ > 0. Let Wk and W
#
k be given by Ŵk(ξ) = w(2
−nξ) and Ŵ#k (ξ) = w(−2−kx) where ·̂
denotes the Fourier transform. It is shown in [28, Theorem 5.5] that
‖Dnφ‖
B(R)⊗̂i(n+1)
≤ Kn
∑
k∈Z
2nk
(
‖Wk ∗ φ‖L∞(R) + ‖W#k ∗ φ‖L∞(R)
)
.
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This can be estimated by the right hand side of (8.10) (for a possibly different constant) by a
standard Fourier analysis computation. 
Proof of Proposition 8.6. Recall that V˜
(ǫ)
N (x) =
1
2‖x‖
2
2 + ǫfN ◦ ΦN . Thus, to show that the
sequence V
(ǫ)
N defines an element of T m0 , it suffices to prove this for fN ◦ΦN . To this end, it is
sufficient to show that for each r > 0, there is a sequence of trace polynomials {g(k)}k∈N such
that
lim
k→∞
sup
N∈N
sup
x∈MN (C)msa:‖x‖∞≤r
|g(k)(x)− fN ◦ ΦN (x)| = 0
and
lim
k→∞
sup
N∈N
sup
x∈MN (C)msa:‖x‖∞≤r
‖Dg(k)(x) −D[fN ◦ ΦN (x)]‖2
Fix r > 0. By standard approximation techniques, there exist Schwarz functions φ(k) : R→ R
such that φ(k)|[−r,r] is a polynomial and φ(k) → φ in the Schwarz space as k → ∞. By
Proposition 8.8, we have Dnφ(k) → Dnφ in B(R)⊗̂i(n+1) as k →∞ for every n.
Let Φ
(k)
N (x1, . . . , xm) = (φ
(k)(x1), . . . , φ
(k)(xm)). Then fN ◦ Φ(k)N is given by a trace polyno-
mial g(k) on {‖x‖∞ ≤ r}. Because of the spectral mapping theorem,
sup
‖x‖≤r
‖Φ(k)N (x)− ΦN (x)‖∞ ≤ m sup
t∈[−r,r]
|φ(k)(t)− φ(t)|
which is independent of N and vanishes as k →∞. Thus, our trace polynomials g(k) approxi-
mate fN ◦ ΦN uniformly on the operator norm ball {x : ‖x‖∞ ≤ r}.
Next, we must show that Dg(k) approximates D[fN ◦ΦN ] uniformly in ‖·‖2 on the operator
norm ball {‖x‖∞ ≤ r}. By the chain rule, we have
Dj[fN ◦ ΦN ] = Jacj(ΦN )t[DjfN ],
where Dj and Jacj are the normalized gradient and Jacobian with respect to the variable
xj ∈MN(C)sa. Now
Jacj(ΦN )(x)y = Dφ(xj)#y.
Now Dφ viewed as an element of the tensor product C[X ]⊗C[X ] is is invariant under the flip
map that switches the order of the tensorands; this is because Dφ is represented as a difference
quotient for one-variable functions. Flip invariance implies that
τN [(Dφ(xj)#y)z] = τN [y(Dφ(xj)#z)],
which means that the operator Jacj(ΦN )(x) on MN(C)sa is self-adjoint. Hence,
Dj [fN ◦ ΦN ](x) = Jacj(ΦN (x))[DjfN ](x) = Dφ(xj)#DjfN (ΦN (x)).
This function is given by a trace polynomial on {‖x‖∞ ≤ r}, and specifically it must equal
Djg
(k) because Djg
(k) is uniquely determined as a trace polynomial by the fact that it is the
gradient of g(k)|MN (C)msa for every N . Moreover, for ‖x‖∞ ≤ r, we have
Dφk(xj)#Djf(Φk(x)) = Dφk(xj)#Djf(Φ(x)) +Dφk(xj)#[Djf(Φk(x)) −Djf(Φ(x))].
The first term converges to Dφ(xj)#Djf(Φ(x)) in ‖·‖2 uniformly on {‖x‖∞ ≤ r} using (8.9)
with estimates independent of N . Similarly, because the images of Φk and Φ are contained in
an operator norm ball and Djf is K-Lipschitz in ‖·‖2 on this ball for some K > 0, we have
Djf(Φk(x)) − Djf(Φ(x)) → 0 uniformly. This in turn implies that the second term goes to
zero because Dφk(xj) is uniformly bounded in B(R)⊗̂iB(R). Thus, for every r > 0, there is a
sequence of trace polynomials g(k) such that gk → f ◦ Φ and Dg(k) → D(f ◦ Φ) uniformly on
{‖x‖∞ ≤ r}. This means that f ◦ Φ ∈ T 1,0m .
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It follows that the sequence V
(ǫ)
N defines a function in T 0,1m for every ǫ. It remains to show that
this function is in Em(1− δ, 1+ δ)0,1 for sufficiently small ǫ. To this end, it suffices to show that
fN ◦ ΦN defines a function in Em(−a, a)0,1 for some real a > 0. Thus, we only need to obtain
some uniform upper and lower bounds on the operator norm ofH [fN ◦ΦN ] that are independent
of N . However, this is equivalent to showing that Dj(fN ◦ΦN) = DφN (xj)#DjfN (Φ+N(x)) is
Lipschitz in ‖·‖2 for each j (uniformly in N). Because D2φ is bounded in B(R)⊗̂iB(R)⊗̂iB(R),
we see that
‖Dφ(xj)#y −Dφ(x′j)#y‖2 ≤ K‖xj − x′j‖2‖y‖2
for some constantK. Together with the fact that DjfN (ΦN (x)) is Lipschitz in ‖·‖2, this implies
that Dj(fN ◦ ΦN ) is Lipschitz in ‖·‖2 as desired. 
Proof of Proposition 8.7. Let µ˜N be the measure on MN (C)
m
sa given by the potential V˜ . Let
δ be a number in (0, 1) to be chosen later. By Proposition 8.6, we have that V˜ (ǫ) ∈ Em(1 −
δ, 1 + δ)0,1 for sufficiently small ǫ. By Theorem 4.1, the laws µ˜N concentrate around a non-
commutative law λ. Furthermore, in Theorem 4.1 (1), we can take M = 0 and c = 1 − δ and
C = 1 + δ, so that
lim sup
N→∞
RN ≤ 2
(1 − δ)1/2 +
‖DV˜ (0)‖2
1− δ +
δ
(1 − δ)3/2 .
Note that DV˜ (0) = DV (0) = ǫDf(0) is a scalar multiple of the identity matrix since f is a
trace polynomial. Because R′ > 2, we may choose δ sufficiently small that
2
(1− δ)1/2 +
δ
(1 − δ)3/2 < R
′.
Then by choosing ǫ (and hence ‖DV˜ (0)‖2) sufficiently small, we can arrange that R∗ =
lim supN→∞RN < R
′. This implies that the measures µ˜N concentrate on the ball {‖x‖∞ ≤ R′}.
For ‖x‖∞ ≤ R, we have V˜ (x) = V (x), and therefore µN is the (normalized) restriction of µ˜N
to {‖x‖∞ ≤ R}. It follows that µN concentrates around the law λ as well.
If X ∈ (M, τ) realizes the law λ, then ‖X‖∞ ≤ R′ since λ ∈ Σm,R∗ ⊆ Σm,R′ by Theorem 4.1
(2). Moreover, by Proposition 5.9, the conjugate variables for λ are given by DV˜ (X) = DV (X).
Moreover, by Theorem 7.1 applied to µ˜N , we have
χ(λ) = χ(λ) = χ∗(λ) = lim
N→∞
(
1
N2
h(µ˜N ) +
m
2
logN
)
.
In the last equality, we can replace µ˜N by µN as in the proof of Proposition 5.4 because µ˜N is
concentrated on {‖x‖∞ ≤ R′}. 
Remark 8.9. The approach given here probably does not give the optimal range of ǫ for Propo-
sition 8.7. To get the best result, one would want a more direct way to extend the potential
V : {‖x‖∞ ≤ R} → R to a potential V˜ defined everywhere. This leads us to ask the following
question.
Suppose that V is a real-valued function in the closure of trace polynomials with respect
to the norm ‖f‖T 0m,R + ‖Df‖T 1m,R, and hence V defines a function {x : ‖x‖∞ ≤ R} → R for
x ∈MN (C)msa. If V (x)− (c/2)‖x‖22 is convex and V (x) − (C/2)‖x‖22 is concave on {‖x‖ ≤ R},
then does V extend to a potential V˜ ∈ Em(c, C)0,1? What if we allow V˜ to have slightly worse
constants c and C?
The construction of extensions that preserve the convexity properties is not difficult, but it
is less obvious how to construct an extension that one can verify preserves the approximability
by trace polynomials.
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