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Abstract
Let (X,L , E) be a Brody hyperbolic foliation by Riemann surfaces
with linearizable isolated singularities on a compact complex surface. We
show that its hyperbolic entropy is finite. We also estimate the modulus
of continuity of the Poincare´ metric on leaves. The estimate holds for
foliations on manifolds of higher dimension.
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1 Introduction
In this second part, we study Riemann surface foliations with tame singular
points. We say that a holomorphic vector field F in Ck is generic linear if it can
be written as
F (z) =
k∑
j=1
λjzj
∂
∂zj
where the λj are non-zero complex numbers. The integral curves of F define a
Riemann surface foliation in Ck. The condition λj 6= 0 for every j implies that
the foliation has an isolated singularity at 0.
Consider a Riemann surface foliation with singularities (X,L , E) in a com-
plex manifold X . We assume that the singular set E is discrete. By foliation, we
mean that L is transversally holomorphic. We say that a singular point e ∈ E
is linearizable if there are local holomorphic coordinates on a neighborhood U of
e in which the foliation is given by a generic linear vector field.
The purpose of the present paper is to study the notion of Brody hyperbolicity
for compact Riemann surface foliations that will be given in Definition 3.1 below.
Here is our main result.
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Theorem 1.1. Let (X,L , E) be a singular foliation by Riemann surfaces on a
compact complex surface X. Assume that the singularities are linearizable and
that the foliation is Brody hyperbolic. Then, its hyperbolic entropy h(L ) is finite.
We deduce from the above theorem and a result by Glutsyuk [3] and Lins
Neto [4] the following corollary. It can be applied to foliations of degree at least
2 with hyperbolic singularities.
Corollary 1.2. Let (P2,L , E) be a singular foliation by Riemann surfaces on
the complex projective plane P2. Assume that the singularities are linearizable.
Then, the hyperbolic entropy h(L ) of (P2,L , E) is finite.
In Section 2, we prove the finiteness of the entropy in the local setting near a
singular point in any dimension. The main result in this section does not imply
Theorem 1.1. However, it clarifies a difficulty due to singular points. We use
here a division of a neighbourhood of a singular point into adapted cells. The
construction of these cells is crucial in the proof of Theorem 1.1.
In Section 3, we will estimate the modulus of continuity for the Poincare´ metric
along the leaves of the foliation. We will use the notion of conformally (R, δ)-
close maps as in the case without singularities but there are several technical
problems. Indeed, we have to control the phenomenon that leaves may go in and
out singular flow boxes without any obvious rule.
The estimates we get in Section 3 hold uniformly on X . They are still far from
being sufficient in order to get Theorem 1.1, i.e. the finiteness of entropy in the
global setting. The proof of that result is more delicate. It is developed in the last
three sections. We are only able to handle the interaction of the two difficulties
mentioned above for foliations on complex surfaces and we conjecture that our
main result is true in any dimension. A basic idea is the use of conformally
(R, δ)-close maps from leaves to leaves with small Beltrami’s coefficient as in the
case without singularities. In particular, we will glue together local orthogonal
projections from leaves to leaves. However, we have to face the problem that
the Poincare´ metric is not bounded from above by a smooth Hermitian metric
on X and hence the Beltrami coefficient of orthogonal projections from leaves
to leaves is not small near the singularities. We solve this difficulty by replacing
these projections near the singularities by adapted holomorphic maps which exist
thanks to the nature of the singular points.
We can introduce, for any extremal harmonic measure m, the metric entropy
h(m), the local entropies h± and the transverse local entropies h˜±. As in the case
without singularities, we can show that h˜± are constant m-almost everywhere
and h± ≤ h˜± + 2. We believe that h± = h˜± + 2 and then h± are constant m-
almost everywhere but the question is still open. Other open problems stated
for laminations without singularities in [1] can be also considered for singular
foliations.
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The rest of the paper is quite technical. In order to simplify the presentation,
we will not try to get sharp constants in our estimates and we prefer to give simple
statements. In particular, for the results below, we assume that the hyperbolic
time R is large enough and we heavily use the fact that R is larger than any fixed
constants. Our notation is carefully chosen and we invite the reader to keep in
mind the following remarks and conventions.
Main notation. We use the same notation as in Part 1 of this paper [1], e.g.
D, rD, DR, ωP , distP , diamP , η, Lx, φx : D → Lx, distR, distDR and µτ . Denote
by D(ξ, R) the disc of center ξ and of radius R in the Poincare´ disc D and
log⋆(·) := 1 + | log(·)| a log-type function. Conformally (R, δ)-close points are
defined as in [1] with an adapted constant A := 3c21 and for δ ≤ e
−2R. If D is a
disc, a polydisc or a ball of center a and ρ is a positive number, then ρD is the
image of D by the homothety x 7→ ρx, where x is an affine coordinates system
centered at a. In particular, ρUi and ρUe correspond respectively to a regular
flow box and to a flow box at a singular point e ∈ E.
Flow boxes and metric. We only consider flow boxes which are biholomor-
phic to Dk. For regular flow boxes, i.e. flow boxes outside the singularities, the
plaques are identified with the discs parallel to the first coordinate axis. Singular
flow boxes are identified to their models described in Section 2. In particular, the
leaves in a singular flow box are parametrized in a canonical way using holomor-
phic maps ϕx : Πx → Lx, where Πx is a convex polygon in C.
For each singular point e ∈ E, we fix a singular flow box Ue such that 3Ue ∩
3Ue′ = ∅ if e 6= e
′. We also cover X \ ∪1
2
Ue by regular flow boxes
1
2
Ui which
are fine enough. In particular, each Ui is contained in a larger regular flow box
2Ui with 2Ui ∩
1
4
Ue = ∅ such that if 2Ui intersects Ue, it is contained in 2Ue.
More consequences of the small size of Ui will be given when needed. We identify
{0} × Dk−1 with a transversal Ti of Ui and call it the distinguished transversal.
For x ∈ Ui, denote by ∆(x, ρ) the disc of center x and of radius ρ contained in
the plaque of x.
Fix a Hermitian metric ω on X which coincides with the standard Euclidean
metric on each singular flow box 2Ue ≃ 2D
k.
Other notation. Denote by Lx[ǫ] the intersection of Lx with the ball of center
x and of radius ǫ with respect to the metric induced on Lx by the Hermitian
metric on X . It should be distinguished from Lx(ǫ) := φx(Dǫ). We only use ǫ
small enough so that Lx[ǫ] is connected and simply connected. Fix a constant
ǫ0 > 0 small enough so that if x is outside the singular flow boxes
1
2
Ue, then
Lx[ǫ0] is contained in a plaque of a regular flow box
1
2
Ui. If Lx(ǫ0) := φx(Dǫ0) is
not contained in a singular flow box 1
4
Ue, then φx is injective on Dǫ0.
The constant γ is given in Lemma 2.10. The constant λ in Section 2 can
be equal to λ∗ but we will use later the case with a large constant λ. Define
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α1 := e
−e7λR and α2 := e
−e23λR . The set Σ and the maps Jl, Φx,y, Ψx,y,‹Ψx,y are
introduced in Section 2. The constants A and ci are introduced in Section 3
with A := 3c21. The constants m0, m1, ~, p are fixed just before Lemma 3.9, the
constant t just after that lemma. They satisfy c1 ≪ m0, c1m0 ≪ m1, m1~ ≪ ǫ0
and p := m41.
Orthogonal projections. For x = (x1, . . . , xk) ∈ C
k, define the norm ‖x‖1 as
max |xj |. We choose ǫ0 > 0 small enough so that if x and y are two points outside
the singular flow boxes 1
4
Ue such that dist(x, y) ≤ ǫ0, then for the Euclidean met-
ric, the local orthogonal projection Φ from Lx[ǫ0] to Ly[10ǫ0] is well-defined and
its image is contained in Ly[3ǫ0]. In a singular flow box Ue ≃ D
k, since the metric
and the foliation are invariant under homotheties, when dist(x, y) ≤ ǫ0‖x‖1, the
local orthogonal projection is well-defined from Lx[ǫ0‖x‖1] to Ly[10ǫ0‖x‖1] with
image in Ly[3ǫ0‖x‖1]. If moreover, x, y are very close to each other and are out-
side the coordinate hyperplanes, a global orthogonal projection Φx,y from Lx to
Ly is constructed in Lemma 2.11. All projections described above are called the
basic projections associated to x and y. They are not holomorphic in general.
In order to construct a map ψ satisfying the definition of conformally (R, δ)-
close points, we have to glue together basic projections. In the case without
singularities [1], we have carefully shown that the gluing is possible, i.e. there is
no monodromy problem. The same arguments work in the case with singularities.
We sometimes skip the details on this point in order to simplify the presentation.
2 Local models for singular points
In this section, we give a description of the local model for linearizable singular-
ities. We also prove the finiteness of entropy in this setting. The construction of
cells and other auxiliary results given at the end of the section will be used in
the proof of Theorem 1.1.
Consider the foliation (Dk,L , {0}) which is the restriction to Dk of the folia-
tion associated to the vector field
F (z) =
k∑
j=1
λjzj
∂
∂zj
with λj ∈ C
∗. The foliation is singular at the origin. We use here the Euclidean
metric on Dk. The notation “Lx, φ̂x, η̂, distR and h(·) below are defined as in the
case of general foliations. Here, we use a hat for some notations in order to avoid
the confusion with the analogous notations that we will use later in the global
setting.
Define
λ∗ :=
max {|λ1|, . . . , |λk|}
min {|λ1|, . . . , |λk|}
·
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Theorem 2.1. For every compact subset K of Dk, the hyperbolic entropy h(K)
of K is bounded from above by 70kλ∗.
Observe that the entropy of K is bounded independently of K. For the proof
of this result, we will construct a division of Dk into cells whose shape changes
according to their position with respect to the singular point and to the coordinate
hyperplanes. These cells are shown to be contained in Bowen (R, e−R)-balls and
we obtain an upper bound of h(K) using an estimate on the number of such cells
needed to cover K. We start with a description of the leaves of the foliation.
For simplicity, we multiply F with a constant in order to assume that
min {|λ1|, . . . , |λk|} = 1 and max {|λ1|, . . . , |λk|} = λ∗.
This does not change the foliation. Write λj = sj + itj with sj, tj ∈ R. For
x = (x1, . . . , xk) ∈ D
k \ {0}, define the holomorphic map ϕx : C→ C
k \ {0} by
ϕx(ζ) :=
Å
x1e
λ1ζ , . . . , xke
λkζ
ã
for ζ ∈ C.
It is easy to see that ϕx(C) is the integral curve of F which contains ϕx(0) = x.
Write ζ = u + iv with u, v ∈ R. The domain Πx := ϕ
−1
x (D
k) in C is defined
by the inequalities
sju− tjv < − log |xj| for j = 1, . . . , k.
So, Πx is a convex polygon which is not necessarily bounded. It contains 0 since
ϕx(0) = x. Moreover, we have
dist(0, ∂Πx) = min
ß
−
log |x1|
|λ1|
, . . . ,−
log |xk|
|λk|
™
.
Thus, we obtain the following useful estimates
−λ−1∗ log ‖x‖1 ≤ dist(0, ∂Πx) ≤ − log ‖x‖1.
The leaf of L through x is given by “Lx := ϕx(Πx). Observe that when
the ratio λi/λj are not all rational and all the coordinates of x do not vanish,
ϕx : Πx → “Lx is bijective and hence “Lx is simply connected. Otherwise, when
the ratios λi/λj are rational, all the leaves are closed submanifolds of D
k \ {0}
and are biholomorphic to annuli.
Let τx : D → Πx be a biholomorphic map such that τx(0) = 0. Then,
φ̂x := ϕx ◦ τx is a map from D to “Lx and is a universal covering map of “Lx
such that φ̂x(0) = x. If ωP and ω0 denote the Hermitian forms associated to the
Poincare´ metric and the Euclidean metric on Πx, define the function ϑx by
ω0 = ϑ
2
xωP .
The following lemma describes the Poincare´ metric on Πx. The first assertion is
probably known and is still valid if we replace Πx by an arbitrary convex domain
in C. Recall that η̂ is given by ω = η̂2ωP on “Lx.
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Lemma 2.2. We have for any a ∈ Πx
1
2
dist(a, ∂Πx) ≤ ϑx(a) ≤ dist(a, ∂Πx).
In particular, we have
−
1
2
λ−1∗ ‖x‖1 log ‖x‖1 ≤ η̂(x) ≤ −kλ∗‖x‖1 log ‖x‖1.
Proof. For each a ∈ Πx, consider the family of holomorphic maps σ : D → Πx
such that σ(0) = a. Denote by ‖Dσ(0)‖ the norm of the differential of σ at 0
with respect to the Euclidean metrics on D and on Πx. The extremal property
of ωP implies that
ϑx(a) =
1
2
max
σ
‖Dσ(0)‖.
Now, since the disc with center a and radius dist(a, ∂Πx) is contained in Πx,
the first estimate in the lemma follows. Let l be a side of Πx which is tangent to
the above disc. Consider the half-plane H containing Πx such that l is contained
in the boundary of H. The Poincare´ metric on Πx is larger than the one on H.
The Poincare´ metric on H is associated to the Hermitian form dist(·, ∂H)−2ω0.
This implies the second estimate.
For the second assertion in the lemma, we have
η̂(x) = ϑx(0)‖Dϕx(0)‖.
This, the first assertion and the above estimates on dist(a, ∂Πx) imply the result
because we get from the definition of ϕx that ‖x‖1 ≤ ‖Dϕx(0)‖ ≤ kλ∗‖x‖1.
Fix a constant λ such that λ ≥ λ∗. For the main results in this section, it is
enough to take λ = λ∗ but we will use later the case with a large constant λ. Fix
also a constant 0 < ρ < 1 such that K is strictly contained in ρDk. Denote by
Ωx ⊂ Πx the set of points ζ := u+ iv such that
sju− tjv < − log |xj| − e
−20λR for j = 1, . . . , k
|ζ | ≤ e20λR
Recall from the introduction that α1 := e
−e7λR and α2 := e
−e23λR .
Lemma 2.3. Assume that α1 ≤ ‖x‖1 ≤ ρ. Then, τx(D7R) is contained in Ωx. In
particular, φ̂x(D7R) is contained in ρ
′Dk with ρ′ := e−e
−21λR
≃ 1− e−21λR.
Proof. It is not difficult to see that ϕx(Ωx) is contained in ρ
′
D
k. So, the second
assertion in the lemma is a direct consequence of the first one. We prove now
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the first assertion. Consider a point ζ ∈ τx(D7R). By the second inequality in
Lemma 2.2, the Poincare´ distance between 0 and ζ in Πx is at least equal to
∫ |ζ|
0
dt
t+ dist(0, ∂Πx)
≥
∫ |ζ|
0
dt
t− log ‖x‖1
= log
Å
1−
|ζ |
log ‖x‖1
ã
·
Since ζ is a point in τx(D7R), this distance is at most equal to 7R. Therefore,
using that ‖x‖1 ≥ α1, we obtain
|ζ | ≤ − log ‖x‖1e
7R ≤ e20λR.
So, if the lemma were false, there would be a ζ with distP (0, ζ) ≤ 7R such
that
sju− tjv = − log |xj| − e
−20λR
for some j. It follows that dist(ζ, ∂Πx) . e
−20λR. Hence, using Lemma 2.2 and
the estimate
dist(0, ∂Πx) ≥ −λ
−1 log ‖x‖1 ≥ −λ
−1 log ρ,
we obtain
distP (0, ζ) ≥
∣∣∣∣
∫ dist(0,∂Πx)
dist(ζ,∂Πx)
dt
t
∣∣∣∣ = ∣∣∣ log dist(0, ∂Πx)− log dist(ζ, ∂Πx)∣∣∣ > 7R.
This is a contradiction.
In order to prove Theorem 2.1, we need to study carefully the points which
are close to a coordinate plane in Ck. We have the following lemma.
Lemma 2.4. Let x be a point in ρDk such that ‖x‖1 ≥ α1. Let m be an integer
such that 1 ≤ m ≤ k and |xj| ≤ 2α2 for j = m + 1, . . . , k. Then, φ̂x(D7R) is
contained in Dm × e−3RDk−m.
Proof. Let ξ be a point in D7R. Define ζ := τx(ξ) and x
′ := φ̂x(ξ) = ϕx(ζ). We
have to show that |x′j | < e
−3R for j ≥ m+ 1. By definition of ϕx, we have
|x′j | = |xje
λjζ | ≤ 2α2e
λ|ζ|.
This, combined with the first assertion of Lemma 2.3, implies the result.
We consider now the situation near the singular point.
Lemma 2.5. If ‖x‖1 ≤ 2α1 and ‖y‖1 ≤ 2α1, then x and y are (R, e
−R)-close.
Proof. It is enough to show that φ̂x(DR) ⊂ e
−2RDk. This and the similar property
for y imply the lemma. Consider ξ, ζ = u + iv and x′ as above with ξ ∈ DR. A
computation as in the end of Lemma 2.3 implies that
R ≥ distP (0, ζ) ≥ log dist(0, ∂Πx)− log dist(ζ, ∂Πx).
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Since ‖x‖1 ≤ 2α1, we have log dist(0, ∂Πx) > 6λR and then dist(ζ, ∂Πx) ≥ 3R.
It follows that
|x′j | = e
log |xj |+sju−tjv ≤ e−|λj | dist(ζ,∂Πx) ≤ e−2R
for every j. The result follows.
Lemma 2.6. Let x be a point in ρDk and 1 ≤ m ≤ k be an integer such that
‖x‖1 > α1 and |xj| ≤ 2α2 for j = m + 1, . . . , k. If x
′ := (x1, . . . , xm, 0, . . . , 0),
then x and x′ are (R, e−2R)-close.
Proof. Fix a point ξ ∈ DR. We have to show that dist(φ̂x(ξ), φ̂x′(ξ)) ≤ e
−2R.
Observe that by hypotheses Ωx′ = Ωx ⊂ Πx. So, by Lemma 2.3, τx′ defines a
holomorphic map from D7R to Πx. Observe that the Euclidean radius of D7R is
larger than 1−2e−7R. Hence, using the extremal property of the Poincare´ metric,
we deduce that
ϑx′(0) ≤ (1 + 3e
−7R)ϑx(0).
Consider the map τ := τ−1x′ ◦τx from D7R to D. We have ‖Dτ(0)‖ ≥ 1−3e
−7R.
Composing τx with a suitable rotation allows us to assume thatDτ(0) is a positive
real number. By Lemma 2.3 in [1] applied to τ , there is a point ξ′ such that
distP (ξ, ξ
′) ≪ e−2R and τx′(ξ
′) = τx(ξ). Observe that the first m coordinates of
φ̂x(ξ) are equal to the ones of φ̂x′(ξ
′). Therefore, by Lemma 2.4 applied to x and
to x′, the distance between φ̂x(ξ) and φ̂x′(ξ
′) is less than ke−3R. On the other
hand,
dist(φ̂x′(ξ), φ̂x′(ξ
′)) . distP (φ̂x′(ξ), φ̂x′(ξ
′)) = distP (ξ, ξ
′)≪ e−2R.
The lemma follows.
Consider now two points x and y in ρDk such that for each 1 ≤ j ≤ k one of
the following properties holds
(S1) |xj| < α2 and |yj| < α2;
(S2) xj , yj 6= 0 and
∣∣∣xj
yj
− 1
∣∣∣ < e−22λR and ∣∣∣ yj
xj
− 1
∣∣∣ < e−22λR.
We have the following proposition.
Proposition 2.7. Under the above conditions, x and y are (R, e−R)-close.
Proof. If ‖x‖1 ≤ 2α1 and ‖y‖1 ≤ 2α1, then Lemma 2.5 implies the result. Assume
this is not the case. By condition (S2), we have ‖x‖1 ≥ α1 and ‖y‖1 ≥ α1.
Moreover, up to a permutation of coordinates, we can find 1 ≤ m ≤ k such that
|xj | ≥ α2, |yj| ≥ α2 for j ≤ m and |xj| ≤ 2α2, |yj| ≤ 2α2 for j ≥ m + 1. By
Lemma 2.6, we can assume that xj = yj = 0 for j ≥ m + 1. Now, in order to
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simplify the notation, we can assume without loss of generality that m = k. So,
we have |xj| ≥ α2 and |yj| ≥ α2 for every j.
Define the linear holomorphic map Ψx,y : C
k → Ck by
Ψx,y(z) :=
Åy1
x1
z1, . . . ,
yk
xk
zk
ã
, z = (z1, . . . , zk) ∈ C
k.
This map preserves the foliation and sends x to y. Moreover, the property (S2)
implies that for such x, y, ‖Ψx,y − id‖ ≪ e
−21λR on Dk.
Define also φ˜y := Ψx,y ◦ φ̂x. It follows from the last assertion in Lemma 2.3
that this map is well-defined on D7R with image in “Ly and we have φ˜y(0) = y.
We also deduce from (S2) that dist(φ̂x(ξ), φ˜y(ξ))≪ e
−R. It remains to compare
φ̂y and φ˜y on DR.
Using the extremal property of the Poincare´ metric, we obtain
‖Dφ̂y(0)‖ ≥ (1− e
−6R)‖Dφ˜y(0)‖ ≥ (1− e
−5R)‖Dφ̂x(0)‖.
By symmetry, we deduce that ‖Dφ̂x(0)‖, ‖Dφ̂y(0)‖ and ‖Dφ˜y(0)‖ are close, i.e.
their ratios are bounded by 1 + e−4R.
Since φ̂y is a universal covering map, there is a unique holomorphic map
τ : D7R → D such that τ(0) = 0 and φ̂y ◦ τ = φ˜y. Composing φ̂y with a suitable
rotation allows us to assume that Dτ(0) is a positive real number. It follows
from the above discussion that |1− τ ′(0)| ≤ e−4R. Lemma 2.3 in [1] implies that
distP (ξ, τ(ξ))≪ e
−R on DR. Hence, distP (φ̂y(ξ), φ˜y(ξ))≪ e
−R for ξ in DR. The
proposition follows.
End of the proof of Theorem 2.1. The idea is to divide Dk into cells which
are contained in Bowen (R, e−R)-balls. The sizes of these cells are very different
and this is one of the main difficulties in the proof of Theorem 1.1.
We first divide D into rings using the circle of center 0 and of radius α2e
ne−23λR
for n = 1, . . . , e46λR. In fact, we have to take the integer part of the last number
but we will not write it in order to simplify the notation. Then, we divide these
rings into cells using e23λR half-lines starting at 0 which are equidistributed in C.
We obtain less than e70λR cells and we denote by Σ the set of the vertices, i.e. the
intersection of circles and half-lines. Except those at 0, if a cell contains a point a,
it looks like a rectangle whose sides are approximatively |a|e−23λR. Consider the
product of k copies of D together with the above division, we obtain a division
of Dk into less than e70λkR cells.
Consider two points x, y in ρDk which belong to the same cell. They satisfy
the conditions (S1) and (S2). So, by Proposition 2.7, they are (R, e−R)-close. It
follows that if a cell is contained in ρDk, it is contained in a Bowen (R, e−R)-ball.
We deduce that the entropy of K is bounded by 70λk. The estimate holds for
λ = λ∗. 
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Proposition 2.8. The function η̂ is locally Ho¨lder continuous outside the coor-
dinate hyperplanes {xj = 0}, 1 ≤ j ≤ k, with Ho¨lder exponent (6λ∗)
−1.
Proof. We consider x in a fixed compact outside the coordinate hyperplanes.
So, as in the case without singularities [1], we can show that η̂(x) is bounded
from above and from below by strictly positive constants. Using the comparison
between Dφ̂x(0) and Dφ̂y(0) in the proof of Proposition 2.7, we deduce that if
dist(x, y) ≤ e−23λR, then |η̂(x)− η̂(y)| ≤ e−4R. The result follows.
Note that the above division of Dk respects the invariance of the foliation
under the homotheties. However, it is important to observe that the Poincare´
metric on leaves is not invariant under the homotheties, see Lemma 2.2. As
a consequence, the plaques in the above cells are very small in the sense that
their Poincare´ diameters tend to 0 when R tends to infinity. We will heavily
use properties of (Dk,L , {0}), in particular the above division into cells, as a
model of singular flow boxes in our study of global foliations. We give now some
construction that will be used later.
Recall that Σ is the intersection of the circles and the half-lines used in the
end of the proof of Theorem 2.1. Note that this set depends on R. We introduce
now p maps Jl from Σ
k ∩ 3
4
Dk to Σk, where p is a large integer that will be fixed
just before Lemma 3.9 below. These maps describe roughly, the displacement
of points when we travel along leaves following p given directions after a certain
time, which is independent of R.
For x ∈ Σk and 0 ≤ l ≤ p− 1, define
zl := ϕx
Å
− t log ‖x‖1e
2iπl
p
ã
,
where the constant 0 < t ≪ λ−1∗ will be fixed just after Lemma 3.9 below. For
the moment, we will need that the real part of te
2iπl
p λj is not equal to −1 for all
j and l. This property simplifies the proof of Lemma 2.9 below. We choose Jl(x)
a vertex of a cell of Dk which contains zl. Note that the choice is not unique but
this is not important for our problem.
The point x is displaced to the points zl when we travel following p directions
after a certain time. The points Jl(x) give us an approximation of z
l and allow us
to understand the displacement of points near x using the lattice Σk. We will use
these maps Jl in order to make an induction on hyperbolic time R which is an
important step in the proof of Theorem 1.1, see also Lemmas 4.5 and 4.6 below.
Lemma 2.9. Let y = (y1, . . . , yk) be a point in Σ
k and 0 ≤ l ≤ p − 1 be an
integer. There is a constant M > 0 independent of R such that if |yj| > α1 for
every j, then J−1l (y) contains at most M points.
Proof. Let x = (x1, . . . , xk) be such that Jl(x) = y. For simplicity, write z for
the point zl = ϕx
Ä
− t log ‖x‖1e
2iπl
p
ä
. Since z and y belong to the same cell, zj/yj
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is very close to 1. We deduce that |zj| ≥
1
2
α1 for every j. Using the definition of
ϕx, we obtain
1
2
α1 ≤ |zj | = |xj|
∣∣∣e−t log ‖x‖1e2iπl/p∣∣∣ ≤ |xj|‖x‖−t1 ≤ |xj|1−t.
Hence, since t is small, we infer |xj| ≥ α2 for every j.
We will only consider the case where ‖x‖1 = |x1|. The other cases are treated
in the same way. In order to simplify the notation, assume also that l = 0.
Consider another point x′ satisfying similar properties. It is enough to show that
the number of such points x′ is bounded. Define z′ := ϕx′
Ä
− t log |x′1|
ä
.
We have
z = (x1|x1|
sλ1, x2|x1|
sλ2 , . . . , xk|x1|
sλk)
and
z′ = (x′1|x
′
1|
sλ1, x′2|x
′
1|
sλ2 , . . . , x′k|x
′
1|
sλk).
Since z, y belong to the same cell and z′, y satisfy the same property, we have
|z′j/zj − 1| . e
−23λR and |zj/z
′
j − 1| . e
−23λR. Recall that |xj| ≥ α2 and |x
′
j | ≥ α2
and xj , x
′
j are in Σ. Using that the real part of tλj is not equal to −1, we easily see
that for each j there is a bounded number of x′j satisfying the above properties.
For this purpose, we can also use a homothety in order to reduce the problem to
the case where |xj | ≃ 1.
In general, the point Jl(x) does not belong to a plaque containing z
l but it is
however very close to such a plaque. Write Jl(x) = w = (w1, . . . , wk). We have
the following lemma.
Lemma 2.10. Assume that |zlj | > α2 for every j. Then, the plaque Lzl[‖z
l‖1ǫ0]
intersects {w1}×D
k−1 at a unique point wl. Moreover, there is a constant γ ≥ 1
independent of λ and R such that |wj/w
l
j−1| ≤ γe
−23λR and |zlj/w
l
j−1| ≤ γe
−23λR
for every j.
Proof. We show that the lemma is true for a general point z with |zj | > α2 for
every j and for any vertex w of a cell containing z. Observe that wj 6= 0 for
every j. We first consider the case where |zj| ≃ 1/2 for every j. In this case,
Lz[ǫ0/2] is the graph of a map with bounded derivatives over a domain on the
first coordinate axis. The cell containing z looks like a cube of size ≃ e−23λR. So,
the lemma is clear in this case.
Consider now the general case. Observe that the foliation and the set Σk
are invariant when we multiply a coordinate by a power of ee
−23λR
. Therefore,
multiplying the coordinates by a same constant allows us to assume that ‖z‖1 =
|zj | ≃ 1/2 for some index j. Then, Lz [ǫ0/2] is a graph of a map with bounded
derivatives over a domain D in the j-th axis. We claim that if we multiply each
coordinate zl with l 6= j with an appropriate power of e
e−23λR , the problem is
reduced to the first case. Indeed, the image of Lz[ǫ0/2] is still the graph over D
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of a map with bounded derivatives because this graph is contained in a plaque.
Therefore, the size of Lz [ǫ0/2] changes with a factor bounded independently of R
and λ. Since ǫ0 is small enough, the same arguments as in the first case give the
result.
Observe that in the proof of Theorem 2.1, the holomorphic maps Ψx,y are
used in order to control the distance between the leaves. Recall that for global
foliations without singularities, we have to use some orthogonal projections in
order to construct a parametrization ψ as in the definition of conformally (R, δ)-
close points. These maps are not holomorphic but we can correct them using
Beltrami’s equation. In order to prove Theorem 1.1 for the case with singularities,
we will use both kinds of maps depending if we are near or far from singular points.
We describe below some relations between these two kinds of maps and show that
one can glue them near the boundaries of singular flow boxes.
Recall that for a constant ǫ0 small enough, if x, y are two points in
3
4
Dk \ 1
4
Dk
such that dist(x, y) ≤ ǫ0, then the basic projection Φ from Lx[ǫ0] to Ly[10ǫ0] is
well-defined with image in Ly[3ǫ0]. Fix a constant κ > 1 large enough such that
the following estimate holds on Lx[ǫ0]:
‖Φ− id‖C 2 ≤ κ dist(Φ(x), x),
where we compute the norm using the Euclidean metric on “Lx and “Ly
The situation is more delicate near the singularities. We use the fact that
the foliation in Dk is invariant under homotheties z 7→ tz with |t| ≤ 1. Such a
homothety multiplies the distance with |t|. For x ∈ 3
4
Dk and t := 4
3
‖x‖1, some
point in the boundary of 3
4
Dk is sent to x. Thus, if dist(x, y) ≤ ‖x‖1ǫ0, we can
define the orthogonal projection Φ from Lx[‖x‖1ǫ0] to Ly[10‖x‖1ǫ0] with image
in Ly[3‖x‖1ǫ0]. Moreover, we have
‖Φ− id‖C 0 ≤ κ dist(Φ(x), x) and ‖Φ− id‖C 2 ≤ κ dist(Φ(x), x)‖x‖
−2
1 .
Note that Lx[‖x‖1ǫ0] and Ly[3‖x‖1ǫ0] are connected and simply connected.
We see that when we are near the singularity, the Beltrami coefficient of Φ
may have a large C 1-norm and cannot satisfy the estimates in the definition
of conformally (R, δ)-close points. This is the reason why we have to use the
holomorphic maps Ψx,y defined above. Nevertheless, the control of the C
0-norm
‖Φ−id‖C 0 is still good near the singular point. Therefore, in the proof of Theorem
1.1, it is convenient to use first the orthogonal projections and then correct the
parametrization using the two lemmas below.
Lemma 2.11. Let x, y be two points in 1
2
Dk such that yj 6= 0 and |xj/yj − 1| ≤
e−10R for every j. Then, there is an orthogonal projection Φx,y from “Lx ∩ 34Dk to“Ly which coincides on Lz[‖z‖1ǫ0] with the basic projection associated to z and to
w := Ψx,y(z) for every z ∈ “Lx ∩ 34Dk. Moreover, we have ‖Φx,y − id‖C 0 ≤ e−9R.
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Proof. Observe that
|zj/wj − 1| = |xj/yj − 1| ≤ e
−10R.
Therefore, there is a basic projection from Lz[‖z‖1ǫ0] to Lw[10‖z‖1ǫ0] with image
in Lz[3‖z‖1ǫ0] described above. It satisfies the estimate in the lemma. It is not
difficult to see that such projections coincide on the intersection of their domains
of definition. Indeed, the property is clear near the boundary of 3
4
Dk. The general
case can be reduced to that case using a homothety. The lemma follows.
Lemma 2.12. Let x, y be as in Lemma 2.11. Then, there is a map ‹Ψx,y from “Lx∩
3
4
Dk to “Ly such that ‹Ψx,y = Ψx,y on “Lx∩ 14Dk and ‹Ψx,y = Φx,y on “Lx∩ 34Dk\ 12Dk. In
particular, ‹Ψx,y is holomorphic in 14Dk. Moreover, we have ‖‹Ψx,y − id‖C 0 ≤ e−8R
on “Lx ∩ 34Dk and ‖‹Ψx,y − id‖C 2 ≤ e−8R on “Lx ∩ 34Dk \ 14Dk.
Proof. Define z′ := Φx,y(z) and w := Ψx,y(z). So, z
′ belongs to a small plaque
containing w. Using a homothety and the definition of ϕw, we can check that
|z′i/wi − 1| . e
−10R. Therefore, the function log(z′i/wi) is well-defined.
Let 0 ≤ χ ≤ 1 be a smooth function equal to 0 on 1
4
Dk and equal to 1 outside
1
2
Dk. Define χi(z) := χ(z) log(z
′
i/wi) and
‹Ψx,y(z) :=
Å
eχ1(z)w1, . . . , e
χk(z)wk
ã
.
Clearly, ‹Ψx,y = Ψx,y on “Lx ∩ 14Dk and ‹Ψx,y = Φx,y on “Lx ∩ 34Dk \ 12Dk.
Observe that a point w′ = (w′1, . . . , w
′
k) belongs to a small plaque containing
w if and only if
λj log(w
′
i/wi) = λi log(w
′
j/wj).
This holds in particular for w′ = z′ and hence, ‹Ψx,y(z) satisfies also this criterium.
It follows that ‹Ψx,y has values in “Ly.
We deduce from the definition of Ψx,y that ‖Ψx,y− id‖C 0 ≤ e
−9R on “Lx ∩ 34Dk
and ‖Ψx,y − id‖C 2 ≤ e
−9R on “Lx ∩ 34Dk \ 14Dk. Recall that Φx,y satisfies similar
estimates. So, ‹Ψx,y satisfies the estimates in the lemma.
3 Poincare´ metric on leaves
In this section, we will meet another important difficulty for our study: a leaf of
the foliation may visit singular flow boxes without any obvious rule. However, we
analyze the behavior and get an explicit estimate on the modulus of continuity
of the Poincare´ metric on leaves. We are concerned with the following class of
foliations.
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Definition 3.1. A Riemann surface foliation with singularities (X,L , E) on a
Hermitian compact complex manifold X is said to be Brody hyperbolic if there is
a constant c0 > 0 such that
‖Dφ(0)‖ ≤ c0
for all holomorphic maps φ from D into a leaf.
It is clear that if the foliation is Brody hyperbolic then its leaves are hyperbolic
in the sense of Kobayashi. Conversely, the Brody hyperbolicity is a consequence
of the non-existence of holomorphic non-constant maps C→ X such that out of
E the image of C is locally contained in leaves, see [2, Theorem 15].
On the other hand, Lins Neto proved in [4] that for every holomorphic foli-
ation of degree larger than 1 in Pk, with non-degenerate singularities, there is a
smooth metric with negative curvature on its tangent bundle, see also Glutsyuk
[3]. Hence, these foliations are Brody hyperbolic. Consequently, holomorphic
foliations in Pk are generically Brody hyperbolic, see also [5].
From now on, we assume that (X,L , E) is Brody hyperbolic. We have the
following result with the notation introduced above.
Theorem 3.2. Let (X,L , E) be a Brody hyperbolic foliation by Riemann sur-
faces on a Hermitian compact complex manifold X. Assume that the singular set
E is finite and that all points of E are linearizable. Then, there are constants
c > 0 and 0 < α < 1 such that
|η(x)− η(y)| ≤ c
Åmax{log⋆ dist(x, E), log⋆ dist(y, E)}
log⋆ dist(x, y)
ãα
for all x, y in X \ E.
Note that in [6], Shcherbakov proved a surprising result which says that when
X is a projective space, η is smooth on Pk \ E. However, this result does not
implies Theorem 3.2 for the case of projective spaces. We thank Marco Brunella
for this reference.
The following estimates are crucial in our study.
Proposition 3.3. Under the hypotheses of Theorem 3.2, there exists a constant
c1 > 1 such that η ≤ c1 on X, η ≥ c
−1
1 outside the singular flow boxes
1
4
Ue and
c−11 s log
⋆ s ≤ η(x) ≤ c1s log
⋆ s
for x ∈ X \ E and s := dist(x, E).
Proof. It is enough to prove the last assertion. Without loss of generality, we
only need to show it for all x in a singular flow box 1
2
Ue. We identify Ue with
the model in Section 2 and use the notation introduced there. Recall that for
simplicity, we use here a metric on X whose restriction to Ue ≃ D
k coincides with
the Euclidean metric.
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Define the map τ : D→ Lx by
τ(ξ) := ϕx(−c
−1 log ‖x‖1ξ)
for some constant c > 1 large enough. Since ‖Dϕx(0)‖ is bounded from below by
‖x‖1, we deduce that
η(x) ≥ ‖Dτ(0)‖ & − log ‖x‖1‖x‖1 & s log
⋆ s.
This gives us the first inequality in the last assertion of the proposition.
Next, since the foliation is Brody hyperbolic, the function η is bounded from
above. It follows that there is a constant R0 > 0 independent of x ∈
1
2
Ue such
that the disc of center x in Lx with radius R0 with respect to the Poincare´
metric is contained in Ue. Let r0 ∈ (0, 1) such that DR0 = r0D. We have
φx(r0D) ⊂ D
k. We then deduce from the extremal property of the Poincare´
metric that η(x) ≤ r−10 η̂(x). Lemma 2.2 implies the result.
The following lemma gives us a speed estimate when we travel in a singular
flow box along a geodesic with respect to the Poincare´ metric on leaves. We
denote by [0, ξ] the segment joining 0 and ξ in D.
Lemma 3.4. There is a constant c2 > 0 independent of x in
1
2
Ue ≃
1
2
D
k with the
following property. If ξ ∈ DR such that φx([0, ξ]) ⊂
1
2
Dk and if y := φx(ξ), then
‖x‖e
c2R
1 ≤ ‖y‖1 ≤ ‖x‖
e−c2R
1 .
Proof. We only have to prove the first inequality. The second one is obtained by
exchanging x and y. So, we only need to consider the case where ‖y‖1 ≤ ‖x‖1.
By Proposition 3.3, we have
R ≥ distP (x, y) &
∫ ‖x‖1
‖y‖1
dt
t| log t|
= log
log ‖y‖1
log ‖x‖1
·
The lemma follows.
The following lemma shows us how deep a leaf can go into a singular flow box
before the hyperbolic time R.
Lemma 3.5. There is a constant c3 > 0 such that for every x ∈ X \E, we have
dist(φx(DR), E) ≥ e
− log⋆ dist(x,E)ec3R.
Proof. We only have to estimate dist(φx(ξ), E) for a point ξ ∈ DR such that φx(ξ)
is close to a singular point e. So, we can replace x by a suitable point in φx([0, ξ])
in order to assume that φx([0, ξ]) ⊂
1
2
Ue. Consequently, Lemma 3.4 implies the
result.
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Recall that we define the notion of conformally (R, δ)-close as in [1] using the
constant A := 3c21 and a number 0 < δ ≤ e
−2R. In order to prove Theorem 3.2,
we follow the approach of that paper. We will need the following result for a
large enough constant c4.
Proposition 3.6. Let c4 > 1 be a fixed constant. Let x and y be conformally
(R, δ)-close such that c−14 η(y) ≤ η(x) ≤ c4η(y) and e
2Rδ ≤ η(y). Then, there is a
real number θ such that if φ′y(ξ) := φy(e
iθξ), we have
|η(x)− η(y)| ≤ e−R/4 and distDR/3(φx, φ
′
y) ≤ e
−R/4.
Proof. We argue as in the proof of Proposition 2.2 in [1] with the same notation.
The difference with the non-singular case is that we have a condition on the
relative size of η(x) and η(y). We get that
‖Dφy(0)‖ − ‖Dφ˜y(0)‖ . e
Rδ + e−R(η(x) + η(y)).
Recall that η(y) = ‖Dφy(0)‖. We deduce from the hypotheses that the constant
λ used in the proof of Proposition 2.2 in [1] satisfies
1− λ .
eRδ + e−R(η(x) + η(y))
η(y)
. e−R.
Now, it is enough to follow the proof of the above proposition. We use here that
e−R/3 ≪ e−R/4 since we only consider R large enough.
In order to apply the last proposition, we have to show that if x and y are
close enough, they are conformally (R, δ)-close. So, we need to construct a map
ψ as in the definition of conformally (R, δ)-close points. As in the case without
singularities, ψ will be obtained by composing φx with basic projections from Lx
to Ly. There are two main steps. The first one is to show that up to time R,
the leaves Lx and Ly are still close enough in order to define basic projections.
The second one is that we can glue these projections together in order to get a
well-defined map on DR. The second step can be treated as in the case with-
out singularities. So, for simplicity, in what follows, we only consider the first
problem.
Recall that if x, y are two points outside the singular flow boxes 1
2
Ue such that
dist(x, y) ≤ ǫ0, then the basic projection Φ from Lx[ǫ0] to Ly[3ǫ0] is well-defined.
Moreover, we have the following estimate on Lx[ǫ0] for a fixed constant κ > 1:
‖Φ− id‖C 2 ≤ κ dist(Φ(x), x).
Inside the singular flow boxes, the foliation and the metric are invariant un-
der homotheties. Therefore, since ǫ0 is small enough, we deduce that for all
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x, y ∈ X such that dist(x, y) ≤ dist(x, E)ǫ0, there is a basic projection Φ from
Lx[dist(x, E)ǫ0] to Ly[3 dist(x, E)ǫ0] which satisfies
‖Φ− id‖C 2 ≤ κ
dist(Φ(x), x)
dist(x, E)2
·
It is not difficult to obtain the following useful estimates where we change the
constant κ if necessary:
dist(Φ(z), z)
dist(z, E)2
≤ κ
dist(Φ(x), x)
dist(x, E)2
and
dist(Φ(z), z)
dist(z, E)6
≤ κ
dist(Φ(x), x)
dist(x, E)6
for every z in Lx[dist(x, E)ǫ0].
Proposition 3.7. There exists a constant c5 > 1 with the following property.
Let x, y ∈ X \ E, R large enough and δ := dist(x, y)elog
⋆ dist(x,E)ec5R such that
δ ≤ e−2R. Then, x and y are conformally (R, δ)-close.
Taking for granted this proposition, we complete the proof of Theorem 3.2.
End of the proof of Theorem 3.2. We can assume that x, y are close and
| log dist(x, y)| ≫ log⋆ dist(x, E) and | log dist(x, y)| ≫ log⋆ dist(y, E).
In particular, we have
dist(x, y)≪ dist(x, E) and dist(x, y)≪ dist(y, E).
We will apply Propositions 3.6 and 3.7. Choose R > 1 such that
| log dist(x, y)| = log⋆ dist(x, E)e2c5R.
So, R is a large number. By Proposition 3.7, x and y are conformally (R, δ)-close
with
δ := dist(x, y)elog
⋆ dist(x,E)ec5R = elog
⋆ dist(x,E)(ec5R−e2c5R).
It is clear that δ ≤ e−2R. The above identities, together with Proposition 3.3,
also imply that e2Rδ ≤ η(y). Therefore, x, y, R and δ satisfy the hypotheses of
Proposition 3.6. Consequently,
|η(x)− η(y)| ≤ e−R/4 =
Å log⋆ dist(x, E)
| log dist(x, y)|
ã1/(8c5)
.
The result follows. 
We prove now Proposition 3.7. Consider x, y, R and δ as in this proposition.
So, x, y are close and satisfy
| log dist(x, y)| ≥ log⋆ dist(x, E)ec5R and | log dist(x, y)| ≥ log⋆ dist(y, E)ec5R.
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We have to construct a map ψ : DR → Ly as in the definition of conformally
(R, δ)-close points. We first consider the case where y is the orthogonal projection
of x to Ly[3 dist(x, E)ǫ0].
Fix a point ξ ∈ DR. We will construct the map ψ on a neighbourhood of
[0, ξ] using basic projections from Lx to Ly. This allows us to prove that ψ is
well-defined on DR as in the case without singularities. The details for this last
point are the same as in the non-singular case.
We first divide [0, ξ] into a finite number of segments [ξj, ξj+1] with 0 ≤ j ≤
n − 1 and define xj := φx(ξ
j). The points ξj are chosen by induction: ξ0 := 0
and ξj+1 is the closest point to ξj satisfying
dist(xj+1, xj) = dist(xj , E)ǫ1
with a fixed constant ǫ1 ≪ ǫ0. The integer n satisfies ξ ∈ [ξ
n−1, ξn].
Define also by induction the points yj in Ly with y
0 := y and yj+1 is the image
of xj+1 by the basic projection Φj : Lxj [dist(x
j , E)ǫ0]→ Lyj [3 dist(x
j , E)ǫ0]. Note
that since ǫ1 ≪ ǫ0, the point y
j+1 is also the image of xj+1 by Φj+1. We deduce
from the properties of basic projections that
dist(yj+1, xj+1)
dist(xj+1, E)6
≤ κ
dist(yj, xj)
dist(xj, E)6
·
The following lemma guarantees, by induction on j, the existence of the above
projections Φj .
Lemma 3.8. We have
dist(yj, xj) ≤ e−2Rδ dist(xj, E)6
for j = 0, . . . , n.
Proof. We deduce from the above discussion that
dist(yj, xj) ≤ κn dist(x, y) dist(xj , E)6 dist(x, E)−6.
Since c5 is large, it is enough to show that n ≤ log
⋆ dist(x, E)RecR for some
constant c > 0. For this purpose, we only have to check that
distP (ξ
j, ξj+1) ≥
e−cR
log⋆ dist(x, E)
·
By definition of ξj, we have
ǫ1 dist(x
j , E) = dist(xj , xj+1) ≤ distP (ξ
j, ξj+1) max
t∈[ξj,ξj+1]
η(φx(t)).
Proposition 3.3 and Lemma 3.5 imply that
η(φx(t)) ≃ log
⋆ dist(xj , E) dist(xj , E) . log⋆ dist(x, E)ec3R dist(xj , E).
The lemma follows.
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So, the map ψ is well-defined on [0, ξ]. We obtain as in [1] that it is well-defined
on DR. It is not difficult to see, using the last lemma, that distDR(φx, ψ) . e
−2Rδ.
Since φy is a universal covering map, there is a unique map τ : DR → D such
that ψ = φy ◦ τ and τ(0) = 0. In order to show that ψ satisfies the definition
of conformally (R, δ)-close points, it remains to check that ‖Dτ‖∞ ≤ A and
‖µτ‖C 1 ≤ δ. It is enough to prove these properties at the point ξ considered
above.
In a neighbourhood of [ξn−1, ξn], the maps ψ and τ are given by
ψ = Φn ◦ φx and Φn ◦ φx = φy ◦ τ.
So, we can write locally
τ = φ−1y ◦ Φn ◦ φx.
Define z := φx(ξ) and w := Φn(z). Then, the norm ‖Dτ(ξ)‖ with respect to
the Poincare´ metric on D is bounded by
η(z)‖DΦn(z)‖η(w)
−1.
Since z and w are very close to xn, by Proposition 3.3, η(z)η(w)−1 is between
1/(2c21) and 2c
2
1. Moreover, we have
‖Φn − id‖C 2 .
dist(Φ(xn), xn)
dist(xn, E)2
·
By Lemma 3.8, the last quantity is very small. So, we easily deduce that
‖Dτ(ξ)‖ ≪ 3c21 = A. We also deduce the following useful estimate
‖∂Φn‖C 1 .
dist(Φ(xn), xn)
dist(xn, E)2
·
It remains to bound ‖µτ‖C 1 where µτ is the Beltrami coefficient defined as in
[1]. Recall that this norm is computed with the Euclidean metric on D. We first
rescale the maps φx and φy using the function η. This takes into account our
distance to the singular points. Define ζ := τ(ξ) and
φ˜x(t) := φx(ξ + η(z)
−1t) and φ˜y(t) := φy(ζ + η(w)
−1t).
Define also
τ˜ := φ˜−1y ◦ Φn ◦ φ˜x.
Observe that η(z) and η(w) are comparable with log⋆ dist(xn, E) dist(xn, E)
which is bounded from below by dist(xn, E). Fix a constant 0 < ǫ2 ≪ ǫ0 small
enough. Then, the image of D1 := ǫ2 dist(x
n, E)D by φx is small and its distance
to E is comparable with dist(xn, E). Therefore, Φn(φ˜x(D1)) is close to x
n and
hence it is contained in the image by φ˜y of a fixed small disc D2 centered at 0.
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The images of D1 and D2 by φ˜x and φ˜y are small and contained in some chart
of X . By Cauchy’s formula, we obtain that
‖φ˜x‖C 2 . dist(x
n, E)−2 and ‖φ˜y‖C 2 . dist(x
n, E)−2.
Since ‖Dφ˜y(0)‖ = 1 and φ˜y(0) = w, we deduce that
‖Dφ˜−1y (w)‖ = 1 and ‖D
2φ˜−1y (w)‖ . dist(x
n, E)−2.
All these estimates together with the ones on ‖Φn− id‖C 2 and ‖∂Φn‖C 1 imply
that the Beltrami coefficient of τ˜ satisfies the following estimate at 0
‖µτ˜‖C 1 .
dist(Φ(xn), xn)
dist(xn, E)4
·
Recall that η(z) and η(w) are comparable with log⋆ dist(xn, E) dist(xn, E). Hence,
we can deduce from the definitions of τ and τ˜ the following estimate at the point
ξ
‖µτ‖C 1 .
dist(Φ(xn), xn)
dist(xn, E)6
·
By Lemma 3.8, the last quantity is smaller than e−Rδ. So, the proof of Propo-
sition 3.7 is complete for the case where y is the orthogonal projection of x to
Ly[3 dist(x, E)ǫ0].
End of the proof of Proposition 3.7. We consider the general case where y
is not necessarily equal to the orthogonal projection x′ of x to Ly[3 dist(x, E)ǫ0].
By hypotheses, x, y are close and satisfy
| log dist(x, y)| ≥ log⋆ dist(x, E)ec5R and | log dist(x, y)| ≥ log⋆ dist(y, E)ec5R.
We have dist(x, x′) ≤ dist(x, y) and hence dist(x′, y) ≤ 2 dist(x, y).
Applying the above construction to x and x′, we obtain a map ψ′ : DR → Ly
with ψ′(0) = x′ and distDR(φx, ψ
′)≪ δ such that the associated map τ ′ satisfies
‖Dτ ′‖∞ ≪ A and ‖µτ ′‖C 1 ≪ δ.
We have to construct a good map ψ associated to x and y.
Observe that dist(x′, y) ≪ δ dist(x′, E)e−e
R
since c5 is large. Moreover, ψ
′ is
locally the composition of φx with basic projections from Lx to Ly. By Proposition
3.3, there is a point a ∈ D with |a| ≤ δe−e
R
such that ψ′(a) = y. So, we can find an
automorphism u : DR → DR such that u(0) = a and ‖u− id‖C 2 ≤ δe
−2R. Define
ψ := ψ′ ◦ u. We have distDR(φx ◦ u, ψ) = distDR(φx, ψ
′)≪ δ. Since η is bounded
from above, we also have distDR(φx, φx ◦ u)≪ δ. Therefore, distDR(φx, ψ)≪ δ.
The map τ associated to ψ is given by τ := τ ′ ◦ u. It is not difficult to see
that ψ(0) = y and
‖Dτ‖∞ ≤ A and ‖µτ‖C 1 ≤ δ.
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So, ψ satisfies the definition of conformally (R, δ)-close points. 
We end this section with some technical results that will be used later. Let
m0 and m1 be two integers large enough and ~ be a constant small enough such
that c1 ≪ m0, c1m0 ≪ m1 and m1~≪ ǫ0. Define p := m
4
1.
We divide the annulus Dm1~ \ D3~ into 40m1 equal sectors Sj , with 1 ≤ j ≤
40m1, using 40m1 half-lines starting at 0 which are equidistributed in C. For x in
a regular flow box Ui, denote by Sl(x) the sector of the points ξ in ∆(x, 3m0~) \
∆(x,m0~) such that 2πl/p ≤ arg(ξ) ≤ 2π(l+1)/p for 0 ≤ l ≤ p−1. Here, arg(ξ)
is defined using the natural coordinate on ∆(x, 3m0~) centered at x.
Lemma 3.9. Let x be a point in a regular flow box Ui. Then, for every j, φx(Sj)
contains at least a sector Sl(x). In particular, φx(Sj) intersects the restriction of
m−51 ~(Z+ iZ)× D
k−1 to a regular flow box Ui′ ≃ D
k.
Proof. This is a simple consequence of the first assertion in Proposition 3.3 and
that c1 ≪ m0 and c1m0 ≪ m1. Recall that φx is injective on the disc Dǫ0 which
contains the sectors Sj since m1~≪ ǫ0.
Consider now a point x in a singular flow box Ue. We deduce from basic
properties of the universal covering that there is a unique map u : Πx → D such
that ϕx = φx ◦ u and u(0) = 0. Fix a constant t satisfying the condition stated
just before Lemma 2.9 such that m0~ < t < 2m0~. Define ζl := −t log ‖x‖1e
2iπl/p
and ξl := u(ζl). We use the construction in Section 2 for a fixed constant λ large
enough. The following two lemmas are related to Lemmas 2.9 and 2.10.
Lemma 3.10. Let x be a point in 3
4
Ue satisfying the hypotheses of Lemma 2.10.
Let wl be as in that lemma. Then, the image Γ of the boundary of the disc
D := −t log ‖x‖1D by u satisfies Γ∩D4~ = ∅ and Γ ⋐ Dm1~. The points ξl divide
Γ into p arcs of length smaller than m−21 ~. Moreover, for each l, there is a point
ξ′l such that distP (ξ
′
l, ξl) ≤ m
−2
1 ~ and φx(ξ
′
l) = w
l.
Proof. Since m0 ≪ m1 and t ≤ 2m0~ ≪ ǫ0, by Lemma 2.2, D is contained in
the disc of center 0 and of radius m1~ with respect to the Poincare´ metric on
Πx. Since holomorphic maps contract the Poincare´ metric, u(D) is contained in
Dm1~.
The points ζl divide the boundary of D into p arcs. We deduce from Lemma
2.2 that the length of each arc with respect to the Poincare´ metric, is smaller
than 4λ∗(− log ‖x‖1)
−1 times its length with respect to the Euclidean metric. In
particular, it is smaller than m−31 ~ since p = m
4
1. It follows that the p arcs of Γ
have length smaller than m−21 ~.
Let ξ be a point in the boundary of D4~. The length of φx([0, ξ]) with respect
to the Poincare´ metric on Lx is 4~. By Proposition 3.3 and Lemma 2.2, we have
η . c1η̂ on
7
8
Ue. Note that
7
8
Ue contains φx([0, ξ]) since ~ is small. Therefore,
the length of φx([0, ξ]) with respect to the Poincare´ metric on “Lx = ϕx(Πx) is
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bounded by a constant times c1~. So, the lift of φx([0, ξ]) to a curve starting at
0 in Πx is contained in D because m0 ≫ c1. This completes the proof of the first
assertion.
Using again Lemma 2.2 and the last assertion in Lemma 2.10, we obtain
that the distance between zl and wl with respect to the Poincare´ metric on“Lx = ϕx(Πx) is bounded by a constant times e−23λR. By Proposition 3.3, this
still holds for the Poincare´ metric on Lx. Therefore, there exists a point ξ
′
l such
that distP (ξ
′
l, ξl) ≤ m
−2
1 ~ and φx(ξ
′
l) = w
l.
Lemma 3.11. Let x be as in Lemma 3.10. Assume that x is outside the singular
flow boxes 1
2
Ue. Then, there is a point ξ
′′
l such that distP (ξl, ξ
′′
l ) ≤ m
−4
1 ~ and
φx(ξ
′′
l ) is contained in the restriction of m
−5
1 ~(Z + iZ) × D
k−1 to a regular flow
box Ui ≃ D
k.
Proof. By hypotheses, x belongs to a regular flow box 1
2
Ui. Hence, we obtain the
result using the same arguments as in the previous lemmas.
4 Finiteness of entropy: the strategy
In this section, we will present the strategy for the proof of Theorem 1.1. We
have seen in Section 2 a simpler situation where we approximate Bowen balls
by cells. The sizes of these cells, with respect to the Hermitian metric and also
with respect to the Poincare´ metric along the leaves, are very different. In the
global setting, we have considered in Section 3 the difficulty that a leaf may visit
singular flow boxes several times without any obvious rule.
For the proof of Theorem 1.1, we can imagine that going along the leaves,
up to hyperbolic time R, transports the cells of the singular flow boxes into the
regular part of the foliation and then continue to transport them back to singular
flow boxes in different directions. The interaction of the two difficulties increases
when R goes to infinity and it is quite hard to get a rough image of the Bowen
balls for large time R. We are not able to solve this problem, but we can obtain
in dimension 2 a good estimate for the number of Bowen balls in the definition
of entropy.
We start with a criterium for the finiteness of entropy which allows us to
reduce the problem to the bound of the entropy of a finite number of well-chosen
transversals.
Proposition 4.1. Let T denote the union of the distinguished transversals of the
regular flow boxes 1
2
Ui. Assume that the entropy of T is finite. Then, the entropy
of X is also finite.
We first prove the following weaker property.
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Lemma 4.2. Let Y denote the complement of the union of the singular flow
boxes 1
2
Ue. Then, under the hypothesis of Proposition 4.1, the entropy of Y is
finite.
Proof. Fix a constant ǫ > 0. For each flow box Ui, consider a (2R, ǫ/2)-dense
subset Fi of Ti with minimal cardinal. Define F := ∪Fi. Choose a set Λ ⊂ DR
of less than e10R points which is e−4R-dense in DR, i.e. the discs with centers in
Λ and with Poincare´ radius e−4R cover DR. Let G denote the union of the sets
φx(Λ) with x ∈ F . Since G contains at most e
10R#F points, in order to show
that the entropy of Y is finite, it suffices to check that any point z in a regular
box 1
2
Ui is (R, ǫ)-close to a point of G.
Consider the plaque Pz of
1
2
Ui which contains z. Denote by y the intersection
of Pz with the transversal Ti. So, there is a point x ∈ Fi such that dist2R(x, y) ≤
ǫ/2. Up to a re-parametrization of the leaves, we can assume without loss of
generality that dist2R(φx, φy) ≤ ǫ/2. Since R is large, φy(DR) contains Pz. So,
there is a point ξ ∈ DR such that φy(ξ) = z. It is clear that z and w := φx(ξ) are
(R, ǫ/2)-close. Choose a point ξ′ ∈ Λ such that distP (ξ, ξ
′) ≤ e−4R. It is enough
to show that w and w′ := φx(ξ
′) are (R, ǫ/2)-close because w′ ∈ G.
Observe that there is an automorphism τ of D such that τ(ξ) = ξ′ and
distP (τ(a), a) ≤ e
−R on D(ξ, R). If u is an automorphism such that u(0) = ξ,
then φw := φx ◦u is a covering map of Lw which sends 0 to w and φw′ := φx ◦τ ◦u
is a covering map of Lw′ which sends 0 to w
′. Since the Poincare´ metric is in-
variant, we have distP (φw(a), φw′(a)) ≤ e
−R ≪ ǫ on DR. Now, the fact that η is
bounded from above implies that w and w′ are (R, ǫ/2)-close. Hence, the entropy
of Y is finite.
We will also use the following lemma.
Lemma 4.3. Let x be a point in X \E. Assume that φx(D2R) is contained in a
singular flow box 1
2
Ue. Let ǫ > 0 be a fixed number. If R is large enough, then
φx(DR) is contained in ǫUe.
Proof. As above, we identify Ue with D
k. Assume that φx(DR) contains a point
y such that ‖y‖1 ≥ ǫ. Without loss of generality, assume that the first coordinate
y1 of y is a positive number and ‖y‖1 = y1 ≥ ǫ. By hypothesis, φy(DR) ⊂
1
2
Dk.
The real curve l defined by
yt :=
Ä
t, y2(t/y1)
λ2/λ1 , . . . , yk(t/y1)
λk/λ1
ä
with t ∈ [y1, 1/2]
is contained in Ly but not in φy(DR). Therefore, its Poincare´ length is at least
equal to R. On the other hand, since ‖yt‖1 ≥ t ≥ ǫ, we deduce from Propo-
sition 3.3 that this length is bounded by a constant depending on ǫ. This is a
contradiction since R is large.
23
End of the proof of Proposition 4.1. Fix a constant ǫ > 0 and consider
R > 0 large enough. Let F ⊂ Y be a (3R, ǫ/2)-dense family in Y . Choose a set
W ⊂ D2R of cardinal e
10R which is e−4R-dense in D2R. Consider the union F
′ of
the sets φx(W ) with x ∈ F . By Lemma 4.2, it is enough to show that F
′ ∪ E is
(R, ǫ)-dense in X , i.e. the Bowen (R, ǫ)-balls centered at a point in F ′, cover X .
Consider a point z ∈ X . If φz(D2R) is contained in a singular flow box
1
2
Ue,
by Lemma 4.3, we have distR(e, z) < ǫ. So, for R large enough, z belongs to the
Bowen (R, ǫ)-ball centered at e. It remains to consider the case where φz(D2R)
contains a point y ∈ Y .
Let x be a point in F such that dist3R(x, y) ≤ ǫ/2. So, we can find covering
maps φx and φy such that dist3R(φx, φy) ≤ ǫ/2. Since y ∈ φz(D2R), there is
a point ξ ∈ D2R such that φy(ξ) = z. It is clear that z and w := φx(ξ) are
(R, ǫ/2)-close. Let ξ′ be a point in W such that distP (ξ, ξ
′) ≤ e−4R. The point
w′ := φx(ξ
′) belongs to F ′. We show as in Lemma 4.2 that w and w′ are (R, ǫ/2)-
close. Therefore, z belongs to the Bowen (R, ǫ)-ball of center w′. 
From now on, assume that dimX = 2 and hence dimT = 1. Our strategy
is to construct an adapted covering of T by open discs. Consider a hyperbolic
time R large enough. For simplicity, assume that R = N~ with N integer.
We will construct a set ‹T which contains T and other transversals ouside and
inside the singular flow boxes. Then, we will construct by induction on m, with
2m1 ≤ m ≤ N , a covering Vm of ‹T by discs such that if two points x, y belong
to the same disc, the associated leaves Lx and Ly are close until time m~. Of
course, we have to control the cardinal of Vm in order to deduce the finiteness of
entropy of T by taking m = N .
The covering Vm is obtained by refining a finite number of other coverings of‹T. We will use the following technical lemma in order to estimate the cardinal
of Vm and to show that the cardinal of VN grows at most exponentially when N
tends to infinity.
Lemma 4.4. Let K be a finite family of sets such that each of them is contained
in a complex plane, i.e. a copy of C. Let V i with 1 ≤ i ≤ n be n coverings of
K by less than M discs. Then, we can cover K with a family V of less than
200nM discs such that V ≺ V i in the sense that every disc D ∈ V satisfies
2D ⊂ 2D1 ∩ · · · ∩ 2Dn for some Di ∈ V
i.
Proof. By induction, it is enough to consider the case n = 2 and to find a covering
V with less than 200M discs. The covering V contains two kinds of discs that
we construct below.
An element D2 of V
2 belongs to V iff there is D1 ∈ V
1 such that D1∩D2 6= ∅
and radius(D1) > 2 radius(D2). Clearly, these discs satisfy the last condition in
the lemma.
Consider now Dj ∈ V
j such thatD1∩D2 6= ∅ and radius(D1) ≤ 2 radius(D2).
Denote by 4ρ1 the radius of D1. A disc D of the second kind is a disc of radius
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ρ1 centered at a point in ρ1(Z + iZ) which intersects D1 ∩ D2. It is clear that
2D ⊂ 2D1 ∩ 2D2. Note that such a disc D can be associated to several discs D2.
Observe that each disc D1 as above is associated to less than 100 discs of the
second kind. Therefore, V contains less than 200M discs. This family covers K
since it covers D1 ∩D2 for all Dj ∈ V
j . This completes the proof.
As we mentioned above, the covering Vm will be obtained by induction on m.
We will construct p coverings Vm(l) of ‹T by discs which are obtained using the
images of discs in Vm−1 by some holonomy maps (the integer p = m
4
1 was fixed
above). Near a leaf, such a holonomy map looks like a displacement following a
given direction with a small hyperbolic time. The covering Vm will be obtained
by refining the p + 1 coverings Vm−1 and Vm(l), with 0 ≤ l ≤ p − 1, thanks to
Lemma 4.4. The details will be given in Section 5.
A crucial property of Vm is that when two points x, y belong to the same
element of Vm, the maps φx and φy are close on Dm~. This property will be
obtained by induction, i.e. from a similar property of Vm−1. For this purpose,
we need to cover Dm~ and φy(Dm~) by discs of radius (m− 1)~ in order to apply
the induction argument. The following lemma shows that we only need a fixed
number of such discs.
Lemma 4.5. Let ξj be a point in Sj with 1 ≤ j ≤ 40m1. Then, for m ≥ 2m1,
the disc D(0, (m− 1)~) and the 40m1 discs D(ξj, (m− 2)~) cover the disc Dm~.
Proof. Let ξ be a real number such that 3~ ≤ ξ < 2m1~. We claim that it is
sufficient to show that D(ξ, (m− 2)~) contains all points ζ ∈ Dm~ \D(m−1)~ such
that | arg(ζ)| ≤ π/(20m1). Indeed, this property implies that D(ξj, (m − 2)~)
contains the sector | arg(ζ)− arg(ξj)| ≤ π/(5m1) in Dm~ \D(m−1)~. The union of
these sectors covers Dm~ \ D(m−1)~.
Denote by ζ ′ the intersection of the half-line through ζ started at 0 with the
circle of center 0 through ξ. Since 2m1~ is small, it is not difficult to see that
distP (ξ, ζ
′) < ~. Moreover, we have
distP (ζ, ζ
′) = distP (0, ζ)− distP (0, ξ) ≤ (m− 3)~
Therefore,
distP (ξ, ζ) ≤ distP (ξ, ζ
′) + distP (ζ, ζ
′) < (m− 2)~.
The lemma follows.
We deduce from the last lemma the following result which is more adapted to
our problem when we are near a singular point.
Lemma 4.6. Let Γ be a closed curve in Dm1~ \D4~ such that 0 does not belong to
the unbounded component of C\Γ. We divide it into p arcs ξ˙jξj+1 with 0 ≤ j ≤ p
and ξp = ξ0. Assume that the length of ξ˙jξj+1 with respect to the Poincare´ metric
on D is smaller than m−21 ~. Let ξ
′
j be a point in D such that distP (ξj, ξ
′
j) ≤ m
−2
1 ~.
Then, the disc D(0, (m−1)~) and the p discs D(ξ′j, (m−1)~) cover the disc Dm~.
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Proof. Observe that Γ ∩ Sj admits a point ξ such that the disc D(ξ, 3m
−2
1 ~) is
contained in Sj . If ξ belongs to ξ˙iξi+1, then this arc and also the point ξ
′
i are
contained in Sj . Lemma 4.5 implies the result.
5 Adapted transversals and their coverings
In this section, assume that X is a compact complex surface. We will construct,
for every integer N large enough, the family of transversals ‹T = Treg ∪ Tsing for
R = N~ and its coverings Vm = V
reg
m ∪ V
sing
m with 2m1 ≤ m ≤ N . We will use
the constants introduced in the list given in the introduction.
Recall that each regular flow box Ui is identified to D
2 and is associated with
the distinguished transversal {0}×D. Define Tai := {a}×D with a in the lattice
m−51 ~(Z + iZ) ∩ D. Denote by T
reg the family of these transversals. Note that
this family does not depend on R. We will, however, consider each element Tai of
T
reg with multiplicity e46λR and we denote them by Tai (1), . . . ,T
a
i (e
46λR). These
transversals are considered as distinct. We will construct later the covering Vm
of ‹T by induction on m using Lemma 4.4 applied to Vm−1 and p other coverings
of ‹T. The discs used to cover Tai (j) depend on the index j. The multiplicities
allow us to get a good bound for the number of discs in Vm, see Proposition 5.1
below.
Consider now a singular flow box Ue ≃ D
2 and define Tae := {a} ×
3
4
D with
a ∈ Σ ∩ 3
4
D. Recall that Σ was constructed in Section 2 and we use here a large
fixed constant λ. Denote by Tsing the family of these transversals Tae , where each
element is counted only one time. Note that Tsing depends on R. Define ‹T the
union of Treg and Tsing.
We now construct the covering V2m1 of
‹T. Choose for Treg a covering V reg2m1
by less than e70λR discs of radius e−10R, where we count the multiplicities of
transversals. Consider the family V sing2m1 of the discs in T
a
e centered at (a, b) ∈ Σ
2
with radius 100e−23λR|b| if b 6= 0 and of radius α1 if b = 0. It is not difficult to
check that this family covers Tsing. Define V2m1 as the union of V
reg
2m1 and V
sing
2m1 .
The total number of discs used here is bounded by e200λR. Recall that we only
consider a large R. So, we have m1 ≪ R.
For each point x ∈ Tai and ρ small enough, denote by D(x, ρ) the disc of
center x and of radius ρ in 2Tai and ∆(x, ρ) the disc of center x and of radius ρ
in the plaque of 2Ui containing x. The notation D(x, ρ) can be used for x in a
transversal Tae . Since m1~≪ ǫ0, we have the following useful properties for large
R, where we use that the discs are of size less than e−10R:
(H1) If x, y are in 2D for some D in V reg2m1 , then the basic projection Φ associated
to x and y exists and sends ∆(x, 2m1~) to ∆(y, 6m1~). Moreover, we have
‖Φ− id‖C 2 ≤ e
−9R on ∆(x, 2m1~).
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(H1)’ If x, y are in 2D for some D in V sing2m1 , then the basic projection Φ associated
to x and y exists as in Lemma 2.11. It satisfies ‖Φ − id‖C 0 ≤ e
−9R on
Lx ∩
3
4
D
2.
(H2) Consider two transversals Tai and T
b
j . If x is in T
a
i such that ∆(x, 2m1~)
intersects Tbj at a point y, then the holonomy map π from 2T
b
j to 2T
a
i is
well-defined on D(y, 4~) with image in 3
2
Tai .
(H3) If D is a disc contained in D(y, ~), then π(D) is quasi-round, i.e. there is a
disc D′ ⊂ 3
2
Tai such that D
′ ⊂ π(D) ⊂ 11
10
D′ and 2D′ ⊂ π(2D).
For the property (H3), we use the fact that the holonomy map is holomorphic
with no critical point. So, on small discs, it is close to homotheties.
The construction of Vm = V
reg
m ∪ V
sing
m will be obtained by induction on
m. It only contains small discs of diameter less than e−10R. Assume that the
construction is done for m− 1. In order to obtain Vm, we will apply Lemma 4.4
to K := ‹T, to the covering Vm−1 and p other coverings Vm(l) = V regm (l)∪V singm (l)
with 0 ≤ l ≤ p − 1. Lemma 4.4 allows us to obtain a covering Vm such that
Vm ≺ Vm−1 and Vm ≺ Vm(l). Roughly speaking, we will cover each disc in Vm−1
by smaller discs, so that after traveling a fixed time in some direction starting
from such a small disc, we arrive at a disc of Vm−1 in another transversal.
We explain now the construction of V regm (l). There are two cases to consider.
Recall that Sl(x) is defined just before Lemma 3.9.
Case 1a. Assume that there is a point x0 ∈ T
a
i such that Sl(x0) intersects a
singular flow box 1
2
Ue. Consider an arbitrary point x ∈ T
a
i . Since we are still
far from singular points, Sl(x) contains and is contained in small discs of size
independent of R. Thus, there are about a constant times e46λR transversals Tbe
which intersect Sl(x). These transversals T
b
e are still far from the singularities.
So, the following properties hold because the regular flow boxes are of small size
and ~ is small:
(H2)’ There is a well-defined holonomy map from 2Tai to T
b
e. Denote by π its
inverse.
(H3)’ If D is a disc in Tbe of radius less than ~ which intersects π
−1(Tai ), then π is
defined on 2D and π(D) is quasi-round, i.e. there is a disc D′ ⊂ 2Tai such
that D′ ⊂ π(D) ⊂ 11
10
D′ and 2D′ ⊂ π(2D).
The property (H3)’ allows us to cover π(D) by D′ and its 100 satellites which
are 100 discs D′n, 0 ≤ n ≤ 99, 10 times smaller than D
′, and such that D′n∩D
′ 6=
∅. Notice that 2D′n ⊂ π(2D) for all n. We will use this important property later.
So, we can cover each Tai (s) with the discs D
′ obtained above for D ∈ Vm−1
together with theirs satellites D′n. The choice of T
b
e depends on s. Thanks to the
multiplicities of the Tai , we can use each T
b
e only a bounded number of times. The
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reason for introducing those multiplicities is that in the intersection of regular
and singular flow boxes the Tbe are more dense than the T
a
i .
Case 1b. Assume that Sl(x) does not intersect any singular flow box
1
2
Ue for
every x ∈ Tai . For all holonomy maps π and discs D in Vm−1 satisfying (H2) and
(H3) for some x and y such that y ∈ Sl(x), we choose a disc D
′ as in (H3) and
100 satellites of D′ in order to cover π(D). Note that for any x ∈ Tai , there exists
a choice of y, π,D such that x ∈ π(D), see also Lemma 3.9. It follows that the
construction gives us a covering of Tai (s) using the elements of Vm−1 which cover
the transversals Tbi(s). We make sure to use here the same index s, in particular,
each disc in Vm−1 is used a bounded number of times. This ends the construction
of the covering V regm (l) of T
reg.
The construction of V singm (l) is more delicate. First, we always add to V
sing
m (l)
the disc of center (a, 0) and of radius α1 in T
a
e and call it an exceptional disc.
If |a| ≤ α1, we just choose V
sing
m (l) equal to Vm−1 on T
a
e . In this case, we also
say that Tae is an an exceptional transversal. Consider now a transversal T
a
e with
α1 < |a| ≤ 3/4. Consider a point x = (a, d) ∈ T
a
e ∩Σ
2 with |d| ≥ α1. Recall that
the map Jl is defined just before Lemma 2.9. By Lemma 3.5, the point w := Jl(x)
satisfies the hypotheses of Lemmas 2.10 and 3.10 since λ is a large constant. We
also distinguish two cases.
Case 2a. Assume that w belongs to 5
8
Ue (note that
5
8
Ue ⊂
3
4
Ue). Consider the
transversal Tbe which contains w and write w = (b, v). If D ⊂ T
b
e is an element of
V
sing
m−1 such that dist(w,D) ≤ 100γ|v|e
−23λR, denote by D′ the disc on Tae which
is the image of D by Ψw,x since this map preserves Σ
2. By Lemma 2.10, the
obtained discs D′ cover the disc of center x and of radius 100|d|e−23λR in Tae .
They are elements of V singm (l). Note that we use here the property that Ψw,x is
conformal. This is the only point where the hypothesis dimX = 2 is essential.
Case 2b. Assume that w is not in 5
8
Ue. Since ~ is small, by Lemma 3.10, x, w are
outside 1
2
Ue and ϕx(−t log ‖x‖1D) is contained in a plaque of a regular flow box.
By Lemma 3.11, we can find a transversal Tbi which intersects ϕx(−t log ‖x‖1D)
at a point y near ϕx(−t log ‖x‖1e
2iπl/p), i.e. the distance between these two points
is less than m−31 ~. We have the following properties:
(H2)” There is a well-defined holonomy map π from 2Tbi to T
a
e .
(H3)” If D is a disc in 2Tbi of radius less than ~ which intersects T
b
i , then π is
defined on 2D and π(D) is quasi-round in the sense that there is a disc
D′ ⊂ Tae such that D
′ ⊂ π(D) ⊂ 11
10
D′ and 2D′ ⊂ π(2D).
We cover a neighbourhood of x with the discs D′ and theirs satellites as above
with D ∈ Vm−1. We make sure that for each T
a
e we only use discs from T
b
i(s) for
a fixed s. It is important to observe that the last construction concerns about
a constant times e46λR transversals Tae . Therefore, we can choose the index s so
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that each disc in V regm−1 is used a bounded number of times. We also fix a choice
which does not depend on m. This ends the construction of the covering V singm (l).
We have the following crucial proposition.
Proposition 5.1. There is a constant c > 1 independent of R such that the
cardinal of Vm is smaller than c
R for 2m1 ≤ m ≤ N .
Proof. By Lemma 4.4 applied to n := p + 1, it is enough to show that in the
above construction of Vm(l), each disc in Vm−1 is used less than c
′ times where c′
is a constant. This can be checked step by step in our construction. For one of
these steps, we use Lemma 2.9. We obtain by induction that
#Vm ≤ (200
p+1c′)m−2m1#V2m1 ≤ (200
p+1c′)m−2m1e200λR.
This implies the proposition.
The last proposition shows that the cardinal of VN is smaller than c
R = cN~.
Consider a disc D in VN . It is constructed by induction using the holonomy maps
π as in (H2), (H2)’, (H2)” or the map Ψw,x as above. This corresponds to the
4 cases described above. By Proposition 4.1, in order to obtain Theorem 1.1,
we will show in Proposition 6.1 below that two points in the same disc D are
(R/3, e−R/4)-close. This will be done using the notion of conformally (R, δ)-close
points.
We will associate to a disc D as above a tree FD which partially encodes
the construction of VN . Its combinatorial and metric properties (see Lemma 5.2
below) will allow us to construct conformally (R, δ)-close maps from leaves to
leaves following the tree. Points in D are associated to some isomorphic trees
and the isomorphisms are coherent with the dynamics of the foliation.
The set of vertices of the tree FD will be the union FD(0) ∪ FD(1) ∪ . . . ∪
FD(N − 2m1), where FD(0) = {D} and FD(m) ⊂ VN−m. Moreover, each point
in FD(m) is joined to a unique point in FD(m − 1) and to at most p points in
FD(m+ 1). We give now the construction of FD by induction.
If D belongs to an exceptional disc or an exceptional transversal, we just
take FD(1) = · · · = FD(N − 2m1) = ∅. Otherwise, D is obtained using p
holonomy maps πi as in (H2), (H2)’, (H2)” or the map Ψw,x as above. By
construction, there are Di in VN−1 such that 2D is contained in πi(2Di). We
choose FD(1) := {D1, . . . , Dp}. Each Di is joined to D. We then obtain a part
of the tree.
In order to obtain FD(2), we will repeat the above construction but for each
Di ∈ FD(1) instead of D. If Di belongs to an exceptional disc or an exceptional
transversal, then it is not joined to any element in FD(2). Otherwise, it is joined
to p elements in FD(2) ⊂ VN−2. We then continue the same construction in order
to obtain FD(3), . . . , FD(N − 2m1). Note that FD is not uniquely determined by
D but we fix here a choice for each disc D.
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Now, we construct for each point x ∈ 2D a tree Fx ⊂ D which is canonically
isomorphic to FD. The set of vertices of Fx will be Fx(0)∪Fx(1)∪. . .∪Fx(N−2m1)
such that Fx(0) = {0} and φx sends each point in Fx(m) to a disc 2D
′ with
D′ ∈ FD(m) and defines a bijection between Fx(m) and FD(m). Moreover, a
point in Fx(m+ 1) and a point in Fx(m) are joined by an edge if and only if the
associated vertices in FD are also joined by an edge. We have to give here some
details because φx is not injective in general.
We obtain Fx(1) as follows. If D belongs to an exceptional disc or an excep-
tional transversal, then we take Fx(1) = ∅. Otherwise, we distinguish two cases.
When D is outside the singular flow boxes 1
4
Ue, then φx is injective on Dǫ0 and the
image of this disc intersects 2Di at a unique point for any Di ∈ FD(1). Therefore,
it is enough to define Fx(1) as the pull-back by φx of these intersection points
in Dǫ0. Consider now the case where D intersects a singular flow box
1
4
Ue. By
construction, there is a set G of p points very close to the points −t log ‖x‖1e
2iπl/p
in Πx which are sent by ϕx to the discs in FD(1). If τ : Πx → D is the unique
holomorphic map such that τ(0) = 0 and ϕx = φx ◦ τ , define Fx(1) := τ(G).
Clearly, φx defines a bijection between Fx(1) and FD(1). Each point in Fx(1) is
joined to Fx(0) = {0}.
In order to obtain Fx(2), it is enough to repeat the same construction to each
point φx(a) with a ∈ Fx(1). We use that φx is injective on D(a, ǫ0) if φx(a) is
outside the singular flow boxes 1
4
Ue and otherwise there is a unique holomorphic
map τ : Πx → D such that τ(0) = a and ϕa = φx ◦ τ . By induction, we obtain
Fx(3), . . . , Fx(N − 2m1) satisfying the properties stated above.
The following lemma is essential for the proof of Theorem 1.1.
Lemma 5.2. The set of vertices Fx(m) is contained in Dm1m~ for every m. If a is
a point in Fx which is joined to p points a1, . . . , ap, then the union of D(a, (m−1)~)
and D(ai, (m− 1)~) contains D(a,m~) for every m ≥ 2m1.
Proof. We prove the first assertion. It is enough to check that if a point ζ in
Fx(n− 1) is joined to a point ξ in Fx(n), then distP (ξ, ζ) ≤ m1~. For simplicity,
we consider the case where n = 1, the general case is obtained in the same way.
So, we have ζ = 0 and ξ is in Fx(1). Define y := φx(ξ). This is the preimage of
x by a holonomy map π as in (H2), (H2)’, (H2)” or by a map Ψw,x as above.
Now, if y is given by π as in (H2), the distance between x and y is smaller
than 3m0~. By Proposition 3.3, the Poincare´ distance between 0 and ξ is smaller
than m1~ since m1 ≫ c1m0.
For the other cases, y is very close to a point y′ := ϕx(−t log ‖x‖1e
2iπl/p)
with respect to the Poincare´ metric. Recall that m0~ < t < 2m0~ ≪ 1.
The Poincare´ distance between x and y′ is bounded by the distance between
0 and −t log ‖x‖1e
2iπl/p with respect to the Poincare´ metric on Πx. Therefore, by
Lemma 2.2, we deduce that distP (x, y
′) is bounded by a constant times m0~. It
follows easily that distP (0, ξ), which is equal to distP (x, y), is smaller than m1~.
This completes the proof of the first assertion.
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We prove now the second assertion. By Lemmas 4.5 and 4.6, we only have
to check that {a, a1, . . . , ap} contains a subset satisfying the hypotheses of those
lemmas. If a is in Treg, this is a consequence of Lemma 3.9. If a is in Tsing,
Lemmas 3.10 and 3.11 imply the result.
6 Finiteness of entropy: end of the proof
In this section, we complete the proof of Theorem 1.1. By Proposition 4.1, it is
enough to show that the entropy of Treg is finite. By Proposition 5.1, we only
have to check that each disc in V regN is contained in a Bowen (R/3, e
−R/4)-ball.
So, Theorem 1.1 is a consequence of the following proposition.
Proposition 6.1. Let x, y be two points of a disc 2D ⊂ 2Tai with D in VN . Then,
they are (R/3, e−R/4)-close.
The proof of this result uses Proposition 3.6 and occupies the rest of this
section. Recall that by Proposition 3.3, we have c−11 ≤ |η| ≤ c1 on T
reg. So,
it is enough to check that x, y are conformally (R, e−3R)-close and we have to
construct a map ψ from DR to Ly which is close to φx as in the definition of
conformally (R, e−3R)-close points. Proposition 6.1 is a direct consequence of
Lemmas 6.3 and 6.4 below, which correspond respectively to the case where the
leaves are far from the separatrices and to the case where the leaves are close to
some separatrice.
We have the following lemma which holds for x, y in 2D with an arbitrary
disc D in VN = V
reg
N ∪ V
sing
N . Recall that the trees Fx and Fy are isomorphic to
FD. Therefore, there is an isomorphism σ from Fx to Fy. Denote by x
′ the image
of x by the basic projection associated to x and y. We say that the tree FD is
complete if each element in FD(m− 1) is joined to p elements in FD(m) for any
1 ≤ m ≤ N − 2m1.
Lemma 6.2. Assume that the tree FD is complete. Then, there is a unique map
ψ′ : DN~ → Ly which is locally the composition of φx with basic projections from
leaves to leaves and is equal, in a neighbourhood of any point a in Fx ∩ DN~, to
the composition of φx with the basic projection associated to φx(a) and φy(σ(a)).
Proof. Observe that by continuity, if such a map ψ′ exists, it is unique. We show
by induction on m that such a projection exists on D(a,m~) for a in Fx(0) ∪
. . . ∪ Fx(N − m) with 2m1 ≤ m ≤ N . Define x˜ := φx(a) and y˜ := φy(σ(a)).
Denote also by D˜ the element of FD associated to x˜ and y˜. This is an element of
FD(0) ∪ . . . ∪ FD(N −m) such that x˜ and y˜ belong to 2D˜.
If x˜ or y˜ is outside the singular flow boxes 1
2
Ue, since 2m1~ is small, φx sends
D(a, 2m1~) bijectively to a disc in Lx˜[ǫ0]. So, it is not difficult to see that the
desired property holds in this case for m = 2m1. When x˜ and y˜ belong to a
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singular flow box 1
2
Ue, the property for m = 2m1 is a consequence of Lemma
2.11. Assuming now the property for m− 1, we have to show it for m.
Recall that 2D˜ is contained in 2D′ ∩ π0(2D0) ∩ . . . ∩ πp−1(2Dp−1). Here,
D′, Di are elements of Vm−1 ∪ . . . ∪ VN−1 and the πi are holonomy maps from
some transversals in T to the one containing D˜ or a map Ψw,x as in Section 5.
Define xi := π−1i (x˜) and y
i := π−1i (y˜). Denote by ξ
i the points in Fx such that
φx(ξ
i) = xi.
It follows from the induction hypothesis that there is a map ψ′i from D(ξ
i, (m−
1)~) to Ly which is the composition of φx with basic projections from leaves
to leaves. Moreover, it is equal, in a neighbourhood of any point b in Fx ∩
D(ξi, (m − 1)~), to the composition of φx with the basic projection associated
to φx(b) and φy(σ(b)). Also by induction hypothesis, there is an analogous map
defined on D(a, (m− 1)~). From the uniqueness of these maps, we can glue them
together. Using the second assertion of Lemma 5.2, we obtain a map ψ′ defined
on D(a,m~).
Lemma 6.3. Let x, y,D be as in Proposition 6.1. Assume that the tree FD is
complete. Then, x and y are conformally (R, e−3R)-close.
Proof. We have to construct a map ψ satisfying the definition of conformally
(R, e−3R)-close points. Let ψ′ be the map constructed in Lemma 6.2. We deduce
from the construction using (H1), (H1)’ and Lemma 2.11 that ‖ψ′−φx‖C 0 ≤ e
−9R
on DR and ‖ψ
′−φx‖C 2 ≤ e
−6R on DR\φ
−1
x (∪
1
4
Ue). Here, we use that ‖φx‖C 2 . e
2R
on DR when we consider the Euclidean metric on DR and the Hermitian metric
on Lx. So, a priori, on φ
−1
x (∪
1
4
Ue), the Beltrami coefficient associated to this map
does not satisfy the condition required for conformally close (R, e−3R)-points.
Using the maps ‹Ψx,y as in Lemma 2.12, we can correct ψ′ in each connected
component of φ−1x (
3
4
Ue) in order to obtain a map ψ
′′ such that ‖ψ′′−φx‖C 0 ≤ e
−8R
on DR and ‖ψ
′′−φx‖C 2 ≤ e
−5R on DR \φ
−1
x (∪
1
4
Ue). Moreover, ψ
′′ is holomorphic
on φ−1x (∪
1
2
Ue). Therefore, its Beltrami’s coefficient vanishes on φ
−1
x (∪
1
2
Ue) and
hence satisfies the required property. It remains to modify ψ′′ in order to obtain
a map ψ with ψ(0) = y. But this can be done by composition with an automor-
phism of D, close to the identity, as in the end of the proof of Proposition 3.7 or
in the proof of Theorem 2.1 in [1].
The following lemma together with Lemma 6.3 completes the proof of Propo-
sition 6.1.
Lemma 6.4. Let x, y,D be as in Proposition 6.1. Assume that the tree FD is
not complete. Then, x and y are (R, e−R)-close.
Proof. Since FD is not complete, there is a path (ξ
0, . . . , ξm) of the graph Fx join-
ing ξ0 = 0 to a vertex ξm such that φx(ξ
m) belongs to an exceptional transversal
or to 2D′ with D′ an exceptional disc. Define xi := φx(ξ
i).
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The image of (ξ0, . . . , ξm) by σ is a path (ζ0, . . . , ζm) of Fy. We have seen in
the proof of Lemma 5.2 that distP (ξ
i, ξi+1) and distP (ζ
i, ζ i+1) are smaller than
m1~ ≪ ǫ0. Define y
i := φy(ζ
i). There is a disc Di in VN−i such that x
i and yi
belong to 2Di. So, there is a basic projection associated to x
i and yi. Denote by
zi the image of xi by this projection.
Observe that dist(xm, zm) ≤ 10α1. Recall that α1 := e
−e7λR . Therefore,
using Proposition 3.7 applied to λ large enough, we obtain that xm and zm
are conformally (2Nm1~, e
−4R)-close. Moreover, the map ψ associated to these
conformally close points is obtained using basic projections as in (H1), (H1)’ and
Lemma 2.11. So, we can follow the path (ξ0, . . . , ξm) and see that ξi is sent by
ψ to zi. So, 0 is sent by ψ to z := z0. By Lemma 5.2, the Poincare´ distance
between 0 and ξm is at most equal to mm1~. Therefore, x and z are conformally
(Nm1~, e
−4R)-close. It follows that x and z are (R, e−2R)-close. Moreover, z
belongs to a small plaque containing y and dist(z, y) ≤ 2 dist(x, y) ≤ e−3R. We
deduce that z and y are (R, e−2R)-close. This implies that x and y are (R, e−R)-
close.
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