Abstract. We study the general problem of estimating a 'hidden' point process X given the realisation of an 'observed' point process Y (possibly defined in different spaces) with known joint distribution. We characterise the posterior distribution of X under marginal Poisson and Gauss-Poisson prior and when the transformation from X to Y includes thinning, displacement and augmentation with extra points. These results are then applied in a filtering context when the hidden process evolves in discrete time in a Markovian fashion. The dynamics of X considered are general enough for many target tracking applications.
1. Introduction. Many engineering problems involve the on-line estimation of the state vector of a system that changes over time using a sequence of noisy observation vectors. Often a recursive filtering approach [1] , [8] is employed as it allows an estimate to be made each time a new observation is received without having to reprocess past observations. Arguably, the most intuitively appealing example, which is the application motivating this work, is target tracking. Here the state vector contains the kinematic characteristics of the target under surveillance, and the observation vector is a (noise corrupted) sensor measurement such as a radar return. Recursive state estimation is also an important problem in other scientific disciplines, see for example [23] , [10] , [3] .
An interesting and important generalisation of the above filtering problem arises when the state of the system and observations are no longer vectors of a fixed length but random point sets with varying cardinality. In a problem of statistical inference, we need to infer the number of points as well as their locations. In the context of target tracking, this corresponds to a multiple target scenario when the number of targets is not known in advance, and may change with time as targets enter or exit the surveillance region. Like the single target case, a sensor collects measurements from the multiple targets. However, some of the targets may not be detected by the sensor. Additionally, the sensor also receives a random number of false measurements. (In the case of a radar, this may be due to non-target generated reflections.) As a result, the observation at each time step is a set of measurements of unknown origin, only some of which are generated by the targets while the remainder are false (or clutter). The initial number of targets is not known and only a prior distribution on their number is available. Since not all the targets are observed at each time and new targets are constantly being introduced to the surveillance region, the number of targets are not known and also has to be estimated. More generally, the aim is to estimate, at each time step, the time-varying state set from the entire history of observation sets.
In the case of the Poisson prior, the posterior was characterised only indirectly in [13] by providing the formula for its Probability Generating Functional (p.g.fl.) The author arrived at this formula by differentiating the joint p.g.fl. of the observed and hidden process. While this is a general proof technique, it is a rather technical approach (see the penultimate paragraph of this section) that does not exploit the structure of the problem -a Poisson prior and an observed process constructed via thinning, displacement and augmentation allows for a considerably stronger result with a simpler proof by calling upon several well known results concerning the Poisson PP [9] . In doing so, we are able to provide a closed-form expression for the posterior which is quite revealing on the structure of the conditional process X given the observed process Y. Corollaries of this result include the expression relating the intensity of the posterior and prior (Cor. 4.2) as well as the law of the association of the points of the observed process (Cor. 4.3) .
While the result in [13] is only for a Poisson prior for X, we extend the result to a Gauss-Poisson prior which covers the Poisson prior as a special case. (This extension is interesting for several reasons as detailed in the next paragraph.) Using the characterisation of the posterior for a Gauss-Poisson hidden process, we apply the result in an online filtering context. We derive a new filter that propagates the first and second moment of a Markov-in-time hidden PP observed in noise which generalises the first moment filter proposed in [13] .
A Gauss-Poisson PP generalises the Poisson PP by allowing for two-point clusters in its realization. This has important modeling implications. We consider a multipletarget tracking model where in addition to birth and deaths of targets, existing targets may spawn new targets. Such a model has already been proposed [13] but the difference is that our model can explicitly account for correlated movement between the parent and spawned target. Under this model, it is shown that the marginal distribution of the hidden process which represents the targets is Gauss-Poisson for all time; see Prop. 5.1. It is proper to approximate the posterior in this case by retaining the first two moments to more faithfully capture the correlation between the targets, which is of course not possible by just retaining the first moment. Since GaussPoisson process is completely characterised by its first two moments, this motivates the characterisation of the posterior for a Gauss-Poisson prior and the subsequent approximation of it by the closest fitting Gauss-Poisson process too. (See Section 5.1 for more details.)
In the absence of spawning, our generalisation to a Gauss-Poisson hidden process yields a more flexible observation model. The observed process is generated assuming that either no measurement or only a single measurement is recorded from a target during the measurement acquisition phase by the sensor. This has been noted to be restrictive [6] . For example, when a target is closer in proximity to the measurement acquisition sensor, the resolution is improved and the sensor may be able to resolve individual features on the target [6] . Pre-processing of data from sensors prior to statistical analysis may also result in more than one measurement per target as, for example, during the process of converting an image based observation to point process observation by clustering intensity peaks in the image and extracting the center of these peaks. Our Gauss-Poisson generalisation results in a model where a target can generate at most two measurements per time.
We also clarify some important technicalities concerning the use of the derivatives of the joint p.g.fl. to characterise the posterior. These issues, which are fundamental to the proof technique, were not considered in [13] . This paper is organised as follows. Section 2 contains necessary definitions and notation as well as some basic facts about Point Processes. Section 3 describes the observation and underlying process models we will be dealing with. In the main Section 4 we characterise the posterior distributions for Poisson and Gauss-Poisson priors. Finally, Section 5 addresses the practical problem of online filtering and develops on the theoretical results obtained in the previous section. The Appendix contains some necessary auxiliary statements and technical proofs.
Definitions and Notation.
2.1. Preliminaries. Our primary motivation are applications that involve an unseen simple finite point process (PP) X which is observed indirectly through another finite PP Y. It can be defined with the help of disjoint union as the canonical probability space (see, e.g., [15, 4] ).
Given a complete separable metric space (CSMS) X , denote by B(X ) the Borel σ-algebra on X . Define the state space for the hidden PP X to be the disjoint union
where X 0 = {∅} corresponds to empty configuration, X n denotes a n-fold Cartesian product of X and N denotes the set of non-negative integers. Hence, any realisation x of X belongs to X n for some n ∈ N. X ∪ is also known as the exponential space (or Carter and Prenter exponential space).
The collection of Borel sets of X ∪ , denoted by σ(X ∪ ), is the class of all sets A =
can be defined by specifying its restrictions P (n)
X on (X n , B(X n ) for each n ∈ N. The probability that there are n points is p n = P (n) X (X n ) and p n should sum to one, i.e. n∈N p n = 1. Let A (n) be a subset of X n and σ a permutation i 1 , . . . , i n of 1, . . . , n. Let A (n) σ be the set obtained from A (n) by the permutation (x i1 , . . . , x in ) of the coordinates of
) for all permutations σ. There is no preference in the ordering of the points in a realisation of a PP which may be thought of as random finite set. To be consistent with this interpretation we require P (n) X (for all n) to be a symmetric measure on B(X n ), which implies that equal weight is given to all n! permutations of a realisation x ∈ X n . A real valued function f on X ∪ is measurable if and only if each f n , which is the restriction of f to X n , is a measurable function on X n , n ∈ N. The integral of f with respect to P X is defined to be
, A ∈ B(X ), the above integral returns the expected number of points of X that fall in the set A [4, 18] . We denote this measure by V X (dx), which is known as the intensity measure or first moment of the PP X [4] .
Henceforth, the notation G[h 1 , . . . , h n ] will be used to denote a functional G evaluated at h 1 , . . . , h n . A measure µ (n) on the nth-product space (X n , B(X n )), can be treated as a multi-linear functional, in which case the following functional notation applies
for every set B ∈ B(Y) and a measure K(·|x) on B(Y) for every x ∈ X . For a kernel K and a function h on Y the following linear operator notation applies:
2.2. Probability Generating Functional. The probability generating functional (p.g.fl.) is a fundamental descriptor of a PP and will play an important role in the development of some of the results. Let U(X ) be class of all bounded measurable complex valued functions g on X which differ from 1 only on a compact set. The p.g.fl. G X of a point process X on X is a functional defined by [15] , [4] ,
on a domain D ⊂ U(X ) that includes the unit ball {g : g ≤ 1}, where · denotes the supremum norm. Let g and ζ be fixed elements of U(X ). The functional derivative at g in the direction ζ can be defined, if the limit exists, as follows
The domain of G
X [·; ζ] contains {g : g < 1}, since g + εζ < 1 for all sufficiently small ε. Similarly, we can define the mth (m > 1) iterated derivative as:
The law of X can be recovered from G X by differentiation [15] G (m)
The intensity measure V X can also be obtained by differentiating G X (see [15, 4] )
Some of the results we present are specialised to Poisson PPs. A Poisson PP X is completely characterised by its intensity measure V X . To sample X, first the number of points are drawn from a (discrete) Poisson distribution with mean V X (X ), then the location of the points are drawn independently according to V X (·)/V X (X ). Hence for a Poisson PP,
where
X is the nth product measure, and its p.g.fl. is
2.3. Bivariate and Marked Point Process. A similar setting applies to the observed PP with state space Y ∪ = n∈N Y n and measurable sets σ(Y ∪ ) which is defined through realisations of X. The process Y given X = x, denoted Y(x), has distribution P Y|X (·|x). We assume that the family of distributions {P Y|X (·|x) : x ∈ X ∪ } satisfies the usual regularity assumptions: for each A∈σ(Y ∪ ), P Y|X (A|·) is a measurable function on X ∪ . The joint probability distribution P Y,X of the bivariate point process (X, Y) on the product space (
Applications involve specific realisations of Y, hence we require the likelihood function of Y given X = x. Let λ Y be a diffuse reference measure on Y (the standard case is when Y is a bounded subset of R d and λ Y is the Lebesgue measure).
Let P (n)
Y|X (·|x) denote the restriction of P Y|X (·|x) to Y n . We assume that for each 
provided the integral exists.
is well defined for all complex valued measurable g, h satisfying g ≤ 1, ||h|| ≤ 1 since the latter implies G Y|X [h|x] ≤ 1. In the interest of brevity henceforth, we denote
. . , ζ m ] to indicate that we differentiate w.r.t. the first argument of G X,Y zero times and differentiate w.r.to the second argument m times.
An important case of the bivariate PP is when there is a bijection m between the points of the process X and Y for almost all their realisations. In this case each realisation (x, y) can be represented as a collection of points (x i , m(x i )), x i ∈ x, m(x i ) ∈ y and all m(x i ) are distinct. It is common to refer to this representation as a marked PP with position space X and mark space Y. In the sequel we will be dealing with a particular case of bivariate processes where the marks m(x i ) for each point x i in a realisation x of X are drawn independently from distributions M (·|x i ) for a given kernel M (dy|x). This defines the conditional distribution of Y as
if the cardinalities of x and y are equal and 0 otherwise. By construction, P Y|X (∅|∅) = 1. We used above the symmetrisation notation meaning averaging over all permutations of indices: if x has n points and σ is a permutation of (1, . . . , n) then
If X is Poisson, then substituting (2.4) and (2.9) into (2.8), the terms combine to
, corresponding to a Poisson PP on the product space with intensity measure V X,Y (dx dy) = V X (dx)M (dy|x). This fact is known as the Marking theorem for a Poisson process and reflects independence of its points (see, e.g., [9, p.55 
]).
3. Problem Statement. We aim to characterise the probability distribution of X conditional on a realisation y = (y 1 , . . . , y m ) of Y which is defined to be
provided that P X (dx)p Y|X (y|x) > 0, where p Y|X (y|x) is the likelihood of the realisation y of Y given X = x. (We use the subscript X|y as an abbreviation of X|Y = y.) We will consider both a Poisson and Gauss-Poisson prior for X. We will also characterise the p.g.fl. of the posterior:
Our interest in characterising G X|y is because one then obtains the intensity measure V X|y (·) of P X|y straightforwardly by differentiation. The intensity measure V X|y plays a central role in online filtering of a PP observed in noise (see Section 5.) It is possible to compute V X|y using numerical methods such as Sequential Monte Carlo [5, 21] . The intensity is regarded as a "sufficient statistic" for P X|y . In fact it can be shown that a Poisson PP with intensity V X|y is the best Poisson approximation to P X|y in the Kullback-Leibler (KL) sense [13] (see also Lemma A.3).
3.1. Observation Process Model. Our goal is to characterise P X|y for a specific (but quite general) observation model and different priors on X. In this section we present the model for the generation of the observed process Y.
Our model for the observed process covers thinning, Markov shifts and superposition of false observations. Applications of this model include multi-target tracking [13] and spatial statistics [11, 12] .
(Detections.) Consider a realisation x = (x 1 , . . . , x n ) of X. Each point x i in the realisation generates a Y-valued observation in the set A ∈ B(Y) with probability
is a transition kernel with density l(·|x) relative to the reference measure λ Y . This happens independently for each x i . The set of such points
, is the probability that the point x generates no observation. Subset of the points of X generating no observation is denoted by X. Finally, Θ stands for the finite PP on Y of observations induced by X.
(Clutter.) In addition to the detection PP Θ generated from X we also observe points unrelated to X, which are termed clutter. We model clutter by a finite Poisson PP K on Y with intensity measure V K . We assume that K is independent of the hidden PP X and the detection PP Θ. We assume that V K admits a density with respect to the reference measure λ Y on Y,
The observed process Y is then a superposition of the detection PP Θ and the clutter PP K.
4. Posterior Characterisation. This section presents the main results of the paper where we characterise P X|y and G X|y [g] for the observation model described in Section 3.1. We commence first with a Poisson hidden process and then present the results for a Gauss-Poisson hidden process.
Characterisation of the Posterior for a Poisson Prior.
The characterisation of G X|y for a Poisson X was first established in [13] . The author characterised conditional p.g.fl. in closed form by differentiating the joint p.g.fl. This is a general proof technique that we follow up on in Section 4.2 when dealing with a Gauss-Poisson hidden process. However, it is a rather technical approach that does not exploit the structure of the problem nor does it shed light on the structure of the conditional process X given the observation y. In this section we derive P X|y for a Poisson prior explicitly (and not implicitly through its p.g.fl.) and express it in closed-form. The result is new and the proof is novel as well as intuitive. We commence by outlining the proof technique.
The basic idea is to use the above mentioned decomposition of the hidden PP X into superposition of X and X, where X is unobserved while X is observed in noise (through Y). Since X is obtained from X by independent marking then both X and X are independent Poisson with respective intensity measures
, see, e.g., [9, p.55] . This decomposition sheds light on the structure of the posterior: since X is unobserved, its law is unchanged after observing Y. As for X, let its posterior be P b X|y . Thus, the desired posterior P X|y is
where * denotes convolution, which follows since X is the superposition of X and X. In the special case when there is no clutter, P b X|y is a Binomial process comprising of the same number of points as in y as every point in y is an observation of one and only one point of X. When there is clutter, assuming there were m observations in total, P b X|y is a distribution on X ∪ with support entirely on n≤m X n . In Proposition 4.1
X|y is characterised explicitly by (4.3) and the result of the convolution is expanded in (4.4).
To formulate the result, we need a further notation. Introduce M = {1, . . . , m}, N = {1, . . . , n} and let S(K, K ) be the set of all bijections between two finite sets K and K of the same size. It is also convenient to extend the phase space X to X = X ∪ {∆ 1 } by adding an isolated point ∆ 1 . All the points of the clutter process K are artificially put at ∆ 1 .
Proposition 4.1. Suppose that both processes X and K are Poisson with intensity measures V X and V K admitting densities v X (x) and v K (y) w.r.t. reference measures λ X on X and λ Y on Y, respectively. Then the observation process Y is also Poisson with the density v Y given by
The conditional distribution of X given observation y = (y 1 , . . . , y m ) of Y coincides with the distribution of the superposition of two independent processes: Poisson process X of unobserved points with intensity L(Y|x)v X (x), x ∈ X , and the restriction onto X of a binomial process X with m points in X = X ∪{∆ 1 } with conditional distribution
3)
where µ(dx |y) is given by (4.7). Equivalently,
The intensity (or first moment) of P X|y has density
Proof. Define a new point process which we call Ξ. Formally, Ξ is a marked point process with position space X = X ∪ {∆ 1 } and mark space Y = Y ∪ {∆ 2 }, where {∆ 1 }, {∆ 2 } are two isolated one-point sets not elements of neither X nor Y. Specifically, every point of the clutter y ∈ K gives rise to a point (∆ 1 , y) and thus carries its position y as its mark. Then each point x ∈ X receives the mark corresponding to its observation y and the mark ∆ 2 if it generates no observation, see Both processes X and K are Poisson and observation positions are determined independently for each point. Thus, appealing to the Superposition and Marking Theorem for a Poisson process (see, e.g., [9, p.16,p .55]) it can be seen that Ξ is also a Poisson process in the product space X × Y driven by an intensity measure
as the clutter is observed by definition. The projection of points of Ξ that fall in X × Y and X × {∆ 2 } onto X decomposes the process Ξ into the Poisson processes of observed points X and unobserved points X mentioned above. Now, conversely, consider the second coordinate Y as position space and the corresponding first coordinates as marks. Then, using V Ξ (dx , dy ), we can express the mark distributions µ(dx |y ), y ∈ Y which, as before, has the meaning of the conditional distribution of the mark x of a point of Y in location y . We are interested in the observed locations, i.e. when y = y ∈ Y.
Although it is possible to deal with non-diffuse measures, for the sake of simplicity and keeping in mind applications considered in this paper we assumed above that V X , V K and almost all L(·|x) have the densities v X , v K and l(·|x) with respect to their corresponding reference measures λ X and λ Y . Then the intensity function of Ξ (the density of
and v Ξ (∆ 1 , y) = v K (y). The marginal density at y is then given by (4.2). Hence, the mark distribution µ(dx |y) has two components: diffuse supported by X and atomic concentrated on {∆ 1 }:
which, in view of (2.9), gives rise to (4.3). Expression (4.7) can be interpreted as follows: an observed point y ∈ Y is a clutter point with probability 1 − q(y) = v K (y)/v Y (y) and with complimentary probability q(y) is an observation of some x distributed with probability density q
Again, marks received by points of Y and, generally, multiple points at ∆ 2 are independent since they are defined through the bivariate Poisson process Ξ. As a consequence, the conditional distribution of X which is X and multiple points at ∆ 1 given realisation y = (y 1 , . . . , y m ) of Y corresponds to the superposition of two independent processes on X . One is the Poisson process X of non-observed points with density L(Y|x)v X (x), x ∈ X which projects onto X from X ×{∆ 2 }. The other is the Binomial process of m independent points in X each following the mark distribution (4.7) of one of the points of y. These two processes give rise to the corresponding two terms in the expression for the conditional intensity (4.5). Taking into account all possible associations of points of x = (x 1 , . . . , x n ) with points of y and ∆ 2 , one arrives at (4.4) with L 1 corresponding to the clutter points, L 2 -to the set M 1 of X-points generating observations in different combinations and L 3 -to the set N \ N 1 of unobserved points.
Corollary 4.2 (Mahler [13] ). Conditional p.g.fl for a Poisson X given observations y is given by
for any non-negative real valued bounded function g and v Y given by (4.2). Proof. Extend the function g onto X ∪ {∆ 1 } by setting g (x ) = g(x) 1I X (x ) + 1I ∆1 (x ). According to the statement of Proposition 4.1, P X|y corresponds to the superposition of two independent processes: a Poisson process X with intensity measure V X (dx)L(Y|x) and the restriction to X of a binomial process X . Hence
Now using (4.7) we come to (4.8) . Note that the conditional intensity expression (4.5) can also be obtained by differentiating (4.8) at g = 1.
The proof of Proposition 4.1 also characterizes the distribution of the origin of the measurements, i.e., whether they are target generated or clutter. (The notation below was defined prior to Proposition 4.1.) Corollary 4.3. Let M 1 ⊆ M index the observations that are target generated while M \ M 1 indexes clutter. P (M 1 |y) = i∈M1
Proof. Consider the restriction of the process Ξ defined in the proof of Proposition 4.1 to X × Y. Consider the second coordinate Y as position space and the corresponding first coordinates as marks. Then conditioned on the observed positions, the marks are independently distributed according to (4.7) from which the result follows.
4.2.
Characterisation of the Posterior for a Gauss-Poisson Prior. Consider two independent Poisson PPs, one of which is on X and the other on X × X . The Gauss-Poisson PP X, introduced in [16] , can be represented as the superposition of the realisations of the two independent PPs to form a single unordered set in X [2] . Let W be the Poisson PP on X with intensity V W (dx) while Z the Poisson PP on X × X with intensity V Z (dx 1 , dx 2 ). Associating a pair of points x 1 , x 2 in X to every point (x 1 , x 2 ) in a realisation of Z, the superposition of these pairs and the points of W gives rise to a GP X with p.g.fl.
Brillinger's representation [2] of a GP process implies that, instead of P X|y , it is equivalent to characterise the posterior P W,Z|y (dw × dz) which is a joint probability distribution on the product space X ∪ ×(X × X ) ∪ while the prior was the product of independent Poisson distributions P W (dw) and P Z (dz). As in the Poisson case of Section 4.1, the prior is not conjugate for the observation model and the posterior will no longer be GP. Thus, we aim to find the best GP approximation to it in KullbackLeibler (KL) sense.
Let the reference measure on X ∪ ×(X ×X ) ∪ be the direct product of the reference measures P ref and Q ref defined on X ∪ and (X × X ) ∪ respectively, where the priors satisfy P W P ref and P Z Q ref .
Using standard results concerning densities on product spaces, minimising the KL criterion, KL( P W,Z|y P 1 ⊗ P 2 ) = dP W,Z|y log dP W,Z|y d (P 1 ⊗ P 2 ) (4.10) with respect to P 1 ⊗ P 2 is equivalent to maximising (see the proof of Lemma A.3)
where the second line follows from the fact that the density of P 1 ⊗ P 2 w.r.to
. We see immediately that the marginals P 1 = P W|y (dw) and P 2 = P Z|y (dz) is the solution. We may now combine this observation and Lemma A.3 in the Appendix to obtain the following result. (Lemma A.3 characterises the best Poisson fit to the marginals.) Proposition 4.4. Minimising KL( P W,Z|y P 1 ⊗ P 2 ) with respect to P 1 ⊗ P 2 with the additional restriction that P 1 and P 2 are Poisson is solved by the Poisson distributions with intensity measures of P W|y (dw) and of P Z|y (dz).
The proof technique employed in Section 4.1 to characterise the posterior equally applies for P W,Z|y . However the convolution of the law of the unobserved and the posterior of the observed process would be cumbersome in this case. It is algebraically more convenient for us to complete the result by first characterising G W|y [g] and
(The intensity measure of the marginals may then be obtained by differentiating these p.g.fl.s.) To do so, we will require the following definitions.
(4.11)
It follows from the defined observation model in Section 3.1, the conditional p.g.fl.
Specifically, the expression follows from the fact that each point w i in W (and z j,i in Z) generates an observation independently of the remaining points and the clutter process is independent. We now define the joint p.g.fl.
where Π w was defined immediately after (2.8). Define the following p.g.fl.s:
Let σ{j; m} denote the set of all distinct partitions of {1, 2, . . . , m} into j sets of cardinality 2 and a single set comprised of the remaining m − 2j elements. We denote an element of σ{j; m} by σ = ({σ 1 , σ 2 }, . . . , {σ 2j−1 , σ 2j }, {σ 2j+1 , . . . , σ m }). The proof of the following result appears in the Appendix. 
where g, f are real valued non-negative functions satisfying g ≤ 1, f ≤ 1.
We may differentiate G W|y [g] and G Z|y [f ] to obtain the intensity measures of Proposition 4.4:
where a i , b i,j and C are constants and the number of terms in the double sum is m(m − 1)/2. (The exact expression for these constants can be easily deduced from the expressions for G W|y [g] and G Z|y [f ].) However, computing these constants is computationally prohibitive for large number of observations m and below we detail a simple approximation scheme. The basic idea is to retain only those terms that contribute most to the evaluation of a i , b i,j and C in the sense to be made precise now.
A convenient modeling assumption is that the observation kernel admits the following representation: 20) where p D (x) is the detection probability and l(y|x), which integrates to one, determines the distribution of the observations. Let also the detection probability be uniformly bounded by a constant p D (x) ≤ β. The parameter β will subsequently be varied from 0 to 1, but it will have no effect on l(y|x) in (4.20) ; it serves only to diminish the detection probability. 1] where the weighting term is proportional to j i=1 ω σ2i−1,σ2i [1] . Thus V W|y is also a mixture of intensity measures (which are uniformly bounded in β), one from each p.g.fl., with the same weight as its corresponding p.g.fl. All intensities in the numerator and denominator of V W|y having one or more ω term in its weight is o(β). Ignoring all terms in the mixture with an o(β) weight would give rise to an o(β) approximation to V W|y .
2 (A similar argument applies for an o(β) approximation to V Z|y .) Thus an o(β) approximation to the first moments in (4.18)-(4.19) is C = 1, b i,j = 0 for all i, j and
Proceeding similarly, to obtain an o(β 3 ) approximation, note that any weight with two or more ω terms is o(β 3 ). The corresponding o(β 3 ) approximation to V W|y and V Z|y is obtained by omitting mixture terms with o(β 3 ) weights, which yields (4.18)-(4.19) with
5. Application to Filtering. In this section we apply the formulae for the posterior derived in Section 4.2 to an online filtering problem defined as follows. We do so for the case when the hidden process is GP as it yields a new algorithm that generalises the Poisson hidden process case originally derived in [13] ; the latter is recovered as a special case.
Let {(X k , Y k )} k≥0 be a discrete-time bivariate process where • the hidden process {X k } k≥0 is a Markov chain with state space X ∪ .
• The observed process {Y k } k≥0 takes values in Y ∪ and conditioned on {X k } k≥0 , {Y k } k≥0 is an independent sequence. Furthermore, for any k the distribution of Y k depends on X k only. This is the standard hidden Markov model (HMM) framework but defined on a general state space; see [8, 3] for background theory. The distribution of Y k given X k has been described in Section 3.1. Below, we described the hidden process dynamics.
5.1. Hidden Process Dynamics. In Section 4.2, when considering the GP hidden process, it was equivalent to represent X k as (W k , Z k ) where W k and Z k are independent Poisson processes on X and X × X respectively. The dynamics of {(W k , Z k )} k≥0 now described, which are general enough for many target tracking applications, has the important property that the distribution of (W k , Z k ), for all k, is the product of independent Poisson distributions.
Given a realisation w = (w 1 , . . . , w n ) and z = (z 1 , . . . , z m ) of Z k and W k respectively, we describe the transition to (W k+1 , Z k+1 ). The hidden process dynamics is comprised of Markov shifts, spawning and independent birth . All points of W k and Z k undergo a Markov shift while only points of W k may spawn. The independent birth process is defined on X only although one may trivially do so for X × X as well. We assume W k and Z k are independent Poisson processes with intensities V W k and V Z k .
Consider a realisation w = (w 1 , . . . , w n ) and z = (z 1 , . . . , z m ) of W k and Z k respectively. The transition to (W k+1 , Z k+1 ) is defined as follows:
(Markov shift.) Let F 1 : B(X ∪ X 2 ) × X → [0, 1] be a Markov kernel. Let F 1,1 (·|x) denote the restriction of F 1 (·|x) to B(X ) while F 1,2 (·|x) its restriction to B(X 2 ). Each point w i of w undergoes a Markov shift through F 1 (·|w i ) independently of the remaining points in w and that of z. The probability w i is deleted is 1 − F 1,1 (X |w i ) − F 1,2 (X 2 |w i ), the probability it survives and does not spawn is F 1,1 (X |w i ), while the probability it survives and spawns is F 1,2 (X 2 |w i ). If w i survives and does not spawn the kernel F 1,1 (·|w i ), upon normalisation, determines the new location of w i . For example, w i is shifted into A ∈ B(X ) with probability F 1,1 (A|w i ). If w i survives and spawns then the new location of w i and its child are jointly determined by the kernel F 1,2 (·|w i ) (upon normalisation).
Similarly, let
] be a Markov kernel, let F 2,1 (·|z) be its restriction to B(X ) and F 2,2 (·|z) its restriction to B(X 2 ). Each point z i of z is shifted into A ∈ B(X ) with probability F 2,1 (A|z i ) or B ∈ B(X 2 ) with probability F 2,2 (B|z i ). This occurs independently of the remaining points in z and that of w. Since for each z, F 2 (X ∪ X 2 |z) = F 2,1 (X |z) + F 2,2 (X 2 |z) ≤ 1, the point z itself may be deleted. (Independent Birth.) New points unrelated to w and z are generated. Let Γ be a Poisson PP on X with intensity V Γ that describes the new points generated, i.e., the realisation of Γ is the new points.
The specification of the kernel F 2,2 which governs the motion of the parent and spawned target is flexible. If targets that spawn have a more constrained motion compared to childless targets, e.g. they move slower or move in unison with their child, then this may be effected with a suitable choice of kernel F 2,2 . If in the application targets do not spawn but can generate more than one measurement and the probability of doing so is location dependent, then the kernel F 1,2 may be selected so that the "spawned" target coincides in location with its parent. It is natural to assume that the probability of generating more than one measurement will be location dependent. For example, when a target is closer in proximity to the measurement acquisition sensor, the resolution is improved and the sensor may be able to resolve individual features on the target [6] . The limitation in our model is the fact that no more than two measurements are allowed.
Given that each point of w and z undergoes a Markov shift independently of the remaining points, and the birth process is independent, we may invoke the Superposition and Marking theorems for a Poisson process [9] to conclude that:
Proposition 5.1. W k+1 and Z k+1 are independent Poisson processes with intensities
5.2. Online Filtering. The prediction step in (5.1)-(5.2) may be combined with update formulae in (4.18)-(4.19) to give the following algorithm for the online filtering of the HMM {(X k , Y k )} k≥0 where the observation process was defined in Section 3.1. The basic idea behind the filter below is as follows. We assume that the law of 
Update: Upon observing Y k = (y 1 , . . . , y m ) (m is not fixed!) update the intensities V W,k|k−1 and V Z,k|k−1 using (4.18) and (4.19) to obtain V W,k and V Z,k . For the o(β) approximation, C = 1, b i,j = 0 for all i, j and
For the order o(β 3 ) approximation, a k , b i,j and C are given by (4.22)-(4.24) with
6. Conclusion. This paper was geared towards a practical on-line filtering approach for a Markov-in-time hidden spatial PP observed in noise with applications to target tracking. We considered both a Poisson and Gauss-Poisson hidden process, and an observed process constructed via thinning, displacement and augmentation with clutter. The intensity measure played a central role in online filtering. While it is not practical to compute the posterior numerically, the intensity can be computed using Sequential Monte Carlo based numerical schemes [5, 21] . In the case of the Poisson prior, we were able to provide a closed-form expression for the posterior of the corresponding static problem, from which several corollaries followed. For a Gauss-Poisson hidden process, we characterised the best product of Poisson approximation to the posterior. This result was then applied to a Markov-in-time Gauss-Poisson hidden process which undergoes thinning, displacement and augmentation to yield a new filter.
Appendix A. Proof of Proposition 4.5.
Our proof technique below is inspired by [13] where for a Poisson prior, G X|y [g] was given in closed-form by differentiating the joint p.g.fl. (Note that P X|y for this case was characterised in closed-form in Section 4.1.) While we will also characterize the posterior by differentiating the joint p.g.fl., the technical arguments used in the proof of Proposition 4.5 below are entirely different.
We will need the following technical Lemma concerning the validity of interchanging the order of integration and differentiation. (This issue was not addressed in [13] .) The proof of this lemma is omitted as it is a standard (but tedious) application of the Dominated Convergence Theorem.
Recall the definition of the observed process in Section 3.1. The observed process Y is the superposition of the detection PP Θ and the clutter PP K. The various independence assumptions in the definition of these processes give rise to the following expression for the conditional p.g.fl. of Y given X = x:
where G Θ|X [h|∅] = 1 by convention. For any integer m, ζ i ∈ U(X ), i = 1, . . . , m, and
where |x| denotes the dimension of x, then for any ζ i ∈ U(Y), i = 1, . . . , m, h ∈ U(Y) with h < 1 and g ∈ U(X ) with g ≤ 1,
Remark A.2. In the expression (A.1) for G Y|X [h|x], a Poisson clutter process K was included. We remark that the lemma still holds true also for non-Poisson clutter as long as G K is continuously k-times differentiable. This is indeed satisfied for a Poisson K and in fact, for a Gauss-Poisson clutter process too. (The latter being important for Proposition 4.5 below).
Proof. 
corresponds to the p.g.fl. of a Poisson PP on Y with intensity measure
We outline the three main steps to derive the conditional functional G Z|y [f ].
Step 1: The first step in the proof is to derive the explicit formula for G As such, the formula of Newman [16] for the derivative of the p.g.fl. of a GP PP may used. Consider (4.14) and (4.15) for a fixed f and g = 1. We redefine the left hand side of (4.14) and (4.15) as
to make explicit the dependence on y i , y j . (Note that f and g are suppressed from the notation since they are fixed. Also, the dependence of (4.14) and (4.15) on y i , y j was not made explicit therein because all formulae for the updated moments are for a fixed realisation of Y.) We now have [16] 
where the last equality follows from the penultimate by inspection.
Step 2: The second step is to prove the validity of the interchange of integration and differentiation, which Lemma A.1 asserted for the case when the hidden process is Poisson on X . In the present setting, Z is a Poisson PP on X × X . We assert that the interchange is still valid and the proof of its validity proceeds along the same lines as that of Lemma A.1. The key condition allowing this interchange is that for any k,
This integral is indeed bounded since for any λ, The second sum of the last line is bounded since sup n 2n n 2n − 1 n − 1 · · · 2n − k + 1 n − k + 1 < ∞.
Step 3: Since the interchange of differentiation and integration is valid we have 
and proceeds in three steps exactly as that for G Z|y [f ] just outlined. The term
] can be viewed as the p.g.fl. of a Gauss Poisson clutter process. Thus the hidden process is Poisson on X while the clutter is GP. For the first step, Lemma A.1 applies straightaway; see comments immediately following Lemma A.1. The remaining steps proceed as above. Let V X be the intensity of a PP X. The following result, proved in [13] , states that the Poisson PP with intensity V X is the best Poisson approximation to P X in the Kullback-Leibler (KL) sense. The result is restated below and proof included for completeness as it was required for Proposition 4.4.
Lemma A.3. The solution to arg min P Poisson dP X log dP X dP satisfies V * = V X where V * is the intensity of the minimising P * and V X is the intensity of P X .
Proof. Let λ be a finite diffuse measure on X and the reference measure on (X ∪ , σ(X ∪ )), P ref , be the distribution of the unit rate Poisson PP with intensity measure V ref = λ(·)/λ(X ). Since P X P P ref , using the standard result concerning densities we have,
, and it is equivalent to solve arg max P Poisson dP X log dP dP ref
Expanding the integral gives (while ignoring constant terms)
where v X is the density of V X w.r.to λ. The first integral of the third line follows from Campbell's theorem [18] . The first term of the upper bound in the last line follows from the non-negativity of the KL criterion while the second term follows from the fact that arg max ρ n p n log(e −ρ ρ n n! ) = n np n where {p n } is a probability on the non-negative integers.
