Abstract. A class of quasilinear elliptic differential operators defined on mappings between manifolds is introduced and studied. In arbitrary local coordinates, such an operator is a quasilinear elliptic differential operator that sends a mapping between manifolds to a vector field along this mapping.
The present paper is devoted to the theory of quasilinear elliptic differential operators acting on the mappings u : M → M , where M and M are smooth manifolds without boundary. By a differential operator A we mean a correspondence that sends every smooth mapping u to a vector field M x → Au(x) ∈ T u(x) M along u such that, in arbitrary local coordinates, this correspondence has the form of a differential operator. Such an operator is called quasilinear elliptic if it is a quasilinear elliptic differential operator in any local coordinates (it can easily be shown that this property is invariant under the changes of coordinates in M and M ). For brevity, in this Introduction, quasilinear elliptic differential operators will be called elliptic operators. An equation of the form Au(x) = 0, where A is an elliptic operator, is called an elliptic equation. 1 Presently, there is no general theory for elliptic operators on mappings of manifolds. Despite this, the solutions of certain elliptic equations have been studied extensively during the last fifty years, mainly, for the needs of geometry. First of all, this concerns the harmonic map and pseudoholomorphic curve equations. The solutions of these equations (harmonic mappings and pseudoholomorphic curves) are effective tools in Riemannian and symplectic geometries (see the surveys [13] , [14] and the fundamental paper [15] ). As a result pertaining to geometry and partial differential equations simultaneously, we mention a Lefschetz type formula obtained in [20] for the algebraic number of contractible solutions of the Cauchy-Riemann type equations (0.1) ∂u ∂z = f(z, u(z)), u :
where M is a Kähler manifold. §1 of the present paper is preliminary; here we introduce all necessary differentialgeometric notation. In §2, we introduce the notions of a differential and a quasilinear differential operator and also define their symbols. After that, we define a (quasilinear differential) elliptic operator A as an operator the symbol of which is nondegenerate. The linearization A * (u) of A at a mapping u is a linear differential operator acting on the sections of the bundle u * T M . This operator is elliptic if so is A. Respectively, the index of an elliptic operator A can be defined as the index ind A * (u) of its linearization. Since the index is homotopy invariant, the index of an elliptic operator only depends on the homotopy class [u] of u, ind [u] A = ind A * (u). Examples of several families of elliptic operators are given in §4 (by a family of operators we mean an operator depending on an additional functional parameter running over a certain infinite-dimensional space F). In particular, in §4 we discuss variational elliptic operators A that are the Euler-Lagrange operators of the corresponding variational problems. The indices of such operators are equal to zero.
Next, we introduce the moduli space M A, [u] for solutions of an elliptic equation (more precisely, of a family of equations). This space is defined as the set of all pairs (u, f), where f is a functional parameter of the equation and u is a solution of a fixed homotopy type [u] . By definition, the natural projection of the moduli space is the mapping π A : M A, [u] → F, (u, f) → f. 1 We note that, though the class of equations in question is sufficiently large (see §4), it does not exhaust all known elliptic equations. Thus, pseudoholomorphic curves [15] , [21] are solutions of a homogeneous equation for the Cauchy-Riemann operator∂u(x) = 0, where∂u(x) is not a vector in the tangent space T u(x) M but a linear operator TxM → T u(x) M (see Subsection 4.2). Our definitions and methods can be generalized to a wider class of elliptic equations including the equations of pseudoholomorphic curves, but this would complicate the exposition.
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A (f) consists of a finite number of points, and the parity of this number does not depend on f.
Thus, the classes of elliptic equations with compactness property are particularly interesting and promising objects of study. Unfortunately, no specific properties of an elliptic equation (and of the manifolds M and M ) responsible for the compactness property are known at present. The corresponding families of elliptic equations can be presented on a short list. Three of these families are discussed in the last section of this paper.
The present paper is a survey of the basics of the theory of elliptic equations for mappings between manifolds. In addition to new results, it contains well-known statements and also generalizations of some facts known for specific operators to the case of general elliptic operators. The corresponding references and explanations are given in the text.
In a subsequent paper, the authors plan to discuss the orientability of moduli spaces and related problems and results. Cf. [20] , where this was done for the moduli space of the contractible solutions of equations (0.1).
Agreements. Throughout the paper, unless otherwise stated, smoothness means C ∞ -smoothness; all manifolds, bundles, and mappings are smooth, and the operators under consideration have smooth coefficients. By M and M we denote connected smooth paracompact Hausdorff manifolds without boundary and having dimensions n and n , respectively. The Einstein summation rule with respect to repeating indices is adopted throughout. §1. Basic notation
Covariant differentials of mappings.
Let ∇ and ∇ be torsion-free connections on M and M , respectively, and let u be a smooth mapping from M to M . For each k ∈ N, we define a k-linear form
as follows. If k = 1, then Du = du is the differential of u. If the multilinear form D k−1 u has already been defined, then we view it as a section of the bundle where X 0 , . . . , X k−1 are smooth vector fields on M , and ∇ is the connection on the bundle (1.2), i.e., the tensor product of the connections ∇ and ∇ . The multilinear form
where X 1 , . . . , X k ∈ C ∞ (T M) and S k is the symmetry group of degree k. 
where the dots hide the "covariant terms" containing only the derivatives of u of order less than k. If two multiindices (i 1 , . . . , i k ) and (j 1 , . . . , j k ) coincide up to permutation, then they determine the same vector. In particular, 
Jet manifolds. For smooth manifolds M and M , we denote by
In particular, J 0 = M ×M , and the 0-jet extension of u is simply its graph j 0 u(x) = (x, u(x)). The manifold J k fibers over M × M via the mapping
For an integer s, 0 ≤ s < k, we have the natural projection
x ∈ M , which determines a fibering of J k over J s . The mappings
are called the source mapping and the target mappings (of jets), respectively. In particular, Π = Π 0 and Π = Π 0 are the usual projections to the factors. We put
where
Here, ∂ p u(x) denotes the row of all partial derivatives of order p of u at x. This row determines an element of L p sym (R n , R n ). If x and u belong to local charts O ⊂ M and O ⊂ M of the manifolds M and M , respectively, then the set p 
where the dots stand for the summands that only involve the derivatives of u of order less than p. We note that, in general, J k is not a vector bundle over M × M , because the isomorphism between the fiber over (x, u) ∈ M × M and the space J k (n, n ) may fail to be canonical, i.e., it depends on the choice of a local system of coordinates.
We denote by L
sym equal to the trivial bundle over M × M with zerodimensional fiber. We note that the mapping 
Observe that if M and M are Riemannian manifolds, then the metrics g and g give rise to the following natural metric ·, · on the bundle L k sym :
where D k u 1 and D k u 2 are elements of (1.6). Moreover, the Levi-Civita connections of the metrics g and g determine a connection in L k sym compatible with the metric (1.7). If k = 1, then the fiber (1.6) is a space of operators, and the metric (1.7) determines the Hilbert-Schmidt norm in this space.
We denote by
sym the total space of the Whitney sum of the bundles J
Given torsion-free connections on M and M , we define the mapping
k is a diffeomorphism yielding an isomorphism of bundles,
Moreover, in the natural local coordinates this mapping has the form
and T is a smooth mapping.
The proof follows immediately from the local representation (1. 
The section A is called the system of coefficients of the differential operator A, and the bundle (Π k ) * T M is called the bundle of coefficients. Let M be another smooth manifold, and let φ : M → M be a smooth mapping. We denote by Π k the natural projection
for every smooth mapping u : M → M . In particular, if φ is a diffeomorphism, then the relation of φ-connectedness is bijective. If φ : M → M is a smooth mapping, then two operators A and A defined on the mappings from M to M and to M , respectively, are said to be φ-connected if
Definition 2.1. A section A is said to be quasilinear if in arbitrary natural local coordinates it has the form (2.2)
By (1.5), the notion of quasilinearity is well defined relative to the change of coordinates. Moreover, from (1.5) we obtain the following statement. Example. Every section A of (Π 1 ) * T M can be regarded as a morphism of bundles, (2.4)
1 is a vector bundle, a section A is quasilinear if and only if the morphism (2.4) is fiberwise affine. Such a section A has the form
where A 1 is a morphism of the vector bundles J 1 and (Π ) * T M over M × M (the principal part of A) and g is a section of (Π ) * T M .
Definition 2.2.
A differential operator of the form (2.1) is said to be quasilinear of order k if its system of coefficients is a quasilinear section of the bundle (Π k ) * T M .
The set of quasilinear differential operators of order k is a vector space, which we denote by DO k (M, M ). Now, we show that the notions of a symbol and ellipticity are well defined for such operators.
Let A be a quasilinear differential operator of order k, and let A k be its principal part. The isomorphism
k is the kth symmetric power, allows us to identify the fiber of the bundle
. This makes the following definition consistent. Definition 2.3. By the symbol of a quasilinear differential operator A we mean the and every nonzero w ∈ T *
is an isomorphism.
where, as before, ∂ p u(x) is the row of all partial derivatives of u of order p at x. By the isomorphism (2.5), every linear operator
. . , k, such that the collections (i 1 , . . . , i k ) that coincide up to permutation correspond to the same matrix. Let (x 1 , . . . , x n ) and (u 1 , . . . , u n ) be bases of the spaces R n and R n , respectively. The same letters with superscripts will denote the dual bases, which determine coordinate systems in R n and R n . We have
, where α, β = 1, . . . , n , and writing the quasilinear mapping (2.2) explicitly, we obtain
Thus, in the case where M = R n and M = R n , our definition of a quasilinear differential operator coincides with the classical one. In particular, the "characteristic polynomial" σ A (w) of A is the following (n × n )-matrix:
where w ∈ R n * and w 1 , . . . , w n are the coordinates of w in the basis x 1 , . . . , x n . Ellipticity means that for all j k−1 u ∈ J k−1 and w ∈ R n * , w = 0, the matrix (2.7) is nonsingular.
This example shows that, in local coordinates, the elements DO k (M, M ) are usual quasilinear differential operators, and formula (2.7) gives the form of the symbols of such operators in the natural local coordinates.
In view of Definition 2.1, the next statement is clear. For the convenience of future references, we formulate it as a lemma. Example (first order differential operators). A first order differential operator is determined by a morphism A of bundles,
Lemma 2.2. The mapping
where A 1 is a morphism of the vector bundles J 1 and (Π ) * T M over M × M (the principal part), and g is a section of the bundle (Π )
where, as before, the A 1 i are matrix-valued functions. The symbol σ A of the operator A looks like this:
x M . If we pass from one system of local coordinates on M to another, the matrices A 1 i change in accordance with the rule
In particular, for an arbitrary pair of local coordinates on M and M , if the matrices A 1 i (x, u) in these coordinates are scalar, A 1 i (x, u) = a i (x, u)I (in this case we say that the operator has a scalar symbol), then the collections {a i (x, u)} determine a nonautonomous smooth vector field on M depending on the additional parameter u ∈ M . In other words, such an operator is given by the rule
and its symbol
is the operator of multiplication by w · a(x, u) on T u M , where · denotes the pairing of a covector w ∈ T * x M and the vector a(x, u). In particular, A is elliptic only if dim M = 1 and a(x, u) = 0.
2.2. Using connections. Quasilinearity. Suppose that manifolds M and M are equipped with torsion-free connections ∇ and ∇ , respectively. In this case, the class of quasilinear differential operators has an equivalent definition, which is more convenient for the treatment of specific operators. The corresponding definitions are given in the present and the next subsections.
Every section of the bundle (Π k ) * T M , where Π k : J k → M is the target mapping, can be regarded as a morphism of bundles, 
Observe that the bundles J k−1 ⊕L k sym over J k−1 and T M over M are vector bundles. For a morphism of such bundles, we have a well-defined notion of affinity as the fiber affinity of the mappings of the corresponding vector spaces. For every The proof follows immediately from Lemma 1.1. In particular, Lemma 2.3 implies that the notions of quasilinearity and the principal part of A in the sense of Definition 2.5 do not depend on the choice of the connections on M and M that determine the mapping I k . a differential operator covariantly. Namely, let A be a morphism of bundles,
Definition 2.6. A morphism (2.11) is said to be quasilinear if it is fiberwise affine as a mapping of vector spaces.
The linear part A k of a quasilinear mapping A determines a morphism of vector bundles in (2.11), called the principal part of A. As before, on the mappings u : M → M each morphism A determines a differential operator A of order k:
The morphism A is called the system of coefficients of the differential operator (2.12).
Definition 2.7.
The differential operator A given by (2.12) is said to be quasilinear of order k if the morphism A of bundles (2.11) is quasilinear.
A quasilinear differential operator A (in the sense of Definition 2.7) with the principal part A k has the form
where g is a smooth section of the bundle (π k−1 ) * T M . In particular, from (2.13) it follows that for every morphism A k of vector bundles (2.11), there exists a differential operator with the given principal part A k . For such operators, the notions of the symbol and ellipticity are defined in the same way as in the preceding subsection, with the replacement of the jet variety Proof. Let J k be the mapping occurring in Corollary 1.2. Let A be a differential operator in the sense of (2.12), and let A be its system of coefficients. Then, by Corollary 1.2, the operator
is the same differential operator, but now in the sense of (2.1). The form of the mapping J k in the natural local coordinates on J k shows (see Lemma 1.1) that, under this bijection, the quasilinear differential operators correspond to quasilinear differential operators. Moreover, the elliptic quasilinear differential operators correspond to elliptic operators. 
Basic properties.
In this section, we assume that M is a compact manifold, and that M is equipped with a Riemann structure g and some connection ∇ .
Let u be a smooth mapping of M to M , and let v be a smooth vector field on M along u. There always exists ε > 0 and a smooth mapping U of the product M × (−ε, ε) to M such that the family u t (·) = U (·, t), t ∈ (−ε, ε) has the following properties:
Indeed, it suffices to put u t (x) = exp u(x) (tv(x)). Then the existence of the required positive ε follows from the compactness of M and the lower semicontinuity of the injectivity radius on M (see [2] ). Now, let A be a differential operator of order k. We denote by ∇ * the connection on the bundle U * T M (the covariant differentiation along the mapping U ) induced by the connection ∇ on T M .
As is shown below (see Lemma 3.1), A * (u) is a linear differential operator whose value A * (u)v is determined only by the smooth mapping u and a vector field v along u. It follows that Definition 3.1 is independent of the choice of a family u t satisfying (3.1).
Relation (3.2) can be understood as follows. For each x ∈ M , the vector A * (u)v(x) is the value at t = 0 of the covariant derivative of the vector field Au t (x) along the curve u t (x), t ∈ (−ε, ε), on M . 
Corollary 3.2. A quasilinear differential operator A is elliptic if and only if for every
As another consequence of Lemma 3.1, we mention that the symbol of the linearized operator A * (u) is independent of the choice of a connection on M .
Let (
Then, in these coordinates, the derivative of a section of U * T M is given by the rule
where the Γ α βγ are the Christoffel symbols of the connection on T M . In particular, if u is a solution of the equation Au = 0, then
Thus, we arrive at the following statement.
Lemma 3.3. Let u be a solution of the equation Au = 0. Then, in arbitrary local coordinates, the linearization of the operator A at a point u can be defined by relation (3.5).
This definition survives if we change the coordinates and is independent of a Riemann structure on M .
The differential operator G of order zero acts by the rule
Its linearization G * (u) is determined by the operator field that has the following form in local coordinates:
For each x ∈ M , let u 0 (x) be a singular point of the vector field g(x, ·). Then the mapping u 0 is a solution of the equation Gu = 0, and the linearization
) coincides with the linearization of the vector field g(x, ·) at the singular point u 0 (x).
Remark. The assumption that M is compact (see the beginning of this section) was used only for proving the existence of a family u t satisfying conditions (3.1). If M is not compact, then the existence of the required family u t will be ensured if we assume, e.g., that M is complete.
Let A be a quasilinear elliptic differential operator of order k, and let u be a smooth mapping from M to M . Then the linearized operator A * (u) is elliptic and determines continuous mappings
of Sobolev spaces. (The same is true if u is a mapping of smoothness class
does not depend on s (see, e.g., [9] , [11] ) and is denoted by ind A * (u). Since the index of a linear operator is homotopy invariant, we see that ind A * (u) only depends on the homotopy class of the mapping u. Moreover, it is well known that the index ind A * (u) is determined by the symbol of A * (u); therefore, by Lemma 3.1, it depends only on the symbol σ A of A. If M is an oriented manifold, then a Riemann structure on M determines an inner product in the space of smooth sections of the bundle u * T M :
Let (A * (u)) * denote the differential operator formally adjoint to A * (u) with respect to the inner product (3.6). As is well known (see [9] , [11] ), the operators A * (u) and (A * (u)) * have finite-dimensional kernels and 
Thus, relation (3.4) implies that, in every system of local coordinates, the mapping defined by the relation
determines a differential operator of order k, and therefore, it is a linear differential operator of the same order. Moreover, the symbol of this operator has the form
where w ∈ T * x M and w = w i dx i . In particular, if a section A is quasilinear and represents a system of coefficients of A with principal part A k , then, by Definition 2.1, we have
It follows that the matrices (A k ) i1···i k constructed as in Subsection 2.1 coincide with the matrices (A ∂ k u ) i1···i k . Using the form (2.7) for the symbol of a quasilinear differential operator in local coordinates, we obtain relation (3.3). §4. Examples 4.1. An ordinary differential operator. Let M be the circle S 1 = R/Z, and let s ∈ [0, 1] be a parameter on M . We assume that M is a Riemannian manifold with metric g .
The first order elliptic differential operator d/ds acts by the rule
Its linearization (d/ds) * (u) maps each smooth vector field v along u to the vector field ∇ *
∂ ∂s
v, where ∇ * is the covariant differentiation along the curve u. Indeed, let u t be a family of mappings satisfying (3.1). Then, since the connection is torsion-free, we obtain
The operator (d/ds) * is formally antiselfadjoint in the sense of the inner product (3.6), i.e.,
. This relation can be obtained by integrating the identity
In particular, relation (3.7) and formal antiselfadjointness imply that the index of (d/ds) * is zero for each homotopy class of mappings from M to M . For a nonautonomous vector field f(s, u) on M , the solutions of the equation
coincide with the periodic trajectories of the vector field f(s, u).
More generally, we can consider differential operators of an arbitrary order defined on the space of smooth loops in M . It is natural to call such operators ordinary differential operators. The ordinary elliptic quasilinear differential operators have the following property: their index is zero at each homotopy class of loops in M . Indeed, a linearized operator acts on the sections of a vector bundle over the circle, and the index of such an elliptic differential operator is equal to zero.
The Cauchy-Riemann operator. Let
be the complex torus and M an arbitrary complex manifold. The following first order elliptic operators are defined on smooth mappings u : T 2 → M :
where z = x + iy ∈ T 2 . Their linearizations have the form
The index of the operator (∂/∂z) * is given by the formula (see, e.g., [21] )
where c 1 is the first Chern number of the bundle u * T M . Since the operators (∂/∂z) * and (∂/∂z) * are formally antiselfadjoint, they have equal indices by (3.7).
We note that an operator "of type ∂/∂z" cannot be defined for mappings from an arbitrary compact complex curve M to M . More precisely, an elliptic differential operator of the form (in local coordinates)
where a(z, u) is some complex-valued function (defined only in the given local coordinate
Indeed, as in the example in Subsection 2.1, for a fixed mapping u the functions {a(z, u(z))} corresponding to different local coordinates must change under a holomorphic change of coordinates in accordance with the following rule:
Consequently, the set of such functions determines a section of the antiholomorphic tangent bundle of M , which cannot have zeros since the operator is elliptic. By the Poincaré-Hopf theorem, a vector field without zeros exists only if the Euler characteristic of M is zero. It follows that M is a torus.
We recall that an even-dimensional manifold N is said to be almost complex if it is equipped with a smooth operator field J that determines a complex structure on any y = −I, y ∈ N . A smooth mapping of a complex curve M to an almost complex manifold N is pseudoholomorphic if
where i and J denote the complex structure and the almost complex structure on M and N , respectively. A smooth section f of (Π ) * T M gives rise to the following almost complex structure J f on the product T 2 × M (see [15] ):
Let u 0 be a smooth mapping from T 2 to M , and letũ 0 be the graph of u 0 , 
such that this solution is homotopic to u 0 .
We note that if M = CP n , then solutions of equation (4.2) arise naturally when we projectivize nonlinear homogeneous eigenvalue problems
Here F :
is a 1-homogeneous mapping with respect to U (i.e., F(z, µU ) = µF(z, U ) for all µ ∈ C) and smooth if U = 0. A solution of this equation is a pair (U (z), λ), where the mapping U is defined up to multiplication by a nonzero constant. Let p denote the canonical projection C n +1 \{0} → CP n . The relation
determines a nonautonomous smooth vector field on CP n . Moreover, if f(z, u) is such a vector field, then there exists a mapping F(z, U ) that satisfies (4.4) and is 1-homogeneous with respect to the second argument. Observe that the group Z ⊕ Z acts naturally on the solutions of (4.3),
The following statement can be checked by direct calculation (see [20] ).
Proposition 4.2. A pair (U (z), λ) satisfies (4.3) if and only if
is a contractible solution of (4.2). Distinct solutions of (4.3) correspond to the same solution of (4.2) if and only if they belong to the same orbit of the action (4.5).
Lagrangian problems.
Here, we describe a class of differential operators arising from the Euler-Lagrange equations for a certain class of variational problems. We assume that manifolds M and M have Riemannian metrics g and g with Levi-Civita connections ∇ and ∇ , respectively. For simplicity, we consider only the Lagrangians of the first order and assume that M is compact and orientable. Let L be a smooth real-valued function on J 1 (M, M ). On the set of smooth mappings from M to M , we consider the functional
By definition, the first variation of J(u) is the linear mapping J (u) :
where u t is a family of mappings satisfying (3.1). For the functional (4.6), the first variation has the form
where L(u) is a second order differential operator called the Euler-Lagrange operator. In local coordinates on M and M , this operator can be represented in the form
is the covariant derivative of the covector (∂L/∂u
]). Thus, relation (4.8) and Lemma 2.2 imply that the Euler-Lagrange operator
We recall that there is a natural inner product (3.6) on the space of smooth sections of the bundle u * T M . Proof. For all v, w ∈ C ∞ (u * T M ), there exists ε > 0 and a mapping
Indeed, we can put u t,s (x) = exp u(x) (tv(x)+sw(x)). Calculating the mixed derivatives of J(u t,s ) with respect to t and s, we obtain the relations
Since the connection is torsion-free, we have
Combining the above relations, we obtain
The lemma is proved. .7)). We consider the functional (4.6) with the Lagrangian
As in [13] , [14] , we use the notation e(u)(x) = L(x, u(x), du(x)) and call e(u) the energy density of a map u. The corresponding functional (4. 
Observe that the following relation is fulfilled:
Recalling (4.8), we finally obtain
In particular, the symbol σ τ = σ τ (x, u, ∂u) is scalar and has the form
x M , and w = w k dx k . The local form of τ (u) obtained above, Lemma 2.2, and the form (2.7) of the symbol in local coordinates show that the operator of harmonic mappings is a quasilinear elliptic differential operator. If M = R n is the Euclidean space, then τ (u) is also called the Laplace-Beltrami operator on M .
The paper [14] presents a classical treatment of harmonic mappings. For the progress in this field, see [13] .
Below, trace g means the trace (of a quadratic form) with respect to the metric g on M , and R denotes the connection curvature tensor on M . 
If u is a harmonic mapping, then the Hessian of the energy functional is given by the operator J(u) = −τ * (u), which is called the Jacobi operator for the mapping u.
We prove (4.10) for the case of the operator of closed geodesics. In the general case, the proof is only more technical.
Proof. The case of dim M = 1. In the notation of Subsection 4.1, we must linearize the operator
Let u t be a family of mappings satisfying (3.1). Then from the definition of the curvature tensor it follows that
Moreover, by (4.1),
Thus, the linearized operator has the form
which proves the proposition.
A remark on the construction of second order operators.
In this section, we present a method of constructing second order elliptic differential operators with scalar symbol. Let ∇ and ∇ be arbitrary connections on M and M , respectively, and let D 2 u be the second fundamental form of a mapping u, constructed with respect to these connections. By Definition 2.7, the trace of D 2 u with respect to an arbitrary Riemannian metric g on M yields the quasilinear elliptic differential operator In what follows, we assume that M is a compact manifold.
Manifolds of mappings. Let
, where m ∈ Z, m ≥ 0, be the Sobolev space of mappings from M to R N (see [11] , [21] ). For a smooth manifold M embedded in R N , we define the space H m (M, M ) as follows:
By a Hilbert (Banach) manifold we mean a Hilbert (Banach) manifold with separable model space (see [6] , [8] , [21] ).
Proposition 5.1 ([22]). If 2m
In a natural way, the Hilbert structure of the space H m (M, R N ) yields a Riemannian metric on H m (M, M ). Normalizing it (if necessary) and referring to the Sobolev embedding theorem, we may assume that the following inequality is fulfilled for all u, v ∈ H m (M, M ): 
Arguing as in [6] , [12] , we can prove that the transition functions 
The proof follows from the preceding proposition and the fact that if φ belongs to the class C m+r (R N1 , R N2 ) with r ≥ 0 and 2m > n = dim M , then
is a well-defined C r -smooth mapping of Sobolev spaces.
Spaces of functional parameters.
Let B be a smooth manifold, and let E be the total space of a finite-dimensional real vector bundle over B with fiber
We need Banach spaces of weighted C s -smooth sections of E. Suppose E is equipped with a Riemannian structure, i.e., with a metric and a connection that are compatible. Then, for a Riemannian metric on the base and a collection of continuous real-valued positive functions ρ l (b), l = 0, . . . , s, we introduce the weighted norm by
Here ∇ l w(b) is an element of the space of l-linear mappings from T b B to F b , and the metric on this space is induced by the metrics on T b B and F b . We consider the space formed by the sections w such that w < +∞; obviously, this is a Banach space with respect to the norm (5.3). This space depends on the choice of the functions ρ l , on the Riemannian structure on the bundle E, and on the Riemannian metric on B. If the manifold B is compact, then all spaces defined in this way are isomorphic.
We note that each of the Banach spaces defined above contains all sections with compact support. Convergence in these spaces implies C s -convergence on the compact subsets of B. In the sequel, by the space of C s -smooth sections of a vector bundle we shall mean the Banach space formed by the sections with finite norm (5.3) for a fixed collection of positive functions ρ l .
The Banach spaces of sections of vector bundles with the norm (5.3) that we consider below are spaces of functional parameters of perturbations of quasilinear elliptic differential equations. An important property of such spaces is that they satisfy a certain transversality condition. We consider the Banach space V formed by the C s -smooth nonautonomous vector fields (the sections of the bundle (Π ) * T M ). We shall show (see Lemma 5.9) that the transversality property is fulfilled for this space. Moreover, this property is shared also by all spaces "containing" V.
More precisely, let F be the Banach space of C s -smooth systems of coefficients of differential operators of order k (i.e., F is formed by the C s -smooth sections of the bundle (Π k ) * T M ). We denote by i the embedding
Definition 5.1. We say that a space F is not less than the space V if the mapping i given by (5.4) is a continuous embedding of the Banach space V into F.
Example. Obviously, the space V is not less than itself.
Example (quasilinear first order perturbations). Consider C s -smooth quasilinear sections f of the bundle (Π 1 ) * T M (see Subsection 2.1). They have the form
where G is a morphism between the vector bundles J 1 (M, M ) and T M (the principal homogeneous part of f) and g is a nonautonomous vector field on M . If M and M are Riemannian manifolds, then the corresponding metrics give rise to Banach spaces G and V formed by the C s -smooth morphisms G and the nonautonomous vector fields g, respectively. The elements of the product F = G × V parametrize the set of first order quasilinear differential operators. Obviously, the Banach space F obtained in this way is not less than the space V of vector fields.
Example (construction of kth order perturbations). Let M and M be Riemannian manifolds with metrics g and g , respectively. The Levi-Civita connection of g yields a Riemannian structure on the bundles (Π )
* T M and (Π k ) * T M . Moreover, these metrics give rise to a natural Riemannian metric on the total space of the bundle The connection of this structure decomposes the tangent space into the horizontal and vertical subspaces, which are canonically isomorphic to the fiber and to the tangent space of the base, respectively. This decomposition and the canonical isomorphisms allow us to define the required metric. For the details, see [2] .)
The diffeomorphism from Corollary 1. Let F be the Banach space of C s -smooth systems of coefficients of (k − 1)st order differential operators (see Subsection 5.2). For f ∈ F, we consider the differential equation
for mappings from M to M of a fixed homotopy class, We want to study the space of solutions of a quasilinear elliptic equation for different values of the functional parameter f ∈ F. The set We note that, by relations (5.5) and the elliptic regularity property, the solutions of (5.6) are sufficiently smooth in the classical sense. More precisely, we have
Indeed, this follows from the fact that, in local coordinates, equation (5.6) is a quasilinear elliptic system of differential equations (see Lemma 2.2). In the notation of the corresponding example in Subsection 2.1, we have
Let h = f − g. From the assumption that u is an H m -solution and the corresponding embedding theorem it follows that the matrices
and the vectors
are C 0,α -smooth for all 0 < α < 1. Using the Schauder estimate (see [7] ) for the solutions of the linear elliptic system
we show that u belongs to C k,α . Consequently, A i1...i k (x) and h(x) are C 1,α -smooth, and the Schauder estimate implies that u ∈ C k+1,α . Repeating this procedure several times, we see that the mapping u is C m+r,α -smooth. As in Subsection 5.2, we denote by V the Banach space of C s -smooth nonautonomous vector fields on M . The facts stated below concern the moduli space M A, [v] and the projection π A ; the proofs are presented in the next subsection. [v] and is equal to ind [v] A.
We recall that a point (u, f) ∈ M A, [v] is called a regular point of π A if the differential (π A ) * (u, f) is surjective. In this case, the mapping u is called a regular solution of problem (5.6), (5. A (f) = ∅). In other words, an element f of the space formed by the systems of coefficients of differential operators is regular if problem (5.6), (5.7) has only regular solutions or does not have any solutions. By the Sard-Smale theorem [24] , if r > max(ind [v] A, 0), then all points in F, except, possibly, for a set of the first Baire category, are regular. In particular, the set of regular points is everywhere dense in F. As in [24] , we obtain the following statements. [v] , then the set of all f ∈ F such that problem (5.6), (5.7) is solvable is of the first Baire category. In particular, the set of functional parameters for which the problem has only regular solutions is empty. For an arbitrary section f ∈ F, the coefficients of the differential operator f(j k−1 u) * linearized at a solution u of equation (5.6) are C s−1 -smooth. The following lemma gives a simple criterion for u to be regular.
Corollary 5.2. If A is a quasilinear differential operator with negative index at a homotopy class

Lemma 5.4. A solution u of problem (5.6), (5.7) is regular if and only if the equation
has exactly ind [v] A linearly independent solutions.
In particular, we see that the fact that a section f is regular does not depend on the choice of a space F containing f and satisfying the conditions of Theorem 5.1.
Let O be a domain in a Banach space F. A mapping K : O → F is said to be finitedimensional if there exists a subspace in F that has finite dimension and contains Im K.
A mapping from O to F is quasifinite-dimensional if it has the form
where K is a finite-dimensional mapping. It is obvious that a smooth finite-dimensional mapping is Fredholm and its index is zero. Definition 5.2 (see [1] , [20] ). A C r -smooth manifold with model Banach space F is said to be quasifinite-dimensional if it admits an atlas with C r -smooth quasifinite-dimensional transition functions.
Theorem 5.5 (see [1] , [20] ). Under the assumptions of Theorem 5.1, M A, [v] is a C rsmooth quasifinite-dimensional Banach manifold with the model space
In the sequel, we follow the lines of [24] and make use of a quasilinear elliptic differential equation to define an invariant of the family of equations (5.6), (5.7).
We recall that a mapping of topological spaces is said to be proper if the preimage of every compact set is compact. 
is proper, then the set of regular f ∈ U is open. We say that two compact manifolds are nonorientably cobordant if the disjoint union of them is the boundary of a compact manifold. The cobordism relation between ldimensional manifolds is an equivalence relation, and the operation of disjoint union turns the set of equivalence classes into a group called the group of l-dimensional nonoriented cobordisms.
Let r > ind [v] A + 1, where ind [v] A ≥ 0. Suppose that, for problem (5.6)-(5.7), the compactness condition with respect to a region U ⊂ F is fulfilled. Then, for all regular f 1 and f 2 in U, the manifolds π A (f 2 ) are cobordant (see [24] ). In particular, if ind [v] A = 0, then for each regular f ∈ U problem (5.6), (5.7) has only finitely many solutions, and the cobordism class of π
−1
A (f) is identified with the parity of the number of these solutions. The above-mentioned element of the group of ind [v] Adimensional nonoriented cobordisms is an invariant of the family of equations (5.6), (5.7). Summarizing the aforesaid, we obtain the following theorem. Since the range of a proper mapping is closed, we obtain the following statement. In practice, the invariant constructed in Theorem 5.6 is computable only if ind [v] A = 0. Actually, in part 2 of this paper (to be published elsewhere) we shall follow the lines of [20] to show that in this case the moduli space M A, [v] is an oriented manifold. Respectively, if problem (5.6), (5.7) has the compactness property, then there is a well-defined degree of the mapping π A , which is equal to the algebraic number of solutions of the problem for a typical value of the functional parameter f. This degree is a finer invariant than the parity of the number of solutions.
We note that if a manifold M is replaced with a diffeomorphic one and the operator A and the homotopy class [v] are transformed accordingly (see Subsection 2.1), then the regular values f remain regular, and the sets of solutions of problem (5.6), (5.7) are transformed diffeomorphically. In particular, acting on the pairs (A, [v] ), the diffeomorphisms of the manifold M do not change the invariant in question. 
Proofs of the facts stated in
We denote by W (u 0 ) the δ-neighborhood of u 0 with δ > 0 chosen as above, and consider the mapping Ψ : The differential dΨ at (u, f) ∈ W (u 0 ) × F is a continuous linear mapping
Lemma 5.8. For each f ∈ F, we have
In particular, the operator Ψ u (u 0 , f) is Fredholm, and its index is equal to ind [v] A.
Proof. First, we note that if Φ γ (t, s) :
M is the parallel translation along a curve γ, then for every vector field w(t) ∈ T γ(t) M along this curve we have
w(t),
is the covariant derivative along γ. This fact becomes obvious if we represent relation (5.14) in the coordinates in some base of parallel vector fields along γ. As in Subsection 3.1, for each v ∈ H m (u * T M ) we can find a smooth path u t in W (u 0 ) such that (3.1) is satisfied with u = u 0 and for each x ∈ M the curve u t (x), t ∈ (−ε, ε), is a geodesic in M . Then
By (5.14), the right-hand side of the above equation has the form
for all x ∈ M , where Φ(u t (x), u 0 (x)) is the parallel translation from u t (x) to u 0 (x) along the curve u s (x), and s takes values between 0 and t. By Definition 3.1, this fact implies the required statement. Now, we consider the operator Ψ f = Ψ f (u 0 , f) i(V) restricted to the subspace i(V) ⊂ F, where i : V → F is the embedding (5.4). We have
Under the assumptions of Theorem 5.1, the following statement is true.
Lemma 5.9 (the transversality property). Let
Here Im exp is an open subset of M × M that is the diffeomorphic image of a neighborhood of the zero section in T M under the mapping
We spread a given vector v ∈ T y M over the neighborhood Im exp y of y ∈ M by using the parallel translation along the uniquely determined shortest geodesics. Multiplying the resulting vector field by the function λ(y, ·), we obtain the required vector field Θ(y, v). Obviously, Θ(y, v) depends smoothly on (y, v). By construction, we obtain For every vector field v along the mapping u 0 , we consider the section g of (Π ) * T M defined as follows: [v] , the elliptic regularity property (5.8) implies that the mapping u 0 is of class
, and the section g is C s -smooth. Moreover, this section has a compact support, and therefore, belongs to the space V. Now, we define the right inverse operator ( 
which proves the lemma. [v] . There exist decompositions of the spaces H m and F,
such that the subspaces H 1 and
and the linear mapping
Proof. First, we show that it suffices to prove the lemma for F = i(V) Indeed, assume that the lemma is proved for the space of functional parameters i(V), and let i(V) = V 1 ⊕ V 2 be the corresponding decomposition. Then, for every space F satisfying the assumptions of Theorem 5.1, we put F 1 = V 1 . Since (by the Hahn-Banach theorem) every finitedimensional subspace of a Banach space is complemented (see [10, Chapter 4] ), we denote by F 2 an arbitrary complement of F 1 in F and obtain the required statement. Now, we put
, and let (Ψ u ) * be the differential operator formally adjoint to Ψ u . We put Z = Ker(Ψ u ) * . The well-known properties of elliptic operators imply that the space Z is finite-dimensional. Moreover, since the operator (Ψ u ) * is elliptic, we obtain the inclusion
Putting H 1 = Ker Ψ u and denoting by H 2 the orthogonal complement to
, and the mapping which implies (5.17). Denoting by F 2 an arbitrary complement to the finite-dimensional subspace F 1 in F, we obtain the required decomposition. The relation ind Ψ u = ind [v] A (see Lemma 5.8) [v] such that it can be identified with a ball in the space H m × F (see Subsection 5.1). By Lemma 5.10, the space H m × F can be decomposed as
We denote by u 1 and u 2 the projections of an element u ∈ H m to the subspaces H 1 and H 2 , respectively. Similarly, we represent the elements of F in the form f 1 + f 2 , where f 1 ∈ F 1 and f 2 ∈ F 2 . By Lemmas 5.7 and 5.10, we can apply the implicit function theorem to the mapping Ψ in a neighborhood of (u 0 , f 0 ) in order to express (u 2 , f 1 ) (possibly, in a smaller neighborhood) as a C r -smooth function of (u 1 , f 2 ). Thus, we obtain a C r -smooth mapping of an open subset of
We view this map as a chart on M A, [v] . Constructed for every (u 0 , f 0 ) ∈ M A, [v] , such charts form a C r -atlas of the moduli space. We prove that the projection π * = (π A ) * (u 0 , f 0 ) : Ker dΨ(u 0 , f 0 ) → F is a Fredholm mapping and that ind π * = ind Ψ u (u 0 , f 0 ). Indeed, it is easily seen that
where (Ψ f ) −1 stands for the preimage under the mapping Ψ f . We have the following (algebraic) isomorphisms of vector spaces:
Here, the second isomorphism is induced by the mapping Ψ f , and the third follows from the surjectivity of the operator
Thus, codim Im π * = codim Im Ψ u , which proves the required statement if we take the first relation in (5.19) into account.
By Lemma 5.8, we have ind Ψ u (u 0 , f 0 ) = ind [v] A, and this completes the proof of the theorem. 
Since ind(π A ) * (u 0 , f) = ind [v] A (see Theorem 5.1), Lemma 5.8 proves the required statement.
Proof of Theorem 5.5. We prove the statement in the case where ind [v] A ≥ 0. (The case where ind [v] A < 0 is analyzed similarly.) By Lemma 5.10, the dimensions of the finite-dimensional spaces H 1 and F 1 ⊕ R ind [v] A are equal. Fixing an arbitrary linear isomorphism
A , we identify the space H 1 × F 2 with F ⊕ R ind [v] A . Using the implicit function theorem as in the proof of Theorem 5.1, we construct a C r -atlas of the space M A, [v] , and the charts of this atlas are now homeomorphic to open subsets of F ⊕ R ind [v] A . We show that this atlas gives the structure of a finite-dimensional Banach manifold.
(i) Problem (5.6), (5.7) has the compactness property with respect to a region U of the space F.
a subsequence u i l that converges in the C m+r -topology to a mapping u such that
Proof. (i) =⇒ (ii). Suppose a sequence (u i , f i ) satisfies the assumptions of item (ii). We denote by F the set {f i } i∈N ∪ {f}. Using the embedding (5.8) and the fact that π is proper, we see that the set π
, we may assume without loss of generality (since F is compact) that
. This is obvious. (iii) =⇒ (ii). Let u i l be a C k -bounded subsequence of a sequence u i as in (iii). We prove that this sequence has a subsequence that C m+r -converges to a mapping u such that (u, f) ∈ M A, [v] . Since the sequence u i l is at least C 1 -bounded, the Arzelá-Ascoli theorem implies the existence of a subsequence (also denoted by u i l ) that converges in the C 0 -topology to some mapping u of class C 0 (M, M ). Consequently, there exists a finite cover of the manifold M by charts {Q j } and a system of charts {Q j } on M such that for almost all indices i l we have the inclusion u i l (Q j ) ⊂ Q j for each j. (Without loss of generality, we may assume that the closures Q j are compact and lie in some charts of M .) Let {U j } be a cover of M such that U j ⊂ Q j . By Lemma 2.2, the restrictions of u i l to Q j , regarded as mappings Q j → R n , satisfy an elliptic system of differential equations
(we use the notation of (5.9)-(5.12)), where
From our assumptions it follows that the differential operators in (6.2) are elliptic uniformly with respect to i l , and that their coefficients are uniformly bounded and equicontinuous. Next, since the u i l are C k -bounded, we see that the h i l (x) are bounded in the space
Application of the Schauder estimate to (6.2) shows that the mappings u i l are uniformly bounded in the space C k,α (V 1 j , R n ) for all 0 < α < 1 (see [7] ). The coefficients A i1···i k i l (x) and the right-hand sides h i l (x) are uniformly bounded in the space
, and apply the Schauder estimate on the regions V 1 j . We obtain that the sequence u i l is uniformly bounded in the space C k+1,α (V 2 j , R n ). Repeating this procedure sufficiently many times, we see that the sequence u i l is bounded in the space C m+r,α (U j , R n ). Since the family {U j } covers M , we can use the fact that the embedding
is compact to choose a subsequence that C m+r -converges to u. Passing to the limit in (6.2), we obtain (u, f) ∈ M A, [v] .
Condition (iii) of Lemma 6.1 gives a general compactness criterion for a quasilinear elliptic problem. For specific classes of differential operators (depending on the order of the derivatives occurring in the coefficients), this condition can be refined. Below, we shall need the following lemma. 
Proof. The necessity of the existence of a C k−1 -bounded subsequence follows from Lemma 6.1. Now, we prove sufficiency. Let u i l be a C k−1 -bounded subsequence of u i satisfying the conditions of the lemma. It suffices to prove that there is a subsequence that C m+r -converges to an element u such that (u, f) ∈ M A, [v] . The Arzelá-Ascoli theorem shows that there exists a subsequence of u i l (also denoted by u i l ) that converges to a C 0 (M, M )-mapping in the C 0 -topology. Therefore, there exists a finite cover of M by charts {Q j } and a system of charts {Q j } on M such that u i l (Q j ) ⊂ Q j for almost all mappings u i l (it is assumed that the closures Q j are compact and lie in some charts on M ). Let {U j } be a finite cover of M such that U j ⊂ Q j . Since the sequence u i l is C k−1 -bounded, the assumptions of the lemma imply that the differential operators in (6.2) are uniformly elliptic, and their coefficients are uniformly bounded in the space
. Therefore, using the Schauder estimate as in the proof of Lemma 6.1, we can show that the sequence u i l is bounded in W m+r+1,p (U j , R n ). Since, for p > n, this space compactly embeds in C m+r (U j , R n ) and the sets {U j } cover M , we can find a subsequence that converges to the map u. Passing to the limit in (6.2), we show that (u, f) belongs to M A, [v] , which completes the proof.
The equation for closed trajectories of a nonautonomous vector field.
Let f(t, u) be a C 3 -smooth nonautonomous vector field on a manifold M , where t ∈ S 1 = R/Z. Consider the equation of closed trajectories of this vector field,
This is a quasilinear elliptic differential equation on the H 1 -smooth loops in M . For simplicity, we assume that the manifold M is compact and fix a Riemannian metric g on it. Denoting by du(t) the norm of the differential du at a point t, we have
This means that, under the conditions of item (iii) in Lemma 6.1, the sequence u i is always C 1 -bounded. Consequently, problem (6.3) is compact by Lemma 6.1 (independently of a homotopy class of loops in M ).
From the results of Subsection 5.3 it follows that, for a typical nonautonomous C 3 -smooth vector field f(t, u), the number of H 1 -smooth (and, therefore, also C 3 -smooth) trajectories in a fixed homotopy class is finite. Moreover, the parity of this number is an invariant of M .
In the case of a noncompact manifold M , Lemma 6.1 gives the following criterion. Equation (6.3) is compact with respect to a domain U in the space of C 3 -smooth fields if for every sequence (u i , f i ) in the moduli space M d/dt, [v] such that U f i → f ∈ U, there exists a subsequence u i l such that all loops u i l (S 1 ) lie in a compact subset of M .
6.3.
Compactness for semilinear Cauchy-Riemann equations. Let T 2 be a complex torus, and let M be a compact complex Kähler manifold. Then the equation
is defined on the mappings u : T 2 → M (see Subsection 4.2). Here f(z, u) is a nonautonomous C 4 -smooth vector field on M and u belongs to H 3 (T 2 , M ). We recall that a complex manifold M is called Kähler (see [11] ) if it admits a Hermitian structure ·, · such that the 2-form ω(·, ·) = − Im ·, · is closed. We denote by g the Riemannian metric Re ·, · . With each homotopy class [v] of mappings from T 2 to M we associate the number
which is called the symplectic area of the curve v. In particular, for the class of contractible mappings we have µ [pt] = 0. Let V denote the minimal area of a nontrivial holomorphic spheroid in M ,
, where u : S 2 → M is holomorphic and nontrivial}.
As usual, we assume that the infimum over the empty set is equal to infinity. In particular, if π 2 (M ) = 0, then V = ∞. It can be proved (see [20] ) that the constant V is always positive. [v] . Then problem (6.4) possesses the compactness property with respect to the set
where f(z, u) denotes a nonautonomous C 4 -smooth vector field on M .
Proposition 6.1 follows from the Gromov compactness theorem [15] , because, by Proposition 4.1, the graph of an arbitrary solution u of equation (6.4) is a pseudoholomorphic torus in T 2 × M . A complete proof can be found in the paper [20] , where the case of a trivial homotopy class was considered. The proof in [20] can be extended to the case of an arbitrary homotopy class almost without changes.
As was shown in [20] , the compactness property for problem (6.4) may fail if we replace the set (6.5) by a larger set.
Thus, if V > µ [v] , then the invariant of a Kählerian manifold M discussed in Theorem 5.6 is a class of nonoriented cobordisms of the set of J f -holomorphic tori in T 2 × M belonging to a fixed homotopy class for a typical vector field f(z, u) in the set U. In particular, in the case of the trivial homotopy class, the index of the Cauchy-Riemann operator is zero, and this invariant coincides with the parity of the number of J f -holomorphic tori homotopic to T 2 × {pt}. We assume that f is quasilinear with respect to du, i.e., (6.7) f(x, u(x), du(x)) = G(x, u(x)) · du(x) + g(x, u(x)), x ∈ M.
Here G is a morphism of the vector bundles J 1 (M, M ) and T M (the principal part of f), and g is a nonautonomous vector field on M . Let F be a Banach space of C s -smooth coefficients of first order quasilinear differential operators (see the corresponding example in Subsection 5.2).
Below, we always denote by G the principal part of a quasilinear section f belonging to the space F, and G(x, u) denotes the natural norm of a linear mapping G(x, u) : [v] > 0 such that, for problem (6.6) with a set F of functional parameters, the compactness condition is fulfilled with respect to the set (6.8) U = f ∈ F : G(x, u) < C [v] for all x ∈ M, u ∈ M .
In the case where dim M ≤ 3 or G = 0, Proposition 6.2 was proved in the paper [18] . This restriction was lifted in [5] . At the end of the present section, we give a proof of Proposition 6.2 for two-dimensional manifolds M .
Examples given below show that compactness fails if we drop one of the following assumptions:
(i) quasilinearity of the functional parameter f;
(ii) smallness of the principal part of f; (iii) nonpositivity of the sectional curvature of M .
Example 6.1 (the necessity of (i)). Let M be the circle S 1 = R/Z and M the twodimensional torus T 2 = C/(Z + iZ). Then τ (u) = −u tt . We consider the following equation for mappings u from S 1 to T 2 :
(6.9) u tt + iεu t |u t | 2 = 0, where ε is a positive real number. The contractible solutions of (6.9) can be regarded as mappings S 1 → C. Consider the equation
where w is a mapping from S 1 to C. Obviously, for each l ∈ N the function
is a 1-periodic solution of this equation with zero mean. Therefore, the curves
form a family of solutions of (6.9). This family is not C 1 -bounded, and therefore, is not compact. By Lemma 6.2, problem (6.9) is not compact. Example 6.2 (the necessity of (ii)). Let M and M be as in Example 6.1. We consider the equation (6.10) u tt − 2πiu t = 0.
As above, the contractible solutions are viewed as mappings from S 1 to C. The sequence u l (t) = l exp (2πit), l ∈ N, is a family of solutions of (6.10), and this family is not C 1 -bounded, and therefore, is not compact. We note that if we replace the factor 2πi in (6.10) by an arbitrary positive A proof of the following geometric inequality can be found in [18] . Remark. For manifolds of negative sectional curvature, the constant C in (6.12) can be chosen independent of a homotopy class (see [19] ). Accordingly, in that case the constant C [v] in Proposition 6.2 is also independent of [v]. We choose points x l ∈ M such that (6.14)
Without loss of generality, we may assume that the sequence x l converges to a point x 0 ∈ M . We choose a chart O on M such that x 0 ∈ O and g ij (x 0 ) = δ ij . For sufficiently large l ∈ N, the mappings We denote by τ ∞ (w) the operator of harmonic mappings from R 2 to M that corresponds to the Euclidean metric on R 2 and the metric g on M .
Observe that the coefficients of the operator τ l (w) with all their derivatives converge to the corresponding coefficients of the operator τ ∞ (w), and the right-hand sides of equations (6.15) with all their derivatives of order less than s converge to zero uniformly on the compact subsets of R 2 . Therefore, using the estimate for dw l in (6.16), applying the Schauder estimate for subsequent control of the higher order derivatives of w l , and arguing as in the proof of Lemma 6.2, we obtain a subsequence of w l that C m+r -converges to a harmonic mapping w : R 2 → M on each compact subset of R 2 . From (6.16) it follows that (6.17) dw(0) = 1.
By Corollary 6.3, condition (6.13) (which is fulfilled for every u i ) implies the inequality E(u i ) ≤ C * . Since the mappings ϕ l : D l → M are conformal and the energy functional is conformally invariant (see [14] ), we have E(w l ) ≤ C * . Passing to the limit, we obtain E(w) ≤ C * . Identifying R 2 with S 2 \∞ via the stereographic projection, we can view w as a harmonic mapping S 2 \∞ → M with finite energy. (Here S 2 is the unit sphere in the Eucledean R 3 with the induced Riemannian metric.) From [23, Theorem 3.6 ] it follows that the singularity of w at ∞ is removable, and w extends to a smooth harmonic mapping S 2 → M . Since M has a nonpositive sectional curvature, the HadamardCartan theorem (see, e.g., [2] ) yields π 2 (M ) = 0. Thus, w is a contractible harmonic mapping. Since harmonic mappings into a nonpositively curved manifold minimize the energy in their homotopy class (see [16] ) and since, for contractible mappings, the minimum value of the energy is zero, we conclude that E(w) = 0. Consequently, dw = 0, which contradicts (6.17).
