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Les nuages sont définis comme un ensemble visible de minuscules particules d’eau 
liquide, de glace ou des deux, en suspension dans l’air (WMO, 1956). Couvrant en 
permanence au moins 30% de la surface terrestre (Flossmann, 1998), ils font partie 
intégrante du système climatique et leurs rôles sont divers.  
Les nuages ont par exemple un effet sur le transfert radiatif et par conséquent sur la 
température à la surface de la Terre. D’un côté, les nuages renvoient une partie du 
rayonnement solaire incident vers l’espace, ce qui contribue au refroidissement du 
système terre-atmosphère. De l’autre, ils absorbent le rayonnement infrarouge de la terre 
et en réémettent une partie. Les nuages piègent donc de l’énergie et contribuent ainsi au 
réchauffement de l’atmosphère. Le bilan de ces deux effets antagonistes n’est pas simple. 
Il dépend étroitement de la taille et de la nature des gouttes et des cristaux de glace qui 
composent les nuages. L’effet des nuages sur la température du globe est d’ailleurs une 
importante source d’incertitude dans les modèles climatiques qui sont utilisés pour 
estimer l’augmentation future des températures causée par les gaz à effet de serre (IPCC, 
2001).  
Les nuages sont également des réacteurs chimiques. En ciel clair, les réactions 
chimiques se déroulent en phase gazeuse. En présence de nuage, la formation de 
gouttelettes d’eau par condensation de la vapeur d’eau sur les particules d’aérosol 
provoque la mise en solution de composés initialement à l’état solide. Les gaz présents 
dans l’atmosphère peuvent se dissoudre dans la phase aqueuse qui devient le siège de 
nombreuses réactions chimiques. Des composés peuvent être également piégés dans les 
cristaux de glace, bloquant au passage certaines réactions. Si le nuage produit des 
précipitations, les gouttes de pluie vont ramener vers le sol les composés présents dans la 
phase liquide. De cette façon, l’atmosphère va être nettoyée d’un certain nombre de 
particules d’aérosol et de composés chimiques. La composition chimique de l’atmosphère 
et le contenu en particules d’aérosol sont donc différents après le passage d’un nuage. 
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Enfin, il faut rappeler le rôle primordial des nuages dans le cycle hydrologique. Les 
nuages se forment par condensation de la vapeur d’eau présente dans l’air et issue 
principalement de l’évaporation à la surface des océans. Poussés par les vents, les nuages  
transportent de l’eau depuis les océans vers l’intérieur des continents, et la dispersent sur 
les terres par le biais des précipitations. Une absence prolongée de ces dernières peut 
conduire à des sécheresses, qui font souffrir la végétation voir même détruisent les 
cultures. A l’inverse, des épisodes de précipitation très intense sont susceptibles de 
provoquer des inondations dévastatrices. Les ressources en eau potable dépendent 
fortement des précipitations même si le lien entre précipitations et niveau des nappes 
phréatiques n’est pas simple et fait intervenir d’autres facteurs comme par exemple 
l’occupation des sols. 
 
La modélisation des nuages est donc indispensable pour des études aussi diverses que 
la prévision des épisodes de précipitations intenses, le devenir des polluants 
atmosphériques, ou encore l’augmentation de température du globe liée au changement 
climatique. En ce qui concerne la prévision des épisodes de précipitation intense, les 
modèles météorologiques cherchent à prévoir le plus précisément possible les taux de 
pluie au sol ainsi que leur localisation pour que les modèles hydrologiques puissent 
calculer la réponse des bassins versants et déterminer les risques de crues. Cependant, la 
capacité des nuages à former des précipitations (et donc à nettoyer l’atmosphère de 
certains polluants), tout comme leurs propriétés optiques, sont dépendantes du nombre et 
de la taille des hydrométéores constituant le nuage. Pour simuler correctement les 
propriétés des nuages, il faut donc apporter un soin particulier à la modélisation de la 
distribution dimensionnelle des constituants du nuage (gouttes, cristaux, particules 
d’aérosol interstitielles) et des processus de formation et de croissance des 
hydrométéores. Les gouttes et cristaux de nuage couvrent typiquement une gamme de 
taille allant de quelques microns à quelques millimètres (voir quelques centimètres) et 
toute la partie de la physique qui s’attache à décrire l’évolution de ces hydrométéores 
s’appelle la microphysique.  
Il existe plusieurs façons de représenter les nuages en fonction du domaine 
d’application du modèle et de la discrétisation spatiale effectuée dans ces modèles. Dans 
les modèles de climat ou GCM (Global Climate Model), la maille étant très large (de 
l’ordre de plusieurs centaines de kilomètres), les nuages frontaux sont décrits à l’aide de 
quelques paramètres comme le contenu total en eau (Kessler, 1969) alors que la 
convection et les nuages associés ne sont représentés que par des paramétrages sous-
maille (Arakawa et Schubert, 1974 ; Kuo, 1974 ; Bechtold et al., 2001). Dans les modèles 
méso-échelle, les schémas dits « à un (ou plusieurs) moment(s) » ou « bulk » (Cohard et 
Pinty, 2000 ; Seifert et Beheng, 2001, 2006, Reisner et al., 1998 ; Thompson et al., 2004) 
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sont privilégiés. La forme des distributions dimensionnelles est fixée (lognormale, 
gamma) et ces schémas pronostiquent, en plus d’une ou plusieurs valeurs intégrales 
(nombre total de gouttes/cristaux, masse totale d’eau/de glace nuageuse ou précipitante), 
certains paramètres nécessaire pour connaître l’allure du spectre des hydrométéores à 
partir de la forme choisie (écart-type, paramètre de forme). Enfin, la dernière catégorie est 
celle des modèles à microphysique spectrale ou détaillée (Flossmann et al., 1985 ; 
Ackerman et al., 1995 ; Bott et al., 1990 ; Wobrock et al., 2001 ; Monier et al., 2006). 
Dans cette approche, on choisi de connaître la distribution du nombre des gouttes en 
fonction de leur taille pour un certain nombre de catégories seulement qui constituent la 
grille du modèle. La distribution dimensionnelle des gouttes se déplace ensuite sur cette 
grille au gré des processus microphysiques de croissance des hydrométéores et la 
distribution n’a donc pas de forme fixée.  
Nous reviendrons plus amplement sur les intérêts et les limitations de ces trois 
différentes façons de représenter les nuages dans le premier chapitre de ce manuscrit. 
Cependant, il apparaît déjà clairement que le niveau de détail élevé des modèles à 
microphysique spectrale (du fait du nombre important de variables pour décrire la 
microphysique du nuage) se traduit par un coût en temps de calcul conséquent. La plupart 
du temps, ces modèles sont donc couplés à des cadres dynamiques simplifiés (parcelle 
d’air, unidimensionnel voir bidimensionnel). Pourtant, disposer d’un modèle 
tridimensionnel (3D) à microphysique détaillée serait assurément d’un grand intérêt pour 
approfondir nos connaissances sur les nuages. Une dynamique 3D permettrait aussi bien  
la simulation de champs nuageux stratiformes que celle de nuages convectifs isolés, tout 
en tenant compte des effets du relief. Du point de vue de la description des 
caractéristiques microphysiques des nuages, la comparaison entre les résultats d’un tel 
modèle et ceux de modèles à microphysique paramétrée permettrait de mettre en lumière 
les forces et les éventuelles faiblesses de ces deux types de modèles et de les améliorer. 
Un modèle 3D à microphysique détaillée pourrait également être un instrument efficace 
dans l’interprétation des mesures aéroportées réalisées pendant des campagnes de 
mesures.  
 
Avec l’augmentation des performances en matière de calcul scientifique, la 
construction d’un tel modèle est devenue possible ces dernières années et elle a été 
réalisée au Laboratoire de Météorologie Physique (LaMP). En plus des applications 
précédemment décrites, l’objectif principal pour ce modèle était d’être un modèle de 
référence pour l’étude des processus microphysiques prioritairement responsables de la 
formation des précipitations et des interactions aérosol-nuage (en effet, les particules 
d’aérosol servent de support à la formation des gouttes et des cristaux nuageux et avec 
l’augmentation de la pollution particulaire dans l’air, la question de l’impact de ces 
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« nouvelles » particules liées à l’activité humaine sur les propriétés des nuages est d’une 
importance grandissante). Pour atteindre cet objectif, il fallait d’une part que les processus 
microphysiques principaux soient considérés ce qui requiert une maîtrise des processus 
clé dans l’évolution d’un nuage chaud et froid, et de la précipitation. D’autre part, le 
modèle final se devait également d’être modulable, c’est-à-dire de permettre facilement 
l’ajout de nouveaux résultats émergeant des études expérimentales (concernant la 
nucléation des cristaux par exemple). 
La première étape dans la réalisation d’un modèle 3D à microphysique détaillée au 
LaMP a constitué le travail de thèse de Mathieu Leporini (Leporini, 2005). Le modèle 
microphysique de nuage chaud DESCAM (« DEtailed SCAvenging Model », Flossmann 
1986) a ainsi été couplé au modèle 3D de Clark et Hall (1991). Cependant, pour disposer 
d’un modèle 3D à microphysique détaillée applicable aussi bien aux cas de faible 
convection qu’aux cas de convection profonde, il est nécessaire d’ajouter une 
représentation détaillée des processus microphysiques relatifs à la phase glace dans le 
modèle. Tel était l’objectif de la thèse présentée ici.  
 
La nouvelle version du modèle DESCAM-3D avec les processus microphysiques 
froids est décrite dans le premier chapitre. Une étude bibliographique des autres modèles 
3D à microphysique détaillée existants dans la littérature nous permettra aussi de dégager 
les spécificités de DESCAM-3D. Nous détaillerons également le fonctionnement d’un 
autre modèle à microphysique détaillée existant au LaMP : EXMIX (cloud model with 
EXternally MIXed aerosol particles, Wobrock, 1988). Initialement conçu pour étudier les 
cirrus, ce modèle microphysique est couplé à une dynamique 1D½ (Monier, 2003) et 
possède une représentation détaillée des phases liquide et glace. EXMIX a ainsi servi de 
base de départ pour construire une représentation de la microphysique froide respectant 
les hypothèses du modèle DESCAM.  
Une première étape dans ce travail a été le développement d’une version de DESCAM 
avec à la fois la microphysique chaude et froide mais dans un cadre dynamique 1D½. En 
effet, comme EXMIX possède une représentation plus détaillée des particules d’aérosol 
que DESCAM, nous avons pu tester les performances de DESCAM en comparant ses 
résultats avec ceux d’EXMIX pour la simulation d’une même situation nuageuse. Le cas 
d’étude choisi est un cumulonimbus observé pendant la campagne CCOPE* et qui a déjà 
servi pour tester la représentation des processus microphysiques froids dans le modèle 
EXMIX (Leroy et al., 2006). La comparaison des modèles DESCAM 1D½ et EXMIX fait 
l’objet du deuxième chapitre et a été publiée (Leroy et al., 2007a). 
                                                 
*
 Cooperative Convective Precipitation Expériment 
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Une fois la microphysique froide du modèle DESCAM  testée en dimension 1D½, elle 
a ensuite pu être ajoutée au modèle 3D de nuage chaud de Leporini (2005). La validation 
de DESCAM 3D s’est ensuite faite en deux étapes. Dans un premier temps, nous avons 
examiné le fonctionnement des processus microphysiques froids dans la haute 
troposphère. Nous avons comparé nos résultats de simulations avec des mesures 
aéroportées dans l’enclume et le noyau d’un nuage convectif échantillonné pendant la 
campagne CRYSTAL-FACE†. Le troisième chapitre de cette thèse est consacré à la 
description de ce cas qui a servi à valider DESCAM-3D et à la comparaison des résultats 
du modèle avec les observations, mais aussi avec les résultats d’autres modèles 3D à 
microphysique détaillée qui ont étudié ce même cas. Une publication a ce sujet a été 
soumise (Leroy et al., 2007b). 
Dans un deuxième temps, nous avons étudié la capacité de DESCAM-3D à former 
des précipitations par les processus chauds et froids pour un cas de convection moyenne 
au-dessus de la région des Cévennes. Nous avons utilisé les données disdrométriques de 
l’expérimentation Alès 2004 pour comparer avec les spectres de pluie simulés par 
DESCAM-3D. Nous nous sommes également intéressés à la simulation des réflectivités 
radar et nous avons comparé nos résultats avec les observations du radar volumétrique de 
Bollène.  La description de l’évènement simulé et la comparaison des résultats du modèle 
avec les mesures disdrométriques et radar sont traitées dans le quatrième chapitre. 
Le modèle DESCAM-3D est un outil précieux pour étudier les interactions entre les 
particules d’aérosol et le nuage. Nous avons profité de cet atout pour faire des études de 
sensibilité par rapport au nombre de particules d’aérosol à la fois pour le cas de 
CRYSTAL-FACE et pour le cas des Cévennes. Les résultats de ces études sont présentés 
dans les chapitres associés à chaque cas (i.e. chapitre 3 et 4). 
Pour terminer, nous résumerons les principaux résultats obtenus au cours de cette 
thèse et nous évoquerons les possibles applications futures de DESCAM 3D. 
                                                 
†







Chapitre 1  
Les modèles des nuages 
 
 
Les buts de ce chapitre sont de définir les objectifs fixés pour notre modèle 3D à 
microphysique détaillée, de décrire celui-ci ainsi que les autres modèles de nuage qui ont 
servi à sa conception, et de le placer dans le contexte des modèles existants.  
Dans un premier paragraphe, nous allons décrire les différentes façons de modéliser 
les nuages. Nous nous intéresserons plus particulièrement aux modèles 3D à 
microphysique détaillée existants dans la littérature. Cet inventaire bibliographique nous 
permettra ainsi de dégager les objectifs spécifiques pour notre modèle 3D à 
microphysique détaillée appelé DESCAM-(Detailed Scavenging Model) 3D. 
Dans la suite du chapitre, nous allons détailler les modèles de nuage utilisés. Pour ce 
qui concerne la microphysique, deux modèles détaillés existent au LaMP : DESCAM 
(Flossmann, 1986) et EXMIX (cloud model with EXternally MIXed aerosol particles, 
Wobrock, 1988). Le modèle EXMIX sera décrit au paragraphe 2 car il a servi de base à la 
construction du module de microphysique froide pour DESCAM-3D (et au chapitre 2, le 
modèle EXMIX nous servira aussi à évaluer la pertinence des hypothèses faites dans le 
modèle DESCAM pour ce qui concerne le traitement des particules d’aérosol). Le modèle 
microphysique DESCAM est ensuite décrit au paragraphe 3. Nous aborderons, de 
manière théorique, les différences existantes entre DESCAM et EXMIX et justifieront au 
passage le choix du modèle DESCAM pour être couplé à une dynamique 3D.  
Un modèle de nuage fait intervenir un modèle dynamique et un modèle 
microphysique. Un même modèle microphysique peut être couplé avec différents modèles 
dynamiques, le choix du modèle dynamique dépendant du but recherché. Dans le 
quatrième paragraphe de ce chapitre, nous allons présenter les modèles dynamiques 3D de 
Clark et Hall (1991) et 1D½ de Asai et Kasahara (1967).  
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1 Un modèle de référence pour les interactions aérosol-nuage 
1.1 Généralités sur la représentation des nuages dans les modèles  
 
Les nuages jouent un rôle déterminant dans de nombreuses questions 
environnementales comme la pollution atmosphérique, les catastrophes naturelles dues 
aux précipitations abondantes ou encore le réchauffement climatique. Les nuages doivent 
donc êtres pris en compte dans les modèles de climat comme dans les modèles de 
prévision. Cependant, la description des nuages dans les modèles varie suivant la 
discrétisation spatiale adoptée. Par exemple, dans les modèles de climat qui ont 
généralement une maille de plusieurs centaines de kilomètres de large, les systèmes 
nuageux frontaux couvrent un nombre suffisant de points de grille pour que leurs 
caractéristiques microphysiques soient représentées à l’aide de paramétrages. A l’inverse, 
les nuages convectifs ne peuvent être résolus et sont pris en compte à travers les 
paramétrisations sous-maille de la convection (Arakawa et Schubert, 1974, Kuo, 1974, 
Bechtold et al., 2001). Dans les modèles méso-échelle, tous les types de nuage sont 
résolus par un nombre de points suffisants pour prendre en compte les effets 
microphysiques à l’intérieur. Nous allons dans ce paragraphe résumer les différentes 
façons qui existent pour simuler les caractéristiques microphysiques des nuages résolus.  
 
 Les modèles microphysiques peuvent être classés en trois catégories : les modèles 
paramétrés, les modèles à un ou plusieurs moments (ou « bulk ») et les modèles à 
microphysique détaillée ou spectrale. Dans un modèle paramétré, seules des variables très 
générales (par exemple, le contenu total en eau/en glace nuageuse et précipitante) servent 
à décrire les caractéristiques microphysiques du nuage. Parmi les paramétrisations 
existantes, on peut citer celle de Kessler (1969) pour la phase liquide et celles de Kärcher 
et Lohmann (2003) pour la phase glace.  
Les deux autres types de modèles microphysiques (à un ou plusieurs moments, et 
détaillés) s’intéressent à la distribution dimensionnelle des hydrométéores. A partir d’un 
spectre donné, par exemple un spectre en nombre N(D), on appelle moment d’ordre i 
l’intégrale sur toutes les tailles du spectre N(D) multiplié par la taille D à la puissance i : 
∫=
spectre
ii dDDDNM )(         (1) 
Le moment d’ordre 0 donne ainsi le nombre total de gouttes, celui d’ordre 3 est 
proportionnel à la masse totale, celui d’ordre 6 à la réflectivité radar. Cependant, pour les 
modèles à un ou plusieurs moments, la forme du spectre est fixée et correspond à une 
famille de fonctions (lognormale, gamma, etc) et certains paramètres de forme pour la 
fonction choisie sont aussi pronostiqués. Ainsi, la distribution dimensionnelle des 
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hydrométéores peut être reconstruite à posteriori à partir de la connaissance des moments 
et des paramètres de forme. 
Pour un modèle à microphysique détaillée, le spectre des hydrométéores n’a pas de 
forme fixée mais est discrétisé sur une grille de taille (ou de masse). Le nombre de 
variables utilisées pour représenter la microphysique dans ces modèles est étroitement lié 
au nombre de points de grille qui varie par exemple en 39 et 120 dans les modèles du 
LaMP. La distribution dimensionnelle des gouttes se déplace ensuite sur la grille au gré 
des processus microphysiques de croissance des hydrométéores. Ces modèles tentent 
aussi d’intégrer le maximum de connaissances disponibles sur les processus 
microphysiques : vitesses de croissance, vitesses de chute, efficacités de collection, etc, 
sont calculées pour toutes les tailles d’hydrométéore considérées. Ce type de modèle est 
donc une représentation plus réaliste des caractéristiques microphysiques d’un nuage et 
des processus pouvant conduire à la formation de la pluie. Cependant, ce niveau de détail 
se traduit entre autres par un nombre plus important de variables que dans les modèles 
paramétrés ou à moments.  
Du point de vue informatique, les ressources nécessaires en terme de mémoire et de 
temps de calcul sont donc plus importantes pour un modèle détaillé que pour les modèles 
à moments ou paramétrés. Ainsi, les modèles à microphysique détaillée sont le plus 
souvent couplés avec des dynamiques « parcelle d’air », 1D voir 2D (Flossmann et al., 
1985 ; Flossmann et Pruppacher, 1988 ; Bott et al., 1990 ; Ackerman et al., 1995 ; 
Feingold et al., 1994, 1996 ; Wobrock et al., 2001 ; Monier et al., 2006). Par contre, les 
nuages restent la plupart du temps représentés de façon simplifiée dans les modèles de 
circulation générale (Lohmann et al., 1999 ; Lohmann et Kärcher, 2002) ou avec des 
schémas à moments dans les modèles méso-échelle (Reisner et al., 1998 ; Cohard et 
Pinty, 2000 ; Pinty et al., 2001 ; Thompson et al., 2004 ; Seifert et Beheng, 2001, 2006).  
 
Pourtant, d’après le rapport du GIEC* (2001), « la nébulosité représente une 
importante source d’erreurs potentielles dans les simulations climatiques » même si, 
depuis 1990, « la base physique du paramétrage des nuages dans les modèles s’est 
beaucoup améliorée par suite de l’intégration d’une représentation globale des 
propriétés microphysiques des nuages dans l’équation de bilan hydrique des nuages ». Ce 
rapport souligne également que « d’autres causes d’incertitude ont trait aux processus de 
précipitation et aux difficultés que soulève la simulation […] de la hauteur et de la 
fréquence des précipitations ». Pour les modèles méso-échelle, la localisation précise des 
pluies, qui est particulièrement importante lors d’un couplage avec un modèle 
hydrologique, reste aussi un domaine à améliorer. Tout progrès sur la modélisation des 
nuages et de la formation des précipitations serait donc à même d’améliorer les 
                                                 
*
 Groupe d’Experts Intergouvernemental sur l’évolution du Climat 
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prédictions des modèles à méso-échelle et même de circulation générale, d’où l’idée de 
construire un modèle de référence pour l’étude des nuages. Un tel modèle permettrait en 
effet d’évaluer les performances des différents paramétrages existants et même d’en 
proposer de nouveaux plus réalistes.  
Un modèle de référence pour l’étude des nuages nécessite donc une représentation 
détaillée des processus microphysiques mais également des particules d’aérosol (AP). La 
question de l’impact de la pollution sur la formation et ensuite l’évolution dynamique et 
microphysique des nuages est en effet un thème prépondérant dans la recherche actuelle. 
Plusieurs études (Andreae et al., 2004 ; Segal et Khain, 2006) montrent que le nombre des 
particules d’aérosol initialement présentes influence directement le nombre de gouttes 
formées dans le nuage. Par contre, les impacts sur la phase glace et la précipitation au sol 
sont moins bien établis et semblent varier suivant le type de nuage simulé et les 
conditions atmosphériques (Khain et al., 2004, 2005). Un modèle de référence pour les 
nuages se doit donc de représenter les particules d’aérosol et leur rôle comme noyau de 
condensation (CCN : cloud condensation nuclei) ou de congélation (IN : ice nuclei) pour 
la formation des hydrométéores.  
 
Pour augmenter nos connaissances sur les nuages, des modèles 3D à microphysique 
détaillée ont commencé à être développés. Du point de vue des ressources informatiques, 
ces modèles sophistiqués sont très gourmands en mémoire et en temps de calcul. Les 
résultats qu’ils génèrent demandent aussi beaucoup de temps pour être analysés. Ainsi, il 
n’existe à notre connaissance que quelques modèles de ce type dans la littérature 
(Ovtchinnikov et Kogan, 2000 ; Fridlind et al., 2004 ; Lynn et al., 2005a). Pourtant, les 
travaux récents de Lynn et al. (2005b) ou encore Lynn et Khain (sous presse) ont dores et 
déjà permis de montrer que l’utilisation d’une microphysique spectrale dans un modèle 
méso-échelle améliore les résultats de simulation pour ce qui est de la structure, l’aspect 
du nuage et les cumuls de pluie. Les modèles de Ovtchinnikov et Kogan (2000), Fridlind 
et al. (2004) et Lynn et al. (2005a) vont être décrits dans le paragraphe suivant. 
 
1.2 Les modèles 3D à microphysique détaillée existants dans la 
littérature 
1.2.1 Les travaux de Kogan et collègues 
 
Un premier travail relatant d’un couplage entre une microphysique détaillée et une 
dynamique tridimensionnelle est celui de Kogan (1991). Dans un premier temps, seuls les 
processus microphysiques chauds sont considérés, les processus microphysiques froids 
ont été ajoutés ultérieurement (Ovtchinnikov et Kogan, 2000). Le modèle utilise deux 
distributions. La première est une distribution en nombre des particules d’aérosol, 
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associée à une grille en rayon avec 19 catégories (de 7.6 nm à 7.6 µm). La seconde 
fonction est utilisée pour représenter la distribution en nombre des gouttes sur une grille 
des masses comprenant 30 catégories (de 4 µm à 3.2 mm). Les transferts entre le réservoir 
des particules d’aérosol et celui des gouttes sont gérés en accord avec les travaux de 
Mordy (1959) et d’Ivanova et al. (1977). Pour une humidité relative RH=100%, les 
particules d’aérosol dont le rayon sec est inférieur à 0.12 µm sont considérées comme 
étant à l’équilibre et leur rayon humide sous ces conditions d’humidité est donc calculé à 
l’aide de l’équation de Koehler. La valeur limite de 0.12 µm provient des travaux de 
Mordy (1959). A l’inverse, les particules d’aérosol dont le rayon sec est supérieur à 0.12 
µm grandissent lentement et n’ont donc pas le temps d’atteindre leur taille d’équilibre. 
D’après Ivanova et al. (1977), leur taille humide peut alors être calculée en multipliant 
leur taille sèche par un facteur k, qui est fonction de la vitesse verticale dans le nuage et 
de la taille sèche de la particule. Toujours d’après Ivanova et al. (1977), on peut 
cependant faire l’hypothèse k=constante pour les nuages convectifs, et des valeurs de 3, 5 
ou 8 pour le facteur k conduisent à des résultats similaires. Cette méthode évite le calcul 
de la croissance des particules d’aérosol humide pour une grande partie des points du 
domaine tridimensionnel car les particules d'aérosol restent sèches tant que RH<100%.  
Le calcul de leur taille humide se fait uniquement lorsque ces particules doivent être 
activées (RH≥100%) et sert à obtenir l’allure du spectre des gouttes nouvellement 
nucléées. 
Pour les processus de condensation/évaporation des gouttes, l’équation de croissance 
est utilisée mais sous une forme simplifiée : le terme de solution est constamment négligé, 
tandis que le terme de courbure est également laissé de côté pour les gouttes de pluie 
(r>50 µm). Les autres processus microphysiques pris en compte sont la coalescence et la 
rupture des gouttes, et sont traités à l’aide du schéma de Berry et Reinhardt (1974). Dans 
la version avec la microphysique froide (Ovtchinnikov et Kogan, 2000), les grilles ont été 
un peu modifiées : la grille des particules d’aérosol ne compte plus que 12 classes (de 24 
nm à 3.32 µm) et celle des gouttes 28 (de 4 µm à 2 mm). De même, la grille utilisée pour 
la phase glace possède 28 catégories. Les 15 premières classes sont consacrées aux 
cristaux de glace de forme «plaquette » avec une masse volumique de 0.9 g cm-3. Les 13 
autres classes sont associées à des grêlons avec une masse volumique de 0.4 g cm-3. Le 
diamètre des plaquettes peut ainsi varier entre 9.2 et 486 µm, celui des grêlons entre 0.34 
et 5.56 mm. Le modèle prend en compte les quatre formes de nucléation hétérogène pour 
la glace, l’agrégation, le givrage ainsi que la production secondaire de cristaux de glace 
associée au givrage (processus de Hallett et Mossop (1974)).  
 
Dans le premier modèle de Kogan (1991), la régénération des particules d’aérosol de 
part l’évaporation des gouttes n’est pas prise en compte (alors que ce processus est 
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important pendant toute la durée de vie du nuage, depuis sa formation et jusqu’à sa 
dissipation, comme nous le verrons au paragraphe 1.3). Par la suite, Kogan et al. (1994) 
étudient l’impact de ce processus sur les propriétés des stratocumulus, en faisant des 
hypothèses différentes sur la forme du spectre des particules d’aérosol régénérées. Ils 
voient alors apparaître des différences dans les paramètres microphysiques (nombre total 
de gouttes, rayon moyen) mais également des variations significatives sur l’épaisseur 
optique simulée. Dans un deuxième temps, Kogan et al. (1995) utilisent encore une autre 
méthode pour représenter ce processus : lors de la désactivation des gouttes, les particules 
d’aérosol régénérées sont replacées d’abord dans la plus petite classe qui a été activée au 
cours de la simulation et ceci jusqu’à ce que cette classe ait retrouvé le nombre de 
particules d’aérosol spécifié initialement pour l’air ambiant. A ce moment, on 
recommence la même procédure pour la classe juste au dessus et on continue ainsi de 
suite en se déplaçant toujours vers les grandes tailles. L’inconvénient majeur de cette 
méthode est qu’elle ne tient pas compte des effets du nuage sur la distribution des 
particules d’aérosol. Enfin, le processus de régénération des particules d’aérosol est pris 
en compte dans les travaux d’Ovtchinnikov et Kogan (2000), mais il n’est pas décrit et il 
n’y a pas non plus de référence.  
  
1.2.2 Le modèle de Lynn et al. (2005) 
 
Lynn et al. (2005) ont associé un modèle microphysique au modèle méso-echelle 
MM5 (Mesoscale Model 5th generation, Dudhia, 1993). La version originale du modèle 
microphysique (Khain et Sednev 1996 ; Khain et al. 1996, 1999, 2001, 2004) utilise huit 
distributions en nombre pour décrire les gouttes, les cristaux de glace de forme colonne, 
plaquette et dendritique, les cristaux de neige, la petite grêle, les grêlons et enfin les 
particules d’aérosol. Cependant, pour diminuer les ressources informatiques nécessaires 
(mémoire et temps de calcul), c’est une version dite « rapide » de ce modèle qui est 
principalement utilisée avec MM5. Le nombre de fonctions pour les cristaux de glace 
passe de 6 dans la version originale à 3 dans la version « rapide ». Les dendrites sont 
maintenant regroupées avec les cristaux de neige, les plaquettes avec la petite grêle et 
enfin les colonnes avec les grêlons. Les grilles en masse possèdent 33 catégories. Pour les 
hydrométéores, la première classe correspond à la masse d’une goutte de 2 µm en rayon.   
L’équation de Koehler est utilisée pour calculer le rayon d’activation en fonction de la 
sursaturation. Les particules d’aérosol dont le rayon est supérieur au rayon critique sont 
activées et transférées dans le réservoir des gouttes. Le calcul du rayon des gouttes 
nouvellement formées suit la même réflexion que Kogan (1991), mais le rayon sec limite 
est fixé à 0.03 µm et le paramètre k prend la valeur de 5. Les autres processus pris en 
compte par le modèle microphysique sont les mêmes que pour le modèle de Ovtchinnikov 
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et Kogan (2000) à savoir, la condensation/évaporation de tous les types d’hydrométéores, 
la coalescence et la rupture des gouttes, la nucléation hétérogène pour les cristaux, 
l’agrégation, le givrage et le processus de Hallett-Mossop.  
 
Le modèle de Lynn et al. (2005) a bien une fonction de distribution pour les particules 
d’aérosol, cependant, il perd leur trace dès lors que ces particules sont activées et 
transformées en gouttelettes. En conséquence, il est très difficile de représenter le 
transfert inverse depuis le réservoir des gouttes vers celui des particules d’aérosol lors de 
l’évaporation (ou désactivation) des gouttes. Ainsi pour (Lynn et al, 2005), l’évaporation 
des gouttes ne donne lieu à aucune « production » de particule d’aérosol.  
 
1.2.3 Le modèle de Fridlind et al. (2004) 
 
Le modèle microphysique de Fridlind et al. (2004) utilise 16 classes pour les 
particules d’aérosol (de 5 nm à 1 µm en diamètre), les gouttes (2 µm à 1 cm) et les 
cristaux de glace (2 µm à 3 cm). La masse volumique pour la phase glace est fixée à 0.9 g 
cm-3 tant que les cristaux ont un diamètre inférieur à 300 µm, ensuite elle décroît selon les 
observations d’Heymsfield et al. (1978) pour les grêlons. La microphysique froide est 
décrite plus précisément par Jensen et al. (1994). Les cristaux sont considérés de forme 
colonne. Concernant la microphysique chaude, l’activation des particules d’aérosol est 
déterminée par le calcul de la sursaturation critique pour les tailles de particule 
considérées. Il n’est fait mention nulle part du devenir des particules d’aérosol qui servent 
de noyau de condensation ou de congélation. On trouve quelques détails supplémentaires 
dans le papier d’Ackerman et al. (1995). Il semblerait que le modèle d’Ackerman et al. 
(1995) garde en mémoire les deux premiers moments de la distribution en volume des 
CCN pour chaque classe de gouttes. Outre la croissance des hydrométéores, les autres 
processus microphysiques représentés sont la coalescence et la rupture des gouttes, la 
nucléation homogène et hétérogène et le givrage des cristaux de glace. 
 
Dans la publication de Fridlind et al. (2004), rien n’est précisé sur la réactivation des 
particules d’aérosol. Par contre, ce processus est déjà présent dans les travaux 
d’Ackerman et al. (1995) : connaissant le volume de particule d’aérosol dans les gouttes, 
ce volume est redistribué sur la grille des AP en suivant une loi de probabilité lognormale 





1.3 Spécificité du modèle DESCAM-3D 
 
L’étude de ces trois modèles existants montre que la tendance actuelle semble être à 
l’augmentation du nombre des processus microphysiques et/ou du nombre de formes 
possibles pour les cristaux. L’amélioration de la représentation de la microphysique dans 
les modèles tridimensionnels passe certes par l’augmentation du nombre de processus 
représentés, mais il ne faut pas négliger pour autant la gestion des particules d’aérosol. 
Ainsi, les trois modèles présentés ci-dessus perdent trace des particules d’aérosol dès 
qu’elles ont été activées et transformées en gouttelettes. En conséquence, ces modèles ont 
du mal à traiter le dépôt humide par la pluie ou la régénération des particules d’aérosol 
lorsque des gouttes évaporent. De notre point de vue, ce dernier processus est loin d’être 
négligeable, car il n’apparaît pas uniquement dans la phase de dissipation des nuages, 
mais bien tout au long de leur développement. En effet, pendant la formation du nuage, 
des gouttes nuageuses sont transportées dans des zones sous-saturées au niveau du 
sommet et des bords du nuage, et vont évaporer, ce qui modifie la distribution des 
particules d’aérosol présentes. Si ces zones sous-saturées voient maintenant leur humidité 
augmenter et atteindre la sursaturation du fait du développement du nuage, il va falloir 
activer des particules d’aérosol et à ce moment, il est important de connaître précisément 
la distribution des particules d’aérosol. Enfin, il nous semble également difficile d’étudier 
plusieurs cycles nuageux sans ce processus. Prenons par exemple une masse d’air 
continentale dans laquelle un nuage se forme, ne produit pas de précipitation, puis 
évapore. Si les particules d’aérosol ne sont pas régénérées, on doit alors considérer le fait 
que le deuxième nuage se formera à partir d’une masse d’air bien moins polluée 
qu’initialement, avant de tirer des conclusions générales sur l’impact des particules 
d’aérosol sur un tel nuage.   
 
Le modèle DESCAM-3D a lui été spécialement conçu pour l’étude des interactions 
aérosol-nuage. Par exemple, 3 distributions sur les 5 utilisées dans DESCAM-3D sont 
vouées à la description des particules d’aérosol interstitielles et résiduelles. Ces fonctions 
permettent de traiter la désactivation des gouttes de façon plus réaliste mais aussi de 
conserver la masse des particules d’aérosol. Cependant, pour pouvoir développer plus 
amplement cette caractéristique importante de DESCAM 3D, nous avons besoin de 
connaître en détail le fonctionnement de ce modèle. Les paragraphes 2 et 3 sont donc 
consacrés à la description des modèles microphysiques EXMIX (qui a servi de base pour 
le développement du module de microphysique froide pour DESCAM 3D) et DESCAM. 
Dans le paragraphe 4, nous présenterons les modèles dynamiques 3D de Clark et Hall 




2 Le modèle microphysique EXMIX 
2.1 Distributions et grilles 
 
Pour représenter les aérosols humides et les gouttes, le modèle EXMIX (Wobrock et 
al., 2001) utilise une seule et même distribution bidimensionnelle en nombre 
),( APwat mmf  et une grille en masse. La première coordonnée m représente la masse 
totale (particule d’aérosol + eau condensée) de la goutte ou de la particule d’aérosol 
humide. La seconde coordonnée mAP donne la masse de la particule d’aérosol (AP) 
initialement sèche et sur laquelle de la vapeur d’eau a condensé par la suite. Par exemple, 
considérons la population de 5 particules d’aérosol humides représentée sur la figure 1.1. 
Ces 5 particules sont supposées avoir toutes la même masse totale m. Par contre, deux de 
ces particules humides se sont formées à partir d’une particule d’aérosol sèche de masse 
mAP, et les trois autres, à partir d’une masse sèche m’AP. EXMIX est capable de décrire 
exactement la situation représentée sur la figure 1.1 : 
2),( =APmmf   i.e. 2 particules humides de masse totale m se sont formées à partir 
d’une particule sèche de masse mAP 
3),( =′APmmf  i.e. 3 particules humides de masse totale m se sont formées à partir 
d’une particule sèche de masse m’AP 
5),(),( =′+ APAP mmfmmf  i.e les particules humides de masse totale m sont au 
nombre de 5.  
 
 
Figure 1.1 : Représentation d’une population de particules d’aérosol humides de même masse m. On 
suppose sur ce schéma que les particules d’aérosol sèches sont totalement insolubles dans l’eau. Les 
particules d’aérosol sont ainsi symbolisées par les points gris sur fond blanc et l’eau qui s’est 
condensée sur la surface des AP est représentée au moyen d’un cercle noir. mAP et m’AP indiquent les 
masses des différentes particules d’aérosol sèches. 
 
Une telle représentation nous permet donc de connaître à tout instant, pour une taille 
de goutte choisie, l’éventail des tailles des particules d’aérosol qui ont servi de noyau de 
condensation. La figure 1.2 est un exemple de résultat qu’il est possible d’obtenir avec le 
modèle EXMIX pour la simulation du cas de CCOPE† (pour les détails de l’expérience et 
                                                 
†
 Cooperative Convective Precipitation Experiment 
Particules d’aérosol humides de masse totale m 
mmm eauAP =+  mmm eauAP =′+′  
eau 
liquide 
APm APm APm′ APm′ APm′
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de la simulation, voir chapitre 2). La figure a été tracée au tout début de la formation du 
nuage convectif et environ 200 m au dessus de sa base. Pour ce cas particulier, les gouttes 
nuageuses les plus nombreuses ont un rayon d’environ 7 µm et, pour cette taille de goutte 
particulière, on a des rayons secs compris principalement entre 20 et 50 nm.  
 
 













































Figure 1.2 : Exemple de résultat pour le modèle EXMIX à proximité de la base du nuage simulé dans 
le cas de CCOPE (voir chapitre 2 paragraphe 3.1). La figure du haut donne le nombre de gouttes (cm-
3) en fonction à la fois du rayon de la goutte (en µm) et du rayon sec de la particule d’aérosol (en 
nm) : il s’agit de la distribution bidimensionnelle en nombre réellement utilisée par EXMIX. La 
courbe en bas donne le spectre en nombre des gouttes de nuage recalculé en intégrant sur toutes les 
tailles d’aérosol sec.   
 
Monier et al. (2006) ont ajouté la phase glace dans le but de simuler les cirrus. Une 
deuxième distribution bidimensionnelle ),( APice mmf  a donc été introduite et sert à 
décrire à la fois les IN (Ice Nuclei ou autrement dit les particules d’aérosol dont les 
propriétés physiques et/ou chimiques favorisent la congélation des gouttes) et les cristaux.  
Comme les cirrus se forment à des températures très basses, la forme retenue pour les 
cristaux a été dans un premier temps la forme colonne. Au cours de mon stage de DEA, 
nous avons voulu étendre le domaine d’application du modèle EXMIX aux nuages 
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convectifs. Or, dans ce type de nuage, les collisions entre hydrométéores sont fréquentes 
et la forme originale des cristaux est fortement modifiée par la collection de gouttes 
surfondues. Vu l’aspect des grêlons et de la petite grêle que l’on retrouve parfois au sol, 
nous avons opté pour une forme sphérique pour les cristaux avec une masse volumique 
fixée à 0.9 g cm-3. De plus, nous avons constaté que les résultats des simulations du nuage 
convectif du 19 Juillet 1981 (Dye et al, 1986) montrent un meilleur accord avec les 
observations disponibles lorsque les cristaux sont représentés sous forme sphérique 
(Leroy et al., 2006). Par la suite, toute référence au modèle « EXMIX » correspondra 
donc à cette dernière version du modèle. 
 
La grille des masses, pour lesquelles les distributions ),( APwat mmf  et 
),( APice mmf sont définies, est calculée d’après Berry et Reinhardt (1974) : 
JRS
1-j
0 2 )( mjm =          (2) 
La masse double toutes les JRS catégories et JRS est donc appelé le paramètre de 
résolution de la grille microphysique. La gamme des tailles (et donc des masses) à couvrir 
est très large car elle part de quelques nanomètres pour les plus petites particules 
d’aérosol jusqu’à plusieurs centimètres pour les plus gros grêlons. En conséquence, avec 
JRS=2, la grille des masses utilisée dans EXMIX compte 120 classes. 
 
2.2 Processus microphysiques 
 
L’évolution des distributions sous l’effet des processus microphysiques est régie par 
les équations suivantes : 
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Les termes I et VII résument l’ensemble des modifications liées à la dynamique 
(transport, turbulence, échanges avec le cylindre extérieur, voir équation 41 ou Monier et 
al., 2006). Les termes II à VI et VIII à XI représentent les processus microphysiques. Les 
particules d’aérosol et les gouttes peuvent grandir par condensation (terme II) et par 
collision-coalescence (terme III). Les cristaux sont formés par nucléation (terme VIII) au 
détriment des gouttes (terme IV). Ils peuvent ensuite grandir par déposition de vapeur 
(terme IX). La collection des gouttes par les cristaux (ou givrage) réduit le nombre des 
gouttes (terme V) et fait grossir les cristaux (terme X). Lorsque les cristaux franchissent 
l’isotherme 0°C, leur fonte (terme XI) redonne des gouttes (terme VI). Le traitement de 
chacun de ces processus microphysiques dans EXMIX va maintenant être détaillé. 
 
2.2.1 Croissance des gouttes et des particules d’aérosol humides 
 




























































pi     (6) 















  représente les effets de courbure de la gouttelette (ou effets 
de Kelvin) et de solution chimique (Raoult). Connaissant les vitesses de croissance, le 
déplacement de la fonction ),( APtwat mmf  sur la grille des masses est réalisé à l’aide du 




La collection est définie comme la collision puis la fusion (ou coalescence) de deux 
gouttes et est décrite par l’équation stochastique de collection, notée ESC par la suite. 
Pour simplifier, nous présentons ici la forme unidimensionnelle, la version 2D est décrite 
dans Monier (2003). Si on note f1D la distribution unidimensionnelle, l’équation 
























    (7) 
où ),( mmK ′  est appelé noyau de collection. Pour deux gouttes quelconques de masse m  
et m′ , K(m,m’) est relié à l’efficacité de collection ),( mmE ′ par la formule : 
),()()()(),( 2 mmEaUaUaammK ′′−′+=′
∞∞
pi      (8) 
avec a et a’, les rayons respectifs des gouttes et )(aU
∞
 leur vitesse terminale de chute. 
Dans le modèle, les efficacités de collection sont calculées à partir des travaux de Hall 
(1980). Le premier terme à droite de l’égalité dans l’équation (7) traduit la formation de 
gouttes de masse mf par collection entre une goutte de masse mf -m et une goutte de masse 
m. Le deuxième terme représente les collisions possibles entre la goutte de masse mf et les 
autres gouttes du spectre, qui font diminuer le nombre de gouttes de masse mf.  
 
En une dimension, l’ESC peut être résolue numériquement en utilisant par exemple le 
schéma de Berry et Reinhardt (1974) ou la méthode de flux de Bott (1998). Pour les 
distributions bidimensionnelles comme celles d’EXMIX, seul le schéma de Bott (2000), 
qui est une extension de celui de Bott (1998), existe et est donc utilisé.  
 
2.2.3 Nucléation des cristaux 
 
Les nucléations hétérogène et homogène sont représentées dans EXMIX. Quatre 
mécanismes différents sont en réalité regroupés sous le nom de « nucléation 
hétérogène » : 
- la déposition hétérogène : la vapeur d’eau est adsorbée par les particules d’aérosol 
et, lorsque la température est suffisamment basse, transformée en glace. 
- la condensation suivie de congélation : une particule d’aérosol, ayant des 
propriétés glacogènes, agit d’abord comme noyau de condensation pour former 
une gouttelette. Ensuite, la partie insoluble de l’aérosol initie la congélation. 
- la congélation par immersion : une particule d’aérosol ayant des propriétés 
glacogènes est absorbée par une gouttelette. Elle initie la formation de la phase 
glace lorsque la température de la goutte devient négative. 
- la congélation par contact : un noyau glacogène peut initier la congélation d’une 
gouttelette lorsqu’il entre en contact avec celle-ci. 
L’expérience ne permet pas de distinguer les quatre modes de formation. Néanmoins 
des paramétrages ont pu être proposés comme celui de Fletcher (1962) qui relie le nombre 
de noyau « glacogènes » ou IN (ice nuclei) à la température. Dans le modèle EXMIX, la 
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nucléation hétérogène est décrite à l’aide de la formule de Meyers et al. (1992) qui relie le 
nombre de cristaux NIN (en cm-3) à la sursaturation par rapport à la glace sv,i : 
NIN = 10 -3 exp(A + B sv,i)  avec A =0.639 et B=12.96.    (9) 
 
Par nucléation homogène, on entend la congélation spontanée de gouttelettes de 
solution surfondues. Ce mécanisme se distingue de celui de la condensation suivie de la 
congélation par le fait que la formation de la glace est initiée par la partie aqueuse de la 
gouttelette et non par la partie insoluble de l’aérosol. Là encore, plusieurs paramétrages 
sont disponibles pour représenter ce processus (Tabazadeh et al., 2000 ; DeMott et al., 
1997, Koop et al, 2000). Monier et al. (2006) ont montré que, pour les cirrus, ces trois 
paramétrages donnent le même nombre de cristaux dès que les vitesses verticales sont 
supérieures à quelques dizaines de cm par seconde. Dans les nuages convectifs où les 
vitesses verticales dépassent le mètre par seconde, on doit donc pouvoir utiliser l’une ou 
l’autre indifféremment. Par la suite, nous avons choisi d’utiliser la formule de Koop et al. 
(2000) car la nature de la solution n’intervient pas. La nucléation homogène dépend 
uniquement de l’activité de l’eau, et le taux de nucléation est donné par : 
( ) ( )32hom 291802692485027.906)log( www aaaJ ∆+∆−∆+−=    (10) 
avec iwww aaa −=∆ .  
aw est l’activité de l’eau et est supposée égale à l’humidité relative. iwa  est l’activité de 











a iw   (11) 
 
2.2.4 Déposition de vapeur sur les cristaux 
 
La croissance des cristaux par déposition de vapeur se fait de la même façon que celle 
des gouttes, excepté que les vitesses de croissance des cristaux sont maintenant données 


































pi      (12) 
Le terme Y représentant les effets de solution et de courbure dans l’équation 6 n’apparaît 
pas dans l’équation 12 : la croissance des cristaux dépend plus de l’état de la surface du 
cristal (sec, humide, rugosité, etc) que des propriétés de la particule d’aérosol qui a servi 
de noyau « glacogène ». Avec cette formule, la vitesse de croissance des cristaux est donc 





De façon analogue au processus de collision-coalescence (voir paragraphe 2.2.2), le 
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  (14) 
Les efficacités de collection goutte-goutte E(m,m’) pour le processus de collision-
coalescence (équation 8) sont également utilisées pour le givrage. Heymsfield et Pflaum 
(1985) ont montré que cette approche surestime les efficacités mesurées pour le givrage et 
que la méthode de Hall (1980) ou Rassmussen et Heymsfield (1985) qui s’appuie sur des 
considérations relatives au nombre de Froude, donne des résultats plus proches des 
observations. Cependant cette méthode a été développée pour les cristaux de forme 
plaquette et comme nous représentons les cristaux sous forme sphérique, nous avons 
choisi de rester avec l’hypothèse que les efficacités pour un cristal sont les mêmes que 
celles pour une goutte de même masse. La méthode de flux de Bott (2000) pour la 
collision-coalescence des gouttes a été adaptée pour le givrage.  
 
2.2.6 Régime de croissance sec/humide – Agrégation et fonte 
 
Dès que les cristaux franchissent l’isotherme 0°, leur fonte est considérée comme 
instantanée et les cristaux rejoignent le réservoir des gouttes. De plus, lorsqu’un cristal 
collecte une goutte, cette goutte est immédiatement est entièrement congelée. Autrement 
dit, les cristaux dans le modèle sont toujours secs, ils ne peuvent jamais être recouvert 
d’une couche liquide.  
Concernant les collisions entre cristaux, les efficacités sont très faibles, excepté dans 
les régions où la température est proche de 0°C, du fait de la présence de la couche 
liquide à la surface des cristaux. Vu que dans le modèle, les cristaux sont d’une part 
sphériques et d’autre part toujours sec, le processus d’agrégation est considéré comme 
négligeable par rapport au givrage et n’est pas pris en compte.  
 Ces hypothèses, loin d’être réalistes, traduisent simplement le fait que la prise en 
compte d’un état humide pour les cristaux dans les modèles microphysiques n’est pas une 
chose aisée. Pour savoir si un cristal va se recouvrir d’une pellicule quasi-liquide ou si 
une goutte collectée par un cristal ne va pas congeler entièrement, il faut suivre la 
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température de surface du cristal et rajouter une distribution dimensionnelle pour 
représenter ces cristaux humides. Mioche (2006) a commencé à améliorer la 
représentation de ces différents processus dans EXMIX mais ce domaine de recherche 
reste à approfondir. Il faut par ailleurs signaler que contrairement au processus de 
nucléation par exemple, on ne dispose que de peu de résultats expérimentaux (par 
exemple, Rasmussen et Pruppacher, 1982) et peu de paramétrages (par exemple Mason, 
1956). 
 
En résumé, grâce à ses distributions bidimensionnelles, le modèle EXMIX offre sans 
doute la représentation la plus détaillée possible des particules d’aérosol. EXMIX va ainsi 
être un outil précieux pour évaluer l’impact de telle ou telle simplification dans la 
représentation des particules d’aérosol dans un modèle un peu moins détaillé comme par 
exemple DESCAM. Dans le chapitre 2, nous allons donc utiliser EXMIX comme 
« modèle de référence » pour le comparer avec DESCAM et pour évaluer les capacités de 
ce dernier.  
Le paragraphe suivant est consacré à la description du modèle DESCAM. Les 
différences existantes entre les modèles microphysiques EXMIX et DESCAM seront 
discutées au fur et à mesure que le fonctionnement du modèle DESCAM sera détaillé. 
 
3 Le modèle microphysique DESCAM  
3.1 Fonctions et grilles pour la microphysique chaude 
 
Le modèle DESCAM original (Flossmann et al., 1985) utilise 4 distributions. Les 
deux  premières sont des distributions en nombre )(rf AP  et )(af d  respectivement pour 
décrire les particules d’aérosol humides et les gouttes. L’information sur la masse de 
particule d’aérosol à l’intérieur des particules d’aérosol humides et des gouttes est 
conservée dans deux autres distributions en masse )(
,
rg aAP  et )(, ag dAP . Ainsi, pour une 
taille de particules d’aérosol humides fixée 1r , )( 1rf AP  indique le nombre total de 
particules d’aérosol humides de rayon 1r  et )( 1, rg aAP  nous donne la masse totale 
d’aérosol sec dans les particules humides de rayon 1r . Si on suppose maintenant que 
toutes les particules humides de la figure 1.1 ont le même rayon r1, alors la situation de la 
figure 1.1 serait décrire de la manière suivante dans DESCAM :  
 
5)( 1 =rf AP  




Avec cette représentation, nous pouvons calculer uniquement la masse moyenne 











AP =          (15) 
Il faut noter que c’est là une des principales différences avec le modèle EXMIX (cf. 
paragraphe 2.1 précédent). EXMIX connaît, pour une taille de goutte fixée, l’ensemble 
des tailles d’aérosols qui ont servi de noyau de condensation pour former cette goutte. 
DESCAM nous donne uniquement accès à une valeur moyennée.  
A la différence d’EXMIX, DESCAM utilise des grilles logarithmiques en rayon pour 













=      (16) 
Les caractéristiques des grilles sont récapitulées dans le tableau 1.1. Pour faciliter la 
comparaison entre les résultats de DESCAM 1D½ et ceux d’EXMIX au chapitre 2, les 
grilles de DESCAM 1D½ ont, dans un premier temps été calquées sur la grille des masses 
d’EXMIX et cette configuration est dénommée « haute résolution » ou « HR » en abrégé. 
Dans la version 3D, le nombre total de classes ainsi que la résolution des grilles sont 
réduits. Lorsque cette configuration sera testée en dimension 1D½ pour déterminer les 
modifications induites par une diminution de la résolution des grilles sur l’allure des 
spectres simulés (cf. chapitre 2, paragraphe 5), nous parlerons de configuration « basse 
résolution » ou « BR ». 
 
Tableau 1.1 : Caractéristiques des grilles de DESCAM « haute résolution » (HR) utilisé en 1D½ 
uniquement et « basse résolution » (BR) utilisé en 3D et occasionnellement en 1D½ pour des tests de 



























Nombre de classes NAC = 60 NRP = 75 NIC = 75 
Résolution KRS = 2 JRS = 2 IRS = 2 




Dernière classe ≅)60(r 7.1 µm ≅)75(a 5.1 mm ≅)75(m 0.6 g 
 
Nombre de classes NAC = 39 NRP = 39 NIC = 39 
Résolution KRS = 1 JRS = 1 IRS = 1 




Dernière classe ≅)39(r 6.4 µm ≅)39(a 6.5 mm ≅)39(m 1 g 
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Etant donné que DESCAM utilise deux distributions séparées pour les particules 
d’aérosol et pour les gouttes, il va falloir traiter les transferts entre ces deux réservoirs 
(voir paragraphes 3.4.1 et 3.4.2). Techniquement, pour limiter les changements brutaux de 
taille au cours de ces passages d’une catégorie à l’autre, les grilles de rayon des particules 
d’aérosol et des gouttes ont quelques classes en commun (voir paragraphe 3.4.1 et Fig. 
1.4). 
 
3.2 Fonctions pour la microphysique froide 
3.2.1 Version antérieures 
 
Une version de DESCAM avec la microphysique froide a déjà été réalisée par  
Alheit et al. (1990) et Respondek et al. (1995). Dans cette version, deux formes sont 
possibles pour les cristaux : soit des plaquettes hexagonales, soit des sphères pour 
représenter la grêle et les grêlons. Chaque forme est représentée à l’aide de trois 
fonctions, une pour le nombre des cristaux, une pour la masse de particules d’aérosol dans 
les cristaux (comme pour la phase liquide) et une troisième pour leur masse en fonction 
de leur taille. Ainsi, la déposition de vapeur fait grandir les plaquettes hexagonales le long 
de l’axe des rayons, alors que le givrage augmente leur masse, mais pas leur diamètre. 
Cette représentation permet donc au givrage de modifier constamment la masse 
volumique des particules de glace. Lorsque les plaquettes ont suffisamment épaissi à 
cause du givrage, elles sont transférées dans le réservoir des grêlons (Respondek et al., 
1995). Ce modèle microphysique a été utilisé dans un cadre bidimensionnel uniquement. 
Dans le cas d’une utilisation avec une dynamique 3D, nous avons choisi de nous 
limiter à deux distributions pour la phase glace, comme pour les gouttes. Nous avons 
donc construit une nouvelle version pour la microphysique froide dans DESCAM.  
 
3.2.2 Nouvelle version 
 
La nouvelle version de la microphysique froide pour DESCAM n’ajoute donc plus 
que deux fonctions supplémentaires, )(mf i  et )(, mg iAP  qui sont les analogues de )(rf d  
et )(
,
rg dAP  mais pour la phase glace. Alors que les grilles utilisées pour les particules 
d’aérosol humides et pour les gouttes sont en rayon (notés respectivement r et a), la grille 
utilisée pour les cristaux est en masse (m). Ce choix a été motivé par le fait que 
l’utilisation d’une grille en masse simplifie le calcul des processus de collection avec le 
schéma de Bott (1998). De plus, pour les gouttes, le passage du rayon à la masse est 
relativement facile : la densité de la solution « eau + particule d’aérosol dissoute » peut 
être calculée à partir des données du modèle, ou plus simplement être prise égale à 1. 
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Malheureusement, on ne peut faire de même pour la phase glace, étant donné la diversité 
des formes de cristaux et des densités. L’utilisation d’une grille en masse nous permet 
donc de nous affranchir partiellement du problème inhérent à la phase glace qui est celui 
du choix de la forme des cristaux et de leur densité.  
Pour faciliter le passage du réservoir des particules d’aérosol à celui des gouttes et 
inversement, nous avons déjà précisé au paragraphe 3.1 que les grilles de rayon des 
particules d’aérosol et des gouttes ont quelques classes en commun. De même, la grille de 
cristaux a été construite à partir de celle des gouttes de sorte que si on prend 1=goutteρ  g 
cm-3, une goutte de la classe j = 4 a alors la même masse que le cristal de classe i = 4. 
Ceci assure ainsi la conservation de la masse au cours de la nucléation et de la fonte des 
cristaux.  
 
3.3 Equations générales 
 
De manière générale, l’évolution des six distributions utilisées par DESCAM est 
décrite par les équations 17 à 22 : 
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Par rapport à EXMIX, la séparation entre les particules d’aérosol et les gouttes dans 
DESCAM nous oblige à considérer deux processus supplémentaires (qui correspondent 
au terme III dans les équations précédentes) : d’une part, le passage du réservoir des 
particules d’aérosol vers celui des gouttes ou « l’activation » et, d’autre part le transfert 
inverse des gouttes vers les particules d’aérosol que nous nommerons par la suite 
«désactivation ». De plus, les particules d’aérosol humides sont supposées à l’équilibre 
dans DESCAM (terme II). A chaque pas de temps, la nouvelle taille d’équilibre des 









. Pour le reste, les mêmes processus que dans le modèle EXMIX 
pour la phase liquide (terme V : condensation/évaporation des gouttes, terme VI : 
collision-coalescence) comme pour la phase glace (terme IV : nucléation, terme VII : 
givrage, terme VIII : fonte et terme IX : déposition de vapeur) ont été implémentés dans 
DESCAM.  Dans le paragraphe suivant, nous allons donc détailler plus spécifiquement le 
traitement de l’activation des particules d’aérosol, de la déactivation des gouttes et les 
considérations relatives à l’hypothèse d’équilibre des particules d’aérosol. Nous passerons 
plus rapidement sur les autres processus qui ont déjà été décrits pour EXMIX : nous nous 
contenterons simplement de signaler les différences qui peuvent exister dans la manière 
de représenter ces processus entre les deux modèles. 
 
3.4 Détail des processus microphysiques – Comparaison avec EXMIX 
3.4.1 Activation des particules d’aérosol humides 
 
Les processus d’activation et de désactivation sont régis dans DESCAM par des 
considérations relatives à la notion de rayon d’activation, une notion qui dérive de 
l’équation de Koehler (Pruppacher et Klett, 1997). 
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L’équation de Koehler relie, pour une particule d’aérosol dont le rayon sec Nr  est 
































= . Dans le modèle, l’hypothèse rN << r conduit à 









s Nwv −=+         (24) 
Le rayon d’activation qui correspond au sommet de la courbe de Koehler (cf. Fig. 1.3) et 
donc à la condition particulière 0, =
dr
ds wv







2),( =            (25) 
La figure 1.3 présente la courbe de Koehler (en trait plein) calculée à l’aide de 
l’équation (23) pour deux tailles différentes d’aérosol sec. La courbe en pointillés a été 
tracée en utilisant l’équation de Koehler « simplifiée » (équation (24)) utilisée dans 
DESCAM. Le rayon d’activation correspondant au sommet de la courbe de Koehler, on 
peut donc considérer, au vu de la figure 1.3, que l’hypothèse rN << r  n’affecte pas le 





















Figure 1.3 : Courbe de Koehler (en noir) pour deux tailles différentes d’aérosol sec (rN =8 nm et rN = 
50 nm). L’équation de Koehler simplifiée conduit à la courbe en pointillés.   
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Lorsqu’une particule d’aérosol humide atteint la taille d’activation, sa croissance n’est 
maintenant plus conditionnée par l’augmentation de la sursaturation. Autrement dit, la 
particule d’aérosol va continuer à grandir tant que l’air ambiant reste sursaturé mais 
quelque soit l’évolution de la sursaturation (augmentation ou diminution). A partir de ce 
moment, on n’emploie plus la dénomination « particule d’aérosol humide », on parle de 
« gouttelette ». Dans DESCAM, le rayon d’activation va donc nous servir de critère pour 
transformer ou non une particule d’aérosol humide en gouttelette, ou techniquement 
parlant, pour passer des fonctions )( 1rf AP  et )( 1, rg aAP  à )(af d  et )( 1, ag dAP  
respectivement. Ainsi, toutes les particules d’aérosol humides qui ont un rayon supérieur 
au rayon d’activation calculé sont transférées dans le réservoir des gouttes.  
La figure 1.4 permet de visualiser la réalisation de l’activation dans DESCAM. Entre 
1 et 7 µm environ, les grilles des particules d’aérosol humides et des gouttes ont plusieurs 
classes en commun (dans la configuration « haute résolution » décrite dans le tableau 1.1, 
18 classes exactement sont communes à la fois aux particules d’aérosol et aux gouttes, 
mais, pour ne pas surcharger le schéma de la figure 1.4, seules quelques classes ont été 
représentées). Le transfert d’un réservoir à un autre se fait donc directement grâce à la 
correspondance des tailles. Par contre, les particules d’aérosol humides dont la taille est 




Figure 1.4 : Schéma du transfert des particules d’aérosol humides dans le réservoir des gouttes lors 
de l’activation.  
 
3.4.2 Désactivation des gouttes 
 
Lorsque des gouttes se retrouvent dans un environnement sous-saturé, DESCAM doit 
permettre à ces dernières de regagner le réservoir des particules d’aérosol. La 
désactivation des gouttes dans un air sous-saturé est réalisée d’une façon très proche à 
celle de l’activation. Le point de départ est encore une fois le calcul du rayon d’activation.   
ract 
Grille des gouttes 
7 µm 1µm Grille des particules d’aérosol humides 
1 µm 
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Soit une goutte de rayon a. Comme nous l’avons déjà vu, grâce aux fonctions f et g du 
modèle DESCAM, nous pouvons avoir accès à la masse moyenne d’aérosol dans les 
gouttes de cette taille (cf. équation (15)) et en déduire un rayon moyen que nous allons 
noter ici Nr . A partir de la connaissance du rayon de la goutte a et de Nr , l’équation de 
Koehler sous sa forme simplifiée nous permet de remonter au rayon d’activation (pour ce 





=           (26) 









+ ). Elle doit alors être transférée dans le réservoir des particules 
d’aérosol humides.  
 
A l’origine, la désactivation se faisait de façon analogue à l’activation, c’est-à-dire 
sans changement du rayon humide si la goutte appartenait à une classe commune à la 
grille des particules d’aérosol et des gouttes. Si la taille humide de la goutte était 
supérieure à la taille correspondant à la plus grande classe des AP, la goutte était quand 
même placée dans cette dernière classe. Cependant, ce schéma original a montré une 
tendance à créer artificiellement des grosses particules d’aérosol. Ce problème et la 
solution envisagée pour tenir compte de l’hypothèse d’équilibre des particules d’aérosol 
sont décrits dans l’annexe A.  
 
3.4.3 Croissance des particules d’aérosol humides 
 
Dans DESCAM, les particules d’aérosol humides sont supposées en équilibre à 
chaque pas de temps. La taille d’équilibre d’une particule d’aérosol humide pour une 
sursaturation donnée est calculée en utilisant à nouveau la formule de 
Koehler « simplifiée » (équation 24) qui peut être réécrite sous la forme d’une équation 





















=      (27)  
Cette équation est résolue de façon analytique, selon la méthode décrite en annexe B.  
 
En réalité, alors que les petites particules d’aérosol grandissent rapidement et 
atteignent facilement leur taille d’équilibre, les grosses particules d’aérosol ont besoin 
d’un temps plus long que permis dans les modèles (typiquement de 2 ou 3 secondes) pour 
atteindre leur taille d’équilibre. Une façon de traiter plus rigoureusement la croissance des 
particules d’aérosol est de calculer leur vitesse de croissance. Une telle méthode est 
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utilisée dans le modèle EXMIX. Cependant, plus la particule d’aérosol est petite, plus sa 
vitesse de croissance est élevée. Le respect du critère de Courant-Friedlich-Lévy dans le 
schéma explicite pour la solution numérique de la croissance des particules conduit alors 
à un important fractionnement du pas de temps et en conséquence à un alourdissement 
notable du modèle. L’hypothèse d’équilibre est donc utilisée dans DESCAM car elle 
permet un gain en temps de calcul.  
 
De plus, l’utilisation d’une forme simplifiée de l’équation de Koehler permet de 






















r        (28) 
De cette façon, l’hypothèse de l’équilibre pour les particules d’aérosol humides nous 
permet de nous affranchir de la fonction gAP,a(r) (équation 18). Elle  peut maintenant être 






  )()( NNaAPaAP rrfrg piρ=
       (29) 
La résolution de l’équation (27) donne le nouveau rayon d’équilibre pour la particule 
d’aérosol. Cette méthode de détermination de la fonction gAP,a(r) est utilisée dans 
DESCAM 3D, car elle permet d’éviter le stockage des 39 valeurs de la distribution et le 
calcul des processus microphysiques et de l’advection de cette fonction sur l’ensemble du 
domaine (cf. équation 18), d’où un gain de temps évident. 
Il faut aussi remarquer que, dans le cas de grosses particules, celles-ci seront les 
premières activées, et, une fois dans le réservoir des gouttes, leur croissance sera calculée 
correctement à l’aide des vitesses (cf. paragraphe suivant). Il est donc permis de penser 
que l’erreur sur la croissance des grosses particules d’aérosol n’aura finalement que peu 
d’impact sur l’évolution du nuage. La comparaison du modèle DESCAM avec le modèle 
EXMIX au chapitre 2 nous permettra de conclure sur la validité de cette hypothèse 
d’équilibre pour les particules d’aérosol.  
 
3.4.4 Croissance des gouttes 
 
La croissance des gouttes par condensation est régie par l’équation suivante 
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D’après l’équation 30, le calcul de la vitesse de croissance nécessite la connaissance 
du rayon rN de la particule d’aérosol contenue dans les gouttes. Avec DESCAM, nous 
connaissons seulement la masse moyenne (cf. paragraphe 3.1, équation 15) et nous avons 
donc uniquement accès au rayon moyen Nr .  
La figure 1.5 représente la vitesse de croissance d’une goutte en fonction de son rayon 
pour deux tailles différentes de particule d’aérosol (20 et 200nm). Pour RH=100.1%, les 
vitesses deviennent indépendantes de la taille de la particule d’aérosol sèche dès lors que 
la goutte a dépassé les 6 µm de rayon. Ainsi, à partir de quelques micromètres, la vitesse 
de croissance des gouttes est quasiment indépendante de la taille de la particule d’aérosol 
sèche qui est à l’intérieur. L’utilisation d’une valeur moyenne dans DESCAM n’aura 





























Figure 1.5 : Vitesse de croissance pour RH=100.1% en fonction du rayon humide pour deux 
particules d’aérosol sèches de tailles différentes (20 nm en bleu et 200 nm en noir).  
 
Des différences entre les modèles DESCAM et EXMIX pour ce qui est de la 
croissance des gouttes (et plus tard des cristaux de glace) peuvent aussi provenir de la 
diffusion numérique liée aux schémas d’advection utilisés. EXMIX utilise pour 
l’advection le schéma de Smolarkievicz (1983) qui est du deuxième ordre, alors pour 
DESCAM, l’advection est réalisée à l’aide du schéma de Bott (1989) qui est du quatrième 
ordre. On peut donc s’attendre à plus de diffusion numérique pour EXMIX, d’où des 
spectres plus étendus. 
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La croissance des hydrométéores par condensation/déposition de vapeur est sans 
aucun doute le processus microphysique le plus délicat à représenter dans un modèle 
microphysique. En effet, les changements de phase dégagent/consomment de la vapeur et 
de la chaleur et ils influencent ainsi la sursaturation. Or, les vitesses de croissance des 
hydrométéores sont justement conditionnées par la valeur de la sursaturation. Le couplage 
est donc très étroit entre l’évolution de l’humidité relative et la croissance des 
hydrométéores. A cela se rajoute bien entendu l’évolution dynamique, qui modifie 
également l’humidité relative dans une couche par le biais de la température et la vapeur 
d’eau. Ainsi, lorsque la dynamique impose par exemple un important changement de la 
sursaturation pour un pas de temps donné (par exemple 2 s), le processus de condensation 
ou d’évaporation doit être traité avec un pas de temps réduit par rapport au pas de temps 
dynamique (Leporini, 2005). Dans le cas d’une couche qui devient saturée, on évite ainsi 
la production brutale d’un trop grand nombre de gouttelettes qui pourraient consommer 
toute la vapeur d’eau disponible et provoquer un retour à un état sous-saturé et par suite 
une oscillation de la valeur de la sursaturation qui s’amplifie au cours du temps. Ce 
problème lié aux changements de phase, ainsi que la solution adoptée et sa mise en œuvre 




Comme DESCAM utilise des distributions unidimensionnelles, l’équation 
stochastique de collection (équation 7) peut être résolue en utilisant soit le schéma de Bott 
(1998) soit la méthode de Berry et Reinhard (1974). Dans toutes les simulations 
présentées dans ce manuscrit, le schéma de Bott (1998) a été préféré à celui de Berry et 
Reinhard (1974) car il conserve bien mieux la masse et il est plus efficace en temps de 
calcul (Leporini, 2005). Les efficacités de collection pour la collision-coalescence des 
gouttes sont les mêmes pour DESCAM que pour EXMIX (Hall, 1980). La collision-
coalescence ne semble donc pas être à priori une source de différence majeure entre les 
résultats d’EXMIX et de DESCAM.  
 
3.4.6 Processus microphysiques froids 
 
Afin de minimiser les sources possibles de différences entre les deux modèles, la 
représentation de la phase glace dans DESCAM a été conçue à partir de celle d’EXMIX. 
Ainsi, les cristaux sont considérés comme étant de forme sphérique. Ils se forment par 
nucléation hétérogène suivant la formule de Meyers et al. (1992) (cf. équation 9) et par 
nucléation homogène en accord avec les travaux de Koop et al (2000) (cf. équation 10). 
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Le calcul des vitesses de croissance se fait exactement de la même façon dans les 
deux modèles (équation 12). Le schéma d’advection de Bott (1989) utilisé pour la 
croissance des gouttes est repris pour la phase glace.  
Comme dans le modèle EXMIX, les efficacités de collection goutte-goutte sont 
utilisées pour le givrage dans le modèle DESCAM. Le givrage est également réalisé à 
l’aide de la même méthode que celle utilisée pour la collision-coalescence (Bott, 1998). 
Au final, on peut donc supposer que la phase glace et les processus microphysiques 
froids ne seront pas des sources de différences majeures entre les résultats d’EXMIX et de 
DESCAM. 
 
3.5 Temps de calculs 
 
Comparons rapidement le nombre de variables utilisés par les modèles EXMIX et 
DESCAM. EXMIX utilise 2 fonctions bidimensionnelles. Ses grilles ont 60 classes pour 
les masses des particules d’aérosol sèches et 120 pour les grilles des particules 
humides/gouttes et des cristaux. Au total, ce modèle a donc 2x60x120=14400 variables à 
traiter. 
Avec ses 6 distributions réparties sur des grilles de 60 classes pour les particules 
d’aérosol et 75 classes pour les gouttes et les cristaux (dans la configuration « haute 
résolution »), DESCAM en dimension 1D½ utilise 420 variables. Ce chiffre tombe à 195 
pour DESCAM 3D car il n’y a plus que 5 distributions (la fonction pour la masse d’AP 
dans les particules d’aérosol humides gAP,a n’est pas stockée mais recalculée à chaque pas 
de temps, cf. paragraphe 3.4.3) et les grilles ont maintenant toutes 39 classes.  
 En plus d’un nombre de variables à traiter bien supérieur, l’utilisation de fonctions 
bidimensionnelles dans le modèle EXMIX complique aussi la représentation de certains 
processus microphysiques, comme par exemple la collision-coalescence ou le givrage. Le 
haut niveau de précision du modèle EXMIX se traduit donc par un temps de calcul 
important. Pour les simulations du cas de CCOPE présentées dans le chapitre suivant (1h 
d’intégration avec un pas de temps de 2 s), il faut compter un peu plus d’un 1 jour en 
linéaire ou autour de 6 heures en parallèle sur 4 processeurs. De tels temps de calculs 
rendent difficilement envisageable l’utilisation de ce modèle dans une dynamique 
tridimensionnelle.  
En comparaison, la simulation du cas de CCOPE avec DESCAM 1D½ (pas de temps 
et durée d’intégration identiques à EXMIX) dure moins d’un quart d’heure dans le cas 
« haute résolution » ; et seulement 6 minutes dans le cas « basse résolution » (i.e. la 
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configuration utilisée en 3D) sur les machines du CINES‡ (Remarque : les temps donnés 
ici sont à titre indicatif, ils peuvent varier énormément d’une machine de calcul à l’autre). 
Du point de vue du temps de calcul, le modèle microphysique DESCAM est donc adapté 
à une utilisation dans un cadre tridimensionnel. Nous allons maintenant décrire le modèle 
dynamique 3D de Clark et Hall (1991) auquel le modèle microphysique DESCAM a été 
couplé, et le modèle 1D½ d’Asai et Kasahara (1967) qui peut être utilisé avec DESCAM 
comme avec EXMIX. 
 
4 Les modèles dynamiques utilisés  
4.1 Le modèle dynamique de Clark et Hall (1991) 
4.1.1 Les équations du modèle 
 
Le modèle dynamique que nous utilisons a été développé par Clark (1977, 1979), 
Clark et Farley (1984) et Clark et Hall (1991). Il s’agit d’un modèle tridimensionnel non 
hydrostatique et anélastique. Il a été développé pour l’étude de l’atmosphère à méso-
échelle et peut être utilisé pour des régions dont la topographie est complexe car la 
coordonnée verticale est transformée de manière à suivre le terrain. Ce modèle a été 
utilisé à de nombreuses reprises pour simuler les mouvements de l’air atmosphérique et la 
formation des nuages (Clark and Gall, 1982, Clark et al., 1994, Bruintjes et al., 1994, 
1995, Wobrock et al., 1997, 2003). 
Le modèle dynamique s’occupe de la prédiction des trois composantes de la vitesse 
u,v et w, de la température T et de la quantité de vapeur qv en résolvant un système couplé 
d’équations. La masse volumique de l’air ρ et la pression P sont données par des 
équations diagnostiques. Clark et al (1996) séparent toutes ces variables 
























        (31) 
où θ  est la température potentielle. Les termes ) ( et ) ( ′ représentent l’état initial de 
l’environnement en équilibre hydrostatique et horizontalement homogène. Les termes ) ( ′′  
sont fonction du temps et de l’espace.  
                                                 
‡
 Centre Informatique National de l’Enseignement Supérieur 
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L’évolution de l’ensemble de ces paramètres est régie par les équations du 











































































































































δρρ )(     (35) 
ijτ est le tenseur des contraintes décrivant les processus turbulents sous-maille et Kh le 
coefficient de diffusion turbulente (Rappel : pour la définition des notations utilisées, voir 
la liste des symboles). 
 
4.1.2 Couplage avec un modèle microphysique 
 
Les équations (32) à (35) font apparaître des termes liés à la microphysique du nuage. 
Pour la composante verticale du vent (équation 32), on trouve le terme de flottabilité qui 
traduit l’influence du poids des hydrométéores liquides (qw) et glacés (qi) sur les 
mouvements verticaux. Mais, les processus microphysiques (plus précisément les 
changements de phase) influencent aussi directement la température et le contenu en 











est la masse de vapeur d’eau qui se sublime.  
D’autre part, température et quantité de vapeur gouvernent certains processus 
microphysiques (la croissance des cristaux par déposition de vapeur par exemple) et ces 
deux paramètres doivent donc être connus par le modèle microphysique. La température 
et la quantité de vapeur sont donc les deux paramètres qui vont être constamment 
échangés entre les modèles dynamique et microphysique. Techniquement, à partir de 
l’état du système au temps t, le modèle dynamique calcule l’état du système au temps t+dt 
(d’ailleurs, lorsqu’un modèle dynamique est couplé avec un modèle microphysique, le 
modèle dynamique doit aussi gérer le transport des variables microphysiques). Les 
nouvelles valeurs de la température et de la quantité de vapeur à t+dt sont utilisées par le 
modèle microphysique pour calculer les échanges entre les trois phases vapeur, liquide et 
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glace. Température et quantité de vapeur sont modifiées en conséquence et ré-injectées 
dans le modèle dynamique avant de passer au pas de temps suivant.  
 
Le modèle de Clark et Hall (1991) a été couplé à un modèle microphysique DESCAM 
de nuage chaud par Leporini (2005). Pour tout ce qui concerne le développement d’un 
module de microphysique froide pour compléter le modèle de Leporini (2005), nous 
avons travaillé d’abord avec un modèle cylindrique (1D½). Nous avons choisi une 
dimension 1D½ plutôt que parcelle d’air car techniquement, il est plus facile passer d’une 
dynamique 1D½ à une dynamique 3D que d’un cadre parcelle d’air à un cadre 
tridimensionnel, étant donné que la coordonnée verticale a déjà été prise en compte. Nous 
allons maintenant rappeler le fonctionnement d’un modèle cylindrique.  
 
4.2 Le modèle cylindrique 
 
Le modèle dynamique 1D½ considère deux cylindres concentriques d’après Asai et 
Kasahara (1967) et comme présenté sur la figure 1.6. Le cylindre intérieur représente le 
nuage convectif, et le cylindre extérieur l’environnement. Dans le cylindre extérieur, la 
vitesse verticale we permet de compenser les forts mouvements ascendants qui ont lieu 
dans le cylindre nuageux. En utilisant l’équation de continuité et l’herméticité des parois 













=σ , r1, r2 sont respectivement les rayons des cylindres intérieur et extérieur, et w 
la vitesse dans le cylindre intérieur. Le rayon du cylindre extérieur r2 est choisi comme 
dix fois supérieur à celui du cylindre intérieur r1. En conséquence, les vitesses verticales 
dans le cylindre extérieur restent faibles et l’environnement peut être considéré comme 
étant au repos. L’évolution des variables thermodynamiques (pression, température, 




Figure 1. 6 : Schéma du modèle dynamique. 
 
En coordonnées cylindriques, les équations décrivant l’évolution de l’air nuageux 
(équation de continuité, équation du mouvement, première loi de la thermodynamique, et 
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  (40) 
(L’indice e est associé aux variables de l’environnement) 
L’équation (37) est simplement une réécriture de l’équation de continuité si l’on 
néglige les variations temporelles de la densité. Pour les équations (38) à (40), le premier 
terme à droite de l’égalité représente le transport vertical et, à ce propos, les cylindres sont 
découpés en 100 couches de 100 m de hauteur. Outre les échanges entre chaque couche, 
le modèle permet les échanges entre les deux cylindres d’après Cotton (1975) et Emde et 
Kahlig (1989), d’où le terme proportionnel à la vitesse radiale à l’interface des cylindres 
u~ . Le modèle prend également en compte le mélange turbulent dû au cisaillement 
vertical à la frontière entre les deux cylindres : il s’agit du troisième terme à droite de 
l’égalité où α est le coefficient de turbulence. Ainsi, ce modèle ne peut pas être considéré 
comme strictement unidimensionnel, c’est pourquoi on parle de modèle 1D½. Enfin, mis 
à part le terme Q qui représente le chauffage au sol nécessaire pour provoquer une 
ascendance et la formation du nuage dans le cylindre intérieur, les termes restants dans les 
équations (38) à (40) sont liés à la microphysique du nuage (voir paragraphe 4.1.2). 
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Enfin, dans le cas du modèle 1D½,  l’équation pour un paramètre microphysique fmic 
(par exemple, une distribution en nombre comme celle d’EXMIX pour les gouttes 



























Le modèle 3D à microphysique détaillée DESCAM-3D a été conçu pour améliorer les 
connaissances sur l’action des processus microphysiques dans les nuages mais aussi plus 
spécifiquement pour étudier l’interaction particules d’aérosol - nuage. En effet, 3 
distributions (sur 5 au total) dans DESCAM-3D sont vouées à la description des 
particules d’aérosol interstitielles et résiduelles. L’utilisation des deux distributions gAP,d 
et gAP,i permet de conserver la masse d’aérosol et de les décrire plus précisément certains 
processus microphysiques comme l’évaporation des gouttes.  
Avec les processus microphysiques chauds et froids, il est maintenant possible 
d’étudier les nuages convectifs avec DESCAM-3D même si la modélisation de la phase 
glace reste un domaine à améliorer. Par exemple, les cristaux sont supposés de forme 
sphérique dans DESCAM-3D. Avec DESCAM en dimension 1D½, on peut utiliser 
plusieurs distributions pour les cristaux de glace sans alourdir trop le modèle (un premier 
essai se trouve en annexe D). Chaque fonction sera alors associée à une forme de cristaux 
précise. Cependant, la gestion des transferts possibles entre les différentes formes de 
cristaux n’est pas forcement évidente. Ainsi, dans quelle catégorie doit-on « ranger » un 
cristal de forme quelconque qui a collecté quelques gouttes ? De manière plus générale, 
on touche ici les problèmes liés à la gestion de l’évolution de la masse volumique de la 
glace en fonction de la forme et sous l’effet des différents processus. On peut également 
envisager l’amélioration de la représentation de certains processus comme la fonte des 
cristaux ou encore l’ajout de l’agrégation des cristaux de glace (Mioche, 2006). Pour ces 
études, les modèles 1D½ à microphysique détaillée sont très utiles, car il est bien plus 
rapide et plus facile de tester l’impact d’un nouveau processus dans une dynamique 
simplifiée avant de l’ajouter dans le modèle tridimensionnel. 
En 3D, pour conserver des temps de calculs raisonnables, des simplifications ont été 
adoptées dans le modèle DESCAM, pour la phase glace comme pour la phase liquide. 
Ainsi, les particules d’aérosol humides sont considérées comme étant toujours à 
l’équilibre. De plus, les résolutions des grilles microphysiques ont dû être dégradées. Le 
chapitre suivant est consacré à l’évaluation des conséquences possibles de ces 
simplifications, par comparaison entre les résultats de DESCAM 1D½ et ceux du modèle 
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EXMIX (qui traite les particules d’aérosol de façon encore plus détaillée) pour un même 








Comparaison des modèles microphysiques 
EXMIX et DESCAM 
 
 
Nous avons vu dans le chapitre précédent que le niveau de détail pour la 
microphysique est plus élevé pour le modèle microphysique EXMIX que pour DESCAM. 
Il nous a donc semblé intéressant de comparer les performances de ces deux modèles en 
simulant un cas de nuage convectif. La comparaison des résultats des deux modèles nous 
permettra d’évaluer la pertinence des hypothèses faites dans le modèle DESCAM. Enfin, 
EXMIX ayant déjà montré ces capacités pour rendre compte de l’impact du spectre des 
particules d’aérosol sur les caractéristiques d’un nuage (Leroy et al., 2006), il nous 
permettra d’appréhender la sensibilité du modèle DESCAM à ce même spectre, toujours 
par comparaison avec les résultats d’EXMIX.  
Pour faciliter la comparaison entre les deux modèles, les configurations utilisées 
seront calquées les unes sur les autres, notamment en ce qui concerne la résolution des 
grilles pour les différents hydrométéores. Cependant, dans une dynamique 
tridimensionnelle, suite à des contraintes au niveau du temps de calcul et de la mémoire, 
la résolution des grilles du modèle DESCAM va être dégradée (voir tableau 1.1 du 
chapitre 1). Dans ce chapitre, nous avons également testé l’impact d’une réduction dans la 
résolution des grilles sur les résultats du modèle DESCAM. Nous pensons ainsi pourvoir 
conclure quant à la fiabilité des résultats que l’on pourra obtenir par la suite dans le 
modèle DESCAM 3D. Les résultats de ce chapitre ont fait l’objet d’une publication 
(Leroy et al., 2007a). 
Ce chapitre est divisé en 5 parties. Dans la première partie, nous allons présenter le 
cas d’étude qui a été choisi et la procédure d’initialisation des modèles. Dans la deuxième 
partie, nous nous consacrerons à l’étude du problème posé par la représentation du 
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processus d’activation de DESCAM 1D½. La solution adoptée pour résoudre ce problème 
et les améliorations qui ont été constatées par la suite dans les résultats sont également 
décrites. Cette nouvelle version du modèle DESCAM est ensuite comparée à EXMIX 
dans une troisième partie afin de montrer le bon accord entre les deux modèles. Enfin, la 
quatrième et la cinquième partie traitent respectivement de la sensibilité du modèle 
DESCAM au spectre initial des particules d’aérosol et à la résolution des grilles. 
 
1 Le cas d’étude – Initialisation des modèles 
 
Pour pourvoir conclure sur les impacts réels des différences entre les modèles EXMIX 
et DESCAM, nous avons choisi de simuler avec DESCAM 1D½ un cumulonimbus 
observé dans le cadre de la campagne CCOPE* et décrit par Dye et al. (1986). Trois 
avions ont traversé le nuage à différentes altitudes et un planeur est monté dans 
l’ascendance principale. Les réflectivités et le déplacement du nuage mesurés par deux 
radars doppler complétaient le jeu de données expérimental. Au début de la période 
d’observations, le nuage est un cumulus mediocris avec une base vers 3.9 km d’altitude, 
une sommet autour de 6.5 km et des vents verticaux faibles. Puis une ascendance large 
s’organise, avec des vents verticaux supérieur à 15 m s-1 entre 6 et 7 km, et provoque la 
formation d’une tour convective dont le sommet atteint 10.5 km.  Ensuite une enclume se 
forme mais l’activité convective diminue et le nuage se dissipe sous forme d’une traînée 
de précipitation. L’analyse des mesures aéroportées a montré que les précipitations se 
sont formées principalement via la phase glace, et c’est pourquoi ce cas a déjà été utilisé 
pour tester la représentation de la phase glace dans EXMIX (Leroy et al., 2006).  
 
 
Figure 2.1 : Sondage de Miles City du 19 Juillet 1981 (Dye et al., 1986). 
                                                 
*
 Cooperative Convective Precipitation Experiment 
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Pour simuler ce nuage convectif, les modèles EXMIX et DESCAM 1D½ sont 
initialisés de la même façon. Les conditions thermodynamiques sont données par le 
sondage de Miles City du 19 Juillet 1981 (cf. Fig. 2.1). Ce jour là, un anticyclone faible 
est présent, rendant possible le développement de cellules convectives isolées. Le sondage 
de Miles City (cf. Fig. 2.1) montre ainsi un faible cisaillement de vent en altitude et une 
instabilité modérée qui laisse penser que des nuages convectifs vont pouvoir se 
développer jusqu’à 11 km d’altitude (240 hPa). La convection est déclenchée par un 
chauffage de +2.3 °C au sol pendant les 10 premières minutes d’intégration. La résolution 
verticale est fixée à 100 m.  
Les spectres des particules d'aérosol utilisés sont représentés sur la figure 2.2. Comme 
aucune mesure concernant les particules d’aérosol (nombre, taille, composition 
chimique…) n’a été faite pour ce cas de CCOPE, nous avons utilisé les spectres de 
Jaenicke (1988) qui sont constitués de trois fonctions lognormales. Les particules 
d’aérosol sont supposées être du sulfate d’ammonium de masse volumique 1.77 g cm-3 et 
totalement soluble ( 1=sε ). Le spectre de type continental a été utilisé pour les 
simulations décrites dans les paragraphes 3 et 5. Les résultats avec le spectre marin font 
l’objet du paragraphe 4. 
 


















Figure 2.2 : Spectres initiaux des particule d’aérosol d’après Jaenicke (1988). En trait continu, le 
spectre est de type continental, en pointillés de type marin.  
 
D’après les paragraphes 2 et 3 du chapitre 1, la principale différence entre EXMIX et 
DESCAM concerne la phase liquide et le traitement des particules d’aérosol humides. 
Dans le paragraphe suivant, nous allons nous focaliser sur les conséquences possibles des 
simplifications effectuées dans DESCAM en nous appuyant sur des résultats particuliers 
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obtenus lors des simulations du cas de CCOPE. Les résultats plus généraux sur le cas de 
CCOPE seront présentés au paragraphe 3.   
 
2 Le problème de l’activation des particules d’aérosol  
 
Dans ce paragraphe, nous allons étudier le processus d’activation en adoptant le plan 
suivant. Tout d’abord, nous allons exposer les problèmes soulevés par l’analyse et la 
comparaison des résultats de DESCAM avec EXMIX pour le cas de CCOPE et nous en 
rechercherons les causes. Ensuite nous détaillerons les solutions envisagées et les 
modifications apportées au modèle DESCAM. Enfin nous évoquerons quelles sont les 
améliorations induites par ces modifications. 
 
2.1 Problème inhérent au schéma d’activation de DESCAM 
 
La figure 2.3 représente l’évolution en fonction du temps du nombre des gouttes et de 
l’humidité relative par rapport à l’eau à 3500 m d’altitude. On voit clairement l’effet de 
l’activation dans DESCAM. Entre t=660 et t= 686 s, le nombre des gouttes augmente 
progressivement dans les deux modèles. Tant que la couche reste sous-saturée, 
l’activation ne peut avoir lieu dans DESCAM. Des gouttes sont progressivement 
transportées depuis les couches inférieures vers la couche étudiée et leur nombre 
augmente régulièrement. A t=688 s, la saturation est atteinte dans la couche étudiée et 
l’activation des particules d’aérosol humides peut avoir lieu. Cela se traduit par une 
brutale augmentation du nombre des gouttes dans la couche (de 117 cm-3 à 280 cm-3). 
Avec le modèle EXMIX, on voit seulement un changement dans la pente de la courbe du 
nombre des gouttes en fonction du temps (cf. Fig. 2.3b) quand l’humidité relative est 
supérieure à 100% et qu’elle augmente (i.e. pour les pas de temps t=688 s et t=690 s). A 
t=692 s, l’humidité relative est stabilisée et la pente du nombre en fonction du temps se 
radoucit pour EXMIX. L’augmentation du nombre est de nouveau principalement la 
conséquence du transport vertical. Lorsque le nombre de gouttes dans la couche est enfin 
stabilisé (autour de 740 s, cf. Fig. 2.3a), on constate que DESCAM a certes quelques 
gouttes de moins qu’EXMIX (376 cm-3 au lieu de 382 cm-3), mais la différence entre les 
deux modèles est finalement peu significative. La représentation de l’activation semble 
fonctionner correctement dans les basses couches. Voyons ce qu’il en est dans les 
altitudes plus élevées. 
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Figure 2.3 : Nombre total des gouttes Nd et humidité relative (RH) en fonction du temps à 3.5 km 
d’altitude pour le modèle EXMIX (traits pointillés) et DESCAM (trait continu). La figure 2.3a couvre 
un intervalle de temps de t=660 s à t=740 s tandis que la figure 2.3b se concentre sur le passage de la 



































































Figure 2.4 : a) Evolution du spectre des gouttes à 7.5 km d’altitude. Les résultats du modèle EXMIX 
sont tracés en pointillés, ceux du modèle DESCAM en trait continu. Le cas « DESCAM avec f(T) » est 
décrit au paragraphe 2.3. b) Zoom sur le passage de la sous- à la sursaturation. L’évolution de 




La figure 2.4a montre l’évolution du nombre des gouttes pour les modèles EXMIX et 
DESCAM à 7.5 km d’altitude. La figure 2.4b montre en plus du nombre des gouttes,  
l’évolution de l’humidité relative à 7.5 km entre 1590 et 1645 s. Par rapport à la figure 
2.3b, la sursaturation atteint au maximum 0.8% contre 2% à 3.5 km. Entre 1600 s et 1620 
s, on voit clairement l’augmentation brutale du nombre des gouttes dans DESCAM liée à 
l’activation des particules d’aérosol lorsque la sursaturation est atteinte. A ce moment, la 
courbe pour DESCAM se sépare nettement de celle correspondant à EXMIX et, vers 
1750 s, on a à peu près 30% de gouttes en plus dans DESCAM par rapport à EXMIX. Le 
schéma d’activation de DESCAM conduit ainsi à des résultats assez différents en terme 
du nombre de gouttes produites dans les hautes altitudes. Une discussion sur l’origine de 
ce résultat et une proposition d’amélioration sera proposée aux paragraphes 2.2 et 2.3 
suivants.  
 





















Figure 2.5 : Spectres des particules d’aérosol humides et des gouttes à 7500 m d’altitude et après 27 
minutes. Le spectre en pointillés est celui simulé par EXMIX, celui en trait plein, par DESCAM. Le 
cas « DESCAM avec f(T) » en rouge est décrit aux paragraphes 2.3 et 2.4. 
 
Les spectres des particules d’aérosol humides et des gouttes à 7.5 km d’altitude après 
27 minutes d’intégration sont tracés sur la figure 2.5. Pour les gouttes, on a bien le pic 
principal autour de 15-20 µm dans les deux modèles, mais pour les plus petites tailles (1-4 
µm), les spectres sont très différents. Dans les résultats du modèle DESCAM, les 
particules d’aérosol qui ont été activées une dizaine de secondes auparavant sont 
clairement visibles : on a un pic très important juste au-dessus de 1 µm (qui correspond à 
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cm-3 sur un total de 90 
cm-3 !).  Il n’y a pas d’équivalent dans les spectres simulés par le modèle EXMIX. 
En ce qui concerne les spectres des particules d’aérosol humides, celui simulé par 
DESCAM s’arrête brutalement autour de 40 nm. Pour EXMIX, on a des particules 
d’aérosol humides en nombre important jusqu’à 50 nm, mais les classes entre 50 nm et 2 
µm ne sont pas totalement vides à l’inverse de DESCAM. On dénombre même 38 
particules d’aérosol humides par cm3 entre 50 nm et 2 µm, ce qui correspond au nombre 
de gouttes qui se trouvent dans les premières classes de la grille chez DESCAM. 
 
Vu la conception différente des deux modèles, on peut raisonnablement faire 
l’hypothèse que les vitesses de croissance (qui sont calculées par le modèle EXMIX) des 
particules d’aérosol humides autour de 300-400 nm sont trop faibles pour qu’elles 
atteignent la taille de 1 µm pendant le pas de temps de 2 s. EXMIX conserve donc des 
particules dans la région 100 nm – 1 µm. Pour DESCAM, les choses sont différentes : 
l’activation des particules d’aérosol n’est fonction que de la sursaturation. Il n’y a pas de 
considération relative à la cinétique de croissance des particules d’aérosol humides dans 
la représentation de l’activation. Cependant, nous devons également tenir compte du fait 
que l’activation dans DESCAM connaît des résultats tout à fait satisfaisants près de la 
base du nuage. Pour expliquer les problèmes rencontrés dans les hautes altitudes nous 
faisons l’hypothèse suivante : les vitesses de croissance des particules d’aérosol sont 
fortement réduites lorsque la température est basse. Le paragraphe suivant est consacré à 
l’étude de l’influence de la température sur les vitesses de croissance afin de juger de la 
validité de cette hypothèse. 
 
2.2 Etude de la cinétique de croissance des particules d’aérosol en 
fonction de la température 
 
Pour cette étude, nous considérons deux tailles pour les particules d’aérosol sèches : 
20 nm et 200 nm. Les particules d’aérosol sont toujours considérées comme étant 
composées de sulfate d’ammonium soluble à 100%. Initialement, les particules d’aérosol 
(de 20 ou 200 nm) sont considérées comme étant à l’équilibre sous une humidité relative 
de RHini=99% et ont donc un rayon humide req,99%. Nous supposons maintenant que ces 
particules se trouvent dans un air ambiant où règne une humidité relative RH supérieure à 
100% et une température T et ces deux paramètres sont fixés. Avec ces données, il est 
maintenant possible de calculer les vitesses de croissance et de faire grandir les particules 
d’aérosol humides en conséquence. De cette façon, nous pouvons obtenir le temps mis par 
une particule d’aérosol initialement à l’équilibre pour RHini=99% pour atteindre la taille 1 
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µm en fonction des conditions thermodynamiques imposées (RH et T). Les résultats sont 
tracés sur la figure 2.6. Il est clair que le temps mis pour que les particules d’aérosol 
atteignent la taille 1 µm à partir de leur taille d’équilibre à 99% est dépendant de la 
température. Cette dépendance est d’ailleurs plus forte pour les petites particules (Fig. 
2.6a) que pour les grosses (Fig. 2.6b).  
 








































Figure 2.6 : Temps nécessaire (en s) pour que les particules d’aérosol de 20 nm (Fig. 2.6a) et de 200 
nm (Fig. 2.6b) atteignent la taille 1 µm par croissance par déposition de vapeur à partir de leur taille 
d’équilibre à 99%, en fonction de l’humidité relative et de la température. La zone en grisé sur la Fig. 




Revenons à notre simulation du cas de CCOPE. A 3.5 km, la température est 
légèrement inférieure à 0 °C et la sursaturation est autour 1.5% au moment où a lieu 
l’activation dans DESCAM (cf. Fig. 2.3b). Sous ces conditions, le rayon sec d’activation 
correspondant est de 14 nm. D’après la figure 2.6a, une particule d’aérosol humide de 20 
nm a besoin d’environ 4 s pour passer de sa taille d’équilibre à 99% à une taille de 1 µm 
(le même calcul pour 14 nm conduit à une valeur légèrement supérieure à 4 secondes). 
Or, d’après la figure 2.3b, le nombre de gouttes simulé par EXMIX retrouve une valeur 
proche de DESCAM autour de 692 s, soit 4 secondes après l’activation. Ainsi à 3.5 km, 
les nombres de goutte simulés par EXMIX et DESCAM restent généralement cohérents 
entre eux car la sursaturation reste autour de 1.5% pendant plusieurs pas de temps et les 
vitesses de croissance des particules d’aérosol à 0°C sont assez grandes pour que les 
particules activées atteignent la taille 1 µm pendant ce laps de temps dans le modèle 
EXMIX. 
A 7.5 km, le température est maintenant de l’ordre de -30 °C et la sursaturation reste 
autour de 0.5% (cf. Fig. 2.4b). Le rayon sec d’activation est maintenant 32 nm. Une figure 
construite sur le même principe que la figure 2.6 mais pour 32 nm ressemblerait 
étroitement à celle pour 20 nm. Cependant, les particules de 32 nm sont activées pour des 
sursaturations un peu plus faibles que celle de 20 nm et l’ensemble des courbes de la 
figure 2.6a apparaîtrait comme décalé vers la gauche, et la zone en grisé serait donc 
réduite. Le calcul pour 32 nm conduit au résultat suivant : à -30 °C, il faut plus de 3 
minutes à une particule de 32 nm pour passer de sa taille d’équilibre à 99% à une taille de 
1 µm lorsque la sursaturation est fixée à 0.5% ! On peut donc penser que pour qu’EXMIX 
produise le même nombre de gouttes que DESCAM, il faudrait que la sursaturation reste 
autour de 0.5% pendant plus de 3 minutes. Or, d’après la Fig. 2.4b, l’humidité relative 
reste autour de 100.5% pendant environ 10 secondes à 7.5 km, car la vapeur est 
rapidement consommée par les gouttes. Dans le modèle EXMIX, les plus petites 
particules n’atteindront pas la taille 1 µm à cause de leur vitesse de croissance trop faible. 
En ce qui concerne les plus grosses particules, le temps mis par une particule de 200 nm 
pour passer de sa taille d’équilibre à 99% à 1 µm est de 14 secondes (cf. Fig. 2.6b), ce qui 
reste encore supérieur au temps pendant lequel la sursaturation reste autour de 0.5% dans 
le modèle (10 secondes) ! Ainsi, même les particules de 200 nm ont peu de chance 
d’atteindre la taille 1 µm dans le modèle EXMIX. C’est pourquoi un certain nombre de 
particules d’aérosol humides sont présentes entre 200 nm et 1 µm dans le modèle EXMIX 
(cf. Fig. 2.5). 
 
Ainsi, les vitesses de croissance des particules d’aérosol humides sont fortement 
dépendantes de la température, ce qui n’est quasiment pas le cas du rayon d’activation qui 
est lui principalement déterminé par la sursaturation. Lorsque les vitesses de croissance 
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sont élevées, mettre les plus petites particules activées dans la plus petite taille des gouttes 
(1 µm) est une hypothèse acceptable et c’est pourquoi l’activation dans DESCAM donne 
des résultats raisonnables dans les basses couches (à température « chaude »). Par contre, 
lorsque on s’élève en altitude et que la température diminue, il n’est plus possible pour les 
particules d’aérosol d’atteindre la taille 1 µm pendant les quelques secondes où l’humidité 
relative reste élevée car leur vitesse de croissance est trop faible. Le schéma d’activation 
de DESCAM va donc produire des toutes petites gouttes qui en tout état de cause 
n’auraient pas lieu d’être. Si nous voulons améliorer la simulation du nombre des gouttes 
dans les hautes altitudes dans le modèle DESCAM, nous devons donc chercher à limiter 
l’activation lorsque la température diminue.  
 
2.3 Solution proposée 
 
La figure 2.7 montre l’évolution du rapport v(0 °C)/v(T) (vitesse de croissance à 0 °C 
sur vitesse à la température T) en fonction de la température. Pour les deux tailles de 
particules d’aérosol sèches (20 et 200 nm),  deux valeurs d’humidité relative sont testées : 
une valeur assez élevée (102%) et une valeur plus faible mais pour laquelle la particule 
est activée dans toute la gamme de température considérée sur la figure 2.6 (de 20 °C à -
40 °C). D’après la figure 2.7, la valeur du rapport v(0 °C)/v(T) est légèrement dépendante 
de la taille de la particule d’aérosol. Par contre, pour une taille donnée, la valeur choisie 
pour la sursaturation a peu d’influence sur les courbes. De manière générale, on peut 
retenir comme ordre de grandeur qu’autour de -40 °C, la vitesse de croissance des 
particules d’aérosol est à peu près 30 fois plus petite qu’à 0 °C.  
 
Afin de limiter l’activation aux faibles températures, nous proposons d’utiliser ce 
rapport entre les vitesses pour « corriger » la taille limite d’activation en fonction de la 
température. Techniquement, l’allure des courbes de la figure 2.7 est très semblable 
quelque soit la taille choisie pour la particule d’aérosol et quelque soit la sursaturation. 
Elle peut être approximée à l’aide d’un polynôme d’ordre 4 (avec T en degrés Celsius 
ici): 
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La taille limite d’activation des particules d’aérosol humides est maintenant donnée 
par la formule : 
)(  ),(
,lim TfTsrr wvactact =         (43) 
où la fonction f(T) est construite à partir du polynôme P(T) et d’une température limite 
Tlim à  partir de  laquelle la  correction du  rayon  d’activation se met en place. La fonction  
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f(T) est donc définie de la façon suivante: 
  1)( =Tf    si T est supérieur à Tlim    (44) 
)()(1)( limTPTPTf −+=   sinon. 
 Dans le cas de CCOPE, un bon accord entre les modèles DESCAM et EXMIX a été 
obtenu avec Tlim=-20 °C. La courbe f(T) correspondante est visible sur la figure 2.7. 
 





















fonction f(T) pour Tlim=-20°C
 
Figure 2.7 : Rapport entre la vitesse de croissance d’une particule à la température T=0 °C sur cette 
même vitesse à la température T, en fonction de la température T et pour plusieurs valeurs de la 
sursaturation et deux tailles de particules d’aérosol (20 et 200 nm). 
 
2.4 Impact sur les résultats 
 
L’évolution du nombre des gouttes en fonction du temps à 7.5 km lorsque le facteur 
de correction en température f(T) est appliqué dans DESCAM a été ajoutée sur la figure 
2.4a. On a maintenant un bien meilleur accord entre les résultats de DESCAM et 
d’EXMIX aussi bien du point de vue de l’allure des courbes que du point de vue du 
nombre total de gouttes simulé. Sur la figure 2.5, on remarque à la fois l’absence du pic 
des gouttes autour de 1 µm et la présence de particules d’aérosol humides jusqu’à 400 nm 
quand on utilise la fonction f(T) dans DESCAM. L’activation à 7.5 km a bien été limitée. 
A partir de la taille 4 µm, les spectres des gouttes simulés par DESCAM sont superposés 
que l’on utilise ou non le facteur f(T). Il s’agit donc de gouttes qui ont été transportées 
depuis des couches inférieures où la température est plus élevée et l’activation fonctionne 
correctement.   
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La figure 2.8 montre les spectres des gouttes à 7.5 km et après 37 minutes 
d’intégration dans DESCAM avec et sans la correction de l’activation en fonction de la 
température. Sans le facteur f(T), le spectre des gouttes montre un maximum autour de 3 
µm, maximum qui est absent quand on utilise le facteur f(T). Cette différence dans l’allure 
des spectres se reflète dans le calcul du rayon moyen : 17 µm pour DESCAM avec f(T) 
mais seulement 13 µm pour DESCAM sans f(T). Néanmoins, les valeurs du contenu en 
eau et du rayon effectif déduites de ces deux spectres sont peu différentes, car ces 
paramètres sont principalement déterminés par les grandes gouttes.    
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Figure 2.8 : Spectres des gouttes à 7.5 km après 37 minutes d’integration pour le modèle DESCAM 
avec et sans correction de la nucléation des gouttes pour les basses températures. 
 
Le cas de CCOPE est un nuage en phase mixte. Il convient donc de s’intéresser 
également à la phase glace : est-t-il possible que la surestimation du nombre des gouttes 
dans les hautes altitudes entraîne une surestimation du nombre des cristaux ? La figure 2.9 
montre l’évolution du nombre des cristaux de glace à 7.5 km. Contrairement à ce qui se 
passe pour les gouttes, le nombre des cristaux est presque inchangé avec ou sans 
correction du processus d’activation avec le facteur f(T). A 7.5 km, la température est 
d’environ -30 °C. De ce fait, la nucléation homogène n’est pas encore active et seule la 
nucléation hétérogène est à considérer. La sursaturation par rapport à la glace atteint la 
valeur maximale de 35% à cette altitude. D’après la formule de Meyers et al. (1992) (cf. 
chapitre 1, équation 9), 0.05 cristaux par cm-3 vont être produits, à comparer aux 130 
gouttes par cm-3 qui sont présentes (pour EXMIX, cf. Fig. 2.4a). Dans le cas de la 
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nucléation hétérogène, la sursaturation est le facteur limitant le nombre de cristaux 
produits. Le nombre de cristaux est donc indépendant du nombre de gouttes présentes 
dans la couche et de ce fait, on n’a pas de surestimation du nombre des cristaux dans 
DESCAM même quand le processus d’activation pour les gouttes n’est pas corrigé en 
fonction de la température. 
 


















Figure 2.9 : Nombre des cristaux (cm-3) à 7.5 km en fonction du temps. 
 
Pour les altitudes supérieures à 8 km, la nucléation homogène est maintenant à 
considérer. A 8.5 km, 70 gouttes par cm-3 sont présentes mais seulement 6 cristaux par 
cm-3 sont nucléés. Ainsi, même la nucléation homogène ne produit qu’un petit nombre de 
cristaux comparé au nombre de gouttes qui sont présentes. De plus, Monier et al. (2006) 
ont étudié différentes façons de représenter la nucléation homogène dans le modèle 
EXMIX et ont montré que, quelque soit le schéma utilisé, la congélation des gouttes les 
plus grosses est favorisée au détriment des petites tailles. La production incorrecte de 
petites gouttes par le schéma d’activation dans les hautes altitudes ne semble donc pas 
avoir de conséquences sur la formation des cristaux. 
 
La surestimation du nombre des gouttes ne se propage donc pas à la phase glace par 
les processus de nucléation. Les gouttes en trop restant petites, elles influencent 
également peu les processus de collision-coalescence et de givrage. Les cumuls de pluie 
au sol sont donnés dans le tableau 2.1. On note une légère diminution du cumul quand 
l’activation est corrigée en fonction de la température. C’est dans le cas marin que la 
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différence est la plus marquée mais elle ne porte toutefois que sur les dizièmes de mm. 
L’impact final sur la précipitation au sol est donc limité. 
 
Tableau 2.1 : Cumul de pluie au sol (mm) dans DESCAM selon que l’on utilise ou pas le facteur f(T).  
 Cas continental Cas maritime 
 3200s 3600s 3200s 3600s 
Avec f(T) 0.62 1.24 2.17 2.55 
Sans f(T) 0.64 1.28 2.26 2.68 
 
Cependant cette dernière conclusion est difficilement généralisable. Elle dépend 
étroitement de la formule utilisée pour décrire la nucléation hétérogène ainsi que du type 
de nuage simulé. Enfin, dans une dynamique 1D½, une bonne partie des gouttes nucléées 
en trop dans les hautes altitudes est perdue par échange avec le cylindre extérieur. Il est 
donc possible que la correction de l’activation puisse avoir des impacts plus importants 
dans un modèle 2D ou 3D.  
 
Finalement, la nouvelle version du modèle DESCAM 1D½ se différencie donc 
essentiellement de la version originale de part le traitement des processus d’activation. 
Les modifications apportées permettent une représentation plus réaliste du processus 
d’activation dans les régions où règnent des basses températures et évitent ainsi de 
surestimer le nombre des gouttes dans les hautes altitudes. Ces travaux sur la dépendance 
de l’activation des particules d’aérosol en fonction de la température ont d’ailleurs fait 
l’objet d’une publication (Leroy et al., 2007a). Cette nouvelle version de DESCAM sera 
utilisée dans toute la suite de cette étude. Nous allons maintenant présenter les résultats 
obtenus pour la simulation du cas de CCOPE avec les modèles EXMIX et DESCAM. 
 
3 Simulation du cas de CCOPE – Comparaison des résultats 
d’EXMIX et DESCAM1D½ 
3.1 Valeurs intégrales 
 
Les figures 2.10 et 2.11 représentent respectivement l’évolution du contenu en eau en 
fonction du temps d’intégration et de l’altitude par rapport au sol pour les modèles 
DESCAM et EXMIX. De la même façon, le contenu en glace est tracé sur les figures 2.12 
et 2.13. Les hydrométéores dont le rayon est inférieur à 40 µm sont dits « nuageux », ceux 
dont le rayon est supérieur à 40 µm, « précipitants ». De manière générale, les figures 























Figure 2.10 : Contenu en eau nuageuse (lignes noires) et précipitante (aire et traits gris) en g m-3 en 
fonction de l’altitude et du temps d’intégration pour la simulation du cas de CCOPE avec DESCAM. 
 



















Figure 2.11 : Analogue à la figure 2.10 mais pour le modèle EXMIX. 
 
Ainsi, en comparant les figures 2.10 et 2.11, on note que l’eau nuageuse disparaît un 
peu plus vite dans DESCAM par rapport à EXMIX, dans les couches supérieures à 6000 
m. Par exemple, à 7 km le contenu en eau nuageuse passe sous les 0.1 g m-3 après 2400 s 
d’intégration dans DESCAM (cf. Fig. 1.10) contre 2450 s d’intégration dans EXMIX (cf. 
Fig. 1.11). L’eau précipitante apparaît légèrement plus tard dans DESCAM (1950 s à 7.6 
km d’altitude) que dans EXMIX (1800 s à 7.4 km). La dernière différence à noter 
concerne l’averse simulée. Dans les deux modèles, les gouttes de pluie atteignent le sol 
autour de 3000 s et l’averse dure jusqu’à la fin de l’intégration (3600 s). Cependant, dans 
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le modèle DESCAM, le contour 0.5 g m-3 d’eau précipitante atteint le sol au cours de 
deux vagues successives (autour de 3000 s et 3200 s). Dans le cas d’EXMIX, ce même 
contour n’atteint le sol qu’une seule fois au début de l’averse (3000 s). Vers 3200 s, il 
s’arrête à l’altitude 600 m. On peut donc logiquement s’attendre à ce que le cumul total de 
pluie au sol en fin de simulation soit légèrement supérieur dans DESCAM. 
 



















Figure 2.12 : Contenu en glace nuageuse (traits noirs) et précipitante (aire et traits gris) en g m-3 en 
fonction de l’altitude et du temps d’intégration pour la simulation du cas de CCOPE avec le modèle 
DESCAM. 



















Figure 2.13 : Analogue à la figure 2.12 pour le modèle EXMIX. 
Dans les deux modèles, la glace nuageuse est très minoritaire comparée à la glace 
précipitante (cf. Figs. 2.12 et 2.13). Le modèle DESCAM produit cependant des petits 
cristaux de glace autour de 8.5 km vers 1000 s, soit bien avant l’arrivée de l’ascendance 
dans ces couches (vers 1800 s). Le contenu en glace précipitante dans le nuage atteint une 
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valeur un peu plus élevée dans le modèle DESCAM (2.2 g m-3 contre 2.1 g m-3 pour 
EXMIX). La zone où le contenu en glace précipitante est supérieur à 2 g m-3 est bien plus 
étendue dans DESCAM. Les 2 g m-3 de glace précipitante sont atteints dans les couches 
entre 3.6 et 6.2 km autour de 2500 s pour DESCAM, alors que le contour 2 g m-3 n’est 
pas visible sur les résultats d’EXMIX (cf. Fig. 2.13). De plus, entre 2800 et 3300 s, le 
contour 1 g m-3 arrive quasiment au niveau 0 °C (altitude : 3200 m) dans la figure 2.12, ce 
qui n’est plus le cas pour EXMIX pour cet intervalle de temps (cf. Fig 2.13). Une masse 
plus importante de glace arrive donc au niveau de la base du nuage. Ceci est très 
probablement à l’origine de la différence concernant le contour 0.5 g m-3 pour l’eau 
précipitante à 3200 s (contour qui atteint le sol dans DESCAM, voir Fig. 2.10 mais qui 
s’arrête à 600 m dans EXMIX, voir Fig. 2.11). 
 
Globalement, les résultats des deux modèles sont donc très semblables en ce qui 
concerne le nuage que ce soit pour la phase liquide ou pour la phase glace. On note 
cependant que la phase glace est présente plus longtemps en quantités supérieures à 1 g 
m
-3
 dans DESCAM. En conséquence, l’averse simulée qui a pour origine la fonte des 
cristaux est légèrement différente d’un modèle à l’autre. 
Après ces remarques très générales, nous allons maintenant étudier les spectres des 
hydrométéores.  
 
3.2 Spectres des gouttes - Influence de l’ordre du schéma d’advection 
 
La figure 2.14 montre les spectres des gouttes à 3500 m et après 16 et 20 minutes 
d’intégration. Les échelles en ordonnées et en abscisses sont linéaires, ce qui permet de 
mieux détecter les différences dans les spectres. De manière générale, les résultats des 
deux modèles sont cohérents entre eux. On remarque cependant que le spectre des gouttes 
simulé par DESCAM est plus étroit que celui d’EXMIX et qu’il est toujours légèrement 
déplacé vers la droite par rapport à celui d’EXMIX. Le maximum des gouttes dans 
DESCAM correspond à une taille supérieure d’environ 1 µm à celle pour EXMIX.   
Les distributions des gouttes à 7000 m et à t=25 et 35 minutes pour les deux modèles 
sont présentées sur la figure 2.15. Avec l’altitude, les spectres de gouttes sont encore 
déplacés vers les grandes tailles. En effet, dans les hautes couches le spectre des gouttes 
est formé essentiellement de gouttes qui ont été transportées depuis les couches du 
dessous. Or, nous venons de voir que ce déplacement vers les grandes tailles est déjà 
visible à 3500 m. Ainsi, dans les hautes altitudes, le transport vertical dans DESCAM 
















































Figure 2.14 : Spectres des gouttes simulés par DESCAM (trait continu) et par EXMIX (courbe en 
pointillés) à 3500 m d’altitude après 16 minutes (Fig. 2.14a), et 20 minutes d’intégration (Fig. 2.14b).  
 











































Figure 2.15 : Spectres des gouttes à 7000 m après 25 minutes d’intégration (Fig. 2.15a) et 35 minutes 
d’intégration (Fig. 2.15b). 
 
Pour expliquer ces différences entre les spectres simulés par DESCAM et ceux 
simulés par EXMIX, nous avons envisagé un effet de la diffusion numérique provoquée 
par les schémas d’advection qui réalisent la croissance des hydrométéores. On rappelle 
que le schéma de Bott (1989) utilisé dans DESCAM est d’ordre 4 alors que celui de 
Smolarkievicz (1983), utilisé dans EXMIX, est d’ordre 2. Afin de tester l’influence de 
l’ordre du schéma d’advection sur les spectres simulés par les deux modèles, un calcul a 
été effectué en remplaçant le schéma de Bott (1989) par celui de Smolarkievicz (1983) 






















































Figure 2.16 : Spectres des gouttes en nombre (Fig. 2.16a) et en masse (Fig. 2.16b) à t=12 minutes et 
h=3.5 km simulés par EXMIX (courbe pointillée) et DESCAM avec deux différents schémas 
d’advection. La courbe en trait plein correspond à l’utilisation du schéma de Bott (1989) dans 
DESCAM, celle en tiretés avec des croix au schéma de Smolarkievicz (1983). 
Les spectres des gouttes sont tracés sur la figure 2.16. A t= 12 minutes et h = 3500 m, 
les spectres simulés par EXMIX et DESCAM avec le schéma de Smolarkievicz (1983) 
sont quasiment superposés. Par contre, avec le schéma de Bott (1989) dans le modèle 
DESCAM, le spectre est sans surprise plus étroit qu’avec le schéma de Smolarkievicz 
(1983), mais le nombre est quasiment le même (409 cm-3 dans EXMIX contre 400 cm-3 
dans DESCAM). Les gouttes sont simplement plus regroupées autour de 8 µm dans 




aussi décalé vers les grandes tailles pour DESCAM comme nous l’avons déjà observé 
dans les figures 2.14 et 2.15.  
Du côté des petites tailles (rayon inférieur à 7 µm), la différence reste raisonnable tant 
en nombre (cf. Fig. 2.16a) qu’en masse (cf. Fig. 2.16b). En ce qui concerne les grandes 
tailles (rayon supérieur à 11 µm), on voit déjà sur la figure 2.16a une différence dans le 
nombre, mais l’effet est encore plus visible sur la figure 2.16b qui montre les spectres en 
masse. Lorsque l’on augmente l’ordre du schéma d’advection, la diminution de la 
dispersion du spectre se traduit ainsi par une masse d’eau condensée réduite du fait de 
l’absence de gouttes de grande taille (0.90 g m-3 avec Bott (1989) à comparer à 0.92 g m-3 
avec Smolarkievicz (1983) dans DESCAM). 
 
En résumé, les spectres des modèles EXMIX et DESCAM pour la phase liquide sont 
généralement cohérents entre eux et c’est la diffusion numérique liée à l’ordre des 
schémas d’advection qui est responsable des quelques différences notées. Par la suite, 
nous avons choisi de conserver le schéma de Bott (1989) dans le modèle DESCAM 
puisque, étant d’ordre 4, il provoque moins de diffusion dans les spectres. De plus, 
d’après Leporini (2005), ce schéma est plus économe en temps de calcul, ce qui est un 
atout pour les simulations tridimensionnelles.  
 
3.3 La phase glace 
 
D’après les figures 2.12 et 2.13, un nuage assimilable à un cirrus est présent après 
1000 s d’intégration vers 8.5 km d’altitude dans la simulation de DESCAM mais pas dans 
celle d’EXMIX. Bien que ce nuage élevé ne représente pas un contenu en glace très 
important (0.001 g m-3) en comparaison avec les valeurs relevées à l’intérieur du nuage 
convectif (jusqu’à 2 g m-3), nous allons nous intéresser à la formation de ces premiers 
cristaux dans le modèle DESCAM. 
La figure 2.17 représente le profil initial d’humidité relative. Contrairement à la phase 
liquide, certaines couches sont déjà sursaturées par rapport à la phase glace, entre 7100 m 
et 8700 m. Dans ces couches, la nucléation des cristaux peut donc avoir lieu dès le début 
de la simulation. Comme aucune goutte n’est présente, on aura uniquement un 
« transfert » depuis le réservoir des particules d’aérosol vers celui des cristaux de glace. 
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par rapport à la glace
par rapport à l'eau
 
Figure 2.17 : Profil initial d’humidité relative par rapport à la glace (trait continu) et par rapport à 
l’eau (trait pointillé) pour le cas de CCOPE. La zone en grisé permet de détecter les couches 
sursaturées dès le début de la simulation. 
 

















Figure 2.18 : Spectres des cristaux de glace à 8.5 km d’altitude pour t=0 s. Le spectre simulé par 
EXMIX est tracé en pointillés. Pour DESCAM, tous les cristaux de glace sont regroupés dans la 
première classe autour de 1 µm et leur nombre est représenté par une barre d’histogramme en gris. 
 
La figure 2.18 montre les spectres des cristaux pour les deux modèles à t=0 s. Les 
deux modèles produisent environ 40 cristaux par litre, mais ils sont répartis dans des 
classes différentes. Dans EXMIX, la grille pour les cristaux de glace commence autour 
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d’une dizaine de nanomètres. Le processus de nucléation va donc faire passer des 
particules d’aérosol légèrement humides dans le réservoir des cristaux de glace mais 
quasiment sans changement dans la taille : on ne forme pas vraiment des cristaux de glace 
mais plutôt des noyaux « glaçogènes » à partir desquels la phase glace va pouvoir se 
développer. Le spectre des cristaux a donc une allure identique au spectre initial des 
particules d’aérosol. En revanche, pour DESCAM, la grille des cristaux débute autour de 
1 µm. La nucléation des aérosols humides qui sont majoritairement inférieurs en taille à 1 
µm va donc donner lieu à une grande quantité de petits cristaux tous de 1 µm, ce que l’on 
voit sur la figure 2.18.  
D’après la figure 2.17, la sursaturation des couches autour de 8 km est importante, elle 
dépasse les 30% autour de 8.4 km. Les noyaux « glaçogènes » ou cristaux formés par 
nucléation vont pouvoir grandir. Il sera alors plus facile d’atteindre la limite 0.001 g m-3 
de glace dans le modèle DESCAM que dans EXMIX, limite utilisée dans la figure 2.12 
pour les cristaux nuageux. Cependant, ces petits cristaux formés avant l’arrivée du nuage 
convectif dans ces hautes couches représentent un nombre négligeable (environ 40 l-1) en 
comparaison du nombre de cristaux qui se forment lorsque l’ascendance atteint ces 
couches un peu après 1800 s : jusqu’à 4000 cristaux par l-1 sont produits ! 
 





































Figure 2.19 : Spectres des cristaux de glace après 43 minutes, à 6000 m (Fig. 2.19a) et à 5000 m (Fig. 
2.19b) pour les modèles DESCAM (trait continu) et EXMIX (pointillés). 
 
La figure 2.19 montre les spectres des cristaux à 6000 et 5000 m après 43 minutes 
d’intégration. Lorsque l’on passe de 6000 à 5000 m, on constate que le nombre total des 
cristaux diminue et le spectre s’élargit. Les spectres des deux modèles sont toujours 
similaires. On peut toutefois remarquer que pour la phase glace, les spectres les plus 
larges sont maintenant simulés par DESCAM. Les gros cristaux, en nombre supérieur 
a) b) 
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dans DESCAM, sont responsables des différences dans le contenu en glace notées au 
paragraphe 3.1. 
 
Au cours de l’évolution du nuage, de plus en plus de processus microphysiques 
entrent en jeu. Ainsi, lorsque qu’une couche devient sursaturée par rapport à l’eau, le 
processus principal de croissance des gouttes est la condensation, car il faut attendre que 
des gouttes dépassent les 20 µm pour le processus de collision-coalescence devienne 
véritablement efficace. On peut donc assez facilement rendre le processus de croissance 
par condensation responsable des différences observées dans les spectres des gouttes au 
début de la formation du nuage. Pour ce qui est des cristaux, ils sont nucléés à partir de 
gouttes qui se sont formées il y a déjà plusieurs minutes. Ensuite, la déposition de vapeur 
et le givrage se mettent en place et contribuent à la croissance des cristaux. Tous ces 
processus interviennent maintenant simultanément. Il devient alors de plus en plus 
difficile de trouver la source précise des différences que l’on peut noter entre les spectres 
simulés par DESCAM et EXMIX. De plus, nous avons déjà noté des différences dans les 
spectres des gouttes au tout début de la formation du nuage (cf. Figs 2.14 et 2.15). Ces 
différences initiales se sont propagées et ont pu conduire à une évolution légèrement 
différente dans les deux modèles. Pour ces deux raisons, plus nous nous éloignons en 
temps et en altitude de la formation du nuage (autour de 600 s et 3000 m), plus il est 
difficile de donner une explication précise à chaque différence observée dans les résultats 
des deux modèles. Pour la phase glace, nous nous limiterons donc au constat que les 
spectres simulés par DESCAM sont encore une fois cohérents avec ceux d’EXMIX même 
s’ils sont légèrement plus larges. 
 
3.4 Averse simulée 
 
La figure 2.20 représente le cumul de pluie au sol en fonction du temps. Les courbes 
qui nous intéressent dans ce paragraphe sont celles pour le cas continental et pour les 
modèles EXMIX (en pointillés) et DESCAM (trait continus). D’après la figure 2.20, 
l’averse dans DESCAM débute quelques secondes après celle d’EXMIX. Mais, à la fin de 







































Figure 2.20 : Cumul de pluie au sol en fonction du temps dans les cas continental et marin (voir 
paragraphe 4). Les courbes en pointillés correspondent au modèle EXMIX, et celles en traits continus 
au modèle DESCAM. Les courbes en tiretés avec des petits triangles sont pour le modèle DESCAM 
dit « Basse résolution » ou  « BR » (cf. paragraphe 5). 
 


















Figure 2.21 : Spectres des gouttes de pluie à 47 minutes pour DESCAM (trait continu) et pour 
EXMIX (en pointillés) pour les altitudes 2000 m (courbes avec les +) et 3000m. 
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La figure 2.21 montre les distributions en taille des gouttes à 47 minutes sous la base 
du nuage. A 3000 m, les spectres simulés ont les mêmes caractéristiques que les spectres 
de la phase glace : celui de DESCAM est déjà plus large. A 2000m, cet effet est encore 
plus marqué. Les couches sous la base du nuage étant sous-saturées, on peut voir ici un 
effet du processus de collision-coalescence car, plus les gouttes sont grandes, plus ce 
processus est efficace. On sait également que plus les gouttes sont grosses, moins rapide 
est leur évaporation. On accroît ainsi leur temps de chute et par conséquent la probabilité 
d’arriver jusqu’au sol.  Il semble donc que le cumul de pluie plus important au sol dans le 
modèle DESCAM trouve son origine dans la phase glace avec des gros hydrométéores 
plus nombreux. Après la fonte des cristaux, cet effet est encore amplifié par le processus 
de collision-coalescence.     
 
Ainsi, les résultats du modèle DESCAM pour la simulation du cas de CCOPE sont 
globalement cohérents avec ceux d’EXMIX, dans le cas d’une initialisation avec un 
spectre continental pour les particules d’aérosol. Nous allons maintenant voir comment se 
comporte le modèle DESCAM quand le spectre initial des particules d’aérosol est 
d’origine marine. 
 
4 Sensibilité au spectre initial des particules d’aérosol 
 
L’impact du spectre initial des particules d’aérosol sur l’évolution du nuage, la phase 
glace et les précipitations au sol est un thème prépondérant en microphysique des nuages. 
Plusieurs études (Reisin et al., 1996; Khain et al., 2005; Seifert et al., 2006) ont montré 
que l’utilisation d’un spectre marin d’aérosol provoque une évolution plus rapide du 
nuage qui se traduit entre autres par une averse qui débute plus tôt dans la vie du nuage et 
un cumul de pluie au sol plus important que lorsque l’on utilise un spectre continental. 
Nous allons maintenant tenter d’évaluer la sensibilité du modèle DESCAM au spectre 
initial des particules d’aérosol, en conservant le cas du 19 Juillet 1981 de la campagne 
CCOPE mais en utilisant cette fois un spectre initial des particules d’aérosol de type 
marin au lieu de continental (cf. Fig. 2.2). 
Le passage d’un spectre continental à un spectre marin a pour effet principal une 
diminution importante du nombre total de particules d’aérosol présentes (de 1300 cm-3 à 
200 cm-3). On remarque aussi sur la figure 2.2 qu’il y a quelques grosses particules 
supplémentaires dans le spectre marin comparé au spectre continental, mais ceci ne 
concerne que des faibles nombres. Dans l’étude réalisée avec le modèle EXMIX (Leroy et 
al., 2006), nous avons vu que l’utilisation d’un spectre marin avec moins de particules 
d’aérosol conduit à la formation de gouttes moins nombreuses, mais plus grosses. Le 
processus de collision-coalescence devient alors actif très tôt dans l’évolution du nuage et 
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on trouve des gouttes de taille précipitante au sein même du nuage en quantité importante. 
Ces gouttes contribuent de manière non négligeable à la formation d’une averse qui 
atteint le sol plus tôt et qui est plus importante en terme de cumul de pluie au sol que dans 
le cas continental. Le contenu intégré en glace augmente également. Nous allons 
maintenant présenter les résultats du modèle DESCAM lorsqu’on l’initialise avec un 
spectre de type marin et voir s’il est possible de retrouver les caractéristiques décrites ci-
dessus. 



















Figure 2.22 : Contenu en eau nuageuse (traits noirs) et en eau précipitante (traits gris sur un fond 
grisé) simulés par le modèle DESCAM pour le cas de CCOPE mais en utilisant un spectre marin de 
Jaenicke (1988)  pour l’initialisation de la distribution en nombre des particules d’aérosol. 
 



















Figure 2.23 : Contenu en glace nuageuse (traits noirs) et en glace précipitante (traits gris sur un fond 
grisé) simulés par le modèle DESCAM pour le cas de CCOPE mais en utilisant un spectre marin de 
Jaenicke (1988)  pour l’initialisation de la distribution en nombre des particules d’aérosol. 
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Les figures 2.22 et 2.23 représentent les contenus en eau et en glace simulés par 
DESCAM dans le cas d’une initialisation avec un spectre marin. L’intégralité des 
caractéristiques d’un cas marin décrites précédemment est retrouvée. Au niveau du nuage, 
des gouttes de pluie sont formées en son sein, et lorsque la phase glace devient 
prédominante, le contenu total en glace atteint 2 g m-3 dans toutes les couches, alors que 
pour le cas continental présenté dans la figure 2.12, on ne trouve cette valeur qu’entre 
3600 et 6400 m. Enfin, l’averse simulée arrive au sol bien plus tôt que dans le cas 
continental et vu qu’elle dure plus longtemps, on s’attend à avoir au final un cumul de 
pluie au sol plus élevé que dans le cas continental, ce qui est confirmé par la figure 2.20. 
On note seulement que, sur la figure 2.20, le cumul obtenu dans le modèle DESCAM en 
fin de simulation est inférieur à celui d’EXMIX dans le cas d’un spectre marin, alors que 
pour le cas continental, les cumuls en fin de simulation étaient très proches pour les deux 
modèles. Il est possible que l’on retrouve ici une conséquence de la diffusion numérique 
liée aux schémas d’advection. Avec une schéma d’ordre 4, les spectres simulés par 
DESCAM sont plus étroits : la coalescence débute sans doute plus tard dans l’évolution 
du nuage et est certainement moins efficace du fait de l’absence des gouttes les plus 
larges, d’où un cumul final de pluie au sol inférieur à celui simulé par EXMIX. 
 
Nous pouvons donc conclure que le modèle DESCAM reproduit les mêmes 
caractéristiques principales qu’EXMIX lorsqu’on simule un cas marin. Il pourra donc 
servir sans problème à étudier l’influence du spectre des particules d’aérosol sur 
l’évolution d’un nuage et la précipitation au sol. Cependant, si nous voulons utiliser 
DESCAM dans une dynamique tridimensionnelle, nous serons vraisemblablement 
amenés à diminuer les paramètres de résolution (IRS, JRS et KRS) et le nombre de 
classes des grilles des particules d’aérosol, des gouttes et des cristaux (voir chapitre 1, 
paragraphe 3.1). Le prochain paragraphe est donc consacré à l’étude de l’influence de ces 
paramètres sur les résultats du modèle DESCAM. 
 
5 Sensibilité au paramètre de résolution et au nombre de 
« bins » 
 
Dans son modèle 3D à microphysique chaude détaillée, Leporini (2005) a choisi 
d’utiliser la même configuration que ce soit pour la grille des particules d’aérosol ou pour 
celle des gouttes, à savoir un paramètre de résolution JRS (=KRS) égal à 1 et un nombre 
de classe total égal à 39 (voir chapitre 1, tableau 1.1). Cette configuration présente 
l’avantage de pouvoir balayer un large éventail de tailles tout en restant raisonnablement 
coûteuse en temps de calcul. En effet, avec JRS=1 et NRP=39, si on impose que la grille 
des gouttes commence à 1 µm, alors la dernière classe de gouttes correspondra à un rayon 
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de 6.5 mm, soit une taille suffisamment grande pour représenter les gouttes de pluie. La 
grille des particules d’aérosol est construite de telle sorte que ses neuf dernières classes 
soient identiques en taille aux neuf premières classes des gouttes. La première classe de la 
grille des particules d’aérosol correspond ainsi à un rayon de 1 nm et la dernière à 6 µm 
pour NAC=39. Cette configuration a été utilisée dans DESCAM 1D½ afin de tester 
l’influence de ces paramètres sur les résultats du modèle. De la même façon, la résolution 
de la grille en masse des cristaux a été dégradée (IRS=1) et le nombre total de classes 
limité à 39 également. Afin de simplifier l’écriture, nous appellerons par la suite ce cas de 
figure « DESCAM Basse Résolution » ou en abrégé « DESCAM BR ». La suite de ce 
paragraphe est consacrée à l’étude de l’impact de ces changements dans les grilles 
microphysiques sur les résultats du modèle. 
 
L’évolution du cumul de pluie au sol en fonction du temps pour le modèle DESCAM 
« Basse Résolution » est visible sur la figure 2.20, à la fois dans le cas d’un spectre des 
particules d’aérosol d’origine continental et maritime. L’étude de l’évolution de ce 
paramètre en fonction de la configuration de DESCAM permet déjà de dégager les 
grandes lignes de l’impact de la résolution sur les résultats. En effet, on s’aperçoit que 
lorsqu’on réduit la résolution des grilles, la pluie arrive au sol toujours plus tôt et le cumul 
à la fin de la simulation est plus important. On note cependant que même dans la 
configuration « Basse Résolution », les cas continental et marin sont toujours aisément 
distinguables l’un de l’autre. Dans le cas marin, le cumul en fin de simulation est 1.7 fois 
celui du cas continental et l’averse arrive au sol environ 4 minutes plus tôt.  
Pour résumer, on pourrait dire que tout semble se passer plus vite lorsque la résolution 
est diminuée. Ces résultats sont en accord avec les travaux de Silverman et Glass (1973) 
qui ont étudié l’impact de la réduction du nombre des classes de 67 à 7 dans leur modèle à 
microphysique détaillée. Cependant, malgré cette évolution plus rapide du nuage, il est 
toujours possible de distinguer aisément les résultats en fonction de la nature du spectre 
initial des particules d’aérosol. Nous allons maintenant passer rapidement sur l’influence 
de la résolution sur les distributions des gouttes (cf. Fig. 2.24) et des cristaux (cf. Fig. 
2.25). Pour cela, nous utilisons le cas continental uniquement. 
 
A cause des différences dans la résolution, il est difficile de tirer des conclusions sur 
les nombres totaux d’hydrométéores simulés en fonction de la résolution à partir des 
figures 2.24 et 2.25. A priori, il semblerait que le nombre des hydrométéores diminue 
avec la résolution. Ceci est confirmé par le calcul : on a 5 cm-3 gouttes et 4 l-1 cristaux en 
moins quand la résolution est diminuée dans DESCAM.  
Du fait de la diminution de la résolution, les spectres sont plus dispersés. En 
conséquence,  le nombre des hydrométéores de grande taille est augmenté dans le cas BR. 
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Ces grands hydrométéores peuvent renforcer l’efficacité des processus de collection 
(collision-coalescence et givrage) et donc être à l’origine du cumul de pluie au sol 
supérieur dans le cas « Basse Résolution ». En ce qui concerne l’évolution plus rapide du 
nuage, Bott (1998) a montré qu’avec son schéma pour la collision-coalescence, 
l’utilisation d’une grille plus grossière se traduit par une accélération de l’évolution du 
spectre. 
 











































Figure 2.24 : Spectres des gouttes à 3.5 km d’altitude après 16 minutes (Fig. 2.24a) et 20 minutes 
d’intégration (Fig. 2.24b) dans le cas continental pour DESCAM « Haute Résolution » en trait 
continu et pour DESCAM « Basse Résolution » en pointillés. Pour DESCAM « Basse résolution », les 
39 valeurs sont signalées par un petit triangle. 
 





































Figure 2.25 : Spectres des cristaux après 34 minutes d’intégration à 5 km (Fig. 2.25a) et à 7 km (Fig. 
2.25b) pour DESCAM Haute et Basse Résolution. Les conventions sont les mêmes que pour la figure 
2.25 : les distributions simulées par DESCAM sont en traits pleins et celle de DESCAM BR en 





6 Conclusions  
 
Dans ce chapitre, nous avons comparé les résultats des modèles EXMIX et DESCAM 
dans le cadre dynamique 1D½ pour la simulation d’un nuage convectif observé pendant la 
campagne CCOPE. Ce travail nous a permis de mettre en lumière une surestimation du 
nombre des gouttes dans le modèle DESCAM pour les hautes altitudes. La recherche des 
causes de ce problème nous a conduit à remettre en question la validité de l’hypothèse 
d’équilibre pour les particules d’aérosol pour les basses températures. Une modification 
de la représentation du processus d’activation dans DESCAM a été proposée et des 
améliorations sur la simulation du nombre des gouttes à haute altitude ont été constatées.  
 
En ce qui concerne la simulation du cas de CCOPE, les résultats de DESCAM sont 
globalement cohérents avec ceux d’EXMIX, malgré une conception et des hypothèses de 
travail différentes. Les valeurs intégrales de contenu en eau (liquide ou glace) sont 
correctement reproduites par DESCAM, de même que la précipitation au sol. Les spectres 
des hydrométéores sont généralement cohérents. Pour les gouttes, on peut même 
expliquer les petites différences dans les spectres simulés par les schémas d’advection 
utilisés pour la croissance qui ne sont pas du même ordre dans les deux modèles. 
 L’utilisation d’un spectre des particules d’aérosol de type marin dans DESCAM 
produit une averse plus forte et qui se déclenche plus tôt. De telles caractéristiques avaient 
également été observées avec le modèle EXMIX. Enfin, l’utilisation d’une plus faible 
résolution dans les grilles des hydrométéores provoque un élargissement des spectres et 
une accélération de l’évolution du nuage. Une erreur de l’ordre de 20% doit être 
considérée à cause de la « Basse Résolution » (prévue pour DESCAM dans le cadre d’une 
dynamique 3D). Cependant, la configuration « Basse Résolution » est suffisante pour voir 
les différences dans l’évolution d’un nuage et la précipitation en fonction du spectre 
initial des particules d’aérosol. Si nous l’employons par la suite dans une dynamique 
tridimensionnelle, nous serons donc capables d’étudier l’impact des caractéristiques du 








Chapitre 3  
Simulation d’un nuage convectif  avec 
DESCAM-3D: Comparaison des résultats 




Ce troisième chapitre est consacré à la présentation des résultats de DESCAM 3D 
pour la simulation d’un nuage convectif observé le 18 Juillet 2002 pendant la campagne 
« Cirrus Regional Study of Tropical Anvil and Cirrus Layers – Florida Area Cirrus 
Experiment » (CRYSTAL-FACE). Ce jour-là, un avion a traversé l’enclume et le centre 
convectif de ce nuage, récoltant en particulier des mesures microphysiques pour les 
phases liquide et glace (contenus et spectres) qui sont décrites au paragraphe 1 et qui sont 
comparées avec les résultats de la simulation dans le paragraphe 2. Une interprétation 
possible pour les mesures effectuées est également proposée.  
Le cas du 18 Juillet 2002 a déjà été simulé avec un modèle tridimensionnel à 
microphysique détaillée (Fridlind et al, 2004). Dans leur étude, Fridlind et al. (2004) se 
sont plus particulièrement intéressés à l’altitude d’origine (moyenne troposphère ou 
couche limite) des particules d’aérosol qui servent de noyau de condensation ou 
congélation lors de la formation de l’enclume. Un travail similaire avec DESCAM 3D a 
été réalisé. Les résultats concernant l’influence des particules d’aérosol d’origine mid-
troposphérique et de la couche limite sur l’évolution dynamique et microphysique du 
nuage convectif sont respectivement présentés dans les paragraphes 3 et 4. Les points 
communs et les différences entre les résultats de DESCAM 3D et ceux de Fridlind et al. 
(2004) sont également discutés.  
                                                 
*
 Cirrus Regional Study of Tropical Anvil and Cirrus Layers – Florida Area Cirrus Experiment  
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Les impacts possibles de la correction du processus d’activation aux basses 
températures (cf. chapitre 2, paragraphe 2) sur les résultats du modèle sont abordés au 
paragraphe 5. Enfin, un résumé des principaux résultats et des conclusions dégagées tout 
au long de ce chapitre est donné au paragraphe 6.   
 
1 Le cas du 18 Juillet 2002 de la campagne CRYSTAL-FACE 
1.1 Contexte général 
 
Le cas du 18 Juillet 2002 qui nous intéresse ici est décrit par Heymsfield et al. (2005). 
Entre 17h46 et 17h50, un avion instrumenté (North Dakota Citation) a traversé de part en 
part l’enclume et le centre d’un nuage convectif à une altitude moyenne de 9.98 km 
( C 35T °−≅ ). 
Les images du satellite GOES-8 (Geostationary Operational Environmental Satellite-
8) montrent que l’enclume du nuage convectif se développe en direction du sud-ouest, 
dans le secteur sous le vent par rapport à la tour convective (cf. Fig. 3.1). L’avion qui a 
volé d’ouest en est a donc traversé d’abord l’enclume et ensuite le noyau convectif. 
D’après les données de GOES dans l’infrarouge, le sommet du nuage a atteint la 




Figure 3.1 : Image du satellite GOES-8 pour le 18 Juillet 2002 à 17h32 UTC soit environ un quart 
d’heure avant la traversée du nuage par l’avion instrumenté (d’après Heymsfield et al., 2005). Le 
nuage échantillonné est repéré par le rectangle blanc. 
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1.2 Appareils de mesure embarqués 
 
A bord de l’avion se trouve une sonde Rosemount pour la mesure de la température 
dont la précision est estimée à ±0.2 °C. Le champ de vent est reconstruit à partir de la 
position, la vitesse au sol et d’autres paramètres de vol de l’avion comme l’angle 
d’attaque des filets d’air. L’erreur sur le calcul du vent vertical est jugée inférieure à 
quelques mètres par seconde (Heymsfield et al., 2005).  
Les particules liquides de diamètre inférieur à 50 µm sont détectées grâce à une sonde 
RICE (Rosemount icing detector) et le contenu en eau liquide (LWC) est obtenu à l’aide 
d’une sonde « King ». Une bonne calibration de la sonde RICE permet d’obtenir un seuil 
très bas de détection de l’eau liquide de l’ordre de 0.01 g m-3. Le contenu total en eau 
condensé (CWC ou condensed water content) pour les particules de diamètre supérieur à 
6 µm est déterminé grâce à un CVI (counterflow virtual impactor). L’erreur absolue dans 
la mesure du CWC est estimée à environ 20%. 
Entre 3.5 µm et 58 µm, la distribution dimensionnelle des gouttes et des petits cristaux 
est donnée par un FSSP (Forward-Scattering Spectrometer Probe). Deux problèmes de 
mesure sont liés au FSSP : d’une part, les tailles mesurées peuvent être inexactes si les 
particules ne sont pas sphériques et d’autre part, les concentrations peuvent être 
surestimées d’un facteur 2 ou plus si des gros cristaux sont présents et sont alors 
susceptibles de venir se briser dans le tuyau d’arrivée d’air, d’où la nécessité d’utiliser les 
mesures du FSSP en liaison avec celles du LWC. 
Les distributions des particules sont complétées par les mesures des sondes 2D-C et 
HVPS (high volume particle spectrometer imaging probe). Avec ces deux instruments, on 
couvre une gamme de tailles allant d’environ 60 µm à 6 cm. Les spectres produits sont 
des valeurs moyennes sur 5 s (soit une distance d’environ 600 m horizontalement). Le 
contenu en glace (IWC) est ensuite recalculé à partir des spectres en utilisant les relations 
densité-diamètre de Heymsfield et al. (2004).  
Des images des hydrométéores sont également disponibles. Elles ont été obtenues à 
partir d’un CPI (Cloud Particle Imager). Le seuil de détection de cet appareil est autour de 
20 µm. Les principales informations retirées des images du CPI concernent la forme des 
cristaux de glace.  
 
1.3 Observations effectuées 
 
En fonction du vent vertical rencontré et de la présence ou non des phases liquides et 





Figure 3.2 : Evolution du vent vertical (Fig. 3.2a), du contenu total en eau condensé (CWC) et en eau 
liquide (LWC, Fig. 3.2b) et contenu en glace (IWC, Fig. 3.2c) au cours du passage de l’avion dans le 
nuage (d’après Heymsfield et al., 2005). L’axe des abscisses représente le temps en secondes. Les 
zones en grisé correspondent aux moments où de l’eau sous forme liquide est détectée par la sonde 
RICE. 
 
La première partie, nommée par la suite zone A, correspond à l’enclume. Elle est 




Le noyau convectif du nuage est séparé en deux parties. Du côté sous le vent (zone 
B), la vitesse verticale dépasse 20 m s-1. Comme dans l’enclume, cette région du nuage 
est dépourvue d’eau sous forme liquide. Du côté au vent (zone C), de l’eau sous forme 
liquide est cette fois détectée (cf. Fig. 3.2b). Cependant, la vitesse verticale n’est plus 
qu’autour de 10 m s-1.  
Enfin, la dernière partie (zone D), correspond à une région de descendance et contient 
de nouveau uniquement des cristaux de glace. Les mesures microphysiques dans chacune 
des 4 zones définies ci-dessus vont maintenant être détaillées.  
 
Zone A : Enclume. D’après les images du CPI, les cristaux de glace rencontrés 
pendant la traversée de l’enclume du nuage ont des formes complexes. On constate 
cependant qu’ils ont tendance à s’arrondir quand l’avion est sur le bord de l’enclume. 
Pour ce qui est de la taille, on trouve aussi bien des petits que des gros cristaux. La plus 
grande taille mesurée est 3 mm. Cette valeur maximale a également été trouvée pour la 
zone de descendance D. Le IWC correspondant aux cristaux plus grands que 50 µm 
(recalculé à partir des données des sondes 2D-C et HVPS) est au moins le double du IWC 
des petites particules glacées (5-56 µm) calculé à partir du FSSP (cf. Fig. 3.2c). A aucun 
moment, la sonde RICE ne détecte la présence d’eau sous forme liquide dans l’enclume. 
 
Zone B : Partie glacée de l’ascendance (sous le vent). Dans cette zone, le contenu en 
eau condensé atteint sa valeur maximale (1.1 g m-3). Contrairement à la zone A, la 
contribution au IWC des petits cristaux dépasse cette fois celle due aux gros cristaux, et 
cette situation perdure dans la zone C. D’après les mesures du FSSP, les petites particules 
sont nombreuses (80 cm-3) et leur diamètre moyen est de 26 µm. Dans cette zone, il s’agit 
uniquement de particules glacées. 
 
Zone C : Partie de l’ascendance avec eau liquide (au vent). Toujours d’après les 
mesures du FSSP, les petites particules sont dans la zone C encore plus nombreuses (200 
cm-3) et plus petites (17 µm) que dans la zone B. Cependant, on estime cette fois le LWC 
à 0.3 g m-3, ce qui est peu en comparaison avec les valeurs du CWC (cf. Fig. 3.2b). Les 
petites particules vues par le FSSP sont donc probablement un mélange de gouttelettes et 
de petits cristaux de glace. Les distributions en nombre données par le FSSP sont 
d’ailleurs très différentes dans cette région par rapport aux autres. Le nombre de 
particules dans la deuxième classe mesurée par le FSSP (7-10 µm) est beaucoup plus 
important que dans les autres régions. En combinaison avec les informations apportées 
par la sonde RICE, on peut ainsi estimer que 35 à 40% de ces particules sont des 
gouttelettes. D’autre part, les images du CPI montrent effectivement de nombreuses 
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gouttelettes mais aussi de grosses particules en petites concentrations comme par exemple 
du graupel (=grêlons de diamètre inférieur à 5 mm).  
 
Zone D : Descendance. De nombreuses ressemblances existent entre les mesures 
effectuées dans les zones D et A. Ainsi, la distribution des particules est très similaire en 
taille et à nombre à celle vue dans la zone A. On trouve des petites particules tout comme 
des graupels. La plus grosse particule détectée a une taille de 3 mm. 
 
1.4 Résultats de travaux de simulation antérieurs  
 
Heymsfield et al. (2005) utilisent pour reproduire le cas du 18 Juillet 2002 un modèle 
parcelle d’air avec les processus microphysiques de croissance des gouttes et des cristaux 
et la nucléation homogène (Heymsfield et Miloshevich, 1993). La nucléation homogène 
est d’ailleurs décrite d’après les travaux de Koop et al (2000). L’hypothèse pour expliquer 
les différences observées entre les zones B et C de l’ascendance repose uniquement sur la 
combinaison des effets de la nucléation homogène et de l’entraînement : les hautes 
concentrations en petits cristaux de glace dans la région B ont été produits par nucléation 
homogène et les gouttes sont en train de congeler.  
 
Fridlind et al. (2004), avec leur modèle 3D à microphysique détaillée (cf. chapitre 1, 
paragraphe 1.2.3), se sont intéressés à l’origine des particules d’aérosol qui servent à 
former les cristaux dans les enclumes des nuages convectifs. Le domaine simulé 
représente un carré de 48 km de côté avec une résolution de 500 m. La coordonnée 
verticale s’arrête à 24 km et la résolution est de 375 m. La partie microphysique est 
initialisée avec les spectres des particules d’aérosol mesurés à différentes altitudes au 
cours de la campagne CRYSTAL-FACE. D’après leurs simulations, il est nécessaire 
d’inclure des particules d’aérosol au–dessus de 6 km si l’on veut reproduire le grand 
nombre de particules observées. De plus, de grandes variations dans le nombre des AP 
dans la couche limite planétaire ont une influence limitée sur les propriétés 
microphysiques dans l’enclume en comparaison avec celle des AP de la moyenne 
troposphère. Ainsi, les particules d’aérosol dans l’enclume de glace qui servent de noyau 
« glacogène » ont pour origine la moyenne troposphère et non la couche limite planétaire. 
Pour les enclumes des nuages convectifs, les pollutions à grande échelle et à long 
transport domineraient donc les effets des sources locales. Ces résultats paraissent 
étonnant vu la littérature (van den Heever et al., 2006 ; Carrio et al., 2007) et seront au 
cœur de nos études exposées par la suite.  
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2 Simulation avec DESCAM 3D 
2.1 Initialisation du modèle 
 
Le domaine simulé compte 128 x 128 points en horizontal avec une résolution de 250 
m. La grille verticale possède 62 points et la résolution est également de 250 m. Le pas de 
temps initial est de 1 seconde.   
Le modèle est initialisé avec le sondage de 15h de Miami (cf. Fig. 3.3). La convection 
est déclenchée par une bulle d’air chaud et humide (placée dans le quart nord-est du 
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Figure 3.3 : Sondage de Miami pour le 18 Juillet 2002 à 15h. Les flèches de droite donnent la 
direction et la force du vent, l’altitude correspondante étant donnée par le milieu de la flèche. 
 
La distribution verticale des particules d’aérosol suit celle de Fridlind et al. (2004) cas 
baseline. Il s’agit d’une compilation de plusieurs mesures aéroportées réalisées tout au 
long de la campagne CRYSTAL-FACE. Les différents spectres d’AP utilisés, de forme 
lognormale, et le profil vertical du nombre total de particules sont tracés sur la figure 3.4. 
Du sol jusqu’à 5 km, le nombre des AP passe de 1800 cm-3 sous 1 km à 1200 cm-3 entre 1 
et 5 km. La taille moyenne des particules d’aérosol diminue également. Au dessus de 5 
km, la largeur du spectre ainsi que le rayon moyen restent inchangés. Seul varie le 
nombre total des particules avec un pic à 3000 cm-3 entre 5 et 10 km. Au dessus de 10 km, 
le nombre de particules tombe à 100 cm-3. 
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Figure 3.4 : Spectres initiaux et profil vertical du nombre des particules d’aérosol. 
 
2.2 Aspect macroscopique du nuage 
 
La figure 3.5 montre le nuage du 18 Juillet 2002 simulé par le modèle DESCAM 3D 
après 41 minutes d’intégration. La bulle d’air servant à déclencher la convection a été 
placée dans le quart nord-est du domaine et c’est donc dans cette partie que l’on retrouve 
l’ascendance principale du nuage. Sur les figures 3.5a et c, on remarque l’aspect « en 
chou fleur » du nuage, surtout au niveau de la tour convective. 
Poussée par le vent de secteur nord-est (cf. Fig. 3.3), une enclume se développe en 
direction du sud-ouest (cf. Fig. 3.5a), ce qui conforme aux observations. Autour de 10 km 
d’altitude (environ 285 hPa), il règne un très fort vent de nord (cf. Fig. 3.3), ce qui 
explique l’extension de l’enclume en direction du sud également. Au dessus de 10 km, il 
y a encore des zones de convection qui permettent au nuage d’atteindre l’altitude de 14 
km dans la simulation. Cette valeur est identique à celle déduite des observations du 








Figure 3.5 : Nuage simulé par DESCAM 3D après 41 minutes d’intégration. La valeur de 0.01 g m-3 
pour le contenu total en eau (liquide + glace) a été choisie comme valeur limite entre le nuage et l’air 
environnant.  La figure a est une vue du dessus, les figures b et c de côté.  
 
2.3 Simulation des mesures aéroportées 
2.3.1 Choix du temps de passage et de la trajectoire de l’avion 
 
D’après Heymsfield et al. (2005), le sommet du nuage a atteint l’altitude de 14 km au 
moment où l’avion débute les mesures et l’enclume a une extension d’environ 20 km. 
Dans la simulation avec DESCAM 3D, l’arrivée des premiers noyaux de vent fort à 10 
km d’altitude a lieu après 38 minutes d’intégration. Le vent ascendant fort à 10 km 
perdure ensuite pendant plusieurs minutes, et, pendant ce temps le vent horizontal permet 
la dispersion des hydrométéores et la formation de l’enclume. Vers 41 minutes 
d’intégration, le nuage simulé a bien un sommet autour 14 km et une enclume qui s’étend 
sur environ 20 km dans la direction Nord-Sud (cf. Fig. 3.5). Dans notre recherche d’une 
trajectoire représentative de celle de l’avion, nous nous sommes donc restreints aux 
résultats de DESCAM 3D obtenus entre 40 et 42 minutes d’intégration.  
 
La figure 3.6 représente le vent vertical simulé par DESCAM 3D après 41 minutes 
d’intégration. Une telle figure est difficilement exploitable quantitativement. En revanche, 
elle permet de visualiser très clairement l’hétérogénéité qui règne dans le nuage. On est 
loin de la représentation cylindrique classique où l’on approxime la dynamique des 
nuages convectifs avec une ascendance au centre entourée par des descendances. De plus 
d’après la figure 3.7, les vents verticaux au sein du nuage peuvent dépasser les 20 m s-1 
même à 10.25 km d’altitude. Les paramètres nuageux évoluent donc très rapidement dans 
↑ N 
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le temps. Cette double hétérogénéité spatiale et temporelle rend la comparaison entre les 







Figure 3.6 : Vent vertical simulé par DESCAM 3D après 41 minutes d’intégration. Les enveloppes 
bleues correspondent à -5 m s-1 et les rouges à +5 m s-1. L’aspect général du nuage est rappelé à l’aide 
de l’enveloppe grise qui correspond, comme pour la figure 3.5 à 0.01 g m-3 pour le contenu total en 























































Figure 3.7 : Vent vertical (m/s) selon une coupe horizontale à l’altitude de 10.25 km et après 41 min 
d’intégration. Le carré délimité par des tirets sur la figure 3.7a a été reproduit et agrandi sur la 




Néanmoins, autour de 41 min d’intégration (cf. Fig. 3.7a), il est possible de retrouver 
une structure dynamique qui correspond à celle observée par Heymsfield et al. (2005). Le 
long de la ligne AA’, entre X=14.5 et 16.25 km (Fig. 3.7b et 3.8), on rencontre une zone 
d’ascendance forte avec des vents verticaux maximums supérieurs à 20 m s-1, ce qui 
correspond à la zone B décrite par Heymsfield et al. (2005). Ensuite, entre X=16.25 et 
17.7 km, le vent vertical s’affaiblit et oscille entre 13 et 5 m s-1. Cette région est donc 
assimilée à la zone C. Enfin, la zone D caractérisée par une descendance se retrouve entre 
X=17.7 et 18.25 km, bien que les vents verticaux descendants simulés jusqu’à -13 m s-1 
(Fig. 3.8) soient supérieurs à ceux observés (autour de -8 m s-1, cf. Fig. 3.2a). La ligne 
AA’ représente donc une trajectoire possible pour l’avion et nous allons maintenant 
étudier les caractéristiques microphysiques (contenu, spectres et nombre des 
hydrométéores) le long de cette trajectoire.   
 
2.3.2 Contenus en eau et en glace 
 
La figure 3.8 représente l’évolution de la vitesse verticale et des contenus en eau et en 
glace à 10.25 km d’altitude sur 5 km selon la direction AA’ (cf. Fig. 3.7b). Dans un 
premier temps, nous nous intéressons au contenu en glace nuageuse. D’après la figure 
3.2c, le contenu en glace nuageuse passe par une valeur maximale autour de 1 g m-3 dans 
la région B, puis diminue régulièrement au cours du passage de l’avion dans les régions C 
et D. La valeur maximale du contenu en glace nuageuse simulée par le modèle (0.75 g m-
3) est du même ordre de grandeur que celle mesurée (1 g m-3). Cependant ce maximum a 
lieu autour de la position X=16.75 km, soit dans la zone C et non pas dans la zone B. En 
suivant le trajet simulé pour l’avion, le maximum du contenu en glace nuageuse se 
produit tout de même avant celui du contenu en eau (autour de X=17.5 km), ce qui est 
conforme aux observations.  
D’après les mesures effectuées lors de la traversée du nuage (Fig. 3.2c), le contenu en 
glace précipitante varie significativement : on a un premier maximum dans la zone B 
avant une diminution brutale au début de la zone C et un maximum aussi important que le 
premier à la fin de la zone C. Dans les résultats du modèle, on retrouve la présence de 
deux maxima distincts (Fig. 3.8), cependant, le maximum dans la zone C (1.2 g m-3) a une 
valeur double de celui de la zone B (0.6 g m-3). Tout comme dans les observations, on a 
également une diminution très brutale du contenu en glace précipitante durant la 
transition entre les zones C et D.  
Le contenu en eau liquide est un des paramètres les mieux reproduits par le modèle : 
la valeur simulée correspond à celle mesurée (0.3 g m-3) et l’eau n’est présente en quantité 
significative que dans la zone C. La zone B est quasiment dépourvue d’eau sous forme 
liquide (cf. Fig. 3.2b). 
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Figure 3.8 : Vitesse verticale (w), contenus en eau nuageuse (Qc), en glace nuageuse (Qic) et en glace 
précipitante (Qip) simulés par DESCAM 3D à 10.25 km d’altitude et selon la direction AA’ (cf. Fig. 
3.7). Contrairement à la figure 3.2c, l’échelle adoptée pour les contenus est linéaire. L’évolution de la 
vitesse verticale sert à délimiter les différentes zones B, C et D.   
 
On trouve le meilleur accord entre les observations et les résultats du modèle pour la 
zone C. Le contenu en eau maximal simulé est identique à celui observé. Le contenu total 
en glace simulé approche les 2 g m-3 comme dans les observations. La répartition entre les 
réservoirs « glace nuageuse » et « glace précipitante » est cependant un peu différente : 
les mesures donnent une contribution au IWC à peu près équivalente des deux réservoirs 
alors que la contribution des gros cristaux est supérieure à celle des petits dans le modèle. 
La transition entre les zones C et D est caractérisée dans le modèle par une chute brutale 
de tous les contenus (Qc, Qic et Qip), conformément aux observations. C’est finalement 
dans la zone B qu’il y a le moins d’accord entre les mesures et la simulation car les 
contenus en glace simulés sont inférieurs à ceux observés. 
 
Ainsi, le modèle est capable de reproduire une zone ascendance-descendance 
d’environ 4 km de large ayant des caractéristiques proches de celles observées. 
L’ascendance peut être découpée en une zone dépourvue d’eau liquide avec des vents 
verticaux atteignant les 20 m s-1 et une zone mixte avec des vents autour de 10 m s-1. Les 
contenus en eau nuageuse et en glace précipitante sont assez bien reproduits, alors que le 
contenu en glace nuageuse est généralement sous-estimé. Pour affiner ces remarques et 
mieux mettre en lumière les concordances et les divergences entre le modèle et les 
observations du point de vue des caractéristiques microphysiques du nuage, nous avons 
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également comparé les spectres simulés par DESCAM 3D à ceux présentés par 
Heymsfield et al. (2005). 
 
2.3.3 Spectres des hydrométéores 
 
Les particules condensées couvrent une grande gamme de tailles différentes et ne sont 
donc pas toutes échantillonnées avec le même appareil. Les grosses et les petites 
particules ont ainsi été tracées dans des figures séparées par Heymsfield et al. (2005), la 
séparation en taille s’opérant entre 30 et 60 µm de diamètre. Les spectres présentés par 
Heymsfield et al. (2005) ainsi que ceux simulés par DESCAM 3D dans les trois zones B, 
C et D sont visibles sur la figure 3.9.  
 
A première vue, il apparaît clairement que ce sont les spectres simulés pour la zone C 
(position 8) qui sont de loin les plus similaires aux mesures. Pour les petites tailles, le 
nombre de particules échantillonnées et le CWC sont bien reproduits. Le modèle a 
cependant légèrement plus d’eau liquide qu’observé à ce moment là. Du côté des grandes 
tailles, l’allure du spectre au-dessus de 100 µm correspond aux mesures des sondes 2DC 
et HVPS. Toutefois, les particules entre 30 et 100 µm sont visiblement plus nombreuses 
dans le modèle que dans les observations. 
Pour la zone D (position 9), le nombre simulé est proche de celui observé. Le contenu 
total en eau condensé est cependant inférieur car le spectre simulé est déplacé vers les 
petites tailles. En comparant les valeurs du CWC et du LWC simulées par le modèle, on 
s’aperçoit que les particules de taille inférieure à 60 µm sont presque exclusivement des 
gouttelettes alors que les instruments de mesure n’ont pas détecté d’eau liquide dans la 
zone D.   
Pour les tailles supérieures à 30 µm, on remarque un déficit dans le nombre simulé par 
DESCAM 3D entre 100 et 1000 µm et un excédent dans les tailles 30 à 100 µm. De 
manière plus générale, on retrouve une rupture de pente autour de 100 µm dans les trois 
spectres simulés.    
Enfin, ce sont les spectres simulés par le modèle pour la zone B qui sont les plus 
éloignés de ceux mesurés. On ne retrouve absolument pas la grande quantité de particules 
observées entre 15 et 40 µm. De même, les particules les plus grandes (diamètre supérieur 































































































































































Figure 3.9 : Spectres des particules condensées mesurés par Heymsfield et al (2005) et simulés par 
DESCAM 3D. Les positions (numéros entre crochets) 6, 8 et 9 ont été choisies car elles correspondent 
respectivement aux zones B, C et D préalablement définies (cf. Fig. 3.2). Dans les spectres de gauche, 
les trois chiffres indiquent : le nombre de particules par cm-3, le contenu en eau condensée (CWC) en 
g m-3 calculé avec l’hypothèse que toutes les particules sont des sphères d’eau liquide et enfin le 
contenu en eau liquide (LWC) en g m-3 mesuré par la sonde RICE. Pour les spectres de droite, le 
nombre donné représente la concentration des particules de diamètre supérieur à 30 µm. Les spectres 
en traits pointillés correspondent aux points 4 et 5 (cf. Fig. 3.16) et sont discutés au paragraphe 2.4. 
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La comparaison des spectres simulés et observés dans les régions B, C et D du nuage 
montre que le modèle a généralement peu de cristaux de petite taille. Ce sont les 
gouttelettes qui occupent principalement les tailles entre 10 et 40 µm. Les processus de 
collection étant quasi inefficaces pour les hydrométéores de très petite taille, la présence 
de ces gouttes à la place de cristaux de glace est peut-être la marque d’une limitation des 
schémas utilisés pour la nucléation des cristaux, qui ont du mal à « congeler » les plus 
petites gouttelettes. Dans DESCAM 3D, la grande majorité des cristaux ont une taille 
supérieure à 40 µm. L’absence de cristaux de petite taille a pour conséquence des 
contenus simulés en glace nuageuse faibles et inférieurs à ceux observés. 
 
Du côté des grandes tailles, les nombres de cristaux simulés sont régulièrement 
inférieurs à ceux observés. Une explication possible fait intervenir la masse volumique 
des cristaux. D’après les observations, la masse volumique des cristaux de glace est très 
variable. Plus la taille augmente, plus la masse volumique diminue. Par exemple, la masse 
volumique des cristaux de forme colonne peut aller de 0.9 g cm-3 pour les très petites 
tailles à 5.0≈ρ  g cm-3 pour une colonne de longueur supérieure à 1 mm. La masse 
volumique d’une particule glacée est également influencée par l’agrégation et le givrage. 
La variation de la masse volumique en fonction de la taille et de la forme des particules de 
glace et des processus microphysiques de collection est délicate à traiter dans les modèles. 
Ainsi, le traitement de la masse volumique des cristaux est très variable d’un modèle à 
l’autre (cf. chapitre 1, paragraphe 1.2). 
Dans DESCAM 3D, la masse volumique de la glace est égale à 0.9 g cm-3 quelque 
soit la taille du cristal. Cette hypothèse est en adéquation avec les processus de nucléation 
hétérogène et homogène, qui forment des cristaux de forme sphérique principalement à 
partir du réservoir des gouttes, et avec le processus de givrage car la densité observée 
pour des particules givrées varie entre 0.05 et 0.89 g cm-3 (Prupaccher and Klett, 1997). 
Notre modèle ne considérant pas le processus d’agrégation des cristaux, nous ne pouvons 
pas non plus former des flocons de neige de densité comprise entre 0.01 et 0.2 g cm-3 
(Pruppacher and Klett, 1997). Or dans DESCAM 3D, la masse volumique intervient en 
particulier pour revenir à la taille des cristaux à partir de la grille qui est en masse. Ainsi, 
une modification de la masse volumique des cristaux de 0.9 à 0.5/0.3 g cm-3 conduirait à 
une augmentation de 20/40% du rayon calculé à partir d’une même masse de départ, et 
modifierait certainement l’allure des spectres du côté des grandes tailles.  
Enfin, il faut également rappeler que le calcul du contenu en glace pour les grandes 
tailles de cristaux est réalisé à partir des images de la sonde 2D-C ou encore du  HVPS 
(High Volume Particle Spectrometer), moyennant un certain nombre d’hypothèses sur la 
masse volumique des cristaux. De ce fait, la comparaison des contenus intégrés comme 
celle des spectres sont toutes les deux dépendantes d’hypothèses relatives à la masse 
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volumique des cristaux, hypothèses qui sont différentes entre DESCAM 3D et les travaux 
d’Heymsfield et al (2005).  
 
2.3.4 Nombre des hydrométéores 
 
Afin de réduire l’importance de la masse volumique dans la comparaison des résultats 
du modèle et des observations, nous nous sommes finalement intéressés au nombre des 
hydrométéores. La figure 3.10 représente le nombre des hydrométéores pour la coupe 
verticale à travers le nuage selon la direction AA’ (cf. Fig. 3.7). On remarque qu’il y a 
une grande hétérogénéité verticale et horizontale dans les nombres simulés autour de 10 
km. Pour les gouttes par exemple, leur nombre est divisé par deux entre les altitudes 9 km 
et 10 km autour de X=17 km. A 10 km, le nombre de cristaux a aussi diminué de moitié 
entre les positions X=16 km et X=16.5 km.  
 
Les zones d’ascendance et de descendance sont signalées sur la figure 3.10 
respectivement par les lignes rouges et noires. Trois ascendances particulièrement 
intéressantes ont été désignées par a1, a2 et a3. Les vents verticaux maximums à 10 km 
dépassent 20 m s-1 pour a1, mais restent autour de 10 m s-1 pour a2 : par rapport aux 
notations d’Heymfield et al (2005), a1 correspond donc à la région B, a2 à la région C.  
  Pour l’altitude 10 km, on trouve dans l’ascendance a1 relativement peu de 
gouttes (leur nombre est largement inférieur à 100 cm-3). Le nombre maximal de gouttes à 
10 km peut être estimé à environ 200 cm-3 et a lieu dans la zone d’ascendance a2. Pour les 
cristaux, le nombre maximal rencontré à 10 km est autour de 10 cm-3. En comparaison, 
les spectres d’Heymsfield et al. (2005), donnent un nombre maximal d’hydrométéores 
autour de 220 cm-3 dans la région C (mixte), et 88 cm-3 dans la région B (entièrement 
glacée). Dans le modèle comme dans les observations, le nombre total des hydrométéores 
est donc bien plus important lorsque la phase liquide est présente.  
Concernant la phase glace, la comparaison des nombres simulés et mesurés met 
encore en lumière un manque de cristaux dans les simulations de DESCAM 3D, surtout 
dans la zone B. On remarque par contre, que le nombre de gouttes dans la zone B est 
compris entre 10 et 100 cm-3. Donc si toutes ces gouttes avaient congelé pour donner des 
cristaux, le nombre de cristaux simulé serait nettement plus proche de celui observé.    
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Figure 3.10 : a) Nombre des gouttes (cm-3) simulé par DESCAM 3D en coupe verticale selon la 
direction AA’ (cf. Fig. 3.7). b) Idem pour le nombre des cristaux (l-1). Sur les deux figures, les zones 
d’ascendance verticales (w>2 m s-1) sont signalées par les contours rouges et les zones de descendance 




La figure 3.11 montre l’évolution de la température mesurée au cours du passage de 
l’avion. La transition entre la zone B et C est marquée par une diminution brutale de la 
température d’environ 3 °C. Les observations d’Heymsfield et al. (2005) sont 
intéressantes dans la mesure où l’on a un minimum de température dans la zone C (cf. 




deux cas les vents sont ascendants (cf. Fig. 3.2a), et du point de vue microphysique, c’est 
la région C, où les températures sont les plus froides, qui contient de l’eau liquide et la 
région B, où les températures sont les plus « élevées », qui est totalement glacée. Le 
champ de température à 10 km simulé par le modèle est présenté sur la figure 3.12.  
 
 
Figure 3.11 : Température (°C) mesurée lors du passage de l’avion dans le nuage. 
 




























Figure 3.12 : Champ de température à 10 km simulé par le modèle après 41 minutes d’intégration. 
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A 10 km d’altitude règne, dans le modèle, une température d’environ -34.5 °C, 
comme observé sur les bords du nuage (Fig. 3.11). On constate d’une part que la gamme 
des températures simulées est encore plus grande (4.5 °C) que l’écart noté à partir de la 
figure 3.11 (3 °C). D’autre part, des changements peuvent avoir lieu brutalement : le long 
de la direction BB’, on passe par exemple d’une température voisine de -32 °C en X=19.5 
km, à -35 °C sur une distance d’environ 2 km. Le champ de température simulé présente 
donc des caractéristiques semblables à celui observé. 
 







































Figure 3.13 : Evolution de la vitesse verticale et de la température le long de la trajectoire AA’ (cf. 
Fig. 3.7a et 3.12) à 10.25 km. 
 
Le long de l’axe AA’ choisi précédemment, les variations de la température sont plus 
atténuées (moins de 2 °C) et sont quasiment l’inverse des observations (cf. Fig. 3.13). 
Heymsfield et al. (2005) voient la température passer par un maximum dans la région B, 
puis par un minimum dans la région C, alors que dans le modèle la température diminue 
lors de la traversée de la région B et passe par un maximum dans la région C. Les 
températures reportées sur la figure 3.13 sont plus froides que celles observé car l’altitude 
choisie est légèrement plus élevée (10.25 km dans le modèle par rapport à 9.98 km pour 
le vol de l’avion).  
 
Le long de la trajectoire AA’ la température simulée par le modèle est donc différente 
des observations.  Pourtant, d’après la figure 3.12, il existe des zones à 10 km d’altitude 
où la température varie de plusieurs degrés sur quelques kilomètres, par exemple entre 19 
et 22 km le long de la ligne BB’. Dans la suite de ce paragraphe, nous avons choisi 
d’étudier une telle zone pour voir s’il était possible de retrouver, avec la modélisation 3D, 
une situation proche de celle observée.  
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La figure 3.14 représente la vitesse verticale le long de la direction BB’ (cf. Fig. 3.12). 
Les variations verticales de la température sont visibles grâce aux isocontours en noir. Par 
exemple, l’isocontour T=-35 °C se situe à 10.25 km d’altitude au niveau de X=19 km 
mais seulement autour de 9.75 km vers la position X=21 km. On localise donc bien la 
situation décrite par les observations à savoir que pour une même altitude, on traverse 
d’abord une zone où la température est plus élevée et ensuite une zone où la température 
est plus basse par rapport à la température régnant à cette altitude dans les zones sans 
nuage. 
 
































Figure 3.14 : Coupe du vent vertical suivant la trajectoire BB’ (Y=21.75 km, cf. Fig. 3.12) après 41 
minutes d’intégration. Les traits noirs donnent les iso-contours pour la température. 
 
D’après la figure 3.14, la zone où la température chute brutalement correspond à une 
descendance vers 9 km, à une zone de transition entre descendance et ascendance vers 10 
km et à une zone d’ascendance vers 11 km. Il est donc difficile de corréler directement la 
variation de la température avec une situation dynamique. Par contre, il est intéressant de 
constater qu’autour de 11 km, la dynamique en place s’approche de celle observée par 
Heymsfield et al. (2005) (cf. Fig. 3.2). A cette altitude, le point numéroté 1 dans la figure 
3.14 correspond à une ascendance forte (w>15 m s-1), le point 2 à une ascendance faible 
et le point 3 à une descendance. La figure 3.15 représente ainsi la vitesse verticale et la 
température pour un vol de l’avion suivant la coupe de la figure 3.14 et à une altitude 
constante de 11 km. 
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Figure 3.15 : Evolution du vent vertical (en pointillés) et de la température (en trait plein) à 11 km 
d’altitude selon la direction BB’ (cf. Fig. 3.12). 
 
La figure 3.15 montre les mêmes caractéristiques que les observations d’Heymsfield 
et al. (2005). Les températures les plus « élevées » sont rencontrées dans une zone de 
forte ascendance (entre X=18 et 19 km) et une zone de descendance (à partir de X=21 
km) alors que le minimum de température est en plein dans la zone de faible ascendance 
(entre X=19.5 et 20.5 km). Par contre, vu que l’altitude est de 11 km, la microphysique 
est bien différente de celle observée, comme le montre le tableau 3.1. En particulier, les 
contenus en eau sont très faibles et l’eau liquide est principalement présente dans la zone 
de forte ascendance équivalente à la zone B. La zone de faible ascendance assimilable à la 
région C est ici quasiment dépourvue d’hydrométéores. 
 
Tableau 3.1 : Valeurs de la vitesse verticale, de la température, du contenu en eau (LWC) et en glace 
(IWC) aux points 1, 2 et 3 de la figure 3. 14. 
Position  









1 18.5 21.75 13 -42.2 0.1 3.0 
2 20.0 21.75 5 -45.8 0.03 0.13 




En résumé, la direction AA’ (cf. Fig. 3.7) a été choisie parce qu’elle représente la 
direction prise par l’avion et que l’on y retrouve une structure dynamique proche de celle 
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observée avec une forte ascendance (région B), une ascendance moyenne (région C) et 
une descendance (région D) sur une distance de 4 km. Du point de vue microphysique, 
l’eau liquide est présente en quantité significative uniquement dans la région C, et le 
nombre ainsi que le spectre simulé sont similaires aux mesures. Du point de vue de la 
phase glace, la comparaison des contenus et des spectres est rendue plus délicate du fait 
des hypothèses faites sur la masse volumique dans le modèle et pour le calcul des 
contenus observés. Cependant, les contenus en glace précipitante sont plutôt bien 
reproduits, alors que le nombre et la masse des petits cristaux nuageux sont sous-estimés 
dans le modèle. Dans la région B par exemple, le modèle a encore des petites gouttes 
alors que dans les observations, cette partie de l’ascendance est entièrement glacée. Le 
manque de petits cristaux est sans doute à relier à la nucléation des cristaux qui est un des 
processus microphysiques les plus difficiles à représenter car les paramétrisations 
proposées restent entachées d’une grande incertitude. La température est le paramètre le 
moins bien simulé par le modèle le long de la direction AA’. Il est cependant possible de 
trouver un meilleur accord entre simulation et observation pour la température si on 
choisit une trajectoire un peu différente de AA’ (par exemple : BB’).  
 
2.4 Simulation des observations aéroportées sans contraintes de temps 
et de position liées au vol de l’avion 
 
 Au paragraphe 2.3, nous avons vu que le long de la trajectoire AA’, les résultats du 
modèle étaient cohérents avec les observations du point de vue du vent vertical et de la 
microphysique, mais pas de la température. A l’inverse, une coupe selon la direction BB’ 
donne des résultats proches des observations pour le vent vertical et la température, mais 
pas pour les caractéristiques microphysiques. Dans ce paragraphe, nous avons recherché 
des points du domaine autour de 10 km d’altitude où à la fois, la vitesse verticale, la 
température et les caractéristiques microphysiques simulés sont proches de celles 
observées. Par contre, nous avons laissé de côté la position respective des points dans le 
domaine et nous avons considéré les résultats du modèle entre 35 et 41 minutes 
d’intégration.  
 
Le tableau 3.2 donne un exemple de deux points (numérotés 4 et 5) qui pourraient 
correspondre au zones B et C observées par Heymsfield et al. (2005). Au point n°4 règne 
une vitesse verticale supérieure à 15 m s-1, et une température de -34 °C. Le contenu en 
glace est proche de 2 g m-3, alors que l’eau liquide est très peu présente (0.1 g m-3). Au 
point n°5, la température est plus froide de 2.3 °C par rapport au point n°4, alors que le 
vent vertical est toujours ascendant. La glace reste prépondérante mais l’eau liquide 
représente cette fois un contenu de 0.5 g m-3. Les points 4 et 5 ont donc à la fois une 
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vitesse, une température et des contenus en eau et glace proches des observations 
d’Heymsfield et al. (2005). En revanche, le point n°5 assimilable à la zone C est 
positionné au nord-ouest par rapport au point n°4 sensé représenter la zone B (cf. Fig 
3.16). Pour avoir un bon accord entre le modèle et les observations, le vol de l’avion 
simulé dans le modèle devrait donc aller du sud-est vers le nord-ouest au lieu de l’ouest 
vers l’est.   
 
Tableau 3.2 : Valeurs de la vitesse verticale, de la température, du contenu en eau (LWC) et en glace 
(IWC) aux points n°4 et 5 à 10.125 km d’altitude et à t=38 min 20 s. 
Position  
X (km) Y (km) 
Vitesse 







4 20.5 24 16.2 -34.5 0.1 1.7 
5 18.75 26 9.6 -36.8 0.5 1.0 
 
 





























Figure 3. 16 : Position des points 4 et 5 dans le domaine simulé à 38 min 20s et 10.125 km d’altitude. 
 
En réalité entre 35 et 41 minutes d’intégration, il est possible de trouver de nombreux 
points autour de 10 km d’altitude qui présentent des caractéristiques proches de celles de 
la région B ou de la région C. Les deux points présentés dans le tableau 3.2 sont 
particuliers dans le sens où ils sont situés exactement à la même altitude (10.125 km) et 
les valeurs proches des observations pour les quatre paramètres w, T, LWC et IWC sont 
trouvées pour le même temps d’intégration (38 min 20 s).   
Les spectres simulés autour des points 4 et 5 sont tracés sur la figure 3.9 en traits 
pointillés. Par rapport aux spectres simulés le long de la trajectoire AA’ (lignes continues 
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noires sur la figure 3.9), on constate une très nette amélioration des spectres simulés dans 
la région B pour les tailles inférieures à 60 µm. Par contre, du côté des grandes tailles, on 
retrouve les caractéristiques évoquées précédemment. Les cristaux sont principalement 
regroupés autour dans la gamme 40-100 µm et on a donc toujours un manque 
d’hydrométéores de tailles supérieures à 100 µm dans le modèle. 
 
2.5 Interprétation des mesures aéroportées 
 
Les paragraphes 2.3 et 2.4 précédents étaient consacrés à la comparaison des résultats 
du modèle avec les observations disponibles. Deux coupes verticales AA’ et BB’ ainsi 
qu’un certain nombre de points du domaine ont été présentés en raison du bon accord 
entre simulation et observations dans ces cas particuliers. Dans ce paragraphe, l’objectif 
est d’essayer d’apporter des explications possibles aux zones observées qui ont des 
propriétés si différentes à si peu de distance, en utilisant les possibilités offertes par un 
modèle tridimensionnel à microphysique détaillée.    
 
2.5.1 Hypothèse de travail 
 
Dans un premier temps, nous reprenons l’analyse de la figure 3.10, en ne se limitant 
plus à l’altitude 10km uniquement. Ainsi, en utilisant les informations relatives à la 
vitesse verticale sur toutes les altitudes, il est intéressant de remarquer que les maxima 
dans le nombre des hydrométéores sont assez bien corrélés avec les centres ou les 
sommets des zones d’ascendance. Pour la phase glace, il est probable que le 
déclenchement de l’ascendance notée a1 sur la figure 3.10b soit à l’origine de la 
formation de cristaux en grand nombre. Un point intéressant pour la phase liquide 
concerne la présence d’un maximum dans le nombre des gouttes autour de 8.5 km 
d’altitude et pour X=18 km, qui est corrélé avec le sommet d’une zone d’ascendance (a3). 
Or, à l’altitude de 10 km, le nombre des gouttes est également maximal autour de X=17.5 
km.  
 
Ainsi selon la coupe AA’, les régions B et C simulées par DESCAM 3D sont en 
réalité deux ascendances qui cohabitent à l’altitude de 10 km. La zone B simulée 
correspond au bas d’une ascendance (a1) dont le noyau se situe plutôt autour de 12 km 
d’altitude et qui s’étend jusqu’à 13 km d’altitude. A l’inverse, la zone C coïncide avec 
une ascendance modérée (notée a2 sur la figure 3.10a) qui s’arrête autour de 11 km, mais 
qui surmonte une ascendance plus forte (a3) située dans des couches plus basses (entre 6 
et 8 km). 
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Il est aussi possible que la zone d’ascendance a3 joue un rôle non négligeable dans les 
caractéristiques microphysiques que l’on obtient à 10 km : les gouttes sont peut-être 
formées principalement dans l’ascendance a3, puis transportées vers de plus hautes 
altitudes par l’ascendance a2, qui prend le relais de l’ascendance a3 au dessus de 9 km.  
 
En bref, la figure 3.10 suggère donc une séparation de l’ascendance principale en 
deux ascendances distinctes. Les régions B et C, qui constituent à elles deux le noyau 
convectif observé par Heymsfield et al. (2005), ne seraient donc qu’une juxtaposition de 
deux masses d’air ascendantes mais ayant chacune une histoire différente d’où des 
caractéristiques microphysiques et thermodynamiques différentes. Pour tester cette 
hypothèse nous nous proposons d’étudier l’histoire des points 1 à 5 exposés aux 
paragraphes 2.3.5 (Fig. 3.14) et 2.4 (Fig. 3.16) précédents, en raison du bon accord entre 
les paramètres simulés en ces points et les mesures d’Heymsfield et al. (2005). 
 
2.5.2 Rétrotrajectoires des points 1, 2 et 3 
 
Le long de la coupe BB’ (cf. paragraphe 2.3.5), les structures des champs de 
température et de vitesse verticale simulés sont proches des observations. Nous avons 
ainsi recherché l’origine de ces champs de température et de vent en construisant 3 rétro-
trajectoires à partir des points 1 à 3 de la Fig. 3.14. La méthode suivie consiste à utiliser 
les sorties du modèle qui ont été écrites toutes les 20 s entre 34 et 41 min d’intégration. 
Entre ces 20 s, les champs de température et de vent sont reconstruits par interpolation 
linéaire. A partir d’une position (X,Y,Z) donnée à t=41 min, la trajectoire pour ce point 
est ensuite calculée en remontant dans le temps par pas de temps d’1 s.  
La figure 3.17 représente les rétrotrajectoires obtenues en fonction du point choisi. 
Les rétrotrajectoires des points 2 et 3 « s’arrêtent » respectivement à 38 et 35 min : 
« l’arrêt » d’une rétrotrajectoire traduit  la sortie de la particule d’air du domaine simulé 
(Y>32 km, cf. Fig. 3.17a). D’après la Fig. 3.17b, l’air du point n°1 provient d’une altitude 
bien plus basse que celui des points 2 et 3. L’ascendance forte au point 1 à 41 min est 
probablement le reflet à haute altitude de l’ascendance principale du nuage. A l’inverse, 
l’air correspondant aux points 2 et 3 provient initialement d’une altitude supérieure à 10 
km. L’air que l’on retrouve dans la faible ascendance (point n°2) a vu son altitude 
augmenter progressivement, tandis que l’air de la descendance (point n°3) se trouvait déjà 
au départ proche de 11 km et a subi une petite perturbation qui l’a fait s’élever de 
quelques centaines de mètres avant de revenir à 11 km. La trajectoire suivie par le point 
n°2 est orientée nord-sud alors que celle suivie par le point 3 est plutôt du nord-est en 
direction du sud-ouest (cf. Fig. 3.17a). Cette différence est le reflet des caractéristiques du 
 98 
































Figure 3.17 a, b et c : Rétro-trajectoires calculées pour les points 1 (ascendance forte), 2 (ascendance 
moyenne) et 3 (descendance) dans le domaine 3D. La couleur utilisée le long d’une trajectoire 
représente la température. Sur la figure c, les contours blancs, bleus et rouges reprennent ceux de la 
figure 3.14 pour la vitesse verticale, sauf que l’abscisse X décroît de gauche à droite.  
 
Les rétrotrajectoires montrent effectivement des histoires très différentes pour les 
masses d’air des points 1 à 3. En particulier, les points 1 et 2 qui pourraient sembler faire 
partie de la même masse d’air ascendante si on regarde leurs positions dans le domaine à 
41 min d’intégration, se trouvent pourtant à une altitude respective de Z=8 et Z=10.75 km 
6 min auparavant. Il reste maintenant à vérifier que l’hypothèse d’histoires très différentes 
pour les régions B et C est compatible avec les caractéristiques microphysiques observées 
dans ces deux zones. Comme les paramètres microphysiques relevés aux points 1, 2 et 3 à 
41 min d’intégration ont peu de choses en commun avec les observations d’Heymsfield et 
al. (2005), il est donc inutile de faire une étude des processus microphysiques le long des 
rétrotrajectoires des points 1 à 3. En revanche, les points 4 et 5 du paragraphe 2.4 ont été 




et des contenus en eau et en glace, simulées pour ces 2 points à 10.125 km d’altitude et à 
38 min 20 s d’intégration et les mesures aéroportées. Nous avons donc décidé d’étudier 
plus en détails les rétrotrajectoires pour les points 4 et 5 dans le but de voir s’il est 
possible d’expliquer pourquoi de l’eau liquide est présente dans l’ascendance la plus 
froide (zone C) et pas dans l’ascendance la plus « chaude » (zone B).   
 
2.5.3 Rétrotrajectoires des points 4 et 5 
 
La méthode de calcul des rétrotrajectoires dans le cas des points 4 et 5 est un peu 
différente de celle employée pour les points 1 à 3. En effet, entre 35 et 41 minutes, une 
dizaine de paramètres (la température, les trois composantes du vent vertical, l’humidité 
relative etc, voir Figs. 3.18 et 3.19) ont été écrits à chaque itération du modèle (dt=1 s) 
pour une partie du domaine 7 de 20 x 20 points en X et Y et entre Z=8 et 10.5 km 
d’altitude (i.e. 15 points en vertical). A partir de cette quantité de données, il est ainsi 
possible de reconstituer le trajet d’une parcelle d’air dans ce domaine sans avoir recours à 
une interpolation des champs de vent (et des autres paramètres) entre deux fichiers de 
résultats du modèle comme c’était le cas au paragraphe précédent. Ces rétrotrajectoires 
représentent donc le calcul d’une trajectoire lagrangienne à partir des résultats d’un calcul 
eulérien.  
 
La figure 3.18 présente l’évolution de l’altitude, de la température, de la vitesse 
verticale le long des rétrotrajectoires calculées pour les points 4 et 5 étudiés. Sur les 
figures 3.18a et b, on vérifie que les points 4 et 5 arrivent à la même altitude à t=38 min 
20 s et que pour ce même moment, la température qui règne au point n°5 est plus froide 
d’environ 2.5 °C que celle au point n°4.  
Tout comme pour les points 1 et 2 du paragraphe précédent, les points 4 et 5 ont suivi 
des parcours assez différents. A 35 min, les deux points se situent à une altitude inférieure 
à 9 km (8.6 km pour le point 4 et 8.1 pour le point 5). Entre 35 et 38 min 20 s, le point n°4 
a rencontré des vents verticaux forts (jusqu’à 23 m s-1, cf. Fig. 3.18a) mais pas toujours 
ascendants (-13 m s-1 vers t=37 min 30 s). Les vitesses verticales associées à la trajectoire 
suivie par le point n°5 sont fortes au début  (supérieures à 15 m s-1) puis plus modérées 
(entre 12 et 5 m s-1). Contrairement à ce qui se passe pour le point 4, les vitesses 
verticales pour le point 5 sont toujours ascendantes. 
D’après la figure 3.18b, la diminution de la température avec l’altitude est la même 
pour les points 4 et 5 jusqu’à 9.8 km d’altitude. Au dessus de 9.8 km, la température de la 
parcelle d’air n°5 continue de diminuer. Pour le point n°4, l’altitude 9.8 km correspond à 
un moment où les vitesses verticales sont en train de diminuer rapidement. Le 
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refroidissement adiabatique est donc moins fort pour cette parcelle et la température cesse 
de diminuer. Quand le point n°4 se met à redescendre en altitude, la température se met 
même à augmenter du fait de la compression. Ainsi, les évolutions différentes de la 
température pour les deux parcelles d’air peuvent être facilement expliquées par des 
considérations dynamiques (trajectoire des masses d’air, vitesses verticales 
rencontrées…). Cependant, la température est également influencée par les processus 
microphysiques. Il reste donc à examiner quels sont les changements de phase qui ont pu 
avoir lieu. Pour ce faire, nous allons étudier l’évolution de l’humidité relative par rapport 
à l’eau (RH) et par rapport à la glace (RHI) pour les rétrotrajectoires des points 4 et 5 
(Fig. 3.19a).  
 

































































Figure 3.18 : a) Evolution de l’altitude et de la vitesse verticale le long des rétrotrajectoires calculées 
pour les points 4 et 5 arrivant à 10.125 km à t=38 min 20 s. b) Température en fonction de l’altitude 
pour les parcelles d’air 4 et 5. 
 
L’évolution du RH et du RHI pour les parcelles d’air 4 et 5 (cf. Fig. 3.19a) peut être 
divisée en deux parties. Dans un premier temps, les parcelles d’air qui correspondent aux 
points n°4 et 5 sont sursaturées par rapport à l’eau et à la glace. Les gouttes et les cristaux 
de glace peuvent ainsi grandir par condensation/déposition de vapeur et ces processus 
dégagent tous les deux de la chaleur. Les processus microphysiques tempèrent alors le 
refroidissement lié à la détente de l’air lorsqu’il s’élève en altitude.  
A partir de 35 min 30 s, l’air des deux parcelles reste sursaturé par rapport à la glace 
mais devient sous-saturé par rapport à l’eau. A ce moment, l’effet Bergeron Findeisen 
devient actif. L’évaporation des gouttes consomme de la chaleur et a exactement l’effet 
inverse de la déposition de vapeur sur les cristaux qui dégage de la chaleur : il n’est donc 
plus possible de conclure sur l’influence de la microphysique sur la température à partir 





la température, il est maintenant nécessaire de connaître précisément les quantités de 
vapeur qui sont transférées depuis la phase liquide et vers la phase solide. 
 






















Figure 3.19 : Evolution de l’humidité relative par rapport à l’eau et à la glace (Fig. 3.19a) et variation 
de la température due à la microphysique (Fig. 3.19b) le long des rétrotrajectoires calculées pour les 
points 4 et 5.  
 
Le calcul de la variation de température induite par les processus microphysiques fait 
également intervenir les chaleurs latentes d’évaporation Le et de sublimation Ls. Comme 
la chaleur latente de sublimation Ls est supérieure à celle d’évaporation Le, si la quantité 
de vapeur produite par l’évaporation des gouttes est exactement égale à celle consommée 
par déposition sur les cristaux, alors le bilan final sera quand même un dégagement de 
chaleur. En plus des quantités de vapeur impliquées dans les changements de phase, il 
faut également tenir compte des différences dans les chaleurs latentes. Le résultat du 
calcul de la variation de température causée par les processus microphysiques est tracé sur 
la figure 3.19b.  
D’après la figure 3.19b, la microphysique provoque toujours un léger réchauffement 
(dT/dt >0) de la parcelle d’air quand l’effet Bergeron Findeisen est actif (entre 36 et 38 
minutes). Les changements d’état ont globalement dégagé de la chaleur (la déposition de 
vapeur sur les cristaux a donc été plus efficace que l’évaporation des gouttes) et, les 
variations de température sont typiquement comprises entre 0.01 et 0.03 °C s-1. A partir 
des figures 3.18a et b, on peut faire une estimation de la vitesse de diminution de la 
température pour la parcelle 2 : avec une température de -21 °C à 8.6 km, -36 °C à 10 km 
et une vitesse verticale moyenne estimée à 10 m s-1, on trouve une diminution de la 
température de l’ordre 0.1 °C s-1. Ainsi, même si globalement les changements de phase 
liés à l’effet Bergeron Findeisen ont dégagé de la chaleur, cet effet reste trop faible pour 
contrebalancer la diminution en température provoquée par les déplacements verticaux 
b)  a) 
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des parcelles d’air. Pour les points 4 et 5, la température finale est donc principalement la 
conséquence d’évolutions dynamiques différentes. Les températures mesurées dans les 
régions B et C sont donc peu corrélées aux caractéristiques microphysiques observées 
pour ces deux régions. 
 
L’analyse de l’évolution de l’humidité relative le long des trajectoires des points 4 et 
5 permet également d’expliquer les différences microphysiques observées entre les 
régions B et C. D’après la figure 3.19a, l’humidité relative par rapport à l’eau diminue 
assez brutalement pour le point n°4 à partir 35 min 40 s. Ce comportement de l’humidité 
relative peut être expliqué par la présence d’une forte descendance à quelques centaines 
de mètres en direction du sud-ouest par rapport au point n°4 (cf. Fig. 3.16). Cette 
descendance amène de l’air sec des hautes couches qui se mélange avec l’air ascendant à 
cause des processus turbulents. Quoi qu’il en soit, la diminution rapide de l’humidité 
relative dans le cas de la parcelle n°4 provoque une évaporation importante des gouttes 
présentes.  
L’absence de gouttes dans le cas de la parcelle n°4 est aussi reliée aux processus de 
nucléation homogène et hétérogène. Avec la description de Meyers et al. (1992) pour la 
nucléation hétérogène, plus la sursaturation par rapport à la glace est élevée, plus on 
forme de cristaux (voir chapitre 1, équation 9). Même si l’humidité relative par rapport à 
la glace atteint 135% dans les deux cas, cette situation se produit beaucoup plus tôt (à 36 
min) pour le point n°4 que pour le point n°5 (à 37 min 40 s). Les cristaux produits ont 
donc le temps de grandir et, éventuellement, de collecter des gouttes présentes. De plus, à 
partir du moment où la température est inférieure à -30 °C, des cristaux supplémentaires 
peuvent être produits par nucléation homogène. Ainsi, comme la parcelle d’air n°4 reste 
plus longtemps à haute altitude que la parcelle d’air n°5, les processus de nucléation sont 





Résumons maintenant l’interprétation proposée à partir des résultats de DESCAM-3D 
pour les mesures d’Heymsfield et al. (2005). Au vu du vent fort qui règne en altitude, il 
très vraisemblable que la zone d’ascendance principale (autrement dit le cœur du nuage) 
se soit morcelée en plusieurs ascendances qui sont à peu près alignées suivant l’axe du 
vent mais qui naissent à des altitudes différentes et qui ont des histoires dynamiques et 
microphysiques différentes.  
Ainsi, le long de la coupe AA’ (Fig. 3.10), les régions B et C simulées sont associées 
à deux ascendances distinctes qui naissent à des altitudes différentes. L’ascendance 
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correspondant à la région B occupe des altitudes plus élevées que celle correspondant à la 
région C : la formation des cristaux est donc favorisée au détriment des gouttes.  
Dans le cas des points 4 et 5 du paragraphe 2.4, l’étude des rétrotrajectoires nous a 
permis de montrer que ce sont les mouvements dynamiques verticaux qui sont 
principalement responsables des températures finales observées.  
Concernant les caractéristiques microphysiques aux points 4 et 5, nous avons vu que 
le temps passé à haute altitude (T<-30°C) est un facteur déterminant : plus ce temps est 
important, plus les processus de nucléation sont actifs longtemps et congèlent les gouttes 
présentes. La présence ou non de gouttes dans les régions échantillonnées par Heymsfield 
et al. (2005) donne une indication du temps passé par la masse d’air dans les hautes 
couches. La région B serait donc une zone d’ascendance qui perdure depuis un certain 
temps déjà alors que la région C correspondrait plutôt à une ascendance formée peu de 
temps avant le passage de l’avion.  
En combinant ces quelques remarques, nous pouvons proposer une histoire propre à 
chaque région. Lors que l’avion traverse le nuage, la région B correspond à une 
ascendance qui est déjà bien établie : cette ascendance a eu le temps d’atteindre des 
altitudes élevées depuis un certain temps déjà. Si des gouttes d’eau étaient présentes 
initialement, on n’en trouve plus la trace car, pendant le temps qui s’est écoulé depuis la 
formation de cette ascendance, les gouttes ont soit évaporé soit congelé. A l’inverse, la 
région C correspond à une ascendance qui est s’est probablement formée à plus basse 
altitude et qui est en train de se développer : à 10 km, on trouve ainsi des gouttes qui 
viennent juste d’arriver des couches plus basses.  
 
Dans ce paragraphe 2, nous avons donc vu que DESCAM 3D est capable de simuler 
un cumulonimbus réaliste dont les caractéristiques dynamiques et microphysiques du 
noyau convectif se comparent bien avec les observations d’Heymsfield et al. (2005). 
Nous allons donc pouvoir utiliser notre modèle pour des études de sensibilité par rapport 
aux  particules d’aérosol présentes. Nous nous intéresserons plus particulièrement à 
l’influence des particules d’aérosol dans les hautes altitudes où le nuage convectif a 
développé une enclume. En effet, les enclumes des nuages convectifs peuvent couvrir de 
larges zones et subsister longtemps après la dissipation du nuage convectif et il est donc 
important de connaître leurs propriétés microphysiques afin de pourvoir déterminer leur 
impact radiatif. La question à laquelle nous allons essayer de répondre concerne l’origine 
des particules d’aérosol qui servent à former les hydrométéores dans les enclumes. Dans 
le paragraphe 3, nous allons tenter d’estimer la contribution des particules d’aérosol au 
dessus de 6 km. Cependant, étant donné que les nuages convectifs se développent depuis 
les basses couches jusqu’à la tropopause, nous étudierons aussi, au paragraphe 4, 
l’influence des particules d’aérosol de la couche limite. 
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3 Importance des particules d’aérosol mid-troposphériques 
 
Afin d’évaluer l’importance des particules d’aérosol mid-troposphériques pour la 
formation de l’enclume, Fridlind et al. (2004) ont réalisé plusieurs simulations en 
enlevant les particules d’aérosol au-dessus d’une certaine altitude, à savoir 8, 6 et 2 km. 
Avec DESCAM 3D, nous avons reproduit uniquement la simulation sans particules 
d’aérosol au-dessus de 6 km. Le réservoir des particules d’aérosol n’est en réalité pas 
entièrement vidé de son contenu. Sans aucune particule d’aérosol, la formation des 
gouttes ne peut plus se faire que par nucléation homomoléculaire. Ce processus requiert 
des humidités relatives bien plus élevées que celles observées dans l’atmosphère. Il peut 
être observé en laboratoire mais n’a pas lieu dans l’atmosphère et n’est donc pas 
représenté dans le modèle. Pour rester cohérent avec le domaine d’application de notre 
modèle, nous devons donc lui fournir au départ des particules d’aérosol. Techniquement, 
pour tester l’importance des particules d’aérosol mid-troposphériques, le nombre d’AP 
dans les couches supérieures à 6 km a donc été réduit sur 5% de la valeur utilisée dans le  
cas baseline présenté au paragraphe 2 précédent : le nombre total de particules d’aérosol 
est donc maintenant de 150 cm-3 entre 6 et 10 km et de 5 cm-3 au-dessus (au lieu de 
respectivement 3000 et 100 cm-3 dans le cas baseline). En dessous de 6 km, les 
distributions des particules d’aérosol restent identiques au cas baseline. Pour éviter 
d’alourdir le texte, le cas avec « 5% de particules d’aérosol au-dessus de 6 km » présenté 
dans ce paragraphe sera par la suite désigné sous forme abrégée par cas « 5%AP6 ». 
 
3.1 Nombre moyen des hydrométéores à 10 km 
 
La figure 3.20 montre l’évolution du nombre des gouttes (Fig. 2.20a) et des cristaux 
(Fig. 2.20b) moyenné sur l’ensemble du domaine simulé pour les cas baseline et 5%AP6. 
La comparaison de ces deux figures montre clairement que le nombre total des 
hydrométéores à 10 km est gouverné par la phase liquide : le nombre des gouttes est 
rarement inférieur à 50 cm-3 tandis que celui des cristaux ne dépasse jamais 10 cm-3.  
La figure 3.20 établit clairement que le nombre moyen de gouttes dans le cas sans AP 
au-dessus de 6km n’atteint jamais des valeurs aussi élevées que dans le cas baseline sur la 
période de temps considérée. Pourtant, le nombre de gouttes simulé dépasse les 250 cm-3 
dans les deux cas au moment où le sommet du nuage arrive à 10 km entre 35 et 37 





− de gouttes en moins à 10 km dans le cas 5%AP6 alors que les particules 
d’aérosol au dessus de 6 sont pourtant 20 fois moins nombreuses que dans le cas baseline. 
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Cette discussion s’applique également aux cristaux, où le calcul conduit également à une 
valeur autour de 7% de cristaux en moins dans le cas 5%AP6. 
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Figure 3.20 : a) Nombre moyen des gouttes (cm-3) à 10 km en fonction du temps. b) idem pour les 
cristaux. 
 
Quand l’activité convective diminue après 38 minutes, le nombre des cristaux tend 
quasiment vers la même valeur (2 cm-3) dans les deux cas. Par contre, le nombre de 
gouttes qui restent dans le cas baseline est supérieur de 30 gouttes par cm-3 à celui dans le 
cas 5%AP6. Comme le nombre des hydrométéores est déterminé principalement par le 
nombre de gouttes, on peut estimer à partir de la figure 3.20a qu’à 38 min, environ 20% 
d’hydrométéores manquent dans le cas 5%AP6 par rapport au cas baseline. Ce chiffre 
atteint même à peu près 50% à 42 minutes. 
Enfin, on note également que les évolutions du nombre des gouttes comme des 
cristaux pour les deux cas ne sont pas tout à fait synchrones. Les courbes pour le cas 
5%AP6 atteignent leur maximum plusieurs dizaines de secondes avant le cas baseline. 
Ceci nous fait donc envisager la possibilité qu’il y ait eu des changements dans 
l’évolution dynamique entre le cas baseline et le cas 5%AP6. Les impacts possibles du 
nombre d’aérosol sur la dynamique seront abordés au paragraphe 3.3 et développés plus 
abondamment dans le paragraphe 4. 
 La figure 3.21 montre l’évolution de la sursaturation par rapport à l’eau à 8 et 9 km. 
Avec un petit nombre de particules d’aérosol (cas 5%AP6), les sursaturations simulées 
sont plus élevées. L’activation des particules d’aérosol a donc pu être favorisée dans le 
cas 5%AP6. Autrement dit, un plus grand nombre de particules venant des couches plus 
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baseline at 9 km
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Figure 3.21 : Evolution de l’humidité relative par rapport à l’eau (en %) moyennée sur toutes les 
zones du domaine où RH > 99.8% pour les altitudes 8 et 9 km. 
 
Les figures 3.20 et 2.21 nous donnent seulement un aperçu des changements dans le 
nombre des hydrométéores à 10 km car les zones de convection ne sont pas différenciées 
de l’enclume du nuage. Nous allons maintenant nous intéresser à la répartition spatiale 
des hydrométéores à 10 km afin de pourvoir discuter séparément de l’impact des 
particules d’aérosol sur les zones convectives et sur l’enclume du nuage. 
 
3.2 Répartition spatiale des hydrométéores à 10 km à 42 minutes 
 
La figure 3.22 montre la répartition du nombre des gouttes et des cristaux à 42 
minutes d’intégration. Ce temps a été choisi car, au paragraphe précédent, nous avons 
estimé qu’il y a en moyenne 50% d’hydrométéores en moins dans le cas 5%AP6 comparé 
au cas baseline à 42 min. On peut donc espérer trouver des différences significatives.  
 
La première différence qui apparaît au vu des figures 3.22 a et b concerne la forme de 
l’enclume. Dans le cas 5%AP6 (Fig. 3.22b), l’enclume se développe de la même façon 
dans toutes les directions alors que, dans le cas baseline (Fig. 3.22a), l’extension de 
l’enclume se fait principalement suivant un axe nord-sud. Ceci est probablement le reflet 
de modifications dans la dynamique du nuage. 
Du point de vue du nombre de cristaux en lui-même, on trouve finalement peu de 
différences marquantes. Les valeurs maximales sont du même ordre de grandeur dans les 
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deux cas (15000 l-1) et couvrent globalement des aires comparables. Elles sont également 
localisées sous le vent par rapport aux zones où de l’eau liquide est présente.  
 


































Figure 3.22 : Concentration des cristaux de glace en l-1 (en dégradé de jaune) et en gouttes en cm-3 
(traits bleu et rouge) à 10 km d’altitude et à 42 min d’intégration dans le cas baseline (Fig. 3.22a) et 
dans le cas 5%AP6 (Fig. 3.22b). 
 
Comme nous l’avons déjà vu au paragraphe précédent, le nombre des gouttes est plus 
élevé (100 cm-3) mais les gouttes occupent une surface bien plus réduite que les cristaux 
de glace : on trouve des gouttes uniquement dans la zone au vent du nuage. Dans le cas 
baseline, les gouttes sont présentes dans toute la partie au vent du nuage, alors que dans le 
cas 5%AP6, leur présence est limitée à des zones isolées.  
D’après les résultats du paragraphe 2.5.4, la présence ou non de gouttes traduit le 
temps que la masse d’air a passé à haute altitude. En appliquant, ce constat à la figure 
3.22, on peut donc penser que l’air nuageux à 10 km est depuis plus longtemps à cette 
altitude dans le cas 5%AP6 comparé au cas baseline. Ceci est d’ailleurs cohérent avec la 
figure 3.20 où l’on voit que le nuage dans le cas 5%AP6 atteint plus tôt l’altitude 10 km 
que le nuage dans le cas baseline.  
Pour conclure sur les propriétés de l’enclume du nuage, l’évolution du nombre moyen 
des cristaux à 10 km a été tracée sur la figure 3.23, mais, à la différence de la figure 3.20b 
où tout le domaine était considéré, ici seules les zones où la valeur absolue de la vitesse 
verticale est inférieure à 1.5 m s-1 ont été prises en compte. 
D’après la figure 3.23, le nombre de cristaux de glace dans l’enclume est peu différent 
d’un cas à l’autre, excepté pendant la phase initiale où le nuage arrive à 10 km d’altitude. 
Il faut cependant préciser que, avant 38 minutes d’intégration, la moyenne est effectuée 
sur un petit nombre de points de grille (<100). Après 39 min, ce nombre augmente avec 
a) b) 
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l’extension de l’enclume qui passe d’environ 25 km2 (400 points de grille) à 65 km2 à 46 
min. Pour ce qui est des gouttes, seulement 5 à 10 % des points de grille de l’enclume en 
contiennent toujours. Nous estimons que ce chiffre n’est pas assez important pour nous 
permettre de tirer des conclusions valides sur la phase liquide dans l’enclume dans les cas 
5%AP6 et baseline. 
 



























Figure 3.23 : Evolution du nombre moyen des cristaux à 10 km dans les zones où la valeur absolue de 
la vitesse verticale est inférieure à 1.5 m s-1 (|w| < 1.5). 
 
En résumé, à partir des résultats de DESCAM 3D dans les cas baseline et 5%AP6, 
nous pouvons énoncer les résultats suivants pour l’altitude 10 km. Si on considère 
l’ensemble du nuage convectif (tour convective + enclume), alors : 
- le nombre des hydrométéores est principalement déterminé par la phase liquide.   
- le nombre des gouttes est inférieur dans le cas 5%AP6 par rapport au cas baseline, mais 
le modèle produit encore plus de 250 gouttes par cm-3 au moment où le sommet du nuage 
atteint 10 km. 
- l’évolution dynamique a été modifiée et le nuage dans le cas 5%AP6 a pu évoluer plus 
rapidement que le nuage du cas baseline. 
- à 8 et 9 km, les sursaturations par rapport à l’eau sont plus élevées dans le cas 5%AP6 et 
un plus grand nombre de particules d’aérosol a été activé dans ce cas là.  
Pour ce qui est de l’enclume, on note des différences essentiellement du point de vue de 
sa forme. L’enclume du nuage du cas baseline se développe préférentiellement selon un 
axe Nord/Sud alors que celle du nuage du cas 5%AP6 ne montre pas de direction 
privilégiée. Par contre, le nombre de cristaux simulé reste à peu près le même, que les 
particules d’aérosol au-dessus de 6 km soient présentes ou non.  
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3.3 Comparaison avec les résultats de Fridlind et al. (2004) 
 
Les résultats de Fridlind et al. (2004) sont présentés sur la figure 3.24. Fridlind et al. 
(2004) tracent le nombre total de particules présentes à 10 km au moment où la vitesse 
verticale simulée par leur modèle à 10 km d’altitude a une valeur maximale proche de 
celle observée. La même sorte de figure pour DESCAM 3D a été tracée après 42 minutes 
d’intégration (cf. Fig. 3.25). 
 
 
Figure 3.24 : Nombre total de particules (gouttes + cristaux) en fonction de la vitesse verticale simulé 
par Fridlind et al. (2004), pour les cas baseline (A) et sans AP au-dessus de 6km (C).  Les points 
rouges correspondent aux observations et les points verts et bleus sont les résultats du modèle 
respectivement à 9.9 et 10.3 km d’altitude. 
 
Dans le cas baseline, Fridlind et al. (2004) obtiennent un nombre total 
d’hydrométéores proche de 300 cm-3. Par contre, sans les particules d’aérosol au dessus 
de 6 km, ce nombre est fortement réduit et reste inférieur à 50 cm-3. Il semble ainsi que le 
modèle de Fridlind et al. (2004) n’arrive pas à reproduire des concentrations de l’ordre de 
200 cm-3 sans l’aide des particules d’aérosol au dessus de 6 km. 
L’analyse des résultats du modèle DESCAM 3D suggère trois réflexions :  
1) sur la figure 3.25, le nombre maximal d’hydrométéores simulé par DESCAM 3D à 10 
km et après 42 minutes d’intégration (environ 240 cm-3) est quasiment indépendant de la 
présence ou non de particules d’aérosol au-dessus de 6 km. Ce résultat est très différent 
de celui de Fridlind et al. (2004).   
2) dans le cas 5%AP6, il est intéressant de noter que l’on rencontre les plus hautes 
concentrations en hydrométéores pour des vitesses plus élevées (environ 15 m s-1) que 
dans le cas baseline (environ 7 m s-1). Dans le cas 5%AP6, les grands nombres 
d’hydrométéores sont dus à une arrivée massive de gouttes en provenance des basses 
couches et donc sont logiquement liés à de fortes vitesses verticales.  
3) le nombre de points ayant une vitesse verticale comprise entre 10 et 20 m s-1 est 
supérieur dans le cas 5%AP6 comparé au cas baseline. La figure 3.25 nous montre encore 
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Figure 3.25 : Nombre total de particules (gouttes + cristaux) en fonction de la vitesse verticale, simulé 
par DESCAM 3D pour les cas baseline (vert) et sans particules d’aérosol au-dessus de 6km (violet). 
 
A partir de leurs résultats, Fridlind et al. (2004) estiment qu’environ 2/3 des 
hydrométéores de l’enclume seraient formés à partir de particules d’aérosol initialement 
comprises entre les altitudes 6 et 10 km. Nos résultats ne confirment pas cette conclusion. 
Dans les simulations avec DESCAM 3D, l’enclume du nuage convectif est constituée 
presque exclusivement de cristaux de glace et leur nombre n’est pas modifié 
significativement lorsque les particules d’aérosol au-dessus de 6 km sont exclues de la 
simulation (cf. Fig. 3.23). De plus, pour le nuage convectif dans son intégralité, nous 
avons vu avec la figure 3.20 que, à 10 km et à 42 min d’intégration, le nombre moyen 
d’hydrométéores dans la simulation baseline est environ le double de celui dans le cas 
5%AP6. Il est difficile d’obtenir une telle estimation avec seulement la figure 3.25. Ce 
type de figure nous semble ainsi peu adapté pour discuter de l’influence des particules 
d’aérosol au dessus de 6 km sur le nombre total des hydrométéores. Il ne semble pas 
approprié non plus pour donner un résultat quantitatif sur la contribution de ces particules 
au nombre d’hydrométéores dans l’enclume. Enfin, entre les cas baseline et 5%AP6, 
l’évolution dynamique du nuage est modifiée et on peut par exemple voir un décalage 
temporel dans les résultats (cf. Fig. 3.20). Il est donc plus judicieux de faire une 
comparaison des évolutions temporelles des paramètres plutôt que de comparer les 
résultats uniquement pour un instant donné.  
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4 Sensibilité au spectre des particules d’aérosol utilisé dans les 
basses couches 
 
Comme au paragraphe précédent, le spectre initial des particules d’aérosol a été 
modifié dans les basses couches en suivant les travaux de Fridlind et al. (2004). Les 
paramètres concernant l’initialisation de la convection sont eux inchangés. Deux cas sont 
présentés, le premier dit « propre » et le second dit « pollué ». Le cas propre se caractérise 
par un total de particules d’aérosol de 400 cm-3 en dessous de 1km d’altitude au lieu de 
1800 cm-3 dans le cas décrit au paragraphe 2 (cas baseline). Dans le cas pollué, ce même 
nombre est augmenté à 6500 cm-3. Dans un premier temps, nous allons discuter de 
l’impact du nombre des particules d’aérosol dans les basses couches sur le nuage 
convectif en général. Ensuite, nous nous concentrerons plus particulièrement sur les 
propriétés microphysiques de l’enclume. Enfin, nous comparerons nos résultats avec ceux 
de Fridlind et al. (2004). 
 
4.1 Evolution générale du nuage convectif 
 
La figure 3.26 représente le vent vertical suivant une coupe (voir Fig. 3.29) à travers 
le domaine simulé après 36, 38 et 40 minutes d’intégration pour les cas propre et pollué. 
Dans le cas propre, on a à 36 min, une forte ascendance autour de X=25 km entre les 
altitudes 2 et 8 km. Une deuxième ascendance forte autour de X=22 km commence à se 
développer au dessus de 6 km d’altitude. A 38 min, les deux ascendances décrites ci-
dessus sont toujours présentes mais la première s’est plutôt affaiblie tandis que la seconde 
s’est développée et atteint maintenant 9 km. A 40 min, les deux ascendances sont toujours 
visibles sur la figure 3.26, mais toutes les deux occupent des altitudes supérieures à 6 km. 
En dessous de 5 km, les vitesses verticales sont inférieures à  15 m s-1.  
La coupe du vent vertical à 36 min dans le cas pollué montre aussi la présence de 
deux ascendances respectivement autour de X=25 et X=22 km environ. Cependant 
l’ascendance autour de X=22 km est bien plus développée que dans le cas propre : la 
figure 3.26b ressemble finalement à la figure 3.26c pour le cas propre mais à 38 min. De 
même, les figures 3.26d et 3.26e montrent des similitudes : les ascendances visibles sur 
ces figures occupent maintenant des altitudes supérieures à 6 km. Dans le cas pollué, 
seule l’ascendance en X=25 km subsiste à 38 min et son sommet a déjà atteint les 10 km 
d’altitude. Enfin, à 40 min, cette même ascendance n’est plus visible, par contre un 
nouveau noyau convectif se développe à partir de la base du nuage. Ainsi, il est 
intéressant de constater avec la figure 3.26 que l’utilisation de spectres différents pour 
initialiser les particules d’aérosol dans les basses couches conduit à une modification 
importante  de la  dynamique du  nuage et  ceci sur  l’ensemble des  couches nuageuses et  
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Figure 3.26 : Vent vertical (m s-1) après 36, 38 et 40 minutes d’intégration pour une même coupe CC’ 
à travers le domaine simulé (voir Fig. 3.29) et en fonction du spectre initial des particules d’aérosol 






non pas uniquement dans les basses couches. De plus, il semble que le nuage qui se forme 
dans une masse d’air polluée évolue plus rapidement que celui qui se forme dans une 
masse d’air propre. 
Sur la figure 3.26, l’aspect du nuage est donné par les lignes noires continues 
(/pointillées) qui correspondent à une valeur de 0.01 g m-3 pour le contenu en eau (/en 
glace). Ainsi, on constate que le nuage dans le cas pollué se développe principalement 
selon l’axe vertical. En effet, le sommet du nuage atteint 13 km à 40 min dans le cas 
pollué alors qu’il reste autour de 11 km dans le cas propre. Le nuage dans le cas propre se 
développe à la fois dans les directions verticales et horizontales : l’enclume du nuage dans 
le cas propre est toujours plus étendue que celle du nuage dans le cas pollué. 
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Figure 3.27 : Contenu en eau et en glace (g m-3) après 38 minutes d’intégration selon la même coupe 
que la figure 3.26 pour les cas propre et pollué. Les zones en gris représentent les contenus en eau et 
glace nuageuses. Les iso-contours noirs sont pour les contenus en hydrométéores de taille 
précipitante. 
 
La figure 3.27 montre la répartition spatiale de l’eau nuageuse, de la pluie et de la 




verticale que la figure 3.26 mais à 38 min uniquement. On voit que la formation de la 
pluie est quasiment inhibée dans le cas pollué : le contenu maximal en eau précipitante est 
de 0.09 g m-3, ce qui reste inférieur à 0.1 g m-3 qui est la plus petite valeur utilisée pour les 
iso-contours dans la figure 3.27. A l’inverse, des gouttes de pluie sont présentes entre 0 et 
quasiment 10 km dans le cas propre et il pleut sur une zone au sol assez large.  
Dans le cas propre, les contenus en eau totale (nuageuse + précipitante) les plus 
importants sont concentrés dans la partie basse du nuage : entre 3 et 7 km d’altitude, le 
contenu en eau de pluie est supérieur à 5 g m-3 et celui en eau nuageuse à 1 g m-3. Dans le 
cas pollué, il faut monter au-dessus de 6 km pour avoir un contenu en eau total supérieur 
à 6 g m-3. Pour la phase glace, le contour 1 g m-3 pour les cristaux précipitants descend 
autour de 6 km d’altitude dans le cas propre et reste au dessus de 7 km d’altitude dans le 
cas pollué. Le poids des hydrométéores dans le nuage est donc réparti de façon 
complètement différente entre les cas propre et pollué. Dans le cas propre, la grande 
masse des hydrométéores se situe dans les couches entre 3 et 7 km et constitue un frein 
pour les mouvements verticaux. L’ascendance principale (en X=25 km sur la Fig. 3.26a) a 
alors du mal à se développer et les vitesses verticales de 20 m s-1 sont confinées aux 
altitudes inférieures à 8 km. A l’inverse, dans le cas pollué, l’essentiel de la masse des 
hydrométéores est reléguée au dessus de 6km. Le noyau convectif (en X=24 km sur la 
Fig. 3.26b) n’a pas été gêné par le poids des gros hydrométéores dans les basses couches 
et a donc pu se développer pour atteindre et même dépasser les 10 km. Khain et al. (2005) 
trouvent des changements semblables sur la dynamique d’un nuage convectif lors du 
passage d’un spectre marin à un spectre continental. Un spectre d’aérosol de type marin 
provoque la formation rapide de grosses gouttes de pluie qui tombent dans l’ascendance 
et les vitesses verticales simulées sont faibles. A l’inverse, un spectre d’aérosol 
continental limite la formation de grosses gouttes et les vitesses verticales simulées sont 
plus fortes.  
Khain et al. (2005) notent également que pour une masse d’air continentale, les 
vitesses verticales plus fortes permettent au nuage d’avoir un sommet plus élevé en 
altitude. Dans nos simulations, le nuage du cas pollué atteint effectivement presque les 12 
km d’altitude tandis que dans le cas propre, le sommet du nuage est autour de 11 km. 
L’extension horizontale de l’enclume apparaît également comme plus importante dans le 
cas propre que dans le cas pollué.  
 
Dans le cas propre, la catégorie « précipitante » est dominante en terme de contenu 
pour l’eau comme pour la glace. Dans le cas pollué, on a déjà noté qu’il n’y a pas d’eau 
précipitante en quantité significative. En revanche, en ce qui concerne la phase glace, le 
contenu maximal se situe autour de 2 g m-3 quelque soit la catégorie considérée 
(« nuageuse » ou « précipitante »). Ceci s’explique par la définition choisie pour ces deux 
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catégories dans le modèle : les hydrométéores de diamètre inférieur à 80 µm sont 
considérés comme nuageux, ceux de diamètre supérieur à 80 µm comme précipitants. Sur 
la figure 3.28, on voit que dans le cas pollué, la masse des cristaux de glace est concentrée 
autour de 80 µm de diamètre à 10 km d’altitude et autour de 100 µm à 8 km. La masse de 
glace se répartit donc plus ou moins équitablement entre les deux catégories 
« nuageuses » et « précipitantes ».  
Dans le cas propre, les spectres des cristaux en masse à 10 et 8 km sont très différents. 
A 10 km d’altitude, la masse totale de glace est beaucoup plus faible que dans le cas 
pollué et le maximum dans le spectre se situe autour de 90 – 100 µm. Par contre, à 8 km, 
la masse des cristaux est maximale autour de 6 mm de diamètre, et la glace nuageuse est 
quasi inexistante à cette altitude. Ainsi, même si la masse en glace précipitante à 8 km est 
du même ordre de grandeur dans les cas propres et pollués (>1 g m-3), la taille des 
cristaux précipitants est complètement différente. 
 




















Figure 3.28 : Spectres moyens en masse des cristaux de glace à 8 et 10 km d’altitude et après 38 
minutes d’intégration. 
 
4.2 Nombre des hydrométéores à 10 km 
 
La figure 3.29 représente le nombre de gouttes simulé par le modèle selon une coupe 
horizontale pour l’altitude 10 km. Les résultats obtenus dans le cas propre et pollué sont 
présentés pour plusieurs temps d’intégration (38, 40 et 42 minutes). Après 38 minutes 
d’intégration, le nombre de gouttes simulé à 10 km d’altitude est nettement plus élevé 
dans le cas pollué. Cependant, cette situation ne perdure pas. Après 40 minutes 
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d’intégration, le nombre de goutte simulé à 10 km est quasiment le même quelque soit le 
spectre utilisé pour l’initialisation des particules d’aérosol dans les basses couches. Après 
42 minutes d’intégration, la situation est maintenant inversée par rapport à celle à 38 
minutes : le nombre des gouttes est plus élevé dans le cas propre que dans le cas pollué. 
Ainsi, le nombre des gouttes diminue de façon continue entre 38 et 42 minutes dans le cas 
pollué. Dans le cas propre, on assiste plutôt à une augmentation de ce nombre entre 38 et 
40 minutes puis à une stagnation autour de 200-300 cm-3. Du fait de ces évolutions 
différentes, il est possible de retrouver une situation presque identique dans les deux cas 
autour de 40 minutes : le nombre des gouttes est autour de 200 cm-3 dans les cellules de 
convection quelque soit le cas considéré.  
La figure 3.30 est l’analogue de la figure 3.29 mais pour le nombre des cristaux. Le 
nombre des cristaux étant donné par litre, il faut tenir compte d’un facteur 1000 par 
rapport au nombre des gouttes de la figure 3.29 donné par centimètre cube. Dans 5 des 6 
coupes horizontales de la figure 3.29, le nombre maximal de goutte dépasse les 200 cm-3 
et est donc toujours nettement supérieur à celui des cristaux qui reste inférieur à 75 cm-3. 
La situation est moins claire pour la coupe horizontale à 42 min dans le cas pollué car à la 
fois les nombres des gouttes et des cristaux sont inférieurs à 50 cm-3.  
Dans le paragraphe 3.2, nous avons constaté que le nombre de cristaux était peu 
différent entre les cas baseline et 5%AP6. En revanche, lorsque nous changeons la 
concentration en particules d’aérosol dans les basses couches, nous voyons cette fois-ci 
apparaître des différences importantes : le nombre de cristaux simulé dans le cas pollué 
est clairement supérieur à celui simulé dans le cas propre quelque soit le temps 
d’intégration considéré sur la figure 3.30.  
L’évolution temporelle du nombre des cristaux reste assez proche de celle des gouttes. 
Dans le cas propre, on stagne  autour de 2500 l-1 mais avec quelques petites zones où l’on 
dépasse les 10 000 l-1 (soit 10 cm-3). Dans le cas pollué, on a une diminution lente du 
nombre des cristaux dans la partie du nuage autour de (X,Y) ~ (25 km, 25 km) qui semble 
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Figure 3.29 : Coupe horizontale à 10 km d’altitude du nombre des gouttes (cm-3) simulé par 
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Figure 3.30 : Coupe horizontale à 10 km d’altitude du nombre des cristaux (l-1) simulé par DESCAM 
3D après 38, 40 et 42 minutes d’intégration dans les cas propre (à gauche) et pollué (à droite). 
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Pour les hautes altitudes,  la présence des gouttes est déterminée par la dynamique (cf. 
paragraphes 2.5.3 et 2.5.4). On a des gouttes en nombre important lorsqu’une ascendance 
récente en amène depuis les basses couches. Une fois arrivées dans ces hautes altitudes, le 
nombre des gouttes diminue progressivement du fait de l’évaporation d’une part et de la 
congélation pour donner des cristaux d’autre part. Les différences notées dans la 
dynamique du nuage dans les cas propre et pollué (cf. Fig. 3.26) sont donc responsables 
de ces évolutions différentes du nombre des gouttes à 10 km. L’évolution plus rapide du 
nuage formé à partir d’une masse d’air polluée se traduit à 10 km d’altitude par une 
arrivée massive de gouttes vers 38 minutes d’intégration. Mais à 40 minutes, il n’y a déjà 
plus d’ascendance forte qui règne dans les hautes altitudes dans le cas pollué (cf. Fig. 
3.26d) et qui pourrait amener de nouvelles gouttes. L’évaporation et la congélation font 
donc progressivement diminuer le nombre des gouttes entre 38 et 42 minutes. Dans le cas 
propre, les ascendances fortes arrivent à 10 km entre 38 et 40 minutes d’intégration : on 
voit donc le nombre de gouttes augmenter entre ces deux temps d’intégration. 
Pour les cristaux, leur présence à 10 km d’altitude est moins dépendante des vents 
ascendants. Certes, la formation des cristaux par nucléation hétérogène dépend 
étroitement de la sursaturation par rapport à la glace et donc de l’évolution dynamique du 
nuage. Cependant, à 10 km la nucléation homogène est active et congèle massivement les 
gouttes. Vu les différences dans le nombre des gouttes à 38 min (jusqu’à 750 cm-3 dans le 
cas pollué mais seulement 100 cm-3 dans le cas propre, cf. Fig. 3.29), on retrouve ces 
différences dans le nombre des cristaux. Et, une fois formés, les conditions de 
température et d’humidité à 10 km permettent aux cristaux de subsister voir même de 
grandir. La survie des cristaux à 10 km d’altitude est assez peu dépendante des vents 
ascendants forts et donc de la dynamique du nuage. C’est pourquoi on voit clairement une 
augmentation du nombre des cristaux à 10 km entre les cas propre et pollué alors qu’il est 
difficile de tirer une conclusion aussi générale pour le nombre des gouttes. 
En résumé, les modifications dans la dynamique du nuage entre les cas propres et 
pollués conduisent à des changements importants dans l’évolution du nombre des gouttes 
à 10 km. Le nombre de cristaux formés est plus important dans le cas pollué au niveau 
des centres convectifs. Ces différences se retrouvent ensuite dans l’enclume avec un 
nombre de cristaux plus élevé dans l’enclume du nuage pollué. 
 
4.3 Comparaison avec les résultats de Fridlind et al. (2004) 
 
Les résultats de Fridlind et al. (2004) sont présentés sur la figure 3.31. Comme pour la 
comparaison des cas baseline et 5%AP6 (sans particules d’aérosol au dessus de 6 km), le 
nombre total des hydrométéores est tracé en fonction de la vitesse verticale pour tous les 
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points du domaine et au moment où la vitesse verticale simulée par leur modèle à 10 km 
d’altitude atteint une valeur maximale proche de celle observée.  
 
 
Figure 3.31 : Nombre total de particules (gouttes + cristaux) en fonction de la vitesse verticale simulé 
par Fridlind et al. (2004), pour les cas propre (E) et pollué (F). Comme pour la figure 3.24, les points 
rouges correspondent aux observations et les points verts et bleus sont les résultats du modèle 
respectivement à 9.9 et 10.3 km d’altitude. 
 
La figure 3.31 ne montre pas de grands changements dans le nombre total des 
hydrométéores à 10 km entre les cas propre et pollué. D’ailleurs, Fridlind et al. (2004) 
déduisent de leurs résultats que la concentration des particules d’aérosol dans les basses 
couches a finalement une influence moins importante sur le nombre d’hydrométéores 
dans l’enclume du nuage que la concentration des particules d’aérosol au dessus de 6 km. 
Les résultats de DESCAM 3D sont représentés sur la figure 3.32 après 38, 40 et 42 
minutes d’intégration. On retrouve les remarques faites lors de l’étude des figures 3.29 et 
3.30 : à 38 et 42 minutes d’intégration, les cas propre et pollué donnent des nombres 
d’hydrométéores très différents. A l’inverse, la figure à 40 min d’intégration se rapproche 
plutôt des résultats de Fridlind et al (2004) : la répartition du nombre des hydrométéores 
en fonction de la vitesse verticale est finalement peu changée à 40 min entre les cas 
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Figure 3.32 : Nombre total de particules (gouttes + cristaux) en fonction de la vitesse verticale, simulé 
par DESCAM 3D pour les cas propre (bleu) et pollué (rouge) après 38 (Fig. 3.32a), 40 (Fig. 3.32b) et 
42 (Fig. 3.32c) min d’intégration. Note : la valeur maximale pour l’axe des ordonnées est de 1000 cm-3 
pour la figure 3.32a, mais seulement 400 cm-3 sur les figures 3.32 b et c. 
 
a) b) c) 
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Ainsi, comme nous l’avons déjà abordé au paragraphe 3.3, l’étude de l’influence des 
particules d’aérosol sur les propriétés d’un nuage convectif et de son enclume ne peut pas 
se limiter à une comparaison pour un moment donné. En effet, si on considère séparément 
les trois figures 3.32 a, b et c, alors on  peut arriver à trois conclusions différentes et 
même contradictoires. Pour étudier la dépendance d’un paramètre donné en fonction du 
nombre des particules d’aérosol, il est donc indispensable de regarder l’évolution 
temporelle de ce paramètre et non sa valeur à un temps d’intégration fixé. Cette approche 
est en effet nécessaire car, comme le montrent clairement les résultats de DESCAM 3D, 
le nombre de particules d’aérosol dans les basses couches a un impact sur l’évolution 
dynamique du nuage.  
 
5 Impact de la correction de l’activation en fonction de 
l’altitude 
 
Suite aux résultats du chapitre 2 de cette thèse, nous avons voulu tester sur le cas de 
CRYSTAL-FACE l’impact de l’utilisation ou non du facteur f(T) (voir paragraphe 2.3 du 
chapitre 2) pour limiter l’activation des particules d’aérosol pour les basses températures. 
Étonnamment, la comparaison des résultats de DESCAM 3D avec ou sans le facteur f(T) 
n’a pas permis de mettre en lumière des différences significatives, même au niveau du 
nombre des gouttes à 10 km d’altitude. Plusieurs raisons sont à évoquer.  
Tout d’abord, le cas de CRYSTAL-FACE fait intervenir des températures moins 
basses en altitude que le cas de CCOPE étudié avec DESCAM 1D½ (voir paragraphe 1 
du chapitre 2). Par exemple, pour CCOPE, le niveau -20 °C correspond à peu près à 
l’altitude 6 km et le niveau -40 °C à 8.4 km. Dans le cas de CRYSTAL-FACE, ces 
températures correspondent respectivement aux altitudes 7.8 km et 10.6 km. Ensuite, un 
bon nombre des couches supérieures à 7.8 km ne deviennent jamais saturées au cours de 
la simulation. La figure 3.33 est un exemple du champ d’humidité relative après 38 
minutes d’intégration dans le cas baseline. L’iso-contour 100% s’arrête vers 10 km 
d’altitude. Dans toutes les couches supérieures à 10km, la production de nouvelles gouttes 
n’est donc pas possible. Enfin, dans les couches entre 8 et 10 km, on voit sur la figure 
3.33 que la sursaturation n’est atteinte que sur de petites zones et non sur l’ensemble des 
points nuageux. 
En résumé, le facteur f(T) n’est donc actif que dans quelques couches (entre 8 et 
10km), et seulement en quelques points du domaine où l’humidité relative est supérieure 
à 100%. De plus, la dynamique est maintenant tridimensionnelle et les hydrométéores 
sont rapidement dispersés. Les différences liées à l’utilisation ou non de la correction de 
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l’activation en fonction de la température sont donc difficilement détectables car elles 
sont limitées dans l’espace et dans le temps. 
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Figure 3.33 : Coupe de l’humidité relative (%) après 38 minutes d’intégration. La ligne en tirets gris 




La simulation du cas de CRYSTAL-FACE nous a permis d’évaluer les performances 
de DESCAM 3D par comparaison avec les observations aéroportées décrites par 
Heymsfield et al. (2005). Le nuage simulé par DESCAM 3D s’étend d’abord 
verticalement avec un sommet qui atteint 14 km. Une enclume se développe rapidement 
avec une extension horizontale en direction du sud-ouest pouvant aller jusqu’à environ 20 
km. Par rapport aux observations disponibles, DESCAM 3D est capable de reproduire des 
variations brutales dans le champ de température de la même ampleur qu’observées. A 
partir d’une trajectoire choisie pour représenter le vol de l’avion, on trouve de grandes 
similitudes dans l’évolution de la vitesse verticale simulée et observée avec un noyau 
convectif (zones B et C) et une descendance au vent (zone D). A l’image des 
observations, la première moitié du noyau ascendant (zone B) est complètement glacée 
alors que de faibles contenus en eau sont présents dans la deuxième moitié (zone C). Les 
spectres simulés par DESCAM 3D lorsque de l’eau liquide est présente (zone C) sont en 
accord avec ceux mesurés. Dans les parties dépourvues d’eau liquide (zones B et D), les 
spectres simulés montrent principalement des cristaux de taille comprise entre 30 et 200 
µm d’où un manque à la fois de petits (<30 µm) et de gros (>200 µm) cristaux par rapport 
aux observations.  
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Les résultats de DESCAM 3D suggèrent que le noyau convectif du nuage s’est divisé 
en plusieurs parties sous l’effet du vent horizontal fort en haute altitude. Les régions B et 
C pourraient être en réalité deux ascendances distinctes. Lorsque l’avion traverse le nuage 
à 10 km, l’ascendance associée à la région B existe depuis un certain temps déjà et a 
atteint des altitudes supérieures à 10 km. A l’inverse, la zone d’ascendance correspondant 
à la région C est récente et occupe des altitudes inférieures à 10 km. Cette différence dans 
l’âge des ascendances et dans leurs altitudes permet d’expliquer les caractéristiques 
microphysiques observées. La région B est ainsi dépourvue d’eau liquide car cette zone 
d’ascendance existe depuis un certain temps déjà et les gouttes qui pouvaient être 
présentes au départ ont soit disparu par évaporation, soit été congelées. Le fait que 
l’ascendance occupe des altitudes supérieures à 10 km favorise la formation des cristaux 
de glace. A l’inverse, pour la région C, les gouttes sont nucléées à plus basse altitude, puis 
transportées vers 10 km. Comme cette zone d’ascendance est récente, toutes les gouttes 
n’ont pas été congelées et ne se sont pas encore évaporées. En revanche, les différences 
observées sur les températures des régions B et C ne sont pas causées par les processus 
microphysiques mais par les évolutions dynamiques différentes de ces deux régions et les 
processus thermodynamiques (détente/compression) qui leurs sont associées.  
 
Comme DESCAM 3D simule le nuage observé de façon réaliste, nous avons ensuite 
effectué une étude de sensibilité par rapport à la concentration en particules d’aérosol en 
fonction de l’altitude. Dans un premier temps, nous avons fortement limité (à 5%) le 
nombre de particules d’aérosol dans les altitudes supérieures à 6 km. Ensuite, nous nous 
sommes intéressés à l’influence de la concentration en particules d’aérosol dans la couche 
limite (< 1 km).  
Avec le modèle DESCAM 3D, l’absence de particules au-dessus de 6 km d’altitude 
ne conduit pas à une réduction drastique du nombre des hydrométéores à 10 km. On note 
certes une diminution du nombre des hydrométéores au moment où le nuage arrive dans 
ces altitudes (environ 7%), mais DESCAM-3D reste cependant capable de reproduire des 
nombres de particules autour de 200 cm-3 à 10 km même sans particules d’aérosol au-
dessus de 6 km. De plus, les différences dans le nombre des hydrométéores sont 
principalement dues aux gouttes car elles sont largement majoritaires en nombre. 
Cependant, la présence des gouttes est limitée aux zones d’ascendances fortes, et elles 
sont donc très rares dans l’enclume. Dans l’enclume principalement glacée, le nombre des 
cristaux est quasiment inchangé que les particules d’aérosol au-dessus de 6 km soient 
présentes ou pas.     
Pour ce qui est du nombre des particules d’aérosol dans les basses couches, nous 
avons clairement mis en évidence l’influence de ce paramètre sur la dynamique du nuage. 
Des concentrations très différentes (de 400 cm-3 dans le cas propre à 6500 cm-3 dans le 
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cas pollué) conduisent à des évolutions dynamiques différentes aussi bien spatialement 
que temporellement, ce qui rend complexe la comparaison des caractéristiques 
microphysiques. Cependant, si on limite notre étude à l’enclume glacée du nuage 
convectif, nos résultats montre clairement que le nombre de cristaux dans cette partie du 
nuage est bien plus élevé dans le cas pollué comparé au cas propre. En résumé, les tests 
de sensibilité avec DESCAM 3D montrent que la concentration en particules d’aérosol 
dans les basses couches a bien plus de répercussion sur les propriétés microphysiques de 
l’enclume que la concentration en particules d’aérosol de la moyenne troposphère.  
 
Notre étude de sensibilité s’inspire des travaux de Fridlind et al. (2004), mais conduit 
à des résultats très différents quant à l’importance relative des particules d’aérosol des 
basses couches et de la moyenne troposphère sur l’évolution du nuage et les propriétés 
microphysiques de l’enclume. En effet, Fridlind et al. (2004) trouvent que ce sont les 
particules d’aérosol au-dessus de 6 km qui sont majoritairement responsables de la 
formation d’un grand nombre d’hydrométéores dans les hautes altitudes. Et, à l’inverse, 
des changements majeurs dans le nombre de particules dans la couche limite ne semblent 
pas avoir d’impact notable sur le nombre des hydrométéores à 10 km d’altitude. Par 
comparaison avec nos résultats, nous avons montré que la méthode employée par Fridlind 
et al. (2004) pour arriver à ces conclusions a des défauts. D’une part, les figures de 
Fridlind et al. (2004) (cf. Figs. 3.24 et 3.31) représentent un nuage de points difficilement 
exploitable quantitativement. D’autre part, Fridlind et al. (2004) comparent les résultats 
de leurs simulations uniquement pour un temps donné. Or, nous avons observé que des 
changements dans la concentration en particules d’aérosol, que ce soit dans les hautes ou 
dans les basses couches, conduisent à des modifications dans la dynamique du nuage. En 
conséquence, si l’on souhaite étudier l’impact du nombre des particules d’aérosol sur un 
paramètre précis, un tracé de l’évolution temporelle de ce paramètre nous semble bien 
plus adapté qu’une simple comparaison de la valeur de ce paramètre à un instant donné.  
 Il est difficile d’identifier la source de ces désaccords car la publication de Fridlind et 
al. (2004) ne donne que peu de détails concernant la dynamique de leurs nuages simulés. 
Mais, une hypothèse envisageable pour expliquer les différences entre les résultats de 
DESCAM 3D et ceux de Fridlind et al. (2004), fait intervenir les mécanismes 
d’initialisation de la convection. Dans notre cas, nous imposons une perturbation de la 
température et de l’humidité localisée uniquement dans le nord-est du domaine simulé. 
Cette bulle d’air est à l’origine de la formation d’une cellule de convection unique qui se 
développe à la fois verticalement et horizontalement. Le modèle de Fridlind et al. (2004) 
assimile les flux de surface pour la température et pour l’humidité. Au vu des figures, 
disponibles sur le site Internet de la campagne CRYSTAL-FACE 
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(http://www.espo.nasa.gov/crystalface/postpresentations.html, présentation 
« Homogeneous Nucleation and its role in CRYSTAL-FACE, Part II »), ceci provoque la 
formation de plusieurs cellules et non une seule. Leur temps d’intégration est également 
bien plus long (jusqu’à 3h) alors que les résultats de DESCAM 3D sont présentés après 
40 minutes d’intégration environ (on signale à ce propos que sur les images du satellite 
GOES, le nuage apparaît à 16h45 et que le passage de l’avion dans le nuage débute à 
17h46, soit une heure plus tard, et par conséquent un temps total de 3h d’intégration 
apparaît long). Ainsi, on peut penser que si les vents verticaux simulés sont plus modérés 
dans le cas des simulations de Fridlind et al. (2004), alors il y a moins de transport depuis 
les basses couches vers les hautes altitudes. A l’inverse, dans les simulations avec 
DESCAM 3D, nous avons observé des zones d’ascendance qui se développent depuis les 
basses couches jusqu’à l’altitude de l’enclume. De tels courants ascendants transportent à 
la fois des hydrométéores formés près de la base du nuage mais aussi des particules 
d’aérosols des basses couches qui vont pouvoir servir de noyau de condensation ou 








Chapitre 4  
Etude d’un cas de convection moyenne 
dans la région des Cévennes-Vivarais – 




Dans le chapitre précédent, nous avons testé le modèle DESCAM 3D dans la haute 
troposphère, en simulant un nuage convectif et en comparant les résultats du modèle avec 
des observations aéroportées effectuées à 10 km d’altitude. Le but de ce quatrième 
chapitre est maintenant de tester les performances de DESCAM 3D pour ce qui est de la 
précipitation au sol. Dans les régions montagneuses, prévoir de façon précise la 
localisation et le taux des précipitations au sol est en effet essentiel pour pouvoir 
déterminer les réponses des bassins versants et prévoir les crues possibles. En France, la 
région des Cévennes-Vivarais est fréquemment soumise à des précipitations importantes 
en terme de cumul, pouvant provoquer de graves inondations. Le radar volumique de 
Bollène en place depuis 2002 nous permet d’obtenir des informations sur la répartition 
horizontale et verticale de la réflectivité et donc de la pluie. Pendant l’automne 2004, un 
disdromètre placé à Alès nous donne en supplément une première caractérisation 
granulométrique de ces pluies. Pour tester la capacité de DESCAM 3D à reproduire un 
champ précipitant, nous avons donc choisi de simuler l’évènement du 27/28 Octobre 2004 
pour lequel un cumul total supérieur à 100 mm a été mesuré. Le sommet des nuages 
n’excédant pas 6 km, nous parlerons donc pour ce cas de convection « moyenne ». 
Ce chapitre est découpé en six paragraphes. Après un bref descriptif des épisodes 
cévenols en général et du cas particulier du 27/28 Octobre 2004 dans les paragraphes 1 à 
3, nous allons, dans le paragraphe 4, comparer les résultats du modèle avec des mesures 
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disdrométriques (pour ce qui est du flux, du taux et des spectres de pluie au sol) et avec 
les réflectivités radar. Ensuite, nous nous intéresserons plus particulièrement au rôle de la 
phase glace dans les cas de convection moyenne : la présence de cette phase a-t-elle un 
impact sur le cumul de pluie au sol ? sur la durée des précipitations ? Afin d’apporter un 
début de réponse à cette question, nous avons simulé le cas du 27/28 Octobre 2004 avec 
DESCAM 3D sans la microphysique froide. Dans le paragraphe 5, les résultats de cette 
simulation sont présentés et comparés avec la première simulation pour laquelle les 
processus microphysiques froids étaient actifs. Enfin dans le sixième et dernier 
paragraphe, nous étudierons l’impact de la pollution sur cet épisode en faisant varier le 
nombre de particules d’aérosol initialement présentes. 
 
1 Généralités sur les épisodes cévenols 
 
Les épisodes cévenols ont déjà provoqué un grand nombre d’inondations et causé 
d’importants dégâts. On se rappelle par exemple le cas du Gard en Septembre 2002 au 
cours duquel les 2/3 du département ont reçu plus de 300 mm de pluie. La valeur 
maximale des précipitations a même atteint 687 mm en 24 h à Anduze (Huet et al., 2003). 
Cette catastrophe a causé 24 morts et le coût total des dommages est estimé à 1.2 
milliards d’euros pour les 6 départements touchés, à savoir le Gard, l’Hérault, le 
Vaucluse, l’Ardèche, les Bouches-du-Rhône et la Drôme (Delrieu et al., 2005). Ce type 
d’évènement est du à une convection profonde avec des cellules très 
localisées spatialement. Les pluies associées à ces cellules sont très intenses et, bien que 
ces systèmes aient une durée de vie relativement courte (i.e. quelques heures), ils peuvent 
provoquer des crues éclair des cours d’eau. Cependant, le cas du Gard 2002 n’est appelé 
« épisode cévenol » que part abus de langage. Rigoureusement, le terme « évènement 
cévenol » désigne en effet des pluies qui sont d’intensité moyenne mais qui durent 
longtemps (plusieurs heures à plusieurs jours). Ce ne sont pas des flux de pluie importants 
mais bien une accumulation d’eau qui provoque alors les crues. 
La situation synoptique donnant lieu à des cas de précipitations cévenoles est 
relativement bien connue. Elle est caractérisée par la présence d’un système 
dépressionnaire sur  l’Islande et du front froid qui lui est associé, et qui peut s’étendre de 
l’Angleterre jusqu’au Portugal (Miniscloux et al., 2001 ; Cosma et al, 2002). Le 
déplacement du front froid est gêné par deux anticyclones positionnés respectivement au 
dessus du nord de l’Afrique et de la Russie. Au niveau de sol, un flux de sud sud-est se 
met en place sur le sud de la France et apporte de l’air chaud et humide depuis la 
Méditerranée vers les contreforts du Massif Central. Les épisodes cévenols ont donc lieu 
en automne lorsque la température de la mer Méditerranée est encore élevée. En altitude, 
les vents viennent de l’ouest et l’ensemble du système se déplace donc lentement vers 
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l’est. Jusqu’à l’arrivée du front froid sur la France, il pleut abondamment sur les 
Cévennes. Ces systèmes précipitants sont donc en grande partie causés par l’orographie 
qui force l’air méditerranéen à s’élever.  
Aujourd’hui, l’OHM-CV (Observatoire Hydro-météorologique Méditérannéen 
Cévennes-Vivarais) a entre autre pour objectif d’améliorer les connaissances et les 
capacités de prévision des risques associés aux précipitations cévenoles. Du point de vue 
de la modélisation, les cas des Cévennes Vivarais servent à valider aussi bien les modèles 
météorologiques qu’hydrologiques en vue d’un couplage futur. On trouve ainsi dans la 
littérature plusieurs cas d’épisodes cévenols qui ont déjà été l’objet de simulation 
numérique. Le modèle Méso-NH a ainsi été utilisé à plusieurs reprises (Pinty et al., 2001 ; 
Cosma et al., 2002 ; Anquetin et al., 2003). Cependant dans les trois travaux cités ci-
dessus, les modèles n’utilisent que la microphysique chaude et les cas simulés ont été 
choisis en conséquence : le sommet des nuages n’excède par l’isotherme 0 °C ou encore 
les données radar ne montrent pas de phénomène de bande brillante qui est une signature 
typique de la fonte d’hydrométéores glacés. Pourtant les épisodes cévenols ne sont pas 
tous de ce type. Dans le cas du 27/28 Octobre 2004, les données du radar volumique de 
Bollène (Météo France) montrent par exemple des réflectivités jusqu’à 5 km d’altitude 
alors que l’isotherme 0°C se trouve autour de 2.5 km d’altitude. Pour ce cas, le sommet 
des nuages est compris entre 4 et 6 km et on ne peut donc pas parler de convection 
profonde mais plutôt de convection « moyenne ». 
 
2 Observations disponibles pour le cas du 27/28 Octobre 2004 
2.1 Données du disdromètre 
 
En 2004, un disdromètre a été placé sur le site de l’école des Mines d’Alès et a 
fonctionné entre les mois de septembre et décembre (Chapon, 2006). Il classe les gouttes 
de pluie collectées en fonction de leur diamètre et de leur vitesse de chute. Chacun de ces 
paramètres est distribué sur une grille de 32 classes. Les vitesses mesurées se répartissent 
entre 5 cm s-1 et 20.8 m s-1 tandis que les diamètres s’échelonnent entre 62 µm et 24.5 
mm.   
 Dans la nuit du 27 au 28 Octobre, l’évènement pluvieux a donné un cumul au sol 
supérieur à 90 mm (cf. Fig. 4.1). L’intensité maximale mesurée est d’environ 65 mm h-1. 
La figure 4.2 montre la distribution des gouttes mesurées par le disdromètre. Au total, le 
nombre maximal de gouttes observé se situe autour de 2000 m-3. La taille des gouttes 
varie selon le moment choisi. Entre 18 et 20 h, la plus grande partie des gouttes ont un 
diamètre inférieur à 1 mm, alors qu’entre 2 et 4 h du matin, un nombre important de 
gouttes dépassent la taille 1 mm. 
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Figure 4.1 : Cumul de pluie au sol (mm) et intensité (mm h-1) mesuré par le disdromètre situé à 
l’école des Mines d’Ales les 27 et 28 Octobre 2004. 
1 2
3
4 5 6 7
 
Figure 4.2 : Spectre des gouttes pour le cas du 27/28 Octobre 2004 (Chapon et al., 2007). 
 
2.2 Données radar 
 
Le radar Météo France de Bollène réalise un balayage volumique de 
l’atmosphère grâce à 8 angles de site différents. On peut ainsi reconstruire des profils 
verticaux de réflectivité radar. Pour le cas qui nous intéresse, le protocole de mesure suivi 
est donné dans le tableau 4.1. Un cycle, c’est-à-dire un balayage des 8 angles, dure 5 
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minutes. Les 6 derniers angles restent les mêmes pour chaque cycle, alors que les deux 
premiers changent à chaque cycle mais avec une périodicité de 15 minutes. Par exemple, 
l’angle de site n°1 est de 14° à 00h00min, 9° à 00h05min, 11.1° à 00h10min puis de 
nouveau 14° à 00h15min et ainsi de suite.  
 
Tableau 4. 1 : Angle de tir en degrés pour le radar de Bollène en fonction du temps.    
 Angle (°) 
N° Site min = 00, 15, 30, 45 min = 05, 20, 35, 50 min = 10, 25, 40, 55 
1 14.0 9.0 11.1 
2 8.9 4.8 6.0 
3 0.4 0.4 0.4 
4 3.6 3.6 3.6 
5 2.3 2.3 2.3 
6 1.7 1.7 1.7 
7 1.2 1.2 1.2 
8 0.8 0.8 0.8 
 
La figure 4.3 montre l’évolution temporelle du profil vertical de réflectivité 
reconstruit au dessus d’Alès. On note des réflectivités radar supérieures à 40 dBZ entre la 
surface et 3 km et entre 22 h et minuit. A partir de minuit, les réflectivités diminuent 
(autour de 35 dBZ au maximum) et s’étendent de moins en moins haut en altitude : entre 
minuit et 2 h, les 30 dBZ dépassent l’altitude 3 km alors que ce même seuil se trouve vers 
2.5 km entre 2 et 4 h du matin. 
 
 
Figure 4.3 : Réflectivité radar au-dessus d’Alès calculées à partir des 8 scans du radar de Bollène 
toutes les 5 minutes pour le cas du 27/28 Octobre 2004 (Chapon, 2006). 
D’après les figures 4.1, 4.2 et 4.3, il semble que l’épisode du 27/28 Octobre 2004 peut 
être découpé en plusieurs phases distinctes. Pour ne pas entrer dans les détails, on peut se 
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limiter par exemple à deux phases. A partir de 18 h et jusqu’à minuit, des cellules 
convectives qui se développent au moins jusqu’à 4km d’altitude, se succèdent. Entre 
minuit et 2 h, ce régime perd de son intensité et les réflectivités radar sont maintenant 
autour de 35 dBZ au lieu de 45 dBZ précédemment. Une deuxième phase commence 
autour de 2 h du matin. Après une période de stagnation, l’accumulation au sol 
recommence en effet à augmenter (cf. Fig. 4.1). L’intensité de la pluie au sol reste entre 4 
et 12 mm h-1. Les réflectivités radar atteignent de nouveau les 35 dBZ mais restent 
confinées en dessous des 2 km. 
 
3 Initialisation du modèle 
 
Comme pour le cas de CRYSTAL-FACE, le domaine compte 128 x 128 x 62 points. 
La résolution verticale reste de 250 m, alors que la résolution horizontale a été augmentée 
à 1 km. Le pas de temps est maintenant de 4 secondes. Le modèle est initialisé avec le 
sondage de Nîmes du 27 Octobre, 23 h (cf. Fig. 4.4), car le sondage de midi ne permet pas 
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Figure 4.4 : Sondage de Nîmes, le 27 Octobre 2004 à 23 h UTC.  
 
A 23 h, les nuages sont déjà présents entre 950 et 600 hPa (soit environ entre 450 m et 
4 km). Un vent de Sud, et donc en provenance de la mer Méditerranée, règne dans les 
basses couches et alimente le domaine en vapeur d’eau. Dans la moyenne troposphère, le 
vent s’oriente ensuite au sud-ouest. La formation des nuages est causée principalement 
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par le soulèvement orographique mais des flux de chaleur latente de 100 W m-2 et 
sensible de 35 W m-2 sont également imposés à la surface. Ces valeurs sont plus élevées 
que celles typiquement relevées la nuit, car nous devons provoquer la formation des 
nuages dans le modèle (formation qui a eu lieu en réalité au cours de l’après-midi). 
L’initialisation du modèle avec un seul sondage ne nous permet pas de prendre en 
compte les conditions synoptiques propres au déclenchement des épisodes cévenols. De 
même, nous ne pouvons pas simuler l’arrêt des pluies importantes sur les reliefs du fait de 
l’arrivée d’un front froid par l’ouest. Par contre, entre le début et la fin des pluies, la 
situation est relativement stationnaire. En initialisant le modèle avec un seul sondage, 
nous espérons donc pouvoir retrouver les caractéristiques de l’évènement simulé pendant 
ces quelques heures où la situation synoptique est relativement figée. Par contre, avec 
cette méthode d’initialisation, il sera certainement difficile de simuler la variabilité intra-
évènementielle des spectres de pluie au sol et des réflectivités mesurés pour pendant cet 
épisode. 
A partir du sondage de 23 h, il faut un certain temps d’intégration pour que la 
situation nuageuse quasi-stationnaire s’établisse sur la majeure partie du domaine simulé, 
ce qui n’est pas le cas dans la réalité où les épisodes pluvieux se succèdent et les pluies 
sont quasiment continues. Nous devrons donc tenir compte d’un possible retard (spin-up) 
dans les résultats du modèle par rapport aux observations. De plus, nous avons vu au 
paragraphe précédent que l’épisode précipitant du 27/28 Octobre 2004 peut être divisé en 
deux phases convectives distinctes, l’une avant minuit et l’autre après. Etant donné que le 
modèle est initialisé avec le sondage de 23 h UTC, nous pouvons uniquement essayer de 
reproduire la deuxième phase et nous allons donc comparer les résultats du modèle 
uniquement avec les mesures effectuées à partir de minuit. Les valeurs observées à 
conserver en mémoire sont donc : 
- une accumulation de pluie au sol d’environ 15 mm en 4 heures (entre minuit et 4 
h du matin, cf. Fig. 4.2). 
- des intensités maximales autour de 15 mm h-1 (cf. Fig. 4.2) 
- un nombre gouttes au sol autour de 2000 m-3 et des diamètres de l’ordre de 1 
mm (cf. Fig. 4.2) 
- des réflectivités radar atteignant 30 dBZ jusqu’à 2 voir 3 km d’altitude et 
diminuant rapidement ensuite (cf. Fig. 4.3). 
De part ces caractéristiques, cette partie de l’évènement du 27 Octobre 2004 peut 
donc être classée dans les épisodes cévenols associés à une convection moyenne. 
 
Les résultats de trois simulations différentes vont successivement être présentés dans 
les paragraphes suivants. La première simulation sera considérée comme simulation de 
référence. Dans la deuxième, les processus microphysiques froids ont été arrêtés afin 
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d’étudier l’impact de la phase glace sur la formation des pluies cévenoles. En revanche, 
ces deux premiers calculs utilisent la même distribution dimensionnelle pour initialiser le 
spectre des particules d’aérosol. Il s’agit de la distribution continentale de Jaenicke (1988) 
qui a déjà servi au chapitre 2 (cf. Fig. 2.2) pour les simulations du cas de CCOPE avec 
EXMIX et DESCAM 1D½. Le nombre des particules d’aérosol est d’environ 700 cm-3 
près du sol et décroît de façon exponentielle entre la surface et 3 km, puis reste constant 
pour les altitudes supérieures. Dans la troisième simulation, le nombre total de particules 
d’aérosol sera multiplié par 3 par rapport aux deux premières simulations et les processus 
microphysiques froids seront de nouveaux actifs afin d’étudier l’impact d’une masse d’air 
polluée sur la phase glace et la formation des précipitations. La fourchette 700 – 2400 cm-
3 
 pour le nombre des particules d’aérosol est cohérente avec les mesures effectuées au 
sommet du Puy de Dôme. En effet, comme le vent vient du sud et donc de la mer, et 
comme il n’y a pas non plus de grandes zones urbaines et industrialisées sur cette partie 
de la côte, le nombre de particules d’aérosol n’est jamais très élevé.  
 
4 Simulation avec la microphysique froide 
 
Dans ce paragraphe, les résultats de la simulation de référence (i.e. avec les processus 
microphysiques froid et un nombre initial de particules d’aérosol de 700 cm-3) vont être 
présentés. Nous allons tout d’abord discuter de l’importance des processus 
microphysiques froids pour la formation des précipitations. Ensuite, nous étudierons la 
précipitation au sol à Alès pour pouvoir comparer avec les résultats du modèle avec les 
mesures du disdromètre. Pour finir, nous nous intéresserons à la question de la simulation 
des réflectivités radar dans le modèle. 
 
4.1 Contribution de la phase glace 
 
Les contenus en eau nuageuse, précipitante et en glace totale selon une coupe à travers 
le domaine après 120 minutes d’intégration sont représentés sur les figures 4.5 et 4.6. On 
trouve de l’eau nuageuse (en bleu sur la figure 4.5) jusqu’à environ 6 km d’altitude, alors 
que l’eau précipitante (en rouge sur la figure 4.5) n’est présente en quantité significative 
qu’en dessous de 3 km. La phase glace occupe les altitudes supérieures à 3 km. D’après 
ces figures, le nuage simulé est donc mixte entre 2.5 et 5.5 km, puis entièrement glacé au-
dessus.  
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Figure 4.5 : Contenus en eau nuageuse et précipitante selon la coupe AA’ (cf. Fig. 4.8a) à travers le 
domaine simulé et après 120 minutes d’intégration. 
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Figure 4.6 : Contenu en glace totale selon la coupe AA’ (cf. Fig. 4.8a) et après 120 minutes 
d’intégration. 
 
La figure 4.7 représente les spectres des cristaux et des gouttes entre le sol et 9.5 km 
d’altitude à la verticale du point du domaine proche d’Alès. Sur la figure de gauche, la 
distribution en masse des cristaux reste unimodale quelque soit l’altitude. La taille des 
cristaux varie entre 200 µm dans les hautes altitudes et 800 µm vers 3 km. Sur la figure de 
droite, la distribution des gouttes montre parfois deux maxima : les gouttes nuageuses 
entre 20 et 40 µm de diamètre et les gouttes de pluie autour de 1 mm de diamètre comme 
observé (cf. Fig. 4.2). 
Nous pouvons déduire de la figure 4.7 les principaux processus microphysiques 
responsables de la formation de la précipitation dans ce cas d’étude. Entre 2.5 et 4 km 
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d’altitude, des gouttes de pluie se forment par coalescence à l’intérieur du nuage. Mais, à 
ces altitudes, le nuage est mixte et le givrage fait passer les grosses gouttes formées par 
les processus chauds dans le réservoir des cristaux : on voit ainsi augmenter la masse des 
cristaux au fur et à mesure que l’altitude diminue. Ensuite, entre 2.5 et 2.25 km d’altitude, 
les cristaux franchissent l’isotherme 0°C et fondent. Ce processus étant supposé 
instantané dans le modèle, la totalité de la masse des cristaux se retrouve dans le réservoir 
des gouttes et on voit sur la figure 4.7 de droite une augmentation brutale de la masse des 
gouttes de pluie entre 2.5 et 2.25 km. La formation de la pluie fait donc clairement 
intervenir les processus microphysiques chauds et froids selon la séquence suivante : 
coalescence, givrage, puis fonte. 
 
 
Figure 4.7 : Profil vertical des spectres en masse des cristaux (à gauche en bleu) et des gouttes (à 
droite en noir) pour le point (X=76 km et Y= 84 km) proche d’Alès. 
 
4.2 Etude de la précipitation au sol 
4.2.1 Evolution générale 
 
La figure 4.8 montre la répartition du cumul de pluie au sol après 2 (Fig. 4.8a) et 4 
heures d’intégration (Fig. 4.8b). D’après la figure 4.8b, les cumuls maximums sont 
trouvés principalement sur les montagnes : au cours de la simulation les premières pluies 
se produisent sur les versants des reliefs (Fig. 4.8a) et au fur et à mesure de l’intégration, 
la pluie s’étend sur les zones d’altitude moins élevée et va même pratiquement jusqu’à la 
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Figure 4.8 : Cumul de pluie au sol en mm après 2 h (Fig. 4.8a) et 4 h d’intégration (Fig. 4.8b). La ligne 
AA’ représente la coupe verticale utilisée dans ce chapitre pour les figures 4.5, 4.6 et 4.14.  
 
4.2.2 Comparaison avec les mesures du disdromètre placé à Alès 
 
La figure 4.9 montre l’évolution du cumul de pluie au sol pour un point de grille 
proche d’Alès. On observe une forte augmentation du cumul entre 23 h et 23 h 40 UTC 
qui est attribuable à la fin de l’épisode convectif qui a commencé avant minuit et que le 
modèle ne peut reproduire car il est initialisé avec le sondage de 23 h UTC. Pour cette 
raison, nous allons nous limiter aux observations effectuées après 23 h 40, comme nous 
l’avons déjà mentionné au paragraphe 3. 
Dans la simulation, les premières pluies commencent à Alès un peu avant 2 h 
d’intégration, soit vers 1 h du matin UTC. Ainsi, on peut ainsi estimer que le temps mis 
par le modèle avant d’arriver à une situation stationnaire est d’environ 1 h 10 min. Dans 
la suite de ce chapitre, nous tiendrons donc compte d’un décalage de 1 h 10 min lorsque 
nous comparerons les résultats du modèle et les observations. Sur la figure 4.9 comme sur 
les figures suivantes, les courbes correspondant aux observations avec un décalage 
temporel de +1 h 10 min seront représentées en gris. 
L’évolution du cumul observé peut se diviser en trois phases, notées A, B et C sur la 
figure 4.9, en fonction de la pente de la courbe. La première phase A dure environ 2 h 30 
et pour cette partie de la courbe, la pente peut être évaluée à 2 mm h-1. L’augmentation du 
cumul est plus rapide pendant la phase B, avec une pente de l’ordre de 9 mm h-1, et cette 
situation perdure pendant environ 1 h 20 min. Après cette phase où les précipitations sont 
plus soutenues, on revient à une situation avec des caractéristiques identiques à celle de la 
phase A : la pente de la courbe dans la phase C est de l’ordre de 2 mm h-1. 
a) b) 
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Figure 4.9 : Cumul de pluie au sol recalculé à partir des données du disdromètre (courbes continues) 
et simulé à Alès (X=79 km, Y=85 km, ligne pointillée).  La courbe en gris correspond aux 
observations avec un décalage temporel de +1 h 10 pour tenir compte du spin-up du modèle. 
 
Pour ce qui est des résultats du modèle, entre 1 h et 3 h 30 min, le cumul simulé à 
Alès augmente de façon linéaire et la pente de la courbe simulée est cohérente avec les 
observations pendant la phase A (Fig. 4.9). De même autour de 3 h 30 d’intégration, la 
pente de la courbe change (environ 7 mm h-1) et le cumul augmente plus fortement. Enfin, 
vers 4h du matin, les résultats du modèle montrent également un retour à une situation 
proche de celle simulée entre 1 h et 3 h 30 du matin. Du point de vue des pentes des 
courbes dans les trois phases A, B et C, les résultats du modèle sont ainsi en bon accord 
avec les observations du disdromètre. La principale différence réside dans la durée de la 
phase B qui est de seulement 30 min dans le modèle par rapport à 1 h 20 dans les 
observations. 
 
La figure 4.10 représente l’évolution du flux de pluie au sol observé et simulé par le 
modèle. Entre 1 h et 3 h les flux simulés et observés sont du même ordre de grandeur, 
toujours inférieurs à 5 mm h-1. Vers 3 h 20, on a bien une augmentation du flux simulé 
avec un pic à 9 mm h-1, puis on retrouve des valeurs inférieures à 4 mm h-1 en fin de 
simulation. Pendant les 30 min que dure la phase B dans le modèle, les flux simulés sont 
en accord avec ceux observés, mais encore une fois, cette phase ne dure pas assez 
longtemps pour atteindre des valeurs de flux et de cumul aussi importantes qu’observés.   
La figure 4.11 compare les valeurs simulées et observées pour la concentration et le 
diamètre moyen des gouttes de pluie. Pendant la phase notée A sur la figure 4.9, il est 
intéressant de constater que bien que le modèle reproduise correctement les valeurs de 
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cumul et de flux observés (cf Figs. 4.9 et 4.10), le nombre de gouttes simulé est par contre 
bien supérieur à celui observé et le rayon moyen des gouttes est généralement inférieur. 
C’est pendant les 30 minutes correspondant à la phase B dans le modèle que l’on note le 
meilleur accord entre simulation et observations. Entre 3 h 15 et 3 h 45, le nombre des 
gouttes reste compris entre 1200 et 2000 m-3 et le diamètre moyen augmente de 0.5 à 0.9 
mm dans les simulations comme dans les observations. 
 




















Figure 4.10 : Flux de pluie au sol calculé à partir des données du disdromètre (ligne grise) et simulé 
par DESCAM 3D à Alès (ligne pointillée). 
 
























    































Figure 4.11 : Nombre (Fig. 4.11a) et diamètre moyen (Fig. 4.11b) des gouttes de pluie (diamètre > 64 





La figure 4.12 compare les spectres en masse des gouttes de pluie mesurés et simulés, 
en prenant toujours en compte un décalage d’1 h 10 entre observations et résultats du 
modèle. Spectre mesurés et simulés sont représentés pour quatre moments choisis notés t1 
à t4 sur la figure 4.9. Comme pour les figures 4.9 à 4.11, les résultats de la simulation ne 
sont pas moyennés sur une partie du domaine mais bien tracés pour le point du domaine 
correspondant à Alès. 
 Les spectres de la figure 4.12a correspondent à la phase A (cf. Fig. 4.9). Comme 
suggéré par la figure 4.11, les gouttes de pluie sont plus petites dans la simulation. Sur la 
figure 4.12b, les spectres sans symboles correspondent à la phase B pour à la fois les 
observations et le modèle. On a à ce moment un très bon accord entre simulation et 
mesures du disdromètre. Enfin, les spectres avec des losanges sur la figure 4.12b 
correspondent à la fin de la phase B/début de la phase C pour les observations mais 
clairement à la phase C pour le modèle. Le modèle produit une masse plus faible de 
gouttes mais on a tout de même un bon accord entre les spectres pour les grandes tailles 
(diamètre supérieur à 1.1 mm). 
 


































Figure 4.12 a et b: Spectres en masse des gouttes de pluie mesurés (traits continus) et simulés (traits 
pointillés) pour les 4 moments t1 à t4 donnés sur la figure 4.9. 
 
En résumé, le modèle est capable de reproduire trois phases différentes A, B et C pour 
les précipitations sur Alès. Pendant la phase A, le cumul de pluie au sol suit une évolution 
quasi-identique à celle observée et les flux simulés restent inférieurs à 5 mm h-1 pendant 
toute la durée de cette phase ce qui est en accord avec les observations. L’analyse en 
détail des spectres de pluie montre cependant que le modèle produit des gouttes de pluie 
plus petites mais en beaucoup plus grand nombre par comparaison avec les données du 
disdromètre. Durant la phase B, les spectres observés montrent des gouttes de taille plus 
petites que pendant la phase A, et maintenant l’évolution du cumul, du flux ainsi que 
a) b) 
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l’allure des spectres simulés sont cohérents avec les observations. Par contre, cette phase 
de précipitations plus soutenues ne dure pas assez longtemps dans le modèle par rapport 
aux observations. Le modèle passe rapidement à la phase C pour laquelle les 
caractéristiques de la pluie au sol (flux, accumulation) retrouvent des évolutions 
similaires à celle de la phase A, comme c’est également le cas dans les observations. 
Entre la phase A et la phase B, les spectres observés sont différents (cf. Fig. 4.12a et 
b) : le rayon moyen calculé à partir de ces spectres en masse passe d’environ 1.4 mm 
pendant la phase A à seulement 800 µm pendant la phase B. Les processus 
microphysiques responsables de la formation des gouttes de pluie doivent certainement 
être différents entre les phases A et B. Cette explication va être approfondie grâce à 
l’étude du profil de réflectivité radar au paragraphe suivant. 
 
4.3 Réflectivités radar 
4.3.1 Observations  
 
La figure 4.13 montre le profil de réflectivité radar observé en fonction du temps à la 
verticale d’Alès où le cumul, le flux de pluie et le nombre de gouttes ont précédemment 
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Figure 4.13 : Evolution temporelle du profil vertical de réflectivité radar calculé au dessus d’Alès 
d’après les scans 3 à 8 du radar de Bollène (pour lesquels l’angle de tir reste constant). Les lettres A, 
B et C correspondent au découpage de l’évènement proposé d’après l’analyse de l’évolution du cumul 
au sol (cf. Fig. 4.9).  
 
La figure 4.13 montre que les valeurs maximales dans le profil de réflectivité radar ne 
se situent pas aux mêmes altitudes entre les phases A et B. Pendant la phase A, on trouve 
les réflectivités maximales entre 2.5 et 3 km d’altitude. Or, nous avons déjà mentionné au 
paragraphe 4.2.1 (cf. Fig. 4.7) que l’isotherme 0°C se situe dans notre cas d’étude vers 2.5 
 142 
km d’altitude. Pendant la phase A, les réflectivités radar montrent donc la présence d’une 
bande brillante : les cristaux en train de fondre sont recouvert d’une fine pellicule d’eau à 
la surface qui interagit avec l’onde électromagnétique du radar. Le radar assimile ainsi les 
gros cristaux en train de fondre à des gouttes de grande taille et on a une augmentation 
artificielle des réflectivités radar due à la différence de valeur entre la constante 
diélectrique pour l’eau liquide ( 93.02 =wK ) et pour la glace ( 176.0
2
=iK ). Les gouttes 
de pluies échantillonnées pendant la phase A proviennent donc directement de la fonte 
des gros cristaux de glace, et de ce fait, elles sont de grande taille.  
A l’inverse pendant la phase B, les réflectivités radar sont maximales lorsqu’on se 
rapproche du sol, ce qui traduit la croissance des gouttes de pluie par coalescence durant 
leur chute. La formation des gouttes de pluie se fait donc de façon différente entre les 
phases A et B et ceci explique les différences notées dans les spectres de la pluie au sol 
observés (voir paragraphe précédent).  
L’étude du profil de réflectivité radar à la verticale d’Alès nous montre également une 
extension verticale de la convection différente entre les phases A et B. Au cours de la 
phase A, les réflectivités radar à 4 km d’altitude voisinent les 30 dBZ alors que pendant la 
phase B, les valeurs sont maintenant inférieures à 4 dBZ. La convection est donc plus 
faible pendant la phase B, d’où une contribution moins importante de la phase glace aux 
précipitations dans ce cas là. 
 
4.3.2  Simulation 
 
Dans le modèle DESCAM 3D, les réflectivités radar Z sont calculées à partir des 
distributions dimensionnelles des hydrométéores. Pour les gouttes, on utilise directement 
le moment d’ordre 6 de la distribution dimensionnelle : 
∫=
− dDDDNmmmZ 636 )()(        (45) 
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Les constantes diélectriques pour la glace et pour l’eau prennent respectivement les 
valeurs de 176.02 =iK  et 93.0
2
=wK .  Dans la pratique, pour s’affranchir des fortes 
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avec Z0 = 1 mm6 m-3. 
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La figure 4.14 montre l’évolution temporelle du profil de réflectivité radar calculé à 
partir des simulations à la verticale du point de la grille correspondant à Alès. Alors que 
les flux et le cumul de pluie au sol sont bien reproduits par le modèle, on est surpris de 
constater que les réflectivités simulées sont clairement sous-estimées par rapport aux 































Figure 4.14 : Evolution temporelle du profil vertical de réflectivité radar simulé au dessus d’Alès.  
 
De manière générale, il apparaît clairement que le modèle sous-estime la convection, 
car au-dessus de 2.5 km d’altitude, les réflectivités sont bien plus faibles que celles 
observées.  
On note cependant que la localisation du maximum de réflectivité radar près de la 
surface pendant la phase B est mieux reproduite par le modèle. En ce qui concerne la 
sous-estimation des valeurs de réflectivité simulées pendant cette phase, il est également 
important de garder en mémoire le fait que les réflectivités de la figure 4.14 
correspondent  à un point de grille et non à une moyenne sur quelques points. Or, il est 
bien connu qu’un des points faibles des modèles reste la localisation précise des pluies au 
sol. Par exemple, pour t = 3 h 25 et t = 3 h 45, il est possible que le centre des cellules 
convectives avec les réflectivités maximales ne soit pas exactement au-dessus d’Alès 
mais un ou deux points de grille à côté. On signale également que le modèle produit des 
réflectivités radar supérieures à 40 dBZ au-dessus des reliefs des Cévennes.  
Pour la phase A, les réflectivités radar simulées ne montrent pas de bande brillante 
vers 2.5 km d’altitude. Ceci est dû aux hypothèses utilisées dans le modèle pour la phase 
glace. Ainsi, le processus de fonte des cristaux est supposé instantané ce qui ne reflète pas 
la réalité. De plus, dans le nuage, le givrage peut également être responsable de la 
formation d’une pellicule d’eau à la surface d’un grêlon même si la température de l’air T 
reste inférieure à 0 °C. En effet, les cristaux de glace qui viennent de capturer une goutte 
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d’eau surfondue ont une température de surface Ts supérieure à celle de l’air ambiant T du 
fait de la chaleur dégagée par la congélation de la goutte d’eau. Tant que Ts reste 
inférieure à 0 °C, la goutte d’eau est entièrement congelée et la surface du grêlon reste 
sèche. On parle de régime de croissance sèche. Mais, si Ts devient supérieure à 0 °C, la 
goutte d’eau qui est entrée en collision avec le grêlon ne congèle pas entièrement. Il reste 
de l’eau liquide en surface voir même à l’intérieur du grêlon et on parle alors de régime 
de croissance humide. Dans le modèle DESCAM 3D, la température de surface du grêlon 
n’est pas suivie et les gouttes qui entrent en collision avec des cristaux de glace congèlent 
entièrement et instantanément. En résumé, dans notre modèle, les particules glacées sont 
toujours « sèches » et les réflectivités pour la glace sont calculées en accord avec cette 
hypothèse. Le modèle n’est donc pour le moment pas capable de reproduire le phénomène 
de bande brillante.  
Cependant, pour le calcul des réflectivités radar, nous pouvons occasionnellement 
faire l’hypothèse extrême inverse à savoir que tous les grêlons simulés par DESCAM 3D 
sont vus par le radar comme étant recouvert par une fine pellicule d’eau. Les réflectivités 
radar pour la phase glace sont alors calculées comme pour la phase liquide, en prenant 
l’intégrale du moment d’ordre 6 de la distribution dimensionnelle des cristaux. Cette 
nouvelle hypothèse ne nous permet toujours pas de simuler le phénomène de bande 
brillante, mais elle nous permet d’estimer l’augmentation des réflectivités radar autour de 
l’isotherme 0°C. Les résultats de cette hypothèse sont présentés sur la figure 4.15. Dans 
ce cas, on constate par exemple que la limite de 15 dBZ se situe vers 3.3 km au lieu de 2.4 
km auparavant (4.5 km dans les observations, cf. Fig. 4.3). Néanmoins, la contribution de 
la phase glace dans le modèle n’est pas encore assez importante pour avoir, à ces 
altitudes, des réflectivités aussi fortes qu’observées. 
Enfin, la masse volumique de la glace ρi intervient dans le calcul des réflectivités 
radar directement d’après l’équation (46). On rappelle que dans le modèle la masse 
volumique de la glace est fixée à ρi = 0.9 g cm-3, mais que des valeurs bien plus faibles 
sont possibles. Une estimation à partir des équations (46) et (47) montre qu’une 
modification de la masse volumique des cristaux de 0.9 à 0.5 (resp. 0.3) g m-3 conduirait à 
une augmentation de 5 (resp. 9.5) dBZ pour les réflectivités radar. De plus, la masse 
volumique est également utilisée dans le modèle pour calculer la taille des cristaux 
(autrement dit les diamètres Di dans l’équation (46)) à partir des grilles en masse. Or, une 
modification de la masse volumique des cristaux de 0.9 à 0.5 (resp. 0.3) g cm-3 conduirait 
à une augmentation de 20 (resp. 40) % du rayon calculé à partir d’une même masse de 
départ (cf. chapitre 3, paragraphe 2.3.3) et par conséquent à une augmentation 
supplémentaire des réflectivités radar calculées de 5.5 (resp.10) dBZ. En combinant les 
deux effets, une densité fixée à 0.5 (0.3) g cm-3 au lieu de 0.9 g cm-3 pour le calcul des 
réflectivités radar provoque finalement une augmentation de 10 (resp. 20) dBZ ! Tenir 
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compte des variations possible pour la masse volumique des cristaux dans le modèle 
serait donc une manière d’améliorer les réflectivités radar simulées.  
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Figure 4.15 : Profil de réflectivité radar simulé à la verticale d’Alès à t=1 h 20 UTC en fonction de 
l’hypothèse adoptée pour la contribution de la phase glace. 
 
En conclusion sur ce paragraphe, l’étude des réflectivités observées au-dessus d’Alès 
nous montre que l’étendue verticale de la convection et donc la formation des 
précipitations sont différentes entre les phases A et B. Pendant la phase A, la convection 
atteint des altitudes plus élevées que pendant la phase B. Les réflectivités sont maximales 
à l’altitude de l’isotherme 0°C : une grande partie de la pluie résulte de la fonte des 
cristaux et on obtient alors des spectres de pluie au sol très larges. En revanche, pendant 
la phase B, les réflectivités radar sont maximales près de la surface et sont très faibles au-
dessus de 4 km : la contribution de la phase glace est maintenant réduite par rapport à la 
phase A. Les gouttes de pluie en surface sont plus petites que pour la phase A et les 
réflectivités fortes proches de la surface s’expliquent par l’intense coalescence des gouttes 
de pluie au cours de leur chute. 
Le modèle produit une convection plus faible qu’observée et par conséquent, les 
réflectivités radar sont globalement sous-estimées. Pendant la phase A, comme pendant la 
phase B, les réflectivités radar maximales simulées se situent à proximité de la surface. 
Cependant, nous avons déjà vu (cf. Fig. 4.7) que dans le modèle, les processus 
microphysiques froids contribuent activement à la formation des précipitations. Mais, les 
hypothèses des cristaux de glace toujours « secs » et de la masse volumique de la glace 
fixée à 0.9 g cm-3 dans le modèle restent des limitations importantes pour le calcul des 
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réflectivités radar lorsque le nuage est mixte ou entièrement glacé. Ainsi, la prise en 
compte, dans le modèle, de l’état humide des cristaux ou des grêlons permettrait de 
simuler le phénomène de bande brillante et un changement de la valeur de la masse 
volumique de la glace permettrait d’obtenir des réflectivités simulées plus importantes.  
 
Les nuages simulés par DESCAM 3D sont mixtes entre 2.5 et 5.5 km, puis 
entièrement glacés au dessus de 5.5 km, et les processus microphysiques froids 
contribuent à la formation des précipitations (cf. Fig. 4.7). L’épisode précipitant simulé 
montre ainsi des caractéristiques semblables à celles observées dans la nuit du 27 au 28 
Octobre 2004. Les cumuls et les flux simulés à Alès sont en accord avec les mesures du 
disdromètre, alors que les réflectivités radar, et plus particulièrement celles dues à la 
phase glace, sont sous-estimées. Ceci confirme la complexité des liens entre précipitation 
et réflectivités radar qui se traduit entre autre par la diversité des relations Z – R 
disponibles dans la littérature (Straka et al., 2000).  
Outre le fait que notre modèle possède une représentation détaillée et non paramétrée 
de la microphysique, notre travail se distingue également de précédentes simulations 
numériques (Pinty et al., 2001, Cosma et al., 2002, Anquetin et al., 2003) car nous tenons 
compte de la phase glace. Afin de mieux cerner la contribution des processus 
microphysiques froids à la formation des précipitations dans la région des Cévennes, nous 
allons décrire, dans le paragraphe suivant, les résultats obtenus lorsque l’utilisation des 
processus microphysiques froids n’est pas permise dans le modèle. Ce cas sans la 
microphysique froide sera appelé « cas liquide » pour alléger le texte. Les résultats de ce 
deuxième calcul seront comparés avec ceux de la simulation qui vient d’être décrite (au 
paragraphe 4) et qui sera dénommée dorénavant « cas mixte ».  
 
5 Simulation sans la microphysique froide 
5.1 Contenu en eau  
 
La figure 4.16 montre les contenus en eau nuageuse et en eau précipitante simulés 
dans le cas liquide pour la même coupe et le même temps d’intégration que la figure 4.5 
du cas mixte. On constate que sans la microphysique froide, les contenus en eau nuageuse 
et précipitante s’étendent jusqu’à des altitudes plus élevées, respectivement 7 et 4.4 km à 
comparer à 6 et 3.6 km pour le cas mixte. En effet, lorsque la phase glace est active dans 
le modèle, les cristaux formés consomment la vapeur d’eau présente dans les altitudes les 
plus hautes. Les couches correspondantes deviennent alors sous-saturées par rapport à 
l’eau mais pas par rapport à la glace. L’effet Bergeron est alors actif et les gouttes d’eau 
évaporent  au profit des cristaux de glace.  On vérifie ceci sur les figures 4.17a et b.  Dans 
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Figure 4.16 : Contenus en eau nuageuse et précipitante selon la coupe AA’ (cf. Fig. 4.8a) après 120 
min d’intégration. 
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Figure 4.17 : Humidité relative (%) par rapport à l’eau le long de la coupe AA’ (cf. Fig. 4.8a) pour le 




le cas sans la microphysique froide,  l’air est sursaturé par rapport à l’eau jusqu'à 7 voir 
même  parfois 9 km d’altitude  (Fig. 4.17a).  Avec la phase glace,  la limite RH=100%  se 
trouve vers l’altitude 6 km (Fig. 4.17b). Pour cette coupe après 120 minutes d’intégration, 
la valeur maximale du RH dans le modèle est également plus élevée dans le cas liquide : 




La figure 4.18a montre le cumul de pluie au sol après 4 h d’intégration (Fig. 4.18a) et 
la différence entre les cas sans et avec la microphysique froide (Fig. 4.18b). Le cumul au 
sol dépasse les 5 mm sur une zone plus étendue dans le cas liquide par rapport au cas 
mixte illustré sur la figure 4.8b. D’ailleurs, les zones où le cumul est plus important dans 
le cas liquide (en rouge sur la Fig. 4.18b) couvrent une surface plus grande que celles où 
le cumul est plus important avec la phase glace (en bleu). On note en particulier 
l’augmentation importante des cumuls dans le sud autour de Y=50 km dans le cas liquide.  
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Figure 4.18 : a) Cumul de pluie au sol après 4 h d’intégration. b) Différence de cumul de pluie au sol 
entre le cas liquide et le cas mixte en mm après 4h d’intégration. 
 
Tableau 4.2 : Masse totale de pluie au sol en mégatonnes pour trois temps d’intégration dans les cas 
mixte, liquide et pollué. Les colonnes « différences » donnent la variation en pourcentage par rapport 
au cas mixte. 
Temps Cas mixte Cas liquide Différence (%) Cas pollué Différence (%) 
2 h 7.1 16.3 +130 5.7 -20 
3 h 30.9 43.7 +41 26.4 -15 




Le tableau 4.2 donne la masse totale de pluie en mégatonnes intégrée sur l’ensemble 
du domaine simulé pour trois temps d’intégration différents dans les cas mixte et liquide 
(le cas « pollué » sera discuté au paragraphe suivant). La simulation sans la 
microphysique froide donne toujours plus de pluie que celle du cas mixte, même si la 
différence en pourcentage entre les deux simulations diminue au fil de l’intégration. 
L’absence de la phase glace dans ce cas de convection moyenne conduit donc plutôt à une 
augmentation de la pluie sur le domaine considéré et à une extension vers le sud de la 
zone de pluie au sol. 
Le tableau 4.3 donne le temps d’intégration nécessaire pour voir certaines valeurs de 
cumul de pluie au sol (0.1, 1, 5, 10 et 15 mm) atteintes pour les simulations avec et sans la 
microphysique liquide. En l’absence de la microphysique froide, les premières 
précipitations se produisent 10 minutes plus tôt et les seuils de 1 et 5 mm au sol sont 
également franchis 20 minutes plus tôt. Ensuite, les différences temporelles s’atténuent, et 
le seuil de 15 mm de pluie au sol est atteint au même moment dans les deux simulations. 
Après 4h d’intégration, le cumul maximal atteint pour le point M (cf. Figs. 4.8b et 4.18a) 
après 4 h d’intégration est même supérieur dans le cas mixte (25 mm) par rapport au cas 
liquide (16 mm). 
 
Tableau 4.3 : Evolution temporelle du cumul de pluie au sol sur l’ensemble du domaine dans les cas 
sans et avec la microphysique froide, et dans le cas pollué (voir paragraphe 6).  
 Cas liquide Cas mixte Cas pollué 
Cumul au sol supérieur à 0.1 mm 35 min 45 min 50 min 
Cumul au sol supérieur à 1 mm 45 min 65 min 75 min 
Cumul au sol supérieur à 5 mm 90 min 110 min 120 min 
Cumul au sol supérieur à 10 mm 130 min 140 min 170 min 
Cumul au sol supérieur à 15 mm 180 min 180 min 225 min 
 
La prise en compte des processus microphysiques froids a donc un impact sur à la fois 
le temps nécessaire à la formation des précipitations et le cumul de pluie au sol. Or, ces 
deux paramètres sont aussi étroitement liés au nombre de particules d’aérosol utilisé pour 
initialiser le modèle. Pour ce qui est de la phase liquide, augmenter le nombre de 
particules d’aérosol provoque la formation d’un plus grand nombre de gouttes mais de 
plus petite taille (Andreae et al., 2004 ; Segal and Khain, 2006). Ces gouttes ont plus de 
mal à atteindre la taille limite à partir de laquelle la coalescence est réellement efficace : 
la formation de la pluie est retardée (parfois même inhibée) et le cumul de pluie au sol 
diminue (Rosenfeld 1999, 2000 ; Givati and Rosenfeld, 2004 ; Teller and Levin, 2006). Si 
ce mécanisme pour expliquer l’effet de la concentration en particules d’aérosol sur la 
précipitation est connu, les effets sur la précipitation qui se forme via la phase glace sont 
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moins bien établis. Nous avons choisi d’approfondir ce sujet avec DESCAM 3D et le cas 
de convection moyenne au-dessus des Cévennes.  
 
6 Simulation avec une masse d’air polluée 
 
Dans ce paragraphe, nous présentons une autre simulation du cas du 27/28 Octobre 
2004, avec la microphysique froide, mais avec un spectre d’aérosol différent de celui 
utilisé dans les deux paragraphes précédents. Afin de représenter une masse d’air polluée, 
le nombre total de particules d’aérosol initialement présentes (700 cm-3 dans les deux 
simulations précédentes, cf. paragraphes 4 et 5) a été multiplié par un facteur 3, ce qui 
porte donc la concentration en particules d’aérosol à 2400 cm-3. La forme du spectre reste 
inchangée. Cette nouvelle simulation sera dénommée par la suite « cas pollué » et 
comparée par rapport à la simulation de référence du paragraphe 4 (appelée « cas mixte » 
comme au paragraphe 5 précédent). Comme pour les paragraphes 4 et 5, nous allons 
comparer tout d’abord les contenus en eau et en glace, et ensuite l’évolution de la 
précipitation au sol (cumul et spectre de pluie).  
 
6.1 Contenus en eau et en glace 
 
Les figures 4.19 et 4.20 présentent les contenus en eau et en glace suivant la coupe 
AA’ (cf. Fig. 4.8b) après 120 min d’intégration dans le cas pollué. Les figures 4.19 et 
4.20 apparaissent à première vue très semblables aux figures 4.5 et 4.6.  
Pour la phase liquide on note cependant que les contenus en eau nuageuse supérieurs 
à 0.5 g m-3 sont plus fréquents dans le cas pollué. Inversement, les contenus en eau 
précipitante supérieurs à 0.5 g m-3 sont plus rares. Nous retrouvons ici le fait qu’avec un 
grand nombre de particules d’aérosol, la quantité d’eau nuageuse augmente au détriment 
de l’eau précipitante, comme déjà vu au chapitre 2 entre les simulations du cas de CCOPE 
avec des spectres continental et marin.  
En ce qui concerne le contenu en glace, on retrouve une répartition spatiale presque 
identique dans les figures 4.6 et 4.20. De notre point de vue, nous voyons ici une 
conséquence directe des paramétrages de Koop et al. (2000) et Meyers et al. (1992) 
utilisées pour représenter les nucléations homogène et hétérogène. En effet, le nombre de 
cristaux formés dépend seulement de la sursaturation par rapport à la glace et de la 
température mais reste indépendant du nombre de particules d’aérosol présentes. Pour 
notre cas d’étude au-dessus des Cévennes, la convection est principalement forcée par 
l’orographie. Entre le cas pollué et le cas mixte, les vents verticaux sont donc quasiment 
identiques et il en est de même pour l’humidité relative. Les formules de Koop et al. 
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(2000) et Meyers et al. (1992) conduisent donc à des nombres de cristaux très proches 
bien que le nombre de particules d’aérosol ait triplé entre les deux simulations. 
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Figure 4.19 : Contenu en eau nuageuse et précipitante selon la coupe AA’ (cf. Fig. 4.8) après 120 min 
d’intégration dans le cas pollué. 
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Figure 4.20 : Contenu en glace selon la coupe AA’ (cf. Fig. 4.8) après 120 min d’intégration dans le 
cas pollué. 
 
6.2 Pluie au sol 
 
La figure 4.21 montre le cumul simulé après 4 h d’intégration dans le cas pollué et la 
différence avec le cas mixte. Comme entre les cas mixte et liquide, les principales 
différences observées dans le cumul au sol concernent une ligne est-ouest autour de Y=55 
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km (Fig. 4.21b). Sur les zones plus montagneuses, il n’est pas évident de conclure quant à 
l’impact d’une masse d’air pollué sur le cumul de pluie au sol. Les zones en bleu (= 
moins de pluie dans le cas mixte par rapport au cas pollué) sont pratiquement aussi 
importantes que les zones en rouge (= plus de pluie dans le cas mixte que dans le cas 
pollué). Le cumul maximal obtenu au point M en fin de simulation (19 mm) est cependant 
inférieur à celui du cas mixte (25 mm). 
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Figure 4.21 : a) Cumul au sol après 4 h d’intégration dans le cas pollué. b) Différence de cumul de 
pluie au sol en mm entre le cas mixte (cas du paragraphe 4) et le cas pollué après 4 h d’intégration. 
 
Les résultats concernant la masse totale de pluie au sol ainsi que l’évolution 
temporelle du cumul dans le domaine simulé ont déjà été présentés dans les tableaux 4.2 
et 4.3 du paragraphe 5.2. Pour ce cas de convection moyenne au-dessus des Cévennes 
pour lequel la précipitation se forme par des processus mixtes, le tableau 4.2 montre que 
le cumul de pluie au sol dans le cas pollué est inférieur de 10 à 20% à celui obtenu dans le 
cas mixte.   
De plus, d’après le tableau 4.3, il apparaît clairement que les précipitations se 
déclenchent plus tard lorsque la masse d’air est polluée. De plus, le décalage temporel 
entre les simulations des cas mixte et pollué a plutôt tendance à augmenter au cours de la 
simulation. Comme au paragraphe précédent, ce décalage temporel est sans doute 
responsable des différences de cumul au niveau de la ligne Y=55 km (Fig. 4.21b): les 
précipitations ayant commencé plus tard dans le cas pollué, elles se sont moins étendues 
spatialement surtout en direction du littoral.  
La figure 4.22 montre les spectres des gouttes de pluie simulés par DESCAM 3D dans 
les cas mixte et pollué après 120 min d’intégration. Dans une atmosphère polluée et dans 
a) b) 
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les premières heures d’intégration, on remarque qu’à la fois le nombre et la taille des 
gouttes de pluie diminuent. 
 



















Figure 4.22 : Spectres des gouttes de pluie moyenné sur les 50 points du domaine où le contenu en eau 
précipitante au sol est le plus important dans les cas mixte et pollué après 120 min d’intégration. 
 
En accord avec les résultats du chapitre 2 (paragraphe 4), l’initialisation du modèle 
avec une forte concentration en particules d’aérosol provoque donc un retard dans la 
formation des précipitations et une réduction du cumul de pluie au sol. En revanche, nous 
avons constaté peu de changements dans les contenus en glace simulé entre le cas mixte 
et le cas pollué. Ce résultat est certainement une conséquence directe des limitations des 
schémas de nucléation qui ne considèrent pas l’influence possible du nombre des 
particules d’aérosol sur le nombre de cristaux de glace produits.   
Par rapport au cas de CRYSTAL-FACE du chapitre 3, les différences entre les cas 
mixte et pollué sont moins importantes. La principale raison concerne la gamme explorée 
pour la concentration en particules d’aérosol. La variation du nombre des particules 
d’aérosol est effectivement bien moindre (mais plus réaliste) dans le cas des Cévennes : le 
nombre de particules d’aérosol a été multiplié par un facteur 3 contre un facteur 16 dans 




Les champs nuageux et précipitants simulés par DESCAM 3D avec la microphysique 
froide montrent de fortes similitudes avec les caractéristiques déduites des observations 
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radar et disdrométriques pour l’épisode entre minuit et 4 h du matin de l’évènement du 
27/28 Octobre 2004. L’évolution observée pour le cumul de pluie à Alès peut se découper 
en trois phases A, B et C, la phase B se distinguant des phases A et C par des flux de pluie 
au sol plus importants et donc une augmentation plus rapide du cumul de précipitation au 
sol. Le modèle reproduit bien une évolution du cumul en trois phases et les valeurs de 
flux et de cumul simulées sont cohérentes avec les observations.  
L’analyse du profil de réflectivité radar au dessus d’Alès montre la présence d’une 
bande brillante pendant la phase A. Les gouttes de pluie échantillonnées par le 
disdromètre proviennent donc de la fonte des cristaux et ont des tailles supérieures à 1 
mm. Pendant la phase B, les réflectivités radar observées sont au contraire maximales à 
proximité du sol. La convection est maintenant plus faible que pendant la phase A et c’est 
la coalescence des gouttes pendant leur chute qui explique l’augmentation des 
réflectivités à l’approche du sol. D’ailleurs, les gouttes de pluies au sol sont plus petites 
que celles observées pendant la phase A : leur taille moyenne reste inférieure au 
millimètre.    
Dans le modèle, le profil vertical des spectres dimensionnels montre effectivement 
que la phase glace contribue en grande partie à la formation des précipitations, mais les 
réflectivités simulées à l’altitude de fonte des cristaux sont clairement sous-estimées. Le 
modèle ne produit pas une convection aussi développée que celle observée pendant la 
phase A et les tailles des gouttes de pluie au sol simulées sont plus petites que celles 
observées. Pendant la phase B, le modèle reproduit des réflectivités maximales à 
proximité du sol, même si, les réflectivités simulées restent encore inférieures à celles 
observées. Les spectres simulés sont en bon accord avec les mesures du disdromètre 
pendant la phase B. 
Cette étude préliminaire de épisodes cévenols avec DESCAM-3D s’est cependant 
limitée à une comparaison des résultats du modèle pour le point de grille correspondant à 
Alès, lieu où était placé le disdromètre. Elle reste à compléter avec une analyse statistique 
du champ de pluie autour de ce point qui nous permettrait de prendre en compte de la 
variabilité spatiale des résultats du modèle et qui nous affranchirait partiellement du 
problème de la localisation précise des précipitations dans les modèles.  
 
La présence d’une bande brillante dans les réflectivités observées ainsi que les 
résultats du modèle démontrent que la phase glace contribue en grande partie à la 
formation de la précipitation et à la taille des gouttes de pluie qui arrivent au sol. Pourtant, 
lorsque la phase glace n’est pas active dans le modèle, on observe une augmentation de la 
précipitation au sol et, les premières pluies se produisent plus tôt dans l’évolution du 
système. En effet, sans la phase glace, la croissance des gouttes dans les hautes altitudes 
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n’est pas en concurrence avec celle des cristaux (effet Bergeron-Findeisen par exemple). 
Les humidités relatives par rapport à l’eau sont plus fortes sans la phase glace : les gouttes 
grandissent plus rapidement par déposition de vapeur, et la coalescence se déclenche plus 
tôt.  
 
Dans le cas d’une masse d’air initiale polluée, le modèle produit un champ de 
précipitation moins étendu spatialement et avec des cumuls inférieurs à ceux du cas avec 
une masse d’air continentale. Le déclenchement de la pluie est aussi retardé lorsqu’on 
augmente la concentration en particules d’aérosol. 
D’après les contenus en eau et en glace observés, il semble que dans ce cas de 
convection moyenne, les processus microphysiques chauds sont plus affectés par la 
présence de nombreuses particules d’aérosol que les processus froids. En effet, les 
contenus en glace sont peu différents entre les cas mixte et pollué, alors que le contenu en 
eau précipitante est un peu plus faible dans le cas pollué. Ceci s’explique sans doute par le 
fait qu’avec les schémas de nucléation utilisés, le nombre de cristaux produits est limité 
par la sursaturation de l’air et non pas par le nombre de gouttes présentes (cf. chapitre 2, 
paragraphe 2.4). Or, pour les Cévennes, la convection est principalement forcée par 
l’orographie. Les vents verticaux (et donc l’humidité relative) restent donc quasiment 
inchangés entre les cas mixte et pollué et les formules pour la nucléation produisent donc 
le même nombre de cristaux dans les deux cas. Pour améliorer notre compréhension de 
l’impact du nombre des particules d’aérosol sur la phase glace, il faut donc commencer 
par améliorer les schémas de nucléation en introduisant une dépendance du nombre des 
cristaux en fonction du nombre des particules d’aérosol présentes.  
D’un autre côté, nous avons été capables de déceler des changements majeurs dans la 
phase glace en fonction du nombre des particules d’aérosol dans le cas de CRYSTAL-
FACE au chapitre 3. Mais l’étude de sensibilité sur le cas de CRYSTAL-FACE est très 
différente de celle effectuée pour les Cévennes. Tout d’abord, les gammes parcourues 
pour la concentration en particules d’aérosol ne sont pas les mêmes. Le nombre de 
particules d’aérosol a en effet été multiplié par un facteur 3 dans le cas des Cévennes 
contre un facteur 16 dans le cas de CRYSTAL-FACE. Ensuite, comme nous l’avons déjà 
dit, la convection dans le cas des Cévennes est principalement forcée par l’orographie et 
les vents verticaux sont autour de 3 à 5 m s-1. Pour CRYSTAL-FACE, c’est le taux 
d’instabilité atmosphérique qui détermine les vitesses verticales entre 20 et 25 m s-1. Le 
nombre de particules d’aérosol peut donc influencer plus la dynamique dans le cas de 








Conclusions et Perspectives 
 
 
Pour améliorer les paramétrages des nuages dans les modèles de prévision, nous 
avons proposé de développer un modèle 3D à microphysique détaillée pour qu’il puisse 
servir de référence. En effet, l’introduction d’une microphysique détaillée dans un modèle 
de prévision n’est pas envisageable pour l’instant, vu l’impact sur les temps de calcul. Par 
contre, la comparaison des résultats du modèle 3D à microphysique détaillée avec ceux de 
modèles à microphysique simplifiée pourrait nous éclairer sur les performances des 
différents types de paramétrages des nuages, nous permettre d’en tester de nouveaux et 
orienter le choix vers la solution la plus pertinente. Ce travail de thèse s’inscrit dans cet 
objectif. Il s’agissait en effet de compléter les processus microphysiques d’un modèle 3D 
de nuage (Leporini, 2005) appelé DESCAM 3D (DEtailed SCAvenging Model) avec une 
représentation de la phase glace. 
  
Dans la première partie de ce manuscrit, nous avons exposé le fonctionnement du 
modèle DESCAM-3D. Par rapport aux autres modèles 3D à microphysique détaillée 
existants dans la littérature, nous avons montré que ce modèle est le plus adapté pour 
l’étude des interactions entre les particules d’aérosol et les nuages. 
 Dans le deuxième chapitre, nous avons comparé les performances du modèle 
DESCAM avec un autre modèle à microphysique détaillée plus complexe : EXMIX 
(cloud model with EXternally MIXed aerosol particles). Dans un cadre dynamique 1D½, 
un nuage convectif de la campagne CCOPE* a été simulé avec EXMIX (Leroy et al., 
2006) et DESCAM 1D½. Grâce à cette étude, nous avons établi une dépendance forte du 
processus d’activation en fonction de la température, non prise en compte auparavant 
dans les modèles utilisant l’hypothèse d’équilibre pour les particules d’aérosol humides 
(équation de Koehler). Une correction du schéma d’activation a été proposée et a permis 
d’obtenir pour DESCAM 1D½ des résultats proches de ceux produits par EXMIX dans le 
                                                 
*
 Cooperative Convective Precipitation Experiment 
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cas de cette simulation d’un nuage convectif (Leroy et al., 2007a). Ceci tout en permettant 
une réduction importante du temps de calcul par rapport à EXMIX. 
La partie microphysique froide a ensuite été ajoutée au modèle 3D à microphysique 
chaude détaillée de Leporini (2005). Cette nouvelle version de DESCAM 3D a ensuite été 
validée par comparaison avec des mesures microphysiques. Le premier cas issu de la 
campagne CRYSTAL-FACE† est un cumulonimbus avec une enclume d’environ 20 km 
d’envergure et, nous disposons pour ce cas de mesures aéroportées à une altitude proche 
de 10 km. La simulation avec DESCAM 3D a montré la capacité de notre modèle à 
reproduire les observations pour la vitesse verticale, la température et les contenus en eau 
et en glace. Dans la partie mixte du noyau convectif, les spectres des particules simulés 
par DESCAM sont en accord avec ceux mesurés par les sondes FSSP et 2D-C. Une 
deuxième validation a été effectuée sur un cas de moyenne convection dans la région des 
Cévennes-Vivarais. Là encore, le modèle a montré sa capacité à reproduire les mesures 
disdrométriques et radar disponibles.  
 
La simulation du cas de CRYSTAL-FACE nous a également permis de nous pencher 
sur la question de l’origine des particules qui servent de noyau de condensation / 
congélation dans les enclumes des nuages convectifs. Avec DESCAM 3D, réduire de 
95% le nombre de particules d’aérosol entre 6 et 10 km d’altitude provoque de faibles 
changements dans le nombre d’hydrométéores simulé à 10 km. En revanche, changer le 
spectre dans la couche limite provoque des modifications notables dans l’évolution 
dynamique du nuage et a donc des répercussions à haute altitude. Dans l’enclume, le 
nombre de cristaux simulé augmente significativement entre le cas propre et le cas pollué.  
Ces résultats sont en désaccord avec ceux de Fridlind et al. (2004), qui ont également 
simulé ce cas de CRYSTAL-FACE avec un modèle 3D à microphysique détaillée. 
Malheureusement, le papier de Fridlind et al. (2004) décrit très sommairement le modèle 
utilisé et donne finalement peu de détails sur les résultats de leur simulation. Ainsi, il est 
difficile d’expliquer clairement pourquoi il y a une telle différence entre leurs résultats et 
les nôtres. 
 
Le cas de moyenne convection sur le massif des Cévennes a servi de base pour une 
étude de sensibilité. Nous avons étudié sur l’impact des particules d’aérosol sur la phase 
glace et la précipitation au sol. Avec un spectre initial des particules d’aérosol pollué au 
lieu de continental, le contenu en glace semble inchangé. En revanche, nous avons 
remarqué une diminution du nombre des gouttes de pluie au  profit des gouttes de nuage. 
Nous avons également constaté un net retard de la précipitation au sol dans le cas pollué 
                                                 
†
 Cirrus Regional Study of Tropical Anvil and Cirrus Layers – Florida Area Cirrus Experiment 
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et un cumul final de pluie au sol inférieur de 15% à celui du cas continental. Ces 
différences ont été interprétées à l’aide de l’analyse des processus dynamiques et 
microphysiques. 
Par rapport au cas de CRYSTAL-FACE, les différences entre le cas continental et 
pollué sont beaucoup moins marquées car les changements dans le nombre de particules 
d’aérosol sont aussi moins extrêmes : dans le cas des Cévennes, le nombre de particules 
d’aérosol a été multiplié par un facteur 3 entre les cas continental et pollué, alors que dans 
le cas de CRYSTAL-FACE, on a un facteur 16 entre les cas propre et pollué.  
 
Nous avons également testé l’influence de la phase glace sur le cas des Cévennes. 
Lorsque les cristaux de glace sont présents dans un nuage, ils consomment la vapeur 
d’eau et l’air devient sous-saturé par rapport à l’eau. L’effet Bergeron-Findeisen est alors 
actif et les gouttelettes présentes dans ces couches s’évaporent au profit des cristaux de 
glace. Sans les cristaux, l’humidité relative par rapport à l’eau reste au-dessus de 100% 
dans ces altitudes et atteint même des valeurs supérieures à celles dans les basses couches. 
La croissance des gouttes par déposition de vapeur est plus efficace, et la coalescence 
devient active plus tôt dans l’évolution du nuage. Par conséquent, les précipitations se 
produisent également plus tôt lorsque la phase glace est inactive dans le modèle, et le 
cumul de pluie au sol en fin de simulation augmente. Afin de confirmer ces résultats, des 
études complémentaires sont nécessaires, sur d’autres cas de précipitation intense dans la 
région des Cévennes-Vivarais. 
   
Lors de la présentation du modèle DESCAM-3D, nous avons déjà noté quelques 
faiblesses dans le traitement de certains processus. Un certain nombre d’améliorations, 
par exemple concernant la phase glace, pourraient être envisagées. Une première étape 
serait d’étudier l’influence de la masse volumique de la glace pour déterminer quels sont 
les impacts sur les résultats du modèle : 
- d’un changement de la masse volumique de la glace de 0.9 à 0.7 g cm-3  
- d’une variation de la masse volumique avec le rayon des cristaux. 
De telles études peuvent évidemment être réalisées dans un premier temps avec 
DESCAM 1D½. Il faudrait ensuite envisager de faire de la masse volumique de la glace 
une variable pronostique.  
Une autre piste d’amélioration consiste à développer l’utilisation de plusieurs 
fonctions pour la phase glace afin de représenter les différentes formes de cristaux de 
glace (un premier essai se trouve en annexe D). Cette solution doit cependant être mise en 
balance avec la précédente car elle implique une augmentation plus importante du nombre 
de paramètres que l’ajout de la masse volumique seule.  
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Un dernier point à améliorer concerne le processus de la fonte des cristaux. Pour cela, 
il faut ajouter une fonction pour garder en mémoire quelle fraction du grêlon est en réalité 
liquide en s’inspirant des travaux de Mioche (2006) réalisés avec le modèle EXMIX. Les 
processus de fonte et du givrage pourraient alors être améliorés pour tenir compte des 
deux modes de croissance (humide et sec) possibles pour les grêlons. Une représentation 
de ce type pour la phase glace permettrait de simuler les phénomènes de bande brillante.  
 
  Malgré ces améliorations qui restent à développer, DESCAM-3D est désormais 
opérationnel et donne des résultats satisfaisants. Nous allons donc utiliser le modèle dans 
les grandes campagnes de mesure en cours, comme AMMA (African Monsoon 
Multidisciplinary Analyses) ou ASTAR (Artic Study of Tropospheric Aerosols, clouds 
and Radiation), ou à venir, comme COPS (Convective and Orographycally-induced 
Precipitation Study) ou encore HYMEX (Hydrological cycle in the Mediterranean 
Experiment). 
Ensuite, comme un des points forts de DESCAM-3D est de conserver la masse 
d’aérosol dans les hydrométéores, une autre application possible sera l’étude du lessivage 
des particules d’aérosol par un nuage ou encore après plusieurs cycles nuageux. 
Enfin, pour revenir à l’objectif principal qui est d’améliorer la représentation des 
nuages dans les modèles à microphysique paramétrée, il faudrait maintenant passer à la 
phase de comparaison entre des modèles paramétrés comme Méso-NH ou RAMS 
(Regional Atmospheric Modelling System) et DESCAM-3D. De tels travaux pourraient 
certainement mettre en lumière les différences entre ces modèles et même conclure quant 







Annexe A  
Modification de la désactivation des 
gouttes dans DESCAM 
 
 
La comparaison des résultats d’EXMIX et de DESCAM pour la simulation du cas de 
CCOPE* (cf. chapitre 2) nous a conduit à remettre en question le fonctionnement du 
processus de désactivation dans DESCAM. Comme au chapitre 2, paragraphe 2, nous 
allons tout d’abord exposer le problème soulevé par l’analyse et la comparaison des 
résultats de DESCAM 1D½ et EXMIX et nous en rechercherons les causes. Ensuite, nous 
détaillerons la solution envisagée et les modifications apportées au modèle DESCAM. 
Enfin, nous évoquerons les améliorations induites par ces modifications.  
 
 
A1. Problème inhérent au schéma de désactivation de DESCAM 
 
La figure A.1 montre le spectre des particules d’aérosol et des gouttes pendant 
l’épisode de précipitation. On note effectivement la présence de très large gouttes avec un 
rayon autour de 600 µm. L’altitude choisie est inférieure à la base du nuage. De ce fait, 
les particules d’aérosol de cette couche n’ont jamais été activées et le spectre des aérosols 
est pratiquement identique à celui de départ dans le modèle EXMIX. Dans le modèle 
DESCAM, on voit curieusement apparaître un pic autour de 6-7 µm dans le spectre des 
particules d’aérosol. Cette couche n’ayant jamais été sursaturée, ces particules d’aérosol 
proviennent vraisemblablement de la désactivation des gouttes de pluie. 
                                                 
*
 Cooperative Convective Precipitation Experiment 
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Figure A.1 : Spectres en nombre des particules d’aérosol humides et des gouttes sous la base du 
nuage (altitude 1500 m) pendant l’épisode de précipitation (t=46 min), voir figure 2.10 du chapitre 2. 
Les spectres simulés par DESCAM sont en traits pleins et ceux par EXMIX en traits pointillés. 
 
A2. Solution proposée – Test réalisé 
 
Afin d’éviter le problème d’accumulation des AP dans les dernières classes, un 
nouveau schéma a été implémenté dans le modèle. A partir de la connaissance du rayon 
moyen des particules d’aérosol sèches Nr  dans les gouttes qui vont être désactivées, on 
recalcule le rayon d’équilibre en fonction de la sursaturation qui règne dans le milieu et 
toujours à l’aide de l’équation de Koehler simplifiée (il faut donc résoudre à nouveau 
l’équation 25 du chapitre 1, cf. Annexe B). La particule d’aérosol issue de la désactivation 
de la goutte est ajoutée dans la classe à laquelle appartient la valeur du rayon d’équilibre 
précédemment calculée. En d’autres termes, les particules d’aérosol récupérées par 
désactivation sont directement mises à l’équilibre. Certes ce schéma rend la désactivation 
des gouttes encore plus brutale mais il a l’avantage de rester cohérent avec l’hypothèse 
d’équilibre des particules d’aérosol. 
 
Pour vérifier le bon fonctionnement de ce nouveau schéma numérique dans un cas 
simple, nous avons travaillé avec DESCAM 1D½ mais en se limitant à deux couches en 
vertical. Dans la couche du bas (n°1), l’évolution de l’humidité relative est imposée et est 
représentée sur la figure A.2. Au départ, l’humidité relative par rapport à l’eau prend la 
valeur de 80% puis elle augmente de 2% à chaque pas de temps jusqu’à atteindre la 
valeur limite de 100.5% où elle se stabilise. La vitesse verticale reste constante et prend 
dans cet exemple la valeur de 5 m s-1. L’évolution de l’humidité relative dans la couche 
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n°2 du dessus est également tracée sur la figure A.2. Dans cette couche, l’humidité 
relative suit une courbe régulière et atteint la saturation autour de 80 s soit environ 60 s 
après la couche n°1. Pendant cette minute, on va donc avoir des gouttes formées dans la 
couche n°1 qui vont être transportées dans la couche n°2 où elles vont évaporer et être 
désactivées. Nous avons également utilisé le modèle EXMIX dans la même configuration 
(2 couches, RH et w imposés) comme modèle de référence. 
 


























La figure A.3 montre les spectres des particules d’aérosol et des gouttes dans la 
couche n°2 à t=70 s, temps qui correspond à la fin de la sous-saturation. Le spectre simulé 
par EXMIX montre un pic autour de 3 µm. Pour le modèle DESCAM, on retrouve à peu 
près ce pic dans le réservoir des gouttes quelque soit le schéma utilisé pour la 
désactivation. Pour ce qui est des particules d’aérosol humides, on retrouve donc bien ici 
le problème précédemment évoqué de l’ancien schéma : la désactivation des gouttes 
conduit à une accumulation de particules d’aérosol humides dans les dernières classes de 
la grille des AP. Avec le nouveau schéma, les gouttes désactivées ont redonné des 
particules d’aérosol humides bien plus petites (entre 300 nm et 1 µm). On évite donc ainsi 
la création artificielle de grosses particules d’aérosol. 
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Spectre avant l'arrivée des gouttes (t=24s)
 
Figure A.3 : Spectres en nombre des particules d’aérosol humides et des gouttes pour le modèle 
EXMIX en trait noir, et pour le modèle DESCAM, en rouge et en bleu selon le schéma utilisé pour la 
désactivation. Pour le modèle DESCAM, le spectre des particules d’aérosol humides est en trait 
continu tandis que celui des gouttes est en pointillés. 
 
























Figure A.4 : Evolution de l’humidité relative en fonction du temps dans la couche n°2 pour EXMIX 
(en noir) et DESCAM (en bleu et en rouge selon le schéma utilisé pour la désactivation). 
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Par rapport au spectre initial à t=24 s (soit avant l’arrivée des premières gouttes en 
provenance de la couche du dessous), on constate à t=70 s que la désactivation des 
gouttes dans le modèle EXMIX a redonné des particules d’aérosol dans toute la gamme 
de 200 nm à 1 µm. Même avec le nouveau schéma pour la désactivation, DESCAM 
n’arrive pas à reproduire un spectre des particules d’aérosol ayant la même forme que 
celui simulé par EXMIX. Il semble probable que l’on touche ici une des limites du 
modèle DESCAM. Ayant uniquement accès à la masse moyenne d’aérosol, on obtient 
après la désactivation des gouttes une redistribution des particules d’aérosol autour d’une 
valeur moyenne de 300-400 nm.    
Sur la figure A.4, on peut voir que l’évolution de l’humidité relative dans la couche 
n°2 en fonction du temps dépend du schéma utilisé pour la désactivation des gouttes. Si 
l’on compare avec le modèle EXMIX, on s’aperçoit alors que l’évolution de l’humidité 
relative dans le modèle DESCAM se rapproche plus de celle simulée par EXMIX lorsque 
l’on utilise le nouveau schéma pour la désactivation des gouttes.  
 




















Figure A.5 : Spectres en nombre des particules d’aérosol humides et des gouttes sous la base du 
nuage (altitude 1500 m) pendant l’épisode de précipitation (t=46 min). Les spectres simulés par 
DESCAM avec le nouveau schéma pour la désactivation sont en traits pleins et ceux par EXMIX en 
traits pointillés. 
 
Finalement, pour revenir au cas de CCOPE, la figure A.5 est l’analogue de la figure 
A.1 mais avec le nouveau schéma de désactivation pour DESCAM. Le nouveau schéma 
n’accumule plus les particules d’aérosol dans les dernières classes de la grille mais les 
redistribue entre 200 et 800 nm. Il tient compte de l’hypothèse d’équilibre faite pour les 
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Résolution analytique de l’équation de 
Koehler (simplifiée) pour les particules 
d’aérosol non activées 
 
 
Dans cet annexe comme dans le chapitre 1, nous appelons « Equation de Koehler 














= , l’équation de Koehler simplifiée peut s’écrire sous la forme d’une 






























Résoudre l’équation de Koehler revient donc à chercher les racines d’une équation du 
troisième degré. Or, les équations du 3ème degré peuvent être résolues analytiquement et il 
existe donc des formules générales donnant directement les racines de l’équation. Les 
détails de la résolution analytique d’une équation du 3ème degré peuvent être trouvés à 
l’adresse internet suivante : http://mathworld.wolfram.com/CubicFormula.html. Ici nous 
nous contenterons de présenter rapidement les formules générales et leur application à la 





B.1 Formules générales pour les racines d’une équation cubique 
 
Comme pour la plupart des résolutions analytiques d’équations, la première étape 
consiste à calculer le discriminant ∆ :  
 





















































B.2 Application à la résolution de l’équation de Koehler 
 
Dans le cas qui nous intéresse ici, la solution de l’équation de Koehler doit nous 
donner la taille d’équilibre d’une particule d’aérosol, dont le rayon « sec » est Nr , sous 
une certaine sursaturation wvs , . Seules les solutions réelles et positives nous intéressent 
donc. Pour ce qui est des racines réelles, leur nombre est fonction du signe du 
discriminant ∆. 
 
Dans le cas d’un discriminant ∆ strictement positif, l’équation cubique admet une 
solution réelle (x1) et deux solutions complexes conjuguées (x2 et x3). La taille d’équilibre 
cherchée correspond donc à la solution x1 et seule cette racine est calculée.  
Dans le cas d’un discriminant nul ∆=0, les trois racines sont réelles mais deux au 
moins sont égales (x2 et x3). Dans le cas de l’équation de Koehler avec a2=0, on obtient : 
3
1
RTS ==  
3
1




1 RTSxx −=+−==  
Comme x1 et x2 sont réelles, R ne peut être qu’un réel positif et la solution à conserver est 
encore x1. Donc si le déterminant est positif ou nul, on ne calcule que la racine x1.  
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Dans le cas où ∆ est strictement négatif, l’équation cubique admet alors 3 solutions 





































































































Le signe des solutions est maintenant entièrement déterminé par la valeur deθ . Comme θ 
est le résultat d’une fonction arccosinus, θ appartient à l’intervalle [ ]pi,0 . Ainsi : 
33






























4 pipiθpi ≤+≤   et dans ce cas on ne peut pas conclure sur le signe du 
cosinus et donc sur le signe de x3.  
Si x3 est négatif, x1 est la seule solution qui convienne. Etudions rapidement le cas où 
deux solutions positives existent (x1 et x3). D’après la figure B.2, l’équation de Koehler 
peut admettre deux solutions positives lorsque l’air est sursaturé (RH>100%) et que la 
particule est de petite taille. Dans ce cas, la valeur la plus petite (notée r1) correspond à la 
taille d’équilibre de la particule d’aérosol non activée et est donc la valeur cherchée. La 
valeur la plus grande (r2) doit elle être éliminée car elle correspond au cas d’une particule 




= , dans le cas où deux racines 
positives x1 et x3 existent, seule la plus grande des deux doit donc être conservée. Par un 
raisonnement sur le cercle trigonométrique (cf. Fig. B.1) on peut facilement se vérifier 
que, puisque 
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Figure B.2 : Courbe de Koehler pour une particule d’aérosol sèche de rayon r=8 nm.  Pour une 
valeur d’humidité relative donnée (exemple en bleu RH=102%), il est possible que l’équation de 







Annexe C  
La sous-séparation du pas de temps pour 
le processus de condensation /évaporation 
 
 
C.1. Présentation du problème 
 
La sursaturation est déterminée par la température et le contenu en vapeur d’eau. 
L’évolution de la sursaturation est gouvernée en grande partie par la dynamique (la 
sursaturation d’une couche peut par exemple augmenter du fait de l’advection d’air chaud 
et humide depuis une couche inférieure) mais aussi par la microphysique et surtout les 
changements de phase. Pour ne citer qu’un exemple, le processus de condensation 
consomme de la vapeur d’eau et dégage également de la chaleur : tout comme la 
dynamique, il influence donc à la fois la température et le contenu en vapeur.   
La figure C.1 met en avant un problème récurrent des modèles à microphysique 
explicite : la combinaison des effets de la dynamique et de la microphysique sur la 
sursaturation peut conduire à des oscillations de cette dernière qui s’amplifient 
rapidement.  
Prenons le cas d’une couche nuageuse (donc déjà saturée) qui voit sa sursaturation 
augmenter du fait de l’advection d’air humide depuis les couches d’altitude inférieure. 
Suite à ce changement dans la sursaturation d’origine dynamique, la microphysique 
« réagit » : la sursaturation étant maintenant plus élevée, la croissance des gouttes est plus 
efficace et consomme une grande quantité de vapeur. Les processus microphysiques 
conduisent ainsi à une diminution de la sursaturation. Dans l’exemple de la figure C.2, on 
note même que l’humidité relative finale (après dynamique et microphysique) est 
inférieure à l’humidité initiale. 
 
 172 

























































Figure C.2 : Décomposition de l’évolution de l’humidité relative en fonction du temps en une 
composante dynamique et une composante microphysique. 
 
La figure C.3 représente la décomposition de l’évolution de l’humidité relative en 
ses composantes dynamique et microphysique lorsqu’il y a formation d’une oscillation. 
La formation de cette oscillation débute par un épisode de forte condensation qui abaisse 
l’humidité relative en dessous de 100% (point S). Pour la microphysique, on considère 
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maintenant que l’air est sous-saturé et l’évaporation devient le processus prépondérant 
d’où maintenant une augmentation de l’humidité relative du fait de la microphysique et 
un retour à l’état sursaturé. Au pas de temps suivant, on se trouve maintenant dans une 
situation fortement sursaturée qui s’accompagne immanquablement de la condensation 
d’une trop grande quantité de vapeur d’eau etc. Ainsi de suite, une alternance de phases 
d’évaporation intense et de forte condensation se met en place et s’autoalimente. 
 




















Figure C.3 : Evolution de l’humidité relative lors de la formation d’une oscillation décomposée en une 
composante dynamique et une composante microphysique. Lorsque l’évolution microphysique 
conduit à une diminution de l’humidité relative, la croissance des hydrométéores domine 
l’évaporation. A l’inverse, lorsque l’évaporation est prépondérante, la microphysique est responsable 
d’une augmentation de l’humidité relative matérialisée sur la figure par les lignes rouges.   
 
 
C.2. Solution adoptée 
 
La méthode utilisée pour résoudre ce genre de problème consiste à réduire le pas 
de temps pour le processus de condensation. Le pas de temps dynamique est divisé en 
plusieurs sous pas de temps pour lesquels la croissance des hydrométéores est calculée et 
son impact sur l’humidité relative est répercuté (cf. Fig. C.4). Sur l’exemple de la figure 
C.4, on constate qu’au final l’humidité relative est d’environ 102% au lieu de 101.8% 
lorsque le pas de temps a été segmenté. L’humidité initiale était de 101.9% (cf. Fig. C.2). 
Dans le cas du calcul pour le pas de temps entier, la combinaison dynamique + 
microphysique conduit à une diminution du RH. A l’inverse, avec la sous-séparation du 




































Figure C.4 : Schéma de la sous-séparation du pas de temps pour éviter les cas de trop forte 
condensation. Pour chaque sous pas de temps, l’évolution dynamique est calculée à partir de la 
tendance pour le pas de temps total.  
 
La mise en œuvre de la solution présentée ci-dessus pose le problème de la 
détection de l’épisode de trop forte condensation à l’origine du comportement oscillatoire 
de l’humidité relative. Dans DESCAM 3D, un taux de production/destruction d’eau 
liquide de τ = 30 mg m-3 s-1 a été choisi comme valeur limite dans le déclenchement ou 
non de la sous-séparation du pas de temps pour le processus de condensation évaporation. 

















tmqv   (en g/g)     
Par la suite, cette valeur limite pour la variation du contenu en vapeur sera notée 
« cdmax ». Pour DESCAM 1D½, le pas de temps est de 2 s et la formule ci-dessus 
donnerait alors pour le cdmax une valeur de 5.10-5. Techniquement, la condensation est 
effectuée par défaut avec le pas de temps total, puis la valeur vq∆ correspondante est 
calculée. Si elle excède la valeur fixée pour le cdmax, alors la condensation est recalculée 






Annexe D  
Tentative de prise en compte de la forme 
des cristaux dans DESCAM 1D½ 
 
 
Dans le chapitre 1, nous avons vu que le point fort de DESCAM 3D par rapport aux 
autres modèles tridimensionnels à microphysique détaillée réside dans le traitement des 
particules d’aérosol qui ont servi à former des gouttes et des cristaux. En revanche, le 
modèle DESCAM 3D ne prend en compte qu’une seule forme pour les cristaux de glace 
(sphérique) et qu’une seule valeur possible pour la densité (0.9 g cm-3). Dans la littérature, 
il existe des modèles 3D à microphysique détaillée (cf. chapitre 1, paragraphe 1.2) qui 
tentent de prendre en compte les différentes formes possibles pour les cristaux de glace 
soit par l’intermédiaire de variations dans la valeur de la masse volumique des cristaux 
(Ovtchinnikov et Kogan, 2000), soit par l’utilisation de plusieurs fonctions (une par 
forme) pour représenter la phase glace (Lynn et al., 2005). La représentation actuelle de la 
phase glace dans DESCAM 3D est actuellement un point faible de notre modèle et doit 
dans le futur être améliorée. Dans ces quelques pages un travail préliminaire avec 
DESCAM 1D½ est présenté. Au lieu d’utiliser une seule fonction pour la glace, nous 
avons choisi d’en utiliser 3 respectivement pour les cristaux de forme plaquette, sphérique 
et colonne. Après avoir détaillé les nouvelles hypothèses adoptées pour la phase glace, les 










D.1. Hypothèses adoptées pour la prise en compte de la forme des 
cristaux dans le modèle DESCAM 1D½ 
 
Au vu des modèles préexistants, nous avons choisi de considérer les trois formes 
suivantes : plaquettes hexagonales, colonnes et sphères. Comme dans DESCAM 1D½, la 
grille reste en masse et pour chaque forme, deux fonctions sont utilisées : 
- f représente le nombre de cristaux de la forme choisie et de masse m. 
- g indique la masse totale d’aérosol contenue dans l’ensemble des cristaux de la 
forme choisie et de masse m. 
A chaque forme est également associé un axe des rayons correspondant à l’axe des 
masses (qui est lui commun aux trois formes). Les relations entre masse et rayon sont 
récapitulées dans le tableau D.1. La masse volumique, la capacitance, les vitesses de 
chute et les efficacités de collection sont également propres à chaque forme. 
 
Tableau D.1 : Principales caractéristiques choisies pour les trois formes représentées : plaquettes, 
colonnes et sphère. 









d : diamètre du 
cercle circonscrit à la 
plaquette 
l : longueur de la 
colonne 
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Figure D.1 : Simplification du diagramme de Bailey and Hallet (2004) adoptée. 
 
Pour l’instant, il n’existe pas dans le modèle de processus de conversion permettant de 
transformer une forme en une autre sous l’effet du givrage par exemple. Autrement dit, 
les trois paires de distributions (f1,g1), (f2,g2) et (f3,g3) sont rigoureusement 
indépendantes. Les cristaux d’une forme donnée peuvent grossir par déposition de vapeur 
et givrage mais même sous l’effet de ce processus, ils conservent leur forme originale. 
La formation des cristaux se fait toujours suivant les formules de Meyers et al (1992) 
et de Koop et al (2000) respectivement pour la nucléation hétérogène et homogène. La 
détermination de la forme des cristaux nucléés s’inspire du diagramme de Bailey et Hallet 
(2004) (cf. Fig. D.1). La dépendance en fonction de la sursaturation n’est cependant pas 
prise en compte, la forme du cristal est uniquement déterminée par la température. Les 
zones où les cristaux formés sont ajoutés dans la catégorie des plaquettes sont sur fond 
rouge (pour T entre 0 et -4°C et entre -9°C et -22°C), celles pour la forme colonne (pour 
T entre -4 et -9°C  et T < -40 °C); en bleu. La zone restante (entre T=-22 et -40°C), 




D.2. Résultats de la modélisation du cas de CCOPE 
 
Les figures D.2 et D.3 représentent les contenus en eau et en glace (nuageuses et 
précipitantes) en fonction du temps et de l’altitude pour le modèle DESCAM avec les 
trois formes pour la phase glace. On remarque immédiatement que ces figures sont très 
différentes de celles du chapitre 2 (cf. Fig. 2.10 et 2.12) pour le modèle DESCAM 1D½ 
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avec uniquement la forme sphérique. L’évolution du nuage est complètement changée à  
partir de l’apparition de la phase glace. On a une « congélation » très rapide du nuage 
autour de 1900 s : quasiment l’intégralité du contenu en eau nuageuse se retrouve un peu 
plus tard dans le contenu en glace précipitante. Les précipitations sont maintenant 
entièrement produites via la phase glace : il n’y a plus d’eau précipitante à l’intérieur du 
nuage. L’averse simulée atteint le sol autour de 2300 s, ce qui ne s’est jamais produit 
auparavant même lorsque nous avons utilisé un spectre marin pour les particules 
d’aérosol. On constate également que la durée de l’averse est limitée (entre environ 2300 
s et 2900 s).  
 
La figure D.4 détaille le contenu en glace en fonction de la forme des cristaux. On 
s’aperçoit ainsi que les cristaux sphériques sont les premiers à se former mais ils 
n’occupent que les couches au-dessus de 7 km. C’est la formation des cristaux de forme 
plaquette qui déclenche l’augmentation rapide du contenu en glace précipitante à 
l’intérieur du nuage. Ces cristaux semblent particulièrement aptes à collecter des 
gouttelettes. Enfin, on constate que la forme colonne est presque inexistante. Quelques 
cristaux sont produits dans les couches les plus hautes (supérieures à 9 km), ce qui 
correspond à un contenu en glace de l’ordre de 0.01 g m-3. La participation des cristaux 
colonnes à l’évolution du nuage est donc complètement négligeable.  
 
 



















Figure D.2 : Contenu en eau nuageuse (traits noirs) et en eau précipitante (zone et traits gris) en g m-3 
pour la simulation du cas de CCOPE avec le modèle DESCAM avec trois formes possibles pour les 
cristaux. 
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Figure D.3 : Contenu en glace nuageuse (traits noirs) et glace précipitante (zone et traits gris) en g m-3 

























Figure D.4 : Contenus en glace en g m-3 pour les différentes formes considérées en fonction du temps 
et de l’altitude. Les couleurs noir, gris clair et gris foncé sont respectivement associées aux formes 
plaquettes hexagonales, sphères et colonnes. Pour les cristaux plaquettes et sphériques, le premier iso-
contour correspond à 0.1 g m-3 alors que pour les cristaux colonne la valeur de 0.01 g m-3 a été choisie. 
 
 
D.3. Comparaison avec les résultats de DESCAM 1D½ 
 
La figure D.5 de Dye et al. (1986) représente les réflectivités radars observées pour le 
cas de la campagne CCOPE qui nous intéresse. Elle est à comparer avec les figures D.6 et 
D.7 qui représentent respectivement les réflectivités radar simulées par le modèle 
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DESCAM 1D½ dans le cas avec 1 forme pour les cristaux et dans le cas avec les 3 formes 
différentes. On remarque immédiatement que seule la prise en compte de différentes 
formes pour la phase glace dans le modèle DESCAM 1D½ permet de retrouver des 
réflectivités de plus de 45 dBZ comme cela a été observé. On reproduit également bien 
l’allure des courbes d’iso-réflectivité qui sont très serrées au début de l’évolution du 
nuage et qui au contraire s’espacent après avoir atteint et dépassé les 45 dBZ. 
 
 
Figure D.5 : Réflectivités radars (dBZ) mesurées le 19 Juillet 1981 (Dye et al., 1986). 
 



















Figure D.6 : Réflectivités radar simulées (en dBZ) par le modèle DESCAM avec une seule fonction 
pour les cristaux (forme sphérique). 
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Figure D.7 : Réflectivités radar simulées (en dBZ) par le modèle DESCAM avec trois fonctions 
différentes pour les cristaux de glace. 
 
 
D4. Conclusion  
 
A travers cet aperçu très bref des premiers résultats de DESCAM 1D½ avec trois 
formes différentes pour la phase glace, il apparaît clairement que la forme choisie pour les 
cristaux dans un modèle de nuage est susceptible de modifier grandement les résultats du 
modèle. Cette version de DESCAM 1D½ n’est pour l’instant qu’une première approche 
dans cette voie de recherche et dors et déjà, des améliorations peuvent être proposées. Le 
principal inconvénient de cette approche est de ne pas permettre de transferts entre les 
différentes formes sous l’effet d’un processus ou l’autre. Ainsi, un cristal colonne formé à 
très haute altitude qui sédimente vers des classes où la température est plus élevée et où la 
croissance des cristaux est caractéristique des plaquettes hexagonales devrait voir sa 
forme se modifier (de même que sa capacitance !). De plus, il conviendrait également de 
prendre en compte l’altération des formes initiales et de la densité du cristal par le 
givrage !  Les pistes à creuser sont nombreuses et variées mais d’une grande importance 












a : rayon d’une goutte 
aw : activité de l’eau en solution 
i
wa  : activité de l’eau en solution en équilibre avec la glace 
C 
C : capacitance des cristaux de glace 
cp : capacité calorifique de l’air à pression constante 
D 
dt : pas de temps 
D : diamètre de la goutte 
Di : diamètre du cristal de glace 
*
vD  : diffusivité corrigée de la vapeur dans l’air 
E 
e : pression de vapeur 
esat,w : pression de vapeur saturante de l’air par rapport à l’eau 
esat,i : pression de vapeur saturante de l’air par rapport à la glace 
E : efficacité de collection 
F 
fAP : fonction de distribution en nombre des particules d’aérosol (DESCAM) 
fd : fonction de distribution en nombre des gouttes (DESCAM) 
fi : fonction de distribution en nombre des cristaux (DESCAM) 
fwat : fonction de distribution en nombre des particules d’aérosol humides et des 
gouttes (EXMIX) 
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fice : fonction de distribution en nombre des noyaux glaçogènes et des cristaux 
(EXMIX) 
f(T) : facteur de correction en température 
Fv : facteur de ventilation  
G 
g : accélération de la pesanteur 
gAP,a : fonction de distribution en masse des particules d’aérosol sèches dans les 
particules d’aérosol humides (DESCAM) 
gAP,d : fonction de distribution en masse des particules d’aérosol dans les gouttes 
(DESCAM) 
gAP,i : fonction de distribution en masse des particules d’aérosol dans les cristaux 
I 
IRS : paramètre de résolution de la grille des cristaux 
IWC : contenu en glace (ice water content) 
J 
Jhom : taux de nucléation homogène par unité de volume et de temps 
JRS : paramètre de résolution de la grille des gouttes 
K 
*
ak  : conductivité thermique de l’air corrigée 
K : noyau de collection 
2
iK : constante diélectrique de la phase glace 
2
wK : constante diélectrique de l’eau liquide 
Kh : coefficient de diffusion turbulente 
KRS : paramètre de résolution de la grille des particules d’aérosol (DESCAM) 
L  
Le : chaleur latente d’évaporation 
Ls : chaleur latente de sublimation 
LWC : contenu en eau liquide (liquid water content) 
M 
mt : masse de l’hydrométéore  
ms : masse de sel dans un hydrométéore  
mw : masse d’eau dans une goutte 
mAP : masse de la particule d’aérosol dans l’hydrométéore (EXMIX) 
m  : masse moyenne des particules d’aérosol dans une classe d’hydrométéores 
(DESCAM) 
 185 
Ms : masse molaire du sel composant la partie soluble de la particule d’aérosol 
Mw : masse molaire de l’eau 
N  
NIN : nombre de noyaux glaçogènes par volume d’air 
NAC : nombre de classes de la grille des particules d’aérosol (DESCAM) 
NIC : nombre de classes de la grille des cristaux (DESCAM) 
NRP : nombre de classes de la grille des gouttes (DESCAM) 
P 
p : pression 
Q 
qi : rapport de mélange en glace 
qv : rapport de mélange en vapeur d’eau 
qw : rapport de mélange en eau liquide 
R 
r1 : rayon du cylindre intérieur (modèle 1D½) 
r2 : rayon du cylindre extérieur (modèle 1D½) 
r : rayon de la particule d’aérosol humide (DESCAM) 
ract : rayon d’activation 
rN : rayon de la particule d’aérosol sèche 
Nr  : rayon moyen des particules d’aérosol sèches dans une classe d’hydrométéores 
(DESCAM) 
R : constante des gaz parfaits 
Rv : constante des gaz parfaits pour l’air humide 
Rd : constante des gaz parfaits pour l’air sec 
RH : humidité relative par rapport à l’eau 
RHI : humidité relative par rapport à la glace 
S 
sv,w : sursaturation par rapport à l’eau 
sv,i : sursaturation par rapport à la glace 
T 
T : température 
Ts : température de surface du grêlon 
U 
ui : (i=1,3) les trois composantes de la vitesse 
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u~  : vitesse radiale à l’interface des deux cylindres (modèle 1D½) 
∞
U  : vitesse terminale de chute 
V 




 : vitesse de l’air 
W 
w : composante verticale de la vitesse 
we : vitesse verticale pour l’environnement (modèle 1D½) 
Y 
Y : effets de Raoult et de Kelvin 
Z 
Z : facteur de réflectivité radar en mm6 m-3 




α : coefficient de turbulence 
δ 
δMi : masse de vapeur d’eau qui se sublime  
δMw : masse de vapeur d’eau qui se condense  
ε 
ε : fraction soluble de la particule d’aérosol 
ν 




 : vitesse de rotation de la terre 
Φ 
Φ : coefficient osmotique 
ρ 
ρ : densité de l’air 
ρN : densité de la particule d’aérosol 
ρw : densité de l’eau liquide 
ρi : densité de la glace 
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σ 
σ : tension de surface 
σ
2
 : densité surfacique de l’ascension (modèle 1D½) 
θ 
θ : température potentielle 
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Développement d’un modèle tridimensionnel à microphysique détaillée  
Application à la simulation de cas de convection moyenne et profonde 
 
La représentation des nuages est une source importante d’incertitude dans les modèles 
à échelle synoptique ou globale. Pour l’améliorer, la solution retenue au Laboratoire de 
Météorologie Physique consiste à construire un modèle de nuage le plus réaliste possible, 
pour pouvoir ensuite le comparer avec des représentations plus simplifiées des nuages et 
détecter leurs éventuelles faiblesses. Dans un premier temps, un modèle de nuage 
tridimensionnel et à microphysique détaillée pour la phase liquide a été développé par 
Leporini (2005) à partir du modèle dynamique 3D de Clark et Hall (1991) et du modèle 
microphysique DESCAM (DEtailed SCAvenging Model) de Flossmann et al. (1985). 
L’objectif de cette thèse était de compléter ce modèle avec la phase glace. Le modèle 
final appelé DESCAM-3D utilise au total 195 variables pour décrire les caractéristiques 
microphysiques des nuages. De plus, 3 distributions (sur 5 au total) servent à représenter 
les particules d’aérosol résiduelles et interstitielles. Ainsi, le modèle DESCAM-3D est 
aussi un outil particulièrement adapté pour l’étude des interactions entre aérosol - nuage.  
Le modèle DESCAM-3D a été validé par comparaison avec des mesures aéroportées 
dans un nuage convectif de la campagne CRYSTAL-FACE (Cirrus Regional Study of 
Tropical Anvils and Cirrus Layers – Florida Area Cirrus Experiment) et avec des 
observations de la précipitation au sol dans un cas de convection moyenne au dessus des 
Cévennes (Expérience Alès 2004). Enfin, les premières études des interactions aérosol-
nuages avec DESCAM-3D ont déjà montré que le nombre des particules d’aérosol 
influence la précipitation au sol mais aussi la dynamique du nuage et de ce fait peut avoir 




Development of a three-dimensional cloud model with detailed warm and cold 
microphysics - Numerical studies of medium and deep convective clouds 
 
Clouds are a great source of uncertainties in synoptic models and GCM (Global 
Climate Models). To improve the treatment of clouds in those models, a high resolved 3D 
cloud model with detailed (bin) microphysics has been developed at the Laboratoire de 
Météorologie Physique. A comparison with bulk microphysical models will allow their 
calibration. The first model for warm clouds (Leporini, 2005) couples the dynamics of the 
NCAR Clark-Hall cloud scale model (Clark and Hall, 1991) with the DEtailed 
SCAvenging Model (DESCAM) of Flossmann et al. (1985). This thesis focuses on the 
implementation of an ice phase module. The updated microphysical scheme follows the 
evolution of aerosol particle, drop and ice crystal spectra each with 39 bins. Aerosol mass 
in drops and ice crystals is predicted by two distribution functions in order to close the 
aerosol budget. This detailed model called DESCAM-3D is thus a very efficient tool to 
study the aerosol-clouds interactions. 
To validate DESCAM-3D, we compared the model results with airborne observations 
inside a cumulonimbus from CRYSTAL-FACE (Cirrus Regional Study of Tropical 
Anvils and Cirrus Layers – Florida Area Cirrus Experiment) and with ground based 
measurements of precipitation during a medium convective case over the Cévennes’ 
foothills. Sensitivity studies were also made concerning the total number of aerosol 
particles. The number of aerosol particles in the boundary layer is found to influence 
precipitation but also the dynamic evolution of the cloud and consequently can have 
impacts on the properties of the anvil of convective clouds.  
