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Radial parts of Haar measures
and probability distributions on the space
of rational matrix-valued functions
Yu.A.Neretin1
Consider the space C of conjugacy classes of a unitary group U(n+m) with respect
to a smaller unitary group U(m). It is known that for any element of the space C we
can assign canonically a matrix-valued rational function on the Riemann sphere (a
Livshits characteristic function). In the paper we write an explicit expression for the
natural measure on C obtained as the pushforward of the Haar measure of the group
U(n+m) in the terms of characteristic functions.
1 The statement
1.1. The purpose of the paper. There is a wide literature (see, e.g., [19],
[21], [22], [7] and further references in these works) on Gaussian random func-
tions, the topic arises at least to the Payley–Wiener book [18], Chapter 10.
Relatively recently M. Krishnapur [10] started investigation of random matrix-
valued holomorphic functions.
In the present paper we consider measures on the space of rational matrix-
valued functions on the Riemann sphere. The origin of the question under a
discussion is the following. To be definite, consider an unitary group U(n). The
distribution of eigenvalues of unitary matrices is a measure on the set of n-point
subsets on the circle with a density of the form C ·
∏
k<l |zk−zl|
2 (The Hermann
Weyl formula, see, e.g., [8], formula (3.2.2), or [4], Theorem 11.2.1). There exists
a zoo of similar formulas, a usual corresponding term is ’radial parts of Haar
measures on symmetric spaces’. Namely, we consider a Riemannian symmetric
spaceG/K, the space of double cosetsK\G/K, and the pushforward of the Haar
measure under the map G→ K \G/K (in the example with unitary group, we
have G = U(n)×U(n), and K is the diagonal subgroup U(n)), general formulas
are contained in [6], Propositions X.1.17, X.1.19.
This important topic has numerous applications and continuations. How-
ever, its extensions to other pairs of groups and subgroups are almost absent2
G ⊃ K. One of obstacles for such extensions are difficulties related to descrip-
tions of double coset and conjugacy classes spaces.
In one case such description is known during a long time. Namely, for con-
jugacy classes of a unitary group U(n+m) with respect to a smaller subgroup
U(m) the solution is given in the terms of Livshits characteristic functions (see
below). In [11] there was proposed a counterpart of characteristic functions for
1The research was carried out at the IITP RAS at the expense of the Russian Foundation
for Sciences (project 14-50-00150).
2The case when G = SU(2) × · · · × SU(2), and K = SU(2) is the diagonal subgroup, is
examined in [12].
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double cosets of U(n + m) by O(m), see also [17]. In [13], [15] characteristic
functions were constructed for a wide class pairs group–subgroup. Since charac-
teristic functions from [13] were originated from representation theory, see [14],
the question about radial parts of Haar measures arises naturally.
In the present paper we get an explicit formula for radial part of Haar mea-
sure in the case of conjugacy classes of U(n+m) by U(m).
1.2. Livshits characteristic function. Let g =
(
α β
γ δ
)
be a block
matrix of size (n +m) × (n +m). The characteristic function of the matrix g
(another term is a transfer-function) is a function on C defined by the formula
χ(λ) := α+ λβ(1 − λδ)−1γ. (1.1)
This function takes values in the space of matrices of size n × n. It is easy to
see that the function does not changes under conjugations of the matrix g by
matrices of the form
(
1 0
0 u
)
. I other words, χ is an invariant of conjugacy
classes of U(n+m) by U(m).
It is known that any rational matrix-valued function that has not a singu-
larity at λ = 0, is a characteristic function of a matrix. On a reconstruction
of the matrix (more precisely, of the conjugacy class) g from its characteristic
function, see, e.g., [3], Chapter 19. This reconstruction is not unique3.
Now let a matrix g be unitary. Then the characteristic function satisfies the
following properties:
1) For |λ| = 1 values of χ(λ) are unitary matrices4.
2) For |λ| < 1 we have5 ‖χ(λ)‖ 6 1; by the Riemann–Schwarz reflection
principle, for |λ| > 1 we have ‖χ(λ)−1‖ 6 1.
3) Represent detχ(λ) as an irreducible fraction, u(λ)v(λ) . It is easy to show
that degrees of polynomials u(λ), v(λ) are 6 m. Indeed this determinant can
be written in the form6
detχ(λ) =
det
(
α −λβ
γ 1− λδ
)
det(1 − λδ)
. (1.2)
Conversely, any rational function on C taking values in the space of n× n-
matrices, satisfying the above-listed properties, is a characteristic function of a
certain unitary matrix of size n+m. Denote the set of such functions by Rn(m).
3However a matrix of a minimal possible size with a given characteristic function is unique
up to a conjugation, see the textbook Dym [3], Chapter 19. Moreover an element of a cat-
egorical quotient of GL(n +m,C) by GL(m,C) can be reconstructed from the characteristic
function in a unique way (see [16]).
4A proof of this and the next statement are contained in Remark in .2.1.
5Thus characteristic functions are matrix-valued analogs of interior functions, which are
well-known in classical theory of analytic functions, see, e.g., [5]. The theory of matrix-valued
interior functions was developed in [20]. On interior functions of matrix argument, see [13].
6For this, it is sufficient to apply the usual formula for a determinant of a block matrix,
see below (2.17).
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Next, consider block matrices of size n + m = n + (m1 + m2) having the
structure
g =

α β 0γ δ 0
0 0 κ

 . (1.3)
It is easy to see that a characteristic function does not depend on the block
κ, on the other hand eigenvalues of the matrix κ are invariants of a conjugacy
class. It is easy to show that any matrix g ∈ U(n + m) by conjugations by
elements of U(m) can be reduced to the form (1.3), where ‖δ‖ < 1.
Finally, spectral data determining a conjugacy class of U(n + m) by U(m)
looks as follows: the characteristic function and the set of eigenvalues of the
matrix δ that are contained in the circle |λ| = 1.
Remark. I do not know a source of literature containing simple proofs of
statements about unitary matrices in a (very small) degree of generality that
is necessary for us. For arbitrary matrices a short exposition is contained in
[3], Chapter 19, see also [1]. The unitary case requires additional arguments.
The statements that are necessary for us is an extremely particular case of [2],
Theorem 5.1. A restoring of a unitary matrix from a characteristic function
also can be done by the Potapov method [20], using expansion of a rational
matrix-valued inner function in a Blaschke product. ⊠
Anyway, for elements of U(n + m) in a general position, the block δ is
purely contractive and conjugacy classes are determined by their characteristic
functions. Thus we have the map
U(n+m)→Rn(m),
and we wish to evaluate the image of the Haar measure under this map. The
answer will be presented in terms of the set of λ, where χ(λ) has an eigenvalue
−1, and the corresponding eigenvectors.
1.3. The density of the measure. Consider an element of the space
Rn(m) in a general position (i.e., an element of a set of full measure, which
will be detaches step-by-step). Consider the set of all points tk ∈ C such that a
matrix χ(tk) has an eigenvalue −1. This set is contained in the circle
7 |λ| = 1.
In a general position the number of such points is m. Let us order the points
tk in some way, for instance, let us assume that
2π > arg t1 > · · · > arg tn > 0.
In a general position there is a unique corresponding eigenvector ck,
χ(tk)ck = −ck, ck = (c
1
k, . . . , c
n
k ) ∈ C
n.
To fix coordinates on Rn(m), we normalize ck from the condition
〈χ′(tk) ck, ck〉 = −t
−1
k .
7For elements of U(n + m) in a general position we have ‖α‖ < 1. But α = χ(0). On
the other hand, on the unit circle ‖χ(λ)‖ = 1. Applying the maximum principle to linear
functionals on the space of matrices we easily get ‖χ(λ)‖ < 1 inside the circle.
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Next, we fix a phase of each vector ck by the assumption c
1
k > 0.
Lemma 1.1 The properties mentioned above really hold in a general position.
In a general position, the numbers tk, the vectors ck, and the unitary matrix
U := χ(−1)
uniquely determine a characteristic function.
Compose a matrix C of size n×m of vector-columns ck. Compose a diagonal
matrix T of numbers tj .
Theorem 1.2 The image of probabilistic Haar measure under the map
U(n+m)→Rn(m)
has the form
θn,m ·
∣∣det(1 + T + C∗(1 + U)C)∣∣−2n−2m∣∣det(1 + U)∣∣2m×
×
m∏
k=1
|1 + tk|
2m+2n
∏
16k<l6n
|tk − tl|
2×
× dσn(U) ·
m∏
k=1
c1k dc
1
k ·
m∏
k=1
n∏
j=2
dRe cjk d Im c
j
k ·
n∏
k=1
dtk
itk
, (1.4)
where dσn(U) is the Haar measure on U(n) and
θn,m = 2
−mπ−mn
∏m+n−1
j=1 j!∏n−1
j=1 j! ·
∏m
j=1 j!
. (1.5)
In view of this statement, we mention two works on random analytic func-
tions.
First, measures on the space of scalar meromorphic functions in terms of
distributions of poles and residues were considered by Wigner [23], 1952. This
is similar to the language of our Theorem 1.2, moreover during a calculation
in Subsect.2.4 we literally use distributions of poles and residues (the main
difference is the following: in Wigner paper distributions of poles and residues
are determined by independent random variables, in our case this is not so).
The class of meromorphic functions, which was considered in [23] can be send
to the class of of (scalar-valued) interior functions by a simple transformation.
Second, a measure on the space of interior functions was considered by Kat-
snelson in [9], 2002, it seems (at least from the first sight) that his object is not
similar to our considerations.
I am grateful to M. Sodin, N. Makarov, S. Sodin for discussions of this topic.
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2 Proof
Notation:
Matk,l is the space of complex matrices of size k × l;
Hermk is the space of Hermitian matrices of size k;
AHermk is the space of anti-Hermitian matrices (X
∗ = −X) of size k;
Tk is the torus, i.e. the product of k circles with the corresponding group
structure;
R+ is the positive semi-axis.
2.1. A preparation lemma. Let T be a square matrix. Define its Cayley
transform by the formula
g 7→ H = −1 + 2(1 + g)−1 = (1 + g)−1(1− g).
This transform is inverse to itself and send unitary matrices to anti-Hermitian
matrices.
Lemma 2.1 Consider a block matrix g of size n+m and perform the following
chain of manipulations:
1) we apply the Cayley transform and get a certain matrix H;
2) we take the characteristic function ϕ(s) of the matrix H;
3) we apply the Cayley transform to ϕ(s) and get a function ψ(s) taking
values in Matn,n;
4) we consider the function ϕ
(
t+1
t−1
)
.
Then the resulting function coincides with the characteristic function χg(t)
of the matrix g.
First, we recall that definitions of the Cayley transform and the characteristic
function can be formulated as follows.
• Let g be a square matrix of size n. Let vectors u, v ∈ Cn be connected by
the relation
(u− v) = g(u+ v). (2.1)
Then v = Hu, where H is the Cayley transform of the matrix g.
• Let g be a block matrix of size n +m. Fix λ ∈ C. Consider the set L of
all pairs q, p ∈ Cn, for which there exists x ∈ Cm such that
(
q
x
)
=
(
α β
γ δ
)(
p
λx
)
. (2.2)
The subset L ⊂ Cn ⊕ Cn obtained in such way is determined by the equation
q = χg(λ) p
for all λ except poles of the characteristic function.
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The first statement is evident, we simply write (2.1) in the form
(1 − g)u = (1 + g)v.
To verify the second statement, we write (2.2) as
q = αp+ λβx, x = γp+ λδx.
Eliminating x we get the desired statement.
Remark. Now we can easily derive properties 1)–2) of characteristic func-
tions from Subsect. 1.2. Indeed, if a matrix g is unitary, then
‖q‖2 + ‖x‖2 = ‖p‖2 + ‖λx‖2.
Assuming |λ| = 1, we get ‖q‖2 = ‖p‖2, this implies that the matrix χ(λ) is
unitary. If |λ| < 1, then ‖q‖2 > ‖p‖2, i.e., ‖χ(λ)‖ 6 1. It is worth noting, that
a proof using directly formula (1.1) is not so easy. ⊠
Proof of the lemma. Let g be a block square matrix of size n+m. Then
v = Hu is equivalent to the equality
u− v = g(u+ v).
Next, q = ϕ(s) p, if there exists a vector x such that
(
p
sx
)
−
(
q
x
)
= g ·
[(
p
sx
)
+
(
q
x
)]
or
(
p− q
(s− 1)x
)
= g ·
(
p+ q
(s+ 1)x
)
.
Now we must apply the Cayley transform, i.e., set q = y − z, p = y + z. It is
more convenient to set q = (y − z)/2, p = (y + z)/2, this does not change a
result. We get (
z
(s− 1)x
)
= g ·
(
y
(s+ 1)x
)
,
recall that we consider pairs z, y, for which there exists x such that this equality
holds. set x′ = (s − 1)x. If we change x by x′ the condition for q, p does not
change. Thus, (
z
x′
)
= g ·
(
y
s+1
s−1x
′
)
.
We get the definition of the characteristic function of the matrix g at the point
s+1
s−1 . 
2.2. Start of proof of the theorem. The first Cayley transform.
Now, we intend to watch step-by-step pushforwards of the Haar measure un-
der the transformations described in Lemma 2.1. It is important that all our
manipulations over matrices commute with the action of the group U(m).
The image of the probabilistic Haar measure on U(k) under the Cayley
transform was evaluated by Hua Loo Keng. It has the form (see [8], §3.1)
τk det(1−X
2)−kdX˙, (2.3)
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where X is the Cayley transform of a matrix g,
dX˙ :=
∏
16k6l6n
d Imxkl ·
∏ ∏
16k<l6n
dRexkl, (2.4)
and τk is a normalizing constant,
τk = 2
k2−kπ−k(k+1)/2
k−1∏
j=1
j!
Obviously, the density of the measure can be written as
τn det(1 +X)
−k det(1−X)−k = τn
∣∣det(1 +X)|−2k.
In our case, k = n+m. Representing an anti-Hermitian matrix H (i.e., the
Cayley transform of the matrix g) in a block form H = i
(
A B
B∗ D
)
, we get a
measure
τm+n ·
∣∣∣∣det
[
1 + i
(
A B
B∗ D
)]∣∣∣∣
−2n−2m
dA˙ dB˙ dD˙,
where dA˙, dB˙, dD˙ are the natural Lebesgue measures on the space of matrices,
dB˙ :=
∏
16k6n
∏
16l6m
dRe bkl d Im bkl,
and the notations dA˙, dD˙ are similar (2.4).
2.3. Quotients with respect to the actions of the groups. Reduce
D to the diagonal form, let µ1 > · · · > µm be the eigenvalues, let M be the
diagonal form, i.e., M = V −1DV . Denote by Ξm ⊂ R
m the set of all such
collections. The distribution of eigenvalues of Hermitian matrices is (see, e.g.,
[8], §3.3, or [4], Theorem 10.1.4)
dwm =
πm(m−1)/2∏
16j6m j!
∏
16k<l6m
|µk − µl|
2
m∏
k=1
dµk. (2.5)
Consider the action of the group U(m) on the space of Hermitian matrices 1iH ,(
1 0
0 V
)(
A B
B∗ D
)(
1 0
0 V
)
−1
=
(
A BV
(BV )∗ V −1DV
)
. (2.6)
In fact, this group acts on pairs (D,B), the matrix B can be regarded as a
collection of n rows, denote them by β1,. . . , βn. We get an action of the unitary
group U(m) on the collections of the form: a self-adjoint operatorD and n-tuple
of vectors β1,. . . , βn.
We can reduce D to a diagonal form. After this we preserve a freedom to
conjugate in (2.6) by elements of the diagonal subgroup Tm. In this way, we
can make all coordinates of the vector
β1 = (b11, . . . , b1m)
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being real and positive. After this all coordinates of vectors β1, . . . , βn are
fixed.
Lemma 2.2 Consider the map
Π : Hermm ×Matn,m → Ξm × (R+)
m ×Matn−1,m, (2.7)
which to each pair (D,B) assigns its canonical form (M,B′). Then the image
of the Lebesgue measure under the map Π is
dwm · (2π)m ·
m∏
k=1
b′1k db
′
1k
∏
16l6n,26k6n
dRe b′kl d Im b
′
kl.
Proof. Denote by Flm the space, whose points are ordered collections
ℓ = (ℓ1, . . . , ℓm) of pairwise orthogonal (complex) lines in C
m. Obviously, Flm
is simply a flag space). The group U(m) acts on this space transitively, a
stabilizer of a point is isomorphic Tm, i.e., Fln ≃ U(m)/T
m. Since U(m) is
compact, there is a unique U(m)-invariant probabilistic measure on Fln, denote
it by dℓ˙. For any Hermitian matrix D, we assign the collection of its eigenvalues
µ1 > · · · > µm and the collection of its eigenvalues ℓ1, . . . , ℓm. In this way, we
get map
Hermm → Ξm × Flm,
which is defined a.s. and bijective a.s. The image of the Haar measure under
this map is dwm dℓ˙. This statement is equivalent to8 formula (2.5).
Thus, the action of the group U(m) on
Hermm ×Matn,m ≃ Hermm × (C
m)n
can be regarded as an action on the space
Ξm × Flm × C
m × (Cm)n−1,
trivial on the first factor.
Consider the quotient of Flm×C
m with respect to U(m). Fix a point ℓ ∈ Flm,
denote by Tmℓ ⊂ U(m) its stabilizer. For all ℓ the distribution of T
m
ℓ -invariants
in a fiber Cm is the same. Therefore, on the space
(Flm × C
m)/U(m) ≃ (R+)
m
we get the same distribution of invariants,
m∏
k=1
b′1k db
′
1k.
Now we can identify the following spaces by a U(m)-equivariant measure
preserving transformation
Flm × C
m ≃ (R+)
m ×U(m).
8Actually, proofs of formula (2.5) usually use this fact (directly or hidden).
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Thus we come to the action of U(m) on
Ξm × (R+)
m ×U(m)× (Cm)n−1,
moreover, the action is trivial on the first two factors, on U(m) the group acts
by right shifts, on vector-rows it acts in a natural way. Now a description of
quotient becomes trivial. 
In fact, we use a slightly modified version of the lemma. Consider a map
π : Ξm ×Matn,m → Ξm × (R+)
m ×Matn−1,m,
defined as a reduction of the first row to the canonical form using the action of
the torus Tm .
Corollary 2.3 The image of the measure Ξm×Matn,m under the map π coin-
cides with the image of the measure on Hermm ×Matn,m under the map Π. In
other words, the natural identification of the spaces
(Hermm ×Matn,m)/U(m)←→ (Ξm ×Matn,m)/T
m
is measure preserving.
We came to the following problem. Consider the space Hermn×Matn,m×Ξm
equipped with a measure
τm+n
∣∣∣∣det
(
1 + i
(
A B
B∗ M
))∣∣∣∣
−2n−2m
dwm(M) dA˙ dB˙. (2.8)
We must watch behavior of this measure under transformations 2)-4) described
in Lemma 2.1.
2.4. The taking of a characteristic function. Next, we write the
characteristic function of the matrix i
(
A B
B∗ M
)
,
ϕ(s) = iA− sB(1− isM)−1B∗ = iA−
m∑
k=1
sbkb
∗
k
1− isµk
, (2.9)
where bk are columns of the matrix B.
We see that poles of ϕ(s) are located at points sk =
1
iµk
, and residues at the
poles are rank 1 matrices given by
Ress=1/iµk ϕ(s) = −
bkb
∗
k
µ2k
.
Notice that ϕ(0) = iA, and the matrix bkb
∗
k remembers the vector bk up to a
phase. Therefore, there is no need to introduce new coordinates, the matrices
A, B, M can be automatically reconstructed from the function ϕ(s).
Notice that in a general position all the vectors bk are non-zero.
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2.5. The second Cayley transform. Next, we take the function
ψ(s) = −1 + 2(1 + ϕ(s))−1.
Notice that for a pure imaginary s the matrix ψ(s) is unitary (since the matrix
ϕ(s) is anti-Hermitian). Denote U := ψ(0). Clearly,
iA = −1 + 2(1 + U)−1.
Next, at points s = 1/iµk a matrix (1 + ϕ(s))
−1 is degenerate, wherefore (−1)
is an eigenvalue of ψ(s). Let us write Taylor expansions of functions 1 + ϕ(s)
and (1 + ϕ(s))−1 at a point s = 1/iµk,
1+ϕ(s) = −
bkb
∗
k
µ2k
(
s− 1iµk
)+V +. . . , (1+ϕ(s))−1 =W+
(
s−
1
iµk
)
Y +. . . ,
where V , W , Y are certain matrices. Then
(1 + ϕ(s))−1(1 + ϕ(s)) = 1 = −
Wbkb
∗
k
µ2k
(
s− 1iµk
) + (WV − µ−2k Y bkb∗k) + ...
Therefore,
Wbkb
∗
k = 0;
WV − µ−2k Y bkb
∗
k = 1. (2.10)
We have Wbk = 0. Otherwise, multiplying the vector column Wbk by a
non-zero row bk we get a nonzero matrix. Next, we write the equality of matrix
elements 〈(. . . )bk, bk〉 for both sides of (2.10),
〈
(WV − µ−2k Y bkb
∗
k)bk, bk
〉
= 〈bk, bk〉. (2.11)
Notice that
〈WV bk, bk〉 = 〈V bk,W
∗bk〉 = 〈V bk, 0〉 = 0.
Indeed, the matrix W = (ψ(s) + 1)/2 is normal, therefore kerW = kerW ∗.
Next,
(Y bkb
∗
k)bk = Y bk(b
∗
kbk) = 〈bk, bk〉Y bk.
Hence equation (2.11) transforms to
〈Y bk, bk〉 = −2µ
2
k,
or, equivalently, to
〈ψ′(1/iµk), bk〉 = −µ
2
k. (2.12)
In particular, we see that vectors bk can be reconstructed up to a phase from
the function ψ(s).
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2.6. The linear fractional change of the argument. It remains to
perform the last step, i.e., passing to the function
χ(t) = ψ
( t+ 1
t− 1
)
.
Let us define new parameters of conjugacy classes:
1) points tk of the unit circle defined from the condition:
tk :=
1 + iµk
1− iµk
or
tk − 1
tk + 1
= iµk;
2) a matrix U ∈ U(n),
U := −1 + 2(1 + iA−1)−1;
3) vectors ck ∈ C
n,
ck :=
1
2
eiθk(1 + tk)bk, (2.13)
where a phase factor eiθk is fixed by the condition c1k > 0 (where c
1
k is the first
coordinate).
Clearly,
• U = χ(−1);
• tk are the points, where χ(t) has an eigenvalue −1;
• ck are normalized solutions of the equation χ(tk)vk = −vk.
Compose a diagonal matrix T with entries tj ; compose a matrix C of size
n×m from the columns ck.
The condition (2.12) can be written as
〈χ′(tk)bk, bk〉 = −
4
(tk + 1)2
= −
4t−1k
|tk + 1|2
or
〈χ′(tk)ck, ck〉 = −t
−1
k .
Now we can watch what is happened with the measure (2.8) under this
change. Simultaneously, we pass to quotient by the action of Tm, recall that in
Subsect.2.3 this was leaved for a future.
a) The Lebesgue measure dB˙ after change (2.13) and passing to quotient by
the action the torus transforms to
22m(n−1) ·(2π)m
m∏
k=1
|1+tk|
−2n
m∏
k=1
c1k dc1k
∏
16l6n,26k6n
dRe c′kl d Im c
′
kl. (2.14)
b) The measure dwm, see (2.5), transforms to
2n(n−1)/2(2π)m · 2m(m+1)
m∏
k=1
|1 + tk|
−2m
∏
16k<l6m
|tk − tl|
2
m∏
k=1
dtk
itk
. (2.15)
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c) It remains to examine the factor
τm+n
∣∣∣∣det
(
1 + i
(
A B
B∗ M
))∣∣∣∣
−2n−2m
dA˙.
First, we transform it to the form
τm+n
∣∣∣∣det
(
1 + i
(
A B
B∗ M
))∣∣∣∣
−2n−2m
dA˙ =
=
τm+n
τn
∣∣∣∣det
(
1 + i
(
A B
B∗ M
))∣∣∣∣
−2n−2m
| det(1 + iA)|2n×
× τn| det(1 + iA)|
−2ndA˙ =
=
τm+n
τn
∣∣∣∣det
(
1 + i
(
A B
B∗ M
))∣∣∣∣
−2n−2m
| det(1 + iA)|2n dσn(U), (2.16)
here we applied the Hua formula (2.3) for the Haar measure.
Next, we must transform two determinants in this formula,
det(1 + iA) = det
(
1− 1 + 2(1 + U)−1
)
= 2n det(1 + U)−1.
det
(
1 + i
(
A B
B∗ M
))
= det
(
1 + iA iB
iB∗ 1 + iM
)
=
= det
(
2(1 + U)−1 2iC(1 + T )−1
2i(1 + T−1)C∗ 1 + (T + 1)−1(T − 1)
)
The right lower block equals to 2T (1 + T )−1 = 2(1 + T−1)−1, therefore, we get
2m+n det
(
1 0
0 (1 + T−1)−1
)
det
(
(1 + U)−1 iC
iC∗ 1 + T
)
det
(
1 0
0 (1 + T )−1
)
=
= 2m+n
m∏
k=1
|1 + tk|
−2 · det(1 + U)−1 det
(
1 + T + C∗(1 + U)C
)
.
In the last pass, we applied the formula for a determinant of a block matrix,
det
(
a b
c d
)
= det a det(d− ca−1b). (2.17)
Collecting all the formulas together, we come to Theorem 1.2. 
Lemma 1.1 does not need a separate proof, since our step-by-step calculation
was based on passing from one parametrization of double coset space to another.
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