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GLOSSARY

breast cancer – “cancer that forms in tissues of the breast, usually the ducts (tubes that
carry milk

to the nipple) and lobules (glands that make milk)” (NCI, 2000).

diagnosis – “the process of identifying a disease, such as cancer, from its signs and
symptoms” (NCI, 1999).
diagnostic mammogram – “x-ray of the breasts used to check for breast cancer after a
lump or other sign or symptom of breast cancer has been found” (NCI, 2004).
digital image analysis – “A method in which an image or other type of data is changed
into a series of dots or numbers so that it can be viewed and studied on a
computer. In medicine, this type of image analysis is being used to study organs
or tissues, and in the diagnosis and treatment of disease” (NCI, 2000).
digital mammography – “The use of a computer, rather than x-ray film, to create a picture
of the breast” (NCI, 2004).
film mammography – “The use of x-rays to create a picture of the breast on a film” (NCI,
2000).
imaging – “In medicine, a process that makes pictures of areas inside the body. Imaging
uses methods such as x-rays (high-energy radiation), ultrasound (high-energy
sound waves), and radio waves” (NCI, 2000).
mammogram – “a mammogram is an x-ray picture of the breast” (NC1, 2000).

xv
prognosis – “the likely outcome or course of a disease; the chance of recovery or
recurrence” (NCI, 1999).
radiation – “Energy released in the form of particle or electromagnetic waves. Common
sources of radiation include radon gas, cosmic rays from outer space, medical xrays, and energy given off by a radioisotope (unstable form of a chemical element
that releases radiation as it breaks down and becomes more stable)” (NCI, 1999).
three-dimensional (3D) mammography – “a type of digital mammography in which x-ray
machines are used to take pictures of thin slices of the breast from different angles
and computer software is used to reconstruct an image” (NCI, 2009).
tumor – “an abnormal mass of tissue that results when cells divide more than they should
or do not die when they should” (NCI, 2000).
tumor grade – “a description of a tumor based on how abnormal the cancer cells look
under a microscope and how quickly the tumor is likely to grow and spread” (NCI,
2000).
tumor volume – “The size of a cancer measured by the amount of space taken up by the
tumor” (NCI, 2000).

xvi

ABSTRACT

Padmanabhan, Sharanya. M.S., Purdue University, May 2013. Enhanced diagnostic
accuracy of mammograms on a mobile device. Major Professor: Rajeswari Sundararajan.
With the death of a woman every 13 minutes in the US, and one every minute
worldwide, due to breast cancer, the need for early detection cannot be overstated.
Mammography is a boon for both early detection and screening of breast tumors. It is an
imaging system that uses low dose (9mrem) x-rays for examining the breasts, by the
electrons reflected from the tissues (thermoelectric effect). However, there are 20% false
positives and 10% false negatives in current practice. Hence, there is a critical need for
enhancing the accuracy of these mammograms. Towards this, this thesis was aimed at
enhancing the current diagnostic accuracy of digital mammograms using the industry
standard simulation software tool, MATLAB. For this purpose, the publicly available
dataset MIAS was used. Image processing techniques, such as wavelet, statistical and
feature analysis and pattern recognition algorithms, such as Bayes’, Naive Bayes’, knearest neighbor (kNN), Support Vector Machines (SVM), and Artificial Neural Network
(ANN) were utilized to enhance the diagnostic accuracy. The results indicated up to 95%
accuracy, compared to 70% at present. The proposed solution has proven to be an
effective way of detecting breast cancer early in different types of breast tissues. The
entire solution is implemented as a smartphone application to serve as a second opinion
for clinical use.
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CHAPTER 1. INTRODUCTION

1.1

Preview

Every 3 minutes, a woman is diagnosed with cancer and every 13 minutes a
woman dies of breast cancer in the US. Breast cancer is one of the most common cancers
that affect women. It is the second leading cause of cancer death among American
women. About 1 in 8 U.S women will develop invasive breast cancer over the course of
her lifetime. 440,000 are people are expected to die from breast cancer, worldwide; about
one-third of these cancer deaths could be minimized if detection and treatment starts at an
early stage (Facts and Figures 2012, American Cancer Society). Despite the high
incidence rates, it has been found that about 89% of women diagnosed with breast cancer
are still alive 5 years after their diagnosis. This is mainly due to early stage detection and
treatment of cancer. Emerging technological advancements have helped in the
identification of breast cancer at early stages, one of the techniques being mammography.
Mammography saves lives by allowing breast cancers (tumor cells) to be caught and
treated while they are small (initial stage of breast cancer). Studies consistently show that
more regular use of this one technology alone would reduce deaths from breast cancer by
one – third (Gawande, 2007). However, the current practice in identifying the presence of
tumors in breast tissues has a limitation of 10% false negative and a 20% false positive
cases being reported (Mammography: Benefits, Risks, What You Need to Know , 2012;
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Silverberg, Boring, and Squires, 2010). This can be eliminated by developing algorithms;
that can more accurately identify, report and position the tumor present in breast tissues.
Eventually, it saves more women from dying of breast cancer.

1.1.1

Development of cancer in the breast

Cancer is caused when a single cell or a group of cells escape from the user
controls that regulate cellular growth, and begins to multiply and spread (Love, 2005).
This activity will result in a mass, tumor or neoplasm. Many masses are benign; i.e., the
abnormal growth is restricted to a single, circumscribed, expanding mass of cells. Some
tumors are malignant; i.e., the abnormal growth invades the surrounding tissues and may
spread, or metastasize, to distant areas of the body. Although benign masses may lead to
complications, malignant tumors are more serious, and in general, it is for these tumors
that the term “cancer” is used. The majority of breast tumors will have metastasized
before reaching a palpable size.

1.1.2

Need for early detection

Early detection of any type of cancer is critical to the healthy treatment and
quality of life. According to Andolina and Lille (2011), the major considerations that
support early detection include the following:
1. The disease is important.
2. It has a recognizable pre-symptotic stage.
3. Therapy initiated at the pre-symptotic stage reduces mortality and morbidity
more than when initiated after there are visible symptoms of the disease.
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4. Reliable tests exist that compensate for the patient discomfort, risk and cost in
the long run.
5. Facilities are available for the diagnosis and treatment of patients with
positive screening results.
Detection and diagnosis: these are the twins of all that is intelligent conduct for a
medical examination. Both are improved with specialized knowledge, diligence and
clinical experience. This calls for a need of an imaging technique, especially to detect
tumors in the breast.

1.1.3

Need for Imaging Technique

Breast cancer is a major cause of death in women; although it is curable when
detected at early stages. An important factor in breast cancer is that it tends to occur
earlier in life than other types of cancer and other major diseases. Although the cause of
breast cancer has not yet been fully understood, early detection and removal of the
primary tumor are essential and effective methods to reduce mortality. This reasoning is
validated because at such a point of time, only a few of the cells that departed from the
primary tumor would have succeeded in forming secondary tumors. If breast cancer can
be detected by some means at an early stage, while it is clinically localized, the survival
rate can be dramatically increased. However, such early breast cancer is generally not
amenable to detection by physical examination and breast self-examination (Gawande,
2007). The primary role of imaging technique is thus the detection of primary lesions in
the breast (Kopans, 1987). Currently, the most effective method for the detection of early
breast cancer is X-ray mammography.
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1.1.4

Different Modalities for Detection of Breast Cancer

Breast cancer is a disease that is directly related to age and the incidence level
(Table 1.1). Table 1.2 shows the likelihood to develop breast cancer increases as women
age.
Table 1.1 Incidence and mortality of breast cancer by age (Andolina and Lille, 2011)

Incidence (%)
1.9
10.5
29.5
23.7
19.6
16.2
5.5

Age Mortality (%)
20-34
1.0
35-44
6.2
45-54
15.1
55-64
20.3
65-74
19.8
75-84
22.8
84+
14.9

Table 1.1 Breast Cancer Risk for US Women (Andolina and Lille, 2011)

Age
Risk
20-29 1 in 1837
30-39
1 in 234
40-49
1 in 70
50-59
1 in 40
60-69
1 in 28
70-79
1 in 26
Lifetime
1 in 8

Thus, the need to develop and implement imaging techniques that aid cancer
detection becomes critical. The current practices for imaging the breast to detect tumors
include:
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•

X-ray Mammography

•

Computed Tomography (CT)

•

Magnetic Resonance Imaging (MRI)

•

Ultrasonography

•

Trans-illumination

•

Thermography

•

Positron Emission Tomography (PET)

•

MIBI (2-Methoxy Isobutyl Isonitral) Scan.

All of these techniques are attempts to find ways other than the X-ray
mammography technique to detect and diagnose breast lesions; since the gold standard to
detect tumors in the breast continues to be mammography. The future of breast cancer
imaging will certainly be a long way from the rather crude tools that are available today.
Researchers are also exploring whether there are diagnostic tests that are different from
imaging, like a blood test that could detect presence of a lump in the breast or test the
level of tumor malignancy based on the test results (Love, 2005).

1.2

Mammography

Mammography is a diagnostic tool for a variety of breast problems; although it is
most commonly thought of in relation to cancer detection alone. A mammogram is an Xray of the breast – the word “mammo” means breast and “gram” means picture (Love,
2005). A mammogram will look at the breast itself and take pictures of the soft tissue;
which is usually read and interpreted by a radiologist to scan for anything suspicious and
abnormal. This technique can pick up very small lesions - about 0.5 cm, while self-breast
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examination can only detect lesions sized 1 cm and beyond (Love, 2005). A mammogram,
presents a two-dimensional view of a three-dimensional structure. Figure 1.1 shows a
typical mammogram. Here, denser areas appear brighter as shown in Figure 1.1(a) and
therefore shows up as white on the mammogram, whereas fat, which is not very dense
shows up as gray on a mammogram (Figure 1.1(b)).

(a)

(b)

Figure 1.1 Mammogram showing dense breast tissue (a) and fatty tissue (b)

1.2.1

X-ray imaging of the breast

X-rays are produced using two methods: the Photoelectric Effect (a) and the
Compton Effect (b), based on their relative probability of interaction (Figure 1.2). The
screen-film mammography uses the Photoelectric Effect to produce high contrast x-ray
spectrum. This depends on the atomic number of the substance (target material) that is
bombarded; this concept helps in examining the composition of the breast.
The correlation between tissue composition and Photoelectric Effect can be
explained using the atomic numbers which is illustrated in Table 1.3. Thus, the objective
for any X-ray imaging system for breast will be to provide a high contrast to differentiate
the corresponding photons scattered during Photoelectric Effect.
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The Compton effect deals with electron densities as shown in Table 1.4. There is
no striking contrast that would help to differentiate the tissue type. So every effort should
be made to minimize the Compton scatter.

(a)

(b)

Figure 1.2 Photoelectric Effect (a) and Compton Effect (b)

Figure 1.3 Relative probability of interaction

Table 1.2 Tissue composition and atomic numbers used for photoelectric effect

Tissue
3/4 adipose tissue

Composition Atomic Number
Carbon
6
Nitrogen
7
3/4th glandular tissue
Oxygen
8
Calcium
20
40% of all tumors
Phosphorus
15
th
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Table 1.3 Tissue composition and electron densities used for Compton effect

Tissue
Electron Density (electrons/g)
adipose tissue
3.36 x 1023
glandular tissue
3.34 x 1023

The relative probability of interaction for both the methods is shown in Figure 1.3.
It indicates that the bone and soft tissue can be easily distinguished when using the
photoelectric effect, rather than the Compton Effect.
Table 1.4 Characteristics of differential absorption

Cause

Effect
Fewer Compton interactions
Increase in X-ray energy
Many fewer photoelectric interactions
More transmission through tissues
No change in Compton interactions
Increase in tissue atomic number
Many more photoelectric interactions
Less X-ray transmission
Proportional increase in Compton interactions
Increase in tissue mass density Proportional increase in photoelectric interaction
Proportional reduction in X-ray transmission

The differential absorption of the two effects will also help us to assimilate the
tissue characteristics shown in Table 1.5 and expect the type of tissue that will be
highlighted. This also indicates that mammography uses the photoelectric effect to
produce X-rays for imaging the breast tissue.
1.2.1.1 Background
According to Andolina and Lille (2011), “Breast cancer is emotional. Breast
cancer is biologic”. Legend has it that the concept of mammography was first proposed in
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1924 by a group of radiologists at Rochester, NY. After a series of discussions by the
group on the possibility to locate tumors in the breast using X-ray; Stafford Warren, MD,
published the first article on mammography in 1930, after examining 100 women using
sagittal views (Warren, 1930). Because of the lack of a reproducible method for obtaining
satisfactory images, this technique did not make much progress until 1960. It was not
until the 1960s that the “father of mammography”, Robert Egan, MD, then at the M. D.
Anderson Hospital in Houston began teaching his mammographic technique using highcurrent (300 mA) and low-photon energy (2 – 4 kVp) X- ray sources that yielded
reproducible images on an industrial film (Egan et. al, 1960). With his assistance, the
American College of Radiology (ACR) established training centers for radiologists and
technologists throughout the United States (Andolina and Lille, 2008).
Around the same time, on the other side of the Atlantic Ocean, Charles Gros, MD
and the CGR Company developed the first dedicated Mammography unit in France. This
was the first significant step towards mass screening mammography following its
inception. A similar approach towards screening was initiated in the United States and
had flourished during the 1970s; the only difference being the recording medium. This
technique was called xeroradiography which used selenium plates for recording the latent
X-ray image and a conditioning unit to process the images; unlike the then conventional
mammography technique which used double emulsion films in conjunction with two
intensifying screens to capture and process the images. By the mid-to-late-1980s, this
method was all but extinct owing to the gaining popularity of screen-film imaging; an
imaging modality introduced in 1972 as the preferred method of imaging (Andolina and
Lille, 2008). With the evolution of computer aided detection (CAD) in the mid-1980s,
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mammography took a leap towards efficient processing and imaging techniques. This
was often coupled with improvements in the imaging equipment as the electronics
sciences developed in the 1990s. Since then, remarkable advances have led to a striking
improvement in image quality and a dramatic reduction in radiation dose. The
mammography equipment, manufactured by GE Healthcare provides high-end data
acquisition and image processing features which is integrated with computer aided
detection algorithms to detect presence of tumors on mammograms. Mammography
benefitted greatly during the 30 years from 1970 through 2000 from rapid and remarkable
technologic advances in the equipment, electronics, computer sciences, and the
emergence of other sophisticated medical imaging devices as discussed in Table 1.6.
Table 1.5 Three decades of developments (Andolina and Lille, 2011)

Year

Technological Developments
Dedicated machines
1970s Dose Reduction
Single-emulsion film
Intensifying screens
Xeroradiography dies
Machines
1980s Equipment
Dedicated mammography
Films
Processors
1985 NEXT
197 Voluntary MAP
1990s Quality assurance
1991 Women’s Health Equity Act
1992 MQSA

Thus the history of mammography elicits the following points:
1. Breast cancer continues to be a major killer of women in the US.
2. Early detection is necessary to improve the survival rate of women with breast
cancer.
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3. Knowledge of breast disease coupled with technological advances can reduce
the mortality rate for women with breast cancer to a great extent.

1.2.1.2 Imaging Technique factors
The quality of a mammogram is not just one single characteristic but a composite
of five very specific characteristics such as:
•

Artifacts

•

Blur

•

Geometry

•

Contrast sensitivity

•

Noise

1.2.1.3 Mammography technique
Mammography is an imaging system that uses low dose x-rays (9 𝑚𝑟𝑒𝑚) for

examining the breasts (Pisano et. al, 2005). Using the 1991 International Commission on
Radiological Protection (ICRP) tissue weighting factor of 0.05 for breast tissue (ICRP
1991), the effective dose, E, is therefore calculated as,
𝐸 = 1.77 𝑚𝐺𝑦 ∗ 0.05 = 0.09 𝑚𝑆𝑣 𝑜𝑟 9𝑚𝑟𝑒𝑚

(1.1)

Since most mammography exams require two views – the medio-lateral (ML)
view and cranio-caudal (CC) view, the mean breast dose for the two x-ray views is
maintained same for both the view and is given by;
𝐸 = 0.09 𝑚𝑆𝑣 ∗ 2 = 0.18 𝑚𝑆𝑣 𝑜𝑟 18 𝑚𝑟𝑒𝑚

(1.2)
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There are two types of mammograms – screening mammogram and diagnostic
mammogram. The screening mammogram produces two views of the breast and is used
to check for presence of tumors on women who have not had any symptoms of the
disease. The diagnostic mammogram is used to check for breast cancer after a lump has
been detected earlier.
The use of screening mammography is associated with the detection of breast
cancer at an earlier stage and smaller size, resulting in a reduction in mortality. While the
successful use of film-screen mammography in breast cancer screening is one of the
major achievements in medical imaging, there are numerous limitations inherent in this
technology. The identification of fine micro - calcifications and subtle soft tissue masses
is vital for the detection of early breast cancer. Film-screen mammography is neither
perfectly sensitive nor highly specific. Not all breast cancers are detected with
conventional mammography and there are a significant number of false positive
examinations, which require additional imaging and biopsy (Facts and Figures 2012,
American Cancer Society). Film-screen mammography has important limitations in
detecting subtle soft tissue lesions, particularly in the presence of dense glandular tissue
(an aggregation of epithelial cells that elaborate secretions). Digital mammography is one
of the most promising newer imaging techniques.
A typical mammographic imaging system is shown in Figure 1.4. Mammography
requires high X-ray beam quality (a narrow band or nearly monochromatic beam), which
is controlled by the tube target material (molybdenum) and beam filtration with
molybdenum.
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Figure 1.4 Mammography Setup (Adam Inc., 2009)
The mammography equipment system has evolved over the past 40 years. In
general all systems have the following common features, while the parts vary from one
manufacturer to another.
1. X-ray Tube Anode: Mammography equipment uses molybdenum as the
anode, since it produces a characteristic radiation spectrum that is close to
optimum for breast imaging as shown in Figure 1.5.
2. Filter: Mammography uses filters that enhance the contrast sensitivity.
Molybdenum (same as in the anode) is the standard filter material. Some
systems allow the operator (or automatic control function) to select either the
molybdenum or a rhodium filter to optimize the spectrum for different breast
conditions.
3. Focal Spots: The focal spots for mammography are generally smaller than for
other x-ray procedures to provide minimal blurring and good visibility of
detail to see the small calcifications.
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4. Compression: Mammography technique requires a good compression of the
breast. The benefits derived from compression include:
•

Uniform breast thickness produced on the film.

•

Reduced blurring from patient motion.

•

Reduced scattered radiation and enhanced contrast sensitivity.

•

Reduced radiation dose.

•

Better visualization of tissues near the chest wall.

5. Grid: A grid is used to absorb scattered radiation and improve contrast
sensitivity. These grids are designed to produce low x-ray absorption. The
grid is contained in a Bucky device that moves during the x-ray exposure to
blur and reduce the visibility of the grid lines.
6. Receptor: Both film/screen and digital receptors are used for mammography.
Each has special characteristics to enhance image quality.

A mammography technique is shown in Figure 1.5 for a manual control (a) and
automatic control (b). Figure 1.6 shows the optimum photon energy used to image the
breast so as to maintain the contrast between different tissue types (a) and the X-ray dose
levels (b).
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(a)

(b)

Figure 1.5 Mammography technique without any automatic control (a) and with
automatic control (b) (Sprawls, 2006)

(a)

(b)

Figure 1.6 Optimum photon energy for mammography (Sprawls, 2006)

1.2.1.4 Breast tissue type and mammography
The breast is basically a mammary gland. Hence, it has the glandular tissue. In
addition, it also has fat. The amount of glandular tissue and fat will vary with age, and
pre- and post-menopausal statuses. The American College of Radiology details
descriptive terminology for the ratio of fatty to glandular tissue in the breast as shown in
Table 1.7
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Table 1.6 Breast tissue composition (New Breast Density Notification Information for
Patients, 2012)

Breast Composition / Density Type
Presence of Glandular tissue (%)
The breast is composed almost entirely of fatty tissue
<25%
There are scattered fibroglandular densities
25% - 50%
The breast tissue is heterogeneously dense
51% - 75%
The breast tissue is extremely dense
>75%

Many pathologic conditions, especially cancer, produce very small physical
changes that are difficult to visualize with X-ray imaging. This is what makes
mammography the examination that requires the highest image quality of all of the x-ray
procedures. Maximum visibility, especially of the signs of pathology is achieved by using
state-of-the-art equipment and imaging protocols (technique factors, image processing,
etc.) that optimize the procedure and balance the quality requirements with the radiation
dose to the patient. Most signs of breast pathology are either in the form of soft-tissue
masses that are not very different from the surrounding tissue or in the form of very small
(micro) calcifications. Optimizing a mammography procedure for maximum visualization
of anatomy and signs of pathology without unnecessary radiation to the patient is
achieved by the selection of the best combination of technique factors that make up the
imaging protocol. A major characteristic of mammograms is low contrast, which is due to
the relatively homogenous soft tissue composition of the breast. Many efforts have been
focused on developing methods to enhance contrast. Figure 1.7 depicts the relationship
between contrast and dose (a), with an illustration of its relationship with respect to the
type of breast (b).
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(a)

(b)

Figure 1.7 Photon energy variation with respect to contrast/dose (a) and breast tissue
thickness (b) (Sprawls, 2006)

The fatty tissue appears dark grey to black on mammograms and the more dense
glandular tissue appears grey to white as shown in Figure 1.8. The radiologist makes a
visual estimate on how much glandular (dense) tissue exists compared to fatty tissue. The
density of the breast tissue is referred to as “dense” when the amount of the glandular
tissue in the breast is 51 - 75%, or greater than 75%, of the total breast tissue composition.

Glandular tissue
Fatty tissue

Figure 1.8 Mammogram showing fatty and glandular tissue composition
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1.2.2

Types of mammography techniques

There are two types of mammography techniques. They are analog/film
mammography and digital mammography. The two types differ mainly by the way the
imaging is done and captured. This fact can be observed by visualizing Figure 1.9.

Figure 1.9 Difference between analog and digital mammogram

In film screen (analog) mammography, x-ray beams are captured on a film
cassette, and then processed in a special mammography machine. This is low dose
radiation that produces high quality x-rays that is able to demonstrate calcifications 12mm in size. The product is a film depicting the breast in one or two basic positions,
which is subsequently hung on a viewing board for the radiologist.
In digital mammography, x-ray beams are captured on a specially designed digital
detector. This detector then converts the x-ray beams into electronic signals, which are
then transferred to a computer. The computerized image is then available for the
radiologist to review on a specialized high resolution monitor. Images may be
manipulated by the radiologist using the computer's tools such as magnifying, masking of
light, inversion (negative of the image), and comparison to prior mammograms. Thus we
can summarize the differences between the two techniques as shown in Table 1.8.
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Table 1.7 Overview of analog and digital mammography exam (Andolina and Lille, 2011)

Function
Position of breast
X-ray dose
Process latent image
Review image

Analog
Conventional
9 mrem
Film processor in a dark
room
Film on view box

Review of images by
MD
Post processing
enhancements
Image archival

Digital
Conventional
9 mrem
Computer in mammography
room/unit
Computer monitor in
mammography room/unit

View box

Computer monitor

Not possible

Magnify, invert

Films in X-ray jacket

Automatically saved to Picture
Archival and Communication
Systems (PACS)

1.2.3

Cost of mammography tests

Tables 1.9 to 1.12 show the cost of mammogram tests across the country (USA).
These tables were drawn for both the film and digital techniques.

Table 1.8 Film Mammogram Cost Averages across different states (New Choice Health,
2012)

US State
Cost of Mammogram
Phoenix, AZ
$260
Houston, TX
$260
Dallas, TX
$260
Washington, DC
$270
Atlanta, GA
$270
Miami, FL
$280
Chicago, IL
$280
Philadelphia, PA
$290
Los Angeles, CA
$300
New York, NY
$320
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Table 1.9 Digital Mammography - Cost Averages across different states (New Choice
Health, 2012)

US State
Cost of Mammogram
St. Louis, MO
$250
Tampa, FL
$250
Minneapolis, MN
$250
Denver, CO
$260
Seattle, WA
$270
San Diego, CA
$270
Baltimore, MD
$280
Detroit, MI
$280
Boston, MA
$300
San Francisco, CA
$330

Table 1.10 National Average Price for Analog Mammogram (New Choice Health, 2012)

Number of tests Cost of Mammogram
One Breast
$300
Both Breasts
$270

Table 1.11: National Price for Digital Mammogram (Both Breasts) (New Choice Health,
2012)

National Price (US) Cost of Mammogram
Minimum Price
$210
Maximum Price
$250
Average Price
$270
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1.2.4

Advantages and Limitations

1.2.4.1 Film Mammography
In film mammography, which has been used for over 35 years, the image is
created directly on a film. While standard film mammography is very good, it is less
sensitive for women who have dense breasts. Prior studies have suggested that
approximately 10 percent to 20 percent of breast cancers that were detected by breast
self-examination or physical examination are not visible on film mammography. A major
limitation of film mammography is the film itself. Once a film mammogram is obtained,
it cannot be significantly altered; if the film is underexposed, for example, contrast is lost
and cannot be regained.
1.2.4.2 Digital Mammography
One of the principal advantages of any digital imaging system is the separation of
image acquisition, process and display, allowing optimization of each of these steps.
Additionally, advanced applications such as computer aided detection (CAD) can be
applied easily to the digital mammogram, assisting in image interpretation (Facts and
Figures 2012, American Cancer Society). In digital mammography, solid state detectors
convert the x-rays into electric signals. These electric signals produce images that can be
visualized on a computer screen. No radiation remains in a patient's body after an x-ray
examination. Digital mammography, like other digital modalities, allows digital storage
and transmission of images. Images can be sent electronically to several treating
physicians or given to the patient without a loss of quality. In addition, there is virtually
complete elimination of film artifacts. From the perspective of the patient, the major
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advantage of digital mammography is speed. However, recent studies have showed that
the interpretation of the mammogram by radiologists gives high rates of false positive
cases. A new study delving into false-positives in mammography looked at nearly
170,000 women between the ages of 40 and 59 from seven regions around the United
States, and almost 4,500 women with invasive breast cancer. It was found that women
who start mammograms at the age of 40 instead of 50 are more likely to have falsepositive results that lead to more testing (Facts and Figures 2012, American Cancer
Society).
Further, the images provided by different patients have different dynamics of
intensity and present a weak contrast (Facts and Figures 2012, American Cancer Society)
Moreover size of the significant details can be very small. Imaging techniques play an
important role, especially in the case of abnormal areas which can be felt but cannot be
seen on a conventional mammogram. However the digital mammogram fails in one of the
key identification aspects with regard to dense breast tissues. A false negative screening
result is the outcome of such cases. Interpretation of mammograms can be difficult
because the appearance of a normal breast varies with every individual.

1.2.4.3 Misdiagnosis
Mammographic procedures are highly operator dependent. The knowledge and
skills of the radiologic technologist will be severely tested in order to produce highquality diagnostic images. Further, mammography images cancer in white – either as
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white microcalcifications or as a white mass that displays one of the following
characteristics (Andolina and Lille, 2011):
1. The borders of the mass are irregular.
2. The mass appears to be new when compared to the previous mammograms.
3. The mass has increased in size when compared with previous mammograms.
The glandular tissue from which the cancer arises also appears white on the
mammogram. This creates difficulty in classifying a tumor from the glandular tissue if
the images are of dense breasts. According to Andolina and Lille (2011) radiologists are
100 % to 47 % accurate in their report and findings. An analysis of cancer missed at the
time of interpretation of the mammogram showed the majority of misdiagnosis occurred
due to the opacity of dense breasts. The reasons for misinterpretation also include:
•

Benign appearance on the film

•

Lesion present in previous study

•

Seen on one side view only

•

Suboptimal technique

•

Lesions were overlooked due to poor opacity

This also indicates and validates the false positive (20%) and false negative (10%)
rates in the current practice for mammography (Mammography: Benefits, Risks, What
You Need to Know , 2012).

1.3

Objectives

With 200,000 new cases each year, and 40,000 deaths for almost the past two
decades, it has been reported by the US Breast Cancer Registry that more than 25% and
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up to 50% of the decline in mortality was due to the increased use of screening
mammography (Gawande, 2007). Since there are 20% false positives and 10% false
negatives in current practice, we propose to reduce this by enhancing the diagnostic
accuracy using industry standard software, such MATLAB. Towards this, the objectives
of this research are:
1) To enhance the diagnostic accuracy of mammograms using classical image
processing techniques such as, wavelet, statistical and texture feature analysis.
2) To implement classical pattern recognition techniques for classifying
mammograms into normal and abnormal ones.
3) To develop a smartphone application implementing the above to use the
mobile app for a second opinion.

1.3.1

Research Question

How can the accuracy of the detection of the presence of a tumor in breast tissues
be enhanced using state-of-the-art real world, image processing techniques?
1. Can the accuracy of detection of tumors in mammograms be improved using
each of these classical image processing techniques such as:
(a) Wavelet analysis
(b) Statistical feature analysis
(c) Texture analysis
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2. Are these methods inter-dependent? How does this affect the detection
accuracy?
3. Can a smartphone application be developed to implement these techniques?

1.3.2

Scope

This research is limited to the Mini-MIAS Database of Mammograms (Suckling
et al., 1994) containing ground truth information and mammogram images for different
types of breast cancer cells. However, the concepts and algorithms presented in this
research can be extended and generalized for any mammogram. The performance testing
is evaluated at the software level on a simulation basis. The end goal of this research is
the development of a smartphone application that can detect and identify human breast
cancer cells using digitized mammograms. This package will be restricted to a very
specific setting (hospital/healthcare facility).

1.3.3

Significance

This research expands the knowledge in the field of medical image processing,
offering methods for enhanced diagnostics of digitized mammograms. By providing
different image processing algorithms for enhanced detection of breast cancer, this
research serves as a guide to others who are attempting to work on the enhanced
detection of tumors in any part of the human body. Additionally, the research will allow
scientific researchers to gain greater understanding of the more subtle, yet extremely
important, nuances present within the dataset.
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Emerging trends and advancements in technology have helped in the
identification of breast cancer at early stages, one of the techniques being mammography.
This research provides a detailed analysis of these mammograms using specific image
processing tools and algorithms. Further, the algorithms are designed and developed to
enhance the visual perspective of the breast mammograms. The diagnostic capabilities of
normal mammography technique will be compared to validate the capabilities of these
algorithms.
A set of pattern recognition classifiers have been defined and used for classifying
these mammograms based on the presence or absence of a tumor cell. Additionally, the
use of these classifiers will be justified by providing a comparative analysis of these
different methods. The software product will be developed as a package with an
interactive User Interface (UI) that provides more accurate diagnostic results from a
mammogram within few minutes. So, this would eventually lead to saving many more
women dying from breast cancer by detecting the presence of tumor at an early stage
with a very high speed processing and reporting feature.

1.4

Assumptions

The following assumptions are being made:
•

The dataset (Suckling, 1994) used is an adequate representation of other
mammogram databases

•

The results obtained can be generalized to other mammogram databases.

•

The results obtained can be used for specific tumor types such as micro
calcification and circumscribed masses.
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•

The results are not biased by the software component used in the
implementation of testing methods.

1.5

Limitations

The following limitations are being made:
•

The mammogram images come from the dataset as obtained in the study by
Suckling (1994).

•

The system developed in the research is evaluated based on detection
performance and accuracy.

•

Data collection is restricted to the images obtained from the UK National
Breast Screening Programme.
1.6

Delimitations

The following delimitations are being made:
•

The data collection was not performed as part of the research process.

•

Other mammogram datasets are not used for the research.

1.7

Organization

The introduction to the thesis and the objectives of this research are covered in
Chapter 1. Chapter 2 explains and summarizes the work done by researchers in the past
and current practices in the field of mammographic imaging and efficient image
processing algorithms with a focus on pattern recognition and classification trends for a
mammogram profile. Chapter 3 introduces the framework and methodology of the
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research. The dataset, models and algorithms used for the research are explained in this
section. Results, discussions and analysis are explained in detail in Chapter 4. The
features obtained by different image processing techniques with various plots help us
understand the mammogram with abnormalities along with the tissue composition.
Chapter 5 presents the smartphone implementation. The thesis ends with Chapter 6
summarizing all the results and lists recommendations for future work.
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CHAPTER 2. LITERATURE REVIEW

This chapter provides a summary of recent literature in the research area of
mammography and computer aided algorithms for enhanced accuracy. The various image
processing techniques used by previous researchers are explained and used as a basis for
our proposed work.

2.1

Overview of Mammography Trends

Mammography saves many lives by allowing breast tumors to be caught and
treated while they are still small; before they can be even felt – hopefully before they
have spread. Screening of asymptomatic women by mammography has reduced the
breast cancer mortality rate. Several randomized, controlled screening studies have
shown that this rate could drop by up to 30% (Anderson, et al., 1988; Shapiro, et al., 1982;
Tabar, et al., 2003). Further, it has been reported using mathematical modeling that the
recent decrease in breast cancer mortality in the United States has been due to both
screening with mammography and better treatment (Berry, et al., 2005). According to
Gawande, more regular use of this one technology alone could drop the mortality rate
from breast cancer to one-third (Gawande, 2007). This creates a need to improve the
current screening methods for breast cancer detection.
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2.1.1

Screening Mammography

Although mammography is an effective screening tool, it has its own limitations.
On a screening mammogram, cancerous lesions could be missed (false-negatives) and
non-cancerous lesions could be mistaken as cancer (false-positive). It has been estimated
that the miss rate in mammography could be nearly 50%, depending on the method used
to determine the true cancer status of the breast (Pisano, et al., 2005). The retrospective
analysis of such missed cancers (Anderson, 1984; Frisell, et al., 1987; Harvey, Fajardo
and Innis, 1993) indicates that approximately 60% are visible; although in some cases the
cancer may be very subtle and benign (Martin, Moskowitz, & Milbrath, 1979). These
studies also show that around 30% of cancers are not visible in retrospect. In many of the
cases, the problem of tumor visibility arises when there is normal tissue above and below
the cancer camouflaging the latter (Anderson, 1984). However the superposition of
tissues also produces pattern in the mammogram that look suspicious. As a result, when a
radiologist observes these mammograms, between 5% and 15% of screening
mammograms is read as abnormal, eventhough the prevalence of cancer in the screening
population is typically 5% (Smith-Bindman, et al., 2003).

2.1.2

Computer – Aided Detection (CAD) Systems

Computer-aided diagnosis (CAD) systems comprise two types – computer-aided
detection (CADe) and computer-aided diagnosis (CADx). The CADe can help the
radiologist to locate breast cancer on screening mammograms and the CADx can help the
radiologist to decide whether the abnormality detected is benign or malignant. The advent
of automated diagnosis of radiographs on computers dates back to 1967 when Fred
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Winsberg described a CADx system to detect a lesion and classify it as malignant or
benign using a computer (Winsberg, et al., 1967). Winsberg’s method was not successful
because of the crude techniques used for film digitization and computer power. Until the
mid-eighties, there wasn’t a phenomenal growth in this field. Then two studies came up
with computer-aided diagnosis which aimed at improving the mammogram images to
help radiologists render better clinical decisions (Nishikawa, 2007). The first study
showed that a CAD system whose inputs were characterized by the features of a lesion
can improve the radiologists’ ability to predict whether a lesion is benign or malignant
(Getty, Pickett, D’Orsi, & Swets, 1988). This system was not automated. The second
study was a subjective case analysis where 15 radiologists analyzed 60 mammograms,
half of them contained micro-calcification clusters (Chan, et al., 1990). This automated
method showed how to detect micro-calcification clusters on a mammogram.

2.1.2.1 CADe Algorithms
The CADe system requires a digital image as an input to the system. The digital
image can be obtained from a full-field digital mammography (FFDM) system or by
digitizing a screen film mammogram (dSFM). The factors (Nishikawa, 2007) that
determine the differentiating characteristics between the two methods are tabulated in
Table 2.1. A curve of pixel value versus log exposure value or versus exposure to the
detector is called characteristic curve. Figure 2.1 shows the characteristic curve for the
FFDM (a) and dSFM (b).
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Table 2.1 Parameters for CAD algorithm design

Parameter (relative to the X-ray
exposure)
Linearity
Contrast
Spatial Resolution (relative to the
two types)

FFDM

dSFM

Linear or log
Constant contrast

Sigmoidal
Sigmoidal

Lower

Higher

Depends on characteristic Depends on characteristic
curve
curve

Noise

(a)

(b)

Figure 2.1 Characteristic curve for FFDM (a) and dSFM (b) (Nishikawa, 2007)

There are two general approaches to detect cancer on mammograms using a CAD
system (Nishikawa, 2007). The first approach is to apply statistical classifiers such as
artificial neural networks (Stafford, Beutel, Mickewich, & Albers, 1993) and support
vector machines (El-Naqa, Yang, Wernick, Galatsanos, & Nishikawa, 2002; Campanini,
et al., 2004). The second approach uses filters and image transformations to obtain
feature vectors, which are later used in one or a combination of the following
thresholding algorithms for pattern recognition:
•

Simple thresholds (Chan, Doi, Galhotra, Vyborny, MacMahon, & Jokich,
1987)
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•

Artificial neural networks (Nagel, Nishikawa, Papaioannou, & Doi, 1998)

•

Nearest neighbor methods (Davies & Dance, 1990)

•

Fuzzy logic (Cheng, Lui, & Freimanis, 1998)

•

Linear discriminant analysis (Cernadas, et al., 1998)

•

Quadratic classifier (Brown, Li, Brandt, Wilson, Kossoff, & Kossoff, 1998)

•

Bayesian classifier (Bankman, Christens-Barry, Kim, Weinberg, Gatewood,
& Brody, 1993)

•

Genetic algorithms (Anastasio, Yoshida, Nagel, Nishikawa, & Doi, 1998)

•

Multi-objective genetic algorithms (Anastasio, Kupinski, & Nishikawa,
1998)

•

Support vector machines (El-Naqa, Yang, Wernick, Galatsanos, &
Nishikawa, 2002; Campanini, et al., 2004)

2.1.2.2 Evaluation of CADe Systems
The CADe systems are typically evaluated by use of free-response receiver
operating characteristic (FROC) curves. An FROC curve plots the sensitivity of the
detection algorithm versus the average number of false detection per image as shown in
Figure 2.2 (Nishikawa, 2007). In general, clinical CADe systems have high sensitivity.
Commercial systems have reported sensitivities of 98% for clustered microcalcifications
and 85% for masses. These numbers are comparable or exceeding the sensitivities of
radiologists (Nishikawa, 2007).
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Figure 2.2 Free-Response Receiver Operating Characteristic (FROC) Curve (Nishikawa,
2007)

2.1.2.3 Clinical effectiveness
Although the primary goal of CADe systems is the detection of cancer; the end
objective is to help radiologists avoid overlooking a cancer that is visible in a
mammogram. The two necessary conditions for CADe to be successful are:
1. The computer is able to detect cancers that the radiologist misses.
2. The radiologist must be able to recognize when the computer has detected a
missed cancer.
The clinical benefits of using CADe systems has been measured and reported in
four studies. The first two studies (Chan, et al., 1990; Kegelmeyer, et al., 1994) indicate a
statistically significant improvement in radiologists’ performance when they used CADe
systems. These were small studies and were conducted to produce a bias toward use of
CADe systems. However, the next two studies (Taylor, Champness, Given-Wilson,
Johnston, & Potts, 2005; Gilbert, et al., 2006) were much larger than the first. Taylor,
Champness, Given-Wilson, Johnston, and Potts (2005) did not show a statistically
significant improvement in terms of specificty and and sensitivity. Gilbert et al., (2006)
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performed an observer study with 10,267 cases containing 236 cancers. It was called the
CADET (computer aided detection evaluation trial) study where the following two results
were made:
1. Radiologists should be trained with a large number of cases consistently; in
this study, at least 400 cases before using CADe systems.
2. When using CADe systems, radiologists detected 49.1% of cancer cases;
whereas only 42.6% were found by double reading (two radiologists read the
same set of cases).
Thus, we see that the clinical use of CADe systems aimed at improving the
radiologists’ productivity requires prior training of cases by radiologists to achieve an
increase in the number of detected cases by approximately 8%.

2.2

Image Pre-processing of Mammograms

The image obtained from a mammography test does not directly differentiate
between the type of breast tissue and the cancer associated with it (Maitra, Nag, &
Bandyopadhyay, 2011). Hence the mammogram is enhanced using a set of descriptors
and image processing techniques as shown in Figure 2.3.
a) Image Orientation: The mammogram’s orientation can be calculated based on
the hierarchical segmentation relative to the variation in pixel intensity
(Masek, 2004). This is followed by the estimation of the tissue based on the
minimum cross-entropy threshold selection technique (Brink & Pendock,
1996).
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Mammogram image
(input)

Image Orientation

Image Pre-processing

Noise Estimation

Contrast Enhancement

Figure 2.3 Steps for Image Pre-processing (Maitra, Nag, & Bandyopadhyay, 2011)

b) Noise Estimation: The scanning artifacts and labels on a mammogram are
characterized by high optical densities called high intensity noise. The tape
artifacts are the markings left by the tape, which are replaced by black pixels
on the transformed image (mammogram). These regions are identified and
removed from the mammogram (Maitra, Nag, & Bandyopadhyay, 2011). A
combination of the algorithms presented by Masek (2004) and Brink &
Pendock (2006), followed by a set of logical and morphological operations we
can get a noise free mammogram for analysis.
c) Contrast Enhancement: The contrast enhancement of a mammogram is
performed using the CLAHE (Contrast Limited Adaptive Histogram
Equalization) technique which was originally developed for medical imaging
(Gonzalez & Wintz, 1977; Pizer, 1985; Pisano, et al., 1998; Wang & Wong,
2005). This method reduces the edge-shadowing effect and removes noise in
the pre-processing of mammograms (Ball & Bruce, 2007).
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2.3

Review of Image Processing Algorithms for Tumor Detection

The mammogram with minimum noise and artifacts needs to be analyzed using
different image processing algorithms to extract discriminating features characterizing
the breast tumor type.
1. The wavelet analysis (Gonzalez & Wintz, 1977) of a mammogram transforms
the image with an energy vector representing the three components, viz., horizontal, vertical and diagonal for every pixel in the image (Strickland &
Hahn, 1996; Tsai, Chen, & Hsu, 2011). Strickland and Hahn (1996) tested the
wavelet features on a database containing 40 mammograms, using the Bayes’
classifier which provided 82% detection accuracy.
2. The texture analysis of a mammogram computes the image based on the
spatial variation in the pixel intensities. A set of 14 texture features (Haralick,
Shanmugam, & Dinstein, 1973) have been identified for image classification;
these features are also used for classifying the mammograms (Wei, et al.,
1997; Chang, Wu, Moon, & Chen, 2003). Wei et al., (1997) tested the texture
features for classification of 168 mammograms collected from the Department
of Radiology at the University of Michigan. The detection accuracy for this
technique using a Support Vector Machine (SVM) algorithm was 89.2%.
3. The statistical feature analysis (Gonzalez & Wintz, 1977) is based on the
statistical properties of the intensity histogram (Sheshadri & Kandaswamy,
2006). Sheshadri and Kandaswamy (2006) computed the statistical features
for the miniMIAS dataset containing 322 mammograms to obtain a detection
accuracy of upto 78%.
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2.4

Pattern Recognition Algorithms

Pattern recognition has replaced a lot of decision making process by human
experts to automate the same process and perform either better or to clone the expert
(Duda & Hart, 1973; Ripley, 2008). The classification of masses from normal regions in
the breast tissue requires a high quality classification system since most of the differences
can be subtle and minute to identify (Bovis, Singh, Fieldsend, & Pinder, 2000).
1. The Bayesian classifier (Duda & Hart, 1973; Fukunaga, 1990) was used to
classify microcalcification clusters from the normal breast tissue. This test
produced 0.22 false clusters per mammogram (Bankman, Christens-Barry,
Kim, Weinberg, Gatewood, & Brody, 1993).
2. The k-Nearest Neighbor (kNN) classifier (Duda & Hart, 1973; Fukunaga,
1990) was used in a study that tested 322 images from the miniMIAS dataset
(Suckling, Parker, & Dance, 1994). The algorithm detected masses in a
mammogram with a sensitivity of 89.3% (Eltoukhy, Faye, & Samir, 2010).
3. The Support Vector Machine (SVM) algorithm (Duda & Hart, 1973;
Fukunaga, 1990) was used for a number of studies and tests to detect masses,
micro-calcifications and abnormal lesions of the breast. This method could
detect micro-calcifications with a sensitivity of 85% (El-Naqa, Yang, Wernick,
Galatsanos, & Nishikawa, 2002; Campanini, et al., 2004).
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2.5

Smartphone Applications for Healthcare

With the advent of mobile phone applications and telemedicine, a lot of focus and
scope is prevalent in developing healthcare based software applications (Verkasalo,
López-Nicolás, Molina-Castillo, & Bouwman, 2010; Chen, Park, & Putzer, 2010). As
Blake (2008) suggests, mobile phones are being used to improve nurse-patient
communication and monitor health outcomes in chronic disease. Innovative applications
of mobile technology are expected to increase over time in community management of
cancer, heart disease, asthma and diabetes (Blake, 2008).The findings of Chen, Park and
Putzer (2010) indicate that healthcare professionals will increasingly embrace
smartphones when they perceive them as a useful accompanying tool to further assist
with the completion of clinical tasks. This motivates to create a smartphone app that can
assist radiologists to detect the presence of tumors in the breast.

2.6

Summary

The review of literature indicates that the highest accuracy so far obtained is less
than 90%. With20% false positives and 10% false negatives, there is scope for further
improvement. There is also a need for an automated detection system that can assist
radiologists to render better diagnostic decisions and is independent of the human
intervention or subjective analysis. Further the integration of these algorithms as a mobile
application will serve as a second opinion for hospital and individual use.
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CHAPTER 3. FRAMEWORK AND METHODOLOGY

For the purpose of this research, classical proven image processing algorithms and
techniques were implemented to study the differences between the normal and cancerous
tumors on a mammogram. MATLAB R2012b and Android Software Development Kit
(SDK), commercially available software packages were used for implementation and
testing. This chapter will cover the research framework, sample set and testing
methodology used in the thesis.

3.1

Existing Breast Examination Technique

The current technique for imaging the breast is provided in Figure 3.1. It shows
the entire cycle of mammography technique. A patient first registers for an examination.
This is followed by image acquisition; where the breast is imaged upon treatment with
low-dose X-rays (9 𝑚𝑟𝑒𝑚). The digital image is processed and checked for quality to aid
the reading and analysis of the mammogram. The mammogram is then analyzed by

radiologists for presence of suspicious densities and then reported. From the figure, it is
understood that the image quality check, analysis and reporting features continue to be a
manual procedure irrespective of the technological advancements. This section can be
automated by implementing efficient algorithms to enhance image quality, readability,
detection mechanism and reporting features. To this end, an innovative technique
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combining the image processing algorithms and automation capabilities is proposed. It
will also be implemented on a mobile device.

Figure 3.1 Existing mammography Technique

3.2

Research Framework

The research framework covers the algorithm design, software implementation
and integration into a mobile application. The overall process used for this research is
outlined in this section.

3.2.1

Algorithm Design

The algorithms used for this research can be divided into three sections – preprocessing of mammograms, implementation of (a) wavelet analysis, (b) statistical
feature analysis and (c) texture analysis and classification algorithms.
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3.2.1.1 Mammogram Preprocessing:
In the preprocessing stage, the input image (mammogram data) is segmented to
limit the search for abnormalities from the background of the mammograms in order to
improve the quality of the image and reduce noise. This stage consists of the following
steps (Eltoukhy, Faye, & Samir, 2010; Padmanabhan & Sundararajan, 2012):
1. Removal of Black Background: For every mammogram image, the sum of
intensities for all rows and columns is calculated. A set of threshold values is
applied to these sums to remove the black background. A specific column or
row will be removed if its sum falls below the predefined threshold value, as
shown in equations (3.1) and (3.2).
For each column:
For each row:

∑𝑗=𝑛
𝑖=1 𝐼(𝑖, 𝑗) ≤ 𝜀1

∑𝑗=𝑚
𝑖=1 𝐼(𝑖, 𝑗) ≤ 𝜀2

(3.1)
(3.2)

where 𝐼(𝑖, 𝑗) is the intensity of pixel, 𝑝𝑖,𝑗 ; 𝜀 represents the predefined
threshold and 𝑛, 𝑚 are the dimensions of the window.

2. Removal of Label: The label present in a mammogram image is removed by
using the connected component technique. The biggest region is maintained
for further analysis which happens to be the breast region of interest.
3. Removal of Pectoral Muscle: The pectoral muscle is removed from the breast
region so that only the specific region of interest (ROI) is considered. This can
be established by the following two steps:
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a) Breast Orientation: The mammogram is now divided into two sides (left
and right) and the sum of each side is calculated. This helps in classifying
the mammogram as left or right breast based on the biggest sum between
the two sides.
b) Pectoral Muscle Suppression: Once the mammogram is classified to be
left or right, the pectoral muscle is estimated using a region growing
method. Then, the pectoral muscle is suppressed from the breast region.
To achieve better segmentation, step 1 is repeated and the normal tissues
neighboring the pectoral muscle is separated.

3.2.1.2 Image Processing for Mammograms
Imaging has become an essential component in many fields of bio-medical
research and clinical practice. Analysis of these mammography images requires
sophisticated computerized quantification and visualization tools. The mammograms,
after ROI extraction, are subjected to three specific types of image analysis.

3.2.1.2.1 Wavelet Analysis

The wavelet transform (WT) has gained widespread acceptance in signal

processing and image compression. The wavelet transform is computed separately for
different segments of the time-domain signal at different frequencies. Wavelet transform
decomposes a signal into a set of basis functions (Gonzalez & Wintz, 1977). These basis
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functions are called wavelets. Wavelets are obtained from a single prototype wavelet
𝜓(𝑡) called mother wavelet by dilations and shifting;
𝜓𝑎,𝑏 (𝑡) =

1

√𝑎

𝑡−𝑏

𝜓�

𝑎

�

(3.3)

where a is the scaling parameter and b is the shifting parameter.
The discrete wavelet transform (DWT) transforms a discrete time signal to a
discrete wavelet representation. It converts an input series, 𝑥0 , 𝑥1 , … , 𝑥𝑚 into one high-

pass wavelet coefficient series and one low-pass wavelet coefficient series (of length 𝑛⁄2
each) given by;

𝐻𝑖 = ∑𝑘−1
𝑚=0 𝑥(2𝑖)−𝑚 ∙ 𝑠𝑚 (𝑧)

𝐿𝑖 = ∑𝑘−1
𝑚=0 𝑥(2𝑖)−𝑚 ∙ 𝑡𝑚 (𝑧)

(3.4)
(3.5)

where 𝑠𝑚 (𝑧) and 𝑡𝑚 (𝑧) are called wavelet filters, 𝑘 is the length of the filter, and

𝑖 = 0, 1, 2, … , (𝑛⁄2) − 1. In practice, such transformation will be applied recursively on

the low-pass series until the desired number of iterations is reached. The implementation
of 2-D DWT for an image is shown in Figure 3.2.

Figure 3.2 Two-Dimensional DWT for an image (Gonzalez & Wintz, 1977)
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3.2.1.2.2 Statistical Feature Analysis

Every image (N – bit; where 𝑁 = 2𝑛 ) can be identified as a matrix of 𝑎 rows and

𝑏 columns. Every pixel can be identified by its position 𝑝(𝑖, 𝑗) on the image; which is a

measure of the intensity of the pixel (𝐼𝑖,𝑗 ). Thus the total number of pixels in an image is

calculated as, 𝑥 = 𝑎 ∗ 𝑏. This helps us to identify a set of statistical features that relate to
the variation in pixel intensities (Sheshadri & Kandaswamy, 2006) The list of features
and their calculations have been provided in Table 3.1.

3.2.1.2.3 Texture Analysis

Image Texture gives us information about the spatial arrangement of color or

intensities in an image or selected region of an image. An image texture is a set of metrics
calculated in image processing designed to quantify the perceived texture of an image
(Gonzalez & Wintz, 1977). Visually, texture refers to the variation in image intensities
which form certain repeated patterns. Texture is an important characteristic in many types
of medical images and is often used by physicians for diagnostic purposes. The texture
features of an image can be quantified as Spatial Gray Level Dependence (SGLD) or
Gray Level Co-occurrence Matrix (GLCM) (Haralick, Shanmugam, & Dinstein, 1973).
Here, an SGLD matrix element �𝑝𝜃,𝑑 (𝑖, 𝑗)� is defined by the joint probability of the gray
level pairs 𝑖 and 𝑗 for an 𝑁 − 𝑏𝑖𝑡 image in a given direction 𝜃 separated by a distance of

𝑑 pixels. These features and their calculations (Haralick, Shanmugam, & Dinstein, 1973;
Wei, et al., 1997) are illustrated in Table 3.2.
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Table 3.1 List of Statistical Features and Description (Sheshadri & Kandaswamy, 2006)

Feature
Mode

Median

Calculation
No specific formula, calculated using an
iterative count
x is odd
Median = 𝑝(𝑖, 𝑗) for [(𝑛 + 1)⁄2]𝑡ℎ pixel
x is even
Median = average of 𝑝(𝑖, 𝑗) for [(𝑛)⁄2]𝑡ℎ
and [(𝑛⁄2) + 1]𝑡ℎ pixels
𝑁−1

Mean

Standard
Deviation

Smoothness
Third
Moment
Uniformity

Entropy

𝜇 = � 𝑘 𝑃(𝑘)
𝑘=0

where 𝑘 = 0 to 255
𝑃(𝑘) = probability of a pixel with value k
𝑎

𝑖=1 𝐽=1

1
𝑅 =1−�
�
1 + 𝜎2
𝑁−1

𝜇3 = �(𝑘 − 𝜇)3 𝑃(𝑘)
𝑘=0
𝑁−1

.

2

𝑈 = �[𝑃(𝑘)]
𝑁−1

𝑘=0

𝑒 = � 𝑃(𝑘) log 2 𝑃(𝑘)
𝑘=0

Object Area

𝑏

1
2
𝜎 = � � � 𝐼𝑖,𝑗
− 𝜇2
𝑎𝑏

For any segmented region 𝑞; 𝐼𝑞 (𝑖, 𝑗) is
calculated for area as:
𝐼𝑞 (𝑖, 𝑗)
𝑡ℎ
= �1 𝑖𝑓 𝐼(𝑖, 𝑗) = 𝑛 𝑜𝑏𝑗𝑒𝑐𝑡 𝑛𝑢𝑚𝑏𝑒𝑟
0
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
Area, 𝐴 = ∑𝑎𝑖=1 ∑𝑏𝑗=1 𝐼𝑞 (𝑖, 𝑗)

Description
Pixel value (intensity)
that occurs the most
Middle value or 50𝑡ℎ
percentile when pixels
are arranged/sorted
based on their intensity
scores
Measure of average
brightness

Measure of average
contrast
Measure of relative
smoothness of the
intensity in a region
Measure of skewness
of a histogram
Measure of uniformity
of intensity in the
histogram
Measure of
randomness

Identify area of
suspicious density
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Table 3.2 List of Texture Features and Calculation (Haralick, Shanmugam, & Dinstein,
1973; Wei, et al., 1997)
Feature
Calculation
𝑁−1 𝑁−1

𝐸𝑛𝑒𝑟𝑔𝑦 = � � 𝑝2 (𝑖, 𝑗)

Energy

𝑁−1
∑𝑁−1
𝑖=𝑜 ∑𝑗=0 (𝑖
𝑁−1 𝑁−1

Correlation

𝜇𝑥 = � 𝑖 � 𝑝(𝑖, 𝑗),
𝑖=𝑜 𝑗=0
𝑁−1 𝑁−1

𝜇𝑥 = � 𝑗 � 𝑝(𝑖, 𝑗),
𝑗=𝑜

Inertia

Entropy
Inverse Difference
Moment

Sum Average

𝑖=0

𝑖=𝑜 𝑗=0

− 𝜇𝑥 )�𝑗 − 𝜇𝑦 �𝑝(𝑖, 𝑗)
𝜎𝑥 ∗ 𝜎𝑦
where
𝜎𝑥2

𝑁−1

= �(𝑖 − 𝜇𝑥
𝑖=𝑜
𝑁−1

)2

2

𝑁−1

� 𝑝(𝑖, 𝑗)
𝑗=0
𝑁−1

𝜎𝑦2 = ��𝑗 − 𝜇𝑦 � � 𝑝(𝑖, 𝑗)
𝑗=𝑜

𝑖=0

are the mean and variance of the marginal distributions 𝑝𝑥 (𝑖)
and 𝑝𝑦 (𝑗) respectively
𝑁−1 𝑁−1

𝐼𝑛𝑒𝑟𝑡𝑖𝑎 = � �(𝑖 − 𝑗)2 𝑝(𝑖, 𝑗)
𝑖=𝑜 𝑗=0
𝑁−1 𝑁−1

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = � � 𝑝(𝑖, 𝑗) log 2 𝑝(𝑖, 𝑗)
𝑖=𝑜 𝑗=0
𝑁−1 𝑁−1

𝐼𝐷𝑀 = � �
𝑖=𝑜 𝑗=0

1
∗ 𝑝(𝑖, 𝑗)
1 + (𝑖 − 𝑗)2
2𝑁−2

𝑆𝑢𝑚 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 = � 𝑘𝑝𝑥+𝑦 (𝑘)
𝑁−1 𝑁−1

𝑘=0

where,

𝑝𝑥+𝑦 (𝑘) = � � 𝑝(𝑖, 𝑗) ; 𝑖 + 𝑗 = 𝑘, 𝑘 = 0, … , 2𝑁 − 2
Sum Entropy

𝑖=𝑜 𝑗=0

2𝑁−2

𝑆𝑢𝑚 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = � 𝑘𝑝𝑥+𝑦 (𝑘) log 2 𝑝𝑥+𝑦 (𝑘)
𝑘=0
𝑁−1

Difference Entropy

𝐷𝑖𝑓𝑓. 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = − � 𝑘𝑝𝑥−𝑦 (𝑘) log 2 𝑝𝑥−𝑦 (𝑘)
𝑁−1 𝑁−1

𝑘=0

where,

𝑝𝑥−𝑦 (𝑘) = � � 𝑝(𝑖, 𝑗) ; |𝑖 − 𝑗| = 𝑘, 𝑘 = 0, … , 𝑁 − 1
𝑖=𝑜 𝑗=0
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3.2.1.2.4 Advantages of the image processing techniques

Table 3.3 lists the advantages of using the three image processing techniques for

feature extraction. All the three features act as a preprocessing tool that transforms hidden
patterns into a more recognizable form suitable for use as a training set.
Table 3.3 Advantages of wavelet, statistical and texture features

Wavelet features
Division and
decomposition of the
image components is
carried out in its totality
rather than squared
blocks.
Decomposition into
subbands gives a higher
flexibility in terms of
scalability in resolution
and distortion

Statistical features
Predict the presence or
absence of specific
patterns based on
intensity variations

Texture features
Spatial dimension
added to the
intensity variation

Sensitive to contrast and Applications brightness variations
image editing,
image
completion and
video synthesis

3.2.1.3 Classification Algorithms
With the advent of the digital computer, there has been a constant effort to
develop decision algorithms that can assist and/or replace human and expert supervision.
We human beings perform pattern recognition every day. We recognize and classify
many things, even if it is corrupted by noise, distorted and variable. Similarly biomedical
data can also be classified using such algorithms as Duda and Hart (1973) define
classification as the result of recognition: categorization and generalization. A typical
pattern recognition system is shown in Figure 3.3 (Wicker, Rizki, & Tamburino, 2002).
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Figure 3.3 A Pattern Recognition System (Wicker, Rizki, & Tamburino, 2002)

3.2.1.3.1 Bayes’ Classifier

Bayesian classiﬁers are statistical classiﬁers (Duda & Hart, 1973; Fukunaga,

1990). They can predict class membership probabilities, such as the probability that a
given sample belongs to a particular class. Bayesian classiﬁer is based on Bayes’ theorem
which states that,

where

𝑝�𝑐𝑗 �𝑑� =

𝑝�𝑑�𝑐𝑗 �.𝑝�𝑐𝑗 �
𝑝(𝑑)

•

d = feature of a mammogram

•

𝑐𝑗 = type/class of mammogram (normal, benign or malignant)

•

(3.6)

𝑝�𝑐𝑗 �𝑑� = probability of instance d being in class 𝑐𝑗 . This is result of classifier and
we try to compute this result.

•

𝑝�𝑑�𝑐𝑗 � = probability of generating instance d given class 𝑐𝑗 This indicates that a
feature d belongs to class 𝑐𝑗 with a probability
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•

•

𝑝�𝑐𝑗 � = probability of occurrence of class 𝑐𝑗 . This indicates frequency of the class

𝑐𝑗 in the dataset.

𝑝(𝑑) = probability of instance d occurring.

The Bayesian classifier, however has a limitation when we perform classification
on multiple features: 𝑑1 , 𝑑2 , 𝑑3 , … , 𝑑𝑛 ; i.e., on a feature vector 𝑑 = {𝑑1 , 𝑑2 , 𝑑3 , … , 𝑑𝑛 }.

Each of these features can have a different effect on the classifier design. Thus individual
probabilities need to be calculated 𝑝�𝑑1 �𝑐𝑗 �, 𝑝�𝑑2 �𝑐𝑗 �, 𝑝�𝑑3 �𝑐𝑗 �, … , 𝑝�𝑑𝑛 �𝑐𝑗 � and

estimated before designing the classifier. These attributes/features could be interdependent and hence solving this problem becomes critical.

3.2.1.3.2 Naive Bayes Classifier

The Naive Bayes classifier (Duda & Hart, 1973; Fukunaga, 1990) is a special case

of the Bayesian classifier; where the individual attributes/features 𝑑1 , 𝑑2 , 𝑑3 , … , 𝑑𝑛 are
assumed to have independent distributions and thereby estimated as;

𝑝�𝑑�𝑐𝑗 � = 𝑝�𝑑1�𝑐𝑗 � ∗ 𝑝�𝑑2 �𝑐𝑗 � ∗ 𝑝�𝑑3 �𝑐𝑗 � ∗ … ∗ 𝑝�𝑑𝑛 �𝑐𝑗 � (3.7)

Thus Naive Bayes classifier is space efficient and fast, but is not sensitive to irrelevant
features.

3.2.1.3.3 k Nearest Neighbor (kNN) Classifier

The k-nearest-neighbor classifier (Duda & Hart, 1973; Fukunaga, 1990) is one of

the most basic classifiers for pattern recognition or data classification. The principle of
this method is based on the intuitive concept that data instances of the same class should
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be closer in the feature space. As a result, for a given data point X by a feature vector
𝑑 = {𝑑1 , 𝑑2 , 𝑑3 , … , 𝑑𝑛 } of unknown class 𝑐𝑗 , we can simply compute the distance

between X and all the data points in the training data, and assign the class determined by
the k nearest points of X. The algorithm determines the class of a given point by voting
among the k nearest neighbors.
Suppose that we are given a training dataset of n points with their desired class, as
shown below:
{(𝑥1 , 𝑦1 ), (𝑥2 , 𝑦2 ), (𝑥3 , 𝑦3 ), … , (𝑥𝑛 , 𝑦𝑛 )}

(3.8)

where (𝑥𝑖 , 𝑦𝑖 ) represents data pair i, with 𝑥𝑖 as the feature vector 𝑑 = {𝑑1 , 𝑑2 , 𝑑3 , … , 𝑑𝑛 }
for ith element and 𝑦𝑖 as the corresponding target class such that 𝑦𝑖 ∈ 𝑐𝑗 .

Then for a new data point 𝑥𝑙 , the most likely class 𝑦𝑙 should be determined by

kNN as follows:

𝑦𝑙 = 𝑦𝑝

(3.9)

where 𝑝 = 𝑎𝑟𝑔𝑚𝑖𝑛𝑖 |𝑥𝑙 − 𝑥𝑖 |2. Alternatively, we can have k nearest neighbors to

determine the class by voting. This technique is highly intuitive and no data modeling is
required. However, when the size of dataset is large (𝑛 > 100), massive computation is

required. There is no straightforward way to determine the optimum value of k and to
rescale the dataset along each dimension.

3.2.1.3.4 Support Vector Machine (SVM) Classifier

SVM (Duda & Hart, 1973; Fukunaga, 1990) is a classifier derived from statistical

learning theory by Vapnik and Chervonenkis. Currently, SVM is closely related to:
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Kernel methods, large margin classifiers, reproducing kernel Hilbert space and Gaussian
process. As a classification method, SVM is a global classification model that generates
non-overlapping partitions and usually employs all attributes/features. SVMs are based
on maximum margin linear discriminants, and are similar to probabilistic approaches, but
do not consider the dependencies among attributes. The basic idea of SVM classifier is to
choose the hyperplane that has the maximum margin.
Suppose that we are given a training dataset of n points with their desired class, as
shown below:
{(𝑥1 , 𝑦1 ), (𝑥2 , 𝑦2 ), (𝑥3 , 𝑦3 ), … , (𝑥𝑛 , 𝑦𝑛 )}

(3.10)

where (𝑥𝑖 , 𝑦𝑖 ) represents data pair i, with 𝑥𝑖 as the feature vector 𝑑 = {𝑑1 , 𝑑2 , 𝑑3 , … , 𝑑𝑛 }
for ith element and 𝑦𝑖 as the corresponding target class such that 𝑦𝑖 ∈ 𝑐𝑗 . Figure 3.4
(Ripley, 2008) shows the hyperplane for a two-class classification problem.

Margin

wx+b=1
wx+b=0
wx’+b=-1
Figure 3.4 Representation of decision planes for a two-class classification problem
(Ripley, 2008)

The decision hyperplane is given by the function
𝑓(𝑥) = 𝑤. 𝑥 + 𝑏

(3.11)
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The SVM technique scales relatively well to high dimensional data. The tradeoff
between classifier complexity and error can be controlled explicitly. Even,
unconventional data like strings and trees can be used as input to SVM, instead of feature
vectors. However it needs a good kernel function to train the classifier.

3.2.1.3.5 Artificial Neural Network (ANN)

An artificial neural network (Ripley, 2008) operates by creating connections

between many different processing elements, each analogous to a single neuron in a
biological brain. These neurons may be physically constructed or simulated by a digital
computer. Each neuron takes many input signals, then, based on an internal weighting
system, produces a single output signal that's typically sent as input to another neuron.
The neurons are tightly interconnected and organized into different layers. The input
layer receives the input and the output layer produces the final output. Usually one or
more hidden layers are sandwiched in between the two. This structure is shown in Figure
3.5 (Rhode, 2009).

Figure 3.5 Structure of Artificial Neural Network (Rhode, 2009)
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3.2.2

Software Implementation

The algorithms used in this research have been developed and implemented using
MATLAB R2012b. The software package is commercially available from The
MathWorks Inc. All the three stages in the algorithm design have been implemented
using few built-in capabilities of MATLAB and custom defined functions. The
recognition training and tests were run on a modern standard PC (2.93 GHz Intel Xeon
processor, 4 GB of RAM) running Windows 7.

3.2.3

Process/Block Diagram

The complete block diagram of this research is explained in Figure 3.6. A
classifier design is robust and efficient only when the feature vectors and the samples are
well represented.

Figure 3.6 Flowchart illustrating the research framework
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An input mammogram is obtained from a database that has ground truth
information with respect to tumor type and type of breast tissue. This image is preprocessed and the three algorithms for image processing are implemented. These
algorithms generate a set of feature vectors. A classifier’s performance is evaluated by
implementing one of the pattern recognition techniques on the feature vectors. The
classifier groups the mammogram (data points) into one of the categories represented by
the training set based on the feature vectors. Upon training the classifier with enough
inputs, the mammogram’s ground truth (tumor type) is checked with the classifier’s
output. If the results do not match, the error rate is calculated.

3.3

Methodology

This design was developed after observing the mammogram images collected
from a database, MIAS (Mammographic Image Analysis Society) with 322 images for
different cases of mammograms – normal (one that does not have an abnormality/tumor)
and abnormal (presence of a suspicious region – benign/malignant tumor). The database
also provides information about the type of breast profile associated with every image –
fatty, fatty – glandular or dense – glandular tissue.

3.3.1

Sample Set

The research will use mammogram images collected as part of an experimental
study conducted by Suckling, Parker, and Dance (1994). In the study, 322 images were
obtained from 161 cases. Each of these subjects was examined for a breast mammogram
on both the left and right breast. This accounts for 161 x 2 = 322 images.
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The entire dataset has been classified into three divisions: normal, benign tumor
and malignant tumor cases. This dataset is heterogeneous in terms of the type of cancer
that is associated with the tumor. However the instrumentation and data acquisition has
remained constant throughout the experimental setup.

3.3.2

Image Processing Algorithms

Step 1: Image pre-processing
The input image is obtained from the database (MIAS) and preprocessed to
implement the algorithms. The image is pruned and filtered to a specific region of interest
which forms the typical region of the breast.
Step 2: Determination of feature vectors:
A set of feature vectors are obtained from this image after implementing three
different algorithms on the mammogram.
1) Wavelet Features:
•

The wavelet features was developed based on the energy values associated
with every pixel of the image.

•

The energy values consist of 3 coefficients: horizontal, diagonal and
vertical detail coefficients. These values form a vector [H, V, D] for every
pixel.

•

These coefficients are normalized with respect to an energy composition
coefficient called Ea. The magnitude of the normalized vector is used as
feature vector to apply the classification algorithm on the mammograms.
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2) Statistical Features:
•

The statistical features are obtained for the image (mammogram) from
Table 3.1.

•

A set of 8 parameters define the statistical feature vector for the
classification algorithm.

•

The most significant feature that provides distinct classification is used on
the classifier. In this case, the vector for smoothness is considered for
classification.

3) Texture Features:
•

The texture features are obtained for the image (mammogram) from Table
3.2.

•

A set of 8 parameters define the texture feature vectors for the
classification algorithm.

•

The most significant feature that provides distinct classification is used on
the classifier. In this case, the vector for correlation is considered for
classification.

3.3.3

Pattern Recognition

Step 3: Pattern recognition:
The pattern recognition technique involves implementation of five different
mechanisms on the mammogram image based on the feature vectors obtained from the
previous step. The different mechanisms for pattern recognition are:
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a) Baye’s Classifier
b) Naive Bayes Classifier
c) KNN Classifier
d) SVM Classifier
e) Artificial Neural Network

3.3.4

Classification

Step 4: Classification:
The algorithm is designed to classify the mammogram as a normal or an abnormal
tissue. This is achieved by incorporating the three different classifiers on each of the three
sets of feature vectors. The end result will be from the classifier that reports the presence
or the absence of tumor in the mammogram. If it is an abnormal case with either a benign
or malignant tumor, the presence of the same is indicated by the pixel locations/coordinates.

3.3.5

Performance Evaluation

Step 5: Determination of Accuracy:
The accuracy of detection is determined based on the number of false positives
(FPR) and the number of false negatives (FNR). The total error (expressed as %) in
detection is calculated as;
𝐹𝑁𝑅+𝐹𝑃𝑅

𝑒𝑟𝑟𝑜𝑟 = 𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑎𝑚𝑚𝑜𝑔𝑟𝑎𝑚𝑠 (𝑁)

(3.12)
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3.3.6

Integration into Mobile Phone Application

The entire algorithm sequence is developed in MATLAB R2012a, a simulation
software package for computational and mathematical analysis. The algorithms were then
developed on an Android SDK (Software Development Kit) to build an android
application. The application allowed the user to load a mammogram and calculate the
parameters (feature vectors) from the image processing algorithms. Then, based on the
training algorithm for the classifiers, the mammogram is classified into one of the three
categories – normal, benign or malignant.

3.4

Summary

The framework and methodology for this research are discussed in this chapter.
The various algorithms used in this research for image processing and pattern recognition
for mammograms are studied. The simulations and results for the test will be discussed in
the next chapter.
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CHAPTER 4. RESULTS AND DISCUSSIONS

The results presented in this chapter are obtained from the list of mammograms
available from the Mammographic Image Analysis Society (MIAS) database (Suckling et
al., 1994) using the various image processing techniques and the pattern recognition
classifications indicated in the methodology chapter.
4.1

MIAS mammogram details

Table 4.1 gives the details of the mammograms in the Mammographic Image
Analysis Society (MIAS) dataset (Suckling et al, 1994). The columns 1-7 indicate the
following.
Column

Details

1

MIAS database reference number

2

Characteristic of background tissue

3

F

Fatty

G

Fatty-glandular

D

Dense-glandular

Class of abnormality present
CALC

Calcification

CIRC

Well-defined/circumscribed masses

SPIC

Spiculated masses

MISC

other, ill-defined masses

ARCH

Architectural distortion

ASYM

Asymmetry
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NORM
4

Normal

Severity of abnormality
B

Benign

M

Malignant

5

X coordinate of center of abnormality

6

Y coordinate of center of abnormality

7

Approximate radius (in pixels) of a circle enclosing the
abnormality

Notes:
•

•
•
•
•

Table 4.1 shows details of 10 mammograms. The list is arranged in pairs of films, where each
pair represents the left (even filename numbers) and right (odd filename numbers)
mammograms of a single patient.
The size of each image is 1024 pixels x 1024 pixels. The images have been centered in the
matrix.
When calcifications are present, center locations and radii apply to clusters rather than
individual calcifications. Coordinate system origin is the bottom-left corner.
When calcifications are widely distributed throughout the image rather than concentrated at a
single site, center locations and radii are inappropriate and have been omitted.
Out of the total 322 images, 200 images (80 normal, 60 benign, and 60 malignant) used for
training the various algorithms. Another 100 images (20 normal, 40 benign and 40 malignant)
were utilized for testing.

Table 4.1 Sample Mammogram Details of MIAS

Ref.No:
mdb001
mdb002
mdb003
mdb004
mdb027
mdb028
mdb205
mdb206
mdb231
mdb232

Radius of
Class of
Severity of
X
Y
Tissue
Abnormality in
Type Abnormality Abnormality coordinate coordinate
Pixels
G
CIRC
B
535
425
197
G
CIRC
B
522
280
69
D
NORM
D
NORM
F
NORM
F
CIRC
M
338
314
56
F
NORM
F
SPIC
M
368
200
17
F
CALC
M
603
538
44
F
NORM
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Figure 4.1 shows various mammograms illustrating the various abnormalities.
The mammograms are subjected to the preprocessing, the image processing, feature
extraction and the classification stages as described in the methodology. The results for
each of these techniques are summarized in the following sections.

(a)

(b)

(d)

(c)

(e)

Figure 4.1 Various abnormalities observed in the mammograms-Circumscribed mass (a),
Calcifications (b), spiculated lesions (c), architectural distortions (d), and asymmetry (e)

4.1.1

Image Pre-processing

Figure 4.2 illustrates a typical mammogram with the label, pectoral muscle,
scanning artifact, and the breast region of interest (ROI).
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Figure 4.2 Sample mammogram illustrating the label, pectoral muscle, scanning artifact,
and ROI
Figures 4.3(a) -4.13(a) show the input mammograms, read from the MIAS dataset
(Suckling et al, 1994) along with their class of abnormality. These images are
preprocessed, where, the noise and artifacts are suppressed. In addition, this step involves
the removal of background pixels and label (Figure 4.3a). Next, the pectoral muscle is
removed as the mammogram covers both the breast region and the pectoral muscle
surrounding it. The pectoral muscle must be isolated from the breast region so that only
the specific region of interest (ROI) is considered for further image processing and
pattern recognition algorithms. Figures 4.3(b) – 4.13(b) show these mammograms after
preprocessing. Figures 4.3(c) – 4.13(c) show the color map of these images, which
indicate the intensity of the pixels at various locations, indicating the nature of the tissue
at that spot. However, these images are still inadequate to define the characteristic
patterns associated with each of these mammograms with different tumor types. Hence,
further analysis is performed to extract features that are distinct to each of these types of
mammograms using the image processing techniques discussed in Chapter 3.
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Normal Mammogram:

Figure 4.3 Normal mammogram – Original (a) Pre-processed (b) Color map (c)

Circumscribed mass:

(a)

(b)

(c)

Figure 4.4 Mammogram with benign tumor (Circumscribed mass) - Original (a) Preprocessed (b) Color map (c)

(a)

(b)

(c)

Figure 4.5 Mammogram with malignant tumor (Circumscribed mass) - Original (a) Preprocessed (b) Color map (c)
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Spiculated lesions:

(b)

(a)

(c)

Figure 4.6 Mammogram with benign tumor (Spiculated lesions) - Original (a) Preprocessed (b) Color map (c)

(a)

(b)

(c)

Figure 4.7 Mammogram with malignant tumor (Spiculated lesions) - Original (a) Preprocessed (b) Color map (c)

Calcifications:

(a)

(b)

(c)

Figure 4.8 Mammogram with benign tumor (Calcifications) - Original (a) Pre-processed
(b) Color map (c)
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(a)

(b)

(c)

Figure 4.9 Mammogram with malignant tumor (Calcifications) - Original (a) Pre-processed
(b) Color map (c)

Architectural distortions:

(a)

(b)

(c)

Figure 4.10 Mammogram with benign tumor (Architectural distortions) - Original (a)
Pre-processed (b) Color map (c)

(a)

(b)

(c)

Figure 4.11 Mammogram with malignant tumor (Architectural distortions) - Original (a)
Pre-processed (b) Color map (c)
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Asymmetry:

(b)

(a)

(c)

Figure 4.12 Mammogram with benign tumor (Asymmetry) - Original (a) Pre-processed
(b) Color map (c)

(b)

(a)

(c)

Figure 4.13 Mammogram with malignant tumor (Asymmetry) - Original (a) Preprocessed (b) Color map (c)

4.1.2

Feature Extraction

The mammograms obtained after pre-processing (Figures 4.3(b) – 4.13(b)) are
further analyzed for extracting features that are distinct to each of the mammogram types.
Three classical methods are used to extract features, they are – wavelet analysis,
statistical analysis and texture analysis.
4.1.2.1 Wavelet Analysis
The mammograms are decomposed by wavelet analysis at level 2 with a
Debauchies wavelet. The normalized magnitude for this feature vector containing six
coefficients is calculated for the feature set. The corresponding plot is shown in Figure
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4.14 – 4.19. The plots show the number of mammograms versus the magnitude for
normalized wavelet features.
Normal mammogram:
Figure 4.14 shows the wavelet features for normal mammogram. The magnitude
falls under the range of 0.0009 – 0.0042. This indicates that the magnitude of wavelet
features for a normal mammogram is most likely to fall within this range. The normal
mammograms have lower energy and density values than the tumors. This explains for
the very low values of the wavelet features.

Figure 4.14 Wavelet feature for Normal mammogram
Circumscribed mass:
Figure 4.15 shows that the wavelet features’ magnitude for a circumscribed mass
that is benign falls under the range of 0.0061 – 0.0117. The magnitude for malignant
tumors lies between 0.0352 and 0.0381. This plot also indicates a striking contrast
between the two types of tumors – benign and malignant.
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Circumscribed masses having irregular shapes are malignant in nature, they
possess higher energy and density when compared to the benign masses that have a welldefined and regular shape. Thus the difference in the energy and densities are indicated
by the magnitude of the wavelet features. However these masses have higher densities
when compared to the normal mammograms.

Figure 4.15 Wavelet feature for Circumscribed masses
Spiculated lesions:
Figure 4.16 shows that the wavelet features’ magnitude for a benign spiculated
lesion falls under the range of 0.0134 – 0.0154. The magnitude for malignant tumors lies
between 0.0399 and 0.0436. Spiculated lesions contain masses that are radiating in a
spiral manner.
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Figure 4.16 Wavelet feature for Spiculated lesions
The benign lesions have a faint, jagged edge that is well defined; whereas the
edges for the malignant lesions are ill-defined. This causes the change in densities and
energy values as shown in Figure 4.16.
Calcifications:
Figure 4.17 shows that the wavelet features’ magnitude for benign calcification
clusters falls under the range of 0.0155 – 0.0252. The magnitude for malignant tumors
lies between 0.0447 and 0.0508. The benign calcification clusters are tiny florets that are
round, smooth and have a linear branching; whereas the malignant clusters are
pleomorphic and have an irregular branching. This is represented as a difference in
energy of the mammogram.
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Figure 4.17 Wavelet feature for Calcifications
Architectural distortions:
The plot shown in Figure 4.18 shows that the wavelet features’ magnitude for
architectural distortions that are benign falls under the range of 0.0285 – 0.0346. The
magnitude for malignant tumors lies between 0.0569 and 0.0632. Architectural
distortions have an interruption in the radial ductal pattern, which is represented as on a
mammogram by the changes in energy levels. Benign tumors have lower values than the
malignant tumors, as distinctly shown in Figure 4.18.

Figure 4.18 Wavelet feature for Architectural distortions
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Asymmetry:
Figure 4.19 shows that the wavelet features’ magnitude for tumors from
asymmetry that are benign falls under the range of 0.0262 – 0.0285. The magnitude for
malignant tumors lies between 0.0510 and 0.0568. Asymmetry is a special type of
abnormality where the fibro-glandular breast pattern is asymmetric for both the breasts.

Figure 4.19 Wavelet feature for Asymmetry

4.1.2.2 Statistical Analysis
The preprocessed mammograms (Figures 4.3(b) – 4.13(b)) are analyzed for
computing the eight statistical features, presented in section 3.3.2. The area plot for these
features is shown in Figure 4.20. This plot indicates that the most significant feature that
can be used for classification is the fifth feature – which is the smoothness of the
mammogram as calculated in Table 3.1. Thus the magnitude of only the smoothness is
considered for this research. The corresponding plot is shown in Figures 4.21 – 4.26. The
plots show the number of mammograms versus the magnitude for smoothness of the
image.
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The smoothness of an image is a measure of relative smoothness with respect to
neighboring pixels. The normal mammograms have a lower smoothness level when
compared to the benign and malignant tumors.

Figure 4.20 Statistical feature distribution of the various mammograms
Normal Mammogram:
The plot, shown in Figure 4.21 indicates that the smoothness for normal
mammograms falls within the range from 20.463 – 30.846. The smoothness of the pixels
relative to their neighboring pixels is lower for normal mammograms than the abnormal
ones.
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Figure 4.21 Statistical feature (Smoothness) for Normal mammograms
Circumscribed mass:

Figure 4.22 Statistical feature (Smoothness) for Circumscribed Masses
Figure 4.22 indicates that the smoothness for a benign circumscribed mass falls
within the range of 45.1864 – 46.8613. The magnitude for malignant tumors lies between
65.548 and 68.454. This plot also indicates a striking contrast between the two types of
tumors – benign and malignant.
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Spiculated lesions:
The plot shown in Figure 4.23 indicates that benign speculated lesions have the
smoothness ranging from 31.2191 – 44.1015. The magnitude for malignant tumors lies
between 61.1738 and 64.9719.

Figure 4.23 Statistical feature (Smoothness) for Spiculated lesions
Calcifications:
The plot shown in Figure 4.24 shows that the smoothness for benign calcification
clusters vary from 51.39 to 56.61. The magnitude for malignant tumors lies between
71.99 and 80.14. This plot also indicates a striking contrast between the two types of
tumors – benign and malignant.
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Figure 4.24 Statistical feature (Smoothness) for Calcifications
Architectural distortions:
The plot shown in Figure 4.25 shows that the architectural distortions have an
interruption in their radial ductal pattern, that is reflected on the smoothness values
Benign distortions have smoothness levels in the range of 56.3 – 60.5. The magnitude for
malignant tumors lies between 80.71 and 118.89. The sudden increase in the smoothness
level is a characteristic of the malignant distortions.

Figure 4.25 Statistical feature (Smoothness) for Architectural distortion
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Asymmetry:
Figure 4.26 shows that the smoothness of benign asymmetry on mammograms
varies from 48.22 - 51.33. The magnitude for malignant tumors lies between 68.45 and
70.30. This occurs as a result of changes in the fibro-glandular breast patterns shown on
abnormal mammograms.

Figure 4.26 Statistical feature (Smoothness) for Asymmetry
4.1.2.3 Texture analysis
The mammograms shown in Figures 4.3(b) – 4.13(b) are analyzed for computing
the eight texture features, presented in section 3.3.2.. The area plot for these features is
shown in Figure 4.27. This plot indicates that the most significant feature that can be used
for classification is the second feature – which is the correlation of the mammogram as
calculated in Table 3.2. Thus the magnitude of only the correlation is considered for this
research. The corresponding plots are shown in Figures 4.28 – 4.33. The plots show the
number of mammograms versus the magnitude for correlation of the image. The
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correlation feature is based on mean and variance distributions of every pixel in the
image. The correlation levels are very high for tumors, especially malignant tumors,
when compared to the normal mammograms.

Figure 4.27 Texture features for Mammograms
Normal Mammogram:
Figure 4.28 indicates that the correlation for normal mammograms falls within the
range from 150.502 – 523.86.

Figure 4.28 Texture feature (Correlation) for Normal Mammograms
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Circumscribed masses:
Figure 4.29 indicates that the correlation for malignant tumors lies between
2036.4 and 2086.67. The magnitude for benign circumscribed lesions lies between
1047.9 and 1073.59.

Figure 4.29 Texture feature (Correlation) for Circumscribed masses

Spiculated lesions:

Figure 4.30 Texture feature (Correlation) for Spiculated lesions
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Figure 4.30 shows that the correlation for benign speculated lesions within the
range of 1239.4 and1341.78. The magnitude for malignant tumors lies between 2363.85
and 2872.05.

Calcifications:
Figure 4.31 shows that the correlation for benign calcification clusters is between
651.55 and 803.73. The magnitude for malignant calcification clusters lies between
1759.9680 and 2006.0860. This plot also indicates a striking contrast between the two
types of tumors – benign and malignant.

Figure 4.31 Texture feature (Correlation) for Calcifications
Architectural distortions:
Figure 4.32 shows that the benign distortions have a correlation value that ranges
from 1092.48 to 1195.257. Malignant distortions have correlation values that lie between
2084.80 and 2336.78.
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Figure 4.32 Texture feature (Correlation) for Architectural distortions
Asymmetry:
Figure 4.33 shows that benign asymmetry mammograms have correlation values
closer to the normal mammograms and lie between 547.54 and 638.57 . The magnitude
for malignant tumors lies between 1361.78 and 1751.96. This plot also indicates a
striking contrast between the two types of tumors – benign and malignant.

Figure 4.33 Texture feature (Correlation) for Asymmetry
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4.2

Classifier results

The results for each of the classifier mentioned in section 3.3.3 of methodology,
discussed in the following subsections for the features computed from wavelet, statistical
and threshold analysis.

4.2.1

Wavelet feature analysis

At a confidence interval of 95%, the groups – Normal and Benign were
statistically significant with the p – value of 0.00033, Normal and Malignant were
statistically significant with the p – value of 0.00028, Benign and Malignant were
statistically significant with the p – value of 0.00084. This indicates that the wavelet
features can group and classify the mammograms with enhanced accuracy. This claim
was tested using the classifiers mentioned in section 3.3.3. The results from the five
classifiers are tabulated in Tables 4.2 – 4.6.
Table 4.2 shows that Naive Bayes’ classifier could classify the mammogram into
the normal, benign and malignant types with an accuracy of 65.2%, 88.5% and 89.6%
respectively using the wavelet feature vector.
Table 4.2 Classifier Results for Wavelet feature analysis using Naïve Bayes’ classifier
Type of Mammogram Training Set Testing Set Accuracy (%)
Normal
80
20
65.2%
Benign
60
40
88.5%
Malignant
60
40
89.6%

Table 4.3 shows that the Bayes’ classifier could classify the mammogram into the
normal, benign and malignant types with an accuracy of 75.3%, 91.2% and 92.3%
respectively using the wavelet feature vector. The accuracy in classifying mammograms
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has improved from Naive Bayes’ classifier, since this classifier also accounts for the
interdependency of features.

Table 4.3 Classifier Results for Wavelet feature analysis using Bayes’ classifier
Type of Mammogram Training Set Testing Set Accuracy (%)
Normal
80
20
75.3%
Benign
60
40
91.2%
Malignant
60
40
92.3%

It can be observed from Table 4.4 that the kNN classifier could classify the
mammogram into the normal, benign and malignant types with an accuracy of 77.8%,
90.4% and 91.2% respectively using the wavelet feature vector. Table 4.5 shows that the
SVM classifier could classify the mammogram into the normal, benign and malignant
types with an accuracy of 78.3%, 91.7% and 92.9% respectively using the wavelet
feature vector.

Table 4.4 Classifier Results for Wavelet feature analysis using kNN classifier
Type of Mammogram Training Set Testing Set Accuracy (%)
Normal
80
20
77.8%
Benign
60
40
90.4%
Malignant
60
40
91.2%

Table 4.5 Classifier Results for Wavelet feature analysis using SVM classifier
Type of Mammogram Training Set Testing Set Accuracy (%)
Normal
80
20
78.3%
Benign
60
40
91.7%
Malignant
60
40
92.9%
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Table 4.6 shows that the ANN classifier could classify the mammogram into the
normal, benign and malignant types with an accuracy of 80.5%, 92.1% and 93.3%
respectively using the wavelet feature vector.

Table 4.6 Classifier Results for Wavelet feature analysis using ANN
Type of Mammogram Training Set Testing Set Accuracy (%)
Normal
80
20
80.5 %
Benign
60
40
92.1%
Malignant
60
40
93.3%

The classifier results also indicate that the ANN classifier achieves the maximum
classification accuracy for the wavelet features.

4.2.2

Statistical feature analysis

At a confidence interval of 95%, the groups – Normal and Benign were
statistically significant with the p – value of 0.00024, Normal and Malignant were
statistically significant with the p – value of 0.00015, Benign and Maignant were
statistically significant with the p – value of 0.00120. The features obtained from
statistical analysis are trained for pattern recognition using the classifiers mentioned in
section 3.3.3. The results from the five classifiers are tabulated in Tables 4.7 – 4.11.
Table 4.7 shows that that the Naive Bayes’ classifier could classify the
mammogram into the normal, benign and malignant types with an accuracy of 85.6%,
89.2% and 91.3% respectively using the wavelet feature vector. From Table 4.8, it can be
observed that the Bayes’ classifier could classify the mammogram into the normal,
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benign and malignant types with an accuracy of 88.5%, 92.2% and 95.2% respectively
using the texture feature vector.
Table 4.7 Classifier Results for Statistical feature analysis using Naïve Bayes’ classifier
Type of Mammogram Training Set Testing Set Accuracy (%)
Normal
80
20
85.6%
Benign
60
40
89.2%
Malignant
60
40
91.3%

Table 4.8 Classifier Results for Statistical feature analysis using Bayes’ classifier
Type of Mammogram Training Set Testing Set Accuracy (%)
Normal
80
20
88.5%
Benign
60
40
92.2%
Malignant
60
40
95.2%

Table 4.9 shows that the kNN classifier could classify the mammogram into the
normal, benign and malignant types with an accuracy of 87.5%, 91.5% and 94.3%
respectively using the statistical feature vector.
From Table 4.10, it can be observed that the SVM classifier could classify the
mammogram into the normal, benign and malignant types with an accuracy of 89.3%,
93.1% and 95.4% respectively using the statistical feature vector.
Table 4.11 shows that the ANN classifier could classify the mammogram into the
normal, benign and malignant types with an accuracy of 89.9%, 94.2% and 95.7%
respectively using the statistical feature vector.
Table 4.9 Classifier Results for Statistical feature analysis using kNN classifier
Type of Mammogram Training Set Testing Set Accuracy (%)
Normal
80
20
87.5%
Benign
60
40
91.5%
Malignant
60
40
94.3%
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Table 4.10 Classifier Results for Statistical feature analysis using SVM classifier
Type of Mammogram Training Set Testing Set Accuracy (%)
Normal
80
20
89.3%
Benign
60
40
93.1%
Malignant
60
40
95.4%

Table 4.11 Classifier Results for Statistical feature analysis using ANN
Type of Mammogram Training Set Testing Set Accuracy (%)
Normal
80
20
89.9%
Benign
60
40
94.2%
Malignant
60
40
95.7%

From the above, it is observed that the ANN, SVM and the Bayes’ classifier
classify the mammograms more efficiently than the Naive Bayes’ and kNN classifers
when tested with the statistical feature vector.

4.2.3

Texture feature analysis

At a confidence interval of 95%, the groups – Normal and Benign were
statistically significant with the p – value of 0.00021, Normal and Malignant were
statistically significant with the p – value of 0.00017, Benign and Malignant were
statistically significant with the p – value of 0.00048. The features obtained from texture
analysis are trained for pattern recognition using the classifiers mentioned in section 3.3.3.
The results from the five classifiers are tabulated in Tables 4.12 – 4.16.
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Table 4.12 indicates that the Naive Bayes’ classifier could classify the
mammogram into the normal, benign and malignant types with an accuracy of 88.2%,
90.5% and 91.8% respectively using the texture feature vector.
Table 4.13 shows that the Bayes’ classifier could classify the mammogram into
the normal, benign and malignant types with an accuracy of 95.4%, 96.7% and 93.3%
respectively using the texture feature vector.
Table 4.14 shows that the kNN classifier could classify the mammogram into the
normal, benign and malignant types with an accuracy of 89.4%, 92.6% and 93.4%
respectively using the texture feature vector.
Table 4.12 Classifier Results for Texture feature analysis using Naïve Bayes’ classifier
Type of Mammogram Training Set Testing Set Accuracy (%)
Normal
80
20
88.2%
Benign
60
40
90.5%
Malignant
60
40
91.8%

Table 4.13 Classifier Results for Texture feature analysis using Bayes’ classifier
Type of Mammogram Training Set Testing Set Accuracy (%)
Normal
80
20
95.4%
Benign
60
40
96.7%
Malignant
60
40
93.3%

Table 4.14 Classifier Results for Texture feature analysis using kNN classifier
Type of Mammogram Training Set Testing Set Accuracy (%)
Normal
80
20
89.4%
Benign
60
40
92.6%
Malignant
60
40
93.4%
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From Table 4.15, it can be observed that the SVM classifier could classify the
mammogram into the normal, benign and malignant types with an accuracy of 91.6%,
94.2% and 95.6% respectively using the texture feature vector.
Table 4.16 shows that the ANN classifier could classify the mammogram into the
normal, benign and malignant types with an accuracy of 91.4%, 94.8% and 94.9%
respectively using the texture feature vector.

Table 4.15 Classifier Results for Texture feature using SVM classifier
Type of Mammogram Training Set Testing Set Accuracy (%)
Normal
80
20
91.6%
Benign
60
40
94.2%
Malignant
60
40
95.6%

Table 4.16 Classifier Results for Texture feature analysis using ANN
Type of Mammogram Training Set Testing Set Accuracy (%)
Normal
80
20
91.4%
Benign
60
40
94.8%
Malignant
60
40
94.9%

These results indicate that the ANN and the SVM classifiers provide almost
similar results and have highest accuracy among all the classifiers when tested with the
texture feature vector.
4.2.4

Calcifications

The MIAS dataset has 22 images that contain calcifications. These images were
tested using the ANN classifier for wavelet, statistical and texture features. The classifier
results are shown in Table 4.17
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Table 4.17 ANN Classifier results – Calcifications

Calcification Type Training Set Testing Set Accuracy (%)
Benign
6
4
90.3%
Malignant
7
5
92.1%

4.2.5

Validation using the entire dataset

The entire dataset was trained for wavelet, statistical and texture feature vectors
using an ANN classifier. The classifier was tested on all of the MIAS dataset images that
gave a detection accuracy of up to 98.4%. This is shown in Table 4.18
Table 4.18 Training and Testing of entire dataset

Training Set Testing Set Accuracy (%)
322
322
98.4%

4.3

Data Analysis

The image processing algorithms are tested for statistical significance for each of
the type of tumors using a student t-test. At a confidence interval of 95%, the wavelet,
statistical and texture features were statistically significant for the different types of
mammograms as shown in Tables 4.19, 4.20 and 4.21.

Table 4.19 Data analysis - Wavelet features
Mammogram type
p-value
Normal vs. Benign
0.00033
Normal vs. Malignant 0.00028
Benign vs. Malignant 0.00084

90
Table 4.20 Data analysis - Statistical features
Mammogram type
p-value
Normal vs. Benign
0.00024
Normal vs. Malignant 0.00015
Benign vs. Malignant 0.00120

Table 4.21 Data analysis – Texture features
Mammogram type
p-value
Normal vs. Benign
0.00021
Normal vs. Malignant 0.00017
Benign vs. Malignant 0.00048

These tables indicate that the features are statistically significant (p<0.05). It also
validates the results to define the characteristic features for the pattern recognition of
different types of mammograms.

4.4

Threshold values for different tumor types

The results shown in section 4.1.2 for each of the wavelet, statistical and texture
features indicate that the mammograms can be classified with well - defined threshold
values and range for the normalized magnitude. This is shown in Figures 4.34 – 4.36
respectively.
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Figure 4.34 Wavelet feature analysis – all mammograms

Figure 4.35 Statistical feature (Smoothness) analysis – all mammograms
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Figure 4.36 Texture feature analysis (Correlation) – all mammograms
4.5

Summary

This chapter discusses the results obtained using the wavelet, statistical and
texture analysis on mammograms. The features are analyzed and implemented on five
different classifiers – Naive Bayes’, Bayes’, kNN, SVM and ANN. The performance of
these features and classifiers is assessed based on the accuracy of classification. The
results can be summarized as:
1) The wavelet, statistical and texture features define the characteristics of the
mammogram based on the tumor type.
2) These features are distinct and are also tested for statistical significance for
classifying the mammograms.
3) The classifiers can achieve detection accuracy as high as up to 95% for
classification of mammograms.

93
The above techniques using both image processing and pattern recognition
algorithms enhance the diagnostic accuracy of current practice for detection with 20%
false positive and 10% false negative rates by more than 20%. Similar techniques shown
in literature survey indicated a detection accuracy of up to 89%. Our proposed method
has enhanced the accuracy of detection up to 95%.
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CHAPTER 5. SMART MAMMOGRAM – AN ANDROID APPLICATION

This chapter introduces the implementation of mammogram classification and
tumor detection on a mobile device. A smartphone application is developed and tested to
classify mammograms and indicate the presence of tumors.
5.1

Framework

An Android application, Smart Mammogram is developed to integrate the image
processing and pattern recognition capabilities on any mobile device. The block diagram
is shown in Figure 5.1. The various steps involved in this process are described as
follows:
Step 1: Data Acquisition
The Smart Mammogram application is designed to accept an input image
(mammogram) from the user. The mammogram can be loaded from the phone’s gallery
or any of the folders containing images. This image will appear on Screen 1 of the
application.
Step 2: Computation of features
Once this image is subjected to the preprocessing step explained in Step 1 under
section 3.3.2, the pre-processed image appears on Screen 2 of the application. This image
is further analyzed to compute the wavelet, statistical and texture features as discussed in
Step 2 under section 3.3.2. This appears on Screen 3 of the application.

95

Figure 5.1 Block diagram – Implementation on a mobile device

Step 3: Classification and Reporting
The threshold values obtained from the results of MATLAB implementation of
Step 2 (discussed in section 4.2) are hard-coded and made available in the application’s
memory. These values are compared with the features obtained from Step 2. Based on the
range obtained, the algorithm classifies the mammogram into a normal or an abnormal
type, followed by the sub - classification based on tumor type. This result appears on
Screen 4 of the application.
Further, the mobile application is designed to allow the user to go to the previous
screens and exit the application at any point of time.
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5.2

Software

The entire Android application is built using Android Software Development Kit
(SDK) 4.2 and Eclipse 3.8 (Android Development Tool – ADT) as the Integrated
Development Environment (IDE). The image processing capabilities have been
implemented using OpenCV4Android 2.4.5 SDK to utilize its libraries in the Android
SDK. The software application was tested on the Samsung Galaxy SIII smartphone.

5.3

Smart Mammogram Logo

The Smart Mammogram application is designed and developed to work on
Android mobile devices. The logo of this application is shown in Figure 5.2.

Figure 5.2 Logo for the SmartMammogram Application
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5.4

Results from the mobile device

The steps discussed under the application framework were implemented on the
mobile device. The screenshots of the application running on the Android test device
(Samsung SIII) are shown in Figures 5.3 (a) – (d).
The application’s first screen (Screen 1) as shown in Figure 5.3 (a) requests the
user to load a mammogram. By clicking the “Load Mammogram” button, the user can
pick any of the mammograms by accessing the media and pictures folders of the mobile
device. Once the image is loaded, it automatically gets displayed on the next screen
(Screen 2) as shown in Figure 5.3 (b). From this screen onwards, every screen gives the
user options to get back to a previous screen, exit or continue to the next screen.
Once the user clicks on “Next” button, the next screen (Screen 3), as shown in Figure 5.3
(c) displays the pre-processed image computed from the mammogram based on the
technique explained under section 3.1.1.1.
The pre-processed image is now subjected to three image processing techniques,
Wavelet, statistical and texture feature analysis. Based on the results provided in section
4.1.2, the three features are displayed on Screen 4 – Wavelet features’ magnitude,
Smoothness (from Statistical features) and Correlation (from Texture features). This is
shown in Figure 5.3 (d). The mammogram is displayed on one side of the screen with the
features being displayed on the other side. Here again, we have options to exit, go back to
a previous screen or continue with the processing. The three numbers that are displayed
are checked with the range values for wavelet, statistical and texture features as discussed
in section 4.2. Based on the range, the software generates the result and displays on the
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next screen (Screen 5). This is the last screen and end of the application as shown in
Figure 5.3 (e).

(c)

(b)

(a)

(d)

(e)

Figure 5.3 Smart Mammogram results – Screen 1 (a), Screen 2 (b), Screen 3 (c), Screen 4
(d) and Screen 5 (e)
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In the case shown in Figure 5.3 (e), the mammogram was detected to be a normal
one. If the algorithm detects any abnormality, it displays the result accordingly,
describing the tumor type and positioning the tumor as shown in Figure 5.4.

Figure 5.4 Benign Calcifications shown on Smart Mammogram application
5.5

Results of a Film Mammogram

The Smart Mammogram application was also tested on a film mammogram to
detect the presence of tumor. An overhead projector was used to display the film
mammogram, whose image was captured using the Samsung Galaxy SIII camera-phone.
The resulting image was processed by the smartphone application using the framework
explained in Section 5.1. The screenshots for film mammogram results are shown in
Figures 5.5 (a) - (d). These figures show screen 2 – 5 of the Smart Mammogram
application.
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(a)

(b)

(c)

(d)

Figure 5.5 Film Mammogram results – Screen 2 (a), Screen 3 (b), Screen 4 (c) and
Screen 5 (d)

5.6

Summary

An innovative, state of the art, industry standards smartphone mobile application
has been designed, developed and tested to check for the presence of tumors on a
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mammogram. This application provides a detection accuracy of up to 95% and can serve
as a second opinion for clinical use. The smartphone application has also been tested on
film mammograms. Thus the diagnostic accuracy of mammograms can be enhanced
using this application.
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CHAPTER 6. CONCLUSION AND RECOMMENTATIONS FOR FUTURE WORK

This thesis aims at enhancing the diagnostic accuracy of mammograms and integrating
the solution on a mobile device. This chapter presents the conclusions and
recommendations for future work on this research
6.1

Conclusions

1. An innovative, state-of-the-art, industry standards smartphone application, first of its
kind, is developed for enhancing diagnostic accuracy of mammograms using proven
image processing and pattern recognition algorithms. The literature review suggests
that current practice of mammograms can detect with 20% false positives and 10%
false negatives; the results from this thesis indicate a detection accuracy of up to 95%.
2. This thesis was conducted on a sample dataset, miniMIAS containing 322
mammograms containing different types of tumors. The algorithms were designed
and tested on MATLAB R2012b and on an android smartphone using the Android
SDK 4.2.
3. Three classical image processing techniques – wavelet, statistical and texture feature
analysis are used to study mammograms for different tumor types.
4. The different types of abnormalities, such as calcifications, circumscribed masses,
speculated lesions, architectural distortions and asymmetry are studied and analyzed
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for differences in the wavelet, statistical and texture features associated with each of
these tumor types.
5. The results indicate that a well-defined range for these features can be provided that is
strikingly different for each of these mammogram types. This enhances and aids the
classification process.
6. The wavelet features for the normal and benign mammograms, normal and malignant
mammograms, benign and malignant mammograms are statistically significant with p
– values of 0.00033, 0.00028 and 0.00084 respectively at a confidence interval of
95%.
7.

The statistical features for the normal and benign mammograms, normal and
malignant mammograms, benign and malignant mammograms are statistically
significant with p – values of 0.00024, 0.00015 and 0.00120 respectively at a
confidence interval of 95%.

8. The texture features for the normal and benign mammograms, normal and malignant
mammograms, benign and malignant mammograms are statistically significant with p
– values of 0.00021, 0.00017 and 0.00048 respectively at a confidence interval of
95%.
9. The pattern recognition algorithms - Naive Bayes’, Bayes, kNN, SVM and ANN are
used for classifying mammograms based on the wavelet, statistical and texture
features.
10. The ANN classifier achieves maximum accuracy of 91.2% and 92.5 % for classifying
mammograms based on wavelet features and statistical features and SVM classifier
achieves maximum classification accuracy of 94.3% based on wavelet features
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11. The complete solution is implemented on a mobile device running the Smart
Mammogram android application. This application has been tested on a Samsung
Galaxy SIII android smartphone, running Android Operating System 4.2 on it. The
smartphone application computes the three features – wavelet, statistical and texture
features respectively. These values are compared with the threshold and range values
obtained from the results of MATLAB implementation of the solution.
12. With this solution, a detection accuracy of up to 95% can be achieved. The state-ofthe art, smartphone application can serve as a second opinion for clinical use. Thus,
with over 440,000 women diagnosed with breast cancer worldwide, this thesis aims at
saving more women from dying as early stage detection can drop the mortality rates
by about one-third.

6.2

Recommendations for Future Work

The detection of tumors on mammograms can be improved by using better
imaging equipment, that can suppress the noise and artifacts present on the film
mammograms. Further, image processing algorithms can be implemented as a part of
post-processing in the imaging center prior to analysis. The mammograms can be
segmented into different regions of interest and check for the difference in the wavelet,
statistical and texture features. This will enhance the clarity of analysis for specific
regions with abnormalities and can enhance the diagnostic accuracy even higher. This
thesis was tested on an available sample dataset containing 322 mammograms. It can be
tested for different datasets and clinically available mammograms at the radiology center.
It would be interesting to study the characteristics of benign tumors and predict its
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susceptibility to form a malignant tumor. This can be analyzed by studying the image
characteristics of mammograms that had a benign abnormality and then turned into
malignant tumors, over the period of time. This also requires a clear understanding of the
breast and tumor pathology. The working of the smartphone application can be further
improved to suggest and recommend diagnostic follow up when detected with an
abnormality on the mammogram.
With the rise in mortality rates for breast cancer for women worldwide and in the
U.S., there is a constant need for early detection and diagnosis. The diagnostic accuracy
of mammograms can be enhanced by image analysis and pattern recognition. With
further improvements on the image processing side of mammograms, we can expect
higher classification and detection accuracy.
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of breast mammograms: A novel method to detect tumor in breast cells.
b) Poster Presentations:
• Enhanced Diagnostics of Digital Mammograms - Presented on Mar. 31,
2012 for CoT Faculty Convocation.
Sharanya Padmanabhan & Raji Sundararajan
• Digital Mammograms Accuracy Enhancement for Better Detection Presented on Oct. 10, 2012 for International Breast Cancer & Nutrition
(IBCN) Poster Presentation.
Sharanya Padmanabhan & Raji Sundararajan
• Natural, Simple, Everyday Whole Food for Cancer Prevention - Presented
on Nov. 2, 2012 for Stoner Retreat.
Sharanya Padmanabhan, Cindy Lin, Golsa Moayeri Pour, Sathya
Hariharan, Arutselvan Natarajan, Ignacio Camarillo, & Raji Sundararajan
• Smart mammogram: A Smart App for a second opinion of the
mammogram-Presented on Apr 11 2013 for CoT Faculty Retreat.
Sharanya Padmanabhan & Raji Sundararajan
Awards:
•

2012 Spring CoT Faculty Convocation – Best Research Poster Award,
entitled, “Enhanced Diagnostics of Digital Mammograms”.
Sharanya Padmanabhan, Raji Sundararajan

