ABSTRACT
INTRODUCTION
In current infrastructure of power grid, power flow is supplied by unidirectional structure from centralized supply sources (power plants) to customers /consumers [1] . This infrastructure, due to increasing demand and population size will not be able to satisfy the growing needs of customers. Also, the main reason more blackouts and brownouts are occurring due to the slow response times of mechanical switches, a lack of automated analytics, and "poor visibility" -a "lack of situational awareness" on the part of grid operators [2] . Smart Grid (SG) with building a two-way flow of electricity and information is the solution we desperately need to solve many problems expressed. In fact, Smart grid is a modernized grid that enables bidirectional flows of energy and uses two-way communication and control capabilities that will lead to an array of new functionalities and applications Thus, this is allows electricity to be generated, distributed, and consumed more effectively and efficiently. However, the connections capabilities of the power grids are limited to local areas and on small scales, so that communication infrastructure unable to transmission of huge amount of data in real-time and with the low delay. In General, Data traffic has been increased since systems get more complicated, and this will provide some challenges in designing SG communicational infrastructure. Therefore, paying attention to parameters like, latency and volume of the sending messages is an important problem in designing and creating communicational infrastructures for the different domains of SG. Most of the studies in the field of quality of service (QOS) assurance in power grids are concentrated on using middleware and routing [3] [4] [5] .The performance of these existing approaches can be upgraded by creating some infrastructure proper for application programs and also by getting some priorities to the traffic of each level of power grids (Generation, Transmission and Distribution) and also classifying the traffic based on QoS parameters focusing on using the MPLS(Multiprotocol Label Switching) architecture in core net, in this paper an infrastructure which is proper for the requirements of SG application programs is proposed. Then by classifying information flows, an approach for guaranteeing the QoS of sent traffic to the SG control center is recommended.
QUALITY OF SERVICE IN SMART GRID
The types and quantities of data and information be exchanged through the communication infrastructure are exponential increasing. Some of the enhanced information are usable just in predefined time frames and if the communication delay gets more than the predefined time window, the information would not be usable and in the worst case, it may lead to network damages. Traditional communication techniques only provide Best Effort Service, by which traffic is transmitted as quickly as possible, but there is no guarantee as to timeliness or actual delivery [4] . While SG needs some approaches to QoS guarantee of the sent traffics in a communication networks among the substations. One of the best approaches for guaranteeing the SG send traffic QoS is to use a different model. This model puts sets of traffic which have similar properties in service classes and considers a set of flows that have the similar set required QoS to service [6] . Using the DSCP (Differential Services Code Point) field, the different levels of traffic are prioritized based on the service delivery time 
MPLS based Traffic Engineering
Using a technique like bandwidth reservation, is a method to develop the DiffServ and also traffic regulation in the power network.Traffic flows can be sent on the reserved channel by using MPLS service. These services allow the creation of bandwidth reservations within routers so that, These services allow the creation of bandwidth reservations within routers so that, required bandwidth will be guaranteed to have it regardless of the other traffic types in the network [3] .In general, MPLS uses a simple forwarding method. In the MPLS networks, the label edge routers (LERs) attach labels to packets based on a forwarding equivalence class (FEC). Packets would then be forwarded through the MPLS network, based on their associated FECs, through swapping the labels by routers or switches in the core of the network called label switch routers (LSRs) to their destination [7] . The true strength of the MPLS forwarding algorithm is that analysis of the IP packet header only needs to be done once, at the ingress of the MPLS domain by an LER. Mapping the EXP in LER and defining the trunk for traffic policies for the created LSPS, the data traffic can be sent to the control center in predetermined periods.
TRAFFIC CLASSIFICATION BASED ON QOS PARAMETERS
The applications that are presented in table 1, are executed simultaneously in the network and each of them make some traffic according to their QoS requirements. And each of these traffic sets should be assigned to each of the priority levels. These traffic flows can be classified according to the different parameters; delay, bandwidth and size. In the proposed system, traffic is classified in to four classes assigned to each of these traffic sets(Table2).
Controllability and Active Queue Management (AQM) algorithm are provided for the power companies to do some complicated combinations which is the result of using different applications that have different operational requirements.
Queuing Discipline
To achieve the desired quality of service, we use two separate queues ; Excellent service queue for packets belonging to the Expedited Forwarding(EF) class, and RIOqueue for packets belonging to a assured forwarding(AF) and best effort class (Figure1). The ES-queue is implemented as a FIFO queue, while the RIO-queue is more complicated than the ES-queue [8] . In the RIO algorithm, two thresholds are considered and no packet has been thrown away until traffic is smaller than the first threshold. If the traffic is between the two thresholds, only the packets that were used by the user very much are randomly thrown away. And if the traffic is more than the second threshold, all the received packets will be ignored. 
SIMULATION METHODOLOGY
To evaluate the recommended approach, the OPNET simulator was used as a network analyzing tool. The main advantage of the OPNET is that, it is modular which enables us to enhance the network performance mostly according to the environmental conditions [9] . The performance of the proposed approaches are evaluated in different scenarios based on communication network configurations, and traffic model substation.
Network topology in OPNET simulator
The proposed architecture is based on a optical fiber backbone network that connects to the substation routers, the substations' traffic and the other traffic like video stream and FTP are sent to the central control unit through the core net which is an IP/MPLS wide network.Since the delay due to the distance between nodes is considered part of the overall delay, hence, the geographical placement of nodes in the network simulation model is very important. Figure ( 2) shows the overview of communication network topology. The considered topology consists of 12 nodes that connect to each other by an OPWG cable so that 10 nodes are considered as the substations, and one node as the core net and the other one as the control center. Each of these nodes is considered as a sub network. Substation Each substation includes telemetry equipment such as Teleportation, SCADA, WACS and the PMU device that can be connected to the substation router through the 100Base-T link and based on Ethernet LAN.
Core Network
The core net consists of 12 routers that support MPLS architecture that connects to each other by an OPWG cable on a mesh topology (Figure3). The bandwidth on all fiber optical communication links in this network is 5 MBits per second. In order to efficiently use the network resources and provide better services to the traffic with critical situation, for each service class, an LSP is created and is mapped to the proportionate FEC. 
Control Center
One of the most important sub networks is the control center that checks and manages the status of most distributed and far away tools. The information received in the control center, are analyzed and the required decisions are made and if needed the required proper control commands are created and sent to an IED in a predefined substation.
Scenario Simulation
To perform the simulation by using simulator OPNET, three main scenarios are considered: a) the first scenario, with all traffic will be treated in a best-effort manner and each packet is transmitted to destination in the network without any prioritize. b) In the second scenario, traffic flows classified in accordance with their priority and based on specific DSCP to be forwarded to the corresponding queue. c) In the third scenario the performance of the network is studied in a failing network. In this condition, the number of sent packets increases to more than three times as many as the usual condition. The protection system continuously sends four successive requests to the control center to insure that the packets containing the errors, are received. In the control center, as the main server gets the first request, it produces a 200Byte control command and sends to the IED in SubstationA.
The video and FTP traffic are considered as the background traffic that use 30 percentage of the links bandwidths. The video traffic periodically and FTP traffic bursty will be sent to the network. It is necessary to mention that, as the notification and PMU traffic are sent to control center as off-line, the higher priority traffic like teleprotection and PMU are discussed to evaluate the results of simulation.
simulation results
The statistical results of end to end delay shows reduction in the delay of the sent traffic from DS-TE architecture in comparison with the pure IP architecture; this number has been reduced from 17.1 ms to 7.3 ms. Figure (5,6) shows the delays of teleprotection and PMU sent traffic to the control center. The ETE delay for the substation A is represented in table 4. Because of the space, results of other substations don't be shown. As the traffic containing the smart grid information is time sensitive, reducing some millisecond delays is an important parameter. This delay reduction can be seen in the case of a failure. For the network to respond to the events, the sending and receiving time to/ from the control center should be reduced as much as possible. The simulated results are shown in Figure 7 and statistical values are shown in table 5 which demonstrate that the response time gets better.
CONCLUSION
The availability of a reliable and flexible communication network on the smart grid is critical for the support of several substations such as transmission and distribution. In this network, the delay has one of the most important parameters in characterizing the limitations of real-time access to information. Hence, in this paper Infrastructure in accordance with application requirements for smart grid based optical fiber and IP/MPLS was designed. Although fiber optic has a large bandwidth, however, if these links are shared with several substation applications data, it is important that appropriate QoS mechanisms be implemented to meet the stringent delay requirements of several mission critical smart grid applications. Therefore, an approach was proposed based on DiffServ model and traffic classification, and also, use of RIO algorithm in queuing discipline .Simulation results show that the proposed approach is significantly improved delay in the communication network. As a result, dispatching can be sure of the accuracy and the availability of information at real time, which in turn reduced to fault caused by lack of immediate access to information required. 
