Abstract. We present the necessary and sufficient conditions for the L 2 -wellposedness of the initial problem for a third order linear dispersive equation on the two-dimensional torus. Birkhoff's method of asymptotic solutions is used to prove necessity. Some properties of a system for quadratic algebraic equations associated to the principal symbol play a crucial role in proving sufficiency.
Introduction
This paper is concerned with the initial value problem of the form
where u(t, x) is a real-valued unknown function of (t, x) = (t, x 1 , x 2 ) ∈ R × T 2 , T 2 = R 2 /2πZ 2 , u 0 (x) and f (t, x) are given real-valued functions,
, and a σ(α) , b j (x), c(x) are real-valued smooth functions on T 2 . Such operators arise in the study of gravity waves of deep water. See [1] , [3] , [4] and the references therein.
The purpose of this paper is to present the necessary and sufficient conditions for the existence of a unique solution to (1)- (2) . To state our results, we introduce notation and the definition of L 2 -well-posedness. C ∞ (T 2 ) is the set of all smooth functions on T 2 . L 2 (T 2 ) is the set of all square-integrable functions on 
In view of Banach's closed graph theorem, if (1)- (2) is L 2 -well-posed, then for any T > 0, there exists C T > 0 such that all the solutions satisfy the energy inequality
Our results are the following.
Theorem 1.
The following conditions are mutually equivalent.
where
Here we explain the background of our problem. There are many papers dealing with the well-posedness of the initial value problem for dispersive equations. Generally speaking, it is difficult to characterize the well-posedness. In fact, results on the characterization are very limited. In [7] Mizohata studied the initial value problem for Schrödinger-type operators of the form
n . He gave the necessary condition for the L 2 -well-posedness: For equations on compact manifolds, the local smoothing effect breaks down everywhere in the manifold. Then, the restriction on the bad lower order terms becomes stronger, and the characterization of L 2 -well-posedness seems to be relatively easier. In fact, the L 2 -well-posedness for S on T n is characterized. See [2] , [6] and [10] .
L is the simplest example of higher order dispersive operators on higher-dimensional spaces. p(ξ) satisfies p (ξ) = 0 and det p (ξ) = 0 for ξ = 0. The symbol of the Laplacian q(ξ) also satisfies the same conditions. It is interesting that our method of proof does not work if we replace p(ξ) by r(ξ) = ξ The organization of this paper is as follows. In Sections 2 and 3 we prove I =⇒ II and II =⇒ III, respectively. We omit the proof of III =⇒ I. Indeed, under the condition
In view of ∇φ = (a −1 , a 1 ), we have
It is easy to see that the initial value problem for e φ Le −φ is L 2 -well-posed since
The proof of I =⇒ II
We begin with the reduction of (4). Set
is equivalent to an apparently weaker condition
For ξ ∈ Q 2 , there exist α ∈ Z 2 and l ∈ N such that ξ = α/l. Changing the variable by t = l 2 s, we have
Then, (7) is equivalent to
To prove I =⇒ II, we shall show the contraposition of I =⇒ (8) .
Suppose that (8) fails to hold; that is, for any n ∈ N, there exist
We shall show that the energy inequality (3) fails to hold. First, we consider the case that T n >> 0 and
Pick up ψ∈C ∞ (T 2 ) such that ψ = 1 and
Let u be a complex-valued solution to (1) with a complex-valued given function f (t, x). Then, L Re u = Re f and L Im u = Im f since all the coefficients in L are real-valued. We construct a sequence of complex-valued asymptotic solutions to
Substituting (12), (13), (14) and (15) into (11), we obtain
Then, we deduce
If we take l satisfying A α l, then
Combining (9), (10) and (17), we obtain
which breaks the energy inequality (3). When T n > 0 and
we employ a sequence of asymptotic solutions of the form
When T n < 0, the proof above works also in [T, 0] for some T ∈ [T n , 0]. The proof of I =⇒ II is finished.
The proof of II =⇒ III
To prove II =⇒ III, we need to know the properties of Λ.
Lemma 2.
For any α ∈ Z 2 , there exists ξ(α) ∈ Λ such that p (±ξ(α)) = α. Moreover, ξ(0) = 0, and for α = 0, ξ(α) = 0 and
Proof. For the sake of intelligibility, we express two vectors by the entries (ξ, η) ∈ Λ and (α, β) ∈ Z 2 . We solve a system of quadratic algebraic equations:
Case ( 
Case α = 0, β = 0. In the same way as the case α = 0 and β = 0, we have
Case αβ = 0. Suppose αβ = 0, η(2ξ + η) = α and ξ(2η + ξ) = β. ξη = 0 since
Since |β − 2α| < (β − 2α) 2 + 3β 2 and ξ 2 > 0,
Then, we have
Here we remark that η 2 > 0 is satisfied in (20) since
Using (19) and (20), we deduce
χ(α, β) makes sense for αβ = 0 since
Thus, we have
It follows from (19) that
This completes the proof.
Finally, we prove II =⇒ III. Express a σ(α) (x) by the Fourier series of the form
Substitute the Fourier series into (4). Then, for ( In view of (18), we get a 0,β = a 1,β + a −1,β for all β ∈ Z 2 . Thus, a 0 (x) = a 1 (x) + a −1 (x), and (21) becomes (a −1,β , a 1,β )e iβ·x = (a −1 (x), a 1 (x)), which is desired. The proof of II =⇒ III is finished.
