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Introduction
We aim to use polyfold theory to develop a a Fredholm Theory for SFT
we need to construct so-called M-polyfolds and strong bundles over them.
These arise as ambient spaces for a nonlinear Fredholm theory in the polyfold
context. The relevant global M-polyfolds are build using a “LEGO”-type
system, [50], from smaller building blocks. The construction of the “LEGO”-
pieces is described in the local-local theory, which is the subject of the
current paper.
In a follow up paper we shall show how these pieces can be plugged to-
gether (fibered product constructions) to carry out more complex construc-
tions. This will rely on the abstract theory contained in the first part of this
series,
J. W. Fish and H. Hofer, Polyfold and SFT Notes I:
A Primer on Polyfolds and Construction tools.
There we have provided an abstract theory which guarantees that local-
local constructions, satisfying some properties, can be plugged together to
produce local spaces with desired properties, i.e. a theory which guides
the passage from the local-local to the local theory. This setup allows to
recycle analysis in a controllable (i.e. checkable) fashion and to add novel
construction which then automatically work with the other ingredients. A
global theory is obtained from interacting local pieces. This will be described
in the next paper.
4 POLYFOLD CONSTRUCTIONS
We first recall some concrete sc-smoothness results from the paper [38].
This paper contains a plethora of results useful in concrete constructions.
After this we shall study the situation of maps defined on a nodal Riemann
surface as well as on the family of varying cylinders obtained by gluing.
This is done in Section 2. We refer to this as the nodal construction. In
Section 3 a similar construction is carried out in the context where we also
have a periodic orbit. More precisely we construct a M-polyfold structure
describing how maps defined on finite cylinders decompose in the presence of
periodic orbits when the cylinders get infinitely long and approaches a nodal
disk pair, while its image tries to approximate a cylinder over a periodic
orbit. This will be referred to as the stretching near a periodic orbit
construction. In Section 4 we summarize some classical constructions.
1. Sc-Smoothness Results
The following discussion follows closely some of the topics in [38].
1.1. Smoothness Versus Sc-Smoothness. It is important to know the
relationship between the concepts of classical smoothness and sc-smoothness.
The proofs of the following results can be found in [38]. The first theorem
gives implicitly an alternative definition of sc-smoothness.
Theorem 1.1 (Proposition 2.1, [38]). Let U be a relatively open subset of
a partial quadrant in a sc-Banach space E and let F be another sc-Banach
space. Then a sc0-map f : U → F is of class sc1 if and only if the following
conditions hold true.
(1) For every m ≥ 1, the induced map f : Um → Fm−1 is of class C1.
In particular, the derivative
df : Um → L(Em, Fm−1), x 7→ df(x)
is a continuous map.
(2) For every m ≥ 1 and every x ∈ Um, the bounded linear operator
df(x) : Em → Fm−1 has an extension to a bounded linear operator
Df(x) : Em−1 → Fm−1. In addition, the map
Um ⊕ Em−1 → Fm−1, (x, h) 7→ Df(x)h
is continuous.
Remark 1.2. If x ∈ U∞ is a smooth point in U and f : U → F is a sc1-map,
then the linearization
Df(x) : E → F
is a sc-operator.
A consequence of Theorem 1.1 is the following result about lifting the
indices.
Proposition 1.3 (Proposition 2.2, [38]).
Let U and V be relatively open subsets of partial quadrants in sc-Banach
spaces, and let f : U → V be sck. Then f : U1 → V 1 is also sck.
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If a map is sck we can deduce some classical smoothness properties.
Proposition 1.4 (Proposition 2.3, [38]). Let U and V be relatively
open subsets of partial quadrants in sc-Banach spaces. If f : U → V is sck,
then for every m ≥ 0, the map f : Um+k → Vm is of class Ck. Moreover,
f : Um+l → Vm is of class C l for every 0 ≤ l ≤ k.
Remark 1.5. We also note that a map f : U → F which is level-wise
classically smooth is sc∞.
The next result is very useful in proving that a given map between sc-
Banach spaces is sc-smooth provided it has certain classical smoothness
properties.
Theorem 1.6 (Proposition 2.4, [38]). Let
U be a relatively open subset of a partial quadrant in a sc-Banach space E
and let F be another sc-Banach space. Assume that for every m ≥ 0 and
0 ≤ l ≤ k, the map f : U → V induces a map
f : Um+l → Fm,
which is of class C l+1. Then f is sck+1.
In the case that the target space F = RN , Theorem 1.6 takes the following
form.
Corollary 1.7 (Corollary 2.5, [38]).
Let U be a relatively open subset of a partial quadrant in a sc-Banach space
and f : U → RN . If for some k and all 0 ≤ l ≤ k the map f : Ul → RN
belongs to C l+1, then f is sck+1.
1.2. The Fundamental Lemma. The following results are taken from
[38]. We begin by introducing several sc-Hilbert spaces. We denote by L the
sc-Hilbert space L2(R×S1,RN ) equipped the sc-structure (Lm)m∈N defined
by Lm = H
m,δm(R × S1,RN ), where (δm) is a strictly increasing sequence
starting at δ0 = 0. That means that Lm consists of all maps having partial
derivatives up to order m weighted by eδm|s| belonging to L2.
We also introduce the sc-Hilbert spaces F = H2,δ0(R × S1,RN ) with
sc-structure, where level m corresponds to regularity (m + 2, δm), with in
this case δ0 > 0 and (δm) being a strictly increasing sequence. Finally we
introduce E = H3,δ0(R × S1,RN ) with level m corresponding to regularity
(m+3, δm) and (δm) as in the F -case. We shall use the so-called exponential
gluing profile
ϕ(r) = e
1
r − e, r ∈ (0, 1].
The map ϕ defines a diffeomorphism (0, 1] → [0,∞). With the nonzero
complex number a (gluing parameter) with 0 < |a| < 1 we associate the
gluing angle ϑ ∈ S1 and the gluing length R via the formulae
a = |a| · e2piiϑ and R = ϕ(|a|).
Note that R→∞ as |a| → 0.
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The following two lemmata have many applications. In particular, they
will be used to prove that the transition maps between the local M-polyfolds
which we shall construct later are sc-smooth. The underlying result is Propo-
sition 2.8 from [38]. We have split the result into two parts. The interested
reader may consult the above-mentioned reference for proofs. We denote by
B 1
2
the manifold of complex numbers a with |a| < 1/2.
Lemma 1.8 (Fundamental Lemma I).
The following two maps are sc-smooth, where f : R → R is a smooth map
which is constant outside of a compact set satisfying f(+∞) = 0 with pos-
sibly f(−∞) 6= 0. We shall consider maps
Γi : B 1
2
⊕G→ G, i = 1, 2
where G = L, G = F or G = E and which we shall introduce below. We
abbreviate R = ϕ(|a|) for a 6= 0 which is a function of nonzero a ∈ B 1
2
.
f1
Figure 1. The map f .
(1) Define
Γ1(a, h)(s, t) = f
(
s− R
2
)
h(s, t)
if a 6= 0 and Γ1(0, h) = f(−∞)h if a = 0.
(2) Define
Γ2(a, h)(s
′, t′) = f
(
−s′ − R
2
)
h(s′, t′)
if a 6= 0 and Γ2(0, h) = f(−∞)h if a = 0.
Lemma 1.9 (Fundamental Lemma II). The following two maps are
sc-smooth, where g : R→ R is a smooth compactly supported map
Γi : B 1
2
⊕G→ G, i = 3, 4
where G = L, G = F or G = E. We shall use the function R as before.
Figure 2. The map g.
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(1) Define
Γ3(a, h)(s, t) = g
(
s− R
2
)
h(s−R, t− ϑ)
if a 6= 0 and Γ2(0, h) = 0 if a = 0.
(2) Define
Γ4(a, h)(s
′, t′) = g
(
−s′ − R
2
)
h(s′ +R, t′ + ϑ)
if a 6= 0 and Γ4(0, h) = 0 if a = 0.
Using these two results we shall be able to study several maps which will
be important later on. We denote by δ a strictly increasing sequence of real
numbers 0 ≤ δ0 < δ1 < ... and by H3,δc (R+ × S1,RN ) the sc-Hilbert space
which consists of maps u such that there exists a constant c ∈ RN (called
asymptotic constant) for which u−c belongs to H3,δ0(R+×S1,RN ). The
level m consists of maps u such that u− c belongs to H3+m,δm . Similarly we
can define H3,δc (R− × S1,RN ). The maps of interest and the corresponding
results are given as follows.
Proposition 1.10 (M1). The map
H3,δc (R+ × S1,RN )→ RN , u 7→ c
which associates to u its asymptotic constant c is ssc-smooth.
Proof. The proof is trivial. 
For an element r+ ∈ H3,δ(R+ × S1,RN ) and a gluing parameter a ∈ B 1
2
we define [r+]0 = 0 if a = 0, and if a 6= 0 with R = ϕ(|a|)
[r+]a =
∫
S1
r+(R/2, t) · dt(1.1)
We can use the following definition if u ∈ H3,δc (R+×S1,RN ). Namely [u]0 is
the asymptotic constant and otherwise, i.e. a 6= 0, we use the same integral
definition as in (1.1).
Proposition 1.11 (M2).
The map
B 1
2
×H3,δ(R+ × S1,RN )→ RN , (a, r+) 7→ [r+]a
is sc-smooth. In view of (M1) the same holds for the map
B 1
2
×H3,δc (R+ × S1,RN )→ RN , (a, u) 7→ [u]a.
For a proof see [38], Lemma 2.19. We also note that there is a version for
r− as well.
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Proposition 1.12 (M3).
Let f : R→ R be a smooth function which is constant outside of a compact
set such that f(+∞) = 0. However, f(−∞) may be nonzero. Define f0(s) =
f(−∞) and fa(s) = f(s−R/2) with R = R(a). Then the map
B 1
2
×H3,δ(R+ × S1,RN )→ H3,δ(R+ × S1,RN ), (a, r+) 7→ fa(·)[r+]a.
is sc-smooth.
The proof is similar to [38], Lemma 2.20.
Proposition 1.13 (M4).
Let f : R→ R be a smooth function which is constant outside of a compact
set such that f(+∞) = 0 be as in (M3) and define f0(s) = f(−∞) and
fa(s) = f(s−R/2) with R = R(a). Then the map B 1
2
⊕H3,δ(R+×S1,RN )→
H3,δ(R+ × S1,RN ),
(a, r+) 7→ fa(.) · r+
is sc-smooth.
The proof is similar to [38], Lemma 2.21.
Proposition 1.14 (M5).
Let g : R → R be a smooth compactly supported map. Then for a suitable
ε ∈ (0, 1/2) the map Bε ⊕H3,δ(R− × S1,RN )→ H3,δ(R+ × S1,RN ),
(a, r−) 7→ ga(.) · r−(· −R, · − ϑ),
where for s > R we define ga(s) · r−(s − R, t − ϑ) = 0, is well-defined and
sc-smooth.
The proof is similar to [38], Lemma 2.22.
2. Nodal Constructions
Although the notions we need about nodal Riemann surfaces are standard,
for the convenience of the reader, they are summarized in Appendix
2.1. Basic Construction. Before reading the following the reader should
have a quick glance at Appendix
2.1.1. The Basic Idea. The constructions in Section 2 are concerned with
a smooth description of maps defined on an annulus type Riemann surface
which decomposes into a nodal disk as the modulus tends to ∞. Modulo
technicalities the following describes some of the ingredients. Consider the
two half-cylinders R± × S1. Given a number R > 0 we can consider the
subsets [0, R] × S1 ⊂ R+ × S1 and [−R, 0] × S1 ⊂ R− × S1. For a given
d ∈ S1 and R > 0 we consider the set Z(R,d) consisting of all {(s, t), (s′, t′)}
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such that (s, t) ∈ [0, R]× S1, (s′, t′) ∈ [−R, 0]× S1, s = s′ + R, t = t′ + d.
We have two natural bijections
[0, R]× S1 ← Z(R,d) → [−R, 0]× S1(2.1)
(s, t)← {(s, t), (s′, t′)} → (s′, t′).
As R→∞ we could view R+×S1∐R−×S1 as some kind of limit domain
of Z(R,d). We note that other limits are possible, for example we could also
keep track of d as R→∞. Such a variant will be important for the periodic
orbit case which will be studied later. Fix a smooth map β : R → [0, 1]
satisfying
(1) β(s) = 1 for s ≤ −1.
(2) β′(s) < 0 for s ∈ (−1, 1).
(3) β(s) + β(−s) = 1 for all s.
First consider pairs (u+, u−) of continuous maps u± : R± × S1 → RN such
that the two limits
lim
s→±∞u
±(s, t) =: u±∞
exist in RN uniformly in t, independent of t and satisfy
u∞ = u−∞.
Let us refer to u±∞ as the (common) nodal value associated to u±. Given
(R, d) we can define a continuous map
⊕(R, d, u+, u−) : Z(R,d) → RN
via
⊕(R, d, u+, u−)({(s, t), (s′, t′)})(2.2)
= β(s−R/2) · u+(s, t) + β(−s′ −R/2) · u−(s′, t′).
This is a gluing construction, where we construct from two maps defined on
complementary cylinders a map on a finite cylinder. If R >> 0 we note that
the restriction of ⊕(R, d, u+, u−) to the middle loop
t→ {(R/2, t), (−R/2, t− d)}
is almost a constant loop, very close to the common nodal value. Given a
map w : Z(R,d) → RN we can construct two maps w± as follows. First we
consider the mean value around the loop in the middle of Z(R,d)
av(w) =
∫
S1
w({(R/2, t), (−R/2, t− d)})dt,
and then define on R± × S1
w+(s, t) = β(s−R/2− 2) · w({(s, t), (s−R, t− d)})(2.3)
+(1− β(s−R/2− 2)) · av(w)
w−(s′, t′) = β(−s′ −R/2− 2) · w({(s, t), (s−R, t− d)})
+(1− β(−s′ −R/2− 2)) · av(w).
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Define f(w) := (R, d,w+, w−) and note that (R, d) is a function of w, i.e.
its domain parameter. One easily verifies
⊕ ◦ f(w) = w,
which immediately implies that r := f ◦ ⊕ satisfies r ◦ r = r. Having ⊕-
constructions in mind this should sound familiar, see Section The current
section is devoted to exploit the differential geometric content within the
sc-smooth world of the above discussion. For example we need to be precise
about the regularity of the maps and one needs to suitably compactify the
parameter set consisting of all (R, d). This will happen next.
2.1.2. A Construction Functor. Denote by D = (Dx unionsq Dy, {x, y}) an un-
ordered nodal disk pair, write B for the complex manifold of associated
natural gluing parameters, which we recall consists of all formal expressions
r · [x̂, ŷ] with 0 ≤ r < 1/4. Further denote by ϕ the exponential gluing pro-
file. For a ∈ B we denote by Za the glued Riemann surface. A convenient
definition is given in Appendix
For δ0 ∈ (0,∞) we define by H3,δ0c (D,RN ) the Hilbert space, whose el-
ements (ux, uy) are maps of class (3, δ0), see Appendix with matching as-
ymptotic constant, i.e. the values taken by the map at x and y are the
same.
Given a strictly increasing sequence δ = (δi) ⊂ R with δ0 > 0 it holds that
H3,δ0c (D,RN ) has an sc-Hilbert space structure for which levelm corresponds
to regularity (m + 3, δm). Equipped with this structure we denote it by
H3,δc = H
3,δ
c (D,RN ). Then B×H3,δc (D,RN ) is an ssc-manifold. Denote by
H3(Za,RN ) the obvious Sobolev space. We define (for the moment as a set)
the disjoint union
X3,δ0D,ϕ ≡ X3,δ0D,ϕ(RN ) = H3,δ0c (D,RN )
∐(∐
0<|a|<1/4H
3(Za,RN )
)
(2.4)
and denote by
pB : X
3,δ0
D,ϕ → B
the obvious map, extracting the domain parameter, where obviously D → 0.
Our goal is the construction of a natural M-polyfold structure on X3,δ0D,ϕ
which can be viewed as a sc-smooth completion of the space of maps on
finite cylinders (or annuli), where the cylinders become infinitely long, i.e,
decompose into a nodal disk pair. What follows is a M-polyfold construction
via the ⊕-method. Pick any smooth map β : R→ [0, 1] satisfying β(s) = 1
for s ≤ −1, β(s) + β(−s) = 1, and β′(s) < 0 for s ∈ (−1, 1) and define the
plus-gluing
⊕ : B×H3,δc → X3,δ0D,ϕ
as follows, where we use the models for gluing of Riemann surfaces in Ap-
pendix If a = 0 we put ⊕(0, (ux, uy)) = (ux, uy). For a 6= 0, a = |a| · [x̂, ŷ],
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with R = ϕ(|a|) and hx̂ and hŷ, see Appendix where {x̂, ŷ} is a repre-
sentative of [x̂, ŷ], {z, z′} ∈ Za so that hx̂(z) · hŷ(z′) = e−2piR, we define
⊕(a, (ux, uy)) : Za → RN by
⊕(a, (ux, uy))((z, z′)) = β(sx(z)−R/2) · ux(z)(2.5)
+β(sy(z
′)−R/2)) · uy(z′),
where sx(z) = − 12pi · ln(|hx̂(z)|) and sy(z′) = − 12pi · ln(|hŷ(z′)|). We note that
β(sx(z)−R/2) is a function of a and z, with R = R(a). The same holds for
β(sy(z
′)−R/2). Therefore we define
βxa (z) = β(sx(z)−R/2) and βya(z′) = β(sy(z′)−R/2)(2.6)
and rewrite (2.5) as
⊕(a, (ux, uy))((z, z′)) = βxa (z) · ux(z) + βya(z′) · uy(z′).(2.7)
Remark 2.1.
We note that near the two boundary components there are suitable con-
centric annuli such that ⊕ acts as the identity over these annuli. More pre-
cisely ⊕(a, (ux, uy))(z, z′) = ux(z) for z near ∂Dx and ⊕(a, (ux, uy))(z, z′) =
uy(z′) for z′ near ∂Dy.
We note that we have the commutative diagram
B×H3,δc (D,RN ) ⊕−−−−→ X3,δ0D,ϕ(RN )
pr1
y pBy
B B
The following theorem shows that ⊕ : B×H3,δc (D,R)→ X3,δ0D,ϕ(RN ) is a ⊕-
polyfold construction. In addition we shall establish additionally properties
which are useful.
Theorem 2.2. For every natural number N ≥ 1 and strictly increasing
weight sequence δ starting with δ0 > 0, the set X
3,δ0
D,ϕ(R
N ) has a (uniquely de-
fined) metrizable topology T , as well as uniquely defined M-polyfold structure
characterized by the requirement that there exists a map f : X3,δ0D,ϕ(R
N ) →
B×H3,δ0c (D,RN ) preserving the fibers over B, i.e. we have the commutative
diagram
X3,δ0D,ϕ(R
N )
f−−−−→ B×H3,δ0c (D,RN )
p
y pr1y
B B
such that
(1) ⊕ ◦ f = Id.
(2) f ◦ ⊕ as a map B×H3,δc (D,RN )→ B×H3,δc (D,RN ) is sc-smooth.
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The M-polyfold structure (associated to the weight sequence δ) on the set
X = X3,δ0D,ϕ(R
N ) is denoted by X3,δD,ϕ(R
N ) and has then the following ad-
ditional properties, where we abbreviate the spaces by X3,δ and H3,δc . We
note that the above is a more precise statement of the fact that ⊕ defines a
⊕-polyfold construction, f.e. the existence of a global f .
(3) The M-polyfold structure on X3,δ does not depend on the choice of
β nor on the choice of f with the stated properties.
(4) A map h : Y → X3,δ, where Y is a M-polyfold, is sc-smooth if and
only if f ◦ h : Y → B×H3,δc is sc-smooth.
(5) A map k : X3,δ → Y , where Y is a M-polyfold is sc-smooth if and
only if k ◦⊕ : B×H3,δc → Y is sc-smooth. In particular f and ⊕ are
sc-smooth.
Proof. The main point is to show that ⊕ : B × H3,δc (D,RN ) → X3,δ0D,ϕ(RN )
is ⊕-polyfold construction, where we can take a global f . In view of this
we have to construct f and show the independence of the choice of β. We
define
f(ux, uy) = (0, (ux, uy)).(2.8)
If a ∈ B \ {0}, say a = |a| · [x̂, ŷ], we are given a map u : Za → RN . Define
av(u), the average over the middle loop, with the help of a middle loop map
σa : S
1 → Za introduced in Appendix by
av(u) =
∫
S1
u(σa(t))dt.
We note that the domain parameter is a function of u, i.e. a = a(u). This
average does not depend on the choice of the middle loop. If u = (ux, uy) :
Z0 → RN we define
av(u) = ux(x) = uy(y),
which is the nodal value. In the following it happens very often that given
a map on Za we have to construct associated maps on Dx and Dy or vice
a versa. The elements of Za are written {z, z′} and satisfy hx̂(z) · hŷ(z′) =
e−2piR. The elements of Dx and Dy are written z and z′. There are, of course,
elements z and z′ which do not occur as an un-odered pair {z, z′} in Za. As a
consequence of this fact the formulae, which we shall write down, sometimes
involve ingredients which might not be defined. However, such occurrences
always involve products where one of the well-defined expressions is 0. Hence
our convention is that a non-defined value times a defined value zero takes
the defined value zero. With this in mind define if a 6= 0
f(u) = (a, (ηx, ηy))(2.9)
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as follows, where R = ϕ(|a|), and {z, z′} ∈ Za
ηx(z) = β (sx(z)−R/2− 2) · u({z, z′})
+
(
1− β(sx(z)−R/2− 2)
) · av(u)
=: βxa,−2(z) · u({z, z′}) + (1− βxa,−2(z)) · av(u)
and
ηy(z′) = β
(
sy(z
′)−R/2− 2) · u({z, z′})
+
(
1− β(sy(z′)−R/2− 2)
) · av(u)
=: βya,−2(z
′) · u({z, z′}) + (1− βya,−2(z′)) · av(u).
We also note that the pair has matching asymptotic constants, and for fixed
a the map H3(Za,RN )→ B×H3,δ0c (D,RN ) given by
u 7→ (a, ηx(u), ηy(u))
is linear and obviously an sc-operator. It is elementary to establish that
⊕ ◦ f = Id.
Indeed, using βxa ·βxa,−2 = βxa and similarly for the y-expression, we compute,
observing that βxa (z) + β
y
a(z′) = 1 for {z, z′} ∈ Za
(⊕ ◦ f(u))({z, z′})
= ⊕(a, ηx, ηy)({z, z′})
= βxa (z) · ηx(z) + βya(z′) · ηy(z′)
= βxa (z) ·
(
βxa,−2(z) · u({z, z′}) + (1− βxa,−2(z)) · av(u)
)
+βya(z
′) ·
(
βya,−2(z
′) · u({z, z′}) + (1− βya,−2(z′)) · av(u)
)
= βxa (z) · u(z, z′) + βya(z′) · u({z, z′})
= u({z, z′}).
Next we show that f ◦ ⊕ is sc-smooth. To that end, we write
(a, (ηx, ηy)) = f(⊕(a, (ξx, ξy))),
so that ηx is given as follows.
ηx(z) = βxa,−2(z) ·
(
βxa (z) · ξx(z) + βya(z′) · ξy(z′)
)
(2.10)
+(1− βxa,−2(z)) · av(⊕(a, (ξx, ξy)))
= βxa (z) · ξx(z) + (βxa,−2(z) · βya(z′)) · ξy(z′)
+(1/2) · (1− βxa,−2(z)) · (ava(ξx) + ava(ξy))
Here
ava(ξ
x) =
∫
S1
ξx(σxa(t)) · dt and ava(ξy) =
∫
S1
ξy(σya(t)) · dt,
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using a-loops, for the definition see the end of Subsection Note that these
averages do not depend on which a-loops were picked. Similarly
ηy(z′) = βya(z
′) · ξy(z′) + (βya,−2(z′) · βxa (z)) · ξx(z)(2.11)
(1/2) · (1− βya,−2(z′)) · (ava(ξy) + ava(ξx)).
We note that (0, (ξx, ξy))→ (ξx, ξy). We need to show that the map
B×H3,δc (D,RN )→ H3,δc (D,RN ) : (a, (ξx, ξy))→ (ηx, ηy)(2.12)
is sc-smooth. By definition, the sc-Hilbert spaceH3,δc (D,RN ) is sc-isomorphic
to the codimension N subspace E of H3,δc (R+×S1,RN )×H3,δc (R−×S1,RN ),
consisting of elements with matching asymptotic constants. This isomor-
phism is given by the map
Σ : H3,δc (D,RN )→ E
Σ(ξx, ξy) = (ξx ◦ σ+x̂ , ξy ◦ σ−ŷ ),
where we fix some decorations x̂ and ŷ, and we employ the functions
σ+x̂ (s, t) = h
−1
x̂
(
e−2pi(s+it)
)
(2.13)
σ−ŷ (s
′, t′) = h−1ŷ
(
e2pi(s+it)
)
(2.14)
provided in Appendix B.1. Hence, after conjugation with Σ, the map in
(2.12) defines a map B×E → E and it suffices to show that it is sc-smooth.
It is also convenient to replace B by BC = {a ∈ C | |a| < 1/4}. We then
need to re-express equations (2.10) and (2.11) in the E-setting (that is, via
the conjugation by Σ) but we abuse notation by using the same symbols to
denote the functions before and after conjugation. In other words, we shall
write ηx(s, t) = ηx ◦ σ+x̂ (s, t), and similarly for ηy. In order to proceed, we
recall that ηx and ηy involve terms of the form βxa (z) and β
y
a(z′), which are
defined in equation (2.6), and hence making use of the fact that
z = σ+x̂ (s, t) and z
′ = σ−ŷ (s
′, t′),
we find that
sx(σ
+
x̂ (s, t)) = −
1
2pi
ln
∣∣hx̂(h−1x̂ (e−2pi(s+it)))∣∣
= s
and
sy(σ
−
ŷ (s
′, t′)) = − 1
2pi
ln
∣∣hŷ(h−1ŷ (e2pi(s′+it′)))∣∣
= −s′,
so that
βxa (z) = β
x
a ◦ σ+x̂ (s, t)
= β
(
sx(σ
+
x̂ (s, t))− 12R
)
= β(s− 12R)
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and
βya(z
′) = βya ◦ σ−ŷ (s′, t′)
= β
(
sx(σ
+
ŷ (s
′, t′))− 12R
)
= β(−s′ − 12R)
Next, given (a, (ξx, ξy)) ∈ BC × E, with R = ϕ(|a|), a = |a| · e−2piiθ, we
introduce the abbreviations
ava(ξ
x) =
∫
S1
ξx(R/2, t) · dt
ava(ξ
y) =
∫
S1
ξy(−R/2, t) · dt
ava(ξ
x, ξy) =
1
2
· (ava(ξx) + ava(ξy)) ,
and define
σ(s) = β(s− 2) · (1− β(s)).(2.15)
We also write (ξx, ξy) = (c+ rx, c+ ry) with
c ∈ RN
rx ∈ H3,δ0(R+ × S1,RN )
ry ∈ H3,δ0(R− × S1,RN ).
Finally, recalling that
β(s) = β(s− 2) · β(s), s = s′ +R and t = t′ + θ,
we can re-express equations (2.10) and (2.11) in the E-setting as
ηx(s, t) = c+ β
(
s− 12R
) · rx(s, t) + σ (s− 12R) · ry(s−R, t− θ)(2.16)
+
(
1− β(s− 12R− 2)
) · ava(rx, ry)
ηy(s′, t′) = c+ β
(−s′ + 12R) · ry(s, t) + σ (−s′ − 12R) · rx(R− s′, t′ − θ)
+
(
1− β(−s′ + 12R+ 2)
) · ava(rx, ry).
It suffices by symmetry to establish the sc-smoothness of the map BC ×
E → H3,δc (R+×S1,RN ) : (a, (ξx, ξy))→ ηx. This map is the sum of several
simpler maps which involve the following linear sc-operators defining sc-
smooth maps:
(i) Extracting the asymptotic constant
E → RN ⊂ H3,δc (R+ × S1,RN ) : (ξx, ξy)→ c.
(ii) Extracting the exponential decaying part
E → H3,δ(R+ × S1,RN ) : (ξx, ξy)→ rx
E → H3,δ(R− × S1,RN ) : (ξx, ξy)→ ry.
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(iii) Extracting averages
H3,δ(R+ × S1,RN )→ RN : ry → ∫S1 rx(R/2, t) · dt
H3,δ(R− × S1,RN )→ RN : ry → ∫S1 ry(R/2, t) · dt.
As a consequence we see immediately that the map
BC × E → RN : (ξx, ξy)→ c+ ava(rx, ry)
associating the asymptotic constant of ηx is sc-smooth. To complete the
proof one only needs to establish the sc-smoothness of the following maps:
(1) BC × H3,δ(R+ × S1,RN ) → H3,δ(R+ × S1,RN ) : rx → [(s, t) →
β
(
s− 12R
) · rx(s, t)].
(2) BC × H3,δ(R− × S1,RN ) → H3,δ(R+ × S1,RN ) : ry → [(s, t) →
σ
(
s− 12R
) · ry(s−R, t− θ)].
(3) BC × E → H3,δ(R+ × S1,RN ) :
(a, (ξx, ξy))→ [(s, t)→ β(s− 12R− 2) · ava(rx, ry)]
The sc-smoothness of these maps follows from a direct application of Propo-
sition 2.8 and Proposition 2.17 in [38], or the results in Subsection 1.2. We
conclude that indeed, f ◦ ⊕ is sc-smooth.
Assume we have two constructions using the smooth cut-off functions β1
and β2. We need to show that Id : X
1 → X2 and Id : X2 → X1 are sc-
smooth where Xi is the obvious abbreviation. The two cases are, of course,
treated similarly, and we provide details for the first one. Associated to the
two constructions we have the maps ⊕1,⊕2 as well asf1, f2. By construction
Id : X1 → X2 is sc-smooth if and only if f2 ◦ Id◦⊕1 = f2 ◦⊕1 is sc-smooth.
The new expressions analogue to (2.15) are similarly as in the f ◦ ⊕-case,
namely with f2 being the analogue choice,
σ(s) = β2(s− 2) · (1− β1(s)).(2.17)
Again applications of Proposition 2.8 in [38] and Proposition 2.17 in [38] lead
to the desired result. Alternatively we can use the results from Subsection
1.2. 
In order to simplify notation define X(N) = X3,δD,ϕ(R
N ), so that X(N)
and X(M) are the M-polyfolds associated to RN and RM . Given a smooth
map h : RN → RN define h∗ : X(N)→ X(M) : u→ h ◦ u.
Proposition 2.3. The map h∗ : X(N)→ X(M) is sc-smooth.
Proof. The map h defines an ssc-smooth map B × H3,δ0c (D,RN ) → B ×
H3,δ0c (D,RM ) by (a, u)→ (a, h◦u), which follows from the level-wise classical
results in [13] on Fre´chet differentiability. In particular, the map is also sc-
smooth and we denote it by h]. Note that we have the commutative diagram,
when we use for both situations the same cut-off and the previously given
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explicit example for f .
B×H3,δ0c (D,RN ) h]−−−−→ B×H3,δ0c (D,RM )
fN
x ⊕My
X(N)
h∗−−−−→ X(M).
(2.18)
Hence h∗ is the composition of sc-smooth maps and the result follows from
the chain rule. 
Remark 2.4. The proof of Proposition 2.3 illustrates how we can ver-
ify if a map h∗ between ‘bad’ spaces, i.e. the M-polyfolds constructed by
the ⊕-method, is sc-smooth. Indeed, it can be checked by studying the sc-
smoothness of a map h] between better spaces, and as is often the case such
maps h∗ are classical contexts and have know properties. In our case h]
is ssc-smooth and consequently als sc-smooth. The chain rule then implies
sc-smoothness for h∗. These type of arguments, i.e. just writing down the
right diagram and employing the chain rule will occur frequently.
2.1.3. Extension to Manifolds. If U is an open subset of RN , the subset
of all u ∈ X(N) with image in U is open and therefore has a M-polyfold
structure. Denote by M the category of smooth manifolds without boundary
and smooth maps between them. Note that each connected component of
such a manifold has a proper embedding into some RN . From Theorem 2.2
and Proposition 2.3 one deduces immediately the following result.
Theorem 2.5. Assume that D = (Dx unionsq Dy, {x, y}) is an un-ordered disk
pair, ϕ the exponential gluing profile, and δ an increasing sequence of weights
starting at δ0 > 0. Abbreviate X(N) := X
3,δ
D,ϕ(R
N ). The functorial con-
struction, which associates to N the M-polyfold X(N) and to a smooth map
h : RN → RM the sc-smooth map h∗ : X(N) → X(M) has a unique exten-
sion to the category M characterized uniquely by the following properties.
(1) If Q =
∐
Qλ, where the Qλ are the connected components, then
X(Q) =
∐
X(Qλ). Moreover if Q = RN then X(Q) = X(N).
(2) If Q properly embeds into some RN then, with φ : Q → RN being
such a smooth embedding as a set
X(Q) = {u : Za → Q |φ ◦ u ∈ X(N)}.
(3) The map X(Q) → X(N) : u → φ ◦ u, where φ : Q → RN for
some N is a proper smooth embedding, is an sc-smooth embedding
of M-polyfolds.
The properties (1), (2), and (3) uniquely characterize the sc-smooth structure
on X(Q). For the M-polyfold structure on X(Q) the following properties
hold.
(4) For an open neighborhood U of φ(Q) and a smooth map R : U →
U with R(U) = φ(Q) and R ◦ R = R the map from the open set
X(U)→ X(Q) : u→ φ−1 ◦R ◦ u is sc-smooth.
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(5) The obvious map p : X(Q)→ B is sc-smooth and p has the submer-
sion property, see Definition 2.21 from [19].
Proof. One can apply Proposition 6.3 from [19].
in view of the previous discussions and it is clear that (1)–(3) will hold.
Since the situation is rather concrete and this is the first application of
Proposition 6.3 from [19] we carry out the ideas which were used in its proof
just to illustrate the procedure.
Property (3) says that the subset Y of X(N) consisting of all v ∈ X(N)
with image in φ(Q) is a sub-M-polyfold and that for the induced M-polyfold
structure the map X(Q) → Y : u → φ ◦ u is an sc-diffeomorphism. Since
φ(Q) ⊂ RN is properly embedded we find a smooth map R : RN → RN
and an open neighborhood U of φ(Q) such that (R|U) ◦ (R|U) = R|U and
R(U) = φ(Q). Since the collection XU (N) of all v ∈ X(N) with image in U
is open, we see that R|U defines an sc-smooth retraction XU (N)→ XU (N)
with image being the set Σφ of all v ∈ X(N) with image in φ(Q). Then by
definition the map X(Q) → Σφ is a bijection and we equip X(Q) with the
M-polyfold structure which makes it an sc-diffeomorphism. This M-polyfold
structure on X(Q) might depend on the proper embedding φ, and we denote
it for the moment by Xφ(Q). If ψ : Q → RM is a proper embedding, we
find smooth maps A : RN → RM and B : RM → RN such that ψ ◦ φ−1 = A
on φ(Q) and φ ◦ ψ−1 = B on ψ(Q). The map (ψ ◦ φ−1)∗ : Σφ → Σψ is
the restriction of an sc-smooth map and therefore sc-smooth. The same
holds for (φ ◦ ψ−1)∗. Hence (ψ ◦ φ−1)∗ is an sc-diffeomorphism. We have
the commutative diagram
Xφ(Q)
Id−−−−→ Xψ(Q)
φ∗
y ψy
Σφ
(ψ◦φ−1)∗−−−−−−→ Σψ.
Hence Id is sc-smooth and by reversing roles the same holds for the inverse.
Consequently the M-polyfold structure on X(Q) does not depend on the
choice of the proper embedding. It is straight forward with the given defi-
nition of the M-polyfold structure, that a smooth map f : Q → P induces
an sc-smooth map f∗ : X(Q)→ X(P ). This completes the proof of showing
that the functor X has an extension to manifolds and it is clear that the
properties uniquely determine this extension. We have also verified (4).
In order to prove (5) note that pB : X(N) → B has the submersion
property. Take the usual sc-smooth maps ⊕ : B × H3,δc → X(N) and f :
X(N) → B × H3,δc . We write f(u) = (a(u), f¯(u)), where a = a(u) is the
domain parameter for u. The map f¯ is sc-smooth into H3,δc . We define the
sc-smooth map ρ : X(N)× B→ X(N)× B by
ρ(u, b) = (⊕(b, f¯(u)), b)(2.19)
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Then
ρ ◦ ρ(u, b) = ρ(⊕(b, f¯(u)), b)
= (⊕(b, f¯(⊕(b, f¯(u)))), b)
= (⊕ ◦ f ◦ ⊕(b, f¯(u)), b)
= (⊕(b, f¯(u)), b)
= ρ(u, b).
We note that ρ(X(N) × B) = {(w, b) | a(w) = b} =: Gr(pB). If Q ⊂ RN
is a properly embedded submanifold take an open neighborhood U = U(Q)
with a smooth retraction R : U → U satisfying R(U) = Q. If (u, a) satisfies
a(u) = a and u ∈ X(Q) ⊂ X(N) we can define for nearby data (v, b) ∈
X(Q)× B
ρ˜(v, b) = (R(⊕(b, f¯(u))), b).
Then
ρ˜ ◦ ρ˜(v, b) = ρ˜(R(⊕(b, f¯(u))), b)
= ρ˜(v, b).
Hence for X(Q) the submersion property holds. 
As a corollary of the previous result we note the following assertion which
follows from the observation that the definition (2.19) of ρ which involves
a proper choice of f¯ is the identity on boundary annuli. This is important
when we implement in the local constructions the idea of submersive ⊕-
constructions with restrictions.
Corollary 2.6. Let D be an un-ordered disk pair the construction functor
X = X3,δD,ϕ has the following properties. For every N we have that the
submersive ⊕-construction.
BD ×H3,δc (D,RN ) ⊕−→ X(N) p−→ BD
Given compact concentric boundary annuli for D, i.e. Ax ⊂ Dx and Ay ⊂
Dy, where σ
+
x̂ ([0, Rx]×S1) = Ax for some Rx ∈ [0, 20] and similarly for Ay
define by
px : X → H3(A,RN ) and py : X(N)→ H3(Ay,RN )
the sc-smooth restriction maps. Then (⊕, {px, , py}, a¯) is a submersive ⊕-
construction with resrictions.
Proof. One just has in the construction of the ρ’s to pick the f¯ carefully. 
We have given before sufficient and necessary criteria for a map into X(N)
or for a map defined on X(N) to be sc-smooth. The canonical construction
given in the previous theorem allows to give a similar criterion for X(Q),
which follows immediately from the criterion in the special and the con-
struction.
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Proposition 2.7. Let D, ϕ, and δ be given and abbreviate X(Q) = X3,δD,ϕ(Q).
Assume that Q is connected.
(1) Let Y be a M-polyfold and A : Y → X(Q) be a map. Then A is sc-
smooth if and only if for one proper smooth embedding φ : Q→ RN
the map Y → B×H3,δ(D,RN ) defined by
y → fN (φ ◦A(y))
is sc-smooth. Here fN is the map constructed in Theorem 2.2 oc-
curring in the definition of a M-polyfold structure:
X3,δD,ϕ(R
N )→ B×H3,δc (D,RN ).
(2) Let Y be a M-polyfold. A map B : X(Q) → Y is sc-smooth if and
only if for one smooth proper embedding φ : Q → RN and tubular
neighborhood U = U(φ(Q)) which via r : U → U smoothly retracts
to φ(Q) the composition
U → Y : (a, (ux, uy))→ B(φ−1 ◦ r ◦ ⊕(a, (ux, uy)))
is sc-smooth. Here U is the open subset of B×H3,δc (D,RN ) consisting
of all (a, (ux, uy)) so that ⊕(a, (ux, uy)) is a map having image in U .
We need the following result from Subsection which will apply to p :
X(Q)→ B.
Proposition 2.8. Assume that h : X → H is an sc-smooth map between
M-polyfolds X, and it has the submersion property, and k : W → H is an sc-
smooth map. Then the fibered product with projection pr2 : Xh×kW → W
defines a M-polyfold and pr2 has the submersion property.
We end the subsection with a useful remark, see also Remark 2.16.
Remark 2.9. The construction of X(Q) = X3,δD,ϕ(Q) depends on the gluing
profile ϕ and the weight sequence δ. We also have shown that pB : X(q)→ B,
the extraction of the domain gluing parameter, is submersive. The subset
X˙3,δD,ϕ(Q) defined by
X˙3,δD,ϕ(Q) = p
−1
B (B \ {0})
is open and has an induced M-polyfold structure. It is not difficult to show
that the structure on X˙3,δD,ϕ(Q) does not depend on ϕ and δ. The level m
consists of maps of regularity H3+m.
2.2. Group Action. Let GD be the group of holomorphic isomorphisms
of the un-ordered disk pair D = (Dx unionsq Dy, {x, y}). We abbreviate H3,δD,c =
H3,δc (D,RN ) and define an action
GD ×H3,δD,c → H3,δD,c(2.20)
by g ∗ (ux, uy) = (ux, uy) ◦ g−1. Along the lines of the result in [38], Propo-
sition 4.2, but much easier since we only have to consider rotations and
reflection we can prove the following proposition.
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Proposition 2.10.
The group action in (2.20) is sc-smooth.
We note that GD acts on the set of natural gluing parameters so that
ga : Za → Zg∗a, which also includes the case a = 0. We define
GD ×X(N)→ X(N) : (g, u)→ g ∗ u := u ◦ g−1a(u).
One easily verifies that we have the commutative diagram
GD ×H3,δD,c −−−−→ H3,δD,c
Id×⊕
y fx
GD ×X(N) −−−−→ X(N)
where the horizontal maps are the obvious projections. By the definition
of the M-polyfold structure this precisely means that the action of GD is
sc-smooth. Since we can identify X(Q) with a subset of some X(N) the
associated group action just restricts. Hence we obtain the following result.
Theorem 2.11. Given an unordered disk pair D, the gluing profile ϕ, an
increasing sequence δ and a smooth manifold Q without boundary. Then the
natural action
GD ×X3,δD,ϕ(Q)→ X3,δD,ϕ(Q)
is sc-smooth.
2.3. A Variation and Strong Bundles. The main goal is to construct
certain strong bundles which requires some preparation. Principally, how-
ever, this can be viewed as a generalization of the previous M-polyfold con-
structions.
2.3.1. A Variation. This is a slight modification of the construction in the
previous subsection. We introduce it for the purpose of constructing strong
bundles later on and therefore we impose a different regularity assumption.
We assume D, ϕ, and δ are as before. We shall write K for R or C. We
denote by H2,δ(D,KN ) the sc-Hilbert space over the field K, consisting of
maps of class (2, δ0) with vanishing asymptotic limits, i.e. the nodal values
are 0. The m-th level is defined by regularity (2 + m, δm). Then we define
the set
X2,δ0D,ϕ,0(K
N ) =
({0} ×H2,δ0)∐(∐0<|a|<1/4H2(Za,KN ))(2.21)
As before we take a cut-off function β with the properties specified before
and define
⊕̂ : B×H2,δ → X2,δ0D,ϕ,0(KN )
by the same formula already used for ⊕. We use the notation ⊕̂ since the
regularity is different and since due to the vanishing of asymptotic constants
the map f in the ⊕-context has to be replaced by a f̂ which has a different
structure. The main result about this modified construction (2.21) is the
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following theorem whose details are left to the reader with the exception
that we exhibit a suitable f̂ . The proof is otherwise completely analogue
to Theorem 2.2. We denote by H2,δ the sc-Hilbert space of maps with the
obvious regularity vanshing over the two nodal points. Its levels are defined
by regularity (2 +m, δm).
Theorem 2.12. For every natural number N ≥ 1 the set X2,δ0D,ϕ,0(KN ) has
a uniquely defined metrizable topology T , as well as uniquely defined M-
polyfold structure characterized by the requirement that there exists a map
f̂ : X2,δ0D,ϕ,0(K
N ) → B × H2,δ0(D,RN ) preserving the fibers over B, i.e. we
have the commutative diagram
X2,δ0D,ϕ,0(K
N )
f̂−−−−→ B×H2,δ0(D,KN )
p̂B
y pr1y
B B
such that
(1) ⊕̂ ◦ f̂ = Id.
(2) f̂ ◦ ⊕̂ as a map B×H2,δ(D,KN )→ B×H2,δ(D,KN ) is sc-smooth.
The M-polyfold structure on the set X2,δ0D,ϕ,0(K
N ) is denoted by X2,δD,ϕ,0(K
N )
and has then the following additional properties, where we abbreviate the
space by X0 and H
2,δ.
(3) The maps ⊕̂ and f̂ are continuous.
(4) The M-polyfold structure on X0 does not depend on the choice of β
nor on the choice of f̂ with the stated properties.
(5) A map h : Y → X0, where Y is a M-polyfold, is sc-smooth if and
only if f̂ ◦ h : Y → B×H2,δ is sc-smooth.
(6) A map k : X0 → Y , where Y is a M-polyfold is sc-smooth if and
only if k ◦ ⊕̂ : B×H2,δ → Y is sc-smooth. In particular f̂ and ⊕̂ are
sc-smooth.
Proof. We give the formula for f̂ with respect to the model, where the
maps are defined on standard half-cylinders. A suitable f̂ is defined by
f̂(a, ux, uy) = (a, η̂x, η̂y) where with R = ϕ(|a|)
η̂x([s, t]) = β(s− 12R− 2) · u([s, t])
and
η̂y([s′, t′]′) = β
(−s′ − 12R− 2) · u([s′, t′]′)
The proof follows the same line as the proof of Theorem 2.2 and relies on
the results Proposition 2.8 and Proposition 2.17 in [38]. 
Definition 2.13. We denote by f ⊕̂ the specific f̂ introduced in Theorem
2.12.
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We have an obvious map p̂ : X2,δD,ϕ,0(K
N )→ B and as in the previous case
this map has the submersion property. We also have an sc-smooth action
by GD. All these properties can be proved along the lines as in the previous
case. The following theorem summarizes the results.
Theorem 2.14. The following holds.
(1) The sc-smooth map p̂ : X2,δD,ϕ,0(K
N ) → B has the submersion prop-
erty.
(2) The natural group action by GD is sc-smooth.
Remark 2.15. We also note that we could work here with a different regu-
larity and for example define the set
X3,δ0D,ϕ,0(K
N ) =
(
{0} ×H3,δ0
)∐ ∐
0<|a|<1/4
H3(Za,KN )
 .
We shall equip this set with a M-polyfold structure. When we compare this
with the definition (2.4) we see that in the case R the M-polyfold struc-
tures on X3,δ0D (R
N ) induces the same structure on the open dense subspace∐
0<|a|<1/4H
3(Za,KN ). With other words the resulting M-polyfolds X3,δD,ϕ,0(R
N )
and X3,δD,ϕ(R
N ) can be viewed as different smooth completions of the same
underlying sc-manifold. There is another remark concerning this fact later
on, see Remark 2.16.
Exercise 1. Construct a M-polyfold structure on X3,δ0D,ϕ,0(K
N ), the set de-
fined in Remark 2.15, using the ⊕-method with a map defined on B ×
H3,δ. This results in a construction which associates to N a M-polyfold
X3,δD,ϕ,0(K
N ). Also show that N → X3,δD,ϕ,0(RN ) together with the smooth
maps h : (RN , 0) → (RL, 0) as morphisms can be viewed as construction
functor.
Here is another variation.
Remark 2.16. Consider the set X˙3D(RN ) consisting of all maps w : Za →
RN of class H3 with a ∈ B\{0}. We can identify this with an open subset of
X3,δD,ϕ(R
N ) or as an open subset of X3,δD,ϕ,0(R
N ). We leave it as an exercise
that the induced structure would be in both cases the same and that it would
not depend on the choice of δ. The filtration on our new space gives level
m as Sobolev regularity Hm+3. The independence on δ follows from the fact
that we can work with maps in H3,δ which vanish near the nodal point. As a
consequence the M-polyfold structure on X˙3D(RN ) is given by the surjective
map
⊕ : (B \ {0})×H3,δ(D,RN )→ X˙3D(RN )
defined by ⊕(a, hx, hy)({z, z′}) = βx(a, z) · hx(z) + βy(a, z′) · hy(z′) which
admits a map f such that f ◦ ⊕ is sc-smooth such that ⊕ ◦ f = Id. Going
a step further one can define a natural sc-manifold structure on the set
24 POLYFOLD CONSTRUCTIONS
X˙3D(RN ) so that the identity map between the same set, but either equipped
with the induced M-polyfold structure or the natural sc-manifold structure is
a sc-diffeomorphism. We leave the details to he reader, see the next exercise.
Exercise 2.
We have two M-polyfold constructions by the ⊕-method defining M-polyfolds
X3,δD,ϕ(R
N ) and X3,δD,ϕ,0(R
N ). Both M-polyfolds come a submersive map to
B and we denote by X˙3,δD,ϕ(R
N ) and X˙3,δD,ϕ,0(R
N ) the pre-images of B \ {0}.
Show that the following.
(1) As sets X˙3,δ0D,ϕ(R
N ) = X˙3,δ0D,ϕ,0(R
N ). Also show that these sets do not
depend on the choice of δ0.
(2) The identity map I : X˙3,δD,ϕ(R
N ) → X˙3,δD,ϕ,0(RN ) : u → u is a sc-
diffeomorphism.
(3) Show that the M-polyfold structure on the (identical) spaces X˙3,δD,ϕ(R
N )
and X˙3,δD,ϕ,0(R
N ) does not depend on δ and ϕ, and denote it by
X˙3D(RN ).
(4) Show that the M-polyfold X˙3D(RN ) admits a sc-manifold atlas com-
patible with the existing M-polyfold structure. Moreover X˙3D(RN ) is
sc-diffeomorphic to (B \ {0})×H3([0, 1]× S1,RN ), where the latter
has the obvious sc-manifold structure. The sc-diffeomorphism can
be picked compatible with pB and pr1.
2.3.2. A Strong Bundle Construction. Denote by K either R or C. For
natural numbers N,L ≥ 1 we consider the pull-back diagram, using the
underlying gluing parameters,
X2,δD,ϕ,0(K
L)
p̂
y
X3,δD,ϕ(R
N )
p−−−−→ B
and use it to define a strong bundle which also comes with an sc-smooth
map having the submersion property. We define W 3,2,δD,ϕ (R
N ×KL) to consist
of all pairs (u,w) ∈ X3,δD,ϕ(RN ) × X2,δD,ϕ,0(KL) satisfying p(u) = p̂(w) and
introduce the following maps
pX : W
3,2,δ
D,ϕ (R
N ×KL)→ X3,δD,ϕ(RN ) : pW (u,w) = u(2.22)
pB : W
3,2,δ
D,ϕ (R
N ×KL)→ B : pB(u,w) := p(u)
These maps fit into the commutative diagram
W 3,2,δD,ϕ (R
N ×KL) pX−−−−→ X3,δD,ϕ(RN )
pB
y py
B B
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Theorem 2.17. The following holds.
(1) pX : W
3,2,δ
D,ϕ (R
N ×KL)→ X3,δD,ϕ(RN ) has naturally the structure of a
strong bundle.
(2) pB has the submersion property.
Proof. Consider the submersive product
X3,δD,ϕ(R
N )×X2,δD,ϕ,0(KL)
p×p̂−−→ B× B.
First we note that X3,δD,ϕ(R
N ) × X2,δD,ϕ,0(KL) has an obvious strong bundle
structure over X3,δD,ϕ(R
N ) by allowing a shift by i ∈ {0, 1} in the second
factor. We pull back by the diagonal ∆ : B → B × B. Then ∆(p × p̂) is a
strong bundle with submersive map to B. Clearly ∆(p× p̂)→ X3,δD,ϕ(RN ) is a
strong bundle by construction and can naturally be identified with pX . 
Remark 2.18. The elements in W 3,2,δD,ϕ (R
N ×KL) van be viewed as
〈u, h〉 : Za → RN ×KL
with mixed regularity. With the data being clear we abbreviate
W (N,L) := W 3,2,δD,ϕ (R
N ×KL)
pX : W (N,L)→ X(N), pB : W (N,L)→ B.
Using the results from Theorems 2.2 and 2.12 we can give a sufficient and
necessary criterion for a map from a strong bundle into W (N,L) or for a
map defined on the latter being a strong bundle map.
Theorem 2.19. With X(N) and W (N,L) associated to the data D, ϕ, and
δ the following holds true.
(1) Let E → Y be a strong bundle and Φ : E → W (N,L) a map, linear
on the fibers, covering a map φ : Y → X(N). Then Φ is an sc-
smooth strong bundle map provided (f ×B f̂) ◦ Φ is an sc-smooth
strong bundle map into the ssc-smooth strong bundle B ×H3,δc (D ×
RN )×H2,δ(D ×KL). Here
(f ×B f̂)(u, h) = (a, (ux, uy), (ηx, ηy)),
where f(u) = (a, (ux, uy)) and f̂(h) = (a, (ηx, ηy)).
(2) Let E → Y be a strong bundle and Φ : W (N,L)→ Y a map, linear
on the fibers, covering a map φ : X(N) → Y . Then Φ is an sc-
smooth strong bundle map provided Φ ◦ (⊕ ×B ⊕̂) is an sc-smooth
strong bundle map defined on B×H3,δc (D × RN ). Here
(⊕×B ⊕̂)(a, (ux, uy), (ηx, ηy)) = (⊕(a, (ux, uy)), ⊕̂(a, (ηx, ηy))).
We are interested in smooth bundle maps H : RN × KK → RM × KL,
which are linear in the fibers and cover a smooth map h. Given such H, on
the level of sets H∗ : W (N,K) → W (M,L) given by H∗〈u, v〉 = H ◦ 〈u, v〉
is well-defined and covers the sc-smooth map h∗ : X(N)→ X(M).
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Proposition 2.20. For every smooth map H : RN × KK → RM × KL,
which is linear in the fibers and covers a smooth map h the map H∗ is a
sc-smooth strong bundle covering the sc-smooth map h∗ and fitting into the
commutative diagram
W (N,K)
H∗−−−−→ W (M,L)
pX
y pXy
X(N)
h∗−−−−→ X(M).
Proof. The proof is very similar to the proof of Proposition 2.3. By the
definition of the structures involved we only need to consider the map
(⊕M ×B ⊕̂L) ◦H] ◦ (fN ×B f̂K)
which for the current situation corresponds to the diagram (2.18) in the
proof of Proposition 2.3. The vertical maps are sc-smooth essentially by
definition of the smooth sc-structures, and one only needs to show that the
map in the classical context H] is an sc-smooth strong bundle map. Of
course, it is even an ssc-smooth strong bundle map, which follows from the
right interpretation of the results in [13]. 
Exercise 3. Fill in the details of the proof of Proposition 2.20.
When we constructed the functor N → X(N) we showed that it has a
canonical extension to M. Having the additional functor (N,L)→W (N,L),
which ‘fibers’ over X, we are interested in naturally extending our construc-
tion to smooth K-vector bundles pQ : E → Q, where Q is an object in M.
Assuming Q is connected we can embed pQ properly (this is a requirement
on the base) into a suitable RN ×KL so that the map is fiber-wise K-linear
and fits into the commutative diagram
E
Φ−−−−→ RN ×KL
pQ
y pr1y
Q
φ−−−−→ RN .
Note that for a suitable open neighborhood U = U(Q) ⊂ RN which admits
a smooth retraction onto Q , say r : U → U there exists a canonical lift to
a smooth bundle retraction of U × K to to Φ(E) → φ(Q), covering r, by
taking orthogonal projections in the fibers using the standard complex inner
product on KL. As a consequence of the previous discussion, using precisely
the method from the proof of Theorem 2.5, we can define for pQ : E → Q the
strong bundle (pQ)∗ : W (E) → X(Q). This gives immediate the following
result, where VKM is the category of K-vector bundles over objects in M,
with smooth K-vector bundle maps between them.
Theorem 2.21. Assume that D = (Dx unionsqDy, {x, y}) is an un-ordered disk
pair, ϕ the exponential gluing profile, and δ an increasing sequence of weights
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starting at δ0 > 0. Abbreviate X(N) := X
3,δ
D,ϕ(R
N ) and W (N,L) = W 3,2,δD,ϕ (R
N×
KL) so that W (N,L)→ X(N) is a strong bundle. The functorial construc-
tion of the latter has a unique extension to the category VKM characterized
uniquely by the following properties where we consider pQ : E → Q.
(1) If Q =
∐
Qλ, where the Qλ are the connected components, writing
Eλ = E|Qλ then W (E) =
∐
W (Eλ). Moreover if E = RN × KL
then W (E) = W (N,L).
(2) If Q properly embeds into some RN then, with Φ : E → RN × KL
being a complex vector bundle embedding as a set
W (E) = {w : Za → E |Φ ◦ w ∈W (N,L)}.
(3) The map W (E) → W (N,L) : u → Φ ◦ u, where Φ : E → RN × KL
is a proper smooth bundle embedding is an sc-smooth embedding of
M-polyfolds.
The properties (1), (2), and (3) uniquely characterize the sc-smooth structure
on X(Q). For the M-polyfold structure on X(Q) the following properties
hold.
(4) For an open neighborhood U of φ(Q) and a smooth complex bundle
map R : U × KL → U × KL covering r : U → U with r(U) = φ(Q)
and R ◦ R = R the map from the open set W (U × KL) → X(E) :
w → Φ−1 ◦R ◦ w is sc-smooth strong bundle map.
(5) The obvious map pB : W (E) → B is sc-smooth and pB has the sub-
mersion property.
In the spirit of Proposition 2.7 one can characterize sc-smoothness of bun-
dle maps into W (E) or out of W (E). This again follows from the construc-
tion of W (E) → X(Q) and the smoothness characterization in Theorem
2.19. This immediately gives the following result.
Proposition 2.22. Let D, ϕ, and δ be given and abbreviate X(Q) = X3,δD,ϕ(Q)
and W (E) = W 3,2,δD,ϕ (E). Assume that Q is connected.
(1) Let K → Y be a strong bundle over a M-polyfold and Â : K →W (E)
a map covering A : Y → X(Q). Then Â is an sc-smooth strong
bundle if and only if for one proper smooth complex bundle embedding
Φ : E → RN × KL the map K → B × H3,δc (D,RN ) × H2,δ(D,KL)
defined by
k → (fN ×B f̂L)(Φ ◦ Â(k))
is an sc-smooth strong bundle map.
(2) Let K → Y be a strong bundle over a M-polyfold. A map B̂ :
W (E) → K is an sc-smooth strong bundle map if and only if for
one proper smooth complex bundle embedding Φ : E → RN ×KL and
tubular neighborhood U = U(φ(Q)) which via r : U → U smoothly
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retracts to φ(Q) the composition Û → K defined by
(a, (ux, uy), (hx, hy)) −→
B̂(Φ−1 ◦R ◦ ((⊕×B ⊕̂)(a, (ux, uy), (hx, hy))))
is an sc-smooth strong bundle map. Here Û is the open subset of B×
H3,δc (D,RN )×H2,δ(D,KL) consisting of all elements (a, (ux, uy), (hx, hy)))
so that ⊕×B ⊕̂(a, (ux, uy), (hx, hy))) has the image in U ×KL.
In practice, the above criteria give expressions which can be dealt with
using results in [38].
2.3.3. A Strong Bundle with (0, 1)-Forms. Let D be an unordered disk pair,
ϕ the exponential gluing profile, and δ a strictly increasing sequence of
weights starting at δ0 > 0. As a target manifold we consider the case of an
almost complex manifold (Q, J) without boundary. Then (TQ, J)→ Q can
be considered as a complex vector bundle and we obtain the strong bundle
W 3,2,δD,ϕ (TQ, J)→ X3,δD,ϕ(Q).
On every Za with 0 < |a| < 1/4 we have the canonical vector field va defined
by
va(σ
a
x̂(s, t)) =
∂σax̂
∂s
(s, t) for (s, t) ∈ [0, ϕ(|a|)]× S1.(2.23)
It does not depend on the choice of x̂. If a = 0 we can define v0 on Dx \ {x}
and Dy \ {y} using hx̂ and hŷ as follows
va(σ
+
x̂ (s, t)) =
∂σ+x̂
∂s
(s, t) for (s, t) ∈ R+ × S1
va(σ
−
ŷ (s
′, t′) =
∂σ−ŷ
∂s′
(s′, t′) for (s′, t′) ∈ R− × S1.
We define a new strong bundle over X3,δD,ϕ(Q)
Ω3,2,δD,ϕ (Q, J)→ X3,δD,ϕ(Q)(2.24)
as follows. The elements of Ω3,2,δD,ϕ (Q, J) are pairs (u, ξ), where u : Za → Q
belongs to X3,δD,ϕ(Q) and ξ is a map of class H
2 such that ξ(z) : TzZa →
(Tu(z)Q, J) is complex anti-linear. Using the vector fields va we obtain a
map
Ω3,2,δD,ϕ (Q, J)→W 3,2,δD,ϕ (TQ, J)(2.25)
defined by
(u, ξ)→ (u, ξ ◦ va(u)).
This map is C-linear in the fibers and a bijection. The map covers the
identity and equips (2.24) with the strong bundle structure making the above
bijection a strong bundle isomorphism.
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Theorem 2.23. Given an ordered disk pair D, the exponential gluing profile
ϕ, and a strictly increasing sequence of weights δ starting at δ0 > 0 there
exists a natural construction of a strong bundle over a M-polyfold which asso-
ciates to a almost complex manifold (Q, J) without boundary and associated
complex bundle (TQ, J)→ Q a strong bundle
Ω3,2,δD,ϕ (Q, J)→ X3,δD,ϕ(Q).
The underlying sets are defined in (2.24). The identification (2.25) defines
the strong bundle structure in terms of the strong bundle
W 3,2,δD,ϕ (TQ, J)→ X3,δD,ϕ(Q),
which is obtained via the extension result Theorem 2.21 for construction
functors. Via these identifications sc-smooth questions concerning maps
from or into Ω3,2,δD,ϕ (Q, J) can be decided via Proposition 2.22.
2.4. Some Useful Remarks. For the analysis it is sometimes useful to
have isomorphic models for X3,δD,ϕ(Q) or X
3,δ
D,ϕ(R
N ) which rather than the
abstract glued domain use those arising in the Subsection 2.1.1. In this case
we start with the infinite half-cylinders R± × S1 and take complex gluing
parameters a = |a|·e2piiθ with |a| < 1/4. The gluing with a = 0 results in the
disjoint union of the half-cylinders. If a 6= 0 we define Z0a with R = ϕ(|a|)
by
Z0a = {{(s, t), (s′, t′)} | t, t′ ∈ S1, s ∈ [0, R], s′ ∈ [−R, 0],(2.26)
s = s′ +R, t = t′ + θ}.
If a 6= 0 we have two sets of natural coordinates on Z0a given by the bijections
[0, R]× S1 ← Z0a → [−R, 0]× S1(2.27)
(s, t)← {(s, t), (s′, t′)} → (s′, t′).
There is a unique smooth structure on Z0a making both maps diffeomor-
phisms. Consider the set obtained by taking the union of all Hilbert spaces
H3(Z0a ,RN ) for 0 < |a| < 1/4 together with the set of pairs (u˜+, u˜−) ∈
H3,δ0c (R+ × S1,RN ) × H3,δ0c (R− × S1,RN ) with matching asymptotic con-
stants. Let us denote this set by X3,δ0ϕ (RN ). Given an unordered disk pair
D = (Dx unionsqDy, {x, y}) we pick an ordering of {x, y} and obtain, say the or-
dered nodal pair (x, y). Then we fix decorations resulting in (x̂0, ŷ0) defining
[x̂0, ŷ0]. The map
a : {a ∈ C | |a| < 1/4} → BD : |a| · e2piiθ → |a| · [e2piiθ · x̂0, ŷ0]
defines a biholmorphic map by the definition of the structure on BD. With
(x̂0, ŷ0) in place we take the uniquely determined biholomorphic maps hx̂0 :
(Dx, x) → (D, 0) and hŷ0 : (Dy, y) → (D, 0) such that Thx̂0 x̂0 = R and
similarly Thŷ0 ŷ0 = R. We note that he2piiθ·x̂0 = e
−2piiθ · hx̂0 . Associated to
he2piiθ·x̂0 we take positive holomorphic polar coordinates denoted by
σ+θ (s, t) = h
−1
e2piiθ·x̂0(e
−2pi(s+it)),
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and negative holomorphic polar coordinates associated to hŷ0 defined by
σ−(s′, t′) = h−1ŷ0 (e
2pi(s+it)).
Using these maps we can define for a ∈ B with |a| < 1/4 the following maps.
If a = 0 and consequently a(a) = 0 we define
φ0 : (R+ × S1) unionsq (R− × S1)→ Dx unionsqDy
by φ0(s, t) = σ
+(s, t) and φ0(s
′, t′) = σ−(s′, t′). If 0 < |a| < 1/4 with
a = a(a) we define Z0a → Za by
φa({(s, t), (s′, t′)}) = {σ+θ (s, t), σ−(s′, t′)}.
Using these maps we can define a bijection from an M-polyfold to a set
X3,δD,ϕ(R
N )→ X3,δ0ϕ (RN )
by mapping u˜ : Za → RN to u˜ ◦ φa. There exists a unique M-polyfold
structure on the set making this bijection a sc-diffeomorphism. It is an
easy exercise using the results about actions by diffeomorphism that making
different choices in the construction defines the same M-polyfold structure on
the set. This also holds if we replace RN by Q. We can, of course, fit strong
bundles into this context and finally look at the Cauchy-Riemann section,
which is more explicit for the coordinates coming from polar coordinates.
We shall use this in the next subsection.
2.5. Sc-Smoothness of the CR-Operator. Assume that D = (Dx unionsq
Dy, {x, y}) is an un-ordered disk pair and (Q, J) a manifold without bound-
ary equipped with a smooth almost complex structure. With the exponential
gluing profile ϕ and the usual weight sequence δ we obtain the strong bundle
pX : Ω
3,2,δ
D,ϕ (Q, J)→ X3,δD,ϕ(Q). For simplicity of notation we abbreviate it by
p : Ω→ X.(2.28)
Denoting the almost complex structure on Za by ja, the CR-section ∂¯ := ∂¯J
of p given by
X → Ω : u→
(
u,
1
2
· [Tu+ J ◦ Tu ◦ ja(u)])(2.29)
is well-defined.
2.5.1. Sc-Smoothness. We shall establish the sc-smoothness of the CR-section
as well as its regularizing property. These are two of the four properties
which define a so-called pre-Fredholm section (Note that we do not have
boundary conditions, so hat we cannot expect a Fredholm property yet.).
Proposition 2.24 (∂¯-Sc-Smoothness).
The section ∂¯ is sc-smooth.
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Proof. The sc-smoothness of ∂¯ is a property which can be studied around
a given point u. From the definition of the strong bundle structure on
Ω → X it suffices to study X → W 3,2,δD,ϕ (TQ) : u → (∂¯u) ◦ va(u). Since
J : TQ → TQ defines a smooth bundle map it suffices to show that the
sections of W 3,2,δD,ϕ (TQ)→ X3,δD,ϕ(Q) given by
u→ Tu ◦ va(u) and u→ Tu ◦ ja(u) ◦ va(u)(2.30)
are sc-smooth. Note that at this point J is irrelevant. By definition of
the M-polyfold structures we may assume that Q is a properly embedded
submanifold in some RN which defines automatically a bundle embedding
of TQ into RN ×RN ⊂ RN ×KN . In this case the two sections in (2.30) are
restrictions of the sections of the models
W (N,N)→ X(N)
defined by the same formulae u → (u, Tu) and u → (u, Tu ◦ ja(u) ◦ va(u)).
By definition of W (N,N) sc-smoothness follows from the sc-smoothness of
the principal parts
X3,δD,ϕ(R
N )→ X2,δD,ϕ,0(KN ).
Abbreviate the two maps, which we are studying, by T and S, where T(u) =
Tu ◦ va(u) and S(u) = Tu ◦ ju(a) ◦ va(u). By the definition of the M-polyfold
structures we need to show that maps
B×H3,δc (D,RN )→ H2,δ(D,KN )
defined by
(ηx, ηy)→ f̂ ◦ T ◦ ⊕(a, (ηx, ηy)), (ηx, ηy)→ f̂ ◦ S ◦ ⊕(a, (ηx, ηy))
are sc-smooth. We define (ξx, ξy) = f̂ ◦ T ◦ ⊕(a, (ηx, ηy)). Then
ξx(z) = β−2(a, z)·
·T ([{z, z′})→ (β(z, a)ηx(z) + β(a, z′) · ηy(z′))]) ◦ va(u)({z, z′})
Due to the symmetry of the situation it suffices to show that the map B ×
H3,δc (D,RN ) → H2,δ((Dx, x),KN ) : (a, (ηx, ηy)) → ξx is sc-smooth. The
involved sc-Hilbert spaces are defined via isomorphisms to the corresponding
sc-Hilbert spaces associated to R±×S1. As a consequence we need to show
the sc-smoothness of certain expressions
BC × E → H2,δ(R+ × S1,KN ),
where
E ⊂ H3,δc (R+ × S1,RN )×H3,δc (R− × S1,RN )
is the the codimension N linear subspace consisting of pairs having matching
asymptotic constants. Using the same letters we rewrite the expression for
32 POLYFOLD CONSTRUCTIONS
ξx in this context, were R = ϕ(|a|) and a = |a| · e−2piiθ. We also decompose
ηx = c+ rx and ηy = c+ ry, where c is the common asymptotic constant:
ξx(s, t)(2.31)
= β(s−R/2− 2) · ∂
∂t
(β(s−R/2)ηx(s, t))
+β(s−R/2− 2) · ∂
∂t
((1− β(s−R/2))ηy(s−R, t− θ)) .
= β(s−R/2− 2) · ∂
∂t
(β(s−R/2)rx(s, t))
+β(s−R/2− 2) · ∂
∂t
((1− β(s−R/2))ry(s−R, t− θ))
The operator ∂/∂t (and also ∂/∂s) H3,δc (R+×S1,RN )→ H2,δ0 (R+×S1,RN )
is obviously an sc-operator and therefore sc-smooth. For the sc-smoothness
assertion we only have to consider the following maps:
(1) BD×H3,δc (R+×S1,RN )→ H3,δ(R+×S1,RN ) : ηx → (β(s−R/2))·rx.
(2) BD ×H3,δc (R− × S1,RN ) → H3,δ(R+ × S1,RN ) : ηy → ((1 − β(s −
R/2))ry(s−R, t− θ)
(3) BK × H2,δ0 (R+ × S1,RN ) → H2,δ(R+ × S1,KN ) : (a, ex) → β(s −
R/2− 2) · ex.
These expressions are all sc-smooth by the already previously used result
the “Fundamental Lemma” described in Subsection 1.2. The discussion of S
is similar with ∂/∂t replaced by ∂/∂s and which involves some more terms,
but all covered by the fundamental lemma. 
2.6. More Examples and Exercises. First we shall derive some more ex-
amples of ⊕-constructions and later introduce a filled version, see Definition
of the nodal Cauchy-Riemann operator.
2.6.1. The 	-Map and Associated Spaces. Consider for an ordered nodal
disk pair D = (Dx unionsq Dy, (x, y)) the sc-Hilbert space H3,δc (D,RN ), which
consists of pairs of maps (u˜x, u˜y) having at x and y the common asymp-
totic limit. Using D and a gluing parameter in BD we define the following
Riemann surfaces. First of all we put C0 = ∅. If 0 < |a| < 1/4 we take
the disjoint union Dy unionsq Dx and with a = |a| · [x̂, ŷ] we take a representa-
tive (x̂, ŷ) and identify the points σ+x̂ (s, t) with s ∈ [0, R] × S1, with the
points σ−ŷ (s−R, t). We obtain the Riemann surface Ca which is a Riemann
sphere with distinguished points x and y. We note that we can identify nat-
urally Za with a subset of Ca provided a 6= 0. Given x̂ there is a canonical
biholomorphic map
σCax̂ : R× S1 → Ca
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which on Za is σ
a,+
x̂ . We pick a cut-off model β and assuming a 6= 0 we
define with R = ϕ(|a|) and c ∈ RN the map Ξa,c by
Ξa,c(σ
Ca
x̂ (s, t)) = −(1− β(s−R/2)) · c+ β(s−R/2) · c(2.32)
Ξa,c(x) = c and Ξa,c(y) = −c.
We introduce the sc-Hilbert space H3,δap (Ca,RN ) as follows. If a = 0 the
space has precisely one element, namely the unique map defined on ∅ with
image in RN . If a 6= 0 we consider all maps u defined on Ca such that for a
suitable c ∈ RN
(u− Ξa,c) ◦ σCax̂ ∈ H3,δ0(R× S1,RN ).
The definition of the space does not depend on the cut-off model nor on the
choice of decoration x̂. We can turn H3,δap (Ca,RN ) into an sc-Hilbert space
by requiring level m to consist of objects u for which u − Ξa,c is of class
(m+ 3, δm). Finally we define the set
X	,3,δD,ϕ =
⋃
a∈BD
H3,δap (Ca,RN ).
Next we define a surjective map
	 : BD ×H3,δc (D,RN )→ X	,3,δD,ϕ (RN )
by setting 	(0, ux, uy) = 0 and for a 6= 0 we proceed as follows. We define
ava(u
x) :=
∫
S1
ux ◦σ+x̂ (R/2, t) · dt and ava(uy) :=
∫
S1
uy ◦σ−ŷ (−R/2, t) · dt.
We also put
ava(u
x, uy) :=
1
2
· [ava(ux) + ava(uy)].(2.33)
Finally we define 	(a, ux, uy) as follows.
	(a, ux, uy) ◦ σCax̂ (s, t)(2.34)
= −(1− β(s−R/2)) · (ux ◦ σ+x̂ (s, t)− ava(ux, uy))
+β(s−R/2) · (uy ◦ σ−ŷ (s−R, t)− ava(ux, uy)).
Theorem 2.25. The map 	 : BD × H3,δc (D,RN ) → X	,3,δD,ϕ is surjective
and an ⊕-construction. The canonical map P	B : X	,3,δD,ϕ (RN ) → BD which
extracts the domain parameter is sc-smooth and submersive.
Exercise 4. Prove Theorem 2.25. See also in [38] the discussion of gluing
and anti-gluing.
Recall the M-polyfold with submersive a¯ defined in (2.4), see also Theorem
2.2,
pB : X
3,δ
D,ϕ(R
N )→ BD.
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Recall that the structure on X3,δD,ϕ(R
N ) was defined by a map
⊕ : BD ×H3,δc (D,RN )→ X3,δD,ϕ(RN ).
In view of a following result and to contrast the latter construction to the
previous one, let us define
X⊕,3,δD,ϕ (R
N ) := X3,δD,ϕ(R
N ) and p⊕B := pB.
Theorem 2.26. The following holds.
(1) The subset
X⊕,3,δD,ϕ (R
N )p⊕B
×p	B X
	,3,δ
D,ϕ (R
N ) ⊂ X⊕,3,δD,ϕ (RN )×X	,3,δD,ϕ (RN )
consisting of all (u, v) with p⊕B (u) = p
	
B (v) is a sub-M-polyfold.
(2) The map
BD ×H3,δc (D,RN )→ X⊕,3,δD,ϕ (RN )×X	,3,δD,ϕ (RN )
(a, (ux, uy))→ (⊕(a, ux, uy),	(a, ux, uy))
is an sc-diffeomorphism onto X⊕,3,δD,ϕ (R
N )p⊕B
×p	B X
	,3,δ
D,ϕ (R
N ).
(3) The M-polyfold X⊕,3,δD,ϕ (R
N )p⊕B
×p	B X
	,3,δ
D,ϕ (R
N ) has a uniquely deter-
mined sc-manifold structure inducing the M-polyfold structure.
Exercise 5. Prove Theorem 2.26. See also in [38] the discussion of gluing
and anti-gluing.
2.6.2. The 	̂-Map and Associated Spaces. Using the variations described
in Subsection 2.3 we can introduce some more examples. The important
construction shown to be an ⊕-construction is
⊕̂ : BD ×H2,δ(D,KN )→ X2,δD,ϕ,0(KN ),
see (2.21). The domain extraction is also known to be submersive. There is
an associated 	̂-construction which has a somewhat easier form than that
for 	. For that reason we rename the above data as follows
p⊕̂B : X
⊕̂,2,δ
D,ϕ,0(K
N )→ BD.
Using the previous definitions of the Ca we can define H
2,δ(Ca,KN ) to be the
sc-Hilbert space consisting of all the maps u : Ca → KN of class (2, δ0) (with
vanishing asymptotic limit). The level m consists of regularity (m+ 2, δm).
We define
X	̂,2,δD,ϕ,0(K
N ) :=
⋃
a∈BD
H2,δ(Ca,KN )(2.35)
and the domain parameter extraction
p	̂B : X
	̂,2,δ
D,ϕ,0(K
N )→ BD.
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We observe that the fiber over a = 0 consists precisely of the zero element.
We define
	̂ : BD ×H2,δ(D,KN )→ X	̂,2,δD,ϕ,0(KN )
by mapping (0, ux, uy) to 0 and for a 6= 0 with R = ϕ(|a|) and a = |a| · [x̂, ŷ]
	̂(a, ux, uy) ◦ σCax̂ (s, t) = −(1− β(s−R/2)) · ux ◦ σ+x̂ (s, t)
+β(s−R/2) · uy ◦ σ−ŷ (s−R, t) · dt.
The following theorem is related to the gluing and anti-gluing discussion in
[38].
Theorem 2.27. The following holds.
(1) The map 	̂ is a M-polyfold construction.
(2) For the M-polyfold structure on X	̂,2,δD,ϕ,0(K
N ) the map p	̂B is sc-smooth
and submersive.
(3) The subset
X⊕̂,2,δD,ϕ,0(K
N )
p⊕̂B
×
p	̂B
X	̂,2,δD,ϕ,0(K
N ) ⊂ X⊕̂,2,δD,ϕ,0(KN )×X	̂,2,δD,ϕ,0(KN )
consisting of all (u, v) with p⊕̂B (u) = p
	̂
B (v) is a sub-M-polyfold.
(4) The map
BD ×H2,δ(D,KN )→ X⊕̂,2,δD,ϕ,0(KN )×X	̂,2,δD,ϕ,0(KN )
(a, (ux, uy))→ (⊕̂(a, ux, uy), 	̂(a, ux, uy))
is an sc-diffeomorphism onto X⊕̂,2,δD,ϕ,0(K
N )
p⊕̂B
×
p	̂B
X	̂,2,δD,ϕ,0(K
N ).
(5) The M-polyfold X⊕̂,2,δD,ϕ,0(K
N )
p⊕̂B
×
p	̂B
X	̂,2,δD,ϕ,0(K
N ) has a uniquely deter-
mined sc-manifold structure inducing the M-polyfold structure.
Exercise 6. Prove Theorem 2.27. See also in [38] the discussion of the
hat-version of gluing and anti-gluing.
3. Periodic Orbit Case
We introduce the local models describing the stretching of a map near
the cylinder over a periodic orbit.
3.1. The Basic Results. This subsection describes the basic result and we
begin with the underlying idea.
3.1.1. The Basic Idea. This is a more complicated situation than the nodal
case and we give our heuristics in a simple case. We consider maps into
R× RN and assume that we are given a smooth embedding
γ : S1 → RN .
We denote by [γ] the collection of all t → γ(t + d), where d ∈ S1. This
defines a S1-family of preferred parameterizations of the submanifold γ(S1).
Then R× γ(S1) is an infinite cylinder in R× RN , see Figure 3.
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Figure 3. The cylinder over [γ].
The embedded γ(S1) comes with preferred parameterizations [γ], and due
to its linear structure R has several preferred parameterizations as well. For
example given a number T > 0 we can consider the following preferred
parametrization of the infinite cylinder
R× S1 : (s, t)→ (Ts+ c, γ(t+ d)),(3.1)
where c ∈ R and d ∈ S1.
There are modifications of the above which are being used later on. For ex-
ample for the above we can derive some preferred parameterization covering
the cylinder k-fold, obtained from the above by considering the preferred
parameterizations
(s, t)→ (Ts+ c, γ(kt+ d)).
We note that γ := ([γ], T, k) captures the needed information.
Next we describe a basic idea in the case ([γ], T, 1). We start by consid-
ering tuples (u˜+, u˜−) where u˜± : R± × S1 → R×RN . Moreover these maps
are continuous and have the following form
u˜+(s, t) = (Ts+ c+, γ(t+ d+) + r+(s, t))(3.2)
u˜−(s′, t′) = (Ts′ + c−, γ(t+ d−) + r−(s, t)).
Here r±(s, t)→ 0 as s→ ±∞, c± ∈ R and d± ∈ S1. We see that the maps
u˜± approximate the cylinder associated to [γ] as s→ ±∞, respecting in an
approximate sense the preferred parameterizations. Assume for the moment
r± = 0 and a large number S >> 0 is given. We would like to construct from
u˜± which in some sense approximate the cylinder at their ends, a map on
a long finite cylinder, which approximates the cylinder in its middle part.
The whole process should produce no unnecessary wrinkles, i.e. in some
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sense should be as efficient as possible. To do so we glue u˜+ and the shifted
S ∗ u˜−, where we add S to the first factor. In order to avoid wrinkles the
gluing parameter for the domain has to be picked carefully. Our maps are
u˜+(s, t) = (Ts+ c+, γ(t+d+)) and S ∗ u˜−(s′, t′) = (Ts′+ c−+S, γ(t′+d−)).
There is only one way to glue these maps in a way which avoids wrinkles.
Namely we define R by
TR = S + c− − c+ and d = d− − d+.
Then we define the glued map w˜ on Z(R,d) by the usual formula
w˜({(s, t), (s′, t′)})(3.3)
= β(s−R/2) · u˜+(s, t) + β(−s′ −R/2) · S ∗ u˜−(s′, t′).
We compute
w˜({(s, t), (s′, t′)})
= β(s−R/2) · (Ts+ c+, γ(t+ d+))
+β(−s′ −R/2) · (T (s−R) + c− + S, γ(t− d+ d−))
= (Ts+ c+, γ(t+ d+))
If r± is nonzero we obtain from u˜± the constants c± and d = d− − d+ from
the asymptotic behavior of u˜±. Then for given S >> 0 we can compute R
and use the gluing associated to (R, d). Hence the modified w˜ is given by
w˜ = (Ts+ c−, γ(t+ d+)) +⊕(R, d, r+, r−).
This defines
⊕¯(S, u˜+, u˜−)({(s, t), (s′, t′)})
= β(s−R/2) · u˜+(s, t) + β(−s′ −R/2) · u˜+(s′, t′).
Again, proper formulated, this will lead to an ⊕-construction. This time
there is no global f which partially inverts ⊕¯, but one can get away with
two such maps. This time the constructions are more subtle as in the nodal
case. The easier map is like in the nodal case, but the more interesting map
is obtained as follows.
We are given (S, w˜), where w˜ : Z(R,d) → R × RN for R >> 0 so that
in addition the image of a middle-loop is close to the cylinder suitably
parametrized, i.e. compatible with the distinguished coordinates. From the
domain of w˜ we extract the parameter (R, d). By a subtle averaging con-
struction we can find a candidate for d+ which together with d determines
d−. Using the averaging construction we obtain a candidate for c+ and with
the help of S and R we obtain c−. Then we use a cut-off construction as in
(2.3) to define an associated w˜± obtained by transitioning from w˜ to one of
the distinguished parameterizations of the cylinder at infinity. Recall that
in (2.3) we transitioned to a constant value. Our considerations in the fol-
lowing sections will also deal with the case that the cylinder associated to
[γ] is multiply-covered, i.e. a construction associated to γ = ([γ], T, k).
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Remark 3.1. There are two versions of the above, which are equally valid.
Above we glued u˜+ and S ∗ u˜−. We can equally well also glue (−S/2) ∗ u˜+
and (S/2) ∗ u˜−, or (−S) ∗ u˜+ and u˜−. Indeed, we shall utilize version 1
and version 3 in the case when we construct the M-polyfolds associated to
symplectic cobordisms. Namely version 1 at the positive ends and version
3 at the negative ends. In the case of symplectizations one can take any of
these versions. However, the fomulae for iterated constructions (more than
two maps) get more cumbersome for version 2 and our choice is the version
1 gluing. One should point out that in this context one deals with maps
modulo the R-action ∗, so that the different versions only produce different
representatives, which are mod R identical.
3.1.2. Constructions around Periodic Orbits. We begin with the definition
of a periodic orbit.
Definition 3.2. A periodic orbit in RN is a tuple γ = ([γ], T, k), where
T is a positive real number, k ≥ 1 a positive integer, γ : S1 → RN a smooth
embedding, and [γ] denotes the set of reparameterizations t→ γ(t+ θ) with
θ ∈ S1. T is called the period and k the covering number. The number
T0 = T/k is called the minimal period. A weighted periodic orbit γ¯
(in RN ) is a tuple (γ, δ), where δ = (δi)∞i=0 is a strictly increasing sequence
of weights 0 < δ0 < δ1 < .. < δi < δi+1. There are obvious generalization
to a notion of periodic orbit in a smooth manifold Q, where we require that
γ : S1 → Q is an embedding.
There are several natural forgetful maps of interest to us, namely γ¯ → γ,
γ¯ → δ and γ¯ → δ0. In a moment we will define a so-called collection
of standard maps, however before doing so it will be useful to recall the
following preliminaries. Given a disk Dx with x ∈ Dx\∂Dx, we let x̂ ⊂ TxDx
denote an oriented line passing through 0 ∈ TxDx, and call x̂ a decoration.
The set of all decorations in TxDx is denoted Sx. Given an ordered* disk
pair ((Dx, Dy), (x, y)), we say that {x̂, ŷ} and {x̂′, ŷ′} are equivalent provided
x̂, x̂′ ∈ Sx and ŷ, ŷ′ ∈ Sy satisfy
x̂′ = e2piiθx̂ and ŷ′ = e−2piiθŷ,
for some θ ∈ S1. It can be shown that our notion of equivalency does
indeed define an equivalence relation, and we let [x̂, ŷ] denote the equivalence
class associated to {x̂, ŷ}. We call such an [x̂, ŷ] a natural angle, and the
set of natural angles is denoted by Sx,y. Further details can be found in
Appendix B.1. With these notions recalled, we are now prepared to define
the collection of standard maps associated to a periodic orbit.
Definition 3.3. Let D = ((Dx, Dy), (x, y)) be an ordered disk pair. Given
a periodic orbit γ in RN , the associated collection of standard maps in
*The same definition holds for an unordered disk pair.
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R × RN is the set Sγ consisting of tuples (q˜x, [x̂, ŷ], q˜y), where [x̂, ŷ] ∈ Sx,y
is a natural angle, and
q˜x : Dx \ {x} → R× RN
q˜y : Dy \ {y} → R× RN ,
satisfying the following conditions. There exists γ ∈ [γ], cx, cy ∈ R, and
representative {x̂, ŷ} ∈ [x̂, ŷ] for which the following holds.
q˜x ◦ σ+x̂ (s, t) = (Ts+ cx, γ(kt)) ∈ R× RN(3.4)
q˜y ◦ σ−ŷ (s′, t′) = (Ts′ + cy, γ(kt′)) ∈ R× RN ;
here σ+x̂ and σ
−
ŷ are as in equation (2.13) and equation (2.14)
Given a periodic orbit γ in RN we have for every representative γ in [γ]
a canonical map
φγ : R× Sx × R× Sy → Sγ
defined by φγ(c
x, x̂, cy, ŷ) = (q˜γcx,x̂, [x̂, ŷ], q˜
γ
cy ,ŷ), where
q˜γcx,x̂ ◦ σ+x̂ (s, t) = (Ts+ cx, γ(kt))(3.5)
q˜γcy ,ŷ ◦ σ−ŷ (s′, t′) = (Ts′ + cy, γ(kt′)).
The map φγ is k : 1 and surjective. The cyclic group Zk = {0, ..., k−1} acts
freely on Σ˜x,y := R× Sx × R× Sy via
j ∗ (cx, x̂, cy, ŷ) = (cx, e2pii(j/k) · x̂, cy, e−2pii(j/k) · ŷ).
Proposition 3.4. Given γ = ([γ], T, k) the set Sγ admits a natural smooth
manifold structure characterized by the property that for every γ ∈ [γ], the
map φγ : Σ˜x,y → Sγ is a local diffeomorphism. The preimage of a point
under φγ is a Zk-orbit and the quotient Σx,y = Σ˜x,y/Zk has a natural smooth
manifold structure obtained by the standard procedure of dividing out the
smooth Zk-action. The induced map Σx,y → Sγ is a bijection and the desired
smooth manifold structure on Sγ is characterized by the requirement that this
map is a diffeomorphism.
Proof. Assume that φγ(c
x, x̂, cy, ŷ) = φγ(d
x, x̂′, dy, ŷ′). We deduce that
[x̂, ŷ] = [x̂′, ŷ′] and therefore we find τ ∈ [0, 1) such that
x̂′ = e2piiτ · x̂ and ŷ′ = e−2piiτ · ŷ.
Moreover
(Ts+ cx, γ(kt)) = q˜xcx,x̂ ◦ σ+x̂ (s, t)
= q˜xdx,x̂′ ◦ σ+x̂ (s, t)
= q˜xdx,x̂′ ◦ σ+x̂′(s, t− τ)
= (Ts+ dx, γ(k(t− τ)); )
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where we have used the previously established fact that
he2piiτ x̂ = e
−2piiτhx̂
and hence
σ+x̂′(s, t) = h
−1
x̂ (e
−2pi(s+i(t−τ))) = σ+x̂ (s, t− τ)).
This implies kτ = 0 mod 1, and since τ ∈ [0, 1) that τ = j/k for some
j ∈ {0, ..., k − 1}. Further cx = dx. Similarly we show that
(Ts′ + cy, γ(kt′)) = (Ts′ + dy, γ(k(t′ − τ))
implying that τ = j/k as before. This discussion shows that the preimage
of a point is a Zk-orbit. The rest of the proof is obvious. 
Let G be the automorphism group of the ordered D. Then G is diffeo-
morphic to S1 × S1 and acts on Sγ via
g ∗ (q˜x, [x̂, ŷ], q˜y) := (q˜x ◦ g−1, [Tg · x̂, T g · ŷ], q˜y ◦ g−1).
This action is smooth since it corresponds under a Φγ to the smooth action
g ∗ (cx, x̂, cy, ŷ) = (cx, T g · x̂, cy, T g · ŷ).
In a next step we introduce a set of maps which, as we shall show, has a
natural ssc-manifold structure.
Definition 3.5. Consider a map w˜ : R± × S1 → R × RN and a periodic
orbit γ in RN . We say that w˜ is of class Hm,τγ (R± × S1,RN ) provided that
there exists γ ∈ [γ] and c ∈ R with the property that the map defined by
v˜(s, t) = w˜(s, t)− (Ts+ c, γ(kt))
belongs to Hm,τ (R± × S1,RN ).
Definition 3.6. Let D be an ordered disk pair and γ¯ = (γ, δ) a weighted
periodic orbit in RN . By Z3,δ0D (R×RN ,γ) we denote the set which consists
of all (u˜x, [x̂, ŷ], u˜y) of class (3, δ0) converging to γ in a matching way. This
means that u˜x is of class H3,δ0γ+ , u˜
y of class H3,δ0γ− and u˜x and u˜y are [x̂, ŷ]-
directionally matching. (see Appendix Definition and Definition ).
By H3,δ(D,R×RN ) we denote the sc-Hilbert space of maps of class (3, δ0)
with vanishing asymptotic limit. We define the map
Ψ : Sγ ×H3,δ0(D,R× RN )→ Z3,δ0D (R× RN ,γ) :(3.6)
(q˜, (h˜x, h˜y))→ q˜ u (h˜x, h˜y),
where the expression q˜ u (h˜x, h˜y) for q˜ = (q˜x, [x̂, ŷ], q˜y) is defined by
q˜ u (h˜x, h˜y) = (q˜x + h˜x, [x̂, ŷ], q˜y + h˜y).
It is an easy exercise to verify the following lemma.
Lemma 3.7. Let γ¯ be a weighted periodic orbit. Then the map Ψ defined
in (3.6) is a bijection.
As a consequence we obtain the following result.
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Proposition 3.8. Let γ¯ = (γ, δ) be a weighted periodic orbit in RN and D
be an ordered disk pair. The set Z3,δ0D (R×RN ,γ) has a natural ssc-manifold
structure where the m-th level is given by regularity (3 +m, δm). This struc-
ture is characterized by the fact that the map Ψ is a ssc-diffeomorphism. We
shall write ZD(R× RN , γ¯) for the associated ssc-manifold.
The construction ZD(R×RN , γ¯) is part of a construction functor. Quite
similar to a procedure described in Theorem 2.5 we have a canonical exten-
sion to target manifolds Q equipped with a weighted periodic orbit. Namely,
consider the category whose objects are pairs (RN , γ¯), where γ¯ is weighted
periodic orbit in RN . A morphism
h : (RN , γ¯)→ (RN ′ , γ¯′)
consists of a smooth map h : RN → RN ′ , where with γ¯ = (([γ], T, k), δ)
we have that γ¯′ = (([h ◦ γ], T, k), δ). Then with h˜ = IdR × h we obtain an
induced map
h˜∗ : ZD(R× RN , γ¯)→ ZD(R× RN ′ , γ¯′) : u˜→ h˜ ◦ u˜.
By considering the map on each level of regularity (3 + m, δm) we obtain
a map between Hilbert manifolds and classical smoothness belongs to the
realm of [13]. As a consequence we obtain the following result and the details
of the proof are left the reader.
Proposition 3.9. A morphism h : (RN , γ¯) → (RN ′ , γ¯′) induces an ssc-
smooth map h˜∗ : ZD(R× RN , γ¯)→ ZD(R× RN ′ , γ¯′).
The automorphism group GD of the ordered disk pair D acts on the disks
by individual rotations and hereby defines an action on ZD(R× RN , γ¯) via
g ∗ (u˜x, [x̂, ŷ], u˜y) = (u˜x ◦ g−1, [Tg · x̂, T g · ŷ], u˜y ◦ g−1).
Via the map Ψ this action corresponds to the sc-smooth action on Sγ ×
H3,δ(D,R× RN ) defined by
g ∗ (q˜, (h˜x, h˜y)) = (g ∗ q˜, (h˜x ◦ g−1, h˜y ◦ g−1)).
Here we use the sc-smoothness of the G-action on H3,δ(D,R × RN ), see
Proposition 2.10 and note that our space is an invariant finite co-dimension
subspace. Hence we have established the following result.
Proposition 3.10.
Let γ¯ be a weighted periodic orbit, D be an ordered disk pair and assume
that ZD(R × RN , γ¯) is the associated ssc-manifold. Then the action of the
automorphism group G of D is sc-smooth. The action is not(!) ssc-smooth.
Remark 3.11. If γ¯ is a weighted periodic orbit in a manifold Q without
boundary, which can be properly embedded into some RN we have a well-
defined ZD(R×Q, γ¯). Since the maps involved are ssc-smooth the procedure
from Theorem 2.5 produces ssc-manifolds. We leave the details for this
classical case to the reader.
42 POLYFOLD CONSTRUCTIONS
Exercise 7. Show that the construction ZD which associates to (RN , γ¯) the
ssc-manifold ZD(R × RN , γ¯) and to a morphism h the ssc-smooth map h˜∗
is a construction functor. Conclude using the ideas from Section that the
construction has a natural extension to cover periodic orbits in manifolds,
i.e. (Q, γ¯).
3.1.3. The M-Polyfold YD,ϕ(R × RN , γ¯). Consider the ssc-manifold with
boundary
Z := [0, 1)× ZD(R× RN , γ¯)
and recall that given (u˜x, [x̂, ŷ], y˜y) in ZD(R×RN , γ¯) we can write it uniquely
as (q˜x + h˜x, [x̂, ŷ], q˜y + h˜y), where (q˜x, [x̂, ŷ], q˜y) is a standard map. We can
extract the asymptotic constants cx, cy ssc-smoothly, i.e. the maps
c¯x, c¯y : ZD(R× RN , γ¯)→ R
are ssc-smooth. We define an open neighborhood V of ∂Z = {0} × ZD(R×
RN , γ¯) in Z as follows.
Definition 3.12. The open subset V of Z consists of all tuples
(r, (u˜x, [x̂, ŷ], u˜y)) =: (r, u˜)
such that either r = 0, or in the case r ∈ (0, 1) the following holds.
(1) ϕ(r) + cy(u˜)− cx(u˜) > 0.
(2) ϕ−1
(
1
T · (ϕ(r) + cy(u˜)− cx(u˜))
) ∈ (0, 1/4).
We note that V is a ssc-manifold with boundary. An important map is
r¯ : V → [0, 1) : (r, u˜) → r. This is the restriction of the projection onto the
first factor [0, 1) × ZD(R × RN , γ¯) → [0, 1) onto an open subset. Since the
latter map is submersive the same holds for r¯. It is clear that r¯ is surjective.
Hence we obtain.
Lemma 3.13. The map
r¯ : V → [0, 1) : (r, u˜)→ r.
is a surjective and submersive ssc-smooth map.
Recall the M-polyfold X3,δD,ϕ(R× RN ) with submersive map
pB : X
3,δ
D,ϕ(R× RN )→ B
introduced in the previous Section 2. We denote by X˙3,δD,ϕ(R × RN ) the
preimage of B \ {0} under pB. We have already discussed earlier that the
set X˙3,δD,ϕ(R × RN ) does neither depend on ϕ nor δ and the same is true
for the induced M-polyfold structure as an open subset, see Remarks 2.9
and 2.16. For that reason we denote this M-polyfold, which also has a
natural sc-manifold structure inducing the M-polyfold structure in question,
by X˙D(R× RN ), see Exercise 2.
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Definition 3.14.
The M-polyfold X is by definition the open subset of (0, 1)×X3,δD,ϕ(R× RN )
defined as
X = (0, 1)× X˙D(R× RN )
and equipped with the induced M-polyfold structure. As we just noted before
the latter comes, in fact, from a uniquely natural defined sc-manifold struc-
ture. We note that the degeneracy index associated to X vanishes identically.
Next we define the set Y 3,δ0D,ϕ (R × RN ,γ) we are interested in, and which
we shall equip with a M-polyfold structure by the ⊕-method.
Definition 3.15.
Given an ordered disk pair D and a weighted periodic orbit γ¯ in RN the set
Y 3,δ0D,ϕ := Y
3,δ0
D,ϕ (R× RN ,γ) is defined as the disjoint union
Y 3,δ0D,ϕ =
(
{0} × Z3,δ0D (R× RN ,γ)
)∐
X = ∂Z
∐
X.
Remark 3.16. We observe that the space is a union of a ssc-manifold ∂Z,
provided we use the full δ, and a sc-manifold X. Our aim is to define a
natural (up to a choice of the gluing profile ϕ) M-polyfold structure on Y 3,δ0D,ϕ
in such a way that X is an open and dense sub-M-polyfold with the induced
structure being the original one. Moreover, also ∂Z will be a sub-M-polyfold
and the induced structure will be the M-polyfold structure diffeomorphic to
the sc-structure derived from the original ssc-manifold structure.
In order to define a M-polyfold structure on Y 3,δ0D,ϕ we shall use the ⊕-
method. This case will turn out to be somewhat more involved than the
nodal case since we need to construct two maps defined on open subsets (for
the quotient topology) of Y 3,δ0D,ϕ rather than the single f in the nodal case.
The set V introduced in Definition 3.12 has naturally the structure of a
ssc-manifold and we shall define a map
⊕¯ : V → Y 3,δ0D,ϕ ,(3.7)
where the right-hand side for the moment is viewed as just a set.
Definition 3.17. The map a : V → B is defined by associating to the
tuple (0, (u˜x, [x̂, y˜], u˜y)) the element 0 and in the case r 6= 0 the element
a = |a| · [x̂, ŷ], where
T · ϕ(|a|) = ϕ(r) + cy − cx.
Here cx = cx(u˜x) and cy = cy(u˜y).
As a consequence of [38], Lemma 4.4, the following holds.
Lemma 3.18. The map a : V → B is ssc-smooth.
Now we begin with the crucial construction.
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Definition 3.19. The map ⊕¯ : V → Y 3,δ0D,ϕ (R×RN ,γ) is defined as follows.
We put, if r = 0,
⊕¯(0, (u˜x, [x̂, ŷ], u˜y)) = (0, ⊕¯(0, (u˜x, [x̂, ŷ], u˜y))) = (0, (u˜x, [x̂, ŷ], u˜y)).
If r 6= 0 we define
⊕¯(r, (u˜x, [x̂, ŷ], u˜y)) = (r, ⊕¯(r, (u˜x, [x̂, ŷ], u˜y))) = (r, w˜)(3.8)
where, with a = a(r, (u˜x, [x̂, y˜], u˜y)), the map w˜ : Za → R× RN is given by
w˜(z, z′) = βxa (z) · u˜x(z) + βya(z′) · (ϕ(r) ∗ u˜y(z′)).
Above, “ ∗ ” denotes the additive R-action on the first factor.
Here is the main result in this subsection, which will be proved later.
Theorem 3.20. Let D be an ordered disk pair and γ¯ a weighted periodic
orbit in RN . The map ⊕¯ : V → Y 3,δ0D,ϕ (R×RN ,γ) is a M-polyfold construction
by the ⊕-method fitting into the commutative diagram
V ⊕¯−−−−→ Y 3,δ0D,ϕ (R× RN ,γ)
pr1
y r¯y
[0, 1) [0, 1),
where the vertical arrows are the obvious extractions of the r-parameter.
Moreover the following holds.
(1) For the defined M-polyfold structure an element (r, u˜) has degeneracy
index 1 if r = 0 and 0 otherwise.
(2) The M-polyfold structure is tame.
Proof. The proof of Theorem 3.20 is given in Subsection 3.6.1, but requires
a considerable amount of preparation provided in the following sections. 
Recall that the set Y 3,δ0D,ϕ (R × RN ,γ) is the disjoint union of ∂Z and X,
where ∂Z has already a ssc-manifold structure and X a sc-manifold structure.
The ⊕¯-structure will be related to the already existing structures. The
following theorem summarizes the additional properties, where T is the
quotient topology underlying the M-polyfold structure arising from Theorem
3.20.
Definition 3.21. The set Y 3,δ0D,ϕ (R × RN ,γ) equipped with the M-polyfold
structure resulting from Theorem 3.22 via
⊕¯ : V → Y 3,δ0D,ϕ (R× RN ,γ)
is denoted by Y 3,δD,ϕ(R× RN , γ¯), or, more explicitly, Y 3,δD,ϕ(R× RN ,γ).
Recall that the subsets ∂Z and X of Y 3,δD,ϕ(R × RN , γ¯) already possessed
previously defined structures, see Remark 3.16. The following Theorem 3.22
and Proposition 3.23 show that the new construction recovers the original
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structures in a suitable sense. In addition they show that the M-polyfold
structure does not depend on the choice of the cut-off model β.
Theorem 3.22. The ⊕¯-polyfold structure on Y 3,δ0D,ϕ (R×RN ,γ) has the fol-
lowing properties.
(1) The topologies induced by T on X and ∂Z are the original topologies
for the already existing sc-manifold structure on X and ssc-manifold
structure on ∂Z.
(2) The M-polyfold structure on Y 3,δ0D,ϕ (R×RN ,γ) does not(!) depend on
the smooth β : R → [0, 1] which was taken in the definition of ⊕¯ as
long as it satisfies the usual properties β(s) + β(−s) = 1, β(s) = 1
for s ≤ −1, and β′(s) < 0 for s ∈ (−1, 1).
Proof. The proof of Theorem 3.22 is given in Subsection 3.6.1 together with
the proof of Theorem 3.20. Both need some common preparation provided
in the coming sections. 
The following result will be a corollary of Theorem 3.36 which will be
stated and proved later.
Proposition 3.23.
The following holds.
(1) The subset X of YD,ϕ(R×RN , γ¯) is open and dense for the topology
T and the induced M-polyfold structure is the original existing one.
(2) The subset ∂Z is closed for the topology T and carries the structure
of a sub-M-polyfold which is the M-polyfold structure induced by the
original ssc-manifold structure.
Proof. Follows from Theorem 3.36. See also the end of Subsection 3.6.1. 
For later constructions we introduce several maps. The first one already
occurred in the statement of Theorem 3.20.
Definition 3.24. We have the following canonical maps:
(1) r¯ : YD,ϕ(R× RN , γ¯)→ [0, 1) extracts the parameter r.
(2) a¯d : YD,ϕ(R × RN , γ¯) → [0, 1/4) × S extracts the decorated domain
gluing parameter (|a|, [x̂, ŷ]).
(3) a¯ : YD,ϕ(R× RN , γ¯)→ B extracts the domain gluing parameter a =
|a| · [x̂, ŷ] =: m ◦ a¯d(|a|, [x̂, ŷ]), where m(b, [x̂, ŷ]) = b · [x̂, ŷ].
The following proposition summarizes the properties of the three maps
and follows from Proposition 3.65 stated later on.
Proposition 3.25. The following holds.
(1) For the previously defined M-polyfold structure on YD,ϕ(R × RN , γ¯)
the natural maps r¯, a¯d, and a¯ are sc-smooth.
(2) The map r¯ is submersive.
Proof. Follows from Proposition 3.65. 
46 POLYFOLD CONSTRUCTIONS
3.1.4. Extensions to Manifolds. In the construction of YD,ϕ(R × RN , γ¯) we
would like to replace (RN , γ¯) by a periodic orbit in some manifold Q, in
order to define a M-polyfold denoted by YD,ϕ(R × Q, γ¯) In order to do we
will proceed as in the nodal case. Namely we show that the construction
YD,ϕ defines a functor on the category having pairs (RN , γ¯) as objects and
suitable morphisms based on smooth maps between them. Then the idea
from Subsection can be applied.
Consider first the category P0w, whose objects are pairs (RN , γ¯), where
γ¯ is a weighted periodic orbit in RN . A morphism (RN , γ¯) → (RN ′ , γ¯ ′)
only exists provided (δ, T, k) = (δ′, T ′, k′) and is given by a smooth map
h : RN → RN ′ having the property that h ◦ γ ∈ [γ′] for γ ∈ [γ]. Associated
to h we have the map h˜ = IdR × h : R× RN → R× RN ′ . We define
h˜∗ : YD,ϕ(R× RN , γ¯)→ YD,ϕ(R× RN ′ , γ¯ ′)
by (r, w˜)→ (r, h˜◦w˜) if r ∈ (0, 1) and (0, (u˜x, [x̂, ŷ], u˜y))→ (0, (h˜◦u˜x, [x̂, ŷ], h˜◦
u˜y)). The following holds.
Proposition 3.26. Let h : (RN , γ¯) → (RN ′ , γ¯ ′) be a morphism. Then the
map
h˜∗ : YD,ϕ(R× RN , γ¯)→ YD,ϕ(R× RN ′ , γ¯ ′)
is sc-smooth and ˜(h′ ◦ h)∗ = h˜′∗ ◦ h˜∗ if h′ is another morphism composeable
with h. Also I˜d∗ = Id.
Proof. This follows from Proposition 3.66. 
Now it is clear that we can use the procedure of the previous section to
extend our construction to pairs (Q, γ¯).
Definition 3.27. Let Q be a smooth connected manifold without boundary
which allows a proper embedding into some RN . A periodic orbit in Q is
a tuple γ = ([γ], T, k), where γ : S1 → Q is a smooth embedding and [γ]
consists of all parameterizations of the form t → γ(t + θ). As in the RN -
case we can define weighted periodic orbits γ¯ = (γ, δ).
We consider the category Pw whose objects are pairs (Q, γ¯) as just de-
scribed. Morphisms (Q, γ¯) → (Q′, γ¯ ′) only exist if δ = δ′, (T, k) = (T ′, k′),
and this case they are given by a smooth map h : Q → Q′ such that for
γ ∈ [γ] the map h ◦ γ ∈ [γ′].
Theorem 3.28. The polyfold construction YD,ϕ(R×RN , γ¯) for pairs (RN , γ¯)
and the morphisms between them extends to a functorial construction defined
on Pw.
Proof. The idea follows along the line of the construction functor ”technol-
ogy” used already in the nodal case, see also Section We sketch the proof.
YD,ϕ(R ×Q, γ¯) is defined by taking a proper embedding φ : Q → RN for a
suitable N . With γ¯ = (([γ], T, k), δ) we define γ¯′ = (([γ′], T, k), δ), where
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γ′ = φ ◦ γ. We consider the subset Σφ of YD,ϕ(R×RN , γ¯′) consisting of tu-
ples (r, u˜) with u˜ having image in R×φ(Q). The set Σφ is a sub-M-polyfold
using the ideas described in Section 2. Then YD,ϕ(R × Q, γ¯) is the set of
tuples (r, v˜), where v˜ is a map into R × Q, so that (r, (Id × φ) ◦ v˜) ∈ Σφ.
The M-polyfold structure is the one making it a sc-diffeomorphism. We
leave the details to the reader since it follows closely the already explained
construction functor idea, see the next exercise. 
Exercise 8. Carry out the proof of Theorem 3.28 in more detail assuming
Proposition 3.26.
In the following subsections we shall provide the basic constructions which
we just presented.
3.2. The Coretraction H. We have to study
⊕¯ : V → Y 3,δ0D,ϕ (R× RN ,γ)(3.9)
and show that it defines a M-polyfold structure on Y 3,δ0D,ϕ (R×RN ,γ) by the
⊕-method. As we have previously mentioned we need to construct two maps
in order to show that ⊕¯ is an ⊕-construction. These maps denoted by H and
K provided the local Hy by restriction as they occur in Definition Since we
also want to prove some additional properties we have to take special care.
The set Y 3,δ0D,ϕ is the disjoint union of ∂Z and X, which already have certain
sc-smooth structures and our aim is to find a M-polyfold structure on the
whole set which induces on these subsets the already existing structures.
We shall denote by T the quotient topology on Y 3,δ0D,ϕ (R×RN ,γ) associated
to (3.9).
Recall from Section 2, Remarks 2.9 and 2.16 the following fact which we
shall use repeatedly.
Fact 3.29. The space
X˙3D(R× RN ) := {w˜ ∈ X3D | a(w˜) ∈ B \ {0}}
has a M-polyfold structure characterized by
⊕ : (B \ {0})×H3,δ(D,R× RN )→ X˙3D(R× RN )
where
⊕(a, h˜x, h˜y)(z, z′) = βxa (z) · h˜x(z) + βya(z′) · h˜y(z′).
The ⊕-method gives a well-defined M-polyfold structure on X˙3D(R × RN ).
This structure has the property that the map ⊕ is sc-smooth, surjective, and
open, and admits an sc-smooth f such that ⊕◦ f = Id. This was previously
discussed. As already previously mentioned we can also define a natural sc-
manifold structure on X˙3D(R × RN ), see Exercise 2. More details are also
given in Subsection The identity map is an sc-diffeomorphism between the
two structures.
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By construction X = (0, 1) × X˙3D(R × RN ) and in view of the previous
fact it has a M-polyfold structure coming from a sc-manifold structure. We
always view X as being equipped with this M-polyfold structure. Clearly
the structure on X can also be obtained by the ⊕-method. The surjective
map in this case is Id(0,1) ×⊕ : (0, 1)× ((B \ {0})×H3,δ(D,R×RN ))→ X.
Aim 3.30 (1). We shall construct with V given in Definition 3.12 a map
H : X→ V preserving the fiber over (0, 1), i.e. fitting into the commutative
diagram
X
H−−−−→ V
pr1
y r¯y
(0, 1) −−−−→ [0, 1),
such that H is sc-smooth (for the already existing M-polyfold structure on
X) and ⊕¯ ◦H = IdX, where ⊕¯ is introduced in Definition 3.19.
We fix a representative γ0 in [γ], a decoration x̂0, and consider with c
x = 0
the associated q˜γ00,x̂0 defined in (3.5). Given (r, w˜) ∈ X let a = a(w˜), R =
ϕ(|a|), and write a = |a| · [x̂0, ŷ]. We define H(r, w˜) = (r, (u˜x, [x̂0, ŷ], u˜y)),
where
u˜x(z) = q˜γ00,x̂0(z) + β
x
a,−2(z) ·
(
w˜(z, z′)− q˜γ00,x̂0(z)
)
,(3.10)
with z = σ+x̂0(s, t). Then the asymptotic constant of u˜
x is cx = 0 and the
x̂0-directional limit is γ0(0). Define c
y, a function of (r, w˜), by the equation
T · ϕ(|a|) = ϕ(r) + cy
and put
u˜y(z′) = q˜γ0cy ,ŷ(z
′) + βya,−2(z
′) · ((−ϕ(r)) ∗ w˜(z, z′)− q˜γ0cy ,ŷ(z′)).(3.11)
Considering the maps u˜x and u˜y we see that u˜x near the lower boundary
is w˜ and near the upper boundary u˜y is equal to w˜ but moved downward
by −ϕ(r). Further the ŷ-directional asymptotic limit is γ0(0) and the as-
ymptotic constant is cy. Consequently (r, (u˜x, [x̂0, ŷ], u˜
y)) ∈ (0, 1)×ZD(R×
RN , γ¯). We note that by construction T · ϕ(|a|) = ϕ(r) + cy − cx (recall
cx = 0), and a ∈ B \ {0}, which implies that ϕ(r) + cy − cx > 0 and
ϕ−1
(
1
T · (ϕ(r) + cy − cx)
) ∈ (0, 1/4) and hence H(r, w˜) ∈ V. From a trivial
computation it follows that
⊕¯ ◦H(r, w˜) = (r, w˜).(3.12)
We also note that (q˜γ00,x̂0 , [x̂0, ŷ], q˜
γ0
cy ,ŷ) ∈ Sγ and shall prove the following
result.
Lemma 3.31. The map H : X→ V has the following properties.
(1) ⊕¯ ◦H = IdX. In particular ⊕¯ : V → Y 3,δ0D,ϕ (R×RN ,γ) is surjective.
(2) Given the (original) M-polyfold structure on X the map H : X → V
is sc-smooth.
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(3) The set V˙ = ⊕¯−1(X) is open and the map H ◦ ⊕¯ : V˙ → V is sc-
smooth.
(4) The map ⊕¯ : V˙ → X is sc-smooth, where X is equipped with its
original stucture.
Proof. (1) The elements in X are in the image by the existence of H and
the property displayed in (3.12). The elements in ∂Z belong trivially to the
image of ⊕¯. Hence ⊕¯ is surjective.
(2) By the definition of the original M-polyfold structure on X we just need
to show that
H ◦ (Id(0,1) ×⊕) : (0, 1)× ((B \ {0})×H3,δ0 (D,R× RN ))→ V
is sc-smooth. Given (r, (a, (h˜x, h˜y))) with r ∈ (0, 1) and a ∈ B \ {0} the
element
(r, (u˜x, [x̂, ŷ], u˜y)) = H ◦ (Id(0,1) ×⊕)(r, (a, (h˜x, h˜y))) ∈ V
is obtained as follows
u˜x(z) = q˜γ00,x̂0(z)
+βxa,−2(z) ·
(
βxa (z) · h˜x(z) + βya(z′) · h˜y(z′)− q˜γ00,x̂0(z)
)
=: q˜x(z) + w˜x(z).
Moreover,
u˜y(z′) = q˜γ0cy ,ŷ(z
′) + βya,−2(z
′) ·(
(−ϕ(r)) ∗
(
βxa (z) · h˜x(z) + βya(z′) · h˜y(z′)
)
− q˜γ0cy ,ŷ(z′)
)
=: q˜y(z′) + w˜y(z′).
We note that with a = |a| · [x̂0, ŷ] the element (q˜x, [x̂0, ŷ], q˜y) belongs to Sγ .
Recall that we always take cx = 0 and cy is determined by T · ϕ(|a|) =
ϕ(r) + cy. From this we see that the map, after having fixed x̂0 (as we did),
(r, a) → (q˜x, [x̂0, ŷ], q˜y) is smooth. The pair (u˜x, u˜y) depends sc-smoothly
on the input data which follows from the Fundamental Lemma, in Sub-
section 1.2, together with the sc-smooth dependence of −βxa,−2 · q˜γ00,x̂0 and
−βya,−2 · q˜γ0cy ,ŷ. It is, of course, important that a ∈ B \ {0} and r ∈ (0, 1).
(3) The set V˙ is obviously open. We consider (r, (u˜x, [x̂, ŷ], u˜y)) ∈ V˙, which
implies r ∈ (0, 1). We can write u˜x = q˜γ0cx,x˜ + h˜x and u˜y = q˜γ0cy ,ŷ + h˜y. It
suffices to show that the map
((cx, x̂, cy, ŷ), (h˜x, h˜y))→ H ◦ ⊕¯(r, (q˜γ0cx,x˜ + h˜x, [x̂, ŷ], q˜γ0cy ,ŷ + h˜y))
is sc-smooth. From this data we obtain a = |a| · [x̂, ŷ], where |a| satisfies
T ·ϕ(|a|) = ϕ(r) + cy − cx and see that a depends sc-smoothly on the input.
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We obtain
⊕¯(r, (u˜x, [x̂, ŷ], u˜y))(z, z′) = q˜γ0,acx,x̂(z, z′) +⊕a(h˜x, h˜y)(z, z′)
which is defined on Za. For the construction of H we have fixed a decoration
x̂0 and we note that given [x̂, ŷ] there exists a unique ŷ0 = ŷ0([x̂, ŷ]) such that
[x̂, ŷ] = [x̂0, ŷ0]. Moreover T · ϕ(|a|) = ϕ(r) + cy − cx. For the construction
we take cx0 = 0 and c
y
0 satisfies consequently
cy0 = c
y − cx.
Applying H we obtain (w˜x, [x̂, ŷ], w˜y) via
w˜x(z) = q˜γ00,x̂0(z) + β
x
a,−2(z) · (q˜γ0cx,x̂(z, z′) +⊕a(h˜x, h˜y)(z, z′)− q˜γ00,x̂(z))
=: q˜γ00,x̂0(z) + k˜
x
and
w˜y(z′) = q˜γ0cy−cx,ŷ0(z
′) + βa,−2(z′) ·
((−ϕ(r)) ∗ (q˜γ0cx,x̂(z, z′) +⊕a(h˜x, h˜y)(z, z′)− q˜γ0cy−cx,ŷ0(z′)))
= q˜γ0cy−cx,ŷ0(z
′) + k˜y(z′).
It is clear that the map
(0, 1)× R× Sx × R× Sy → Sγ :
(r, (cx, x̂, cy, ŷ))→ (q˜γ00,x̂0 , [x̂0, ŷ0], q˜
γ0
cy−cx,ŷ0)
is smooth. With a = a(r, (cx, x̂, cy, ŷ)) being a smooth map we see that
(0, 1)× R× Sx × R× Sy ×H3,δ0 → H3,δ0 :
(r, (cx, x̂, cy, ŷ), (h˜x, h˜y))→ (k˜x, k˜y)
is sc-smooth in view of the results in Subsection 1.2.
(4) By the definition of the M-polyfold structure on X we need to show
that f ◦ ⊕¯ : V˙ → (0, 1) × H3,δ0 (D,R × RN ) is sc-smooth. Recall that f is
being constructed in the proof of Theorem 2.2, see (2.9). It is important
in this argument that the occuring values r are different from 0. We leave
this argument to the reader. It can be, after some mild computation, again
reduced to an application of the results in Subsection 1.2. 
Let us draw some of the consequences of the previous result. Denote by
T the finest topology so that ⊕¯ : V → Y 3,δ0D,ϕ = ∂Z
∐
X is continuous, i.e. T
is the quotient topology. The map
ρ := H ◦ ⊕¯ : V˙ → V(3.13)
has image in V˙ and is an sc-smooth retraction. Abbreviating OV˙ := ρ(V˙)
the map
⊕¯ : OV˙ → X
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is a bijection and defines a metrizable topology on X, denoted by T ′X, and it
defines uniquely a (possibly new) M-polyfold structure for (X, T ′X) for which
this map is a sc-diffeomorphism. We denote the set X, equipped with this
M-polyfold structure and topology by X′. Hence we obtain the tautological
result
Lemma 3.32. The map ⊕¯ : OV˙ → X′ is a sc-diffeomorphism and H : X′ →
OV˙ is the inverse sc-diffeomorphism.
Since ⊕¯−1(X) = V˙ is open in V we see that X ∈ T is open. Denote by TX
the restriction of T to X. Hence an element U ∈ TX has the form
U = X ∩ V where ⊕¯−1(V ) is open, V ⊂ Y 3,δ0D,ϕ .
Since X ∈ T the restriction of T to X consists of all subsets U of X for which
⊕¯−1(U) is open in V.
Proposition 3.33. As M-polyfolds X = X′. In particular this implies that
the restriction of T to X denoted by TX satisfies TX = T ′X.
Proof. We shall derive the proposition via the following two lemmata.
Lemma 3.34. The restriction TX of T to X is T ′X.
Proof. Indeed, if U ∈ TX then ⊕¯−1(U) is open. Pick u ∈ U and consider
H(u) ∈ ⊕¯−1(U) and note that H(u) ∈ OV˙ . We find an open neighborhood
W of H(u) contained in ⊕¯−1(U). Then ⊕¯(W ∩ OV˙) is open for T ′X and
contained in U . This shows that U can be written as union of elements of
T ′X and therefore U ∈ T ′X.
If U ∈ T ′X, since the map ⊕¯ : V˙ → X′ is sc-smooth it is also continuous
for T ′X and therefore ⊕¯−1(U) is open. This shows hat U ∈ TX. 
Lemma 3.35. The identity maps I : X→ X′ and J : X′ → X are sc-smooth.
Proof. As we have established H : X′ → OV˙ is an sc-diffeomorphism and
H : X → V˙ is sc-smooth. It follows that I : X → X′ can be written as the
composition of sc-smooth maps
X
H−→ OV˙
H−1−−−→ X′.
We can write J as the composition
X′ H−→ V˙ ⊕¯−→ X.
The first map sc-smooth by the definition of the M-polyfolds structure X′
and the second map is sc-smooth using Lemma 3.31 (4). 
This completes the proof of the Proposition 3.33. 
In view of this discussion and particularly Lemmata 3.34 and 3.35 we
obtain the following result.
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Theorem 3.36. With the map ⊕¯ : V → Y 3,δ0D,ϕ (R × Rn,γ) as given in
Definition 3.19 the following holds. The restricted map
⊕¯ : V˙ → X
induces by the ⊕-method a M-polyfold structure on X together with a topol-
ogy. This topology is the same as TX and the M-polyfold structure is the
original one. The map H : X → V˙ constructed before Lemma 3.31 is sc-
smooth for this M-polyfold structure and satisfies ⊕¯ ◦H = IdX.
We note that as a consequence of Theorem 3.36 we can derive Proposition
3.23.
This concludes the easier part of the proof that ⊕¯ is an ⊕-construction.
It also shows that on X the new construction rediscovers the already existing
structure coming from the nodal ⊕-construction.
3.3. Averaging. As we have already mentioned several times we need to
construct two maps partially inverting ⊕¯. One of them, H, we constructed
in the previous subsection. In order to construct K, we have to introduce
an averaging construction, which finds for a map defined on a long cylinder,
which also approximates a cylinder over a periodic orbit, the right parame-
terization of the latter among the preferred parameterizations.
Figure 4. Averaging of the approximation near the middle.
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3.3.1. The Averaging Map AΦ. With S
1 = R/Z we have the canonical peri-
odic orbit t→ t and its shifts t→ t+ c. Consider for the Abelian group S1
the standard covering map
e : R→ S1 : t→ t mod Z.
In the following we shall consider (continuous) maps q : S1 → S1. For such
a q take a continuous lift q˜ : R→ R which then satisifies
e ◦ q˜(t) = q(e(t)) for all t ∈ R.
We define ∮
S1
q(t) · dt :=
∫
[0,1]
q˜(t) · dt mod Z.
The definition does not depend on the choice of the lift. We shall also
sometimes refer to this integral as the S1-average or
∮
S1-average of q.
Definition 3.37. With γ being a periodic orbit in RN , a good averaging
coordinate Φ : U → S1 consists of an open neighborhood U ⊂ RN of γ(S1)
and a smooth map Φ : U → S1 such that for a suitable γ0 ∈ [γ] it holds that
Φ ◦ γ0(t) = t for t ∈ S1. (Note that γ0 is uniquely determined by Φ.)
Given γ and Φ : U → S1 assume that w : Za → RN is a continuous
map, where Za is obtained from the gluing parameter a = |a| · [x̂, ŷ] and the
ordered disk pair ((Dx, Dy), (x, y)). Next we need the notion of a ‘middle
annulus’ on Za.
Definition 3.38. Define Mha , the so-called middle annulus of Za of width
2 ·h, for h ∈ [0, 15), to consist of all (z, z′) ∈ Za such that z = σ+,ax̂ (s, t) with
s ∈ [R/2− h,R/2 + h], where R = ϕ(|a|), and t ∈ S1. Since |a| ∈ (0, 1/4) it
always holds that Mha ⊂ Za provided h ∈ [0, 25). For smaller |a| it contains
larger middle annuli. See also Appendix
We impose the following two properties on w : Za → RN :
(1) w(M3a ) ⊂ U .
(2) For a decoration x̂ the map S1 → S1 : t → Φ ◦ w ◦ σ+,ax̂ (R/2, t) has
degree k. Of course, the degree does not depend on the decoration
of x.
The
∮
S1-average of the map in (2) depends on the choice of x̂, but we shall
introduce later on new expressions which do not, and which carriy nontrivial
information. For this reason we need to understand fully certain dependen-
cies.
Lemma 3.39. Let θ = e2piiτ for τ ∈ [0, 1). Then mod Z we have the identity∮
S1
Φ ◦ w ◦ σ+,aθ·x̂ (R/2, t) · dt =
∮
S1
Φ ◦ w ◦ σ+,ax̂ (R/2, t) · dt− kτ.
Proof. We note that σ+θ·x̂(s, t+ τ) = σ
+
x̂ (s, t). We define
α(t) := Φ ◦ w ◦ σ+,aθ·x̂ (R/2, t)
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and consequently
α(t+ τ) = Φ ◦ w ◦ σ+,aθ·x̂ (R/2, t+ τ) = Φ ◦ w ◦ σ+,ax̂ (R/2, t).
Then we compute mod Z∮
S1
α(t) · dt =
∫ 1
0
α˜(t) · dt mod Z
=
∫ 1−τ
−τ
α˜(t+ τ) · dt mod Z
=
∫ 0
−τ
α˜(t+ τ) · dt+
∫ 1−τ
0
α˜(t+ τ) · dt mod Z
=
∫ 1
1−τ
(α˜(t+ τ)− k) · dt+
∫ 1−τ
0
α˜(t+ τ) · dt mod Z
=
∫ 1
0
α˜(t+ τ) · dt− k · τ mod Z
=
∮
S1
α(t+ τ) · dt− k · τ mod Z.

Given Φ there exists a unique γ0 satisfying Φ ◦ γ0(t) = t mod 1. Every
other γ ∈ [γ0] can be written as γ(t) = γ0(t + c) for some c ∈ S1 and we
abbreviate γc(t) = γ0(t+ c) and compute∮
S1
Φ ◦ γc(kt) · dt(3.14)
=
∮
S1
Φ ◦ γ0(kt+ c) =
∮
S1
(kt+ c mod Z) · dt
=
∫ 1
0
(kt+ c) · dt mod Z = c+ k/2 mod Z.
We extend the discussion from the previous Subsection 3.2 to also deal with
data of the form (0, (w˜x, [x̂, ŷ], w˜y)) ∈ ∂Z. Write γ = ([γ], T, k).
Definition 3.40. Having fixed a good averaging coordinate Φ : U → S1
for γ, the subset W of Y 3,δ0D,ϕ (R× RN ,γ) consists of the following elements,
where as usual w˜ = (b, w).
(1) All (0, (w˜x, [x̂, ŷ], w˜y)).
(2) All (r, w˜) with r ∈ (0, 1) so that w|M3a has the image in U and it
holds for a suitable decoration x̂ that for every s ∈ [R/2−3, R/2+3],
R = R(|a|) = R(|a(w˜)|), the map
S1 → S1 : t→ Φ ◦ w ◦ σ+,ax̂ (s, t)
has degree k.
Lemma 3.41. The preimage ⊕¯−1(W) is open in V.
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Proof. Obvious. 
Assume that (r, w˜) ∈ W with r ∈ (0, 1) and write a = |a| · [x̂, ŷ]. We
pick a representative (x̂, ŷ) ∈ Sx × Sy and take the
∮
S1-average, denoted by
dx̂(r, w˜)
dx̂(r, w˜) :=
∮
S1
Φ ◦ w ◦ σ+,ax̂ (R/2, t) · dt ∈ S1,(3.15)
which will depend on x̂ as described in Lemma 3.39. Here R = ϕ(|a|)
and a = |a| · [x̂, ŷ]. Then we define numbers cx(r, w˜) and cy(r, w˜), where
w˜ = (b, w), by
cx(r, w˜) :=
∫
S1
b ◦ σ+,ax̂ (R/2, t) · dt−
1
2
· T · ϕ(|a|),(3.16)
cy(r, w˜) := cx(r, w˜) + T · ϕ(|a|)− ϕ(r)
=
∫
S1
b ◦ σ+,ax̂ (R/2, t) · dt+
1
2
· T · ϕ(|a|)− ϕ(r).
We note that dx̂(r, w˜) depends on the choice of x̂, but that the two real
numbers defined in (3.16) do not depend on this choice. Note that at this
stage, given (r, w˜) ∈ W we can extract from the domain of w˜ the domain
gluing parameter a = |a| · [x̂, ŷ] and the averages as described above. From
this data we shall be able to construct some kind of approximation of w˜ in
Sγ .
Lemma 3.42. Given (r, w˜) ∈ W there exists a uniquely determined element
p˜ := (p˜x, [x̂, ŷ], p˜y) ∈ Sγ characterized by the following properties, where we
write p˜x = (bx, px) and p˜y = (by, py), and (x̂, ŷ) is a representative of [x̂, ŷ].
(1) cx(p˜) = cx(r, w˜) and cy(p˜) = cy(r, w˜).
(2)
∮
S1 Φ ◦ px ◦ σ+x̂ (s, t) · dt = dx̂(r, w˜) for all s ∈ R+.
(3)
∮
S1 Φ ◦ py ◦ σ−ŷ (s′, t′) · dt′ = dx̂(r, w˜) for all s′ ∈ R−.
Proof. We need to prove existence and uniqueness of the element p˜. Let us
note that the expressions in (2) and (3) on the right and left have the same
dependencies with respect to x̂ and ŷ, respectively, and consequently the
equations do not depend on the choices made.
Existence: Denote by γ0 ∈ [γ] the representative satisfying Φ ◦ γ0(t) = t
for t ∈ S1. Introduce γc for c ∈ S1 by γc(t) = γ0(t+ c). Define p˜x = (bx, px)
and p˜y = (by, py) by
bx ◦ σ+x̂ (s, t) = Ts+ cx(r, w˜), by ◦ σ−ŷ (s′, t′) = Ts′ + cy(r, w˜)(3.17)
and
px ◦ σ+x̂ (s, t) = γ[dx̂(r,w˜)−(k/2)](kt)(3.18)
py ◦ σ−ŷ (s′, t′) = γ[dx̂(r,w˜)−(k/2)](kt′).
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With these definitions the element p˜ = (p˜x, [x̂, ŷ], p˜y) in fact belongs to Sγ .
Namely the x̂-directional limit of px ◦ σ+x̂ (s, t) is given by
lims→∞px ◦ σ+x̂ (s, 0) = γ0(dx̂(r, w˜)− k/2)
and for py the ŷ-directional limit by
lims′→−∞py ◦ σ−ŷ (s′, 0) = γ0(dx̂(r, w˜)− k/2).
Hence the data is [x̂, ŷ]-matching. The real asymptotic constants satisfy
cx(p˜) = cx(r, w˜) and cy(p˜) = cy(r, w˜).
We compute∮
S1 Φ ◦ px ◦ σ+x̂ (s, t) · dt = (
∫ 1
0 [kt+ dx̂(r, w˜)− (k/2)] · dt)/Z = dx̂(r, w˜)
and similarly ∮
S1 Φ ◦ py ◦ σ+ŷ (s′, t′) · dt′ = dx̂(r, w˜).
Uniqueness: Assume that p˜1 is another element in Sγ and [x̂1, ŷ1] = [x̂, ŷ]
such that
cx(p˜1) = c
x(r, w˜) and cy(p˜1) = c
y(r, w˜)
and ∮
S1 Φ ◦ px1 ◦ σ+x̂1(s, t) · dt = dx̂1(r, w˜)(3.19) ∮
S1 Φ ◦ py1 ◦ σ−ŷ1(s′, t′) · dt′ = dx̂1(r, w˜).
Then cx(p˜) = cx(p˜1) and c
y(p˜) = cy(p˜1). We can write
px1 ◦ σ+x̂1(s, t) = γ0(kt+ c)
for a suitable c ∈ [0, 1) and similarly px ◦σ+x̂ (s, t) = γ0(kt+c0). We compute
(mod Z) with θ = e2piiτ , τ ∈ [0, 1), and x̂1 = θ · x̂ and ŷ1 = θ−1 · ŷ the
following
k/2 + c mod Z =
∮
S1
(kt+ c mod Z) · dt
=
∮
S1
Φ ◦ px1 ◦ σ+x̂1(s, t) · dt
= dx̂1(r, w˜) = dx̂(r, w˜)− kτ mod Z
=
∮
S1
Φ ◦ px ◦ σ+x̂ (s, t) · dt− kτ mod Z
=
∮
S1
(kt+ c0 mod Z) · dt− kτ mod Z
= k/2 + c0 − kτ mod Z.
Consequently c = c0 − kτ mod Z. Hence
px1 ◦ σ+x̂1(s, t) = γ0(kt+ c)
= γ0(kt+ c0 − kτ) = γ0(k(t− τ) + c0)
= px ◦ σ+x̂ (s, t− τ) = px ◦ σ+x̂1(s, t).
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This shows that px1 = p
x and similarly we can show that py1 = p
y. This
completes the proof of uniqueness. 
In view of this lemma we can now give the definition of the averaging map
AΦ.
Definition 3.43. Given a good averaging coordinate Φ : U → S1 associated
to γ the averaging map
AΦ :W → Sγ
is defined as follows. For the special elements with r = 0 we set
AΦ(0, (q˜
x, [x̂, ŷ], q˜y)u (h˜x, h˜y)) = (q˜x, [x̂, ŷ], q˜y)
For elements (r, w˜) with r 6= 0 we define
A(r, w˜) = p˜,
with cx(p˜) = cx(r, w˜), cy(p˜) = cy(r, w˜) and
dx̂(r, w˜) =
∮
S1
Φ ◦ px ◦ σ+x̂ (s, t) · dt =
∮
S1
Φ ◦ py ◦ σ+ŷ (s′, t′) · dt′.
Remark 3.44. AΦ(r, w˜) gives an element p˜ = (p˜
x, [x̂, ŷ], p˜y) in Sγ, so that
the map ⊕¯(r, (p˜x, [x̂, ŷ], p˜y)), is in some sense the best approximation of w˜
by a simple type of maps.
Exercise 9. Prove for (r, q˜) ∈ [0, 1)× Sγ the identity
q˜ = AΦ ◦ ⊕¯(r, q˜).
At this point, as the basic achievement of this subsection, we have con-
structed the averaging map AΦ.
Averaging map AΦ :W → Sγ associated to Φ : U → S1.
3.3.2. Sc-Smoothness Properties of AΦ. The main goal of this subsection is
the study of the sc-smoothness properties of AΦ. To begin our considerations
define the smooth manifold
M = R× SD × S1 × R.
Here SD is the smooth manifold diffeomorphic to S1 consisting of the set
of all [x̂, ŷ]. We fix x̂0 so that every element [x̂
′, ŷ′] ∈ SD can be uniquely
written as [x̂0, ŷ]. Associated to this choice x̂0 we define a map
Rx̂0 : M→ Sγ
by associating to (cx, [x̂0, ŷ], d, c
y) the element
p˜ := Rx̂0(c
x, [x̂0, ŷ], d, c
y),
defined by p˜ = (p˜x, [x̂0, ŷ], p˜
y) satisfying with p˜x = (bx, px) and p˜y = (by, py)
bx ◦ σ+x̂0(s, t) = Ts+ cx and by ◦ σ−ŷ (s′, t′) = Ts′ + cy
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and moreover∮
S1 Φ ◦ px ◦ σ+x̂0(s, t) · dt = d and
∮
S1 Φ ◦ py ◦ σ−ŷ (s′, t′) · dt′ = d.
Lemma 3.45. The map Rx̂0 is smooth.
Proof. Recall that Φ ◦ γ0(t) = t. We define for d ∈ S1 the element pxd by
pxd ◦ σx̂0(s, t) = γ0(kt− (k/2) + d),
so that
∮
S1 Φ◦pxd ◦σx̂0(s, t) ·dt = d. We define bxcx by bxcx ◦σ+x̂0(s, t) = Ts+cx
and bycy by b
y
cy ◦ σ−ŷ (s′, t′) = Ts′ + cy. We note that the definition of the
latter does not depend on the choice of ŷ. The element pyŷ,d is defined by
pyŷ,d ◦ σ−ŷ (s′, t′) = γ0(kt′ − (k/2) + d).
With these definitions it follows that
Rx̂0(c
x, [x̂0, ŷ], d, c
y) = ((bxcx , p
x
d), [x̂0, ŷ], (b
y
cy , p
y
d,ŷ)).
We recall the maps φγ defined in (3.5) which are smooth k : 1 coverings. We
note that
φγ0(c
x, e−2pii(d−k/2) · x̂0, cy, e2pii(d−k/2) · ŷ) = Rx̂0(cx, [x̂0, ŷ], d, cy),
and the smoothness of the map
(cx, [x̂0, ŷ], d, c
y)→ (cx, e−2pii(d−k/2) · x̂0, cy, e2pii(d−k/2) · ŷ)
implies the desired result since φγ0 is a local diffeomorphism. 
Our aim is to show that ⊕¯ : V → Y 3,δ0D,ϕ is an ⊕-polyfold construction
and defines a M-polyfold structure on the target characterized by a list of
properties. Since W is a subset of Y 3,δ0D,ϕ which is open for the quotient
topology T , the sc-smoothnees of AΦ for the M-polyfold structure would be
equivalent to the sc-smoothness of the map AΦ ◦ ⊕¯ : ⊕¯−1(W) → Sγ , if in
fact ⊕¯ defines a M-polyfold structure. In view of the previous lemma we
can reduce this question to the study of the dependencies of cx, cy and d.
The following result means that AΦ will be sc-smooth for the M-polyfold
structure we are going to define on Y 3,δ0D,ϕ .
Proposition 3.46. The map
AΦ ◦ ⊕¯ : ⊕¯−1(W)→ Sγ ,
which is defined on an open subset of V containing ∂Z, is sc-smooth.
Proof. Given an element (r, (u˜x, [x̂, ŷ], u˜y)) ∈ ⊕¯−1(W) we define
w˜ = ⊕¯(r, (u˜x, [x̂, ŷ], u˜y)),
where, if r = 0, w˜ stands for (0, (u˜x, [x̂, ŷ], u˜y)). The procedure produces
from [x̂, ŷ], if r 6= 0 a glued surface Za on which w˜ is defined, where a has
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angular part [x̂, ŷ] and in the case r = 0 keeps it as part of the data. The
element (u˜x, [x̂, ŷ], u˜y) has the form
q˜ u h˜ := (q˜x, [x̂, ŷ], q˜y)u (h˜x, h˜y)
and the gluing parameter a is smoothly computed from (r, q˜) ∈ [0, 1) ×
Sγ . Consider Q˜ := ⊕¯(r, (q˜x, [x̂, ŷ], q˜y)), which equals (q˜x, [x̂, ŷ], q˜y) if r = 0
and H˜ = ⊕a(h˜x, h˜y), where a = a(r, (u˜x, [x̂, ŷ], u˜y)) is the associated gluing
parameter, which by Lemma 3.18 is ssc-smooth. Then
⊕¯(r, (u˜x, [x̂, ŷ], u˜y)) = ⊕¯(r, (q˜x, [x̂, ŷ], q˜y)) +⊕a(h˜x, h˜y) = Q˜+ H˜.
Write Q˜ = (B,Q) and H˜ = (C,H) and fix a decoration x̂0. With the
definitions in (3.15) and (3.16) we obtain using R = ϕ(|a|)
cx(r, w˜) =
∫
S1
[B ◦ σ+x̂0(R/2) + C ◦ σ+x̂0(R/2, t)] · dt−
1
2
· T ·R(3.20)
= cx(q˜x) +
∫
S1
C ◦ σ+x̂0(R/2, t) · dt.
Here we have used that Q˜ is the restriction of q˜x to Za. Given [x̂, ŷ] there
exists a smooth map [x̂, ŷ]→ ŷ0([x̂, ŷ]) such that
[x̂, ŷ] = [x̂0, ŷ0([x̂, ŷ])].
Next we compute, abbreviating ŷ0 = ŷ0([x̂, ŷ])
cy(r, w˜) = cx(q˜x) + T ·R− ϕ(r) +
∫
S1
C ◦ σ+x̂0(R/2, t) · dt(3.21)
= cy(q˜y) +
∫
S1
C ◦ σ+x̂0(R/2, t) · dt.
Further we compute
dx̂0(r, w˜) =
∮
S1
Φ ◦ (Q+H) ◦ σ+,ax̂0 (R/2, t) · dt.(3.22)
In view of Lemma 3.45 it suffices to show that the maps
(r, q˜ u h˜)→ ŷ0([x̂, ŷ])
(r, q˜ u h˜)→ cx(r, w˜)
(r, q˜ u h˜)→ cy(r, w˜)
(r, q˜ u h˜)→ dx̂0(r, w˜).
are sc-smooth. As a consequence of our discussion so far this boils down to
the sc-moothness of the following maps, where we use smoothness properties
of cx(q˜x) and cy(q˜y).
(r, q˜ u h˜)→ ŷ0([x̂, ŷ])(3.23)
(r, q˜ u h˜)→ ∫S1 C ◦ σ+x̂0(R/2, t) · dt(3.24)
(r, q˜ u h˜)→ dx̂0(r, w˜) .(3.25)
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The first map (3.23) is ssc-smooth. The second map (3.24) has, with h˜x =
(bx, hx) and h˜y = (by, hy) the form
(r, q˜ u h˜)→
∫
S1
1
2
· [bx(R/2, t) + by(R/2, t)] · dt
and is sc-smooth (not ssc-smooth!) by the definition of the ssc-structure on
ZD(R× RN , γ¯), see Proposition 3.8 and before and Lemma 3.18, for which
the map (r, q˜u h˜)→ (a(r, q˜), h˜) is ssc-smooth, and the Fundamental Lemma
in Subsection 1.2. It remains to show that the third map (3.25) is sc-smooth.
We shall write the map (r, q˜ u h˜)→ dx̂0(r, w˜) more explicitly. For this note
that
w ◦ σx̂0(R/2, t)(3.26)
+
1
2
· [hx ◦ σ+x̂0(R/2, t) + hy ◦ σ−ŷ0([x̂,ŷ])(−R/2, t)]
= γ0(kt+m(q˜))
+
1
2
· [hx ◦ σ+x̂0(R/2, t) + hy ◦ σ−ŷoo(−R/2, t+ ϑ([x̂, ŷ]))],
where q+ ◦ σ+x̂0(s, t) = γ0(m(q˜) + kt), ŷoo is a fixed choice so that
σ−ŷoo(s
′, t′ + ϑ([x̂, ŷ])) = σ−ŷ0([x̂,ŷ])(s
′, t′).
We note that m(q˜) and ϑ([x̂, ŷ]) depend ssc-smoothly on (r, q˜ + h˜). In view
of the Fundamental Lemma the map
B×H3,δ(R+ × S1,RN )→ H3,δ(R+ × S1,RN ) :
(a, h ◦ σ+x̂0)→ h ◦ σ+x̂0(R/2 + s, t)
is sc-smooth. Similarly
B×H3,δ(R− × S1,RN )→ H3,δ(R− × S1,RN ) :
(a, h ◦ σ−ŷoo)→ h ◦ σ−ŷoo(−R/2 + s, t− θ).
In the above definition, in the case a = 0 the image is the zero-map. We
also note that the maps H3,δ(R± × S1,RN )→ C0(S1,RN )
h± → h±(0, .),
where C0 is equipped with the standard sc-structure, i.e. level m corre-
sponds to Cm, are linear sc-operators. The map
S1 × C0(S1,RN )→ C0(S1,RN ) : (e, σ)→ [t→ σ(t+ e)]
is sc-smooth which is an easy exercise along the line of similar results in
[38]. Revisiting (3.26) we deduce from the previous discussion the following
facts.
Fact 3.47. The following maps ⊕¯−1(W)→ C0(S1,RN ) are sc-smooth.
(1) (r, q˜ u h˜)→ [t→ γ0(t+m(q˜))].
POLYFOLD CONSTRUCTIONS 61
(2) (r, q˜ u h˜)→ [t→ hx ◦ σ+x̂0(R/2, t)].
(3) (r, q˜ u h˜)→ hy ◦ σ−ŷoo([x̂, ŷ])(−R/2, t+ ϑ([x̂, ŷ]))].
As a consequence the map
⊕¯−1(W)→ C0(S1,RN ) : (r, q˜ + h˜)→ [t→ w ◦ σx̂0(R/2, t)]
is sc-smooth and takes image in C0(S1, U). The map C0(S1, U)→ C0(S1, S1)
defined by
u→ Φ ◦ u
is ssc-smooth. From this we obtain that
⊕¯−1(W)→ C0(S1, S1) : (r, q˜ u h˜)→ [t→ Φ ◦ w ◦ σx̂0(R/2, t)]
is sc-smooth and by construction takes the values in the maps of degree k.
Taking the
∮
-average is obviously sc-smooth. Hence we see that we can
write the map
(r, q˜ u h˜)→ dx̂0(r, w˜)
as a composition of sc-smooth and ssc-smooth maps and consequently by the
chain rule this map is sc-smooth. The proof of the proposition is complete.

The result of this subsection can be summarized as follows.
Sc-smoothness of the averaging map AΦ :W → Sγ .
3.4. Comparing Averages. The main goal of this subsection is to under-
stand quantitatively the average. Namely starting with (r, q u h˜) we can
compare q˜ and p˜ = AΦ ◦ ⊕¯(r, q˜ u h˜), where we recall that q˜ = AΦ ◦ ⊕¯(r, q˜).
The main result in this subsection is Proposition 3.48 and this result will be
crucial to define the (second) map K which partially inverts ⊕¯ in the (next)
Subsection 3.5.
We shall use some facts which were derived in the proof of the previous
Proposition 3.46. Abbreviate U = ⊕¯−1(W) and consider the sc-smooth map
AΦ ◦ ⊕¯ : U → Sγ ,
where AΦ is introduced in Definition 3.43. A given element in U
(r, (u˜x, [x̂, ŷ], u˜y))
can be written uniquely as
(r, (u˜x, [x̂, ŷ], u˜y)) = (r, q˜ u h˜),
where q˜ = (q˜x, [x̂, ŷ], q˜y) ∈ Sγ and h˜ = (h˜x, h˜y) has the usual decay proper-
ties. We denote by a = a(r, q˜) the associated gluing parameter, which we
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recall does not depend on h˜, and abbreviate p˜ = AΦ ◦ ⊕¯(r, q˜u h˜). We define
the map
D : U → H3,δ(D,R× RN )
as follows
D(r, q˜ u h˜) =
[
(βxa,−2 · (q˜x − p˜x), βya,−2 · (q˜y − p˜y)) r 6= 0
(0, 0) r = 0.
(3.27)
From the discussion in the previous subsection it is clear that the map D is
sc-smooth when we restrict it to U˙ = {(r, q˜u h˜) ∈ U | r 6= 0}. However, the
case near r = 0 is subtle. If (r, q˜ u h˜) converges to (0, q˜0 u h˜0) one needs to
show that the average p˜ converges to q˜ fast enough, so that cutting-off their
difference (with cut-off functions of increasing support), the resulting map
is sc-smooth, see (3.27). Here is the precise statement.
Proposition 3.48. The map D : U → H3,δ(D,R× RN ) is sc-smooth.
The proof will follow from two lemmata. Abbreviate k˜ = D(r, q˜ u h˜) and
k˜ = (k˜x, k˜y) and k˜x = (ex, kx), k˜y = (ey, ky).(3.28)
Lemma 3.49.
The map U → H3,δ(D,R) : (r, q˜ u h˜)→ (ex, ey) is sc-smooth.
Proof. It suffices to study the problem near an element with r = 0. From
the definition of p˜, using (3.20) and (3.21) it follows that
cx(q˜)− cx(p˜)(3.29)
= cy(q˜)− cy(p˜)
= −1
2
·
∫
S1
[bx ◦ σ+x̂ (R/2, t) + by ◦ σ−ŷ (−R/2, t)] · dt,
where h˜x = (bx, hx) and h˜y = (by, hy) and h˜ = (h˜x, h˜y). We note that
the choice of (x̂, ŷ) is indeed irrelevant. Writing k˜ = D(r, q˜ u h˜) the first
component ex of k˜x is given by
ex ◦ σ+x̂0(s, t)(3.30)
= −1
2
· β(s−R/2− 2) ·
∫
S1
[bx ◦ σ+x̂ (R/2, t) + by ◦ σ−ŷ (−R/2, t)].
Here bx and by are the first components of h˜x and h˜y, respectively. There
is a similar formula for ey and in view of the Fundamental Lemma, see
Subsection 1.2, the map
U → H3,δ(D,R) : (r, q˜ u h˜)→ (ex, ey)
is sc-smooth. This completes the proof of the lemma. 
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In order to consider the pair (kx, ky), see (3.28), we find appropriate
formulae for them. Denote by γ0 the representative satisfying Φ ◦ γ0(t) = t.
Then
kx ◦ σ+x̂0(s, t)(3.31)
= β(s−R/2− 2) · (qx − px) ◦ σ+x̂0(s, t)
= β(s−R/2− 2) · [γ0(kt− (k/2) + dx̂0(q˜x))
− γ0(kt− (k/2) + dx̂0(p˜x))] .
Similarly
ky ◦ σ−ŷ (s′, t′)(3.32)
= β(|s′| −R/2− 2) · (qy − py) ◦ σ−ŷ (s′, t′)
= β(|s′| −R/2− 2) · [γ0(kt′ − (k/2) + dx̂0(q˜x))
− γ0(kt′ − (k/2) + dx̂0(p˜x))
]
.
Here dx̂0(q˜
x) =
∮
S1 Φ ◦ qx ◦ σ+x̂0(s, t) · dt, (r, w˜) = ⊕¯(r, q˜ u h˜), p˜ = AΦ(r, w˜),
and
dx̂0(p˜
x) = dx̂0(r, w˜)
=
∮
S1
Φ ◦ w ◦ σx̂0(R/2, t) · dt
=
∮
S1
Φ ◦
[
γ0 (kt− (k/2) + dx̂0(q˜x))
+
1
2
·
(
hx ◦ σ+x̂0(R/2, t) + hy ◦ σ−ŷ (−R/2, t)
)]
· dt.
There is a similar formula for the y-part. Consequently
dx̂0(p˜
x)− dx̂0(q˜x)(3.33)
=
∮
S1
Φ ◦
[
γ0 (kt− (k/2) + dx̂0(q˜x))
+
1
2
·
(
hx ◦ σ+x̂0(R/2, t) + hy ◦ σ−ŷ (−R/2, t)
)]
· dt
−
∮
S1
Φ ◦ γ0 (kt− (k/2) + dx̂0(q˜x)) · dt.
Our aim is to show that the map
U → H3,δ(D,RN ) : (r, q˜ u h˜)→ (kx, ky)
is sc-smooth. Once this is established the proof is complete. This study boils
down to understanding the dependence of dx˜0(q˜) and dx̂0(p˜
x) on (r, q˜u h˜y).
It suffices to study kx. We already know that we may assume that r is small.
Consider for two real numbers d, d′ and t ∈ S1 the map
(d, d′, t)→ γ0(t+ d)− γ0(t+ d′),
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which we can rewrite as
γ0(t+ d)− γ0(t+ d′) = (d− d′) ·
(∫ 1
0
γ˙0(t+ τd+ (1− τ)d′)dτ
)
=: (d− d′) · B(t, d, d′).
The map B : S1 × R × R → RN is smooth. Assume that (r, q˜ u h˜) is
near the element (0, q˜0 u h˜0). Since dx̂0(0, q˜0 u h˜0) = dx̂0(q˜0) it follows
that dx̂0(p˜) as well as dx̂0(q˜) are near dx̂0(q˜0). Since we already know that
q˜ → dx̂0(p˜), dx̂0(q˜) ∈ S1 are sc-smooth we can take a local sc-smooth lift to
R denoted by d˜x̂0(p˜) and d˜x̂0(q˜), respectively. Then, using B we can rewrite
(3.31) as follows.
kx ◦ σ+x̂0(s, t)(3.34)
= β(s−R/2− 2) · (d˜x̂0(q˜)− d˜x̂0(p˜)) ·
·B(kt− (k/2) + dx̂0(q˜), d˜x̂0(q˜), d˜x̂0(p˜)).
First we consider the map
R× R×Hm,τ (R+ × S1,R)→ Hm,τ (R+ × S1,RN )(3.35)
(d, d′, h)→ [(s, t)→ B(kt− k/2 + d, d, d′) · h(s, t)].
We have the following result about classical differentiability which is well-
known, [13], and a trivial consequence.
Lemma 3.50. The map in (3.35) is classically C∞ for every choice of
m ≥ 0 and τ ≥ 0. As a consequence this map (viewed in an sc-setting)
R× R×H3,δ(R+ × S1,R)→ H3,δ(R+ × S1,RN ) is sc-smooth.
As a corollary, for (r, q˜ u h˜) in a suitable neighborhood of (0, q˜0 u h˜0)
contained in U and v ∈ H3,δ(R+ × S1,R), the map
O(0, q˜0 u h˜0)×H3,δ(R+ × S1,R)→ H3,δ(R+ × S1,RN )
((r, q˜ u h˜), v)→ [(s, t)→ v(s, t) · B(kt− k/2 + dx̂0(q˜), d˜x̂0(q˜), d˜x̂0(p˜))]
is sc-smooth. In view of the discussion so far we only need to show the
following lemma, since a similar argument will hold for ky, to complete the
proof of Proposition 3.48.
Lemma 3.51.
The map
(r, q˜ u h˜)→ [(s, t)→ β(s−R/2− 2) · (d˜x̂0(q˜)− d˜x̂0(p˜))](3.36)
defined on a suitable open neighborhood of O(0, q˜0u h˜0) in U with image in
H3,δ(R+ × S1,R) is sc-smooth.
Then it follows from (3.34) and Lemma 3.50 that the map
(r, q˜ u h˜)→ ky
is sc-smooth.
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Proof. It suffices to verify the sc-smoothness of (3.36) near (0, q˜0 u h˜). In
view of(3.34) we find that
d˜x̂0(p˜
x)− d˜x̂0(q˜x) = dx̂0(p˜x)− dx̂0(q˜x)(3.37)
=
∮
S1
Φ ◦
[
γ0 (kt− (k/2) + dx̂0(q˜x))
+
1
2
·
(
hx ◦ σ+x̂0(R/2, t) + hy ◦ σ−ŷ (−R/2, t)
)]
· dt
−
∮
S1
Φ ◦ γ0 (kt− (k/2) + dx̂0(q˜x)) · dt.
=
∮
S1
Φ ◦
[
γ0
(
kt− (k/2) + d˜x̂0(q˜x)
)
+
1
2
·
(
hx ◦ σ+x̂0(R/2, t) + hy ◦ σ−ŷ (−R/2, t)
)]
· dt
−
∮
S1
Φ ◦ γ0
(
kt− (k/2) + d˜x̂0(q˜x)
)
· dt.
We compute with d ∈ R or d ∈ S1 and small e ∈ RN
Φ(γ0(t+ d) + e)− Φ ◦ γ0(t+ d)
= Φ(γ0(t+ d) + e)− t− d
=
(∫ 1
0
d
dτ
(Φ(γ0(t+ d) + τe) · dτ
)
e mod Z
= L(t+ d, e) · e mod Z.
There is no loss of generality assuming that L is a globally defined smooth
map
L : S1 × RN → L(RN ,R).
We can rewrite (3.37) as follows, where we abbreviate for t ∈ S1
e(t) =
1
2
·
(
hx ◦ σ+x̂0(R/2, t) + hy ◦ σ−ŷ (−R/2, t)
)
.
and obtain the following equality
d˜x̂0(p˜
x)− d˜x̂0(q˜x)(3.38)
=
∫
S1
L(kt− (k/2) + d˜x̂0(q˜x), e(t))(e(t)) · dt.
Let us introduce the following abbreviations, where (s, t) ∈ R+ × S1
Hx(s, t) = β(s−R/2− 2) · hx ◦ σx̂0(s, t)(3.39)
Hy(s, t) = β(s−R/2− 2) · hy ◦ σŷ(s−R, t),
Fixing ŷ0 we can write H
y(s, t) = β(s − R/2 − 2) · hy(s − R, t − ϑ(ŷ)). If
a = 0 we define Hx and Hy to be zero. By the Fundamental Lemma the
maps
B×H3,δ(D,RN )→ H3,δ(R+ × S1,RN )
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defined by
(a, hx, hy)→ Hx and (a, hx, hy)→ Hy
are sc-smooth. Consequently
(a, hx, hy)→ H := 1
2
· (Hx +Hy) is sc-smooth.(3.40)
The map
R×H3,δ(R+ × S1,RN )→ H3,δ(R+ × S1,RN )(3.41)
(d,H)→ [(s, t)→ E := L(kt− (k/2) + d,H(s, t))(H(s, t))]
is by classical theory ssc-smooth. Taking d = d(q˜x) which is a ssc-smooth
map of q˜ u h˜ and using (3.39) and (3.40) we see that the map
q˜ u h˜→ (d(q˜x), H)→ E(3.42)
is sc-smooth. We note that
d˜x̂0(p˜
x)− d˜x̂0(q˜x) =
∫
S1
E(R/2, t)dt.
As a consequence of the Fundamental Lemma the map
B×H3,δ(R+ × S1,RN )→ H3,δ(R+ × S1,RN )
which associates to (a,E) the map (s, t)→ β(s−R/2−2) · ∫S1 E(R/2, t) ·dt
is sc-smooth. Composing the latter with (3.42) we obtain the map defined
in (3.36) and have proved, as the consequence of the chain rule, that this
map is sc-smooth. The proof of the lemma is complete. 
We loosely summarize the findings in this subsection as follows.
As (r, q˜ u h˜) converges to (0, q˜) the element p˜ = AΦ ◦ ⊕¯(r, q˜ u h˜)
converges rapidly to q˜ due to the exponential decay properties of h˜.
3.5. The Coretraction K. The aim of this subsection is the following.
Aim 3.52. With the set W defined as in the construction of AΦ, we shall
define a map K : W → V, which preserves the r¯-fibers such that K ◦ ⊕¯ :
⊕¯−1(W)→ V is sc-smooth and ⊕¯ ◦K = IdW .
We define K as follows. If r = 0 we put
K(0, (u˜x, [x̂, ŷ], u˜y)) = (0, (u˜x, [x̂, ŷ], u˜y)).
If r ∈ (0, 1) we define
K(r, w˜) = (r,AΦ(r, w˜)u (h˜x, h˜y)),(3.43)
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where, with AΦ(r, w˜) = (q˜
x, [x̂, ŷ], q˜y)
h˜x(z) = βxa,−2(z) · (w˜(z, z′)− q˜x(z))(3.44)
h˜y(z′) = βya,−2(z
′) · ((−ϕ(r)) ∗ w˜(z, z′)− q˜y(z′))
Then
W K−−−−→ V
r¯
y r¯y
[0, 1) [0, 1).
Recall that U is open in V. The main result in this subsection is the following
theorem.
Theorem 3.53. The map K : W → V preserves the r¯-fibers and the fol-
lowing two properties.
(1) ⊕¯ ◦K = IdW .
(2) K ◦ ⊕¯ : U → V is sc-smooth.
Proof. The proof is a consequence of two lemmata.
Lemma 3.54. The map K :W → V satisfies ⊕¯ ◦K = IdW .
Proof. Clearly ⊕¯ ◦K(0, (u˜x, [x̂, ŷ], u˜y)) = (0, (u˜x, [x̂, ŷ], u˜y)) and we may as-
sume that the given element is (r, w˜) with r ∈ (0, 1). We compute eas-
ily that also in this case, with a = |a| · [x̂, ŷ] determined by T · ϕ(|a|) =
ϕ(r) + cy(q˜x)− cx(q˜y) the following holds.
⊕¯ ◦K(r, w˜)
= ⊕¯(r,AΦ(r, w˜)u (h˜x, h˜y))
= (r, ⊕¯r((q˜x, [x̂, ŷ], q˜y)u (h˜x, h˜y)))
= (r,⊕a(q˜x + h˜x, ϕ(r) ∗ (q˜y + h˜y)))
= (r, βx(a, z)w˜ + βy(a, z′)w˜) = (r, w˜).
The key point in the calculation being that the domain gluing parameter
computed from the data is the original a. 
Abbreviate U = ⊕¯−1(W).
Lemma 3.55. K ◦ ⊕¯ : U → V is sc-smooth.
Proof. We need first to derive a formula for our composition. We have that
K ◦ ⊕¯(0, (u˜x, [x̂, ŷ], u˜y)) = (0, (u˜x, [x̂, ŷ], u˜y)) and we may therefore assume
that r ∈ (0, 1). Hence we start with (r, (q˜x + h˜x, [x̂, ŷ], q˜y + h˜y)) ∈ U , where
the associated constants are cx(q˜), cy(q˜). Then we have that
K ◦ ⊕¯(r, (q˜ u (h˜x, h˜y)))
= K(r, ⊕¯(r, q˜) +⊕a(h˜x, h˜y))
=: (r,AΦ(⊕¯(r, q˜) +⊕a(h˜x, h˜y)) + (k˜x, k̂y))
= (r, p˜u (k˜x, k˜y)),
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where p˜ = AΦ(⊕¯(r, q˜) + ⊕a(h˜x, h˜y)) = AΦ ◦ ⊕¯(r, q˜ u (h˜x, h˜y)) depends sc-
smoothly on the input data. The pair (k˜x, k˜y) ∈ H3,δ(D,R × RN ) is given
by
k˜x = βxa,−2(q˜
x − p˜x) + βxa,−2 · ⊕a(h˜x, h˜y)(3.45)
k˜y = βya,−2(q˜
y − p˜y) + βya,−2 · ⊕a(h˜x, h˜y).
We need to show that the map (r, q˜ u h˜) → (k˜x, k˜y) is sc-smooth. The
maps (r, q˜ u h˜) → βxa,−2 · ⊕a(h˜x, h˜y) and (r, q˜ u h˜) → βya,−2 · ⊕a(h˜x, h˜y) are
sc-smooth by the Fundamental Lemma. The map
(r, (q˜x + h˜x, [x̂, ŷ], q˜y + h˜y))→ (βxa,−2(q˜x − p˜x), βya,−2(q˜y − p˜y)
are sc-smooth as proved in Proposition 3.48. This completes the proof of
the lemma. 

At this point we squared away all the technical work we need to establish
the main results, which will essentially be a consequences of Theorem 3.36
and Theorem 3.53.
3.6. Proofs of the Basic Results. We first summarize the facts which
already have been established.
Fact 3.56. We have an open subset V in Z and a surjective map ⊕¯ : V →
Y 3,δ0D,ϕ (R× RN ,γ). This map fits into the commutative diagram
V ⊕¯−−−−→ Y 3,δ0D,ϕ = ∂Z
∐
X
pr1
y r¯y
[0, 1) [0, 1)
We constructed a co-retraction H : X → V. Defining V˙ = ⊕¯−1(X) we note
that this is the open subset of V consisting of elements with r 6= 0. The map
H has the following properties.
(1) ⊕¯ ◦H = IdX
(2) H ◦ ⊕¯ : V˙ → V is sc-smooth.
Defining OV˙ := ρ(V˙), with ρ = H ◦ ⊕¯, the bijection ⊕¯ : OV˙ → X defines
a M-polyfold structure on X with inverse H. Indeed, as was shown, this
is the original M-polyfold structure and the induced topology is the original
one as well, see Theorem 3.36. Further we have constructed a subset W of
Y 3,δ0D,ϕ containing ∂Z so that U = ⊕¯−1(W) is an open subset of V containing
∂Z ⊂ V and a co-retraction K : W → U such that ⊕¯ ◦ K = IdW and
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K ◦ ⊕¯ : U → V is sc-smooth. Moreover, we have the commutative diagram
U ⊕¯−−−−→ W
pr1
y r¯y
[0, 1) [0, 1)
Define τ := K ◦ ⊕¯ : U → V and let OU = τ(U). Then ⊕¯ : OU →W defines
a M-polyfold structure on W making it an sc-diffeomorphism. By general
theory the transition maps associated to ⊕¯ : OV˙ → X and ⊕¯ : OU →W are
sc-smooth.
We have derived several properties of these constructions and are in the
position to prove Theorem 3.20 and Theorem 3.22. Denote the quotient
topology associated to ⊕¯ by T .
3.6.1. Proof of Theorem 3.20. We recall the theorem.
Theorem 3.57 (3.20).
Let D be an ordered disk pair and γ¯ a weighted periodic orbit in RN . The
map ⊕¯ : V → Y 3,δ0D,ϕ (R×RN ,γ) is a M-polyfold construction by the ⊕-method
fitting into the commutative diagram
V ⊕¯−−−−→ Y 3,δ0D,ϕ (R× RN ,γ)
pr1
y r¯y
[0, 1) [0, 1),
where the vertical arrows are the obvious extractions of the r-parameter.
Proof. In view of our work so far we only need, in order to prove Theorem
3.20, to show that the quotient topology T is metrizable. In view of the
established facts we obtain the following lemma.
Lemma 3.58. The sc-diffeomorphisms ⊕¯ : OU → W and ⊕¯ : OV˙ → X
induce the same M-polyfold structure on the common open subset W ∩X of
W and X. Consequently the metrizable topologies TX on X and TW on W
coincide on W∩X. As a consequence it also holds that the degeneracy index
of a point (r, u˜) with r ∈ (0, 1) is zero.
As a consequence of Lemma 3.58 the following definition makes sense.
Definition 3.59. The uniquely determined topology on Y 3,δ0D,ϕ inducing on
the two sets X and W the existing metrizable topologies is denoted by T ′.
The topology T ′ is the finest topology on Y 3,δ0D,ϕ so that the obvious map
W∐X → Y 3,δ0D,ϕ is continuous. We note that at this point it is not clear(!)
that T ′ is metrizable. We recall that X, W, and X ∩W belong to T ′. Our
strategy consists of the following two steps:
(a) Show that T ′ is metrizable.
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(b) Show that T = T ′.
From now on we equip Y 3,δ0D,ϕ with the topology T ′. Equip Sx and Sy with
metrics, and on R we take the usual metric. On the H3,δ0-type spaces we
take the usual norms. Recall the sc-smooth retraction τ : U → U and its
image OU = τ(U). Given
y0 = (0, (u˜
x
0 , [x̂0, ŷ0], u˜
y
0)) ∈ Y 3,δ0D,ϕ(3.46)
we denote by Bε(y0) the collection of all y = (r, (q˜
x, [x̂, ŷ], q˜y) u (h˜x, h˜y))
such that
• 0 ≤ r < ε, |cx0 − cx| < ε, |cy0 − cy| < ε, d(x̂, x̂0) < ε, d(ŷ, ŷ0) < ε.
•
∥∥∥(h˜x − h˜x0 , h˜y − h˜y0)∥∥∥
H3,δ0
< ε.
Denote by Γε(y0) the open subset of V defined by
Γε(y0) = {y ∈ V | y ∈ Bε(y0), τ(y) ∈ Bε(y0)}
We note that y0 ∈ Γε(y0) and that τ : Γε(y0) → Γε(y0). Take an open
neighborhood U ′ of γ(S1) such that
clRN (U
′) ⊂ U.(3.47)
Lemma 3.60. Given y0 = (0, (u˜
x
0 , [x̂0, ŷ0], u˜
y
0)) ∈ Y 3,δ0D,ϕ there exists ε > 0,
which can be picked arbitrarily small, such that for a suitable ε1 ∈ (0, ε)
cl
(Y
3,δ0
D,ϕ ,T ′)
(⊕¯(Γε1(y0))) ⊂ ⊕¯(Γε(y0)).
Proof. Given y0 as in (3.46) fix ε > 0 such that d(x̂, x̂0) ≤ ε implies if
x̂ = e2piiθ · x̂0 that |θ| < 1/(2k), and similarly for ŷ. Moreover, we assume
that ε > 0 has been picked such that for y ∈ Γε(y0) with r¯(y) ∈ (0, 1) it
holds that ⊕¯(y)(M3a ) ⊂ R× U ′. We already know that ⊕¯(y) ∈ W. It holds
with Oε = τ(Γε(y0)) that
(i) ⊕¯(Γε(y0)) = ⊕¯(Oε) is open in (Y 3,δ0D,ϕ , T ′).
(ii) ⊕¯ : Oε → ⊕¯(Γε(y0)) is an sc-diffeomorphism.
Define for ε1 ∈ (0, ε) similarly Oε1 and it holds y0 ∈ Oε ∩ Oε1 . Let (r, w˜) ∈
Y 3,δ0D,ϕ belong to cl(Y 3,δ0D,ϕ ,T ′)
(⊕¯(Γε1(y0))). We find (yi) ⊂ Oε1 with
⊕¯(yi)→ (r, w˜),
and this element has to belong to W using (3.47). Hence we see that
yi = K ◦ ⊕¯(yi) → K(r, w˜) implying that the latter belongs Oε. Trivially
⊕¯(K(r, w˜)) = (r, w˜). This proves the desired result. 
With the help of Lemma 3.60 we can prove that T ′ is metrizable.
Proposition 3.61. The topology T ′ on Y 3,δ0D,ϕ (R×RN ,γ) is metrizable. Con-
sequently, as a corollary to Lemma 3.58, the metrizable topological space
(Y 3,δ0D,ϕ (R × RN ,γ), T ′) has a unique M-polyfold structure so that the maps
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⊕¯ : OU → W and ⊕¯ : OV˙ → X are sc-diffeomorphisms. Recall that
Y 3,δ0D,ϕ (R× RN ,γ) =W ∪ X.
Proof. We first note that T ′ is second countable. Indeed U and V˙ and
therefore OU and OV˙ are second countable so that X and W are second
countable, implying that T ′ is second countable.
Next we show that T ′ is Hausdorff. Let (r1, w˜1), (r2, w˜2) ∈ Y 3,δ0D,ϕ (R ×
RN ,γ) be two different points. If both lie in X or both lie in W they can be
separated by open sets. Hence we may assume that (r1, w˜1) ∈ X \ W and
(r2, w˜2) ∈ W \X. This implies that (r1, w˜1) satisfies r1 ∈ (0, 1) and (r2, w˜2)
has the form (0, (u˜x, [x̂, ŷ], u˜y)). At this point it suffices to note that the
map r¯ : (Y 3,δ0D,ϕ (R× RN ,γ), T ′)→ [0, 1) extracting r is continuous.
Next we show that T ′ is regular. For this take a closed subset A and a
point y0 := (r0, w˜0) in Y
3,δ0
D,ϕ (R × RN ,γ) with y0 6∈ A. Assume first that
y0 ∈ X. Let U1 be the set of all y ∈ Y 3,δ0D,ϕ (R × RN ,γ) with r¯(y) < 34 · r0
and let A′ = {y ∈ A | r¯(y) ≥ 1/2 · r0}. With A′ and y0 belonging to X we
take an open neighborhood U2 of A
′ and an open neighborhood U(y0) such
that U(y0) ∩ U2 = ∅ and U(y0) ⊂ {y ∈ Y 3,δ0D,ϕ (R× RN ,γ) | r¯(y) > 3/4 · r0}.
Then U(y0) ∩ U1 = ∅ and consequently U1 ∪ U2 is an open neighborhood of
A which is disjoint from U(y0).
Next assume that our point has the form (0, (u˜x0 , [x̂0, ŷ0], u˜
y
0)) not con-
tained in the closed set A. Then U = Y 3,δ0D,ϕ (R × RN ,γ) \ A is an open
neighborhood of (0, (u˜x0 , [x̂0, ŷ0], u˜
y
0)) which is disjoint from A. In view of
Lemma 3.60 we find a closed subset V for the topology T ′ with V ⊂ U
such that (0, (u˜x0 , [x̂0, ŷ0], u˜
y
0)) is an interior point of V . Hence we find
Q = Q(0, (u˜x0 , [x̂0, ŷ0], u˜
y
0)) ∈ T ′ contained in V . Consequently Y 3,δ0D,ϕ \ V
is an open neighborhood of A which is disjoint from the open neighborhood
Q of (0, (u˜x0 , [x̂0, ŷ0], u˜
y
0)). This completes the regularity proof.
At this point we have established that T ′ is an Hausdorff, second count-
able, and regular topological space. It follows from Urysohn’s metrization
theorem that (Y 3,δ0D,ϕ , T ′) is a metrizable space. Since the maps ⊕¯ : OU →W
and ⊕¯ : OV˙ → X are homeomorphism and sc-smoothly compatible it follows
that (Y 3,δ0D,ϕ , T ′) has the desired M-polyfold structure. 
We still have to show that the topology which we have defined is indeed
the quotient topology.
Proposition 3.62. The topology T ′ on Y 3,δ0D,ϕ is the finest topology making
the map ⊕¯ : V → Y 3,δ0D,ϕ continuous. With other words T = T ′.
Proof. We have the topology T ′ on Y 3,δ0D,ϕ as well as the finest topology T
for which ⊕¯ is continuous. For the topology T ′ the map ⊕¯ is continuous
implying that T ′ ⊂ T . Assume that U ∈ T , which means by definition
that ⊕¯−1(U) is an open subset of V. Assume first that U contains a point
72 POLYFOLD CONSTRUCTIONS
(0, (u˜x, [x̂, ŷ], u˜y)). We take the co-retraction K and since it is continuous
for T ′ we find O(y) ∈ T ′ such that K(O(y)) ∈ ⊕¯−1(U). Then O(y) =
⊕¯ ◦K(O(y)) ⊂ U . Next assume we are given a point (r, w˜) ∈ U with r 6= 0.
We take the co-retraction H and find O(y) with H(O(y)) ⊂ ⊕¯−1(U). As
before we conclude that O(y) ⊂ U . Hence we have written the element
U ∈ T as the union of elements in T ′ and conclude that U ∈ T ′. The proof
is complete. 
It remains to prove the tameness assertion as well as the assertion about
the degeneracy index. Since X is an open subset of Y 3,δD,ϕ and it contains all
the points (r, u˜) with r ∈ (0, 1) it follows from the properties of X which
has dX ≡ 1 that d(r, u˜) = 0 provided r ∈ (0, 1). Assume next a point
of the form y = (0, u˜). We find an open neighborhood O(y) such that
τ := K ◦⊕¯ : O(y)→ O(y) is a sc-smooth retraction. Clearly τ(0, u˜) = (0, u˜)
and from the properties of K and ⊕¯ we see that in general τ preserves the
r-coordinate. Hence it is a splicing and consequently tame, see [40] Lemma
2.5. Note that in the above reference one works in sectors of sc-Banach
spaces. Of course, the argument generalizes immediately if the ambient
space is a ssc-manifold with boundary with corners. At this point Theorem
3.20 is proved. 
We also note that the above discussion implies Proposition 3.23.
Definition 3.63.
Given a weighted periodic orbit γ¯ in RN consider the previously defined set
Y 3,δ0D,ϕ (R × RN ,γ) equipped with the finest topology T for which ⊕¯ : V →
Y 3,δ0D,ϕ (R×RN ,γ) is continuous. We equip this metrizable topological spaces
with the M-polyfold structure just constructed and denote this M-polyfold by
YD,ϕ(R× RN , γ¯).
3.6.2. Proof of Theorem 3.22. We recall the statement for the convenience
of the reader.
Theorem 3.64 (3.22). The ⊕¯-polyfold structure on Y 3,δ0D,ϕ (R × RN ,γ) has
the following properties.
(1) The topologies induced by T on X and ∂Z are the original topologies
for the already existing sc-manifold structure on X and ssc-manifold
structure on ∂Z.
(2) The M-polyfold structure on Y 3,δ0D,ϕ (R×RN ,γ) does not(!) depend on
the smooth β : R → [0, 1] which was taken in the definition of ⊕¯ as
long as it satisfies the usual properties β(s) + β(−s) = 1, β(s) = 1
for s ≤ −1, and β′(s) < 0 for s ∈ (−1, 1).
The set Y 3,δ0D,ϕ (R×RN ,γ) equipped with this M-polyfold structure is denoted
by YD,ϕ(R× RN , γ¯) or, more explicitly, Y 3,δD,ϕ(R× RN ,γ).
Proof. (1) follows immediately from the fact that T = T ′.
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In order to prove (2) we take β and β′. The set Y 3,δ0D,ϕ is by definition
independent of the choice of β. We abbreviate this set by Y and denote by
Y the set Y equipped with the M-polyfold structure defined via ⊕¯ utilizing
β, and by Y ′ similarly utilizing β′. It suffices to show that the identity
map I : Y → Y ′ is a sc-diffeomorphism. Interchanging the role of β and
β′ it suffices to prove that I is sc-smooth. The surjective map ⊕¯ : V → Y
depends on β and the same holds for the coretractions H and K. We denote
the corresponding maps obtained when using β′ by primed letter. We have
to show the sc-smoothness of the maps
H ′ ◦ ⊕¯(3.48)
K ′ ◦ ⊕¯.(3.49)
The sc-smoothness of (3.48) follows similarly as the proof of Lemma 3.31 (3),
where we just note that the expressions one gets still allow the application
of the Fundamental Lemma. Along the same lines a modification of Lemma
3.55 proves (3.49). 
3.6.3. More Results and Proofs. For the further considerations we abbrevi-
ate Y := YD,ϕ(R× RN , γ¯) and consider ⊕¯ : V → Y . This map is sc-smooth
and for every y0 ∈ Y there exists an open neighborhood U(y0) and an sc-
smooth map Hy0 : U(y0) → V such that ⊕¯ ◦Hy0 = IdU(y0). The following
proposition also provides a proof of Proposition 3.25 (see (2) and (4) below).
Proposition 3.65. Let Y = YD,ϕ(R× RN , γ¯) be the previously defined M-
polyfold. Then the following maps are sc-smooth:
(1) The R-action R × Y → Y defined by (c, y) → c ∗ y. Here, if y =
(0, (u˜x, [x̂, ŷ], u˜y)) then c∗y = (0, (c∗u˜x, [x̂, ŷ], c∗u˜y)) and if y = (r, w˜)
then c ∗ y = (r, c ∗ w˜). On functions the action by c is addition on
the first R-component.
(2) The maps r¯, a¯d and a¯ are sc-smooth.
(3) The automorphism group G of the ordered disk-pair acts naturally
on Y and the action is sc-smooth.
(4) The map r¯ is submersive.
Proof. We begin with (1). We observe that ⊕¯ is R-equivariant and the
R-action on V is ssc-smooth. Pick y0 ∈ Y and take an sc-smooth Hy0 :
U(y0)→ V such ⊕¯ ◦Hy0 = IdU(y0). For c and y near y0 we observe that
⊕¯(c ∗Hy0(y)) = c ∗ ⊕¯ ◦Hy0(y) = c ∗ y,
which implies sc-smoothness.
(2) The map r¯ : Y 3,δD,ϕ → [0, 1) is sc-smooth since r¯ ◦ ⊕¯ : V → [0, 1) is sc-
smooth. The same argument holds for a¯d in view of [38], Lemma 4.4. This
also implies the assertion for a¯.
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(3) The automorphism group acts sc-smoothly on V via G× V → V with
(gx, gy) ∗ (r, (ûx, [x̂, ŷ], ûy)) = (r, ûx ◦ gx,−1, [Tgx · x̂, T gy · ŷ], uy ◦ gy,−1).
Take a point y0 and consider the sc-smooth Hy0 : U(y0)→ V. Then
g ∗ y = g ∗ (⊕¯ ◦Hy0(y)) = ⊕¯(g ∗Hy0(y))
since ⊕¯ is G-equivariant. This implies that the action is sc-smooth.
(4) The map ρ := Hy ◦ ⊕¯ : ⊕¯−1(U(y)) → ⊕¯−1(U(y)) is an sc-smooth
retraction and preserves the r¯-fiber. ⊕¯−1(U(y)) is an open subset of the
product [0, 1) × Z3,δD where the second factor is a ssc-manifold. Since ρ
preserves the r-component the desired result follows. 
We consider the category with objects being the pairs (RN , γ¯), where γ¯
is a weighted periodic orbit in RN . The morphisms are the smooth maps
φ : RN → RM such that φ ◦ γ(t) = γ′(t) for suitable representatives and
(T, k, δ) = (T ′, k′, δ′). Associated to a morphism φ we can define a φ˜ = Id×φ
which induces a map
φ˜∗ : YD,ϕ(R× RN , γ¯)→ YD,ϕ(R× RM , γ¯′)
by φ˜∗(0, (u˜x, [x̂, ŷ], u˜y)) = (0, (φ˜ ◦ u˜x, [x̂, ŷ], φ˜ ◦ u˜y)) and φ˜∗(r, u˜) = (r, φ˜ ◦ u˜).
The following prop implies Proposition 3.26 and using the ideas as in nodal
case Theorem 3.28.
Proposition 3.66. For a morphism φ : (RN , γ¯) → (RM , γ¯′) the induced
map φ˜∗ is sc-smooth.
Proof. We can take the Hy which we constructed and use the fact that φ˜
induce ssc-smooth maps ZD,ϕ(R × RN , γ¯) → ZD,ϕ(R × RM , γ¯′). Then we
factor our map of interest as ⊕¯ ◦ (Id[0,1) × φ˜∗) ◦Hy. This is the same idea
as used in Proposition 2.3. 
Having established the above results we can show as in the nodal case
that for a closed manifold Q or more generally a manifold without boundary
together with a weighted periodic orbit, there is a well-defined M-polyfold
YD,ϕ(R×Q, γ¯) and a morphism h : (Q, γ¯)→ (Q′, γ¯′) induces an sc-smooth
map h˜∗ between the associated spaces. This M-polyfold is constructed by
the embedding method. These spaces have all the listed properties from the
special RN -case. We summarize the result in the following theorem.
Theorem 3.67. For every smooth manifold Q without boundary equipped
with a weighted periodic orbit γ¯, giving the pair (Q, γ¯), and ordered disk
pair D, the set Y 3,δ0D,ϕ (R × Q,γ) has a natural M-polyfold structure. The
set equipped with this M-polyfold structure is denoted by Y 3D,ϕ(R × Q, γ¯).
Moreover, the natural map
r¯ : YD,ϕ(R×Q, γ¯)→ [0, 1)
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is sc-smooth and submersive, and the domain parameter extraction is sc-
smooth
a¯ : YD,ϕ(R×Q, γ¯)→ B.
The fact that r¯ is submersive is very important as we shall see next when
we deal with several periodic orbits.
3.6.4. Several Periodic Orbits. Using this discussion we can deal with the
situation of several periodic orbits. We assume we are given a finite family
of ordered disk pairs D := (D(z,z′))(z,z′)∈Γ˜, a compact manifold V without
boundary Q, and for every (z, z′) a weighted periodic orbit. By the previous
construction we obtain for every ordered pair (z, z′) ∈ Γ˜
r¯(z,z′) : YD(z,z′),ϕ(R×Q, γ¯)→ [0, 1).
From this it follows that the product map∏
(z,z′)∈Γ˜
r¯(z,z′) :
∏
(z,z′)∈Γ˜
YD(z,z′),ϕ(R×Q, γ¯)→
∏
(z,z′)∈Γ˜
[0, 1).(3.50)
is submersive. Denoting by ∆ : [0, 1)→ [0, 1)Γ˜ : r → (r, r, ..., r) the diagonal
map we can take the pull-back of the diagram (3.50). We note that the
argument even works if the manifolds Q depend on (z, z′). For the following
we assume that for every (z, z′) we have the same Q and that the collection
of periodic orbits has the following properties. We have the finite set Γ˜ of
ordered pairs and a map z¯ which associates to (z, z′) a weighted periodic
orbit γ¯(z,z′) in Q If the underlying classes [γ(z1,z′1)] and [γ(z2,z′2)] intersect, i.e.
γ(z1,z′1)(S
1) ∩ γ(z2,z′2)(S1) 6= ∅ we require that z¯(z1, z′1) = z¯(z2, z′2). Let us
call z¯ a (weighted periodic orbit) selector. If we forget about the weights we
obtain the (periodic orbit) selector z. We shall denote by Y 3,δ0D,ϕ (R ×Q,z)
the associated pull-back of the product of single periodic orbit situations. It
has as natural M-polyfold structure for which the projection r¯D onto [0, 1) is
submersive. Moreover denoting by BD the product of the B(z,z′) we obtain a
natural map a¯D which extracts the total gluing parameter. Hence we obtain
the following result.
Theorem 3.68. For every smooth manifold Q without boundary equipped
with a weighted periodic orbit selector z¯, defined on the set Γ˜, which is the
finite set of ordered nodal pairs associated to a finite collection D of ordered
nodal disk pairs, the set Y 3,δ0D,ϕ (R×Q,z) has a natural M-polyfold structure.
The set equipped with this M-polyfold structure is denoted by YD,ϕ(R×Q, z¯).
Moreover, the natural map
r¯D : YD,ϕ(R×Q, z¯)→ [0, 1)
is sc-smooth and submersive, and the domain parameter extraction is sc-
smooth
a¯D : YD,ϕ(R×Q, z¯)→ BD.
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Sometimes we shall write Y 3,δD,ϕ(R×Q,z) if we want to make the under-
lying choices more explicit.
3.7. Strong Bundles. The construction is almost identical to the nodal
case.
3.7.1. One Periodic Orbit. We have the submersive situation
pB : X
2,δ
D,ϕ,0(C
L)→ B
and consider the diagram
X2,δD,ϕ,0(C
L)
pB
y
Y 3,δD,ϕ(R× RN ,γ)
a−−−−→ B
Here a is the extraction of the gluing parameter. The fibered product is a
strong bundle submersive over [0, 1). We denote it by
E3,2,δD,ϕ,γ((R× RN )× CL)→ [0, 1).
We also have the sc-smooth maps
E3,2,δD,ϕ,γ((R× RN )× CL)→ B
and
E3,2,δD,ϕ,γ((R× RN )× CL)→ Y 3,δD,ϕ(R× RN ,γ).
Given a closed odd-dimensional manifold Q equipped with a periodic orbit
γ = ([γ], T, k) we assume that R × Q is equipped with an almost complex
structure J˜ which has the following form. There exists a co-dimension one
sub-bundle and a smooth nowhere vanishing vector field R on Q transversal
to H defining the splitting
T(a,q)(R×Q) = R⊕ RR(q)⊕Hq.
In addition we assume that γ˙(t) = (T/k) ·R(γ(t)). Further we assume that
J˜(a, q)(T, 0, 0) = (0,−kR(q), 0) and Hq is invariant.
Next we take a smooth embedding φ : Q → RN which will map the
periodic orbit γ to a periodic orbit γ0. Associated to this embedding we
obtain an embedding R × Q → R × RN which is the identity in the first
factor. This embedding can be lifted to an embedding of (T (R×Q), J˜) into
the complex bundle (R × RN ) × CL. This data fits into the commutative
diagram
(T (R×Q), J˜) Φ−−−−→ (R× RN )× CLy y
R×Q Id×φ−−−−→ R× RN
This implies that we obtain a well-defined strong M-polyfold bundle
E3,2,δD,ϕ,γ(T (R×Q, J˜))→ Y 3,δD,ϕ(R×Q,γ).
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This space we can identify canonically with
Ω3,2,δD,ϕ,γ(R×Q, J˜)→ Y 3,δD,ϕ(R×Q,γ),
where this is as in the nodal case the bundle of suitable (0, 1)-forms.
3.7.2. Several Periodic Orbits. If we have several periodic orbit the same
works as well. With the same notation as in Subsection 3.6.4 this situation
is obtained by taking products and pull-backs. With D and z¯ as previously
described we obtain for every (z, z′) ∈ Γ˜
Ω3,2,δD(z,z′),ϕ,γ(z,z′)(R×Q, J˜)→ Y
3,δ
D(z,z′),ϕ(R×Q, γ(z,z′)).
We take the product of these diagrams and pull-back by the natural embed-
ding of
YD,ϕ(R×Q, z¯)→
∏
(z,z′)∈Γ˜
YD(z,z′),ϕ(R×Q, γ¯)
We denote the result of this construction by
Ω3,2,δD,ϕ,z(R×Q, J˜)→ Y 3,δD,ϕ(R×Q,z),(3.51)
or in a less explicit notation
ΩD,ϕ,z¯(R×Q, J˜)→ YD,ϕ(R×Q, z¯).(3.52)
3.8. Sc-Smoothness of the CR-Operator. Next we consider the nonlin-
ear Cauchy Riemann operator. The questions we are concerned with can be
studied in the context of one periodic orbit and the results we shall obtain
immediately extend to the case of several periodic orbits.
3.8.1. Sc-Smoothness. We define the Cauchy-Riemann section of
Ω3,2,δD,ϕ,γ(R×Q, J˜)→ Y 3,δD,ϕ(Q,γ)
in the usual way as
∂¯
J˜
(r, u˜) =
(
(r, u˜) ,
1
2
·
[
T u˜+ J˜(u˜) ◦ T u˜ ◦ j
])
(3.53)
and shall prove the following result.
Proposition 3.1. The Cauchy-Riemann section is sc-smooth.
Proof. We first note that we can distinguish two cases. Namely if we work
near a (r, u˜) which satisfies r ∈ (0, 1), we are precisely working with maps
on cylinders of finite length and the result follows from the nodal case, see
Proposition 2.24. Hence we need only to study the case near an element of
the form (0, u˜). The question of sc-smoothness is, of course, connected with
the behavior inside of a long cylinder, far away from the boundary. Indeed,
near the boundary the behavior is as in the (more) classical ssc-smooth case.
We shall use the discussion in Subsection 2.4 which equally well applies to
the periodic orbit case.
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We know that by construction we may assume that Q ⊂ RN for some
possibly large N . We have a smooth R-invariant almost complex structure
J˜ defined on R × Q. The periodic orbit ([γ], T, k) has the property that
γ(S1) ⊂ Q and consequently defines the J˜-complex cylinder R × γ(S1).
Since R×Q ⊂ R× RN we can can find a R-invariant map
(b, u)→ L(R× RN ) : (b, u)→ J(b, u)
such that for (b, u) ∈ R×Q it holds that the restriction of J to T(b,u)(R×Q)
is just J˜(b, u). With this at hand we can view the map in (3.53) as the
restriction (after some identifications) of the following map
L¯ : Y 3,δD,ϕ(R× RN ,γ)→ X2,δD,ϕ,0(R× RN )(3.54)
(r, u˜)→ 12 · [u˜s + J(u˜)u˜t] .
Here the partial derivatives are with respect the obvious holomorphic co-
ordinates coming from the standard cylinder model for the domains which
was discussed in Subsection 2.4. Recall that the M-polyfold structure on
Y 3,δD,ϕ(R× RN ,γ) is defined by
⊕¯ : V → Y 3,δD,ϕ(R× RN ,γ)
and that of X2,δD,ϕ,0(R× RN ) by
⊕̂ : B×H2,δ → X2,δD,ϕ,0(R× RN ).
For the above see Definitions 3.19 and Theorem 3.20 for the first statement,
and (2.21) and Theorem 2.12 for the second. The sc-smoothness of L¯ is
equivalent to the sc-smoothness of L¯ ◦ ⊕¯. In order to prove the latter we
shall define an sc-smooth map L : V → BD ×H2,δ such that
L¯ ◦ ⊕¯ = ⊕̂ ◦ L.(3.55)
Since ⊕̂ is sc-smooth the desired result will follow.
Starting with an element (r, q˜ u h˜) we first consider (r, q˜). Since the ele-
ment belongs to V the following holds true, where we write q˜ as (q˜x, [x̂, ŷ], q˜y)
as in (3.3). This data gives the asymptotic constants cx and cy. We define
if r = 0 the gluing parameter a = 0, and if r > 0 a = |a| · [x̂, ŷ], with
T · ϕ(|a|) = ϕ(r) + cy − cx. Recalling Lemma 3.18 the following holds.
Lemma 3.2. The map V → BD defined by
(r, q˜ u h˜)→ a
is ssc-smooth. 
Given (r, q˜ u h˜) ∈ V we define a new element (r, q˜ u k˜) ∈ V where k˜ =
(k˜x, k˜y) is given as follows. If r = 0 we put k˜ := h˜. In the case that r > 0
we obtain the nonzero gluing parameter a and define with R = ϕ(|a|)
k˜x ◦ σ+x̂ (s, t) = β(s−R/2− 2)h˜x ◦ σ+x̂ (s, t)
+(β(s−R/2− 2)− β(s−R/2))h˜y ◦ σ−ŷ (s−R, t)
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Similarly
k˜y ◦ σ−ŷ (s′, t′)
= β(−s′ −R/2− 2)h˜y ◦ σ−ŷ (s′, t′)
+(β(−s′ −R/2− 2)− β(s′ −R/2))h˜x ◦ σ+x̂ (−s′ −R, t′)
As a consequence of the fundamental lemma the map
BD ×H3,δ(D,R× RN )→ H3,δ(D,R× RN ) : (a, h˜)→ k˜
is sc-smooth. Using this we define the sc-smooth map
C : V → V(3.56)
C(r, q˜ u h˜) = (r, q˜ u k˜).
Next we consider following map belonging to the classical context
D : V → BD ×H2,δ(3.57)
q˜ u h˜→ (a, (L¯x(q˜x + h˜x), L¯y(q˜y + h˜y))),
(3.58)
where L¯x and L¯y are defined similarly as in (3.54) but on punctured disks.
Lemma 3.3. The map D is ssc-smooth.
Proof. This is classical and follows from the technology in [13]. 
As a consequence of the two lemmata the composition map L = D ◦ C
L : V → BD ×H2,δ(R× RN )
is sc-smooth. It is a trivial exercise to verify the validity of the property
(3.55) and the proof is complete. 
4. Summary of Some Classical Constructions
We shall recall some classical results which are well-known and can be
proved using the tools provided by [13]. Then we add some additional
structures which will will be important for the later constructions.
4.1. An ssc-Manifold and Strong Bundle. Consider a compact Rie-
mann surface with smooth boundary which we denote by (Σ, j). We also
assume a finite group H is acting on Σ by biholomorphic map.
4.1.1. A Strong Bundle. Given an almost complex smooth manifold (Q, J)
we can define X3Σ(Q) to consist of all maps of Sobolev class H
3 defined on
Σ with image in Q. Then X3Σ(Q) has the structure of an ssc-manifold where
level m corresponds to Sobolev regularity Hm+3. Next we assume that a
smooth family of almost complex structures j : v → j(v) on Σ is given having
the following properties
j(0) = j
j(v) = j near ∂Σ, for v ∈ V.(4.1)
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Taking the product with V we obtain the ssc-manifold V ×X3Σ(Q), which we
shall abbreviateX3Σ,j(Q). There also exists a strong ssc-bundleW
3,2
Σ,j (Q, J)→
X3Σ,j(Q), where the elements in our bundle are pairs ((v, u), ξ) and ξ is of
class H2 and ξ(z) : (TzΣ, j(v)) → (Tu(z)Q, J) is complex anti-linear. The
bi-grading (m, k), with 0 ≤ k ≤ m + 1, corresponds to regularity Hm+3 of
u, and H2+k for ξ.
Theorem 4.1. With the family j having the above properties there exists a
natural ssc-smooth strong bundle structure for p : W 3,2Σ,j (Q, J) → X3Σ,j(Q).

4.1.2. Constraints. Assume a finite collection Ξ of points lying in Σ \ ∂Σ
is given and for every z ∈ Ξ we are given a submanifold Hz of Q of co-
dimension two (without boundary). Denote the collection (Hz)z∈Ξ by H.
Then define the subset X3Σ,H(Q) ⊂ X3Σ(Q) to consist of all u such that u
intersects Hz transversally at z for all z ∈ Ξ. Similarly as before we define
X3Σ,j,H(Q). The following result follows from classical methods.
Proposition 4.2. The subset X3Σ,H(Q) of X
3
Σ(Q) is an ssc-submanifold.
The same holds for X3Σ,j,H(Q) ⊂ X3Σ,j(Q). In particular the strong ssc-
bundles W 3,2Σ,j (Q, J) restricted to V ×X3Σ,H(Q) are strong bundles.
Proof. The subset ofX3Σ(Q) consisting of maps mapping z toHz (no transver-
sality condition yet) is an ssc-submanifold which follows directly from the
classical constructions. Since H3 embeds continuously into C1 it follows
that XΣ,H(Q) is an open subset of the latter. 
Denote by W 3,2Σ,j,H(Q, J) the restriction of W
3,2
Σ,j (Q, J) to X
3
Σ,j,H(Q). Based
on this, here is the first classical construction of a strong bundle
W 3,2Σ,j,H(Q, J)→ X3Σ,j,H(Q).(4.2)
This will be used later on.
4.2. A Special Case. Consider the special case, where Q is replaced by
R×Q. In this case we assume that Q is odd-dimensional and we are given
a smooth vector field R on Q and hyperplane distribution ξ ⊂ TQ together
with the structure of a complex vector bundle on ξ → Q, so that TQ =
RR⊕ξ. Then we obtain a complex multiplication by i denoted by J : ξ → ξ,
and extend this to a special almost complex structure J˜ which maps at
(a, q) ∈ R × Q the vector (1, 0) ∈ TaR × TqQ to (0, R(q)). Without the
constraints we obtain from the previous discussion the strong bundle
W 3,2Σ,j (R×Q, J˜)→ X3Σ,j(R×Q).(4.3)
Having the additional structures R and ξ → Q and the R-action on the
first factor, we can define certain sub-M-polyfolds of X3Σ,j(R×Q) which will
be useful later on. Having a splitting of T(a,q)(R × Q) = (TaR ⊕ RR(q)) ⊕
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ξq we can distinguish between different types of transversal constraints of
codimension two. One type is R-invariant and has the form R ×H, where
H ⊂ Q has codimenson two. The second type is not R-invariant and has the
form {a}×H, where H ⊂ Q has codimension one. This will be discussed in
more detail later.
4.3. Anchor Set. There is also another ingredient which is called an anchor
set.
Definition 4.1. Let (Σ, j) be a compact Riemann surface with smooth
boundary and G a finite group acting on (Σ, j) by biholomorpic maps. An
anchor set
Υ
is a finite G-invariant subset of Σ\∂Σ. The associated anchor
average for a continuous map u˜ = (b, u) : Σ→ R×Q is the number
av(u˜) =
1
| Υ| ·
∑
z∈
Υ
b(z)
A continuous map u˜ is said to be anchored provided av(u˜) = 0.
With (Σ, j) as previously described and a given anchor set
Υ
we can
define the subset X3
(Σ,j),
Υ(R × Q) of X3(Σ,j)(R × Q) to consist of all pairs
(v, u˜), where v ∈ V and u˜ is anchored.
Proposition 4.2.
X3
(Σ,j),
Υ(R×Q) is a ssc-submanifold of X3
(Σ,j),
Υ(R×Q).
Proof. The map (v, (b, u)) → (v, (b − av(u˜), u)) is a global ssc-retraction of
X3(Σ,j)(R×Q) onto X3(Σ,j), Υ(R×Q) . 
We immediately obtain by restriction the strong bundle
W 3,2
(Σ,j),
Υ(R×Q, J˜)→ X3
(Σ,j),
Υ(R×Q).(4.4)
We also could add constraints to obtain a further construction. Again this
will be discussed later.
4.4. The CR-Section. The CR-operators is defined by
∂¯J(v, u) =
(
(v, u),
1
2
· [Tu+ J ◦ Tu ◦ j(v)]
)
.
It can be viewed as a section of p : W 3,2Σ,j (Q, J) → X3Σ,j(Q) as well as by
restriction of p : W 3,2Σ,j,H(Q, J) → X3Σ,j,H(Q). The first result is the ssc-
smoothness.
Proposition 4.3. Let (Q, J) be a smooth almost complex manifold without
boundary, (Σ, j) a compact Riemann surface with smooth boundary, and j
a smooth deformation of j with the properties listed in (4.1). The Cauchy-
Riemann section ∂¯J of p : W
3,2
Σ,j (Q, J)→ X3Σ,j(Q) is ssc-smooth.
Due to elliptic regularity theory the section has a regularizing property.
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Proposition 4.4. With the CR-operator as defined above the following
holds. If ∂¯J(u) ∈ (W 3,2Σ,j (Q, J))m,m+1 and near ∂Σ the map u belongs to
Hm+4loc , then u ∈ (X3Σ,j(Q))m+1.
Appendix A. A Primer on DM-Theory
It is possible to carry out the Deligne-Mumford theory using the polyfold
technology and one could view such an approach as a toy example of SFT.
However, we shall assume Deligne-Mumford theory and derive the facts we
need, for example the use of a different gluing profile. Our primer will use
some of the results in the approach by Robbin and Salamon in [59, 60] and
combines it with a consideration in [38].
A.1. Basic Concepts. Given two complex manifolds P and A satisfying
dimC P−dimC(A) = 1 we consider an holomorphic map pi : P → A. If p ∈ P
is a regular point for pi we set a = pi(p) and obtain using the the implicit func-
tion theorem germs of holomorphic diffeomorphisms Σ : (P, p) → (Cn+1, 0)
and σ : (A, a)→ (Cn, 0) fitting into the commutative diagram
(P, p)
pi−−−−→ (A, a)
Σ
y σy
(C× Cn, 0) pr2−−−−→ (Cn, 0),
where n = dimC(A). If p is not a regular point the situation can be very com-
plicated. However, one of the easy cases is the nodal case. We say p ∈ P
is a nodal point provided there exist germs of holomorphic diffeomorphisms
fitting into the commutative diagram
(P, p)
pi−−−−→ (A, a)
Σ
y σy
(C2 × Cn−1, 0) pi−−−−→ (Cn, 0),
where pi(x, y, t2, .., tn) = (xy, t2, ..., tn).
A.1.1. Deformations and Kodaira-Spencer Deformation. We start with a
stable
α = (S, j,M,D).
Important for our construction of uniformizers is the notion of a deformation
j of j. Roughly speaking a deformation j : v → j(v) of j is a smooth family
of almost complex structures on S with j(v0) = j for a suitable v0. We shall
describe a class of deformations which is useful for our constructions and
to single them out we need some preparation. Part of the material is taken
from [28].
Given the object α we denote by Γ0(α) the complex vector space of smooth
sections of TS → S which vanish at the points inM∪|D|. We shall denote by
Ω0,1(α) the complex vector space of smooth sections h of HomR(TS, TS)→
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S so that h(z) : TzS → TzS is complex anti-linear. The Cauchy-Riemann
operator is naturally defined
∂¯ : Γ0(α)→ Ω0,1(α).
Namely taking a section u ∈ Γ0(α) the section ∂¯(u) is defined by
∂¯(u)(z) =
1
2
· [Tu(z) + j ◦ Tu(z) ◦ j] , z ∈ S.
Define the arithmetic genus garith of α by the formula
garith = 1 + ]D +
∑
C
[g(C)− 1],
where the sum is taken over all connected components C of S. As a conse-
quence of the Riemann-Roch theorem the stability assumption implies that ∂¯
is injective and the complex codimension of its image is 3·garith+]M−]D−3.
Definition A.1. The natural deformation space for fixed combina-
torial type of α is the complex vector space H1(α) defined by
H1(α) := Ω0,1(α)/(∂¯(Γ0(α))).

The construction H1 is natural and defines a functor from R to the cat-
egory of finite-dimensional complex vector spaces. Indeed, if Φ : α → α′
is a morphism, then the underlying biholomorphic map φ : (S, j,M,D) →
(S′, j′,M ′, D′) defines
H1(Φ) : H1(α)→ H1(α′) : [τ ]→ [Tφ ◦ τ ◦ Tφ−1].
Consequently the automorphism group G will act on H1(α).
Assume that U is an open subset of some finite-dimensional real or com-
plex vector space and v → j(v) is a smooth family of almost complex struc-
tures on S, where v ∈ U , so that v → αv := (S, j(v),M,D) is a family of
objects. Since j(v)2 = −Id it follows that
Dj(v)(δv) ◦ j(v) + j(v) ◦Dj(v)(δv) = 0.
For every δv, Dj(v)(δv) is complex antilinear and defines an element in
Ω0,1(αv). Passing to the quotient we obtain an element in H
1(αv) denoted
by [Dj(v)(δv)]. Hence we obtain for every v ∈ U an underlying real linear
map
[Dj(v)] : V → H1(αv).(A.1)
Definition A.2. We shall call U 3 v → [Dj(v)] the Kodaira-Spencer
differential of the deformation v → j(v). 
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A.1.2. Good Deformations and Uniformizers. The crucial definition is the
following.
Definition A.3. Let α be an object in R with automorphism group G and
assume that a small disk structure D has been fixed. A good deformation
j for α with given D consists of a G-invariant open neighborhood U of 0 ∈
H1(α) and a smooth family U 3 v → j(v) of almost complex structures on
S so that the following holds.
(i) j(0) = j and j(v) = j on all Dx for x ∈ |D| and v ∈ U .
(ii) [Dj(v)] : H1(α)→ H1(αv) is a complex linear isomorphism for every
v ∈ U .
(iii) For every g ∈ G and v ∈ U the map g : αv → αg∗v is biholomorphic.

It is a known fact that for given α and small disk structure a good defor-
mation always exists. Fix a good deformation j for α and D. Then we can
define for a natural gluing parameter a and v ∈ U the objects αv,a given by
αv,a = (Sa, j(v)a,Ma, Da).
On U × Bα we have the natural action of G by diffeomorphisms defining us
the translation groupoid Gn (U × Bα). We also obtain a functor
Ψ : Gn (U × Bα)→ R(A.2)
which on objects maps (v, a) to αv,a and a morphism (g, (v, a)) to the mor-
phism (αv,a, ga, αg∗v,g∗a). The following theorem is well-known and a conse-
quence of standard DM-theory and holds for every gluing profile. A proof
is given in [30].
Theorem A.1. The orbit space |R| has a natural metrizable topology for
which every connected component is compact. Moreover, the following holds,
which also characterizes the topology. Let α, D, and j as described above and
Ψ the associated functor defined in (A.2). Then there exists a G-invariant
open neighborhood O of (0, 0) in H1(α)× Bα such that the following holds.
(1) Ψ : GnO → R is fully faithful and injective on objects.
(2) The map |Ψ| : |GnO| → |R| induced between orbit spaces defines a
homeomorphism onto an open neighborhood of |α|.
(3) For every (v, a) the Kodaira-Spencer differential associated to αv,a is
an isomorphism.
(4) For every (v, a) ∈ O there exists an open neighborhood Λ having the
following property. If (vk, ak) is a sequence in Λ for which |Ψ(vk, ak)|
converges to some point in |R|, then it has a subsequence converging
to some point in O.

In view of Theorem A.1 we can make the following definition.
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Definition A.4. Let α be an object in R. We say that Ψ is a good uni-
formizer associated to α if it is obtained after a choice of small disk struc-
ture D and deformation j as a restriction satisfying the properties (1)–(4).
Given α there is a set of choices we can make, resulting in a set of associated
uniformizers denoted by F (α). 
If Φ : α→ α′ is a morphism it is clear that there is a 1-1 correspondence
between the choices for α and α′, respectively. Hence we obtain a natural
bijection F (Φ) : F (α)→ F (α′). This defines a functor
F : R → SET
associating to an object α a set of good uniformizers having α in the im-
age. As was already said the above construction works for every gluing
profile. However, if we would like to have a smooth transition between two
uniformizers we have to be careful in the choice of the gluing profile.
Assume that we have fixed a gluing profile. For two uniformizers Ψ ∈
F (α) and Ψ′ ∈ F (α′) consider the transition set M(Ψ,Ψ′) defined by
M(Ψ,Ψ′) = {(o,Φ, o′) | o ∈ O, o′ ∈ O′, Φ ∈ mor(Ψ(o),Ψ′(o′))}.
We not that we have two important natural maps, namely the source map
s : M(Ψ,Ψ′)→ O : (o,Φ, o′)→ o,
and the target map
t : M(Ψ,Ψ′)→ O′ : (o,Φ, o′)→ o′
Besides this there is the inversion map
ι : M(Ψ,Ψ′)→M(Ψ,′Ψ) : (o,Φ, o′)→ (o′,Φ−1, o)
the unit map
u : O →M(Ψ,Ψ) : u(o) = (Ψ(o), 1Ψ(o),Ψ(o))
and the multiplication map
m : M(Ψ′,Ψ′′)s×tM(Ψ,Ψ′)→M(Ψ,Ψ′′) :(A.3)
((o′,Φ′, o′′), (o,Φ, o′))→ (o,Φ′ ◦ Φ, o′′).
Irrespectively of the gluing profile one can show the following.
Proposition A.2. Every M(Ψ,Ψ′) carries a natural metrizable topology.
For this topology all structure maps are continuous and s and t are local
homeomorphisms.
We can equip each M(Ψ,Ψ′) with the smooth manifold structure making
s a local diffeomorphism. Observe that it even defines a holomorphic man-
ifold structure. It depends now on the gluing profile if for this structure t
is a smooth map or a local diffeomorphism. For example for the DM-gluing
profile ϕ(r) = − 12pi ·ln(r) this will be the case and t will be a local biholomor-
phism. This is a repacking of the Deligne-Mumford theory. In the case of
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the exponential gluing profile t will still be a local diffeomorphism. Depend-
ing on the gluing profile all structure maps are in the first case holomorphic
and in the second case smooth. There is a more detailed discussion of this
in [28]. The uniformizer construction for R can be viewed as an example of
a categorical polyfold construction, see [40].
A.1.3. Compatibility of Uniformizers and Universal Property. Part of the
discussion is taken from [39]. Let Ψ : G n O → R be a good uniformizer
and let (S′, j′,M ′, D′) be another stable connected nodal Riemann surface
with unordered marked points, and let D′ be a small disk structure on S′.
This time we allow the marked points in M ′ to belong to |D′|. Here∣∣D′∣∣ = ⋃
z∈|D′|
D′z.
Of course it holds that M ′ ∩ |D′| = ∅. In order to define a deformation
M ′(σ) of M ′ we choose around every point z ∈ M ′ an open neighborhood
V (z) whose closure does not intersect |D′|. Moreover, these sets V (z) are
chosen to be mutually disjoint. If M ′ = {z1, . . . , zm′}, we introduce the
product space
V (M ′) := V (z1)× · · ·V (zm′).
A point σ = (σ1, . . . , σm′) ∈ V (M ′) where σj ∈ V (zj), defines the set
M(σ′) of marked points on S′, in the following called a deformation of the
marked points M ′. We now take a C∞ neighborhood U of the complex
structure j′ and denote by UD′ the collection of complex structures k in U
which coincide with j′ on the union of discs |D′| of the small disk structure.
Denote by B′ the set of natural gluing parameters associated to α′. We
obtain a map associating to (k, b, σ) ∈ UD′×B′×V (M ′) the nodal Riemann
surface
β(k,b,σ) = (S
′
b, kb,M
′(σ)b, D′b).
and study the surfaces for |b| small, σ close to σ0 satisfying M(σ0) = M ′
and k close to j′. Taking a finite-dimensional family
w 7→ k(w)
of complex structures k, which depend smoothly on a parameter w varying
in a finite dimensional Euclidean space, we obtain the map
(w, b, σ) 7→ β(k(w),b,σ) = (S′b, k(w)b,M ′(σ)b, D′b)
which we shall refer to as a smooth family. A proof of the following result
can be found in [30].
Theorem A.3 (Universal property). Let Ψ : G n O → R be good uni-
formizer giving us in particular the family (v, a) 7→ α(v,a). Assume we are
given a smooth family (w, v, b)→ β(k(w),b,σ) and there exists an isomorphism
Ψ0 : β(k(w0),b0,σ0) → α(v0,a0) associated to a biholomorphic map ψ0. Then
there exists a uniquely determined smooth germ
(w, b, σ) 7→ µ(w, b, σ) = (v(w, b, σ), a(w, b, σ))
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near (w0, b0, σ0) satisfying µ(w0, b0, σ0) = (v0, a0) and an associated core-
smooth (defined below) germ (w, b, σ)→ ψ(w, b, σ) defining isomorphisms
Ψ(w, b, σ) : β(w,b,σ) → αµ(w,b,σ)
between the nodal Riemann surfaces satisfying φ(0, j′, σ0) = ψ. 
Core-smoothness is defined as follows, where
φ(k(w), b, σ) : β(k(w),b,σ) → αµ(k(w),b,σ)
is the family of biholomorphic maps between nodal Riemann surfaces. If the
point z in S′b0 is not a nodal point, then its image ζ under φ(b0, k(w0), σ0)
in Sa(b0,k(w0),σ0) is also not a nodal point of the target surface αµ(b0,k(w0),σ0).
If z is in the core, a neighborhood of z can canonically be identified with a
neighborhood of z viewed as a point in S′. If z does not belong to a core, we
find a nodal pair {x′, y′} ∈ D′ and can identify z with a point in Dx′ \ {x′}
or with a point in Dy′ \ {y′} where Dx′ and Dy′ are discs belonging to the
chosen small disk structure of the nodal surface (S′, j′,M ′, D′). The same
alternatives hold for the image ζ of z under the isomorphism φ(b0, k(w0), σ0).
Via these identifications, the family φ(b, k(w), σ) of isomorphisms gives rise
to a family of diffeomorphisms defined on a neighborhood of z in S′ into
a neighborhood of ζ in S. Being core-continuous respectively core-smooth
requires that all these germs of families of isomorphisms are continuous
respectively smooth families of local diffeomorphisms in the familiar sense,
between the fixed Riemann surfaces S′ and S.
We can define for two uniformizers the transition set M(Ψ,Ψ′) similarly
as discussed in Appendix The universal property allows to equip this set
with a smooth manifold structure characterized by the property that the
source map s : M(Ψ,Ψ′) → O is a local diffeomorphism. It will turn
out that the universal property implies that the target map will be a local
diffeomorphism as well. All other structure maps will be smooth. Hence
we see that the uniformizer construction for R is a very special case of a
polyfold construction.
A.2. Smoothness Properties of Maps between Buildings. Assume
that (S, j, ,D) is a nodal compact Riemann surface without boundary. Fix
a small disk structure D and a smooth deformation j of j. We obtain the
family of glued surfaces (a, v)→ α(a,v). Define
S = {(a, v, z) | v ∈ V, a ∈ BD, z ∈ Sa} / ∼
Here we identify two points of the form (a, v, z) = (a, v, z′) provided {z, z′} ∈
Da. Assume that (a0, v0, z0) ∈ S is given and z0 is not a nodal point on
Sa0 . We would like to define the notion of an sc-smooth local section. Let us
consider the following cases. Assume first that z0 belongs to the interior of a
neck which is glued by a nontrivial gluing parameter a0{x,y} = |a0{x,y}|·[x̂0, ŷ0].
Set ϕ(|a0{x,y}|) = R0 and denote by x̂0 and ŷ0 representatives of [x̂0, ŷ0].
Hence we can write z0 = σx̂0(s0, t0) with s0 ∈ (0, R0) or as z0 = σ−ŷ0(s′0, t′0)
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with s′0 ∈ (−R0, 0). A local section has the form (a, v, z(a, v)) is said to be
sc-smooth if represented by σ+x̂0 or σ
−
ŷ0
is smooth, i.e. if we write
z(a, v) = {σ+x̂0(s, t), σ−ŷ0(s′, t′)}
the maps (s, t) or (s′, t′) are smooth.
In this appendix we collect known facts and introduce notation and no-
tions which are used throughout this paper.
Appendix B. Structures Associated to Riemann Surfaces
The main prurpose of this appendix is to recall basic facts about Riemann
surfaces and most importantly fix notions and notation which will be used
throughout this paper as well as research papers, most notably[20] , which
use the results in this lecture note.
B.1. Basic Notions. We recall some facts feeding into the DM-theory and
refer the reader to [39] for more detail, particularly with respect to the
modified version using the exponential gluing profile. For the latter there
are also important details in [38].
Disk Pairs. We are interested in disk-like Riemann surfaces Dx with smooth
boundary and interior point x. We refer to x as a nodal point. An un-
ordered nodal disk pair D has the form (Dx unionsq Dy, {x, y}), where Dx
and Dy are as just described. An ordered nodal disk pair has the form
(Dx unionsqDy, (x, y)). The ordered pair (x, y) is called an ordered nodal pair
and {x, y} is called an un-ordered nodal pair. In the case (x, y) we shall
refer to x as the lower nodal point and y as the upper nodal point.
Given (Dx, x), a decoration x̂ of the nodal point x is a an oriented real
line x̂ ⊂ TxDx. The circle S1 = R/Z acts naturally on the tangent spaces
using their complex structures and therefore it acts also on the possible
decorations for x by
(θ, x̂)→ θ ∗ x̂ := e2piiθ · x̂.(B.1)
Next we consider unordered pairs {x̂, ŷ} which we call a decorated un-
ordered nodal pair or a decoration of the nodal pair {x, y}. We declare
{x̂, ŷ} to be equivalent to {θ ∗ x̂, θ−1 ∗ ŷ} where θ ∈ S1. The symbol [x̂, ŷ]
denotes the equivalence class associated to {x̂, ŷ}
[x̂, ŷ] =
{{θ · x̂, θ−1 · ŷ} | θ ∈ S1} .(B.2)
We call [x̂, ŷ] a natural angle or argument associated to {x, y}. We denote
by S{x,y} the collection of all [x̂, ŷ] associated to {x, y} and call it the set
of arguments or angles associated to {x, y}. Denote by S1 the standard
unit circle in C. Fixing z = [x̂0, ŷ0] the map
arz : S{x,y} → S1 : [θ ∗ x̂0, θ′ ∗ ŷ0]→ e2pii(θ+θ
′)(B.3)
is a bijection and any two such maps, say arz and arz′ have a transition map
arz′ ◦ ar−1z which is a rotation on S1. Hence S{x,y} has a natural smooth
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structure. It also has a natural orientation by requiring that arz is orienta-
tion preserving, where S1 is equipped with the orientation as a boundary of
the unit disk.
Consider formal expressions r · [x̂, ŷ], where r ∈ [0, 1/4) (the choice of
1/4 has no deeper meaning other than that certain constructions need a
bound on the choice of r and in our case 1/4 is always a good bound). We
say that r · [x̂, ŷ] = r′ · [x̂′, ŷ′] provided either r = r′ = 0, or r = r′ > 0
and [x̂, ŷ] = [x̂′, ŷ′]. In the following we shall call r · [x̂, ŷ] a natural gluing
parameter associated to {x, y}. The collection B{x,y} of these formal gluing
parameters r · [x̂, ŷ] has a natural one-dimensional holomorphic manifold
structure, so that fixing any {x̂0, ŷ0} the map
r · [θ · x̂0, θ′ · ŷ0]→ r · e2pii(θ+θ′)
onto the standard open disk in R of radius 1/4 is a biholomorphic map.
When we deal with a finite number of disk pairs we can take their un-
ordered or ordered nodal pair as an index set. We shall for example write
D for the whole collection of all occurring {x, y} and we shall write D for
the collection, i.e.
D = {(Dx unionsqDy, {x, y}) | {x, y} ∈ D} .(B.4)
Sometimes, always clear from the context, we also view D as defining the
disjoint union of all Dx, where x varies over |D| = ∪{x,y}∈D{x, y}, together
with the collection D of nodal pairs
D =
 ∐
z∈|D|
Dz, D
 .(B.5)
This is a specific compact nodal Riemann surface with smooth boundary.
Associated to every {x, y} we have the set of natural gluing parameter B{x,y}
and we shall write BD for the set of total gluing parameters, which are maps
a associating to {x, y} an element a{x,y} ∈ B{x,y}. We can view BD as
sections of a bundle over the finite set D, namely∐
{x,y}∈D
B{x,y} → D : a{x,y} → {x, y}.
From this viewpoint a natural gluing parameter is a section.
Gluing Disks. Consider an un-ordered nodal disk pairD := (DxunionsqDy, {x, y}),
consisting of disk-like Riemann surfaces Dx and Dy, with smooth boundaries
containing the interior points x and y, respectively, so that (Dx, x) and
(Dy, y) are biholomorphic to (D, 0), where D ⊂ C is the closed unit disk.
These biholomorphic maps are not unique but any two of them differ by
a rotation which is biholomorphic. Denote for 0 ∈ D by 0̂ the standard
decoration given by R ⊂ T0D with the standard orientation of the real
numbers. If x̂ is a decoration of x there exists a unique biholomorphic map
hx̂ : (Dx, x̂)→ (D, 0̂).
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In the following we need the exponential gluing profile ϕ : (0, 1]→ [0,∞)
defined by
ϕ(r) = e
1
r − e.
Definition B.1. Given an unordered disk pair (DxunionsqDy, {x, y}) and a non-
zero gluing parameter a{x,y} = r · [x̂, ŷ] define the set Za{x,y} by
Za{x,y} =
{{z, z′} | z ∈ Dx, z′ ∈ Dy,(B.6)
hx̂(z) · hŷ(z′) = e−2piϕ(r)
}
.
Here {x̂, ŷ} is a representative of [x̂, ŷ], but the definition of the set does not
depend on its choice. If the gluing parameter vanishes, i.e. if a{x,y} = 0 we
define Z0 = (Dx unionsqDy, {x, y}). We note that Za = Zb if and only if a = b.
Za{x,y} is said to be obtained from (Dx unionsq Dy, {x, y}) by gluing with gluing
parameter a{x,y}. 
Remark B.2. We use this special gluing profile ϕ in order to have compat-
ibility with the sc-Freholm theory. We obtain the classical Deligne-Mumford
theory when we use the gluing profile r → − 12pi · ln(r). 
Given a non-zero gluing parameter a{x,y} = r{x,y} · [x̂, ŷ] put R = ϕ(r{x,y})
and define the closed annuli Ax(R) ⊂ Dx and Ay(R) ⊂ Dy of modulus 2piR
by
Ax(R) =
{
z ∈ Dx \ {x} | |hx̂(z)| ≥ e−2piR
}
Ay(R) =
{
z′ ∈ Dy \ {y} | |hŷ(z′)| ≥ e−2piR
}
.
The set Za{x,y} defined in (B.6) for non-zero gluing parameter has a natural
holomorphic manifold structure making it biholomorphic to a closed annulus
of modulus 2pi · ϕ(r{x,y}) so that in addition the maps
Ax(R)
pi
a{x,y}
x←−−−− Za{x,y}
pi
a{x,y}
y−−−−→ Ay(R)(B.7)
defined by pix(z, z
′) = z and piy(z, z′) = z′ are biholomorphic. Hence
Lemma B.1. Za{x,y} has a natural structure as a Riemann surface. 
Assume that a{x,y} and a′{x,y} are two nonzero gluing parameters in B{x,y}
with the same modulus. We abbreviate
R := ϕ(|a{x,y}|) = ϕ(a{x′,y′}|).
In this case we obtain two copies of the diagram (B.7), say, with a = a{x,y}
and a′ = a′{x,y}
Ax(R)
piax←− Za
piay−→ Ay(R)(B.8)
Ax(R)
pia
′
x←−− Za′
pia
′
y−−→ Ay(R).
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We can compare the following two maps Ax(R)→ Ay(R)
piay ◦ (piax)−1 and pia
′
y ◦ (pia
′
x )
−1
.
Given (Dx, x) there is a well-define notion of a rotation by θ ∈ S1. Namely
take any biholomorphic map h : (Dx, x) → (D, 0) and define Rxθ (z) =
h−1(e2piiθ · h(z)). This definition does not depend on the choice of h, and it
follows immediately that the following identity holds.
hx̂ ◦Rxθ = he2piiθ·x̂ = e2piiθ · hx̂.(B.9)
We obtain the following lemma, which can be verified by a straight forward
calculation.
Lemma B.2. Wring a = |a| · [x̂, ŷ] and a′ = |a′| · [x̂, e2piiθ · ŷ], where |a| =
|a′| 6= 0, it holds that
piay ◦ (piax)−1 = Ryθ ◦ pia
′
y ◦ (pia
′
x )
−1
.
Proof. By definition Za = {{z, z′} | hx̂(z) · hŷ(z′) = e−2piϕ(r)} and with
a′ = |a| · [x̂, e2piiθ · ŷ] we see that
Za′ = {{z, z′} | hx̂(z) · e2piiθ · hŷ(z′) = e−2piϕ(r)}(B.10)
= {{z, z′} | hx̂(z) · hŷ(Rθ(z′)) = e−2piϕ(r)}.
= {{z,R−θ(z′)} | hx̂(z) · hŷ(z′) = e−2piϕ(r)}.
From this it follows that if piay◦(piax)−1(z) = z′ then pia
′
y ◦(pia
′
x )
−1
(z) = R−θ(z′),
and consequently
Rθ ◦ pia′y ◦ (pia
′
x )
−1
(z) = z′ = piay ◦ (piax)−1(z).

Definition B.3. If a = a{x,y} 6= 0 with R = ϕ(|a{x,y}|) we denote by MpD,a
the collection of all {z, z′} ∈ Za such that − 12pi ·ln(|hx̂(z)| ∈ (R/2−p/2, R/2+
p/2). Note that this is only well-defined if |a{x,y}| is sufficiently small given
p. We call MpD,a the middle annulus of width 2p of Za. 
For example with a ∈ B{x,y} this is well-defined as long as 0 < p <
25. When we are given a finite family of unordered disk pairs D and a
gluing parameter a ∈ BD, we denote by Za the disjoint union of all Z{x,y}a{x,y} .
In the case that a{x,y} = 0 we have that Z
{x,y}
a{x,y} = (Dx unionsq Dy, {x, y}) and
consequently, if a ≡ 0 we see that Za = D.
In the case of ordered disk pairs we use a similar formalism. It will be
clear from the context in which situation we are.
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Holomorphic Polar Coordinates. Given (Dx, x) let x̂ be a decoration. Take
the associated hx̂ : (Dx, x) → (D, 0) satisfying Thx(x̂) = 0̂. We introduce
the biholomorphic maps
σ+x̂ : [0,∞)× S1 → Dx \ {x} : (s, t)→ h−1x̂
(
e−2pi(s+it)
)
and
σ−x̂ : (−∞, 0]× → Dx \ {x} : (s′, t′)→ h−1x̂
(
e2pi(s
′+it′)
)
.
We shall call σ±x̂ positive and negative holomorphic polar coordinates
on Dx around x associated to the decoration x̂.
If (Dx unionsqDy, {x, y}) is nodal disk pair and a ∈ B{x,y} we obtain through
gluing the space Za. With a = |a| · [x̂, ŷ] fix a representative {x̂, ŷ}. We have
the special biholomorphic maps, where R = ϕ(|a|)
(B.11)
σ+,ax̂ : [0, R]× S1 → Za : (s, t)→ {σ+x̂ (s, t), σ−ŷ (s−R, t)}
σa,−ŷ : [−R, 0]× S1 → Za : (s′, t′)→ {σ+x̂ (s′ +R, t′), σ−ŷ (s′, t′)}
There are also maps σ−,ax̂ and σ
+,a
ŷ obtained by interchanging the roles of
x and y. In the case of an ordered disk pair the maps in (B.11) are the
relevant ones, i.e. we take poistive holomorphic polar coordinates for the
lower disk and negative one for the upper disk.
As part of the constructions we shall consider maps u : Za → RN and
sometimes need to evaluate the average over the loop in the middle. For
this we can pick a nodal point in {x, y}, say x, and take σ+,ax̂ and calculate
with R = ϕ(|a|) ∫
S1
u ◦ σ+,ax̂ (R/2, t)dt.
The integral does not depend on the choice of x or y in {x, y}, and after the
choice of x, it does not depend on the decoration x̂. We call the integral
the middle loop average. We call any of the maps t → σ±,ax̂ (±R/2, t) or
t → σ±,aŷ (±R/2, t) a middle-loop map. If a = 0 and u is defined on the
disk pair, being continuous over the nodal value (i.e. u(x) = u(y)), then we
can define the associated middle loop average as u(x) or u(y), which are the
same.
A related concept is that of an a-loop. Assume we have a map defined on
Dx or the punctured Dx \ {x}. Pick positive holomorphic polar coordinates
centered at x, i.e.
σ+ : R+ × S1 → Dx \ {x}.
Assume that u : Dx → RN is a continuous map and a ∈ B a nonzero gluing
parameter. We define an a-loop as the map
S1 → Dx \ {x} : t→ σ+a (t) := σ+(R/2, t)
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where R = ϕ(|a|). There is a whole S1-family of a-loops. However the
integral ∫
S1
u ◦ σ+a (t) · dt
does not depend on the choice of the specific a-loop.
B.2. Riemann Surfaces. After some preparation we shall describe the
category of stable Riemann surfaces and introduce auxiliary structures for
the DM-theory.
B.2.1. Nodal Riemann Surfaces. We shall consider tuples (S, j,M,D) con-
sisting of a compact Riemann surface (S, j) without boundary, but possi-
bly disconnected, where M is a finite (unordered) subset of S called (un-
ordered) marked points, and D is a finite collection of unordered pairs
{x, y}, where x, y ∈ S are different points. We require that D has the prop-
erty that {x, y} ∩ {x′, y′} 6= ∅ implies that {x, y} = {x′, y′}. We shall write
|D| for the union of all the {x, y}, i.e.
|D| =
⋃
{x,y}∈D
{x, y},
and require that |D| ∩M = ∅. We refer to the elements {x, y} as nodal
pairs and to x and y as nodal points. We can view the tuples as objects of
a category. For the following discussion we assume M and the elements of D
to be unordered. A morphism Φ : α→ α′ is given by a tuple Φ = (α, φ, α′),
where φ : (S, j) → (S′, j′) is a biholomorphic map such that φ(M) = M ′
and φ∗(D) = D′, where
φ∗(D) = {{φ(x), φ(y)} | {x, y} ∈ D}.
We denote the category with objects (S, j,M,D) and morphisms Φ by R¯.
Remark B.4. We shall sometimes consider modifications, namely we may
allow M to be ordered and in this case referred to as the set of ordered
marked points. We also sometimes allow some of the nodal pairs to be
ordered, i.e. the object are (x, y) rather than {x, y} and we refer to an
ordered nodal pair. 
We shall discuss later on in more detail objects in R¯ together with a
finite group G acting on it by biholomorphic maps preserving the additional
structure.
B.2.2. The Category of Stable Riemann Surfaces. Denote by R the full sub-
category of R¯ associated to objects, which satisfy an additional condition.
Namely we impose the stability condition (B.12) that for every connected
component C of S its genus g(C) and the number ]C := C ∩ (M ∪ |D|) sat-
isfies
2g(C) + ]C ≥ 3.(B.12)
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From the classical Deligne-Mumford theory, see [10, 59] and also [30], it
follows that R is what we shall call a groupoidal category. Namely ev-
ery morphism is an isomorphism, between two objects are at most finitely
morphisms (a consequence of the stability condition), and the collection of
isomorphism classes |R| is a set. It is also an important fact that |R| has a
natural metrizable topology for which the connected components are com-
pact. We shall call R the category of stable Riemann surfaces with
unordered marked points and nodal pairs.
B.2.3. Glued Riemann Surfaces. Let α be an object in R¯ and denote by G
a finite group acting by automorphisms of α.
Definition B.5. A pair (α,G), where α is an object in R¯ and G a finite
group acting by automorphisms will be called a Riemann surface with a
finite group action. 
Remark B.6. Note that the biholomorphic automorphism group might be
infinite. However, G utilizes only a finite part of the existing symmetries. An
obvious example is the Riemann sphere, where we can take a finite subgroup
of the rational transformations. 
Assume (α,G) is given, where α is an object in R¯. Define Bα by
Bα =
∏
{x,y}∈D
B{x,y},
which as a product of one-dimensional complex manifolds is a complex man-
ifold. There is a natural projection pi : Bα → D and a gluing parameter
for an object α is a section a of pi, i.e. it associates to {x, y} ∈ D a symbol
a{x,y} ∈ B{x,y}
a : D → Bα : {x, y} → a{x,y}.
The natural action of G on D by g ∗ {x, y} = {g(x), g(y)} lifts to a natural
action of G on the complex manifold of natural gluing parameters
G× Bα → Bα,
by g ∗ a = b, where, writing a{x,y} = r{x,y} · [x̂, ŷ] we have
b{g(x),g(y)} = r{x,y} · [(Tg)x̂, (Tg)ŷ] for {x, y} ∈ D.
We fix for every z ∈ |D| a closed disk-like neighborhood Dz with smooth
boundary and z an interior point so that the union of these Dz is invariant
under G. We also require that M ∩Dz = ∅ for all z ∈ |D|. This choice gives
for every {x, y} ∈ D an unordered nodal disk pair D{x,y} = (DxunionsqDy, {x, y}).
Definition B.7. The collection D of these disk pairs, having the properties
stated above is called a small disk structure for α.
In case we have an ordered nodal pair (x, y) we obtain an ordered disk
pair written as (Dx unionsq Dy, (x, y)). We shall refer to Dx as the lower disk
and Dy as the upper disk. We usually would also assume that the action
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of G would map an ordered nodal pair to an ordered nodal pair and also
preserve the ordering.
Given an object α = (S, j,M,D) in R¯ and a small disk structure D it is
convenient to note that given D we can recover D. Hence, we introduce the
objects (S, j,M,D) which are compact Riemann surfaces with small disk
structure as well as ((S, j,M,D), G), which is ((S, j,M,D), G) equipped
with a small disk structure so that the union of the disks is invariant.
Assume that α = (S, j,M,D) is a nodal stable Riemann surface with
unordered marked points and nodal points and G is a finite group acting
on α as previously described. Fix a small disk structure D, which for every
{x, y} gives us an unordered nodal disk pair (Dx unionsq Dy, {x, y}). Hence we
consider ((S, j,M,D), G). Given a gluing parameter a for α we obtain the
a{x,y} and obtain by disk-gluing
Z
{x,y}
a := Za{x,y} ,
which is obtained from (Dx unionsqDy, {x, y}) by gluing with a{x,y}. If a{x,y} = 0
we recover the nodal disk pair. Remove from S for every nonzero a{x,y} the
complement in DxunionsqDy of Ax(R)unionsqAy(R), where R = ϕ(|a{x,y}|). We define
a new surface Sa by using for every {x, y} with non-zero gluing parameter
(B.7) to define a holomorphic equivalence relation on Ax(R) unionsq Ay(R) iden-
tifying z ∈ Ax(R) with z′ ∈ Ay(R) provided {z, z′} ∈ Z{x,y}a . If the gluing
parameter for some {x, y} vanishes we do not do anything. Having carried
out this for every nodal pair we obtain a nodal Riemann surface surface Sa
with associated almost complex structure ja. We denote by Da the collection
of all {x, y} ∈ D with a{x,y} = 0. We shall write Ma for the set M viewed
as a subset of Sa. Finally we set
αa = (Sa, ja,Ma, Da).
Definition B.8. We call αa the stable Riemann surface obtained from α
by gluing with a. 
For g ∈ G one easily verifies that the construction of Sa allows to construct
in a natural way a biholomorphic map ga : αa → αg∗a. Given h, g ∈ G we
have the functorial properties
hg∗a ◦ ga = (h ◦ g)a
and 1a = Idαa .
B.3. Riemann Surface Buildings. The building blocks are tuples (Γ−, S, j,D,Γ+),
where (S, j) is a not necessarily connected compact Riemann surface, D is
a nodal set, and Γ± are a finite set of positive and negative punctures. The
sets |D|, Γ+, and Γ− are mutually disjoint. Let us denote such an object
by α. We allow finite groups G acting on such a α by biholomorphic maps,
where we impose the restriction that G preserves the sets Γ+, Γ−, and the
nodal pairs D. A small disk structure D for α consists of a small disk
structure associated to the nodal pairs in D so that the union of the disks
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is invariant under G. The disks are assumed to be mutually disjoint and
not to contain the points in Γ±. Denoting by Bα the set of natural gluing
parameters we obtain through gluing αa = (Γ
−, Sa, ja, Da,Γ+), where we
identify Γ± naturally as a subset of Sa. We shall call αa a D-descendent of
α. It is convenient to consider the smooth manifold of gluing parameters BD
together with the G-action as a translation groupoid Gn BD. We can also
consider the groupoid whose objects are the glued αa and the morphisms are
the (αa, ga, αg∗a). Obviously the two groupoids are isomorphic via a → αa
and (g, a)→ (αa, ga, αg∗a) We also note that G defines actions G×Γ± → Γ±.
Denote by Gn Γ± the associated translation groupoids, so hat we have the
equivariant diagram of inclusions
Γ+ → αa ← Γ−
We generalize this now as follows. We first consider tuples
(α0, b1, ..., bk−1, αk−1),
where αi = (Γ
−
i , Si, ji, Di,Γ
+
i ) is as just described and bi : Γ
+
i−1 → Γ−i is a
bijection. We assume G is a finite group acting acting on each α0, ..., αk−1 by
biholomorphic maps as previously described. Moreover, G defines actions on
the Γ±i and we assume that these actions are such that every bi : Γ
+
i−1 → Γ−i
is equivariant. We fix for every (z, bi(z)) an ordered disk pair D(z,bi(z)) =
(Dz unionsqDbi(z), (z, bi(z))) and assume that the union of these disks is invariant
under G. Of course, the disks are mutually disjoint and do not intersect
the floor disks. An interface gluing parameter for the (i − 1, i)-interface,
i = 1, .., k − 1, is a map ai−1,i which assigns to (z, bi(z)) a gluing parameter
ai−1,i(z), which has the additional property that either all its components
are zero or all of its components are non-zero. A total gluing parameter is
given as (2k − 1)-tuple (a0, a0,1, a2, ..., ak−2,k−1, ak−1). Denote by 1 ≤ i1 <
.. < i` ≤ k − 1
the ordered sequence of indices such that ai−1,i = 0. We say that we have
nontrivial interfaces (i1 − 1, i1),..,(i` − 1, i`). Given α and the small disk
structure applying the total gluing parameter we obtain αa which again
is a Riemann surface building. The collection of all such Riemann sur-
face buildings we shall refer to as the set of D-decendents of α. For ex-
ample if a has the nontrivial interfaces 1 ≤ i1 < .. < i` ≤ k − 1 let
us introduce i0 = 0 and i`+1 = k. Then define Se =
∐
i∈{ie,ie+1−1} Si,
De =
∐
i∈{ie,ie+1−1}Di
∐
i∈{ie+1,ie+1−1}Di−1,i. As punctures we take Γ
−
ie
and Γ+ie+1−1 so that we obtain (Γ
−
ie
, Se, je, De,Γ
+
ie+1−1). The gluing param-
eters (aie , aie,ie+1, ..., aie+1−1) allow us to glue this surface and obtain αa,e.
Together with the bie we obtain the Riemann surface building
(αa,0, bi1 , αa,1, bi2 , ..., bi` , αa,`).
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Appendix C. Results Around Sc-Smoothness
We shall recall the sc-smoothness results used in the paper from two
sources, [38] and [39]. We also list some other results which are more classical
and should be well-known.
C.1. Classes of Maps.
C.2. Classical Results. The following result is well-known and can be
proved as in [13].
Lemma C.1. Assume that Ψ : S1 × RN → RM is a smooth map satisfying
Ψ(t, 0) = 0. Then for every m ≥ 2 and τ > 0 the map
Ψ∗ : H
m,τ
0 ([0,∞)×S1,RN )→ Hm,τ0 (R+×S1,RM ) : h→ [(s, t)→ Ψ(t, h(s, t))]
is (classically) C∞. In particular, with the standard sc-structure on H3,δ0c (R+×
S1,RN ) where level m corresponds to regularity (m + 3, δm) the map Ψ∗ is
sc-smooth.
C.3. The Fundamental Lemma. We continue with our study of sc-smoothnees.
We denote by ϕ the exponential gluing profile
ϕ(r) = e
1
r − e, r > 0.
With the nonzero complex number a (gluing parameter) we associate the
gluing angle ϑ ∈ S1 and the gluing length R via the formulae
a = |a| e−2piiϑ and R = ϕ(|a|).
Note that R→∞ as |a| → 0.
Denote by L the Hilbert sc-space L2(R×S1,RN ) equipped the sc-structure
(Lm)m∈N0 defined by Lm = Hm,δm(R × S1,RN ), where (δm) is a strictly
increasing sequence starting at δ0 = 0. Let us also introduce the sc-Hilbert
spaces F = H2,δ0(R×S1,RN ) with sc-structure, where level m corresponds
to regularity (m + 2, δm), with δ0 > 0 and (δm) is a strictly increasing
sequence. Finally we introduce E = H3,δ0(R × S1,RN ) with level m corre-
sponding to regularity (m+ 3, δm) and (δm) is as in the F -case.
With these data fixed we prove the following prop. The prop has many
applications. In particular, it will be used in Section in order to prove that
the transition maps between local M-polyfolds are sc-smooth. The following
is Proposition 2.8 from [38] combined with Proposition 2.17 from [38].
Lemma C.2 (Fundamental Lemma). The following four maps
Γi : B 1
2
⊕G→ G, i = 1, . . . , 4
where G = L, G = F or G = E are sc-smooth.
(1): Let f1 : R→ R be a smooth function which is constant outside of
a compact interval so that f1(+∞) = 0. Define
Γ1(a, h)(s, t) = f1
(
s− R
2
)
h(s, t)
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if a 6= 0 and Γ1(0, h) = f(−∞)h if a = 0.
(2): Let f2 : R→ R be a compactly supported smooth function. Define
Γ2(a, h)(s, t) = f2
(
s− R
2
)
h(s−R, t− ϑ)
if a 6= 0 and Γ2(0, h) = 0 if a = 0.
(3): Let f3 : R→ R be a smooth function which is constant outside of
a compact interval and satisfying f3(∞) = 0. Define
Γ3(a, h)(s
′, t′) = f3
(
−s′ − R
2
)
h(s′, t′)
if a 6= 0 and Γ3(0, h) = f3(−∞)h if a = 0.
(4): Let f4 : R → R be a smooth function of compact support and
define
Γ4(a, h)(s
′, t′) = f4
(
−s′ − R
2
)
h(s′ +R, t′ + ϑ)
if a 6= 0 and Γ4(0, h) = 0 if a = 0.
We shall study the following five mappings:
M1. The map
H3,δ0c (R
+ × S1,RN )→ RN , ξ+ 7→ c
which associates with ξ+ its asymptotic constant c.
M2. The map
B 1
2
×H3,δ0(R+ × S1,RN )→ RN , (a, r+) 7→ [r+]R.
M3. The map
B 1
2
×H3,δ0(R+ × S1,RN )→ H3,δ0(R+ × S1,RN ), (a, r+) 7→ βa
γa
(·)[r+]R.
M4. The map B 1
2
⊕H3,δ0(R+ × S1,RN )→ H3,δ0(R+ × S1,RN ),
(a, r+) 7→ β
2
a
γa
· r+.
M5. The map B 1
2
⊕H3,δ0(R− × S1,RN )→ H3,δ0(R+ × S1,RN ),
(a, r−) 7→ βa(1− βa)
γa
r−(· −R, · − ϑ).
In view of the formula for the projection map pia the sc-smoothness of the
map (a, (ξ+, ξ−)) 7→ pia(η+, η−) in Theorem is a consequence of the following
prop.
Proposition C.3. The maps M1-M5 listed above (and suitably defined at
the parameter value a = 0) are sc-smooth in a neighborhood of a = 0.
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Appendix D. Maps, Nodes, and Abstract Periodic Orbits
For the M-polyfold constructions we need certain classes of maps. Two
situations of interest are maps defined on a nodal disk pair which map the
nodal points to the same nodal value. Here the behavior near the nodal
points is important. Note that in this case the map will have a continuous
extension of the nodes. A more complicated situation is that we have a
map defined on a punctured nodal disk pair, where the map approaches a
periodic orbit or a cylinder over a periodic orbit when we come close to to
the puncture.
D.1. Some Classes of Maps and Nodes. Given a Riemann surface S,
the notion of a map u : S → RN locally belonging to the Sobolev class Hm
is well defined. We shall say in this case that u ∈ Hmloc. Here Hm refers
to maps which have partial derivatives up to order m belonging to L2. Of
course, we can make the same definition for a map u : S → Q, where Q is
a smooth manifold, provided the map is at least continuous, i.e. m ≥ 2 by
the Sobolev embedding theorem.
For the M-polyfold constructions we need certain classes of maps defined
on punctured Riemann surfaces. Let S be a Riemann surface and x ∈ S an
interior point, i.e. not a boundary point. We denote by D ⊂ C the closed
unit disk. After fixing a compact disk Dx ⊂ S with smooth boundary
around x we can pick a biholomorphic map h : (D, 0)→ (Dx, x) and define
the associated positive holomorphic polar coordinates by
[0,∞)× S1 → S : σ+(s, t) = h(e−2pi(s+it)).
We shall call σ+ positive holomorphic polar coordinates around x. We say
a map u : S → RN is of up to constant of class (m, ε) on Dx provided
the map
[0,∞)× S1 → RN : v(s, t) := u ◦ σ+(s, t)
belongs to Hmloc and there is a constant c ∈ RN so that partial derivatives
up to order m of v− c, weighted by eε·s belong to L2([0,∞)×S1,RN . Note
that in this case the behavior of u near the point x is different than with
respect to other points. The constant c ∈ RN is called the nodal value.
Given a Riemann surface S, possibly with smooth boundary, and a finite
number of punctures in S\∂S we say the map is of class (m, ε) if it is of class
Hmloc away from the punctures and of class (m, ε) on suitable disks around
the punctures. This definition does not depend on the choice of disks Dx.
In the case that m ≥ 2 we can replace the target RN by a smooth manifold
Q.
The Sobolev spaces which are important for the class of maps we described
above are
(1) Hm(D,RN ) arising when we talk about Hmloc,
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with norm defined by
|u|2Hm =
∑
|α|≤m
∫
D
|Dαu(s, t)|2dsdt.
(2) Hm,ε(R±×S1,RN ) arising when we talk about being of class (m, ε),
with norm defined by
|u|2Hm,ε =
∑
|α|≤m
∫
R±×S1
|Dαu(s, t)|2 · e2ε|s|dsdt.
(3) Hm,εc (R± × S1,RN ) arising when we talk about class (m, ε) up to
constant,
with norm defined by
|u|2Hm,εc = |c|
2 +
∑
|α|≤m
∫
R±×S1
|Dαr(s, t)|2 · e2ε|s|dsdt,
where we decompose u = c+ r where r has vanishing asymptotic constant.
By abuse of notation we very often say that a map is of class (m, ε) even
in a case,where the map is of class (m, ε) up to constant, if this is obvious
from the context and no confusion is possible. Moreover given a Riemann
surface we can use charts to define the appropriate mapping spaces for maps
defined on the Riemann surface or a punctured version.
D.2. Convergence to a Periodic Orbit. Given a positive real number
τ ≥ 0 and an integer m ≥ 0 we consider the Hilbert space Hm,ε(R± ×
S1,RN ). It consists of all maps u : R± × S1 → RN such that the distribu-
tional partial derivatives Dαu up to order m belong to L2loc so that the norm
‖u‖Hm,ε(R±×S1) is finite, where
‖u‖2Hm,ε(R±×S1) =
∑
|α|≤m
∫
R±×S1
|Dαu(s, t)|2e2ε|s|dsdt <∞.
We also define the spaces Hm,εc (R±×S1,Rn), where an element has the form
u = r + d, where d ∈ RN and r ∈ Hm,ε0 (R± × S1,RN ). The norm in this
case is defined by
‖r + d‖2Hm,εc (R±×S1) = |d|2 +
∑
|α|≤m
∫
R±×S1
|Dαr(s, t)|2e2ε|s|dsdt.
Often, when the domain is clear we shall just write Hm,ε or Hm,εc . Instead
of R±×S1 we shall also consider domains of the form [R0,∞)×S1 for large
R0 or (−∞,−R0]× S1.
Next we consider periodic orbits which will play an important role. We
start with a definition.
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Definition D.1. Let Q be a smooth (connected) manifold without boundary.
A periodic orbit in Q is a tuple γ = ([γ], T, k) where γ : S1 → Q is a
smooth embedding, T > 0 and k ≥ 1 is an integer. Moreover, [γ] is the
collection of all parameterizations t → γ(t + c), where c ∈ S1. We call T
the period, k the covering number, and T/k the minimal period. A
weighted periodic orbit is a pair γ¯ = (γ, δ), where γ is a periodic orbit
and δ is a weight sequence, i.e. δ = (δi)
∞
i=0, 0 < δ0 < ... < δi < δi+1 < .. 
The model case is Q = S1 × RN−1 and the periodic orbits of interest are
the γ0 = ([γ0], T, k), with γ0(t) = (t, 0) ∈ S1 × RN−1. If γ is a periodic
orbit in RN we find an open neighborhood U of γ(S1) and a diffeomorphism
Φ : U → S1 × RN−1 such that Φ ◦ γ(t) = γ0(t) for a suitable γ ∈ [γ].
Next we shall give two equivalent definitions for the convergence of a map
to a periodic orbit. First we restrict ourselves to the case, where the domain
is R+ × S1. The first definition is the following.
Definition D.2. Consider a map w˜ : R± × S1 → R × RN and a periodic
orbit γ in RN . We say w˜ is of class Hm,τ with respect to γ, or Hm,τγ for
short, where τ ∈ (0,∞) and m ≥ 2 is an integer, provided the following
holds, where we use a Φ : U → S1 × RN−1 as previously introduced.
(1) The map w˜ is of class Hmloc and with w˜ = (a,w) it holds that w(s, t) ∈
U for all (s, t) provided |s| is large.
(2) There exists a constant c ∈ R such that the map (s, t) → Ts + c −
a(s, t) belongs to Hm,τ (R± × S1,R).
With v(s, t) = Φ ◦ u(s, t) for s ≥ R0 and Φ is as previously introduced the
following holds, where we write v = (θ, z) ∈ S1 × RN−1.
(3) There exists d ∈ S1 and r ∈ Hm,τ (R± × S1,R) such that θ(s, t) =
kt+ d+ r(s, t), where θ is the S1-factor.
(4) The RN−1-factor z belongs to Hm,τ (R± × S1,RN−1).

Here is the second definition.
Definition D.3. Consider a map w˜ : R± × S1 → R × RN and a periodic
orbit γ in RN . We say that w˜ is of class Hm,τγ provided for a suitable choice
γ ∈ [γ] and c ∈ R the map defined by
v˜(s, t) = w˜(s, t)− (Ts+ c, γ(kt))
belongs to Hm,τ (R± × S1,RN ). 
Proposition D.1. The Definition D.2 and the Definition D.3 are equiva-
lent.
Proof. The easy proof is left to the reader. 
Proposition D.2. Assume that γ = ([γ], T, k) is a periodic orbit in RN
and f : RN → RM a smooth map such that γ′ := f ◦ γ : S1 → RM is a
smooth embedding. Consider the periodic orbit γ ′ = ([γ′], T, k) in RM . If
w˜ : R±×S1 → R×RN is of class Hm,τγ then (IdR× f) ◦ u˜ is of class Hm,τγ′ .
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Proof. The proof is left to the reader. 
In view of the previous discussion we can make the following definition,
which will be the relevant definition for us in this paper.
Definition D.4. Let Q be a smooth (connected) manifold without boundary
and γ = ([γ], T, k) a periodic orbit in Q. Assume that (Dx, x) is a compact
disk-like Riemann surface with smooth boundary and interior point x.
(1) A map u˜ : Dx \ {x} → R × Q is said to be of class Hm,τγ+ provided
for positive holomorphic polar coordinates σ+x̂ : R
+× S1 → Dx \ {x}
and a proper embedding φ : Q→ RN with γ ′ = ([φ◦γ], T, k) the map
w˜ = (IdR × φ) ◦ u˜ ◦ σ+x̂ is of class Hm,δγ′ (R+ × S1).
(2) A map u˜ : Dx \ {x} → R × Q is said to be of class Hm,τγ− provided
for negative holomorphic polar coordinates σ+x̂ : R
−×S1 → Dx \{x}
and a proper embedding φ : Q→ RN with γ ′ = ([φ◦γ], T, k) the map
w˜ = (IdR × φ) ◦ u˜ ◦ σ+x̂ is of class Hm,δγ′ (R− × S1).

The notion is well-defined independent of the choice of RN and the proper
embedding. Next we define a matching condition.
Definition D.5. Assume that (Dx unionsqDy, (x, y)) is an ordered disk pair and
w˜x is defined on the punctured Dx positively asymptotic to γ of class (m, τ)
and w˜y defined on the punctured Dy, negatively asymptotic to γ of class
(m, τ). We say that w˜x and w˜y are [x̂, ŷ]-directionally matching provided
with w˜x ◦ σ+x̂ and w˜y ◦ σ−ŷ satisfy
lim
s→∞w
x ◦ σ+x̂ (s, t) = lims′→−∞w
y ◦ σ−ŷ (s′, t)
for all t ∈ S1. 
Appendix E. Stable Hamiltonian Structures and Periodic
Orbits
We recall the notion of a stable Hamiltonian structure and derive useful
results which are needed in the book and quite well-known.
E.1. Stable Hamiltonian Structures. One of the important objects is
that of a stable Hamiltonian structure. A detailed study of these structures
can be found in [7].
E.1.1. Basic Definition. We begin with the definitions of a stable Hamil-
tonian structure.
Definition E.1. Let Q be a closed odd-dimensional manifold of dimension
dim(Q) = 2n − 1. A stable Hamiltonian structure on Q is given by a pair
(λ, ω), where ω is a closed two-form of maximal rank on Q and λ a one-form
such that
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(1) λ ∧ ωn−1 is a volume-form.
(2) The vector field R, called the Reeb vector field, defined by
iRλ = 1 and iRω = 0
satisfies
LRλ = 0.

The latter condition implies by Cartan’s formula
0 = LRλ = diRλ+ iRdλ = iRdλ.
Since R spans the kernel of ω this implies
ker(ω) ⊂ ker(dλ).(E.1)
The fact that iRω = 0 implies again by the Cartan formula that LRω = 0.
Remark E.2. The standard example for a stable Hamiltonian structure is
(λ, dλ), where λ is a contact form on Q. 
Stable Hamiltonian structures are an interesting object to study, see [7].
It is important to have such structures when studying pseudoholomorphic
curves, see [12]. These structures allow to control certain area-based energy
functionals, which is important in obtaining a priori estimates.
Associated to a stable Hamiltonian structure (λ, ω) on Q we have the
distribution ξ = ker(λ) and the natural splitting of the tangent bundle
TQ = RR⊕ ξ.
We observe that the line bundle RR has a distinguished section R and ξ is
in a natural way a symplectic vector bundle with symplectic structure being
ω|ξ⊕ ξ. Let us observe that the flow φt associated to R maps a vector in ξx
to a vector in ξφt(x)
Tφt : ξ → ξφt(x).(E.2)
E.1.2. Symplectic Forms Associated to (Q,λ, ω). We discuss stable Hamil-
tonian manifolds (Q,λ, ω) in somewhat more detail. Denote by p : R×Q→
Q the obvious projection and given a smooth map φ : R→ R we denote by
φ̂ the map R×Q→ R defined by φ̂(s, q) = φ(s). Given (Q,λ, ω) and φ we
can consider the two-form Ωφ on R×Q defined by
Ωφ = p
∗ω + d(φ̂ · p∗λ)
which we shall write sloppily as ω + d(φλ). We observe that Ωφ(s, q) =
ωq+φ(s)·dλq+φ′(s)ds∧λ. If |φ(s)| is small enough we see that ωq+φ(s)dλq as
a two-form on Q is maximally non-degenerate and ker(ω+φ(s)dλ) = ker(ω)
in view of (E.1). The maximal non-degeneracy implies that ω + φ(s)dλ
restricted to {0} × ξq ⊂ T(s,q)(R × Q) is non-degenerate, i.e. a symplectic
form. If φ satisfies this smallness condition and in addition φ′(s) > 0 for all
s then Ωφ is a symplectic form. Hence we have obtain.
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Lemma E.1. Given a smooth manifold Q equipped with a stable Hamil-
tonian structure (Q,λ, ω) there exists ε > 0 such that for every smooth
φ : R → [−ε, ε] with φ′(s) > 0 for all s ∈ R the two-form Ωφ is symplec-
tic. 
In view of this lemma we make the following definition.
Definition E.3. We denote for ε > 0 by Σε the set of all smooth maps
φ : R→ [−ε, ε] satisfying φ′(s) ≥ 0 for all s ∈ R. 
In the case of Q equipped with a contact form we obtain the stable
Hamiltonian structure (Q,λ, dλ). In this case we can take any smooth map
φ : R→ [−1,∞) and assuming that φ′(s) > 0 it follows that
Ωφ = (1 + φ)dλ+ φ
′(s)ds ∧ λ = d((1 + φ)λ)
is symplectic. A possible example is the map φ(s) = es − 1 which gives
Ωφ = d(e
tλ) which is the usual symplectization form. We note that in
the general case of stable Hamiltonian structures the upper bound on φ is
important to get symplectic forms.
E.1.3. Compatible Almost Complex Structures. Starting with a stable Hamil-
tonian structure (Q,λ, ω) we take the manifold R × Q and fix ε > 0 with
the properties guaranteed by Lemma E.1. We consider the set of all 2-forms
Ωφ on R × Q with φ ∈ Σε. Then this collection is invariant under the R-
action on R×Q via addition on the first factor. With ξ = ker(λ) we obtain
the symplectic vector bundle (ξ, ω) → Q and fix a complex structure for
this vector bundle, i.e. a smooth fiber-preserving map J : ξ → ξ with the
following two properties
(1) J2 = −Id.
(2) gJ : ξ ⊕ ξ → R defined by gJ(q)(h, k) = ωq(h, J(q)k) is fiber-wise a
positive definite inner product.
With R being the Reeb vectorfield we define a smooth R-invariant almost
complex structure J˜ for R×Q by
J˜(a, q)(h, kR(q) + ∆) = (−k, hR(q) + J(q)∆),(E.3)
where h, k ∈ R and ∆ ∈ ξ. Consider for φ ∈ Σε the fiber-wise bilinear form
Ωφ ◦ (Id⊕ J˜).
We compute with a vector (h, kR(q) + ∆) ∈ T(s,q)(R×Q)
Ωφ ◦ (Id⊕ J˜)((h, kR(q) + ∆), (h, kR(q) + ∆))(E.4)
= (ω + φ(s)dλ)(∆, J(q)∆) + φ′(s)(h2 + k2)
≥ 0.
Since ω + φ(s)dλ is non-degenerate on ξ we see that in case φ′(s) > 0 the
expression is a positive definite quadratic form.
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Lemma E.2. Given a smooth manifold with stable Hamiltonian structure
(Q,λ, ω) and a R-invariant almost complex structure J˜ as described in (E.3)
pick an admissible ε > 0 as in Definition E.3. Then for every φ ∈ Σε the
(fiber-wise) symmetric quadratic form Qφ defined with (h, kR(q) + ∆) ∈
T(s,q)(R×Q) by
Qφ(s,q)(h, kR(q) + ∆) := Ωφ((h, kR(q) + ∆, J˜(s, q)(h, kR(q) + ∆))
satisfies Qφ(s,q) ≥ 0. If φ ∈ Σε has the property φ′(s) > 0 for all s ∈ R it
satisfies Qφ(s,q) > 0. 
E.2. Periodic Orbits. In the Appendix D we have introduced in Definition
D.2 the abstract notion of a periodic orbit in a smooth manifold Q and this
quite general notion was sufficient for our space constructions in the main
body of the book.
It is an important fact that a given Hamiltonian structure (λ, ω) on an
odd-dimensional manifold Q produces automatically a set of periodic orbits.
We shall explain this next, where we give a formulation compatible with the
general definition.
Definition E.4. Assume Q is equipped with (λ, ω) and R is the associated
Reeb vector field. A periodic orbit for (V, λ, ω) is a tuple ([γ], k, T ) with k
being a nonzero positive integer, T a positive number, γ : S1 → Q a smooth
embedding and [γ] the set of reparameterisations of γ, i.e. t → γ(t + c),
where c ∈ S1, such that the following property holds
dγ
dt
(t) =
T
k
·R(γ(t)).
We call T the period and k the covering number, and T/k the minimal
period. 
Remark E.5. The way to think about a periodic orbit for (Q,λ, ω) is as
follows. Take the Reeb vector field R and solve x˙ = R(x). Assume we have
a periodic orbit (x, T ), i.e. there exists a T > 0 such that x(0) = x(T ).
Then there exists an integer k ≥ 1 such that x(t) 6= x(0) for 0 < t < T/k,
x(0) = x(T/k), and T/k is called the minimal period. We can define the
embedding γ : R/Z→ Q by
γ(t) = x(tT/k).
Then dγdt (t) = (T/k) · R(γ(t)). If we take another point on x(R) and solve
the differential equation with this as starting point we obtain a map y, which
again can be viewed as a T -periodic solution (y, T ). Applying the same
procedure we obtain another element in [γ]. Hence our notation keeps track
of the period, the minimal period, and the set γ(S1) with a preferred class
of parameterizations. 
Definition E.6. Consider a periodic orbit ([γ], k, T ) associated to (Q,λ, ω).
We say that ([γ], k, T ) is non-degenerate if the symplectic map TφkT (p) :
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ξp → ξp for some fixed p ∈ γ(S1) does not have 1 in its spectrum. The
definition does not depend on the choice of p. If for a Hamiltonian structure
(λ, ω) all periodic orbits are non-degenerate we say that (λ, ω) is a non-
degenerate stable Hamiltonian structure. 
Remark E.7. It is always possible to perturb a contact form in C∞, by keep-
ing the associated contact structure, so that the new form is non-degenerate.
The situation for stable Hamiltonian structure is more subtle, see [8, 7]. It
iseems to be possible to always perturb them to a Morse-Bott situation. Our
discussion of polyfold structures can be generalized to this case, but we shall
not do it here and concentrate on the non-degenerate case. 
For the sc-Fredholm Theory in this book we are interested in the situation
where the periodic orbits come from a non-degenerate stable Hamiltonian
structure (λ, ω) on Q.
Definition E.8. Given a smooth compact manifold equipped with a non-
degenerate stable Hamiltonian structure (Q,λ, ω) we denote by P(Q,λ, ω)
the collection of all periodic orbits ([γ], k, T ). We denote by P∗(Q,λ, ω) the
union
P∗(Q,λ, ω) := P(Q,λ, ω)
⋃
{∅}.

For the sc-Fredholm theory it will be important to associate to the ele-
ments in P∗(Q,λ, ω) weight sequences. However, care has to be taken that
these choices are compatible with spectral gaps coming from a certain class
of self-adjoint operators which occur naturally after a choice of almost com-
plex structure compatible with (λ, ω) has been made. We shall discuss this
in end of the next subsection, after introducing the before-mentioned class
of self-adjoint operators, called asymptotic operators.
E.3. Special Coordinates and Asymptotic Operators. Consider (Q,λ, ω),
a smooth manifold with a stable Hamiltonian structure. With ξ := ker(λ)
we equip the symplectic vector bundle (ξ, ω) → Q with a compatible com-
plex structure J : ξ → ξ, J2 = −Id, so that ω ◦ (Id ⊕ J) equips each fiber
with a positive definite inner product. We equip we can equip Q with the
Riemannian metric
gJ := λ⊗ λ+ ω ◦ (Id⊕ J).(E.5)
As we already explained before, the data (λ, ω, J) will determine a R-
invariant almost complex structure J˜ on R×Q, see (E.3) and this structure
will be important in the sc-Fredholm theory. However, not every J˜ will work
for a pseudoholomorphic curve theory in R×Q. It will be important that the
underlying (Q,λ, ω) is non-degenerate and that weight sequences are picked
appropriately. One can express this in various ways. The choice here is to
pick suitable special coordinates and to bring the study of a periodic orbit
into the context of a special model. Of course, it will be important to verify
that different choices of special coordinates lead to the same conclusion.
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E.3.1. Special Coordinates. We are interested in the geometry near a given
periodic orbit
([γ], T, k).
The idea is to transfer the general problem to the model case Q0 := S
1 ×
R2n−2 with periodic orbit ([γ0], T, k), where γ0(t) = (t, 0). The structure on
Q0 is given by λ0 = dt and ω0 =
∑n−1
i=1 dxi ∧ dyi and J0 is the standard
structure on R2n−2 = R2⊕ ..⊕R2, where on the R2-factors (1, 0) is mapped
to (0, 1). We define ξ0 = ker(dt) and as inner product dt ⊗ dt + 〈., .〉R2n−2 .
Note that ω0 ◦ (Id⊕ J0) = 〈., .〉R2n−2 .
What will be of interest to us are structures (λ′, ω′, J ′) defined near γ0(S1),
which coincide with (λ0, ω0, J0) on γ0(S
1). This data (λ′, ω′, J ′) will be
obtained as the push forward of a restriction of (λ, ω, J) on Q to a small
open neighborhood of γ(S1) by a special choice of coordinates.
Definition E.9. Let (Q,λ, ω) be a smooth manifold with a stable Hamilton-
ian structure. Consider a periodic orbit ([γ], T, k). A special coordinate
transformation is a smooth diffeomorphism φ : U(γ(S1)) → U(γ0(S1))
which has the following properties.
(1) There exists a representative γφ ∈ [γ] such that φ ◦ γφ(t) = γ0(t).
(2) For every t ∈ S1 the tangent map
(Tφ)(γφ(t)) : Tγφ(t)Q→ Tγ0(t)Q0
induces a linear isomorphism φ̂t : ξγφ(t) → ξ0γ0(t) which is complex
linear and isometric for the distinguished inner products.

The following is left as an exercise.
Lemma E.3. Given (Q,λ, ω, J) and a periodic orbit ([γ], k, T ) there exist for
given representative γφ suitable open neighborhoods U(γ(S1)) and U(γ0(S
1))
and a special coordinate transformation φ : U(γ(S1))→ U(γ0(S1)) with the
property φ ◦ γφ(t) = γ0(t). 
E.3.2. Asymptotic Operator. We start with (Q,λ, ω) and an associated peri-
odic orbit ([γ], T0, k0) Consider the map which associates to an element y in
C1(S1, Q) the loop ddty − T0R(y). The latter can be viewed as a C0-section
of y∗TQ. The section vanishes at x = γ and consequently has a linearization
Lγ at every representative γ of [γ].
Having fixed γ := γφ ∈ [γ] take a special coordinate φ such that φ(γ(t)) =
γ0(t). With this choice of φ and given a loop y near γ we obtain a loop φ◦ y
near γ0. We consider the following which associates to a smooth loop z near
γ0 the smooth loop η = η(z) in R2n−1 defined by
t→ pr2 ◦ Tφ
(
d
dt
(φ−1(z(t)))− T0 ·R(φ−1(z(t)))
)
.(E.6)
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We note that we can rewrite this as
t→ d
dt
z(t)− T0 · [pr2 ◦ Tφ ◦R ◦ φ−1(z(t))]
We differentiate this expression at z = γ0 in the direction h to obtain L
φ(h),
which is a loop S1 → R× R2n−2. With the linear map
B̂φ(t) : R× R2n−2 → R× R2n−2
being obtained by differentiating y → T0 · [pr2 ◦ Tφ ◦R ◦ φ−1(y) at γ0(t) we
see that Lφ has the form
Lφ(h) =
d
dt
h− B̂(t)h.
Lemma E.4. The following holds true.
(1) The map B̂φ has the form
B̂φ(t)(h1,∆) = (0, B
φ(t)∆),
where h = (h1,∆) ∈ R× R2n−2.
(2) −J0Bφ(t) is symmetric for the standard structure on R2n−2.
(3) The unbounded operator defined in L2(S1,R2n−2) with domain H1(S1,R2n−2)
by h→ −J0[ ddth−Bφ(t)h] is self-adjoint and has a compact resolvent.
Proof. These are known results and we refer for a discussion to [5, 9, 68]. 
With the above discussion in mind we make the following definition.
Definition E.10. Given (Q,λ, ω, J) and a periodic orbit ([γ], T0, k0) we
denote for given special coordinates by Lφ the linear unbounded self-adjoint
operator
Lφ : L2(S1,R2n−2) ⊃ H1(S1,R2n−2)→ L2(S1,R2n−2) :(E.7)
h→ −J0[ ddth−Bφ(t)h].

It is important to know the relationship between Lφ and Lψ given two
different choices of special coordinates. Given an ordered pair (φ, ψ) we have
that
φ ◦ γφ(t) = γ0(t) = ψ ◦ γψ(t), t ∈ S1.
There exists a well-define element c = c(φ, ψ) ∈ S1, called phase, such
that γψ(t) = γφ(t + c) for t ∈ S1. Next we study a pair (φ, ψ) with phase
c = c(φ, ψ), We consider the transition map σ := ψ ◦ φ−1 which is defined
on an open neighborhood of γ0(S
1) in S1 × R2n−2.
Lemma E.5. The following identity holds for a pair (φ, ψ) with phase c
ψ ◦ φ−1(γ0(t+ c)) = γ0(t)
Proof. We compute
γ0(t) = ψ ◦ γψ(t) = ψ ◦ γφ(t+ c) = ψ ◦ φ−1 ◦ γ0(t+ c).

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Abbreviate σ = ψ ◦ φ−1. From the properties of φ and ψ we know
that for (t, z) ∈ S1 × R2n−2 it holds that σ(t + c, 0) = (t, 0) and more-
over Dσ(t, 0)({0} × R2n−2) ⊂ {0} × R2n−2. Further the induced map
R2n−2 → R2n−2 is unitary for using the complex structure coming from
J0. Denoting this map by U(φ,ψ)(t) we obtain a loop of unitary matrices.
We note that
Dσ(t, 0)(h, k) = (h, U(t)k), (h, k) ∈ R× R2n−2.
Unitary here means that the operators commute with J0 and are isometric.
Given the unitary loop U(φ,ψ) we shall write U
−1
(φ,ψ) for the point-wise inverted
loop.
Lemma E.6. For given (φ, ψ, σ) we have the identity
Uφ,σ(t) = Uψ,σ(t− c(φ, ψ)) ◦ Uφ,ψ(t).(E.8)
Proof. We shall write σ ◦ φ−1 = (σ ◦ ψ−1) ◦ (ψ ◦ φ−1) and recall that ψ ◦
φ−1(γ0(t) = γ0(t − c(φ, ψ)). Differentiating the first expression along γ0(t)
and taking the R2n−2-part we obtain at γ0(t)
U(φ,σ)(t) = U(ψ,σ)(t− c(φ, ψ)) ◦ U(φ,ψ)(t).

Finally we show the following.
Proposition E.7. For given (Q,λ, ω, J) and a choice of periodic orbit
([γ], T0, k0) consider for associated special coordinates φ, ψ the asymptotic
operators Lφ and Lψ. Then the following equality holds
Lψ = U(φ,ψ) ◦Lφ ◦ U−1(φ,ψ).
Proof. We have the following two expressions from which Lφ and Lψ are
being derived.
z → ddtz − T0 · [pr2 ◦ Tφ ◦R ◦ φ−1(z)](E.9)
y → ddty − T0 · [pr2 ◦ Tψ ◦R ◦ ψ−1(y)]
Let us define σ = ψ◦φ−1. We note that σ◦γ0(t) = γ0(t−c) where c = c(φ, ψ).
We define the map z → y by y(t− c) = σ ◦ z(t).
We compute (
d
dt
y − T0 · [pr2 ◦ Tψ ◦R ◦ ψ−1(y)]
)
(t− c)
=
d
dt
y(t− c)− T0 · [pr2 ◦ Tψ ◦R ◦ ψ−1(y(t− c))]
=
d
dt
(σ ◦ z(t))− T0 · [pr2 ◦ Tσ ◦ Tφ ◦R ◦ φ−1(z(t))]
= Dσ(z(t))[
d
dt
z(t)− T0 · Tφ ◦R ◦ φ−1(z(t))].
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Differentiating the relationship y(t− c) = σ ◦ z(t) between the input loop z
and the output loop y with respect to z at γ0 in the direction of h gives
k(t− c) = Dσ(t, 0)h(t).
Hence we obtain
d
dt
k(t− c)− B̂ψ(t− c)k(t− c)
= Dσ(t, 0)[
d
dt
h(t)− B̂φ(t)h(t)]
Specializing we obtain from this for h ∈ H1(S1,R2n−2) also the relation ship
d
dt
k(t− c)−Bψ(t− c)k(t− c) = U(φ,ψ)(t)[
d
dt
h(t)−Bφ(t)h(t)]
This means that
(
d
dt
−Bψ)U(φ,ψ)h = U(φ,ψ)(
d
dt
h−Bφh),
and after multiplying by −J0 we obtain the desired result. 
As a consequence of the previous discussion we can define the J-spectral
interval around 0 associated to a periodic orbit ([γ], T, k) associated to
(Q,λ, ω) and J .
Definition E.11. Let (Q,λ, ω) be a closed manifold equipped with a sta-
ble Hamiltonian structure and J an admissible complex multiplication for
ker(λ) → Q. The J-spectral interval associated to a periodic orbit γ =
([γ], T0, k0) is the largest interval (a, b) ⊂ R, a ≤ 0 ≤ b, such that σ(Lφ) ∩
(a, b) = ∅. Here σLφ) is the spectrum associated to this self-adjoint opera-
tor. We also define σ(γ, J) := σ(Lφ), which, of course, does not depend on
φ, and call it the J-spectrum of γ. 
Remark E.12. Since for φ, ψ the associated operators are unitarily con-
jugated the J-interval does not depend on the choice of special coordinate.
In the case that γ is non-degenerate the spectral interval will be nonempty,
containing 0 in the interior. 
As just mentioned the non-degeneracy assumption implies that 0 6∈ σ(γ, J).
Since the operator Lφ has a compact resolvent we have a spectral gap around
0. We call a positive number δ associated to γ = ([γ], T, k) admissible, pro-
vided
σ(γ, J) ∩ [−δ, δ] = ∅.
Note that the admissibility of δ depends on the original choice of J , which
most of the time is fixed from the beginning. If we want to stress the de-
pendence on J we call δ admissible for (γ, J). There are several notions and
results associated to periodic orbits, which are frequently used in construc-
tions.
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Definition E.13. Given a non-degenerate stable Hamiltonian structure (λ, ω)
on the closed manifold Q and a compatible J we call a map
δo : P∗ → (0,∞)
a weight selector associated to J provided for every γ = ([γ], k, T ) ∈ P,
the number δ(γ, J) associated to (γ, J) is admissible and bounded strictly by
2pi. In addition we require that δ(∅) ∈ (0, 2pi). A weight sequence (δi) for
(λ, ω, J) is a sequence of weight functions δm so that for every periodic orbit
γ or γ = ∅ we have
0 < δ0(γ) < δ1(γ) < ....

E.4. Conley-Zehnder and Maslov Index. In the (Fredholm) index the-
ory for the CR-operator the Conley-Zehnder index plays an important role.
We follow [9], which is based on [16, 17, 41, 64]. We view R2 as a symplectic
vector space with coordinates (x, y) and symplectic form dx∧dy. Then R2n
is identified with the direct sum R2⊕ ..⊕R2, coordinates (x1, y1, ..., xn, yn),
and symplectic form ω =
∑n
i=1 dxi ∧ dyi.
E.4.1. Conley-Zehnder Index. Denoting by Sp(n) the group of linear sym-
plectic maps R2n → R2n we consider the space of continuous arcs Φ : [0, 1]→
Sp(n) starting at the identity Id2n at t = 0 and ending at Φ(1) which is a
symplectic map not having 1 in the spectrum. We denote by Σ(n) the maps
α : [0, 1]→ Sp(n) starting and ending at Id2n. The map
G(n)× Σ(n)→ Σ(n) : (α,Φ)→ α · Φ, (α · Φ)(t) = α(t) ◦ Φ(t)
is well-defined. We also have the inversion map
Σ(n)→ Σ(n) : Φ→ Φ−1, Φ−1(t) := (Φ(t))−1.
Finally there is the obvious map
Σ(n)× Σ(m)→ Σ(n+m) : (Φ,Ψ)→ Φ⊕Ψ.
A classical map µnM : G(n) → Z is the Maslov index which is characterized
by the following theorem.
Theorem E.8. The maps µnM for n ∈ {1, ....} are characterized by the
following requirements.
(1) Two loops α1, α2 ∈ G(n) are homotopic in G(n) if and only if
µnM (α1) = µ
n
M (α2).
(2) The map induced on pi1(Sp(n), Id) by µ
n
M is a group isomorphism to
Z, i.e in this particular case equivalently
µnM (α1 · α2) = µnM (α1) + µnM (α1).
Here (α1 · α2)(t) = α1(t) ◦ α2(t).
(3) It holds
µMn
([
t→ (e2piitId2 ⊕ Id2n−2)]) = 1.

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Having characterized the Maslov index we state the main result about
the Conley-Zehnder index. The Conley-Zehnder index refers to a family of
maps µnCZ : Σ(n)→ Z, n ∈ {1, 2, ..}.
Theorem E.9. There exists a unique family µnCZ : Σ(n) → Z for n ∈
{1, 2, ..} characterized by the following properties:
(1) Homotopic maps in G(n) have the same index µnCZ .
(2) For α ∈ G(n) and Φ ∈ Σ(n) the identity
µnCZ(α · Φ) = µnCZ(Φ) + 2 · µnM (α).
(3) µnCZ(Φ
−1) + µnCZ(Φ) = 0.
(4) µ1CZ(γ) = 1, where γ(t) = e
piitIdR2.
(5) µn+mCZ (Φ⊕Ψ) = µnCZ(Φ) + µmCZ(Ψ).

E.4.2. Trivializations and CZ-Index.
Appendix F. Stable Hamiltonian Symplectic Cobordisms
We discuss a variety of issues around compact symplectic manifolds with
boundaries admitting compatible stable Hamiltonian structures.
F.1. Basic Concepts. Ina first step we define the objects of interest and
present them in a way which fits with our larger goals.
Definition F.1. Let (W,Ω) be a compact symplectic manifold with smooth
boundary. We say the boundary is of stable Hamiltonian type provided
there exists a one-form λ on ∂W such that with ω being the pull-back of Ω
to ∂W the pair (λ, ω) is a stable Hamiltonian structure on ∂W in the sense
of Definition E.1 
We note that if (λ, ω) is a stable Hamiltonian structure so is (−λ, ω). If
∂W has different boundary components we obviously can make sign changes
on the different components. Given (W,Ω) with W of dimension 2n the n-
fold exterior power Ωn is a volume form and defines a natural orientation
on W . Taking an outward pointing vector field X on ∂W the volume form
Ωn(X, .) on ∂W orients ∂W and this is called the standard orientation for
the boundary. Given (W,Ω) take λ as described so that (λ, ω) is a stable
Hamiltonian structure. Then λ∧ωn−1 is a volume form on ∂X and induces
an orientation. Given a connected component Q of ∂X we say that (λ, ω) is
positive or negative over Q, provided the stable Hamiltonian orientation
is the same or the opposite of the natural orientation. For the applications
it is important to designate a union of some boundary components as pos-
itive and the rest as negative. With such an additional choice one might
view a compact symplectic manifold with stable Hamiltonian boundary as
a directed symplectic cobordism. We make this precise next.
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Definition F.2. A stable Hamiltonian cobordism is given by a tuple
(W,Ω, υ), where (W,Ω) is a compact symplectic manifold with smooth bound-
ary of stable Hamiltonian type, and υ : ∂W → {−1, 1} is a locally constant
map. We call ∂±W = {w ∈ ∂W | υ(w) = ±1} the positive and negative
boundary, respectively. 
These orientations can be understood as follows. Given w ∈ ∂W we
consider the full tangent space TwW with with Ωw is a symplectic vector
space. Pick a vector R 6= 0 in Tw∂W lying in the kernel of ω. We can
take a complement C in Tw∂W to the line generated by R. For (C,ω)
we take a symplectic basis a1, b1, ..., an−1, bn−1. Finally let X ∈ TwW be
outward pointing so that it is Ω-orthogonal to C and by changing the sign
of R we may assume that Ωw(X,R) > 0. Then X,R, a1, b1, ..., an−1, bn−1
is a symplectic basis for TwW , which also defines the standard orientation,
and R, a1, b1, ..., an−1, bn−1 defines the natural orientation for ∂W at w by
definition. A one-form λ so that (λ, ω) is a stable Hamiltonian structure is
then positive provided λ(R) > 0.
Given a stable Hamiltonian cobordism (W,Ω, υ) we can pick a one form
λ on ∂W which is positive and negative on ∂±W so that (λ, ω) is a stable
Hamiltonian structure. Let us abbreviate Q± := ∂±W and λ± = λ|Q± and
similarly ω±. If we pick λ small enough we assume the following.
(1) Ω¯± := ω± + d(aλ±) is a symplectic form on (−3, 3)×Q±.
(2) There exist neighborhoods U(Q±) with disjoint closures in W , and
diffeomorphisms Ψ+ : (−3, 0] × Q+ → U(Q+), Ψ− : [0, 3) × Q− →
U(Q−) such that Ψ±(0, q) = q and
Ψ∗±Ω = Ω±
Here Ω− is a symplectic form on [0, 3)×Q− obtained by restricting Ω¯− and
Ω+ similarly for (−3, 0]×Q+.
We shall study stable maps with image in W and shall also define a
Cauchy-Riemann section. Stable maps of height 1 will actually take its im-
age in W \ ∂W and there will be concatenations with buildings in R ×Q−
and R × Q+. The concatenated objects will appear as limits of height-1-
sequences. In the present situation the choice os suitable almost complex
structures on W \∂W will be important and the fact these structures which
degenerate towards the boundary are compatible with whole families of sym-
plectic structures which is used in the compactness results, [5], to control
the areas of pseudoholomorphic curves near ∂W .
F.2. A Family of Symplectic Structures. We shall introduce a partic-
ular family F of non-negative two-forms and symplectic structures on W
derived in some sense from Ω and the choices of λ± and Ψ±. The family
will turn out to be compatible with an important class of almost complex
structures on W \ ∂W . We consider pairs φ = (φ−, φ+) of smooth maps
satisfying
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(1) φ+ : (−3, 0]→ (−3, 3) satisfies
φ+(s) = s, s ∈ (−3,−1](F.1)
φ′+(s) ≥ 0, s ∈ (−1, 0]
(2) φ− : [0, 3)→ (−3, 3) satisfies
φ−(s) = s, s ∈ [2, 3)(F.2)
φ′−(s) ≥ 0, s ∈ [0, 1)
We denote by Σ the collection of all φ having the above properties. For given
φ ∈ Σ we define the two-form Ωφ on W as follows. If w ∈ W \ (U(Q−) ∪
U(Q−)) we put
Ωφ(w) = Ω(w).(F.3)
Further we define implicitly on U(Q+) and U(Q−).
Ψ∗−Ωφ = ω− + d(φ−λ−) on [0, 3)×Q−(F.4)
Ψ∗+Ωφ = ω+ + d(φ+λ+) on (−3, 0]×Q+
The family {Ωφ | φ ∈ Σ} is called the family of compatible two-forms.
We note that if φ± have positive derivatives the associated Ωφ is symplectic.
In this case we say that Ωφ is an admissible symplectic form. Admis-
sibility refers to the data (W,Ω, υ), the choice of a small enough λ, (λ, ω)
being a stable Hamiltonian structure compatible with υ, and Ψ±. We shall
use the abbreviation
D = ((W,Ω, υ), λ−, λ+,Ψ−,Ψ+),(F.5)
where D stands for ‘data’.
F.3. Admissible Almost Complex Structures. Our aim in this subsec-
tion is to define a suitable class of smooth almost complex structures J˜ on
W˙ := W \ ∂W compatible in some sense, to be made precise, with the data
D. We introduce the abbreviations
U˙(Q±) = U(Q±) \Q±.
Let ϕ+ : (−3, 0)→ (−3,+∞) be the map having the following properties
ϕ+(s) = s for s ∈ (−3,−2].(F.6)
ϕ′+(s) > 0 for s ∈ (−2,−1).
ϕ+(s) = e
− 1
s − e for s ∈ [−1, 0).
We define the diffeomorphism Ψ+ through its inverse
Ψ−1+ : U˙(Q
+)→ (−3,∞)×Q+ : w → (φ+ × IdQ+) ◦Ψ−1+ (w).
Consider a closed manifold equipped with a stable Hamiltonian structure
(Q,λ, ω) as introduced in Definition E.1. Given a smooth map φ : R →
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[0, 1] satisfying φ′(s) ≥ 0 consider the two form on R × Q defined with
(b, h), (b′, h′) ∈ T(a,q)(R×Q) by
Ωφ(a, q)((b, h), (b
′, h′)) = ω(q)(h, h′) + φ(a)dλ(q)(h, h′)(F.7)
+ φ′(a)(b · λ(q)(h′)− b′ · λ(q)(h)).
Sloppily we may write this as ω + d(φλ). With R being the Reeb vector
field we know that LRλ = 0. In view of the Cartan formula this implies that
0 = d(λ(R)) + dλ(R, .) = dλ(R, .) using that λ(R) ≡ 1. With other words
ker(ω) ⊂ ker(Dλ). Using the splitting TQ = RR⊕ξ we write h = sR(q)+∆
and similarly h′ = s′R(q) + ∆′. Continuing the previous calculation we see
that
ω(q)(h, h′) + φ(a)dλ(q)(h, h′) = ω(q)(∆,∆′) + φ(a)dλ(q)(∆,∆′)(F.8)
There exists an ε ∈ (0, 1] such that the above expression on the right-hand
side is non-degenerate for every φ : R→ [0, ε]. Moreover
φ′(a)(b · λ(q)(h′)− b′ · λ(q)(h)) = b · s′ − b′ · s,(F.9)
which a non-degenerate expression on the right-hand side in case φ′(a) > 0.
Given J : ξ → ξ with J2 = −Id so that ω ◦ (Idξ ⊕ J) defines a positive
definition inner product on the fibers of ξ → Q the associated J˜ has the
following property noting that
J˜(a, q)(b, sR(q) + ∆) = (−s, bR(q) + J(q)∆).
Namely
Ωφ(a, q)((b, h), J˜(a, q)(b, h))(F.10)
= (ω(q)(∆,∆′) + φ(a)dλ(q)(∆,∆′)) + φ′(a)(s2 + b2).
Hence if φ : R → [0, ε] with φ′(a) ≥ 0 the above expression is always non-
negative and if φ′(a) even symplectic. Denote by Σ the set of all smooth
maps R → [0, ε] such that φ′(a) ≥ 0. As we have seen Ωφ is a symplectic
form on R×Q provided φ′(a) > 0 for all a. The family of all Ωφ on R×Q
is invariant under the R-action and as a result of the previous discussion
contains an R-invariant family of symplectic forms.
Another important fact is that given a closed hypersurface Q of dimension
2n− 1 in a symplectic manifold (W,Ω) so that there exists a nowhere van-
ishing one-form λ on Q for which the pull-back ω of Ω to Q defines a stable
Hamiltonian structure on Q there exists an embedding Ψ : (−ε, ε)×Q→W
such that Ψ∗Ω = ω+d(aλ). We can apply this fact in the following situation.
F.4. A Convenient Representation.
Appendix G. Estimates for CR-Operators
We shall discuss a variety of estimates for Cauchy-Riemann type opera-
tors which are being used in establishing the properties of the CR-sections
occurring in the polyfold theory.
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G.1. CR-Type Operators on the Riemann Sphere. Consider the Rie-
mann sphere S2 and consider for some m ≥ 1 the Sobolev space Hm(S2,Cn).
We denote by Ω → S2 the complex vector bundle whose fiber over z ∈ S2
consists of all complex anti-linear maps TzS
2 → Cn. We denote by Hm−1(Ω)
the Sobolev space of sections of Ω → S2 of Sobolev class Hm−1. We can
define the standard Cauchy-Riemann opertor
∂¯ : Hm(S2,Cn)→ Hm−1(Ω) : u→ 1
2
· [Du+ i ◦Du ◦ i],
where Du = pr2 ◦ Tu. The basic result about this operator is the following.
Theorem G.1. For every m ≥ 1 the CR-operator ∂¯ is a complex linear
and surjective Fredholm operator of complex Fredholm index n. The kernel
is spanned by the constant maps. 
A proof can be found in the appendix of [42]. It turns out this result can
be used as one of the basic results for deriving all other results relevant to
us.
If we remove 0 and ∞ from S2 we can identify S2 \ {0,∞} ≡ C \ {0}
which we can parametrize using holomorphic polar coordinates
R× S1 → C \ {0} : (s, t)→ e2pi(s+it).
In SFT certain Cauchy-Riemann type operators on punctured Riemann sur-
faces will be important and the description near the punctures it best done
using positive or negative holomorphic polar coordinates.
We give next version of Theorem G.1 in this spirit. Fix a negative weight
−δ ∈ (−2pi, 0) and define for m ≥ 1 the Sobolev space Hm,−δ(R×S1,Cn) to
consist of all maps u : R×S1 → Cn which belong to Hmloc so that in addtion
|u|Hm,−δ <∞, where
|u|2Hm,−δ =
∑
|α|≤m
∫
R×S1
|Dαu(s, t)|2e−2δ|s|dsdt.
We can define
∂¯ : Hm,−δ(R× S1,Cn)→ Hm−1,−δ(R× S1,Cn) : u→ us + iut.(G.1)
Theorem G.2. Let m ≥ 1 and −δ ∈ (−2pi, 0). Then the Cauchy-Riemann
operator in (G.1) is a complex linear surjective Fredholm operator whose
kernel consists of the constant maps. In particular the complex Fredholm
index is n. 
This is essential the same as Theorem G.1, but using different function
spaces. This can be proved using Fourier series. If we take δ ∈ (0, 2pi) as a
weight and work with Hm,δ it will turn out that ∂¯ will stay Fredholm, but
will change its Fredholm index to −n and will be injective. We can obtain
an isomorphism by slightly enlarging the domain. Define for δ ∈ (0, 2pi) and
m ≥ 1 the Sobolev space Hm,δap (R × S1,Cn) as follows. It consists of all
u ∈ Hmloc so that there exists a smooth map v : R× S1 → Cn (depending on
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u) which is constant outside of a compact set with v(+∞) + v(−∞) = 0 so
that
|u− v|Hm,δ <∞.
The definition does not depend on the choice of v = v(u). We can define
a norm as follows. Take a smooth cut-off model β : R → [0, 1] and define
vc : R× S1 → Cn as follows.
vc(s, t) = (1− 2β(s))c,
where c ∈ C. An element u ∈ Hm,δap (R× S1,Cn) can be uniquely written as
u = vc + w
for a suitable c ∈ C and w ∈ Hm,δ(R × S1,Cn). We define the norm on
Hm,δap (R× S1,Cn) by
|w|2
Hm,δap
(R× S1,Cn) = |c|2 + |w|2Hm,δ .
Theorem G.3. For m ≥ 1 and δ ∈ (0, 2pi) consider the Cauchy-Riemann
operator
∂¯ : Hm,δap (R× S1,Cn)→ Hm−1,δ(R× S1,Cn) : u→ us + iut.
Then ∂¯ is a complex linear topological isomorphism. 
The next class of operators of interest are of the following form. Given
u : R× S1 → Cn we consider the operator
u→ us + iut +A(t)u,
where S1 → LR(Cn) is a smooth arc of real linear maps, which are self-
adjoint for the real inner product on Cn ≡ R2⊕..⊕R2. Note that identifying
C ≡ R2 we identify i with the 2× 2 matrix J0. First of all we recall that
LA : L
2(S1,Cn) ⊃ H1(S1,Cn)→ L2(S1,Cn) : x→ −idx
dt
−A(t)x
is a real self-adjoint operator with compact resolvent and has a pure point
spectrum with real multiplicities bounded by 2n.
Theorem G.4. Let δ ∈ R such that [−|δ|, |δ|] is not contained in the spec-
trum σ(LA) of LA. Then for m ≥ 1 the real linear operator
Hm,δ(R× S1,Cn)→ Hm−1,δ(R× S1,Cn)
u→ us + iut +A(t)u
is topological linear isomorphism. 
For more results along these lines and particularly the relationship be-
tween the spectral flow and the Maslov/ Conley-Zehnder index, see [61].
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Appendix H. A Calculus Lemma
The result discussed here is a generalization for Lemma 4.4. in [38].
Denote by ϕ : (0, 1]→ [0,∞) the exponential gluing profile defined by
ϕ(r) = e
1
r − e
We start by defining a map. For this let T > 0 be a positive number and
define
BT : [0, 1]→ [0, 1]
by setting B(0) = 0 and for x > 0 we put
BT (x) = ϕ
−1(T · ϕ(x)).
We note that B(1) = ϕ−1(0) = 1. Clearly BT is continuous on [0, 1] and
restricted to (0, 1) it is a smooth diffeomorphism (0, 1) → (0, 1). Define
y = ϕ(x). Then
ϕ−1(y) =
1
ln(y + e)
Using this identity we compute if x ∈ (0, 1)
ϕ−1 (T · ϕ(x)) = 1
ln
(
e+T ·
(
e
1
x−e
)) =: 1
ln
(
T ·e 1x+D
) ,
where D = e− Te. Continuing we find
ϕ−1 (T · ϕ(x)) = x · 1
1 + g(x)
,
where g(x) = x · ln(T +D · e− 1x ). Hence,
BT (x) =
x
1 + g(x)
.
We note that limx→g(x) = 0 from which we deduce that
lim
x→0
B(x)
x
= 1.
Hence the derivative B′T (0) exists. Also, for x ∈ (0, 1) we see that
B′(x) =
1
1 + g(x)
− x
(1 + g(x))2
· g′(x).
Since g′(x) = ln
(
T +D · e− 1x
)
+ x
T+D·e− 1x
· e− 1x · 1
x2
we see that B′T (x)→ 1
as x → 0. Consequently BT : [0, 1] → [0, 1] is a C1-diffeomorphism which
we know is smooth on (0, 1]. In order to establish the smoothness of B near
0, using that g(x) for x near 0 is close to 0 and
BT (x) =
1
1 + g(x)
· x
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it suffices to prove the smoothness of g near 0. We define g(0) = 0 and
compute for x > 0 near 0
g′(x) = ln(T +D · e− 1x ) + x
T +D · e− 1x
·D · e− 1x · 1
x2
= ln(T +D · e− 1x ) + D
T +D · e− 1x
· e− 1x · 1
x
=: ln(T +D · e− 1x ) + h(x) · e− 1x · 1
x
.
As x→ 0 we see that g′(x)→ ln(T ). We also see that
lim
x→0
g(x)
x
= ln(T ).
This shows that g is C1 near x. It is a trivial exercise that for every order
of derivative we have that
lim
x→0
dn
dxn
(
h(x) · 1
x
· e− 1x
)
= 0.
Hence
lim
x→0
g′′(x) = lim
x→0
D
T +D · e− 1x
· e− 1x · 1
x2
= lim
x→ h(x) · e
− 1
x · 1
x2
= 0
Since it is easily established that limx→0 d
n
dxnh(x) · e−
1
x · 1
x2
= 0 we deduce
from the previous discussion that
lim
x→0
dn
dxn
g(x) = 0 for all n ≥ 2.
Hence we have proved the following
Lemma H.1. The map g defined near 0 by g(0) = 0 and for x > 0 by
x · ln(T +D · e− 1x )
is smooth. It has the properties g(0) = 0, g′(0) = ln(T ) and g(n)(0) = 0 for
n ≥ 2. 
Using BT (x) =
x
1+g(x) it follows that BT : [0, 1] → [0, 1] is a smooth
diffeomorphism with B(0) = 0 and B′(0) = 1. Hence we established the
result which we need.
Proposition H.2. The map BT : [0, 1) → [0, 1) defined by BT (0) = 0
and BT (x) = ϕ
−1(T · ϕ(x)) for x ∈ (0, 1) is a smooth diffeomorphism with
B′(0) = 1. 
Define the open subset Ω ⊂ [0, 1) × R to consist of all (r, c) with either
r = 0 or in the case r ∈ (0, 1) with ϕ(r) + c > 0. Define
B : Ω→ [0, 1)
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by
B(r, c) =
[
0 r = 0
ϕ−1(ϕ(r) + c) r ∈ (0, 1)
The following result was established in [38], Lemma 4.4.
Proposition H.3. The map B : Ω→ [0, 1) is smooth and satisfies B(0, c) =
0, ∂rB(0, c) = 1, ∂cB(0, c) = 0 ∂
2
rB(0, c) = 0 and for n ≥ 2 and m ≥ 0 it
holds ∂nr ∂
m
c B(0, c) = 0. 
Finally we are ready to state the result we are interested in. For T > 0
define ΩT ⊂ [0, 1)×R to consist of all (x, c) with either x = 0 or if x ∈ (0, 1)
with T · ϕ(x) + c > 0. Then define CT : ΩT → [0, 1) by
CT (x, c) =
[
0 x = 0
ϕ−1(T · ϕ(x) + c) x ∈ (0, 1)
Theorem H.4. The map CT : ΩT → [0, 1) is smooth and ∂xCT (0, c) = 1
for all c.
Proof. The map is clearly smooth as long as x 6= 0. We compute for (x, c)
with x close to 0
CT (x, c) = ϕ
−1(T · ϕ(x) + c)
= ϕ−1 ◦ (T · ϕ) ◦ ϕ−1(ϕ(x) + c/T )
= BT ◦B(x, c/T )
This is a composition of smooth maps and the result follows from the pre-
viously established facts. 
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