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ABSTRACT
Comparison analyses between the gas emission data (H i 21 cm line and CO 2.6mm line) and the Planck/IRAS
dust emission data (optical depth at 353GHz τ353 and dust temperature Td) allow us to estimate the amount and
distribution of the hydrogen gas more accurately, and our previous studies revealed the existence of a large amount
of optically-thick H i gas in the solar neighborhood. Referring to this, we discuss the neutral hydrogen gas around the
Perseus cloud in the present paper. By using the J-band extinction data, we found that τ353 increases as a function
of the 1.3-th power of column number density of the total hydrogen (NH), and this implies dust evolution in high
density regions. This calibrated τ353–NH relationship shows that the amount of the H i gas can be underestimated to
be ∼60% if the optically-thin H i method is used. Based on this relationship, we calculated optical depth of the 21 cm
line (τH i), and found that 〈τH i〉 ∼ 0.92 around the molecular cloud. The effect of τH i is still significant even if we take
into account the dust evolution. We also estimated a spatial distribution of the CO-to-H2 conversion factor (XCO),
and we found its average value is 〈XCO〉 ∼ 1.0 × 10
20 cm−2K−1 km−1 s. Although these results are inconsistent with
some previous studies, these discrepancies can be well explained by the difference of the data and analyses methods.
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1. INTRODUCTION
The neutral atomic hydrogen (H i) 21 cm emission was
discovered in the Galaxy in 1951, and has been used in
order to investigate the structure of the Galaxy. It was
revealed that the Galaxy has a spiral structure and is
rotating at a nearly uniform velocity of ∼200 kms−1 ex-
cept for within ∼2 pc from its center (e.g., Sofue 2013).
The emission also brought advances in our understand-
ing of the interstellar medium (ISM) and external galax-
ies. The role of hydrogen as the raw material of stars
also attracted attention. In 1970’s, the interstellar car-
bon monoxide (CO) emission at 2.6mm was discovered
and has been used as a tracer of molecular hydrogen
(H2) clouds, and a picture of the phase transition from
H i to H2 which triggers the star formation emerged.
The molecular emission lines in the H2 gas is efficient
in cooling the gas which leads to release of the cloud
internal energy and subsequent gravitational collapse.
Hydrogen (either atomic or molecular) accounts for
the majority of the mass of the ISM; in the Galaxy, he-
lium, which is abundant next to hydrogen, and heavier
atoms account for ∼25% and <1% in mass, respectively.
The volume number densities of the H i gas and the H2
gas are estimated to be ∼1 cm−3 and ∼1000 cm−3, re-
spectively, on average. The physical states of the neu-
tral gas at the intermediate density around 100 cm−3
are not understood into detail. In order to elucidate
the evolution of the galaxies, it is an important task
to better understand the behavior of the hydrogen gas
including the transition from H i to H2 over a density
range 1–1000 cm−3.
Planck is an astronomical satellite which aimed at ob-
serving the cosmic microwave background (CMB), and it
observed the all sky at millimeter/sub-millimeter wave-
lengths (e.g., Planck Collaboration et al. 2011a). The
data obtained by Planck necessarily include the emission
from the ISM of the Galaxy as the foreground compo-
nent of the CMB. By using the Planck data, physical
parameters of the interstellar dust such as the optical
depth at 353GHz (τ353), the dust temperature (Td), etc.
are obtained, and they are available in the archival form
(Planck Collaboration et al. 2014). These dust parame-
ter data have relative uncertainties of .10%, and hence,
we can expect that they accurately reflect the proper-
ties and states of the ISM at an angular resolution of
5 arcmin. In particular, τ353 is much less than 1 for all
over the sky, even toward the Galactic plane, and there-
fore the data offer a reliable tracer of the column density
of the total hydrogen atom (NH), if the dust-to-gas ratio
(DGR) is a constant.
Fukui et al. (2014, 2015) compared the Planck dust
data and the gas emission data such as H i and CO for
the solar neighborhood. The H i 21 cm emission is gen-
erally assumed to be optically thin as written in text
books. If the dust properties are uniform and DGR is a
constant, it is expected that the velocity-integrated in-
tensity of the 21 cm spectrum (WH i) is proportional to
τ353 for the data points where the CO emission is not de-
tected. Fukui et al. (2014, 2015) however found that the
correlation between them is not so good. By introducing
Td into the τ353–WH i correlation plot, these authors dis-
covered that the poor correlation in the τ353–WH i plot
is mainly due to the data points where the density is
high and Td is low. There are two main possibilities
to explain this bad correlation between τ353 and WH i;
one is the presence of optically-thick H i gas, and the
other is the presence of “CO-dark H2 gas”, which is H2
gas without the CO emission (e.g., Wolfire et al. 2010;
Planck Collaboration et al. 2011b; Langer et al. 2014).
Fukui et al. (2014, 2015) investigated the H2 fractions in
the hydrogen gas by referring to the UV measurements
(Gillmon et al. 2006), and found that the fractions are
typically .10% toward the lines of sight whose column
densities are up to at least 1021 cm−21. That is, H i
dominates H2, and the “CO-dark H2 gas” would not
be a dominant component in the local ISM. Therefore,
these authors concluded that there exists a large amount
of optically thick H i gas in the local ISM whose typical
optical depth is ∼1, and the amount of the H i gas is
underestimated by ∼50% if a correction for the opac-
ity effect is not applied. In Fukui et al. (2014, 2015),
these analyses were made for the high Galactic latitude
at |b| > 15◦ where the gas density is low. An open issue
discussed in Fukui et al. (2014, 2015) is if τ353 obeys a
simple linear relationship with the NH or not. A study
in the Orion A molecular cloud (Roy et al. 2013) indi-
cates that the dust optical depth is proportional to the
1.28-th power of NH rather than a simple linear rela-
tion. If correct, this non-linearity may be ascribed to
the dust evolution at high column density. This sug-
gests a possibility to apply a minor modification of the
method of Fukui et al. (2014, 2015) in order to improve
the accuracy in NH.
The Perseus cloud is one of the well-known molecular
clouds in the solar neighborhood (d ∼ 300 pc) located
at (ℓ, b) ∼ (160◦,−20◦) (e.g., Bally et al. 2008). This
region is a part of the Gould’s belt and the cloud in-
1 Note that in Figure 16 of Fukui et al. (2015), the H2 fractions
are somewhat larger than 10% toward two Galactic B-type stars,
HD 210121 and HD 102065 (Rachford et al. 2002). These two stars
may be contaminated by their own localized gas, and therefore,
the H2 fractions for the local ISM are possibly not reliable toward
them. For this reason, Fukui et al. (2017) (see Section 4.3) did
not use the results obtained in Rachford et al. (2002).
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cludes some star forming regions (SFRs), IC 348 and
NGC 1333, for example. There are a few previous stud-
ies on the interstellar hydrogen gas in the Perseus re-
gion such as Lee et al. (2012, 2014) and Stanimirovic´
et al. (2014). Lee et al. (2012, 2014) estimated a spa-
tial distribution of the XCO factor, which is a con-
version factor between the velocity-integrated intensity
of 12CO(J=1–0) line (WCO) and the column number
density of the H2 gas (NH2). They used the IRAS
60, 100µm data, and concluded that the average value
of XCO is ∼0.3 × 10
20 cm−2K−1 km−1 s. This average
value is significantly smaller than the typical value for
the Galaxy, (1–2)× 1020 cm−2K−1 km−1 s (e.g., Bolatto
et al. 2013). In Stanimirovic´ et al. (2014), the measure-
ments of the optical depth of the H i gas (τH i) around
the Perseus cloud were made. They observed the H i
21 cm absorption spectra toward 26 extra-Galactic ra-
dio continuum sources, and analyzed the data by using
the method described in Heiles & Troland (2003). They
concluded that optically-thick H i gas was detected only
toward ∼15% of the lines of sight, which disagrees with
the results of Fukui et al. (2014, 2015), and cast doubt
on the “optically-thick H i gas”.
With these results in mind, the aims of the present
study are as follows:
• To investigate whether the arguments by Fukui
et al. (2014, 2015) still hold or not in the region
where the density is relatively high and there exist
the SFRs, and to explore if the τ353–NH relation-
ship requires the non-linear relationship, suggest-
ing dust evolution.
• To understand the cause for the difference between
the previous results by Fukui et al. (2014, 2015),
and Lee et al. (2012, 2014), Stanimirovic´ et al.
(2014) on XCO and τH i, and to test the validity of
usage of τ353 in order to estimate the amount of
the hydrogen gas.
The present paper is organized as follows. Section 2
introduces the data set we used in the present study,
and Section 3 describes the analyses methods and the
results. We present the discussions in Section 4. Finally
Section 5 summarizes the paper.
2. OBSERVATIONAL DATA SET
In the present paper, we used following gas and dust
maps in order to investigate relationships between them.
These data ware spatially smoothed to an effective
HPBW (half power beam width) of 8.4 arcmin, which
corresponds to that of the CfA CO data, except for the
21 cm radio continuum map (35 arcmin). Then, they
were converted to a 3.0 arcmin grid spacing in Right As-
cension and Declination.
2.1. H i data
Data sets of the GALFA H i survey (Data Release 1)
(Peek et al. 2011) are used in the present study. This
survey was done with the Arecibo Observatory 305m
telescope, and its HPBW is ∼4 arcmin. Note that we
have linearly refitted the baseline of each spectrum using
the velocity ranges of mainly VLSR ≤ −161 kms
−1 and
VLSR ≥ +112 kms
−1 in order to correct the baseline
offsets in this version of the raw GALFA data. Then, the
data were spatially smoothed to be a 8.4 arcmin effective
beam size, and RMS fluctuations of the smoothed data
are ∼0.06K at a 0.18 kms−1 velocity resolution.
2.2. CO data
We used the 12CO(J=1–0) data cube by Dame
et al. (2001) as a tracer of H2 gas. The HPBW is
8.4 arcmin, and the RMS noise fluctuations are ∼0.25K
at a 0.65 kms−1 velocity resolution (Dame et al. 2001).
We downloaded this data cube from the web site of
Harvard-Smithsonian Center for Astrophysics (CfA)2.
2.3. Planck and IRAS dust emission data
Archival data sets of dust optical depth at 353GHz
(τ353) and dust temperature (Td) obtained by Planck
and IRAS satellites are used. They were obtained by
fitting intensities at 353GHz, 545GHz, and 857GHz
observed with Planck and at 100µm of IRIS (Improved
Reprocessing of the IRAS Survey) with modified-
blackbody functions (for details, see Planck Collabo-
ration et al. 2011c). In the present study we utilized
version R1.20 of the Planck dust maps3 and IRIS 60µm
and 100µm maps4 (Miville-Descheˆnes & Lagache 2005).
We downloaded all-sky FITS data sets with a HEALPix5
format (Go´rski et al. 2005).
2.4. J-band extinction data
An all-sky distribution of J-band extinction (AJ ) was
derived in Juvela & Montillaud (2016). They used
“NICER” and “NICEST” methods in order to calculate
the AJ map based on the 2MASS (two micron all-sky
survey) J , H , and K-band extinction data. We down-
loaded an all-sky FITS data6 with a HEALPix format.
The angular resolution of the raw map is 3 arcmin.
2 https://www.cfa.harvard.edu
3 http://irsa.ipac.caltech.edu
4 https://lambda.gsfc.nasa.gov
5 http://healpix.sourceforge.net
6 http://www.interstellarmedium.org
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Table 1. List of symbols used in the present paper
Symbol Unit Description Note
WH i [K kms
−1] H i 21 cm line velocity-integrated intensity. (a)
NH i [cm
−2] H i column number density.
N∗H i [cm
−2] H i column number density (optically thin limit), ≡XH i×WH i.
TH i [K] H i brightness temperature.
∆VH i [km s
−1] H i velocity width, ≡WH i/TH i(peak).
τH i · · · H i optical depth.
Ts [K] H i spin temperature.
XH i [cm
−2K−1 km−1 s] Theoretical conversion factor, =1.823×1018 cm−2 K−1 km−1 s.
NH2 [cm
−2] H2 column number density.
NH [cm
−2] Total hydrogen column number density, =NH i+2NH2 .
WCO [K kms
−1] 12CO(J=1–0) line velocity-integrated intensity. (b)
XCO [cm
−2K−1 km−1 s] Empirical CO-to-H2 conversion factor, ≡NH2/WCO.
τ353 · · · Optical depth at 353GHz derived by Planck/IRAS satellite.
Td [K] Cold dust temperature derived by Planck/IRAS satellite.
AJ [mag] J-band extinction derived by NICEST method. (c)
Tbg [K] Background brightness temperature at 21 cm. (d)
τ353,ref · · · Reference value of τ353, =1.2×10
−6. (e)
NH,ref [cm
−2] Reference value of NH, =2.5×10
20 cm−2. (e)
α · · · Power index in Equation (2).
Note— (a) Peek et al. (2011). The integrated range is from −188.4 km s−1 to +188.4 km s−1.
(b) Dame et al. (2001). The integrated range is from −4.9 km s−1 to +12.0 kms−1.
(c) Juvela & Montillaud (2016)
(d) Reich (1982); Reich & Reich (1986)
(e) Appendix A
2.5. Hα data
For the purpose of identifying regions where ultravi-
olet (UV) emission locally affect the dust properties by
heating up or destroying them, we used Hα emission
data. The Hα map was obtained by Finkbeiner (2003)
and it has an angular resolution of 6 arcmin.
2.6. 21 cm radio continuum data
21 cm continuum brightness temperature map is used
in order to obtain the background emission. This map
was derived by Reich & Reich (1986) and includes the
2.7K cosmic background radiation. Although it has
a lower spatial resolution (∼35 arcmin) than the other
maps, we use this map as it is in the present study.
3. ANALYSES & RESULTS
3.1. Spatial Distributions
Figure 1 shows spatial distributions of data sets used
in the present study.
Figure 1(a) is the distribution of velocity-integrated
intensity of 12CO(J=1−0) line (WCO) obtained by
Dame et al. (2001). The integrated velocity range is
from −4.9 kms−1 to +12.0 kms−1. We use this map
as a tracer of column number densities of molecular
hydrogen (NH2).
Figure 1(b) is a map of velocity-integrated intensity
of H i 21 cm line (WH i). It was derived by GALFA-
H i survey (Peek et al. 2011). The integrated velocity
range is from −188.4 kms−1 to +188.4 kms−1. Because
we found some strong spike noises in the spectra in our
region, we masked 4 areas to exclude these bad spectra.
See Figure 2 for details on the mask.
Figure 1(c) and (d) show distributions of the dust
emission parameters obtained from the Planck/IRAS
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Figure 1. (a) A Velocity-integrated intensity map of 12CO(J=1−0) line (Dame et al. 2001). The integrated velocity range is
from −4.9 kms−1 to +12.0 kms−1. (b) A Velocity-integrated intensity map of H i 21 cm line (Peek et al. 2011). The integrated
velocity range is from −188.4 kms−1 to +188.4 km s−1. See Figure 2 for the details of the masks. (c) and (d) Spatial distributions
of optical depth at 353GHz and cold dust temperature obtained by the Planck/IRAS satellites (Planck Collaboration et al.
2011c). (e) A map of J-band extinction derived by 2MASS data and “NICEST” analyses (Juvela & Montillaud 2016). (f) An
intensity map at 100µm obtained by IRAS satellite (Miville-Descheˆnes & Lagache 2005). (g) An Hα intensity map derived by
Finkbeiner (2003). Red crosses indicate positions of YSO candidates (To´th et al. 2014). (h) A spatial distribution of the 21 cm
background radio continuum (Reich & Reich 1986). This map includes the 2.7K cosmic background radiation, etc. Effective
beam sizes are 8.4 arcmin for the panels (a)–(g), and 35 arcmin for the panel (h).
6 Okamoto, R., et al.
observations. A map of dust optical depth at 353GHz
(τ353) is drawn in Figure 1(c). τ353 is obtained by us-
ing the data observed with the Planck satellite, which is
aimed at accurately detecting the spatial distribution of
the CMB. Therefore, it has high reliability with typical
uncertainty of .10%. In addition, the value of τ353 is at
most .10−3 even toward the Galactic plane, and hence
we can expect that it perfectly reflects the distribution
and amount of ISM. τ353 is considered as a high accu-
racy/precision tracer of column number density of total
hydrogen atoms (NH) if DGR is uniform.
Figure 1(d) shows cold dust temperature (Td) ob-
tained simultaneously with τ353. We can see a trend that
Td becomes lower toward the molecular clouds detected
by CO. It indicates that dust grains themselves shield
the interstellar radiation field (ISRF) in the molecular
clouds and grains are less heated in addition to radia-
tive cooling (see also Figure 5). Note that Td is high
around local heating sources, such as the California Neb-
ula (NGC 1499), the Pleiades (M45), and the “ring-like
feature” described in Lee et al. (2012). The Td image
has a relatively low contrast compared to τ353, in partic-
ular the range of Td in this region is typically from 17K
to 22K. This is because Td is proportional to the one-
sixth power of the total intensity radiated from thermal-
equilibrium grains expressed as the modified-blackbody
model. It reflects that the total radiation energy of the
modified-blackbody is proportional to the fourth power
of the temperature, and is in addition proportional to
the emissivity spectral index (∼2).
Figure 1(e) is an image of J-band extinction (AJ ) de-
rived by (Juvela & Montillaud 2016) using 2MASS data
and “NICEST” method (Lombardi & Alves 2001). We
use this map as an another tracer of NH.
A spatial distribution of IRIS 100µm intensity (I100)
is drawn in Figure 1(f). This map is used for a compari-
son of the CO-to-H2 conversion factor (see Section 4.1).
We show an intensity map of Hα emission in Fig-
ure 1(g), overlaid with locations of young stellar object
(YSO) candidates. Hα emission indicates the presence
of ionized hydrogen (H ii) and thus indicates the pres-
ence of strong UV radiation. We use the data in order to
identify the region where the dust may be destroyed by
UV radiation. The red crosses are the location of YSO
candidates catalogued by To´th et al. (2014). From this
catalogue we extracted the candidates under the con-
dition that “probability of being a YSO candidate” is
greater than 0.997. It is based on AKARI Far-Infrared
Surveyor (FIS) Bright Source Catalogue.
Figure 1(h) shows a spatial distribution of brightness
temperature of 21 cm continuum radiation. This map
was derived by Reich & Reich (1986) and includes the
2.7K cosmic background radiation, etc.
3.2. Masking
Masks applied in the present study are shown in Fig-
ure (2).
(a) This mask is used in order to mask the data points
which molecular hydrogen can exist (WCO > 3 σ).
(b) There exist strong spike noises (equivalent to
TH i ∼ 30K) in some spectra of GALFA-H i DR1
data. This mask is used in order to exclude the
data points within 8.4 arcmin (= 1HPBW) from
these bad spectra.
(c) In Stanimirovic´ et al. (2014) absorption spectra
due to the local H i gas are detected toward extra-
Galactic radio continuum sources. Since there are
11 out of these sources in this region, this mask is
used to exclude the data points within 8.4 arcmin
(= 1HPBW) from them.
(d) This mask excludes the data points within 1.5 deg
from the center of the Pleiades (αJ2000, δJ2000) ∼
(3h 47m,+24◦ 07m) (SIMBAD Astronomical Database,
Wenger et al. 2000) because dust grains are locally
heated up.
(e) Lee et al. (2012) describes the “ring-like feature”,
which is formed by an H ii region due to a B-
type star named HD 278942 (Ridge et al. 2006).
As well as Lee et al. (2012) this mask is used
to exclude the data points within 56 arcmin from
(αJ2000, δJ2000) = (3
h 39m 30s,+32◦).
(f) Dust grains can be locally heated up or destroyed
in regions where Hα emission is strong. We use
this mask for the purpose of excluding the data
points where Hα ≥ 10R.
Mask-(a) is applied to Figure 6, 7(c), 8, 9. Mask-(b),
(c) are applied to the H i data, and mask-(d), (e), (f) to
the dust data.
3.3. Velocity Structure
Figure 3(a) is a R.A.-velocity diagram of H i (image)
and CO (contours, every 0.3K from 0.3K) in terms
of Dec.-averaged intensities. Figure 3(b) shows the
mean H i spectrum of this region. Although there is a
intermediate-velocity component (intermediate-velocity
cloud; IVC) at VLSR . −30 kms
−1, its contribution to
the column density is only up to ∼6% of the total, we
therefore use the data including all the velocity compo-
nents.
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Figure 2. Mask maps used in the present study. We masked the data points (a) where WCO ≥ 3σ, (b) where spike noises are
detected in H i spectra, (c) within an effective HPBW (8.4 arcmin) of background radio point sources described in Stanimirovic´
et al. (2014), (d) within 1.5 deg of Pleiades, (e) within 56 arcmin from (αJ2000, δJ2000) = (3
h 39m 30s,+32◦) (“ring-like feature”
described in Lee et al. 2012), and (f) where Hα ≥ 10R. (b) and (c) are applied to H i maps, (d), (e), and (f) are applied to dust
maps.
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Figure 3. (a) A R.A.-velocity diagram of H i (image) and CO (contours) in terms of Dec.-averaged intensities. The contours
are drawn every 0.3K from 0.3K. The average is calculated over the whole Dec. range shown in Figure (1). (b) An averaged
H i spectrum calculated over the whole region shown in Figure (1) (b). The dashed lines indicate VLSR = −30 km s
−1.
3.4. Hydrogen Amount Estimation
Figure (4) is a double logarithmic correlation plot
between AJ and τ353. A linear regression in double
logarithmic scale using the data of AJ ≥ 0.5mag and
τ353 ≥ 3× 10
−5 yields the following relationship,
τ353= [(1.08± 0.02)× 10
−4]× (AJ )
1.32±0.04. (1)
We assume the uncertainties in the AJ data are 0.2mag,
which is the typical fluctuation nearby the Perseus
cloud. Considering AJ as a linear tracer of NH along
each line of sight, Equation (1) indicates that dust emis-
sion cross section per hydrogen atom increases with the
∼1.3-th power of NH. A similar analysis was done in
Roy et al. (2013) for the Orion A region, and they con-
cluded that the power index is 1.28. Our result is con-
sistent with it, and these results show dust evolution
in high density regions. The grain size is typically up
to ∼0.2µm (Jones et al. 2013), which is much smaller
than the J-band wavelength, ∼1.25µm. In addition, the
grain size can change by only ∼0.02µm (Ysard et al.
2015). Roy et al. (2013) and Forbrich et al. (2015) also
argue that in the high density regions it is mostly the
sub-millimeter opacity that is changing, not the infrared
extinction. Therefore, changes in the grain size have
small effect on the J-band extinction, and we can re-
gard AJ as a linear tracer of NH if DGR is uniform.
In the present study, therefore, we adopted 1.3 as the
power index (α) from Equation (1).
In Fukui et al. (2014, 2015) we suggested an algorithm
for estimating the amount of the hydrogen gas using τ353
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Figure 4. A double logarithmic scatter plot (density plot)
between AJ and τ353. Colors are correspond to numbers of
the data points included in each bin. The dashed line shows
a relationship of τ353 = (1.08×10
−4)× (AJ)
1.32, which is the
result of a linear regression in double logarithmic scale using
the data of AJ ≥ 0.5mag and τ353 ≥ 3 × 10
−5. The dotted
lines indicate AJ = 0.5mag and τ353 = 3× 10
−5.
as an accurate tracer of NH. In Fukui et al. (2014) we
assumed the relationship τ353 ∝ NH. On the other hand,
Fukui et al. (2015), considering the result of Roy et al.
(2013), made discussion using the relationship of
τ353
τ353,ref
=
(
NH
NH,ref
)α
. (2)
Here τ353,ref and NH,ref are normalization constants
which satisfy the relationship of NH,ref = (1.15× 10
8)×
XH i × τ353,ref (Fukui et al. 2015). In the present study
we use Equation (2) by substituting α = 1.3, τ353,ref =
1.2× 10−6, and NH,ref = 2.5× 10
20 cm−2;
NH =
(
τ353
τ353,ref
)1/α
NH,ref (3)
= (9.0× 1024)× (τ353)
1/1.3.
See Appendix A for the details of the determination of
τ353,ref and NH,ref.
Conventionally, the following equation is used to cal-
culate the column number density of H i gas from an
observable value, WH i,
N∗H i ≡ XH i ×WH i. (4)
Although widely used, this equation is obtained un-
der the assumption that the H i gas is optically thin
(τH i ≪ 1). The symbol N
∗
H i is the H i column num-
ber density in the optically-thin limit. Therefore, when
Equation (4) is used, the H i column number density can
be underestimated if optically-thick H i gas exists. Here
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Figure 5. A scatter plot (density plot) between τ353 and
Td. It clearly shows a negative relationship as with Fukui
et al. (2014) for MBM 53, 54, 55 region.
we will show that H i optical depth has significant ef-
fects on the estimation of the H i amount in the Perseus
region.
Figure 5 is a scatter plot between τ353 and Td of the
region analyzed. As well as the MBM 53, 54, 55 region
(Fukui et al. 2014), it clearly shows an anti-correlation
relationship between the two quantities. As described
in Section 3.1, dust grains are heated by interstellar ra-
diation field (ISRF). In the areas where τ353 is small,
the amount of ISM is also small and therefore the ISRF
efficiently heats up the dust grains. Conversely, in the
areas where τ353 is large, the amount of ISM is also large
and the ISRF is shielded by the grains themselves, and
they are cooled by dust radiation. The anti-correlation
in Figure 5 reflects these picture. In addition, in the lat-
ter case, the dust growth can increase τ353 in such high
density areas.
Figure 6 is a correlation plot between τ353 and WH i
colored by Td in windows of 0.5K intervals. Note
that we applied the mask-(a) (CO mask) and therefore,
NH = NH i for the data points plotted in Figure 6. Al-
though the correlation is not so good as a whole, the
distributions of the data points on the τ353–WH i plane
are clearly different when separated according to Td.
The scattering is small for the data points where Td is
high, and it becomes large with decreasing Td. In par-
ticular, the distribution of the high-Td points (such as
Td > 19.5K) is elongated, and it seems to pass through
the origin when it is extrapolated. On the other hand,
the distribution of the low-Td points is broadened along
the τ353 axis. As we described above, this indicates that
for such low-Td points the amount of the ISM is large,
and hence WH i is saturated against τ353 because of the
effect of large optical depth, i.e., τH i & 0.3. Therefore,
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Figure 6. A scatter plot between τ353 and WH i colored by Td in 0.5K windows. The right hand y-axis indicates the column
number density of H i in the optically-thin limit (NH i). The curves are theoretical relationships between both variables (Equa-
tion (7)) for the case of τH i = 0, 0.11, 1, 2, 3 (from left to right). The light blue ones are for the case of α = 1.0 and red ones for
the case of α = 1.3, respectively. We considered Tbg = 3.7K and ∆VH i = 13.7 kms
−1 (mean values in this region) as constants.
The dashed lines correspond to τ353,ref = 1.2× 10
−6 and NH,ref = 2.5× 10
20 cm−2 (Appendix A).
for such data points the amount of H i cannot be cal-
culated by using Equation (4). It can be said that the
reason of the low spatial correlation between τ353 and
WH i (Figure 1(b), (c)) is the effect of τH i. Note that
there is another possibility to explain the bad correla-
tion between τ353 and WH i; the presence of “CO-dark
H2 gas”, which is not detectable by the CO line. In
Fukui et al. (2015), however, the authors examined the
fraction of H2 in the hydrogen gas by referring to the
results of the UV measurements (Gillmon et al. 2006;
Rachford et al. 2002), and found that the fraction is at
most ∼10%. This means that H i dominates H2 in the
typical hydrogen gas. In addition, Fukui et al. (2012) re-
vealed that the total hydrogen column number density
(NH i + 2NH2) shows a good correlation with the TeV
gamma ray distribution (a reliable tracer of the total
hydrogen) in the supernova remnant RX J1713.7−3946
when the H i optical depth is corrected. From these, the
bad correlation between τ353 and WH i can be explained
by optically-thick H i gas alone, without “CO-dark H2
gas”. In the present study therefore, we did not consider
“CO-dark H2 gas”. The aspect of the WH i saturation
can be explained by using the radiation transfer equa-
tion as stated below.
The following Equations (5) and (6) are the radiation
transfer equation of H i 21 cm line and the equation of
H i optical depth, respectively, and both of them are de-
rived theoretically (e.g., Draine 2011; Dickey & Lockman
1990).
WH i= (Ts − Tbg)∆VH i {1− exp(−τH i)} (5)
τH i =
NH i
XH i
1
Ts
1
∆VH i
(6)
These equations are independent of each other, and are
valid regardless of whether τH i is negligible or not.We de-
fine ∆VH i as WH i/TH i(peak), and τH i in Equations (5)
and (6) are regarded as the average values over the ve-
locity range ∆VH i. From the two and Equation (3) we
derive the following relationship;
WH i =
{(
τ353
τ353,ref
)1/α
NH,ref
XH i
1
τH i
1
∆VH i
− Tbg
}
×∆VH i {1− exp(−τH i)}. (7)
The lines/curves in Figure 6 show this relationships
in cases of α = 1.0 and 1.3 (light blue lines and red
curves, respectively) when τH i ≪ 1, τH i = 0.11, 1, 2,
and 3 are substituted (from left to right). We applied
∆VH i = 13.7 kms
−1 and Tbg = 3.7K, which are the
mean values of the data points shown in Figure 6. The
standard deviations of ∆VH i and Tbg are 1.9 kms
−1 and
0.05K, respectively. Note that τH i = 0.21 is given in
Appendix A. According to these curves, there is a trend
that larger τH i gives a smaller slope, which is consistent
with the distribution of the low-Td points. Therefore,
these equal-τH i curves should trace the distribution of
the equal-Td points. As shown in Figure 6, the curves
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to which α = 1.3 is applied show better correlations with
the distributions of the data points rather than α = 1.0
for both high- and low-Td. This also suggests that it is
important to take into account the dust evolution. We
can say in addition that the small variances at high Td
(small τH i) suggest the uniform DGR and the uniform
grain size.
Figure 7(a) is a spatial distribution of NH calculated
with Equation (3). Figure 7(b) shows a distribution of
N∗H i derived with Equation (4), which is the H i col-
umn number density at optically-thin limit. Note that
in Figure 7(a) and (b) the scales of their color-bars are
significantly different from each other. In Figure 7(c)
we show a distribution of NH/N
∗
H i, which is the pixel-
to-pixel ratio map of Figure 7(a) and (b). In this map,
mask-(a) is applied in order to exclude the data points
where H2 can exist. We found that the mean value of
NH/N
∗
H i is ∼1.8 (see also Figure 9), and hence in this
region, the amount of H i is underestimated to be ∼57%
if Equation (4) is used. From these, it turns out that H i
optical depth has a significant effect in estimating the
amount of H i gas in the ISM.
Using Equation (3), we can estimate the total (atomic
and molecular) amount of the hydrogen gas in a high
accuracy without being affected by H i optical depth.
However, note that Equation (3) alone cannot separate
atomic and molecular components, and also cannot sep-
arate individual components located along the same line
of sight.
3.5. τH i and Ts Estimation
Once NH is derived with Equation (3), τH i and Ts
can be calculated independently as solutions of a sys-
tem of equations (5) and (6) (Fukui et al. 2014, 2015).
Since the solutions of the coupled equations cannot be
expressed analytically, they are numerically calculated.
We note that in the limit of τH i ≪ 1 the solutions are
indeterminate. Figure 8 shows the spatial distributions
of (a) τH i and (b) Ts, respectively. In order to compare
with the result of τH i obtained based on H i absorption
measurements in Stanimirovic´ et al. (2014), we spatially
interpolated (bilinear method) the H i spectra masked
by mask-(c) and calculated the solutions.
In Figure 9 we show mass-weighted histograms of (a)
NH, (b) NH/N
∗
H i, (c) τH i, and (d) Ts, respectively, for
the region shown in Figure 8. We assumed the dis-
tance to the Perseus cloud as 300 pc (Bally et al. 2008),
and the mass is calculated by including hydrogen and
helium. We found the mass-weighted mean values as
〈NH〉 ∼ 1.7× 10
21 cm−2, 〈NH/N
∗
H i〉 ∼ 1.6, 〈τH i〉 ∼ 0.92,
and 〈Ts〉 ∼ 97K. The ratio of the H i mass with τH i < 1
is ∼37% of the total mass and as shown in Figure 6
optically thick H i cannot be ignored. In Fukui et al.
(2014) we found that 〈Ts〉 ∼ 30K around the MBM 53,
54, 55/HLCG 92–35 clouds, which is somewhat lower
than that for the Perseus region. It is possible that
the Perseus cloud is located in the Gould’s belt, which
contains heat sources including some SFRs and OB as-
sociations.
Figure 10 shows examples of the τH i and Ts solutions.
The curves of Equation (5) (blue) and Equation (6)
(red), and the solutions of τH i and Ts (purple) are drawn
on the τH i–Ts plane. We show the solutions toward
the background radio sources described in Stanimirovic´
et al. (2014). As described above, the H i spectra to-
ward the directions are spatially interpolated. The blue
and red dashed curves indicate 1 σ uncertainties for each
curve, and we defined the uncertainties in the solutions
(purple lines) as the intersections of the dashed curves.
Table 2 is the results of the calculations. For each data
point the solutions of τH i and Ts are well determined.
3.6. XCO estimation
The XCO factor, which is an empirical conversion
factor, has been used in order to estimate H2 column
number density (NH2) from the velocity-integrated in-
tensity of the CO line (WCO). Conventionally, XCO ∼
(1–2) × 1020 cm−2K−1 km−1 s is assumed as an typical
value for the Galaxy (e.g., Bolatto et al. 2013). Here,
since NH is obtained with a higher accuracy, we are able
to determine XCO by using the Planck data and WCO
data.
Figure 11 indicates correlation plots betweenWCO (x–
axis) and NH (y–axis). Fitting the distribution of the
data points and calculating the slope and the intercept,
we can separate the atomic component and the molecu-
lar component from NH.
NH= NH i + 2NH2
NH2 = XCO ×WCO
So, we obtain the following,
NH = (2XCO)WCO +NH i
≡ (slope)×WCO + (intercept). (8)
The intercept gives the atomic component, and the
slope gives the molecular component and theXCO factor
(= slope/2). Note that the contribution of the atomic
component is a mean value, and we assumed that it is
constant against WCO. We used an outlier-robust lin-
ear regression method in order to avoid the effect due
to the data points where WCO is saturated against NH.
For this purpose, we utilized the ROBUST LINEFIT
routine provided in The IDL Astronomy User’s Library
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Figure 7. (a) A map of NH calculated by Equation (3). Masks-(d), (e), (f) are applied. (b) A spatial distribution of H i
column density calculated under the assumption of the optically thin limit, N∗H i (= XH i ×WH i) Masks-(b), (c) are applied. (c)
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Figure 8. Estimated spatial distributions of (a) τH i and
(b) Ts, which are the solutions of the system of equations
(5) and (6). For the purpose of comparisons with the results
of Stanimirovic´ et al. (2014), we spatially interpolated the
H i spectra toward the background sources using the bilinear
interpolation method and computed τH i and Ts.
(Landsman 1993). In the present study, we estimated
the spatial distribution of the XCO factor by the proce-
dure described below.
1. We prepare a “window”, which extracts the data
points within a 1-degree radius from a certain
point. This radius is determined in order to ensure
a sufficient number of data points to be fitted.
2. By using the data points inside the window, we
estimate the XCO factor from the WCO–NH plot .
3. We regard the resulting XCO as the value of the
center point of the window.
4. The XCO map can be obtained by iteratively cal-
culating the XCO factor for all the data points
while moving the center of the window pixel by
pixel (this process is similar to image convolution).
Figure 12(a) and (b) shows the map of WCO and NH
(already shown in Figure 1(a) and Figure 7(a)), but
only Mask-(d) and (e) are applied in order to com-
pare with previous studies (Lee et al. 2012, 2014, de-
scribed below). The four overlaid circles (A)–(D) in-
dicate the examples of the “window”, corresponding to
the panels (a)–(d) of Figure 11, respectively. The re-
sulting XCO map is shown in Figure 12(c). We found
the XCO factor significantly varies within the Perseus
cloud, XCO ∼ (0.3–2.0) × 10
20 cm−2K−1 km−1 s with
a typical uncertainty of 10–50%. The XCO variation
within molecular clouds is discussed in some previous
studies (e.g., Magnani et al. 1998; Cotten & Magnani
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Figure 9. Mass-weighted histograms of (a) NH, (b) NH i/N
∗
H i, (c) τH i, and (d) Ts for the region shown in Figure (8). We
assume a distance of 300 pc and the mass includes helium. The dashed lines indicate the mass-weighted mean values of each
histogram. In panel (a) the upper x-axis shows the τ353 calculated by using Equation (3).
2013; Lee et al. 2014), and the present result agrees
with these results. We also found the average value
is 〈XCO〉 ∼ 1.0 × 10
20 cm−2K−1 km−1 s (Figure 11(e)),
which is consistent with the empirical and typical value
of the Galaxy, (1–2) × 1020 cm−2K−1 km−1 s. On the
other hand, Lee et al. (2012, 2014) also estimated a spa-
tial distribution the XCO factor in the Perseus molec-
ular cloud. However, they obtained the average value
of 〈XCO〉 ∼ 0.3 × 10
20 cm−2K−1 km−1 s, which is ∼1/3
of our result. We will explain this discrepancy between
these two results on the XCO factor in the next section.
4. DISCUSSIONS
4.1. XCO
As mentioned above, Lee et al. (2012, 2014) also esti-
mated the spatial distribution of the XCO factor in the
Perseus molecular cloud. Their procedure for the XCO
estimation is briefly described below:
1. NH is estimated by using AV as a tracer of the
total amount of hydrogen. They used the dust-to-
gas ratio (DGR) as the conversion factor,
NH =
AV
DGR
, DGR = 1.1× 10−21mag−1 cm2.
2. NH2 is calculated by subtracting NH i from NH,
NH2 =
1
2
(NH −NH i). (9)
Note that in Lee et al. (2012, 2014) τH i = 0 is
assumed, that is, NH i = N
∗
H i is assumed.
3. The resulting XCO map is obtained by dividing
NH2 by WCO for each data point.
The available AV map (“COMPLETE survey” (Lom-
bardi & Alves 2001) based on the 2MASS data), how-
ever, covers only the central region of the cloud, hence
they made a wide-area “simulated” AV map by using
IRAS data:
1. The wide-area dust temperature map was esti-
mated from the ratio of the intensities of the IRIS
60, 100µm maps. Effect from Very Small Grains
(VSGs) was considered for the IRIS 60µm map.
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Figure 10. Examples of the τH i and Ts estimations. As examples we show the results toward background radio sources
described in Stanimirovic´ et al. (2014). Blue solid lines are calculated by Equation (5) and red ones by Equation (6). The
solutions of τH i and Ts (purple solid lines) are obtained in terms of the intersections of the red and blue lines. Dashed lines
indicate the uncertainty ranges for each solid line.
Table 2. List of radio continuum sources in Table 1 of Stanimirovic´ et al. (2014)
present study Stanimirovic´ et al. (2014)
Name Position τ353 NH Ts τH i τH i ×∆VH i
∫
τH idV
αJ2000 δJ2000 [10
−5] [1021 cm−2] [K] [km s−1] [km s−1]
(a) (b) (c) (d) (e) (f) (g) (h) (i)
NV 0232+34 2h 32m 28.s72 +34◦ 24m 06.s08 0.5 0.8 82+10
−8 0.4±0.1 5.1±0.7 1.89±0.14
3C 068.2 2h 34m 23.s87 +31◦ 34m 17.s62 0.9 1.2 71+4
−3 0.9±0.1 9.0±0.6 4.77±0.14
4C +28.06 2h 35m 35.s41 +29◦ 08m 57.s73 0.7 1.0 95+12
−9 0.4±0.1 5.8±0.8 3.67±0.04
4C +28.07 2h 37m 52.s42 +28◦ 48m 09.s16 1.1 1.4 50+3
−2 1.2±0.1 15.7
+1.4
−1.3 4.43±0.15
4C +34.09 3h 01m 42.s38 +35◦ 12m 20.s84 1.1 1.4 85+7
−6 0.7±0.1 8.9±0.9 4.05±0.04
4C +30.04 3h 11m 35.s19 +30◦ 43m 20.s62 2.0 2.2 · · · · · · · · · 7.62±0.08
B 20326+27 3h 29m 57.s69 +27◦ 56m 15.s64 1.2 1.4 97+9
−7 0.6±0.1 8.1±0.9 4.50±0.04
3C 092 3h 40m 08.s55 +32◦ 09m 02.s32 8.1 6.5 · · · · · · · · · 13.96±0.99
3C 093.1 3h 48m 46.s93 +33◦ 53m 15.s41 2.2 2.4 · · · · · · · · · 8.93±0.23
4C +26.12 3h 52m 04.s36 +26◦ 24m 18.s11 0.8 1.1 50+4
−3 0.9±0.1 11.7
+1.2
−1.1 4.87±0.04
Note— (a), (b), and (c): Names and coordinates of the radio continuum sources listed in Table 1 of Stanimirovic´ et al. (2014).
(d): τ353 values toward the sources.
(e): NH values toward the sources calculated by Equation (3).
(f) and (g): H i spin temperature and H i optical depth calculated by Equations (5) and (6).
(h): Velocity-integrated H i optical depth derived from column (g) and ∆VH i.
(i): Total Velocity-integrated H i optical depth derived from the Gaussian parameters of τH i spectra of Stanimirovic´ et al. (2014).
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Figure 11. (a)–(d) Examples of WCO–NH correlation plots (density plots) using the data points inside the r = 1deg windows
(A)–(D) shown in Figure 12. (e) The same as panels (a)–(d) but using the all data points shown in Figure 12(a) and (b).
The outlier-robust linear regression method is used to fit the data in order to avoid effects due to saturated points. The data
points of WCO ≥ 3σ are used. The dotted lines indicate WCO = 3σ. The dashed lines show the resulting slopes and intercepts
of the regressions, and XCO is estimated by Equation (8) by using these slopes. The average value of XCO is calculated as
〈XCO〉 ∼ 1.0× 10
20 cm−2K−1 km−1 s from panel (e).
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Figure 12. (a) The map of WCO overlaid with r = 1
◦ windows (A)–(D). (b) The map of NH overlaid with the windows
(A)–(D). (c) A map of the estimated spatial distribution of XCO factor. In Figure 11(a)–(d) we show examples of WCO–NH
correlation plots using the data points inside the windows (A)–(D) used to compute XCO at their center positions (X-points).
The average value of XCO is 〈XCO〉 = 1.0× 10
20 cm−2K−1 km−1 s (Figure 11(e)).
2. The wide-area map of optical depth at 100µm
(τ100) was derived from the ratio of the IRIS
100µm map to the intensity at 100µm of the
blackbody radiation at derived dust temperature.
The zero point offset in τ100 was also corrected.
3. The wide-area “simulated” AV map was obtained
from the τ100 map by using the conversion factor
obtained by the correlation between τ100 and the
COMPLETE AV map.
Figure 13(a) shows histograms of XCO derived in
Section 3.6 and XCO reproduced by the same proce-
dure as Lee et al. (2012, 2014). Note that the data
points used are the same as Figure 12, not the same
as Lee et al. (2012, 2014). The average values are
〈XCO〉 ∼ 1.0 × 10
20 cm−2K−1 km−1 s and 〈XCO〉Lee ∼
4.0 × 1019 cm−2K−1 km−1 s for the present study and
the Lee’s result, respectively, and the result of Lee et al.
(2012, 2014) is well reproduced. In Figure 13(b) we
show histograms of NH derived by using Equation (3)
and the same method as Lee et al. (2012). We found
〈NH〉 ∼ 4.3×10
21 cm−2 and 〈NH〉Lee ∼ 1.4×10
21 cm−2,
hence Lee et al. (2012) underestimated NH to be ∼40%.
Here, we will quantitatively examine the difference in
XCO between the present study and Lee et al. (2012,
2014). Since XCO = NH2/WCO, the underestimation of
XCO in Lee et al. (2012, 2014) is caused by the underes-
timation of NH2 in Equation (9). Therefore, we investi-
gated the cause of the underestimation of NH and NH i
in Equation (9). Figure 14(a) is a correlation plot be-
tween τ353 and I100. The correlation coefficient is ∼0.5
and we found that I100 is not a good tracer of NH. Fig-
ure 14(b) shows a correlation between NH calculated by
Equation (3) and NH calculated by the same method as
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Figure 14. Correlation plots (density plots) between (a) τ353 and I100, (b) NH calculated by Equation (3) and NH calculated
by the same method as Lee et al. (2012). The dashed line in panel (b) indicates the 1:1 relationship.
Lee et al. (2012). The dashed line indicates the 1:1 re-
lationship. The latter is clearly underestimated (∼35%
on average) against the former. Separately from that, in
Lee et al. (2012, 2014) the effect of H i optical depth was
not considered. As shown in Section 3.4 the effect of τH i
is NH i/N
∗
H i ∼ 1.6. Therefore, NH i is underestimated to
be (at least) ∼62% on average. In addition, the inte-
grated velocity range of H i spectra is from −5 kms−1
to +15 kms−1 in Lee et al. (2012). This corresponds to
∼76% of the total integrated intensity of the mean spec-
trum shown in Figure 3(b). From these, NH i in Equa-
tion (9) is underestimated at least 62%× 76% ∼ 50% or
less on average. In Lee et al. (2012, 2014), the right-hand
side of Equation (9) is underestimated to be ∼40%, and
hence, XCO is underestimated to be ∼40% against our
result.
Figure 15 shows a correlation between WCO and XCO
maps. We spatially smoothed the WCO map to a 1 deg
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Figure 15. A correlation plot (density plot) between WCO
and XCO. In order to compare with XCO, we spatially
smoothed the WCO map to a 1 deg effective HPBW. The
white circles and the vertical bars indicate the average and
the standard deviation of XCO in each 1Kkm s
−1 bin.
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effective HPBW in order to compare with XCO, and we
plotted the data points where XCO ≥ 3 σ. We also show
the average and the standard deviation of XCO in each
1Kkms−1 bin as the white circles and the vertical bars.
From this plot, we found an anti-correlation relationship
between the two variables. This anti-correlation reflects
that in the diffuse (low-WCO) region CO molecule is
photo-dissociated more effectively than H2, and there-
fore XCO increases. This trend is consistent with the
result in Cotten & Magnani (2013); Schultheis et al.
(2014), and we can say that the spatial distribution of
XCO can be well calculated by using the present method.
4.2. Mass
The total mass of the hydrogen gas including H i, H2,
and helium is derived as MH = 1.8 × 10
5M⊙ by using
NH calculated by Equation (3). We assumed the dis-
tance to the Perseus cloud as 300 pc (Bally et al. 2008).
On the other hand, the mass of the molecular hydrogen
gas is calculated as MH2 = 2.5× 10
4M⊙ by using WCO
and the XCO map obtained in Section 3.6. From these
masses, we calculate the mass of the atomic hydrogen
gas as MH i = MH − MH2 = 1.5 × 10
5M⊙. This in-
dicates that the molecular cloud is surrounded by the
atomic gas whose mass is by an order of magnitude
larger than that of the molecular one, and it also indi-
cates that the atomic gas is the most principal compo-
nent of the ISM. This is consistent with the result for the
MBM 53, 54, 55/HLCG 92–35 region described in Fukui
et al. (2014). Note that the virial mass of the H i gas
around the Perseus cloud is calculated as ∼2 × 106M⊙
if we assume that the gas around the Perseus cloud is
a sphere with a radius of 50 pc and a velocity width of
15 kms−1. This is an order of magnitude larger than
the estimated mass above (1.5× 105M⊙), and hence, it
is not gravitationally bound. The virial mass of the CO
cloud is ∼1×105M⊙ if we assume that its radius is 25 pc
and its velocity width is 5 kms−1. The molecular mass
estimated above (2.5 × 104M⊙) is ∼1/4 of this virial
mass, and the cloud traced by 12CO(J=1–0) line is also
not gravitationally bound. Since the molecular cloud is
denser than the atomic cloud, the mass of the molecular
cloud is relatively closer to its virial mass than that of
the atomic cloud.
4.3. τH i
As one of the previous studies on the atomic gas in the
Perseus region, Stanimirovic´ et al. (2014) calculated the
H i optical depth toward 26 extra-Galactic radio contin-
uum sources (such as quasars). They calculated τH i as
a function of velocity toward each radio source by us-
ing the method described in Heiles & Troland (2003).
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Figure 16. A correlation plot between velocity-integrated
values of τH i derived in Stanimirovic´ et al. (2014) (x-axis)
and τH i × ∆VH i derived in the present study (y-axis). The
solid line indicates the 1:1 relationship between both vari-
ables. The dashed line is the result of a linear regression
through the origin. Its slope is 2.1.
The calculated τH i spectra were fitted with a sum of
Gaussian functions, and the peak τH i values and the
Gaussian FWHMs (full width at half maximum) of each
velocity component were derived. However, they found
the optically-thick H i gas only toward ∼15% of lines of
sight. We test the results in Stanimirovic´ et al. (2014)
and Fukui et al. (2014, 2015), which differ a factor of sev-
eral. To do this, we compare τH i derived in Stanimirovic´
et al. (2014) and that obtained in Section 3.5. Since our
τH i corresponds to the average value within given ve-
locity width (∆VH i) (see Section 3.4) we compare the
following two values toward each radio source located
in the region we analyzed; (1) the sum of the areas of
each Gaussian component of the τH i profiles calculated
in Stanimirovic´ et al. (2014), and (2) the products of our
τH i and∆VH i. The results are listed in the column 8 and
9 of Table 2. Note that 4C +30.04, 3C 092, and 3C 093.1
are located at the masked area, therefore τH i cannot be
calculated by our method toward them. Although there
is a rough positive correlation between them, they differ
2–4 times as a concrete numerical value. The correlation
between them is plotted in Figure 16. The solid line in-
dicates the one-to-one relationship (slope = 1), and the
dashed line is the best-fit regression line through the
origin (slope = 2.1). The results in Stanimirovic´ et al.
(2014) are systematically smaller than our results, and it
is obvious that there is a discrepancy between these two
results. This discrepancy can, however, be explained
by characteristics of the data used to derive τH i in the
present study and Stanimirovic´ et al. (2014).
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In Stanimirovic´ et al. (2014) τH i is calculated based
on the 21 cm absorption spectrum toward the extra-
Galactic point sources. Since these point sources have
infinitesimal apparent size, the absorption by the H i
gas actually occurs toward the very direction of each
source. However, Inoue & Inutsuka (2012) and McClure-
Griffiths et al. (2006) revealed that the cold neutral
medium (CNM), which is an optically-thick component
of the H i gas, has highly filamentary and spatially in-
homogeneous structure. Based on the three-dimensional
numerical simulation of magnetohydrodynamics (MHD)
(Inoue & Inutsuka 2012), we found that the CNM ac-
counts for typically ∼30% of the 2D-projected area
(Fukui et al. 2017). Hence, the probability with which
the CNM affects the absorption toward the point sources
is small. Therefore, unless the observational beam size
is not infinitesimal, absorption measurements tend to
detect only warm neutral medium (WNM) and tend to
regard the optical depth of the WNM as the average
value within the beam. On the other hand, we use the
emission data of gas and dust, and they include informa-
tion from both the CNM and the WNM within the large
beam (&4 arcmin). Therefore, we can say that the dis-
crepancy of τH i is due to the difference between the mea-
surement methods (absorption toward point sources or
emission). We independently confirm this result by us-
ing the numerical simulation (“synthetic” observations)
separately in Fukui et al. (2017).
5. CONCLUSIONS
In the present paper, we discussed the amount of the
interstellar hydrogen gas and H i optical depth in the
Perseus region by using the dust emission parameters
obtained Planck , H i 21 cm line, and CO line data. The
results are as follows:
1. The distributions of the data points on the τ353–
WH i plot systematically vary by the change in
Td. This is consistent with the results in Fukui
et al. (2014, 2015), which is that H i optical depth
cannot be ignored for the low-Td points. How-
ever, since the distance to the Perseus region is
larger than that to the region analyzed in Fukui
et al. (2014, 2015) and there exist the SFRs, the
τ353–WH i plot is somewhat complicated as com-
pared with the local clouds. As described in Sec-
tion 3.4, the previous studies (Fukui et al. 2012,
2015) showed that the total hydrogen amount can
be explained without assuming the presence of
“CO-dark H2 gas”. Therefore, we consider that
the bad correlation between τ353 and WH i for the
low-Td points is due to optically-thick H i gas.
2. In order to consider the dust evolution at high den-
sity regions, we calibrated the τ353–NH relation-
ship by using the extinction at J-band. As with
Roy et al. (2013), we confirmed that τ353 becomes
larger as a function of the 1.3-th power of NH (α =
1.3). In addition, we reconsidered the reference
values of τ353 and NH in Equation (2) by referring
to the results in Fukui et al. (2014). The calibrated
τ353–NH relationship (Equation (3)) yields ∼20%
smallerNH than that in the case of α = 1.0. By us-
ing this relationship we can calculate NH from τ353
more accurately, taking the dust evolution into ac-
count.
3. Compared with the present method, the conven-
tional method which assumes that the H i gas is
optically-thin, underestimates the amount of the
hydrogen gas to be ∼62% in the Perseus region.
Optical depth of the H i gas (τH i) and spin tem-
perature (Ts) can be calculated, and we obtain
〈τH i〉 ∼ 0.92. These results support that there
exists a large amount of optically-thick H i gas
around the molecular clouds. The arguments by
Fukui et al. (2014, 2015) still hold in the region
where the density is relatively high and there ex-
ist the SFRs.
4. By using NH calculated from τ353 and the CO
intensity (WCO), we estimated the spatial distri-
bution of XCO. We obtained 〈XCO〉 ∼ 1.0 ×
1020 cm−2K−1 km−1 s, which is consistent with
the conventional value in the Galaxy, XCO ∼
(1–2) × 1020 cm−2K−1 km−1 s. The relative un-
certainty in XCO is smaller than conventional es-
timation and that in previous studies, typically
10–50%. Although the result in Lee et al. (2012,
2014) is underestimated to be ∼40% compared to
this result, this discrepancy in the XCO maps can
be quantitatively explained by the difference of the
data used in order to calculate NH, the effect of
the optical depth of H i, and the difference of the
integrated velocity ranges of H i 21 cm spectra.
5. We compared our τH i with that obtained in Stan-
imirovic´ et al. (2014). When the optical depth is
calculated based on the absorption measurements
toward the background point sources, it can be
underestimated to be ∼40% on the average com-
pared to that obtained based on the gas/dust emis-
sion data. It is revealed that the cold H i gas
(CNM) has highly filamentary distribution by nu-
merical simulation studies (e.g., Inoue & Inutsuka
2012). Therefore, the probability with which the
optically-thick H i filaments lie on the infinitesimal
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Figure 17. Theoretical curves of WH i as functions of NH i. The light-blue ones are for the case of fixing τH i = 0, 1, 2, 3, and
the orange ones Ts = 20, 50, 100K. ∆VH i = 10 kms
−1 and Tbg = 2.7K are assumed.
apparent-size sources is small, ∼30%. The under-
estimation of τH i in absorption measurements is
consistent with this picture.
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APPENDIX
A. DETERMINATION OF τ353,ref AND NH,ref
τ353,ref and NH,ref are the normalization constants conveniently introduced in order to nondimensionalize the both
sides of Equation (2). Although in Fukui et al. (2015) τ353,ref andNH,ref are determined as 4.77×10
−6 and 1×1021 cm−2,
respectively, we derive our τ353,ref and NH,ref for the Perseus region by using Equation (7). By giving α, τH i, and using
NH,ref = (1.15× 10
8)×XH i× τ353,ref (Fukui et al. 2015) we make the free parameter in Equation (7) τ353,ref alone, and
determine it from the τ353-WH i plot. First, we describe the estimation of τH i for high-Td points in the Perseus region.
Figure 17 shows theoretical relationships between NH i and WH i in the cases of fixing τH i = 0, 1, 2, 3 or Ts =
20, 50, 100K. We assumed that ∆VH i = 10 kms
−1 and Tbg = 2.7K. One can see that the variation width in WH i
becomes larger when τH i becomes higher even if Ts is a constant (orange curves).
Figure 18 is a τ353-WH i correlation plot (similar to Figure 6 in the present paper) for the MBM53, 54, 55 and
HLCG92−35 region (Fukui et al. 2014; Yamamoto et al. 2003). Although Figure 18 is almost the same as one in
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Figure 18. A τ353-WH i correlation plot in the MBM 53, 54, 55/HLCG 92–35 region (Fukui et al. 2014) colored by Td. We used
the Planck dust data R1.20 unlike Fukui et al. (2014). The results of RMA (reduced major axis) regressions for each Td range
are also plotted. We assumed that H i gas is optically-thin for the data points of Td ≥ 21.5K (Fukui et al. 2014), therefore we
make the regression line for Td ≥ 21.5K pass through the origin.
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Figure 19. (a) Dispersions of the data points for each Td range. The open circles indicate the results for the MBM 53, 54, 55
region and we use this as a template. The diamonds indicate the result for the Perseus region. The colors of the diamonds are
the same as Figure 20. (b) The relationship between 〈τH i〉 (average of τH i derived by the same method as Fukui et al. 2014)
and the variance for each Td range (MBM 53, 54, 55 template). The solid line indicates the result of a linear fit. The horizontal
dashed line denotes 〈Si〉 for the range of Td > 20.0K, and the vertical dashed line the corresponding 〈τH i〉 (= 0.11).
Fukui et al. (2014), the Planck dust data R1.20 are used and we apply an additional mask which excludes the data
points where intermediate-velocity clouds (Pegasus-Pisces Arch, Albert & Danly 2004) are detected in Figure 18. If
we regard τ353 as a tracer of NH and if there is a positive correlation relationship between Td and Ts, Figure 17 and 18
can roughly be considered as the same thing. Since it is thought that τH i is larger if Td is lower, the variation width in
WH i for the low-Td points is relatively large in Figure 18, and vice versa. Accordingly, we performed linear fittings for
each Td range and examined variances from each regression line. We used the reduced major axis (RMA) regression
method (e.g., Isobe et al. 1990), which minimizes the sum of the areas of the right-angled triangles delimited by each
data point and the regression line,
∑
Si, and we defined the variance as the mean of the areas of the triangles, 〈Si〉.
The results are shown in Table 3 and in Figure 19. In the MBM 53, 54, 55 region, an anti-correlation relationship
between Td and 〈Si〉 can obviously be seen (the columns 1 and 2 of Table 3, and Figure 19(a)). The column 3 of
Table 3 shows the mean τH i values for each Td range derived by using the method described in Fukui et al. (2014), and
we can see a positive correlation relationship against 〈Si〉 (see also Figure 19(b)). Therefore, 〈τH i〉 for Td ≥ 20.0K for
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Table 3. Relationship between Td, 〈Si〉, and 〈τH i〉
MBM 53, 54, 55 Perseus
Td 〈Si〉 〈τH i〉 〈Si〉
[K] [10−5 Kkms−1] [10−5 Kkms−1]
(a) (b) (c) (d)
21.5 ≤ 0.34 0.09 · · ·
21.0–21.5 0.34 0.14 · · ·
20.5–21.0 0.45 0.22 · · ·
20.0–20.5 0.48 0.30 0.25
19.5–20.0 0.52 0.42 0.37
19.0–19.5 0.76 0.66 1.1
18.5–19.0 1.09 1.01 9.4
18.0–18.5 1.63 1.54 11.9
17.5–18.0 3.34 2.56 16.1
< 17.5 3.95 3.76 17.3
Note—The dispersions of the data points from the re-
gression lines shown in Figure 18. (a) The Td range.
(b) and (c) The dispersions of the data points defined
in the text, and the mean value of τH i estimated in
Fukui et al. (2014). We use the relationship between
these two as a template. (d) The dispersions of the
data points in the Perseus region.
the Perseus region can be estimated by using the 〈τH i〉–〈Si〉 relationship for the MBM 53, 54, 55 region as a template.
The solid line in Figure 19(b) indicates the result of a linear fitting for the 〈τH i〉–〈Si〉 relationship. By referring this
line we get 〈τH i〉 for Td ≥ 20.0K for the Perseus region as 〈τH i〉 = 0.11 from 〈Si〉 = 0.5× 10
−5Kkms−1 (the dashed
lines).
By applying this 〈τH i〉 into Equation (7) and with this function fitting the data points of Td ≥ 20.0K, τ353,ref for
the Perseus region can be calculated. Note that α = 1.3 was applied and we used the relationship of NH,ref = (1.15×
108)×XH i×τ353,ref (Fukui et al. 2015). The result of the fitting is plotted in Figure 20, and we get τ353,ref = 1.2×10
−6
and NH,ref = 2.5× 10
20 cm−2. The left-hand and right-hand dotted curves show the cases which τ353,ref = 4.77× 10
−6
(Fukui et al. 2015), and τ353,ref = 8.7× 10
−7 (corresponds to WH i = 100Kkm s
−1 in Fukui et al. 2015), respectively.
Both of them cannot trace the distribution of the data points of Td ≥ 20.0K.
From the above results, we adopted α = 1.3, τ353,ref = 1.2 × 10
−6, and NH,ref = 2.5 × 10
20 cm−2 for the Perseus
region.
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