We obtain the uniqueness of lower semicontinuous (lsc for short) viscosity solutions of the transformed minimum time problem assuming that they converge to zero on a \reachable" part of the target in appropriate directions. We present a counter-example which shows that the uniqueness does not hold without this convergence assumption.
Introduction
In this manuscript, we discuss the minimum time problem of deterministic optimal control, which has been studied via viscosity solution approach by many authors. As the rst result, we refer to Bardi Ba] . See also EJ], BF] , BS] and BSo] which also treated the minimum time problem of di erential games.
In those works, they characterized the value function of the minimum time problem to reach a given target as the unique viscosity solution of a rstorder PDE. However, they only treated the case when the resulting value functions are continuous since those uniqueness results imply the continuity of solutions. We note that there often appear discontinuous value functions for practical minimum time problems.
The break-through to treat semicontinuous solutions for rst-order PDEs was done by Barron and Jensen BJ1] . Indeed, they introduced a new definition of semicontinuous viscosity solutions for Cauchy problems with convex Hamiltonians, which arise when we deal with optimal control problems. Under their setting, it was shown in BJ2] that the semicontinuous value function is the unique solution of the associated PDE. We note that, if we restrict ourselves to treat continuous viscosity solutions, then their de nition is equivalent to that of the standard one.
Afterwards, Barles B1] discussed semicontinuous solutions for stationary problems utilizing \Barles"-convolution. With this idea, Soravia S1] studied the Dirichlet type problems. More precisely, he imposed a \subsolution" property on the boundary of the target, under which the uniqueness of lsc viscosity solutions for the (transformed) minimum time problem was obtained. See also K] and BL] for related topics. Recently, Cârj a et al. in CMP] (see also C]) studied lsc viscosity solutions of the minimum time problem assuming that they converge to the Dirichlet data from inside.
For the viscosity solution theory of rst-order Hamilton-Jacobi equations, we refer to a new book by Bardi and Capuzzo Dolcetta BC] .
On the other hand, in non-smooth analysis, lsc solutions have been studied in optimal control theory. For the rst result, we refer to Frankowska F] . More recently, Wolenski and Zhuang WZ] have proved the uniqueness of lsc solutions of the minimum time problem assuming the subsolution property on the target as in S1], which the value function satis es. We note that their de nition of solutions is slightly di erent from that of viscosity solutions. It is worth mentioning that, in WZ] , to show the uniqueness, they compared the other lsc solution (if it exists) with the value function by the so-called invariance theory while, in the literature of the viscosity solution theory, we have shown it via comparison principle for a boundary value problem of PDEs.
Our aim here is to obtain a uniqueness result without assuming the subsolution property on the target. In fact, we will derive such a property from the de nition of solutions under some continuity assumption on a \reachable" part of the boundary. Then, we will be able to apply Soravia's argument in S1] to get the uniqueness.
Moreover, we will mention that our continuity condition is equivalent to Soravia's one. In fact, to show that the Soravia's condition implies the continuity one, we give a direct proof though we can prove it using the uniqueness of solutions.
In an example, we will see that this continuity assumption is necessary to obtain the uniqueness result.
Here, we shall recall the original minimum time problem: Consider the state equation associated with controls 2 A f : 0; 1) ! A measurableg; where A is a compact set in R m (for some m 2 N): For x 2 R n , where g : R n A ! R n is a given function and x 2 R n is xed.
We shall denote, under appropriate hypotheses, by X( ; x; ) the (unique) solution of (1.1). We will also denote by X( ; x; ( )) the unique solution for a vector eld 2 W 1;1 (R n ; R n );
For simplicity, we shall suppose that
T R n is compact.
With these notations, we recall the value function of the minimum time problem:
V (x) = inf 2A T x ;
where T x = infft 0 j X(t; x; ) 2 T g.
Since V (x) might be in nity in a subregion of R n nT , we will have to study the free boundary problem: max a2A f?hg(x; a); DV (x)i ? 1g = 0 in R fx 2 j V (x) < 1g: (1:2)
Since we can not expect that R is open in general as we will see, we meet some di culty if we treat (1.2) directly. Therefore, in this paper, following the previous works, we shall consider the transformed value function by Kruzkov transformation:
Then, we can expect u to be a solution of u(x) + max a2A f?hg(x; a); Du(x)ig = 1 in :
(1:3)
Thus, once we verify that u is the unique solution of (1.3), we will be able to derive the reachable set by R = fx 2 j u(x) < 1g.
This paper is organized as follows: Section 2 is devoted to give our denition of the minimum time problem and the DPP which implies the subsolution property. We present our uniqueness result and examples in Section 3. Also, we discuss about the equivalence of boundary conditions in Section 3. In the nal section, we prove the DPP in Section 2.
Dynamic Programming Principle
Our hypothesis on the regularity of given functions is as follows: (A1) g 2 C(R n A; R n ) and sup a2A kg( ; a)k W 1;1 (R n ;R n ) < 1:
For later convenience, we shall consider the following general rst-order PDE in a set R n : u(x) + max a2A f?hg(x; a); Du(x)i ? f(x; a)g = 0 in ; (2:1) where f : R n A ! R is a given continuous function.
For simplicity, we shall use the notation:
H(x; r; p) r + max a2A f?hg(x; a); pi ? f(x; a)g:
We will suppose the following regurality on given functions in (2.1):
g 2 C(R n A; R n ); f 2 C(R n A; R); and sup a2A n kg( ; a)k W 1;1 (R n ;R n ) + kf( ; a)k W 1;1 (R n ;R) o < 1:
, we present our de nition of solutions of (2.1).
De nition: For a function u : ! R, we call it a subsolution (resp., supersolution) of (2.1) if u is lsc in , and H(x; u(x); p) (resp., ) 0 for x 2 and p 2 D ? u(x); where D ? u(x) denotes the standard subdi erential of u at x 2 . D ? u(x) = fp 2 R n j u(y) u(x) + hp; y ? xi + o(jy ? xj) as y ! xg: For a function u : ! R, we also call it a solution of (2.1) if u is both a sub-and supersolution of (2.1)
We characterize the set of reachable controls in the following way: For x 2 @T , A(x) ( a 2 A There exists t > 0 such that X(s; x; ?g( ; a)) 2 for s 2 (0; t):
)
We shall derive the \subsolution" properties on @T for solutions through the following propositions.
The rst one is Lemma 2.1. Assume that (A1) holds. Let u be a solution of (1:3). Assume also that u = 0 on T . Then, for x 2 @T and p 2 D ? u(x), we have ?hg(x; a); pi 0 provided a 2 AnA(x):
Proof. Choose 2 C 1 such that u ? attains its minimum over R n at x 2 @T , u(x) = (x) = 0, and D (x) = p. Set X( ) X( ; x; ?g( ; a)).
Since a 2 AnA(x), there exists ft k > 0g 1 k=1 , such that lim k!1 t k = 0 and X(t k ) 2 T (k = 1; 2; ). Hence, (X(t k )) ? (x) u(X(t k )) = 0: Therefore, dividing t k and then, sending k ! 1, we conclude the assertion.
QED
For simplicity, we shall suppose that (A0 0 ) is open, and @ is compact. We present the DPP for (2.1) whose proof will be given in the nal section since it is rather complicated. Proof of Corollary 2.3. Let x 2 @T ; p 2 D ? u(x) and a 2 A(x) in the hypothesis. We then set x t = X(t; x; ?g( ; a)) 2 for small t > 0.
Choose 2 C 1 such that u(x) = (x), u in R n , and D (x) = p. Fix small t > 0 and choose (t) > 0 such that x t 2 for 2 (0; (t)).
By Theorem 2.2, we have u(x t ) 1 ? e ? x t ;a + e ? x t ;a u(X( xt;a ; x t ; a));
where a stands for the constant control; ( ) a. We note that lim !0 xt;a = t. We also note that the uniqueness of solutions of (1.1) yields X( xt;a ; x t ; a) = x t? x t ;a . Take the limit in mum, as ! 0, together with these in the above to get (x t ) ? e ?t (x) u(x t ) ? e ?t u(x) 1 ? e ?t : Dividing t > 0 and then, sending t ! 0 in the above, we conclude the proof.
QED 3 Main results
In order to obtain the uniqueness result, we will suppose the following continuity assumption: Letting u be a lsc function in , we will suppose that, for any x 2 T and a 2 A(x), (A2) lim inf s!t u(X(s; x t ; a)) = 0 for small t > 0; where x t = X(t; x; ?g( ; a)).
Notice that we do not suppose that A(x) 6 = ; in this hypothesis.
Our uniqueness result for (1.3) is as follows.
Theorem 3.1. Assume that (A0) and (A1) hold. Let u and v : R n ! R be bounded solutions of (1:3) and satisfy (A2). Assume also that u = v = 0 on T . Then, u = v in R n .
Proof of Theorem 3.1. In view of Lemma 2.1 and Corollary 2.3, we see that u(x) + max a2A f?hg(x; a); pig 1 for x 2 @T and p 2 D ? u(x):
This property enables us to apply Soravia's result Theorem 3.1 in S1] to conclude the proof. QED Thanks to the above theorem, it is easy to show that the relaxed value function is the unique bounded viscosity solution of (1.3) satisfying (A2 To check that (A2) holds forV , we observe that, for x 2 @T and a 2 A(x), V (X(s; X(t; x; ?g( ; a)); a) 1 ? e ?(t?s) : Hence, sinceV (x) = 0, sending s ! t, we obtain (A2) forV . We remark here that the nonnegativity ofV indeed yields lim s!tV (X(s; X(t; x; ?g( ; a)); a) = 0: Therefore, Theorem 3.1 immediately implies the assertion. QED Remark. If we have a lsc solution u of (1.3) satisfying (3.1), then, u(x) = V (x) in R n . Hence, (A2) holds true for u by Soravia's argument in S1] sincê V also satis es (3.1). Thus, through the above theorem, the condition (3.1) is equivalent to (A2). See WZ] for the same argument. Now, we shall show that condition (3.1) implies a bit stronger assertion than (A2). Theorem 3.3. Assume that (A0) and (A1) hold. Let u : ! 0; 1) be a bounded subsolution of (1:3) satisfying (3:1) and u = 0 on T . Then, for each x 2 @T , a 2 A(x) and small t > 0, we have lim s!t u(X(s; X(t; x; ?g( ; a)); a) = 0:
Proof of Theorem 3.3. Fix x 2 @T and a 2 A(x). As usual, we may suppose x = 0 and g(0; a) = ?e n , where e n = (0; ; 0; 1). Furthermore, we may suppose that g( ; a) = ?e n near the origin. Indeed, setting v(y) = v(y 1 ; ; y n ) = u(X(y n ; (y 1 ; ; y n?1 ; 0); ?g( ; a))), we have v(y) + @v @y n (y) = u(X) ? hg(X; a); Du(X)i:
De ne Q h = fx = (x 0 ; x n ) j ? 1 < x n < h; jx 0 j < g for small h; 2 (0; 1) and (x 0 ; x n ) = 2(x n ? jx 0 j 2 = 2 ). Since min Q h (u ? ) (u ? )(0) = 0, the minimum pointx 2 Q h can be attained atx = (x 0 ; h). Indeed, otherwise, we have 4 possibilities:
(1) In case whenx n = ?1, we immediately see (u? )(x) 2 > (u? )(0). (2) In case when jx 0 j = holds, we also have (u ? )(x) > 0 = (u ? )(0). (3) In case whenx = (x 0 ;x n ) 2 Q h n , there is > 0 such that (u? )(x+ e n ) < (u ? )(x).
In the above three cases, we get a contradiction to the choice of the minimum pointx. The remaining case is as follows:
(4) In case whenx 2 \ Q h , the de nition of solutions yields
which is a contradiction.
Therefore, taking ! 0 along a subsequence if necessarily, by the lower semicontituity of u, we nd u(0; ; 0; h) 2h, which concludes the assertion. QED Remark. Recently, P. Soravia kindly let us know that we can easily obtain the above assertion using the optimality principle in S2]. Now, we give an example due to P. Soravia: 1 ? e x+1 for x < ?1; 0 for jxj 1; 1 for x > 1: Notice thatV does not satisfy (A2) at x = 1. Thus, this example indicates that it is necessary for the uniqueness result to suppose (A2).
We also note that, by 
Proof of Theorem 2.2
The basic idea of our proof was obtained by P.-L. Lions in L] for secondorder PDEs. We also refer to EI] and BSo]. But, in their argument, we need some regularity of solutions. Hence, we will adapt some approximation techniques.
Let u be a solution of (2.1). We shall extend u (with the same notation) to the whole space by setting u(x) = 1 for x = 2 .
We x any T > 0. Here, we x > 2 + 2 max a2A kDg( ; a)k 1 . Notice that the rst one is Barles' convolution but the second one has an opposite sign of the power on the exponential.
It is immediate to see that u u in R n 0; T].
We can easily show the properties: (4:1)
In view of these facts, we de ne the constantĉ =ĉ(T ) e T=2 (2kuk 1 ) 1=2 . We claim that the following properties hold: For some C 1 and C 0 1 > 0 independent of and > 0, ( 0 u (x; t) + q + max a2A f?hg(x; a); pi ? f(x; a)g ? C 1 2 e t for (x; t) 2 ĉ (0; T) and (p; q) 2 D + u (x; t); Here, D + u (x; t) = ?D ? (?u )(x; t).
We note that (4.3) holds in a larger set than ĉ but this is su cient to conclude the proof.
Although it is not hard to show (4.2) and (4.3) by the argument in B1] together with (4.1), we give a brief proof for the reader's convenience.
Since (4.3) can be obtained easily by remarking the sign of the power on e, we shall only show (4.2). See also our proof for (4.2) below.
Let us recall the Barron-Jensen lemma, which will be needed also for checking the sign of q in (4.2):
Lemma 4.1. (See BJ1] or K]) Fix (x; t) 2 R n (0; T) and (p; q) 2 D + u (x; t). For any > 0, there exist (x k ; t k ) 2 R n (0; T), (p k ; q k ) 2 D ? u (x k ; t k ) for k 2 f1; 2; ; n( )g (with some n( ) 2 N), (x ; t ) 2 R n (0; T), C 0 > 0, and f k 2 0; 1]g n( ) k=1 such that Since we may suppose x k 2 ĉ for small > 0, in view of (4.1 From the choice of > 0, we see that the last term in the right hand side of the above is nonnegative.
Taking the convex combination with f k g n( ) k=1 and then, sending ! 0 with (i); (ii); (iv); (v) of (4.4) in the above, we have 0 u (x; t) + q + max a2A f?hg(x; a); pi ? f(x; a)g ? C 1 2 e t :
Now, for > 0, we choose 2 C 1 (R n ) such that 0 1 in R n ; = 1 in ; and = 0 in =2 c :
We set the functions:
g (x; a) = (x)g(x; a); f ; (x; t; a) = (x)(f(x; a) + C 1 2 e t ) + (1 ? (x))u (x; t); f ; (x; t; a) = (x)(f(x; a) ? C 0 1 2 e ? t ) + (1 ? (x))u (x; t) We then consider the problems: For (x; t; p; q) 2 R n (0; T) R n R, Here, we have used the fact (x) = 0 for x = 2 ĉ .
We rst show (4.9).
Since (p; q) 2 D ? u (x; t), from the de nition, we have q = e t jx?yj 2 2 0 for some y 2 . Hence, we conclude our claim because 0.
Thus, for (4.8), it is su cent to show that q 0 provided (p; q) 2 D + u (x; t). This is not straightforward unlike that for (4.9). However, in view of (iv) and (v) (4:10) We also remark that u ; and u ; are bounded and continuous. Hence, the standard comparison principle yields that u (x; t) u ; (x; t) and u ; (x; t) u (x; t) in R n 0; T]:
(4:11) Fix x 2 and choose > 0 so that x 2 .
Then, the DPP for u ; at (x; T) with (4.10) and (4.11) implies that u (x; T) inf 2A Finally, sending T ! 1, we conclude the proof. QED
