Repeated measures of biomarkers have the potential of explaining hazards of survival outcomes. In practice, these measurements are intermittently measured and are known to be subject to substantial measurement error. Joint modelling of longitudinal and survival data enables us to associate intermittently measured error-prone biomarkers with risks of survival outcomes. Most of the joint models available in the literature have been built on the Gaussian assumption. This makes them sensitive to outliers. In this work, we study a range of robust models to address this issue.
INTRODUCTION
Biomarkers are used as proxies of one's health, and are known to be subject to substantial measurement error, due to biological and non-biological sources. In prospective studies, the biomarkers are repeatedly measured. These measurements are made at intermittent time-points in practice rather than continuously, and times elapsed between successive measurements are typically unequal. It is of scientific interest to explain risks of survival outcomes by repeated measures of biomarker data. Two main obstacles are the intermittent nature of the biomarker data and inherent measurement error. Joint modelling of longitudinal and survival outcomes enables us to associate repeated measures of biomarkers with the risks of survival events, while taking into account the aforementioned obstacles. The framework typically combines two sub-models, a mixed-effects model for repeated measures, and a Cox model for survival data. The sub-models are linked with shared parameters. Reviews of relevant literature can be found in Tsiatis and Davidian 1 , Diggle, Sousa and Chetwynd 2 , Rizopoulos 3 , McCrink, Marshall and Cairns 4 , Asar et al. 5 and Elashoff 6 .
A prevailing assumption in the literature is that both random-effects and error terms in the mixed-effects sub-model follow Normal distributions. However, in most real-life problems, the data-sets include outliers for which the Normal assumption might be inadequate. Specifically, in prospective studies, two types of outliers may be present: i) b-outliers: Outlying individuals within the population that do not conform to population trends. These are outliers within the longitudinal random-effects.
ii) e-outliers: Outlying observations within an individual's set of measurements that do not follow the individual's own trend over time. These are outliers within the longitudinal random error.
Only in recent years have studies been undertaken to investigate the negative impacts that the presence of longitudinal outliers under the Normal assumption can have 7, 8, 9, 10, 11 . Robust joint models replace the Normality assumption with t-distributional assumptions for the random terms. In doing so, the heavier tails down-weigh the detrimental impact of longitudinal outliers within the joint modelling framework. Initial research on robust joint modelling considered only the -outliers 7, 8, 12 , and bothand -outliers 10, 11, 13, 14 . Each of these studies found that the parameter estimates and corresponding standard errors are sensitive to the Normality assumptions when outliers are present, with t-distributional assumptions alleviating such bias. If utilised when outliers are not present, unbiased estimates are obtained, though Li, Elashoff and Li 7 and Huang, Li and Elashoff 8 noted that the robust joint models give slightly higher standard errors for the longitudinal parameters. This initial work however restrictively fixes the degrees-of-freedom at a constant chosen by the user, an assumption alleviated by Baghfalaki, Ganjali and Berridge 9 , Asar, Fournier and Dantan 11 and Baghfalaki, Ganjali and Hashemi 14 , who utilised Bayesian approaches, and McCrink 10 , who utilised a frequentist approach, to allow estimation of the degrees-of-freedom to be dictated by the data. With estimated degrees-of-freedom, the t-distributional assumptions of the robust joint model will approximate normality in the absence of outliers.
All of the aforementioned research, however, assumes that the degrees-of-freedom is constant, unchanging over time, an assumption prevalent in the literature for robust mixed models alongside their robust joint model counterparts. To address this issue, we propose a robust joint model which can account for the situation where the impact of outliers can change over time.
Varying frequency of outliers is a very likely scenario, for example, when patients are given new treatments, they typically take time to stabilise and adjust to these treatments. This period of adjustment means that they are more prone to demonstrating responses which outlie from the expected and thus the patients' measurements may not be consistent with the population average and change over time as they grow accustomed to the new treatments. Incorrectly modelling such scenarios limits our ability to fully decipher the relationship between how patientsâĂŹ responses change over time and the impact this has on their risk of an adverse event.
This work explores two examples, one on dialysis, and another on liver cirrhosis. The first example analyses the haemoglobin levels of Northern Ireland (NI) renal patients after commencing haemodialysis treatment. The second example, utilising the Mayo Clinic Primary Biliary Cirrhosis data-set, analyses data obtained from patients with primary biliary cirrhosis who participated in a randomized placebo controlled trial of the drug D-penicillamine. In both case studies, it is reasonable to assume that patients may take time to adjust to the new treatments and thus would be more prone to outlying responses.
A more detailed discussion on the two motivational examples is given in Section 2. The rest of this paper is organised as follows. In Section 3, the methodology for the various joint modelling approaches investigated in the paper is presented, including the introduction of a robust joint model with time-varying degrees-of-freedom. Section 4 presents a simulation study comparing the approaches assuming an underlying structure of time-varying degrees-of-freedom. Analysis of the two motivating examples is presented in Section 5 followed by discussions in Section 6.
MOTIVATING EXAMPLES

NI Renal data
Recent renal research has shown the potential for patients' haemoglobin (Hb) levels as an emerging biomarker for chronic kidney disease 15 . It is known within the renal research that in the initial stages after commencing haemodialysis, patients' haemoglobin levels tend to fluctuate to a large degree and is deterimental to their survival. This research aims to capture and model these initial stages of variability where there is a greater potential for patients to either have outlying observations from their own trends over time or be an outlier themselves from the population.
This work will analyse data that has been collected from seven different renal centres by the NI Renal Information Service. The NI renal data-set contains longitudinal information on 1,339 patients who have undergone haemodialysis treatment between April 2002 and July 2011 4, 10, 16 . In total, 27,064 Hb measurements were recorded, with a median of 14 observations per individual. Other health related measurements, including creatinine and urea levels, were additionally monitored. Individuals were observed for a minimum of 2 days, and a maximum of approximately 9 years throughout the study follow-up period. 44% of the patients died during the study period with the remaining patients being right-censored. Figures 1 and 2 show the tail behaviour of the standardised conditional residuals and random-effects, respectively, based on a joint model fitted for the NI renal data with Gaussian assumptions for both random-effects and error terms. Degrees-of-freedom estimates for Figure 1 were obtained by fitting a univariate distribution such that ( , , ), where is the location parameter, the scale, the degrees-of-freedom. Time (in years) was divided into bins based on 20% percentiles of the follow-up time. As illustrated by Figures 1 and 2 , there are departures from Normality for both random-effects and error terms. Figure 1 further indicates that the degrees-of-freedom parameter of the -distribution for the residuals varies over time, an anticipated result based on the known impact on patients' Hb levels initially as they adjust to the commencement of haemodialysis treatment. Such changes over time will be accounted for through the time-varying degrees-of-freedom formulation introduced in Section 3.4.
Primary biliary cirrhosis (PBC) data
A second motivating example arises from data collected from 312 patients with primary biliary cirrhosis (PBC), a rare autoimmune disease which results in cirrhosis of the liver and fatality. Patients suffering from PBC produce increased levels of alkaline in the blood. The PBC data-set was collected from the Mayo Clinic trial conducted between 1974 and 1984, which aimed to assess the effectiveness of the D-penicillamine drug 17 . Of the 312 patients, 158 were randomly assigned to the drug, and 154 to placebo. Median baseline age was 48.8 (minimum = 26.28, maximum = 78.44). In total, 1,885 repeated alkaline observations were collected over the 10 year trial period, with a median of 5 (minimum = 1, maximum = 16) observations per individual. Individuals were observed for a minimum of 0.1 years, and a maximum of 14.3 years. 140 (45%) patients died during the study-period.
The quantile-quantile plot for the standardised conditional residuals under the joint model with Gaussian assumption (left panel of Figure 3 ) indicates heavier tails than Gaussian. Estimated degrees-of-freedom from univariate t distributions fitted to residuals that fall into bins based on 20% percentiles of follow-up time indicate time-varying degrees-of-freedom structure up to some extent. Figure 4 indicates that normality may be a reasonable assumption for the random effects.
APPROACHES FOR ROBUST JOINT MODELLING
Notation
Before introducing the models, we present the general notation used thoughout the paper. Let denote the th ( = 1, … , ) repeated measurement belonging to subject ( = 1, … , ) collected at time , = { 1 , … , } the set of the follow-up times at which 's are collected, = { 1 … 1 } baseline covariate information, and survival time. Here, is subject to rightcensoring. Hence, we introduce an additional random variable, , defined by = ( * ≤ ), where (⋅) being indicator function, * true survival time for subject , censoring time for the subject. is defined as = min( , ), with is the study end-time and is the drop-out time for subject .
Joint modelling of longitudinal and survival data
The framework for the so-called joint models for longitudinal and survival data under the shared-parameter paradigm is given by
The framework allows for biomarker values (the longitudinal data) to be measured with error, i.e. the observed data, , is composed of underlying continuous-time signal at time , * ( ), and noise, . The signal is de-composed into fixed-effects, ⊤ , and random-effects, ⊤ . Here, is a × 1 matrix structured by and . is a × 1 matrix of regression coefficients as in multiple linear regression.
is a ×1 matrix, that is typically a subset of . are subject-specific coefficients that take into account heterogeneity between subjects. ℎ ( ) is the hazard of survival event for subject at time . ℎ 0 ( ) is the baseline hazard that can be specified using hazard functions of parametric distributions, e.g. Weibull; left un-specified as in Cox 18 ; assumed to be piece-wise constant; or be expressed in terms of splines, e.g. natural cubic or B-splines. is a × 1 matrix with elements from , × 1 vector of regression coefficients. ( * ( ); ) is the term for taking into account the association between hazard of survival event and features of biomarker process, with (⋅) being a known function. A popular choice is to use the current value parametrisation such that ( * ( ); ) = * ( ). For other choices, see Hickey et al. 19 . The classical model assumptions for the random-effects and error components are zero-mean Gaussian distributions such that
where is the covariance matrix of the random-effects, and is the standard deviation of the measurement error. In what follows, we extend the assumptions beyond the Gaussian.
Robust joint modelling
The robustness of the joint model will be determined by the distributions of the mixing variables, and . The tail of the density for determines robustness against -outliers and the tail of the density for determines the robustness againstoutliers. We consider symmetric robust distributions for both the random-effects and error components through normal-variance mixtures such that
where * ∼  ( , × ) and * ∼  (0, 1). This formulation is flexible and includes widely used distributions as special cases 20 . The tail behaviour is determined by the distribution of and . The special case = 1 and = 1 recovers the Gaussian joint model (see Section 3.2) . In this study, we specifically consider inverse Gamma distribution  with equal shape and scale parameters for the terms which results a t-distribution.
Ideally, one can use the posterior distribution of or to detect outliers. If the posterior distribution of ( ) is concentrated at large values this should indicate a -outlier for subject ( -outlier for observation of patient ). However, in much of the robust modelling literature dependence between and , e.g. see 21 , and and ′ , e.g. Baghfalaki, Ganjali and Berridge 9 , have been introduced (mainly to simplify the inferential procedure). These dependencies, hovewer, make the aforementioned interpretation on outlier detection impossible.
In what follows, we will set three robust joint model formulations that are available in the literature and discuss implications.
Approach 1
The mixing variable is equal for both random-effects and error components. This implies that -and -outliers must be present simultaneously for a subject, which would be a strong assumption. Note that under this assumption and = [ 1 … ] ⊤ will be jointly multivariate with a single degrees-of-freedom parameter, and the following properties do not hold:
Approach 2
Baghfalaki, Ganjali and Berridge 9 considered a robust joint model by setting
Under this approach, and will be multivariate , with separate degrees-of-freedom parameters; the property of ⟂ holds, whereas ⟂ ′ for ≠ ′ does not. As and ′ for ≠ ′ share a common , this approach can be seen as a random-effects approach on the variance of . This approach forces all the elements of { ∶ = 1, … , } to be outliers.
Approach 3
Asar, Fournier and Dantan 11 considered the setting of
for joint modelling. Under this approach the dependence between and ′ that was present in Approach 2 has been removed. This is the most natural approach compared to the previous two, and will be used as a base for our time varying degrees-offreedom formulation.
Appoach 4: Time-varying degrees-of-freedom formulation
By building on Approach 3, we consider time-varying degrees-of-freedom parameter, ( ), for . In practice, we need to discretise time, i.e. ( ) = ( ). This approach considers ∼ ( ∕2, ∕2),
Here, is a × 1 to be specified by natural cubic splines or B-splines, associated coefficients. Note that one obtains time invariant degrees-of-freedom as = = exp( 0 ), when = .
Priors
We only give details about the prior distributions that are assigned to the parameters based on Approach 4, since Approaches 1-3 are just special cases. We set weakly-informative prior distributions for the parameters. Elements of are assigned zeromean Cauchy prior with scale of 5, (0, 5), only 0 was given (0, 20)
. is re-written as , with being a diagonal matrix of scale parameters of ℎ (ℎ = 1, … , ), and a correlation matrix 22 . Elements of are given half-Cauchy,  + (0, 5), whereas elements of are given LKJ with the parameter of 2,  (2). Degrees-of-freedom parameter for , , and 0 of are given uniform priors, between 2 and 100. Elements of are given (0, 5). is given  + (0, 5). Log-transformed elements of ℎ 0 ( ) and elements of and are given (0, 5).
Inference
For inference, we use Markov Chain Monte Carlo methods to sample from the joint posterior densities of the parameters and latent variables given data. We specifically consider the Hamiltonian Monte Carlo (HMC) 23 as implemented in the No-U-Turn Sampler (NUTS) 24 . We do not present the details of neither the likelihood function, nor HMC and NUTS, since, whereas the former is quite straightforward (e.g. see 11 ), the second can be followed from the cited references.
Bespoke R 25 codes to fit the joint models under Approaches 1-4 are available from the robjm package (https://github.com/ozgurasarstat/robjm) that internally uses the HMC sampling engine Stan 26 through the R package Rstan 27 .
SIMULATION STUDY
A simulation study was conducted to investigate the effects of time-varying degrees-of-freedom in the estimation of parameters for the joint modelling approaches discussed in Section 3. A sample size of = 250 individuals was considered with 200 data-sets being simulated under the assumption of time-varying degrees-of-freedom for the longitudinal residuals. Note that we consider 200 as the number of replications mainly because of the computational cost.
Data were generated under Approach 4. The assumed underlying structure for the time-varying degrees-of-freedom is illustrated in Figure 5 . The longitudinal sub-model was given by: = * ( ) + ,
where each individual has an average of 20 observations between time points 0 and 5. A random-intercept ( 1 + 1 ) and randomslope ( 2 + 2 ) model was assumed to replicate what is most commonly used in the joint modelling literature. Survival data was generated from the following model:
where ∼ Bernoulli(0.5), ℎ 0 ( ) specified by a Weibull baseline hazard, i.e. ℎ 0 ( ) = −1 . There is a final truncation time of 5 after which non-informative right-censoring occurs. The true values for the unknown parameters are given in Table 1 .
Each robust model and the model with Gaussian assumptions for and , called the standard joint model, were estimated utilising the robjm package with four chains each of length 2,000 with the first 1000 iterations considered as warm-up. The averages of posterior means, width of the corresponding 95% credibility intervals (CI) and coverage (Cov.) of 200 replications for each model are collated in Table 1 .
For all the models, including the standard joint model, fixed effects for both the longitudinal and survival models and baseline hazard parameters demonstrate similar biases and coverages. In terms of averages of the credibility intervals for 1 and 2 , the standard joint model produces larger values compared to the other models. Coverages for the elements of are lower than expected for the standard joint model, and almost 0 for Approach 1, whereas they are at the expected level for Approaches 2, 3 and 4. Approaches 1 and 2 produces biased and 0 coverage results for 2 . This highlights the need to remove the dependence between and ′ . Approach 3 provides similar estimates and levels of coverage compared to Approach 4. Therefore, whilst Approach 3 has the inability to fully capture the time-varying nature of the degrees-of-freedom for the residuals, this appears to have limited impact on the estimation of the other parameters.
ILLUSTRATIVE DATA EXAMPLES
Renal Example
The first case-study considers NI haemodialysis patients' data with a joint model specified as: = ( ) + , 
where the response is an individual's Hb level, ℎ 0 ( ) is assumed to be Weibull baseline hazard, MCHC represents mean corpuscular haemoglobin concentration, MCV represents mean corpuscular volume and EPO represents erythropoietin drug treatments. The models were fitted using the robjm package with four chains each of length 8,000 with the first 2,000 iterations considered as warm-up. Posterior summaries for each of the approaches are given within Table 2 . Convergence was confirmed using traceplots and R-hat statistics 28 .
Similar to the findings of the simulation study in Section 4, in general, results based on Approaches 3 and 4 are quite similar. There are differences in the results of these two models and the others, some parameters were overestimated whereas some were underestimated. For example, the association parameter, , appears to be affected by the choice of model. It is underestimated by the standard joint model, which was overcome by Approach 1 up to some extent. Smoothed density plots for are displayed in the left panel of Figure 6 . Posterior summaries of degrees-of-freedom for Approach 3 and Approach 4 with 7 knots are displayed in the right panel of Figure 6 .
PBC Example
The second case-study uses data from the PBC study. The model we fit has the following form: = * ( ) + = 1 + age 2 + 3 + I(drug = D-penicillamine) 4 
ℎ ( ) = ℎ 0 ( ) exp age 1 + I(drug = D-penicillamine) 2 + * ( ) ,
where = log(alkaline), age is baseline age, follow-up time, ℎ 0 ( ) Weibull baseline hazard function. For Approaches 2-4, the results for indicated that Normal assumption might be reasonable for . Therefore, only term was assumed to be -distributed. For Approach 4, we considered number of knots ranging from 1 to 5. The knots were put into the empirical quantiles of the time variable. Four chains, each length of 6,000, were started from random initials. Half of each chain was considered as warm-up. Convergence was checked through traceplots and R-hat statistics 28 . Posterior summaries, specifically the 2.5%, 50% and 97.5% percentiles, are displayed in Table 3 .
The association parameter, , seems to be affected by the model choice. Regarding model comparisons in terms of parameter estimates, similar observations to those made for the NI renal application were observed for this case-study. The smoothed densities of the MCMC samples of and the degrees-of-freedom estimates for Approach 3 and Approach 4 with 1 knot are displayed in the left and right panels of Figure 7 , respectively. R codes to run the models for the PBC data could be reach at https://github.com/ozgurasarstat/robjm/blob/ master/tests/testthat/test_pbc_analysis.R.
DISCUSSION
This work introduces a new flexible approach to model longitudinal outliers in a joint modelling framework, where the degreesof-freedom parameter for the residuals is assumed to vary over time. This scenario replicates the common situation when patients take time to adjust to new treatments, resulting in more outlying measurements (e-outliers) at different times across the period of observation. In addition, this paper contrasts the new time-varying approach with three alternative time-invariant formulations of robust joint models currently found in the literature and the standard joint model with Gaussian assumptions for the random terms. Each of the approaches presented can be fitted in the accompanying robjm software package.
Throughout the results presented within the simulation study and the real-life data analysis, the need to properly account for longitudinal outliers is evident, a practice not widely adopted in the current joint modelling literature. This paper highlights the need to investigate the presence of outliers and provides a flexible approach to downweighing their negative impact, contrasting the effect of various assumptions made by the different approaches to robust joint modelling. It is evident that bias and inefficiency results from ignorance of longitudinal outliers and the assumption of normality for the random terms. In addition, this work highlights the need to remove the restrictive assumptions of Approaches 1 and 2.
Unexpectedly, despite a true underlying assumption of time-varying degrees-of-freedom within the simulation study, Approach 3 was found to be in good agreement with the time-varying model. Within the simulation study and in the two real-life examples, the degrees-of-freedom were assumed or estimated to be consistently low and varying over a limited range throughout the period of observation. Under such scenarios, Approach 3 appears to provide a time-invariant average of the time-varying degrees-of-freedom for the residuals over the period of observation, as demonstrated within Figure 6 for the renal analysis. Given the limited change in estimated parameters between the two approaches, it is not therefore unexpected to find high levels of agreement when comparing the posterior summaries of the predictions for the longitudinal random effects, as illustrated in Figure 8 from the PBC analysis.
This work highlights the robustness provided by Approach 3 in the estimation of the degrees-of-freedom, providing similar estimates as the time-varying approach inspite of the presence of time-varying degrees-of-freedom. It signifies that in cases where the degrees-of-freedom parameter does not vary widely, Approach 3 is recommended when longitudinal outliers are present.
We did not consider model selection methods to select the number of knots, mainly because the number of knots does not seem to change the results considerably. In the time-varying degrees-of-freedom model we assumed the scale parameter, being time-constant. This parameter might also be assumed to be time-varying. 
FIGURE 4
Plots to inspect the distributions of the random-intercept (left) and random-slope (right) terms against standard Normal.
FIGURE 5
Underlying degrees-of-freedom assumption for simulation study. 
