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ABSTRACT OF THE DISSERTATION
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This thesis contains two main results: a Li-Yau type gradient estimate 3.3.1, and
a Zhong-Yang type eigenvalue estimate 4.3.1. The classical version of these results is for-
mulated in the setting of manifolds with nonnegative Ricci curvature. Here we present
proofs of analogous results under integral curvature assumptions, which are more general
and apply in many more settings than pointwise lower bounds. Although the totality of this
work has not been published, part of it was published in [RO19] or appears in the preprint
[ROSWZ18].
The Li-Yau gradient estimate that we prove is an inequality satisfied by the gra-
dient of the Neumann heat kernel. We restrict our attention to compact domains within
an ambient space manifold, and assume that the amount of negative Ricci curvature of the
manifold is small in an Lp average sense. The domains are not necessarily convex, but must
satisfy an interior rolling R-ball condition 1.3.4. As a corollary of this theorem, we derive
a parabolic Harnack inequality 3.4.1 and a mean value inequality 3.4.2, as well as a lower
bound for the first nontrivial Neumann eigenvalue on this class of domains 3.4.3.
vii
The Zhong-Yang type estimate that we present is a lower bound for the first
nonzero eigenvalue of the drift Laplacian in the setting of closed smooth metric measure
spaces. It is derived assuming that the amount of negative Bakry-E´mery Ricci curvature
of the manifold is small in an Lp average sense. The estimate is sharp, since it recovers the
classical result in the limit where the Ricci tensor is nonnegative. Moreover, we show that
the smallness of the curvature assumption is necessary in example 4.4.2.
viii
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Chapter 1
Introduction
A trend in Riemannian Geometry since the 1950’s has been to study how local
properties affect global ones. Assumptions on the curvature of a manifold, which is a local
property, have topological, geometric, and analytic consequences. For example, they can
influence the size of the fundamental group of the manifold, they can limit the maximum
value of its diameter (i.e. the largest distance between two points), or can provide a lower
bound for the eigenvalues of the Laplace-Beltrami operator, all of which are global results. In
this thesis we focus on analytic consequences, using techniques from Geometric Analysis and
Global Analysis on Manifolds, to study manifolds satisfying integral curvature assumptions.
1.1 Riemannian geometry
In this section we will review some of the key definitions and results in Riemannian
geometry that will be needed to state and prove the original results in the following chapters.
Most of the theorems will be stated without a proof. We refer the interested reader to
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any standard textbook in Differential and Riemannian Geometry, such as [Lee13], [Pet16],
[GHL04].
Consider a smooth Riemannian manifold (Mn, g) of dimension n ≥ 1, and the
corresponding Levi-Civitta connection ∇ on the tangent bundle TM . Below we summarize
basic definitions and results of Riemannian Geometry.
Definition 1.1.1 (Riemann curvature tensor) Given smooth vector fields X,Y, Z ∈
Γ(TM), the Riemann curvature tensor R is the (1, 3)−tensor defined by
R(X,Y )Z := ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z,
where [X,Y ] denotes the Lie bracket of X and Y .
Definition 1.1.2 (Sectional curvature) For any v, w ∈ TpM , the sectional curvature of
(v, w) is the normalized biquadratic form
sec(v, w) :=
g(R(w, v)v, w)
g(v, v)g(w,w)− g(v, w)2 .
Remark 1.1.3 The sectional curvature sec(v, w) depends only on the plane pi = span{v,w}.
Definition 1.1.4 (Ricci curvature) For any v, w ∈ TpM , the Ricci curvature is the sym-
metric bilinear form defined by
Ric(v, w) := tr(x 7→ R(x, v)w) =
n∑
i=1
g(R(ei, w)v, ei),
where e1, . . . , en ∈ TpM denote an orthonormal basis.
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Remark 1.1.5 In particular, if v ∈ TpM is a unit vector and we complete it to an or-
thonormal basis {v, e2, . . . , en} of TpM , then the Ricci curvature can be understood as an
average of sectional curvatures in the following sense:
Ric(v, v) =
n∑
i=2
sec(v, ei).
Definition 1.1.6 (Second fundamental form) Let (M˜, g˜) be a Riemannian manifold
and (M, g) be a Riemannian submanifold of M˜ , with corresponding connections ∇˜ and ∇.
The second fundamental form of M at p ∈M is defined as
II(u, v) :=
(
∇˜UV −∇UV
)
p
= (∇˜UV )⊥p ,
where u, v ∈ TpM , U, V ∈ Γ(TM) with U(p) = u and V (p) = v, and where X⊥ denotes the
component of X that is normal to TpM . When M ⊆ M˜ has codimension 1, we sometimes
define II(u, v) as the scalar g˜(II(u, v), ν), where ν is a specified normal unit vector.
Definition 1.1.7 (Geodesic) Let I ⊆ R be an interval. A smooth curve γ : I → M is
called a geodesic if it satisfies the equation
∇γ′γ′ = 0,
where γ′ denotes the tangent vector to γ at each point. If a geodesic joins two points
γ(t1) = p and γ(t2) = q and the length of γ[t1,t2] equals the distance between p and q we say
that γ is a minimizing geodesic.
Remark 1.1.8 Any curve realizing the distance between two points is a geodesic, but geodesics
might only be minimizing geodesics for short times.
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Definition 1.1.9 (Totally Geodesic) A Riemannian submanifold (M, g) of a Rieman-
nian manifold (M˜, g˜) is said to be totally geodesic if every geodesic in M is also a geodesic
in M˜ .
Remark 1.1.10 M is totally geodesic if and only if II = 0.
Theorem 1.1.11 (Hopf-Rinow Theorem) The following are equivalent:
1. M is geodesically complete, i.e. all geodesics are defined for all time.
2. M is geodesically complete at p for some point p ∈M , i.e. all geodesics through p are
defined for all time.
3. M satisfies the Heine-Borel property, i.e. every closed bounded set is compact.
4. M is metrically complete.
Corollary 1.1.12 If M is complete in any of the above ways, then any two points in M
can be joined by a minimizing geodesic. In particular, this is the case if M is compact.
Definition 1.1.13 (Convex boundary) Let (Mn, g) be a compact Riemannian subman-
ifold with boundary of a complete Riemannian manifold (M˜n, g˜) that has Levi-Civitta con-
nection ∇˜. We say that the boundary of M , ∂M , is convex if any geodesic γ in ∂M satisfies
g˜(∇˜γ′γ′, ν) ≥ 0, where ν denotes the outward unit normal vector of ∂M .
Remark 1.1.14 Note that the boundary of M is convex if and only if II ≥ 0, where II
denotes the second fundamental form of ∂M with respect to the outward unit normal ν. This
is the case since if γ is a geodesic in ∂M , ∇γ′γ′ = 0, so since ∇˜γ′γ′ = ∇γ′γ′ + II(γ′, γ′)ν,
we get that g˜(∇˜γ′γ′, ν) = II(γ′, γ′).
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Definition 1.1.15 (Geodesic ball) Given a Riemannian manifold (M, g), a point p ∈M
and a nonnegative number R ≥ 0, we define the geodesic ball centered at p of radius R to
be
B(p,R) := {q ∈M : d(p, q) < R},
where d(p, q) denotes the Riemannian distance from p to q in M .
Definition 1.1.16 (Gradient) Given a function f ∈ C1(M), we define the gradient of f ,
denoted by ∇f , to be the only vector field in M such that for any p ∈M , vp ∈ TpM ,
dfp(vp) = g(∇fp, vp),
where dfp denotes the tangent map of f at p.
Definition 1.1.17 (Hessian) Given a function f ∈ C2(M), we define the Hessian of f to
be the (0, 2)−tensor defined by
Hess f(X,Y ) := g(∇X∇f, Y ),
where X,Y ∈ Γ(M). Sometimes we will refer to the (1, 1)−tensor version of the Hessian
with the same notation, i.e.
Hess f(X) := ∇X∇f.
The distinction should be clear by context.
Remark 1.1.18 The (0, 2)−Hessian is a symmetric tensor, and the (1, 1)−Hessian is self-
adjoint with respect to g.
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Definition 1.1.19 (Divergence) Given a vector field X ∈ Γ(M), the divergence of X is
the function
div(X) := tr(∇X),
where tr denotes the trace of the linear map w 7→ ∇wX for w ∈ TpM .
Definition 1.1.20 (Laplace-Beltrami operator) Given a function f ∈ C2(M), we de-
fine the Laplace-Beltrami operator or Laplacian to be
∆f := div(∇f) = tr(Hess f),
where Hess in this context denotes the (1, 1)−tensor Hess f(X) = ∇X(∇f).
A fundamental result relating the Laplacian to the Ricci curvature is the Bochner-
Weitzenbo¨ck formula. There are several different versions of it, but here we will state the
formula for smooth functions (see for instance [CLN06]). Due to its relevance in the chapters
below, we decided to include a proof of it.
Theorem 1.1.21 (Bochner-Weitzenbo¨ck formula) Any smooth function f ∈ C∞(M)
satisfies
1
2
∆(|∇f |2) = |Hess f |2 + g(∇f,∇(∆f)) + Ric(∇f,∇f), (1.1)
where |Hess f | denotes the Frobenius norm of the (1, 1)−Hessian as a linear operator in
TpM , i.e. if X1, . . . , Xn is a local orthonormal frame at p ∈ M , then |Hess f |2(p) =∑n
i=1 g(Hess f(Xi),Hess f(Xi)).
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Proof. Given p ∈M , let X1, . . . , Xn be a local orthonormal frame in a neighbor-
hood of p such that ∇XiXj(p) = 0. Then, at p we have that
1
2
∆(|∇f |2)(p) = 1
2
div(∇(|∇f |2))
=
1
2
n∑
i=1
g(∇Xi∇(|∇f |2), Xi)
=
1
2
n∑
i=1
Xi(Xi(|∇f |2))−∇XiXi(|∇f |2)
=
1
2
n∑
i=1
Xi(Xi(|∇f |2))
=
n∑
i=1
Xi(g(∇Xi∇f,∇f))
=
n∑
i=1
Xi(Hess(Xi,∇f))
=
n∑
i=1
Xi(Hess(∇f,Xi))
=
n∑
i=1
Xi(g(∇∇f∇f,Xi))
=
n∑
i=1
g(∇Xi∇∇f∇f,Xi) + g(∇∇f∇f,∇XiXi)
=
n∑
i=1
g(∇Xi∇∇f∇f,Xi)
=
n∑
i=1
g(R(Xi,∇f)∇f,Xi) + g(∇∇f∇Xi∇f,Xi) + g(∇[Xi,∇f ]∇f,Xi),
where we used that the Levi-Civitta connection is metric and that ∇XiXi(p) = 0. Note
that since Xi are orthonormal, by definition, the first term is
n∑
i=1
g(R(Xi,∇f)∇f,Xi) = Ric(∇f,∇f).
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The second term can be rewritten as
n∑
i=1
g(∇∇f∇Xi∇f,Xi) =
n∑
i=1
∇f(g(∇Xi∇f,Xi))− g(∇Xi∇f,∇∇fXi)
=
n∑
i=1
∇f(g(∇Xi∇f,Xi))
= ∇f(
n∑
i=1
g(∇Xi∇f,Xi))
= ∇f(∆f)
= g(∇f,∇(∆f)),
where we used, in addition, that ∇XiXj(p) = 0 implies that ∇YXi(p) = 0 for any vector
field Y . Finally, the third term can be rewritten as
n∑
i=1
g(∇[Xi,∇f ]∇f,Xi) =
n∑
i=1
Hess f([Xi,∇f ], Xi)
=
n∑
i=1
Hess f(∇Xi∇f,Xi)−Hess f(∇∇fXi, Xi)
=
n∑
i=1
Hess f(Xi,∇Xi∇f)−Hess f(Xi,∇∇fXi)
=
n∑
i=1
g(∇Xi∇f,∇Xi∇f)− g(∇Xi∇f,∇∇fXi)
=
n∑
i=1
g(Hess f(Xi),Hess f(Xi))
= |Hess f |2
where we used, in addition, that ∇ is torsion free, i.e. [X,Y ] = ∇XY − ∇YX. Since p
is an arbitrary point and each of the terms is independent of the choice of frame {Xi}ni=1,
putting all the terms together finishes the proof.
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1.2 Comparison geometry
In this section we introduce the field of Comparison Geometry, which compares
topological, geometric and analytic properties of manifolds satisfying certain curvature con-
ditions with the same properties on model manifolds. We refer the interested reader to
[Pet16].
Definition 1.2.1 (Constant Curvature Space) A Riemannian manifold (M, g) is said
to have constant sectional curvature K ∈ R (or just constant curvature) if for any p ∈ M
and for any 2−plane pi ⊆ TpM we have that sec(pi) = K.
Example 1.2.2 Consider SnK := I × Sn−1, where I ⊆ R is the interval (0,∞) for K ≤ 0
and (0, pi√
k
) for K > 0, together with the warped product metric
gSnK = dt
2 + sn2K(t)gSn−1 ,
where gSn−1 is the standard round metric of S
n−1 with radius 1, and the function snK is
defined as
snK(t) =

1√
K
sin
(√
Kt
)
if K > 0,
t if K = 0,
1√
|K| sinh
(√|K|t) if K < 0.
For K > 0 this corresponds to a Sphere Sn of radius 1√
K
, for K = 0 it corresponds to
Euclidean space Rn, and for K < 0 it corresponds to Hyperbolic space. Using the Gauss
equation one can compute the sectional curvatures of these spaces and check that they have
constant sectional curvature equal to K.
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Theorem 1.2.3 (Classification of Constant Curvature Spaces) If (Mn, g) is a con-
nected, geodesically complete Riemannian manifold with constant sectional curvature K,
then the universal covering is isometric to SnK . In particular, if M
n is simply connected,
then it is isometric to either a Sphere, Euclidean space, or Hyperbolic space.
Definition 1.2.4 (Model space) The n−dimensional simply connected Riemannian man-
ifolds of constant curvature K, SnK , are called model spaces.
Definition 1.2.5 (Sectional curvature lower bounds) We say that (M, g) has sectional
curvature bounded below by K, denoted by sec > K, if for any p ∈M and for any 2−plane
pi ⊆ TpM we have that sec(pi) > K.
Definition 1.2.6 (Ricci curvature lower bounds) We say that (Mn, g) satisfies Ric ≥
K for some K ∈ R if for any p ∈M and for any v ∈ TpM we have that
Ric(v, v) ≥ Kg(v, v).
Equivalently, if ρ(p) denotes the lowest eigenvalue of Ric : TpM → TpM (i.e. as a
(1, 1)−tensor), then we say that Ric ≥ K if ρ(p) ≥ K for all p ∈ M . If equality holds
for any point p and any vector v, then we say that (M, g) is an Einstein manifold or that
it has constant Ricci curvature.
Remark 1.2.7 If (Mn, g) has sectional curvature bounded below by K, sec > K, then it
follows from remark 1.1.5 that its Ricci curvature is also bounded below by (n − 1)K. In
particular, SnK are Einstein manifolds with Einstein constant (n− 1)K.
The field of Comparison Geometry compares topological, geometric, and analytic
properties of a manifold with a curvature bound to the same properties on the correspond-
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ing model space. A good example of this kind of results is Myers’ diameter estimate for
manifolds with positive Ricci curvature, that was originally proved by Bonnet and Synge
for manifolds with positive sectional curvature.
Theorem 1.2.8 (Myers’ diameter estimate) Let (Mn, g) be a complete Riemannian
manifold with Ric ≥ (n− 1)K > 0. Then
diam(M, g) ≤ diam(SnK) =
pi√
K
,
and M has finite fundamental group.
Moreover, Cheng proved the following rigidity result.
Theorem 1.2.9 (Maximal Diameter Rigidity) If (Mn, g) is a complete Riemannian
manifold with Ric ≥ (n− 1)k > 0 and diam(M, g) = pi√
K
, then (Mn, g) is isometric to SnK .
A key tool in the proof of this rigidity result, as well as in the proof of many other
results in comparison geometry, is the following volume comparison result due to Bishop.
Theorem 1.2.10 (Relative Volume Comparison) Suppose (M, g) is a complete Rie-
mannian manifold with Ric ≥ (n− 1)K. Then the function
r 7→ vol(B(p, r))
v(n,K, r)
is a nonincreasing funcion whose limit is 1 as r → 0, where vol(B(p, r)) denotes the Rie-
mannian volume of B(p, r) in M , and v(n,K, r) denotes the volume of a geodesic ball of
radius r in SnK .
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Corollary 1.2.11 (Volume Doubling) If (M, g) is a complete Riemannian manifold with
Ric ≥ (n− 1)K, then for any R ≥ r > 0 and any p ∈M we have that
vol(B(p,R))
v(n,K,R)
≤ vol(B(p, r))
v(n,K, r)
.
In particular, there exists a constant C(n,K) such that
vol(B(p, 2r)) ≤ C(n,K) vol(B(p, r))
for any r > 0 and any p ∈M .
Remark 1.2.12 Notice that the volume doubling constant C does not depend on M , but
only on the curvature bound and the dimension.
The volume doubling property is very useful in analysis, to estimate solutions to
PDEs in the setting of metric measure spaces.
1.3 Heat diffusion
Some topological results in Comparison Geometry are proved by studying the
heat equation on manifolds. For example, Li and Yau used a parabolic Harnack inequality
(corollary 1.3.2) to prove estimates on the Betti numbers of a manifold with Ricci curvature
bounded below with convex boundary. The key to derive this inequality is the following Li-
Yau gradient estimate. We refer the reader to [Gri09] for additional details on the analysis
of the heat equation on manifolds.
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Theorem 1.3.1 (Thm 1.4 in [LY86], Li-Yau gradient estimate) Let (Mn, g) be a com-
pact Riemannian manifold with boundary ∂M . Assume that Ric ≥ −K, for some K ≥ 0,
and that the boundary of M is convex, i.e. II ≥ 0 with respect to the outward unit normal ν.
If u(x, t) is a positive solution on M × (0,∞) of the heat equation with Neumann boundary
conditions 
∆u− ∂tu = 0 in M × (0,∞),
∂νu = 0 on ∂M × [0,∞),
then u(x, t) satisfies
|∇u|2
u2
− α∂tu
u
≤ C1 + C2t−1
in M × (0,∞), for all α > 1, where C1 = n√2α2(α− 1)−1K and C2 =
n
2α
2.
As a corollary, one can obtain the following parabolic Harnack inequality and mean
value inequality.
Corollary 1.3.2 (Thm 2.3 in [LY86], parabolic Harnack inequality) Under the as-
sumptions of theorem 1.3.1, for any α > 1, x, y ∈M , and 0 < t1 < t2, we have
u(x, t1) ≤ u(y, t2)
(
t2
t1
)nα/2
e
C1(t2−t1)+C2 d
2(x,y)
(t2−t1) ,
where d(x, y) is the distance between x and y, C1 =
nαK√
2(α−1) and C2 =
α
4 .
Corollary 1.3.3 ([LY86], mean value inequality) Under the assumtions of theorem 1.3.1,
for any α > 1, p > 0, x ∈M , R > 0, and 0 < t1 < t2, we have
u(x, t1) ≤
( 
Bx(R)
up(y, t2)dy
)1/p(
t2
t1
)nα/2
e
C1(t2−t1)+C2 R2(t2−t1) ,
where C1 =
nαK√
2(α−1) and C2 =
α
4 .
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These estimates assume that the domains are convex. To extend them to possibly
nonconvex domains, where II ≥ −H for some H > 0, one needs to introduce the following
condition.
Definition 1.3.4 A Riemannian manifold with boundary (Mn, g) is said to satisfy the
interior rolling R−ball condition if for any p ∈ ∂M there exists q ∈M such that B(q,R) ∩
∂M = {p}.
Figure 1.1: Interior rolling R−ball condition
Under this additional assumption, Jiaping Wang proved the following Li-Yau gra-
dient estimate on possibly nonconvex domains.
Theorem 1.3.5 (Thm 2.2 in [Wan97], Li-Yau estimate for nonconvex domains)
Let (Mn, g) be a compact Riemannian manifold with boundary ∂M . Suppose that ∂M satis-
fies the “interior rolling R−ball” condition. Let K,H ≥ 0 be constants such that Ric ≥ −K
and II ≥ −H. By choosing R small, we have that if u(x, t) is a positive solution on
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M × (0,∞) of the heat equation with Neumann boundary conditions
∆u− ∂tu = 0 in M × (0,∞),
∂νu = 0 on ∂M × [0,∞),
then u(x, t) satisfies
|∇u|2
u2
− α∂tu
u
≤ C1 + C2t−1
in M × (0,∞), for all constants α > (H + 1)2 and 0 < β < 12 , where
C1 =
6nα(α− 1)(1 +H)7K
(α− (1 +H)2)2 +
309n2α3(α− 1)(1 +H)10H
(α− (1 +H)2)4R2β ,
C2 =
nα2(α− 1)2(1 +H)4
(2− β)(1− β)(α− (1 +H)2)2 .
Remark 1.3.6 The smallness of R here depends on an upper bound of the sectional cur-
vature near the boundary.
1.4 Eigenvalue problems
In this section we will present some results in Comparison Geometry related to
the spectrum of the Laplacian. Unless otherwise stated, we will assume that (Mn, g) is a
closed Riemannian manifold, i.e. a compact Riemannian manifold without boundary. For
detailed proofs of the statements below, we refer the reader to [Cha84] or [SY94].
Definition 1.4.1 We say that a nonzero function u ∈ C2(M) is an eigenfunction of the
Laplace-Beltrami operator, with eigenvalue λ, if u satisfies
−∆u = λu
in M .
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Theorem 1.4.2 (Discrete spectrum) The eigenvalues of ∆ can be arranged into a dis-
crete sequence
0 = λ0 < λ1 ≤ λ2 ≤ . . . ≤ λn ≤ . . .
converging to +∞.
Remark 1.4.3 Note that the lowest eigenvalue for a closed manifold is always λ0 = 0,
since nonzero constant functions are eigenfunctions.
A classical result about the first nontrivial eigenvalue of the Laplacian, λ1, is the
following lower bound for manifolds with positive Ricci curvature due to Lichnerowicz.
Theorem 1.4.4 (Lichnerowicz estimate, [Lic58]) If (Mn, g) is a closed Riemannian
manifold satisfying Ric ≥ (n− 1)K for some K > 0, then
λ1(M) ≥ λ1(SnK) = nK.
Moreover, Obata proved the following rigidity result.
Theorem 1.4.5 (Obata rigidity, [Oba62]) With the assumptions of theorem 1.4.4, if
λ1(M) = nK, then M is isometric to S
n
K , i.e. a round sphere of radius
1√
K
.
The statement of Lichnerowicz’s theorem becomes trivial when K = 0. To be able
to derive a meaningful lower bound, one needs to assume an upper bound on the diameter
of M (note that in the setting of Lichnerowicz, the diameter upper bound is automatic from
Myers’ theorem 1.2.8). A rough lower bound for λ1 was shown using a similar technique to
the one used to prove theorem 1.3.1 by Li and Yau.
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Theorem 1.4.6 ([LY80], [Li12]) If (Mn, g) is a closed Riemannian manifold with Ric ≥
0 and diameter bounded above by D > 0, diamM ≤ D, then
λ1(M) ≥ pi
2
2D2
.
Remark 1.4.7 We note that in the original paper [LY80] the bound achieved is pi
2
4D2
, but
the same argument gives the better estimate pi
2
2D2
, as explained in [Li12].
This estimate is not sharp, but a modification of the argument of Li and Yau, due
to Zhong and Yang, gives the following sharp lower bound.
Theorem 1.4.8 (Zhong-Yang estimate, [ZY84]) If (Mn, g) is a closed Riemannian
manifold with Ric ≥ 0 and diameter bounded above by D > 0, diamM ≤ D, then
λ1(M) ≥ pi
2
D2
.
Remark 1.4.9 This estimate is sharp because it is achieved by S1 with the round metric,
since S1 has radius r = Dpi and it is an easy exercise, using polar coordinates, to check that
λ1(S
1) = 1
r2
.
Moreover, Hang and Wang proved the following rigidity result.
Theorem 1.4.10 (Hang-Wang rigidity, [HW07]) With the assumptions of theorem 1.4.8,
if λ1(M) =
pi2
D2
, then M is isometric to S1 with radius Dpi .
For negative lower bounds on the Ricci curvature, following a similar strategy to
the one of theorem 1.4.8, Yang [Yan90] proved the following result.
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Theorem 1.4.11 (Yang estimate, [Yan90]) If (Mn, g) is a closed Riemannian mani-
fold with Ric ≥ −(n− 1)K and diamM ≤ D for some K,D > 0, then
λ1(M) ≥ pi
2
D2
e−cn
√
KD,
where cn = max{
√
n− 1,√2}.
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Chapter 2
Background
The results presented in the previous chapter rely on a global pointwise lower
bound on the Ricci curvature. This assumption, although weaker than a lower bound on
sectional curvature, might be too strong to study geometric flows like the Ricci flow. To
estimate topological invariants, it seems more natural to make assumtions on Lp norms of
the curvature for large p. This motivates the study of manifolds under integral curvature
conditions.
2.1 Integral Ricci curvature
Given a Riemannian manifold (M, g), let ρ(x) be the lowest eigenvalue of Ric at
x ∈M . We define the function ρK(x) to be
ρK(x) = max{0, (n− 1)K − ρ(x)},
i.e. the amount of Ricci curvature below (n − 1)K at x. Notice that ρK(x) ≥ 0, and
ρK(x) = 0 if and only if ρ(x) ≥ (n − 1)K. We can use this function to compute the total
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amount of Ricci curvature below (n−1)K in M , as a way of measuring by how much is the
condition Ric ≥ (n− 1)K failing.
Definition 2.1.1 (Integral curvature) Given a Riemannian manifold (Mn, g) and con-
stants p,K,R ∈ R, p,R > 0, we define
k(K, p,R) := sup
x∈M
(
1
vol(B(x,R))
ˆ
B(x,R)
ρpKdv
) 1
p
= sup
x∈M
( 
B(x,R)
ρpKdv
) 1
p
.
If vol(M) <∞, then we define
k(K, p) :=
(
1
vol(M)
ˆ
M
ρpKdv
) 1
p
=
( 
M
ρpKdv
) 1
p
.
Remark 2.1.2 Notice that k = 0 if and only if Ric ≥ (n − 1)K, and since k ≥ 0, we will
understant k as a way of measuring how much the condition Ric ≥ (n − 1)K fails to be
satisfied. If k is small, the manifold is close to satisfying Ric ≥ (n − 1)K in an Lp sense.
This is much weaker than the pointwise assumption Ric ≥ (n− 1)K, as the example below
shows.
Example 2.1.3 (Sequence of pinched spheres) Consider a sequence of spheres that
are being pinched in a small enough region. By pinching the sphere, we are introducing
Figure 2.1: Sequence of pinched spheres.
negative curvature, which can be unbounded along the sequence. Thus, we can not find a
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uniform lower bound for Ric. However, in an Lp sense, the amount of negative curvature
can be uniformly bounded. Hence, results using a bound on integral Ricci curvature can be
applied to the sequence of spheres, whereas results using a pointwise lower bound can not be
used.
As an example of a comparison geometry theorem that can be extended to integral
curvature conditions, the following result generalizes Myers’ theorem 1.2.8 to this setting.
The diameter bound was proved in [PS98], and the finitenes of pi1(M) was proved in [Aub07].
Theorem 2.1.4 (Diameter estimate for inegral curvature, [PS98], [Aub07]) Let (Mn, g)
be a complete Riemannian manifold of dimension n ≥ 2, and let p > n2 , R > 0, and K > 0.
For every α > 0 there exists (α, n, p,K,R) > 0 such that if k(K, p,R) ≤  then
diam(M, g) ≤ diam(SnK) + α =
pi√
K
+ α
and M has finite fundamental group.
It’s a natural question to investigate which other topological, geometric and ana-
lytic results can be proven under integral curvature conditions. One of the most important
results in this respect is the proof of a generalization of Bishop’s relative volume comparison
theorem 1.2.10, due to Petersen and Wei.
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2.2 Volume comparison
Theorem 2.2.1 (Relative volume comparison for integral curvature, [PW97], [PW01])
Given a Riemannian manifold (Mn, g), and constants K ∈ R and p > n2 , for any x ∈ M ,
and any 0 < r ≤ R (if K > 0 further assume that R ≤ pi
2
√
K
) there exists a constant
C = C(n, p,K,R) which is nondecreasing in R such that
(
vol(B(x,R))
v(n,K,R)
) 1
2p
−
(
vol(B(x, r))
v(n,K, r)
) 1
2p
≤ C
(
sup
x∈M
ˆ
B(x,R)
ρpKdv
) 1
2p
.
As a corollary, we can generalize the volume comparison result 1.2.11 for manifolds
with small integral Ricci curvature.
Corollary 2.2.2 (Volume doubling for integral curvature, [PW97], [PW01]) Given
a Riemannian manifold (Mn, g), and constants K ∈ R, p > n2 , 0 < α < 1, for any x ∈ M
and 0 < r1 < r2 ≤ R (if K > 0 further assume that R ≤ pi2√K ) there exists  = (n, p,K, α)
such that if R2k(p,K,R) <  then
α
v(n,K, r1)
v(n,K, r2)
≤ vol(B(x, r1))
vol(B(x, r2))
.
2.3 Sobolev inequality
Under integral Ricci curvature conditions one can also obtain Sobolev inequali-
ties. For instance, Gallot [Gal88] proved the following isoperimetric inequality, which was
improved to the optimal power by Petersen and Sprouse [PS98].
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Theorem 2.3.1 (Thm 3, 6 [Gal88]) Given (Mn, g) a closed Riemannian manifold with
diam(M) ≤ D, for p > n2 , K ∈ R, there exists (n, p,K,D) > 0, C(n, p,K,D) > 0 such
that if k(p,K) ≤ , then
Is(M) ≤ C(n, p,K,D)
vol(M)
1
n
, (2.1)
where Is(M) = sup{vol(Ω)1−
1
n
vol(∂Ω) : Ω ⊂M, vol(Ω) ≤ 12 vol(M)}. In particular,
λ1(M) ≥ Λrough(n, p,H,D) > 0, (2.2)
and for any u ∈W 1,2(M) we have that
‖u− u‖∗2p
p−1
≤ Cs‖∇u‖∗2,
‖u‖∗2p
p−1
≤ Cs‖∇u‖∗2 + ‖u‖∗2,
(2.3)
where u =
ﬄ
M udx, ‖u‖∗p =
(ﬄ
M u
pdx
) 1
p , and Cs =
(
p
p−1
) 1
2
C(n, p,K,D).
In the Dirichlet case, Dai, Wei and Zhang [DWZ18] proved the following local
Sobolev inequality.
Theorem 2.3.2 (Thm 1.1, Corollary 4.6 [DWZ18]) Given (Mn, g) a complete Rie-
mannian manifold, for p > n2 there exists (p, n) > 0 such that if k(0, p, 1) ≤ , then
for any x ∈ M , r ≤ 1 with ∂B(x, 1) 6= ∅, the normalized Dirichlet isoperimetric constant
has the estimate
ID∗n(B(x, r)) ≤ 102n+4r, (2.4)
where ID∗n(B(x, r)) = vol(B(x, r))
1
n supΩ
vol(Ω)1−
1
n
vol(∂Ω) , where Ω ⊂ B(x, r) has smooth boundary
and is such that ∂Ω ∩ ∂B(x, r) = ∅. In particular, for any u ∈W 1,2(B(x, r)) we have
‖u− u‖∗2n
n−2 ,B(x,1)
≤ 2(n− 1)
n− 2 10
2n+4‖∇u‖∗2,B(x,1). (2.5)
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2.4 Heat kernel estimates
It is well known that if the volume doubling property 2.2.2 is satisfied and the
Sobolev inequality 2.3.2 is satisfied, then one can derive Gaussian upper bounds for the
heat kernel of (Mn, g) (see [SC92], [Gri97], and [Gri09] for an introduction to heat kernel
estimates on manifolds). This was pointed out in [ZZ17]. More precisely, we have the
following.
Theorem 2.4.1 For any p > n2 , there exists (n, p) > 0 such that if k(0, p, 1) ≤ , then for
some constants Ci = Ci(n, p), i = 1, 2, we have
p(t, x, y) ≤ C1
V (x,
√
t)V (y,
√
t)
1
2
e−C2
d(x,y)2
t , (2.6)
wher p(t, x, y) is the heat kernel corresponding to the Cauchy problem on M , d(x, y) is the
geodesic distance from x to y, and V (x, r) = vol(B(x, r)).
Many other authors have proved heat kernel estimates under different curvature
conditions. Of particular interest is the work of Rose and Stollmann [Ros17], [RS17] that
shows, among other results, heat kernel estimates and their applications under more general
curvature conditions than integral bounds on the Ricci curvature, namely assuming that
the Ricci curvature is in the Kato class.
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Chapter 3
Heat equation under integral
curvature conditions
In this chapter we prove a generalization of theorems 1.3.1 and 1.3.5, and their
corollaries, under integral Ricci curvature conditions. These are original results that have
been published by the author in [RO19]. We also prove an application of this result, a
lower bound on the first Neumann eigenvalue on certain domains, which is joint work with
Christian Rose.
3.1 Earlier work
The proofs of theorems 1.3.1 and 1.3.5 depend strongly on a pointwise lower bound
for the Ricci curvature. The main reason is that they are proved using a maximum principle,
which uses the formula (1.1) at the point where a certain function attains its maximum.
The lower bound on the Ricci curvature, Ric ≥ −K, allows the inequalities to go in the
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right direction, using that Ric(∇u,∇u) ≥ −K|∇u|2. Because of this, the generalization of
this result to the integral curvature setting is not elementary. To overcome this difficulty,
we will use a technique developed in [ZZ18] and [ZZ17] by Zhang and Zhu, introducing an
auxiliary function J defined via a PDE that will absorb the curvature terms. For instance,
Zhang and Zhu proved, among other results, the following Li-Yau type gradient estimate
for the Cauchy problem under integral curvature conditions.
Theorem 3.1.1 (Thm 1.1, [ZZ17]) Let (Mn, g) be a complete Riemannian manifold and
u > 0 be a solution of the heat equation on M . For any p > n2 , there exists (n, p) such that
if κ(1, p) ≤ , then for any point p ∈M and constant α ∈ (0, 1), we have
αJ
|∇u|2
u2
− ∂tu
u
≤ n
α(2− δ)J
1
t
+
C
α(2− δ)J
[
1
α(2−δ)J(1−α) + 1
] ,
in B(p, 12)× (0,∞), where
J = J(t) = 2−
1
a−1 exp
[
−2C(1 + (2C(a− 1)) n2p−n )t
]
,
δ = 2(1−α)
2
n+(1−α)2 , a =
5[n+(1−α)2]
2(1−α)2 and C = C(n, p).
Our goal in the next sections is to show a similar Li-Yau gradient estimate for the
Neumann heat kernel on non-convex domains.
3.2 Gaussian heat kernel estimates
From now on, unless stated otherwise, we will consider the following situation. Let
(Nn, g) be a smooth Riemannian manifold, and let Mn ⊆ Nn be a compact Riemannian
submanifold with boundary ∂M . We will assume that for some D > 0 we have that
diam(M) ≤ D, (3.1)
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and that for some p > n2 , and  = (n, p, 0,
1
2) chosen as in corollary 2.2.2, N satisfies the
curvature assumption
D2k(0, p,D) = D2 sup
x∈N
( 
B(x,D)
ρp0
) 1
p
< . (3.2)
We will further assume, as in [Wan97], that for some constant H ≥ 0 the second
fundamental form of ∂M with respect to the outer normal satisfies
II ≥ −H, (3.3)
and that for some R > 0 small enough, M satisfies the interior rolling R−ball condition
1.3.4.
One of the key technical results that we will need are Gaussian estimates for the
Neumann heat kernel of M . We will use the following result from [CKO15], that derives
these estimates from Gaussian estimates on the heat kernel of N (corresponding to the
Cauchy problem), with mild assumptions on the geometry of M and N .
Lemma 3.2.1 (Thm 1.1, [CKO15]) Suppose that (Nn, g) is a smooth Riemannian man-
ifold that satisfies the volume doubling property and whose heat kernel p(t, x, y) satisfies
p(t, x, y) ≤ C
(V (x,
√
t)V (y,
√
t))
1
2
e−c
d(x,y)2
t , (3.4)
where C, c > 0 are constants, d(x, y) denotes the geodesic distance between x, y ∈ N , and
V (x, r) = vol(B(x, r)) is the volume of a geodesic ball of radius r > 0 centered at x. Suppose
also that Mn ⊆ Nn is a Riemannian submanifold with boundary such that diam(M) <∞,
satisfying the volume doubling property
VM (x, s) ≤ C˜
(s
r
)γ
VM (x, r), (3.5)
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where VM (x, r) = vol(B(x, r)∩M) is the volume in M of a geodesic ball B(x, r) of N , and
C˜, γ > 0 are constants. Then, the Neumann heat kernel h(t, x, y) on Mn satisfies
h(t, x, y) ≤ C
(VM (x,
√
t)VM (y,
√
t))
1
2
(
1 +
d(x, y)2
4t
)γ
e−
d(x,y)2
4t . (3.6)
As explained in section 2.4, in our setting (3.4) is satisfied in N , and it follows
from corollary 2.2.2 that the volume doubling property holds in N . To be able to use the
result above, we only need to check that (3.5) is also satisfied. As the next lemma shows,
this is guaranteed thanks to the interior rolling R-ball condition 1.3.4.
Lemma 3.2.2 (Lemma 3.3, [RO19]) Given D, γ > 0, if a Riemannian manifold N sat-
isfies the volume doubling property
V (x, s) ≤ C
(s
r
)γ
V (x, r) (3.7)
for r ≤ s ≤ D and x ∈ N , then a compact Riemannian submanifold with boundary M ⊆ N ,
with diam(M) ≤ D, whose boundary satisfies the interior rolling R−ball condition 1.3.4,
satisfies
VM (x, s) ≤ C˜
(s
r
)γ
VM (x, r) (3.8)
for 0 < r ≤ s, x ∈M , and C˜ := max{3γC, (2DR )γ C}.
Proof. It suffices to consider the situation where B(x, s) ∩ ∂M 6= ∅. If that
is the case, let p ∈ ∂M denote the closest point to x in ∂M . Using the interior rolling
R−ball condition 1.3.4, we know that there exists q ∈ M such that B(q,R) ⊆ M and
B(q,R) ∩ ∂M = {p}.
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Notice that, by definition, p minimizes the distance to the boundary from x and
from q. Hence, the geodesics joining p and x, γpx, and p and q, γpq, must both be per-
pendicular to ∂M at p. Hence, since geodesics do not branch, x, q, and p are on the same
minimizing geodesic.
Case 1. 0 < r ≤ R
Consider a point q′ on the geodesic joining x and q, such that d(q′, x) = r/2 and
d(q′, q) = d(x, q)− r/2. Notice that p also minimizes the distance from q′ to ∂M . It’s easy
to see that B(q′, r/2) ⊆ B(x, r) ∩M , and also that B(x, s) ⊆ B(q′, 3s/2).
If 3s2 ≤ D, using the volume doubling property of N , we get
VM (x, s) ≤ V (q′, 3s/2) ≤ 3γC
(s
r
)γ
V (q′, r/2) ≤ C˜
(s
r
)γ
VM (x, r). (3.9)
If 3s2 ≥ D, we get
VM (x, s) ≤ V (q′, D) ≤ C
(
2D
r
)γ
V (q′, r/2) ≤ 3γC
(s
r
)γ
V (q′, r/2) ≤ C˜
(s
r
)γ
VM (x, r).
(3.10)
Case 2. r > R
In this situation, consider also a point q′′ on the geodesic joining x and q, such that
d(q′′, x) = R/2 and d(q′′, q) = d(x, q) − R/2. As before, it’s easy to see that B(q′′, R/2) ⊆
B(x, r) ∩M . Thus, we deduce that
VM (x, s) ≤ V (q′′, D) ≤ C
(
2D
R
)γ
V (q′′, R/2) ≤ C˜VM (x, r), (3.11)
which is stronger than what we want to prove, so in particular
VM (x, s) ≤ C˜
(s
r
)γ
VM (x, r). (3.12)
29
Remark 3.2.3 From corollary 2.2.2, choosing α = 12 and K = 0, it follows that
V (x, s) ≤ 2
(s
r
)n
V (x, r), (3.13)
which implies, by lemma 3.2.2, that
VM (x, s) ≤
(
2n+13n
Dn
Rn
)(s
r
)n
VM (x, r). (3.14)
Also, using the volume doubling property (3.13) and the curvature condition (3.2) we can
see that
k(0, p) =
( 
M
ρp0
) 1
p
≤ 2 1p 
D
2p−n
p R
n
p
. (3.15)
Using this lemma, all the hypothesis of lemma 3.2.1 are satisfied, hence we know
that the Neumann heat kernel of M satisfies the Gaussian upper bound (3.6). This is crucial
in the proof of the following lemma, which is the key of the Li-Yau gradient estimate that
we will prove in the following section.
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Lemma 3.2.4 (Lemma 2.3, [RO19]) For any constant c > 1, there exists a unique
smooth solution J(x, t) to the problem
∆J − ∂tJ − c |∇J |
2
J − 2Jρ0 = 0 in M × (0,∞),
∂νJ = 0 on ∂M × (0,∞),
J = 1 on M × {0},
(3.16)
and it satisfies
0 < J ≤ J ≤ 1,
where J = J(t) is given by
J(t) := 2−
1
c−1 e−
C3
c−1 t,
and C3 = C6(c, n, p)
[

D
2−np R
n
p
+ 
2p
2p−n
D
4p−6n
2p−n R
4n
2p−n
]
> 0.
Proof. Using the transformation w = J−(c−1), the problem (3.16) becomes
∆w − ∂tw + V w = 0 in M × (0,∞),
∂νw = 0 on ∂M × (0,∞),
w = 1 on M × {0},
(3.17)
where V (x) := 2(c− 1)ρ0(x) ≥ 0. Note that this is a linear parabolic PDE with Neumann
boundary conditions, which has a unique smooth solution given by Duhamel’s formula
w(x, t) =
ˆ
M
1 · h(t, x, y)dy +
ˆ t
0
ˆ
M
h(t− s, x, y)V (y)w(y, s)dyds (3.18)
= 1 +
ˆ t
0
ˆ
M
h(t− s, x, y)V (y)w(y, s)dyds, (3.19)
where h(t, x, y) ≥ 0 is the Neumann heat kernel on M .
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Claim 1. w(x, t) > 0.
We will argue by contradiction. First, define
w(t) := min
x∈M
w(x, t). (3.20)
If the claim is false, there exists some t ≥ 0 such that w(t) ≤ 0. Since w is continuous and
w(0) = 1, there exists t0 > 0 such that w(t0) = 0 and w(t) > 0 for any 0 ≤ t < t0. Let
x0 ∈M be a point that realizes the minimum w(x0, t0) = w(t0) = 0. Then
ˆ t0
0
ˆ
M
h(t0 − s, x0, y)V (y)w(y, s)dyds ≥ 0,
so using (3.19) we see that
w(x0, t0) ≥ 1,
which is a contradiction since w(x0, t0) = 0. This finishes the proof of claim 1.
By the previous claim, we know that J := w−
1
c−1 is well defined, smooth, and
solves problem (3.16).
Claim 2. J(x, t) ≤ 1.
This statement is equivalent to w(x, t) ≥ 1. By a similar argument as above, since
w > 0, we have that
ˆ t
0
ˆ
M
h(t− s, x, y)V (y)w(y, s)dyds ≥ 0,
hence, using (3.19), we condlude that
w(x, t) ≥ 1.
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Claim 3. J(x, t) ≥ J(t).
The proof of this claim is based on an argument of [ZZ17]. We use the Gaussian
upper bound (3.6) for the Neumann heat kernel on M that follows from lemma 3.2.1, to
derive an upper bound for w(x, t).
Consider the function
w(t) := sup
(x,s)∈M×[0,t]
w(x, s). (3.21)
Then, by (3.19), we have that
w(x, t) ≤ 1 +
ˆ t
0
w(s)
ˆ
M
h(t− s, x, y)V (y)dyds. (3.22)
Case 1. t− s ≥ D2
In this case VM (z,
√
t− s) = |M |, so using (3.6) we have that
ˆ
M
h(t− s, x, y)V (y)dy ≤
ˆ
M
Ce
− d(x,y)2
4(t−s)
[VM (x,
√
t− s)VM (y,
√
t− s)] 12
(
1 +
d(x, y)2
4(t− s)
)n
V (y)dy
(3.23)
≤ 2(c− 1)C
(
1 + 14
)n
|M |
ˆ
M
ρ0(y)dy (3.24)
≤ 2(c− 1)C
(
1 +
1
4
)n( 
M
ρ0(y)
pdy
) 1
p
(3.25)
≤ C4, (3.26)
where C4 =
2
p+1
p (c−1)C(1+ 14)
n
D
2−np R
n
p
and C is the constant from (3.6).
Case 2. t− s < D2
Note that using Lemma 3.2.2 we have that for z ∈M
VM (z,
√
t− s) ≥ R
n
2n+13nD2n
(t− s)n2 VM (z,D) = 1
2n+13n
Rn
D2n
(t− s)n2 |M |. (3.27)
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Thus, by Ho¨lder’s inequality,
ˆ
M
h(t− s, x, y)V (y)dy ≤ ‖V ‖p
(ˆ
M
hh
1
p−1
) p−1
p
(3.28)
≤ ‖V ‖∗p
((
5
4
)n
2n+13nC
) 1
p D
2n
p
R
n
p
(t− s)− n2p
(ˆ
M
hdy
) p−1
p
(3.29)
≤ C5(t− s)−
n
2p , (3.30)
where C5 =
2(c−1)(22−n3n5n)
1
p
D
2p−3n
p R
2n
p
, and where we combined (3.6) and (3.15).
With these estimates, (3.22) becomes
w(x, t) ≤ 1 + 
[
C4
ˆ t−D2
0
w(s)ds+ C5
ˆ t
t−D2
(t− s)− n2pw(s)ds
]
. (3.31)
The second term on the right can be broken into two terms as
ˆ t
t−D2
(t− s)− n2pw(s)ds =
ˆ t−η
t−D2
(t− s)− n2pw(s)ds+
ˆ t
t−η
(t− s)− n2pw(s)ds (3.32)
≤ η− n2p
ˆ t−η
t−D2
w(s)ds+ w(t)
ˆ t
t−η
(t− s)− n2pds (3.33)
≤ η− n2p
ˆ t
t−D2
w(s)ds+
2pη
2p−n
2p
2p− n w(t), (3.34)
where we have used that p > n2 . Then, taking supremum over (x, t˜) ∈ M × [0, t], (3.31)
becomes [
1− 2pC5η
2p−n
2p
2p− n
]
w(t) ≤ 1 + max{C4, C5η−
n
2p }
ˆ t
0
w(s)ds. (3.35)
Choosing now η :=
(
4pC5
2p−n
)− 2p
2p−n
we get
w(t) ≤ 2 + C3
ˆ t
0
w(s)ds, (3.36)
where C3 ≥ 2max{C4, C
2p
2p−n
5
(
4p
2p−n
) n
2p−n }. To have a more concrete expression, we can
choose for instance
C3 = C6(n, p, c)
[

D
2−n
pR
n
p
+

2p
2p−n
D
4p−6n
2p−n R
4n
2p−n
]
, (3.37)
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where, refering by C the constant in (3.6), we have that
C6 = 2
[
2
p+1
p
(
5
4
)n
(c− 1)C +
(
2(c− 1)(22−n3n5n) 1p
) 2p
2p−n
(
4p
2p− n
) n
2p−n
]
. (3.38)
Note that this choice could be improved if needed. Now, by Gro¨nwall’s inequality, we get
that
w(x, t) ≤ w(t) ≤ 2eC3t. (3.39)
Thus using J = w−
1
c−1 , we obtain
J(t) := 2−
1
c−1 e−
C3
c−1 t ≤ J(x, t), (3.40)
which finishes the proof of the lemma.
3.3 Li-Yau gradient estimate
In this section we will prove Theorem 3.3.1, which is the main result of this chapter.
This is original work developed by the author at the University of California, Riverside, that
has been published in [RO19].
Theorem 3.3.1 (Thm 1.2, [RO19]) Let Mn be a compact Riemannian submanifold with
boundary of a Riemannian manifold Nn. Given H > 0, D > 0, p > n2 , and R > 0 small
enough, there exists (n, p) > 0 such that if conditions (3.1), (3.2) and (3.3) hold and M
satisfies the interior rolling R−ball condition 1.3.4, then any positive solution u(x, t) > 0 to
∂tu−∆u = 0 in M × (0,∞),
∂νu = 0 on ∂M × (0,∞),
(3.41)
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satisfies the Li-Yau type gradient estimate
αJ
|∇u|2
u2
− ∂tu
u
≤ C1 + C2
J
1
t
, (3.42)
where, given any 0 < ξ < 1, we can choose any 0 < α ≤ 1−ξ
(1+H)2
and any 0 < β ≤
ξ2(1−ξ)
2ξ2+n2(1+H)2
, the constants C1 and C2 are defined as
C1 :=
n2
α
√
2ξ3(1− 2β)
(
32n2αH2(1 +H)2
ξ3R2
+ 2α(1 +H)
[
H
R2
+
2(n− 1)H(3H + 1)
R
]
+(β + 4α−1)
[
4αH(1 +H)
R
]2)
,
C2 :=
n2
α(1− 2β) ,
and where J is the function defined in lemma 3.2.4 for c =
(
3 + 1α
)
1
β > 1.
Remark 3.3.2 Here R > 0 needs to be chosen small enough so that lemma 3.3.4 holds.
The smallness depends on a pointwise upper bound of the sectional curvature in an R-tubular
neighborhood of the boundary. This is a condition that also appears in the work of [Wan97],
and to the best of our knowledge there aren’t any known results without this condition, not
even in the pointwise Ricci curvature bound case, unless one assumes H = 0 (i.e. that M
is convex).
Before we start the proof of theorem 3.3.1, we need to introduce some functions,
whose definitions are based on the work of [Wan97] and [Che90].
Definition 3.3.3 In the context of theorem 3.3.1, consider a C2 function ψ : [0,∞) →
[0,∞) such that 
ψ(r) ≤ H if r ∈ [0, 1/2),
ψ(r) = H if r ∈ [1,∞),
36
with ψ(0) = 0, 0 ≤ ψ′(r) ≤ 2H, ψ′(0) = H, and ψ′′(r) ≥ −H. Then define φ : M → [0,∞)
as φ(x) := ψ
(
r(x)
R
)
, where r(x) denotes the distance from x ∈ M to ∂M . We also define
ϕ(x) := (1 + φ(x))2 and, given α > 0, ϕ˜(x) := αϕ(x).
Lemma 3.3.4 (Lemma 2.1, [RO19]) Let R > 0 be small enough so that
√
KR tan(R
√
KR) ≤ 1 +H
2
, (3.43)
and
H√
KR
tan(R
√
KR) ≤ 1
2
, (3.44)
where KR is the supremum of the sectional curvatures of M at distance R from the boundary.
Then the function ϕ˜(x) satisfies
α ≤ ϕ˜ ≤ α(1 +H)2, (3.45)
|∇ϕ˜| ≤ 4αH(1 +H)
R
, (3.46)
∆ϕ˜ ≥ −2α(1 +H)
[
H
R2
+
2(n− 1)H(3H + 1)
R
]
. (3.47)
Proof. The inequalities (3.45) and (3.46) are immediate from the definitions above
and the basic fact that |∇r(x)| = 1, and they hold independently of the smallness of R. To
prove (3.47) we follow the same argument as in [Wan97] and [Che90]. We use that under
the assumptions of smallness of R we have that
∆r ≥ −(n− 1)(3H + 1). (3.48)
For a detailed argument on how to derive (3.48) we refer the reader to [Che90].
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Then, by direct computation, we get
∆φ =
ψ′′|∇r|2
R2
+
ψ′∆r
R
≥ − H
R2
− 2H(n− 1)(3H + 1)
R
, (3.49)
so
∆ϕ˜ = 2α|∇φ|2 + 2α(1 + φ)∆φ ≥ −2α(1 +H)
[
H
R2
+
2H(n− 1)(3H + 1)
R
]
. (3.50)
With the results in lemmas 3.2.4 and 3.3.4 we are ready to prove theorem 3.3.1.
Proof of Theorem 3.3.1. Let J(x, t) be the function defined in lemma 3.2.4
corresponding to c =
(
3 + 1α
)
1
β , for α, β > 0 given constants. For ϑ > 0, consider the
function
Gϑ(x, t) := t
[
ϕ˜J(|∇f |2 + ϑ)− ∂tf
]
, (3.51)
where f(x, t) := ln (u(x, t)). For T > 0, let (p, τ) be the maximum of Gϑ in M × [0, T ].
Remark 3.3.5 If Gϑ(p, τ) ≤ 0 for all T > 0, then the result follows immediately. In
particular, we would have that for any (x, t) ∈M × (0,∞), choosing T = t, we have
t
[
ϕ˜J(|∇f |2 + ϑ)− ∂tf
]
= Gϑ(x, t) ≤ Gϑ(p, τ) ≤ 0. (3.52)
Hence, using lemmas 3.2.4 and 3.3.4 we get that for any (x, t) ∈M × (0,∞)
αJ(|∇f |2 + ϑ)− ∂tf ≤ 0. (3.53)
Since this holds for any ϑ > 0, using the definition of f we obtain
αJ
|∇u|2
u2
− ∂tu
u
≤ 0, (3.54)
which is a stronger result than what we are trying to prove (3.42).
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So, by the remark above, we can assume without loss of generality that for some T0 > 0,
and hence for any T > T0, Gϑ(p, τ) > 0, and in particular τ > 0.
Case 1. p ∈ ∂M
In that case, ∂νGϑ(p, τ) ≥ 0, and choosing an orthonormal frame at p so that
en = ν we get that at (p, τ)
0 ≤ τ
[
∂νϕ˜J(|∇f |2 + ϑ) + ϕ˜
(
∂νJ(|∇f |2 + ϑ) + 2J
n∑
i=1
∂if∂ν∂if
)
− ∂ν∂tf
]
. (3.55)
Using that ∂νf = 0 and ∂νJ = 0 on ∂M × (0,∞) and dividing by τϕ˜J(|∇f |2 +ϑ),
we get that at (p, τ)
0 ≤ 1
ϕ˜
∂νϕ˜+ 2
∑n−1
i=1 ∂if∂ν∂if
|∇f |2 + ϑ . (3.56)
But now, following the argument of [Wan97], this leads to a contradiction. By
direct computation
n−1∑
i=1
∂if∂ν∂if = − II(∇f,∇f) ≤ H|∇f |2. (3.57)
Also, since p ∈ ∂M we have that r(p) = 0, and so φ(p) = ψ(0) = 0. So using that
ψ′(0) = H and that ∇r · ν(p) = −1 we get
∂νϕ˜(p) = ∇ϕ˜ · ν(p) = 2α(1 + φ(p))ψ′
(
r(p)
R
)
1
R
∇r · ν(p) = −α2H
R
. (3.58)
From the two expressions above, assuming without loss of generality that R < 1
and using that ϕ˜(p) = α, for any ϑ > 0 we get
1
ϕ˜
∂νϕ˜+ 2
∑n−1
i=1 ∂if∂ν∂if
|∇f |2 + ϑ ≤ −
2H
R
+ 2
H|∇f |2
|∇f |2 + ϑ < 0, (3.59)
which is a contradiction with (3.56). Thus, Case 1 can not occur.
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Case 2. p 6∈ ∂M
In this case ∇Gϑ(p, τ) = 0, ∂tGϑ(p, τ) ≥ 0 and ∆Gϑ(p, τ) ≤ 0, which implies that
∆Gϑ − ∂tGϑ ≤ 0 at (p, τ). Now we will proceed in a similar way as in [ZZ17]. By direct
computation, using Bochner’s formula 1.1, we have
(∆− ∂t)
( |∇u|2
u
+ ϑu
)
=
2
u
∣∣∣∣∂i∂ju− ∂iu∂juu
∣∣∣∣2 + 2Rij ∂iu∂juu . (3.60)
Let’s say that g = |∇u|
2
u2
+ ϑ and g˜ = ug = |∇u|
2
u + ϑu. Then
(∆− ∂t)(ϕ˜Jg˜ − ∂tu) =(∆− ∂t)(ϕ˜J)g˜ + 2∇(ϕ˜J)∇g˜ + ϕ˜J [(∆− ∂t)g˜] (3.61)
=(∆− ∂t)(ϕ˜J)g˜ + 2∇(ϕ˜J)∇g˜
+ ϕ˜J
[
2
u
∣∣∣∣∂i∂ju− ∂iu∂juu
∣∣∣∣2 + 2Rij ∂iu∂juu
]
. (3.62)
Using the quotient formula for the operator L = ∆− ∂t, which is
L
(
A
B
)
+ 2∇ lnB∇A
B
=
LA
B
− ALB
B2
, (3.63)
for A = ϕ˜Jg˜ − ∂tu and B = u, and defining Qϑ = Gϑ/t = ϕ˜Jg˜ − ∂tuu , we get
(∆− ∂t)Qϑ + 2
u
∇u∇Qϑ = (∆− ∂t)(ϕ˜Jg˜ − ∂tu)
u
. (3.64)
Then, from (3.62) we get
(∆− ∂t)Qϑ + 2
u
∇u∇Qϑ =(∆− ∂t)(ϕ˜J)g + 2∇(ϕ˜J)∇g˜
u
+ ϕ˜J
[
2
u2
∣∣∣∣∂i∂ju− ∂iu∂juu
∣∣∣∣2 + 2Rij ∂iu∂juu2
]
.
(3.65)
Also, using that ∇
( |∇u|2
u
)
1
u = ∇
( |∇u|2
u2
)
+ |∇u|
2
u2
∇u
u and the notation f = lnu, we observe
that
∇g˜
u
= ∇
( |∇u|2
u2
)
+
|∇u|2
u2
∇u
u
+ 
∇u
u
= ∇(|∇f |2) + g∇f. (3.66)
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Hence (3.65) becomes
(∆− ∂t)Qϑ + 2∇f∇Qϑ =(∆− ∂t)(ϕ˜J)g + 2∇(ϕ˜J)[∇(|∇f |2) + g∇f ]
+ 2ϕ˜J [|∂i∂jf |2 + Ric(∇f,∇f)].
(3.67)
Now notice that, for β > 0
∇J∇(|∇f |2) ≥ − 1
βJ
|∇J |2|∇f |2 − βJ |∂i∂jf |2, (3.68)
so (3.67) gives us
(∆− ∂t)Qϑ + 2∇f∇Qϑ ≥ (∆− ∂t) (ϕ˜J)g + 2g∇(ϕ˜J)∇f + 2J∇ϕ˜∇(|∇f |2)
− 2
βJ
ϕ˜|∇J |2|∇f |2 − 2βϕ˜J |∂i∂jf |2
+ 2ϕ˜J
[
|∂i∂jf |2 + Ric(∇f,∇f)
]
.
(3.69)
Since Ric(∇f,∇f) ≥ −ρ0|∇f |2 and |∇f |2 ≤ g, we have that
(∆− ∂t)Qϑ + 2∇f∇Qϑ ≥ (∆− ∂t) (ϕ˜J)g + 2g∇(ϕ˜J)∇f + 2J∇ϕ˜∇(|∇f |2)
− 2
βJ
ϕ˜g|∇J |2 − 2βϕ˜J |∂i∂jf |2
+ 2ϕ˜J
[
|∂i∂jf |2 − gρ0)
]
= (∆− ∂t) (ϕ˜J)g + 2J∇ϕ˜∇(|∇f |2)
+ 2ϕ˜J
[
(1− β)|∂i∂jf |2 − gρ0
]
− 2
βJ
ϕ˜g|∇J |2 + 2gϕ˜∇J∇f + 2gJ∇ϕ˜∇f.
(3.70)
Using that −2|∇f ||∇J | ≥ − |∇J |2βJ − βJ |∇f |2 and Cauchy-Schwarz, we get
(∆− ∂t)Qϑ + 2∇f∇Qϑ ≥ (∆− ∂t) (ϕ˜J)g + 2(1− β)ϕ˜J |∂i∂jf |2 − βJgϕ˜|∇f |2
+ 2J∇ϕ˜∇(|∇f |2) + 2gJ∇ϕ˜∇f
+
[
− 3
β
|∇J |2
J
− 2Jρ0
]
ϕ˜g.
(3.71)
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Now, expanding the first term on the right, we get
(∆− ∂t)Qϑ + 2∇f∇Qϑ ≥g [∆ϕ˜J + 2∇ϕ˜∇J ] + 2(1− β)ϕ˜J |∂i∂jf |2 − βJgϕ˜|∇f |2
+ 2J∇ϕ˜∇(|∇f |2) + 2gJ∇ϕ˜∇f
+
[
∆J − ∂tJ − 3
β
|∇J |2
J
− 2Jρ0
]
ϕ˜g.
(3.72)
Using lemma 3.3.4 we get 2∇ϕ˜∇J ≥ − 1αβ ϕ˜ |∇J |
2
J − βJ |∇ϕ˜|2, hence
(∆− ∂t)Qϑ + 2∇f∇Qϑ ≥Jg∆ϕ˜+ 2J∇ϕ˜∇(|∇f |2) + 2gJ∇ϕ˜∇f − β|∇ϕ˜|2gJ
+ 2(1− β)ϕ˜J |∂i∂jf |2 − βJgϕ˜|∇f |2
+ ϕ˜g
[
∆J − ∂tJ −
(
3 +
1
α
)
1
β
|∇J |2
J
− 2Jρ0
]
.
(3.73)
Since J solves the problem of lemma 3.2.4 for c =
(
3 + 1α
)
1
β , we see that (3.73) becomes
(∆− ∂t)Qϑ + 2∇f∇Qϑ ≥J
[
g∆ϕ˜+ 2∇ϕ˜∇(|∇f |2) + 2g∇ϕ˜∇f − β|∇ϕ˜|2g
+ 2(1− β)ϕ˜|∂i∂jf |2 − βgϕ˜|∇f |2
]
.
(3.74)
Note that
(∆− ∂t)Gϑ + 2∇f∇Gϑ = (∆− ∂t) (tQϑ) + 2∇f∇(tQϑ)
=t [(∆− ∂t)Qϑ + 2∇f∇Qϑ]−Qϑ.
(3.75)
Since we know that (p, τ) is a local maximum,
(∆− ∂t)Gϑ(p, τ) + 2∇f∇Gϑ(p, τ) = (∆− ∂t)Gϑ(p, τ) ≤ 0,
so at (p, τ) we have
0 ≥τJ
[
g∆ϕ˜+ 2∇ϕ˜∇(|∇f |2) + 2g∇ϕ˜∇f − β|∇ϕ˜|2g + 2(1− β)ϕ˜|∂i∂jf |2
− βgϕ˜|∇f |2
]
−Qϑ.
(3.76)
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Expanding the second term on the right, notice that
2∇ϕ˜∇(|∇f |2) ≥ −4α−1|∇ϕ˜|2|∇f |2 − α|∂i∂jf |2. (3.77)
Hence
0 ≥τJ
[
g∆ϕ˜+ 2g∇ϕ˜∇f − β|∇ϕ˜|2g + (2(1− β)ϕ˜− α)|∂i∂jf |2 − 4α−1|∇ϕ˜|2|∇f |2
− βgϕ˜|∇f |2
]
−Qϑ.
(3.78)
Now using that
n∑
i,j=1
|∂i∂jf |2 ≥ 1
n2
 n∑
i,j=1
|∂i∂jf |
2 ≥ 1
n2
(∆f)2 =
1
n2
(|∇f |2 − ∂tf)2, (3.79)
we get
0 ≥τJ
[
g∆ϕ˜+ 2g∇ϕ˜∇f − β|∇ϕ˜|2g + 2(1− β)ϕ˜− α
n2
(|∇f |2 − ∂tf)2
− 4α−1|∇ϕ˜|2|∇f |2 − βgϕ˜|∇f |2
]
−Qϑ.
(3.80)
In the discussion below, O(ϑ) denotes a function that goes to zero as ϑ goes to
zero. Expanding the terms containing g = |∇f |2 + ϑ, by lemma 3.3.4 and the elementary
inequality 2∇ϕ˜∇f ≥ −(|∇ϕ˜|2 + |∇f |2), we get
0 ≥τJ
[
|∇f |2∆ϕ˜+ 2|∇f |2∇ϕ˜∇f − ϑ|∇f |2 − β|∇ϕ˜|2|∇f |2
+
2(1− β)ϕ˜− α
n2
(|∇f |2 − ∂tf)2 − 4α−1|∇ϕ˜|2|∇f |2 − βϑϕ˜|∇f |2 − βϕ˜|∇f |4
]
−Qϑ +O(ϑ).
(3.81)
Using Cauchy-Schwarz and rearranging terms we obtain
0 ≥ τJ
[
(∆ϕ˜− (β + 4α−1)|∇ϕ˜|2 +O(ϑ))|∇f |2 − 2|∇ϕ˜||∇f |3 − βϕ˜|∇f |4
+
2(1− β)ϕ˜− α
n2
(|∇f |2 − ∂tf)2
]
−Qϑ +O(ϑ).
(3.82)
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Now we will relate the term (|∇f |2 − ∂tf)2 to Q2ϑ. Notice that, by direct compu-
tation
Q2ϑ =(|∇f |2 − ∂tf)2 + (ϕ˜2J2 − 1)|∇f |4 + 2(1− ϕ˜J)|∇f |2∂tf +O(ϑ)|∇f |2
+O(ϑ)∂tf +O(ϑ).
(3.83)
Using that ∂tf = ϕ˜J(|∇f |2 + ϑ)−Qϑ, we get
Q2ϑ =(|∇f |2 − ∂tf)2 − (1− ϕ˜J)2|∇f |4 − 2(1− ϕ˜J)Qϑ|∇f |2 +O(ϑ)|∇f |2
+O(ϑ)Qϑ +O(ϑ).
(3.84)
Hence
(|∇f |2 − ∂tf)2 =Q2ϑ + (1− ϕ˜J)2|∇f |4 + 2(1− ϕ˜J)Qϑ|∇f |2 +O(ϑ)|∇f |2
+O(ϑ)Qϑ +O(ϑ).
(3.85)
Notice that if we choose α ≤ 1−ξ
(1+H)2
for some 0 < ξ < 1, from lemmas 3.3.4 and 3.2.4 we
get 1− ϕ˜J ≥ ξ, so 2(1− ϕ˜J)Qϑ|∇f |2 ≥ 0, hence
(|∇f |2 − ∂tf)2 ≥ Q2ϑ + (1− ϕ˜J)2|∇f |4 +O(ϑ)|∇f |2 +O(ϑ)Qϑ +O(ϑ). (3.86)
Making sure that our later choice of β is so that 2(1−β)ϕ˜−α
n2
> 0, (3.82) becomes
0 ≥τJ
[ (
∆ϕ˜− (β + 4α−1)|∇ϕ˜|2 +O(ϑ)) |∇f |2 − 2|∇ϕ˜||∇f |3
+
([
2(1− β)ϕ˜− α
n2
]
(1− ϕ˜J)2 − βϕ˜
)
|∇f |4
+
2(1− β)ϕ˜− α
n2
Q2ϑ
]
− (1 +O(ϑ))Qϑ +O(ϑ).
(3.87)
Now we are going to choose β > 0 so that the coefficient of |∇f |4 is positive; namely, for
some A > 0, we want to have
[
2(1− β)ϕ˜− α
n2
]
(1− ϕ˜J)2 − βϕ˜ ≥ A. (3.88)
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Using lemmas 3.3.4 and 3.2.4, and the choice of α, we know that
[
2(1− β)ϕ˜− α
n2
]
(1− ϕ˜J)2 − βϕ˜ ≥
[
2(1− β)α− α
n2
]
ξ2 − βα(1 +H)2. (3.89)
Now setting the right hand side to be greater or equal than A, we get the condition
β ≤ αξ
2 −An2
2αξ2 + αn2(1 +H)2
. (3.90)
To ensure that there are positive values of β, we choose A = αξ
3
n2
, so that the condition
above becomes
β ≤ ξ
2(1− ξ)
2ξ2 + n2(1 +H)2
. (3.91)
Choosing β in this way and using lemmas 3.3.4 and 3.2.4, the coefficient of |∇f |2 satisfies
∆ϕ˜− (β + 4α−1)|∇ϕ˜|2 +O(ϑ) ≥ −C(α, β, n,H,R) +O(ϑ) =: −Cϑ, (3.92)
where
C := 2α(1 +H)
[
H
R2
+
2(n− 1)H(3H + 1)
R
]
+ (β + 4α−1)
[
4αH(1 +H)
R
]2
. (3.93)
The one of |∇f |3 satisfies
− 2|∇ϕ˜| ≥ −8αH(1 +H)
R
=: −B(α,H,R). (3.94)
Finally, the one of Q2ϑ satisfies
2(1− β)ϕ˜− α
n2
≥ α(1− 2β)
n2
=: E(α, β, n). (3.95)
So (3.87) becomes
0 ≥ τJ [−Cϑ|∇f |2 −B|∇f |3 +A|∇f |4 + EQ2ϑ]− (1 +O(ϑ))Qϑ +O(ϑ). (3.96)
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Now following the same argument as in [Wan97], calling y = |∇f |2, notice that
Ay2 −By3/2 − Cϑy =A
2
y2 +
(√
A
2
y − B√
2A
y1/2
)2
− B
2
2A
y − Cϑy
≥
(√
A
2
y − 1√
2A
(
B2
2A
+ Cϑ
))2
− 1
2A
(
B2
2A
+ Cϑ
)2
≥− 1
2A
(
B2
2A
+ Cϑ
)2
=− 1
2A
(
B2
2A
+ C
)2
+O(ϑ) =: −D˜ +O(ϑ). (3.97)
Thus (3.96) becomes
0 ≥ EτJQ2ϑ − (1 +O(ϑ))Qϑ − D˜τJ +O(ϑ). (3.98)
Or equivalently, multiplying by τ
0 ≥ EJG2ϑ − (1 +O(ϑ))Gϑ − D˜τ2J +O(ϑ). (3.99)
Notice that the right hand side is quadratic in Gϑ, with the leading coefficient being positive.
So if it is nonpositive, we must have
Gϑ(p, τ) ≤ 1
2EJ(τ)
+
√
1
4E2J2(τ)
+
D˜τ2
E
+O(ϑ) +O(ϑ). (3.100)
Since (p, τ) is the maximum of Gϑ in M × [0, T ] and using lemma 3.2.4 and that J is
decreasing in t, we get that for any x ∈M
Gϑ(x, T ) ≤ 1
2EJ(T )
+
√
1
4E2J2(T )
+
D˜T 2
E
+O(ϑ) +O(ϑ). (3.101)
So using again lemma 3.2.4
T
[
ϕ˜J(|∇f |2 + ϑ)− ∂tf
] ≤ Gϑ ≤ 1
2EJ
+
√
1
4E2J2
+
D˜T 2
E
+O(ϑ) +O(ϑ), (3.102)
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where all the functions in the previous inequality are being evaluated at (x, T ). At this
stage, the inequality does not depend on the point (p, τ) (which could change when we vary
ϑ), and since the inequality holds for any ϑ > 0, we get
T
[
ϕ˜J |∇f |2 − ∂tf
] ≤ 1
2EJ
+
√
1
4E2J2
+
D˜T 2
E
. (3.103)
The argument above works for any value of T > 0, so at any point (x, t) ∈ M × (0,∞) we
have
t
[
ϕ˜J |∇f |2 − ∂tf
] ≤ 1
2EJ
+
√
1
4E2J2
+
D˜t2
E
≤ 1
EJ
+ t
√
D˜
E
. (3.104)
Hence, using lemma 3.3.4, f = ln(u), and dividing by t, we get what we wanted
αJ
|∇u|2
u2
− ∂tu
u
≤ C1 + C2
J
1
t
, (3.105)
where C1 =
√
D˜
E and C2 =
1
E .
3.4 Parabolic Harnack inequality and applications
One of the main applications of theorem 3.3.1 is the following parabolic Harnack
inequality, which follows from the author’s work in [RO19] but hasn’t been published. The
proof mimics the argument of [LY86], who first showed the parabolic Harnack inequality as
an application of a Li-Yau gradient estimate.
Corollary 3.4.1 (Parabolic Harnack Inequality) Under the assumptions of theorem
3.3.1, for any positive solution u(x, t) > 0 to
∂tu−∆u = 0 in M × (0,∞),
∂νu = 0 on ∂M × (0,∞),
(3.106)
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we have that, for any x, y ∈ M and for any 0 < t1 < t2, u satisfies the parabolic Harnack
inequality
u(x, t1) ≤ u(y, t2)
(
t2
t1
) C2
J(t2)
e
C1(t2−t1)+ d(x,y)
2
4αJ(t2)(t2−t1) , (3.107)
where d(x, y) denotes the distance from x to y in M , and where α, C1, C2 and J are defined
as in theorem 3.3.1.
Proof. Let γ : [0, d(x, y)]→ M be a minimizing geodesic parametrized by arclength, such
that γ(0) = y and γ(d(x, y)) = x. Define the curve η : [0, d(x, y)]→M × [t1, t2] by
η(s) = (γ(s), t(s)) :=
(
γ(s),
(
1− s
d(x, y)
)
t2 +
s
d(x, y)
t1
)
. (3.108)
Note that η(0) = (y, t2) and η(1) = (x, t1). Then, integrating along η the functions
d
ds lnu(η(s)), we get
lnu(x, t1)− lnu(y, t2) =
ˆ d(x,y)
0
d
ds
lnuds
=
ˆ d(x,y)
0
〈γ′,∇ lnu〉 − (t2 − t1)
d(x, y)
∂t lnuds.
(3.109)
Using (3.42) on −∂t lnu we get that
ln
(
u(x, t1)
u(y, t2)
)
≤
ˆ d(x,y)
0
−αJ(t(s))(t2 − t1)
d(x, y)
|∇ lnu(η(s))|2 + |γ′(s)||∇ lnu(η(s))|
+
(t2 − t1)
d(x, y)
[
C1 +
C2
J(t(s))t(s)
]
ds.
(3.110)
Observe that the integrand is quadratic with respect to |∇ lnu(η(s))|, with negative leading
coefficient. Thus, it can be bounded above by the value of the quadratic at its maximum.
Namely, we have that
ln
(
u(x, t1)
u(y, t2)
)
≤
ˆ d(x,y)
0
|γ′(s)|2d(x, y)
4αJ(t(s))(t2 − t1) +
(t2 − t1)
d(x, y)
[
C1 +
C2
J(t(s))t(s)
]
ds. (3.111)
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Since γ is a minimizing geodesic parametrized by arclength, we know that |γ′(s)| = 1.
Moreover, since t1 ≤ t(s) ≤ t2 and J is a decreasing function, we have that J(t2) ≤
J(t(s)) ≤ J(t1), hence
ln
(
u(x, t1)
u(y, t2)
)
≤ d(x, y)
2
4αJ(t2)(t2 − t1) + C1(t2 − t1) +
C2(t2 − t1)
J(t2)
ˆ d(x,y)
0
1
d(x, y)t(s)
ds
=
d(x, y)2
4αJ(t2)(t2 − t1) + C1(t2 − t1) +
C2
J(t2)
ln
(
t2
t1
)
.
(3.112)
Thus, by exponentiating, we conclude that
u(x, t1) ≤ u(y, t2)
(
t2
t1
) C2
J(t2)
e
C1(t2−t1)+ d(x,y)
2
4αJ(t2)(t2−t1) . (3.113)
As an immediate application of this result, also pointed out in [LY86], we can
obtain a mean value type inequality by averaging the Harnack inequality with respect to y
over a ball centered at x of radius r > 0 and using that d(x, y) ≤ r.
Corollary 3.4.2 (Mean value inequality) Under the assumptions of 3.4.1, for any q >
1 and r > 0, we have that
u(x, t1) ≤
( 
B(x,r)∩M
uq(y, t2)dy
) 1
q ( t2
t1
) C2
J(t2)
e
C1(t2−t1)+ r24αJ(t2)(t2−t1) , (3.114)
where C1, C2, α and J are defined as in theorem 3.3.1.
More interestingly, 3.4.1 can be used to prove a lower bound on the first nontrivial
Neumann eigenvalue of the Laplacian on M . This observation is part of a joint collaboration
with Christian Rose that hasn’t been published yet. It is based on a result of Chen and Li
([CL97] Theorem 1) where they prove a similar estimate for star-shaped domains under a
pointwise lower bound for the Ricci curvature. However, instead of applying the technique
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in [CL97], which uses the Harnack inequality of [LY86] together with a comparison result
of Cheeger and Yau [CY81] (that was generalized to integral curvature in [DW04]), we will
only use the Harnack inequality above. This simplifies and shortens the proof significantly,
and suggests an alternative proof of the result of [CL97].
Theorem 3.4.3 (Neumann eigenvalue lower bound) Let Mn be a compact Rieman-
nian submanifold with boundary of a Riemannian manifold Nn. Given H > 0, D > 0,
p > n2 , and R > 0 small enough, there exists (n, p) > 0 such that if conditions (3.1), (3.2)
and (3.3) hold and M satisfies the interior rolling R−ball condition 1.3.4, then the first
non-trivial eigenvalue η1 of the problem
−∆u = η1u in M
∂νu = 0 on ∂M
(3.115)
satisfies
η1 ≥ R˜
n
Dn+2
2
− C2
J(D2/8) e
−C1D216 − 4αJ(D2/8) , (3.116)
where R˜ > 0 is the largest radius of a ball such that B(p, R˜) ⊆M for some p ∈M , and C1,
C2, α and J are defined as in theorem 3.3.1.
Remark 3.4.4 Note that R˜ ≥ R > 0, so the existence of a ball B(p, R˜) doesn’t require any
additional assumptions. The smallness of R comes from the same requirement in theorem
3.3.1.
Proof. The first steps of the proof follow the argument of [CL97], but we will
reproduce them here for completeness. The proofs differ after (3.124).
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Let h(x, y, t) be the Neumann heat kernel on M . Then the function
F (x, t) :=
ˆ
M
h(x, y, t)f(y)dy (3.117)
solves the heat equation on M with Neumann boundary conditions on ∂M and initial
condition F (x, 0) = f(x). Let’s consider the function
g(x, t) :=
ˆ
M
h(x, y, t) (f(y)− F (x, t))2 dy. (3.118)
By definition, we have
ˆ
M
g(x, t)dx =
ˆ
M
ˆ
M
h(x, y, t)f2(y)dydx−
ˆ
M
F 2(x, t)dx
=
ˆ
M
f2(y)dy −
ˆ
M
F 2(x, t)dx
= −
ˆ t
0
∂
∂s
(ˆ
M
F 2(x, s)dx
)
ds
= −2
ˆ t
0
ˆ
M
F (x, s)∆F (x, s)dxds
= 2
ˆ t
0
ˆ
M
|∇F |2(x, s)dxds.
(3.119)
On the other hand, we have that
∂
∂t
ˆ
M
|∇F |2(x, t)dx = 2
ˆ
M
∇F · ∇Ft(x, t)dx
= −2
ˆ
M
∆FFt(x, t)dx
= −2
ˆ
M
F 2t (x, t)dx ≤ 0,
(3.120)
hence we conclude that for any t > 0
ˆ
M
|∇F |2(x, t)dx ≤
ˆ
M
|∇f |2(x)dx. (3.121)
Thus, from (3.119) we have the estimate
ˆ
M
g(x, t)dx ≤ 2t
ˆ
M
|∇f |2(x)dx. (3.122)
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Notice also that g is, by definition, nonnegative. Hence, if p ∈ M is any point so that
B(p, R˜) ⊆M , then
ˆ
M
g(x, t)dx ≥
ˆ
B(p,R˜)
g(x, t)dx
=
ˆ
B(p,x)
ˆ
M
h(x, y, t) (f(y)− F (x, t))2 dydx
≥
ˆ
B(p,R˜)
inf
y∈M
h(x, y, t)
ˆ
M
(f(y)− F (x, t))2 dydx
≥ inf
a∈R
ˆ
M
(f(y)− a)2 dy
ˆ
B(p,R˜)
inf
y∈M
h(x, y, t)dx.
(3.123)
Using the variational principle, we have from (3.122) and (3.123) that
η1 ≥ 1
2t
ˆ
B(p,R˜)
inf
y∈M
h(x, y, t)dx. (3.124)
At this point, our proof differs from the one of [CL97].
Note that, since M is compact and h is smooth, the infimum is attained at some
point in M . Since M is stochastically complete, i.e. for any y ∈M and t > 0 we have that
ˆ
M
h(x, y, t)dx = 1, (3.125)
then, for a fixed t˜ > 0, for all x ∈ M there exists y∗ ∈ M such that h(x, y∗, t˜) ≥ 12 vol(M)
(since otherwise
´
M h(x, y, t˜)dx ≤ 12).
Fixing x ∈ M , for y, z ∈ M , we can use the parabolic Harnack inequality (3.107)
on h(x, y, t) for t1 =
t
2 and t2 = t, where t > 0 will be determined later, to obtain
h(x, y,
t
2
) ≤ h(x, z, t)2
C2
J(t) e
C1( t2)+
D2
2αtJ(t) . (3.126)
Let y∗ ∈ M be such that h(x, y∗, t2) ≥ 12 vol(M) . Then choosing y = y∗ and letting z be the
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point where h is minimum in (3.126), we have that
inf
y∈M
h(x, y, t) = h(x, z, t)
≥ 2−
C2
J(t) e
−C1( t2)− D
2
2αtJ(t)h(x, y∗,
t
2
)
≥ 1
2 vol(M)
2
− C2
J(t) e
−C1( t2)− D
2
2αtJ(t) .
(3.127)
Thus, using (3.124), we get
η1 ≥ vol(B(p, R˜))
4t vol(M)
2
− C2
J(t) e
−C1( t2)− D
2
2αtJ(t) . (3.128)
Choosing t = D
2
8 and using the volume doubling property 2.2.2 with parameter
1
2 , we obtain
the desired result
η1 ≥ R˜
n
Dn+2
2
− C2
J(D2/8) e
−C1D216 − 4αJ(D2/8) . (3.129)
Remark 3.4.5 In the setting of star-shaped domains that satisfy the assumptions of theo-
rem 3.3.1, this result generalizes the one in [CL97], althoug it is worth noting that not all
star-shaped domains satisfy the interior rolling R-ball condition (see figure 3.1), and that
not all the sets that satisfy the interior rolling R-ball condition are star-shaped (see figure
3.2). Moreover, the estimate can be further improved by maximizing the right hand side in
(3.128) as a function of t.
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Figure 3.1: Example of a star-shaped domain that does not satisfy the interior rolling R-ball
condition, as one keeps adding thinner and thinner cilia-shaped regions to a ball in Rn.
Figure 3.2: Example of a domain that satisfies the interior rolling R-ball condition but is
not star-shaped, if considered as a submanifold of Rn.
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Chapter 4
Eigenvalue problems under integral
curvature conditions
The goal of this chapter is to generalize the Zhong-Yang estimate 1.4.8 to integral
curvature assumptions. For integral Ricci curvature assumptions, this was done by the
author in a joint work with Shoo Seto, Guofang Wei and Qi S. Zhang [ROSWZ18]. Here we
present a generalization of the results in that paper to integral Bakry-E´mery Ricci curvature,
which is original work by the author and has not been published.
4.1 First eigenvalue of the Laplacian
In [Gal88] Gallot proved a positive lower bound on the first nontrivial eigenvalue
λ1 of the Laplace-Beltrami operator under integral curvature assumptions (see theorem
2.3.1). Although this lower bound is not sharp, in the sense that it doesn’t recover the
Lichnerowicz or the Zhong-Yang estimates (theorem 1.4.4 and 1.4.8), it plays a crucial
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role in the generalization of the Zhong-Yang result to integral curvature conditions from
[ROSWZ18].
More recently, Aubry [Aub07] proved the following theorem, generalizing theorem
1.4.4 to a sharp estimate under integral Ricci curvature conditions.
Theorem 4.1.1 (Prop 1.5 [Aub07], Lichnerowicz for integral curvature)
Given a closed Riemannian manifold (Mn, g) and constants K > 0 and p > n2 , the first
nonzero eigenvalue λ1 of the Laplace-Beltrami operator satisfies
λ1 ≥ nK
(
1− C(n, p)k(K, p)) . (4.1)
In the case K = 0, the Zhong-Yang estimate 1.4.8 was generalized in [ROSWZ18]
to the following sharp estimate.
Theorem 4.1.2 (Thm 1.1 [ROSWZ18], Zhong-Yang for integral curvature)
Let (Mn, g) be a closed Riemannian manifold with diam(M) ≤ D and λ1 be the first nonzero
eigenvalue of the Laplace-Beltrami operator. For any α ∈ (0, 1), p > n2 , n ≥ 2, there exists
(n, p, α,D) > 0 such that if k(0, p) ≤ , then
λ1(M) ≥ α pi
2
D2
. (4.2)
In the following sections we will present a proof of this result in the more general
setting of integral Bakry-E´mery Ricci curvature conditions.
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4.2 Bakry-E´mery Ricci tensor
Definition 4.2.1 (Smooth metric measure space) Given a complete Riemannian man-
ifold (Mn, g) and a smooth function f : M → R, we define the corresponding smooth metric
measure space (or manifold with density) to be (Mn, g, e−fdv), where dv denotes the Rie-
mannian volume density of M .
Definition 4.2.2 (Bakry-E´mery Ricci tensor) Given a smooth metric measure space
(Mn, g, e−fdv), the ∞−Bakry-E´mery Ricci tensor (or simply Bakry-E´mery Ricci tensor)
is
Ricf := Ric + Hess f.
Similarly to the way we defined lower bounds on the Ricci curvature 1.2.6, we can
define lower bounds on the Bakry-E´mery Ricci curvature.
Definition 4.2.3 (Bakry-E´mery Ricci curvature lower bounds) We say that a smooth
metric measure space (Mn, g, e−fdv) satisfies Ricf ≥ K for some K ∈ R if for any p ∈ M
and for any v ∈ TpM we have that
Ricf (v, v) = Ric(v, v) + Hess f(v, v) ≥ Kg(v, v).
Equivalently, if ρf (p) denotes the lowest eigenvalue of Ricf : TpM → TpM (i.e. as a
(1, 1)−tensor), then we say that Ricf ≥ K if ρf (p) ≥ K for all p ∈M . If equality holds for
any point p and any vector v, then we say that (Mn, g, e−fdv) is a Gradient Ricci Soliton
or that it has constant Bakry-E´mery Ricci curvature.
Similarly to the case with Ricci lower bound, it is possible to do Comparison
Geometry with the Bakry-E´mery Ricci curvature, although the results do not carry over
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immediately to this setting and often require additional assumptions on f (typically ∂rf ≥
−a for some a > 0, with respect to any geodesic segment from a fixed point). We refer the
interested reader to [WW09].
Definition 4.2.4 (Drift Laplacian) Given a smooth metric measure space (Mn, g, e−fdv)
and a C2 function u : M → R, we define the drift Laplacian or Bakry-E´mery Laplacian to
be the operator
∆fu := ∆u− g(∇f,∇u).
This operator can be extended as a self-adjoint operator with respect to the mea-
sure e−fdv. Bakry and E´mery [BE85] observed that this operator generalizes the notion of
Laplace-Beltrami operator, and has analogous properties (note that if f = 0 then ∆f = ∆).
Proposition 4.2.5 (Basic properties of ∆f) If g, h ∈ C2(M), then ∆f satisfies the prod-
uct rule formula
∆fgh = h∆fg + 2∇h∇g + g∆fh. (4.3)
If Z ∈ C2(R), then ∆f satisfies the chain rule formula
∆f (Z(g)) = Z
′(g)∆fg + Z ′′(g)|∇g|2. (4.4)
If furthermore M is closed, then the following integration by parts formula holds
ˆ
M
h∆fge
−fdv = −
ˆ
M
∇h∇ge−fdv. (4.5)
Proof. The proofs follow immediately from the definitions and are left to the reader.
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Theorem 4.2.6 (Bochner formula for smooth metric measure spaces)
Given a smooth metric measure space (Mn, g, e−fdv), for any smooth function u ∈ C∞(M)
we have that
1
2
∆f (|∇u|2) = |Hessu|2 + g(∇u,∇(∆fu)) + Ricf (∇u,∇u), (4.6)
where |Hess f |2 denotes the Frobenius norm of the (1, 1)−Hessian as a linear operator in
TpM .
Proof. Using the usual Bochner formula (1.1) and the definition of the drift Laplacian, we
have that
1
2
∆f |∇u|2 = 1
2
(
∆|∇u|2 − g(∇f,∇|∇u|2)) (4.7)
= |Hessu|2 + g(∇u,∇(∆u)) + Ric(∇u,∇u)−Hessu(∇u,∇f). (4.8)
Notice that
g(∇u,∇(g(∇u,∇f))) = Hessu(∇u,∇f) + Hess f(∇u,∇u), (4.9)
so adding and subtracting this term at (4.8), and combining it with g(∇u,∇(∆u)), we get
1
2
∆f |∇u|2 = |Hessu|2 + g(∇u,∇(∆fu)) + Ric(∇u,∇u) + Hess f(∇u,∇u) (4.10)
= |Hessu|2 + g(∇u,∇(∆fu)) + Ricf (∇u,∇u). (4.11)
Since the drift Laplacian generalizes the Laplace-Beltrami operator, it is natural
to study its eigenvalues. Several authors have studied upper and lower bounds for the
eigenvalues of ∆f (see for instance [WW09], [CLR15] or [AN12]). In particular, the following
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result from [CLR15] generalizes Yang’s result 1.4.11 from [Yan90] under a nonpositive lower
bound on Bakry-E´mery Ricci curvature.
Theorem 4.2.7 (p.48 Thm 3 [CLR15], Yang’s estimate for Bakry-E´mery)
Let (Mn, g, e−fdv) be a closed smooth metric measure space with diam(M) ≤ D and Ricf ≥
−(n − 1)K for some K ≥ 0 and D > 0. Then the first (positive) eigenvalue of the drift
Laplacian λ1 satisfies
λ1 ≥ pi
2
D2
e−cn
√
KD, (4.12)
where cn is a constant depending only on n.
Remark 4.2.8 Note that this includes a generalization of Zhong-Yang’s estimate 1.4.8
when K = 0 for smooth metric measure spaces.
What we are interested here is in the Comparison Geometry results that one can
get in the setting of integral Bakry-E´mery Ricci curvature, as in [Wu19]. We can define
this analogously to the integral Ricci curvature 2.1.1. For simplicity, we will assume that
∂rf ≥ −a along any minimal geodesic segment, for some a > 0. Then consider the function
ρK,f (x) := max{0, (n− 1)K − ρf (x)},
which measures the amount of Bakry-E´mery Ricci curvature below (n− 1)K at x.
Definition 4.2.9 (Integral Bakry-E´mery Ricci curvature) Given a smooth metric mea-
sure space (Mn, g, e−fdv) such that ∂rf ≥ −a along all minimal geodesic segments, for some
a > 0, and constants p,K,R ∈ R, p,R > 0, we define
k(K, p, f,R, a) := sup
x∈M
(
1
volf (B(x,R))
ˆ
∂B(x,1)
ˆ R
0
(ρK,f )
pAfe−atdtdθn−1
) 1
p
,
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where volf (B(x,R)) =
´
B(x,R) e
−fdv, Af (t, θ) is the volume element in polar coordinates
with weight e−f , i.e. e−fdv = Af (t, θ)dtdθn−1, and dθn−1 is the volume element on a unit
sphere Sn−1. If volf (M) :=
´
M e
−fdv <∞, then we define
k(K, p, f) :=
(
1
volf (M)
ˆ
M
(ρK,f )
pe−fdv
) 1
p
.
Remark 4.2.10 When f = 0 and a = 0, we recover the usual notion of integral Ricci
curvature. Moreover, we note that
k(K, p, f) ≤ eaDp k(K, p, f,D, a). (4.13)
Notation: for a function h ∈ Lp we will denote its weighted average Lp norm by
‖h‖∗p,f :=
(
1
volf (M)
ˆ
M
|h|pe−fdv
) 1
p
.
We will also denote average integrals by
 
M
he−fdv :=
1
volf (M)
ˆ
M
he−fdv.
Among the analytic results known to hold under integral Bakry-E´mery Ricci cur-
vature, it will be of particular interest the following local Sobolev inequality from [WW],
which generalizes Theorem 2.3.2 to integral Bakry-E´mery curvature.
Theorem 4.2.11 (Thm 1.1, [WW], local Sobolev inequality) Let (Mn, g, e−fdv) be
a complete smooth metric measure space, and assume that ∂rf ≥ −a along all minimal
geodesic segments, for some constant a ≥ 0. For p > n2 , there exists 1 = 1(n, p, a) > 0
such that if k(0, p, f, a, 1) ≤ 1, then for any x ∈M , ∂B(x,R) 6= ∅, R ≤ 1, we have that
 
B(x,R)
|∇h|e−fdv ≥ Cs(B(x,R))
( 
B(x,R)
h
n
n−1 e−fdv
)n−1
n
(4.14)
for all h ∈ C∞0 (B(x,R)), where Cs(B(x,R)) = 10−2ne−2aR−1.
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Note that, by rescaling the manifold, we can make the diameter D = 1 with ∂rf ≥ −aD and
the result above would hold. By rescaling back, we would get that there exists (n, p, a,D) =
1
D2
1(n, p, aD) > 0 such that if k(0, p, f, a,D) ≤  then
 
M
|∇h|e−fdv ≥ Cs
D
( 
M
h
n
n−1 e−fdv
)n−1
n
. (4.15)
In particular, by applying this result to h
2(n−1)
n−2 , setting h = u − u where u denotes the
average of u ∈ C∞(M), and using Ho¨lder’s inequality, we can obtain the following corollary.
Corollary 4.2.12 Let (Mn, g, e−fdv) be a closed smooth metric measure space of diameter
D, and assume that ∂rf ≥ −a along all minimal geodesic segments, for some constant
a ≥ 0. For p > n2 , there exists (n, p, a,D) > 0 such that if k(0, p, f, a,D) ≤ , then we have
that
‖u− u‖∗2n
n−2 ,f
≤ Cs‖∇u‖∗2,f , (4.16)
for any u ∈ C∞(M), where u = ﬄM ue−fdv and Cs = 2(n−1)n−2 102ne2aDD2. In particular, we
also have for any q > n2
‖u− u‖∗2q
q−1 ,f
≤ Cs‖∇u‖∗2,f , (4.17)
and
‖u‖∗2q
q−1 ,f
≤ Cs‖∇u‖∗2,f + ‖u‖∗2,f . (4.18)
As a consequence of these Sobolev inequalities, we can derive a rough lower bound
for the first eigenvalue λ1 of ∆f , i.e. the smallest positive number such that there exists a
non-zero function u satisfying
−∆fu = λ1u.
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We can also derive a Poincare´ inequality. These results are summarized in the following
corollary, and generalize the results of theorem 2.3.1.
Corollary 4.2.13 (Rough eigenvalue lower bound and Poincare´ inequality)
Let (Mn, g, e−fdv) be a closed smooth metric measure space of diameter D, and assume that
∂rf ≥ −a along all minimal geodesic segments, for some constant a ≥ 0. For p > n2 , there
exists (n, p, a,D) > 0 such that if k(0, p, f, a,D) ≤  then there exists Λrough(n, a,D) > 0
such that
λ1 ≥ Λrough, (4.19)
where Λrough = C
−2
s =
(
n−2
2(n−1)
)2
10−4ne−4aDD−4, and for any w ∈ H1(M) we have
(‖w − w‖∗2,f)2 ≤ Λ−1rough (‖∇w‖∗2,f)2 . (4.20)
Proof. Let u be an eigenfunction for the first non-trivial eigenvalue, i.e. u satisfies
−∆fu = λ1u. (4.21)
Suppose without loss of generality that ‖u‖∗2,f = 1. Since λ1 6= 0, integrating both sides
of the equation above, integrating by parts and dividing by volf (M), we have that u =
ﬄ
M ue
−fdv = 0. Note that
λ1 =
ﬄ
M |∇u|2e−fdvﬄ
M u
2e−fdv
. (4.22)
Then using the Sobolev inequality (4.16) with u = 0 and ‖u‖∗2,f = 1 we have that
λ1 ≥ C−2s
(
‖u‖∗2n
n−2 ,f
)2
≥ C−2s
(‖u‖∗2,f)2 = C−2s ≡ Λrough. (4.23)
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We can use this lower bound to derive the Poincare´ inequality.
Λrough ≤ λ1 = infﬄ
M ge
−fdv
ﬄ
M |∇g|2e−fdvﬄ
M g
2e−fdv
≤
ﬄ
M |∇w|2e−fdvﬄ
M |w − w|2e−fdv
, (4.24)
where g, w ∈ H1(M), hence finishing the proof.
Remark 4.2.14 This lower bound is proven in [WW] in the context of theorem 4.2.11
for Dirichlet eigenvalues of balls (the proof is analogous). In the setting of integral Ricci
curvature, isoperimetric inequalities, Sobolev constant estimates and a rough lower bound
were already proven by Gallot in [Gal88] and Petersen and Sprouse in [PS98] (these are the
estimates used in [ROSWZ18]).
4.3 Zhong-Yang type eigenvalue estimate
In this chapter we prove a Zhong-Yang type eigenvalue estimate under integral
Bakry-E´mery Ricci curvature 4.3.1. The proof of this result will follow closely the one
for integral Ricci curvature from [ROSWZ18]. It follows the original gradient estimate
technique of [ZY84] and [LY80], with the modern approach of [Li12] that uses an ODE
comparison technique. However, as in the Li-Yau gradient estimate of the previous chapter,
their proof relies strongly on a pointwise lower bound on the curvature. We will use a
similar technique as in theorem 3.3.1, introducing an auxiliary function J , to deal with
integral conditions, as in [ZZ18] and [ZZ17].
Throughout this section, we will assume that (Mn, g, e−fdv) is a closed smooth
metric measure space with diam(M) ≤ D for some D > 0, such that ∂rf ≥ −a along all
minimal geodesic segments, for some a ≥ 0. We will study the first non-trivial eigenvalue
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λ1 of ∆f , i.e. the smallest positive number such that there exists a nonzero function u
satisfying
−∆fu = λ1u. (4.25)
Our main theorem is
Theorem 4.3.1 (Sharp eigenvalue bound for integral Bakry-E´mery curvature)
Let (Mn, g, e−fdv) be a closed smooth metric measure space with diam(M) ≤ D and ∂rf ≥
−a along any minimal geodesic segments, for some a,D > 0, and let λ1 be the first nonzero
eigenvalue of (4.25). For any α ∈ (0, 1), p > n2 , n ≥ 2, there exists (n, p, α,D, a) > 0 such
that, if k(0, p, f,D, a) ≤ , then
λ1 ≥ α pi
2
D2
. (4.26)
This result generalizes the result of [CLR15] (see 4.2.7) from the pointwise lower
bound on Ricf when K = 0 to an integral assumption. By choosing f = 0, a = 0, we
recover the main theorem of [ROSWZ18] (see theorem 4.1.2), which generalizes the Zhong-
Yang estimate 1.4.8 to the integral Ricci curvature setting.
To prove theorem 4.3.1, we need to prove the gradient estimate 4.3.6, for which
we will need the following three lemmas.
Lemma 4.3.2 For p > n2 , there exists (n, p,D, a, τ) > 0 such that if k(0, p, f,D, a) ≤ ,
then there is a number σ and a corresponding smooth function J solving the equation
∆fJ − τ |∇J |
2
J
− 2Jρ0,f = −σJ, (4.27)
such that
0 ≤ σ ≤ 4eaDp . (4.28)
65
Proof. Using the transformation J = w−
1
τ−1 , (4.27) becomes
∆fw + V w = σ˜w, (4.29)
where V = 2(τ − 1)ρ0,f and σ˜ = (τ − 1)σ. Let’s choose −σ˜ to be the first eigenvalue of the
Schro¨dinger operator −∆f − V . In particular, w exists, it’s smooth, and it doesn’t change
sign. By possibly scaling w, we can assume that w ≥ 0 and ‖w‖∗2,f = 1. Then by integrating
(4.29) over M , and using integration by parts as in 4.2.5, we get
ˆ
M
V we−fdv = σ˜
ˆ
M
we−fdv. (4.30)
Since w ≥ 0 and V ≥ 0, we conclude that σ˜ ≥ 0, so σ ≥ 0.
To obtain the upper bound for σ, multiply (4.29) by w, and compute the average
integral over M with the measure e−fdv. This way, integrating by parts again, we obtain
σ˜ = σ˜
 
w2e−fdv
=
 
M
w∆fwe
−fdv +
 
M
V w2e−fdv
= −
 
M
|∇w|2e−fdv +
 
V w2e−fdv.
(4.31)
Define the average of w as
w :=
 
M
we−fdv ≤ ‖w‖∗2,f = 1. (4.32)
Then, using the Sobolev inequality (4.17), we know that for p > n2
σ˜ = −
 
M
|∇w|2e−fdv +
 
M
V (w + w − w)2e−fdv
≤ −
 
M
|∇w|2e−fdv + 2
 
M
V (w − w)2e−fdv + 2
 
M
V (w)2e−fdv
≤ −
 
M
|∇w|2e−fdv + 2‖V ‖∗p,f
( 
M
(w − w) 2pp−1 e−fdv
) p−1
p
+ 2‖V ‖∗1,f
≤ −
 
M
|∇w|2e−fdv + 2C2s‖V ‖∗p,f
 
M
|∇w|2e−fdv + 2‖V ‖∗1,f ,
(4.33)
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where Cs is the Sobolev constant. Since, using remark 4.2.10, we know that 2C
2
s‖V ‖∗p,f ≤
4(τ − 1)C2s e
aD
p k(0, p, f,D, a) ≤ 4(τ − 1)C2s e
aD
p , choosing  > 0 small enough so that
4(τ − 1)C2s e
aD
p  < 1, we deduce
σ˜ ≤ 2‖V ‖∗1,f ≤ 2‖V ‖∗p,f ≤ 4(τ − 1)e
aD
p . (4.34)
Hence,
σ ≤ 4eaDp . (4.35)
Proposition 4.3.3 For any δ > 0, there exists (n, p,D, a, τ) > 0 and a solution J to
(4.27) such that if k(0, p, f,D, a) ≤  then
|J − 1| ≤ δ. (4.36)
Proof. Let σ˜, w and w be as in the proof of lemma 4.3.2.
Claim 1: ‖w − w‖∗2,f ≤ K1
√
, where K1 = K1(p, n,D, a, τ).
Going back to equation (4.29), we have that, since w ≤ 1,
−∆fw(w − w) = (V − σ˜)w(w − w)
= (V − σ˜)(w − w)2 + w(w − w)(V − σ˜)
≤ |V − σ˜|(w − w)2 + w((w − w)2|V − σ˜|+ |V − σ˜|)
≤ 2(w − w)2|V − σ˜|+ |V − σ˜|.
(4.37)
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After integration by parts and dividing by volf (M):
 
M
|∇w|2e−fdv ≤ 2
 
M
|V − σ˜|(w − w)2e−fdv +
 
M
|V − σ˜|e−fdv
≤ 2
( 
M
|V − σ˜|pe−fdv
)1/p( 
M
(w − w) 2pp−1 e−fdv
) p−1
p
+ ‖V − σ˜‖∗1,f
≤ 2C2s
(‖V ‖∗p,f + ‖σ˜‖∗p,f)  
M
|∇w|2e−fdv + ‖V ‖∗1,f + ‖σ˜‖∗1,f
≤ 12C2s (τ − 1)e
aD
p 
 
M
|∇w|2e−fdv + 6(τ − 1)eaDp .
Then choosing  small enough so that 12C2s (τ − 1)e
aD
p  ≤ 12 , we deduce
 
M
|∇w|2e−fdv ≤ 12(τ − 1)eaDp .
Finally, using the Poincare´ inequality (4.20),
(‖w − w‖∗2,f )2 =
 
M
|w − w|2e−fdv ≤ Λ−1rough
 
M
|∇w|2dv ≤ 12Λ−1rough(τ − 1)e
aD
p  =: K21.
Claim 2: ‖w − w‖∞ ≤ K2(
√
+ ), where K2 = K2(p, n,D, a, τ).
Denote h := w − w. To derive the L∞ bound for h, we will use Moser’s iteration
on a closed manifold. The technique written below is a slight modification of the one used
in [WY09], introducing a potential term, (c.f. [HL97]). Notice that h satisfies
−∆fh = (V − σ˜)h+ w(V − σ˜).
Let i = V − σ˜ and j = w(V − σ˜), then h satisfies
−∆fh = ih+ j. (4.38)
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Thus, h is a weak solution, in the sense that
 
M
∇h∇φe−fdv =
 
M
ihφe−fdv +
 
M
jφe−fdv
for all nonnegative φ ∈W 1,2(M).
Define h = h+ + k, where k = ‖j‖∗p,f . Notice that ∇h = 0 if h ≤ 0, and ∇h = ∇h
if h > 0. Consider φ = h
l ∈W 1,2(M). Then for some l ≥ 1 we have
l
 
M
|∇h|2hl−1e−fdv ≤
 
M
ihh
l
e−fdv +
 
M
jh
l
e−fdv.
Hence
l
 
M
|∇h|2hl−1dv ≤
 
M
|i|hl+1e−fdv +
 
M
|j|h
l+1
k
e−fdv
≤
 
M
ψh
l+1
e−fdv
≤ ‖ψ‖∗p,f
(
‖h‖∗(l+1) p
p−1 ,f
)l+1
,
where ψ = |i|+ |j|k (in particular 1 ≤ ‖ψ‖∗p,f ≤ 1 + ‖i‖∗p,f ). Note that
∣∣∣∣∇(h l+12 )∣∣∣∣2 = ∣∣∣∣ l + 12 h l−12 ∇h
∣∣∣∣2 = (l + 1)24 hl−1|∇h|2.
So (
‖∇(h
l+1
2 )‖∗2,f
)2
≤ (l + 1)
2
4l
‖ψ‖∗p,f
(
‖h‖∗(l+1) p
p−1 ,f
)l+1
. (4.39)
Let s = 2pn > 1 and r =
s+1
2 > 1. Note that
p
p−1 =
sn
sn−2 . Now we will use the
Sobolev inequality (4.18) for u ∈ W 1,2(M) and q = rn2 . We make this choice, q > n/2, so
that we can treat the cases n = 2 and n > 2 together.
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Then we have(
‖h‖∗(l+1) rn
rn−2 ,f
) l+1
2
= ‖h
l+1
2 ‖∗2rn
rn−2 ,f
≤ Cs‖∇(h
l+1
2 )‖∗2,f + ‖h
l+1
2 ‖∗2,f
≤ Al(‖h‖∗(l+1) sn
sn−2 ,f
)
l+1
2 + (‖h‖∗l+1,f )
l+1
2 ,
(4.40)
where Al = Cs l+12√l
√
‖ψ‖∗p,f from (4.39).
Let a := n(s−r)sn−2 > 0 so that it satisfies
a + (1− a)
(
rn
rn− 2
)
=
sn
sn− 2 . (4.41)
Then by Ho¨lder and Young’s inequality
xy ≤ ξxγ + ξ− γ
∗
γ yγ
∗
,
with γ =
(
(1− a)
(
rn
rn−2
) (
sn−2
sn
))−1
and γ∗ =
(
sn−2
sn a
)−1
, we get
(‖h‖∗(l+1) sn
sn−2 ,f
)
l+1
2 =
( 
M
h
(l+1) sn
sn−2 e−fdv
) sn−2
2sn
≤
( 
M
h
(l+1) rn
rn−2 e−fdv
)(1−a) sn−2
2sn
( 
M
h
l+1
e−fdv
) sn−2
2sn
a
≤ ξ
( 
M
h
(l+1) rn
rn−2 e−fdv
) rn−2
2rn
+ ξ−
(1−a)
a
rn
rn−2
( 
M
h
l+1
e−fdv
) 1
2
.
(4.42)
Inserting this into inequality (4.40) and setting ξ = 12A−1l , we have(
‖h‖∗(l+1) rn
rn−2 ,f
) l+1
2 ≤ Al
(
ξ
( 
M
h
(l+1) rn
rn−2 e−fdv
) rn−2
2rn
+ ξ−
(1−a)
a
rn
rn−2
( 
M
h
l+1
e−fdv
) 1
2
)
+
(‖h‖∗l+1,f) l+12
=
1
2
(
‖h‖∗(l+1) rn
rn−2 ,f
) l+1
2
+
(
2
1−a
a
rn
rn−2A
1−a
a
rn
rn−2+1
l + 1
)(‖h‖∗l+1,f) l+12 .
(4.43)
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Renaming l + 1 by l > 1, and µ = rnrn−2 , we obtain
‖h‖∗lµ,f ≤
(
(2Al−1)
s
s−r + 2
) 2
l ‖h‖∗l,f . (4.44)
Let lj = lµ
j . Then
‖h‖∗lN ,f ≤
N∏
j=1
(
(2Alj−1−1)
s
s−r + 2
) 2
lj ‖h‖∗l . (4.45)
Note that Al = O(
√
l) so that A = limN→∞
∏N
j=1
(
(2Alj−1−1)
s
s−r + 2
) 2
lj <∞ hence
‖h‖∞ ≤ A‖h‖∗l,f (4.46)
for l > 1. In particular, let l = 2 so that
suph+ ≤ ‖h‖∞ ≤ A‖h‖∗2,f
= A‖h+ + ‖j‖∗p,f ‖∗2,f
≤ A(‖h‖∗2,f + ‖w(V − σ˜)‖∗p,f )
≤ A(K1
√
+ 6(τ − 1)eaDp )
≤ A(K1 + 6(τ − 1)e
aD
p )(
√
+ ) ≡ K2(
√
+ ).
(4.47)
Here we have used Claim 1. Since −h satisfies the same equation (except for a sign in f),
we conclude that
|w − w| = |h| ≤ K2(
√
+ ).
Claim 3: For  > 0 small enough, w > 12 .
From the previous claim, we know that w ≤ w + K2(
√
 + ). Since ‖w‖∗2,f = 1
and w ≤ 1,
1 =
 
M
w2e−fdv ≤
 
M
(w+K2(
√
+))2e−fdv = (w+K2(
√
+))2 ≤ w2+2K2(
√
+)+K22 (
√
+)2.
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Hence, choosing  > 0 small enough
1
4
< 1− 2K2(
√
+ )−K22 (
√
+ )2 ≤ w2,
so that w > 12 .
This allows us to finish the proof of the lemma. Consider the function w2 := w/w.
w2 satisfies the same equation as w, and we know by claims 2 and 3 that
1− δ˜ ≤ w2 ≤ 1 + δ˜,
where δ˜ := 2K2(
√
+ ). Define J := w
− 1
τ−1
2 . We can establish the bounds for J using the
1st order Taylor polynomial of f(x) = x−
1
τ−1 near x = 1, on the domain (1− δ˜, 1 + δ˜). We
know that f(x) = 1 +R1(x), where the remainder can be estimated by
|R1| = |f ′(x∗)(x− 1)| ≤ 2δ˜
(τ − 1)(1− δ˜) ττ−1
,
where x∗ ∈ (1 − δ˜, 1 + δ˜). Choosing  > 0 small enough so that 2δ˜
(τ−1)(1−δ˜) ττ−1
≤ δ, we get
the estimate
|J − 1| ≤ δ,
concluding the proof of the proposition.
Remark 4.3.4 The lemmas 4.3.2 and 4.3.3 generalize propositions 2.2 and 2.3 in [ROSWZ18]
to integral Bakry-E´mery Ricci conditions. The meaning of these lemmas is to show that J
and σ can be chosen to be a perturbation of σ = 0 and J ≡ 1, which are solutions to (4.27)
in the case where Ricf ≥ 0, although the proof is not perturbative.
To prove theorem 4.3.1 we will not use barrier functions as in [ZY84]. Instead,
we will use the ODE comparison approach of [Li12]. For a real number u ∈ [−1, 1] and a
72
parameter η ∈ R, consider the following ODE
(1− u2)Z ′′(u) + uZ ′(u) = −ηu for u ∈ [−1, 1],
Z(0) = 0,
Z(±1) = 0,
(4.48)
which has the explicit solution
Z(u) =
2η
pi
(
arcsin(u) + u
√
1− u2
)
− ηu. (4.49)
Then the function Z satisfies the following inequalities.
Lemma 4.3.5 (Prop 3.1, [ROSWZ18]) For numbers η, J > 0, with η = 1+δ and J ≤ η,
we have
η−1(Z ′)2 − 2J−1Z ′′Z + Z ′ ≥ 0, (4.50)
2Z − uZ ′ + 1 ≥ 1− η, u ∈ [−1, 1], (4.51)
η(1− u2) ≥ 2|Z|. (4.52)
The proof of this lemma for η = 1 can be found in [Li12], and for general η can be found
in [ROSWZ18]. Since this lemma is exactly the same as the one in [ROSWZ18] (because it
does not depend on the manifold), we will omit its proof here.
With these three lemmas, we can prove the main result of this chapter: a gradient
estimate for an eigenfunction corresponding to λ1, which will give us as a corollary theorem
4.3.1. The following theorem is a generalization of proposition 3.2 in [ROSWZ18] for integral
Bakry-E´mery Ricci curvature. To state the theorem, consider φ a nontrivial eigenfunction
corresponding to λ1 so that for 0 ≤ ϑ < 1 we have that ϑ + 1 = supφ and ϑ − 1 = inf φ.
Set u := φ− ϑ, so that ∆fu = −λ1(u+ ϑ).
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Theorem 4.3.6 Let 0 < δ < 1 be fixed. Let J be the solution to (4.27) with τ = 3+4δ2δ .
Suppose (Mn, g, e−fdv) is a closed smooth metric measure space with diam(M) ≤ D, and
such that ∂rf ≥ −a along all minimal geodesic segments, for some a ≥ 0. Suppose that
k(0, p, f,D, a) ≤  so that lemmas 4.3.2 and 4.3.3 hold for this choice of δ. Then u defined
as above satisfies the gradient estimate
J |∇u|2 ≤ λ˜(1− u2) + 2ϑλ1Z(u), (4.53)
where λ˜ = C1λ1 + C2 with
C1 :=
1 + δ +
√
A
1−√B , (4.54)
C2 :=
σ
2(1−√B)
(
Z√
A
+
1
2
√
B
)
, (4.55)
and where A = A(δ) := 2δ(1 + δ), B = B(δ) := δ(5+δ)1−δ , and Z(u) is defined as in (4.48) for
η = 1 + δ, with Z := sup[−1,1] Z ≤ 0.116η, and σ is given as in lemma 4.3.2.
Proof. Consider ξ < 1, and denote, for simplicity, u := ξ(φ − ϑ). Note that
comparing with the previously defined u, there is an extra factor ξ so that −ξ ≤ u ≤ ξ.
Then this u satisfies
∆fu = −λ1(u+ ξϑ). (4.56)
Consider for a constant c,
Q := J |∇u|2 − c(1− u2)− 2ϑλ1Z(u). (4.57)
To obtain (4.53), we want to show that Q ≤ 0. By (4.52) and compactness of M ,
we can choose a suitable c so that Q = 0 at the maximum point of Q. For the rest of the
proof, we fix such a constant c so that maxQ = 0.
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Our goal is to show that c ≤ C1λ1 + C2. Taking ξ → 1 will give us the gradient
estimate.
If c ≤ (1 + δ)λ1, then we are done so we can assume that
c > (1 + δ)λ1, (4.58)
and in particular, c > Jλ1. Let the maximum point of Q be x0. Then |∇u(x0)| > 0, since
if ∇u(x0) = 0, then
0 = −c(1− u2(x0))− 2aλ1Z(u(x0))
≤ −c(1− ξ2) + aλ1η(1− ξ2)
= (aλ1η − c)(1− ξ2) < 0,
a contradiction.
For convenience, we write Z ≡ Z(u). By direct computation,
∇Q = (∇J)|∇u|2 + J∇(|∇u|2) + 2cu∇u− 2ϑλ1Z ′∇u, (4.59)
which at the maximum point, since ∇Q(x0) = 0, gives us
∇(|∇u|2) = −∇J
J
|∇u|2 − 2J−1cu∇u+ 2J−1ϑλ1Z ′∇u. (4.60)
Let e1 =
∇u
|∇u| and complete it to an orthonormal basis {ej}nj=1 of Tx0M . Then at the
maximum point x0 we have
Hessu(∇u,∇u) = 1
2
〈∇(|∇u|2),∇u〉
= − 1
2J
〈∇J,∇u〉|∇u|2 − cu
J
|∇u|2 + ϑλ1Z
′
J
|∇u|2,
(4.61)
so that
Hessu(e1, e1) = − 1
2J
〈∇J,∇u〉 − cu
J
+
ϑλ1Z
′
J
, (4.62)
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and for j 6= 1,
Hessu(e1, ej) =
1
2|∇u| 〈∇(|∇u|
2), ej〉 = − 1
2J
〈∇J, ej〉|∇u|. (4.63)
Again by direct computation,
∆fQ =(∆fJ)|∇u|2 + 2〈∇J,∇(|∇u|2)〉+ J∆f |∇u|2
+ 2c|∇u|2 + 2cu∆fu− 2ϑλ1Z ′′|∇u|2 − 2ϑλ1Z ′∆fu.
(4.64)
By the Bochner formula for smooth metric measure spaces (4.6) and (4.56),
∆fQ =(∆fJ)|∇u|2 + 2〈∇J,∇(|∇u|2)〉
+ J
(
2|Hessu|2 − 2λ1|∇u|2 + 2 Ricf (∇u,∇u)
)
+ 2c|∇u|2 − 2cuλ1(u+ ξϑ)− 2ϑλ1Z ′′|∇u|2 + 2ϑλ21Z ′(u+ ξϑ).
(4.65)
At x0, using that Ricf ≥ −ρ0,f and (4.60), we have
0 ≥(∆fJ)|∇u|2 − 2 |∇J |
2
J
|∇u|2 − 4cu
J
〈∇J,∇u〉+ 4ϑλ1Z
′
J
〈∇J,∇u〉
+ 2J |Hessu|2 − 2λ1J |∇u|2 − 2Jρ0,f |∇u|2
+ 2c|∇u|2 − 2cuλ1(u+ ξϑ)− 2ϑλ1Z ′′|∇u|2 + 2ϑλ21Z ′(u+ ξϑ).
(4.66)
Using (4.62) and (4.63) we also have the lower bound of the Hessian term
|Hessu|2 ≥
n∑
j=1
(Hessu(e1, ej))
2
=
1
4J2
|∇J |2|∇u|2 + c u
J2
〈∇J,∇u〉 − ϑλ1Z
′
J2
〈∇J,∇u〉+ c2 u
2
J2
− 2cuϑλ1Z
′
J2
+
ϑ2λ21(Z
′)2
J2
.
(4.67)
Inserting the Hessian lower bound we have
0 ≥
(
(∆fJ)− 3
2
|∇J |2
J
− 2Jρ0,f
)
|∇u|2 − 2cu
J
〈∇J,∇u〉+ 2ϑλ1Z
′
J
〈∇J,∇u〉
+
2c2u2
J
− 4cuϑλ1Z
′
J
+
2ϑ2λ21(Z
′)2
J
− 2λ1J |∇u|2
+ 2c|∇u|2 − 2cuλ1(u+ ξϑ)− 2ϑλ1Z ′′|∇u|2 + 2ϑλ21Z ′(u+ ξϑ).
(4.68)
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Let β =
2δ
1 + δ
. By Cauchy-Schwarz, we bound the mixed terms as follows,
2
ϑλ1Z
′
√
J
〈∇J√
J
,∇u
〉
≥ −βϑ
2λ21(Z
′)2
J
− |∇J |
2
βJ
|∇u|2 (4.69)
and
− 2c u√
J
〈∇J√
J
,∇u
〉
≥ −δc2u
2
J
− |∇J |
2
δJ
|∇u|2. (4.70)
Plugging these into (4.68) we deduce
0 ≥
(
(∆fJ)−
(
3 + 4δ
2δ
) |∇J |2
J
− 2Jρ0,f
)
|∇u|2
+ (2− δ)c
2u2
J
− 4cuϑλ1Z
′
J
+ (2− β)ϑ
2λ21(Z
′)2
J
− 2λ1J |∇u|2
+ 2c|∇u|2 − 2cuλ1(u+ ξϑ)− 2ϑλ1Z ′′|∇u|2 + 2ϑλ21Z ′(u+ ξϑ).
(4.71)
Now using the fact that Q = 0 at the maximum point, written explicitly
|∇u|2 = cJ−1(1− u2) + 2ϑλ1J−1Z, (4.72)
we substitute to the second and third lines of the above so that
0 ≥
(
(∆fJ)−
(
3 + 4δ
2δ
) |∇J |2
J
− 2Jρ0,f
)
|∇u|2
− 4cuϑλ1Z
′
J
− 2λ1(c(1− u2) + 2ϑλ1Z)
+ 2cJ−1(c(1− u2) + 2ϑλ1Z)− 2cuλ1(u+ ξϑ)
− 2ϑλ1Z ′′J−1(c(1− u2) + 2ϑλ1Z) + 2ϑλ21Z ′(u+ ξϑ)
+ (2− δ)c
2u2
J
+ (2− β)ϑ
2λ21(Z
′)2
J
.
(4.73)
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Using the equation (4.27) with τ = 3+4δ2δ , substituting (4.72) again, and noting
that 2− β = 2η−1,
0 ≥ − σ(c(1− u2) + 2ϑλ1Z)
+ 2ϑ2λ21(ξZ
′ − 2J−1Z ′′Z + η−1J−1(Z ′)2))
− 2ϑcλ1J−1((1− u2)Z ′′ + uZ ′ + ξuJ)
+ 2ϑλ1(cJ
−1 − λ1)(2Z − uZ ′)
− 2λ1c+ 2c2J−1 − 2ϑcλ1J−1 + 2ϑλ21
− δJ−1c2u2 + 2ϑcλ1J−1 − 2ϑλ21.
(4.74)
After some rearranging we have
0 ≥ 2ϑ2λ21(ξZ ′ − 2J−1Z ′′Z + η−1(Z ′)2) + 2ϑ2λ21η−1(J−1 − 1)(Z ′)2
− 2ϑcλ1J−1((1− u2)Z ′′ + uZ ′ + ξuJ)
+ 2ϑλ1(cJ
−1 − λ1)(2Z − uZ ′ + 1)
+ 2(cJ−1 − λ1)(c− ϑλ1)
+ (cσ − c2J−1δ)u2 − cσ − 2ϑσλ1Z.
(4.75)
Using the ODE (4.48), the inequalities (4.50),(4.51), and (4.58), we have
0 ≥ 2ϑ2λ21(ξ − 1)Z ′ + 2ϑ2λ21η−1(J−1 − 1)(Z ′)2
− 2ϑcλ1J−1(ξJ − η)u
+ 2ϑλ1(cJ
−1 − λ1)(1− η)
+ 2(cJ−1 − λ1)(c− ϑλ1)
− cσ − 2ϑσλ1Z − c2J−1δ.
(4.76)
78
Since η ≥ 1 and u ≥ −ξ ≥ −1, −η ≤ Z ′ ≤ η( 4pi − 1) ≤ η, and using Proposition 4.3.3 we
bound J by either 1− δ or 1 + δ appropriately, and noting that 2ϑ2λ21η−1(J−1 − 1)(Z ′)2 ≥
−2δc2 we get
0 ≥ − 2ϑ2λ21η(1− ξ)
− 2ϑcλ1
(
η − ξ + δη
1− δ
)
− 2ϑλ1
(
c− λ1 + cδ
1− δ
)
(η − 1)
+ 2 (c− λ1 − δc) (c− ϑλ1)
− cσ − 2ϑσλ1Z − c
2δ
1− δ − 2δc
2.
(4.77)
Notice that Z := supZ = O(η). Our goal now is to obtain a quadratic inequality in terms
of (c− λ1). Using η ≥ 1, we rewrite the first term and split the remaining terms so that
0 ≥ − 2ϑ2λ21η(η − ξ)
− 2ϑcλ1(η − ξ)− 2ϑcλ1 δη
1− δ
− 2ϑλ1(c− λ1)(η − 1)− 2ϑλ1 cδ
1− δ (η − 1)
+ 2(c− λ1)(c− ϑλ1)− 2δc(c− ϑλ1)
− cσ − 2ϑσλ1Z − c
2δ
1− δ − 2δc
2.
(4.78)
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Since 0 ≤ ϑ < 1 and noting that ξ ≤ 1, η ≥ 1, and c ≥ λ1, we bound a by 1 or 0
accordingly so that
0 ≥ − 2λ21η(η − ξ)
− 2cλ1(η − ξ)− 2cλ1 δη
1− δ
− 2λ1(c− λ1)(η − 1)− 2λ1 cδ
1− δ (η − 1)
+ 2(c− λ1)2 − 4δc2
− cσ − 2σλ1Z − c
2δ
1− δ .
(4.79)
Combining the first two terms, and adding and subtracting λ1, we get
0 ≥ − 2λ1(η − ξ)(c− λ1 + λ1η + λ1)− 2cλ1 δη
1− δ
− 2λ1(c− λ1)(η − 1)− 2λ1 cδ
1− δ (η − 1)
+ 2(c− λ1)2 − 4δc2 − cσ − 2σλ1Z − c
2δ
1− δ .
(4.80)
After further rearranging we have,
0 ≥ − 2λ21(η − ξ)(η + 1) + 2 (c− λ1)2 − 4δc2 − cσ − 2σλ1Z −
c2δ
1− δ
− 2λ1 (c− λ1) (2η − ξ − 1)− 2λ1
(
cδ
1− δ
)
(2η − 1).
(4.81)
Completing the square in terms of (c− λ1), we get(
(c− λ1)− λ1
2
(2η − ξ − 1)
)2
≤ λ21
4(η − ξ)(η + 1) + (2η − ξ − 1)2
4
+ σλ1Z
+ cλ1
(
δ
1− δ
)
(2η − 1) + c2
(
δ(4− δ)
(1− δ)
)
+ c
σ
2
.
(4.82)
Using λ1 ≤ c we get(
(c− λ1)− λ1
2
(2η − ξ − 1)
)2
≤ λ21
4(η − ξ)(η + 1) + (2η − ξ − 1)2
4
+ σλ1Z
+ c2
((
δ
1− δ
)
(2η − 1) + δ(4− δ)
(1− δ)
)
+ c
σ
2
.
(4.83)
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Let
A = A(η, ξ) :=
4(η − ξ)(η + 1) + (2η − ξ − 1)2
4
, (4.84)
B = B(δ) :=
(
δ(5 + δ)
(1− δ)
)
. (4.85)
Then using η = 1 + δ(
(c− λ1)− λ1
2
(2η − ξ − 1)
)2
≤ A
(
λ1 +
σZ
2A
)2
− σ
2Z
2
4A
+B
(
c+
σ
4B
)2 − σ2
16B
≤ A
(
λ1 +
σZ
2A
)2
+B
(
c+
σ
4B
)2
.
(4.86)
Using the inequality
√
x2 + y2 ≤ x+ y, for x, y ≥ 0,
c− λ1 ≤ λ1
2
(2η − ξ − 1) +
√
A
(
λ1 +
σZ
2A
)
+
√
B
(
c+
σ
4B
)
. (4.87)
Letting ξ → 1, we have
c ≤ 1 + δ +
√
A
1−√B λ1 +
σ
2(1−√B)
(
Z√
A
+
1
2
√
B
)
, (4.88)
hence recalling that η = 1 + δ so that A := A(1 + δ, 1) = 2δ(1 + δ), we get the result that
we wanted. Namely, we have that
c ≤ C1λ1 + C2 = λ˜. (4.89)
Remark 4.3.7 Note that for any given δ > 0, by possibly shrinking  > 0, we have that
σ√
δ
→ 0 as δ → 0 (see the proof of lemma 4.3.2). Hence, we have that as δ → 0, (C1, C2)→
(1, 0). This is important to be able to recover the classical Zhong-Yang eigenvalue estimate,
i.e. the classical result in the case when k(0, p, 0, D, 0) = 0.
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Now we are ready to prove our main theorem 4.3.1.
Proof of Theorem 4.3.1. By theorem 4.3.6 we have that
J |∇u|2 ≤ (C1λ1 + C2)(1− u2) + 2ϑλ1Z(u). (4.90)
By (4.19), we have that
λ1 ≥ J |∇u|
2
(C1 + C2Λ
−1
rough)(1− u2) + 2ϑZ(u)
. (4.91)
Let b := C1 + C2Λ
−1
rough and let γ be the shortest geodesic connecting the minimum and
maximum points of u, which will have length at most D. Recalling that maxu = 1 and
minu = −1 from the construction given above theorem 4.3.6, integrating the gradient
estimate along the geodesic and using the change of variables x(s) = u(γ(s)) and that Z is
an odd function,
D
√
λ1 ≥
√
λ1
ˆ
γ
ds
≥ (1− δ)
ˆ
γ
|∇u|ds√
b(1− u2) + 2ϑZ(u)
= (1− δ)
ˆ 1
−1
dx√
b(1− x2) + 2ϑZ(x)
= (1− δ)
ˆ 1
0
(
1√
b(1− x2) + 2ϑZ(x) +
1√
b(1− x2)− 2ϑZ(x)
)
dx
=
1− δ√
b
ˆ 1
0
1√
1− x2
 1√
1 + 2ϑZ(x)
b(1−x2)
+
1√
1− 2ϑZ(x)
b(1−x2)
 dx
≥ 1− δ√
b
ˆ 1
0
1√
1− x2
(
2 +
3ϑ2(Z(x))2
b2(1− x2)2
)
dx
≥ 1− δ√
b
pi,
so that
λ1 ≥ (1− δ)
2
b
pi2
D2
.
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Recall in the limiting case (c.f. Remark 4.3.7) that b → 1 as δ → 0. Given α ∈ (0, 1), we
can choose δ so that α ≤ (1−δ)2b , and thus obtain the result.
4.4 Necessity of the assumptions
Many authors have shown that the assumptions of p > n2 and the smallness of
k(K, p) are necessary to be able to reach any meaningful conclusions (see [Gal88], [DWZ18],
[Aub07], [ROSWZ18]). In particular, Aubry proved that in the critical case p = n2 , on any
closed manifold, there is no lower bound for any of the eigenvalues of the Laplace-Beltrami
operator (in particular for λ1). Namely, he proved the following result.
Theorem 4.4.1 (Prop 9.3 [Aub07]) Let (Mn, g) be any compact Riemannian manifold,
n ≥ 3. There exists a sequence of complete Riemannian metrics gm that converge to g in
the Gromov-Hausdorff distance and such that k(1, n2 ) → 0, vol(M, gm) → ∞ and for any
l ∈ N, λl → 0, where λl denotes the l-th eigenvalue of the Laplace-Beltrami operator of
(Mn, gm).
We also note that, in contrast to what happens in the pointwise lower bound case,
where a rigidity result was obtained by Hang-Wang 1.4.10, no almost-rigidity results, in the
sense of Gromov-Hausdorff, are possible here. This was pointed out by Hang and Wang
[HW07], who constructed a sequence of shrinking tubular neighborhoods of a line segment
whose first eigenvalues converge to pi
2
D2
, but that converges in Gromov-Hausdorff distance
to the line segment, not to S1.
The example below shows that, to obtain a lower bound on λ1, the smallness of
k(0, p) is also a necessary condition. This example can be found in [Che70], who attributes
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it to Calabi. In that paper, the example is used to show that a lower bound on λ1 requires
some assumption on the curvature.
Example 4.4.2 (Dumbbells of Calabi) Consider a symmetric dumbbell D ⊆ R3, formed
by two equal spheres of radius R joined by a thin cylinder of radius  and length l, with joints
smoothed out in two equal neck regions. Assume without loss of generality that the area of
D is less than 1.
Figure 4.1: c© Image by: Jing Li. Dumbbell of Calabi. The neck regions (pink) have a
fixed minimum amount of negative curvature, k(0, p) ≥ k(0, 1) ≈ 4pi. As the radius of the
cylinder shrinks, λ1 → 0.
Following the argument in [Che70], consider a function f : D → R that takes the
value −C on the left sphere and neck, C on the right sphere and neck, and increases linearly
along the cylinder, for some C > 0. Notice that along the cylinder |∇f | = 2Cl , otherwise
∇f = 0, and also ﬄD fdx = 0. Then using the variational principle
λ1 = infﬄ
D
udv=0
ﬄ
D
|∇u|2dvﬄ
D
u2dv
≤
ﬄ
D
|∇f |2dvﬄ
D
f2dv
≤ 4
C2
l2
(2pil)
4piR2C2
=
2
lR2
, (4.92)
where we used that
´
D
f2dv ≥ 4piR2C2, as this would be the result of integrating f2 over half
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of the left sphere and half of the right sphere. Thus, if we consider a sequence of dumbbells
with  → 0 maintaining fixed R and l, we get that λ1 → 0, hence no lower bound for λ1 is
possible.
Although in this example k¯(p, 0) could be uniformly bounded, it can not be made
small. The reason for that can be explained by the Gauss-Bonnet formula. First note that
in dimension 2, the Ricci curvature equals the sectional curvature, which in turns equals the
Gaussian curvature. Since the dumbbell is homeomorphic to the sphere, the integral of the
Ricci curvature over D must be 4pi. However, the integral over the two spheres will be close
to 8pi, and over the cylinder will be 0. Hence, over the two neck regions we will have negative
curvature, that will be close to −4pi in total, to be able to cancel the curvature coming from
the spheres. Thus, the L1 norm of ρ0 is close to 4pi. In particular, using that the area of D
is less than 1, we have that k(0, 1) > 2pi. Therefore, using Ho¨lder’s inequality, we obtain
that for any p > 1 = n2 , k(0, p) > 2pi. Therefore, k(0, p) can not be made small.
Remark 4.4.3 Note that the example above shows that, even under the stronger assump-
tion of sectional integral curvature, smallness is a necessary condition to be able to derive
a lower bound on λ1.
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Chapter 5
Conclusions
In this thesis we have seen two applications of the technique of Zhang and Zhu
[ZZ18], [ZZ17], to derive pointwise gradient estimates under integral curvature conditions.
This was done in the proof of theorem 3.3.1 and in the proof of theorem 4.3.6. We expect
this technique to have many further applications in other settings where a Bochner-type
formula exists. This includes many frameworks such as Ka¨hler manifolds, Sub-Riemannian
manifolds, CR geometry, spin manifolds, as well as geometric flows like the Ricci flow,
Ka¨hler-Ricci flow, Harmonic-Ricci flow, etc.
The first application, theorem 3.3.1, has some room for improvement. Instead of
on manifolds with boundary, it was proven on domains with boundary of an ambient space
manifold. The reason for this is technical, to be able to use theorem 3.2.1 to have Gaussian
estimates on the Neumann heat kernel. It would be interesting to study the same result
and its corollaries in the more general setting of nonembedded manifolds with boundary.
Regarding the second application, we hope that theorem 4.3.1 will have some
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consequence in the study of Gradient Ricci Solitons. Not too many results are available
in the literature on integral Bakry-E´mery curvature conditions, thus it is a good source of
problems. Even in the less general case of integral Ricci curvature, there are still several
classical eigenvalue estimates that haven’t been proven. In [ROSWZ18] we conjectured that
Yang’s result 1.4.11 could be generalized to integral Ricci curvature conditions. Theorem
4.2.7 generalizes Yang’s result to a lower bound on the Bakry-E´mery Ricci tensor. Thus, it
is natural to conjecture, in view of theorem 4.3.1, that Yang’s estimate can be generalized
to the setting of integral Bakry-E´mery Ricci curvature bounds.
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