Abstract: In order to interpret and analyse a scene, determining the contours is a fundamental step. Classical methods of contour extraction do not always allow the detection of all the contours. We notice, for example, that the contours obtained by a CannyDeriche lter have some gaps, especially at corners or at T-junctions. In short, the boundaries which are detected are not always closed. In this report, we present an algorithm that restores incomplete contours. We model the image by Markov Random Fields and we de ne the Gibbs Distribution associated with it. In order to complete the contours, several criteria are de ned and introduced in an energy function, which has to be optimized. The deterministic ICM (\Iterated Conditional Mode") relaxation algorithm is implemented to minimize this energy function. The result is a contour image consisting of closed contours. This method has been tested on di erent images which present di erent types of di culties (indoors, outdoors, satellite (SPOT), industrial and medical images). 
This means that the state of each site depends only on the state of its neighboring sites, and not on the state of all sites in the image. An interesting property is that the state of one site can specify a local information, but indirectly also a more global one.
We will describe the Gibbs distribution associated with the proposed model. We will then de ne some criteria which are introduced into the energy function to be minimized. A deterministic relaxation algorithm ICM (\Iterated Conditional Mode") 2] is used in order to generate an optimal con guration, in which the contours are reconstructed. This model is interesting because it allows us to have, at each site, not only local information (state), but also more global information (chain and direction). This ltering is used in order to give a weight W k to each direction k .
Then, after a normalization of the W k (s), we obtain easily, for a site s, the \best" direction max given by :
3.1.2 Second step : Creation of contour chains.
The second step of this initialization allows the determination of contour chains, given the \best" direction. The contour chain is made up of a set of connected pixels approximately aligned. A chain is, in fact, a set of connected pixels that have the same privileged direction.
Given a chain ch, 8 s; r neighbor pixels : (s 2 ch et r 2 ch) , ( max (s) = max (r)) (3) Scanning the image allows the determination of the di erent chains.
Third step : Suppression of small chains.
Small isolated chains correspond often to noise. So in order to correctly use the mean direction of the chain, which is the direction in which the contour can be prolonged, the chain length must be reasonably large.
For this reason we process small chains, in order to either delete them if they are isolated or insert them into longer adjacent chains.
Those three steps allow the subdivision of contours into chains, so we can then initialize the rst component of the MRF : the chain number.
We will now describe the initialization of the two other components. This vector enables us to have, at each site, information about the mean direction of the contour line, which is the direction in which the contour is supposed to be prolonged.
All the pixels of a chain are initialized with the same vector D (s).
In fact, for each chain, the value of D k (s) determines a mean measure (average on the set of pixels belonging to the chain) of the likelihood of the direction k .
To initialize the direction, we start by determining for every site, a local measure d k (s) of the likelihood of the direction k .
Some notation : (6) where N s is the number of the sites belonging to ch.
After normalization :
For every pixel that belongs to the chain ch, the second component of the Markov Random Field is then initialized with the vector D k (s) (where k 2 0..3]). The energy function is de ned in order to minimize some criterion. As we want to reconstruct an image of incomplete contours, the minimal energy must be reached when the contours are restored. Thus, constraints must be selected to extend the contour lines in the \best" directions, and to create angles (and T-junctions), in order to obtain closed contours.
The total energy U is the sum, over all cliques, of potential functions.
where :
c represent a clique, and C the set of all cliques. V c : the clique potential function.
First, in order to de ne those potential functions, we have to introduce a few notations.
Notations.
D is a boolean which relates to the initial data : X X X : thick contour X X : thin contour Br is also a boolean which is taken into account in the energy function. This value enables us to have a high energy for the con guration which extends contours, in the case of a \corner" or of a \T-junction".
An example of the value of the boolean Br is given next page.
Br=0 Br=1
Br=1
Case of a T−junction :
Case of a corner :
Case of a single chain :
Case of several neighboring chains :
: possible continuation . We will now describe, each of these potential functions.
Potential function V 1 :
The function V 1 allows us to recall the initial data, that is to say, to preserve contours detected initially. 
Potential function V 2 :
The potential function V 2 takes into account the direction vector D k of two neighboring sites i, j. Indeed, contours must be prolonged in a direction compatible with directions of neighboring contours. Otherwise.
where (i;j) the direction of line (i,j) (see Fig. 1 ).
For a given site, the larger the component D k (k given), the higher the probability of lengthening the contour in the direction k , and conversely.
Potential function V 9 :
The potential V 9 is determined according to the number of neighboring contours (written \vois "), and of their di erent neighbor chains (\ch vois "). at site i :
Here, as a shorthand : Some remarks :
When E(i) = (-1,-1,0) or when ch i is di erent to all neighboring chains, the value of V 9 is independent of the number \vois". If there is no adjacent contour (\vois" = 0), then the energy corresponding to a state di erent of \0" is high (this is in order to avoid the creation of new isolated contour chains).
If the site i has only one neighboring chain, then the value of V 9 is high when the state E i is equal to D or C. Indeed, its more likely to assign this state to \0" or \T" (it is dependent on the value of V 1 and V 2 , that is to say on the average contour line direction of the neighboring chain).
In the case of several adjacent contours, we study the two cases according to the value of (\ch vois ") :
If there is only one adjacent chain, then V 9 has a high value for C and a smaller value for T and D (according to the contour width and to the boolean B r ). When (ch vois > 1), the state corresponding to the smallest value of V 9 is C (state \0" excepted).
5 Parallel implementation.
In order to minimize the energy function, we have implemented a deterministic relaxation algorithm, the \ICM" 2].
This relaxation method updates, at any given time, the value of the Markov Random Field E i at site i given the value E j of its neighboring sites (see Table 1 ).
As we have determined a potential function V 9 which is de ned on cliques of size nine, the update of all sites of the image can be performed within nine steps.
A phase of nine steps is called an iteration.
6 RESULTS. Where each value represents the step number at which the Markov Random Field is updated.
6 Results. 6 .1 Implementation on a Connection Machine CM200.
The restoration of incomplete contour images has been implemented on a Connection Machine (CM200) 8]. The CM200 consists of up to 64K processors, each with up to 1 Mbit of Memory. If there are more data elements than there are processors, the system creates virtual processors by dividing up the memory associated with each physical processor (VP Ratio). Here, we have worked with one pixel per processor.
Results obtained on di erent images of real scenes.
For each image, we proceed in the same way : an edge detector is applied to the image of a real scene. Canny-Deriche lter 4], 5] with non-maxima suppression has been used for this purpose. We then apply the proposed method in order to complete the contours.
We have tested this method on di erent images which present di erent types of di culties (indoors, outdoors, satellite (SPOT), industrial and medical images). Depending on the type of the image to be processed, the number of true contours varies greatly as does the number of contours due to noise.
To illustrate this algorithm, four examples (see Fig. 5, 6, 7 and 8) show the restoration of contour images.
As we can see in these results, the proposed method performs well. Even large gaps have been lled (compare for example the pedestrian in Fig. 5 ). Corners and T-junctions are closed correctly (see the contours of the elds in Fig. 6 ).
Computational time.
For each restored image, we give :
The VPR : number of processors per pixel. The computational time on the CM200. The number of iterations performed. VPR CM200 Number of time (s) iterations  Image1 8  1492  3  Image2 2  391  4  Image3 2  358  2  Image4 8  630  3   Table 2 : Computational time on the CM200.
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Original image. Contours obtained after a Canny-Deriche lter with non-maxima suppression.
Restoration of the incomplete contour image. The method proposed in this report enables the lling of large gaps, in order to restore images of incomplete contours.
We start with a contour image obtained after a classical edge detection.
To extend those contours, we use a Markovian model with three components specifying a local information (state), but also a more global one (the number of the chain with its average direction). So we use the mean direction of the chain, which is the direction in which the contour can be prolonged.
We also determine some criteria introduced in an energy function in order to be able to ll up large gaps and to close corners and T-junctions. To optimize this energy function, we have implemented a deterministic relaxation algorithm.
We have tested this algorithm on di erent images, and for each case we are getting a better contour grouping.
