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MEAN-CONVEX ALEXANDROV EMBEDDED CONSTANT MEAN
CURVATURE TORI IN THE 3-SPHERE
L. HAUSWIRTH, M. KILIAN, AND M. U. SCHMIDT
Abstract. We introduce the moduli space of spectral curves of constant mean curvature
(cmc) cylinders of finite type in the round unit 3-sphere. The subset of spectral curves of
mean-convex Alexandrov embedded cylinders is explicitly determined using a combination
of integrable systems and geometric analysis techniques. We prove that these cylinders are
surfaces of revolution. As a consequence all mean-convex Alexandrov embedded cmc tori in
the 3-sphere are surfaces of revolution.
Introduction
The classification of constant mean curvature (cmc) tori in R3 by Pinkall-Sterling [22] lead
Bobenko [2] to explicit formulae for all cmc tori in the three-dimensional spaceforms H3, R3
and S3. Despite these formulae it was not possible to single out the embedded or Alexandrov
embedded classes. Brendle [4, 5] proves that the Clifford torus is the only minimal Alexandrov
embedded torus in S3. Andrews-Li [1] prove that all embedded cmc tori in S3 are surfaces of
revolution. The problem of determining the mean-convex Alexandrov embedded cmc tori in
the round unit 3-sphere is settled here, and summarized by the following
Theorem 1. Every mean-convex Alexandrov embedded finite type cmc cylinder in S3 is rota-
tional. Its bounding 3-manifold is diffeomorphic to D× R.
Here D denotes the open unit disk in the plane; the proof is given in Section 10. This theorem
yield alternative proofs of the Lawson conjecture and the Pinkall-Sterling conjecture. In fact,
let f : N → S3 be a mean-convex Alexandrov embedded cmc torus M = ∂N ≃ T2. Due to
[18, Theorem 1] the homomorphism π1(M) → π1(N) is surjective and due to [21, Theorem
18.1] the boundary ∂N˜ of the universal covering N˜ of N is a cylinder. Hence there exists a
mean-convex Alexandrov embedded cmc cylinder f˜ : N˜ → S3, which is the composition of f
with a covering map. Due to Pinkall-Sterling [22] f is of finite type. Then f˜ is also of finite type
and by Theorem 1 a surface of revolution. This implies
Corollary. All mean-convex Alexandrov embedded cmc tori in S3 are tori of revolution.
The techniques involved in obtaining our classification are very different from the methods
of Brendle, and Andrews-Li. To explain our approach first recall that Pinkall-Sterling [22],
and independently Hitchin [13] describe cmc tori in terms of a real algebraic curve Σ and a
holomorphic line bundle L on Σ. This algebro-geometric correspondence between pairs (Σ, L)
and geometric objects has been very useful for the construction of examples. We here strive
to display, how these methods can also help to classify the corresponding geometric objects,
focusing on Alexandrov embedded cmc tori in S3.
Consider a doubly periodic conformal immersion f : C → S3 with constant mean curvature H.
The Hopf differential is holomorphic, and hence without zeroes on a torus. The exponent 2ω
in the induced metric ds2 = 1
4(H2+1)
e2ωdz ⊗ dz¯ satisfies the sinh-Gordon equation
∆ω + sinh(ω) cosh(ω) = 0 .
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Infinitesimal variations that preserve the cmc condition require that in the normal direction
the variation is prescribed by a function u in the kernel of the linearized sinh-Gordon equation
Lu = ∆u+ u cosh(2ω) = 0 .
Pinkall-Sterling provide an iteration to obtain an infinite hierarchy of solutions u1, u2, ... of the
linearized sinh-Gordon equation Lun = 0. Applying this iteration to the trivial solution u0 ≡ 0
yields the sequence of Jacobi fields
u0 = 0 , u1 = ωz , u2 = ωzzz − 2ω3z , u3 = ωzzzzz − 10ωzzzω3z − 10ω2zzωz + 6ω5z . . . .
The remarkable fact proven by Pinkall-Sterling is that for a doubly-periodic solution ω of the
sinh-Gordon equation this iteration becomes stationary in the sense that there exists an integer
g ≥ 0 and complex constants a1, . . . ag such that
ug+1 = a1 u1 + . . .+ ag ug .
This leads us to the definition of finite type: A solution ω of the sinh-Gordon equation is of
finite type if ug+1 is for some g ≥ 0 a complex linear combination of u1, . . . , ug. In particular,
the solution ω is of finite type, if the kernel of L is finite dimensional. Thus the result by
Pinkall-Sterling can be rephrased into the statement that all doubly-periodic real solutions of
the sinh-Gordon equation are of finite type. In particular all cmc tori are of finite type.
Suppose the image of a doubly periodic immersion restricted to a period parallelogram is a
cmc torus. The image of a strip obtained by extending one of the generators is then an infinite
covering of the cmc torus by a cmc cylinder. Such cmc cylinders are also of finite type,
but the class of cmc cylinders of finite type is much larger than such covers of cmc tori. A
conformally immersed cmc cylinder is of finite type if there exists a conformal parametrisation
with constant Hopf-differential, and its conformal factor is a singly-periodic solution of the sinh-
Gordon equation of finite type. When the curvature is uniformly bounded then the function ω
is uniformly bounded. A theorem of Mazzeo and Pacard [20] states that an elliptic operator
Lu = ∆u+ qu on a cylinder S1×R has for bounded continuous function q a finite dimensional
kernel in the space of uniformly bounded C2-functions on S1 × R. Hence for cmc cylinders of
bounded curvature with constant Hopf differential the metric is of finite type in the meaning
of Pinkall-Sterling. Equivalently we thus have that a conformally parameterised cmc cylinder
with constant Hopf-differential and bounded curvature is of finite type.
Let C denote the set of such cmc cylinders in S3 of finite type up to ambient isometries. Our
main objective is the investigation of this space C. To obtain nice parameters for C we invoke the
algebro-geometric correspondence, which identifies a geometric object with an algebraic one. If
the geometric object is a finite type cmc cylinder f ∈ C, then the finite sequence u1, . . . , ud
and the constants a1, . . . , ad above are encoded into a 2 × 2 matrix of polynomials, called a
polynomial Killing field. A polynomial Killing field ζ is real analytic in z and polynomial in
λ. It solves a Lax equation, and its determinant λ 7→ −λ−1a(λ) is independent of z. Thus
we associate with a cylinder f ∈ C a complex polynomial a ∈ C2g[λ] of degree 2g. When all
the roots of a are distinct, it in turn defines a hyperelliptic Riemann surface Σ of genus g, and
is called the spectral curve of f. The genus g of Σ is called the spectral genus. For g = 0,
the corresponding cylinders are homogeneous, while for g = 1, the corresponding cylinders are
in the family of Delaunay associates. The curve Σ does not uniquely determine the cylinder,
but there exists a finite dimensional compact subset of C, all whose elements f have the same
spectral curve. We call this set the isospectral set.
Arguments of Hitchin [13] encode the non-trivial topology of f ∈ C in a meromorphic 1-form dh
on Σ. For given Σ with polynomial a the differential dh is described by another polynomial b.
Furthermore two unimodular complex numbers λ1 and λ2 parameterise the mean curvature and
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the Hopf-differential. We call quadruples (a, b, λ1, λ2) spectral data. For given spectral data
(a, b, λ1, λ2) the corresponding set of cylinders f ∈ C build the isospectral set C(a, b, λ1, λ2).
Since coverings of cmc tori are not embedded cylinders in S3, we relax the notion of embed-
dedness to the weaker notion of mean-convex Alexandrov embeddedness. The corresponding
spectral data turn out to be stable under continuous deformations. The spectral curves of ho-
mogeneous cylinders can effectively be classified by explicit calculation. In fact we determine all
spectral data of spectral genus zero corresponding to mean-convex Alexandrov embedded cylin-
ders. Moreover, we extend the corresponding family to a two-dimensional family of spectral
genus at most one. The corresponding cmc cylinders are rotational mean-convex Alexandrov
embedded cylinders. We call this family the rotational family.
The Whitham equations define vector fields on the space of quadruples (a, b, λ1, λ2) whose
integral curves define deformation families in C. The corresponding flows simultaneously deform
Σ, dh and the points λ1 and λ2. Along this flow the curvature can blow up. It turns out that
the curvature stays uniformly bounded on the cylinder as long as the roots of a stay away from
the poles of dh. A typical limit of a curvature blow up is a chain of spheres touching each other
at the limiting points of shrinking necks. Another accident of the flow are coalescing roots of
a. The limits are higher order roots of a and called singularities of Σ, since the corresponding
algebraic curve is not any more a complex manifold. The dimension of the isospectral set of Σ is
the spectral genus, so equal to half the number of roots of a. It turns out that in case of roots of
a coalescing on S1 one dimension of the isospectral set shrinks to a point. In this case the limit
of the isospectral sets coincides with the isospectral set of the desingularised curve Σ and there
is no geometric accident. In case of roots of a coalescing at points away from S1 the limit of
the isospectral sets is a union of the compact isospectral set of the desingularised curve and an
extra higher-dimensional non-compact part. The lower-dimensional compact part is the closure
of the higher-dimensional non-compact part and the union is still compact. The movement
from the isospectral set of the desingularised curve to the extra non-compact part drastically
changes the corresponding geometric cylinder. In this case there is a geometric accident.
As an application of the deformation of spectral data we establish global properties of the
moduli space. Using the non-compactness of cylinders instead of compact tori gives more space
for deformations. We are able to construct in Theorem 4 for all spectral data of f ∈ C a
path in the moduli space, which starts at the given spectral data and ends at spectral data of
spectral genus zero. Along this path the curvature stays bounded and no geometric accidents
happen. In Theorem 5 we show that the rotational family is connected with spectral data
outside of this family only by a movement from the lower-dimensional compact part into the
higher-dimensional extra non-compact part of a singular spectral curve whose desingularised
curve belongs to the rotational family. Finally we classify mean-convex Alexandrov embedded
cmc cylinders of finite type in S3 - they are exactly the rotational cylinders.
Let us briefly describe the organization of the paper. The first four sections recall the integrable
systems theory of the construction of cmc cylinders immersed in S3. In particular in Section 1
we encounter the sinh-Gordon equation, the notion of extended frame and the Sym-Bobenko
formula. In Section 2 we describe the algebro-geometric correspondence for finite type cylinders.
Afterwards we characterize in Section 3 those agebraic curves, which are spactral curves of
finite type cylinders. In Section 4 we intruduce the corresponding moduli spaces. We then turn
to an example in Section 5 and describe the spectral data of rotational cylinders. Section 6
considers mean-convex Alexandrov embedded cylinders. The application of a result of [11] yields
that mean-convex Alexandrov embeddedness is preserved firstly under isospectral deformations
(Proposition 6.3) and secondly under continuous deformations of spectral data (Proposition 6.5).
This leads in Theorem 3 to a characterization of the moduli space of mean-convex Alexandrov
embedded cmc cylinders of finite type by three properties. The purpose of section 7 is to adapt
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the isoperiodic deformation to our setting. We develop general tools to deform spectral data.
In section 8 we construct continuous paths from spectral data of arbitrary cmc cylinders of
finite type to spectral data of genus zero. In section 9 we prove an isolated property of the
rotational family. In the final section we show that the spectral data of mean-convex Alexandrov
embedded cmc cylinders is that of the rotational cylinders, which proves Theorem 1.
1. Conformal cmc immersions into S3
This section recalls the relationship between cmc immersed surfaces in S3 and solutions of the
sinh-Gordon equation. Furthermore, in the special case of cmc cylinders in S3 we introduce
the notion of monodromy and the period problem.
1.1. The sinh-Gordon equation. We identify the 3-sphere S3 ⊂ R4 with S3 ∼= SU2. The Lie
algebra of the matrix Lie group SU2 is su2, equipped with the commutator [ ·, · ]. We denote
by 〈·, ·〉 the bilinear extension of the Ad–invariant inner product (X, Y ) 7→ −12tr(XY ) of su2 to
suC
2
= sl2(C). For a conformal map f : C→ S3 let v2dzdz¯ denote the induces metric, Qdz2 the
Hopf differential and H the mean curvature. The double cover of the isometry group SO(4) is
SU2 × SU2 via the action ((F,G),X) 7→ FXG−1. We define maps F,G : C→ SU2 such that
f = FG−1 fz = F ( 0 v0 0 )G
−1 fz¯ = F ( 0 0v 0 )G
−1 N = F
(
i 0
0 −i
)
G−1.
Here N : C → su2 ⊂ R4 denotes the normal of f. The maps F,G are unique up to the
transformation (F,G) 7→ (−F,−G). A direct calculation shows that the corresponding su2-
valued 1-forms F−1dF and G−1dG can be calculated in terms of v, Q, H and their derivatives.
The Gauß-Codazzi equations are the integrability conditions of these 1-forms.
If f has constant mean curvature, then the Hopf differential is a holomorphic quadratic differ-
ential [14]. On the cylinder C∗ there is an infinite dimensional space of holomorphic quadratic
differentials, large classes of which can be realized as Hopf differentials of cmc cylinders [15].
On a cmc torus the Hopf differential is constant (and non-zero). Since we are ultimately inter-
ested in tori, we restrict our attention to cmc cylinders considered via Proposition 1.1 which
have constant non-zero Hopf differentials on the universal covering C of C∗.
For such cmc immersions we may define a su2-valued 1-form α0 and two sl2-valued 1-forms α±
on C and two Sym points λ1 6= λ2 ∈ S1 such that (compare [3, Theorem 14.1])
F−1dF = αλ1 G
−1dG = αλ2 with
αλ = λ
−1α− + α0 + λα+ =
1
4
(
2ωz dz − 2ωz¯ dz¯ iλ−1eω dz + i e−ω dz¯
i e−ω dz + iλ eω dz¯ −2ωz dz + 2ωz¯ dz¯
)
.(1.1)
Here ω is a solution of the sinh-Gordon equation. Moreover, the 1-form αλ solves the Maurer-
Cartan equation 2 dαλ + [αλ ∧ αλ ] = 0 for all λ ∈ C∗ = C \ {0} and takes for λ ∈ S1 values in
su2. We can integrate αλ and obtain the corresponding extended frame Fλ:
dFλ = Fλ αλ with Fλ(0) = 1.(1.2)
For given αλ the map λ 7→ Fλ is holomorphic on C∗ and has essential singularities at λ = 0, ∞.
Putting all this together we have the following version of [3, Theorem 14.1]
Proposition 1.1. [3] Let ω : C→ R be a solution of the sinh-Gordon equation
(1.3) 8ωzz¯ + sinh(2ω) = 0
and let λ1 6= λ2 ∈ S1 be a pair of Sym points. The corresponding αλ (1.1) solves the Maurer-
Cartan equation and defines an extended frame Fλ (1.2). The Sym-Bobenko-formula
f : C→ S3 z 7→ f(z) = Fλ1(z)F−1λ2 (z).(1.4)
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defines a conformal cmc immersion with induced metric, mean curvature and Hopf differential
v2dzdz¯ = 2〈f−1fz, f−1fz¯〉dzdz¯ = (λ−11 − λ−12 )(λ1 − λ2)
e2ω
8
dzdz¯ =
e2ω
4(H2 + 1)
dzdz¯(1.5)
H = i
λ1 + λ2
λ2 − λ1 Qdz
2 = i16(λ
−1
1 − λ−12 )dz2.(1.6)
Conversely, given a conformal cmc immersion f : C→ S3 with constant Hopf differential there
exist a unique solution ω of (1.3), c > 0 and λ1 6= λ2 ∈ S1, such that the immersion z 7→ f(cz)
is up to ambient isometry equal to (1.4) and has v2dzdz¯, H and Qdz2 as in (1.5)-(1.6).
1.2. Monodromy and Periodicity condition. Let Fλ be an extended frame or a cmc im-
mersion f : C → S3 such that (1.4) holds for two distinct unimodular numbers λ1, λ2. Let
τ : C → C, z 7→ z + τ be a translation, and assume that αλ = F−1λ dFλ has period τ , so that
τ∗αλ = αλ ◦ τ = αλ. Then we define the monodromy of Fλ with respect to τ as
(1.7) Mλ(τ) = τ
∗(Fλ)F
−1
λ .
Periodicity τ∗f = f in terms of the monodromy is then τ∗f = Mλ1(τ) fM
−1
λ2
(τ). Hence τ∗f = f
holds for surfaces not contained in the fixed point set of an isometry if and only if
(1.8) Mλ1(τ) =Mλ2(τ) = ±1 .
2. Polynomial Killing fields
In this section we discuss the solutions of the sinh-Gordon equation which are called finite type
solutions. These finite type solutions of the sinh-Gordon equation are in one-to-one correspon-
dence with maps called polynomial Killing fields from C to 2 × 2-matrix valued polynomials.
These polynomial Killing fields themselves solve a non-linear partial differential equation. They
are uniquely determined by one of their values. We shall call these values potentials and pa-
rameterise the space of finite type solutions by these potentials. The Symes method calculates
the solutions in terms of the potentials with the help of a loop group splitting. The eigenvalues
of these matrix polynomials define a real hyperelliptic curve. One spectral curve corresponds
to a whole family of finite type solutions of the sinh-Gordon equation. We call the sets of finite
type solutions (or their potentials), which belong to the same spectral curve, isospectral sets.
2.1. Polynomial Killing fields. For some aspects of the theory untwisted loops are advanta-
geous, and avoiding the additional covering map λ 7→ √λ simplifies for example the description
of Bianchi-Ba¨cklund transformations by the simple factors [25, 17]. For the description of poly-
nomial Killing fields on the other hand, the twisted loop algebras as in [6, 7, 8, 9, 19] are better
suited, but we remain consistent and continue working in our ‘untwisted’ setting.
Definition 2.1. A solution ω of the sinh-Gordon equation (1.3) is called a finite type solution
if and only if for the corresponding αλ in (1.1), the Lax equation
dΦ = [Φ, αλ]
has a polynomial solution λ 7→ Φ = Φ(z, λ) =∑dj=1 λdΦj(z) with smooth Φj : C→ sl2(C).
Definition 2.2. A conformal cmc immersion f : C∗ → S3 is of finite type, if the Hopf differ-
ential is constant with respect to a conformal parameter z ∈ C/τZ ≃ C∗ with τ ∈ C∗ and if it
corresponds to a finite type solution ω. Dividing out the ambient isometries iso(S3) we define
C = { cmc -cylinders in S3 of finite type } / iso(S3) .
Finite type solutions of the sinh-Gordon equation give rise to algebraic objects in a finite
dimensional vector space which we call potentials (compare [10, Section 2]).
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Definition 2.3. For g ∈ N ∪ {0} define the real 3g + 2-dimensional vector space
P¯g =
{
ξ =
∑g
d=−1
ξdλ
d | ξ−1 ∈ C
(
0 1
0 0
)
, ξd = −ξ¯Tg−1−d ∈ sl2(C) for d = −1, . . . , g
}
.
Clearly P¯g has up to isomorphism a unique norm ‖·‖. These Laurent polynomials define smooth
mappings λ ∈ S1 → sl2(C). Note that
√
λ 7→ λ 1−g2 ξ belongs to the loop Lie algebra Λsu2 of the
loop Lie group ΛSU2. An element ξ ∈ P¯g is called potential. Expanding a map ζ : C→ P¯g as
(2.1) ζ(z) =
(
0 β−1(z)
0 0
)
λ−1 +
(
α0(z) β0(z)
γ0(z) −α0(z)
)
λ0 + . . . +
(
αg(z) βg(z)
γg(z) −αg(z)
)
λg
we associate a matrix 1-form defined by
(2.2) α(ζ) =
(
α0(z) β−1(z)λ
−1
γ0(z) −α0(z)
)
dz −
(
α¯0(z) γ¯0(z)
β¯−1(z)λ −α¯0(z)
)
dz¯.
Definition 2.4. A polynomial Killing field ζ : C→ P¯g is a solution of the Lax equation
(2.3) dζ = [ ζ, α(ζ) ] with ζ(0) = ξ.
Such polynomial Killing fields give rise to solutions of the sinh-Gordon equation if the potentials
ξ ∈ Pg obey the conditions ξ1 6= 0 and tr(ξ−1ξ0) 6= 0. By multiplying ξ with positive numbers
and by rotating λ 7→ eiϕλ we may achieve tr(ξ−1ξ0) = − 116 . These transformations induce a
reparameterisation of the corresponding ζ. After conjugation by constant diagonal matrices in
SU2 such potentials ξ stay together with ζ (2.3) in (see [10, Remark 3.3])
Pg =
{
ξ ∈ P¯g | ξ−1 ∈ R+
(
0 i
0 0
)
and tr(ξ−1ξ0) 6= 0
}
.(2.4)
The transformed α(ζ) is of the form αλ (1.1) for a finite type solution ω of (1.3).
By the Symes method [7], see also [10, Proposition 3.2], the extended framing Fλ : C→ ΛSU2
of a cmc immersion of finite type is given by the unitary factor of the Iwasawa decomposition
(2.5) exp(z ξ) = FλB
for some ξ ∈ Pg with g ∈ N ∪ {0}. Due to Pressley-Segal [23], the Iwasawa decomposition
is a diffeomorphism between the loop group ΛSL2(C) of SL2(C) into point-wise products of
elements of ΛSU2 with elements of the loop group Λ
+SL2(C) of holomorphic maps from λ ∈ D
to SL2(C), which take at λ = 0 values in the subgroup of SL2(C) of upper-triangular matrices
with positive real diagonal entries. If α(ξ) denotes for every constant map z 7→ ξ ∈ Pg the
1-form (2.2) on C, then the 1-form ξdz − α(ξ) takes values in the Lie algebra of Λ+SL2(C) of
the right hand factor in the Iwasawa decomposition (2.5).
For each potential ξ ∈ Pg, there exists a unique polynomial Killing field given by
(2.6) ζ = BξB−1 = F−1λ ξFλ with Fλ and B as in (2.5).
Thus det ζ(z) = det ξ does not depend on the variable z. For a potential ξ = ζ(0) the poly-
nomial a(λ) = −λdet ξ defines the spectral curve. For ξ ∈ Pg with tr(ξ−1ξ0) = − 116 the
corresponding 1-form α(ζ) is the αλ in (1.1) for that particular solution ω of the sinh-Gordon
equation corresponding to the extended frame Fλ of (2.5). For general ξ ∈ P¯g with ξ−1 6= 0
and tr(ξ1ξ0) 6= 0 the corresponding α(ζ) differs from (1.1) by multiplication of λ and dz with
constant non-zero complex numbers. Given a polynomial Killing field ζ, we set the potential
ξ = ζ|z=0 in (2.5). Thus ζ, or the potential ξ, gives rise to an extended frame, and thus to an
isometric family of finite type cmc surfaces in S3.
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2.2. Roots of polynomial Killing fields. If a potential ξ has a root at some λ = α ∈ C∗,
then the corresponding polynomial Killing field has a root at the same λ for all z ∈ C. In this
case we may reduce the order of ξ and ζ without changing the corresponding Fλ (2.5). Let
p(λ) =
{√−αλ+√−α for |α| = 1
|α|−1(α¯λ− 1)(λ − α) for α ∈ C∗ \ S1 λ
deg(p)p¯
(
λ¯−1
)
= p(λ).(2.7)
If the polynomial Killing field ζ with potential ξ ∈ Pg has a simple root at λ = α ∈ C∗, then
ζ/p does not vanish at α and is the polynomial Killing field with potential ξ/p ∈ P¯g−deg(p).
Furthermore, obviously ζ and ζ/p commute, and we next show that both polynomial Killing
fields ζ and ζ/p give rise to the same extended frame Fλ (2.5) (compare [10, Proposition 4.4]).
Proposition 2.5. If a polynomial Killing field ζ with potential ξ ∈ Pg has zeroes in λ ∈ C∗,
then there is a polynomial p(λ), such that the following two conditions hold:
(i) ζ/p is the polynomial Killing field with potential ξ/p ∈ P¯g−deg p, which gives rise to the
same associated family as ζ.
(ii) ζ/p has no zeroes in λ ∈ C∗.
Proof. An appropriate rotation of λ transforms any root α ∈ C∗ into a negative root. For
such negative roots the corresponding potentials ξ and ξ/p are related by multiplication with
a polynomial with respect to λ with positive coefficients. In the Iwasawa decomposition (2.5)
this factor is absorbed in B. Hence the corresponding extended frames coincide. 
Hence amongst all polynomial Killing fields that give rise to a particular cmc surface of finite
type there is one of smallest possible degree (without adding further poles), and we say that
such a polynomial Killing field has minimal degree. A polynomial Killing field has minimal
degree if and only if it has neither roots nor poles in λ ∈ C∗. We recall three statements of [10].
The first part restates [10, Theorem 2.4], the second part follows immediately from Section 2
in [10], and the third part is a variant of [10, Proposition 4.5].
Proposition 2.6. (i) A periodic bounded solution ω of (1.3) is of finite type. Thus the finite
type immersions f : C → S3 are characterized by properties having bounded curvature and
constant Hopf differential with respect to a conformal parameter z ∈ C/τZ ≃ C∗ with τ ∈ C∗.
(ii) A solution ω of (1.3) is of finite type, if and only if there exists ξ ∈ Pg with g ∈ N ∪ {0}
and tr(ξ−1ξ0) = − 116 , whose polynomial Killing field has the same αλ (1.1).
(iii) There exists a unique polynomial Killing field of minimal degree that gives rise to ω. Thus
every cmc immersion f : C→ S3 of finite type is up to isometry determined by a unique triple
(ξ, λ1, λ2) with ξ ∈ Pg without roots and g ∈ N ∪ {0}.
The map which associates to the data (ξ, λ1, λ2) the corresponding cmc immersion is smooth.
3. Spectral Data
3.1. Spectral data I. For each f ∈ C let ξ ∈ Pg be the potential of minimal degree and define
a ∈ C2g[λ] with a = −λdet(ξ)
as the polynomial of degree 2g, which obeys the reality conditions
(3.1) λ2g a¯(λ¯−1) = a(λ) and λ−ga(λ) ≤ 0 for all λ ∈ S1.
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This polynomial defines a hyperelliptic curve with three involutions:
Σ∗ = {(λ, ν) ∈ C∗ ×C | ν2 = λ−1a(λ)},(3.2)
σ : (λ, ν) 7→ (λ,−ν), ρ : (λ, ν) 7→ (λ¯−1, λ¯−g ν¯), η : (λ, ν) 7→ (λ¯−1,−λ¯−g ν¯).(3.3)
By construction we have a map λ : Σ∗ → C∗ of degree 2, which is branched at the 2g-pairwise
distinct roots {α1, . . . αg, α¯−11 , . . . α¯−1g } of the polynomial a. By declaring the points over
λ = 0, ∞ to be two further branch points, we then have 2g + 2 branch points. This 2-point
compactification Σ is called the spectral curve. The genus g is called the spectral genus.
Due to (2.6) the zero set of the characteristic polynomial det(ν1− ζ) of the polynomial Killing
field ζ with potential ξ does not depend on z ∈ C and agrees with (3.2). The multiplication of
ξ and ζ with positive constants only changes the parameter z. We shall normalize |a(0)| = 116 .
3.2. Isospectral sets. We recall the isospectral action and investigate the isospectral sets.
Definition 3.1. (Isospectral action). Let ξ ∈ Pg and t = (t0, . . . , tg−1) ∈ Cg, and
exp
(
ξ
g−1∑
i=0
λ−iti
)
= Fλ(t)B(t)
the Iwasawa factorisation. Define the map π(t) : Pg → Pg by
(3.4) π(t) ξ = B(t) ξ B−1(t) = F−1λ (t) ξ Fλ(t)
In [10, Section 4] this cummutative group action is investigated. It preserves the following sets:
Definition 3.2. For a polynomial a of degree 2g obeying (3.1) the isospectral set is defined as
I(a) = {ξ ∈ Pg | det ξ = −λ−1a(λ)}.
Due to Proposition 2.6 (iii) cmc immersions of finite type f : C→ S3 are determined by triples
(ξ, λ1, λ2). The sets I(a) build the fibres of the following map:
Definition 3.3. Let Mgplane denote the space of triples (a, λ1, λ2) of a ∈ C2g[λ] obeying (3.1)
together with two Sym points λ1 6= λ2 ∈ S1. Then we consider the following map:
A : {(ξ, λ1, λ2) ∈ Pg × S1 × S1 | λ1 6= λ2} →Mgplane (ξ, λ1, λ2) 7→ (−λdet ξ, λ1, λ2).(3.5)
Lemma 3.4. The map A (3.5) is open and proper.
Proof. The Laurent coefficients of ξ =
∑g
d=−1 λ
dξd are
ξd =
1
2πi
∫
S1
λ−dξ
dλ
λ
.
Using a norm yields
‖ξd‖ ≤ 1
2πi
∫
S1
‖λ−dξ‖ dλ
λ
≤ sup
λ∈S1
√
−λ−ga(λ) .
Thus each entry ξd of ξ is bounded if
√−λ−ga(λ) is bounded on S1. For polynomials a obeying
the reality conditions (3.1) this follows from the roots of a and |a(0)| being bounded. Hence
A−1[K] is a bounded subset of the real finite-dimensional vector space P¯g×C×C ⊃ Pg×S1×S1,
if K is a compact subset of Mgplane. By continuity of A it is also closed, and therefore compact.
Due to [10, Proposition 4.12 and Theorem 6.8] the orbits of the group action (3.4) are the
subsets of I(a) of all elements ξ with the same roots on C∗ counted with multiplicities. For any
polynomial a of degree 2g obeying (3.1), an off-diagonal potential
ξ =
(
0 λ−1β(λ)
γ(λ) 0
)
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belongs to I(a), if and only if the polynomials β and γ of degree g obey β(λ)γ(λ) = a(λ)
and γ(λ) = −λgβ¯(λ¯−1). The roots of β are g roots of a, which are mapped by λ 7→ λ¯−1
onto the remaining g roots of a. For any choice of such roots, β and γ are determined up to
multiplication by inverse unimodular numbers. At higher order roots α ∈ C∗ \ S1 of a we can
choose the multiplicity of the root of β at α between zero and the multiplicity of the root α
of a. The sum of the multiplicities of the roots of β at α and at α¯−1 has to be equal to the
multiplicity of the root of a at α. Therefore there exists in every orbit of the isospectral group
action (3.4) at least one off-diagonal ξ. Due to the relation between the polynomials a and β
and γ, the map A (3.5) is open at off-diagonal ξ. Since the isospectral action (3.4) acts by
diffeomorphisms on Pg and preserves the fibres of the map A, this map is (globally) open. 
As in [12, Proposition 4.4] any bound on the coefficients of a implies a uniform curvature bound
and a bound on the covariant derivative of the second fundamental from:
Proposition 3.5. Let K ⊂ C2g[λ]× S1× S1 be a set of polynomials a obeying the reality condi-
tion (3.1) together with two Sym points λ1 6= λ2. If in K all roots of a and |a(0)| are uniformly
bounded, and λ1 and λ2 are uniformly bounded away from each other, then all cmc immer-
sions f : C → S3 corresponding to (ξ, λ1, λ2) ∈ A−1[K] have uniformly bounded Ck,α-norm for
fixed k, α. In particular all these immersions have uniformly bounded curvature and second
fundamental forms with uniformly bounded covariant derivatives.
Proof. To prove this proposition it suffices to show a uniform Ck,α-bound on the corresponding
solutions ω : C→ R of (1.3). The closure of K in C2g[λ]×S1×S1 is a compact subset ofMgplane.
Lemma 3.4 gives a uniform bound on ω. Schauder estimates bound the Ck,α-norms on C. 
3.3. Spectral data II. We utilise the description of finite type cmc surfaces in S3 via spectral
curves due to Hitchin [13], and relate to our previous definition of spectral curves due to Bobenko
[3]. While Hitchin defines the spectral curve as the characteristic equation for the holonomy
of a loop of flat connections, Bobenko defines the spectral curve as the characteristic equation
of a polynomial Killing field. We shall use both of these descriptions, and briefly recall their
equivalence: Due to (1.7), the monodromy C∗ → SL2(C), λ 7→ Mλ is a holomorphic map with
essential singularities at λ = 0, ∞. By construction the monodromy takes values in SU2 for
|λ| = 1. The monodromy depends on the choice of base point, but its conjugacy class and hence
eigenvalues µ, µ−1 do not. With ∆(λ) = tr(Mλ) the spectral variety is given by
{(λ, µ) ∈ C∗ ×C∗ | µ2 −∆(λ)µ+ 1 = 0 }.
The eigenspace of Mλ depends holomorphically on (λ, µ) and defines the eigenbundle on the
spectral variety. Let us compare the previous definition of a spectral curve (3.2) of periodic finite
type solutions of the sinh-Gordon equations. Let ζ be a polynomial Killing field with potential
ξ ∈ Pg, with period τ so that ζ(z+ τ) = ζ(z) for all z ∈ C. Then also the corresponding α(ζ) is
τ -periodic. Let dFλ = Fλα(ζ), Fλ(0) = 1 and Mλ(τ) = Fλ(τ) be the monodromy with respect
to τ . Then for z = 0 we have ξ = ζ(0) = ζ(τ) = F−1λ (τ) ξ Fλ(τ) =M
−1
λ (τ)ξ Mλ(τ) and thus
[Mλ(τ), ξ ] = 0 .
All eigenvalues of holomorphic 2 × 2 matrix-valued functions depending on λ ∈ P1 and com-
muting point-wise with Mλ(τ) or ξ define the sheaf of holomorphic functions of the spectral
curve. Hence the eigenvalues of ξ and Mλ(τ) are different functions on the same Riemann
surface. Furthermore, on this common spectral curve the eigenspaces of Mλ(τ) and ξ coincide
point-wise. Consequently the holomorphic eigenbundles of Mλ(τ) and ξ coincide.
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Following Hitchin [13] we encode the non-trivial topology of f ∈ C in a meromorphic differential
1-form dh on Σ. We write dh in terms of a polynomial b ∈ Cg+1[λ] of degree g + 1 such that
(3.6) λg+1b¯(λ¯−1) = −b(λ) and dh = b(λ)dλ
νλ2
.
The meromorphic differential dh has only second order poles without residues at λ = 0 and
λ =∞. Moreover the exponent of the integral eh has to be a single-valued holomorphic function
on Σ∗. Finally the two Sym points λ1 6= λ2 ∈ S1 parameterise the mean curvature and the
Hopf differential (1.6). Putting this all together we obtain the spectral data of f ∈ C:
Definition 3.6. For all spectral genera g ∈ N∪{0} the spectral data of f ∈ C consists of complex
polynomials a and b of degree 2g and g + 1, and Sym points λ1 6= λ2 ∈ S1 such that:
(i) Reality conditions (3.1) and (3.6) hold.
(ii) Re
(∫ 1/α¯i
αi
b dλ
νλ2
)
= 0 for all roots αi of a where the integral is computed on the straight
segment [αi, 1/α¯i].
(iii) Let γi ⊂ Σ be the closed cycles over the straight segments [αi, 1/α¯i] and Σ˜ = Σ \ ∪γi.
There exists a unique meromorphic function h on Σ˜ such that
dh =
b dλ
νλ2
and σ∗h(λ) = −h(λ).
This function continuously extends to boundary cycles over the segments [αi, α¯
−1
i ] and
is assumed to take at all roots of a values in πiZ.
(iv) There exist holomorphic functions f and g depending on λ ∈ C∗ such that
µ = eh = fν + g on Σ˜ \ {0,∞} f(λ1) = f(λ2) = 0 g(λ1) = g(λ2) = ±1.
Moreover at all roots αi of a(λ) we have g(αi) = ±1.
(v) |a(0)| = 116 and λ2 = λ−11 with Im(λ1) < 0.
Remark 3.7. Multiplying a with positive constants and the rotations λ 7→ eiϕλ only changes
the parametrisation of the cylinder. Condition (v) fixes these two trivial transformations.
Definition 3.6 is analogous to [10, Definition 5.10]. Conditions (i)-(ii) determine for all polyno-
mials a of degree 2g obeying (3.1) a real two-dimensional space of polynomials b of degree g+1.
Condition (iii) is implicitly a condition on the polynomial a and characterises spectral curves of
periodic solutions of the corresponding integrable equation. Condition (iv) is an extra condition
ensuring the periodicity of the immersed cylinder. The following Proposition 3.8 (compare with
[2, 3, 10]) states the algebro-geometric correspondence for elements f ∈ C:
Proposition 3.8. Let the spectral data (a, b, λ1, λ2) obey (i)–(iv) in Definition 3.6. Then all
ξ ∈ I(a) together with λ1, λ2 correspond to cmc immersions f : C/τZ→ S3 of finite type.
Conversely, if ξ ∈ Pg without roots on λ ∈ C∗ together with λ1 6= λ2 ∈ S1 corresponds to a
cmc immersion f : C/τZ→ S3 of finite type with period τ ∈ C, then besides a = −λdet ξ there
exists a unique polynomial b, such that (a, b, λ1, λ2) obey (i)–(iv).
4. The moduli spaces
In this section we introduce the moduli space of spectral data.
Definition 4.1. For g ∈ N ∪ {0} denote
Mg = {(a, b, λ1, λ2) ∈ C2g[λ]× Cg+1[λ]× S1 × S1 | (i)-(v) of definition 3.6 hold} ,
M =
⋃
g∈N∪{0}
Mg .
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The subsets of spectral data of cmc cylinders with non-negative mean curvature are denoted by
Mg+ ⊂ Mg and M+ ⊂ M. Due to (1.6) the mean curvature is non-negative, if the arc of S1
starting at λ1 in the anti-clockwise direction and ending at λ2 has length not larger than π. We
call this arc the short arc. The arc starting at λ2 in the anti-clockwise direction and ending
at λ1 is called the long arc.
In the introduction we denote for given spectral data (a, b, λ1, λ2) ∈ Mg by C(a, b, λ1, λ2) the
set of all cylinders f ∈ C corresponding to the triples {(ξ, λ1, λ2) | ξ ∈ I(a)}.
Remark 4.2. The complex structure determines together with an orientation of S3 a unique
normal on the cylinder and the sign of H. The antipodal map is an isometry of S3 which reverses
the orientation. Due to (1.4) it corresponds to an interchange of the Sym points. Therefore
spectral data with interchanged Sym points have in C the same isospectral sets. In particular,
each f ∈ C is contained in C(a, b, λ1, λ2) for some (a, b, λ1, λ2) ∈ M+.
4.1. Higher order roots of a. For some f ∈ C the polynomial a of the corresponding spectral
data (a, b, λ1, λ2) has higher order roots at some λ = α ∈ C∗. In this case Σ∗ (defined in
(3.2)) is not a submanifold of C∗ × C at (λ, ν) ∈ (α, 0), and (α, 0) is called a singularity of Σ.
Hyperelliptic curves Σ and Σ˜, whose polynomials a˜ = p2a differ by the square of a polynomial
p have the same meromorphic functions. For all a˜ with higher order roots, there exists a
polynomial p and a polynomial a with a˜ = p2a such that a has only simple roots. In this way
Σ is considered as the desingularised Σ˜ with the same meromorphic functions.
We next characterise pairs (a, b, λ1, λ2), (a˜, b˜, λ1, λ2) of spectral data in M for which a˜ = p2a
and b˜ = pb. We decorate the objects corresponding to (a˜, b˜, λ1, λ2) with a tilde.
Suppose first (a˜, b˜, λ1, λ2) ∈ Mg. Choose any polynomial p such that p2 divides a˜, and
λdeg pp¯(λ¯−1) = p(λ) |p(0)| = 1.(4.1)
Condition (iv) in Definition 3.6 implies that h˜ is holomorphic on Σ˜∗ and p divides b˜. For
a = a˜/p2 and b = b˜/p we have dh = dh˜ with λ = λ˜. Then (a, b, λ1, λ2) obeys conditions (i)-(v)
with f = pf˜ and g = g˜.
Conversely, for (a, b, λ1, λ2) ∈ Mg we set a˜ = p2a and b˜ = pb. This implies h˜ = h with λ˜ = λ.
The relations σ∗h = −h and σ∗ν = −ν imply
g = cosh(h) = cosh(h˜) = g˜,
f
p
=
sinh(h)
νp
=
sinh(h˜)
ν˜
= f˜ .
For (a˜, b˜, λ1, λ2) to satisfy condition (iv), p must divide
f(λ)
(λ−λ1)(λ−λ2)
= sinh(h)ν(λ−λ1)(λ−λ2) . Thus
sinh(h) vanishes at the roots of p. Differentiation gives that the following meromorphic function
is either holomorphic or has first order poles at the roots of p:
dh
(λ− λ1)(λ− λ2)νp(λ) =
b(λ)
(λ− λ1)(λ− λ2)λ2a(λ)p(λ) .(4.2)
For such p we have indeed (a˜, b˜, λ1, λ2) ∈ Mg. We summarise the discussion in the following
Lemma 4.3. For (a˜, b˜, λ1, λ2) ∈Mg choose any polynomial p obeying (4.1) such that p2 divides
a˜. Then p divides b˜ and (a, b, λ1, λ2) ∈ Mg−degp with a˜ = p2a and b˜ = pb.
Conversely, suppose (a, b, λ1, λ2) ∈ Mg and p obeys (4.1). If in addition sinh(h) vanishes
at the roots of p, and the function (4.2) has at the roots of p at worst simple poles, then
(p2a, pb, λ1, λ2) ∈ Mg+deg p. 
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In [10, Sections 4 and 6] the corresponding sets C(p2a, pb, λ1, λ2) and C(a, b, λ1, λ2) are investi-
gated. For pairs (a, b, λ1, λ2) ∈ Mg and (p2a, pb, λ1, λ2) ∈ Mg+deg p as in Lemma 4.3 we have
C(a, b, λ1, λ2) ⊂ C(p2a, pb, λ1, λ2) with equality if all roots of p belong to S1.
We interpret the supplementation of non-real singularities (away from S1) as an enrichment
of the complexity and the removal as a reduction of the complexity. Geometrically this corre-
sponds to adding or removing bubbletons by a suitable Bianchi-Ba¨cklund transform. Adding
or removing a unimodular singularity does not change the complexity. It will turn out, that the
enrichment of complexity destroys Alexandrov embeddedness, while the reduction of complexity
preserves Alexandrov embeddedness.
Definition 4.4. A path in M is called piecewise continuous, if the path is continuous within
one Mg besides finitely many jumps from spectral data (a, b, λ1, λ2) ∈ Mg to (p2a, pb, λ1, λ2) ∈
Mg+deg p or vice versa from (p2a, pb, λ1, λ2) ∈ Mg+deg p to (a, b, λ1, λ2) ∈ Mg as in Lemma 4.3.
5. Example: Spectral data of rotational cylinders
We next construct a two-dimensional family of spectral data (a, b, λ1, λ2), for which all triples
(ξ, λ1, λ2) ∈ A−1[{(a, λ1, λ2)}] correspond to mean-convex Alexandrov embedded cylinders. We
first construct in Theorem 2 a one-parameter family of homogeneous mean-convex Alexandrov
embedded cmc cylinders, and a two-parameter family of mean-convex Alexandrov embed-
ded rotational cmc cylinders of spectral genus g = 1. We then prove that all mean-convex
Alexandrov embedded cylinders of spectral genus zero belong to the one-dimensional family of
homogeneous cylinders.
Theorem 2. There exists a one-dimensional family M0rot ⊂ M0+ of spectral data of mean-
convex Alexandrov embedded cmc cylinders parameterised by the mean-curvature H ∈ [0,∞).
For all elements of M0rot the function µ2 − 1 vanishes at the two Sym points λ1 and λ2 and at
λ = −1, and has no other root on S1. This family contains all spectral data of mean-convex
Alexandrov embedded cmc cylinders of spectral genus zero.
The one-dimensional family {(λ + 1)2a, (λ + 1)b, λ1, λ2) | (a, b, λ1, λ2) ∈ M0rot} extends to a
two-dimensional family M1rot ⊂ M1+ parameterised by (H,α) ∈ [0,∞) × [2,∞). The one-
dimensional subfamily of M1rot which is isomorphic to M0rot corresponds to α = 2. For α > 2
the function µ2 − 1 vanishes on S1 only at λ1 and λ2.
Proof. For spectral genus zero, the polynomial a is equal to a(λ) = − 116 . In this case h = lnµ
in Definition 3.6 (iii) is a meromorphic function with simple poles at λ = 0, λ =∞:
h =
β0λ+ β¯0
4λν
, ν2 = − 1
16λ
, dh =
β0λ− β¯0
8λ2ν
dλ, b(λ) =
β0λ− β¯0
8
.
We chose the Sym points as complex conjugate λ2 = λ¯1. They are determined by H (1.6):
λ1 =
H − i√
H2 + 1
, λ2 =
H + i√
H2 + 1
or λ1 = − H − i√
H2 + 1
, λ2 = − H + i√
H2 + 1
.(5.1)
At λ = λ1, λ2 we require the closing conditions that h ∈ πiZ. Thus we have
h|λ1 ∈ πiZ⇐⇒ β20λ1 + β¯20 λ¯1 = π2m2 − 2β0β¯0,
h|λ2 ∈ πiZ⇐⇒ β20λ2 + β¯20 λ¯2 = π2n2 − 2β0β¯0,
(5.2)
for some integers m,n ∈ Z whose difference m− n ∈ 2Z is even. We make the following claim:
If a cylinder is mean-convex Alexandrov embedded then m = n = ±1 (for this ensures that the
surface is simply wrapped with respect to the rotational period). To prove this claim first note
that any spectral genus zero cylinder is a covering of a homogeneous embedded torus [16]. The
complement of this homogeneous embedded torus with respect to S3 consists of two connected
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components D±, both diffeomorphic to D× S1. Assume the mean curvature vector points into
D+. For a mean-convex Alexandrov embedded cmc cylinder the extension f : N → S3 is a
surjective immersion onto the closure D¯+ of D+. Hence this map is a covering map. The
fundamental group of D¯ × S1 is isomorphic to Z. Now the covers of a topological space are in
one-to-one correspondence with subgroups of the fundamental group [24, §14], and all proper
subgroups of π1(D¯× S1) ∼= Z correspond to compact covers. Hence the only non-compact cover
of D¯× S1 is the universal cover D¯×R. Therefore f is the universal covering map. In particular
the period of the cylinder is a primitive period in the kernel of
H1(S
1 × S1, Z)→ H1(D¯× S1, Z) .
These are primitive periods of closed one-dimensional subgroups of the isometry group of S3,
which fixes a great circle (rotation axis) in S3. In the group SU2 × SU2 such subgroups belong
to the diagonal. This implies m = n = ±1 and proves the claim.
Returning to the proof of the theorem, then (5.2) with m2 = n2 = 1 and (5.1) simplifies to
β20 =
π2
√
H2 + 1
2
√
H2 + 1 + 2H
or β20 =
π2
√
H2 + 1
2
√
H2 + 1− 2H .
Now we claim that only the first solution corresponds to mean-convex Alexandrov embedded
cylinders. In fact, we showed that the period of the cylinder corresponds to an element in
the kernel of H1(∂D+,Z) → H1(D¯+,Z). The transformation λ 7→ −λ interchanges the two
solutions. Hence both families of homogeneous cylinders are two copies of one family of tori
considered as cylinders with respect to different periods. In the limit H →∞ the length of the
period of the first solution stays bounded, and the length of the period of the second solution
tends to infinity. Hence the period of the second solution are the rotation period of D¯−, i.e.
a primitive element of the kernel of H1(∂D−,Z) → H1(D¯−,Z) and therefore the translation
period of D¯+. The period of the first solution is the rotation period of D¯+. Therefore only the
first solution corresponds to mean-convex Alexandrov embedded cylinders. The corresponding
family of spectral data (a, b, λ1, λ2) parameterised by H ∈ [0,∞) is denoted by M0rot.
A root of µ2 − 1 is determined by the equation
β20λ+ β¯
2
0λ
−1 = π2l2 − 2β0β¯0 with l ∈ Z.
The first solution obeys β20 ≤ π
2
2 . Hence the first solution has on S
1 only the solutions λ = λ1, λ2
with l = ±1 and λ = −1 with l = 0. Due to condition (iii) in Definition 3.6 the former has to be
preserved. If we deform the latter into two different roots of a, then h remains a meromorphic
function on the genus one spectral curve. We thus obtain another family M1rot parameterised
by H ∈ [0,∞) and α ∈ [2,∞):
a(λ) = −λ
2 + αλ+ 1
16
, ν2 = −λ+ α+ λ
−1
16
,
h =
β1ν
4
, dh =
β1(1− λ2)
8νλ2
dλ, b(λ) =
β1(1− λ2)
8
.
At λ1, λ2 the closing conditions h = ±πi must hold and thus
β21 =
π2
√
H2 + 1
2H + α
√
H2 + 1
≤ π
2
α
for H ≥ 0.
Therefore roots of µ2 − 1 at λ have to satisfy
β21(λ+ α+ λ
−1) = π2l2 with l ∈ Z.
For α ∈ (2,∞) and λ ∈ S1 we have 0 < β21(λ+α+ λ−1) ≤ 2π2. Thus there are no solutions on
S
1 besides λ = λ1, λ2 with l = ±1. 
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The corresponding frames can be easily calculated, and the corresponding surfaces are surfaces
of revolution around a closed geodesic [16]. The boundary of M1rot consists of
homogeneous cylinders in S3: H ∈ [0, ∞), α = 2,
minimal cylinders in S3: H = 0, α ∈ [2,∞),
In addition to these boundary components there exists two limiting cases:
• When H =∞, α ∈ [2,∞) we obtain unduloidal cmc cylinders in R3.
• When H ∈ [0,∞), α =∞, the resulting surfaces are chain of spheres.
6. Spectral data of mean-convex Alexandrov embedded cylinders
In this section we consider mean-convex Alexandrov embedded cmc cylinders in C.
Definition 6.1. A mean-convex Alexandrov embedding in S3 is a smooth immersion
f : M → S3 from a connected surface M which extends as an immersion to a connected 3-
manifold N with boundary M = ∂N with the following properties:
(i) The mean curvature of M in S3 with respect to the inward normal is non-negative
everywhere.
(ii) The manifold N is complete with respect to the metric induced by f.
An immersion f : M → S3 just obeying condition (ii) is called an Alexandrov embedding.
Let
CAe = {f ∈ C | f is mean-convex Alexandrov embedded } .
In [11] conditions on deformations of mean-convex Alexandrov embedded surfaces in S3 are
established, which ensure that the property beeing mean-convex Alexandrov embedded is pre-
served. Here we consider deformations of cmc immersions f : C∗ → S3 with principal curvatures
bounded by κmax and with second fundamental form h obeying for some C
′ > 0
|(∇Xh)(Y,Z)| ≤ C ′ |X| |Y | |Z| for all p ∈ C∗ and all X,Y,Z ∈ TpC∗.(6.1)
Due to Proposition 3.5 these two conditions are satisfied as long as the corresponding tripples
(a, λ1, λ2) stay in compact subsest of Mgplane. Now [11, Propostion 2.1 and Proposition 5.1]
yield
Proposition 6.2. There exists constants ǫ > 0 and R > 0 depending only on κmax and C
′, with
the following property: Let f˜ : C∗ → S3 be an immersion with non-negative mean curvature and
principal curvatures bounded by κmax such that for all w ∈ C∗ there exists a cmc mean-convex
Alexandrov embedding fw : C
∗ → S3 with principal curvatures bounded by κmax and second
fundamental form obeying (6.1). If ‖fw − f˜‖C1(B(w,R)) < ǫ for all w ∈ C∗ on the ball B(w,R)
with respect to the metric induced by f˜, then f˜ extends to a mean-convex Alexandrov embedding.
The first application shows that isospectral deformations preserve the property of mean-convex
Alexandrov embeddedness (compare [12, Proposition 8.1 and 8.2]).
Proposition 6.3. Let ξ ∈ Pg have no roots on λ ∈ C∗ and let (ξ, λ1, λ2) correspond to a
mean-convex Alexandrov embedded cylinder f : C/τZ→ S3. Then we have:
(i) If a(λ) =−λdet ξ has only simple roots, then {π(t)ξ | t ∈ Cg} = I(a) and all (ξ˜, λ1, λ2)
with ξ˜ ∈ I(a) correspond to a mean-convex Alexandrov embedded cylinder.
(ii) If a˜(λ) =−λdet ξ has higher order roots, then I(a˜) is the closure of {π(t)ξ | t ∈ Cg} and
all (ξ˜, λ1, λ2) with ξ˜ ∈ I(a˜) correspond to mean-convex Alexandrov embedded cylinders.
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Proof of (i): Due to Proposition 3.8, all (ξ˜, λ1, λ2) with ξ˜ ∈ I(a) correspond to cmc cylinders
f˜ : C/τZ→ S3. All these cmc cylinders f˜ have due to Proposition 3.5 uniform bounded principal
curvatures and uniform bounded covariant derivatives of the second fundamental form (6.1).
The continuity and the commutativity of the isospectral action in Definition 3.1 [10, Section 4]
π(z + t)ξ = π(z)π(t)ξ = π(t)π(z)ξ
and the compactness of I(a) implies that for all ǫ > 0 there exists a δ > 0 such that
‖π(z)π(t)ξ˜−π(z)ξ˜‖ = ‖π(t)π(z)ξ˜−π(z)ξ˜‖ ≤ sup
ξ∈I(a)
‖π(t)ξ− ξ‖ ≤ ǫ for all ξ˜ ∈ I(a) and |t| < δ .
Hence the immersions corresponding to (π(t)ξ, λ1, λ2) and (ξ, λ1, λ2) are globally C
1-close for
small |t|. Due to Proposition 6.2 there exists a δ > 0, such that for all t ∈ B(0, δ) the cmc cylin-
ders corresponding to (π(t)ξ˜, λ1, λ2) are mean-convex Alexandrov embedded, if (ξ˜, λ1, λ2) corre-
sponds to a mean-convex Alexandrov embedded cmc cylinder. Hence the set of all t ∈ Cg such
that (π(t)ξ, λ1, λ2) corresponds to a mean-convex Alexandrov embedding is C
g. If a has only
simple roots, then due to [10, Proposition 4.12] Cg acts transitively on I(a) and all (ξ˜, λ1, λ2)
with ξ˜ ∈ I(a) corresponds to mean-convex Alexandrov embeddings. This proves (i).
Proof of (ii): Let a˜ = p2a with a polynomial p obeying 4.1. Since ξ ∈ I(a˜) would vanish at all
roots of p on S1, p has no roots on S1 and deg p is even. For deg p = 2 we parameterise in [10,
Section 6] I(a˜) by pairs (L, ξ) of lines L ∈ P1 together with ξ ∈ I(a). The elements ξ˜ ∈ I(a˜)
without roots correspond to pairs such that L⊥ is not an eigenline of the value of ξ at a root of
p [10, Proposition 6.6]. Such ξ˜ form a dense orbit in I(a˜). By induction in deg p2 we conclude
for general p without roots on S1 that {π(t)ξ˜ | t ∈ Cg+deg p} is dense in I(a˜), if ξ˜ ∈ I(a˜) has no
roots. The first assertion together with Proposition 6.2 implies (ii). 
Let us now define the spectral data of f ∈ CAe. Any f ∈ C belongs to C(a, b, λ1, λ2) of many
(a, b, λ1, λ2) ∈ M+. If we replace (a, b, λ1, λ2) ∈ Mg+ by (p2a, pb, λ1, λ2) ∈ Mg+deg p+ as in
Lemma 4.3, then C(a, b, λ1, λ2) ⊂ C(p2a, pb, λ1, λ2). Due to Proposition 2.6 (iii) this is the
only ambiguity of (a, b, λ1, λ2). Indeed all f ∈ C correspond to unique (a, b, λ1, λ2) ∈ M+ and
ξ ∈ I(a) without roots such that all (a˜, b˜, λ1, λ2) ∈ M+ with f ∈ C(a˜, b˜, λ1, λ2) are of the form
(a˜, b˜, λ1, λ2) = (p
2a, pb, λ1, λ2) in Lemma 4.3. Proposition 6.3 shows that for all f ∈ CAe, these
minimal sets C(a, b, λ1, λ2) are completely contained in CAe. Therefore any f ∈ CAe is contained
in the set C(a, b, λ1, λ2) of an element (a, b, λ1, λ2) ∈ MAe ⊂M+ defined as follows:
Definition 6.4. Let MgAe denote the space of (a, b, λ1, λ2) ∈ Mg+ with C(a, b, λ1, λ2) ⊂ CAe.
In a second application of Proposition 6.2 we show that continuous deformations preserve such
spectral data (compare [12, Proposition 2.7 and 2.8]):
Proposition 6.5. For all g ∈ N ∪ {0} the space MgAe is an open and closed subset of Mg+.
Proof. We conclude from Proposition 6.2 and the properness and openess of the map A (3.5)
that MgAe is open and closed in Mg+. For (a, b, λ1, λ2) ∈ Mg+ let N ⊂ Mgplane be an open
neighbourhood of (a, λ1, λ2) ∈ Mgplane with compact closure in Mgplane. Due to Proposition 3.5
the cmc immersions of all (ξ˜, λ˜1, λ˜2) ∈ A−1[N ] have curvatures bounded by some κmax and
obey (6.1).
For (a, b, λ1, λ2) ∈ MgAe all (ξ, λ1, λ2) ∈ A−1[{(a, λ1, λ2)}] correspond to f ∈ CAe and have
in A−1[N ] an open neighbourhood, whose cmc immersions f˜ obey ‖f − f˜‖C1(B(0,R)) < ǫ on
B(0, R) ⊂ C with the constants ǫ > 0 and R > 0 of Proposition 6.2. The union U of these open
neighbourhoods is an open neighbourhood of the compact subset A−1[{(a, λ1, λ2)}] of A−1[N ].
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Proposition 6.2 implies that the following set O is a subset of MgAe:
O = {(a˜, b˜, λ˜1, λ˜2) ∈ Mg+ | (ξ˜, λ˜1, λ˜2) ∈ U for all ξ˜ ∈ I(a˜)}.
We claim that O is an open neighbourhood of (a, b, λ1, λ2). Let a sequence (an, bn, λ1,n, λ2,n)n∈N
inMg+ \O converge to (a˜, b˜, λ˜1, λ˜2) ∈ Mg+. Then there exists a sequence (ξn, λ1,n, λ2,n)n∈N with
(ξn, λ1,n, λ2,n) ∈ A−1[{(an, λ1,n, λ2,n)}] \ U . Due to Lemma 3.4 A is proper. The preimeage
A−1[{(an, λ1,n, λ2,n) | n ∈ N} ∪ {(a˜, λ˜1, λ˜2)}]
is compact and a subsequence of (ξn, λ1,n, λ2,n)n∈N converges to (ξ˜, λ˜1, λ˜2) ∈ A−1[{(a˜, λ˜1, λ˜2)}].
If (a˜, λ˜1, λ˜2) 6∈ N , then (a˜, b˜, λ˜1, λ˜2) 6∈ O. Otherwise a subsequence of (ξn, λ1,n, λ2,n)n∈N is
mapped by A to a convergent sequence in the open set N . This subsequence stays in the closed
subset A−1[N ]\U of A−1[N ] and has limit (ξ˜, λ˜1, λ˜2) 6∈ U . This again implies (a˜, b˜, λ˜1, λ˜2) 6∈ O.
Therefore Mg+ \O is closed. This shows the claim and MgAe is open in Mg+.
Now we show thatMgAe is closed inMg+. Let (an, bn, λ1,n, λ2,n) be a sequence inMgAe converging
inMg+ to (a, b, λ1, λ2). We have to show that any (ξ, λ1, λ2) ∈ A−1[{(a, λ1, λ2)}] corresponds to
a mean-convex Alexandrov embedded cylinder f. By Lemma 3.4 the map A is open. Therefore
every neighbourhood of (ξ, λ1, λ2) contains elements of A
−1[{(an, λ1,n, λ2,n)}]. Therefore f obeys
the condition of Proposition 6.2 and is mean-convex Alexandrov embedded. 
We summarize the results of this section in the following
Theorem 3. The sets MgAe ⊂Mg+ have the following properties:
(i) M0Ae =M0rot.
(ii) Let (a˜, b˜, λ1, λ2) = (p
2a, pb, λ1, λ2), (a, b, λ1, λ2) ∈ M+ and p be as in Lemma 4.3.
• If (a˜, b˜, λ1, λ2) ∈ Mg+deg pAe , then (a, b, λ1, λ2) ∈ MgAe.
• If (a, b, λ1, λ2)∈MgAe and all roots of p belong to S1, then (a˜, b˜, λ1, λ2)∈Mg+deg pAe .
(iii) For all g ∈ N ∪ {0} the subset MgAe is closed and open in Mg+.
Proof. Due to Theorem 2 all mean-convex Alexandrov embedded annuli of spectral genus 0
belong to Crot =
⋃
(a,b,λ1,λ2)∈Mrot
C(a, b, λ1, λ2). This shows property (i):
M0rot = {(a, b, λ1, λ2) ∈ M0+ | C(a, b, λ1, λ2) ∩ CAe 6= ∅}
= {(a, b, λ1, λ2) ∈ M0+ | C(a, b, λ1, λ2) ⊂ CAe} .
Since C(a, b, λ1, λ2) ⊂ CAe for all (a, b, λ1, λ2) ∈ M0rot the first equality implies the second.
Property (ii) follows from the properties of C(a, b, λ1, λ2) and C(p2a, pb, λ2, λ2) in the situa-
tion of Lemma 4.3. Due to Propostion 2.5 (compare [10, Lemma 4.7]) we have in all cases
C(a, b, λ1, λ2) ⊂ C(p2a, pb, λ1, λ2) with equality, if all roots of p lie in S1.
Finally property (iii) is proven in Proposition 6.5. 
7. Deformation of spectral data
We now derive vector fields on the space of spectral data and construct integral curves of
these vector fields. We parameterise such families by one or more real parameters, which we
will denote by t. We view the functions on the corresponding families of spectral curves Σt
locally as two-valued functions depending on λ and t. In a first step we consider spectral data
of periodic solutions of periodic finite type solutions of the sinh-Gordon equation and ignore
the Sym points. So let MgnoSym denote the set of pairs (a, b) ∈ C2g[λ] × Cg+1[λ], which obey
the conditions (i)-(v) in Definition 3.6 without the statements involving λ1 and λ2. From
conditions (ii)-(iii) we conclude that ∂th is meromorphic and anti-symmetric with respect to
ALEXANDROV EMBEDDED CMC TORI 17
the hyperelliptic involution σ (3.3). Furthermore, this function ∂th can only have poles at the
branch points, or equivalently at the zeroes of a, and at λ = 0 and λ = ∞. If we assume that
for such a family of spectral curves the genus g is constant, then ∂th can have at most first
order poles at simple roots of a. In general we have
(7.1) ∂th =
c(λ)
νλ
with a polynomial c of degree g + 1 obeying the reality condition
(7.2) λg+1c¯(λ¯−1) = c(λ).
The corresponding vector field on the space of spectral data is derived from the equality of both
mixed second derivatives with respect to λ and t. For this purpose we write the derivative of h
with respect to λ as (compare Definition 3.6 (iii))
(7.3) dh =
b(λ)
νλ2
dλ,
(7.4) ∂2tλh = ∂λ
c
νλ
=
c′
νλ
− c
νλ2
− cν
′
ν2λ
=
2λa(λ)c′(λ)− a(λ)c(λ) − λa′(λ)c(λ)
2νλ2a(λ)
,
∂2λth = ∂t
b
νλ2
=
b˙
νλ2
− bν˙
ν2λ2
=
2ab˙− ba˙
2νλ2a
.
Second partial derivatives commute if and only if
(7.5) 2b˙a− ba˙ = 2λac′ − ac− λa′c.
Both sides in the last formula are polynomials of at most degree 3g + 1 which satisfy a reality
condition. This corresponds to 3g + 2 real equations. Choosing a polynomial c which satisfies
the reality condition (7.2) we thus obtain a vector field on polynomials a and b. If a and b don’t
have common roots, then (7.5) determines at the roots of a the values of a˙ and its derivatives
with respect to λ up to one order less than the multiplicity of the root. The normalization (v)
in Definition 3.6 uniquely determines a in terms of its roots. Consequently a˙ and b˙ depend
smoothly on a, b and c, as long as a and b don’t have common roots. If a and b have common
roots, the vector field defined in (7.5) by a polynomial c has a singularity. In [12, Proposition 9.5]
we construct integral curves passing through these singularities for polynomials c, which does
not vanish at the common roots of a and b. Here we prove:
Lemma 7.1. Let c be a polynomial of degree at most g+1 obeying (7.2). Any (a, b) ∈ MgnoSym
with simple roots of a is the value at t = 0 of a smooth path (−ǫ, ǫ) ∋ t 7→ (at, bt) ∈ MgnoSym
such that the lowest non vanishing t-derivative of the corresponding ht is at t = 0 given by (7.1).
Proof. We use the methods of [12, Section 9.2]. First we modify (a, b) into (a˜, b˜) ∈ Mg+deg pnoSym as
described in Section 4.1. At all common roots of a and b we add as many double roots of a and
simple roots of b such that the function f˜ in Definition 3.6 (iv) corresponding to (a˜, b˜) does not
vanish at the roots of a˜. We remove small disjoint discs
⋃
m∈M Vm ⊂ C∗ around the roots of b˜
from the compactified λ-plane P1. Each Vm contains only one root of λ 7→ a˜(λ)b˜(λ). On each
Vm we choose a single-valued branch of h and an integer nm such that h− nmπi vanishes only
at the common roots of a˜ and b˜ in Vm (if there is one). Due to (4.2)
h−nmπi
ν˜ is holomorphic
on Vm without roots. Therefore the roots of h− nmπi coincide with the roots of a˜ in Vm. The
discs Vm have unique coordinates zm which vanish at the root of b˜ in Vm with
Am(zm) = z
dm
m + am,dm = (h− nmπi)2.
Here dm − 1 is the order of the root of b˜ in Vm. For common roots, dm is the order of the root
of a˜. Vm is mapped by zm biholomorphically onto small discs Wm ⊂ C.
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We describe spectral curves in a neighbourhood of the given spectral curve by small per-
turbations (A˜m)m∈M of the polynomials (Am)m∈M . More precisely, we consider polynomials
(A˜m)m∈M of the following form with coefficients a˜m,2, . . . , (a˜m,m − am) nearby zero:
(7.6) A˜m(zm) = z
dm
m + a˜m,2z
dm−2
m + a˜m,3z
dm−3
m + . . .+ a˜m,m.
By a shift z → z+z0, we can always assume that the sum of the roots is zero and then a˜m,1 = 0.
We glue each Wm to P
1 \⋃m∈M Vm along the boundary of Vm in such a way that for all m ∈M
the polynomial A˜m coincides with the unperturbed function Am in a tubular neighborhood of
the boundary ∂Wm. We obtain a new copy of P
1. By uniformization, there exists a new global
parameter λ˜, which is equal to 0 and ∞ at the two points corresponding to λ = 0 and λ =∞,
respectively. This new parameter is unique up to multiplication with elements of C∗. There
exists a biholomorphic map λ˜ = φ(λ) which changes the parameter λ ∈ P1 \⋃m∈M Vm to the
global parameter λ˜. Furthermore there are biholomorphic maps λ˜ = φm(zm) which change the
local parameter zm ∈ Wm into λ˜. Let λ˜ → a˜(λ˜) be the polynomial whose roots (counted with
multiplicities) coincide on each Vm with the zero set of A˜m(λ˜) and on P
1 \⋃m∈M Vm with the
roots of λ˜→ a◦φ−1(λ˜). Now Σ˜ = {(ν˜, λ˜) ∈ C2 | ν2 = a˜(λ˜)
λ˜
} is the hyperelliptic curve associated
to the set of polynomials (A˜m)m∈M . We say that polynomials (A˜m)m∈M respect the reality
condition if the involutions σ, ρ and η lift to involutions of Σ˜ and then define a spectral curve.
In this case, the parameter λ˜ is determined up to a rotation λ˜ 7→ eiϕλ˜. The equations
(7.7) (ln µ− nmiπ)2 = A˜m(λ˜) = A˜m ◦ φ−1m (λ˜) = A˜m(zm) for m ∈M
define a function µ on the pre-image of φm(Wm) ∩ P1 by the map λ˜ into Σ˜. The function µ
extends to the pre-image of C∗ \⋃m∈M Vm by λ˜ = φ(λ) and coincides with the unperturbed µ
on this set. On Σ˜ the differential d lnµ is again meromorphic and takes the form d lnµ = b˜(λ˜) dλ˜
ν˜λ˜2
with a unique polynomial b˜. By taking the derivative of (7.7) we have
2(ln µ− nmπi) ddλ˜ lnµ = A˜
′
m(zm(λ˜))z
′
m(λ˜) .
The roots of b˜ are the roots of the derivatives of (A˜m)m∈M . Alltogether the small coefficients
a˜m,2, . . . , (a˜m,m−am) of (7.6) parameterise an open set of spectral data (a˜, b˜, λ1, λ2) ∈ Mg+deg pnoSym .
Now we determine the intersection of this open subset with the image of MgnoSym →֒ Mg+deg pnoSym .
It corresponds to all (A˜m)m∈M which have the same number of odd order roots as (Am)m∈M .
This means that all those Am have exactely one odd order root, whose Vm contain a root of a.
We denote the corresponding subset of indices by l ∈ L ⊂M . Hence the small coefficients of
A˜l(zl) = (zl − 2bl,1)B2l (zl) with Bl(zl) = zℓll + bl,1zℓl−1 + . . .+ bl,ℓl and dl = 2ℓl + 1.
together with the small coefficients of the remaining polynomials (A˜m)m∈M\L parameterise a
neighbourhood of (a, b) ∈ MgnoSym. For a smooth family of such polynomials (A˜m)m∈M we fix
the degree of roations λ˜ 7→ eiϕλ˜ by assuming that µ is constant along the path at λ0 ∈ S1 in the
complement of
⋃
m∈M Vm. Consequently the corresponding polynomial c vanishes at λ0. We
obtain a smooth path in MgnoSym. Due to (7.1),(7.3) and (7.7) the corresponding t-derivatives
obey
∂th
∂λh
=
λc
b
=
˙˜Am
A˜′m
dλ˜
dzm
on Vm for m ∈M \ L(7.8)
∂th
∂λh
=
λc
b
=
˙˜Al
A˜′l
dλ˜
dzl
=
−2b˙l,1Bl(zl) + 2(zl − 2bl,1)B˙l(zl)
Bl(zl) + 2(zl − bl,1)B′l(zl)
dλ˜
dzl
on Vl for l ∈ L.(7.9)
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For all m ∈ M the quotient dλ˜dzm does not vanish on Wm, since λ˜ = φm(zm) is biholomorphic.
Therefore the common lowest non-vanishing t-derivative of (A˜m)m∈M determines the singular
part of cb and therefore the values of c at all roots of b. Due to our normalization c vanishes
at λ0 and is completely determined by the lowest non-vanishing t-derivative of (A˜m)m∈M . The
rotation λ 7→ eitλ acts on MgnoSym as at(λ) = a(eitλ) and bt(λ) = b(eitλ) and correspond to
c = ib. Therefore it suffices to show that the lowest non-vanishing t-derivatives in the numerators
on the right hand sides of (7.8) and (7.9) can take all polynomials of degree less than dm and ℓl,
repsectively. For m ∈M \L in (7.8) this is clear even for first order t-derivatives. For l ∈ L we
have bl,1 = 0 and Bl(z) = z
ℓl at t = 0. Therfore the first order t-derivatives in the numerator on
the right hand side of (7.9) can take at t = 0 only all polynomials of degree less than ℓl which
vanish at zl = 0. For the remaining constant polynomials we define (compare [12, Lemma 9.6]):
Cl(w) = polynomial part of w
ℓl
(
1− 2w
)− 1
2 =
ℓl∑
k=0
akw
ℓl−k = wℓl
(
1− 2w
)− 1
2 − aℓl+1w +O(w−2)
with ak = (−2)k
(− 1
2
k
)
. The polynomial Bl(zl) = t
ℓlC(zlt ) with bl,1 = a1t = t yields
A˜l(zl) = (zl − 2t)B2l (zl) = z2ℓl+1l − 2tℓl+1aℓl+1zℓll + tℓl+2O(zℓl−1l ).
In this case the lowest non-vanishing t-derivative in the numerator on the right hand side of
(7.9) is constant. By adding to Bl products of t
ℓl+1 with polynomials of degree less than ℓl this
lowest non-vanishing t-derivative can take arbitrary polynomials of degree less than ℓl. 
Now we present for later use two general constructions of deformations in Mg. In addition to
the polynomials a and b we have to deform the two Sym points such that the conditions of
Definition 3.6 are preserved. As long as λ1 6= λ2, and thus |H| < ∞, we preserve the closing
condition if ddth(λj(t), t) = 0, which holds precisely when ∂λh(λj(t), t) λ˙j + ∂th(λj(t), t) = 0.
Using equations (7.3) and (7.1), the closing conditions are therefore preserved if and only if
λ˙1
λ1
= −c(λ1)
b(λ1)
and
λ˙2
λ2
= −c(λ2)
b(λ2)
.(7.10)
The equations (7.5)-(7.10) define rational vector fields on the space of spectral data (a, b, λ1, λ2)
obeying conditions (i)-(iv) in Definition 3.6. These vector fields are smooth as long as a and b
do not have common roots, and b does not vanish at λ1 and λ2. The normalisation λ2 = λ
−1
1
in Definition 3.6 (v) is preserved if
c(λ1)
b(λ1)
+
c(λ2)
b(λ2)
= 0.(7.11)
The function µ = eh is defined on the spectral curve, which is a two-sheeted covering over
λ ∈ P1. Hence µ is a two-valued function depending on λ ∈ C∗. Instead of µ the function
∆ : C∗ → C, λ 7→ ∆ = µ+ µ−1(7.12)
is single-valued and determines the corresponding values µ1,2 =
1
2(∆±
√
∆2 − 4) of the function
µ. The range of (7.12) is called ∆-plane and the domain is called λ-plane. Then µ ∈ S1 is
equivalent to ∆ ∈ [−2, 2]. We shall construct in Proposition 7.2 a one-dimensional family of
spectral data, such that the values of ∆ at the g + 1 simple roots of b are prescribed. These
values lie on given curves in the ∆-plane. If these curves do not intersect ∆ = ±2, then the
roots of b stay away from the roots of a.
Let ∆0 be the function (7.12) corresponding to the initial spectral data (a0, b0, λ1,0, λ2,0) ∈
Mg. We choose curves β1, . . . , βg+1 in the λ-plane. They define the prescribed curves t 7→
∆0(β1(t)), . . . , t 7→ ∆0(βg+1(t)) in the ∆-plane. We impose the following conditions:
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(i) β1, . . . , βg+1 : [−1, 1]→{λ ∈ C∗ | a0(λ) 6= 0, λ 6= λ1,2} are either constant (see Figure 1)
or smooth embedded curves (see Figures 2-3).
(ii) The initial values β1(0), . . . , βg+1(0) are the roots of the initial polynomial b0.
(iii) Each curve βi([−1, 1]) is either disjoint from the other (see Figure 1-2) or intersects
exactly one other curve βj([−1, 1]) in one point βi(1) = βj(1) with β˙i(1) 6= ±β˙j(1) (see
Figure 3). We assume that there exists a single-valued injective branch of h on βi[0, 1]
and βi[0, 1] ∪ βj [0, 1], respectively, which obeys (7.13) along βi and βj :
h(βi(−t)) = h(βi(t)) for all t ∈ [0, 1].(7.13)
Such curves βi exist since the simple root βi(0) of b is a first order branch point of h.
(iv) The curves respect the reality condition, so that two not necessarily different curves
βi and βj with conjugated initial roots βj(0) = β¯
−1
i (0) obey βj(t) = −β¯−1i (t) for all
t ∈ [0, 1].
✧✦
★✥rβi(t)
Sm
Vm
Figure 1. Constant curve
✛
✚
✘
✙rβi(−1) rβi(0) rβi(1)
Vm
Sm
Figure 2. Single curve
✛
✚
✚✙
rβi(−1) rβi(0) rβi(1)
βj(1)
rβj(0)
rβj(−1)
Vm
Sm
Figure 3. Two curves
Proposition 7.2. Let (a0, b0, λ1,0, λ2,0) ∈ Mg and let ∆0 (7.12) take g + 1 pairwise different
values in C \ {−2, 2} at the roots of b0. For given smooth curves β1, . . . , βg+1 obeying (i)-(iv)
there exists a continuous family (at, bt, λ1,t, λ2,t)t∈[0,1] in Mg such that ∆t (7.12) takes at the
roots of the polynomial bt the values ∆0(β1(t)), . . . ,∆0(βg+1(t)).
Proof. Again we use the methods of Lemma 7.1 (compare [12, Section 9.2]). We compactify
the λ-planes of the functions ∆t (7.12) corresponding to the spectral data (at, bt, λ1,t, λ2,t) to
P
1. For any t ∈ (0, 1] we remove from the compactified λ-plane of ∆0 the curves β1, . . . , βg+1.
Along this open subset of P1 we glue deformed small tubular neighbourhoods (Wm,t)m∈M of
the curves β1, . . . , βg+1 as explained below. The result is a compact simply connected Riemann
surface. By the uniformisation theorem there exists a global parameter λt on this compact
Riemann surface, which takes the values λt = 0 and λt = ∞ at the two points λ = 0 and
λ =∞ in the λ-plane of ∆0. The appropriately normalised parameter λt identifies the compact
Riemann surface with the compactified λ-plane of ∆t. Due to the gluing rules, ∆0 extends to a
holomorphic function ∆t with respect to λt ∈ C and defines the spectral data (at, bt, λ1,t, λ2,t).
Due to conditions (i) and (iii), β1([−1, 1])∪ . . .∪βg+1([−1, 1]) is the disjoint union
⋃
m∈M Sm of
connected curves in the λ-plane of ∆0. Each Sm contains either one curve like in Figure 1 and
2, or contains two connected curves like in Figure 3. For each m ∈M the branch of h specified
in condition (iii) has on Sm vanishing derivative only at the roots of b0. This branch takes due
to (7.13) on all curves βi in Sm the same values at βi(t) and βi(−t).
We choose simply connected tubular neighbourhoods (Vm)m∈M of (Sm)m∈M . Each Vm is suffi-
ciently small not to contain a root of a0. Therefore each Um = {(λ, ν) ∈ Σ∗ | λ ∈ Vm} has two
connected components. The branch of h in condition (iii) extends to one of these components.
We choose integers (nm)m∈M such that h−2nmπi does not vanish on this component of Um. We
extend the branch of h to the other component of Um by setting σ
∗(h− 2nmπi) = −h+2nmπi.
With this choice (h − 2nmπi)2 is invariant with respect to σ and therefore is well defined on
Vm. The only critical points of (h− 2nmπi)2 on Vm are the roots of b0 in Sm.
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We define polynomials Am with the same critical values as (h−2nmπi)2 on Sm. After a change
of coordinate z 7→ cz + x0 the highest coefficient is one and the second highest coefficient
vanishes. So Am takes one of the following forms:
(7.14)
Am(zm) = z
2
m + am crit.pt. zm = 0 crit.value am
Am(zm) = z
3
m + bmzm + am crit.pts. zm =±(−bm3 )1/2 crit.values am∓ 2(−bm3 )3/2.
On each simply connected Vm there exists a holomorphic function zm such that (h − 2nmπi)2
is equal to a Am(zm). The roots of b0 are the critical points of (h− 2nmπi)2 and correspond to
the critical points of Am. Due to condition (iii) on a sufficiently small tubular neighbourhood
Vm the function zm is a biholomorphic map onto a simply connected open subset Wm ⊂ C.
The image of Sm in this subset is denoted by Tm. For all m ∈ M we obtain a biholomorphic
map Sm ⊂ Vm ≃ Tm ⊂Wm (left hand side of (7.16)).
Now we deform these discs (Wm)m∈M . For this purpose we deform the polynomials Am into
a continuous family of polynomials (Am,t)t∈[0,1] of the form (7.14) with coefficients am,t and
bm,t, respectively. Their critical values are the values of (h − 2nmπi)2 at βi(t) and βi(−t) and
eventually at βj(t) and βj(−t). Due to (7.14) the coefficient am,t depend smoothly on t ∈ [0, 1].
In case of two intersecting curves like in Figure 3 the difference of the critical values has at
t = 1 a first order root with respect to t. In this case bm,t depends smoothly on t˜ = 1− (1− t) 12 .
For any zm ∈Wm \ Tm we consider a curve
[0, 1]→ C t 7→ zm,t with Am,t(zm,t) = Am(zm) .(7.15)
Since Am,t(zm,t) is constant along the curve, it solves the differential equation
z˙m,t = − A˙m,t(zm,t)
A′m,t(zm,t)
with zm,0 = zm.
✛
✚
✘
✙r r r
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Figure 4. Deformation of a
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As long as zm,t does not meet a critical point of Am,t it is smooth. Along the interval t ∈ [0, 1]
the critical values of Am,t move along the values of Am on Tm. This shows that for zm ∈Wm\Tm
these curves are smooth. Furthermore, for any t ∈ [0, 1] the maps zm 7→ zm,t are biholomorphic
maps from Wm \ Tm onto the complement Wm,t \ Tm,t of the union of finitely many compact
curves Tm,t in an open subset Wm,t. On the deformations Tm,t of Tm the deformed polynomial
Am,t takes the same values as the undeformed polynomial Am on Tm. For t 6= 0, 1 two curves
of Tm,t intersect each other at the critical points of Am,t(zm,t) as in Figure 4.
We glue the deformed subsets (Wm,t)m∈M of C parameterised by zm,t in such a way with the
undeformed P1\⋃m∈M Sm, that the values of the polynomials Am,t(zm,t) coincide onWm,t\Tm,t
with the values of the initial polynomials Am(zm) on Wm \ Tm ≃ Vm \ Sm :
(7.16) ❆❆❯ ✁✁☛
≃Sm⊂Vm∋λ zm∈Tm⊂Wm
(h−2nmπi)2 Am
C
❆❆❯ ✁✁☛
≃Wm\Tm∋zm zm,t∈Wm,t\Tm,t
Am Am,t
C
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The initial function ∆0 on P
1 \⋃m∈M Tm is on Wm \Tm equal to 2 cosh(√Am(zm)). It extends
as 2 cosh(
√
Am,t(zm,t)) holomorphically to Wm,t. We obtain a new copy of P
1 with two marked
points λ = 0 and λ =∞ and a holomorphic map ∆t from the complement of these marked points
to C. Due to condition (iv) the anti-holomorphic involution λ 7→ λ¯−1 of P1 \⋃m∈M Tm extends
to a global involution of this copy of P1. By uniformisation there exists a global parameter λt
on this Riemann surface, which takes at the marked points the values 0 and ∞ and transforms
with respect to the anti-holomorphic involution like λt 7→ λ¯−1t . This parameter is unique up to
rotation λt 7→ eiϕλt. For any t ∈ [0, 1] and any choice of the global parameter λt the function
∆0 on P
1 \⋃m∈M Tm extends to a holomorphic function ∆t depending on the global parameter
λt ∈ C∗, which is on Vm,t equal to 2 cosh(
√
Am,t(zm,t)). We may fix the degree of freedom of
rotations, by assuming that the values λ1,t and λ2,t of λt at the Sym points λ1 and λ2 in the λ-
plane of ∆0 obey λ1,tλ
−1
2,t = λ
−1
1 λ2. This normalisation preserves condition (v) in Definition 3.6.
Let at be the unique polynomial obeying (3.1), whose roots are the values of λt at the roots of
a0 in the λ-plane P
1 \⋃m∈M Tm of ∆0. Since a has 2g roots in C∗ \⋃m∈M Tm, at has 2g roots
in λt ∈ C∗. By construction, the 2-valued function µ with ∆0(λ) = µ+ µ−1 on P1 \
⋃
m∈M Tm
extends to a unique 2-valued function µt depending on λt ∈ P1 with µt + µ−1t = ∆t(λt). The
corresponding 1-form dht is meromorphic on the spectral curve induced by at of the form (7.3)
with a unique polynomial bt. Together with λ1,t and λ2,t we obtain a family of spectral data
(at, bt, λ1,t, λ2,t)t∈[0,1] ∈ Mg. By construction λt 7→ at(λt)bt(λt)(λt−λ1,t)(λt−λ2,t) has pairwise
different roots for t 6= 1.
Finally we show that this family of spectral data is smooth, since it solves an ordinary differential
equation with smooth coefficients. The t-derivative of µ(β(t), t) at a simple root β(t) of b is
equal to ddtµ(β(t), t) = ∂λµ(β(t), t)β˙(t) + ∂tµ(β(t), t) =
c(β(t))
νβ(t) . It does not depend on β˙(t) and
is determined by c(β(t)). For roots β of b on S1 the polynomial c(λ) = λ+βλ−β b(λ) vanishes at
all other roots of b. For roots β ∈ C∗ \ S1 the polynomial c(λ) = ( Cλ−β − C¯λ1−β¯λ)b(λ) vanishes
at all roots of b besides β and β¯−1. Therefore we may change the values of µ at the simple
roots of b independently. Furthermore, the values of c at the roots of b determine c up to
adding to c a real multiple of ib. The vector field corresponding to c = ib describes the
rotations λ 7→ eitλ. After adding to c a real multiple of ib the sum of the values of cb at
λ1 and λ2 vanishes. Due to (7.10) this normalisation preserves λ1λ
−1
2 . In particular, the
smooth curves t 7→ ∆0(β1(t)), . . . , t 7→ ∆0(βg+1(t)) determine together with the normalisation
d
dtλ1λ
−1
2 = 0 smooth t-dependent c on the space of spectral data (a, b, λ1, λ2) with pairwise
different roots of λ 7→ a(λ)b(λ)(λ−λ1)(λ−λ2), such that the values of ∆ (7.12) at the roots of
b of the corresponding solution of (7.5)-(7.10) follow the given curves t 7→ ∆0(β1(t)), . . . , t 7→
∆0(βg+1(t)). This implies that this family of spectral data is for t 6= 1 indeed smooth. In case
of two intersecting curves βi and βj like in Figure 3 at t = 1 the critical values of Am,t at the
two coalescing roots of bt does not depend smoothly on t. But this family depends together
with the coefficients of (Am,t)m∈M for t = 1− (1− t˜)2 smoothly on t˜ ∈ [0, 1]. 
The proof even shows that there exists a family of spectral data (at, bt, λ1,t, λ2,t)t∈T ∈ Mg
parameterised by tuples t = (t1, . . . , tg+1) ∈ T ⊂ [0, 1]g+1 with the values h(βi(ti)) = h(βi(−ti))
at the roots of bt. Here T is due to condition (iv) characterised by the equations ti = tj on the
parameters of conjugated initial roots βj(0) = β¯
−1
i (0).
The following Lemma is used in Section 9.
Lemma 7.3. Let M˜g be the space of (a, b, λ1, λ2) ∈ C2g[λ]×Cg+1[λ]× S1 × S1 obeying (i)-(v)
in Definition 3.6 without the inequality in (3.1), such that λ1 6= λ2, b(λ1) 6= 0 6= b(λ2) and ba
has first order poles at all common roots of a and b. It is a real g+1-dimensional submanifold.
The equations (7.5) and (7.10) identify TM˜g with c ∈ Cg+1[λ] obeying (7.2) and (7.11).
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Proof. The space of (a, b, λ1, λ2) obeying condition (i) in Definition 3.6 without the inequality
in (3.1) is a real (2g + 1) + (g + 2) + 2 = 3g + 5 dimensional space. Condition (ii) states that
the integral of dh along g independent cycles of Σ vanishes. This contains g linear independent
conditions. The normalization (vi) contains two linear independent conditions. Hence condi-
tions (i)-(ii) and (vi) describe a 2g + 3-dimensional subspace. Condition (iii) states that the
integrals of dh along g further independent cycles of Σ takes values in 2πiZ. Condition (iv)
assumes that the integrals of dh along two paths connecting both points over λ1 and λ2 takes
values in 2πiZ. Hence M˜g is the subset of a 2g + 3-dimensional space defined by g + 2 real
functions taking values in 2πZ. We show that all tangent vectors in the kernel of the derivatives
of these functions form a g + 1-dimensional space and apply the implicit function theorem.
For a tangent vector (a˙, b˙, λ˙1, λ˙2) at (a, b, λ1, λ2) ∈ M˜g in the kernel of the derivatives of these
functions the integral of the 1-form dh˙ in Definition 3.6 (iii) along any closed cycle of Σ vanishes.
The derivative h˙ defines a single-valued meromorphic function on the corresponding spectral
curve Σ. Due to the properties of h it is of the form (7.1) with a polynomial c of degree g + 1
obeying (7.2) and (7.5). Equation (7.10) determines λ˙1 and λ˙2 in terms of c. If a and b do
not have a common root, then (7.5) uniquely determines a˙ and b˙ in terms of c. Due to the
implicit function theorem M˜g is at (a, b, λ1, λ2) a submanifold with TM˜g isomorphic to the
g + 1 dimensional space of polynomials c obeying (7.2) and (7.11).
Remark 7.4. The relation (7.5) between c and (a˙, b˙) does not encode Definition 3.6 (iv).
Without this condition we can add to the polynomial a without changing h a double root α ∈ S1
or a pair of double roots α, α¯−1 ∈ C∗\S together with the same simple roots of b. The movement
of such double roots is not controlled by c. Due to condition (iv) we can add such roots of a and
b only at points with µ = ±1. If ba has simple poles at common roots, then c determines (a˙, b˙).
It remains to consider the case of common roots of a and b with simple poles of ba . We describe
Σ by the function ∆ (7.12) and use the methods of Lemma 7.1 (compare [12, Section 9.2].) We
remove small disjoint discs Vm ⊂ C∗ around the roots of b from the compactified λ-plane P1
of ∆ (7.12). Each Vm contains only one root of λ 7→ a(λ)b(λ)(λ − λ1)(λ − λ2). On each Vm
we choose a single-valued branch of h and an integer nm such that h − nmπi vanishes only at
the common root of a and b in Vm (if there is one). Due to (4.2)
h−nmπi
ν is holomorphic on Vm
without roots. Therefore the roots of h − nmπi coincide with the roots of a in Vm. The discs
Vm have unique coordinates zm which vanish at the root of b in Vm with
Am(zm) = z
dm
m + am,dm = (h− nmπi)2.(7.17)
Here dm − 1 is the order of the root of b in Vm. For common roots, dm is the order of the root
of a. Vm is mapped by zm biholomorphically onto small discs Wm ⊂ C.
For all (a˜, b˜, λ˜1, λ˜2) in a sufficiently small neighbourhood O ⊂ M˜g of (a, b, λ1, λ2) the corre-
sponding branches h˜ − nmπi are well defined on the deformed subsets V˜m of the compactified
λ-plane of the deformed ∆˜ (7.12). Furthermore the function (h˜ − nmπi)2 takes for all m ∈ M
on the boundary ∂V˜m the same values as Am on the boundary of Wm. We glue the comple-
ment P1 \ Wm of the compactified zk ∈ P1 plane in such a way along the boundary of V˜m
that Am(zm) coincides on ∂Wm with (h˜ − nmπi)2 on ∂V˜m. This yields a new copy of P1. By
uniformisation there exists a global coordinate z˜m on the new copy of P
1 with a pole at the
pole of zm in P
1 \Wm. It is unique up to Mo¨bius transformations fixing z˜m =∞. The function
Am(zm) = (h − nmπi)2 (7.17) on P1 \Wm extends as (h˜ − nmπi)2 to W˜m. This function is
meromorphic on the new copy of P1 with a single pole at the pole of z˜m of degree dm. There-
fore this function is a polynomial A˜m with respect to z˜m of degree dm. After a unique Mo¨bius
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transformation of the coordinate z˜m fixing z˜k =∞ we have
A˜m(z˜m) = z˜
dm
m + a˜m,2z˜
dm−2 + . . . + a˜m,dm = (h˜− nmπi)2.(7.18)
The coefficients a˜m,2, . . . , a˜m,dm belong to a small neighbourhood of the corresponding coef-
ficients of Am. The map λ 7→ λ¯−1 interchanges the roots of b and therefore also the discs
(Vm)m∈M and the polynomials (Am)m∈M . Since this symmetry is preserved, the coefficients
of those not necessarily different polynomials have complex conjugate coefficients, which are
interchanged by this symmetry. The sum of the real degrees of freedom of the coefficients
of (A˜m)m∈M is deg b = g + 1. We obtain a space of polynomials (A˜m)m∈M ∈ B of small
perturbations of (Am)m∈M parameterised by a small ball in R
g+1. This yields a map
Φ : O → B ⊂ Rg+1 (a˜, b˜, λ˜1, λ˜2) 7→ (A˜m)m∈M .
In order to apply the implicit function theorem it remains to show that Φ′ maps those tangent
vectors (a˙, b˙, λ˙1, λ˙2) at (a, b, λ1, λ2) injectively to T(Am)m∈MB = R
g+1 which correspond to
polynomials c of degree g + 1 obeying (7.2) and (7.11). Due to (7.1),(7.3) and (7.18) we have
∂th˜
∂λh
=
λc
b
=
˙˜Am
A′m
dλ
dzm
on Vm. Since λ 7→ zm is biholomorphic from Vm onto Wm, dλdzm does not vanish on Vn. Hence
the singular parts of λcb at the roots of b are in one-to-one correspondence to (
˙˜Am)m∈M . 
8. Paths to spectral genus zero
In this section we construct a piecewise continuous path (see Definition 4.4) in M+ connecting
an arbitrary starting point with an endpoint in M0+. In the proof we control the deformation
of the spectral data by choosing piecewise appropriate polynomials c.
Theorem 4. At any (a, b, λ1, λ2) ∈Mg+ there starts a compact piecewise continuous path γ in
M+ to M0+. Along γ the spectral genus increases at most by one at a multiple root of a in S1.
Proof. We prove this theorem in seven steps. In each step we choose an appropriate polyno-
mial c, such that the corresponding solution of the ordinary differential equations (7.5)-(7.10)
describes a path with specified properties. For this purpose we exhibit how the choice of c
controls the movement of the roots of a, the roots of b and the Sym points λ1 and λ2. Let us
assume that there is given a path of spectral data parameterised by t, which solves (7.5) with
some smooth family of c’s. The corresponding equations (3.2) define a family of hyperelliptic
algebraic curves. These curves are two-sheeted coverings over λ ∈ P1. We consider the functions
µ on these two sheeted coverings as two-valued functions depending on λ and the deformation
parameter t. The hyperelliptic involution σ (3.3) interchanges the two branches of µ(λ, t) and
acts by µ 7→ µ−1. Now let t 7→ λ(t) be a path in C∗, such that the function t 7→ µ(λ(t), t) is
constant along the former path of spectral data. Due to (7.1) and (7.3) the latter path t 7→ λ(t)
obeys
dµ(λ(t), t)
dt
=
∂µ(λ(t), t)
∂λ
λ˙(t) +
∂µ(λ(t), t)
∂t
= 0,
λ˙(t)
λ(t)
= −c(λ(t))
b(λ(t))
.(8.1)
The roots of a and the Sym points (7.10) move along paths on which µ is constant. Finally,
simple roots of b, which are also roots of c, also move along paths on which µ is constant.
In this case the right hand side in the differential equation should be replaced by the unique
holomorphic extension of the quotient − cb to the common roots of b and c. Thus (8.1) describes
the movement of several significant points. The t-derivative of µ(β(t)) at a simple root β(t) of
b is equal to ddtµ(β(t), t) = ∂λµ(β(t), t)β˙(t) + ∂tµ(β(t), t) =
c(β(t))
νβ(t) . It does not depend on β˙(t)
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and is determined by c(β(t)). Changing the values of µ at the roots of b implicitly changes the
relative positions of the roots of a, the roots of b and the Sym points. At the roots of a and
the Sym points we have µ = ±1. We can avoid that the roots of b meet the roots of a and the
Sym points by ensuring that the values of µ (or ∆) at the roots of b stay away from µ = ±1
(or ∆ = ±2).
The function µ transforms as σ∗µ = µ−1 and ρ∗µ = µ¯−1. It takes on the fixed point set λ ∈ S1
of the involution ρ (3.3) unimodular values. Therefore the argument of µ is on S1 a function
with values in R/2πZ. The two branches of argµ are the negative of each other. The critical
points of arg µ on S1 are the roots of b on S1. In particular, at simple roots of b on S1, one
branch of this function has a local maximum and the other branch a local minimum.
We first apply in steps 1-3 small deformations to achieve that a and b have pairwise different
simple roots in C∗ \ {λ1, λ2}. In step 4 we achieve in addition that µ takes at the roots of b in
S
1 pairwise different values on S1 \ {−1, 1} and at the other roots pairwise different values on
C
∗ \ S1.
1. In step 1 we divide the polynomials a and b by polynomials p2 and p, if a has higher order
roots, as described in Lemma 4.3. We will meet such a again only in the last step.
2. In step 2 we choose a small deformation, which decreases the length
of the short arc and eventually separates the roots of b from the Sym
points λ1 and λ2. This step is only required if initially H = 0 or if b
vanishes at one Sym point.
For polynomials c obeying (7.2) the meromorphic function − cb takes
imaginary values on S1. We choose c, which does not vanish at the
Sym points λ1 and λ2, such that − cb has positive imaginary part at the
✫✪
✬✩
r✒λ1
r
❘λ2
long
arc
short
arc
Figure 5. Sym points
end of the short arc nearby λ1 and negative imaginary part at the end of the short arc nearby
λ2. Since c has degree g + 1 ≥ 2 such polynomials exists. If b does not vanish at the Sym
points, then due to (7.10) with this choice of c the Sym points are moved towards the interior
of the short arc.
Since arg µ has only isolated critical points on S1, the restriction of one branch to the short arc
has at the boundary of the short arc a local maximum, and the restriction of the other branch
has a local minimum. Due to (7.1) the branch of arg µ with a local maximum at the end of
the short arc strictly increases (for increasing t) nearby the Sym point, and the other branch
strictly decreases.
In Figure 6 a family of graphs of the function arg µ on S1 with a local maximum at arg λ0
for t = t0 is shown. The corresponding pre-image {(arg λ, t) | µ(λ, t) = µ0} is shown in
Figure 7. At (λ0, t0) we see a bifurcation into two different paths t 7→ λ(t) in the pre-image
{(λ, t) | µ(λ, t) = µ0}. If the Sym point is a root of b, then the pre-image {(λ, t) | µ(λ, t) = µ0}
might contain several paths ending and starting at the Sym point. Any such path in S1 (if they
exist) can be chosen as the corresponding Sym point along the path t 7→ (at, bt). With our
choice of c there always exist two continuous paths t 7→ λ1(t) and t 7→ λ2(t) for t ≥ 0 moving
the two Sym points toward the interior of the short arc. By choosing these paths as the Sym
points along the path t 7→ (at, bt), we obtain a path of spectral data with strictly decreasing
length of the short arc. This shows that with our choice of c an integral curve of (7.5) yields a
path inMg+ with strictly increasing mean curvature. If a and b do not have common roots, then
the smooth vector field (7.5) always has a local solution. If a and b have common roots, then
our arguments apply for the specified c to the corresponding path constructed in Lemma 7.1
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Figure 6. Family of graphs
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Figure 7. Pre-image of µ = µ0
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Figure 8. Coalescing roots of a
3. In step 3 we choose a small deformation which separates the roots of b from each other.
In step 2 we achieved that the short arc has length smaller then π. Hence we can follow any
deformation for a short time. The values of ∂t∂λh (7.1) at some higher order root β ∈ C∗ of b
depends linearly on c(β) and c′(β) (7.4). Since c has degree g + 1 ≥ 1 there exist c such that
∂t∂λh does not vanish at β. With the following lemma we may deform successively all higher
order roots of b into simple roots.
Lemma 8.1. Let c ∈ Cg+1[λ] obey (7.2) such that the 1-form d cνλ (7.1) does not vanish at a
higher order root of b which is not a root of a. Then the flow of the vector field (7.5) separates
the higher order root of b after arbitrarily short time into several simple roots. On S1 the 1-form
d cνλ is purely imaginary. One choice of sign of d
c
νλ at a double root of b on S
1 separates the
double root of b along S1. The other choice of sign separates the double root off S1.
Proof. At higher order roots of b there exists a local coordinate z such that ∂λh = z
n with
n ≥ 2. If ∂t∂λh takes the value C ∈ C∗ there, then ∂λh is for small t nearby z = 0 of the form
∂λh = z
n +Ct+O(t2) + O(z).
For small t any such function has n distinct simple roots near z = 0.
The function h and the 1-form dh are purely imaginary on S1. Therefore ∂tdh is also purely
imaginary on S1. Due to (7.1) the 1-form d cνλ is equal to ∂tdh and purely imaginary on S
1.
Nearby a double root of dh on S1 there exists a local coordinate z which is real on S1 such that
dh = dh|t=0 + t∂tdh+O(t2) = iz2dz + t (iCdz +O(z)dz) + O(t2) with C ∈ R.
For small t > 0 the 1-form dh has for C > 0 no root and for C < 0 two roots in z ∈ R near
z = 0 
4. After steps 1-3 we can assume that the short arc has length smaller than π, and all roots of b
and a are simple and pairwise distinct, and lie away from the Sym points. In step 4 we achieve
in addition that µ takes at the roots of b in S1 pairwise different values on S1 \ {−1, 1} and at
the other roots pairwise different values on C∗ \ S1. The t-derivative of h(β(t), t) at a simple
root β(t) of b does not depend on β˙(t) and is determined by c(β(t)) (see (8.1)). For roots β on
S
1 the polynomial c(λ) = λ+βλ−β b(λ) vanishes at all other roots of b. For roots β ∈ C∗ \ S1 the
polynomials c(λ) = ( Cλ−β − C¯λ1−β¯λ)b(λ) vanishes at all roots of b besides β and β¯−1. Therefore
we may change the values of µ at the simple roots of b independently.
5. After the first four steps we have achieved that a and b have pairwise different simple roots
in C∗ \{λ1, λ2}, and such that µ takes at the roots of b pairwise different values in C∗ \{1,−1}.
In step 5 we remove all roots of b from the short arc with possibly one exception. Here we use
two Lemmata.
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Lemma 8.2. Let β ∈ S1 be a simple root of b in the interior of the short arc. We choose the
sign of the polynomial c = ±λ+βλ−β b, whose vector field decreases arg µ at the branch having on S1
at β a local maximum, and increases arg µ at the branch having on S1 at β a local minimum,
respectively. Then this vector field decreases the length of the short arc.
If β belongs to the interior of the long arc, then the same conclusion holds for the sign, which
increases arg µ at the branch having on S1 at β a local maximum.
Proof. Let β ∈ S1 be a simple root of b in the interior of the short arc. The vector field
corresponding to c = ib describes a rotation of λ and does not change the length of the short
and the long arc. Therefore we can add to c a real multiple of ib without changing the derivative
of the length of the short arc. After adding to c an appropriate multiple of ib the quotient cb
will have a unique root in the interior of the long arc. In this case, due to the formula (7.10),
the sign of the imaginary parts of λ˙1/λ1 and λ˙2/λ2 are different. The branch of arg µ having on
S
1 at β a local maximum is monotonically decreasing for argλ > arg β. Consequently, arg λ2
changes in the same direction as arg µ at the maximum over β. This implies the claim. 
Lemma 8.3. Let β ∈ S1 be a simple root of b along the integral curve of the vector field
corresponding to c = ±λ+βλ−β b. Two roots of a can only coalesce at β at some point of the integral
curve, if the branch of arg µ having on S1 at β a local maximum increases, and the branch of
arg µ having on S1 at β a local minimum decreases.
Proof. The number by which a prescribed value is attained by the function µ inside a given
domain Ω ⊂ C∗ cannot change, as long as this value is not attained on the boundary ∂Ω. The
function µ takes at the roots of a a value µ0 ∈ {−1, 1} independent of t. If two roots coalesce
at a simple root β ∈ S1, then arg µ takes the corresponding value arg µ0 ∈ 2πZ twice on S1,
once with multiplicity one at both branches of arg µ. Therefore arg µ takes on a neighbourhood
of β in S1 values in the complement of (arg µ0 − ǫ, arg µ0 + ǫ), as long as arg µ0 is taken at two
roots of a in a neighbourhood of β away from S1. More precisely the branch of arg µ having
at β a local maximum takes at the maximum a value smaller than arg µ0. The other branch
takes at the minimum a value larger then arg µ0. Consequently the values of arg µ increases on
the branch having at β a local maximum before the roots of a coalesce at β, and the values of
arg µ decreases on the branch having at β a local minimum. In Figure 8 the graphs of the two
branches of argµ nearby a simple root of b in S1 for coalescing roots of a are shown. 
Continuation of the proof of the Theorem 4: Every simple root βi of b in the short arc is a
local extremum of the restriction of arg µ to S1. First we assume that the short arc contains
more than one root of b. Then two of the roots of b(λ)(λ − λ1)(λ − λ2) on S1 are adjacent
neighbours of βi. The value argµ1 of arg µ at one of these two neighbours is closer to the
value arg µ0 of arg µ at βi than the other value arg µ2. Then there exists a smooth embedding
βi : [−1, 1] →֒ S1 whose restriction to [0, 1] moves the root βi to this neighbour and obeys (7.13).
This path together with the constant paths of all other roots of b obey conditions (ii)-(iv) of
Proposition 7.2. If the neighbour is a Sym point, then condition (i) is violated for t = 1. The
construction of Proposition 7.2 applies to this situation and yields a path of spectral data. At
the end point of the path the equations (7.10) becomes singular. As we have seen in step 2 such
singularities are bifurcation points of the movement of the Sym points. The corresponding path
of spectral data is an integral curve of the vector field described in Lemma 8.2 and increases
the mean curvature. This deformation changes the values of µ at the simple root at βi of b and
fixes the values of µ at all other roots of b, a and at the Sym points. For t = 1 the root βi either
meets one of the Sym points λ1 and λ2 or another root of b. If βi meets only one Sym point,
then the deformation described in step 2 moves βi into the long arc. If βi meets another root
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βj = βi(1) of b, then we move with Lemma 8.1 βi and βj by a small deformation away from S
1.
Afterwards we continue with the deformation of another root of b in the short arc.
After finitely many such deformations we arrive at spectral data with at most one root of b
in the short arc. Moreover we can assume that along the short arc the integral of dh vanishes
(and a branch of h takes at λ1 and λ2 the same value).
If the integral of dh along the short arc does not vanish, we can move the last root of b inside
the short arc into the long arc without shrinking the short arc to zero. If finally the short arc
does not contain any root of b, then the integral of dh along the short arc does not vanish.
Since the integral of dh has to be a multiple of 2πi, there exists one point in the short arc, such
that the integral from both Sym points to this point of dh are equal. At this point µ has to be
equal to ±1. With Lemma 4.3 we add to a a double root and to b a simple root at this point
in S1. We obtain new spectral data in M+. With Lemma 7.3 we deform the double root of a
on S1 into two roots away from S1 and the root of b staying on S1 (compare Lemma 8.3).
After this deformation the sign of dh changes at the root of b. Since initially the integrals of
dh along both segments of the short arc are equal up to sign, the integral of dh along the short
arc will be zero afterwards. Therefore we end with exactly one root of b in the short arc and
the integral of dh over the short arc vanishes as we assume in the preceding paragraph.
6. In step 6 we move all roots of b with the exception of the single root in the short arc to the
long arc. To all pairs of roots in C∗ \ S1 we apply successively the following lemma.
Lemma 8.4. Let the short arc contain one root and the integral of dh along the short arc
vanish. If there exists a pair of simple roots of b interchanged by λ→ λ¯−1 with values of µ not
in S1, then we can move one of these pairs of roots of b to a point λ0 in the long arc.
Proof. We apply Proposition 7.2. First we construct a path βi : [−1, 1] → B(0, 1), which
together with the path βj(t) = β¯
−1
i obeys conditions (i)-(iv) in Proposition 7.2. We consider
for all C > 1 the sets
SC = {(λ, ν) ∈ Σ∗ | λ ∈ B(0, 1) and |µ(λ, ν)| = C}.
If SC does not contain roots of b, then it is a one-dimensional submanifold of Σ
∗. On a punctured
disc in Σ around the point (ν, λ) = (∞, 0) the function h has a unique single-valued injective
branch with σ∗h = −h. For large C > 1, SC is completely contained in this punctured disc and
has only one connected component. If we decrease C, then SC remains a connected component
as long as SC does not contain a root of b. By assumption SC contains roots of b for some
C > 1. There exists a largest C1 > 0, such that SC1 contains roots of b. Now we choose a
path γ in B(0, 1) starting at some point λ0 in the interior of the long arc, which intersects
these submanifolds (SC)C>1 transversally. For C > C1 the sets SC are connected. Moreover
the connected component of SC1 which intersects γ contains a root of b. Therefore there exists
a smallest C2 > 1 such that the connected component of SC2 which intersects γ contains a root
of b. For 1 < C < C2 the connected components of SC intersecting γ contain no root of b and
are either diffeomorphic to arg µ ∈ R or to arg µ ∈ R/2nπZ for some n ∈ N. Therefore there
exists a smooth path intersecting these lines transversally from the root βi of b in SC2 to λ0.
We may choose this path in such a way that any branch of h maps this path to a straight line
in the h-plane. In this way we get a smooth embedded path βi : [0, 1] → B(0, 1) from a root
βi = βi(0) of b, with values of µ not in S
1, to λ0 = βi(1) ∈ S1.
We extend this path smoothly to [−1, 0] in such a way that (7.13) is satisfied. If this extension
meets another root of b, then we slightly change λ0 on S
1 and the straight line βi([0, 1]) in
h-plane from λ0 to β1 such that the unique extension to [−1, 0] obeying (7.13) does not meet
another root of b. The map h maps βi([−1, 0]) to the segment βi([0, 1]) (h(βi(−t)) = h(βi(t))).
Now we claim that βi(−1) does not belong to S1 but to another component of |µ| = 1. Otherwise
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the path βi([−1, 1]) divides B(0, 1) into two connected components. But in any neighbourhood
of a point of SC with 1 < C < C2 there starts a straight half-line in the h-plane parallel to the
segments βi([0, 1]) and βi([−1, 0]) which does not contain roots of b and ends at λ = 0. Such
half-lines do not intersect βi([−1, 1]). Hence βi([−1, 1]) does not divide B(0, 1) and βi(−1) 6∈ S1.
Now we apply Proposition 7.2 to prove the Lemma. For the conjugated root of b we choose
the conjugated path βj(t) = β¯
−1
i (t). Along the deformation it could happen that the mean
curvature goes to zero i.e. the length of the short arc goes to π. To avoid this case we move
the simple root in the short arc.
For the unique root of b in the short arc we choose a path βk : [−1, 1] → S1 along the short
arc connecting both Sym points βk(−1) = λ1 and βk(1) = λ2 and obeying (7.13). Besides
these three paths βi, βj and βk we choose constant paths for all other roots of b. For any
s ∈ [0, 1) we evaluate βk at st and restrict the path βk to [−s, s]. Then these paths obey
conditions (i)-(iv). The Proposition 7.2 yields a two-dimensional family of deformed spectral
data (as,t, bs,t, λ1,s,t, λ2,s,t)(t,s)∈[0,1]×[0,1) ∈ Mg, such that ∆ (7.12) takes at the deformed roots
βi, βj and βk of bs,t the values ∆0(βi(t)), ∆0(βj(t)) and ∆0(βk(s)), respectively. This family
is again unique and for t ∈ [0, 1) smooth, if we normalise λ1λ−12 independent of s and t. Let
L(s, t) denote the corresponding length of the short arc. Due to Lemma 8.2 s 7→ L(s, t) is for
all t ∈ [0, 1] monotonically decreasing. With Lmin = min{L(0, t) | t ∈ [0, 1]} there exists for all
t ∈ [0, 1] a unique s(t) ∈ [0, 1) such that L(s, t) = Lmin. First we take the path of spectral data
parameterised by (s, 0) with s ∈ [0, s(0)] and then the path of spectral data parameterised by
(t, s(t)) with t ∈ [0, 1]. We obtain a continuous path of spectral data in Mg+, which deforms
the conjugated pair (βi, βj) of roots of b into a pair of double roots on S
1. 
7. In step 7 we finally decrease the genus. First we show
Lemma 8.5. Suppose a ∈ C2g[λ] has 2g simple roots, and b ∈ Cg+1[λ] has g + 1 simple roots
in S1, and they obey conditions (i)-(iii) in Definition 3.6. Then the set of λ ∈ P1 with h ∈ iR is
the union of S1 with finitely mutually disjoint smooth curves intersecting S1 exactly once in a
root of b. Each curve connects a pair of roots of a interchanged by λ→ λ¯−1 or (λ = 0, λ =∞)
with each other.
Proof. The set of λ ∈ C∗ where h takes values in iR is away from the roots of a and b a
submanifold of C∗. At each root of a the function (h − niπ)2 vanishes for some n ∈ Z and
is a local coordinate. Hence all roots of a are endpoints of this submanifold. At the roots of
b two such submanifolds intersect transversely. Furthermore h−2 is a local coordinate at the
marked points λ = 0 and λ =∞. They are also endpoints of this submanifold in P1. Therefore
the intersection with B(0, 1) ⊂ C∗ is a disjoint union of smooth curves, which end either at
λ = 0, or at the roots of a inside of B(0, 1), or at the roots of b in ∂B(0, 1). In every connected
component of the complement of these paths in B(0, 1) which does not contain λ = 0 the
real part of h vanishes by the maximum principle. Therefore the complement of these paths
in B(0, 1) is connected. Hence there is no path, which connects a root of b in ∂B(0, 1) with
another such root. Then all g+1 roots of b in ∂B(0, 1) are connected either with λ = 0 or with
one of the g roots of a inside of B(0, 1). The involution λ 7→ λ¯−1 maps these paths in B(0, 1)
onto the corresponding paths in C∗ \B(0, 1). This proves the claim. 
Conclusion of the proof of the Theorem 4: We thus arrive at spectral data (a, b, λ1, λ2) such
that the short arc contains exactly one root of b and the integral of dh along the short arc
vanishes. With Lemma 8.4 we move successively the pairs of roots of b away from S1 to double
roots in the long arc and separate with Lemma 8.1 the double root into two different roots on
S
1. Afterwards we continue with the deformation of another pair of roots of b in C∗ \ S1.
30 L. HAUSWIRTH, M. KILIAN, AND M. U. SCHMIDT
We are now in the situation where all roots of b are simple roots inside the interior of the long
arc, and one simple root lies in the interior of the short arc. Due to Lemma 8.5 all roots of
b correspond to a pair of branch points. For any root βi of b in the long arc, which does not
correspond to the pair (λ = 0, λ = ∞), there exists a smooth curve βi : [−1, 1] → C∗ from
the root βi(−1) in B(0, 1) of a to the root βi(1) outside of B(0, 1) along the curve described
in Lemma 8.5. Furthermore there exists a branch h along this path and a unique ni ∈ Z such
that h − niπi vanishes at both end points by the reality condition, but not in between, since
dh has only one simple root on this path at the zero of b. Finally we may parameterise this
path in such a way that (7.13) is fulfilled. Together with the constant paths for all other roots
of b this path obeys conditions (ii)-(iv). The path meets two roots of a and does not obey (i).
The function (h− niiπ)2 depends on λ and does not have critical points at the roots of a. The
whole construction of the proof of Proposition 7.2 carries over. But in this case the tubular
neighbourhood Vi of the path βi([−1, 1]) contains two roots of a at the roots of Ai = (h−niπi)2
like in Lemma 7.3. During the whole deformation these two roots of Ai,t are in Wi,t. For t = 1
these two roots form a double root at βi(1), which is a single root for t = 0. Due to Lemma 8.2
the mean curvature increases along this path, and this path stays in Mg+. At the end point we
reduce with Lemma 4.3 the genus by one. We apply this deformation to all roots of b in the long
arc with the exception of possibly the root βj which is connected by the curve of Lemma 8.5
with the pair (λ = 0, λ =∞). The spectral genus is successively reduced to at most one.
If finally the unique simple root βk in the short arc is connected by the curve of Lemma 8.5 with
a pair of finite branch points, we apply the analogous deformation to βk. Due to Lemma 8.2
along this deformation the length of the short arc increases, and the end point has spectral
genus zero but might not belong to M0+. In this case we increase afterwards arg(µ) at the
local maximum over the last root βj of b in the long arc. Since the spectral genus is zero h is
a meromorphic function and has two roots over −βj . If we increase the argument of µ at the
local maximum over βj by a large real number s then b(0) becomes very large and both Sym
points move near to the roots of h at −βj ∈ S1. Therefore the short arc becomes very small and
the path enters again M0+. Finally we interchange the order of these two deformations. We
first increase the argument of µ at the local maximum over βj by s along the path constructed
in Lemma 8.5 connecting βj with λ = 0 and λ =∞. This deformation decreases the length of
the short arc. Afterwards we increase the length of the short arc along the path βk of the root
in the short arc. As a result the whole path stays in M+ and reduces the spectral genus to
zero. This completes the proof of Theorem 4. 
9. Isolated property of Mrot in MAe
Theorem 5. (i) For g = 0, 1: Mgrot is open and closed in Mg+.
(ii) Let (a, b, λ1, λ2)∈M1rot and (a˜, b˜, λ1, λ2)∈M1+deg p+ with deg p ≥ 1 be as in Lemma 4.3. At
(a˜, b˜, λ1, λ2) starts a piecewise continuous path in M+ to M0+\M0rot with decreasing g.
The first statement shows that a piecewise continuous path can only enter or leave Mrot at
jumps described in Lemma 4.3 from (a, b, λ1, λ2) ∈ Mgrot to (a˜, b˜, λ1, λ2) 6∈ Mg+deg prot . The
second statement will imply in the proof of Theorem 1 in Section 10 that (a˜, b˜, λ1, λ2) does not
belong to MAe and that Mrot is isolated in MAe.
Proof of (i): First we show that Mgrot (g = 0 or g = 1) is open in Mg+. We use the implicit
function theorem to prove that Mg is at (a, b, λ1, λ2) ∈ Mgrot a real submanifold of C2g[λ] ×
C
g+1[λ]× S1 × S1 of dimension g + 1, the same dimension as Mrot. Due to Lemma 7.3, M˜g is
at (a, b, λ1, λ2) ∈ Mgrot a submanifold. Due to Theorem 2, a and b have a common root only in
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case g = 1 and (a, b, λ1, λ2) belongs to the image of the map
M0rot →֒ M1rot, (a, b, λ1, λ2) 7→ ((λ+ 1)2a, (λ+ 1)b, λ1, λ2) .(9.1)
On the image of (9.1), the polynomial a is equal to a = −(λ + 1)2/16 and the coefficients α
and H in Theorem 2 are local coordinates of M˜ . The inequality in (3.1) does not allow simple
roots of a on S1, which is equivalent to α ≥ 2. Therefore M1 is at (a, b, λ1, λ2) ∈ M1rot a
two-dimensional manifold with image of (9.1) as boundary. This implies that M0rot and M1rot
are open in M0+ and M1+.
For sequences in Mgrot (g = 0 or g = 1) which converge in Mg+ the corresponding sequences of
parameters H or (H,α) have to converge. Therefore Mgrot is closed in Mg+.
Proof of (ii): For (a, b, λ1, λ2) ∈ M1rot, the short arc and the long arc contain both one root of b.
Due to Theorem 2, a˜ has at least one pair of double roots away from S1. If a˜ has several pairs
of double roots we choose one and remove all others. Hence we may assume (a˜, b˜, λ1, λ2) ∈M3
with a˜ having a pair of double roots β, β¯−1 ∈ C \ S1. Since b has only roots at λ = ±1
the corresponding b˜ has simple roots at β and β¯−1. Now we follow the path described in
Theorem 4. We start with step 2 and open with Lemma 7.3 two double roots of a˜ at β and
β¯−1 and eventually a third double root at λ = −1 by a small deformation with decreasing
mean curvature. Due to Lemma 8.5, the single root in the short arc is connected along a path
with µ ∈ S1 to (λ = 0, λ = ∞). We move the roots β and β¯−1 of b˜ along a path described in
Lemma 8.4 to the long arc and then separate them by a small deformation described in step 6 of
the proof of Theorem 4. We end up with three roots of b˜ in the long arc and one root of b˜ in the
short arc. All roots of the long arc are connected with the paths described in Lemma 8.5 with
pairs of finite branch points. With the deformations described in Lemma 8.2 we successively
shorten these paths from S1 to the finite branch points until all three of them are very small.
Finally we end up with spectral data of genus zero with three double roots of a˜ on S1. Hence
the end point of the deformation in Theorem 4 does not belong to M0rot which are classified in
Theorem 2. This completes the proof of Theorem 5. 
10. Proof of Theorem 1
By definition ofMAe it suffices to show the equality MAe =
⋃
g∈N∪{0}MgAe =Mrot, i.e.M0Ae =
M0rot, M1Ae =M1rot and MgAe = ∅ for g > 1. Indeed we will show that any subset MAe ⊂M+,
which has the properties (i)-(iii) in Theorem 3 is equal toMrot. We remark that we do not make
use of the inclusion M1rot ⊂ M1Ae which is equaivalent to
⋃
(a,b,λ1,λ2)∈M1rot
C(a, b, λ1, λ2) ⊂ CAe.
In fact, this inclusion follows from the properties (i)-(iii) and (9.1) since M1rot is connected.
First we show for pairs (a, b, λ1, λ2) ∈ Mrot and (a˜, b˜, λ1, λ2) 6∈ Mrot as in Lemma 4.3 that
(a˜, b˜, λ1, λ2) does not belong to MAe. The map (9.1) guarantees either (a, b, λ1, λ2) ∈ M1rot
or ((λ + 1)2a, (λ + 1)b, λ1, λ2) ∈ M1rot. If in the second case (λ + 1)2 divides a˜, then the pair
((λ+ 1)2a, (λ+ 1)b, λ1, λ2) ∈ M1rot and (a˜, b˜, λ1, λ2) 6∈ Mrot fulfills the assumptions of part (ii)
in Theorem 5. Otherwise due to Lemma 4.3 ((λ+ 1)2a˜, (λ+ 1)b˜, λ1, λ2) ∈ M1+deg p+ and ((λ+
1)2a, (λ+ 1)b, λ1, λ2) and ((λ+ 1)
2a˜, (λ+ 1)b˜, λ1, λ2) fulfills these assumptions. Theorem 5 (ii)
yields a piecewise continuous path either from (a˜, b˜, λ1, λ2) 6∈ Mrot or from ((λ + 1)2a˜, (λ +
1)b˜, λ1, λ2) 6∈ Mrot to M0+ \M0rot with decreasing g. For (a˜, b˜, λ1, λ2) ∈ MAe this path stays
due to properties (ii)-(iii) in MAe in contradiction to (i). This implies (a˜, b˜, λ1, λ2) 6∈ MAe.
Now we show MAe ⊂Mrot. Due to Theorem 4 there starts at any element of MAe a piecewise
continuous path toM0+. Due to properties (ii)-(iii) this path stays inMAe. Due to property (i)
it ends in M0rot. Since Mgrot is closed in Mg+ (Theorem 5) at some point the path enters the
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setMrot and stays inMrot until it reaches M0rot. Due to Theorem 5 (i) and the first claim this
point has to be the initial element of MAe and all elements of MAe belong to Mrot.
Conversely, due to properties (i)-(iii) and (9.1) MAe contains Mrot, since M1rot is connected.
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