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We study a Kitaev chain model, which is the simplest model of topological superconductors
hosting Majorana fermion, appearing as a zero-energy state at the edge. We analytically calculate
the Green’s function of the semi-infinite Kitaev chain with a delta-function-type impurity potential
within the quasi-classical regime to obtain the spatial dependence of the induced odd-frequency
pairing. It is found that if the position of the impurity is not far from the edge, the spatial profile
of the local density of states (LDOS) and the odd-frequency spin-triplet s-wave pair amplitude is
tunable as a function of the strength of the impurity potential. Moreover, the zero-energy LDOS
and low-frequency odd-frequency pair amplitude are found to have the same spatial dependence.
The spatial profile of the zero-energy LDOS is analyzed based on the wave function of Majorana
fermions.
I. INTRODUCTION
It is known that the symmetry of a Cooper pair plays
a major role in determining the physical property of su-
perconductivity. Conventionally, it is classified into spin-
singlet even-parity or spin-triplet odd-parity. These pair-
ings are referred to as even-frequency pairings where the
pair amplitude does not have a sign change with the ex-
change of two time variables of the electrons that form a
Cooper pair.
However, an odd-frequency pairing, wherein the pair
amplitude changes sign by this operation, has been pro-
posed by Berezenskii [1] in the context of superfluid
3He. Odd-frequency pairings are different from the even-
frequency ones because the fermions try to avoid each
other in time [2, 3]. Although the possible odd-frequency
pairing has been studied in bulk strongly correlated sys-
tems [4–15], it has been clarified that odd-frequency
pairings are not easily realizable as a uniform super-
conducting state similar to even-frequency pairings [16].
Nonetheless, it has been established that odd-frequency
pairings can be induced by the external symmetry break-
ing like exchange field [17, 18], translational symme-
try breaking [2], and orbital hybridization [19], whereby
the bulk and primary symmetry of the Cooper pair
are the even-frequency one. It is known that in non-
uniform superconducting systems, odd-frequency pair-
ings are ubiquitously present and they become prominent
in the presence of a zero-energy surface Andreev bound
state (ZESABS) [2, 20–22]. In diffusive normal metal
/ spin-triplet superconductor junctions, the anomalous
proximity effect occurs owing to the emergence of the
odd-frequency spin-triplet s-wave pairing near the inter-
face, which is robust against impurity scattering [23–25].
This pairing also induces a paramagnetic Meissner re-
sponse [26–30] that is observed experimentally [31–33].
Odd-frequency pairings have been attracting consid-
erable interest, especially from the perspective of topo-
logical superconductors, wherein Majorana zero-energy
states (MZESs) are generated as edge states [2]. The
MZES is a certain type of ZESABS and it inevitably ac-
companies the odd-frequency spin-triplet s-wave pairing
near the edge [2, 34]. In the case of p-wave supercon-
ductivity, the odd-frequency spin-triplet s-wave pairing
is generated in the presence of spatial non-uniformity
[2, 21, 35]. Recently, a more direct relation between the
induced odd-frequency pairing and the bulk quantity has
been derived by the spectral-bulk edge correspondence
[36, 37], which is an extended version of the bulk-edge
correspondence [38] derived for topological superconduc-
tors. The emergent MZES has special non-Abelian ex-
change statistics and is thought to provide new and pow-
erful information processing methods [39] and quantum
computation schemes that are robust against impurity
scattering [40]. Since a minimal model that shows the
emergence of MZES is the Kitaev chain[41], it is impor-
tant to clarify the stability of MZES on the application
of external perturbation.
The impact of impurity scattering on superconductiv-
ity has been a long-standing problem. One of the ap-
proaches to study the effect of impurity scattering in
an s-wave superconductor has been the use of Feynman
diagram methods for various kinds of impurity poten-
tials. It has been shown for the s-wave system that non-
magnetic impurities do not induce odd-frequency com-
ponents [42] as long as the spatial dependence of the s-
wave pair potential is not influenced. In a system with
a single isolated magnetic impurity in a conventional s-
wave superconductor, it was shown experimentally [43]
that the odd-frequency spin-triplet component was en-
hanced near the impurity site because of rotational sym-
metry breaking. The impact of impurity scattering on
ZESABS has been studied previously in normal metal/
unconventional superconductor junctions. When impu-
rity scatterers are in the normal metal side, The prox-
imity effect from ZESABS can only occur when the odd-
frequency spin-triplet s-wave is generated at the interface
[23–25]. In the superconductor side, by considering uni-
form impurity scatterers with weak disorders based on
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2the Eilenberger equation [44], it has been shown that the
ZESABS in spin-triplet p-wave superconductor junctions
is robust against impurities because the odd-frequency
spin-triplet s-wave pairing is generated [45]. Beyond the
weak disorders, there are several numerical calculations
for p-wave superconductors based on the tight binding
model [46, 47]. However, studies on the impact of a
strong impurity on the ZESABS remains limited [48].
In this work, we study the impact of impurity scat-
tering on odd-frequency spin-triplet pairings near the
edge of the Kitaev chain based on analytically obtained
Green’s functions. We find that if the position of the
impurity is not far from the edge, the spatial profile of
the local density of state (LDOS) and the odd-frequency
spin-triplet s-wave pair amplitude can be tuned as a func-
tion of the strength of the impurity potential.
The remainder of this paper is organized as follows: in
Sec. II we discuss the specific model and the scattering
approach method used throughout this paper. There-
after, we first show some simple non-uniform systems in
Sec. III. In Sec. IV we discuss the main results, namely,
the LDOS of quasi-particles, the wave-function, and lo-
calisation length of the MZES.
II. MODEL AND METHOD
FIG. 1. Schematic picture of semi-infinite system with im-
purity
In this section we introduce the model and method
used herein.
A. Model
It is known that spin-triplet p-wave superconduc-
tors can host topological superconducting phase with
ZESABS localized at the edge. To study the effect of a
non-magnetic impurity on ZESABS, we consider a semi-
infinite Kitaev chain, which is a model of fully polarized
spin-triplet p-wave superconductors. This is the simplest
model of topological superconductivity hosting Majorana
fermions. As we are considering a fully polarized spin-
triplet pairing; there is no spin degree of freedom in this
model. We consider this model in the continuum limit in
the presence of a delta function impurity.
Anisotropic superconductor systems can be described
by solutions of the Bogoliubov de Gennes equation [49,
50]. We assume a mean-field Hamiltonian for a p-wave
spin-triplet superconductor with an impurity potential
U˜(x) as follows:
H =
∫
dx
∫
dx′Ψ†(x)Hˆ(x, x′)Ψ(x) (1)
Hˆ(x, x′) =
(
h(x, x′) ∆(x, x′)
−∆∗(x, x′) −h(x, x′)
)
, (2)
h(x, x′) = (− }
2
2m
d2
dx2
− µ+ U˜(x))δ(x− x′), (3)
Here, m is the mass of the electron, µ is the chemical
potential, ∆(x, x′) is the pair potential for the p-wave
system, and U˜(x) is the impurity potential defined as
follows:
U˜(x) =
{
∞, x < −L
Uδ(x), x ≥ −L (4)
where U is the magnitude of the impurity potential. A
schematic of the model is shown in Fig. 1. The eigenvalue
equation for the Hamiltonian is as follows:∫
dx′Hˆ(x, x′)Ψ(x′) = EΨ(x). (5)
Wave-functions of Eq. (2) are defined as:
Ψ(x) =
(
u(x)
v(x)
)
. (6)
We impose the following boundary conditions on the
wave-functions of the system:
Ψ(−L) = 0, (7)
d
dx
Ψ(x)
∣∣0+
0−=
2m
~2
UΨ(0), (8)
Ψ(0+) = Ψ(0−). (9)
To find analytic solutions, we solve the model within the
quasi-classical limit µ  ∆0. If we define the envelope
wave-functions Ψ¯(kˆ, x) as:
Ψ¯(kˆ, x) =
(
u¯(kˆ, x)
v¯(kˆ, x)
)
≡ e−ikf kˆx
(
u(x)
v(x)
)
, (10)
Thereafter, we find that the Hamiltonian for the envelope
functions in Eq. (10) is as follows:
HˆQC(kˆ, x) =
(
− i~vf kˆ d
dx
+ U˜(x)
)
σz+∆(kˆ, x)σx. (11)
Here, kˆ = k/kf with the Fermi wave vector kf =√
2mµ/~2, vf = ~kf/m, and σi with i = x, y, z is a
3Pauli matrix in Nambu space. We assume that the pair
potential is uniform. Then, it can be expressed as:
∆(kˆ, x) = ∆0
k√
k2
. (12)
For simplicity we assume =∆0 = 0 and ∆0 > 0. More
details about the derivation of Eq. (11) are given in the
Appendix A. Finding the eigenvectors of HˆQC and then
using Eq. (10) gives us the wave-functions of Hˆ(x, x′)
within the quasi-classical approximation.
B. Method
We calculate a retarded Green’s function for Hˆ(x, x′)
using a scattering approach [51] within the quasi-classical
approximation. From the retarded Green’s function, we
can extract information about LDOS and the pair am-
plitude, which is used to analyze the symmetry of the
Cooper pair. The extensive details of the method can be
found in Appendices B, C, D, and E.
In the particle-hole space, the retarded Green’s func-
tion for the system is given by a 2× 2 matrix:
Gr(x, x′, E) =
(
Gree G
r
eh
Grhe G
r
hh
)
. (13)
The 11 component of the retarded Green’s function gives
us the LDOS, which is related to the LDOS through the
following expression: ρ(x,E) = − 1pi=[Gree(x, x,E)]. The
12 component of the Green’s function in Nambu space is
called the pair amplitude. As we are considering the spin-
triplet superconductor without any external perturbation
breaking spin-rotational symmetry, only spin-triplet pair-
ing is allowed. Fermi-Dirac statistics dictates that an odd
(even)-frequency pairing should have even (odd)-parity.
Thus, the odd and even frequency components of the pair
amplitudes are given by:
Grodd(x, x
′, E) ≡ G
r
eh(x, x
′, E) +Greh(x
′, x, E)
2
, (14)
Greven(x, x
′, E) ≡ G
r
eh(x, x
′, E)−Greh(x′, x, E)
2
. (15)
In principle, both even- and odd-frequency components
exist, but for x = x′, the even frequency component van-
ishes, as seen in Eq. (15). Therefore, we get
Grodd(x, x,E) = G
r
eh(x, x,E). (16)
If we make the analytic continuation E + iδ → iωn
for the retarded Green’s function (where δ is a posi-
tive infinitesimal and ωn is the Matsubara frequency),
Geven(odd)(x, x
′, iωn) satisfy following equations:
Geven(x, x
′,−iωn) = Geven(x, x′, iωn), (17)
Godd(x, x
′,−iωn) = −Godd(x, x′, iωn). (18)
Eq. (18), for x = x′ is the odd frequency spin-triplet
s-wave pair amplitude.
III. SIMPLE NON-UNIFORM SYSTEMS
Before presenting the main results of this study, it is
instructive to consider some simple non-uniform systems.
We will examine the p-wave semi-infinite superconductor
and the infinite p-wave superconductor with a single im-
purity.
A. Semi-infinite geometry
The Green’s function of the semi-infinite spin-triplet p-
wave superconductor (superconductor present for x > 0
with a boundary at x = 0) within the quasi-classical
approximation was calculated analytically [36]. We sum-
marize some of the relevant results. The LDOS, the 12
component of the retarded Green’s function, and its odd-
frequency component for x = x′ are given by:
ρ(x,E) =
−1
pi
=
[
m
ikf~2
{
E
Ω
− e2iγx[E
Ω
cos(2kfx) + i sin(2kFx)]− e2iγx 2∆
2
0
ΩE
sin2(kfx)
}]
, (19)
Greh(x, x
′, E) =
m
ikf~2
{
∆0
Ω
i sin(kf (x− x′))[eiγ|x−x′| − eiγ(x+x′)]− 2∆0
E
eiγ(x+x
′) sin(kfx) sin(kfx
′)
}
, (20)
Grodd(x, x,E) =
2im
kf~2
{
∆0
E
eiγ(2x) sin2(kfx)
}
. (21)
Here, E denotes E+ iδ, Ω(E) =
√
E2 −∆20, and γ(E) =
kfΩ(E)
2µ . If we write the corresponding LDOS for a semi-
infinite spin-singlet s-wave superconductor, denoted as
4ρs(x,E), we obtain:
ρs(x,E) =
−1
pi
=
[
m
ikf~2
{
E
Ω
− e2iγx[E
Ω
cos(2kfx)
+ i sin(2kfx)]
}]
. (22)
Equation (22) does not contain the 1/E divergent term,
which is from ZESABS, that is present in Eq. (19). For
the limiting case of E = 0 + iδ, Eq. (19) can be approx-
imated as:
ρ(x, 0 + iδ) =
2m∆0
δkf~2pi
e−2x/ξ sin2(kfx). (23)
It is evident that ZESABS is localized at the edge
with the localization length ξ (superconducting coher-
ence length) given by: ξ = ~vf/∆0, where vf is the
Fermi velocity vf = ~kf/m = (2/~kf )µ. The height
of the LDOS then depends on the infinitesimal δ. The
behavior of the odd frequency component is more appar-
ent through analytic continuation E + iδ → iωn, which
makes it an odd function of the Matsubara frequency.
If we choose ωn as infinitesimal , then Godd(x, x, ) be-
comes:
Godd(x, x, ) =
2m∆0
kf~2
e−2x/ξ sin2(kfx). (24)
The spatial dependence of MZES is equivalent to the odd-
frequency spin-triplet s-wave pair amplitude generated
at the edge [2, 34, 35, 46]. These features can be seen
in Figs. 2(a) and 2(b). The x-axis is the position x in
units of the ξ, while the y-axis is normalized with respect
to the normal metal density of states at zero energy ρN
(ρN ≡ 12pi2 2m~2kf ). The values of the pair potential and
infinitesimal δ are taken as ∆0 = 0.1µ and δ = 10
−7µ,
respectively.
B. Infinite geometry with single impurity
We now move on to the case where a single impurity
is located at x = 0 in a uniform Kitaev chain. Here, the
impurity is modelled by a delta function Uδ(x). We ob-
tain the Green’s function in Nambu space using a similar
scattering technique. The LDOS and the odd-frequency
component of the pair amplitude are given as follows:
(Z˜ = Z/kf and Z =
2m
}2 U)
ρ(x,E) =
−1
pi
=
[
m
i~2kf
(
E
Ω
−
e2iγ|x|E
√
1− σN (Z˜)
E2 −∆20σN (Z˜)
{√
1− σN (Z˜)
[
2∆20
Ω
sin2(kf |x|)+E
2
Ω
cos(2kf |x|)+iE sin(2kf |x|)
]
+ i
√
σN (Z˜)
[
E cos(2kf |x|)− iΩ sin(2kf |x|)
]})]
. (25)
Grodd(x, x,E) =
2mi
~2kf
e2iγ|x| sin(kfx)
E∆0
√
1− σN (Z˜)
E2 −∆20σN (Z˜)
{√
σN (Z˜) cos(kfx) +
√
1− σN (Z˜) sin(kf |x|)
}
. (26)
Where σN (Z˜) is the transparency of the normal metal
junction given by:
σN (Z˜) ≡ 4
4 + Z˜2
. (27)
Firstly, taking the limit Z˜ → ∞ and then E → 0, we
obtain:
ρ(x, 0 + iδ) =
2m
pi~2kf
∆0
δ
e−2|x|/ξ sin2(kf |x|). (28)
which is equivalent to Eq. (23) for x > 0. For the oppo-
site case i.e. taking the limit E → 0 with finite value of
Z˜, one obtains the zero energy LDOS ρ(x, 0 + iδ) = 0.
Representative graphs of the zero-energy LDOS and
the analytically continued odd-frequency component for
x = x′ are shown in Figs. 3(a) and (b). The zero-
energy LDOS (odd-frequency component) is symmetric
(antisymmetric) about x = 0.
Notably, Godd(x, x,E) has a sign change at x = 0.
For Z˜ → ∞ (or equivalently σN (Z˜) → 0), the spatial
dependence of Grodd(x, x,E) is reduced to that for the
semi-infinite Kitaev chain where the edge is located at
x = 0.
1. Bound state for infinite system
For finite values of Z˜, bound states exist at energies
smaller than the gap ∆0. The infinite Kitaev chain model
with an impurity at x = 0 can be considered as a p-wave
50 1 2 3
0
2
4
6
0 1 2 3
0
2
4
6a) b)
0 1 2 3
0
5
10
15
0 1 2 3
FIG. 2. Spatial dependence of a) normalized LDOS at zero energy, b) normalized odd-frequency component of the pair
amplitude for x = x′ for the semi-infinite Kitaev chain. We choose ∆0/µ = 0.1 and infinitesimal δ = 10−7µ.
b)
FIG. 3. Spatial dependence of a) Normalized LDOS at zero energy and b) odd-frequency component of the pair amplitude
for x = x′ at ωn = ∆0/1000 of the infinite Kitaev chain with a single impurity at x = 0. Z˜ = 104, ∆0 = 0.1µ and infinitesimal
δ = 10−7µ were used in the representative figures.
superconductor junction with non-zero transparency. We
can then use the bound state expression obtained in the
context of a d-wave- insulator d-wave junction[52, 53]:
Eb(Z˜) = ∆0
√
σN (Z˜). (29)
The denominator of the second term in Eq. (25) pro-
vides us with this bound state energy condition (see also
Appendix D). Figure 4 shows the LDOS, and the peaks
that occur exactly at the expected bound state energies
from Eq. (29) and Eq. (27).
IV. SEMI-INFINITE GEOMETRY WITH
IMPURITY
To discuss the results of this study, we consider a sys-
tem that is a combination of the two above-mentioned
cases, i.e., a semi-infinite p-wave superconductor with an
impurity. The Hamiltonian is given by Eq. (2), and the
schematic is shown in Fig. 1. We focus on the topological
regime wherein µ ∆0.
A. Local Density of States
Firstly, we investigate how the energy spectrum of the
system is altered because of the presence of an impurity.
We start by finding the graph of the zero-energy LDOS.
Here, the infinitesimal δ is chosen to be 10−7µ. The
plots are shown in Figs. 5 and 6 wherein we have shown
the normalized LDOS (normalized with respect to ρN ,
the density of states in normal metal) vs position x in
units of the superconducting coherence length. ∆0 is
chosen to be 0.1µ. We define L as the distance between
the edge and impurity. We plotted for L = 10ξ and
L = 5ξ in Figs. 5 and 6, respectively, for increasing values
of impurity strengths Z˜ = Z/kf (Z =
2m
~2 U). Within
the range of Z˜ shown in the graphs, we see that as the
impurity strength increases, so does the density of states
6E
FIG. 4. LDOS at x = ξ/100 for infinite continuum Kitaev chain with a single impurity at x = 0 for Z˜ = 2 and Z˜ = 4 with
∆0 = 0.1µ.
at the right side of the impurity. We can understand
this behavior by constructing the zero-energy state wave-
function because the corresponding probability density
must be qualitatively the same as the zero-energy LDOS.
B. Zero Energy state wave-function
We will now determine the zero-energy state wave func-
tion Ψ0(x) for the semi-infinite Kitaev system with the
impurity. We take the wave function as a superposition
of the E = 0 eigenstates of the Hamiltonian given in Eq.
(2). We want solutions that decay at infinity and satisfy
the boundary conditions in Eqs. (7), (8), and (9). After
performing the procedure, we obtain the following result:
Ψ0(x) = C × e−x/ξe−ikfL
(
sin(kf (x+ L)) + Θ(x)Z˜ sin(kfL) sin(kfx)
)(
1
−i
)
, (30)
C =
{
ξ
2
[
e2L/ξ + Z˜2 sin2(kfL) + Z˜ sin(2kfL)
]}−1/2
. (31)
with the Heaviside step function Θ(x). We use the rela-
tion 1  kfξ, which is valid in the quasi-classical limit,
which simplifies the expression considerably. From Eq.
(30), when kfL = npi with some integer n, the zero-
energy state is not affected by the impurity. Subse-
quently, we consider kfL 6= npi. For eL/ξ/| sin(kfL)| 
Z˜ (denoted as Z˜ → ∞), the probability density
|Ψ0|2Z˜→∞(x) can be written as:
|Ψ0|2Z˜→∞(x) =
(
4
ξ
)
e−2x/ξ sin2(kfx)Θ(x). (32)
In the case of Z˜ = 0, |Ψ0|2Z˜=0(x) can straightforwardly
be found from Eq. (30):
|Ψ0|2Z˜=0(x) =
(
4
ξ
)
e−2(x+L)/ξ sin2(kf (x + L)). (33)
In Figs. 5 and 6, we show the zero-energy LDOS for
L = 10ξ and L = 5ξ, respectively. In these cases,
eL/ξ/| sin(kfL)| is given by eL/ξ/| sin(kfL)| ∼ 3 × 104
for L = 10ξ and ∼ 3 × 102 for L = 5ξ. Then,
eL/ξ/| sin(kfL)|  Z˜ is satisfied for Figs. 5(a), (b) and
6 (a) and they can be explained by Eq. (33). In ad-
dition, eL/ξ/| sin(kfL)|  Z˜ is satisfied for Fig. 6(c)
and it is explained by Eq. (33). Figures 5(c) and 6(b)
are in the intermediate regime. From the obtained Eqs.
(30) and (31), we can see that on increasing the impurity
strength, the zero-energy state becomes delocalized be-
tween the impurity site and the edge. Information on this
delocalization can be extracted by evaluating the average
position of the wave function, which is given by:
〈x〉 = ξ
2
+
ξ
2
{ −2L
ξ e
2L/ξ + 4Z˜ sin2(kfL)(
1
ξkf
)3
e2L/ξ + Z˜2 sin2(kfL) + Z˜ sin(2kfL)
}
. (34)
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FIG. 5. Normalized LDOS for E = 0 + iδ, L = 10ξ with several values of Z˜ a) Z˜ = 0, b) Z˜ = 500 and c) Z˜ = 104. ∆0 = 0.1µ.
Positive infinitesimal δ = 10−7µ. Note that the y-axis is given in units of 106 (semi-infinite system with impurity).
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FIG. 6. Normalized LDOS for E = 0 + iδ, L = 5ξ with several values of Z˜ a) Z˜ = 0, b) Z˜ = 500 and c) Z˜ = 104. ∆0 = 0.1µ.
Positive infinitesimal δ = 10−7µ. Note that the y-axis is given in units of 106 (semi-infinite system with impurity).
where 〈x〉 is the mean position of the ZES. The asymp-
totic value of 〈x〉 for large Z˜ (eL/ξ/| sin(kfL)|  Z˜) was
found to be ξ/2. Figure 7(a) gives the average position
for Z˜ = 500 and Z˜ = 104 as a function of L. Figure 7(b)
shows the average position for L = 10ξ and L = 5ξ as a
function of Z˜.
A peculiar feature of the ZES wave function and the
LDOS in Figs. 5 and 6 is that it is not symmetric locally
around the impurity. This is in contrast to the LDOS
of an isolated impurity in Fig. 3(a), which indicates a
destructive interference between the waves scattered from
the edge and those scattered from the impurity.
C. Odd-frequency component
After discussing the zero-energy LDOS, we can now
focus on the superconducting pair correlations of the sys-
tem. The bulk of a p-wave superconductor only consists
of an even-frequency component with no odd-frequency
one. However, in the presence of spatial non-uniformity,
as in the present system, the odd-frequency component
can be enhanced [2]. Using Eq. (16), we can plot the odd-
frequency s-wave component of the Green’s function. We
have analytically continued the function to the Matsub-
ara frequency using the substitution E + iδ → iωn. This
makes the odd-frequency component an odd function in
frequency ωn. In Fig. 8 we have shown the odd-frequency
Green’s function for x = x′ as a function of x for different
values of impurity strengths Z˜ with L = 10ξ. We used
∆0 = 0.1µ. The x-axis is given in units of ξ. In Fig. 9
we used L = 5ξ. The corresponding LDOSs are shown
in Figs. 5 and 6, respectively.
In Fig. 8, as we increase the strength of the impurity
potential we notice that the odd-frequency component at
the impurity increases. Notably, increasing the impurity
potential further did not alter the graph. Figure 8(c) is
similar locally around the impurity in Fig. 3(b). Figure
8 shows that for large L, increasing the value of the im-
purity strength does not affect the odd pair correlations
at the edge and only enhances those at the impurity site.
Therefore, the impurity does not affect the edge as there
is no interference.
The interference effects can be seen in Fig. 9, which is
plotted for a moderate value of L. As we increase Z˜, the
odd-frequency component is no longer symmetric around
the impurity. Upon further increasing the strength, the
value of the odd-frequency component near the edge and
the left-hand side of the impurity is significantly altered.
The reason for this drastic change is that the sign of the
odd frequency component at the edge and the impurity
are opposite to each other. Provided kfL is far from npi,
80 5 10 15
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FIG. 7. a) Mean position of wave function as a function of L for I) Z˜ = 500 and II) Z˜ = 104. b) Mean position of wave
function as a function of Z˜ for I) L = 10ξ and II) L = 5ξ. Pair potential ∆0 = 0.1µ. (Semi-infinite system with impurity)
.
as one decreases the distance between the impurity and
the edge, they destructively interfere to give the corre-
sponding outcome presented in Fig. 9.
To further analyze Fig. 8 and 9 we can try to find the
expression for the odd-frequency component in the low-
energy limit. This will enable us to extract information
about the localization length.
D. Zero Energy Correlation functions
The impact of the impurity on the zero-energy state
can be determined by examining the low-energy behavior
of the odd-frequency component and LDOS. However,
if we take the limit of E → 0, due to the presence of
the zero-energy state, the LDOS and the odd-frequency
component diverge. Thus, we only consider the terms
that diverge in this limit as they contribute the most
at zero energy. We obtain the low-energy odd-frequency
Green’s function (valid for finite impurity strength) as
follows:
Godd(x, x, ωn) =
2m
~2kf
∆0
ωn
e−2x/ξ
[sin(kf (x+ L)) + Θ(x)Z˜ sin(kfx) sin(kfL)]
2
e2L/ξ + Z˜2 sin2(kfL) + Z˜ sin(2kfL)
+O(ωn). (35)
Details of the derivation of the above-stated expression
can be found in Appendix F. It is important to note
that the numerical results in Figs. 8 and 9 are evaluated
for the finite Matsubara frequency and are not evaluated
at the sufficiently small frequency; further, they include
contributions of orders of ωn beyond 1/ωn, including ωn,
ω3n . . . and so on. We confirmed that Eq. (35) can be
reproduced numerically for a much smaller value of ωn.
In the regime eL/ξ/| sin(kfL)|  Z˜, we recover the odd-
frequency component for the semi-infinite p-wave super-
conductor system (with the edge at x = −L). When
Z˜  eL/ξ/| sin(kfL)|, we obtain a semi-infinite p-wave
superconductor system with the edge at x = 0. In the
intermediate regime, one finds finite odd-frequency pair-
ings at the edge and right-hand side of the impurity. In
all the regimes, from the expression of Godd in Eq. (35),
we can see that the change in Z˜ does not alter the expo-
nential term e−2x/ξ. Thus, the impurity does not alter
the characteristic length scale i.e. the localization length
of the odd-frequency component; however, it leads to the
presence of zero-energy odd-frequency pairings beyond
the edge (to the right-hand side of the impurity). In
a manner similar to that given in Appendix F, we can
determine the zero-energy LDOS as follows:
ρ(x, 0 + iδ) =
2m
~2kfpi
∆0
δ
e−2x/ξ
[sin(kf (x+ L)) + Θ(x)Z˜ sin(kfx) sin(kfL)]
2
e2L/ξ + Z˜2 sin2(kfL) + Z˜ sin(2kfL)
+O(δ). (36)
Equation (36) reproduces Figs. 5 and 6. It is also similar to the probability density obtained from the zero-energy
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FIG. 8. Normalized odd-frequency component of anomalous Green’s function for L = 10ξ with several values of Z˜ a) Z˜ = 0,
b) Z˜ = 500, and c) Z˜ = 104. The other parameters are ∆0 = 0.1µ and ωn = ∆0/1000. Note that the y-axis is given in units of
103 (semi-infinite system with impurity).
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FIG. 9. Normalized odd-frequency component of anomalous Green’s function for L = 5ξ with several values of Z˜ a) Z˜ = 0,
b) Z˜ = 500, and c) Z˜ = 104. The other parameters are ∆0 = 0.1µ and ωn = ∆0/1000. Note that the y-axis is given in units of
103 (semi-infinite system with impurity).
state wave-function in Eq. (30). According to the quasi-
classical theory [21], a finite zero-energy LDOS is a mani-
festation of odd-frequency pairings [54]. This can be seen
in the plots for the LDOS given in Figs.5 and 6, as well
as their corresponding Figs. 8 and 9.
V. CONCLUSION AND DISCUSSION
After discussing the model of the semi-infinite p-wave
superconductor with an impurity near the edge and scat-
tering approach, we reviewed the p-wave superconductor
of semi-infinite geometry and infinite geometry with an
impurity. We showed that the bound state energy Eb for
an infinite system with an impurity can be given by a
simple expression, Eq. (29). The analytic expression for
these bound states for d-wave superconductor junctions
had been previously predicted [52, 53], and the analytic
expression for the bound states for the p-wave supercon-
ductor also matched the prediction.
Using the scattering approach, we obtained the LDOS
and used the analytic expression for the zero-energy state
(ZES) wave function to gain a better understanding of
the impact of the impurity. The position of the ZES was
seen to shift from the edge to the impurity site on increas-
ing the impurity strength Z˜, thereby suggesting that the
ZES in the p-wave system was robust against impurities
for high impurity strength values. Previous studies on
topological systems, such as the quantum Hall system,
were valid for small values of impurity strength [55, 56]
or showed that the spectrum was significantly altered for
high impurity strengths [57]. Thus, our result adds to
the current understanding of the effect of impurities in
topological systems.
We showed the odd-frequency component of the
anomalous Green’s function for a small value of the Mat-
subara frequency as a function of position. We observed
some enhancements near the edge and impurity sites. De-
creasing the distance between the impurity and the edge
resulted in interference that significantly altered the spa-
tial dependence of the odd-frequency component of the
anomalous Green’s function. However, this interference
did not affect the localization length of the odd-frequency
component, and we showed that it was independent of
the strength of the impurity potential. The observed
odd-frequency spatial dependence may be experimentally
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measured by probing the local Josephson coupling via
scanning tunneling microscopy with a superconducting
tip in semiconductor nanowire systems or other proposed
methods [58–60]. Lastly, we found the analytic expres-
sion for the zero-energy correlation functions. We dis-
covered that the expression for the odd-frequency pairing
and the LDOS had the same spatial dependence, and the
LDOS was qualitatively similar to the probability density
obtained from the ZES wave function.
Lately, systems, such as one-dimensional semiconduc-
tor nanowire systems, in proximity to a conventional s-
wave superconductor in the presence of a strong magnetic
field have been discussed [61–63]. The model discussed
herein could be realized with strongly charged impurities
or gate voltage in such a nanowire system. Thus, tuning
the gate voltage can allow us to shift the position of the
ZES.
The current method used to calculate the Green’s func-
tion is performed using the quasi-classical approxima-
tion and lacks the precision needed to probe the criti-
cal behavior of the system around the quantum critical
point. Numerical methods, such as those reported in
other works [46], are suitable for tackling this problem.
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Appendix A: Hamiltonian for p-wave system
The outline of the procedure to derive the quasi-
classical Hamiltonian is similar to that used for d-wave
superconductivity [50, 64, 65]. Using Eq. (2) (without
impurity potential), Eq. (5) and (6) we obtain the fol-
lowing two equations:(
− ~
2
2m
d2
dx2
− µ
)
u(x) +
∫
dx′∆(x, x′)v(x′)
= Eu(x), (A1)
(
~2
2m
d2
dx2
+ µ
)
v(x)−
∫
dx′∆∗(x, x′)u(x′)
= Ev(x). (A2)
We make a change of variables to centre of mass co-
ordinates as r = x − x′, R = (x + x′)/2 and define
∆˜(r,R) ≡ ∆(x, x′). The Fourier transform of ∆˜(r,R)
is given by the following:
∆˜(k,R) =
∫
dr e−ikr∆˜(r,R). (A3)
In the quasi-classical approach one defines envelope func-
tions u¯(kˆ, x) and v¯(kˆ, x) by separating the rapid fluctua-
tions of the kinetic energy term from the wave-function.
One also assumes that the Cooper pair is formed on the
Fermi surface. We define the envelope functions as:(
u(x)
v(x)
)
≡ eikf kˆx
(
u¯(kˆ, x)
v¯(kˆ, x)
)
. (A4)
Here, kˆ = k/kf and k is wave number of the quasi-
particle and |k| = kf . Using Eq. (A4), the BdG equation
can be rewritten as:(~2k2f
2m
− i~vf kˆ d
dx
+
~2
2m
d2
dx2
− µ
)
u¯(x)
+
∫
dx′∆(x, x′)v¯(x′)e−ik(x−x
′) = Eu¯(x), (A5)
(
− ~
2k2f
2m
+ i~vf kˆ
d
dx
− ~
2
2m
d2
dx2
+ µ
)
v¯(x)
+
∫
dx′∆∗(x, x′)u¯(x′)e−ik(x−x
′) = Ev¯(x). (A6)
The integral part of Eq. (A5) can be rewritten as:∫
dx′∆(x, x′)v¯(x′)e−ik(x−x
′)
=
∫
dr∆˜(r, x− r/2)v¯(x− r)e−ikr
≈ ∆˜(k, x)v¯(x). (A7)
Where one obtains the last approximation after Taylor
expansion up to the zeroth order [50]. Similarly, one can
write the expression for the integral in Eq. (A6) as:∫
dx′∆∗(x, x′)u¯(x′)e−ik(x−x
′) ≈ ∆˜∗(−k, x)u¯(x). (A8)
Relabelling ∆˜(k, x) as ∆(kˆ, x), dropping the second
derivative terms and using Eqs. (A7) and (A8), one can
rewrite Eq. (A1) and Eq. (A2) as follows:
− i~vf kˆ d
dx
u¯(kˆ, x) + ∆(kˆ, x)v¯(kˆ, x) = Eu¯(kˆ, x), (A9)
i~vf kˆ
d
dx
v¯(kˆ, x)−∆∗(−kˆ, x)u¯(kˆ, x) = Ev¯(kˆ, x) (A10)
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The phase factor of ∆ does not play important role
here and we set ∆ as a real function of kˆ and x. We
use the relation −∆∗(−kˆ, x) = ∆(kˆ, x), which is valid for
p-wave spin-triplet superconductors [66] for a real pair
potential. Then, we can write a single particle quasi-
classical Hamiltonian as:
HˆQC(kˆ, x) = −
(
i~vf kˆ
d
dx
)
σz + ∆(kˆ, x)σx. (A11)
For p-wave superconductivity we choose[36],
∆(kˆ, x) = ∆0
k√
k2
. (A12)
We use this pair potential for calculations throughout
this paper.
Appendix B: Wave functions
For a spin-less p-wave superconductor the pair poten-
tial, given by Eq. (A12), depends on the direction of the
wave vector k. There are four possible wave functions for
a given energy E as indicated in the dispersion relation
in Fig. 10. Solving the eigenvalue equation for HˆQC and
then using Eq. (A4), we get the following wave-functions
of Hˆ(x, x′) in the coordinate basis:
Ψk+(x) = e
ik+x
(
1
Γ
)
, (B1)
Ψ−k+(x) = e−ik
+x
(
1
−Γ
)
, (B2)
Ψk−(x) = e
ik−x
(
Γ
1
)
, (B3)
Ψ−k−(x) = e−ik
−x
(−Γ
1
)
. (B4)
𝑘
𝐸(𝑘)
𝑘%−𝑘% 𝑘'−𝑘'
FIG. 10. Schematic picture of dispersion relation of super-
conductor.
Here, within the quasi-classical approximation k± is
given by,
k± ≈ kf ± γ(E). (B5)
with γ(E) =
kfΩ(E)
2µ , Ω(E) =
√
E2 −∆20 and Γ(E) =
∆0
E+Ω(E) . Similarly, The eigenvectors of the transpose of
Hˆ(x, x′) within the quasi-classical approximation are as
follows:
Ψ˜k+(x) = e
ik+x
(
1
−Γ
)
, (B6)
Ψ˜−k+(x) = e−ik
+x
(
1
Γ
)
, (B7)
Ψ˜k−(x) = e
ik−x
(−Γ
1
)
, (B8)
Ψ˜−k−(x) = e−ik
−x
(
Γ
1
)
. (B9)
We can now define the scattering states of the system
using the found wave functions.
Appendix C: Scattering States
We can now define scattering states for this system
similar to [67]. We have four possible scattering states as
given below:
12
p-wave p-wave
p-wave p-wave
p-wave p-wave
p-wave p-wave
𝑈𝛿(𝑥) 𝑈𝛿(𝑥)
𝑈𝛿(𝑥) 𝑈𝛿(𝑥)
a) c)
b) d)
FIG. 11. Schematic illustration of the scattering processes where filled (empty) circle indicates electron like quasi-particle (hole
like quasi-particle).
Ψ
(+)
out (x) =
{
Ψk+(x) + a1Ψk−(x) + b1Ψ−k+(x), −L < x < 0
c1Ψk+(x) + d1Ψ−k−(x), x > 0
(C1)
Ψ
(−)
out (x) =
{
Ψ−k−(x) + a2Ψ−k+(x) + b2Ψk−(x), −L < x < 0
c2Ψ−k−(x) + d2Ψk+(x), x > 0
(C2)
Ψ
(+)
in (x) =
{
c3Ψ−k+(x) + d3Ψk−(x) + e3Ψk+(x) + f3Ψ−k−(x), −L < x < 0
Ψ−k+(x) + a3Ψ−k−(x) + b3Ψk+(x), x > 0
(C3)
Ψ
(−)
in (x) =
{
c4Ψk−(x) + d4Ψ−k+(x) + e4Ψ−k−(x) + f4Ψk+(x), −L < x < 0
Ψk−(x) + a4Ψk+(x) + b4Ψ−k−(x). x > 0
(C4)
The figures for the scattering states for Ψ
(±)
out(in)(x) has been drawn in Figs. 11 (a)-(d), respectively.
In the above equations ai and bi for i = 1, . . . , 4 repre-
sent the Andreev and normal reflection coefficients re-
spectively. ci and di for i = 1, . . . , 4 represent the trans-
mission coefficients through the delta function impurity
at x = 0. fi and ei for i = 3, 4 are the reflection coeffi-
cients for the waves scattered from the edge at x = −L.
We can also define the scattering states for the conju-
gate processes that are eigenstates of the Hamiltonian
Ht where the superscript denotes the transpose of the
Hamiltonian. The states are as follows:
Ψ˜
(+)
out (x) =
{
Ψ˜k+(x) + a˜1Ψ˜k−(x) + b˜1Ψ˜−k+(x), −L < x < 0
c˜1Ψ˜k+(x) + d˜1Ψ˜−k−(x), x > 0
(C5)
Ψ˜
(−)
out (x) =
{
Ψ˜−k−(x) + a˜2Ψ˜−k+(x) + b˜2Ψ˜k−(x), −L < x < 0
c˜2Ψ˜−k−(x) + d˜2Ψ˜k+(x), x > 0
(C6)
Ψ˜
(+)
in (x) =
{
c˜3Ψ˜−k+(x) + d˜3Ψ˜k−(x) + e˜3Ψ˜k+(x) + f˜3Ψ˜−k−(x), −L < x < 0
Ψ˜−k+(x) + a˜3Ψ˜−k−(x) + b˜3Ψ˜k+(x), x > 0
(C7)
Ψ˜
(−)
in (x) =
{
c˜4Ψ˜k−(x) + d˜4Ψ˜−k+(x) + e˜4Ψ˜−k−(x) + f˜4Ψ˜k+(x), −L < x < 0
Ψ˜k−(x) + a˜4Ψ˜k+(x) + b˜4Ψ˜−k−(x). x > 0
(C8)
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In the above equations a˜i and b˜i for i = 1, . . . , 4 repre-
sent the Andreev and normal reflection coefficients re-
spectively. c˜i and d˜i for i = 1, . . . , 4 represent the trans-
mission coefficients through the delta function impurity
at x = 0. f˜i and e˜i for i = 3, 4 are the reflection coeffi-
cients for the waves scattered from the edge at x = −L.
Coefficients can be found by imposing continuity of the
wave function for both incoming and outgoing scattering
states at x = 0 along with derivative condition for delta
function potential Uδ(x) as follows:
d
dx
Ψ±out(in)(x)
∣∣∣∣0+
0−
=
2m
~2
UΨ±out(in)(0), (C9)
d
dx
Ψ˜±out(in)(x)
∣∣∣∣0+
0−
=
2m
~2
UΨ˜±out(in)(0). (C10)
Here, U is the strength of the delta function impurity at
x = 0.
Incoming scattering states follow incoming boundary
conditions i.e. Ψ
(±)
in (−L) = 0 and Ψ˜(±)in (−L) = 0 and
outgoing scattering states follow the outgoing boundary
condition that at +∞ the wave is asymptotic to a plane
wave.
Appendix D: Scattering coefficients
Using the continuity and differentiability conditions at x = 0 along with the incoming boundary condition
Ψ
(±)
in (−L) = 0, we obtain the following values of the coefficients within the quasi-classical approximation (let
Z = 2m}2 U): Let D1 be,
D1 = 4k
2
f (−1 + Γ2)2 + Z2(1 + Γ2)2. (D1)
Then,
a1 = −a2 = −2Z
2
D1
Γ(1 + Γ2), (D2)
b1 =
Z(2ikf + Z)
D1
(−1 + Γ4), (D3)
c1 = −2ikf (2ikf + Z)
D1
(−1 + Γ2)2, (D4)
d1 = d2 = −4ikfZ
D1
Γ(−1 + Γ2)2, (D5)
b2 = −Z(2ikf − Z)
D1
(−1 + Γ4), (D6)
c2 = −2ikf (2ikf − Z)
D1
(−1 + Γ2)2. (D7)
Let D2 be,
D2 = −8e2ikfLZ2Γ2 + iZ(2kf + iZ)(−1 + Γ2)2 − e4ikfLZ(2ikf + Z)(−1 + Γ2)2
+ e2iL(kf+γ)Z2(1 + Γ2)2 + e2iL(kf−γ)D1. (D8)
Then,
c3 =
2kf [e
2iL(kf−γ)(2kf − iZ) + iZ]
D2
(−1 + Γ2)2, (D9)
d3 = d4 =
4ikfZe
iL(kf−γ)
D2
[eiL(kf−γ) − eiL(kf+γ)]Γ(−1 + Γ2), (D10)
e3 = −4ikf [e
2ikfL(2ikf + Z)− Z]
D2(1 + Γ2)
Γ(−1 + Γ2)2, (D11)
f3 = − 2ie
2ikfLkf
D2(1 + Γ2)
[4ZΓ2 + e2ikfL(2ikf + Z)(−1 + Γ2)2 − e2iLγZ(1 + Γ2)2](−1 + Γ2), (D12)
a3 = −a4 =
(
2Γ
1 + Γ2
)
+
(
2Γ
1 + Γ2
)
4k2fe
2iLkf
D2
[e2iγL + e−2iγL]Γ(−1 + Γ2)2, (D13)
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b3 =
(−1 + Γ2
1 + Γ2
)
+
(−1 + Γ2
1 + Γ2
)
1
D2
{−16ikfZe2ikfLΓ2 + Z2e2iL(kf+γ)(1 + Γ2)2
− e2iL(kf−γ)[4k2f (−1 + Γ2)2 − 2ikfZ(1 + Γ2)2]}, (D14)
c4 =
2e2iL(kf−γ)kf
D2
[2kf − i(−1 + e2iL(kf+γ))Z](−1 + Γ2)2, (D15)
e4 =
4ikfe
2ikfL[2ikf + (−1 + e2ikfL)Z]
D2(1 + Γ2)
Γ(−1 + Γ2)2, (D16)
f4 =
2kf{2kf (−1 + Γ2)2 − iZ[−4e2ikfLΓ2 − (−1 + Γ2)2 + e2iL(kf+γ)(1 + Γ2)2]}
D2(1 + Γ2)
(−1 + Γ2), (D17)
b4 =
(−1 + Γ2
1 + Γ2
)
+
(−1 + Γ2
1 + Γ2
)
1
D2
{(4k2f + Z2)(−1 + Γ2)2 + 16ikfZΓ2e2ikfL
+ 2ikfZ(−1 + Γ2)2e4ikfL − 2ikfZe2iL(kf+γ)(1 + Γ2)2 − e2iL(kf−γ)[4k2f (−1 + Γ2)2 + 2ikfZ(1 + Γ2)2]}. (D18)
D1 = 0 and D2 = 0 represent singular points which occur at specific energies and impurity strengths. For D1 = 0
we obtain Eqs. (27) and (29):
Eb(Z˜) = ∆0
√
σN (Z˜),
with,
σN (Z˜) =
4
4 + Z˜2
.
Where Z˜ = Z/kf and Eb represent the bound state energy. For the condition D2 = 0 a simple expression cannot be
found but for the limit of large Z, one obtains the following relation:
E2[cos(2kfL)− cos(2γL)] + 2∆20 sin2(2kfL) = 0. (D19)
Note, γ is a function of energy. Equation (D19) represents the quantization of energy above the superconducting gap
∆0 for large values of impurity strength Z˜(Z˜  1).
The scattering coefficients for the conjugate processes can be found with a similar procedure. In the quasi-classical
approximation, the following relations hold:
a˜1 = −a1, a˜2 = a1, a˜3 = −a3, a˜4 = a3, (D20)
b˜1 = b1, b˜2 = b2, b˜3 = b3, b˜4 = b4 , (D21)
c˜1 = c1, c˜2 = c2, c˜3 = c3, c˜4 = c4 , (D22)
d˜1 = −d1, d˜2 = −d2, d˜3 = −d3, d˜4 = −d4, (D23)
e˜3 = −e3, e˜4 = −e4, f˜3 = f3, f˜4 = f4. (D24)
Note that d3, d˜3, d4 and d˜4 are small and are approximated as 0 while finding the coefficients of the Green’s function.
The above relations are used to find the coefficients of the Green’s function.
Appendix E: Green’s function
We can write the retarded Green’s function [67] as the
following:
Gr(x, x′, E) =
{
α1Ψ
(+)
out (x)Ψ˜
(+)t
in (x
′) + α2Ψ
(+)
out (x)Ψ˜
(−)t
in (x
′) + α3Ψ
(−)
out (x)Ψ˜
(+)t
in (x
′) + α4Ψ
(−)
out (x)Ψ˜
(−)t
in (x
′), x > x′
β1Ψ
(+)
in (x)Ψ˜
(+)t
out (x
′) + β2Ψ
(+)
in (x)Ψ˜
(−)t
out (x
′) + β3Ψ
(−)
in (x)Ψ˜
(+)t
out (x
′) + β4Ψ
(−)
in (x)Ψ˜
(−)t
out (x
′). x < x′
(E1)
The values of the coefficients can be obtained by using
the continuity of the Green’s function at x = 0 and the
derivative condition as given below:
∂
∂x
Gr(x, x′, E)
∣∣∣∣
x=x′+
− ∂
∂x
Gr(x, x′, E)
∣∣∣∣
x=x′−
=
2m
}2
σz. (E2)
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Under the quasi classical approximation[68] we can use
the relation: k± ≈ kf ± γ with γ = kfΩ2µ , kf =
√
2m
}2 µ,
Ω(E) =
√
E2 −∆20 and Γ(E) = ∆0E+Ω(E) .
By using the continuity of the Green’s function and
Eq. (E2), we obtain the following coefficients:
α2 = α3 = −β2 = −β3 = −2m}2
ΓZ
2(Γ2 − 1)2kf 2
, (E3)
α1 = β1 =
2m
}2
(−Z + 2ikf )
4(Γ2 − 1)kf 2
, (E4)
α4 = β4 =
2m
}2
(Z + 2ikf )
4(Γ2 − 1)kf 2
, (E5)
with,
Z =
2m
}2
U. (E6)
Where U is the strength of the delta potential at x =
0. Thus, we have found the Green’s function for the
semi-infinite p-wave superconductor with a nonmagnetic
impurity near the edge modelled by a δ function. We can
obtain the advanced Green’s function from the retarded
Green’s function using the relation as follows,
Ga(x, x′, E) = (Gr(x′, x, E))†. (E7)
If we obtain the advanced Green’s function
Ga(x, x′, E) and obtain Gaodd(even)(x, x
′, E) similar
to Grodd(even)(x, x
′, E) in Eqs. (14) and (15), we obtain
the following relations,
Gaeven(x, x
′,−E) = Greven(x, x′, E), (E8)
Gaodd(x, x
′,−E) = −Grodd(x, x′, E). (E9)
Appendix F: Zero energy odd-frequency pairing and
localisation length
We shall consider the case −L < x < 0 first. The limit
E → 0 corresponds to Γ→ −i. It is easier to work with
this limit. In this limit, a1, b1, a2 and b2 are 0. This
will also simplify the equations. In the quasi-classical
approximation we get,
Godd(x, x,E) = −ic3α1 − id3α2 + id4α2 + ic4α4 + e2ikfx(−d3α1 + c4α2) + e−2ikfx(c3α2 − d4α4)
+ ie2ix(kf+γ)(f3α1 − e4α2) + e2ixγ(−e3α1 − f3α2 + f4α2 + e4α4)− ie−2ix(kf−γ)(e3α2 − f4α4). (F1)
Since the expressions e3, e4, f3 and f4 (c3, c4, d3 and
d4) diverge (do not diverge) in the limit Γ → −i, we
can separate Eq. (F1) into two parts: Godd(x, x,E) =
D(x, x,E) + B(x, x,E) where D(x, x,E) diverges in
the limit and B(x, x,E) does not diverge in the limit.
D(x, x,E) and B(x, x,E) are given by
D(x, x,E) = −ic3α1 − id3α2 + id4α2 + ic4α4 + e2ikfx(−d3α1 + c4α2) + e−2ikfx(c3α2 − d4α4), (F2)
B(x, x,E) = ie2ix(kf+γ)(f3α1 − e4α2) + e2ixγ(−e3α1 − f3α2 + f4α2 + e4α4)− ie−2ix(kf−γ)(e3α2 − f4α4). (F3)
The diverging term survives for finite Z˜ and we obtain,
Godd(x, x,E) =
2mi
~2kf
∆0
E
e−2x/ξ
sin2(kf (x+ L))
e−2iγL + Z˜2 sin2(kfL) + Z˜ sin(2kfL)
. (F4)
A similar treatment can be done for the case of x > 0 and we obtain the following equation:
Godd(x, x,E) =
2mi
~2kf
∆0
E
e−2x/ξ
[sin(kf (x+ L)) + Z˜ sin(kfx) sin(kfL)]
2
e2L/ξ + Z˜2 sin2(kfL) + Z˜ sin(2kfL)
. (F5)
16
Combining Eqs. F4 and F5 and analytic continuation to Matsubara frequency, we obtain a compact equation given
by Eq. (35) of the main text as follows:
Godd(x, x, ωn) =
2m
~2kf
∆0
ωn
e−2x/ξ
[sin(kf (x+ L)) + Θ(x)Z˜ sin(kfx) sin(kfL)]
2
e2L/ξ + Z˜2 sin2(kfL) + Z˜ sin(2kfL)
.
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