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Introduction
Most of the projects the author has pursued follow the theme of determining the structure
of a 3- or 4-manifold from information contained in its two-dimensional submanifolds.
This document contains a summary of two distinct directions of this research.
Chapter 1 studies immersed surfaces in 3-manifolds through the lens of the Simple
Loop Conjecture for 3-manifolds. The main result is Theorem 1.2.2, which establishes the
SLC for 3-manifolds that admit a particular type of geometric structure.
Chapter 2 introduces and studies trisections of 4-manifolds, which are decomposi-
tions of 4-manifolds into simple four-dimensional submanifolds that intersect along sim-
ple lower-dimensional submanifolds. Each trisection has a central surface that contains all
of the information of the trisection and hence of the ambient 4-manifold. After establish-
ing definitions, the chapter focuses on ways of capturing and analyzing the information
contained in a trisected 4-manifold via structures built on the central surface, namely the
mapping class group and the curve complex. (It is also worth noting that additional work
in the spirit of Chapter 2 has been done in part by the author in [7], where the homology
and intersection form of a trisected 4-manifold is computed from homological informa-
tion contained in the central surface.)
1
CHAPTER 1
SURFACES IN 3-MANIFOLDS: THE SIMPLE LOOP CONJECTURE
Throughout this chapter, we call a loop in a manifoldM essential if it is neither nullho-
motopic nor homotopic into the boundary of M. Loops that are not essential are inessen-
tial. A loop is simple if it is embedded in the ambient manifold.
For a space X, we write |X| to denote the number of connected components of X. For
a compact surface Σ with L ⊂ Σ an embedded closed 1-manifold, we will write Σ\\L to
denote the metric completion of Σ\L (with respect to some choice of complete metric on
Σ). Thus Σ\\L is the space obtained by gluing copies of S1 onto the open ends of Σ\L.
1.1 Motivation
1.1.1 Incompressible and pi1-Injective Surfaces
To motivate the topic of this chapter, we begin with two related notions from classical
3-manifold topology: incompressibility and pi1-injectivity. Throughout this section, let M
be a 3-manifold and let Σ ⊂M be an embedded (connected) surface.
Definition 1.1.1. A surface Σ is incompressible in M if every embedded loop in Σ that
bounds an embedded disk inM also bounds a disk in Σ. More formally, Σ is incompress-
ible if whenever there is an embedded disk D ⊂ M such that D ∩ Σ = ∂D, there is an
embedded disk D ′ ⊂ Σwith ∂D ′ = ∂D.
Definition 1.1.2. A surface Σ is pi1-injective in M if the homomorphism pi1Σ → pi1M in-
duced by the embedding is injective.
Thus an incompressible surface is one whose topology reflects that of the ambient 3-
manifold, while a pi1-injective surface is one whose fundamental group reflects that of
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the ambient 3-manifold. One can immediately observe a relationship between the two
notions:
Lemma 1.1.3. If Σ ⊂M is pi1-injective, then it is incompressible.
Proof. If D ⊂ M is an embedded disk with D ∩ Σ = ∂D for which ∂D does not bound a
disk Σ, then ∂D represents an nontrivial element of the kernel of pi1Σ → pi1M. Therefore
this map is not injective.
It is natural to ask if the converse is true: is every incompressible surface also pi1-
injective? In [36], Stallings constructs an example of a nonorientable surface in a lens
space that is incompressible but not pi1-injective. Thus if we seek an affirmative answer to
the above question, we must first restrict that class of surfaces we are considering.
1.1.2 2-Sided Surfaces and the Loop Theorem
We can prove a partial converse to Lemma 1.1.3 if we restrict to a particular class of em-
beddings of surfaces in 3-manifolds.
Definition 1.1.4. If M is a connected manifold, the orientation character of M is the homo-
morphism ρM : pi1M → Z/2 whose value on b ∈ pi1M is nontrivial if and only if some
(and hence any) loop in M representing b is orientation reversing. (Equivalently, ρM(b)
is nontrivial if and only if b acts on the universal cover of M by an orientation reversing
homeomorphism.)
Note that a manifold is orientable if and only if its orientation character is trivial.
Definition 1.1.5. IfM andN are connected manifolds with orientation characters ρM and
ρN, a map F : M → N is called 2-sided if ρN ◦ F∗ = ρM. Otherwise F is 1-sided. Hence F is
3
2-sided if and only if it takes orientation preserving loops in M to orientation preserving
loops in N, and likewise for orientation reversing loops.
Remark 1.1.6. There are other (equivalent) definitions of 2-sidedness for immersions
of manifolds, but since most of the arguments in this chapter involve the fundamental
groups of the manifolds in question, the given definition will be more useful.
For 2-sided embeddings, the Loop Theorem of Papakyriakopoulos implies the desired
converse.
Theorem 1.1.7 (Loop Theorem). Let M be a 3-manifold with nonempty boundary, and let f :
D2 → M be a continuous map such that f(∂D2) ⊂ ∂M is an essential curve. Then there is an
embedding f ′ : D2 →M with f(∂D2) ⊂ ∂M also essential.
Corollary 1.1.8. If Σ ⊂ M is a connected, 2-sided, incompressible, embedded surface, then it is
pi1-injective.
Sketch of proof of corollary. We suppose that Σ is not pi1-injective, so there is a map f : D2 →
M such that f |∂D2 is essential in Σ. We may properly homotope f so that it is transverse
to Σ (using the fact that Σ is two-sided), and then make further modifications to f so that
f−1(Σ) is a collection of loops inD2 (including ∂D2 itself) whose images are essential in Σ.
Let ` be such a loop that is innermost in D2, and let D ′ ⊂ D2 be the disk bounded by `.
Let M ′ be the result of cutting M open along Σ; since Σ is two sided, M ′ has two
boundary components that are homeomorphic to Σ. By construction, the map f = f|D ′
satisfies f
−1
(∂M ′) = ∂D ′. Applying the Loop Theorem to f, we obtain an embedding
f
′
: D ′ → M ′ for which f ′(∂D ′) is essential in ∂M ′. Composing this embedding with the
natural projection M ′ → M, we obtain an embedding of a disk in M whose boundary is
an essential curve on Σ, thus showing that Σ is not incompressible.
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Thus we see that, if we consider only 2-sided surfaces, then incompressibility and pi1-
injectivity are the same notion. See [12] for complete proofs of the Loop Theorem and
Corollary 1.1.8.
1.2 The Simple Loop Conjecture for 3-Manifolds
It seems natural to try to extend the discussion of incompressible and pi1-injective surfaces
to the context of immersed surfaces. To accomplish this, we need to extend the definition
of incompressible to immersed surfaces.
Definition 1.2.1. Let F : Σ →M be an immersion of a surface Σ in a 3-manifold M. Then
F is incompressible if every simple loop ` in Σ for which F(`) bounds an immersed disk inM
also bounds a disk in Σ.
As in the embedded case, pi1-injective implies incompressible. The converse is the
content of the Simple Loop Conjecture for 3-Manifolds. Notice that we restrict to 2-sided
immersions.
Conjecture (Problem 3.96 in [17]). Let Σ be a closed surface and let M be a closed 3-manifold.
If F : Σ→M is a 2-sided immersion for which the induced map F∗ : pi1Σ→ pi1M is not injective,
then there is an essential simple loop in Σ that represents an element of the kernel of F∗.
1.2.1 Previous Results on the SLC
An analogous result for maps between surfaces (also called the Simple Loop Conjecture)
is due to Gabai [8]. The Simple Loop Conjecture for 3-Manifolds is known to hold for a
few broad classes of target 3-manifolds.
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Seifert fibered 3-manifolds
In [11], Hass shows that the Simple Loop Conjecture holds when the target 3-manifold
admits a Seifert fibering, which is a foliation by circles. The core of Hass’ argument is that
an incompressible immersed surface in 3-manifold is homotopoic to a minimal immersed
surface, and furthermore in a a Seifert fibered space every such immersed surface is ei-
ther vertical (a union of fiber circles) or horizontal (transverse to every circle). Hass shows
that every horizontal surface in a Seifert fibered space is pi1-injective and that any verti-
cal surface that is not pi1-injective is also not incompressible. Thus every incompressible
immersed surface in a Seifert fibered space is pi1-injective.
Graph 3-manifolds
In [30], Rubinstein and Wang extend Hass’ result to prove the Simple Loop Conjecture
for graph 3-manifolds, which are 3-manifolds with a decomposition by incompressible tori
into Seifert fibered spaces (referred to as vertex manifolds). An immersed surface in such a
3-manifold inherits a decomposition into subsurfaces by considering its intersection with
each vertex manifold.
Rubinstein and Wang’s argument proceeds by showing that an immersed surface in
a graph 3-manifold is pi1-injective if and only if it can be homotoped so that the image
of each of these subsurfaces is vertical or horizontal in the vertex manifold that it maps
into. An immersion with nontrivial kernel must therefore be unable to be homotoped to
be vertical or horizontal on some subsurface. The authors then claim that Hass’ result1
can be applied to find a simple loop in this subsurface with inessential image.
1In the Rubinstein-Wang paper, Hass’ result is applied to a Seifert fibered 3-manifold with boundary, but
Hass’ statement of the SLC in [11] is stated and proved only for closed 3-manifolds.
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1.2.2 Main Results
The goal of this chapter is the following result.
Theorem 1.2.2. The Simple Loop Conjecture holds when the target 3-manifold admits a geometric
structure modeled on Sol.
If M is a 3-manifold that is finitely covered by a torus bundle over S1, then M admits
a geometric structure modeled on Euclidean 3-space, Nil, or Sol. Since all compact Eu-
clidean and Nil manifolds are Seifert fibered (see [34]), we obtain the following corollary
by combining the above theorem with Hass’ solution to the SLC for Seifert fibered spaces.
Corollary 1.2.3. The Simple Loop Conjecture holds when the target 3-manifold is finitely covered
by a torus bundle over S1.
Remark 1.2.4. It is worth noting that while the results mentioned in Sections 1.2.1 rely
heavily on the geometric structures of the target 3-manifolds, the approaches presented
here are almost entirely topological and group-theoretic in nature. There is also a linger-
ing question whether the techniques of [30] apply to Sol manifolds, although though the
authors seem to be implicitly ruling them out (see for instance, [30, Lemma 1.0.2]).
The rest of this chapter is organized as follows. In Section 1.3 we give some definitions
and notation for the objects that will be studied. Section 1.4 contains a brief survey of
which compact 3-manifolds admit geometric structures modeled on Sol. This entails a
refinement of a classification given by Scott in [34], and reduces the problem at hand
to studying maps from closed surfaces into certain kinds of torus bundles over S1 and
orientable torus semi-bundles. In Sections 1.5 and 1.6 we give proofs of the Simple Loop
Conjecture for these two types of 3-manifold, respectively. We conclude in Section 1.7
with some remarks regarding how the results presented here relate to a group-theoretic
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formulation of the Simple Loop Conjecture, and we show that it fails to hold for some
metabelian targets.
1.3 Definitions
We refer the reader to [34] for an explanation of what it means for a manifold to admit a
geometric structure, as well as some basic facts about the Euclidean, Nil, and Sol geome-
tries. In particular, we will need the following two results.
Theorem 1.3.1 ([34, Theorem 5.2]). IfM is a closed 3-manifold which admits a geometric struc-
ture modeled on one of the eight geometries, then the geometry involved is unique.
Corollary 1.3.2 (see [34, Theorem 5.3(ii)]). If M is a closed 3-manifold that admits a Seifert
fibering, thenM does not admit a geometric structure modeled on Sol.
1.3.1 Torus Bundles and Semi-Bundles
By torus bundle we mean a fiber bundle over S1 whose fibers are tori. This can also be
viewed as a quotient T × I/((p, 0) ∼ (ϕ(p), 1)) where T is a torus and ϕ : T → T is a
homeomorphism.
For each i ∈ {1, 2}, let Ni be either a twisted I-bundle over a torus or a Klein bottle, so
that ∂Ni ∼= T . A torus semi-bundle M = N1 ∪ϕ N2 is obtained by gluing N1 and N2 by a
homeomorphism ϕ : ∂N1 → ∂N2. Such a 3-manifold is orientable if and only if both N1
and N2 are twisted I-bundles over a Klein bottle.
IfM is a torus semi-bundle, at times we will refer to the middle torus ofM, which is the
image of ∂N1 and ∂N2 after the gluing. We will also make use of maps ρi : pi1Ni → Z/2,
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which are the quotients of pi1Ni by the index two subgroup corresponding to the double
covers ofNi by the product T× I. (This is sometimes called the monodromy of the I-bundle
Ni.) Notice that, for b ∈ pi1Ni, ρi(b) is trivial if and only if b is represented by a loop that
is homotopic into ∂Ni. Furthermore, when Ni is a twisted I-bundle over a torus (and is
therefore nonorientable), ρi coincides with the orientation character of Ni.
If M is a torus semi-bundle, then there is a double cover of M that is the union of the
two T × I double covers ofN1 andN2 along their boundaries (via some homeomorphism
of the torus). This is a torus bundle over a circle, and is in turn covered by T × R with
deck group Z. Hence M is covered by T × R with deck group the infinite dihedral group
D =
〈
g1, g2 | g
2
1 = g
2
2 = 1
〉
. The induced action on R is the usual discrete action ofD on R,
where g1 and g2 act by reflections about 0 and 1, respectively. The projection T × R → R
therefore induces a projectionM→ I(2, 2), where I(2, 2) is a 1-dimensional orbifold called
the mirrored interval. (See [4] for definitions and notation.) It follows thatM can be viewed
as an orbifold fiber bundle over I(2, 2). The generic fibers of this bundle are 2-sided tori in
M, and the fibers over the mirrored points are the 1-sided tori or Klein bottles ofM.
1.4 Classification of Compact 3-Manifolds Modeled on Sol
In [34], Scott gives the following classification of closed 3-manifolds modeled on Sol.
(Note that a homeomorphism ϕ : T → T of a torus is called hyperbolic if ϕ∗ acts on
H1(T ;Z) with tr(T)2 > 4.)
Theorem 1.4.1 ([34, Theorem 5.3(i)]). Let M be a closed 3-manifold. Then M possesses a ge-
ometric structure modeled on Sol if and only if M is a finitely covered by a torus bundle over S1
with hyperbolic monodromy. In particular, M itself is either a bundle over S1 with fibre the torus
or Klein bottle or is the union of two twisted I-bundles over the torus or Klein bottle.
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We refine this classification as follows.
Theorem 1.4.2. Let M be a closed 3-manifold. Then M possesses a geometric structure modeled
on Sol if and only if one of the following holds:
1. M is a torus bundle over S1 with hyperbolic monodromy, or
2. M is an orientable torus semi-bundle with gluing map (in canonical coordinates) given byr s
t u
 where rstu 6= 0.
The notion of canonical coordinates on the middle torus of a torus semi-bundle is ex-
plained in the definition that precedes Proposition 1.5 of [37].
Proof. It is shown in [37] that an orientable torus semi-bundle admits a Sol structure if and
only if its gluing map is of the form stated above. Hence to complete the proof we must
show that the other types of 3-manifolds mentioned in Scott’s classification do not admit
geometric structures modeled on Sol.
CASE 1. M is a Klein bottle bundle over S1. Let
B =
〈
a, b | aba−1b = 1
〉
be the fundamental group of a Klein bottle, and let A =
〈
a2, b
〉 ≈ Z ⊕ Z be the normal
subgroup of B corresponding to the double cover of the Klein bottle by a torus. The
fundamental group ofM has the form
pi1M =
〈
B, t | txt−1 = ϕ(x), ∀x ∈ B〉
for some automorphism ϕ of B coming from a homeomorphism of the Klein bottle.
We now show that every such automorphism of B preserves the subgroup A. We first
observe that every element of B can be written uniquely as aibj for i, j ∈ Z. Since ϕ
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must preserve the commutator subgroup [B,B] =
〈
b2
〉
, we have ϕ(b2) = b±2, and a short
computation shows that in fact ϕ(b) = b±1. It follows that ϕ(a) = aibj where i, j ∈ Z and
i is odd, since otherwise ϕ has image in the proper subgroup A. We have
ϕ(a2) = (aibj)(aibj) = (aiai)(b−jbj) = a2i,
and similarly ϕ−1(a2) = a2i ′ for some i ′ ∈ Z. From a2 = ϕ−1(ϕ(a2)) = a2i·i ′ we find that
i · i ′ = 1, and so i = ±1. In summary, ϕ(b) = b±1 and ϕ(a2) = a±2, so ϕ preserves the
subgroup A.
We therefore conclude that pi1M contains an index-2 subgroup of the form
H =
〈
A, t | txt−1 = ϕ|A(x), ∀x ∈ A
〉
.
Let M^ be the double cover ofM corresponding toH, which is a torus bundle over S1 with
monodromy ϕ|A. By the argument in the previous paragraph, there is a choice of basis
for A so that
ϕ|A =
±1 0
0 ±1
 .
Therefore ϕ|A corresponds to a periodic homeomorphism of the torus, and so M^ admits
a Euclidean structure by [34, Theorem 5.5]. It follows that M is not does not admit a Sol
structure, for if it did the structure could be lifted to a Sol structure on M^, which would
violate Theorem 1.3.1.
CASE 2. M is a Klein bottle semi-bundle. Then M is double covered by a Klein bottle
bundle over S1 and therefore has a degree-4 cover that is a torus bundle over S1 that
admits a Euclidean structure. As in the previous case,M does not admit a Sol structure.
CASE 3. M is a nonorientable torus semi-bundle. Then M is the union of two twisted
I-bundles N1 and N2 over a torus or Klein bottle, at least one of which (say N1) is an I-
bundle over a torus. We will show that M admits a Seifert fibering, and therefore does
not admit a Sol structure by Corollary 1.3.2.
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Choose an arbitrary Seifert fibration forN2; up to isomorphism there are precisely two
of these when N2 is an I-bundle over a Klein bottle (see [12], for instance) and infinitely
many when N2 is an I-bundle over a torus, as we will show.
If T is a torus, then for any p/q ∈ Q ∪ {∞}, T can be foliated by p/q-curves. This
foliation extends to the product Seifert fibration of T×I by p/q-curves in each torus T×{t}.
Finally, since the covering involution corresponding to the cover T × I → N1 preserves
the fibration on T × I, it descends to a Seifert fibration ofN1 so that ∂N1 is foliated by p/q
curves. Note that this is the one of the “generalized” Seifert fibrations as defined in [34],
as the critical fibers are not isolated. In fact, the one-sided torus in N1 forms a subsurface
of critical fibers.
It follows that a Seifert fibration on M can be constructed by choosing a Seifert fibra-
tion on N1 so that the foliation of the boundary agrees with the image of the foliation of
∂N2 under the gluing map.
1.5 Torus Bundles
The first of the two main theorems that will imply Theorem 1.2.2 is the following.
Theorem 1.5.1. IfM is a torus bundle, then the Simple Loop Conjecture holds forM.
In fact, a slightly stronger result holds for most surfaces.
Theorem 1.5.2. Let Σ be a closed surface and let M be a torus bundle. If χ(Σ) is even and
negative and F : Σ→M is a 2-sided map, then there is a essential simple loop in Σ that represents
an element of ker F∗. If χ(Σ) is odd then there is no 2-sided map Σ→M.
After we prove Theorem 1.5.2, to complete the proof of Theorem 1.5.1 it will remain to
handle the two cases where χ(Σ) = 0. The Simple Loop Conjecture is known to hold for
12
αL L L ′
Figure 1.1: Surgery along α reduces the number of components of L by
one.
maps Σ→Mwhere Σ is a torus andM is any 3-manifold [11, Section 4.4], and Proposition
1.5.5 will deal with the case in which Σ is a Klein bottle.
Let L be a (not necessarily connected) 1-submanifold of a surface Σ and let α be an arc
in Σ with endpoints on L and interior disjoint from L. Then surgery of L along α entails
fattening α to a strip I× I with L ∩ (I× I) = ∂I× I, deleting the interior of ∂I× I from L,
and gluing in I× ∂I to L. Notice that if α is an arc between two distinct components of L,
then the result of surgery along α is to connect the two components of L by a bridge, as
shown in Figure 1.1.
The following can be established by a standard homomtopy argument.
Lemma 1.5.3. Let Σ be a (not necessarily closed) surface, let J denote the open interval (0, 1),
and let H : Σ → J be a map that is transverse to a point r ∈ J. If α is an arc that connects
two components of L = H−1(r) whose interior is disjoint from L, then H can be homotoped in a
neighborhood of α so that the preimage of r changes by surgery along α.
Lemma 1.5.4. Let Σ be a closed surface, letG : Σ→ S1 be a pi1-surjective map, and choose q ∈ S1.
Then G can be homotoped so that the preimage L = G−1(q) is a essential 2-sided simple loop in Σ.
Proof. ChooseGwithin its homotopy class so that q is a regular value ofG and L = G−1(q)
is a collection of disjoint simple loops inΣwith a minimal number of components. Observe
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that L is 2-sided but may not be connected. We shall show that the minimality assumption
on L along with the assumption that G is pi1-surjective forces L to be connected.
Choose a co-orientation of q ∈ S1 and pull it back to a co-orientation of L in Σ. We
summarize this data by drawing a single arrow orthogonal to each component of L that
indicates to which side of each component the co-orientation is pointing, as demonstrated
in Figures 1.1 and 1.2. When we cut Σ along L to obtain Σ\\L, we label the boundary
components of the resulting surface with the co-orientations of the components of the L
that the boundary components correspond to.
We can homotopeG to reduce the number of components of Lwhenever a component
Σ0 of Σ\\L has two boundary loops that are either both co-oriented into or both co-oriented out
of Σ0. This happens, for instance, whenever Σ0 has three or more boundary components.
Start by choosing a simple arc α ⊂ Σ0 connecting the two boundary components of Σ0
with coherent co-orientations, so that G(α) is a nullhomotopic loop in S1 based at q. If U
is a small neighborhood of α in Σ, then we can homotope Gwith support in U so that G|U
is not surjective. Hence G|U has image in a subset of S1 homeomorphic to J = (0, 1), and
so we may apply Lemma 1.5.3 to G|U to obtain a further homotopy of G supported in U.
This has the effect of surgering L along α, which reduces of the number of components of
L by one as shown in Figure 1.1.
Another reduction of L is possible if some component Σ0 of Σ\\L has only one bound-
ary component. In this case, we homotope G by sending all of Σ0 past q; this homotopy
can be taken to be the identity outside of any neighborhood of Σ0. If L ′ is the preimage
of q after the homotopy, then L ′ consists of the same loops as L except for the loop that
formed the boundary of Σ0, which has been eliminated.
It follows that if G is chosen to minimize the number of components of L, then every
component Σ0 of Σ\\L has exactly two boundary components: one co-oriented into Σ0
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Figure 1.2: If L has more than one component, then no loop in Σ can have
a signed intersection of ±1with L.
and the other co-oriented out of Σ0, as shown in Figure 1.2. We now observe that the
homomorphism G∗ : pi1Σ → pi1S1 ≈ Z is given by signed intersection with L, where
the sign measures whether a loop in Σ agrees with the co-orientation of L. From the
construction of the co-orientation we see that G∗ must have image |L|Z ≤ Z. Since G∗ is
surjective, we have |L| = 1, and so L is connected. This completes the proof.
Proof of Theorem 1.5.2. Let P : M → S1 denote the bundle projection of M, and let G =
P ◦ F : Σ→ S1.
CASE 1. The map G is pi1-surjective. Applying Lemma 1.5.4 to G, we may homotope
G so that the preimage of a point q ∈ S1 is a 2-sided simple loop L ⊂ Σ for which any
loop in Σ\\L has inessential image under G. Since we have that G(Σ\\L) ⊂ {S1\q}, we
may use the homotopy lifting property of the fiber bundleM→ S1 to homotope F so that
F(Σ\\L) ⊂M\Mq, whereMq is the fiber ofM lying above q.
SinceM\Mq is homeomorphic to T × I and is therefore orientable, it follows from the
2-sidedness of F that Σ\\L must be orientable. Therefore Σ\\L is an orientable compact
surface with two boundary components, and so χ(Σ\\L) = χ(Σ) must be even. This
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δγ
β
L
Figure 1.3: The simple loop β in ker F∗ is the boundary of the punctured
torus Σ0 ⊂ Σ.
proves the claim that there is no 2-sided map Σ→Mwhen χ(Σ) is odd.
We may now suppose that χ(Σ) = 2 − 2g, where g ≥ 2 is an integer. Then χ(Σ\\L) =
2− 2g, so Σ\\L is the connect sum of a twice-punctured sphere with g− 1 tori. It follows
that there is an embedded punctured torus Σ0 in Σ\\L. The boundary loop β of Σ0 is a
separating simple loop in Σ whose corresponding element in pi1Σ is the commutator of
the elements represented by loops γ and δ, as shown in Figure 1.3. The loops β, γ, and
δ all have image in M\Mq, and since M\Mq has abelian fundamental group it follows
that F∗[β] is trivial in pi1M. Thus β is the desired essential simple loop in the kernel of F∗.
(A similar argument shows that any essential separating loop in Σ\\L must represent an
element of ker F∗.)
CASE 2. The map G is not pi1-surjective. In this case, either G∗ is the zero map or it has
image nZ ≤ Z ≈ pi1S1 for some n 6= 0,±1.
If G∗ is the zero map, then G is homotopic to a constant map, and the homotopy can
be lifted to a homotopy of F so that the resulting image of Σ is contained in a torus fiber
Mp ofM. SinceMp is an orientable 2-sided submanifold ofM, by the 2-sidedness of Fwe
have that Σ is orientable, and so χ(Σ) cannot be odd. If χ(Σ) ≤ −2 then there is a essential
separating loop in Σ, and we argue as above that such a loop represents an element of
ker F∗.
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If instead G∗ has image a finite index subgroup nZ ≤ Z, then p−1∗ (nZ) is a proper
finite-index subgroup of pi1M and F lifts to the corresponding cover M˜ → M. Since M˜
must also be a torus bundle over a circle and the projection M˜ → M is pi1-injective, we
may replaceM by M˜ and F by its lift and appeal to Case 1.
The following result will complete the proof of Theorem 1.5.1.
Proposition 1.5.5. Let K be a Klein bottle and let G be an infinite torsion-free group. If f :
pi1K→ G is a homomorphism with nontrivial kernel, then there is a essential simple loop in K that
represents an element of ker f.
Proof. We proceed by reducing to the case in which f has image an infinite cyclic subgroup
of G. Write the fundamental group of K as
pi1K =
〈
a, b | aba−1b = 1
〉
,
and let H =
〈
a2, b
〉 ≤ pi1K be the index-2 subgroup of pi1K corresponding to the double
cover of K by a torus. The kernel of f|H must be nontrivial: for if x ∈ ker f∗ is not the
identity then x2 ∈ H∩ ker f∗ is also not the identity. Hence f|H is a non-injective map from
a rank-2 free-abelian group to a torsion free group, and so the image of f|H is either trivial
or infinite cyclic. If f(H) = 1, then since f(a)2 = f(a2) = 1 andM is torsion-free, f(a) must
be trivial. In this case f is the trivial map and we’re done. If f(H) is infinite cyclic, then
f(pi1K) is a virtually-infinite-cyclic torsion-free group, and so must be infinite cyclic (see,
for instance, [35, Theorem 5.12]).
Therefore we may replace f by a surjective map f ′ : pi1K → Z. Since S1 is a K(Z, 1),
there is a map F : K → S1 with F∗ = f ′, and so Lemma 1.5.4 can be applied to obtain a
essential 2-sided simple loop L ⊂ K such that every loop in K\L has inessential image in
S1. Hence we see that K\L is an annulus, the core of which is a essential simple loop in K
that represents an element of ker f ′, and hence of ker f.
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1.6 Torus Semi-Bundles
The following theorem, together with Theorem 1.5.1, will establish Theorem 1.2.2.
Theorem 1.6.1. If M is an orientable torus semi-bundle that admits a geometric structure mod-
eled on Sol, then the Simple Loop Conjecture holds forM.
As in the torus bundle case, we have a slightly stronger statement for maps from
surfaces of sufficiently large genus into orientable torus semi-bundles.
Theorem 1.6.2. Let Σ be a closed surface and letM be an orientable torus semi-bundle. If χ(Σ) <
−2 and F : Σ→M is a 2-sided map, then there is an essential simple loop in Σ that represents an
element of ker F∗.
To prove the theorem, we will employ the following two lemmas, which allow us to
homotope maps from surfaces to torus semi-bundles into a simplified position.
Lemma 1.6.3. Let Let M be an orientable torus semi-bundle with middle torus S ⊂ M, let Σ be
a (not necessarily closed) surface, and let F : Σ → M be a map that is transverse to S. Suppose
that α ⊂ Σ is a simple arc that connects two distinct components of L = F−1(S) whose interior is
disjoint from L and that F(α) is homotopic (rel endpoints) into S. Then F can be homotoped in a
neighborhood of α so that the preimage of S changes by surgery along α.
Proof. Let U be a tubular neighborhood of α in Σ that does not intersect any components
of L except the two that are connected by α. Since F(α) is homotopic into S, after possibly
shrinking U we can homotope F with support in U so that F|U has image that does not
intersect either of the 1-sided surfaces that are the zero sections of the twisted I-bundles
that were used to constructM.
It follows that F|U has image in a subset of M that is homeomorphic to T × J, where T
is a torus and J = (0, 1). Let P : T × J→ J denote the projection onto the second factor, and
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L
Σ1 Σ2
Figure 1.4: The multicurve L is a collection of parallel loops separating Σ
into a collection of annuli along with two punctured surfaces,
Σ1 and Σ2.
let r ∈ J be the image of S. Then P ◦ F|U : U→ J satisfies the assumptions of Lemma 1.5.3,
so we may apply it to obtain a homotopy of P ◦ F|U after which L has been surgered along
α. Since T × J→ J is a fiber bundle, we can lift the homotopy of P ◦ F|U to a homotopy of
F|U, and from that we obtain a homotopy of F supported in U, as desired.
Lemma 1.6.4. Let M be an orientable torus semi-bundle with middle torus S ⊂ M, let Σ be
a closed surface with χ(Σ) < 0, and let F : Σ → M be a (2-sided) map that injects on simple
loops (that is, there are no elements represented by simple loops in the kernel of F∗). Then F can
be homotoped so that L = F−1(S) is either empty or is a collection of parallel 2-sided separating
essential simple loops in Σ.
Figure 1.4 shows a typical picture of L ⊂ Σwhen L 6= ∅.
Proof. In the notation of Section 1.3.1, let M = N1 ∪ϕ N2 with monodromies ρi : pi1Ni →
Z/2. Choose Fwithin its homotopy class so that F is transverse to S and so that L = F−1(S)
is a minimal collection of 2-sided simple loops in Σ.
STEP 1. First, suppose that some component Σ0 of Σ\\L has three or more boundary
components. Let C1, C2, C3 be three of the boundary components of Σ0. (Since S separates
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α α ′
α ′′
Σ0
Figure 1.5: The arcs α, α ′, and α ′′ joining the boundary components of Σ0.
M, no two of the Ci correspond to the same component of L.) Choose a basepoint q ∈ S;
after a homotopy of F supported in a tubular neighborhood of theCi, we may assume that
eachCi contains a point pi for which F(pi) = q. In Σ0 choose simple arcs α from p1 to p2, α ′
from p2 to p3, and α ′′ from p1 to p3 such that α ′′ is path-homotopic to the concatenation of
α and α ′, as shown in Figure 1.5. By construction, each of F(α), F(α ′), and F(α ′′) are loops
in M based at q, and without loss of generality all three lie in N1. It follows that ρ1[F(α)],
ρ1[F(α
′)], and ρ1[F(α ′′)] are elements in Z/2 with ρ1[F(α)] + ρ1[F(α ′)] = ρ1[F(α ′′)], and so
one of the three elements must be trivial in Z/2. Hence one of the arcs (say α) in Σ0 has
image under F that is homotopic into ∂N1 = S, and so by Lemma 1.6.3 we can homotope
F so that the result on L is surgery along α, which reduces the number of components of
L.
STEP 2. Next, suppose that some component Σ0 of Σ\\L has two boundary compo-
nents and is not an annulus. As in the previous step, we can homotope F in a neighbor-
hood of ∂Σ0 so that each boundary component has a point pi (i = 1, 2) that maps to the
basepoint q ∈ S. Without loss of generality we assume that F(Σ0) ⊂ N1. There are two
cases to consider.
CASE 2A. There is a simple loop α ⊂ Σ0 based at p1 with ρ1[F(α)] nontrivial in Z/2.
Homotope α in Σ0 so that α becomes the concatenation of two simple arcs α ′ and α ′′ from
p1 to p2, as shown in Figure 1.6. It follows that F(α ′) and F(α ′′) are loops in N1 based
20
p1
p2
α
Σ0
p1
p2
α ′
α ′′
Σ0
Figure 1.6: Pulling α towards p2 and viewing it as two arcs.
p1
γ
δ
β
Σ0
Figure 1.7: The simple loop β represents the commutator of [γ] and [δ].
at q, and since ρ1[F(α ′)] + ρ1[F(α ′′)] = ρ1[F(α)] is nontrivial in Z/2, one of ρ1[F(α ′)] and
ρ1[F(α
′′)] must be trivial. As before, an arc with trivial image can be used (Lemma 1.6.3)
to homotope F surger L, which reduces the number of components of L by one.
CASE 2B. For every simple loop α ⊂ Σ0 based at p1, ρ1[F(α)] is trivial. Since we
assumed Σ0 is not an annulus, it is a twice-punctured orientable surface of genus greater
than 0. It follows that we can find two simple loops γ and δ in Σ0 whose commutator in
pi1Σ0 is represented by a simple loop β; see Figure 1.7. Since [β], [γ], [δ] ∈ pi1Σ0 all have
trivial image under ρ1 ◦F∗, ρ1[F(β)], ρ1[F(γ)], and ρ1[F(δ)] must lie in the subgroup of pi1N1
corresponding to the boundary S. But since pi1S is abelian, the commutator F∗[β] is trivial.
This contradicts the assumption that F injects on simple loops, and so it is impossible that
ρ1 ◦ F∗ is trivial on every simple loop in Σ0.
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We conclude that the number of components of L can be reduced whenever some
component of Σ\\L has exactly two boundary components and is not an annulus.
STEP 3. It follows from the previous two steps that if F is chosen in its homotopy class
so that L has a minimal number of components, then L is either empty or every compo-
nent of Σ\\L is either an annulus or a surface with exactly one boundary component. The
assumption that χ(Σ) < 0 rules out the possibility that every component of Σ\\L is an an-
nulus, and so Σ consists of two punctured orientable surfaces connected by some number
of annuli.
Proof of Theorem 1.6.2. Let Σ be a closed surface with χ(Σ) < −2, let M = N1 ∪ϕ N2 be
a torus semi-bundle, and let F : Σ → M be a 2-sided map. By Lemma 1.6.4, we may
assume that F has been homotoped so that L = F−1(S) is either empty or is a collection of
parallel curves as in Figure 1.4. (According to the lemma, if this is not possible then we
can already find a simple loop in ker F∗.)
If L = ∅ then without loss of generality F has image inN1, which is homotopy equiva-
lent to a Klein bottle. Since pi1N1 does not contain the fundamental group of any surface of
negative Euler characteristic, the induced map pi1Σ → pi1N1 has nontrivial kernel. Using
Gabai’s result [8], we conclude that there is a simple loop in the kernel of F∗.
We now consider the case in which L 6= ∅. If Σ1 and Σ2 are the two non-annular
subsurfaces of Σ as shown in Figure 1.4, then
χ(Σ1) + χ(Σ2) = χ(Σ).
It follows that either χ(Σ1) < −1 or χ(Σ2) < −1.
Without loss of generality, we will henceforth assume that χ(Σ1) < −1 and that F(Σ1) ⊂
N1.
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If f = ρ1◦(F|Σ1)∗ : pi1(Σ1)→ Z/2, then since F sends ∂Σ1 (which is a component of L) into
S, we have f[∂Σ1] = 0. It follows that f represents a class inH1(Σ1, ∂Σ1;Z/2). If f represents
the trivial class, then all of F(Σ1) is homotopic into S, and we can homotope F to send all of
Σ1 past S and reduce the number of components of L, contradicting the assumption that
F has already been homotoped to minimize the number of components. Therefore f is
nontrivial in H1(Σ1, ∂Σ1;Z/2), and so by Lefschetz Duality, there is a nontrivial homology
class f∗ ∈ H1(Σ1;Z/2) for which the value of f on any loop α based on ∂Σ1 is given by the
signed intersection (mod 2) of αwith any 1-chain representing of f∗.
Let ` be a simple loop in Σ1 that represents f∗. (A simple loop representative exists by
[25].) Since f∗ is nontrivial, ` is essential and every loop in Σ1\` is in the kernel of f and
therefore has image in N1 that is homotopic into S. The fact that χ(Σ1) < −1 implies that
Σ1\\` is homeomorphic to a closed surface of genus at least one with three open discs
removed. As in the proof of Theorem 1.5.2, we can find an embedded punctured torus P
in Σ1\\`whose boundary β represents the commutator of simple loops γ and δ contained
in P. Since [β], [γ], and [δ] all have image under F∗ in the abelian subgroup pi1S ≤ pi1M,
we conclude that β is the desired simple loop representing an element of ker F∗.
With Proposition 1.5.5 and the proof of the Simple Loop Conjecture when the domain
is a torus given in [11], we will complete the proof of Theorem 1.6.1 with the following
special case.
Lemma 1.6.5. Let Σ denote the closed orientable surface with χ(Σ) = −2. If M is an orientable
torus semi-bundle and F : Σ→M is a (2-sided) map, then either there is a essential simple loop in
ker F∗ orM does not admit a geometric structure modeled on Sol.
Proof. By Lemma 1.6.4, we can homotope F so that the preimage L = F−1(S) of the middle
torus of M is a minimal collection of parallel curves in Σ as in Figure 1.4. As in the proof
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of Theorem 1.6.2 we may also assume that L 6= ∅, so L separates Σ into punctured tori Σ1
and Σ2 along with a collection of n = |L|− 1 annuli.
CASE 1: n = 0. In this case, L is connected and separates Σ into punctured tori Σ1 and
Σ2. We can write the fundamental group of Σ as
pi1Σ = 〈a1, b1, a2, b2 | [a1, b1] = [a2, b2]〉 ,
where ai and bi are the generators of the fundamental group of Σi. The fundamental
group ofM has presentation
pi1M =
〈
x1, y1, x2, y2 | xiyix
−1
i yi = 1, x
2
1 = x
2r
2 y
t
2, y1 = x
2s
2 y
u
2
〉
,
where xi and yi are the generators of the fundamental group of the twisted I-bundle over
a Klein bottle Ni, and M has been constructed by gluing N1 to N2 via a homeomorphism
∂N1 → ∂N2 whose matrix is r s
t u
 ∈ GL2(Z)
with respect to the bases
〈
x2i , yi
〉
of the fundamental groups of the boundaries of the Ni.
By the definition of L we see that F restricts to a proper map of Σi into Ni, and so F∗(ai)
and F∗(bi) must lie in 〈xi, yi〉 for i = 1, 2. The subgroup 〈xi, yi〉 of pi1M is isomorphic to
the fundamental group of a Klein bottle, and its commutator subgroup is infinite cyclic
with generator y2i . Hence the commutators [ai, bi] are mapped to even powers of yi, and
from the relation in pi1Σwe obtain an equation
y2k11 = y
2k2
2
for some integers k1 and k2. Applying the rightmost relation of the presentation of pi1M
given above, we have
x4sk12 y
2uk1
2 = y
2k2
2 .
Since this is an equation in
〈
x22, y2
〉 ≈ Z⊕ Z, we can conclude that 4sk1 = 0, and so either
k1 = 0 or s = 0. If k1 = 0, it follows that the curve L (which represents the elements [a1, b1]
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Figure 1.8: The arc α connecting the points pi in the case n = 3.
and [a2, b2] in pi1Σ) has image y2k11 = 1, so L is a essential simple loop in the kernel of F∗.
If s = 0, then by Theorem 1.4.2 it follows that M does not admit a geometric structure
modeled on Sol.
CASE 2: n > 0. In this case, L has multiple components; we will show that F can be
lifted to a torus semi-bundle cover of M in which the preimage of the middle torus is
connected, thereby reducing to the case in which n = 0. Choose points p0, . . . , pn on the
n+ 1 components of L, and let α ⊂ Σ be a simple arc with end points at p0 and pn whose
intersection with L is the points pi. For i = 0, . . . , n − 1 let αi denote the segment of α
between pi and pi+1, as shown in Figure 1.8. By adjusting F by a homotopy that preserves
L, we may assume that F(pi) = q for some basepoint q ∈ S ⊂M, and so F(αi) is a loop in
M based at q representing an element wi ∈ pi1M.
In the notation of the previous case, we assume that F∗(a1) and F∗(b1) lie in 〈x1, y1〉 ≤
pi1M, and by the definition of L we have that wi ∈ 〈xji , yji〉 where ji = 1 if i is odd and
ji = 2 if i even. We may also assume that wi /∈
〈
x2ji , yji
〉
, for if wi ∈
〈
x2ji , yji
〉
then αi
is a proper simple arc in a component Σ\\L with image homotopic into S, and we can
reduce the number of components of L, which contradicts the minimality assumption. If
w = w0 · · ·wn−1, then we have
F∗(pi1Σ) ≤
〈
x1, y1, wxkw
−1, wykw
−1
〉
,
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where k = 1 if n is odd and k = 2 if n is even.
If D =
〈
g1, g2 | g
2
1 = g
2
2 = 1
〉
denotes the infinite dihedral group, then there is a ho-
momorphism f : pi1M → D given by xi 7→ gi and yi 7→ 1 for i = 1, 2. The cover of M
corresponding to ker f is T ×R with deck groupD, as described in Section 1.3.1. For each
i = 0, . . . , n − 1, since wi /∈
〈
x2ji , yji
〉
we have f(wi) = gji , and it follows that f(w) is a
reduced word in D of length n starting with g2. The image of pi1Σ under the composition
f ◦ F∗ is the subgroup
H =
〈
g1, f(w)gkf(w)
−1
〉 ≤ D,
which itself is isomorphic to the infinite dihedral group. Let M^ be the quotient of S × R
by H, which is another torus semi-bundle that is the cover of M corresponding to the
subgroup f−1(H). Then M^ contains n + 1 tori S0, . . . , Sn that are lifts of S, and the result
of splitting M^ along these tori is n products T × I (each of which double-coversN1 orN2)
along with two twisted I-bundles over a Klein bottle (each of which projects to N1 or N2
by a homeomorphism). The Si are parallel and one can show that F^−1(Si) is connected for
i = 0, . . . , n, where F^ : Σ → M^ is the lift of F to M^. Hence we can take any of the Si to be
the “middle torus” of M^.
Therefore we may apply the argument of the first case of this proof to F^ to find either a
essential simple loop in ker F^∗ or that M^ is Seifert fibered. In the former case, an essential
simple loop in ker F^∗ is also an essential simple loop in ker F∗. In the latter, if M^ is Seifert
fibered then it carries a Euclidean or Nil structure, and therefore so does M. It follows
thatM is Seifert fibered as well.
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1.7 The Simple Loop Conjecture for Metabelian Groups
An orientation character on a group G is a homomorphism ρG : G → Z/2, and an oriented
group is a pair (G, ρG) where ρG is an orientation on G. When G is the fundamental group
of a manifold M, we take ρG to be the orientation character ρM defined in Section 1.3.
Similarly, one can say what it means for a homomorphism between two oriented groups
to be 2-sided. It then seems natural to ask if the following generalization of the Simple
Loop Conjecture holds for a fixed oriented group G.
Statement. Let Σ be a closed surface and let (G, ρG) be an oriented group. If f : pi1Σ → G
is a 2-sided homomorphism that is not injective, then there is an essential simple loop in Σ that
represents an element of the kernel of f.
When G is the fundamental group of an aspherical 3-manifold this is equivalent to
the Simple Loop Conjecture for 3-manifolds. This statement is known to be false when
G = PSL(2,C) by work of Cooper-Manning [5] and whenG = PSL(2,R) by work of Mann
[20]. (In both cases, G carries the trivial orientation character as it is identified with the
groups of orientation-preserving isometries of hyperbolic 3- and 2-space, respectively.)
A group is called metabelian if it fits into a short exact sequence of the form
1 −→ A −→ G −→ B −→ 1,
where A and B are abelian groups. For example, the fundamental groups of the torus
bundles treated in Section 1.5 are metabelian withA = Z⊕Z and B = Z. One might be led
to ask if the group-theoretic version of the Simple Loop Conjecture holds for metabelian
groups, and if a technique similar to that of Section 1.5 can be used to prove it. We provide
the following result in this direction.
Theorem 1.7.1. Let (G, ρG) be an oriented group that fits into an exact sequence of the form
1 −→ A −→ G −→ Z −→ 1,
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where A is abelian, and suppose that A ≤ ker ρG. If Σ is a closed surface of genus at least two,
then the group-theoretic version of the Simple Loop Conjecture holds for Σ and G.
Proof. This will be a group-theoretic analogue to the proof of Theorem 1.5.2. Let p : G→ Z
denote the projection map in the short exact sequence. For a surface Σ and a 2-sided
homomorphism f : pi1Σ → G, we may assume that f is surjective. For if not, then either
f(pi1Σ) lies inA and any separating simple loop in Σ represents an element of ker f, or p◦f
has nontrivial image and we replace G by f(pi1Σ), ρG by (ρG)|f(pi1Σ), A by A ∩ f(pi1Σ), and
Z by (p ◦ f)(pi1Σ) ≈ Z.
There is a map Σ→ S1 whose induced homomorphism on fundamental groups is p◦f,
and by applying Lemma 1.5.4 to this map we find a simple nonseparating loop L ⊂ Σ such
that every element of pi1(Σ\\L) ≤ pi1Σ is contained in ker(p ◦ f). By exactness, f(pi1(Σ\\L))
is contained in A, and the assumptions that f is 2-sided and that A ≤ ker ρG imply that
Σ\\Lmust be orientable.
As shown in the proof of Theorem 1.5.2 there are essential simple loops β, γ, and δ in
Σ representing elements of ker(p ◦ f) and with [β] equal to the commutator of [γ] and [δ].
By exactness, f[β], f[γ], and f[δ] are contained in A, and since A is abelian we have that
f[γ] is trivial.
We conclude by showing that, despite the previous result, the group-theoretic Simple
Loop Conjecture does not hold for all torsion-free metabelian groups. This is a torsion-free
version of a finite example due to Casson [19, Section 2].
Example 1.7.2. Let Σ be a surface of genus g ≥ 2. We will give a topological construction
of the quotient of pi1Σ by its second derived subgroup, which is sometimes called the
metabelianization of pi1Σ. From the construction we will see that the kernel of pi1Σ → G
does not contain any elements represented by simple loops in Σ.
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First, let B = H1(Σ) (with Z coefficients understood), let f1 : pi1Σ → B be the abelian-
ization map, and let K1 = ker f1. Let P : Σ^ → Σ be the cover of Σ corresponding to K1.
Next, let f2 : pi1Σ^ → H1(Σ^) be the analogous natural map for Σ^, and let K2 = ker f2. We
have K2 ≤ pi1Σ^ ≈ K1 ≤ pi1Σ, and so we identify K2 with its image under P∗ and consider it
a subgroup of pi1Σ.
Observe that K1 does not contain any element of pi1Σ represented by a nonseparating
simple loop in Σ, but does contain every element represented by a separating simple loop
in Σ. Hence every separating simple loop in Σ lifts to Σ^; we now show that every such
loop lifts to a nonseparating simple loop in Σ^.
We first observe that B ≈ Z2g is a one-ended group. Since B acts properly on Σ^ with
compact quotient Σ, it follows that Σ^ is a one-ended space. Any inessential separating
simple loop in Σ^must therefore separate Σ^ into a compact piece and a noncompact piece.
Hence if β is a simple separating loop in Σ for which some (and hence any) lift β^ of
β separates Σ^, then β^ cuts off a compact subsurface Σ^β^ ⊂ Σ^. If β^ ′ is another lift of β,
then β^ and β^ ′ are disjoint, and the regularity of the cover Σ^ → Σ implies that there is
a deck transformation of Σ^ that takes β^ ′ to β^. This deck transformation must take Σ^β^ ′
homeomorphically onto Σ^β^. If one of these subsurfaces is contained in the other (say
Σ^β^ ′ ⊂ Σ^β^) then β^ and β^ ′ must be parallel. However, this is impossible: for by choosing
hyperbolic metrics on Σ and Σ^ so that the covering action is by isometries, and choosing
β, β^, and β^ ′ to be the unique geodesics in their homotopy classes, we see that if β^ and β^ ′
are parallel then they are not distinct lifts of β.
It follows that the subsurfaces Σ^β^ (as β^ ranges over the lifts of β) must be disjoint.
In particular, each such subsurface does not contain any lifts of β in its interior. Thus
the covering map Σ^ → Σ restricts to a cover of a component of Σ\β by Σ^β^, and since β^
projects to β via a homeomorphism, the restricted cover is a homeomorphism. However,
this is impossible, as Σ^β^ is not a disk and so must contain a nonseparating simple loop,
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and this nonseparating loop is a lift of its image under the covering projection. We have
already observed that such loops do not lift from Σ to Σ^, and so from this contradiction
we conclude that β^ (and hence every lift of β to Σ^) must be nonseparating.
It follows that K2 does not contain any elements represented by simple loops of Σ, since
the nonseparating simple loops in Σ are homologically nontrivial, and the separating sim-
ple loops of Σ lift to homologically nontrivial loops in Σ^. Hence if we let G = pi1Σ/K2 and
let f : pi1Σ→ G be the quotient map, then f is a noninjective map with no elements repre-
sented by essential simple loops in its kernel. If A = pi1Σ^/K2 ≈ H1(Σ^), then A is abelian
and we have
G/A = (pi1Σ/K2)/(pi1Σ^/K2) ≈ pi1Σ/pi1Σ^ ≈ pi1Σ/K1 ≈ H1(Σ),
which is also abelian. Thus we see that G is metabelian, for it fits into the short exact
sequence
1 −→ H1(Σ^) −→ G −→ H1(Σ) −→ 1,
and so we have constructed the desired group G and map f : pi1Σ→ G.
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CHAPTER 2
SURFACES IN 4-MANIFOLDS: TRISECTIONS
The notion of a trisection of a smooth 4-manifold was introduced by Gay and Kirby in
2012 [9] as a four-dimensional analogy of Heegaard splittings of 3-manifolds. Whereas
a Heegaard splitting is a decomposition of a 3-manifold into two three-dimensional han-
dlebodies that meet along a surface, a trisection of a 4-manifold is a decomposition into
three four-dimensional handlebodies whose mutual intersection is a surface.
In this chapter we will introduce Heegaard splittings and trisections and explore ways
in which the central surfaces in the latter reflects the topology of the ambient 4-manifold.
We will further examine ways in which the data of a trisection of a 4-manifold can be
expressed in terms of the mapping class group of the central surface.
2.1 Preliminaries and Heegaard Splittings
For the rest of the chapter, we will assume that every manifold comes with a smooth
structure. This is automatic for manifolds of dimension two and three [29, 26, 27], but is
a nontrivial assumption in dimension four.
We will use the word glue in this chapter to refer to the process of building a manifold
from two manifolds with boundary by identifying their boundaries via a homeomor-
phism. Explictly, let M and N be manifolds with boundary and let G : ∂M → ∂N be a
homeomorphism. The result of gluingM andN together usingG is the quotient manifold
(M unionsqN)/(x ∼ G(x) for all x ∈ ∂M).
It is well-known that if M and N are smooth manifolds and G is a diffeomorphism then
the glued manifold admits a natural smooth structure, and furthermore that gluing M
and N together via isotopic diffeomorphisms ∂M→ ∂N produces diffeomorphic results.
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Connect Sums and Boundary Connect Sums
If M and N are two oriented connected n-dimensional manifolds, the connect sum of M
and N refers to the n-manifold constructed by deleting open n-balls from the interiors of
M and N and gluing them together by an orientation-reversing diffeomorphism of the
resulting (n − 1)-sphere boundaries. The result, denoted M#N, does not depend on the
choice of n-ball in either summand, and this process can be adjusted so to give M#N a
smooth structure ifM and N have smooth structures as well.
IfM andN are two oriented connected n-manifolds each with a single boundary com-
ponent, the boundary connect sum of M and N, denoted M\N, is obtained by deleting
(n− 1)-balls from the interiors of ∂M and ∂N and gluingM andN together via an orien-
tation reversing diffeomorphism of the resulting (n − 2)-spheres. Similar to the connect
sum, M#N is independent of the choices made in the construction and can be given a
smooth structure whenM and N are smooth.
For g ≥ 0, the phrase (three-dimensional) genus-g handlebody will be used to refer to
the result of attaching g copies of D2 × I (“handles”) to the boundary of a 3-ball D3 via
embeddings ofD2 unionsqD2 ⊂ ∂(D2 × I) in ∂D3 = S2. The boundary of a genus-g handlebody
is a genus-g surface.
The definition of a trisection will require the four-dimensional version of a handle-
body, which we will simply call a four-dimensional handlebody. This is obtained by at-
taching four-dimensional handles D3 × I to a 4-ball D4 via embeddings of D3 unionsq D3 in
∂D4 = S3. We will occasionally use the notation \k(S1 × D3) to refer to this object; the
genus k ≥ 0 is the number of handles attached. We note that the boundary of a genus-k
four-dimensional handlebody is diffeomorphic to #k(S1 × S2).
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2.1.1 Disk Systems
The notion of a disk system will let us define Heegaard and trisection diagrams, which
will be important tools for visualizing these structures.
Definition 2.1.1. If Σ is a genus-g surface, a disk system is a set of g pairwise-disjoint simple
loops α = {α1, . . . , αg} on Σ such that Σ\α is diffeomorphic to a sphere with 2g open disks
removed.
We think of a disk system on Σ as giving instructions for building a genus-g handle-
body with boundary Σ. The procedure is as follows: start with the thickened surface
Σ × [0, 1], and for each i attach a thickened disk D2 × I to Σ × {1} via a map that sends
S1× I ⊂ ∂(D2× I) toN(αi)× {1} ⊂ Σ× [0, 1], whereN(αi) is a regular neighborhood of αi
in Σ. After attaching all g of the disks, the result is a 3-manifold with two boundary com-
ponents, one of which is diffeomorphic to Σ and the other of which is diffeomorphic to a
2-sphere. The construction is completed by filling in the 2-sphere boundary component
with a 3-ball. To see that the result is a handlebody, consider the pieces in the opposite
order in which they were added: there is the 3-ball that we added last, the disks that were
attached to Σ×{1} look like handles attached to the 3-ball, and the Σ× [0, 1] that we started
with is a collar of the boundary of the handlebody.
Conversely, if Σ is identified as the boundary of a handlebody H, we obtain a disk
system on Σ by choosing g pairwise-disjoint embedded disks in H whose union does not
separate H and considering their boundary curves on Σ. By the definition of a handle-
body, such a collection always exists, but if g > 1 then there are infinitely many such
collections. The following notion is useful in dealing with the resulting ambiguities.
Definition 2.1.2. Let α = {α1, . . . , αg} be a disk system on Σ, and let c be an arc with
endpoints on αi and αj for some i 6= j whose interior is disjoint from α. Let α ′i be the
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simple loop obtained as the boundary of a regular neighborhood of αi ∪ c∪αj. Then α ′i is
called a handleslide of αi over αj.
Observe that, by construction, α ′ = (α\{αi}) ∪ {α ′i} is also a disk system on Σ. For
convenience we will also refer to the process of replacing α by α ′ as a handleslide.
Lemma 2.1.3. If α and α ′ are two disk systems on Σ, then α and α ′ correspond to the same
handlebody with boundary Σ if and only if there is a sequence of handeslides that transforms α
into α ′.
This can be proved using Morse theory or via direct topological arguments, as in [15,
Section 2].
2.1.2 Heegaard Splittings of 3-Manifolds
Definition 2.1.4. If M is a closed orientable 3-manifold, a genus-g Heegaard splitting is a
decomposition
M = H1 ∪H2
such that
1. H1 and H2 are handlebodies of genus-g, and
2. F = H1 ∩H2 is a surface of genus−g that is the boundary of both H1 and H2.
The surface F is called the splitting surface of the Heegaard splitting. We say two Heegaard
splittings M = H1 ∪ H2 and M ′ = H ′1 ∪ H ′ are equivalent if there is a diffeomorphism
T :M→M ′ such that T(H1) = H ′1 and T(H2) = H ′2.
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Every closed, orientable 3-manifold admits a Heegaard splitting. Heegaard splittings
have been studied since the early twentieth century and form part of the basis of classical
3-manifold topology. See, for instance, [13] for a more complete introduction.
Connect Sums of Heegaard Splittings
If M = H1 ∪ H2 and M ′ = H ′1 ∪ H ′2 are two 3-manifolds with Heegaard splittings of
genera g and g ′ and with splitting surfaces F and F ′, we obtain a genus-(g+g ′) Heegaard
splitting of the connect sumM#M ′ by carrying out the connect sum operation using open
3-balls B ⊂ M and B ′ ⊂ M ′ such that B ∩ F and B ′ ∩ F ′ are open disks, and choosing a
diffeomorphism ∂(M\B)→ ∂(M ′\B ′) that restricts to a diffeomorphism ∂(F\B)→ ∂(F ′\B ′).
The resulting Heegaard splitting is
M#M ′ = (H1\H ′1) ∪ (H2\H2)
with splitting surface F#F ′.
Definition 2.1.5. A Heegaard splitting is reducible if it is equivalent to a connect sum of
two Heegaard splittings of positive genus. A Heegaard splitting that is not reducible is
irreducible.
Examples of Heegaard Splittings
The decomposition of S3 into the union of two 3-balls is the only genus-0Heegaard split-
ting. The standard decomposition of S3 into the union of two tori is a genus-1 split-
ting. More generally, if H1 ⊂ S3 is an unknotted embedded genus-g handlebody, then
H2 = S3\H1 is also a handlebody, and the decomposition S3 = H1 ∪ H2 is a genus-g
splitting of S3.
35
If S2 = D1 ∪D2 is a decomposition of the 2-sphere into two disks that meet along their
boundaries, then
S1 × S2 = (S1 ×D1) ∪ (S1 ×D2)
is a genus-1 Heegaard splitting of S1 × S2.
If M = H1 ∪ H2 is a 3-manifold with genus-g Heegaard splitting, then we can obtain
a genus-(g + 1) Heegaard splitting of M ∼= M#S3 by connect summing M = H1 ∪ H2
with the genus-1 splitting of S3 mentioned above. The result is called the stabilization of
the original Heegaard splitting of M and is unique up to equivalence. The Reidemeister-
Singer theorem states that any two Heegaard splittings of a single 3-manifold have a
common stabilization.
Heegaard Diagrams
We can express the information contained in a Heegaard splitting as a diagram on the
splitting surface as follows.
Definition 2.1.6. If M = H1 ∪ H2 is a Heegaard splitting with splitting surface F, let α
and β be disk systems on F for H1 and H2, respectively. Then the tuple (F;α,β) is called a
Heegaard diagram for the splittingM = H1 ∪H2.
Examples of Heegaard diagrams are shown in Figure 2.1. (It is worth spending some
time thinking about how the diagrams shown correspond to the splittings described in the
previous section.) Following the procedure described in Section 2.1.1, from a Heegaard
diagram (F;α,β) we can reconstruct the 3-manifold with Heegaard splitting by attaching
a handlebody to each boundary component of F× I using the two disk systems in the dia-
gram. It follows from Lemma 2.1.3 that two diagrams (F;α,β) and (F ′;α ′, β ′) correspond
to equivalent Heegaard splittings if and only if there is a diffeomorphism P : F → F ′ and
sequences of handleslides that transform P(α) into α ′ and P(β) into β ′.
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Figure 2.1: Genus-1 Heegaard diagrams for S3 (left) and S1 × S2 (right).
Figure 2.2: The schematic picture of a trisection.
2.2 Trisections of 4-Manifolds
We now define trisections of 4-manifolds and the associated concepts that are analogues
of the concepts introduced for Heegaard splittings.
Figure 2.2 shows the schematic picture of a trisected 4-manifold. In the figure, the
two-dimensional wedges correspond to four-dimensional handlebodies, the radial arcs
between the wedges correspond to three-dimensional handlebodies, and the point in the
middle corresponds to the central surface of the trisection. The schematic picture is often
more useful than the formal definition when thinking about trisections, as it illustrates
how the various pieces fit together. (Note that the boundary of the disk in the schematic
picture does not correspond to the boundary of any of the pieces; it is just an artifact of
the representation.)
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Definition 2.2.1. For a closed orientable smooth 4-manifold X, a (g;k1, k2, k3)-trisection of
X is a decomposition
X = X1 ∪ X2 ∪ X3
such that
1. for each i = 1, 2, 3, Xi ≈ \ki(S1 ×D3) is a four-dimensional handlebody1 of genus ki,
2. for each i = 1, 2, 3 (and with indices taken modulo 3), Hi = Xi−1 ∩ Xi ≈ \g(S1 ×D2)
is a three-dimensional handlebody of genus g, and
3. F = X1 ∩ X2 ∩ X3 is a genus-g surface that is the boundary of Hi for each i.
Two trisections X = X1 ∪ X2 ∪ X3 and X ′ = X ′1 ∪ X ′2 ∪ X ′3 are equivalent if there exists a
diffeomorphism T : X→ X ′ such that T(Xi) = X ′i for each i = 1, 2, 3.
Remark 2.2.2. It is important to note that, in the description above, ∂Xi = Hi ∪ Hi+1 is a
genus-g Heegaard splitting of ∂Xi ≈ #ki(S1 × S2) with splitting surface F.
In [9], Gay and Kirby prove that every closed, oriented, smooth 4-manifold admits a
trisection and that there is a notion of stabilization for trisections such that any two trisec-
tions of a 4-manifold X become equivalent after sufficiently many stabilizations.
2.2.1 Connect Sums of Trisections
If X = X1 ∪ X2 ∪ X3 and X ′ = X ′1 ∪ X ′2 ∪ X ′3 are (g;k1, k2, k3)- and (g ′;k ′1, k ′2, k ′3)-trisected
4-manifolds with central surfaces F and F ′, we obtain a (g + g ′;k1 + k ′1, k2 + k
′
2, k3 + k
′
3)-
trisection of X#X ′ analogously to how we take connect sums of Heegaard splittings: carry
out the connect sum operation using open 4-balls that are sufficiently-small neighbor-
hoods of points on the central surfaces of each trisection. The resulting trisection has
1We use the convention that \0(S1 ×D3) = D4 and #0(S1 × S2) = S3.
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four-dimensional pieces Xi\X ′i and central surface F#F
′. Similarly to the Heegaard split-
ting case, we have the following definition.
Definition 2.2.3. A trisection is reducible if it is equivalent to a connect sum of trisections
of positive genus, and is irreducible otherwise.
2.2.2 Trisection Diagrams
From a trisection of X as described above we obtain a diagram on F by choosing disk
systems α, β, and γ on F for H1, H2, and H3, respectively. An example is shown in Figure
2.3.
Definition 2.2.4. If α, β, and γ are disk systems on a genus-g surface F, then the tuple
(F;α,β, γ) is called a trisection diagram if (F;α,β), (F;β, γ), and (F;γ, α) are each Heegaard
diagrams for #ki(S1 × S2) for some integers 0 ≤ ki ≤ g.
Conversely, we can build a trisected 4-manifold by attaching thickened disks to F×D2.
The procedure for this is similar to a construction that will take place in the proof of
Lemma 2.3.13 later; see [9, Section 2] for more specific details. As with Heegaard split-
tings, two trisection diagrams correspond to equivalent trisections if and only if one dia-
gram can be transformed into the other by a sequence of handleslides (of α’s over α’s, β’s
over β’s, and γ’s over γ’s) followed by a diffeomorphism of F.
We note that stabilizing a trisection amounts to connect summing a diagram for it with
the diagram for one of the three unbalanced genus-1 trisections of S4 shown in Figure 2.4.
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Figure 2.3: A trisection diagram for the (2, 0)-trisection of S2 × S2.
Figure 2.4: Diagrams for the (1; 1, 0, 0)-, (1; 0, 1, 0)-, and (1; 0, 0, 1)-
trisections of S4.
2.3 Trisections and the Mapping Class Group
In this section, we denote by M(Σ) the mapping class group of a surface Σ, which is the
group of isotopy classes of orientation preserving homeomorphisms of Σ. IfH is a genus-
g handlebody with boundary Σ, then we denote by H(H,Σ) the handlebody group of H,
which is the subgroup of M(Σ) consisting of isotopy classes of homeomorphisms of Σ
that extend to homeomorphisms of H.
Since we will mostly deal with homeomorphisms and mapping classes on the bound-
ary Σ of a single handlebody H, there will be no harm in using the symbolsM and H in
place ofM(Σ) andH(H,Σ), respectively.
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2.3.1 Gluing Maps for Heegaard Splittings
Informally, a Heegaard splitting gluing map is a diffeomorphism used to glue two han-
dlebodies together to obtain a 3-manifold with Heegaard splittings. This notion has been
studied in various contexts: for instance, Birman [1] uses the image of a Heegaard split-
ting gluing map in Aut(H1(Σ;Z)) to define an invariant of 3-manifolds, and Namazi and
Souto show in [28] that a gluing map obtained by iterating a pseudo-Anosov diffeomor-
phism of a surface gives rise to a 3-manifold with a metric that is almost hyperbolic (i.e.,
it admits a metric of curvature arbitrarily close to −1).
Before we handle trisections, we will define and carefully study gluing maps for Hee-
gaard splittings. This will both serve as a warm-up for the trisection gluing maps as well
as provide some important notions that we will use later.
Gluing Map Pairs
LetM = H1∪H2 be a genus-gHeegaard splitting of a 3-manifoldMwith splitting surface
F. To maintain formality it will be necessary to transfer information contained in the
Heegaard splitting to the boundary of an external “model” handlebody. To that end, let
H be a fixed genus-g handlebody with boundary Σ, choose diffeomorphismsΦ1, Φ2 : H→
M such that Φi(H) = Hi, and choose a diffeomorphism Ψ : Σ → M such that Ψ(Σ) = F.
Then for i = 1, 2 there is a diffeomorphism Σ→ Σ given by
ϕi = Ψ
−1 ◦Φi|Σ.
Definition 2.3.1. If H is a genus-g handlebody and ϕ1 and ϕ2 are two diffeomorphisms
of Σ = ∂H, the pair (ϕ1, ϕ2) is called a genus-g gluing map pair (on Σ = ∂H).
We think of a gluing map pair as a set of instructions for constructing a 3-manifold
by gluing two copies of H to a single surface. Since there are some choices to be made
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in this process (similar to how we chose identifications Φ1, Φ2, and Ψ above), there are
natural questions about the uniqueness of the resulting 3-manifold. The following lemma
addresses these questions.
Lemma 2.3.2. A genus-g gluing map pair (ϕ1, ϕ2) on a handlebody H with boundary Σ deter-
mines a 3-manifold with Heegaard splitting which is unique up to equivalence. Moreover, gluing
map pairs (ϕ1, ϕ2) and (ψ1, ψ2) determine equivalent Heegaard splittings if and only if there are
diffeomorphisms h1, h2, and f of Σ such that
1. h1 and h2 extend to diffeomorphisms of H; and
2. f ◦ϕi ◦ hi is isotopic to ψi for i = 1, 2.
Proof. We first give the method for constructing a 3-manifold with Heegaard splitting
from a gluing map pair (ϕ1, ϕ2) on Σ = ∂H. We proceed in reverse order of how we
obtained a gluing map pair from a Heegaard splitting at the beginning of the section: let
H1 and H2 be diffeomorphic copies of H and choose identifications Φi : H → Hi, and let
F be a diffeomorphic copy of Σ and choose an identification Ψ : Σ → F. We construct a
closed smooth 3-manifoldM by gluing H1 and H2 to F× [1, 2] via the maps
Gi = Ψi ◦ϕi ◦ (Φi|Σ)−1 : ∂Hi → F× {i},
where, for i = 1, 2,Ψi : Σ→ F×{i} is given byΨi(x) = (Ψ(x), i). Notice thatM has a natural
Heegaard splittingM = H^1 ∪ H^2, where H^1 = H1 ∪
(
F× [1, 3
2
]
)
and H^2 = H2 ∪
(
F× [ 3
2
, 2]
)
.
CLAIM 1: The 3-manifold M and its Heegaard splitting are unique up to Heegaard
splitting equivalence.
We show that carrying out the above construction using different choices of identifi-
cations yields an equivalent Heegaard splitting. Suppose that H ′1 and H
′
2 are another pair
of diffeomorphic copies of H with identifications Φ ′i : H → H ′i, that F is another copy
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of Σ with identification Ψ ′ : Σ → F ′, and that we construct a 3-manifold with Heegaard
splittingM ′ = H^ ′1 ∪ H^ ′2 by gluing the H ′i to F ′ × [1, 2] via
G ′i = Ψ
′
i ◦ϕi ◦ (Φ ′i |Σ)−1 : ∂H ′i → F ′ × {i}.
where Ψ ′i is defined analogously to Ψi. We construct a diffeomorphism T : M → M ′ by
defining T = Φ ′i◦Φ−1i onHi and T = (Ψ ′◦Ψ−1)×1 on F×[1, 2]. To see that T is well-defined,
it suffices to observe that
T ◦Gi = G ′i ◦ T
on ∂Hi, so T respects the gluings of the two manifolds M and M ′. Since T(H^i) = H^ ′i, the
Heegaard splittings ofM andM ′ are equivalent.
CLAIM 2: If there are diffeomorphisms h1, h2, and f of Σ that satisfy the conditions
in the statement of the lemma, then (ϕ1, ϕ2) and (ψ1, ψ2) determine equivalent Heegaard
splittings.
Notice from the definition of the gluing diffeomorphism Gi in the construction above
that precomposing theϕi by (potentially different) handlebody diffeomorphisms or post-
composing bothϕ1 andϕ2 by a surface diffeomorphism is functionally the same as choos-
ing different identifications of H and Σ with the Hi and F. Thus the proof of this claim
proceeds identically to that of Claim 1 (since we have already noted that isotopic gluing
diffeomorphisms produce diffeomorphic results).
CLAIM 3: If (ϕ1, ϕ2) and (ψ1, ψ2) determine equivalent Heegaard splittings, then there
are diffeomorphisms h1, h2, and f of Σ that satisfy the conditions in the statement of the
lemma.
Suppose we have constructed a 3-manifold with Heegaard splitting M from H1, H2,
and F × [1, 2] as above using identifications Φi : H → Hi and Ψ : Σ → F and gluing
diffeomorphisms
Gi = Ψi ◦ϕi ◦ (Φi|Σ)−1 : ∂Hi → F× {i},
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and that we have similarly constructedM ′ from H ′1, H
′
2, and F
′ × [1, 2] usingΦ ′i : H→ H ′i,
Ψ ′ : Σ→ F ′, and
G ′i = Ψ
′
i ◦ψi ◦ (Φ ′i |Σ)−1 : ∂H ′i → F ′ × {i}.
(Recall that Ψi : Σ → F × {i} is defined by Ψi(x) = (Ψ(x), i), and Ψ ′i is defined similarly.)
Suppose further that the Heegaard splittingsM = H^1 ∪ H^2 andM ′ = H^ ′1 ∪ H^ ′2 are equiva-
lent, so there is a diffeomorphism T such that
T
(
H1 ∪
(
F× [1, 3
2
]
))
= H ′1 ∪
(
F ′ × [1, 3
2
]
)
and
T
(
H2 ∪
(
F× [ 3
2
, 2]
))
= H2 ∪
(
F ′ × [ 3
2
, 2]
)
.
Since the thickened surface F × [1, 3
2
] can be thought of as a collar on the boundary of H1
(and similarly for the three other handlebodies H2, H ′1, and H
′
2), we may modify by T by
an isotopy so that it sends F × {t} diffeomorphically to F ′ × {t} for each t ∈ [1, 2] and that
T sends each Hi diffeomorphically to Hi. After this adjustment, T satisfies the condition
T ◦Gi = G ′i ◦ T
on each Hi.
For t ∈ [1, 2], let Ψt : Σ → F × [1, 2] be given by Ψt(x) = (Ψ(x), t), and define Ψ ′t
similarly. Define diffeomorphisms h1, h2, ft : Σ→ Σ by
hi =
(
Φ−1i ◦ T−1 ◦Φ ′i
) ∣∣∣
Σ
,
ft = (Ψ
′
t)
−1 ◦ T ◦ Ψt.
The hi extend to diffeomorphisms of H by definition. The maps ft provide an isotopy
between f1 and f2. Putting those definitions together with the definitions of Gi and G ′i
and the fact that T ◦Gi = G ′i ◦ T , we find that
fi ◦ϕi ◦ hi = ψi for i = 1, 2.
Finally, let f = f1, so that f ◦ϕ1 ◦ h1 = ψ1 and f ◦ϕ2 ◦ h2 is isotopic to ψ2, as desired. The
concludes the proof of Lemma 2.3.2.
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Heegaard Splitting Gluing Maps
The reader may notice that we have done things slightly more tediously than is necessary.
Most notably, perhaps, is the fact that in constructing a gluing map pair on Σ = ∂H from
a Heegaard splitting M = H1 ∪ H2, we have chosen identifications Φi of the model han-
dlebody with the Hi and then a separate identification Ψ of the model surface with the
boundary surface F of Hi. We chose to proceed in this way because it is the most “sym-
metric” approach: we are favoring neither H1 nor H2 in our description of the Heegaard
splitting via a gluing map pair. This will make it easy to generalize to gluing map triples
for trisections in Section 2.3.3.
We are also interested in approaching gluing maps in a non-symmetric fashion. We
start off as we did at the beginning of this section: starting fromM = H1 ∪H2 with model
handlebody H and surface Σ = ∂H, choose identifications Φi : H → Hi for i = 1, 2. This
time we will take Ψ = Φ1|Σ, so that the identification of Σ with the splitting surface F is
obtained from identifications that we have already chosen. We form a gluing map pair as
before:
ϕ1 = Ψ
−1 ◦Φ1|Σ = 1,
ϕ2 = Ψ
−1 ◦Φ2|Σ = (Φ1|Σ)−1 ◦Φ2|Σ.
Thus we obtain a gluing map pair of the form (1,ϕ), where ϕ = (Φ1|Σ)−1 ◦ Φ2|Σ is a
diffeomorphism of Σ. This leads to the following definition.
Definition 2.3.3. If H is a genus-g handlebody and ϕ is an orientation-preserving diffeo-
morphism of Σ = ∂H, then ϕ is called a genus-g (Heegaard splitting) gluing map.
Notice that, as with gluing map pairs, we include the handlebody as part of the defi-
nition.
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Remark 2.3.4. The reader may notice that nothing about the construction guarantees that
a gluing map will be an orientation-preserving diffeomorphism of Σ. However, this is not
difficult to accomplish: fix an orientation on the 3-manifold M (and hence on H1 and H2)
and on the handlebody H. If we choose the identification maps so that Φ1 is orientation-
preserving and Φ2 is orientation-reversing, then ϕ = (Φ1|Σ)−1 ◦ Φ2|Σ will be orientation-
preserving.
We obtain the following as a corollary of Lemma 2.3.2.
Lemma 2.3.5. A genus-g Heegaard splitting gluing map ϕ on a handlebody H with boundary
Σ determines a 3-manifold with Heegaard splitting which is unique up to equivalence. Moreover,
gluing maps ϕ and ψ determine equivalent Heegaard splittings if and only if there are diffeomor-
phisms h1 and h2 of Σ such that
1. h1 and h2 extend to diffeomorphisms of H; and
2. h−11 ◦ϕ ◦ h2 is isotopic to ψ.
Proof. Apply Lemma 2.3.2 to gluing map pairs (ϕ1, ϕ2) = (1, ϕ) and (ψ1, ψ2) = (1, ψ).
Notice that, since ϕ1 = ψ1 = 1, condition (2) in the statement of Lemma 2.3.2 implies that
f = h−11 .
In light of the above lemmas, we will not distinguish between a homeomorphism ϕ
and its isotopy class [ϕ] ∈ M for the rest of this chapter; the symbol ϕ will be used for
both objects. It will be clear from context which of the two is being referred to.
Remark 2.3.6. Before we continue, it is worth observing the relationship between gluing
maps and Heegaard diagrams. Let ϕ be a Heegaard splitting gluing map on Σ = ∂H,
and let α be a disk system for H on Σ. If we take β = ϕ(α), then (Σ;α,β) is a Heegaard
diagram for the Heegaard splitting corresponding to ϕ.
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Conversely, given a Heegaard diagram (Σ;α,β) on a surface Σ, identify Σ with the
boundary of a handlebody H so that the α-curves form a disk system for H. If ϕ is any
diffeomorphism of Σ so that β = ϕ(α), then ϕ is a gluing map for the Heegaard splitting
corresponding to the given diagram. (Notice that there are choices to be made in this
construction, but the ambiguities that arise are equivalent to potentially pre- and post-
composing ϕwith handlebody group elements, as in Lemma 2.3.5.)
From now on we will be considering the gluing map representation of Heegaard split-
ting data in the setting of the mapping class group M = M(Σ). We will stop writing
f◦g for the composition of two surface diffeomorphisms, and instead write fg to indicate
group multiplication.
Definition 2.3.7. If G is a group, A and B are subgroups of G, and g ∈ G, then the set
AgB = {agb : a ∈ A, b ∈ B}
is called an (A,B)-double coset.
As with (single) cosets, the collection of (A,B)-double cosets in G forms a partition of
G. We can rephrase Lemma 2.3.5 as the following.
Lemma 2.3.8. Mapping classes ϕ,ψ ∈ M are gluing maps for equivalent Heegaard splittings if
and only if ϕ and ψ lie in the same (H,H)-double coset, that is, if and only if
HϕH = HψH.
Thus there is a correspondence between the set of equivalence classes of genus−g Heegaard split-
tings and the set of (H,H)-double cosets inM.
Gluing Maps for S3 and #k(S1 × S2)
Since our goal is to study trisections, the primary interest in gluing maps for Heegaard
splittings will be for those of S3 and connect sums of S1 × S2’s. We will start with the
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αβ
Figure 2.5: Dehn twists around these two curves give rise to generators of
the mapping class group of the torus.
genus-1 case and then generalize to higher genus Heegaard splittings. Diagrams for the
genus-1 splittings of S3 and S1 × S2 are shown in Figure 2.1.
Let Σ1 be a torus, and let α and β be the curves on Σ1 shown in Figure 2.5. Let a and
b denote the isotopy classes of the right Dehn twists2 about α and β, respectively. It is
well-known that a and b generateM(Σ1) and satisfy the braid relation aba = bab.
One can verify the following facts by computing Dehn twists by hand. For an oriented
curve γ, we write −γ to denote γwith the opposite orientation.
Lemma 2.3.9. Let α and β be the curves in Σ1 and a and b the mapping classes as specified above.
If α and β are given orientations, then
1. aba(α) = β,
2. aba(β) = −α, and
3. (aba)2 = −1,
where −1 denotes the mapping class of Σ1 that acts as multiplication by −1 on H1(Σ1).
2The Dehn twist of a surface Σ around an embedded curve ` entails cutting Σ open along `, twisting a
neighborhood of one of the new boundary components by 2pi, and then regluing. See [6, Chapter 3] for
more details.
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α1 α2 α3 αg
β1 β2 β3 βgγ1 γ2 γ3 γg−1
Figure 2.6: Dehn twists around these 3g − 1 curves generate the mapping
class group of the genus-g surface.
We now identify Σ1 with the boundary of a solid torus H so that the curve α bounds
a disk in H. Comparing the previous lemma to the diagrams in Figure 2.1 (and referring
back to Remark 2.3.6), we find that q0 = aba and q1 = 1 are gluing maps for the genus-1
Heegaard splittings of S3 and S1 × S2, respectively.
We now generalize to generalize to genus-g Heegaard splittings of #k(S1 × S2), where
g > 1 and 0 ≤ k ≤ g. Let α1, . . . , αg, β1, . . . , βg, and γ1, . . . , γg−1 be the curves on a genus-
g surface Σg shown in Figure 2.6. Let ai, bj, and ck denote the right Dehn twists about
αi, βj, and γk, respectively. It is well-known that this collection of 3g− 1mapping classes
generatesM(Σg).
An analogous statement to Lemma 2.3.9 holds for these maps, where we replace a, b,
α, and β in the statement of the lemma with ai, bi, αi, and βi. Thus we arrive at the main
result of this section.
Lemma 2.3.10. Let g > 0, let Σg be the surface depicted in Figure 2.6, and identify Σg with the
boundary of a genus-g handlebody H so that the α-curves shown in the figure form a disk system
for H. Let ai and bj be the mapping classes on the surface Σg defined above, and for 0 ≤ k ≤ g
define a mapping class
qk =
g∏
i=k+1
aibiai.
Then qk is a gluing map for the genus-g Heegaard splitting of #k(S1 × S2).
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k g− k
Figure 2.7: A Heegaard diagram for the genus-g splitting of #k(S1 × S2).
Proof. Observe that qk sends the α curves in the diagram in Figure 2.7 to the β curves.
We should also justify the use of the word “the” in the phrase “the genus-g Heegaard
splitting of #k(S1 × S2)” in the statement above. Waldhausen proved in [39] that for each
g ≥ 0 and 0 ≤ k ≤ g there is precisely one genus-g Heegaard splitting of #k(S1 × S2) up
to equivalence.3 Thus we will refer to the qk as the standard gluing maps for the Heegaard
splittings of #k(S1 × S2).
We can further use Waldhausen’s theorem along with Lemma 2.3.8 to make the fol-
lowing observation about the qk maps; we will make frequent reference to this when
discussing trisection gluing maps.
Lemma 2.3.11. Ifϕ is a gluing map onΣg = ∂H for the genus-gHeegaard splitting of #k(S1×S2),
then
ϕ ∈ HqkH.
Moreover, we have q2k ∈ H.
Proof. The first statement is a corollary of Waldhausen’s theorem and Lemma 2.3.8. For
the second claim, it suffices to notice that, for each i, the mapping class (aibiai)2 sends αi
3See [33] for an English translation and elaboration on Waldhausen’s proof. In particular, Section 6
of [33] notes that Waldhausen claimed but did not adequately prove the result for Heegaard splittings of
#k(S1 × S2) for k > 0, but that other authors have since filled in the gaps in Waldhausen’s argument.
50
to itself with the reverse orientation. It follows that q2k preserves a disk system for H, so it
extends to a diffeomorphism of H.
2.3.2 Gluing Maps for Trisections
In this section we will carry out much of the same development and analysis from the
previous section in the context of trisections of 4-manifolds. Our goal is to express the
data of a trisection in terms of a triple of mapping classes of a surface, and then later to
compress that data into a single mapping class.
Gluing Map Triples
Let X = X1 ∪ X2 ∪ X3 be a (g;k1, k2, k3)-trisection of X with three-dimensional handlebod-
ies Hi and central surface F as defined in Section 2.2. Proceeding similarly to how we did
for Heegaard splittings, let H be a fixed genus-g handlebody with boundary Σ. For each
i = 1, 2, 3 choose diffeomorphisms Φi : H → X such that Φi(H) = Hi, and choose a dif-
feomorphism Ψ : Σ→ X such that Ψ(Σ) = F. Then for each i we obtain a diffeomorphism
Σ→ Σ given by
ϕi = Ψ
−1 ◦Φi|Σ.
Notice that for each i (with indices taken modulo 3), the pair (ϕi, ϕi+1) is a gluing map
pair for the Heegaard splitting ∂Xi = Hi ∪Hi+1 induced by the trisection. Thus ϕ−1i ◦ϕi+1
is a gluing map for a genus-g Heegaard splitting of #ki(S1 × S2), and so by Lemma 2.3.11
we have
ϕ−1i ◦ϕi+1 ∈ HqkiH.
This leads to the following definition.
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Definition 2.3.12. If H is a genus-g handlebody and ϕ1, ϕ2, and ϕ3 are diffeomorphisms
of Σ = ∂H, then the triple (ϕ1, ϕ2, ϕ3) is called a gluing map triple (on Σ = ∂H) if there are
integers 0 ≤ k1, k2, k3 ≤ g such that ϕ−1i ◦ϕi+1 ∈ HqkiH for each i. The tuple (g;k1, k2, k3)
is called the type of (ϕ1, ϕ2, ϕ3).
For convenience we will often abbreviate the notation (ϕ1, ϕ2, ϕ3) and (g;k1, k2, k3) by
simply writing (ϕi) and (g;ki), respectively.
We’ve shown that a (g;k1, k2, k3)-trisected 4-manifold determines a gluing map triple
of type (g;k1, k2, k3). The following result shows how to contruct a trisected 4-manifold
from a gluing map triple and additionally addresses the ambiguities that arise in the
construction.
Theorem 2.3.13. A gluing map triple (ϕi) of type (g;ki) on a genus-g handlebodyHwith bound-
ary Σ determines a (g;ki)-trisected 4-manifold which is unique up to equivalence. Moreover,
gluing map triples (ϕi) and (ψi) determine equivalent trisections if and only if there are diffeo-
morphisms h1, h2, h3, and f of Σ such that, for i = 1, 2, 3,
1. hi extends to a diffeomorphism of H; and
2. f ◦ϕi ◦ hi is isotopic to ψi.
Proof. The proof proceeds similarly to that of Lemma 2.3.2. For the remainder of the
argument, let ε > 0 be a small real number and let I = [−ε, ε]. Let D denote the unit disk
in C, let p1 = 1, p2 = e2pii/3 and p3 = e4pii/3 be points on ∂D, and let D = D1 ∪ D2 ∪ D3
be the decompostion of D into three wedges as shown in Figure 2.8. We will frequently
abuse notation and identify portions of ∂Dwith subsets of R; for example, we use [p1, p2]
to refer to {eiθ : 0 ≤ θ ≤ 2pi/3} and [p3−ε, p3+ε] to refer to {eiθ : 4pii/3−ε ≤ θ ≤ 4pii/3+ε}.
We first show how to construct a trisected 4-manifold from a gluing map triple (ϕi) on
Σ = ∂H. LetH1, H2, andH3 be diffeomorphic copies ofHwith identificationsΦi : H→ Hi
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p1
p2
p3
D1
D2
D3
Figure 2.8: The unit disk Dwith points pi and regions Di.
F×D1
F×D2
F×D3 H1 × I
H2 × I
H3 × I
Figure 2.9: The spine of the trisection constructed from a gluing map
triple.
and let F be a diffeomorphic copy of Σ with identification Ψ : Σ→ F. We attach thickened
handlebodies Hi × I to the thickened surface F×D via the maps Gi : ∂Hi × I→ F× [pi −
ε, pi + ε] given by
Gi(x, t) =
((
Ψ ◦ϕi ◦ (Φi|Σ)−1
)
(x), pi + t
)
.
Figure 2.9 shows a schematic of the resulting 4-manifold X˜. We refer to this as the spine
of a trisection; it turns out that the spine of a trisection contains all of the information
necessary to construct a closed trisected 4-manifold. To see this, notice that X˜ has three
boundary components
Mi = (Hi × {pi + ε}) ∪ (F× [pi + ε, pi+1 − ε]) ∪ (Hi+1 × {pi+1 − ε})
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F×D1
F×D2
F×D3
X1
X2
X3
Figure 2.10: The trisected 4-manifold constructed from a gluing map
triple. One of the pieces of the triseciton, X^1, is highlighted
for illustration purposes.
for i = 1, 2, 3. By the definition of a gluing map triple, each Mi is diffeomorphic to
#ki(S1 × S2), and so we can construct a closed 4-manifold X by gluing four-dimensional
handlebodies Xi = \ki(S1 ×D3) to X˜ via diffeomorphisms ∂Xi →Mi. By the Laudenbach-
Poenaru theorem [18], the resulting 4-manifold does not depend on the choice of gluing
diffeomorphism. Thus we obtain a trisected 4-manifold X = X^1 ∪ X^2 ∪ X^3, where
X^i = (F×Di) ∪ (Hi × [0, ε]) ∪ (Hi+1 × [−ε, 0]) ∪ Xi.
See Figure 2.10.
CLAIM 1: The trisected 4-manifold is unique up to trisection equivalence.
Suppose that we construct another trisected 4-manifold in the same manner as above,
but we use a different set of three-dimensional handlebodies H ′i, surface F
′, and iden-
tifications Ψi : H → Hi and Φ : Σ → F. We attach H ′i × I to F ′ × D via the maps
Gi : ∂H
′
i × I→ F ′ × [pi − ε, pi + ε] given by
G ′i(x, t) =
((
Ψ ′ ◦ϕi ◦ (Φ ′i |Σ)−1
)
(x), pi + t
)
,
to obtain a spine X˜ ′ and then complete the trisected 4-manifold X ′ = X^ ′1 ∪ X^ ′2 ∪ X^ ′3 by
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attaching four-dimensional handlebodies X ′i to X˜
′. We construct a diffeomorphism T :
M → M ′ such that T(X^i) = X^ ′i by defining T = (Φ ′i ◦Φ−1i ) × 1 on Hi × I and T =(
Ψ ′ ◦ Ψ−1)× 1 on F×D. As in the proof of Lemma 2.3.2, we have T ◦Gi = G ′i ◦ T , and so
we obtain a well-defined diffeomorphism X˜ → X˜ ′ between the spines. The Laudenbach-
Poenaru theorem lets us extend T over the four-dimensional handlebodies Xi, and thus
we obtain a trisection equivalence T : X→ X ′.
CLAIM 2: If there are diffeomorphisms h1, h2, h3, and f of Σ that satisfy the conditions
in the statement of the theorem, then (ϕi) and (ψi) determine equivalent trisections.
As in the proof of Lemma 2.3.2, the proof of this statement proceeds identically to that
of Claim 1.
CLAIM 3: If (ϕi) and (ψi) determine equivalent trisected 4-manifolds, then there are
diffeomorphisms hi and f that satisfy the conditions in the statment of the theorem.
Suppose we have constructed a trisected 4-manifold X from Hi × I and F × D as de-
scribed above using identifications Φi : H → Hi and Ψ : Σ → F and gluing diffeomor-
phisms Gi : ∂Hi × I→ F× [pi − ε, pi + ε] given by
Gi(x, t) =
((
Ψ ◦ϕi ◦ (Φi|Σ)−1
)
(x), pi + t
)
,
and that we have constructed an equivalent trisected 4-manifold X ′ from H ′i × I, F ′ ×D,
Φ ′i : H→ H ′i, Ψ ′ : Σ→ F ′, and G ′i : ∂H ′i × I→ F ′ × [pi − ε, pi + ε] given by
G ′i(x, t) =
((
Ψ ′ ◦ψi ◦ (Φ ′i |Σ)−1
)
(x), pi + t
)
.
Then there is a diffeomorphism T : X → X ′ such that T(X^i) = X^ ′i for i = 1, 2, 3. If 0 ∈ D
denotes the center of the disk, then by assumption we have
T(F× {0}) = T(X^1 ∩ X^2 ∩ X^3) = X^ ′1 ∩ X^ ′2 ∩ X^ ′3 = F ′ × {0},
and by similar reasoning T(Hi× {0}) = H ′i × {0} for each i (and where 0 ∈ I is the center of
the interval). We may therefore assume that T (after an isotopy) sends F× {p} diffeomor-
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phically to F ′ × {p} for each p ∈ D and sends Hi × t diffeomorphically to H ′i × t for each
t ∈ I and i = 1, 2, 3. Thus we obtain the relation T ◦Gi = G ′i ◦ T on each ∂Hi × I.
For θ ∈ ∂D let Ψθ : Σ → F × D be given by Ψθ(x) = (Ψ(x), θ), and define Φi,0 :
Hi → Hi × {0} by Φi,0(x) = (Φ(x), 0). Define Ψ ′θ and Φ ′i,0 similarly. We can now define
diffeomorphisms h1, h2, h3, fθ : Σ→ Σ by
hi =
(
Φ−1i,0 ◦ T−1 ◦Φ ′i,0
) ∣∣∣
Σ
,
fθ = (Ψ
′
θ)
−1 ◦ T ◦ Ψθ.
Combining the above defitions with those of theGi andG ′i and the relation T ◦Gi = G ′i ◦T ,
it follows that
fpi ◦ϕi ◦ hi = ψi for i = 1, 2, 3.
The hi satisfy condition (1) of the statement of the theorem, and fθ provides isotopies
between the fpi . Taking f = f1 completes the proof.
2.3.3 Trisection Gluing Maps
We want to compress the data of trisected 4-manifold a single mapping class of a surface.
Let (ϕi) be a gluing map triple of type (g;ki) on a surface Σ = ∂H. By definition,
we have ϕ−1i ◦ ϕi+1 ∈ HqkiH for each i (with indices taken modulo 3), and so there are
h, h ′ ∈ H so that
ϕ−11 ϕ2 = hqk1h
′.
(Once again we will starting writing compositions of diffeomorphisms of Σ multiplica-
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tively from now on.) Define a new gluing map triple (ϕ ′1, ϕ
′
2, ϕ
′
3) as follows:
ϕ ′1 = (ϕ1h)
−1ϕ1h = 1,
ϕ ′2 = (ϕ1h)
−1ϕ2(h
′)−1 = qk1 ,
ϕ ′3 = (ϕ1h)
−1ϕ3.
By Theorem 2.3.13, (ϕi) and (ϕ ′i) correspond to equivalent trisected 4-manifolds. This
leads to the following definition.
Definition 2.3.14. A gluing map triple on Σ is called standard if it is of the form (1, qk, ϕ)
for some k and for some mapping class ϕ of Σ.
Definition 2.3.15. If H is a genus-g handlebody and ϕ is an orientation-preserving dif-
feomorphism of Σ = ∂H such that (1, qk, ϕ) is a gluing map triple of type (g;k, k2, k3) for
some k2 and k3, then ϕ is called a (trisection) gluing map (on Σ = ∂H) of type (g;k).
As with Heegaard splitting gluing maps, we are not a priori guaranteed that a gluing
map arising from the procedure above will be orientation-preserving. If ϕ is orientation-
reversing, we replace it by ϕ ′ = ϕ ◦ (R |Σ) where R : H → H is an orientation-reversing
diffeomorphism. It follows from Theorem 2.3.13 that (1, qk, ϕ ′) corresponds to the same
trisected 4-manifold as (1, qk, ϕ).
We additionally note that, given a gluing map ϕ of type (g;k), the two integers k2 and
k3 are the values so that
q−1k ϕ ∈ Hqk2H and ϕ−11 ∈ Hqk3H,
the existence of which is guaranteed by (1, qk, ϕ) being a valid gluing map triple.
Thus the above discussion shows that every trisected 4-manifold has a standard gluing
map triple, and additionally it shows how to construct a standard triple from any given
triple. Noticing that we made some choices in that construction (of h, h ′ ∈ H), it is natural
57
to ask to what extent a gluing map uniquely determines and is determined by a trisected
4-manifold.
In the following, for 0 ≤ k ≤ g let Kk denote the subgroup ofM given by
Kk = qkHq−1k ∩H.
It turns out that the groups Kk are interesting in their own right; we will discuss them
further in Section 2.3.4.
Theorem 2.3.16. A gluing map ϕ of type (g;k) on a genus-g handlebody H with boundary Σ
determines a (g;k, k2, k3)-trisected 4-manifold (for some k2, k3) which is unique up to equivalence.
Moreover, gluing mapsϕ andψ of type (g;k) determine equivalent Heegaard splittings if and only
if there are diffeomorphisms f ∈ Kk and h ∈ H so that
fϕh = ψ.
Proof. Given a gluing map ϕ, we construct a trisected 4-manifold by applying Theorem
2.3.13 to the standard triple (1, qk, ϕ).
Suppose thatϕ andψ determine equivalent trisected 4-manifolds. Applying Theorem
2.3.13 to gluing map triples (1, qk, ϕ) and (1, qk, ψ), we obtain diffeomorphisms h1, h2,
h3, and f of Σ so that hi ∈ H and the following equations hold.
fh1 = 1
fqkh2 = qk
fϕh3 = ψ
The first equation implies that f ∈ H and the second implies that f ∈ qkHq−1k , so we have
f ∈ Kk. Taking h = h3 proves one direction of the second claim of the theorem. The
converse (that gluing maps ϕ and ψ that satisfy fϕh = ψ determine equivalent trisected
4-manifolds) is a straightforward application of Theorem 2.3.13.
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Unlike Heegaard splittings, not every mapping class ϕ ∈ M is a gluing map for a
trisection. It follows from the definition that ϕ is a gluing map of type (g;k) if and only if
there are integers k2 and k3 such that following three conditions are satisfied.
1−1qk ∈ HqkH,
q−1k ϕ ∈ Hqk2H,
ϕ−11 ∈ Hqk3H
The first condition always holds, and the second is equivalent to
ϕ ∈ qkHqk2H = {qkhqk2h ′ : h, h ′ ∈ H}.
Recall that we chose the qk gluing maps so that q2k ∈ H. It follows that Hq−1k3H = Hqk3H,
and hence the third condition is equivalent to
ϕ ∈ Hqk3H.
Putting the two nontrivial conditions together, we have
ϕ ∈ qkHqk2H ∩Hqk3H.
Using this, we can express the collection of elements ofM that are valid trisection gluing
maps.
Definition 2.3.17. For 0 ≤ k ≤ g, define Qk ⊂M by
Qk =
⋃
0≤k2,k3≤g
qkHqk2H ∩Hqk3H,
where the qk are the standard Heegaard splitting gluing maps of #k(S1 × S2).
Notice that Qk is defined as a subset of M, and in general is not a subgroup of M.
However, Qk does have notable interactions with the group theory ofM: it admits a left
action by Kk and a right action by H. Thus Qk is a union of (Kk,H) double cosets, and
combining this observation with Theorem 2.3.16 yields the main result of this section.
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Theorem 2.3.18. A mapping class ϕ ∈ M is a trisection gluing map if and only if ϕ ∈ Qk for
some k. Moreover, gluing maps ϕ and ψ in Qk determine equivalent trisections if and only if ϕ
and ψ lie in the same (Kk,H)-double coset, that is, if and only if
KkϕH = KkψH.
Thus there is a bijective correspondence between the set of (Kk,H)-double cosets inQk and the set
of equivalence classes of (g;k1, k2, k3)-trisections for which k1 = k.
We now have a complete mapping class group formulation of the information con-
tained in a trisection of a 4-manifold, and we can begin to ask questions about how glu-
ing maps reflect properties of the 4-manifolds that they correspond to. For instance, if
a valid gluing map is a sufficiently-high iterate of a pseudo-Anosov diffeomorphism of
Σ, can we make any conclusions about the geometry of the corresponding 4-manifold?
Alternatively, does the image of a trisection gluing map in Aut(H1(Σ;Z)) give rise to any
4-manifold invariants in the sense of [1]? At the time of this writing, no such work in
these directions is known to the author.
Trisection Gluing Map Examples
The correspondence between trisections gluing maps and trisection diagrams is similar
to that for Heegaard diagrams (see Remark 2.3.6). Given a gluing map on Σ = ∂H of type
(g;k), we build a diagram for the corresponding trisection by starting with a disk system
α for H on Σ and setting β = qk(α) and γ = ϕ(α). Given a trisection diagram (Σ;α,β, γ),
we transform the diagram via handleslides and a diffeomorphism so that (Σ;α,β) looks
like the standard diagram for #k(S1 × S2) shown in Figure 2.7 and then take ϕ to be any
diffeomorphism of ϕ that takes the α-curves of the new diagram to the γ-curves.
As in Section 2.3.1, let Σg be the genus-g surface shown in Figure 2.6, identified as the
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4-Manifold Type Gluing map Diagram
S1 × S3 (1, 1) 1
S4 (1, 1) aba
S4 (1, 0) aba
S4 (1, 0) 1
CP2 (1, 0) b
CP2 (1, 0) b−1
Figure 2.11: Diagrams and gluing maps for genus-1 trisections.
boundary of handlebody H such that the α-curves in that figure form a disk system for
H. Let ai, bj, and cj be the mapping classes defined as Dehn twists about the curves in
Figure 2.6.
In the genus-1 case we have two mapping class generators a = a1 and b = b1. In
terms of these generators, the table in Figure 2.11 shows gluing maps for all six genus-1
trisections.
Figure 2.12 shows a trisection diagram for CP2#CP2 obtained as a connect sum of the
two genus-1 diagrams for CP2 and CP2. A gluing map of type (2, 0) for this genus-2
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Figure 2.12: A diagram for the (2; 0, 0, 0)-trisection of CP2#CP2.
Figure 2.13: A diagram for the (2; 0, 0, 0)-trisection of S2 × S2.
trisection is b1b−12 .
Finally, Figure 2.13 shows a diagram of a genus-2 trisection that cannot be obtained
by connect summing smaller genus diagrams: that of S2× S2. A gluing map of type (2, 0)
for this trisection is c1b1b2.
2.3.4 Mapping Class Groups of Heegaard Splittings and Trisections
We now explore a connection between Heegaard splitting and trisection gluing maps via
the notions of mapping class groups of a Heegaard splitting or trisection. The three- and
four-dimensional versions are defined similarly.
Definition 2.3.19. If M = H1 ∪ H2 is a 3-manifold with Heegaard splitting, the (Heegaard
splitting) mapping class group of M, denotedM(M), is the group of diffeomorphisms T :
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M→M such that T(Hi) = Hi for i = 1, 2, taken up to isotopies through diffeomorphisms
of the same nature.
Definition 2.3.20. If X = X1 ∪ X2 ∪ X3 is trisected 4-manifold, the (trisection) mapping class
group ofX, denotedM(X), is the group of diffeomorphisms T : X→ X such that T(Xi) = Xi
for i = 1, 2, 3, taken up to isotopies through diffeomorphisms of the same nature.
(We will not be dealing with multiple Heegaard splittings or trisections of a single 3-
or 4-manifold, so the notationsM(M) andM(X) will not be ambiguous.) As with gluing
maps, mapping class groups have been studied for Heegaard splittings (see, for instance,
[16]) but not – to the knowledge of this author – for trisections.
Mapping Class Groups and Gluing Maps
We can relate mapping class groups to gluing maps (for both Heegaard splittings and glu-
ing maps) as follows. Let M = H1 ∪H2 be a 3-manifold with genus-g Heegaard splitting
and splitting surface F. As in Section 2.3.1, let H be a genus-g handlebody with boundary
Σ, and let Φi : H→M and Ψ : Σ→M (with Φi(H) = Hi and Ψ(Σ) = F) be identifications
used to construct a gluing map pair (ϕ1, ϕ2), with ϕi = Ψ−1 ◦ Φi|Σ. By definition, every
element T ∈ M(M) preserves F setwise and hence restricts to a mapping class of F. Thus
Ψ−1 ◦ T |F ◦ Ψ is an elementM(Σ), and so we have an map G :M(M)→M(Σ).
Theorem 2.3.21. The map G :M(M) →M(Σ) given by G(T) = Ψ−1 ◦ T |F ◦ Ψ is an injective
homomorphism with image
G(M(M))) = ϕ1Hϕ−11 ∩ϕ2Hϕ−12 .
ThusM(M) is isomorphic to ϕ1Hϕ−11 ∩ϕ2Hϕ−12 .
Proof. It is straightforward to see that G is a homomorphism. We first establish that the
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image of G contained in ϕ1Hϕ−11 ∩ ϕ2Hϕ−12 , and then show that G has a well-defined
inverse on this subgroup.
If T ∈ M(M), then by definition T(Hi) = Hi for i = 1, 2. It follows that Φ−1i ◦ T |Hi ◦Φi
is a diffeomorphism of H, and so
ϕ−1i ◦ G(T) ◦ϕi =
(
Ψ−1 ◦Φi|Σ
)−1 ◦ (Ψ−1 ◦ T |F ◦ Ψ) ◦ (Ψ−1 ◦Φi|Σ)
= (Φi|Σ)
−1 ◦ T |F ◦Φi|Σ
=
(
Φ−1i ◦ T |Hi ◦Φi
) ∣∣∣
Σ
∈ H.
We therefore have G(T) ∈ ϕiHϕ−1i for i = 1, 2, and so the image of G is contained in
ϕ1Hϕ−11 ∩ϕ2Hϕ−12 .
To complete the proof, define T˜ : F → F by T˜ = Ψ ◦ f ◦ Ψ−1 for f ∈ ϕ1Hϕ−11 ∩ ϕ2Hϕ−12 .
The fact that
(Φi|Σ)
−1 ◦ T˜ ◦Φi|Σ = ϕ−1i ◦ f ◦ϕi ∈ H
guarantees that T˜ extends over each handlebodyHi, and so T˜ extends to a diffeomorphism
T :M→M. By construction, T ∈M(M) and G(T) = f. This completes the proof.
Corollary 2.3.22. IfM is a 3-manifold with Heegaard splitting corresponding to a gluing map ϕ
on Σ = ∂M, then
M(M) ≈ H ∩ϕHϕ−1.
Proof. Apply Theorem 2.3.21 to the gluing map pair (1, ϕ).
The following theorem and its corollary are proved identically to Theorem 2.3.21 and
Corollary 2.3.22, with the following caveat: when we extend T˜ to a diffeomorphism of the
4-manifold X, we must appeal to the Laudenbach-Poenaru theorem to extend over the
four-dimensional handlebodies.
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Theorem 2.3.23. If X is a trisected 4-manifold corresponding to a gluing map triple (ϕ1, ϕ2, ϕ3)
on Σ = ∂H, then
M(X) ≈ ϕ1Hϕ−11 ∩ϕ2Hϕ−12 ∩ϕ3Hϕ−13 .
Corollary 2.3.24. If M is a 3-manifold with trisected 4-manifold corresponding to a gluing map
ϕ on Σ = ∂M of type (g;k), then
M(X) ≈ H ∩ qkHq−1k ∩ϕHϕ−1.
Thus we can express the mapping class group of a Heegaard splitting or trisection in
terms of any gluing map for the splitting or trisection.
A Note on Goeritz Groups
We observe that Lemma 2.3.11 and Corollary 2.3.22 imply that, for 0 ≤ k ≤ g, the mapping
class group of a genus-g Heegaard splitting of #k(S1 × S2) is isomorphic to the group Kk
from Section 2.3.3. These groups are often called Goeritz groups after the mathematician
who proved that K0 is finitely generated in genus-2. In [31], Scharlemann proves that K0
is finitely presented in genus-2, and conjectures that the same might hold in higher genus.
Cho and Koda show in [2] that K1 is finitely presented in genus-2, but the higher genus
Kk have not been successfully analyzed as of this writing. A survey of known results on
Goeritz groups can be found in [3].
It is interesting to consider to what extent the correpondence in Theorem 2.3.18 pro-
vides a connection between trisections and Goeritz groups. For instance, Meier and Zu-
pan show in [24] that there are only finitely-many equivalence classes of genus-2 trisec-
tions; is this related to the finite presentation4 of K0, K1, and K2 in genus-2? Such a link
between Goeritz groups and trisections would be valuable in furthering the study of both
topics.
4The group Kg = H is known to be finitely-presented in all genus (see, for instance, [38]).
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2.4 Trisections and the Curve Complex
In this section we generalize yet another means of studying Heegaard splittings of 3-
manifolds into the realm of trisections of 4-manifolds. We briefly review a measure of
complexity of 3-manifolds with Heegaard splittings, define some analogous complexities
for trisected 4-manifolds, and then pose some questions about this new complexity.
Curve Complexes
Let g ≥ 2 and let Σ be a closed genus-g surface. The curve complex of Σ, denoted C(Σ), is
a simplicial complex whose vertices consist of isotopy classes of essential simple loops in
Σ. The vertices corresponding to simple loops α0, . . . , αn in Σ span an n-simplex in C(Σ)
if and only if the αi have isotopy representatives that are pairwise-disjoint on Σ.
It is known that if we endow C(Σ) with a simplicial metric (that is, a metric that is
Euclidean on each simplex such that each edge has distance one), then C(Σ) is an infinite-
diameter δ-hyperbolic metric space [23]. We refer to [32] for a more thorough introduction
to the geometry of curve complexes.
Handlebody Sets
If the surface Σ is identified with the boundary of a handlebody H, then we obtain a
subcomplex ∆ ⊂ C(Σ) which is spanned by (isotopy classes of) essential simple loops in Σ
that bound disks in H. This is the handlebody set of H. One can show that ∆ is a connected
subcomplex of C(Σ) of infinite diameter. Moreover, the geometry of ∆ and the manner in
which it is embedded in C(Σ) is well-understood: ∆ is a quasi-convex subset of C(Σ) [21],
and ∆ admits a δ-hyperbolic metric but is not quasi-isometrically embedded in C(Σ) [22].
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2.4.1 Heegaard Distance
Let M = H1 ∪ H2 be a 3-manifold with Heegaard splitting of genus at least 2, and let F
denote the splitting surface. We measure the complexity of the splitting as follows: let
∆1 and ∆2 be the handlebody sets in C(F) corresponding to H1 and H2, respectively. If d
denotes the simplicial metric on C(F), then the distance of the Heegaard splitting of M is
the number d(∆1, ∆2). This is the length of the shortest path in C(F) connecting a loop that
bounds a disk in H1 to a loop that bounds a disk in H2.
An initial connection between the distance of a Heegaard splitting and the topology
of the ambient 3-manifold is obtained by considering the Heegaard splittings of distance
zero. Observe that if a Heegaard splitting M = H1 ∪ H2 with splitting surface F has
distance zero, then there is a simple loop α ⊂ F that bounds disks D1 ⊂ H1 and D2 ⊂ H2.
We can assume that α is a separating loop in F, for if it is not we may replace α with
the boundary of a regular neighborhood of α ∪ β, where β is any simple loop in F that
intersects α exactly once. (Since the original α bounds a disk in each handlebody, so does
this new curve.)
Gluing D1 and D2 together along α yields a 2-sphere S ⊂M which separates M. This
means that if we cut M along S (and thus cut F along α), fill in the resulting S2 boundary
components with 3-balls, and cap off the boundary components of F\α with disks, we
obtain two closed 3-manifoldsM1 andM2 with Heegaard splittings such that the original
3-manifold M and its Heegaard splitting can be obtained as a connect sum M1#M2 as in
Section 2.1.2.
Definition 2.4.1. If M = H1 ∪ H2 is a Heegaard splitting with splitting surface F, then a
reducing sphere is an embedded 2-sphere S ⊂ M such that S ∩ F is a single circle that is
essential in F.
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Observe that a Heegaard splitting is reducible (in the sense of Section 2.1.2) if and only
if it admits a reducing sphere. Thus a Heegaard splitting of distance zero is reducible,
and conversely we observe that a reducible Heegaard splitting has distance zero. A 3-
manifold M is called reducible if there is a (smoothly) embedded 2-sphere in M that does
not bound a ball in M. (If every embedded 2-sphere in M bounds a ball, then M is
irreducible.) The following result from classical 3-manifold topology gives a connection
between the two senses of “reducible” that we have introduced.
Lemma 2.4.2 (“Haken Lemma”). If M is a reducible 3-manifold, then any Heegaard splitting
ofM is reducible.
The relationship between the distance of a Heegaard splitting and the topology and
geometry of the ambient 3-manifold goes deeper than we have discussed. The notion of
distance was first introduced by Hempel in [14], where it was shown that any splitting
of 3-manifold that either is Seifert fibered or contains an incompressible embedded torus
must have distance at most two. Together with the proof of the Geometrization Conjec-
ture that was completed a few years after Hempel’s work, this implies that any 3-manifold
with a splitting of distance greater than two must admit a hyperbolic structure.
2.4.2 Circumference of Trisections
We define analogues of Heegaard splitting distance for trisections as follows. Let g > 1
and let X = X1 ∪ X2 ∪ X3 be a (g;k1, k2, k3)-trisected 4-manifold with three-dimensional
handlebodies Hi = Xi−1 ∩ Xi and central surface F as in Section 2.2. Then we obtain three
handlebody sets ∆1, ∆2, and ∆3 in C(F) corresponding to H1, H2, and H3, respectively. Re-
call that Hi ∪ Hi+1 is a genus-g Heegaard splitting of the 3-manifold ∂Xi ∼= #ki(S1 × S2);
since each such 3-manifold is reducible, it follows from Lemma 2.4.2 that the Heegaard
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splittings given by the pairs of three-dimensional handlebodies in the trisection are re-
ducible. In other words, d(∆i, ∆i+1) = 0 for each i = 1, 2, 3, and so ∆i ∩ ∆i+1 6= ∅.
Definition 2.4.3. Let g > 1 and let X = X1∪X2∪X3 be a (g;k1, k2, k3)-trisection as above. A
handlebody circuit for the trisection is a combinatorial loop ` ⊂ C(F) with a decomposition
` = `1 ∪ `2 ∪ `3 such that each `i is a combinatorial arc contained in ∆i.
In other words, a handlebody circuit is an edge loop in C(F) contained in ∆1 ∪ ∆2 ∪ ∆3
that passes through each ∆i once. (We allow a segment `i to have length zero, meaning it
consists of a single vertex of `.) Since each handlebody set is connected and pairs of han-
dlebody sets have nonempty intersection, every trisection admits a handlebody circuit in
the curve complex of its central surface. This leads to the following notion of complexity
for trisections.
Definition 2.4.4. The circumference of a trisection is the least combinatorial length of a
handlebody circuit in the curve complex of the central surface of the trisection.
Remark 2.4.5. The reader may question if a difference is made by relaxing the restriction
that a handlebody circuit stay in the union of the handlebody circuits, and instead define
circumference as the length of the shortest loop in C(F) that meets each handlebody set at
least once. However, an elementary argument shows that such a complexity is bounded
above by a constant that depends only on the hyperbolicity constant of C(F) and the quasi-
convexity constant of a handlebody set, each of which only depends on the genus of F.
On the other hand, the measure we have defined above is not obviously bounded.
Remark 2.4.6. Since C(F) is simply-connected (see [10]), one may also consider a com-
plexity of a trisection given by the least area of a combinatorial disk whose boundary
is a handlebody circuit for the trisection. This was suggested as a possible direction of
study in Gay and Kirby’s original trisection paper [9]. However, it is unclear if the area
complexity measure captures any information about a trisection that circumference does
not.
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Circumference Properties and Examples
Our first observation about trisection circumference is that it satisfies a property analo-
gous to Heegaard distance.
Theorem 2.4.7. A trisection is reducible if and only if it has circumference zero.
Proof. Let X = X1∪X2∪X2 be a trisected 4-manifold with three-dimensional handlebodies
Hi and central surface F as usual. If the trisection of X is reducible, then there is an em-
bedded 3-sphere S ⊂ X (called a reducing sphere) that decomposes X into a connect sum of
two other trisected 4-manifolds. It follows that S meets F in a single essential loop α and
meets each handlebody Hi in a single disk with boundary α. Thus α ∈ ∆1 ∩ ∆2 ∩ ∆3 and
so the circumference of the trisection is zero.
Conversely, if the trisection has circumference zero, there is an essential simple loop
α ⊂ F that bounds a disk Di in each three-dimensional handlebody Hi. As in the Hee-
gaard splitting case, we may assume that α is a separating loop. We construct a reducing
sphere for the trisection by first building a spine D = D1 ∪ D2 ∪ D3, similarly to how
we constructed trisected 4-manifolds in the proof of Theorem 2.3.13. Notice that each
Si = Di ∪ Di+1 is a separating 2-sphere in ∂Xi = Hi ∪ Hi+1, so it bounds a properly em-
bedded 3-ball Bi in Xi (see below). Filling in the spheres Si ⊂ Dwith Bi yields the desired
reducing 3-sphere.
We point out that the fact that Si bounds a 3-ball Bi is actually another consequence
of the Laudenbach-Poenaru theorem [18]. For any separating 2-sphere in S ⊂ ∂Xi there
is a diffeomorphism ∂Xi → #ki(S1 × S2) taking S to one of the 2-spheres S ′ used to build
the connect sum. This diffeomorphism extends to Xi → \(S1 ×D3), and the desired 3-ball
bound by S is obtained as the pullback of the 3-ball in \(S1 ×D3) bound by S ′.
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Similar to 3-manifolds, smooth 4-manifold X is called reducible if there is a smoothly-
embedded 3-sphere in X that does not bound a smooth 4-ball in X. We note that a trisec-
tion analogue to Lemma 2.4.2 is unproven as of this writing.
Conjecture 2.4.8 (“Haken Lemma for Trisections”). If X is a reducible 4-manifold, then every
trisection of X is reducible.
We can compute the circumferences of the trisections of genus two using Theorem
2.4.7 the following observation.
Lemma 2.4.9. If a (2; 0, 0, 0)-trisected 4-manifold has nonzero circumference, then it has circum-
ference at least six.
Proof. We first make an observation about Heegaard splittings of the 3-sphere. If S3 = H1∪
H2 is a genus-gHeegaard splitting with splitting surface F and corresponding handlebody
sets ∆1, ∆2 ⊂ C(F), then every vertex α in ∆1 ∩ ∆2 gives rise to a 2-sphere S ⊂ S3. Since
every 2-sphere in S3 is separating, it follows that αmust be separating in F.
Now let X be a (2; 0, 0, 0)-trisected 4-manifold with central surface F and handlebody
sets∆i ⊂ C(F), and let ` ⊂ C(F) be a handlebody circuit of length at most five. By definition
there is a decomposition ` = `1∪`2∪`2 into segments such that `i ⊂ ∆i, and it follows from
the length assumption that one of the segments (say `1) has length at most one. If `1 has
length zero then it is a vertex of C(F) that lies in ∆1 ∩ ∆2 ∩ ∆3, so the trisection has length
zero. If `1 has length one then it is an edge of C(F) whose endpoints lie in ∆1 ∩ ∆2 and
∆3 ∩ ∆1, so by the above paragraph the endpoints correspond to separating simple loops
in F that are non-isotopic and disjoint. Since F is a genus-2 surface, this is impossible. This
shows that a handlebody circuit for the trisection of X either has length zero or has length
at least six.
Theorem 2.4.10. The (2; 0, 0, 0)-trisection of S2× S2 has circumference six. Every other genus-2
trisection has circumference zero.
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∆1 ∩ ∆2 ∆3 ∩ ∆1
∆3 ∩ ∆1
∆1
∆2 ∆3
Figure 2.14: A handlebody circuit in the curve complex of the central sur-
face of the (2; 0, 0, 0)-trisection of S2 × S2. The three curves
in the pairwise intersections of handlebody sets are each ob-
tained as the boundary of a regular neighborhood of the union
of two curves from the diagram in Figure 2.13.
Proof. Figure 2.13 shows a trisection diagram for the (2; 0, 0, 0)-trisection of S2 × S2, and
Figure 2.14 shows a handlebody circuit of length six for this trisection. Thus the trisection
of S2 × S2 has circumference at most six, and Lemma 2.4.9 shows that the circumference
must be exactly six. (To see that the (2; 0, 0, 0)-trisection of S2 × S2 is irreducible, notice
that if it were reducible we could obtain it as the connect sum of two of the genus-1
trisections shown in Figure 2.11. One can show that this is impossible via intersection
form arguments.) It is shown in [24] that every other genus-2 trisection is reducible, and
so such trisections have circumference zero.
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Questions about Circumference
We conclude with some yet-unanswered questions about trisection circumference. These
arose in the search for analogues to known facts about Heegaard distance.
Question A. Are there trisections with arbitrarily-large circumference?
Question B. What can be said about geometry or topology of a 4-manifold with a large
circumference?
Question C. What can be said about irreducible trisections circumference three?
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