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CHAPTER 1
Introduction
A classification is given for factorizations of almost simple groups with at least
one factor solvable (Theorem 1.1), and it is then applied to characterize s-arc-
transitive Cayley graphs of solvable groups (Theorem 1.2), leading to a striking
corollary:
Except the cycles, every non-bipartite connected 3-arc-transitive
Cayley graph of a solvable group is a cover of the Petersen graph
or the Hoffman-Singleton graph.
1.1. Factorizations of almost simple groups
For a group G, the expression G = HK with H,K proper subgroups of G is
called a factorization of G, and H,K are called its factors. A finite group G is
said to be almost simple if it lies between a nonabelian simple group S and its
automorphism group Aut(S), or equivalently, if G has a unique minimal normal
subgroup, which is nonabelian simple.
The socle of a group G is the product of all minimal normal subgroups, de-
noted by soc(G). For a finite almost simple group, the factorization with a factor
containing the socle is trivial in some sense. Thus we only consider the factoriza-
tions of which the factors are core-free. A factorization of an almost simple group
is said to be nontrivial if both its factors are core-free. We also say the factors
in nontrivial factorizations of an almost simple group nontrivial. When speaking of
factorizations of almost simple groups, we always refer to nontrivial ones. It is at the
heart of studying factorizations of general groups to understand the factorizations
of almost simple groups.
Problem A. Classify factorizations of finite almost simple groups.
This problem has been investigated for a long time. In the early stage, there were
some partial results for certain simple groups. For instance, Itoˆ [29] determined the
factorizations of PSL2(q), and the factorizations of certain finite simple groups into
two simple groups are classified [19, 20, 52]. A factorization is said to be exact if
the intersection of the two factors is trivial. The exact factorizations of alternating
and symmetric groups are determined by Wiegold and Williamson [54]. Fisman
and Arad [16] in 1987 proved a conjecture of Sze´p [50, 51] saying that a nonabelian
simple group G does not have a factorization G = HK with the centers of H and
K both nontrivial.
During 1980s’ and 1990s’, the status of research on Problem A dramatically
changed since some significant classification results have been achieved. In 1987,
Hering, Liebeck and Saxl [25] classified factorizations of exceptional groups of Lie
type. A factorization G = HK is called a maximal factorization of G if both
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H,K are maximal subgroups of G. In 1990, Liebeck, Praeger and Saxl published
the landmark work [42] classifying maximal factorizations of finite almost simple
groups, which is the foundation of many further works on Problem A. When the
socle is an alternating group, in fact all the factorizations of an almost simple group
were determined in [42, THEOREM D]. Based on the maximal factorizations in [42,
THEOREM C], Giudici [21] in 2006 determined the factorizations of almost simple
groups with sporadic simple group socle.
Nevertheless, Problem A for classical groups of Lie type is widely open. Our
approach to this problem is to divide it into three major cases:
• at least one of the two factors is solvable;
• at least one of the two factors has at least two unsolvable composition
factors;
• both factors have a unique unsolvable composition factor.
In this paper, we solve Problem A for the first case (Theorem 1.1). In subsequent
work [39], we solve the problem for the second case.
For the notation in the following theorem, refer to Section 2.1.
Theorem 1.1. Suppose that G is an almost simple group with socle L and
G = HK for solvable subgroup H and core-free subgroup K of G. Then one of
the following statements holds.
(a) Both factors H,K are solvable, and the triple (G,H,K) is described in
Proposition 4.1.
(b) L = An, and the triple (G,H,K) is described in Proposition 4.3.
(c) L is a sporadic simple group, and the triple (G,H,K) is described in Propo-
sition 4.4.
(d) L is a classical group of Lie type, and the triple (L,H ∩ L,K ∩ L) lies in
Table 1.1 or Table 1.2.
Conversely, for each simple group L in Table 1.1 and Table 1.2, there exist group
G and subgroups H,K as described such that soc(G) = L and G = HK.
Here are some remarks on Theorem 1.1.
(i) For the triple (G,H,K) in part (d) of Theorem 1.1, NL(K ∩L) is maximal
in L except when K ∩ L = PSL3(3) in row 6 of Table 1.2 or K ∩ L = A5,
S5 in row 11 of Table 1.2, respectively.
(ii) By the benefit of isomorphisms
PSL4(q) ∼= PΩ
+
6 (q), PSp2m(2
f) ∼= PΩ2m+1(2
f) and PSp4(q)
∼= PΩ5(q),
there is a uniform description for rows 2–9 of Table 1.1: L = PSU2m(q
1/2)
with m > 2 or PΩ2m+1(q) with m > 2 or PΩ
+
2m(q) with m > 3, and up to
graph automorphisms of L, we have
H ∩ L 6 Op(Pm):ˆ GL1(q
m).m < Pm and NL(K ∩ L) = N
ε
1,
where ε = 2m − n ∈ {0,−} with n being the dimension of L. To illus-
trate this, take row 4 of Table 1.1 as an instance. Denote by τ the graph
automorphism of L of order 2, and consider the factorization Gτ = HτKτ
deriving from G = HK. Since τ maps P1 to P2 and Sp2(q
2).2 to O−4 (q),
we deduce that Hτ ∩ L 6 q3:(q2 − 1).2 < P2 and K
τ ∩ L D Ω−4 (q).
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This means that the triple (Gτ , Hτ , Kτ ) is in our uniform description with
L = soc(Gτ ) = PΩ5(q) and q even.
(iii) Although Table 1.1 presents Pk as a maximal subgroup of L containing
H ∩ L for each of the rows 2–9, it does not assert that Pk is the only such
maximal subgroup. In fact, H ∩ L may be contained in the intersection of
two different maximal subgroups of L, one of which is Pk. For example,
G = Sp4(4) has a factorization G = HK with H = 2
4:15 < P2 ∩O
−
4 (4) and
K = Sp2(16):2.
Table 1.1.
row L H ∩ L 6 K ∩ L D remark
1 PSLn(q) ˆGL1(q
n):n = q
n−1
(q−1)d
:n qn−1:SLn−1(q) d = (n, q − 1)
2 PSL4(q) q3:
q3−1
d
.3 < Pk PSp4(q)
d = (4, q − 1),
k ∈ {1, 3}
3 PSp2m(q) q
m(m+1)/2:(qm − 1).m < Pm Ω
−
2m(q) m > 2, q even
4 PSp4(q) q
3:(q2 − 1).2 < P1 Sp2(q
2) q even
5 PSp4(q) q
1+2: q
2−1
2
.2 < P1 PSp2(q
2) q odd
6 PSU2m(q) q
m2 : q
2m−1
(q+1)d
.m < Pm SU2m−1(q)
m > 2,
d = (2m, q + 1)
7 Ω2m+1(q) (qm(m−1)/2.qm):
qm−1
2
.m < Pm Ω
−
2m(q) m > 3, q odd
8 PΩ+2m(q) q
m(m−1)/2: q
m−1
d
.m < Pk Ω2m−1(q)
m > 5,
d = (4, qm − 1),
k ∈ {m,m− 1}
9 PΩ+8 (q) q
6: q
4−1
d
.4 < Pk Ω7(q)
d = (4, q4 − 1),
k ∈ {1, 3, 4}
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Table 1.2.
row L H ∩ L 6 K ∩ L
1 PSL2(11) 11:5 A5
2 PSL2(16) D34 A5
3 PSL2(19) 19:9 A5
4 PSL2(29) 29:14 A5
5 PSL2(59) 59:29 A5
6 PSL4(3) 2
4:5:4 PSL3(3), 3
3:PSL3(3)
7 PSL4(3) 3
3:13:3 (4× PSL2(9)):2
8 PSL4(4) 2
6:63:3 (5× PSL2(16)):2
9 PSL5(2) 31:5 2
6:(S3 × PSL3(2))
10 PSp4(3) 3
3:S4 2
4:A5
11 PSp4(3) 3
1+2
+ :2.A4 A5, 2
4:A5, S5, A6, S6
12 PSp4(5) 5
1+2
+ :4.A4 PSL2(5
2), PSL2(5
2):2
13 PSp4(7) 7
1+2
+ :6.S4 PSL2(7
2), PSL2(7
2):2
14 PSp4(11) 11
1+2
+ :10.A4 PSL2(11
2), PSL2(11
2):2
15 PSp4(23) 23
1+2
+ :22.S4 PSL2(23
2), PSL2(23
2):2
16 Sp6(2) 3
1+2
+ :2.S4 A8, S8
17 PSp6(3) 3
1+4
+ :2
1+4.D10 PSL2(27):3
18 PSU3(3) 3
1+2
+ :8 PSL2(7)
19 PSU3(5) 5
1+2
+ :8 A7
20 PSU4(3) 3
4:D10, 3
4:S4, PSL3(4)
34:32:4, 31+4+ .2.S4
21 PSU4(8) 513:3 2
12:SL2(64).7
22 Ω7(3) 3
5:24.AGL1(5) G2(3)
23 Ω7(3) 3
3+3:13:3 Sp6(2)
24 Ω9(3) 3
6+4:21+4.AGL1(5) Ω
−
8 (3), Ω
−
8 (3).2
25 Ω+8 (2) 2
2:15.4 < A9 Sp6(2)
26 Ω+8 (2) 2
6:15.4 A9
27 PΩ+8 (3) 3
6:24.AGL1(5) Ω7(3)
28 PΩ+8 (3) 3
6:(33:13:3), 33+6:13.3 Ω+8 (2)
Note the isomorphism PSp4(3)
∼= PSU4(2) for rows 10 and 11.
1.2. s-Arc transitive Cayley graphs
The second part of this paper gives a characterization of non-bipartite connected
s-arc-transitive Cayley graphs of solvable groups where s > 2, as an application of
Theorem 1.1. Before stating the result, we introduce some definitions.
Let Γ = (V,E) be a simple graph with vertex set V and edge set E. An
automorphism of Γ is a permutation on V that preserves the edge set E. The
group consisting of all the automorphisms of Γ is called the (full) automorphism
group of Γ and denoted by Aut(Γ ). For a positive integer s, an s-arc in Γ is a
sequence of vertices (α0, α1, . . . , αs) such that {αi−1, αi} ∈ E and αi−1 6= αi+1 for
all admissible i. A 1-arc is simply called an arc. For some G 6 Aut(Γ ), the graph
Γ is said to be (G, s)-arc-transitive if Γ is regular (means that each vertex has the
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same number of neighbors) and G acts transitively on the s-arcs of Γ ; Γ is said to
be (G, s)-transitive if Γ is (G, s)-arc-transitive but not (G, s+1)-arc-transitive. If Γ
is (Aut(Γ ), s)-arc-transitive or (Aut(Γ ), s)-transitive, then we say that Γ is s-arc-
transitive or s-transitive, respectively. Note that the cycles can be s-arc-transitive
for any positive integer s.
Given a group R and a subset S ⊂ R which does not contain the identity of R
such that S = S−1 := {g−1 | g ∈ S}, the Cayley graph Cay(R, S) of R is the graph
with vertex set R such that two vertices x, y are adjacent if and only if yx−1 ∈ S.
It is easy to see that Cay(R, S) is connected if and only if S generates the group R,
and a graph Γ is (isomorphic to) a Cayley graph of R if and only if Aut(Γ ) has a
subgroup isomorphic to R acting regularly on the vertices of Γ .
There have been classification results for certain classes of s-arc-transitive Cayley
graphs in the literature. For instance, see [1] for 2-arc-transitive circulants (Cay-
ley graphs of cyclic groups), [15, 45, 46] for 2-arc-transitive dihedrants (Cayley
graphs of dihedral groups) and [30, 37] for 2-arc-transitive Cayley graphs of abelian
groups. Cubic s-arc-transitive Cayley graphs are characterized in [9, 40, 56, 57],
and tetravalent case is studied in [36].
A graph Γ is said to be a cover of a graph Σ , if there exists a surjection φ
from the vertex set of Γ to the vertex set of Σ which preserves adjacency and is
a bijection from the neighbors of v to the neighbors of vφ for any vertex v of Γ .
Suppose that Γ = (V,E) is a (G, s)-arc-transitive graph with s > 2, and G has a
normal subgroup N which has at least three orbits on the vertex set V . Then N
induces a graph ΓN = (VN , EN), where VN is the set of N -orbits on V and EN is
the set of N -orbits on E, called the normal quotient of Γ induced by N . In this
context, we call Γ a normal cover of ΓN , and call Γ a proper normal cover of ΓN if
in addition N 6= 1.
A transitive permutation group G is called primitive if G does not preserve
any nontrivial partition of the points, and is called quasiprimitive if every nontrivial
normal subgroup of G is transitive. Given a non-bipartite (G, s)-arc-transitive graph
Σ with s > 2, one can take a maximal intransitive normal subgroup N of G, so that
ΣN is (G/N, s)-arc-transitive with G/N vertex-quasiprimitive and Σ is a cover of
ΣN , see [48]. If in addition Σ is a Cayley graph of a solvable group, then the
normal quotient ΣN admits a solvable vertex-transitive group of automorphisms.
Thus to characterize s-arc-transitive Cayley graphs of solvable groups, the first step
is to classify (G, s)-arc-transitive graphs with G vertex-quasiprimitive containing a
solvable vertex-transitive subgroup. This is essentially the result in Theorem 1.2,
where Σ is extended to the class of graphs admitting a solvable vertex-transitive
group of automorphisms although our original purpose is those Cayley graphs of
solvable groups. A group G is called affine if Cdp E G 6 AGLd(p) for some prime p
and positive integer d. The (G, 2)-arc-transitive graphs for primitive affine groups
G are classified in [30]. The (G, 2)-arc-transitive graphs for almost simple groups G
with socle PSL2(q) are classified in [23].
Theorem 1.2. Let Σ be a non-bipartite connected (X, s)-transitive graph ad-
mitting a solvable vertex-transitive subgroup of X, where s > 2 and the valency of
Σ is at least three. Then s = 2 or 3, and X has a normal subgroup N with the
(G, s)-transitive normal quotient Γ described below, where G = X/N and Γ = ΣN .
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(a) G is a 3-transitive permutation group of degree n, Γ = Kn, and s = 2.
(b) G is a primitive affine group, so that Γ is classified in [30], and s = 2.
(c) PSL2(q) 6 G 6 PΓL2(q) for some prime power q > 4, so that Γ is classified
in [23].
(d) G = PSU3(5) or PΣU3(5), Γ is the Hoffman-Singlton graph, and s = 3.
(e) G = HS or HS.2, Γ is the Higman-Sims graph, and s = 2.
In particular, s = 3 if and only if Γ is the Petersen graph or the Hoffman-Singleton
graph.
A Cayley graph Γ of a group R is called a normal Cayley graph of R if the right
regular representation of R is normal in Aut(Γ ), and a Cayley graph of a solvable
group is called a solvable Cayley graph. An instant consequence of Theorem 1.2 is
the following.
Corollary 1.3. A connected non-bipartite 2-arc-transitive solvable Cayley graph
of valency at least three is a normal cover of
(a) a complete graph, or
(b) a normal Cayley graph of Cd2, or
(c) a (G, 2)-arc-transitive graph with soc(G) = PSL2(q), or
(d) the Hoffman-Singlton graph, or
(e) the Higman-Sims graph.
In particular, a connected non-bipartite 3-arc-transitive solvable Cayley graph of
valency at least three is a normal cover of the Petersen graph or the Hoffman-
Singleton graph.
We remark that neither the Petersen graph nor the Hoffman-Singleton graph is
a Cayley graph. Thus a non-bipartite 3-arc-transitive solvable Cayley graph (if any)
is a proper normal cover of the Petersen graph or the Hoffman-Singleton graph.
CHAPTER 2
Preliminaries
We collect in this chapter the notation and elementary facts as well as some tech-
nical lemmas. Some basic facts will be used in the sequel without further reference.
2.1. Notation
In this paper, all the groups are supposed to be finite and all graphs are supposed
to be finite and simple if there are no further instructions. We set up the notation
below, where G,H,K are groups, M is a subgroup of G, n and m are positive
integers, p is a prime number, and q is a power of p (so that q is called a p-power).
Z(G) center of G
rad(G) solvable radical (the largest solvable normal subgroup) of G
soc(G) socle (product of the minimal normal subgroups) of G
G(∞) =
⋂∞
i=1G
(i)
CG(M) centralizer of M in G
NG(M) normalizer of M in G
Op(G) largest normal p-subgroup of G
[G:M ] set of right cosets of M in G
G ◦H a central product of G and H
G:H a split extension of G by H
G.H an extension of G by H
G:H :K a group of both type G:(H :K) and (G:H):K
G:H.K a group of type G:(H.K) (this is automatically of type (G:H).K)
G.H.K a group of type G.(H.K) (this is automatically of type (G.H).K)
Sn symmetric group of degree n (naturally acting on {1, 2, . . . , n})
An alternating group of degree n (naturally acting on {1, 2, . . . , n})
Cn cyclic group of order n (sometimes just denoted by n)
D2n dihedral group of order 2n
[n] an unspecified group of order n
np p-part of n (the largest p-power that divides n)
np′ = n/np
pn elementary abelian group of order pn
pn+m = pn.pm
p1+2n+ extraspecial group of order p
1+2n with exponent p when p is odd
p1+2n− extraspecial group of order p
1+2n with exponent p2 when p is odd
GF(q) finite field of q elements
ΓLn(q) group of semilinear bijections on GF(q)
n
GLn(q) general linear group on GF(q)
n
SLn(q) special linear group on GF(q)
n
PΓLn(q) = ΓLn(q)/Z(GLn(q))
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PGLn(q) projective general linear group on GF(q)
n
PSLn(q) projective special linear group on GF(q)
n
Sp2n(q) symplectic group on GF(q)
2n
PSp2n(q) projective symplectic group on GF(q)
2n
GUn(q) general unitary group on GF(q
2)n
SUn(q) special unitary group on GF(q
2)n
PGUn(q) projective general unitary group on GF(q
2)n
PSUn(q) projective special unitary group on GF(q
2)n
O2n+1(q) general orthogonal group on GF(q)
2n+1
O+2n(q) general orthogonal group on GF(q)
2n with Witt index n
O−2n(q) general orthogonal group on GF(q)
2n with Witt index n− 1
SO2n+1(q) special orthogonal group on GF(q)
2n
SO+2n(q) special orthogonal group on GF(q)
2n with Witt index n
SO−2n(q) special orthogonal group on GF(q)
2n with Witt index n− 1
Ω2n+1(q) derived subgroup of SO2n+1(q)
Ω+2n(q) derived subgroup of SO
+
2n(q)
Ω−2n(q) derived subgroup of SO
−
2n(q)
PSO2n+1(q) projective special orthogonal group on GF(q)
2n
PSO+2n(q) projective special orthogonal group on GF(q)
2n with Witt
index n
PSO−2n(q) projective special orthogonal group on GF(q)
2n with Witt
index n− 1
PΩ2n+1(q) derived subgroup of PSO2n+1(q)
PΩ+2n(q) derived subgroup of PSO
+
2n(q)
PΩ−2n(q) derived subgroup of PSO
−
2n(q)
Kn complete graph on n vertices
Kn,m complete bipartite graph with bipart sizes n and m
Let T be a classical linear group on V with center Z such that T/Z is a classical
simple group, and X be a subgroup of GL(V ) containing T as a normal subgroup.
Then for any subgroup Y of X , denote by ˆY the subgroup (Y ∩ T )Z/Z of T/Z.
For example, if X = GLn(q) and Y = GL1(q
n):n 6 X (see Section 3.1), then
ˆY = ((qn − 1)/((q − 1)(n, q − 1))):n as the third column of row 1 in Table 1.1.
If G is a linear group, define Pk[G] to be the stabilizer of a k-space in G. For
the rest of this section, let G be a symplectic, unitary or orthogonal group. If G
is transitive on the totally singular k-spaces, then define Pk[G] to be the stabilizer
of a totally singular k-space in G. If G is not transitive on the totally singular
k-spaces (so that G is an orthogonal group of dimension 2k with Witt index k, see
[42, 2.2.4]), then G has precisely two orbits on them and
(i) define Pk−1[G],Pk[G] to be the stabilizers of totally singular k-spaces in the
two different orbits of G;
(ii) define Pk−1,k[G] to be the stabilizer of a totally singular (k− 1)-space in G;
(iii) define P1,k−1[G] to be the intersection P1[G] ∩ Pk−1[G], where the 1-space
stabilized by P1[G] lies in the k-space stabilized by Pk−1[G];
(iv) define P1,k[G] to be the intersection P1[G] ∩ Pk[G], where the 1-space sta-
bilized by P1[G] lies in the k-space stabilized by Pk[G].
Let W be a non-degenerate k-space. We define
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(i) Nk[G] = GW if either G is symplectic or unitary, or G is orthogonal of even
dimension with k odd;
(ii) Nεk[G] = GW for ε = ± if G is orthogonal and W has type ε;
(iii) Nεk[G] = GW for ε = ± if G is orthogonal of odd dimension and W
⊥ has
type ε.
For the above defined groups Pk[G], Pi,j[G], Nk[G], N
−
k [G] and N
+
k [G], we will simply
write Pk, Pi,j, Nk, N
−
k and N
+
k , respectively, if the classical group G is clear from
the context.
We shall employ the families C1–C8 of subgroups of classical groups defined in
[2], see [34, 33] for their group structure and [34, 7] for determination of their
maximality in classical simple groups. The subgroups Pk, Nk, N
+
k and N
−
k defined
in the previous paragraph are actually C1 subgroups of classical groups.
2.2. Results on finite simple groups
This section contains some information about the finite simple groups which is
needed in the sequel.
2.2.1. Classification of the finite simple groups. Let q be a prime power.
By the classification of finite simple groups (CFSG), the finite nonabelian simple
groups are:
(i) An with n > 5;
(ii) classical groups of Lie type:
PSLn(q) with n > 2 and (n, q) 6= (2, 2) or (2, 3),
PSp2m(q) with m > 2 and (m, q) 6= (2, 2),
PSUn(q) with n > 3 and (n, q) 6= (3, 2),
Ω2m+1(q) with m > 3 and q odd,
PΩ+2m(q) with m > 4, PΩ
−
2m(q) with m > 4;
(iii) exceptional groups of Lie type:
G2(q) with q > 3, F4(q), E6(q), E7(q), E8(q),
2B2(2
2c+1) = Sz(22c+1) with c > 1, 2G2(3
2c+1) with c > 1,
2F4(2
2c+1) with c > 1, 2F4(2)
′, 3D4(q),
2E6(q);
(iv) 26 sporadic simple groups.
Furthermore, the only repetitions among (i)–(iv) are:
PSL2(4) ∼= PSL2(5) ∼= A5, PSL3(2) ∼= PSL2(7),
PSL2(9) ∼= A6, PSL4(2) ∼= A8, PSU4(2) ∼= PSp4(3).
For the orders of the groups listed in (ii)–(iv), see [42, TABLE 2.1].
Remark 2.1. We note that
PSp4(2)
∼= S6, G2(2) ∼= PSU3(3):2,
2G2(3) ∼= PΓL2(8),
and the groups PSL2(2), PSL2(3), PSU3(2),
2B2(2) are all solvable.
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2.2.2. Outer automorphism group. As a consequence of CFSG, the outer
automorphism groups of finite simple groups are explicitly known. In particular,
the Schreier conjecture is true, that is, the outer automorphism group of every finite
simple group is solvable. We collect some information for the outer automorphism
groups of simple groups of Lie type in the following two tables, where q = pf with
p prime. For the presentations of outer automorphism groups of classical simple
groups, see [7, 1.7].
Table 2.1.
L Out(L) d
PSL2(q) Cd × Cf (2, q − 1)
PSLn(q), n > 3 Cd:(C2 × Cf ) (n, q − 1)
PSUn(q), n > 3 Cd:C2f (n, q + 1)
PSp2m(q), (m, p) 6= (2, 2) Cd × Cf (2, q − 1)
PSp4(q), q even C2f 1
Ω2m+1(q), m > 3, q odd C2 × Cf 1
PΩ−2m(q), m > 4, q
m 6≡ 3 (mod 4) Cd × C2f (2, q − 1)
PΩ−2m(q), m > 4, q
m ≡ 3 (mod 4) D8 × Cf 4
PΩ+2m(q), m > 5, q
m 6≡ 1 (mod 4) C2 × Cd × Cf (2, q − 1)
PΩ+2m(q), m > 5, q
m ≡ 1 (mod 4) D8 × Cf 4
PΩ+8 (q) Sd × Cf 2 + (2, q − 1)
Table 2.2.
L |Out(L)| d
G2(q), q > 3 (3, p)f 1
F4(q) (2, p)f 1
E6(q) 2df (3, q − 1)
E7(q) df (2, q − 1)
E8(q) f 1
2B2(q), q = 2
2c+1 > 23 f 1
2G2(q), q = 3
2c+1 > 33 f 1
2F4(q), q = 2
2c+1 > 23 f 1
2F4(2)
′ 2 1
3D4(q) 3f 1
2E6(q) 2df (3, q + 1)
Let a and m be positive integers. A prime number r is called a primitive prime
divisor of the pair (a,m) if r divides am − 1 but does not divide aℓ − 1 for any
positive integer ℓ < m. We will simply say that r is a primitive prime divisor of
am − 1 when a is prime.
Lemma 2.2. A prime number r is a primitive prime divisor of (a,m) if and only
if a has order m in GF(r)×. In particular, if r is a primitive prime divisor of (a,m),
then m
∣∣ r − 1 and r > m.
The following Zsigmondy’s theorem shows exactly when the primitive prime di-
visors exist.
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Theorem 2.3. (Zsigmondy, see [3, Theorem IX.8.3]) Let a and m be integers
greater than 1. Then (a,m) has a primitive prime divisor except for (a,m) = (2, 6)
or (2k − 1, 2) with some positive integer k.
Checking the orders of outer automorphism groups of finite simple groups and
viewing Lemma 2.2, one has the consequence below, see [42, p.38 PROPOSITION
B].
Lemma 2.4. Let L be a simple group of Lie type over GF(q), where q = pf with
p prime and m > 3. If (q,m) 6= (2, 6) or (4, 3), then no primitive prime divisor of
pfm − 1 divides |Out(L)|.
2.2.3. Minimal index of proper subgroups. A group G is said to be perfect
if G′ = G. A group G is said to be quasisimple if G is perfect and G/Z(G) is
nonabelian simple.
Lemma 2.5. Let P (X) denote the smallest index of proper subgroups of an ar-
bitrary group X. Then the following statements hold.
(a) If G is almost simple with socle L, then |G|/|H| > P (L) for any core-free
subgroup H of G.
(b) If G is quasisimple with center Z, then P (G/Z) = P (G).
(c) If G is a permutation group on n points and N is a normal subgroup of G,
then P (G/N) 6 n.
(d) If H and K are subgroups of G such that |G|/|K| < P (H), then H 6 K.
Proof. Proof for parts (a) and (b) is fairly easy, so we omit it. To prove part (c),
use induction on n. When n = 1, the conclusion holds trivially. Let K 6 G be the
stabilizer of an arbitrary point. Evidently, |G|/|K| 6 n, and K is a permutation
group on n− 1 points. As K/K ∩N ∼= KN/N , we see that K/K ∩N is isomorphic
to a subgroup H of G/N . If H 6= G/N , then
P (G/N) 6
|G/N |
|H|
=
|G||K ∩N |
|N ||K|
6
|G|
|K|
6 n.
If H = G/N , then P (G/N) = P (K/K ∩ N) 6 n − 1 by the inductive hypothesis.
Consequently, part (c) is true.
It remains to prove part (d). Suppose on the contrary that H 
 K. Then H∩K
is a proper subgroup of H , and so |H|/|H∩K| > P (H). This causes a contradiction
that
P (H) >
|G|
|K|
>
|HK|
|K|
=
|H|
|H ∩K|
> P (H).
Thereby we have H 6 K. 
A list of the smallest indices of proper subgroups of classical simple groups was
obtained by Cooperstein [11]. In fact, the smallest index of proper subgroups of a
classical simple group follows immediately from the classification of its maximal sub-
groups. This is cited in the following theorem and is referred to [34, Theorem 5.2.2],
which also points out the two errors in Cooperstein’s list.
Theorem 2.6. The smallest index P (L) of proper subgroups of a classical simple
group L is as in Table 2.3.
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Table 2.3.
L P (L)
PSLn(q), (n, q) 6= (2, 5), (2, 7), (2, 9), (2, 11), (4, 2) (q
n − 1)/(q − 1)
PSL2(5), PSL2(7), PSL2(9), PSL2(11), PSL4(2) 5, 7, 6, 11, 8
PSp2m(q), m > 2, q > 2, (m, q) 6= (2, 3) (q
2m − 1)/(q − 1)
Sp2m(2), m > 3 2
m−1(2m − 1)
PSp4(3) 27
Ω2m+1(q), m > 3, q > 5 odd (q
2m − 1)/(q − 1)
Ω2m+1(3), m > 3 3
m(3m − 1)/2
PΩ+2m(q), m > 4, q > 3 (q
m − 1)(qm−1 + 1)/(q − 1)
PΩ+2m(2), m > 4 2
m−1(2m − 1)
PΩ−2m(q), m > 4 (q
m + 1)(qm−1 − 1)/(q − 1)
PSU3(q), q 6= 5 q
3 + 1
PSU3(5) 50
PSU4(q) (q + 1)(q
3 + 1)
PSUn(q), n > 5, (n, q) 6= (6m, 2)
(qn−(−1)n)(qn−1−(−1)n−1)
q2−1
PSUn(2), n ≡ 0 (mod 6) 2
n−1(2n − 1)/3
2.3. Elementary facts concerning factorizations
We first give several equivalent conditions for a factorization.
Lemma 2.7. Let H,K be subgroups of G. Then the following are equivalent.
(a) G = HK.
(b) G = HxKy for any x, y ∈ G.
(c) |H ∩K||G| = |H||K|.
(d) |G| 6 |H||K|/|H ∩K|.
(e) H acts transitively on [G:K] by right multiplication.
(f) K acts transitively on [G:H ] by right multiplication.
Due to part (b) of Lemma 2.7, we will consider conjugacy classes of subgroups
when studying factorizations of a group. Given a group G and its subgroups H,K,
in order to inspect whether G = HK holds we only need to compute the orders of G,
H , K andH∩K by part (c) or (d) of Lemma 2.7. This is usually easier than checking
the equality G = HK directly, see our Magmacodes in APPENDIX B. Utilizing
equivalent conditions (e) and (f) in Lemma 2.7, one can construct factorizations in
terms of permutation groups.
Example 2.8. According to Lemma 2.7, each k-homogeneous permutation group
H of degree n gives rise to a factorization Sn = H(Sk × Sn−k).
(a) Each transitive permutation group H of degree n gives rise to a factoriza-
tion Sn = HSn−1. Since a group is transitive in its regular permutation
representation, we see that each group is a factor of some symmetric group.
(b) Each 2-homogeneous permutation group H of degree n gives rise to a fac-
torization Sn = H(S2 × Sn−2). The solvable 2-homogeneous group H of
degree n > 5 only exists for prime power n, and is either a subgroup of
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AΓL1(n) or one of the following (see [31] and [4, Theorem XII.7.3]):
H n
52:SL2(3), 5
2:Q8.6, 5
2:SL2(3).4 5
2
72:Q8.S3, 7
2:SL2(3).6 7
2
112:SL2(3).5, 11
2:SL2(3).10 11
2
232:SL2(3).22 23
2
34:21+4.5, 34:21+4.D10, 3
4:21+4.AGL1(5) 3
4
(c) There are only three solvable 3-homogeneous groups of degree n > 5,
namely, AGL1(8) and AΓL1(8) with n = 8, and AΓL1(32) with n = 32.
Each of them is a factor of Sn with the other factor being S3 × Sn−3.
See the proof of Proposition 4.3 for a more comprehensive treatment of these fac-
torizations.
The following simple lemma will be used repeatedly in subsequent chapters.
Lemma 2.9. Let H,K be subgroups of G and L be a normal subgroup of G. If
G = HK, then we have the following divisibilities.
(a) |G| divides |H||K|.
(b) |G| divides |H ∩ L||K||G/L|.
(c) |L| divides |H ∩ L||K|.
(d) |L| divides |H ∩ L||K ∩ L||G/L|.
Proof. It derives from G = HK that |H ∩K||G| = |H||K| and thus statement
(a) holds. Then since |H| = |H ∩L||HL/L| divides |H ∩L||G/L|, we conclude that
|G| divides |H ∩L||K||G/L|. Hence statement (b) holds, which is equivalent to (c).
Since |K| = |K ∩L||KL/L| divides |K ∩L||G/L|, we then further deduce statement
(d). 
In the remainder of this section, we present some lemmas relating factorizations
of a group and those of its subgroups.
Lemma 2.10. Let H,K and M be subgroups of G. If G = HK, then M =
(H ∩M)(K ∩M) if and only if |HM ||KM | 6 |G||(H ∩ K)M |. In particular, if
G = HK and H 6M , then M = H(K ∩M).
Proof. By Lemma 2.7, M = (H ∩M)(K ∩M) if and only if
(2.1) |M | 6 |H ∩M ||K ∩M |/|H ∩K ∩M |.
Substituting |H∩M | = |H||M |/|HM |, |K∩M | = |K||M |/|HK| and |H∩K∩M | =
|H ∩K||M |/|(H ∩K)M | into (2.1), we obtain
|HM ||KM ||H ∩K| 6 |H||K||(H ∩K)M |.
Since |H||K|/|H ∩K| = |G| in view of G = HK, the above inequality turns out to
be |HM ||KM | 6 |G||(H ∩K)M |. This proves the lemma. 
Lemma 2.11. Let K,M be subgroups of G and H be a subgroup of M . If M =
H(K ∩M), then G = HK if and only if G = MK.
Proof. If G = HK, then H 6 M implies G = MK. If G = MK, then
G = (H(K ∩M))K = H((K ∩M)K) = HK. 
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The above two lemmas enable us to construct new factorizations from given ones.
Example 2.12. Let G = PSL4(3), M = PSp4(3).2 < G and K = P1 =
33:PSL3(3). Then we have G = MK and K ∩ M = 3
3:(S4 × 2) by [42, 3.1.1].
Since the almost simple group M = PSp4(3).2 has a factorization M = H(K ∩M)
with H = 24:AGL1(5) (see row 11 of Table 4.1), there holds G = HK by Lemma
2.11. This factorization is as described in row 6 of Table 1.2.
Example 2.13. Let G = PΩ+8 (3), M = P4 = 3
6:PSL4(3) and K = N1 = Ω7(3).
Then we have G = MK andK∩M = 33+3:PSL3(3) by [42, 5.1.15]. WriteM = R:S,
where R = C63 and S = PSL4(3). As shown in Example 2.12, S has a factorization
S = H1K1 with H1 = 2
4:AGL1(5) and K1 = 3
3:PSL3(3) < K∩M . Let H = R:H1 <
M . It follows that
M = RS = RH1K1 = HK1 = H(K ∩M),
and thus G = HK by Lemma 2.11. This factorization is as described in row 27 of
Table 1.2.
2.4. Maximal factorizations of almost simple groups
The nontrivial maximal factorizations of almost simple groups are classicfied by
Liebeck, Praeger and Saxl [42]. According to [42, THEOREM A], any nontrivial
maximal factorization G = AB of almost simple group G with socle L classical of
Lie type lies in TABLEs 1–4 of [42]. In TABLE 1 of [42], the maximal subgroups
A and B are given by some natural subgroups XA and XB of A ∩ L and B ∩ L
respectively such that A = NG(XA) and B = NG(XB). In fact, the explicit group
structures of A ∩L and B ∩L in TABLE 1 of [42] can be read off from [34], which
gives the following lemma.
Lemma 2.14. Let G be an almost simple group with socle L classical of Lie type.
If G = AB is a nontrivial maximal factorization as described in TABLE 1 of [42],
then letting XA and XB be as defined in TABLE 1 of [42], we have one of the
following.
(a) A ∩ L = XA and B ∩ L = XB.
(b) L = PSLn(q) with n > 4 even, B ∩ L = XB, and A ∩ L = PSpn(q).a where
a = (2, q − 1)(n/2, q − 1)/(n, q − 1).
(c) L = PSU2m(q) with m > 2, A ∩ L = XA, and B ∩ L = PSp2m(q).a where
a = (2, q − 1)(m, q + 1)/(2m, q + 1).
(d) L = PΩ+2m(q) with m > 6 even and q > 2, A ∩ L = XA, and B ∩ L =
(PSp2(q)⊗ PSpm(q)).a where a = gcd(2, m/2, q − 1).
In particular, |A ∩ L|/|XA| 6 2 and |B ∩ L|/|XB| 6 2.
In light of Lemma 2.14, we restate THEOREM A of [42] as follows.
Theorem 2.15. (Liebeck, Praeger and Saxl) Let G be an almost simple group
with socle L classical of Lie type not isomorphic to A5, A6 or A8. If G = AB is a
nontrivial maximal factorization of G, then interchanging A and B if necessary, the
triple (L,A ∩ L,B ∩ L) lies in Tables A.1–A.7 in APPENDIX A.
For a group G, the solvable radical of G, denoted by rad(G), is the product of
all the solvable normal subgroups of G.
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Lemma 2.16. If a group G has precisely one (involving multiplicity) unsolvable
composition factor, then G/rad(G) is almost simple.
Proof. Let R = rad(G) be the solvable radical of G. If G/R has an abelian
minimal normal subgroup N say, then the full preimage of N is solvable and normal
in G, which is a contradiction since R is the largest solvable normal subgroup of
G. Thus each minimal normal subgroup of G/R is nonabelian. As G has only one
unsolvable composition factor, so does G/R. Therefore, G/R has only one minimal
normal subgroup and the minimal normal subgroup is nonabelian simple, which
shows that G/R is almost simple. 
For a group G, let G(∞) =
⋂∞
i=1G
(i) be the first perfect group in the derived
series of G. Obviously, G is solvable if and only if G(∞) = 1. In fact, G(∞) is the
smallest normal subgroup of G such that G/G(∞) is solvable.
The following proposition plays a fundamental role in our further analysis.
Proposition 2.17. Suppose G is an almost simple group with socle classical of
Lie type, and G = AB with subgroups A,B maximal and core-free in G. If A has
exactly one unsolvable composition factor and R = rad(A), then (A ∩ B)R/R is
core-free in A/R.
Proof. Let S be the unique unsolvable composition factor of A. By Lemma
2.16, A/R is an almost simple group with socle S. Suppose that (A∩B)R/R contains
soc(A/R) = (A/R)(∞) = A(∞)R/R. Then (A ∩ B)R > A(∞)R. From G = AB we
deduce that |G|/|B| = |A|/|A∩B| divides |A||R|/|(A∩B)R|. Hence |G|/|B| divides
|A||R|
|A(∞)R|
=
|A||A(∞) ∩ R|
|A(∞)|
=
|A|
|A(∞)/rad(A(∞))|
.
Since A(∞)/rad(A(∞)) is also an almost simple group with socle S, this implies that
|G|/|B| divides |A|/|S|. However, inspecting the candidates in Tables A.1–A.7, we
conclude that the factorization G = AB does not satisfy this divisibility condition.
Thus (A ∩ B)R/R does not contain soc(A/R), that is, (A ∩ B)R/R is core-free in
A/R. 
In order to appeal the classification of maximal factorizations to investigate
the general factorizations of an almost simple group G, say, we need to embed a
nontrivial factorization G = HK to the a maximal factorization G = AB. This can
be easily accomplished by taking arbitrary maximal subgroups A,B of G containing
H,K respectively. However, such maximal subgroups A and B are not necessarily
core-free.
Lemma 2.18. Suppose that G is an almost simple group with socle L and G has
a nontrivial factorization G = HK. Then the following statements hold.
(a) HL = KL = G if and only if for any maximal subgroups A,B of G con-
taining H,K respectively, A,B are both core-free.
(b) There exist L E G∗ 6 G and a factorization G∗ = H∗K∗ of G∗ such that
H∗ ∩ L = H ∩ L, K∗ ∩ L = K ∩ L and H∗L = K∗L = G∗.
Proof. Assume that HL = KL = G. For any maximal subgroups A of G
containing H , since A > L will lead to a contradiction that A > HL = G, we know
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that A is core-free in G. Similarly, any maximal subgroup B of G containing K is
core-free in G.
Conversely, assume that any maximal subgroups of G containing H,K, respec-
tively, are core-free in G. If HL < G, then the maximal subgroup of G containing
HL (and thus containing H) is not core-free in G, contrary to the assumption.
Hence HL = G, and similarly we have KL = G. Therefore, part (a) is true.
For part (b), take G∗ = HL ∩ KL, H∗ = H ∩ G∗ and K∗ = K ∩ G∗. Then
L E G∗ 6 G, H∗ ∩ L = H ∩ L and K∗ ∩ L = K ∩ L. It follows that H∗ and K∗ are
both core-free in G∗ since H and K are both core-free in G. By [44, Lemma 2(i)],
we have G∗ = H∗K∗ and H∗L = K∗L = G∗. Thus G∗ = H∗K∗ is a factorization
satisfying part (b). 
Remark 2.19. For a nontrivial factorization G = HK, if we are concerned with
H∩soc(G) and K∩soc(G) instead of H and K (such as in proving Theorem 1.1(d)),
then Lemma 2.18 allows us to assume that any maximal subgroups of G containing
H,K, respectively, are core-free in G.
CHAPTER 3
The factorizations of linear and unitary groups of prime
dimension
We classify factorizations of almost simple linear and unitary groups of prime
dimension in this chapter. It turns out that all these factorizations have at least one
solvable factor unless the socle is PSL3(4).
3.1. Singer cycles
Let n = ab > 2 and V = GF(qn). Then V may be viewed as an n-dimensional
vector space over GF(q) and an a-dimensional vector space over GF(qb). Let g be a
GF(qb)-linear transformation on V . This means that, by definition, g is a bijection
on V satisfying
(u+ v)g = ug + vg for any u, v ∈ V and
(λv)g = λ(vg) for any λ ∈ GF(qb).
Since GF(q) ⊆ GF(qb), we see from the above conditions that g is also a GF(q)-linear
transformation on V . Therefore, GLa(q
b) 6 GLn(q). In fact, for any g ∈ GLa(q
b)
and σ ∈ Gal(GF(qb)/GF(q)), it is direct to check by definition that σ−1gσ is still a
GF(qb)-linear transformation. Hence we have
GLa(q
b):Gal(GF(qb)/GF(q)) = GLa(q
b):b 6 GLn(q).
Taking a = 1 and b = n in the above argument, one obtains that GL1(q
n) <
GL1(q
n):n < GLn(q). We call the cyclic group GL1(q
n) and its conjugates in GLn(q)
the Singer cycle of GLn(q), and call ˆGL1(q
n) and its conjugates in PGLn(q) the
Singer cycle of PGLn(q). Obviously, the group GL1(q
n) consisting of all GF(qn)-
linear transformations of V is transitive on V \ {0}. It follows that Singer cycles are
transitive on the 1-spaces and (n − 1)-spaces, respectively, of V . Accordingly, for
k = 1 or n− 1 we obtain the factorizations
GLn(q) = GL1(q
n)Pk[GLn(q)] = (GL1(q
n):n)Pk[GLn(q)]
and
PGLn(q) = ˆGL1(q
n)Pk[PGLn(q)] = (ˆ GL1(q
n):n)Pk[PGLn(q)].
It is worth mentioning that ΓL1(q
n) actually has a lot of subgroups which are
transitive on V \ {0}, see [17, 18].
We have seen in the above that there exist almost simple groups G with socle
L = PSLn(q) and subgroups H,K such that G = HK, H ∩ L 6 ˆGL1(q
n):n and
K ∩ L 6 P1 or Pn−1. In the rest of this section, we will show that if such a
factorization holds then K ∩L must contain a large normal subgroup of P1 or Pn−1.
Lemma 3.1. Let G be an almost simple group with socle L = PSLn(q) and
(n, q) 6= (3, 2), (3, 3) or (4, 2). If G = HK for subgroups H and K of G such that
H ∩ L 6 ˆGL1(q
n):n and K ∩ L 6 P1 or Pn−1, then K < PΓLn(q).
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Proof. Suppose K 
 PΓLn(q), and write d = (n, q − 1). Then n > 3, K
involves the graph automorphism of L, and K ∩ L stabilizes a decomposition V =
V1 ⊕ Vn−1, where V is an n-dimensional vector space over GF(q) and V1, Vn−1 are
1-space and (n − 1)-space, respectively, in V . This implies that |K ∩ L| divides
|GLn−1(q)|/d. Moreover, we conclude from H ∩L 6 ˆGL1(q
n):n that |H ∩L| divides
n(qn − 1)/(d(q − 1)). Hence by Lemma 2.9 we obtain
(3.1) qn−1
∣∣ 2fn,
and thereby 2n−1 6 pn−1 6 pf(n−1)/f 6 2n. This yields n 6 4, and so n = 3 or
4. However, we deduce q = 2 from (3.1) if n = 3 or 4, contrary to our assumption
that (n, q) 6= (3, 2) or (4, 2). Thus K 6 PΓLn(q), and further K < PΓLn(q) since
K 6= PΓLn(q). 
Lemma 3.2. Let G be an almost simple group with socle L = PSLn(q). If G =
HK for subgroups H,K of G such that H ∩ L 6 ˆGL1(q
n):n and K ∩ L 6 P1 or
Pn−1, then one of the following holds.
(a) qn−1:SLn−1(q) E K ∩ L.
(b) (n, q) ∈ {(2, 4), (3, 2), (3, 3), (3, 4), (3, 8)} and K is solvable.
Proof. Let q = pf with prime number p. We divide the discussion into two
cases distinguishing n = 2 or not. Note that if n = 2, part (a) turns out to be
Cfp E K ∩ L.
Case 1. Assume n = 2, and suppose q 6= 4. Then q > 5 and K ∩ L 6
Cfp :C(q−1)/(2,q−1).
First suppose f 6 2. Then p > 2 as q > 5. It derives from Lemma 2.9 that q
divides |K ∩ L|. Hence q:SL1(q) = C
f
p E K ∩ L as part (a) of Lemma 3.2.
Next suppose f > 3. By Zsigmondy’s theorem, pf − 1 has a primitive prime
divisor r except (p, f) = (2, 6). If (p, f) = (2, 6), then 24 · 3 · 7 divides |K ∩ L| by
Lemma 2.9, but the only subgroups of 26:63 in PSL2(64) with order divisible by
24 · 3 · 7 are 26:21 and 26:63, which leads to 26 E K ∩ L. If (p, f) 6= (2, 6), then
Lemma 2.9 implies that K ∩ L has order divisible by r and thus has an element
of order r. Note that Cr does not have any faithful representation over GF(p) of
dimension less than f . We then have Cfp :Cr E K ∩ L.
Case 2. Assume n > 3, and assume without loss of generality K ∩ L 6 P1.
Write O = G/L. By Lemma 2.18, we may assume that there exist core-free maximal
subgroups A,B of G containing H,K, respectively. Then G = AB with A =
ˆGL1(q
n):n.O and B 6 PΓLn(q) by Lemma 3.1. It follows from Theorem 2.15 that
B ∩ L = P1. Thus B = P1.O and O 6 PΓLn(q)/PSLn(q) = [(n, q − 1)f ]. Since
|G|/|A| divides |K|, |B|/|K| divides
|A||B|
|G|
=
|A|(q − 1)
qn − 1
=
|ˆ GL1(q
n)|(q − 1)|O|
qn − 1
=
n|O|
(n, q − 1)
.
This yields that |B|/|K| divides nf . Suppose that (n, q) 6= (3, 2) or (3, 3). Then B
has a unique unsolvable composition factor PSLn−1(q), and B
(∞) = (B ∩ L)(∞) =
qn−1:SLn−1(q). Let R = rad(B), B = B/R and K = KR/R. It follows that B is
an almost simple group with socle PSLn−1(q) by Lemma 2.16. Notice that |B|/|K|
divides |B|/|K| and thus divides nf . Moreover, we conclude from Theorem 2.6 that
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either each proper subgroup of PSLn−1(q) has index greater than nf , or (n, q) ∈
{(3, 4), (3, 8), (3, 9)}.
First assume that K is core-free in B. Then the observation
|soc(B)|
|K ∩ soc(B)|
=
|K soc(B)|
|K|
6
|B|
|K|
6 nf
implies that (n, q) ∈ {(3, 4), (3, 8), (3, 9)}. If (n, q) = (3, 4) or (3, 8), then K is
solvable since it is core-free in PΓL2(q), which implies that K is solvable as part (b)
asserts. If (n, q) = (3, 9), then computation in Magma[6] shows that 34:SL2(9) E
K ∩ L, as part (a) of Lemma 3.2.
Next assume that K > soc(B). Since soc(B) = B
(∞)
, this yields KR > B(∞).
As a consequence, K > SLn−1(q), which implies K ∩ L > SLn−1(q). Note that
B ∩ L = qn−1:ˆ GLn−1(q) and SLn−1(q) 6 ˆGLn−1(q) 6 B
(∞) acts irreducibly on
qn−1. We conclude that either K ∩ L > qn−1:SLn−1(q) or K ∩ L 6 ˆGLn−1(q).
However, the latter causes |A|p|K ∩ L|p|O|p < |G|p, contrary to Lemma 2.9. Thus
K ∩ L > qn−1:SLn−1(q) as part (a) asserts. 
3.2. Linear groups of prime dimension
Now we determine the factorizations of almost simple groups with socle PSLn(q)
for prime dimension n. We exclude the values of (n, q) ∈ {(2, 4), (2, 5), (2, 9), (3, 2)}
due to the isomorphisms PSL2(4) ∼= PSL2(5) ∼= A5, PSL2(9) ∼= A6 and PSL3(2) ∼=
PSL2(7).
Theorem 3.3. Let G be an almost simple group with socle L = PSLn(q) and
n be a prime with (n, q) 6∈ {(2, 4), (2, 5), (2, 9), (3, 2)}. If G = HK is a nontrivial
factorization, then interchanging H and K if necessary, one of the following holds.
(a) H ∩ L 6 ˆGL1(q
n):n, and qn−1:SLn−1(q) E K ∩ L 6 P1 or Pn−1.
(b) n = 2 with q ∈ {7, 11, 16, 19, 23, 29, 59}, or n = 3 with q ∈ {3, 4, 8}, or
(n, q) = (5, 2), and (G,H,K) lies in Table 3.1.
Conversely, for each L there exists a factorization G = HK satisfying part (a) with
soc(G) = L, and each triple (G,H,K) in Table 3.1 gives a factorization G = HK.
Proof. Suppose that G = HK is a nontrivial factorization. By Lemma 2.18,
there exist a group G∗ with socle L and its factorization G∗ = H∗K∗ such that
H∗ ∩ L = H ∩ L, K∗ ∩ L = K ∩ L, and the maximal subgroups A∗, B∗ containing
H∗, K∗ respectively are core-free in G∗. Now G∗ = A∗B∗ is determined by Theorem
2.15. Inspecting candidates there and interchanging A∗ and B∗ if necessary, we
obtain the following possibilities as n is prime.
(i) A∗ ∩ L = ˆGL1(q
n):n and B∗ ∩ L = P1 or Pn−1.
(ii) n = 2 and q ∈ {7, 11, 16, 19, 23, 29, 59} as in rows 5–8 of Table A.1.
(iii) L = PSL3(4), A
∗ ∩ L = PSL2(7) and B
∗ ∩ L = A6.
(iv) L = PSL5(2), A
∗ ∩ L = 31.5 and B∗ ∩ L = P2 or P3.
Let A,B be maximal core-free subgroups (maximal among the core-free subgroups)
of G containing H,K respectively.
Case 1. Assume that (i) appears, which implies H ∩ L = H∗ ∩ L 6 ˆGL1(q
n):n
and K ∩L = K∗∩L 6 P1 or Pn−1. If (n, q) 6∈ {(3, 2), (3, 3), (3, 8)}, then Lemma 3.2
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Table 3.1.
row G H K
1 PSL2(7).O 7:O, 7:(3×O) S4
2 PSL2(11).O 11:(5×O1) A4.O2
3 PSL2(11).O 11:O, 11:(5×O) A5
4 PΓL2(16) 17:8 (A5 × 2).2
5 PSL2(19).O 19:(9×O) A5
6 PSL2(23).O 23:(11×O) S4
7 PSL2(29) 29:7, 29:14 A5
8 PGL2(29) 29:28 A5
9 PSL2(59).O 59:(29×O) A5
10 PSL3(2).2 7:6 8
11 PSL3(3).O 13:(3×O) 3
2:ΓL1(9)
12 PSL3(4).2 PGL2(7) M10
13 PSL3(4).2
2 PGL2(7) M10:2
14 PSL3(4).2
2 PGL2(7)× 2 M10
15 PSL3(4).(S3 ×O) 7:(3×O).S3 (2
4.(3× D10)).2
16 PSL3(8).(3×O) 73:(9×O1) 2
3+6:72:(3×O2)
17 PSL5(2).O 31:(5×O) 2
6:(S3 × SL3(2))
where O 6 C2, and O1,O2 are subgroups of O such that O = O1O2.
already leads to part (a). It then remains to treat (n, q) = (3, 3) and (3, 8), respec-
tively.
First consider (n, q) = (3, 3). Since |G|/|A| = 144, we deduce from the fac-
torization G = AK that |K| must be divisible by 144. Suppose that part (a)
fails, that is, 32:SL2(3) 
 K ∩ L. Then simple computation in Magma[6] shows
K = AΓL1(9) = 3
2:ΓL1(9) in order that G = AK. Now |K| = 144 = |G|/|A|, and
it derives from G = HK that H = A. Thus row 11 of Table 3.1 occurs.
Next consider (n, q) = (3, 8), and suppose that part (a) fails. Then by Lemma 3.2,
K is solvable. Besides, H 6 A is solvable as well. Searching by Magma[6] the fac-
torizations of G with two solvable factors, we obtain the factorizations in row 16 of
Table 3.1.
Case 2. Assume that (ii) appears. In this case, A∗∩L and B∗∩L are described
in rows 5–8 of Table A.1 as follows:
A∗ ∩ L B∗ ∩ L q
P1 A5 11, 19, 29, 59
P1 S4 7, 23
P1 A4 11
D34 PSL2(4) 16
Arguing in the same vein as the above case leads to rows 1–9 of Table 3.1. We have
also confirmed these factorizations with computation in Magma[6].
Case 3. Assume that (iii) appears. Computation in Magma[6] for this case
gives the triple (G,H,K) in rows 12–15 of Table 3.1. We remark that there are H2 ∼=
PGL2(7), K2 ∼= M10:2, H3 ∼= PGL2(7) × 2 and K3 ∼= M10 such that PSL3(4):2
2 =
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H2K2 = H3K3, but PSL3(4):2
2 6= H3K2. In fact, the subgroup H1 of H3 isomor-
phic to PGL2(7) is not conjugate to H2 in PSL3(4):2
2, and the subgroup K1 of K2
isomorphic to M10 is not conjugate to K3 in PSL3(4):2
2.
Case 4. Finally, assume that (iv) appears. In this case, P2 ∼= B 6 L and
|G|/|A| = |B|, refer to [10]. Thus H = A and K = B as in row 17 of Table 3.1.
Conversely, since the Singer cycle H of G = PGLn(q) is transitive on the 1-spaces
and (n− 1)-spaces respectively, it gives a factorization G = HK satisfying part (a),
where K = P1[PGLn(q)] and Pn−1[PGLn(q)] respectively. Moreover, computation
in Magma[6] verifies that each triple (G,H,K) in Table 3.1 gives a factorization
G = HK. The proof is thus completed. 
As a consequence of Theorem 3.3, we have
Corollary 3.4. Let G be an almost simple linear group of prime dimension.
Then any nontrivial factorization of G has at least one factor solvable, unless soc(G) =
PSL3(4) and the factorization G = HK is described in rows 12–14 of Table 3.1.
3.3. Unitary groups of prime dimension
The factorizations of unitary groups of prime dimension are classified in the
following theorem.
Theorem 3.5. Let G be an almost simple group with socle L = PSUn(q) for an
odd prime n. If G = HK is a nontrivial factorization, then interchanging H and K
if necessary, (G,H,K) lies in Table 3.2. Conversely, each triple (G,H,K) in Table
3.2 gives a factorization G = HK.
Table 3.2.
row G H K
1 PSU3(3).O 3
1+2
+ :8:O PSL2(7).O O 6 C2
2 PSU3(3).2 3
1+2
+ :8 PGL2(7)
3 PSU3(5).O 5
1+2
+ :8.O A7 O 6 S3
4 PSU3(5).2 5
1+2
+ :8, 5
1+2
+ :8:2 S7
5 PSU3(5).S3 5
1+2
+ :(3:8), 5
1+2
+ :24:2 S7
6 PSU3(8).3
2.O 57:9.O1 2
3+6:(63:3).O2 O1O2 = O 6 C2
Proof. Suppose G = HK to be a nontrivial factorization. By Lemma 2.18,
there exist a group G∗ with socle L and its factorization G∗ = H∗K∗ such that H∗∩
L = H ∩L, K∗ ∩L = K ∩L, and the maximal subgroups A∗, B∗ containing H∗, K∗
respectively are core-free in G∗. Now G∗ = A∗B∗ is determined by Theorem 2.15,
which shows that, interchanging A∗ and B∗ if necessary, the triple (L,A∗∩L,B∗∩L)
lies in rows 5–7 of Table A.3 as follows:
L A∗ ∩ L B∗ ∩ L
PSU3(3) PSL2(7) P1
PSU3(5) A7 P1
PSU3(8) 19.3 P1
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Computation in Magma[6] for these cases produces all nontrivial factorizations
as listed in Table 3.2. We remark that there are two non-isomorphic groups of type
31+2+ :8 for H in row 2 of Table 3.2. Also, there are two non-isomorphic groups of
type 51+2+ :(3:8) for H in row 5 of Table 3.2, where one is 5
1+2
+ :24 and the other is
not. 
As a consequence of Theorem 3.5, we have
Corollary 3.6. Let G be an almost simple unitary group of odd prime dimen-
sion. Then any nontrivial factorization of G has at least one factor solvable.
CHAPTER 4
Non-classical groups
For non-classical almost simple groups, since the factorizations are classified
[25, 42, 21], we can read off those factorizations which have a solvable factor.
4.1. The case that both factors are solvable
We first classify factorizations of almost simple groups with both factors solvable
based on Kazarin’s result [32], so that we can focus later on the factorizations with
precisely one solvable factor.
Proposition 4.1. Let G be an almost simple group with socle L. If G = HK
for solvable subgroups H,K of G, then interchanging H and K if necessary, one of
the following holds.
(a) L = PSL2(q), H ∩L 6 D2(q+1)/d and q E K ∩L 6 q:((q− 1)/d), where q is
a prime power and d = (2, q − 1).
(b) L is one of the groups: PSL2(7) ∼= PSL3(2), PSL2(11), PSL3(3), PSL3(4),
PSL3(8), PSU3(8), PSU4(2) ∼= PSp4(3) and M11; moreover, (G,H,K) lies
in Table 4.1.
Conversely, for each prime power q there exists a factorization G = HK satisfying
part (a) with soc(G) = L = PSL2(q), and each triple (G,H,K) in Table 4.1 gives a
factorization G = HK.
Table 4.1.
row G H K
1 PSL2(7).O 7:O, 7:(3×O) S4
2 PSL2(11).O 11:(5×O1) A4.O2
3 PSL2(23).O 23:(11×O) S4
4 PSL3(3).O 13:O, 13:(3×O) 3
2:2.S4
5 PSL3(3).O 13:(3×O) AΓL1(9)
6 PSL3(4).(S3 ×O) 7:(3×O).S3 2
4:(3× D10).2
7 PSL3(8).(3×O) 73:(9×O1) 2
3+6:72:(3×O2)
8 PSU3(8).3
2.O 57:9.O1 2
3+6:(63:3).O2
9 PSU4(2).O 2
4:5 31+2+ :2.(A4.O)
10 PSU4(2).O 2
4:D10.O1 3
1+2
+ :2.(A4.O2)
11 PSU4(2).2 2
4:5:4 31+2+ :S3, 3
3:(S3 ×O),
33:(A4 × 2), 3
3:(S4 ×O)
12 M11 11:5 M9.2
where O 6 C2, and O1,O2 are subgroups of O such that O = O1O2.
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Proof. Suppose G = HK for solvable subgroups H,K of G. By the result of
[32], either L = PSL2(q), or L is one of the groups:
PSU3(8), PSU4(2) ∼= PSp4(3), PSL4(2), M11, PSL3(q) with q = 3, 4, 5, 7, 8.
For the latter case, computation in Magma[6] excludes PSL3(5) and PSL3(7), and
produces for the other groups all the factorizations G = HK with H,K solvable as
in rows 4–12 of Table 4.1. Next we assume the former case, namely, L = PSL2(q).
If L = PSL2(4) ∼= PSL2(5) ∼= A5 or L = PSL2(9) ∼= A6, it is easy to see that
part (a) holds. Thus we assume L = PSL2(q) with q ∈ {4, 5, 9}. Appealing Theorem
3.3, we have the factorization G = HK as described in either part (a) or the first
three rows of Table 4.1. This completes the proof. 
4.2. Exceptional groups of Lie type
Consulting the classification [25] of factorizations of exceptional groups of Lie
type, one obtains the following proposition.
Proposition 4.2. Suppose G is an almost simple group with socle L and G =
HK with core-free subgroupsH,K of G. IfH is solvable, then L is not an exceptional
group of Lie type.
4.3. Alternating group socles
In this section we study the case of alternating group socle.
Proposition 4.3. Suppose n > 5 and soc(G) = An acting naturally on Ωn =
{1, . . . , n}. If G = HK for solvable subgroup H and core-free unsolvable subgroup
K of G, then one of the following holds.
(a) An E G 6 Sn with n > 6, H is transitive on Ωn, and An−1 E K 6 Sn−1.
(b) An E G 6 Sn with n = p
f for some prime p, H is 2-homogeneous on Ωn,
and An−2 E K 6 Sn−2 × S2; moreover, either H 6 AΓL1(p
f) or (H, n) lies
in the table:
H n
52:SL2(3), 5
2:Q8.6, 5
2:SL2(3).4 5
2
72:Q8.S3, 7
2:SL2(3).6 7
2
112:SL2(3).5, 11
2:SL2(3).10 11
2
232:SL2(3).22 23
2
34:21+4.5, 34:21+4.D10, 3
4:21+4.AGL1(5) 3
4
(c) An E G 6 Sn with n = 8 or 32, An−3 E K 6 Sn−3 × S3, and (H, n) =
(AGL1(8), 8), (AΓL1(8), 8) or (AΓL1(32), 32).
(d) A6 E G 6 S6, H 6 S4 × S2, and K = PSL2(5) or PGL2(5).
(e) A6 E G 6 S6, H 6 S3 ≀ S2, and K = PSL2(5) or PGL2(5).
(f) n = 6 or 8, and (G,H,K) lies in Table 4.2.
Conversely, for each G in parts (a)–(e) there exists a factorization G = HK as
described, and each triple (G,H,K) in Table 4.2 gives a factorization G = HK.
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Table 4.2.
row G H K
1 M10 3
2:Q8 PSL2(5)
2 PGL2(9) AGL1(9) PSL2(5)
3 PΓL2(9) AΓL1(9) PSL2(5)
4 PΓL2(9) AGL1(9), 3
2:Q8, AΓL1(9) PGL2(5)
5 A8 15, 3×D10, ΓL1(16) AGL3(2)
6 S8 D30, S3 × 5, S3 × D10, AGL3(2)
3×AGL1(5), S3 ×AGL1(5)
Proof. Since all core-free subgroups of S5 is solvable, we obtain n > 6 by our
assumption that K is unsolvable. If n = 6 and G 
 S6, then computation in
Magma[6] leads to rows 1–4 of Table 4.2. Thus we assume G 6 Sn with n > 6 in
the rest of the proof. By THEOREM D and Remark 2 after it in [42], one of the
following cases appears.
(i) H is k-homogeneous on Ωn and An−k 6 K 6 Sn−k × Sk for some k ∈
{1, 2, 3, 4, 5}.
(ii) An−k 6 H 6 Sn−k × Sk and K is k-homogeneous on Ωn for some k ∈
{1, 2, 3, 4, 5}.
(iii) n = 6, H ∩ A6 6 S3 ≀ S2 and K ∩ A6 = PSL2(5) with H,K both transitive
on Ω6.
(iv) n = 8, H > C15 and K = AGL3(2).
The k-homogeneous but not k-transitive permutation groups are determined by
Kantor [31]. Besides, the 2-transitive permutation groups are well-known, see for
example [8, Tables 7.3-7.4]. Indeed, Huppert [27] classified the solvable 2-transitive
permutation groups much earlier, see also [4, Theorem XII.7.3]. From these results,
we conclude that any solvable 2-homogeneous permutation group H 6 Sn is as de-
scribed in part (b). Moreover, for k > 3 the only solvable k-homogeneous subgroups
of Sn are AGL1(8) with (n, k) = (8, 3), AΓL1(8) with (n, k) = (8, 3) and AΓL1(32)
with (n, k) = (32, 3).
First suppose (i) appears. It is just part (a) of Proposition 4.3 if k = 1. If k > 2,
then the conclusion in the last paragraph leads to parts (b) and (c).
Next suppose (ii) appears. Since n > 6 and An−k 6 H is solvable, k 6= 1. Assume
k = 2. We then have n = 6 as An−2 6 H is solvable. Note that the only unsolvable
2-homogeneous subgroups of S6 not containing A6 are PSL2(5) and PGL2(5) (see
for example [14, Table 2.1]). This corresponds to part (d). Similarly, we obtain
part (e) if k = 3. If k > 4, An−k 6 H solvable implies 5 6 n 6 9, but there are no
k-homogeneous permutation groups for such degrees by [31] and [8, Table 7.3 and
Table 7.4].
Finally, for (iii) and (iv), computation in Magma[6] leads to part (e) and rows
5–6 of Table 4.2. Thus the proof is completed. 
4.4. Sporadic group socles
Now we consider the sporadic almost simple groups.
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Proposition 4.4. Let L = soc(G) be a sporadic simple group. If G = HK
for solvable subgroup H and core-free unsolvable subgroup K of G, then one of the
following holds.
(a) M12 6 G 6 M12.2, H is transitive on [G:M11], and K = M11.
(b) G = M24, H is transitive on [M24:M23], and K = M23.
(c) (G,H,K) lies in Table 4.3.
Conversely, each triple (G,H,K) in parts (a)–(c) gives a factorization G = HK.
Table 4.3.
row G H K
1 M11 11, 11:5 M10
2 M11 M9, M9.2, AGL1(9) PSL2(11)
3 M12 M9.2, M9.S3 PSL2(11)
4 M12.2 M9.2, M9.S3 PGL2(11)
5 M22.2 11:2, 11:10 PSL3(4):2
6 M23 23 M22
7 M23 23:11 M22, PSL3(4):2, 2
4:A7
8 J2.2 5
2:4, 52:(4× 2), 52:12, G2(2)
52:Q12, 5
2:(4× S3)
9 HS 51+2+ :8:2 M22
10 HS.2 51+2+ :(4 ≀ S2) M22, M22.2
11 HS.2 52:4, 52:(4× 2), 52:42, 51+2+ :4, M22.2
51+2+ :(4× 2), 5
1+2
+ :4
2, 51+2+ :8:2
12 He.2 71+2+ :6, 7
1+2
+ :(6× 2), 7
1+2
+ :(6× 3), Sp4(4).4
71+2+ :(S3 × 3), 7
1+2
+ :(S3 × 6)
13 Suz.2 35:12, 35:((11:5)× 2) G2(4).2
Proof. Suppose that G = HK is a nontrivial factorization with H solvable and
K unsolvable. If G = L, then from [21, Theorem 1.1] we directly read off the triples
(G,H,K), as stated in the proposition. Now suppose G 6= L. Since this indicates
Out(L) 6= 1, we have L 6= Mk for k ∈ {11, 23, 24}.
First assume L = (H ∩ L)(K ∩ L). Then since H ∩ L is solvable, we deduce
from [21, Theorem 1.1] that L = M12 or HS. Consequently, G = M12.2 or HS.2.
Searching in Magma[6] for factorizations in these two groups leads to part (a) or
one of rows 4, 10, 11 of Table 4.3.
Next assume L 6= (H ∩L)(K ∩L). Then by [21, Theorem 1.2] and computation
results of Magma[6], (G,H,K) lies in one of rows 5, 8, 10–13 of Table 4.3. 
Remark 4.5. (i) For G = J2.2 in row 8 of Table 4.3, there are two non-
isomorphic groups of shape 52:4 for H .
(ii) For G = HS.2 in row 11 of Table 4.3, there are four non-isomorphic groups
of shape 52:4, two non-isomorphic groups of shape 52:(4× 2) and two non-
isomorphic groups of shape 51+2+ :4 for H .
(iii) For G = He.2 in row 12 of Table 4.3, three non-isomorphic groups of shape
71+2+ :6 for H .
CHAPTER 5
Examples in classical groups
We present in this chapter examples for infinite families of factorizations appear-
ing in Table 1.1. Let q = pf throughout this chapter, where p is a prime and f is a
positive integer.
5.1. Examples in unitary groups
Let V be a vector space over GF(q2) of dimension 2m > 4 equipped with a
non-degenerate unitary form β. There is a basis e1, . . . , em, f1, . . . , fm of V such
that
β(ei, ej) = β(fi, fj) = 0, β(ei, fj) = δi,j
for any i, j ∈ {1, . . . , m} (see [42, 2.2.3]). Let
G = GU(V, β) = GU2m(q)
be the general unitary group of dimension 2m over GF(q2), and let A be the stabilizer
of the totally singular subspace 〈e1, . . . , em〉 in G, called a parabolic subgroup. Then
A = Pm[G] = q
m2 :GLm(q
2),
see [55, 3.6.2]. Fix an element µ of GF(q2) such that µ+ µq 6= 0. Then em + µfm is
a nonisotropic vector. Let K be the stabilizer of em + µfm in G. Then
K = GU2m−1(q) 6 N1[G].
We now construct a solvable subgroup H of A such that G = HK.
Construction 5.1. Let R = Op(A) = q
m2 and C = GLm(q
2) < A. Take S to
be a Singer cycle of C and H = RS.
Proposition 5.2. In the above notation, H = qm
2
:GL1(q
2m) is a solvable sub-
group of Pm[G], H ∩K = R ∩K = q
(m−1)2 , and
GU2m(q) = G = HK = (q
m2 :GL1(q
2m))GU2m−1(q).
Proof. Define linear maps wk(λ) for 1 6 k 6 m and λ ∈ GF(q
2)∗, xi,j(λ) for
i 6= j and λ ∈ GF(q2), yi,j(λ) for 1 6 i < j 6 m and λ ∈ GF(q
2), and zk(λ) for
1 6 k 6 m, λ ∈ GF(q2) and λ+ λq = 0 by
wk(λ) : ek 7→ λek, fk 7→ λ
−qfk,
xi,j(λ) : ej 7→ ej + λei, fi 7→ fi − λ
qfj,
yi,j(λ) : fi 7→ fi + λej , fj 7→ fj − λ
qei,
zk(λ) : fk 7→ fk + λek
and fixing all the other basis vectors of V . By [55, 3.6.2], A = R:C with C denoting
the group generated by all wk(λ) and xi,j(λ) and R denoting the group generated
by all yi,j(λ) and zk(λ).
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Since S is a Singer cycle of C = GLm(q
2), the group H = R:S = qm
2
:GL1(q
2m)
is solvable. It is obvious that S is a Hall p′-subgroup of H . Let M be a Hall p′-
subgroup of H ∩K. Since M is a p′-subgroup of H , M 6 Sh for some h ∈ R. We
then have M 6 Sh ∩ K, and so |H ∩ K|p′ divides |S
h ∩ K|. Similarly, |H ∩ K|p
divides |R ∩K|, and thus |H ∩K| divides |R ∩K||Sh ∩K|.
First we calculate |R ∩ K|. For all 1 6 i < j 6 m − 1, 1 6 k 6 m − 1 and
λ ∈ GF(q), it is obvious that yi,j(λ) and zk(λ) both fix em + µfm, that is to say,
yi,j(λ) and zk(λ) are both in K. These yi,j(λ) and zk(λ) generate an elementary
abelian group of order q(m−1)
2
. Now consider an element
g = y1,m(λ1) . . . ym−1,m(λm−1)zm(λm)
in R. Notice that g sends em + µfm to
−
m−1∑
i=1
µλqi ei + (1 + µλm)em + µfm.
Then g ∈ K if and only if λ1 = · · · = λm = 0, that is, g = 1. Thereby we conclude
|R ∩K| = q(m−1)
2
.
Next we show |Sh ∩K| = 1. Suppose on the contrary that |Sh ∩K| is divisible
by a prime number r. Then there exists a subgroup X of order |Sh ∩K|r in S such
that Xh 6 K. Denote by Y the subgroup of A ∩K generated by
{wk(λ) : k 6 m− 1, λ ∈ GF(q
2)∗} ∪ {xi,j(λ) : i 6 m− 1, j 6 m− 1, λ ∈ GF(q
2)}.
Then Y ∼= GLm−1(q
2) and Y fixes em. Since |A ∩ K| = q
(2m−1)(m−1)(q2m−2 −
1) . . . (q2 − 1) (see [42, 3.3.3]), we know that Y contains a Sylow r-subgroup of
A ∩K. It follows that Xh 6 Y h1 for some h1 ∈ A ∩K. Hence X 6 Y
h1h−1, and so
X fixes eh1h
−1
m . This is a contradiction since S acts regularly on the nonzero vectors
of 〈e1, . . . , em〉.
Now that |H ∩ K| divides |R ∩ K||Sh ∩ K| = |R ∩ K| = q(m−1)
2
, we conclude
G = HK by Lemma 2.7. We also see that H ∩K = R ∩K is a elementary abelian
group of order q(m−1)
2
. 
The lemma below excludes certain factorizations of unitary groups, which will
be useful in the proof of Theorem 1.1.
Lemma 5.3. In the above notation, let τ be the semilinear map on V such that
(λv)τ = λp
e
v for any λ ∈ GF(q2) and v ∈ V , where e|2f . Let Σ = SU(V, β):〈τ〉
and N 6 Σ be the stabilizer of e2 + µf2. If M is a maximal solvable subgroup of Σ
stabilizing 〈e1, e2〉, then Σ 6= MN .
Proof. Suppose Σ =MN . Let L = SU(V, β), Γ = GU(V, β):〈τ〉 and Y 6 Γ be
the stabilizer of e2+µf2. Evidently,M = X∩Σ withX a maximal solvable subgroup
of Γ stabilizing 〈e1, e2〉. Note that the stabilizer of 〈e1, e2〉 in Γ is A:〈τ〉 = R:(C:〈τ〉).
Then R 6 X , andX = RQ with Qmaximal solvable in C:〈τ〉. Since Σ = (X∩Σ )N ,
|X| is divisible by a primitive prime divisor r of p4f − 1, which implies that |Q| is
divisible by r.
Take S and H as in Construction 5.1. Viewing C:〈τ〉 6 GL4f (p), we conclude
that S 6 Q and |Q| = 4f |S|/e. As a consequence, H > X and |X| = 4f |H|/e.
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Moreover, Γ = XG = XGY = X(HK)Y = (XH)(KY ) = XY . It then derives
from Σ = (X ∩ Σ )N = (X ∩ Σ )(Y ∩ Σ ) and Lemma 2.10 that
(5.1) |XΣ ||YΣ | 6 |Γ ||(X ∩ Y )Γ |.
It is easily seen HL = KL = G. Hence HΣ = KΣ = Γ , and so XΣ = Y Σ = Γ .
From |X| = 4f |H|/e we deduce that |X ∩Y | 6 4f |H ∩Y |/e and thus |(X ∩Y )Σ | 6
4f |(H ∩ Y )Σ |/e. This in conjunction with H ∩ Y = H ∩ K = R ∩ K 6 L yields
|(X ∩ Y )Σ | 6 4f |Σ |/e. Therefore, (5.1) implies that
(q + 1)|Σ | = |Γ | 6 |(X ∩ Y )Σ | 6
4f |Σ |
e
,
which gives (q, e) = (2, 1), (3, 1), (4, 1) or (8, 1). However, computation inMagma[6]
shows that none of these is possible. 
5.2. Examples in symplectic groups
Let p = 2 and V be a vector space over GF(q) of dimension 2m > 4 equipped
with a non-degenerate symplectic form β. There is a basis e1, . . . , em, f1, . . . , fm of
V such that
β(ei, ej) = β(fi, fj) = 0, β(ei, fj) = δi,j
for any i, j ∈ {1, . . . , m}. Let
G = Sp(V, β) = Sp2m(q)
be the symplectic group of dimension 2m over GF(q), and let A be the stabilizer of
the totally singular subspace 〈e1, . . . , em〉 in G. Then
A = Pm[G] = q
m(m+1)/2:GLm(q),
see [55, 3.5.4]. Let Q be a quadratic form of minus type on V associated with the
form β. Fix an element σ with x2 + x+ σ an irreducible quadratic over GF(q) such
that
Q(e1) = · · · = Q(em−1) = Q(f1) = · · · = Q(fm−1) = 0,
Q(em) = 1, Q(fm) = σ
(see [42, 2.2.3]). Take
K = O−(V,Q) = O−2m(q),
the general orthogonal group of minus type of dimension 2m over GF(q).
We construct a solvable subgroup H of A such that G = HK.
Construction 5.4. Let R = O2(A) = q
m(m+1)/2 and C = GLm(q) < A. Take
S to be a Singer cycle of C and H = RS.
Proposition 5.5. In the above notation, H = qm(m+1)/2:GL1(q
m) is a solvable
subgroup of Pm[G], and
Sp2m(q) = G = HK = (q
m(m+1)/2:GL1(q
m))O−2m(q).
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Proof. Define linear maps wk(λ) for 1 6 k 6 m and λ ∈ GF(q)
∗, xi,j(λ) for
i 6= j and λ ∈ GF(q), yi,j(λ) for 1 6 i < j 6 m and λ ∈ GF(q), and zk(λ) for
1 6 k 6 m and λ ∈ GF(q) by
wk(λ) : ek 7→ λek, fk 7→ λ
−1fk,
xi,j(λ) : ej 7→ ej + λei, fi 7→ fi − λfj,
yi,j(λ) : fi 7→ fi + λej , fj 7→ fj + λei,
zk(λ) : fk 7→ fk + λek
and fixing all the other basis vectors of V . By [55, 3.5.4], A = R:C with C denoting
the group generated by all wk(λ) and xi,j(λ) and R denoting the group generated
by all yi,j(λ) and zk(λ).
Since S is a Singer cycle of C = GLm(q), H = R:S = q
m(m+1)/2:GL1(q
m) is
solvable. Clearly, S is a Hall 2′-subgroup of H . Let M be a Hall 2′-subgroup of
H ∩ K. Since M is a 2′-subgroup of H , M 6 Sh for some h ∈ R. We then have
M 6 Sh∩K, and so |H ∩K|2′ divides |S
h∩K|. Similarly, |H ∩K|2 divides |R∩K|,
and thus |H ∩K| divides |R ∩K||Sh ∩K|.
First we calculate |R ∩ K|. For all 1 6 i < j 6 m − 1 and λ ∈ GF(q), it is
obvious that yi,j(λ) fixes Q(ek) and Q(fk) for k = 1, . . . , m and thus yi,j(λ) ∈ K.
These yi,j(λ) generate an elementary abelian group of order q
(m−1)(m−2)/2. Now
consider an element
g = y1,m(λ1) . . . ym−1,m(λm−1)z1(µ1) . . . zm(µm)
in R. Notice that g fixes e1, . . . , em and
g : fi 7→ fi + λiem + µiei, i = 1, . . . , m− 1,
fm 7→ fm +
m−1∑
i=1
λiei + µmem.
Then g ∈ K if and only if
Q(fi + λiem + µiei) = Q(fi), i = 1, . . . , m− 1
and
Q(fm +
m−1∑
i=1
λiei + µmem) = Q(fm),
which is equivalent to µi = −λ
2
i for i = 1, . . . , m − 1 and µm = 0 or 1. Hence all
the elements of shape g in K generate an elementary abelian group of order 2qm−1.
Therefore, we conclude |R ∩K| = 2qm−1 · q(m−1)(m−2)/2 = 2qm(m−1)/2.
Next we show |Sh∩K| = 1. Suppose on the contrary that |Sh∩K| is divisible by
an odd prime r. Then there exists a subgroup X of order r in S such that Xh 6 K.
Denote by Y the subgroup of A ∩K generated by
{wk(λ) : k 6 m− 1, λ ∈ GF(q)
∗} ∪ {xi,j(λ) : i 6 m− 1, j 6 m− 1, λ ∈ GF(q)}.
Then Y ∼= GL(m−1, q) and Y fixes em. Since |A∩K| = 2q
m(m−1)(qm−1−1) . . . (q−1)
(see [42, 3.2.4(a)]), we know that Y contains a Sylow r-subgroup of A∩K. It follows
that Xh 6 Y h1 for some h1 ∈ A ∩ K. Hence X 6 Y
h1h−1 , and so X fixes eh1h
−1
m .
This is a contradiction since S acts regularly on the nonzero vectors of 〈e1, . . . , em〉.
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Now that |H ∩K| divides |R ∩K||Sh ∩K| = 2qm(m−1)/2, we conclude G = HK
by Lemma 2.7. 
5.3. Examples in orthogonal groups of odd dimension
Let p > 2 and V be a vector space over GF(q) of dimension 2m+1 > 5 equipped
with a non-degenerate quadratic form Q and the associated bilinear form β. There
is a basis e1, . . . , em, f1, . . . , fm, d of V such that
β(ei, ej) = β(fi, fj) = β(ei, d) = β(fi, d) = 0, β(ei, fj) = δi,j ,
Q(ei) = 0, Q(fj) = 0, Q(d) = 1
for any i, j ∈ {1, . . . , m} (see [42, 2.2.3]). Let
G = SO(V,Q) = SO2m+1(q)
be the special orthogonal group of dimension 2m+1 over GF(q), and let A = Pm[G]
be the stabilizer of the totally singular subspace 〈e1, . . . , em〉 in G. Then
A = Pm[G] = (q
m(m−1)/2.qm):GLm(q),
where qm(m−1)/2.qm is a special p-group with center of order qm(m−1)/2, see [55,
3.7.4]. Fix a non-square element µ in GF(q), and let K be the stabilizer of the
vector em + µfm in G. Then
K = SO−2m(q) 6 N
−
1 [G].
We show that A has a solvable subgroup H such that G = HK.
Construction 5.6. Let R = Op(A) = q
m(m−1)/2.qm and C = GLm(q) < A.
Take S to be a Singer cycle of C and H = RS.
Proposition 5.7. In the above notation, H = (qm(m−1)/2.qm):GL1(q
m) is a
solvable subgroup of Pm[G], and
SO2m+1(q) = G = HK = ((q
m(m−1)/2.qm):GL1(q
m))SO−2m(q).
Proof. Define linear maps wk(λ) for 1 6 k 6 m and λ ∈ GF(q)
∗ and xi,j(λ)
for i 6= j and λ ∈ GF(q) by
wk(λ) : ek 7→ λek, fk 7→ λ
−1fk,
xi,j(λ) : ej 7→ ej + λei, fi 7→ fi − λfj
and fixing all the other basis vectors of V . By [55, 3.7.4], A = R:C with C denoting
the group generated by all wk(λ) and xi,j(λ) and R denoting the kernel of the action
of A on 〈e1, . . . , em〉.
Since S is a Singer cycle of C = GLm(q), H = R:S = (q
m(m−1)/2.qm):GL1(q
m)
is solvable. It is obvious that S is a Hall p′-subgroup of H . Let M be a Hall p′-
subgroup of H ∩K. Since M is a p′-subgroup of H , M 6 Sh for some h ∈ R. We
then have M 6 Sh ∩ K, and so |H ∩ K|p′ divides |S
h ∩ K|. Similarly, |H ∩ K|p
divides |R ∩K|, and thus |H ∩K| divides |R ∩K||Sh ∩K|.
First we calculate |R∩K|. For any g ∈ R∩K, since g fixes both em and em+µfm,
g fixes fm as well, and so g fixes
W := 〈em, fm〉
⊥ = 〈e1, . . . , em−1, f1, . . . , fm−1, d〉.
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Thus we conclude that R ∩ K equals the pointwise stabilizer of 〈e1, . . . , em−1〉 in
SO(W,β). According to the previous paragraph, this is a special group of order
qm(m−1)/2, whence |R ∩K| = qm(m−1)/2.
Next we show that |Sh ∩ K| = 1. Suppose on the contrary that |Sh ∩ K| is
divisible by a prime number r. Then there exists a subgroup X of order |Sh ∩K|r
in S such that Xh 6 K. Denote by Y the subgroup of A ∩K generated by
{wk(λ) : k 6 m− 1, λ ∈ GF(q)
∗} ∪ {xi,j(λ) : i 6 m− 1, j 6 m− 1, λ ∈ GF(q)}.
Then Y ∼= GL(m−1, q) and Y fixes em. Since |A∩K| = q
m(m−1)(qm−1−1) . . . (q−1)
(see [42, 3.4.1]), we know that Y contains a Sylow r-subgroup of A ∩K. It follows
that Xh 6 Y h1 for some h1 ∈ A ∩ K. Hence X 6 Y
h1h−1 , and so X fixes eh1h
−1
m .
This is a contradiction since S acts regularly on the nonzero vectors of 〈e1, . . . , em〉.
Now that |H ∩K| divides |R ∩K||Sh ∩K| = qm(m−1)/2, we conclude G = HK
by Lemma 2.7. 
5.4. Examples in orthogonal groups of plus type
Let V be a vector space over GF(q) of dimension 2m > 6 equipped with a non-
degenerate quadratic form Q and the associated bilinear form β such that the Witt
index of Q equals m. There is a basis e1, . . . , em, f1, . . . , fm of V such that
Q(ei) = Q(fi) = β(ei, ej) = β(fi, fj) = 0, β(ei, fj) = δi,j
for any i, j ∈ {1, . . . , m} (see [42, 2.2.3]). Let
G = SO(V,Q) = SO+2m(q)
be the special orthogonal group of plus type of dimension 2m over GF(q), and let A
be the stabilizer of the totally singular subspace 〈e1, . . . , em〉 in G. Then
A = Pm[G] = q
m(m−1)/2:GLm(q),
see [55, 3.7.4]. Let K be the stabilizer of the vector em + fm in G. Then
K = SO2m−1(q) 6 N1[G].
We show in the following that A has a solvable subgroup H such that G = HK.
Construction 5.8. Let R = Op(A) = q
m(m−1)/2 and C = GLm(q) < A. Take
S to be a Singer cycle of C and H = RS.
Proposition 5.9. In the above notation, H = qm(m−1)/2:GL1(q
m) is a solvable
subgroup of Pm[G], and
SO+2m(q) = G = HK = (q
m(m−1)/2:GL1(q
m))SO2m−1(q).
Proof. Define linear maps wk(λ) for 1 6 k 6 m and λ ∈ GF(q)
∗, xi,j(λ) for
i 6= j and λ ∈ GF(q), and yi,j(λ) for 1 6 i < j 6 m and λ ∈ GF(q) by
wk(λ) : ek 7→ λek, fk 7→ λ
−1fk,
xi,j(λ) : ej 7→ ej + λei, fi 7→ fi − λfj ,
yi,j(λ) : fi 7→ fi + λej, fj 7→ fj − λei
and fixing all the other basis vectors of V . By [55, 3.7.4], A = R:C with C denoting
the group generated by all wk(λ) and xi,j(λ) and R denoting the group generated
by all yi,j(λ).
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Since S is a Singer cycle of C = GLm(q), H = R:S = q
m(m−1)/2:GL1(q
m) is
solvable. It is obvious that S is a Hall p′-subgroup of H . Let M be a Hall p′-
subgroup of H ∩K. Since M is a p′-subgroup of H , M 6 Sh for some h ∈ R. We
then have M 6 Sh ∩ K, and so |H ∩ K|p′ divides |S
h ∩ K|. Similarly, |H ∩ K|p
divides |R ∩K|, and thus |H ∩K| divides |R ∩K||Sh ∩K|.
First we calculate |R ∩ K|. For all 1 6 i < j 6 m − 1 and λ ∈ GF(q), it is
obvious yi,j(λ) ∈ K. These yi,j(λ) generate an elementary abelian group of order
q(m−1)(m−2)/2. Now consider an element
g = y1,m(λ1) . . . ym−1,m(λm−1)
in R. Notice that g sends em + fm to
−
m−1∑
i=1
λiei + em + fm.
Then g ∈ K if and only if λ1 = · · · = λm−1 = 0, which is equivalent to g = 1.
Therefore, we conclude |R ∩K| = q(m−1)(m−2)/2.
Next we show |Sh ∩K| = 1. Suppose on the contrary that |Sh ∩K| is divisible
by a prime number r. Then there exists a subgroup X of order |Sh ∩K|r in S such
that Xh 6 K. Denote by Y the subgroup of A ∩K generated by
{wk(λ) : k 6 m− 1, λ ∈ GF(q)
∗} ∪ {xi,j(λ) : i 6 m− 1, j 6 m− 1, λ ∈ GF(q)}.
Then Y ∼= GL(m−1, q) and Y fixes em. Since |A∩K| = q
(m−1)2(qm−1−1) . . . (q−1)
(see [42, 3.6.1(a)]), we know that Y contains a Sylow r-subgroup of A∩K. It follows
that Xh 6 Y h1 for some h1 ∈ A ∩ K. Hence X 6 Y
h1h−1 , and so X fixes eh1h
−1
m .
This is a contradiction since S acts regularly on the nonzero vectors of 〈e1, . . . , em〉.
Now that |H∩K| divides |R∩K||Sh∩K| = q(m−1)(m−2)/2, we conclude G = HK
by Lemma 2.7. 

CHAPTER 6
Reduction for classical groups
Towards the proof of Theorem 1.1, we set up the strategy for the classical group
case when precisely one factor is solvable, and establish some preconditioning results.
Throughout this chapter, let G be an almost simple group with socle L classical
of Lie type, and G = HK be a nontrivial factorization of G with H solvable. By the
results in Chapter 4, we assume that L is not isomorphic to A5, A6 or A8. To show
that part (d) of Theorem 1.1 holds, we may further assume that the factorization
G = HK can be embedded into a nontrivial maximal factorization G = AB by
virtue of Lemma 2.18. The candidates for the factorization G = AB are listed in
Tables A.1–A.7.
6.1. The case that A is solvable
First of all, we determine the case when A is solvable. An inspection of Tables
A.1–A.7 shows that this occurs for three classes of socle L:
(i) L = PSLn(q) with n prime,
(ii) L = PSp4(3)
∼= PSU4(2),
(iii) L = PSU3(3), PSU3(5) or PSU3(8).
The candidates in (i) and (iii) are treated respectively in Theorem 3.3 and The-
orem 3.5. Thus we only need to deal with (ii). For an almost simple group G with
socle PSp4(3)
∼= PSU4(2), all the nontrivial factorizations of G can be produced
instantly by Magma[6]. We state the computation result here.
Proposition 6.1. Let G be an almost simple group with socle L = PSp4(3)
∼=
PSU4(2). Then the following four cases give all the nontrivial factorizations G =
HK with H solvable.
(a) Both H and K are solvable, and (G,H,K) lies in rows 9–11 of Table 4.1.
(b) G = PSp4(3), H 6 Pk[PSp4(3)], and (G,H,K, k) lies in rows 1–4 of Table
6.1; moreover, Pk[PSp4(3)] is the only maximal subgroup of G containing
H.
(c) G = PSp4(3).2, and L = (H ∩ L)(K ∩ L); in particular, H = (H ∩ L).O1
and K = (K ∩ L).O2, where Oi 6 C2 for i ∈ {1, 2} and O1O2 = C2.
(d) G = PSp4(3).2, L 6= (H ∩L)(K ∩L), H 6 Pk[PSp4(3).2], and (G,H,K, k)
lies in rows 5–6 of Table 6.1; moreover, Pk[PSp4(3).2] is the only maximal
subgroup of G containing H.
To sum up, we have the following proposition.
Proposition 6.2. Let G be an almost simple group with socle L classical of
Lie type not isomorphic to A5, A6 or A8. If G = HK is a nontrivial factorization
such that H is contained in some solvable maximal subgroup of G, then one of the
following holds as in Theorem 1.1.
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Table 6.1.
row G H K k
1 PSp4(3) 3
1+2
− , 3
1+2
+ , 3
1+2
+ :2, [3
4], [34]:2 24:A5 1, 2
2 PSp4(3) 3
1+2
+ :4 2
4:A5 1
3 PSp4(3) 3
1+2
+ :Q8, 3
1+2
+ :2.A4 2
4:A5, S5, A6, S6 1
4 PSp4(3) 3
3:A4, 3
3:S4 2
4:A5 2
5 PSp4(3).2 3
1+2
+ :8 S5 × 2, A6 × 2, S6, S6 × 2 1
6 PSp4(3).2 3
1+2
+ :ΓL1(9), 3
1+2
+ :2.S4 S5 1
(a) L = PSLn(q) with n prime, and (G,H,K) lies in row 1 of Table 1.1, or
rows 1–7 of Table 4.1, or rows 1–5, 9 of Table 1.2.
(b) L = PSp4(3)
∼= PSU4(2), and (G,H,K) lies in rows 9–11 of Table 4.1 or
rows 10–11 of Table 1.2.
(c) L = PSU3(q) with q ∈ {3, 5, 8}, and (G,H,K) lies in row 8 of Table 4.1
or rows 18–19 of Table 1.2.
6.2. Inductive hypothesis
The lemma below enables us to prove Theorem 1.1 by induction.
Lemma 6.3. Let G = HB be a factorization and H 6 A 6 G. If N is a normal
subgroup of A such that A/N is almost simple, then either soc(A/N) E (A∩B)N/N
or HN/N is a nontrivial factor of A/N .
Proof. Since G = HB and H 6 A, we have A = H(A ∩ B) by Lemma 2.10.
Let A = A/N , H = HN/N and A ∩ B = (A∩B)N/N . Then it holds A = H A ∩B,
and the lemma follows. 
Combining Lemma 6.3 and Proposition 2.17, we obtain the following lemma.
Lemma 6.4. Let G be an almost simple classical group of Lie type, G = HK is a
nontrivial factorizations of G with H solvable and HL = KL = G. If A is a maximal
subgroup of G containing H such that A has precisely one unsolvable composition
factor, then A/rad(A) is an almost simple group with a nontrivial solvable factor
Hrad(A)/rad(A).
Proof. Take B to be a maximal subgroup of G containing K. By Lemma 2.18,
B is core-free. Since H 6 A, we then obtain a nontrivial maximal factorization
G = AB. Write R = rad(A). Then A/R is almost simple, and Proposition 2.17
asserts that soc(A/R) 
 (A ∩B)R/R. Applying Lemma 6.3 with N = R there, we
know that HR/R is a nontrivial factor of A/R. Besides, HR/R is obviously solvable
as H is solvable. This completes the proof. 
Let G be an almost simple group. We will use induction on the order ofG to finish
the proof of Theorem 1.1. The base case for induction is settled by Propositions
4.1–4.4 and 6.2. Now we make the inductive hypothesis:
Hypothesis 6.5. For any almost simple group G1 with order properly dividing
|G|, if G1 = H1K1 for solvable subgroup H1 and core-free subgroup K1 of G1, then
the triple (G1, H1, K1) satisfies Theorem 1.1.
