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Abstract
The purpose of this work is to ilustrate the use of variational techniques for solving a
nonlinear analysis problem. More precisely, we show the existence of at least one solution
for a certain sublinear Dirichlet problem when the growth of the nolinearity at infinity is
bounded by a line whose slope is less than the first eigenvalue. For proving this theorem
we use a classical result of the minimization theory of functionals.
Keywords: Sublinear Dirichlet problem, minimization of functionals.
AMSC(2000): Primary: 35J20. Secondary: 35J25, 35J60.
Resumen
El objetivo del trabajo es ilustrar la aplicación de técnicas variacionales para la solución de
un problema del análisis no lineal. Más específicamente, se demuestra que un problema de
Dirichlet sublineal tiene por lo menos una solución cuando el crecimiento de la no linealidad
en infinito está controlado por una recta de pendiente menor que el primer valor propio.
La demostración utiliza un resultado clásico de la teoría de minimización de funcionales.
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1 Introducción






dor de Laplace. Sea λ1 el primer valor propio del problema lineal{
∆u+ λu = 0 en Ω,
u = 0 en ∂Ω.
(1)
En este artículo se demuestra, usando técnicas variacionales, el siguiente
resultado.
Teorema 1. Supongamos que f : Ω×R→ R es una función de Carathéodory
que envía conjuntos acotados en conjuntos acotados. Si existen µ ∈ (0, λ1) y
M1 > 0 tales que
|f(x, s)| ≤ µ |s| ∀ |s| ≥M1 ∀ x ∈ Ω (2)
entonces el problema de Dirichlet{
∆u+ f (x, u) = 0 en Ω,
u = 0 en ∂Ω
(3)
tiene al menos una solución.
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El Teorema 1 se puede probar también empleando técnicas de punto fijo,
más especificamente el Teorema de Schauder (véase [12]). Esta técnica se
puede usar gracias a la hipótesis µ < λ1 en el Teorema 1. Bajo condiciones
diferentes, por ejemplo cuando la derivada de la no linealidad es mayor que
el primer valor propio, la existencia de soluciones para el problema (3) se
puede obtener por medio de métodos variacionales. Este problema ha sido
ampliamente estudiado por distintos autores tanto en el caso radial (véase [2]
y [9]) como en el caso no radial (véase [3], [4], [5], [6], [7], [8]). La solubilidad del
problema (3) ha estado ligada a la posición de la derivada de la no linealidad
con respecto al espectro del operador de −∆. En efecto, A. Castro y J. Cossio
en [2], usando técnicas de bifurcación, demostraron que el problema (3), con
f dependiendo sólo de u, tiene 4j − 1 soluciones radiales cuando Ω es una
bola y la no linealidad tiene un cero positivo y el rango de la derivada de la
no linealidad incluye al menos los primeros j valores propios. En [3], usando
técnicas variacionales y teoría de grado, A. Castro y J. Cossio demostraron
que si el intervalo (f ′(0), f ′(∞)) contiene los valores propios λ1, λ2, ....., λk
y f ′(t) < λk+1 para todo t ∈ R, entonces (3) tiene por lo menos cuatro
soluciones no triviales. K.C. Chang (véase [7]) se ha aproximado al problema
(3) usando Teoría de Morse.
El Teorema 1 se demuestra usando un resultado clásico de la teoría de
minimización de funcionales, el cual hemos incluido, por efecto de completez,
en la Sección 2. La demostración del Teorema 1 se presenta en la Sección
3. Allí se incluye, además, un ejemplo donde se aplica el Teorema 1 (véase
Proposición 3).
2 Un teorema de minimización de funcionales
Sea f : Ω × R −→ R una función Carathéodory, es decir f(x, ·) : R →
R es continua c.t.p x ∈ Ω y f(·, t) : Ω → R es medible para todo t ∈ R.
Supongamos que f que satisface la condición de crecimiento
|f (x, s)| ≤ c |s|p−1 + b(x) ∀s ∈ R y para casi todo x ∈ Ω, (4)
donde {
1 ≤ p < 2NN−2 si N ≥ 3
1 ≤ p < +∞ si N = 2,
b ∈ Lp′ (Ω) con 1p + 1p′ = 1 y c es una constante positiva.
Consideremos el espacio de Sobolev H10 (Ω) (véase [1]) y el funcional









F (x, u) , (5)
Existencia de soluciones 3
donde F (x, s) =
∫ s
0 f (x, t) dt. Con las hipótesis que se tienen sobre f se puede
probar que J está bien definido, J es débilmente inferiormente semicontinuo







f (x, u) v ∀v ∈ H10 (Ω) . (6)
El siguiente teorema, que es de carácter abstracto, se utiliza en la demostra-
ción del Teorema 1. Recordemos que un funcional I : X → R definido en
un espacio de Banach X es secuencialmente semicontinuo inferiormente si
xn ⇀ x0 implica que I(x0) ≤ l´ım infn→∞ I(xn).
Teorema 2. Sea X un espacio de Banach reflexivo real y sea I : X → R
un funcional débilmente secuencialmente semicontinuo inferiormente. Si I
es coercivo en X, es decir I(x) → ∞ cuando ||x|| → ∞, entonces existe un




Además, si I es diferenciable entonces DI(x0) = 0.
Demostración. Consideremos una sucesión {xn}n ⊂ X tal que I(xn) →
infX I cuando n→∞. En virtud de la coercividad de I, la sucesión {xn}n está
acotada. Por la reflexividad de X existe una subsucesión {xnk}k y un x0 ∈ X
tales que xnk ⇀ x0 cuando k →∞. Debido a la hipótesis de semicontinuidad
de I,





Esto demuestra la primera afirmación del teorema. A partir de la definición
de diferenciabilidad se demuestra fácilmente que DI(x0) = 0.
En las siguiente sección aplicaremos el Teorema 2 tomando X = H10 (Ω)
e I = J, donde J está definido por (5).
3 Demostración del teorema 1






f (x, u) v = 0 ∀v ∈ H10 (Ω) .
Como f envía conjuntos acotados en conjuntos acotados, existe una constante
c1 > 0 tal que
|f(x, s)| ≤ c1 ∀ |s| ≤M1 ∀ x ∈ Ω. (8)
De (2) y (8) se tiene que
|f(x, s)| ≤ µ |s|+ c1 ∀s ∈ R,∀x ∈ Ω (9)
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es decir, f satisface (4) con p = 2. Por lo tanto el funcional J definido por







f (x, u) v ∀v ∈ H10 (Ω) . (10)
En particular u ∈ H10 (Ω) es solución débil de (3) si y sólo si u es un punto
crítico de J . Usando (2), (8) y la descomposición F (x, s) =
∫M1
0 f(x, t)dt +∫ s
M1
f(x, t)dt, se obtiene
F (x, s) ≤ 1
2
µs2 + c2 ∀s ∈ R, ∀x ∈ Ω, (11)



















u2 − c2 |Ω| .















‖u‖2H10 − c2 |Ω| .
Como µ < λ1 se sigue que
J(u) −→ +∞ cuando ‖u‖H10 −→ +∞,
lo cual prueba que el funcional J es coercivo. Como f satisface (4), por el
Teorema 3 se concluye que existe u0 ∈ H10 (Ω) que es un punto crítico de J y
por lo tanto u0 es una solución débil del problema (3). Como f es sublineal
y continua, por la teoría de regularidad para operadores elípticos (véase [6])
se sigue que las soluciones débiles son soluciones clásicas. Por lo tanto uo es
una solución clásica de (3).
Como un ejemplo de aplicación del Teorema 1 demostramos la siguiente
proposición.
Proposición 3. Sea f : R→ R una función diferenciable. Si existe k > 0
tal que ∣∣f ′(t)∣∣ ≤ k < λ1 ∀t ∈ R (12)
entonces el problema de Dirichlet{ −∆u = f (u) en Ω,
u = 0 en ∂Ω
(13)
tiene una única solución.
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Demostración. Por el Teorema del valor medio, para todo s
|f(s)− f(0)| ≤ |f ′(ξ)s| ≤ k|s|
donde ξ está entre 0 y s. Por tanto para todo s
|f(s)| ≤ k|s|+ |f(0)|
que es la desigualdad (10) en el caso que estamos considerando. El resto de
la prueba se sigue de manera análoga a la demostración del Teorema 1.
Demostremos ahora la unicidad. Sean u y v soluciones del problema (13).






Utilizando el Teorema del valor medio y la hipótesis (12) se tiene que∫
Ω




Por la desigualdad de Poincaré se sigue entonces que∫
Ω





Como kλ1 < 1, ||u− v||H10 = 0 de donde se concluye la unicidad.
Observación: Supongamos que f envía conjuntos acotados en conjuntos






≤ µ < λ1
en lugar de (2). Razonando como en la demostración del Teorema 1, también
se puede demostrar que bajo estas hipótesis el problema (3) tiene al menos
una solución.
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