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Quantum control of the pathway along which a Rydberg electron field ionizes is experimentally
and computationally demonstrated. Selective field ionization is typically done with a slowly rising
electric field pulse. The (1/n∗)4 scaling of the classical ionization threshold leads to a rough mapping
between arrival time of the electron signal and principal quantum number of the Rydberg electron.
This is complicated by the many avoided level crossings that the electron must traverse on the
way to ionization, which in general leads to broadening of the time-resolved field ionization signal.
In order to control the ionization pathway, thus directing the signal to the desired arrival time, a
perturbing electric field produced by an arbitrary waveform generator is added to a slowly rising
electric field. A genetic algorithm evolves the perturbing field in an effort to achieve the target
time-resolved field ionization signal.
The study of quantum mechanics is motivated not only
by the desire to understand microscopic phenomena, but
also to control such systems. The field of quantum con-
trol offers a promising range of applications, from laser-
controlled chemical reactions to quantum computing [1–
3]. While there are many techniques available, they all
rely on phase manipulation and coherence (i.e., interfer-
ence effects) to control the system.
One method that has been successfully used to imple-
ment quantum control is the genetic algorithm (GA), a
stochastic optimization technique based on the tenets of
Darwinian evolution [4]. The use of GAs for quantum
control typically involves tailoring the frequency, inten-
sity, and phase of a laser pulse in order to achieve a de-
sired effect. Judson and Rabitz first proposed a method
to use a GA along with experimental feedback to con-
trol the laser excitation of molecules in situ [5]. Since
then, GAs have been used for a variety of theoretical and
experimental applications in quantum control. Exam-
ples include improving the excitation efficiency in laser
dye [6], controlling the fragmentation of S8 [7], increas-
ing the storage time of an EIT signal in a rare-earth-ion-
doped crystal [8], manipulating the output spectrum in
high-harmonic generation experiments [9, 10], selectively
exciting vibrational states in molecular liquids [11], and
designing NMR pulse sequences for state preparation and
quantum gate operations [12].
The use of GAs is not limited to the field of quan-
tum control; GAs have been applied to a diverse set of
problems across multiple disciplines. Chemical physicists
have used GAs to predict stable crystal and molecular
structures by searching for low-energy configurations [13–
15]. In microscopy, GAs have been used in combination
with adaptive optic elements to reduce both off-axis [16]
and axial [17] aberrations. GAs have also been used to
automate the fitting of spectroscopic data [18], design op-
tical resonators [19], minimize fluid drag [20], and model
insect flight [21].
One system of interest for quantum control is a collec-
tion of atoms excited to Rydberg states of high principal
quantum number n. Shaped laser pulses have been used
to excite coherent superpositions of Rydberg states, thus
controlling the shape of the electron wavefunction [22–
25]. Alternatively, wavepackets can be excited or coher-
ently manipulated with short electric field pulses [26, 27]
or microwave fields [28]. Recently, quantum beats be-
tween different |mj | sublevels of the same fine structure
state have been observed in the field ionization signal
of Rydberg atoms [29]. The presence of these quan-
tum beats requires coherence throughout the ionization
process. This motivated us to explore possible avenues
for quantum control during field ionization. While the
Hamiltonian describing the essential physics, the Stark
effect, is well known for this system, the complexity of
the ionization process makes this system of particular in-
terest for exploring quantum control.
Since the valence electron in a Rydberg atom is weakly
bound to the ion core, it is easily ionized by an external
electric field, with higher energy states ionizing at lower
fields. Selective field ionization (SFI) is a detection tech-
nique that takes advantage of this fact to gain insight into
the state distribution of a group of Rydberg atoms [30].
By increasing an external electric field gradually, the time
at which the ionized electron is detected can be correlated
to its initial state.
SFI is somewhat complicated by the Stark effect, which
shifts the energy levels of Rydberg states in an external
electric field. This leads to many avoided level crossings
that the electron must traverse on the way to ionization
(see Fig. 1). Early studies in sodium near n = 32 identi-
fied well-defined features associated with two ionization
pathways, one predominantly adiabatic and one predomi-
nantly diabatic [31]. The ionization pathway is in general
more complicated. At n = 32, a Rydberg state will en-
counter several hundred avoided crossings on its way to
ionization. An electron that begins in a single state at
2Figure 1. (Color online) Calculated Stark map showing the path to ionization for an electron initially excited to the
32d
5/2,|mj |=3/2 state of Rb
85. The classical ionization threshold is shown by the thick black line. The color of each line
is determined by the electron amplitude. The calculation is fully quantum and proceeds as in Feynman et al. [29] with a basis
including all states from the n = 29 to the n = 33 manifold, and a time resolution of 0.01 ns. (a) The path for the unperturbed
ionizing electric field pulse. (b) Detail at the first few avoided crossings after the 32d lines hit the n = 30 manifold. (c) The
path for the best scoring optimized pulse from a simulation of the genetic algorithm. The calculation was performed in parallel
for 48 pulses over 50 generations using the same GA as the experiment. (d) The calculated time resolved signal for both the
optimized (solid blue) and unperturbed (dashed red) pulses. The gate region is highlighted. (e) Fitness score for the simulation.
low field will spread out over multiple states as it passes
through the avoided crossings, resulting in a broadened
SFI signal. States that are closely separated in energy at
low field are often unresolvable in the final signal [29, 32].
The calculated path to ionization is shown in Fig. 1(a)
for the case of a roughly linear SFI pulse and in Fig. 1(c)
for an optimized pulse.
According to the Landau-Zener approximation, popu-
lation transfer through an avoided crossing depends on
the slew rate as well as the characteristics of the cross-
ing [33–36]. Several groups have manipulated the slew
rate with the goal of controlling the SFI signal shape.
Tada et al. used a field pulse with two sections of con-
stant slew rate (first slow, then fast) to separate the sig-
nals from the 111s and 111p states in rubidium [37]. In
a similar experiment, Gu¨rtler and van der Zande used a
pulse that increased quickly at first and then slowly in an
effort to separate the 32s, 31p, and 30d states in rubid-
3ium [38]. While they were not able to completely separate
the signal from these three states, there was sufficient sep-
aration to determine the state distribution from an un-
known superposition using the individual time-resolved
signals as a basis set.
In this article, we present a demonstration of directed
field ionization (DFI), a modification of SFI that allows
one to coherently control the time-resolved field ioniza-
tion signal through manipulation of the ionization path-
way. This is achieved by using a GA to tailor the shape of
the ionizing electric field pulse. We are able to not only
change the magnitude of the slew rate, but also the sign,
allowing us to traverse regions of the Stark map multiple
times. For repeated traversals of the same avoided cross-
ing or the complicated splitting and recombining shown
in Fig. 1(a) and (c), the interference of the relative phases
of different pathways allows us to exert considerable con-
trol over the time resolved ionization signal.
Consider Fig. 1(b), which shows the series of avoided
crossings immediately after the states that are adiabati-
cally connected to 32d hit the n = 30 manifold. When the
electron traverses the first avoided crossing (labeled A),
a coherent superposition is created. As predicted by the
Landau-Zener approximation, the traversal of the first
avoided crossing is mostly diabatic, with only a small
amplitude remaining in the upper state. The subse-
quent avoided crossing labeled B is of similar size and
would also be traversed diabatically except for the rela-
tive phase accumulated between A and B, which causes
the amplitude to split more evenly. Because DFI relies on
this interference, it is useful to think of the avoided cross-
ings as beamsplitters for the electron wavefunction [29].
Just as the output of an optical interferometer depends
on the interference between two electromagnetic waves
at a beamsplitter, the path of the electron is determined
by the interference of the electron’s wavefunction at an
avoided crossing. For a typical field ionization slew rate
of 0.5 (V/cm)/ns, the relative phase accumulation be-
tween states in moving from A to B is ≈100pi. In this
case a change in slew rate of only 1% will produce a pi
shift in the accumulated phase.
Given the complexity of the path to ionization, there
is no efficient analytical method for designing a desired
pulse. A GA, however, requires only a target field ion-
ization signal to evolve a solution. Our experimental
setup allows for an upper limit of 101260 possible elec-
tric field pulses. While not all of these pulses will be
measurably different, the solution space is clearly far too
large for an exhaustive search. GAs also excel at search-
ing large spaces for good, if not provably optimal, solu-
tions. Finally, GAs are robust with respect to experi-
mental conditions, which are automatically included in
the optimization. For a more thorough overview of GAs
see Mitchell [39] or Goldberg [40].
A GA iteratively improves a population of potential
solutions by evaluating them against a target and giving
the characteristics of more successful candidates greater
representation in subsequent generations. Our GA starts
with a randomly generated population of 100 pulses, each
consisting of 300 voltage values or genes. We collect 10
shots for each pulse, interleaving the data collection, in
order to average the field ionization signal. A fitness score
is calculated from the averaged signal based on how well
it achieves the target solution; examples of different fit-
ness scores can be seen in Fig. 2. The pulses are then
ranked by fitness score and some number of the high-
est scoring pulses are propagated directly into the next
generation, a technique known as elitism.
The majority of the next generation is created using
crossover, in which two parent pulses are mated together
to produce a new child pulse. We select our parent pulses
using tournament selection. Two subsets of the popula-
tion are randomly selected and the best scoring unique
member of each subset is chosen as a parent. Then, for
each gene locus of the child pulse, we randomly select
one of the parent genes at the same locus. We repeat
this process to fill the next generation’s population.
Finally, we mutate the population by randomly select-
ing genes and assigning those genes a new random value.
Mutation improves genetic diversity, which leads to a
wider search of the solution space and prevents prema-
ture convergence to a local optimum. However, mutation
can also destroy good solutions. We therefore use a low
probability of mutation that is dynamically decreased.
The entire algorithm is repeated until a fixed number of
generations has passed.
Our experiment is done in a fairly standard magneto-
optical trap containing ≈106 Rb85 atoms at ≈200 µK.
The excitation to Rydberg states is achieved using home-
made external-cavity diode lasers [41]. The 780 nm trap-
ping laser excites the Rb atoms from the 5s1/2 ground
state to the 5p3/2 state. A 10 µs wide 776 nm laser pulse
drives the 5p3/2 → 5d5/2 transition, and the atoms are
allowed to radiatively decay to the 6p3/2 state. The final
excitation step to the 32d5/2,|mj |=3/2 state is provided by
a 1 µs wide 1022 nm laser pulse. All lasers are frequency
stabilized using homemade electronic feedback circuits
and either saturated absorption spectroscopy (780 nm
and 776 nm) or an actively stabilized Fabry-Pe´rot cavity
(1022 nm). The continuous-wave output beams from the
776 nm and 1022 nm lasers are pulsed using acousto-optic
modulators.
After excitation to Rydberg states, we apply a
roughly linear ionizing electric field ramp using a trigger-
transformer circuit, as well as a perturbing electric field
(determined by the GA) from an arbitrary waveform gen-
erator. The trapped Rydberg atoms are located on-axis
midway between two cylindrical electrodes which control
the electric fields inside our vacuum chamber. A detailed
discussion of the electrode geometry can be found in Fa-
hey et al. [42]. The linear field ramp is applied to one of
the cylinders, rising to ≈600 V/cm in ≈1.5 µs. Simulta-
4neously, the perturbing electric field from the arbitrary
waveform generator is applied to the other cylinder. The
electrons arrive at the detector roughly 10 ns after ion-
ization, where the time-resolved signal is amplified with
a pair of multichannel plates.
Our waveform generator has 14-bit resolution, a sam-
ple rate of 1 GS/s, and can switch between extreme val-
ues of ±10 V (corresponding to fields of ±3.8 V/cm) in
3.3 ns. Given our electrode geometry and the available
voltages, we are able to access electric field slew rates
ranging from −1.6 to 3.0 (V/cm)/ns during ionization,
allowing us to sweep through a typical avoided crossing
three times. In the context of Fig. 1(b), our waveform
generator is capable of a minimum phase adjustment of
≈pi/20 as the field rises from A to B.
In addition to the fields from the trigger-transformer
and the arbitrary waveform generator, we also apply a
DC electric field of ≈6 V/cm to one of the cylinders to
break the degeneracy between the |mj | = 1/2, 3/2, and
5/2 states. This allows us to excite a single |mj | state.
The total electric field experienced by the atoms is the
vector sum of these three fields.
Using this experimental setup, we began by verifying
the coherence of the ionization process by repeating the
interference experiment described in Feynman et al. [29].
After coherence was confirmed, we tested the ability of
our GA to control the shape of the ionization signal in
situ. Appropriate values for the GA parameters (e.g.
mutation rate, tournament size, etc.) were chosen both
by simulating our GA and by trial and error.
The results for three different DFI experiments are
shown in Fig. 2. In each case, we compare the result
due to the unperturbed linear ramp with the result due
to the optimized perturbed field. Since the signal level
fluctuated on both short and long time scales, we normal-
ized the area under the ionization signal for each shot
of the experiment. In Fig. 2(a) and (b), the goal was
to shift the signal into the leading edge of the unper-
turbed SFI signal. The fitness score was calculated by
dividing the signal within the desired gate by the total
signal. Initially, 8.3% of the signal was within the tar-
get gate. After optimization, this was increased to 50.6%
for the best performing member of the final generation.
For Fig. 2(c) and (d), the target gate was shifted later
in time to a region which initially had very little signal.
The GA optimization procedure was able to increase the
signal within this gate from 4.4% to 52.0%. The goal for
the DFI experiment shown in Fig. 2(e) and (f) was to
push signal out of the target gate. The amount of signal
outside the target gate increased from 50.4% to 87.7% as
a result of optimization. We ran each optimization many
times over the course of several weeks. The evolution
proved to be very robust even in the presence of large
signal fluctuations.
One question that naturally arises is whether we can
glean any physical insight by looking at the optimized
Figure 2. (Color online) Experimental results from three dif-
ferent DFI experiments. The unperturbed normalized ioniza-
tion signal (dashed, red), the signal with the best fitness after
100 generations of evolution by GA (solid, blue), and the tar-
get gate (shaded blue region) are shown in (a), (c), and (e).
The corresponding average fitness score (black) and range of
fitness scores (shaded gray region) are shown in (b), (d), and
(f), respectively. For (a) – (d), the fitness score measures the
percent of the signal within the target gate, while for (e) and
(f), the fitness score measures the percent of the signal outside
the target gate.
ionization pulses. With this goal in mind, we have taken
20 datasets with identical parameters. When comparing
the best performing arbitrary waveforms, we find that the
region with the most similarities occurs during a 200 ns
period just before and during ionization. Some of the sig-
nal shifts may be due to the more complicated temporal
dependence of the electric field during ionization. Given
the limitations of our trigger-transformer and arbitrary
waveform generator, such shifts are limited to 8 ns, which
are significantly smaller than the shifts seen in Fig. 2. It
is clear that this effect cannot account for the entire opti-
mization. To further confirm the role of coherent control
in our optimization, we have taken a series of datasets
with a range of arbitrary waveform end times (leaving the
start time and all other parameters identical). Although
the fitness score improves more dramatically when the
arbitrary waveform is allowed to extend through ioniza-
tion, there is still significant improvement even when the
arbitrary waveform ends well before ionization. In fact,
significant optimization is possible when the perturbing
waveform is limited to a 100 ns region during the 1.5 µs
ionization pulse. While these experiments have given us
insight into the important features of optimization, we
cannot see the full ionization pathway experimentally.
5In order to examine the ionization pathway, we have
simulated the evolution of a population of 48 pulses over
50 generations for the gate shown in Fig. 2(c). The cal-
culated path to ionization for the best scoring optimized
pulse is shown in Fig. 1(c), along with the time resolved
signal and fitness score in (d) and (e). In early gener-
ations the GA can easily improve the fitness score by
moving population from states that ionize just outside of
the gate to neighboring states that ionize within the gate.
These optimizations may inadvertently redistribute pop-
ulation among more distant states, which has no direct
effect on the fitness score. This could have a negative ef-
fect on subsequent evolution by moving population that
ionizes far from the gate even farther away.
We observe this effect for the optimized field ioniza-
tion signals in both experiment and simulation, shown in
Fig. 2(c) and Fig. 1(d) respectively. Both display a simi-
lar double-peaked structure that results from the path
to ionization shown in Fig. 1(c), where the optimiza-
tions also send some population to earlier ionization. We
are exploring alternative fitness scores to improve perfor-
mance.
In conclusion, we have demonstrated the use of a GA
to control the shape of the time-resolved field ionization
signal in situ. While we have seen a dramatic improve-
ment in fitness score in each case, we have not been able
to move all of the signal into the desired gate. Improve-
ments might be possible with different values for the GA
parameters. Additionally, switching to a higher-n state
would allow for a slower slew rate for the unperturbed
SFI pulse, increasing our ability to perturb the slew rate
with the arbitrary waveform generator. We are in the
process of investigating both of these options for improve-
ment. We are also exploring the possibility of using DFI
to separate previously unresolvable states in the ioniza-
tion signal.
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