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We propose a novel possibility of dynamically changing the pairing of superconductors from s wave to η
pairing (where the pairs condense at the Brillouin-zone corner momenta) by driving the system with ac fields.
We consider a periodically-driven attractive Hubbard model in the strong-coupling regime, and show that the
pair-hopping and pair-repulsion terms in the effective Hamiltonian in the Floquet formalism are drastically
renormalized in different manners between the two terms, which can change the ground states from an s-wave
superconductivity to an η-pairing superconductivity or a charge-ordered phase. While in isolated systems such
as cold atoms a simple quench scheme would not realize the dynamical phase transition into η pairing, we
show that there are pathways that realize the dynamical transition, where the field amplitude is varied via a
charge-ordered phase as an intermediate state.
PACS numbers: 74.20.Rp, 74.40.Gh, 67.85.-d 71.10.Fd,
I. INTRODUCTION
Fascination with periodically-driven systems in condensed-
matter and cold-atom physics is increasing as the become an
important branch in nonequilibrium physics. Time-periodic
external fields have turned out to make dramatic changes in
physical properties as captured by the Floquet formalism [1],
which provide remarkable developments in both theoretical
and experimental studies. A seminal example is the Floquet
topological insulator [2–4], where a circularly polarized laser
changes the ordinary system into a topological one. Fur-
ther exotic phenomena are proposed with the Floquet for-
malism [5–8], among which are a dynamical localization
and accompanying photoinduced Mott transition [9–12], an
attraction-repulsion conversion [13], Floquet topological su-
perconductivity [14], and a modulation of the exchange in-
teraction [15, 16]. Periodic fields can be implemented by a
laser light illuminated on electronic systems, or by shaking an
optical lattice for cold-atom systems [4, 17].
Now, an intriguing question is, what would be the fate of
a superconductor if we apply a periodic driving? One key
interest is whether there exists a novel possibility of induc-
ing an exotic superconductivity by driving a conventional su-
perconductor. In the present paper we provide an answer by
revealing that an exotic, long-sought-after “η pairing” [18–
22] can indeed emerge in an attractive Hubbard model. The
η pairing was originally proposed by Yang as an eigenstate
possessing an off-diagonal long-range order in the Hubbard
Hamiltonian [18]. Behind this lies the fact that the Hubbard
model has, in addition to the usual spin-SU(2) symmetry, an-
other important symmetry called η-SU(2) with respect to a
pseudospin ηˆ [Eq. (5) below]. The η pairing is an exotic con-
densate with a nonzero expectation value of ηˆx + iηˆy, which
is a fingerprint of a Cooper pair with a nonzero momentum
Q = (pi, pi, · · · ). While the Fulde-Ferrell-Larkin-Ovchinnikov
superconductivity [23–25] is also characterized by a nonzero
total momentum of a Cooper pair, the η-pairing has a totally
different mechanism as reflected in its “maximized” momen-
tum at the Brillouin-zone corners. Finite-momentum conden-
sates have also been studied for bosonic systems [26, 27].
Here we consider the strong-coupling regime of the attrac-
tive Hubbard model, where fermions, in equilibrium, form
pairs (doublons) in real space and behave as an s-wave
fermionic superfluid, as depicted in the left panel of Fig. 1.
The possible candidates in real materials we have in mind [28]
include Ba1−xKxBiO3 [29] and doped fullerenes [30]. More
direct implementation of the model is expected to be cold-
atom systems on optical lattices, where the interatomic inter-
action can be increased with the Feshbach resonance. Thus,
hereafter, we refer to the superconductivity as the fermionic
superfluid in a general context common to condensed-matter
and cold-atom systems.
When we perform the strong-coupling expansion of the
Hubbard model, we have an effective Hamiltonian for
doublons, which comprises pair-hopping and pair-repulsion
terms. In ordinary situations the pair-hopping amplitude J is
positive, for which the s-wave superconductivity is described
as a condensation of doublons at the bottom of a bosonic band
at k = 0. If one can invert the sign of the pair hopping,
this would flip the band structure to give a new bottom at
k = Q, where the η-pairing superconductivity is expected,
as schematically depicted in Fig. 1. While one might imagine
such a sign change would be unrealistic, this is in fact feasi-
ble in periodically-driven systems: We first show in Sec. II
that applying an ac laser field with a linear polarization (or
shaking the optical lattice) changes the parameters drastically,
which enables us to tune them in both magnitude and sign.
However, we have to be careful when discussing dynamical
phase transitions because the driven system should, in general,
have a nonequilibrium energy distribution (such as a popula-
tion inversion) and may not necessarily relax to the ground
state. This is important if we have cold atoms in an optical
trap, where the system is isolated, so that a sudden flipping of
the band structure will induce an inverted population that is
stable in the absence of dissipations.
To overcome this, we propose to invoke a “broken η-SU(2)
symmetry,” which will turn out to be a property peculiar to
the attractive model (as opposed to the repulsive half-filled
one). While the repulsive Hubbard model is mathematically
equivalent to the attractive one at half filling in equilibrium,
the equivalence is crucially broken once the driving field is
turned on, which results in a breaking of the η-SU(2) sym-
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FIG. 1. (color online) Schematic change of the ground state from s-
wave pairing for a positive pair-hopping amplitude J > 0 to η pairing
for a negative J < 0 with the band bottom for doublons inverted. The
solid line represents the band dispersion, with the colored peak sym-
bolizing the occupation of states, here illustrated in one dimension
but conceivable in general dimensions.
metry. This brings about richer physics in the attractive case,
where the pair hopping J and pair repulsion V are modified
in different manners due to the phase in the hopping ampli-
tude, which contrasts with the spin-SU(2)-invariant repulsive
case [15].
Thanks to this, the dynamical instability arises, as we shall
show in Sec. III: We derive a Gross-Pitaevskii-type equation
of motion to obtain time evolutions and elementary excita-
tions, which demonstrates that the superfluid phase is unstable
in the regime where the pair repulsion is dominant, while the
charge order becomes unstable when the pair hopping dom-
inates. These instabilities enable us to manipulate the order
parameters, and we actually propose two protocols, a two-step
quench and an adiabatic ramping, to realize the η-pairing su-
perfluid, as prescribed in Sec. IV.
II. EFFECTIVE LOW-ENERGY THEORY IN THE
STRONG-COUPLING LIMIT
A. Attractive Hubbard model and
underlying η-SU(2) symmetry
We start from the attractive Hubbard model on a cubic lat-
tice,
Hˆ = −
n.n.∑
i j
∑
σ
ti jcˆ
†
iσcˆ jσ − U
∑
i
nˆi↑nˆi↓, (1)
in standard notations, where we set the hopping ti j = 1 here-
after. For large enough attraction U > 0, the ground state
tends to maximize the double occupancy, and fermions be-
have as doublons at any filling. The low-energy Hamiltonian
for doublons HˆD is described by the virtual processes in terms
of the strong-coupling expansion (perturbation from ti j = 0),
HˆD = −J0
n.n.∑
i j
cˆ†i↑cˆ
†
i↓cˆ j↓cˆ j↑ + V0
n.n.∑
i j
nˆi
2
nˆ j
2
, (2)
where J0 = 2/U is the pair-hopping amplitude, while V0 =
2/U is the nearest-neighbor pair repulsion, with nˆi/2 being
the number of doublons on the ith site. The ground state is the
condensate of doublons
∏
i(1 + eiθcˆ
†
i↑cˆ
†
i↓)|0〉 in the mean-field
approximation. We note that at half filling the charge-ordered
state
∏
i∈A(cˆ
†
i↑cˆ
†
i↓)|0〉 is also a ground state degenerate with the
condensate.
Let us first recall the underlying η-SU(2) symmetry in the
Hubbard model: The attractive Hubbard model is known to
be equivalent to the repulsive one since the Shiba transforma-
tion [31, 32],
cˆ†j↑ ↔ (−1) jcˆ j↑, (3)
keeps the form of Eq. (1) except for the inverted sign of U.
This implies that Eq. (2) is equivalent to a Heisenberg model,
which can be seen if we rewrite Eq. (2), up to a constant, as
HˆD = J0
n.n.∑
i j
(ηˆxi ηˆ
x
j + ηˆ
y
i ηˆ
y
j) + V0
n.n.∑
i j
ηˆzi ηˆ
z
j, (4)
where
ηˆxj + iηˆ
y
j = (−1) jcˆ j↑cˆ j↓, ηˆzj =
1
2
(1 − nˆ j↑ − nˆ j↓) (5)
is the pseudospin (Lie-algebra) operator that is transformed to
the spin operator, ηˆ j ↔ Sˆ j, under the Shiba transformation.
Namely, the Hubbard model has, on top of the spin-SU(2)
symmetry for Sˆ =
∑
j Sˆ j, another η-SU(2) symmetry for ηˆ =∑
j ηˆ j, both in the attractive and repulsive cases.
However, we have to note that the constraint for fixing the
particle number breaks the equivalence between attractive and
repulsive cases except exactly at half filling since the chemical
potential can be rewritten as a pseudo-Zeeman field ∝ ηˆz along
the z axis. More importantly, in the present context, an ac
driving introduces a specific type of η-SU(2) breaking even in
half-filled systems, as we shall reveal below.
B. Floquet formalism
Let us now turn to a periodic driving of the system. For
lattice systems, the Peierls substitution describes the coupling
of fermions to ac laser fields as
ti j → ti jeiA(t)·R ji = ti j
∞∑
m=−∞
imJm(A ·R ji)e−imωt, (6)
where R ji = R j − Ri, with Ri being the position of the ith
site, and A(t) = A cosωt is the vector potential of a linearly
polarized laser. On the right-hand side we have performed a
Fourier transform, where Jm is the mth Bessel function. For
cold-atom systems we shake optical lattices, where the vector
potential is emulated by A(t) = ∂tL(t), with L(t) being the
periodic motion of the lattice.
If we now apply the transformation (3) to the present case
with Eq. (6), we have
eiA(t)·R ji cˆ†i↑cˆ j↑ → −eiA(t)·R ji cˆi↑cˆ†j↑ = e−iA(t)·Ri j cˆ†j↑cˆi↑; (7)
3that is, the resultant Hamiltonian acquires a spin-dependent
hopping as
−
n.n.∑
i j
ti jeiA(t)·R ji cˆ†iσcˆ jσ → −
n.n.∑
i j
ti je−iσA(t)·R ji cˆ†iσcˆ jσ. (8)
This degrades the equivalence between the repulsive and at-
tractive cases and implies that the external field breaks the
η-SU(2) symmetry. The breaking of η-SU(2) becomes signif-
icant, especially in the strong-coupling limit, since the η spin
becomes the relevant degree of freedom, in terms of which the
low-energy Hamiltonian (4) is expressed. However, under a
time-dependent drive, the energy is not conserved, so that the
usual perturbation scheme to derive Eq. (2) is not applicable.
A key observation then is that we still have a discrete tem-
poral translational symmetry since the ac laser field with a
driving frequency ω is time periodic with a period T = 2pi/ω.
Namely, we can employ Floquet’s theorem [1]: While we al-
ways consider eigenstates of a generator e−iHˆt for temporally
translationally invariant systems, here we can consider eigen-
states of the generator for the discrete translation, e−iFˆT =
T exp[−i ∫ T0 dtHˆ(t)], where T exp[•] is the time-ordered ex-
ponential. The eigenvalue of Fˆ is called the quasienergy ,
which is the temporal analog of the crystal momentum in
Bloch’s theorem and is defined over (−ω/2, ω/2]. Then the
quasienergy eigenstate is expressed as Ψ(t) = φ(t)e−it, with
φ(t) = φ(t + T ).
By expanding Hˆ(t) and φ(t) in a Fourier series, we can
convert the time-dependent Schro¨dinger equation into a time-
independent one,
∞∑
l=−∞
(Hˆm−l − mωδm−l) φl = φm, (9)
in the Floquet formalism for an extended Hilbert space, where
Hˆm and φm are the mth Fourier components of Hˆ(t) and φ(t),
respectively. Eigenvalues of this matrix are equivalent to those
of Fˆ modulo ω.
C. Strong-coupling expansion in the Floquet formalism
To explore the property of the Floquet equation (9) for
the periodically-driven Hubbard model, we can perform the
strong-coupling expansion in the extended Hilbert space,
where the hopping amplitude is decomposed into Fourier
components t(m)i j = i
mJm(A · R ji) that contribute to virtual
processes with an energy denominator U +mω, as depicted in
Fig. 2. These contributions via virtual Floquet states modify
the original pair-hopping amplitude J0 and the pair repulsion
V0 into
Jeff =
∞∑
m=−∞
(−1)m 2Jm(A)
2
U + mω
, Veff =
∞∑
m=−∞
2Jm(A)2
U + mω
(10)
in the time average. Here we takeA = A(1, 1, 1).
We can immediately notice that Jeff and Veff are modified
in different manners, which is the very manifestation of the
(a) Pair hopping (b) Pair repulsion
j i
j i
j i
U +mω
mω
mω
j i
j i
j i
U +mω
mω
mω
FIG. 2. (color online) Virtual processes for the (a) pair hopping
and the (b) pair repulsion associated with photoabsorption/emission.
Thick gray arrows represent virtual transitions, thin arrows represent
fermion hopping, and wavy lines represent the coupling to photons.
broken η-SU(2) symmetry due to the external field. The dif-
ference comes from the interference of phase factors: As de-
picted in Fig. 2, the pair-repulsion term is composed of a vir-
tual fermion hopping from j to i and then back from i to j,
which results in a cancellation of phases in the factor |t(m)i j |2.
By contrast, the pair-hopping term is composed of a fermion
hopping j → i followed by another j → i, in which the resul-
tant factor, (t(m)i j )
2, acquires a phase. Thus the two terms have
distinct forms due to the phase factors.
This is quite unlike the periodically-driven repulsive Hub-
bard model at half filling [15], where the effective static
Hamiltonian, Fˆrep = Veff
∑n.n.
i j Sˆi ·Sˆ j, has an isotropically mod-
ified exchange interaction Veff. In that case all the virtual pro-
cesses in the strong-coupling expansion have the phase can-
cellation, leaving the spin-SU(2) symmetry intact.
Let us first examine the analytic behavior of the pair-
hopping and pair-repulsion terms [Eq. (10)] against the am-
plitude A and frequency ω of the periodic drive. For ω 
U, only the m = 0 term survives, so that Jeff ∼ Veff ∼
(2/U)J0(A)2, which just rescales the energy and nothing in-
teresting happens. A significant difference between Jeff and
Veff first occurs around ω ∼ U, with ω − U  1, where we
have asymptotically
Jeff ∼ −2J1(A)
2
U − ω , Veff ∼ +
2J1(A)2
U − ω , (11)
except in the vicinity of zeros of J1(A). If we now look at
a numerical result for Jeff and Veff against A in Figs. 3(a) and
3(b) for two cases of ω = 1.2U and ω = 0.8U, the parameters
indeed change in a manner dramatically sensitive to the value
of ω due to the small denominator. For weak driving we can
enhance Jeff or Veff, while for stronger drives we can even in-
vert the signs of Jeff and Veff and vary the ratio Jeff/Veff almost
arbitrarily.
When we decrease ω even further, drastic changes in the
behavior of the parameters occur in a large A region when we
are close to ω = U/m, which is due to the diverging contri-
bution from Jm(A)2/(U − mω). For smaller values of A, we
have Jeff ∼ (2/U)J0(2A) and Veff ∼ 2/U for ω/U  1 in
an ω/U expansion, which is justified for contributions satis-
fying mω/U  1, but other contributions can be neglected
due to Jm(A)∼Am/(2mm!) as far as the small-A region is con-
cerned. This corresponds to the bosonic picture: When ω
4−2
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FIG. 3. (color online) Effective pair hopping Jeff and pair repulsion Veff in the effective Floquet Hamiltonian against the amplitude of the drive
A for (a) ω = 1.2U, (b) ω = 0.8U, and (c) ω = 0.11U.
is small enough, doublons always behave as bosons, where
the effective Hamiltonian looks like that of the shaken Bose-
Hubbard model [with the hopping renormalized by J0(2A)].
This is shown in Fig. 3(c). Thus the characteristic behavior for
moderate ω/U regions found above comes from the fermionic
nature of the doublon.
III. STABILITY ANALYSIS OF THE
EFFECTIVE HAMILTONIAN
We have revealed that the parameters in the effective Flo-
quet Hamiltonian can be controlled, where we can even in-
vert the sign of Jeff. This urges us to consider an intrigu-
ing possibility of the exotic η-pairing superfluid [33], which
can be expected from the emergence of a new bandbottom at
k = Q = (pi, pi, pi) due to the band flip.
As stressed in the Introduction, we have to take into ac-
count the nonequilibrium distributions in discussing dynami-
cal phase transitions, which can make final states totally dif-
ferent from the equilibrium ones, especially for isolated sys-
tems as in trapped cold atoms. Thus we investigate in this
section the stability of the s-wave superfluid under the effec-
tive Floquet Hamiltonian. We shall see that the s-wave su-
perfluid does not simply evolve to the η-pairing state even for
the Hamiltonian with negative Jeff. However, we shall then
see that one can induce a collapse of the original superfluid
when Veff is dominant, which turns out to be a key for finally
realizing the η-pairing state in Sec. IV.
A. Elementary excitations
In order to keep track of the fate of an s-wave superfluid,
here we consider its coarse-grained time evolution by the ef-
fective time-evolution operator e−iFˆt with the effective Floquet
Hamiltonian,
Fˆ = −Jeff
n.n.∑
i j
cˆ†i↑cˆ
†
i↓cˆ j↓cˆ j↑ + Veff
n.n.∑
i j
nˆi
2
nˆ j
2
. (12)
While the continuous-time evolution with this Hamiltonian
differs from the actual one, they are identical at t = nT since
e−iFˆT represents the actual time translation by definition.
Then we can discuss the time evolution in the mean-field
approximation. Here we describe the superfluid state by
a time-dependent ansatz, |Ψ〉 = exp[∑ j Ψ j(t)cˆ†j↑cˆ†j↓]|0〉, and
take a variation δ
∫
dtS(t) = 0, where S(t) = 〈Ψ|(Fˆ −
i∂t)|Ψ〉/〈Ψ|Ψ〉. This leads to an equation of motion,
i
∂Ψi
∂t
=
n.n.∑
j
−JeffΨ j + JeffΨ∗jΨ2i + 2Veff|Ψ j|2Ψi
1 + |Ψ j|2 , (13)
which is analogous to the time-dependent Gross-Pitaevskii
equation. We can easily confirm that the s-wave superfluid
is a stationary solution of Eq. (13) for arbitrary external fields,
given as Ψ0(t) = Ψ0 exp{−iz[(n − 1)Jeff + nVeff]t}, where n
is electron filling and z =
∑n.n.
j 1 is the coordination number.
This does not necessarily imply that the s-wave superfluid is
always stable, as shown below.
The stability of the s-wave superfluid is examined by
adding a small perturbation δΨ to see how it grows. By de-
noting
Ψi(t) = Ψ0(t)
1 + ∑
k
δΨk(t)eik·Ri
 , (14)
Eq. (13) is linearized into
i
∂
∂t
(
1 0
0 −1
) (
δΨk
δΨ∗−k
)
= Jeff
(
µk + σk σk
σk µk + σk
) (
δΨk
δΨ∗−k
)
, (15)
where µk = 2
∑n.n.
j sin
2(k · R ji/2) and σk = n(1 − n/2)(1 +
Veff/Jeff)
∑n.n.
j cos(k · R ji). The diagonalization of Eq. (15)
yields a dispersion relation for elementary excitations, with
an energy
ω(k) = Jeff
√
µk(µk + 2σk), (16)
when µk + 2σk > 0 [34].
If Jeff is changed to negative where the η-pairing ground
state is expected, the excitation energy ω(k) becomes nega-
tive. This will induce a Landau instability when the system is
5coupled to a heat bath. In isolated systems, on the other hand,
the s-wave superfluid will be retained under the evolution with
the effective Hamiltonian.
Now we can note that µk + 2σk is not necessarily positive:
Indeed, it becomes negative for, e.g., k = Q when Veff/Jeff >
1 at half filling. When µk + 2σk < 0, the solution becomes
ω(k) = ±iJeff
√
µk|µk + 2σk|. (17)
The imaginary eigenvalue signals a dynamical instability; that
is, a small deviation from an s-wave superfluid grows expo-
nentially. These instabilities, the Landau and dynamical ones,
are analogous to those in Bose-Einstein condensates in an op-
tical lattice [35].
B. Hamiltonian mechanics formulation
To grasp the physical origin and the fate of the dynamical
instability, we can consider a special case where the initial
state is uniform on each of A and B sublattices in a bipartite
lattice. Then Eq. (13) becomes coupled equations for ΨA(t)
and ΨB(t). We can then capture the quantities of physical in-
terest as the differences in the doublon density ρQ and in the
phase 2θ between the two sublattices,
ρQ =
|ΨA(t)|2
1 + |ΨA(t)|2 −
|ΨB(t)|2
1 + |ΨB(t)|2 , (18)
2θ = arg ΨA(t) − arg ΨB(t). (19)
The superconducting amplitude on each site |〈cˆ j↓cˆ j↑〉| is ex-
pressed as {1−[ρQ+(−1) j(n−1)]2}1/2/2. With these variables,
Eq. (13) is simplified into
dρQ
dt
=
∂H
∂θ
,
dθ
dt
= − ∂H
∂ρQ
, (20)
where
H =
z
2
(n2 − ρ2Q)
Veff −
√
(2 − n)2 − ρ2Q
n2 − ρ2Q
Jeff cos 2θ
 . (21)
Namely, the system obeys a Hamiltonian mechanics with ρQ
and θ acting as canonical variables for a “classical” Hamilto-
nian H.
Since Eq. (20) has the form of a canonical equation of mo-
tion, H is conserved under the time evolution; that is, the sys-
tem should evolve along a contour of H, which results in a
periodic motion. Figure 4 shows the contour map against ρQ
and θ for various values of A with a fixed ω = 0.8U. We also
display corresponding (Jeff(A),Veff(A)) on the phase diagram
against Jeff,Veff in Fig. 5, along with the trajectory when A is
varied. Here we consider a half-filled system (n = 1).
On the contour maps, the s-wave superfluid is represented
by the origin, (ρQ, θ) = (0, 0) [and (0, pi)]. The η-pairing su-
perfluid corresponds to the points (ρQ, θ) = (0,±pi/2), while
the charge-ordered phases are delineated by ρQ = ±1, as dis-
played in Fig. 4(f).
In the absence of the external field [Fig. 4(a)], (ρQ, θ) =
(0, 0) is the fixed point (bottom of the energy profile), which
indicates the stability of the s-wave superfluid in equilibrium.
A parameter quench toward Jeff < 0 changes the contour map
to those shown in Figs. 4(c)-4(e). There, the s-wave super-
fluid is retained as a fixed point (now at the top of the energy
profile), so that a dynamical phase transition is not triggered,
although the Landau instability would be induced if one at-
taches a heat bath [see Eq. (16)]. We can, however, notice that
a quench toward a region with Veff/Jeff > 1 (blue region in
Fig. 5) turns the energy bottom into a saddle point as shown
in Fig. 4 (b). This signifies an emergence of the dynamical in-
stability with the system starting to evolve along the emergent
contour that starts from the saddle point [see Eq. (17)].
Namely, the dynamical instability of s-wave superfluid re-
sults in the collapse of the superfluid into an exponential
growth of the charge-density wave (CDW) ρQ. Because of the
integrability of Eq. (21), the motion is periodic; the system
eventually comes back to the initial s-wave superfluid state.
This feature disappears in nonintegrable cases, e.g., for an ini-
tial state with an inhomogeneity. In such cases the system is
expected to be in an equilibrium state for the effective Hamil-
tonian. We note that this is an approximate description for an
evolution over a finite time duration since in general the final
state of the Floquet system after infinite time evolution should
tend to be an infinite-temperature state when the higher-order
terms in the expansion are considered [36–38].
Now, we note that various other saddle points exist besides
that for the s-wave fluid, as marked with red circles in Fig. 4.
These are crucial in manipulating the order parameters, as we
shall see in the next section. For instance, Fig. 4(c) implies
the existence of a dynamical instability from an η-pairing su-
perfluid [(ρQ, θ) = (0,±pi/2)] toward a charge-density wave.
On the other hand, the saddle points in Figs. 4(d) and 4(e)
signify an instability from a charge-density wave (|ρQ| = 1)
into the desired η-pairing superfluid since |ρQ| with θ ' ±pi/2
decays along the emergent contour branching off the saddle
point (horizontal thick lines) in Figs. 4(d) and 4(e).
These instabilities are summarized in Fig. 5 as the phase di-
agram classified by the dynamical instabilities as well as the
ground states. There, various regions are characterized by the
types of dynamical instabilities described above. We also dis-
play the trajectory that represents (Jeff(A),Veff(A)) when A is
adiabatically varied for ω = 0.8U. We can see that the tra-
jectory starts from the s-wave superfluid via the region for
instabilities into CDW, then plunges into another region for
instabilities into the η pairing.
Incidentally, if one increases A further, the trajectory whirls
into (Jeff,Veff) = (0, 0), as shown in Fig. 5. While Veff < 0
is not shown in the phase diagram, a phase separation is ex-
pected to occur, which cannot be described in the uniform for-
mulation adopted here.
IV. TIME-EVOLUTION PROTOCOLS
We have seen that, while a parameter region for the η-
pairing ground state exists, the s-wave superfluid does not
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θ
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FIG. 4. (color online) (a)-(e) Contours of H ∝ (1 − ρ2Q)(Veff − Jeff cos 2θ) [Eq. (21)] against ρQ and θ for various values of A with a fixed
ω = 0.8U at half filling. Corresponding (Jeff,Veff) are shown in Fig. 5. Saddle points are marked by red circles, and the contours with H = 0
are depicted with thick lines in (d) and (e). (f) The s-wave superfluid corresponds to (ρQ, θ) = (0, 0), (0, pi), the η-pairing superfluid corresponds
to (ρQ, θ) = (0,±pi/2), and charge order corresponds to ρQ = ±1.
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FIG. 5. (color online) The phase diagram of the present system at half
filling with phase boundaries depicted with solid black lines. Anno-
tation above the name of a phase such as “(CDW→)” indicates that
the dynamical instability into the phase occurs from a CDW phase.
The CDW phase comprises two regions (displayed with different col-
ors) according to the dynamical instability they have. A red curve
represents a locus of (Jeff(A),Veff(A)) when A is adiabatically varied
for ω = 0.8U. The dashed darkred arrow indicates the path in a
quench protocol used in Fig. 6.
evolve to the η-pairing superfluid. However, we find that
a dynamical-instability channel toward the η pairing (from
CDW rather than from the s wave) does exist, along with a
channel from the s-wave superfluid into the charge-ordered
phase.
This opens a way, by a judicious choice of the temporal
variation of the field amplitude, to induce the evolution end-
ing up with η pairing via other phases. The simplest way is
to consider a two-step quench of the field amplitude, with
the first quench inducing a dynamical instability into a CDW
state, followed by another instability from CDW to η pairing.
We describe this scheme in Sec. IV A.
Alternatively, we can consider adiabatic ramping (as op-
posed to quench) of the field amplitude. This approach gives
a deeper insight in terms of the classical Hamiltonian mechan-
ics introduced in the previous section because one can apply
the adiabatic theorem for classical mechanics [39, 40]. We
shall describe this scheme in Sec. IV B.
Hereafter we concentrate on the half-filled case, but we
have confirmed that deviations from half filling do not sig-
nificantly affect the qualitative behavior. Let us also comment
on the time-dependent formalism with a nonperiodic modu-
lation, which we adopt below. Qualitatively, a temporal vari-
ation of the field amplitude A(t) can be described by a tem-
poral variation of the effective parameters Jeff(A(t)),Veff(A(t)).
On the other hand, when the Hamiltonian is nonperiodic in
time, the Floquet theorem is no longer applicable, and the ef-
fective Hamiltonian cannot be interpreted as a generator of
a discrete time translation. Still, we can take an approach
with an effective Hamiltonian by considering the general time-
dependent version of the strong-coupling expansion for an ar-
bitrary vector potential. As we show in the Appendix, the
system evolves with time-dependent parameters Ji j(t),Vi j(t)
[Eqs. (A.5), (A.6)] in place of Jeff(A(t)),Veff(A(t)). In the fol-
lowing we adopt this formalism for numerical calculations.
A. Two-step quench in the field amplitude
Now let us devise a two-step quench protocol to obtain the
η-pairing superfluid. We keep track of the evolution of the
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FIG. 6. (color online) Time evolution of the order parameters in a
two-step (t ≶ 250) quench protocol (see text) with U = 10, ω = 8 =
0.8U. The region where the η-pairing order parameter ∆Q develops
is highlighted in light green. Black dotted lines for t < 250 represent
the time evolutions by the effective static Hamiltonian [Eq. (12)].
candidate order parameters,
∆0 =
2
N
∑
j
〈cˆ j↓cˆ j↑〉 (s-wave pairing), (22)
∆Q =
2
N
∑
j
(−1) j〈cˆ j↓cˆ j↑〉 (η pairing), (23)
ρQ =
1
N
∑
j,σ
(−1) j〈cˆ†jσcˆ jσ〉 (charge-density wave). (24)
We set U = 10 and take an initial state with a tiny in-
homogeneity as Ψi(0) = 1 + 0.001 cos(q · Ri), with q =
(pi/6, pi/6, pi/6).
As the first quench, we turn on the ac field at t = 0 with
A(t) = A(t)(1, 1, 1) sinωt with A = 0 → 0.3 and ω = 8 =
0.8U as in Fig. 5 (first part of the dashed arrow). In this situ-
ation the dynamical instability occurs from the s-wave super-
fluid into CDW, as indicated by the blue region (Veff/Jeff > 1)
in Fig. 5 [see also the discussion at the end of Sec. III A]. The
numerical result for the time evolution is displayed for t < 250
in Fig. 6. A rapid growth of ρQ from a small charge inhomo-
geneity included in the initial state is clearly seen at around
t ' 50, which relaxes to a steady charge order for t & 125
after a transient dynamics.
For comparison we also show the time evolution with the
effective static Hamiltonian [Eq. (12)] for A = 0.3. We can
see that the collapse of the initial order and subsequent con-
vergence to a final state are roughly described, although some
deviations exist in the transient dynamics.
Then we perform the second quench (second part of the
dashed arrow in Fig. 5), now from A = 0.3 to 2.0 into the
region (green region in Fig. 5), where the charge order is ex-
pected to collapse toward the η-pairing superfluid. The nu-
merical result in Fig. 6 for the time evolution after the quench
at t = 250 clearly shows that this is indeed the case, with
a sizable final amplitude close to unity for the η-pairing su-
perfluid. This strikingly contrasts with a simple quench (e.g.,
A = 0 → 2.0) in which no evolutions of the order parameters
occur.
We can see that dominant order parameters evolve as (i)
initially, |∆0| ' 1, then (ii) |ρQ| → 0.8 in the first quench, and
(iii) |∆Q| → 0.7 in the second quench. The reason why |ρQ|
and |∆Q| do not reach unity is a heating effect, which increases
for a larger change in |Veff/Jeff|, so that the ratio should be kept
closer to unity in the quench protocol if we want to obtain
larger ∆Q. Another way we propose for avoiding heating is an
adiabatic ramping of A as described in the next section.
B. Adiabatic ramping of the field amplitude
Let us alternatively consider an adiabatic change (as op-
posed to quench) of the amplitude. We again consider a situa-
tion where the initial state is uniform on each sublattice, where
the dynamics is described by the Hamiltonian [Eq. (21)]. In
such a situation we can introduce a classical adiabatic invari-
ant,
I =
∮
dθρQ(θ), (25)
which is conserved in adiabatic changes of parameters accord-
ing to the adiabatic theorem [39, 40]. The invariant, mea-
sured by the area in the phase space enclosed by the trajec-
tory of a periodic motion, is conserved as long as the change
in the parameter is much slower than the period of the mo-
tion. While the parameters Ji j(t),Vi j(t) [Eqs. (A.5), (A.6)]
oscillate rapidly, their time averages are approximated by
Jeff(A(t)),Veff(A(t)). Namely, I should be conserved approx-
imately in the coarse-grained dynamics as long as the change
in the amplitude is slow enough. Figure 7 illustrates the adia-
batic invariant against H for various values of A.
We should remember that the conservation of the adiabatic
invariant is broken not only for a rapid change of the ampli-
tude but even for slow changes when the contour has a sad-
dle point, at which the period of the motion diverges and the
change of the amplitude is no longer adiabatic.
Now we consider a protocol in which we perform a ramp-
ing up of the amplitude slowly, toward the region where the
effective Hamiltonian has an η-pairing ground state (−Jeff >
Veff > 0). Here we take ω = 0.8U. As the amplitude is varied,
we walk along a trajectory in the phase diagram displayed by
the red curve in Fig. 5 aiming at the green region. In the initial
stage a dynamical instability arises for the s-wave superfluid,
which makes the adiabatic invariant I jump from zero to about
2pi, as can be seen in Figs. 7(a) and 7(b) (marked with circles).
This can also be seen from the area enclosed by the contour
containing (ρQ, θ) = (0, 0) (s-wave superfluid) in Figs. 4(a)
and 4(b). After this, I retains this value during the ramping
due to the adiabatic theorem. This regime corresponds to a
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FIG. 7. (color online) The adiabatic invariant I against H [Eq. (21)] for various values of A employed in Fig.4. The invariant for the contours
that contain (ρQ, θ) = (0, 0) (s-wave superfluid) are marked with circles, while those containing (ρQ, θ) = (0, pi/2) (η-pairing superfluid) are
indicated with crosses. The charge order (|ρQ| = 1) corresponds to H = 0. H is normalized here by H0 = (z/2)(|Jeff| + |Veff|).
charge order since the contours [wavy ones along |ρQ| = 1 in
Fig. 4 (c)] for this value of I have large |ρQ| [41]. The charge
order persists as the amplitude is further increased, until we
attain −Jeff = Veff, the phase boundary in Fig. 5.
The situation is then drastically changed due to the charge
order collapsing due to the dynamical instability. We can here
interpret this in terms of the adiabatic invariant. The emer-
gence of the dynamical instability is signaled as a jump in
I: As we increase the amplitude, the maximum value of I
against H (at H = +0) starts to decrease from 2pi, as shown in
Figs. 7(d) and 7(e), so that I can no longer be conserved when
the maximum goes below I. When this occurs, the system
has H = +0, the contour of which is, as seen in Fig. 4(d), a
rectangle (marked with thick lines) enclosing (ρQ, θ) = (0, 0).
Its corners exactly correspond to the saddle points (four red
circles) triggering the dynamical instability.
On the other hand, there is another side-sharing rectangu-
lar contour enclosing the η-pairing point, (ρQ, θ) = (0, pi/2),
which belongs to H = −0. An increase in the amplitude makes
the rectangle for H = +0 narrower and that for H = −0 wider
as the shared side (the horizontal thick line) moves away from
θ = pi/2, as seen in Figs. 4(d) and 4(e). This leads to a decrease
of I(H = +0) accompanied by an increase of I(H = −0).
This observation clearly explains the behavior of the sys-
tem after passing through the phase boundary. The system is
at first in a charge-ordered state with a large I. As we increase
the amplitude, the maximum of I decreases until it finally
hits the conserved value. Then the system starts to evolve
along the rectangular contour with H = +0. If the amplitude
is increased further when the system evolves along the hori-
zontal contour [the thick line in Fig. 4(d)], the contour drifts
away from θ = pi/2 [see Fig. 4(e)], and the evolution will be
switched to that for H = −0 (in the adiabatic limit). Namely,
the adiabatic invariant jumps from I(H = +0) to I(H = −0).
After this, I is conserved with a small value, which results in
the large η-pairing amplitude.
Let us now turn to the result of a numerical simulation for
the actual time evolution in Fig. 8. We can clearly see that
the result indeed excellently agrees with the above argument
in that the adiabatic invariant is conserved all the time except
at the dynamical instability, i.e., the situations where saddle
points appear and the contours with extremely long periods of
motion emerge. In the present case the charge-ordered state
first appears as a result of a large I, and in the second stage a
jump of I toward a small value due to the dynamical instability
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FIG. 8. (color online) Time evolution of the adiabatic invariant (I)
and order parameters in an adiabatic protocol for A with U = 10 and
ω = 8 = 0.8U. The region where ∆Q develops is highlighted in light
green. In this simulation, the ramping rate is increased at t = 75 to
shorten the simulation time.
changes the system into an η-pairing superfluid. In this way
we end up with a large |∆Q| in this protocol as Fig. 8 shows,
which actually provides an alternative method to the two-step
quench described in Sec. IV A.
V. SUMMARY AND EXPERIMENTAL IMPLICATIONS
In this paper we have examined dynamical phase transitions
in the periodically-driven large U attractive Hubbard model
to look for exotic phases. The effective theory is described
by the pair hopping and pair repulsion, which are found to be
widely tuned in, both magnitude and sign. Thanks to a broken
η-SU(2) symmetry induced by the external field, rich possi-
bilities do emerge, in sharp contrast to the repulsive half-filled
case. We have revealed the emergence of the dynamical insta-
bilities between superfluid phases and charge-ordered phase,
which induce a dynamical phase transition even in isolated
systems. Most importantly, we have invoked dynamical tran-
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FIG. 9. (color online) Simulated time-of-flight images for (a) an s-
wave superfluid, (b) an η-pairing superfluid, and (c) a charge-density-
wave state.
sition as a key process to realize the η-pairing superfluid, for
which we have proposed and confirmed numerically two pro-
tocols, a two-step quench and an adiabatic ramping of the field
intensity.
In this study we have employed several approximations.
One is to consider the leading-order terms in the strong-
coupling expansion, which can be improved by going over to
higher orders or by employing the nonequilibrium dynamical
mean-field theory [42]. Another is the mean-field approxi-
mation, where we assume that the spatial dimension is suf-
ficiently large. Applications of the present idea with more
quantitative methods or to lower-dimensional systems are in-
teresting future problems.
Let us finally comment on the experimental feasibility,
where most promising candidates are cold-atom systems. We
can manipulate the strength of attractive interaction with the
Feshbach resonance, while the shaken optical lattice has be-
come an established method, as in an experimental realization
of the Floquet topological insulator [4].
Evidence for the η pairing proposed in the present paper
should be detected in the time-of-flight image of doublons for
the cold-atom systems: The image directly reflects the distri-
bution of total momenta of the Cooper pairs, nD(p) = 〈∆ˆ†p∆ˆp〉,
with ∆ˆp = N−1
∑
i cˆi↓cˆi↑e−ip·Ri . The quantity can be measured
in cold-atom experiments, as has been utilized in detecting
fermionic superfluids [43].
Figure 9 displays simulated time-of-flight images of dou-
blons. There, we have calculated the total-momentum dis-
tribution of doublons (summed over the z-axis) for the s-
wave superfluid, η-pairing superfluid, and CDW. To calculate
the expectation value of nD(p) we retrieve snapshots of the
wave function from the numerical calculation for the ampli-
tude quench (e.g., from t ∼ 375 in Fig. 6). We can see in Fig. 9
totally distinct features between different phases: The conden-
sation is signified as sharp peaks at the respective character-
istic momenta, (0, 0) for the s-wave superfluid and (pi, pi) for
the η-pairing superfluid, while for the charge-ordered phase
momenta are uniformly distributed.
ACKNOWLEDGMENTS
The authors wish to thank Philipp Werner and Martin Eck-
stein for illuminating discussions. The present work was sup-
ported by JSPS KAKENHI Grant No. JP26247057, and by
the ImPACT Program of the Council for Science, Technology
and Innovation (Cabinet Office, government of Japan; Grant
No. 2015-PM12-05-01), and by the Advanced leading gradu-
ate course for photon science (ALPS; S.K.).
Appendix: Derivation of the time-dependent
effective Hamiltonian
Here we derive the time-dependent effective Hamiltonian
applicable to nonperiodic amplitude modulations, such as
those considered in Sec. IV, with a time-dependent canoni-
cal transformation e−iSˆ (t). Let us denote the hopping term in
the original Hamiltonian as Tˆ (t) and the interaction term as Vˆ
to define HˆD(t) as
HˆD(t) = eiSˆ (t)[Tˆ (t) + Vˆ − i∂t]e−iSˆ (t)
= Vˆ + Tˆ (t) + [iSˆ (t), Vˆ] − ∂tSˆ (t) + [iSˆ (t), Tˆ ]
+
1
2
[
iSˆ (t), [iSˆ (t), Vˆ] − ∂tSˆ (t)
]
+ · · · . (A.1)
In order to determine Sˆ (t), we regard it as a series in Tˆ and
impose a condition that HˆD has no first-order terms:
Tˆ (t) + [iSˆ (t), Vˆ] − ∂tSˆ (t) = 0. (A.2)
This differential equation has a formal solution,
Sˆ (t) = e−itadVˆ Sˆ (0) +
∫ t
0
dt′e−i(t−t
′)adVˆ Tˆ (t′), (A.3)
where adVˆ• = [Vˆ , •]. Then we obtain the effective Hamilto-
nian up to the second order as HˆD(t) = (1/2)Pˆ[iSˆ (t), Tˆ (t)]Pˆ,
where Pˆ projects out unpaired fermions. Sˆ (0) can be deter-
mined from a boundary condition [iSˆ (0), Vˆ] = −Tˆ (0), where
the external field is absent for t ≤ 0. This leads to
HˆD(t) ∼ −
n.n.∑
i j
Ji j(t)cˆ
†
i↑cˆ
†
i↓cˆ j↓cˆ j↑ +
n.n.∑
i j
Vi j(t)
nˆi
2
nˆ j
2
, (A.4)
with
Ji j(t) =
2
U
eiA(t)·R ji cosUt
+ 2
∫ t
0
dt′ei[A(t)+A(t
′)]·R ji sinU(t − t′), (A.5)
Vi j(t) =
2
U
cos[A(t) ·R ji] cosUt
+ 2
∫ t
0
dt′ cos{[A(t) −A(t′)] ·R ji} sinU(t − t′).
(A.6)
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For any boundary condition, the first term in Eq. (A.3) re-
sults in a contribution like (1/2)PˆiSˆ (0)Tˆ (t)eiUtPˆ, which van-
ishes in the time average [otherwise, the expansion is not jus-
tified, as seen in, e.g., the divergence of Eqs. (10)], while the
second term leads to Jeff,Veff [Eqs. (10)] after the time aver-
age. Namely, if the change in amplitude A(t) is sufficiently
slow, the effective Hamiltonian with Jeff(A(t)),Veff(A(t)) de-
scribes a coarse-grained time evolution which averages out
the short timescale ∼ U−1, ω−1.
Forms of external fields to which the present formalism
is applicable should be restricted from the condition for the
expansion to be justified. For fast components of Sˆ (t), the
Fourier transform of Eq. (A.2) gives iSˆ (ν)∼ − Tˆ (ν)/ν with a
frequency ν, which should justify the truncation of higher or-
ders in Eq. (A.1). For slow components, on the other hand,
negligible ∂tSˆ (t) reduces Eq. (A.2) to that for static problems,
which is justified for strong couplings. The expansion can
break down when the second and third terms in Eq. (A.2)
nearly cancel out each other, unless Tˆ (ν) is small enough. This
occurs when ν is close to U, although even in such cases Tˆ (ν)
is vanishingly small in the small-A region for periodic modu-
lations.
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