Abstract: Self-organizing maps (SOM) have been successfully applied in many fields of research. In this paper, we demonstrate the use of SOM-based method for the analysis of Expandable PolyStyrene (EPS) batch process. To this end, a data set of EPS-batch process was used for training a SOM. Reference vectors of the SOM were then classified by K-means algorithm into six clusters, which represent product types of the process. This SOM could also be used for estimating the optimal amounts of the stabilisation agent. The results of a validation data set showed a good agreement between the actual and estimated amounts of the stabilisation agent. Based on this model a Web application was made for test use at the plant. The results indicate that the SOM method can also be efficiently applied to the analysis of the batch process.
Introduction
Batch processes are typically based on predefined process recipes. If process circumstances, chemicals and recipes are constant, the product should basically be always the same. A batch process is also commonly used for producing Expandable PolyStyrene (EPS). However, in practice this polymerisation reaction is a very sensitive process and numerous variables affect it, which makes the process difficult to control. The EPS production has to be able to follow fast the aims and quality requirements of the market, which causes additional demands on the process control.
Archived process data is an important resource for the knowledge management of the process and it can be used for the optimization and improvement of productivity. Recent applications have demonstrated that artificial neural networks can provide an efficient and highly automated method for modelling industrial data [1] , [2] . In particular, studies, which use standardized protocols, are most likely to benefit from automated ANN analysis [1] , [2] . Self-organizing maps [1] , [3] - [5] have also been successfully applied in many areas of research and are thus a tool for process optimization. The SOM method offers an efficient means of handling complex multidimensional data, which is typically the situation in industrial applications. In addition, the SOM method is robust for missing values of data.
Here, we apply self-organizing maps to the analysis of an EPS-batch process. The optimal amounts of the stabilisation agent can be estimated using the SOM model. In the study we have also included some features of the supervised approach in the designed unsupervised method.
Methods

The process and the data
The studied process was a typical suspension polymerisation batch process, which is commonly used for producing EPS (Expandable PolyStyrene). The polymerisation stage is executed in a pressuretemperature range below the boiling point of styrene-water suspension system. After the polymerisation stage the process continues into the impregnation stage, where the blowing agent is impregnated into the beads. The impregnation stage assumed to be negligible in the means of bead size distribution.
The biggest challenge in the suspension polymerisation process is to achieve the required bead size distribution. It is common knowledge that the basic variables in the term of the bead size are the mixing properties and the amount and quality of the suspension stabilizers. However the suspension polymerisation of styrene is a very sensitive process and numerous variables affect it. Most of these variables cannot be measured or followed by in a reasonable way. For example to analyse all impurities from all raw materials is too heavy a task for any industrial laboratory. Some variables are quite easily measurable, but have not been traced due to the assumption that they would not have a significant contribution to the process. To be able to model the process the studied system required elimination of the variables, which were assumed to be inessential.
The data for the model were divided into three groups: recipe, results and process parameters. Process parameters, such as actual reactor temperature, were measured and stored automatically from each batch every one minute. Process parameter data was not used for modelling in the first part of this study and the target is to add it later to the model. Table I shows the recipe and result variables.
The data contained 15 production campaigns and about 450 batches in 4 reactors. The data had to be divided into two separate groups due to the process changes in the stabilisation system. These changes limited the size of useful data to 251 batches, which is a low amount for accurate modelling. Fortunately more production campaigns will be executed almost every month and more data will be available for further studies.
Computational methods
Self-organizing maps Self-organizing maps (SOMs) are an artificial neural network methodology, which can transform an n-dimensional input vector into a one-or two-dimensional discrete map. The input vectors, which have common features, are projected to the same area of the map e.g. (in this case described asŞneuronsŤ). Each neuron is associated with an n-dimensional reference vector, which provides a link between the output and input spaces. During learning, the input data vector is mapped onto a particular neuron (best matching unit, BMU) based on the minimal n-dimensional distance between the input vector and the reference vectors of the neurons. Then the reference vectors of the activated neurons are updated. When the trained map is applied, the best matching units are calculated using these reference vectors. In this unsupervised methodology, the SOM can be constructed without previous a priori knowledge [1] .
The data were coded into 11 inputs for the SOM. All input values were variance scaled. The SOM having 676 neurons in a 26x26 hexagonal arrangement was constructed. The linear initialization and batch training algorithms were used in the training of the map. A Gaussian function was used as the neighbourhood function. The map was taught with 10 epochs and the initial neighbourhood had the value of 6. The SOM Toolbox [7] was used in the analysis under a Matlab-software platform (Mathworks, Natick, MA, USA). The data set of an EPS-batch process (n= 251 batches) was divided into two subsets. The first subset (the first 190 batches) was the training set, which was used for training the map. The other subset (the last 61 batches) was the test set. Variables of each batch and amounts of the stabilisation agent were used as an input for the SOM in the training phase. However, the amounts of the stabilisation agent were missing values in the test phase, i.e. best matching neurons for the test set were sought using only those other batch variables specified above. Estimated values for the amounts of the stabilisation agent were obtained from the reference vectors of neurons.
K-means method
The K-means algorithm was applied to the clustering of the map. The K-means method is a wellknown non-hierarchical cluster algorithm [8] . The basic version begins by randomly picking K cluster centers, assigning each point to the cluster whose mean is closest in a Euclidean distances sense, then computing the mean vectors of the points assigned to each cluster, and using these as new centers in an iterative approach.
Results and discussion
The map was obtained by training a self-organizing network with the training set of an EPS-batch process. The map and the six clusters calculated by the K-means method are shown in Figure 1 . These clusters represent different types of the products. The brief descriptions of the clusters are also illustrated in Figure 1 .
The method was validated by using the test set, i.e. the last 61 data vectors were in test. The results, when the SOM was trained to estimate the amounts of the stabilisation agent, are illustrated in Fig. 2 . The correlation coefficient between the actual amount of the stabilisation agent and the estimated one was 0.851 (Fig 2 a) . In Fig. 2 b) the actual and estimated amounts of the stabilisation agent are shown as a function of the batch number. A Web application based on this SOM model was made for estimating the optimal amount of stabilisation agent in practice at the plant. Figure 3 illustrates the interface of this application. The same variables, which are shown in Table 2 , have been used in this application. A user gives as many as possible out of the ten upmost variables and the application calculates the lowest one. The first seven variables define the target amounts of the product.
Our earlier results showed that the SOM method could be successfully applied to process state monitoring and optimization of NOx emissions in the case of a continuous process [6] . The results presented here illustrate also the advantages of using SOM method in the analysis of a batch process. Figure 3 shows that the method can be used for estimation of optimal parameters of the process. It seems to reduce varieties of the process and so helps to get better products. Because our SOM method is also nonsensitive for the presence of missing values, it is feasible in the analysis of industrial data. Furthermore, SOM analysis does not require extensive knowledge of neural nets and it can easily be included in any kind of software. An attractive property of SOM is also that it can be retrained, if new product types of the process are to be analysed.
Conclusion
The SOM analysis provides an efficient and automated method for data analysis in the process industry. The present study shows that this kind of data-driven approach is a fruitful way of analysing a batch process.
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