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AZUMAYA TOPOSES
JENS HEMELAER
Abstract. In [4], many different Grothendieck topologies were introduced on
the category of Azumaya algebras. Here we give a classification in terms of
sets of supernatural numbers. Then we discuss the associated categories of
sheaves and their topos-theoretic points, which are related to UHF-algebras.
The sheaf toposes that correspond to a single supernatural number have an
alternative description, involving actions of the associated projective general
linear group.
1. Introduction
All algebras will be defined over the complex numbers, and algebra morphisms
will be C-linear.
Let R be a finitely presented algebra, not necessarily commutative, and let C be
a commutative algebra. Then we define a family of n-dimensional representations
of R, parametrized by C, to be a choice of degree n Azumaya algebra A over C,
together with an algebra morphism R −→ A. This is motivated by [8], where it
was shown that the C-points of the representation stack
[ repnR / PGLn ]
are precisely given by these morphisms R −→ A with A some Azumaya algebra of
degree n over C (where repnR is the scheme parametrizing n-dimensional repre-
sentations of R). So the information regarding families of n-dimensional represen-
tations, for varying n, is contained in the functor
Alg(R,−) : Azu −→ Set A 7→ Alg(R,A).
Here Azu is the category of finitely generated Azumaya algebras and center-preserving
algebra morphisms. Notice the similarity with the functor of points approach to
(commutative) algebraic geometry, where schemes X are interpreted as functors
X : Comm −→ Set with Comm the category of (finitely generated) commutative
rings. More precisely, schemes have an interpretation in the category of J-sheaves
on Commop, denoted Sh(Commop, J), where J can be the Zariski topology, or for
example the e´tale or flat topology.
In this paper we want to develop an analogous framework for the functors
Alg(R,−) as above. In [4], the first steps were taken in this direction. Many
different Grothendieck topologies JK on Azu
op were constructed, and it was shown
that for a lot of these topologies, Alg(R,−) is a sheaf, regardless of the algebra R.
These Grothendieck topologies JK are constructed from a Grothendieck topology J
on commutative rings and a Grothendieck topology K on the big cell D, i.e. the cat-
egory with as objects the nonzero natural numbers and a unique morphism m→ n
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whenever n | m. The assumptions are that every K-cover admits a finite subcover,
and that
(1) J is finer than the e´tale topology, or
(2) J is finer than the Zariski topology and K is multiplicatively closed.
In Section 2, we give an explicit description of those Grothendieck topologies K
on the big cell such that every K-cover admits a finite subcover. Note that these
always have enough points, by Deligne’s completeness theorem. We will consider
two topologies on the set S of supernatural numbers: the pcfb-topology and the
patch topology. The subsets S ⊆ S that are closed for the pcfb-topology correspond
bijectively to the Grothendieck topologiesK on the big cell that have enough points.
Moreover, everyK-cover admits a finite subcover if and only if the associated subset
S ⊆ S is closed for the (stronger) patch topology.
In Section 3, we look at the topologies JK that are trivializing, i.e. such that every
Azumaya algebra is JK-locally given by matrix algebras. The obvious examples are
the topologies JK with J finer than the e´tale topology. But we also determine the
Grothendieck topologies K such that JK is trivializing, for J the Zariski topology.
In Section 4, we show that the trivializing topologies JK have enough points
whenever J has enough points. More explicitly, we show that the family
P(J,K) = {Ms(D) | s ∈ S and D a J-local commutative algebra}
is a separating family of points for JK , where each Ms(D) is a certain union of
matrix algebras over D, similar to the UHF-algebra associated to s.
If JK is moreover coarser than the maximal flat topology, then Alg(R,−) is a
JK-sheaf, for R a finitely generated, not necessarily commutative algebra. In this
case, we can associate a topos to the algebra R: the slice topos
Sh(Azuop, JK)/Alg(R,−).
For these toposes, we find the family of points
PR(J,K) = {R→ Ms(D) | s ∈ S and D a J-local commutative algebra},
which is again separating whenever J has enough points. So the topos-theoretic
points we associate to R correspond to certain representations parametrized by
J-local commutative algebras.
In Section 5 we construct a projective general linear group PGLs over the com-
plex numbers, for each supernatural number s ∈ S. The construction is analogous
to the construction of UHF-algebras as unions of matrix algebras. Moreover, there
is a natural action of PGLs on the UHF-algebra Ms(C) and this action satisfies a
finiteness condition that will be important later on. The PGLs-actions satisfying
this condition will be called continuous.
After studying PGLs, we take a closer look at the topologies JK with K the
Grothendieck topology on D induced by the singleton {s} (we write JK = Js). We
show that there is an equivalence of categories
Sh(Azuop, Js) ≃ PGLs−Sh(Comm
op, J).
The left hand side is the category of Js-sheaves on Azu
op. The right hand side is the
category of J-sheaves on Commop, equipped with a continuous PGLs-action (the
morphisms in the category are PGLs-equivariant sheaf morphisms). In particular,
for n a natural number, we can interpret Jn-sheaves on Azu
op as sheaves on Commop
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equipped with a PGLn-action (every possible action is continuous in this case).
Another important case is when we take s to be the maximal supernatural number
s =
∏
p
p∞.
Then the Grothendieck topology Js is the maximal topology as introduced in [4]. So
sheaves for the maximal topology also have an interpretation in terms of equivariant
sheaves on Commop.
2. Grothendieck topologies on the big cell
One poset that is closely related to the category of Azumaya algebras is the poset
of natural numbers with (the opposite of) the division relation. For this category,
we take as objects the strictly positive natural numbers, and a unique morphism
m→ n whenever n | m. We will call this category the big cell and denote it by D.
In this section, we will give a classification of all Grothendieck topologies on
D that have enough points, and determine which of these correspond to coherent
subtoposes. The latter are precisely the Grothendieck topologies such that every
covering sieve contains a finitely generated covering sieve, so these are the ones
we need when constructing Grothendieck topologies on the category of Azumaya
algebras.
The starting point is the equivalence
(1) D̂ ≃ Sh(S)
from [9, Theorem 1], where S is the set of supernatural numbers, equipped with
the localic topology, which has as open subsets the ideals
(2) (ni)i∈I = {s ∈ S : ∃i ∈ I with ni | s}.
Because D is a small category, the Grothendieck topologies on D correspond precisely
to the subtoposes of D̂, so they correspond to sublocales of S, see [11, IX.5, Corollary
6]. In particular, the Grothendieck topologies with enough points correspond to
the spatial sublocales, which in turn are in bijective correspondence with the sober
subspaces S ⊆ S, by [11, IX.3, Corollary 4]. So in order to classify the topologies
with enough points, we give a characterization of the subspaces S ⊆ S that are
sober.
By [7, C1, Lemma 1.2.5], S is sober if and only if it satisfies the following
property:
V ∩ S 6= ∅ for all locally closed V ⊆ S containing s⇒ s ∈ S.(3)
So we first give a description of the locally closed sets. Take s ∈ S a supernatural
number and n | s a natural number. Then
(n) ∩ {s}
is locally closed. Conversely, for any locally closed set V containing s, we can find
a natural number n | s such that
(n) ∩ {s} ⊂ V.
If we take s, s′ ∈ S and natural numbers n | s and n′ | s′, then(
(n) ∩ {s}
)
∩
(
(n′) ∩ {s′}
)
= (lcm(n, n′)) ∩ {gcd(s, s′)},
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so this particular kind of subsets is a basis for some topology, which we will call
the pcfb-topology (primewise convergence from below).
Proposition 2.1. A subspace S ⊆ S is sober if and only if it is pcfb-closed.
Proof. By the criterion (3), S being sober is equivalent to the following statement:
if (n)∩ {s} intersects S nontrivially for all n ∈ N+ with n | s, then s ∈ S. But this
statement is also equivalent to S being pcfb-closed. 
We say that (sk)k∈N pcfb-converges to a supernatural number s if and only if
• sk | s for all k ∈ N;
• for all n ∈ N+ with n | s there is a k ∈ N such that n | sk.
This notion gives a more concrete description for the pcfb-topology: a set S is
pcfb-closed if for any sequence in S, the pcfb-limit is again in S.
What are the Grothendieck topologies on D corresponding to a pcfb-closed subset
S ⊆ S? It is enough to find one Grothendieck topology KS with enough points such
that the topos-theoretic points of Sh(D, J) are precisely S: we saw above that this
topology is in fact unique.
Definition 2.2. We say that a sieve {ni → n}i∈I contains a supernatural number
s if and only if there is some i ∈ I such that ni | s. In this way, we will often
identify a sieve {ni → n}i∈I with the open set (ni)i∈I ⊆ S.
Now we define KS(n) to be the set of sieves on n that contain (n) ∩ S.
Under the above identification, the pullback of a sieve L on n along a morphism
f : m→ n is given by (m) ∩ L.
Proposition 2.3. KS as above is a Grothendieck topology on D, and its topos-
theoretic points are precisely S ⊆ S.
Proof. We first check the three axioms of Grothendieck topologies.
(1) It is clear that the maximal sieve on n contains S.
(2) Let L be a sieve on n, so L ⊇ (n) ∩ S, and let f : m → n be a morphism.
Then (m)∩L ⊇ (m)∩ S, so pullbacks of covering sieves are again covering
sieves.
(3) Let M be a covering sieve on n, and let L be a sieve on n such that (m)∩L
is a covering sieve for all m ∈M ∩N+. Then for any s ∈ (n) ∩ S, we know
that s ∈ (n) ∩M , so take a natural number m0 ∈M with n | m0 | s. Then
s ∈ (m0) ∩ L because of the assumption, but this means in particular that
s ∈ (n) ∩ L. So L is a covering sieve.
The family of points for Sh(D,KS) is given by the supernatural numbers s ∈ S such
that for all n | s and KS-covering sieves L on n, there exists a natural number
n′ ∈ L such that n′ | s, in other words s ∈ L. So clearly all elements of S are topos-
theoretic points for the topology KS . Now take s
′ /∈ S. Because S is pcfb-closed,
we can find a natural number n | s′ such that (n) ∩ {s′} lies in the complement of
S. Now (n)∩ (S \ {s′}) is a KS-covering sieve on n not containing s
′, so s′ is not a
topos-theoretic point for KS. 
Corollary 2.4. There is a bijective correspondence
S 7→ KS
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from pcfb-closed subspaces S ⊆ S to Grothendieck topologies on D with enough
points. Under this correspondence, S is the space of points of Sh(D,KS) and there
is a commutative diagram of geometric morphisms
Sh(D,KS) Sh(S)
D̂ Sh(S)
∼
∼
.
We will be particularly interested in Grothendieck topologies K on D such that
every covering sieve contains a finitely generated covering sieve (these are the ones
we use for constructing Grothendieck topologies on Azuop). We will prove that these
are precisely the topologies KS with S a patch of S (also called coherent subspace
or spectral subobject). A counter-example is KS with S = S \ {1}. Then the sieve
generated by all primes is a covering sieve on 1, but it does not contain any other
covering sieves, in particular no finitely generated ones.
Definition 2.5 ( [5]). A spectral space is a topological space X such that
(S1) X is T0 and quasi-compact;
(S2) the quasi-compact open sets form a basis;
(S3) for U and V quasi-compact open, U ∩ V is again quasi-compact;
(S4) every non-empty irreducible subset has a generic point.
For X a spectral space, a patch Y ⊆ X is a subspace that is a spectral space, and
such that U ∩ Y is a quasi-compact open for every quasi-compact open U in X.
It is easy to see that the quasi-compact opens in S correspond to the finitely
generated ideals
(n1, . . . , nk) = {s ∈ S : ∃i ∈ {1, . . . , k} such that ni | s}
for n1, . . . , nk ∈ N+. Now it is easy to show that S is a spectral space (the T0
property and axiom (S4) follow from the fact that S is sober).
Proposition 2.6. The following are equivalent:
(1) Every K-covering sieve on some n in D contains a finitely generated K-
covering sieve.
(2) K = KS for some patch S ⊆ S.
Proof. (1)⇒ (2). Suppose that every K-covering sieve contains a finitely generated
K-covering sieve. If we show that D has all finite limits, then Sh(D,K) is a coherent
topos, see [11, IX.11, p.519]. It is enough to show that D has finite products and
equalizers. But finite products are given by taking least common multiples (the
terminal object is 1), and equalizers exist for trivial reasons. Because Sh(D,K) is
a coherent topos, it has enough points by Deligne’s completeness theorem. So we
can find a pcfb-closed subset S ⊆ S such that K = KS.
We claim that (n) ∩ S is quasi-compact for all n ∈ N+. Indeed, let {Ui}i∈I be a
family of open sets in S covering (n) ∩ S. Then for every s ∈ (n) ∩ S there is an
ns ∈
⋃
i∈I
Ui
with n | ns | s and ns ∈ N+. The sieve generated by the family {n → ns}s∈S is a
KS-covering sieve, and we can take a finite subset S0 ⊆ S such that {n→ ns}s∈S0
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still generates a KS-covering sieve. By taking for each s ∈ S0 some i ∈ I such that
ns ∈ Ui, we can construct a finite subset I0 ⊆ I such that⋃
i∈I0
Ui
still covers (n) ∩ S.
It is now easy to see that the quasi-compact opens in S are precisely the sets of
the form S ∩ U with U quasi-compact open in S. Moreover, we already know that
S is a sober space. From these two facts it is easy to prove that S ⊆ S is a patch.
(2)⇒ (1). Take L a KS-covering sieve on n. Then L corresponds to an open set
(ni)i∈I = {s ∈ S : ∃i ∈ I such that ni | s}
with ni ∈ N+ for i ∈ I. This can be seen as an infinite union of open sets (ni) in
X covering (n) ∩ S. Because (n) ∩ S is quasi-compact, we can take a finite subset
I0 ⊆ I such that ⋃
i∈I0
(ni)
still covers S. But then the sieve corresponding to (ni)i∈I0 is a finitely generated
KS-covering sieve on (n). 
Let X be a spectral space. In [5], Hochster considers the topology on X with as
a subbase the quasi-compact opens for the original topology and their complements.
He calls this the patch topology, and shows that the closed sets for this topology
coincide with the patches of X (this explains the name “patch”). So in this way
we get a more concrete characterization: the patches are the subsets that can be
constructed from closed sets and finitely generated open sets, using finite unions
and arbitrary intersections.
Example 2.7. These are examples of patches S ⊆ S.
(1) Finitely generated sieves. These are the sets of the form S = (n1, . . . , nk)
with n1, . . . , nk ∈ N+. These correspond to open subtoposes and they are
all dense, because they contain the generic point∏
p∈P
p∞.
(2) Closed sets. We already know that the irreducible closed sets (for the origi-
nal localic topology) are the sets of the form
{s} = {x ∈ S : x | s}
for s an arbitrary supernatural number. However, because S is not noether-
ian, there might be closed sets that can not be written as a finite union of
point closures. The only dense closed set is of course S itself.
(3) Finite sets. Take a sequence of natural numbers (ni)i with pcfb-limit s ∈ S.
Then we can write
{s} = {s} ∩
⋂
i∈N
(ni)i
and this shows that each singleton is a patch. As a corollary, each finite set
is a patch.
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(4) Topologies from [4]. Let Σ ⊆ P be a set of primes, and let SΣ be the set of
multiples of
sΣ =
∏
p∈Σ
p∞.
Then SΣ is a patch because
SΣ =
⋂
p∈Σ
k∈N
(pk).
This corresponds to the topology for which {ni → n}i∈I is a covering sieve
if and only if nin has all prime divisors in Σ for at least one i ∈ I. The
set SΣ is dense for each choice of Σ. For Σ = ∅ we recover the chaotic
(minimal) topology, for Σ = P we recover the atomic (maximal) topology.
(5) Power set of the primes. Again let
sΣ =
∏
p∈Σ
p∞
for a set of primes Σ. Then the subset
2P = {sΣ : Σ ⊆ P}
is a patch, because it can be written as the intersection
2P =
⋂
p∈P, k∈N+
{s : pk | s} ∪ {s : p ∤ s}.
For a finite subset X ⊂ P one can look at
UX = {Σ ⊆ P such that X ⊆ Σ} .
These form a basis of open sets for the subspace topology.
(6) The ring spectrum spec(Z). For each prime p we can consider the super-
natural number
sp =
∏
q 6=p
prime
q∞.
Then the subspace {sp | p prime} ∪ {
∏
p p
∞} is homeomorphic to spec(Z),
as observed in [9, Proposition 6]. It is a patch because it can be written as
spec(Z) = 2P ∩
⋂
p6=q
primes
(p, q),
with 2P as above in Example 2.7.(5).
By [5, Theorem 6], each patch S ⊆ S is homeomorphic to the spectrum of some
commutative ring RS and each inclusion of patches S ⊆ S
′ is induced by a ring
morphism RS′ → RS . Note that in our case these rings are often non-noetherian,
because the patches are non-noetherian as topological spaces.
Any finite T0-space is Alexandrov-discrete for trivial reasons, so their topology
is uniquely determined by the partial order given by specialization.
Lemma 2.8. Let X be a finite T0-space. Then X is homeomorphic to a patch in
S.
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Proof. It is enough to show that any finite poset can be embedded into N+ ⊆ S,
seen as a partial order by defining
n ≤d m ⇔ n | m.
If a poset can be embedded into (N+,≤d), then it can also be embedded in
A = {n ∈ N+ : 2 | n} and B = {n ∈ N+ : 2 ∤ n}
because these are both isomorphic to (N+,≤d) as posets. Now assume that any
poset with k elements can be embedded into S, and take a poset P with k + 1
elements. Pick a minimal element x ∈ P and send it to 2. Then take a poset
embedding of {y : y > x} into A, and a poset embedding of {y : y 6> x} into B.
Together, this gives an embedding of P into S. 
Remark 2.9. In [10], Grothendieck topologies on arbitrary posets are studied. In
particular, it is shown that one can construct a Grothendieck topology JX for every
subset X of the poset. Moreover, these are all the possible Grothendieck topologies
if and only if the poset is artinian [10, Proposition 2.12].
In our case, for a set X of natural numbers, we can look at the pcfb-closure S and
then take the Grothendieck topology KS on D, as in Definition 2.2. Then KS = JX
with JX defined as in [10]. Because the big cell is not artinian, there should be
Grothendieck topologies that are not of this form, and these are indeed easy to find:
take for example S a singleton consisting of an infinite supernatural number.
Remark 2.10. Supernatural numbers classify algebraic extensions of finite fields,
or for example UHF-algebras. This can be explained conceptually by interpreting
the big cell as a site. Because if a mathematical object can be defined for every
natural number, then it is often in fact a presheaf on the big cell D.
In the case of algebraic extensions of finite fields, we can look at a presheaf
F (n) = Fqn
with restriction morphisms F (n)→ F (m) given by field inclusions. Then for each
supernatural number s ∈ S there is a stalk Fs, and this stalk corresponds to an
algebraic extension of Fq.
Similar constructions will be used in Section 4 and in Section 5, when we asso-
ciate matrix algebras or projective general linear groups to each supernatural num-
ber.
3. Trivializing Grothendieck topologies on Azumaya algebras
In the following, Comm will be the category of finitely generated commutative
rings, and Azu will be the category of finitely generated Azumaya algebras and
center-preserving algebra morphisms. So if A is a finitely generated Azumaya alge-
bra with center C, and B is a finitely generated Azumaya algebra with center D,
then a morphism in Azu is an algebra morphism
f : A→ B
such that f(C) ⊆ D. Each finitely generated Azumaya algebra has a finitely gen-
erated center. To see this, note that the center is C[repnA]
GLn and use Hilbert’s
theorem on invariant subrings. Alternatively, use the (noncommutative) Artin–Tate
lemma [12, Lemma 13.9.10]. So taking centers gives a functor
Z : Azu −→ Comm.
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Let J be a Grothendieck topology on Commop, and let K be a Grothendieck
topology on D. Recall from [4] that a sieve S on an Azumaya algebra A is called a
JK-covering sieve if
πK(S) = {f : C → D such that f is centrally covered w.r.t. K and S}
is a J-covering sieve. Here f is centrally covered if A ⊗C D is of constant degree
n and there is a K-covering sieve consisting only of numbers m ∈ N+ that are
represented on f , i.e. such that S contains a central extension of A⊗C D that is of
degree m over its center D.
Suppose that every K-covering sieve can be refined to a finitely generated cov-
ering sieve, and that we are moreover in the following two cases:
(1) J is finer than the e´tale topology, or
(2) J is finer than the Zariski topology and K is stable under multiplication.
Then JK is a Grothendieck topology on Azu
op, see [4, Theorem 2.7]. So in this
situation we will call JK a combined Grothendieck topology.
Section 2 allows us to reformulate some of the above conditions. In Proposi-
tion 2.6 we characterized the Grothendieck topologies K on D such that all K-
covering sieves contain a finitely generated K-covering sieve: these are precisely
the Grothendieck topologies of the form K = KS for a patch S ⊆ S. Moreover, it
is easy to see that K is stable under multiplication if and only if ks ∈ S implies
s ∈ S for all k ∈ N+ and s ∈ S.
For some of the Grothendieck topologies JK one could say that all Azumaya
algebras are JK-locally given by matrix algebras. We can make this idea precise in
a few different ways, that turn out to be equivalent.
Proposition 3.1. Let JK be a combined Grothendieck topology. Then the following
are equivalent:
(1) for every Azumaya algebra A, there is a family of morphisms
{A→ Mni(Ci)}i∈I
generating a JK-covering sieve;
(2) for every Azumaya algebra A, there is a family of morphisms
{A→ Mni(Ci)}i∈I
such that the induced morphism⊔
i∈I
Azu(Mni(Ci),−) −→ Azu(A,−)
is a JK-epimorphism (after sheafification);
(3) for every Azumaya algebra A and JK-covering sieve S on A, the sieve S
contains a JK-covering sieve generated by a family
{A→ Mni(Ci)}i∈I .
Proof. (3)⇒ (1)⇔ (2) This is clear.
(1)⇒ (3) Suppose S = {A→ Ai}i∈I . Then take for each Ai a family
{Ai → Mnir (Cir)}r∈Ri
generating a JK-covering sieve. Then {A → Mnir (Cir)} generates a JK-covering
sieve on A. 
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Definition 3.2. A combined Grothendieck topology JK satisfying the equivalent
conditions above will be called trivializing.
Note that JK is always trivializing whenever J is finer than the e´tale topology.
If J is the Zariski topology, then we need more restrictions on the Grothendieck
topology K.
Indeed, let A = (x, y)n be the cyclic algebra on C = C[x, y, x
−1, y−1], then
it is of degree n and of period n (the period is the order in the Brauer group).
Moreover, because C[x, y, x−1, y−1] is the coordinate ring of a nonsingular and
connected variety, the period of A is still n after Zariski localization: the restriction
morphism Br(C[x±, y±]) → Br(C(x, y)) is injective. So if f : C → D is some
Zariski localization, and A⊗C D → Mk(D) is a center-preserving morphism, then
Mk(D) ∼= (A ⊗C D) ⊗D B for some Azumaya algebra B. This B is of opposite
Brauer class, so it has again period n. Because the period divides the degree, we
find n2 | k. So let K = KS for some patch S ⊆ S. Then in order for ZarK to be
trivializing, we need n | s ⇒ n2 | s for all s ∈ S. In other words, S contains only
supernatural numbers of the form
sΣ =
∏
p∈Σ
p∞
with Σ some set of primes. In the special case Σ = ∅ we set s∅ = 1. The
supernatural numbers of the form sΣ will be called completely infinite.
Conversely, suppose that K = KS with S ⊆ S a patch consisting of only
completely infinite supernatural numbers. Then for all n, k ∈ N+ we have that
{nk → n} generates a K-covering sieve. We will use a result of Bass which says
that every Azumaya algebra of degree n can be embedded into a matrix algebra of
degree nk for some k, see Proposition 6.1 and the remark afterwards in [1]. Now
take A an Azumaya algebra with center C and let f : C → D be a morphism
such that A ⊗C D is of constant degree n. Then we can take a central extension
A ⊗C D ⊆ Mnk(D) for some k ∈ N+. The sieve generated by these central ex-
tensions for each such f is clearly a JK-covering sieve, so JK is trivializing. We
summarize the above in the following proposition.
Proposition 3.3. Let Zar be the Zariski topology and consider K = KS as in
Section 2, with S ⊆ S a patch. Then ZarK is trivializing if and only if S only
contains completely infinite supernatural numbers, i.e. if and only if each s ∈ S
can be written as
s =
∏
p∈Σ
p∞
for some set Σ of primes.
For any patch S ⊆ S, the subset of completely infinite elements is again a patch:
it is the intersection with 2P from Example 2.7.(5).
4. Topos-theoretic points
Points of a topos are usually defined as certain flat functors or geometric mor-
phisms, but they can also be interpreted as pro-objects with respect to the site. This
is proven in [6, Prop. 7.13], under the assumption that the site has fiber products.
This assumption does not hold for Azuop (for an explicit proof, see [4, Section 2]).
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Fortunately, as remarked by Gabber and Kelly in [3], the fiber product condition
is not necessary.
This means that in our case, the points of PSh(Azuop) correspond precisely to
the ind-objects in Azu. Moreover, this category of ind-objects can be embedded
fully faithfully into the category ZAlg of algebras and center-preserving algebra
morphisms. Indeed, we have a natural isomorphism
ZAlg(lim
−→
i
Ai, lim−→
j
Bj) ≃ lim←−
i
lim
−→
j
Azu(Ai, Bj),
because each Ai and Bj is finitely generated.
One notable area where inductive limits of matrix algebras play a role, is the
theory of C∗-algebras. Recall that an UHF-algebra is the closure of⋃
i∈N
Mni(C)
for some chain
Mn1(C)→ Mn2(C)→ · · · → Mni(C)→ . . .
where the morphisms are algebra morphisms (so they are injective). It is well-
known that UHF-algebras are classified by their associated supernatural number s,
which is uniquely determined by
n | s⇔ ∃i ∈ N with n | ni.
One can check that the same classification holds for the algebras of the form⋃
i∈NMni(C), i.e. without taking the closure, so we will denote these by Ms(C),
where s is the associated supernatural number.
Remark 4.1. Note that not every ind-Azumaya with center C is a union of a
countable chain of matrix algebras. If {Vi}i∈I is an infinite set of finite dimensional
vector spaces, then the matrix algebras
End

⊗
j∈J
Vj


for J ⊂ I finite, form a filtered diagram. It is easy to see that these often do not
correspond to UHF-algebras.
An ind-Azumaya algebra B is a point for Sh(Azuop, JK) if and only if it is JK-
local, i.e. if and only if for each A→ B and covering sieve {A→ Ai}i∈I there is an
i ∈ I and a factorization
Ai
A B
.
But before we can say anything about the points of the Azumaya toposes, we
need the following proposition, which is straightforward but was not found in the
literature.
Proposition 4.2. Let J be a Grothendieck topology on Commop with enough points.
Take C in Commop and let L be a sieve on C. Then L is a J-covering sieve if and
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only if for every J-local ring D and morphism C → D there is some C → C′ in L
and a factorization
C′
C D
.
Proof. The “only if” part follows by definition of J-local ring, so we only need to
prove the “if” part.
For L = {C → Ci}i∈I , consider the morphism⊔
i∈I
Comm(Ci,−)
ξ
−→ Comm(C,−).
By definition, the stalk of Comm(C,−) at a J-local ringD is given by lim
−→j
Comm(C,Dj)
where D = lim
−→j
Dj for (Dj)j is a filtered system of finitely generated commuta-
tive rings. But because C is itself finitely generated, we have an isomorphism
lim
−→j
Comm(C,Dj) ≃ Comm(C,D). So the assumption implies that ξ is an epimor-
phism (this can be checked on stalks because J has enough points). In particular,
the identity morphism C → C is locally in the image of ξ, i.e. we can take a J-
covering sieve M contained in the image of ξ. It is clear that L contains M , so L
is a J-covering sieve too. 
Note that in the above proposition we explicitly use that the objects of the site
are finitely generated commutative rings.
Theorem 4.3. Let JK be a trivializing combined Grothendieck topology, so K = KS
for some patch S ⊆ S. Then
P(J,K) = {Ms(D) | s ∈ S and D a J-local commutative algebra}
is a family of points for Sh(Azuop, JK). If J has enough points, then this is a
separating family of points for JK , so in this case JK has enough points too.
Proof. We first show that each Ms(D) as above is JK-local. Let A be an Azumaya
algebra and take a morphism A → Ms(D). Let L be a JK-covering sieve on A.
We can assume that L is generated by matrix algebras. Then the sieve of centrally
covered morphisms πK(L) is a J-covering sieve on the center C of A. In particular,
there is a centrally covered morphism C → C′ and a factorization
C′
C D
.
Moreover, we can find a central extension A ⊗C C
′ → A′ with A′ of degree m | s.
Because L is generated by matrix algebras, there is a commutative diagram
Mm′(C
′′) A′
A A⊗C C
′
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with m′ | m | s. The desired factorization is now given by a choice of dashed arrow
Mm′(C
′′)
A Ms(D)
,
which on centers is given by the composition C′′ → C′ → D.
It remains to show that the given family of points P(J,K) is separating whenever
J has enough points. Take a morphism of sheaves φ : F → G inducing isomorphisms
on stalks for all points in P(J,K). Consider x, y ∈ F(A) with φ(x) = φ(y), with A
a finitely generated Azumaya algebra. We claim that x = y. Let L be the sieve of
morphisms f : A→ A′ such that x = y after restriction along f . Then it is enough
to show that L is a JK-covering sieve. In particular, we can assume that A is of
constant degree n.
Let Ms(D) be a JK-local ring in P(J,K), and take a morphism g : A→ Ms(D).
Write Ms(D) = lim−→j
Bj with (B
s
j )j a filtered system of (finitely generated) Azumaya
algebras. We can find a j such that g(A) ⊆ Bsj and such that g : A → B
s
j is in L.
Because D is Zariski-local, we can assume that Bsj is of constant degree ns | s over
its center Ds. We can do this for every s, and then take a finite subset S
′ ⊆ S such
that {ns}s∈S′ generates a K-covering sieve. Let D
′ be the tensor product over C
of the centers Ds with s ∈ S
′. Then the morphism C → D′ is centrally covered
w.r.t. L, and there is a factorization
D′
C D
.
If the morphism C → D was arbitrary, this would prove that πK(L) is a J-covering
sieve, by Proposition 4.2. So we still need to prove that for every h : C → D with
D J-local and for every s ∈ S, we can find a morphism g : A→ Ms(D) inducing h
on centers. Take a family of morphisms
{A→ Mni(Ci)}i∈I
generating a JK-covering sieve. Then for an arbitrary h : C → D we can find a
centrally covered morphism C → C′ and a factorization
C′
C Dh
.
From this, it is easy to construct a morphism A → Ms(D) inducing the given
morphism on centers.
In order to prove that φ is surjective, we take y ∈ G(A) and consider the sieve L
of morphisms f : C → C′ such that y is in the image of φ after restriction along f .
In the same way as above, we can show that L is a JK-covering sieve. Because φ is
injective, the preimages are unique so they can be glued to a preimage of y. 
Note that the J-local commutative algebras are known in a lot of interesting cases,
including the Zariski and e´tale topology. For an overview, we refer to [3, Table 1].
In [3, Lemma 3.3], some properties of points for the flat (fppf) topology are given,
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but this case is more difficult and still lacks a concrete description. Schro¨er in [13]
also studies points for the fppf topology, but he considers the category of arbitrary
commutative rings instead of only finitely generated ones.
Suppose that every finitely generated commutative algebra C is quasi-compact
with respect to some Grothendieck topology J , i.e. any J-covering sieve can be
refined to a finitely generated J-covering sieve. Then Sh(Commop, J) is a coherent
topos, so it has enough points by Deligne’s completeness theorem. Examples are
the Zariski, Nisnevich, e´tale and flat topology.
As in Theorem 4.3, let JK be a trivializing combined Grothendieck topology,
K = KS for some patch S ⊆ S. If JK is moreover coarser than the maximal flat
topology, then Alg(R,−) is a JK-sheaf for every algebra R, see [4, Proposition 3.2].
The slice category
Sh(Azuop, JK)/Alg(R,−)
has as objects JK-sheaves F equipped with a structure morphism
F −→ Alg(R,−)
and as morphisms the sheaf morphisms φ : F −→ G such that the diagram
F G
Alg(R,−)
φ
commutes. This is again a topos, see [11, IV.7, Theorem 1], and we would like to
determine topos-theoretic points of this slice topos.
In general, let T be a Grothendieck topos and let F be a sheaf in T . For a family
of points P (T ), we can construct a point of T /F from a point p ∈ P (T ) together
with an element x ∈ Fp in the stalk. The corresponding stalk is given by
G(p,x) = φ
−1
p (x)
where φ : G → F is the structure morphism and φp is the induced map on the stalk.
If we start from a separating family of points for T , then it is easy to see that we
end up with a separating family of points for T /F .
In the case of an (finitely generated, not necessarily commutative) algebra R, we
obtain a family of points
PR(J,K) = {R→ Ms(D) | s ∈ S and D a J-local commutative algebra},
using Theorem 4.3. Here we assume that JK is a trivializing combined Grothendieck
topology, coarser than the maximal flat topology, with S the patch associated to
K. If J has enough points, then the set PR(J,K) is separating.
5. Sheaves with action of the projective general linear group
Let s ∈ S be a supernatural number. Then the singleton {s} ⊆ S is a patch,
and we can look at the corresponding Grothendieck topology Ks. We will use the
shorthand Js for the Grothendieck topology J(Ks) on Azu
op. We will always assume
that Js is a trivializing combined Grothendieck topology. By the results of Section
3, this is the case for example when
(1) J is finer than the e´tale topology and s is arbitrary, or
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(2) J is finer than the Zariski topology and s is completely infinite, i.e. it is of
the form
s =
∏
p∈Σ
p∞
for Σ some set of primes.
These are the two cases we keep in mind for this section. Moreover, we will often
assume that every J-covering sieve contains a finitely generated J-covering sieve.
Now consider A a finitely generated Azumaya algebra of constant degree n over
its center C.
(1) If n ∤ s, then every sieve on A is a Js-covering sieve, including the empty
sieve.
(2) If n | s, then a sieve L on A is a covering sieve if and only if there is some
J-covering {fi : C → Ci}i∈I such that for each i ∈ I, the sieve L contains
a composition
Bi
A A⊗C Ci
1⊗fi
φi
with φi some central extension, Bi of degree m | s over its center Ci.
One case was already introduced in [4]: the maximal topology Jmax associated to
a Grothendieck topology J on Commop. This is precisely Js for
s =
∏
p∈P
p∞
the maximal supernatural number. By [4, Proposition 3.2], the functor
Alg(R,−) : Azu −→ Set
A 7→ Alg(R,A)
is a sheaf for the maximal flat topology on Azuop, i.e. for Jmax with J the flat topol-
ogy (or any coarser topology). Similarly, the representable presheaves Azu(A,−)
are sheaves for the maximal flat topology (because morphisms are center-preserving
if and only if they are center-preserving Jmax-locally). In particular, Jmax is a sub-
canonical Grothendieck topology for J the flat topology.
We will now show that we can easily construct Js-sheaves from Jmax-sheaves,
with s any supernatural number.
Let A be a finitely generated Azumaya algebra with center C. Then the degree
of A is locally constant over spec(C), so there is a unique decomposition
C = C1 × · · · × Ck
into components, such that A ⊗C Ci is of constant rank di for i = 1, . . . , k and
such that di 6= dj for i 6= j. If s is a supernatural number, we then define the
s-truncation of A to be the Azumaya algebra
As =
∏
di|s
A⊗C Ci
(the empty product gives the zero ring). Similarly, we define the s-truncation of a
presheaf F to be
F↓s(A) = F(As).
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One can check that this is again a presheaf.
Proposition 5.1. Let F be a Jmax-sheaf, where Jmax is the topology associated to
J and the maximal supernatural number∏
p∈P
p∞.
Let s be a supernatural number. Then F↓s is a Js-sheaf, and it is naturally isomor-
phic to the Js-sheafification of F .
Proof. Let A be an Azumaya algebra of constant rank n. If n ∤ s, then
F↓s(B) = {∗}
whenever there is a morphism A→ B. So, for trivial reasons, F↓s satisfies the gluing
criterion with respect to Js-covering sieves on A. If n | s, then any Js-covering sieve
on A can be refined to a covering sieve generated by Azumaya algebras with degrees
dividing s. Such a sieve is a Jmax-covering sieve as well, so here the gluing criterion
is satisfied because F is a Jmax-sheaf. If A is not of constant rank, then we can
take a Zariski cover on which it is. So this case reduces to the previous two cases.
This shows that F↓s is a Js-sheaf. Conversely, let G be a Js-sheaf. The morphism
π : A → As generates a Js-covering sieve, so the induced map G → G↓s is an
isomorphism. Now it is easy to show that F 7→ F↓s is the sheafification functor. 
The next goal of this section is to describe the topos
Sh(Azuop, Js)
in terms of sheaves on Commop equipped with an action of an (infinite) projective
linear group PGLs, that we will define below. The inspiration for this equivalence
comes from [2], where atomic toposes are described in terms of a topological group,
under some mild assumptions. Because Sh(Azuop, Js) is not an atomic topos, the
results from [2] do not easily transfer to our setting. However, the general principle
still works, and this will result in Theorem 5.4.
For each s ∈ S, we would like to define PGLs as
PGLs(C) =
⋃
n|s
AutC(Mn(C)),
but we have to take a uniform choice as to how the automorphism groups are
embedded into each other. So we define a functor
M : Comm× Dop −→ Azu
as follows. For each n ∈ N+, consider the matrix algebra
M(C, n) = Mp1(C)⊗C · · · ⊗C Mpk(C)
with p1 ≤ · · · ≤ pk the prime factors of n, each occurring with the right multiplicity.
Moreover, for each n | m and morphism C → D, we consider the morphism
M(C, n) = Mp1(C) ⊗C · · · ⊗C Mpk(C)
ρn,m
−→ Mq1(D)⊗D · · · ⊗D Mql(D) = M(D,m)
which is given by sending the k-th occurrence of a tensor factor Mp(C) on the left
to the k-th occurrence of Mp(D) on the right side. It is easy to see that this turns
M into a functor. In the following, we make the identification Mn(C) = M(C, n),
and the inclusion ρn,m will be called a standard embedding.
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Note that ρn,m as above induces a morphism
AutC(Mn(C)) −→ AutC(Mm(D)).
We then define the projective linear group of degree s as the union
(4) PGLs(C) =
⋃
n|s
AutC(Mn(C)).
Note that there is an obvious action of PGLs(C) on the infinite matrix algebra
(5) Ms(C) =
⋃
n|s
Mn(C).
Using this action, we can define equivalence relations ∼n on PGLs(C) by setting
g ∼n h ⇔ g · x = h · x for all x ∈ Mn(C).
Definition 5.2. Let G be a presheaf on Commop, equipped with an action of PGLs.
Then we say that the action is continuous if for every finitely generated commutative
algebra C and x ∈ G(C), there is some n ∈ N+ such that
g · x|D = x|D
for every morphism C → D and g ∈ PGL(D) with g ∼n 1.
It is well-known that PGLn for n ∈ N+ is representable by an affine scheme, so it
is a sheaf for the canonical Grothendieck topology. Similarly, let J be a subcanonical
topology, such that every J-cover has a finite subcover. Then we claim that PGLs
is a J-sheaf. It is enough to check the sheaf condition on a finite cover {C → Ci}
k
i=1.
Take elements gi ∈ PGLs(Ci) agreeing on intersections. We can assume that each
gi ∈ PGLn(Ci) for some common n ∈ N+. Now there is a unique glued element
g ∈ PGLn(C) ⊆ PGLs(C). We can prove in an analogous way that Ms from (5) is
a J-sheaf. Moreover, it is easy to see that the action of PGLs is continuous (as in
Definition 5.2).
More generally, we can take any finitely generated noncommutative algebra R
over C, and look at the functor
Comm→ Set D 7→ Alg(R,Mn(D)),
sending a commutative ring D to the set of algebra morphisms R → Mn(D). It
is well-known that this functor is representable by an affine scheme repnR. The
standard embeddings Mn(D) → Mm(D) induce a morphism of schemes repnR →
repmR. So we can again define a functor
(6) (repsR)(D) =
⋃
n|s
(repnR)(D)
and with the same proof as for PGLs we can see that this is a J-sheaf (under the
same conditions: J subcanonical and every J-cover has a finite subcover).
We would like to define a sheaf of trace preserving representations trepsR as
well, for R an algebra with trace. For R an algebra, recall that a trace on R is a
C-linear function tr : R→ R such that for all a, b ∈ R
(1) (Maps into center) tr(a)b = b tr(a);
(2) (Necklace property) tr(ab) = tr(ba);
(3) (Linear with respect to traces) tr(tr(a)b) = tr(a)tr(b).
18 JENS HEMELAER
Each Azumaya algebraA can be equipped with a trace, by viewing it as a subalgebra
of some matrix algebra If A is of constant degree n, then tr(1) = n. Now let
φ : A→ B be a center-preserving morphism, with A of constant degree n and B of
constant degree nk. Then it is easy to see that
φ(tr(a)) =
1
k
tr(φ(a)),
so φ is trace-preserving if and only if A and B are of the same degree. To avoid
this, we define the normalized trace of an Azumaya algebra A as
tr′(a) =
1
n
tr(a)
for all a ∈ A, with n the degree of A. In particular tr′(1) = 1. If A does not have
constant degree, then the degree is at least locally constant, so we can define the
normalized trace locally. For the normalized trace, morphisms between Azumaya
algebras are trace-preserving if and only if they are center-preserving. Moreover,
there is an obvious normalized trace on Ms(C) (well-known in the context of C
∗-
algebras).
If we work with normalized traces, it makes sense to look at the subsheaf
treps(R) ⊆ reps(R)
consisting of the morphisms R → Ms(C) that are trace-preserving. In particular,
for A an Azumaya algebra, the sheaf treps(A) is given by the center-preserving
morphisms A→ Ms(C) (these are all embeddings).
Proposition 5.3. Take a supernatural number s ∈ S. Let A be a finitely generated
Azumaya algebra of degree n | s over its center C. Then trepsA is an e´tale PGLs-
homogeneous space over spec(C), in the sense that
(1) (∃ section locally) we can find an e´tale covering {fi : C → Ci}i∈I and
morphisms φi : A→ Ms(Ci) extending fi, for all i ∈ I;
(2) (sections in same orbit locally) for any f : C → E and φ, ψ : A → Ms(E)
extending f , we can find an e´tale covering {fi : E → Ei}i∈I and automor-
phisms gi ∈ PGLs(Ei), such that gi · φ|Ei = ψ|Ei .
Ms(Ei)
A
Ms(Ei)
gi
φ|Ei
ψ|Ei
In the case that s is completely infinite, treps(A) is even a Zariski PGLs-homogeneous
space, i.e. the coverings can be Zariski coverings in the two conditions above.
Proof. (1) Just take an e´tale covering {C → Ci}i∈I trivializing A, i.e. such
that A ⊗C Ci ∼= Mn(Ci). In the case that s is completely infinite, we can
already find an embedding A→ Ms(C), using [1, Proposition 6.1] and the
remark afterwards. So the trivial covering suffices.
(2) Take a natural number m | s such that φ(A) and ψ(A) are both contained
in Mm(E). Use the Double Centralizer Theorem to write
φ(A) ⊗E B ∼= Mm(E) ∼= ψ(A)⊗E B
′.
Because φ(A) and ψ(A) are isomorphic, B and B′ are in the same Brauer
class. Take a Zariski covering {E → Ei}i∈I such that B⊗E Ei ∼= B
′⊗E Ei.
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Now we get gi ∈ PGLm(Ei) by tensoring an isomorphism φ(A) → ψ(A)
with an isomorphism B ⊗E Ei → B
′ ⊗E Ei.

If A is an Azumaya algebra of degree n ∤ s, then treps(A) is the empty sheaf.
Theorem 5.4. Take a supernatural number s ∈ S. Take a subcanonical Grothendieck
topology J such that every J-cover admits a finite subcover, and such that Js = J(Ks)
is a trivializing combined Grothendieck topology. Then there is an equivalence of
toposes
Sh(Azuop, Js) ≃ PGLs−Sh(Comm
op, J).
Here the right hand side is the topos of J-sheaves equipped with a continuous action
of PGLs (as in Definition 5.2).
Proof. Consider the functors
Sh(Azuop, Js) PGLs−Sh(Comm
op, J)
♭
♯
defined by
F ♭(C) = lim
−→
n|s
F(Mn(C))
G♯(A) = HomPGLs(trepsA,G).
Here the action of g ∈ PGLn(C) on F(Mn(C)) is induced by the action on Mn(C),
for all n | s. It is clear that the action is continuous (as in Definition 5.2).
F ♭ is a sheaf. Analogously to how we proved that PGLs is a J-sheaf (after Def-
inition 5.2), we can show that F ♭ is a J-sheaf whenever F is a Js-sheaf. Here we
need the assumption that every J-cover admits a finite subcover.
G♯ is a sheaf. For {φi : A→ Ai}i∈I a Js-covering sieve, the sheaf morphism⊔
i∈I
treps(Ai) −→ trepsA
is an epimorphism, because it is a surjection on stalks. This implies that if G is a
sheaf, then G♯ is a separated presheaf. To show that it is a sheaf, take a matching
family of sections
si ∈ G
♯(Ai), i ∈ I
corresponding to sheaf morphisms
ψi : trepsAi −→ G.
The fact that (si)i∈I is a matching family of sections, translates as follows to a
condition on the ψi’s: if there is a commutative diagram
Ai
A B
Aj
φi
φj
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in Azu, with i, j ∈ I and B arbitrary, then the corresponding diagram
trepsAi
trepsB G
trepsAj
ψi
ψj
commutes as well. In particular, take a diagram
Ai
A B
Ai
gφi
φi id
with g an automorphism of Ai fixing A (or more precisely, fixing φi(A)). Then it
follows that
ψi(g · y) = ψi(y) for every section y of the sheaf trepsAi.
We now claim there is a unique
ψ : trepsA −→ G
extending ψi for every i ∈ I. Take a morphism spec(C) → trepsA for some
commutative ring E, given by an embedding
x : A→ Ms(E).
We can take a J-cover {E → Em}m∈M , and some mˆ ∈ I for every m ∈ M , and a
morphism xmˆ, such that the diagram
A Ms(Em)
Amˆ
x|Em
φmˆ
xmˆ
commutes. Now define ψ(x|Em) = ψmˆ(xmˆ). The image ψmˆ(xmˆ) does not depend
on the choice of xmˆ, because for another choice x
′
mˆ, we can (J-locally) find an
automorphism g ∈ PGLs(Em) such that
x′mˆ = g · xmˆ
(see Proposition 5.3). This g leaves A invariant, so we get
ψmˆ(x
′
mˆ) = ψmˆ(g · xmˆ) = ψmˆ(xmˆ).
So, locally, ψ(x) is uniquely determined. In particular it agrees on intersections, so
it is defined globally. This shows that G♯ is a sheaf.
1 ≃ ♯ ◦ ♭. By Yoneda Lemma, there is a natural bijective correspondence between
elements s ∈ F(A) and presheaf morphisms yA → F , or equivalently (yA)↓s → F .
Applying ♭ gives a morphism trepsA → F
♭. This procedure yields a natural
transformation
η : F → (F ♭)♯.
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We claim that this is an isomorphism. On a matrix algebra Mn(C) with C a
commutative ring and n | s, the natural transformation η : F → (F ♭)♯ is given by
F(Mn(C))
η
−→ HomPGLs(trepsMn(C),F
♭)
y 7→ (φy : ρ 7→ ρ
∗y).
For the standard embedding ρn,s : Mn(C) → Ms(C), we get φy(ρn,s) = ρ
∗
n,s(y).
Note that the restriction map ρ∗n,s on F is injective, because F is a Js-sheaf, and
n | s. So we can recover y from φy, in other words η is injective.
To show surjectivity, take φ : trepsMn(C) −→ F
♭ an arbitrary PGLs-equivariant
morphism. Set y = φ(ρn,s) ∈ lim−→n|k
F(Mk(C)). Because φ is equivariant, y is in-
variant under all g ∈ PGLs(C) that leave ρn,s invariant. So we can interpret y
as an element of F(Mn(C)). It remains to show that φ = φy. Take an arbi-
trary ρ : Mn(C) → Ms(E) with E some finitely generated commutative ring. Let
f : C → E be the restriction of ρ to C. Then ρn,s ⊗ f : Mn(C) → Ms(E) is a
center-preserving morphism with the same domain and codomain as ρ. Now by
Proposition 5.3 we can find a Zariski covering {hi : E → Ei} and automorphisms
gi ∈ PGLs(Ei) such that
ρ|Ei = gi · (ρn,s ⊗ fi)
with fi = hi ◦ f . Now we can compute
φ(ρ|Ei) = φ(gi · (ρn,s ⊗ fi)) = gi · f
∗
i φ(ρn,s)
= gi · f
∗
i y = (gi · (ρn,s))
∗y
= (ρ|Ei)
∗y = φy(ρ|Ei).
This shows that φ = φy. So η is surjective.
The above shows that η is an isomorphism on matrix algebras. From this it easily
follows that it is an isomorphism on all Azumaya algebras, because Js is assumed
to be trivializing.
♭ ◦ ♯ ≃ 1. For G a PGLs-sheaf, consider the natural transformation
ε : (G♯)♭ → G
given by ε(φ) = φ(ρn,s), for
φ ∈ (G♯)♭(C) = lim
−→
n|s
HomPGLs(trepsMn(C),G).
It is easy to see that φ(ρn,s) does not depend on n, so ε is well-defined. For y ∈ G(C),
we have to show that there is a unique φy such that y = ε(φy) = φy(ρn,s). Here
n ∈ N+ is a natural number such that
g · y|E = y|E
for all morphisms C → E and all elements g ∈ PGLs(E) such that g ∼n 1 (see
Definition 5.2). We define φy as follows. Let ρ : Mn(C) → Ms(E) be a center-
preserving morphism with E some finitely generated commutative ring, and let
f : C → E be the restriction of ρ to C. Then by Proposition 5.3, we can take a
Zariski cover {hi : E → Ei}i∈I and automorphisms gi ∈ PGLs(Ei) such that
ρ|Ei = gi · (ρn,s ⊗ fi)
with fi = hi ◦ f . We partially define φy as
φy(ρ|Ei) = gi · f
∗
i y.
22 JENS HEMELAER
This does not depend on the choice of gi. Indeed, if g
′
i is another choice, then
g′ig
−1
i ∼n 1 by definition, so gi · f
∗
i y = g
′
i · f
∗
i y. In particular, φy(ρ|Ei) = φy(ρ|Ej )
agree on the intersection, for i 6= j. So we can define φy globally. Moreover, because
φy has to be equivariant, this is the unique possibility. 
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