In many forms of motor adaptation, performance approaches a limit at which point learning stops, 23 despite the fact that errors remain. What causes this adaptation limit? Here we found that while reach 24 adaptation exhibited an asymptotic limit, this limit was not fixed: when the variance of the perturbation 25 decreased, the adaptation limit increased, and performance improved. Moreover, the limit could be 26 altered in real-time by changing perturbation variance. The same was true at low reaction times, 27
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To quantify the relationship between mean residual error and perturbation variance, we started by re-76 analyzing data collected in an earlier study 8 in which the authors perturbed reaching movements in 77 three groups of participants using visuomotor rotations ( Fig. 1A , Rotation). All groups experienced 78 perturbation sequences that had the same mean (30°), but different levels of trial-to-trial variability: one 79 group experienced a constant perturbation of 30° (zero variance), while the other two groups 80 experienced perturbations with low or high variance (Fig. 1B, top) . At the end of training, there were 81 residual errors in all groups. However, the residual errors increased with the perturbation variance ( Fig.  82 1H, Fernandes, median residual error on last 10 trials; repeated measures ANOVA: F(2,14)=17. 8, 83 p<0.001, 2 =0.54). 84 Here we designed a set of experiments to answer two questions: (1) why does adaptation suffer 85 from residual errors and (2) why does the size of the residual errors depend on perturbation variance? 86 87
Perturbation variance limits sensorimotor adaptation 88 We began by repeating the experiment performed by Fernandes and colleagues 8 , but with an important 89 adjustment. In the earlier work, all three perturbation conditions were experienced by the same set of 90 subjects, raising the possibility that prior exposure to the visuomotor rotation could have altered 91 subsequent learning in the other environments [26] [27] [28] . To avoid this possibility, we recruited different sets 92 of participants for each perturbation condition. 93
In each of our experiments, participants held the handle of a robotic arm ( Fig. 1A) and made 94 reaching movements in a two-dimensional workspace. In Experiment 1, we introduced a visual 95 perturbation and divided the participants into two groups: a zero-variance group (n=19) in which the 96 perturbation magnitude remained invariant at 30° (Fig. 1C, black) , and a high variance group (n=14) in 97 which the perturbation was sampled on each trial from a normal distribution with a mean of 30° and 98 standard deviation of 12° (Fig. 1C, red) . Our results confirmed the earlier observation: after extended 99 training, participants in the zero-variance group learned more than the high variance group (Fig. 1C,  100 bottom; Fig. 1H , Exp. 1, mean error on last 10 epochs, two-sample t-test, p=0.002; Cohen's d = 1.49). 101
In Experiment 2, we tested the generality of this observation by measuring how participants 102 responded to variability in force field perturbations ( Fig. 1A , Force field). As before, we divided the 103 participants into two groups, a zero-variance group (n=12) in which the perturbation magnitude 104 remained constant at 14 N⋅sec/m ( Fig. 1D , top, black), and a high variance group (n=13) in which the 105 perturbation magnitude was sampled on each trial from a normal distribution with mean 14 N⋅sec/m 106 and standard deviation of 6 N⋅sec/m (Fig. 1D, top, red) . To track the learning process, we intermittently 107 measured the forces that the subjects produced via channel trials 29 (Fig. 1A, channel ). As in visuomotor 108 adaptation, variance in the force field perturbation reduced the total amount of learning ( Fig. 1D,  109 bottom; Fig. 1H , Exp. 2, mean error on the last 5 epochs; two-sample t-test, p=0.001; Cohen's d = 1.46). 110
Thus, perturbation variability consistently affected the adaptation limit across various modalities of 111 reach adaptation. 112 113
Perturbation variance limits the total extent of adaptation 114
Closer examination of the late stage of training ( Figs. 1B, 1C , and 1D, bottom) raised the possibility that 115 adaptation had not completely saturated; perhaps with additional exposure, adaptation might have 116 converged across variance conditions, even eliminating the residual errors. To examine this possibility, 117 5 we repeated Experiment 1, but this time more than doubled the training trials ( Fig. 1E, top) . Addition of 118 these trials allowed performance to saturate, as evidenced by the slope of the reach angles ( Fig. 1G,  119 slope of the line fit to individual performance over the last 50 epochs was not different than zero; 120 p=0.71 and p=0.83 for the low and high variance groups). Notably, despite extended training, errors 121 persisted (Fig. 1H , Exp. 3, residual errors ± SD on last 50 epochs; zero-variance: 1.7 ± 0.9°; high variance: 122 8.7 ± 1.7°; t-test against zero; both groups, p<0.001). Furthermore, once again we found that increased 123 perturbation variance coincided with an increase in residual error: at the end of adaptation, there was 124 no overlap in the distributions of residual errors in the low and high variance groups (Fig. 1H, Exp. 3;  125 two-sample t-test, p<0.001; Cohen's d = 5.24). 126
If perturbation variability causally modulated the asymptotic limit of adaptation, we reasoned 127 that we could switch between two different asymptotic states by changing perturbation variance mid-128 experiment. To test this prediction, in Experiment 4 participants (n=14) first adapted to a zero-variance 129 30° visuomotor perturbation (Fig. 1F, black) . With training, performance approached a plateau. We next 130 increased the perturbation variance (while keeping the mean constant) by sampling from a normal 131 distribution with a standard deviation of 12° ( Fig. 1F, red) . Coincident with the increase in perturbation 132 variance there was a reduction in reaching angle (Fig. 1H , Exp. 4, mean residual error on last 10 epochs; 133 two-sample t-test, p=0.005; Cohen's d = 1.16). Thus, despite having already learned to compensate for 134 much of the perturbation, when the variance of the perturbation increased, the residual error in every 135 subject also increased ( Fig. 1H, Exp. 4 ). 136 Together, Experiments 1-4 demonstrated that even after extended practice, motor adaptation 137 reached an asymptotic limit, resulting in small persistent errors. However, this asymptotic limit was 138 dynamic, responding to the second order statistics of the perturbation. 139 140
Perturbation variance impairs the implicit component of learning 141
While reach adaptation can occur despite severe damage to the explicit, conscious learning system of 142 the brain 30 , under normal circumstances performance benefits from both implicit and explicit learning 143 systems [31] [32] [33] [34] . A plausible hypothesis is that when perturbation variance increases, there is impairment in 144
the explicit system, resulting in increased residual error. One way to reduce or eliminate the influence of 145 the explicit system during reach adaptation is to limit the preparation time that people have to initiate 146 their movements [22] [23] [24] [25] . If perturbation variance impairs explicit learning, we would predict that when 147 reaction time is strongly limited, thus reducing or eliminating the influence of the explicit system, there 148 will be increased residual errors. However, increased perturbation variance should have little or no 149 additional effects on residual errors. 150
Alternatively, perturbation variance may affect predominately the implicit system. In that case, 151 when reaction time is strongly limited, suppressing contributions of the explicit system, there will be 152 increased residual errors. Critically, increased perturbation variance should produce further reductions 153 in residual errors. In this scenario, the change in residual errors following increased perturbation 154 variance should be the same regardless of whether reaction time is limited or not. 155
To suppress the contributions of explicit learning, we repeated Experiment 1, but forced the 156 subjects to respond to the target with very low reaction times (less than half the time that they typically 157 required to initiate a movement at the start of adaptation, Fig. 2A ). As before, we divided participants 158 into two groups: a zero-variance group (n=13) in which the perturbation magnitude remained invariant 159 6 at 30°, and a high variance group (n=12) in which the perturbation was sampled on each trial from a 160 normal distribution with a mean of 30° and standard deviation of 12°. 161
Under normal conditions in which there was no constraint on reaction time ( Fig. 2A , Experiment 162 1), introduction of the perturbation led to a dramatic increase in reaction time: participants nearly 163 doubled their preparation time, potentially signaling the development and expression of explicit 164 strategies. In contrast, in the constrained reaction time group ( Fig. 2A , Experiment 5), subjects executed 165 reaching movements at considerably lower latencies. In this group, the time required for movement 166 preparation remained roughly constant throughout the experiment, even after the introduction of the 167 perturbation. 168
As expected, limiting reaction time impaired adaptation rates. In the zero-variance ( Fig. 2B ) and 169 high variance ( Fig. 2C ) conditions, performance at short reaction times was worse than that of long 170 reaction times (two-sample t-test on last 10 epochs; p=0.041 and p=0.007 for zero and high variance; 171
Cohen's d = 0.77 and 1.17 for zero and high variance). Thus, reducing reaction time impaired 172 performance in both the zero and high variance perturbation groups. 173
Next, we compared the effects of perturbation variance on residual errors at low reaction times. 174 We found that even when reaction times were constrained to suppress the explicit component of 175 adaptation, increased perturbation variance produced a clear increase in the residual errors ( Fig. 2D ), 176
reducing the total extent of learning by approximately 5° ( Fig. 2E ; difference in residual errors during the 177 last 10 epochs; two-sample t-test, p<0.001; Cohen's d = 1.53). Therefore, despite suppression of explicit 178 learning, the deficit in performance caused by high variance perturbations persisted: high variability led 179 to a reduction in the extent of learning. 180
Critically, a 2-way ANOVA yielded a significant effect of both perturbation variance (F=33.08, 181 p<0.001, 2 =0.38) and reaction time (F=13.76, p<0.001, 2 =0.20), but no interaction effect (F=1.07, 182
p=0.31). The absence of an interaction effect indicated that the reduction in asymptotic performance 183 induced by perturbation variability was no different when reaction time was high or low. If we assume 184 that reduced reaction time impairs the ability of the explicit system to contribute to reach adaptation, 185 then these results suggest that the reductions in performance observed in Experiments 1 and 5 were 186 predominantly caused by impairments in implicit learning. 187 188
Perturbation variance reduces error sensitivity, but not forgetting rates 189
An examination of the data in Figs. 1 and 2 illustrates a frequently observed characteristic of motor 190 adaptation: even at the late stages of training, performance continues to suffer from small, persistent 191 errors 3, 4, 8, 15, 31, [35] [36] [37] . Such persistent, steady-state errors are one of the fundamental predictions of 192 mathematical models of adaptation [11] [12] [13] [14] [15] in which performance is driven by an interaction between two 193 opposing forces, error-based learning, and trial-to-trial forgetting: 194
n n x ax be (1) 195 Here the adapted state of the individual, x, changes from trial n to trial n+1 due to both forgetting, and 196 learning. Forgetting is controlled by the retention factor a, which determines the fraction of memory 197 retained from one trial to the next. Learning is controlled by sensitivity to error, denoted by b, which 198 determines how much learning will occur from the experience of error e. 199 7 In this model, performance reaches a steady state (Fig. 3A) in which residual errors persist. This  200  occurs because as training progresses, the errors which drive the learning process eventually become  201 small enough that there is a balance between the forces that promote forgetting, and those that 202 promote learning. At this stage learning appears to stop, despite the fact that errors remain. Thus, in 203 principle, residual errors can increase because of a decrease in error sensitivity ( Fig. 3C ), or an increase 204 in forgetting ( Fig. 3B ). Which factor changes due to increases in perturbation variance? 205
To answer this question, we estimated the forgetting rate (a in Eq. 1) of each participant by 206
including an error-free movement period at the end of the experiments (gray region in Figs. 1C, 1D, 1F, 207 and 2D). During these periods, behavior naturally decayed towards the baseline state ( Fig. 3D) , thus 208 providing a means to isolate the rate of forgetting (i.e., the rate of decay of behavior). Interestingly, we 209
found that in all experiments, the rate of forgetting was similar in the low and high variance groups ( In summary, we asked whether perturbation variance affected forgetting rates, error sensitivity, 222 or both. We found that in all experiments, the groups that had experienced high perturbation variance 223 exhibited reduced error sensitivity, but no change in forgetting rates. 224 225
Perturbation variance reduced the ability to learn from small errors, not large errors 226
Our quantification of error sensitivity in Fig. 3F made the assumption that the brain is equally sensitive 227 to errors of all sizes. However, it is well-documented that error sensitivity varies with magnitude of 228 error: one tends to learn proportionally more from small errors [38] [39] [40] [41] . In other words, error sensitivity is 229 not constant, but declines as error size increases. How did perturbation variance alter the functional 230 relationship between error magnitude and sensitivity to error? 231
To answer this question, we re-estimated error sensitivity, but this time controlled for the 232 magnitude of error. We placed pairs of consecutive movements into bins according to the error 233 experienced on the first trial, and then calculated error sensitivity within each bin. As expected, in both 234 perturbation variance conditions, as error size increased, error sensitivity decreased ( Fig. 4A ; mixed-235 ANOVA, within-subjects effect of error size, F=24.69, p<0.001, 2 =0.30). This confirmed that indeed, 236 people tended to learn less from larger errors. However, for a given error size, the high variance 237
perturbation group exhibited lower error sensitivity than the zero-variance group ( Fig. 4A ; mixed-238 ANOVA, between-subjects effect of perturbation variance, F=10.9, p=0.002, 2 =0.16). Notably, 239 increased perturbation variance reduced the ability to learn from small errors (<20°), but had no effect 240 8 on the larger errors (>20°) ( Fig. 4A The consistency of past errors modulated error sensitivity 246
A current model of sensorimotor adaptation 26 posits that the brain adjusts its sensitivity to error in 247 response to the consistency of past errors. In this memory of errors model, when the error on trial n has 248 the same sign as the error on trial n+1, it signals that the brain has undercompensated for error on trial 249 n, and so should increase sensitivity to that error ( Fig. 4B, left) . Conversely, when the errors in two 250 consecutive trials differ in sign, the brain has overcompensated for the first error, and so should 251 decrease sensitivity to that error ( Fig. 4B, right ). Herzfeld and colleagues demonstrated that these 252 changes in error sensitivity are local to specific errors, meaning that the brain can simultaneously 253 increase sensitivity to one error size, while decreasing sensitivity to another 26 . Thus, in the context of a 254 variable perturbation, the memory of errors model provides an interesting prediction: the perturbation 255 affects the trial-to-trial consistency of errors, producing less consistency for some error sizes, 256
particularly when perturbation variance increases. 257 We tested the predictions of this model by evaluating all consecutive trial pairs for each subject, 258
and counting all instances of consistent and inconsistent errors. As expected, we found that in all five 259 experiments, increased perturbation variance produced an increase in the probability of experiencing an 260 inconsistent error ( and Cohen's d = 0.78 for 15-20°). However, for errors larger than 20°, there was no difference in the 269 relative number of consistent and inconsistent error pairs ( Fig. 4D ; post-hoc testing with t-test adjusted 270
with Bonferroni correction, p=1 for 20-25° and p=0.161 for 25-30°). 271
In summary, the high variance perturbation led to a reduction in the trial-to-trial consistency of 272 small errors, but not large errors (Fig. 4D ). The memory of errors model ( Fig. 4B ) predicts that this 273 pattern of error history will lead to a reduction in sensitivity to small errors for the high variance 274
condition, but no difference in sensitivity to large errors. Indeed, both of these patterns were present in 275 the measured behavior ( Fig. 4A ).
277
Error sensitivity changes throughout training according to the consistency of error 278
To determine if error sensitivity could truly have been altered by a memory of past errors, we next 279 simulated a memory of errors model. This model expresses how error sensitivity varies both as a 280 function of time, and error size. That is, on trial n, the sensitivity to error e, is expressed as ( ) ( ). 281 9 Suppose that on trials n-1 and n, one experiences errors ( −1) and ( ) . The memory of errors model 282 predicts that sensitivity to the first error will either increase or decrease, depending on the consistency 283 of the two errors: 284 within the sign function), and one that imposes a decay on error sensitivity (parameter ). Thus, the 288 model has only two unknown parameters, and . 289
To find these two parameters, we simulated the response of Eqs. (1) and (2) to the zero and high 290 variance perturbation patterns we used in the various experiments (see Methods for a more complete 291 model description; all other model parameters apart from and were obtained empirically from the 292 data as in Figs. 3E and 3F). We varied our parameter set to identify a single pair of parameters ( and ) 293 that best accounted for the measured reach angles in Experiments 3 and 4, in a least squares sense. The 294
resulting parameter set yielded predictions that closely tracked subject behavior ( Fig. 5A ). 295
Having estimated the two unknown parameters of the model, we next applied Eq. 2 to predict 296
how error sensitivity should have changed if the subjects stored a memory of past errors ( Fig. 5B ). To do 297 this, we applied Eq. (2) to the actual sequence of errors experienced by each subject ( (1) , (2) , etc.). 298 Thus, the model predicted how error sensitivity should develop for each error size. To corroborate the 299 model predictions, we measured error sensitivity on each trial ( Fig. 5C ). 300 We focused on Exp. 1 and 4, as these experiments included error-free periods, permitting 301 empirical measurement of both error sensitivity and forgetting (note the difference in the ranges of the 302
x-axes of Figs. 5B and 5C in the left and middle columns). In addition, we omitted measurements of error 303 sensitivity over periods of the experiment where the number of observed data points was low or absent 304 entirely (note gaps in time-courses in Fig. 5C left and right). 305
The model made the following predictions: First, the model predicted that with the zero-306
variance perturbation, error sensitivity should increase generally for all error sizes, but the extent of this 307 increase should be greater for smaller errors (Fig. 5B , left). To test this prediction, for each subject we 308 measured the change in error sensitivity across the first 60 epochs of Experiment 1. In the zero-variance 309 group, error sensitivity indeed increased over the training period as predicted ( Fig. 5D , left, zero 310 variance, small errors. We could only estimate the change in sensitivity to small errors, because there 311
were virtually no large errors at the end of the learning period). 312 Second, the model predicted that if perturbation variance was initially low, but then increased in 313 the middle of adaptation (as in Exp. 4), error sensitivity should initially increase but then decline causing 314 an increase in the residual errors ( Fig. 5B, right) . To test these predictions, for Exp. 4 we measured error 315 sensitivity at the start of adaptation, at the end of the zero-variance period, and at the end of the high 316 variance period. In accordance with model predictions, error sensitivity increased substantially over the 317 initial zero-variance period ( Fig. 5E , change from 1 to 80; paired t-test, p=0.003, Cohen's d = 0.96) and 318 then dropped precipitously after increasing perturbation variance ( Fig. 5E , data, change from 80 to 160; 319 paired t-test, p=0.044, Cohen's d = 0.60). 320
Third, and most surprisingly, the model predicted that even if participants were exposed to a 321 high variance perturbation from the onset, error sensitivity should increase for all errors, but only by a 322 10 small amount ( Fig. 5B , middle). This final prediction was interesting because it implied that the residual 323 errors in the high variance perturbation were larger not because of a decrease in error sensitivity, but 324 instead because trial-by-trial increases in error sensitivity were stunted relative to the zero-variance 325 group (compare Figs. 5B left and middle). Indeed, we found that error sensitivity also increased for the 326 subjects in the high variance group (Fig. 5D , high var.), but the magnitude of this increase was smaller 327
relative to the zero-variance group (Fig. 5D , two-sample t-test, p<0.001 and Cohen's d = 1.65 for small-328 small error comparison, p<0.001 and Cohen's d = 1.91 for small-large error comparison). The same was 329 true for Exp. 4, when comparing error sensitivity at the end of the high variance period, to the initial 330 error sensitivity at the start of the zero-variance period (Fig. 5E , change from 1 to 160; paired t-test, 331 p=0.042, Cohen's d = 0.60).
332
In summary, the memory of errors model made the surprising prediction that error sensitivity 333 should generally increase in the early phase of training, more so for small than large errors, and then 334 saturate or even decline as the training trials continued. It also predicted that introducing variance into 335 the perturbation should not decrease error sensitivity, but rather stunt its growth. Our measurements 336 confirmed these predictions. 337
Overall, variance in the perturbation altered the sequence of trial-to-trial errors. A memory of 338 these errors modulated error sensitivity, which in turn, resulted in different asymptotic limits to 339 adaptation. 340 341
Discussion 342
Adaptation exhibits a curious property: even after prolonged training, learning appears to stop, leaving 343 behind small persistent residual errors 2, 4, 5, 7 . Here we demonstrated that this asymptotic limit of 344 adaptation is consistent with a learning system in which sensitivity to error is not constant, but rather 345 changes as a function of the history of past errors. When the past errors are temporally consistent, 346
which occurs when perturbation variance is low, error sensitivity rises quickly. However, as performance 347
improves and errors become smaller, error sensitivity peaks and then declines. The history-dependent 348 change in error sensitivity, which in turn is driven by the variance of the perturbation, appears to play a 349 causal role in setting an upper bound on adaptation. Thus, errors are not simply used for learning and 350 then discarded, but rather they appear to become a form of memory that describes how much the 351 nervous system should learn from that error.
353
Controlling the total extent of adaptation through modulation of error sensitivity 354
Earlier studies that documented modulation of error sensitivity focused on understanding the rate of 355 motor adaptation 16, 42 in the context of savings 7, 13, 26, 27, [43] [44] [45] , meta-learning 26, 45 , and anterograde 356 interference 46 . Here we describe yet another feature of adaptation that appears to be controlled 357 through error sensitivity: the total extent of motor adaptation. In Experiments 3 and 4 ( Fig. 1 ) we 358 demonstrated that differences in residual errors were coupled to differences in error sensitivity, but not 359 the rate of forgetting. The balance between error sensitivity, which changed with perturbation variance, 360
and forgetting, which remained constant, created different levels of asymptotic performance. 361
This observation raised an interesting question: why didn't the brain continue to increase its 362 error sensitivity until residual errors were completely eliminated? Here we proposed a potential 363 solution: increases in error sensitivity are bounded by decay. Our model (Eq. 2) accounts for saturation 364 11 in error sensitivity in the same way the state-space model (Eq. 1) accounts for saturation in adaptation: 365 through forgetting. The counterbalancing of a memory of consistent errors (which increases error 366 sensitivity) with decay (which decreases error sensitivity) leads to steady-state saturation in error 367 sensitivity. 368
The addition of forgetting to the original memory of errors model 26 offers a potential 369 explanation for at least three separate behavioral observations. First, when a participant is exposed to 370 the same perturbation twice, they exhibit faster adaptation during the second exposure 11 . To account 371 for this savings, the memory of errors model predicts that error sensitivity is up-regulated during the 372 first exposure to the perturbation, leading to faster learning in the future. However, in some cases, long 373 periods of washout or error-free trials appear to prevent the occurrence of savings 43, 47 . This observation 374
is consistent with Eq. 2: during sufficiently long periods of washout, error sensitivity would decay 375 towards baseline due to forgetting, thereby preventing savings upon the next exposure to the 376 perturbation. 377
Another peculiar feature of savings is the observation that the mean residual error is often 378
indistinguishable during the first and second blocks of exposure to a perturbation, even though the 379 initial rate of learning is faster during the second block 13, 47, 48 . Why doesn't the faster rate of learning 380
during the second exposure also lead to a higher extent of learning? Our model provides an explanation: 381 because error sensitivity tends to saturate during the initial exposure to the perturbation, behavior will 382 reach the same asymptotic level during the second exposure despite presence of savings and higher 383 initial rates of learning. 384 Finally, experiments that employ a constant error-clamp condition also demonstrate saturation 385 in error sensitivity. In these experiments 6, 39, 40, 49, 50 subjects are exposed to the same error time and time 386
again, irrespective of their motor output. Without decay, a memory of errors model would predict that 387 error sensitivity, and thus the extent of learning, would increase without bound. However, in reality, 388
learning reaches a steady-state in this constant error condition. In the context of visuomotor adaptation, 389
an earlier report speculated that this saturation of learning implies a limitation in the amount of 390 adaptation that can be stored within implicit motor learning systems 39 . However, more generally, this 391 saturation in adaptation is also predicted by Eq. 2 due to the eventual balancing of learning and 392
forgetting. 393 394
Plasticity in implicit learning systems 395
Motor adaptation is known to be supported by both implicit (subconscious) and explicit (cognitive) 396 corrective systems [30] [31] [32] [33] [34] . Recent studies have interrogated the flexibility of these learning systems, with 397 some 23,51-54 suggesting that implicit processes have a response to error that does not change with 398 multiple exposures to a perturbation. 399
While our primary purpose was not to carefully tease apart implicit and explicit contributions to 400 adaptation, we did explore this issue by limiting reaction time, which is thought to substantially reduce 401 the contributions of explicit learning [22] [23] [24] [25] . When reaction time was limited, the residual errors were not 402 only present, but increased by the same amount if perturbation variance increased. This observation 403
suggested that perturbation variance acted on the implicit learning system. These results argue against 404 the idea that implicit learning systems generate inflexible and unchanging responses to sensorimotor 405 errors. 406 12 This finding does not discount the possibility that explicit systems also contribute to residual 407 errors. For example, recent work has demonstrated that declines in explicit learning associated with 408 aging 55, 56 also lead to differences in the total extent of adaptation 57 . It is tempting to suggest that these 409 differences in asymptotic performance may also reflect a change in error sensitivity, like the implicit 410 mechanism described herein. While this possibility remains untested, such an interpretation is 411 consistent with recent work demonstrating that environment variability modulates explicit error 412 sensitivity during adaptation to random walk perturbations 54 . 413 In summary, our data support the more inclusive view that with experience, both implicit and 414 explicit processes change the way they respond to error, and together determine the total extent of 415 sensorimotor adaptation. 416 417
Alternate models 418
Perturbation variance can affect uncertainty of the learner. Over the past few decades, numerous 419 studies 12, 16, 17 have used a Kalman filter 18 to study the relationship between uncertainty and learning 420 rate. The Kalman filter describes the optimal way in which an observer should adjust their rate of 421 learning in response to different sources of variability. This Bayesian framework has proved useful in 422
understanding the slowing of adaptation in response to reductions in the reliability of sensory 423 feedback [19] [20] [21] , acceleration of adaptation in response to uncertainty in the state of the individual or 424 environment 12, 17, 21 , and even the optimal tuning of adaptation rates in individual subjects 14 . 425 Could this Bayesian framework also account for our results? Indeed, it is possible that the 426 inconsistent errors generated by the high variance perturbation are interpreted as an observation noise, 427 thus decreasing the brain's confidence in its sensory feedback. In the Kalman framework, this would 428 correctly predict that adaptation to the high variance perturbation would proceed more slowly than 429 adaptation to the low variance perturbation (Figs. 1-2). 430
With that said, two of our behavioral observations do not easily fit into the Kalman framework. 431
First, as expected, we observed that in both the zero-variance and high variance groups, error sensitivity 432 declined as a function of error size [38] [39] [40] [41] . However, across the variance conditions, differences in error 433 sensitivity were specific to small errors, not large errors (Fig. 4A ). The memory of errors model 26 434 provided a way to understand this pattern: differences in perturbation variability led to changes in the 435 consistency of small errors, but not large errors (Fig. 4D ) matching the pattern we observed in error 436 sensitivity. It is unclear how to account for this phenomenon with a Kalman filter which responds to all 437 error sizes with the same learning rate. 438
The second observation that does not easily comply with the Kalman view is the fact that 439 sensitivity to error increased over its baseline level with repeated exposure to the high variance 440 perturbation ( Fig. 5D, high Motor adaptation depends critically on the cerebellum 37,58-61 , where Purkinje cells learn to associate 449 efference copies of motor commands with sensory consequences 62 . This learning is guided by sensory 450 prediction errors, which are transmitted to the Purkinje cells via the inferior olive, resulting in complex 451 spikes. Notably, plasticity in Purkinje cells exhibits both sensitivity to error, and forgetting. Sensitivity to 452 error is encoded via probability of complex spikes: in each Purkinje cell, the probability of complex 453 spikes is greatest for a particular error vector 62, 63 , and this tuning modulates learning from error. 454
Forgetting is present in the time-dependent retention of the plasticity caused by the complex spikes 64,65 , 455 resulting in decay of plasticity with passage of time. Thus, the presence of error sensitivity and forgetting 456 in the plasticity of Purkinje cells provides one mechanism by which cerebellar-dependent adaptation can 457 exhibit asymptotic performance with non-zero residual errors. 458
Our behavioral experiments demonstrated that during adaptation, error sensitivity increased 459
with training, but this increase was suppressed if the perturbations were variable (Figs. 5D and 5E ). Our 460 model (Figs. 5B and 5D) suggested that these changes in error sensitivity may have arisen from the 461 temporal consistency of errors such that the presence of two errors in the same direction would result 462 in increased sensitivity. Thus, the theory makes the interesting prediction that in the framework of 463 cerebellar learning, the temporal proximity of complex spikes might modulate error sensitivity. 464
Specifically, when two consecutive errors of similar direction and magnitude occur, Purkinje cells that 465
prefer that error are more likely to experience complex spikes in close temporal proximity. The model 466
predicts that the temporal proximity of these complex spikes would result in up-regulation of error 467 sensitivity in that Purkinje cell. This idea remains to be tested. 468
In this framework, Eq. 2 serves as a simple abstraction of a more complicated reality. That is, in 469 contrast to the binary output of the sign function in Eq. 2, the consistency of error should vary along a 470 spatial continuum of preferred and non-preferred errors, as well as a temporal continuum that 471 separates error events. These predictions provide a platform for future experiments, both in the context 472 of behavior and neurophysiology. 473
In summary, our work suggests that over the course of training, the brain relies on a memory of 474 past errors to adjust error sensitivity. These variations in error sensitivity produce an asymptotic limit 475 that prevents further improvements in performance, thus resulting in persistent residual errors. 476 477 14
Methods

478
Participants 479
A total of 117 volunteers participated in our experiments. All experiments were approved by the 480
Institutional Review Board at the Johns Hopkins School of Medicine. In addition, we re-analyzed an 481 earlier study with 16 participants 8 . 482 483
Apparatus 484
In Experiments 1-5, participants held the handle of a planar robotic arm ( Fig. 1A) and made reaching 485 movements to different target locations in the horizontal plane. The forearm was obscured from view by 486 an opaque screen. An overhead projector displayed a small white cursor (diameter = 3mm) on the 487 screen that tracked the motion of the hand. Throughout testing we recorded the position of the robot 488 handle using a differential encoder with submillimeter precision. We also recorded the forces produced 489 on the handle by the subject using a 6-axis force transducer. Data were recorded at 200 Hz. 490 491
Visuomotor rotation 492 Experiments 1, 3, 4, and 5 followed a similar protocol. At the start of each trial, the participant brought 493 their hand to a center starting position (circle with 1 cm diameter). After maintaining the hand within 494 the start circle, a target circle (1 cm diameter) appeared in 1 of 4 positions (0°, 90°, 180°, and 270°) at a 495 displacement of 8 cm from the starting circle. Participants then performed a "shooting" movement to 496 move their hand briskly through the target. Each experiment consisted of epochs of 4 trials where each 497 target was visited once in a pseudorandom order. 498
Participants were provided audiovisual feedback about their movement speed and accuracy. If a 499 movement was too fast (duration < 75 ms) the target turned red. If a movement was too slow (duration 500 > 325 ms) the target turned blue. If the movement was the correct speed, but the cursor missed the 501 target, the target turned white. Successful movements (correct speed and placement) were rewarded 502 with a point (total score displayed on-screen), an on-screen animation, and also a pleasing tone (1000 503 Hz). If the movement was unsuccessful, no point was awarded and a negative tone was played (200 Hz). 504
Participants were instructed to obtain as many points as possible throughout the experimental session. 505
Once the hand reached the target, visual feedback of the cursor was removed, and a yellow 506 marker was frozen on-screen to provide static feedback of the final hand position. At this point, 507
participants were instructed to move their hand back to the starting position. The cursor continued to 508 be hidden until the hand was moved within 2 cm of the starting circle. In most experiments, participants 509 actively moved their hand back to the start position. However, in Experiments 3 and 5, the robot 510 assisted the subject if their hand had not returned to the start position after 1 second. 511
Movements were performed in one of three conditions: null trials, rotation trials, and no 512 feedback trials. On null trials, veridical feedback of hand position was provided. On rotation trials, once 513
the target appeared on screen (the cue for the reaching movement), the on-screen cursor was rotated 514 relative to the start position ( Fig. 1A) . Each rotation experiment terminated with a period of no feedback 515 trials. On these trials, the subject cursor was hidden during the entire trial. In addition, the subject was 516 provided no feedback regarding movement endpoint, accuracy, or timing. 517
As a measure of adaptation, we analyzed the reach angle on each trial. The reaching angle was 518 measured as the angle between the line segment connecting the start and target positions, and the line 519 15 segment connecting the start and final hand position. The final hand position was taken to be the 520 location of the hand right after the hand exceeded 95% of the target displacement. The sign of the 521 reaching angle was determined by whether the final hand position was rotated CW or CCW relative to 522 the line connecting the start and target positions. For analysis of reaching errors, we computed the 523 same quantity, but for the final cursor position rather than the final hand position. On perturbation 524 trials, these two quantities are related by the rotation that occurred on that trial. 525 526
Force field adaptation 527
In Experiment 2, participants were perturbed by a velocity-dependent force field (Fig. 1A) , as opposed to 528 a visuomotor rotation. At trial onset, a circular target (diameter = 1 cm) appeared in the workspace, 529 coincident with a tone that cued subject movement. Participants then reached from the starting 530 position to the target. The trial ended when the hand stopped within the target location. After stopping 531 the hand within the target, movement timing feedback was provided. If the preceding reach was too 532 slow, the target turned blue and a low tone was played. If the reach was too fast, the target turned red 533 and a low tone was played. If the reach fell within the desired movement interval (450-550 ms), the 534 subject was rewarded with a point (total score displayed on-screen), an on-screen animation, and also a 535 pleasing tone (1000 Hz). Participants were instructed to obtain as many points as possible throughout 536 the experimental session. After completing each outward reaching movement, participants were 537
instructed to then bring their hand back to the starting position. This return movement was not 538
rewarded and was always guided by a "channel" (see description below in this section). 539
As in the rotation experiments, the target appeared in 1 of 4 positions (0°, 90°, 180°, and 270°) 540 at a displacement of 10 cm from the starting circle. Each experiment consisted of epochs of 4 trials 541
where each target was visited once in a pseudorandom order. The experiment began with a set of null 542 field trials (no perturbations from the robot). After this period, participants were exposed to a force 543 field. The force field was a velocity-dependent curl field (Fig. 1A) in which the robot generated forces 544
proportional and perpendicular to the velocity of the hand according to: 545
where vx and vy represent the x and y velocity of the hand, fx and fy represent the x and y force 547 generated by the robot on the handle, and b represents the magnitude of the force field. Note that the 548 sign of b determines the orientation of the field (the field if CW is b > 0 and CCW if b < 0). 549
Subject reaching forces were measured on designated "channel" trials 29 where the motion of 550 the handle was restricted to a linear path connecting the start and target locations (Fig. 1A) . To restrict 551 hand motion to the straight-line channel trajectory, the robot applied perpendicular stiff spring-like 552 forces with damping (stiffness = 6000 N/m, viscosity = 250 N-s/m). Reaching forces were measured on 553 every 5 th epoch of movements with a cycle of 4 channel trials, one for each target. Additionally, the 554 experiment terminated with a block of channel trials to measure how well the adapted state of each 555 participant was retained over time. 556
Offline we isolated forces produced on each trial against the channel wall, perpendicular to the 557 direction of the primary movement. To do this, we calculated the average force during baseline channel 558 trials. We then subtracted this baseline force timeseries from all of the force timeseries recorded during 559 16 channel trials throughout the experiment. After correcting for this baseline force, we then computed an 560 adaptation index. The adaptation index represents the scaling factor relating the force produced on a 561
given trial and the ideal force the subject would produce if they were fully adapted to the 562 perturbation 11 . To calculate this scaling factor, we linearly regressed the ideal force timecourse onto the 563 actual force timecourse. The ideal force was calculated by multiplying the velocity timecourse of the 564 movement by the perturbation magnitude. The adaptation index served as our behavioral measurement 565 for model fitting and parameter estimation. 566
In addition to analyzing the forces produced on channel trials, we also analyzed the trajectory of 567 the hand on perturbation trials. From each trajectory we isolated a signed movement error, which we 568 used to calculate the probability that an error switched sign from one trial to the next (Fig. 4C, Exp. 2). 569
To calculate the movement error, we isolated the portion of each reaching movement between 20% and 570 90% of target displacement. Within this region we detected the maximum absolute error and treated 571 this as the error magnitude. We signed this error according to whether the hand was to the left or right 572 (or top or bottom) of the line connecting the start position and target position. To prevent minor 573 overcompensations for the force field magnitude from being treated as movement errors, deviations 574 that fell within 3 mm of the line connecting the start and target locations were not treated as errors. 575
Using smaller thresholds of 1 or 2 mm did not qualitatively affect our results. 576 577
Statistics 578
In this work, we employed several types of statistical tests: repeated measures ANOVA, two-way 579 ANOVA, and mixed-ANOVA. These tests were carried out in IBM SPSS 25. In all cases we report the p-580 value, F-value, and 2 for each test. For post-hoc testing we employed t-tests with Bonferroni 581 corrections. For these tests, we report the p-value and Cohen's d as a measure of effect size. Our mixed-582
ANOVA contained a between-subjects factor and a within-subjects repeated measure. For the within-583 subjects repeated measure, data are binned within small windows defined by differences in error size. In 584 the event that a participant is missing data within a bin (data are missing in approximately 15% of all 585 bins), we replaced the missing data point with the mean of the appropriate distribution. 586 587 Experiment 1 588
We tested how variance in the perturbation affected the total extent of visuomotor adaptation. The 589 experiment started with 10 epochs (40 trials) of no perturbation. After this a perturbation period began 590 that consisted of 60 rotation epochs (240 trials total). At the end of the perturbation period, retention of 591 the visuomotor memory was tested in a series of 15 epochs (60 trials) of no feedback. 592
To test the effect of perturbation variance on behavior, participants were divided into 1 of 2 593 groups. In the zero-variance group, participants (n=19) were exposed to a constant visuomotor rotation 594 of 30°. In the high variance group, participants (n=14) were exposed to a visuomotor rotation that 595 changed on each trial. The rotation was sampled from a normal distribution with a mean of 30° and a 596 standard deviation of 12°. 597 598 Experiment 2 599
We found that perturbation variance reduced the total amount of adaptation in Experiment 1. To test if 600 this impairment was a general property of sensorimotor adaptation, we tested another group of 601 subjects with a force field. The experiment started with 10 epochs (40 trials) of no perturbation (2 of 602 these epochs were channel trials). After this a perturbation period began that consisted of 75 epochs 603 (300 trials, 20% were channel trials) of force field perturbations. At the end of the perturbation period, 604 retention of the adapted state was tested in a series of 10 epochs (40 trials) of channel trial movements. 605
To test the effect of perturbation variance on behavior, participants were divided into 1 of 2 606
groups. In the zero-variance group, participants (n=12) were exposed to a constant force field 607 magnitude of 14 N-s/m. In the high variance group, participants (n=13) were exposed to a force field 608 magnitude that changed on each trial. The force field magnitude was sampled from a normal 609 distribution with a mean of 14 N-s/m and a standard deviation of 6 N-s/m. 610 611
Experiment 3 612
Inspection of the learning curves in Experiment 1 indicated that performance may not have completely 613 saturated by the end of the perturbation period. Therefore, to confirm that perturbation variance 614 induces different performance saturation levels, we repeated Experiment 1, but this time more than 615 doubled the number of perturbation trials. The experiment started with 5 epochs (20 trials) of no 616 perturbation. The following perturbation period consisted of 160 rotation epochs (640 trials). 617
As in Experiment 1, participants were divided into a zero-variance group (n=10) and a high variance 618
group (n=10). Perturbation statistics remained identical to Experiment 1. 619 620
Experiment 4 621
To determine if perturbation variance causally altered the total extent of adaptation, we designed a 622 control experiment. In this experiment, participants started with a visuomotor rotation in the zero-623 variance condition, and then after reaching asymptotic performance, were exposed to the high variance 624
condition. If variance causally determined the total amount of learning, we expected that asymptotic 625 performance would decrease after the addition of variability to the perturbation. 626
Participants (n=14) began the experiment with 5 epochs (20 trials) of null trials. After this, the 627 zero-variance period started. Participants were exposed to either a CW or CCW visuomotor rotation of 628 30° for a total of 80 epochs (320 trials). At the end of this period, participants switched to a high 629 variance condition where the rotation was sampled on each trial from a normal distribution with a mean 630 of 30° and a standard deviation of 12°. This period lasted for an additional 80 epochs (320 trials). Finally, 631
the experiment concluded with 15 epochs (60 trials) of no feedback. 632 633
Experiment 5 634
Sensorimotor adaptation is supported by both explicit strategy and implicit learning 31 . To determine 635 which of these types of learning were impaired by perturbation variance we performed an experiment 636
where we limited the time participants had to prepare their movements. Limiting reaction time is known 637 to suppress explicit strategy 22 . 638 To limit reaction time, we instructed participants to begin their reaching movement as soon as 639 possible, after the target location was revealed. To enforce this, we limited the amount of time available 640
for the participants to start their movement after the target location was shown. This upper bound on 641 reaction time was set to either 225, 235, or 245 ms (taking into account screen delay). To enforce the 642 desired preparation time, if the reaction time of the participant exceeded the desired upper bound, the 643 18 participant was punished with a screen timeout after providing feedback of the movement endpoint. In 644 addition, a low unpleasant tone (200 Hz) was played, and a message was provided on screen that read 645 "React faster". As in Experiment 1, participants were divided into a zero-variance perturbation group 646 (n=13) and a high variance group (n=12). All other details were identical to Experiment 1. 647 648
Re-analysis of prior work 649
In Fig. 1B , we reference earlier work from a study by Fernandes and colleagues 8 . The experiment 650 methodology is fully described in their original manuscript. Briefly, participants (n=16) made a center-651 out reaching movement to a target. After the movement ended, participants were shown the endpoint 652 location of an otherwise hidden cursor that tracked the position of the right index finger. 653
Participants performed three experimental blocks. Each block had the same general structure. 654
At the start of the block, participants made 40 reaching movements to 8 different targets (5 for each 655 target) with continuous visual feedback of the cursor. Next, participants made an additional 80 reaching 656 movements to 8 different targets (10 for each target) using only endpoint feedback of the cursor 657 position. After this baseline period, a single target position was selected, and 240 reaching movements 658
were performed under the influence of a visuomotor rotation. The visuomotor rotation was sampled on 659 each trial from a normal distribution with a mean of 30° and a standard deviation of either 0°, 4°, or 12°. 660
The block ended in a set of 160 generalization trials that are not relevant to the current study. 661
The experiment had a within-subject design. Each participant was exposed to all three 662 perturbation variances, but in a random order. The orientation of the rotation (CW or CCW) was 663 randomly chosen on each block. In addition, the target selected during the adaptation period was 664 randomly chosen from 1 of the 4 diagonal targets on each block. 665 666
State-space model of learning 667
After the experience of a movement error, humans and other animals change their behavior on future 668 trials. In the absence of error, adapted behavior decays over time. Here we used a state-space model 66 669 to capture this process of error-based learning. Here, the internal state of an individual x, changes from 670 trials n to n+1 due to learning and forgetting. 671 Forgetting is controlled by the retention factor a. The rate of learning is controlled by the error 673 sensitivity b. We describe modulation of error sensitivity in a later section. Learning and forgetting are 674 stochastic processes affected by internal state noise  x : a normal random variable with zero-mean and 675 standard deviation of  x .
676
While we cannot directly measure the internal state of an individual, we can measure their 677 movements. The internal state x leads to a movement y according to: 678
The desired movement is affected by execution noise, represented by  y : a normal random variable 680 with zero-mean and standard deviation of  y .
19
To complete the state-space model in Eqs. 3 and 4, we must operationalize the value of an 682 error, e. In sensorimotor adaptation, movement errors are determined both by motor output of the 683 participant (y) and the size of the external perturbation (r): 684
In our studies, the perturbation took the form of either a visuomotor rotation or a velocity-dependent 686 force field. Eq. 6 clearly demonstrates why perturbation variance influences error variance. 687 688
Asymptotic properties of learning 689
State-space models of learning predict that performance can saturate despite presence of residual 690 errors. This saturation is caused by a steady state condition where the amount of learning from error is 691 exactly counterbalanced by the amount of forgetting (Fig. 3A) . The steady state can be derived from Eqs. The formula for steady-state adaptation (yss) shows that one's learning extent depends on 3 factors: (1) 695 error sensitivity b, (2) retention factor a, and (3) the mean of the perturbation r . If there is no 696
forgetting (a = 1), an individual will adapt completely to the mean of the perturbation. However, if 697 retention is incomplete (a < 1), the steady state behavior (yss) will always fall short of the mean of the 698 perturbation, resulting in residual errors. 699
Eq. 7 is important for three reasons. (1) It demonstrates why the total extent of learning varies 700 with a change in forgetting rate (Fig. 3B). (2) It demonstrates why the total extent of learning varies with 701 a change in error sensitivity (Fig. 3C). (3) It demonstrates that the total amount of learning does not 702 directly depend on variability in the perturbation, only the mean of the perturbation (Fig. 3A) . 703 704
Calculation of the retention factor 705
To determine if differences in learning extent were caused by a change in the rate of forgetting, we 706 estimated the retention factor (a) of each participant. To do this, we quantified how behavior decayed 707 during the error-free periods that terminated Experiments 1, 2, 4, and 5 ( Figs. 1-3 ). During these error-708 free periods, trial errors were either hidden (no feedback condition in visuomotor rotation experiments) 709 or fixed to zero (channel trials in the force field adaptation experiment). In the absence of error (e=0), 710
our state-space model simplifies to exponential decay (omitting noise terms): 711
Eq. 8 relates the motor output (y) on trial n of the error-free period to the initial motor behavior 713 measured at the end of the adaptation period, ( ) m y . The term nm − represents the number of trials 714 that elapsed from the start of the error-free period until the current trial n. 715
For visuomotor rotation experiments, we estimated the retention factor separately for each 716 target by fitting Eq. 8 to subject behavior in the least-squares sense. We report the mean retention 717 factor in Fig. 3E . For force field adaptation, we estimated a single retention factor, by first averaging the 718 adaptation index across the 4 targets in each epoch, and then fitting Eq. 8 to the epoch-by-epoch 719 behavior in the least-squares sense. In Fig. 3E , we converted this epoch-based retention factor to a trial-720 20 based retention factor by raising the epoch-based retention factor to the power of 1/4 (an epoch of 4  721 trials has 4 trial-by-trial decay events). 722 723
Calculation of error sensitivity 724
Using Eq. 8, we found that changes in learning saturation were not caused by modulation of forgetting 725
rates. Next, we determined how variability impacted error sensitivity (b), using its empirical definition: 726 Eq. 9 determines the sensitivity to an error experienced on trial n1 when the participant visited a 728 particular target T. This error sensitivity is equal to the change in behavior between two consecutive 729 visits to target T, on trials n1 and n2 (i.e., there are no intervening trials where target T was visited) 730
divided by the error that had been experienced on trial n1. In the numerator, we account for decay in 731 the behavior by multiplying the behavior on trial n1 by a decay factor that accounted for the number of 732
intervening trials between trials n1 and n2. For each target, we used the specific retention factor 733 estimated for that target with Eq. 8. 734
We used Eq. 9 to calculate error sensitivity for all of our visuomotor rotation experiments. When 735
reporting error sensitivity, we averaged across the four targets (Figs. 3F, 4A, 5C, 5D, and 5E). In some 736 cases (Fig. 3F) we collapsed trial-by-trial measurements of error sensitivity across all trials and all errors. 737
In other cases, we calculated the change in error sensitivity over different periods of training. For Fig.  738 5D, we measured the change in sensitivity from the beginning (epochs 1-15) to the end (epochs 40-59) 739
of the perturbation block in Exp. 1. For this, we calculated two error sensitivities, one for errors less than 740 20° and the other for errors greater than 20°. To remove outliers, we identified error sensitivity 741 estimates that deviated from the population median by over two median absolute deviations. We used 742 a similar process for our analysis of Exp. 4 in Fig. 5E . Here we had three periods of interest, the start of 743 adaptation (epochs 1-3), the end of the zero-variance period (epochs 78-80), and the end of the high 744 variance period (epochs 157-159). Our second to last method for analyzing error sensitivity is shown in 745 Fig. 4A . Here, we calculated sensitivity to errors of specific sizes. For this, we separated trial pairs into 746 bins that depended on error size: 5°-10°, 10°-15°, 15°-20°, 20°-25°, and 25°-30°. For each subject-error 747 bin pair, we required there to be at least 10 measurements. We did not consider errors smaller than 5° 748 because the empirical estimator in Eq. 9 becomes unstable for small error sizes. Our final method of 749 analyzing error sensitivity is shown in Fig. 5C . Here we calculated error sensitivity both as a function of 750 error size and also trial number. These measurements are particular noisy because on any given trial, 751
only a subset of participants experienced errors of a given size. Therefore, to reduce this noise, we 752 calculated error sensitivity within bins of consecutive trials. For the zero-variance perturbation we 753 generally included 5 epochs (20 trials) in each bin. For the high variance perturbation (Fig. 5C middle) we 754 included 10 epochs in each bin. 755
For force field adaptation, we could not empirically estimate error sensitivity, as this approach 756 requires the measurement of forces directly before and after the experience of an error. However, in 757 reality, forces are measured only on infrequent channel trials, making such an empirical calculation 758 impossible. For this reason, we used a model-based approach to measure error sensitivity (Fig. 3F, Exp.  759 2). We fit our state-space model Eqs. 4-6 to single subject data in the least-squares sense, over the last 5 760 channel trial epochs of the adaptation period. To do this, we needed to describe four states of learning 761
(one for each target). We describe multitarget state-space models in more detail in an earlier work 66 . As 762 a brief summary, we modeled our multitarget experiment by applying Eqs. 4-6 separately for each 763 target. On any given trial, the state corresponding to the relevant target learned from the error on that 764 trial. The other three states exhibited only decay on that trial. We described the perturbation r in terms 765 of the force field magnitude on that trial (14 N-s/m was considered a perturbation of unit 1 in the 766 model). Using this framework, we found the error sensitivity that minimized the squared difference 767 between our model simulation and participant behavior. 768 769
Memory of errors model 770
Using Eq. 9, we found that the capacity for learning changed in the different perturbation environments 771 due to a modulation in error sensitivity (Fig. 3F) . Curiously, error sensitivity differed for errors of certain 772 sizes, not for all errors (Fig. 4A ). To account for these findings, we used a memory of errors model that 773
was recently proposed by Herzfeld and colleagues 26 . 774 This model uses a simple normative framework. When the errors on trial n and trial n+1 have 775 the same sign (a consistent error), this signals that the brain under-corrected for the first error ( Fig. 4B ).
776
Therefore, the brain should increase its sensitivity to the initial error. On the other hand, when the 777 errors on trials n and n+1 have opposite signs (an inconsistent error), this signals that the brain over-778
corrected for the first error. Therefore, the brain should decrease its sensitivity to the initial error. These 779 rules are encapsulated by Eq. 2. Note that unlike the original memory of errors model, here, we allow 780 for decay in error sensitivity over time through the decay factor . 781
In our simulations, we applied Eq. 2 to errors of different sizes. We divided up the error space 782 into 5° error bins. We assumed that all errors in that bin shared the same error sensitivity (Fig. 5B ), but 783 sensitivity could differ across bins. 784 785
Simulation of the memory of errors model 786
In Fig. 5 , we asked if our memory of errors model (Eq. 2) would accurately predict the behavior of our 787 subject population. To answer this question, we first fit the free parameters in Eq. 2 to our data ( Fig. 5A ), 788
and then used the fully specified model to simulate error sensitivity patterns (Fig. 5B ). These free 789 parameters included two terms: and in Eq. 2. 790
We fit these two model parameters to the mean behavior in Experiments 3 and 4, in the least-791 squares sense. We focused on Experiments 3 and 4, as these experiments included the longest training 792 periods, and therefore produced reliable steady-state adaptation limits. We fit the model to the 793 combined behavior of the zero-variance group in Experiment 3 (Fig. 5A, left) , the high variance group in 794 Experiment 3 (Fig. 5A, middle) , and the zero-to-high variance group in Experiment 4 (Fig. 5A, right) . In 795 this way, we identified a single parameter set that minimized the sum of squared errors across all three 796 groups. The error we considered was the difference between mean subject reaching angles and the 797 mean reaching angle predicted through simulation of our model. By model, we are referring to the 798 reaching angle predicted by our state-space model (Eqs. 4 and 5) that used an error sensitivity that 799 started at 10% (chosen to match the initial error sensitivity empirically measured in subject behavior; 800 see curves in Fig. 5C ) and then varied according to a memory of errors (Eq. 2). Our model assumed that 801 error sensitivity was common to errors within bins of 5° but could vary across bins (as in Fig. 4A ). We 802 22 spaced these bins from -45 to 45°. For our simulations, we used a retention factor of = 0.9736 (the 803 mean retention factor measured in the error-free period in Experiment 1). 804
Due to variability in the process of learning, moving, and the high variance perturbation, the 805 output of our model was stochastic. Therefore, to obtain the model prediction for a given set of free 806 parameters, we calculated the mean output of the model over 10,000 simulations. For each simulation, 807
we resampled the trial-to-trial variations in the high variance perturbation. We also resampled trial-to-808 trial variations in the state of the learner ( in Eq. 4) and the motor output ( in Eq. 5). For these 809 simulations, we set (Eq. 4) and (Eq. 5) both equal to 2°. We chose this variability level by 810
calculating the standard deviation of the last 100 reaching angles in the zero-variance group of 811 Experiment 3 (median standard deviation was 4.1°, and we divided this up evenly for state noise and 812 motor noise to arrive at our 2° estimate). 813
To identify the optimal parameter set we first attempted to use fmincon in MATLAB R2019a. We 814 found however, that fmincon yielded different parameter estimates with each change to the algorithm's 815 initial conditions. Therefore, to confirm that we identified a global, rather than a local minimum, in the 816 squared-error cost function, we performed a secondary grid search in the proximity of the parameter 817 sets identified by fmincon. For this grid search, we tested all 2,601 pairwise combinations of and , 818
where was varied from 0.95 to 1 in increments of 0.001, and was varied from 0.03 to 0.08 in 819 increments of 0.001. This grid search identified an optimal parameter set of = 0.987 and = 0.042. 820
We used this parameter set for our simulations in Figs. 5B-E. In Fig. 5A , we simulated our model 821 a total of 100,000. In Figs. 5C-5E we combined our model parameters with the actual error sequences 822 experienced by individual participants. In Fig. 5B , we tracked subject errors in each 5° bin, and used Eq. 2 823
to predict if error sensitivity should increase or decrease from one trial to the next. For the left and 824 middle insets, we combined subjects across Experiments 1 and 3. However, Experiment 1 ended at 825 epoch 60, so after this point, only subjects in Experiment 3 are represented (hence the change in the 826 size of the error bars after the vertical black line in the left and middle insets in Fig. 5B ). To transition 827 between epoch 60 and 61, and maintain continuity in our predictions, we used a bootstrapping 828 approach. For each bootstrap, we sampled the initial error sensitivity on epoch 61 in each error bin from 829 a normal distribution with a mean and variance that were determined from the model predictions on 830 epoch 60. With that particular set of error sensitivities, we simulated the response from epochs 61 to 831 160 for subjects in Experiment 3. We repeated this procedure a total of 1,000 times, each time 832
resampling the initial error sensitivity on epoch 61. 833 Finally, to obtain the model predictions in Figs. 5D and 5E , we used the error sensitivity 834 timecourses depicted in Fig. 5B . In Fig. 5D , we focused on participants in Experiment 1, where we 835
included an error-free period, thus permitting robust measurement of error sensitivity and forgetting 836 rates. In all cases, we measured the differences in error sensitivity for small (between 5° and 20°) and 837 large (between 20° and 30°) errors from the start (epoch 1) to the last epoch (epoch 60) , predicted by 838
the memory of errors model (Fig. 5C ). We used a similar method in Fig. 5E , only for Experiment 4. Here 839
we measured the change in error sensitivity for all errors (5° to 30°) over three separate periods. From 840 the beginning of the zero-variance period to the end of the zero-variance period (Fig. 5E , change from 1 841 to 80), from the end of the zero-variance period to the end of the high variance period (Fig. 5E, change  842 from 80 to 160), and from the beginning to the end of the experiment (Fig. 5E, change from 1 to 160 To test Possibility 1, we measured the retention during error-free periods at the end of 891 Experiments 1 (Exp. 1), 2 (Exp. 2), and 4 (Exp. 5). We normalized reach angle to the first trial in the no-feedback 892 period. Decay rates did not differ between the low and high variance groups. Each point on the x-axis is a cycle of 4 893 trials. E. We measured the retention factor during error-free periods in each experiment. We found no difference 894 in retention for the zero-variance and high variance groups. F. To test Possibility 2, we measured sensitivity to 895 error in each experiment. Error sensitivity was greater for the zero-variance perturbation in every experiment. 
