Abstract. The tame kernel of the K 2 of a number field F is the kernel of some explicit map K 2 F → k * v , where the product runs over all finite primes v of F and kv is the residue class field at v. When S is a set of primes of F , containing the infinite ones, we can consider the S-unit group U S of F . Then U S ⊗ U S has a natural image in K 2 F . The tame kernel is contained in this image if S contains all finite primes of F up to some bound. This is a theorem due to Bass and Tate. An explicit bound for imaginary quadratic fields was given by Browkin. In this article we give a bound, valid for any number field, that is smaller than Browkin's bound in the imaginary quadratic case and has better asymptotics. A simplified version of this bound says that we only have to include in S all primes with norm up to 4|∆| 3/2 , where ∆ is the discriminant of F . Using this bound, one can find explicit generators for the tame kernel, and a "long enough" search would also yield all relations. Unfortunately, we have no explicit formula to describe what "long enough" means. However, using theorems from Keune, we can show that the tame kernel is computable.
Introduction and statement of the main theorem
The explicit determination of the tame kernel of a number field is similar to the determination of class groups. As a consequence of a suitable Minkowski bound, the computations are restricted to a finite set of primes with small norms. Using these primes, one searches for relations until finally one can prove, or at least conjecture, that the found generators and relations yield the whole group. It is useful to have a small upper bound on the norm of the primes used.
In order to make the above discussion more explicit, we give some definitions. Let F be a number field with ring of integers O and discriminant ∆. We define the group K 2 F as
All tensor products in this article are taken over Z. The class belonging to a ⊗ b is written as {a, b} and the group operation is written multiplicatively. There is a more general definition of the K 2 of a ring, as a group of nonobvious matrix relations, but we do not need it here. It can be found in [12] . We will often refer to valuations as primes. The tame kernel is defined as the kernel of the map (t v ) v<∞ :
Using the more general definition of the K 2 , one can show that the tame kernel is equal to K 2 O (see [13, §5, corollary to Theorem 5] ). It is a finite group (see [6] ) and when we talk about determining it explicitly, we mean giving a finite number of generators and relations for the group. The determination of the tame kernel is made manageable with the use of a filtration of K 2 F . For any set S of primes of F that contains the set S ∞ of infinite primes, we define U S as the group of S-units of F , i.e., U S = { x ∈ Here, the norm N v denotes the order #k v of the residue class field. Now we can define
In K 2 F , we have {−a, a} = 1 for all a ∈ F * . For a = 1 we see this from the computation {−a, a} = {−a, a}{1 − a 
2 O is computable as a function of m and F , meaning that there is an algorithm that, given m and F in some explicit way, computes the group in a finite number of steps. Furthermore, when m is large enough, the group K (m) 2 O is equal to the tame kernel. We can now state a simplified version of the main theorem of this article.
Theorem 1. For every number field F , there are constants
induced by the maps t v is an isomorphism. The direct sum is taken over all finite primes with norm equal to m. [1] . Careful inspection of their arguments led to explicit bounds, and for imaginary quadratic number fields the best bound so far was given by Browkin [2] . He proves that we can take c F = 2 6 π −10/3 |∆| This theorem is a combination of Theorem 19 and Theorem 20 from Section 8. Basically, we take an m > c F that is large enough such that the kernel of the map
Then the tame kernel is a quotient of this kernel, which gives a bound on the order of the tame kernel and allows us to use Keune's theorems.
The first calculations of tame kernels were done by Tate, who computed the tame kernels for the six imaginary quadratic fields with |∆| ≤ 15 in the appendix of [1] . Recent, but currently unpublished, calculations using the bound in this article are done by K. Belabas and H. Gangl. They have independently been using Keune's theorems to prove correctness of their results. Some of their results are stated in the appendix of [2] .
While proving the main theorem, we need to find "small" generators of S-unit groups. In Section 5, we prove the following theorem. 
Remark. By saying the tame kernel K 2 O is computable as a function of F , we mean that the function that sends a number field F to the tame kernel K 2 O is computable. More generally, we say f (x) is computable as a function of x, when we actually mean that f is computable. Furthermore, our statements about computability depend on how the input of the function is represented. We feel it is not necessary to be very precise about this, because any noncontrived representation usually works well. For instance, a natural number can be represented as a finite bit-string, giving the binary representation. A number field is represented by a generating element and this element itself is represented by a fundamental polynomial with coefficients in Z.
For the representation of other objects, we refer to [4] , particularly Chapter 4. In [4] one can also find algorithms to compute the maximal order and the class group of a number field.
Notation and outline of the article
This section is mainly concerned with setting the notation and explaining the strategy we use to prove the main theorem. At the end of this section, we give an outline of the remainder of the article. The setting is the same as in the introduction: we have a number field F with ring of integers O and discriminant ∆. Let n = r + 2s be the degree of F , where r is the number of real primes and s is the number of complex primes. In the introduction we constructed groups K (m) which gave a filtration of K 2 F . Here, we will make the filtration even finer. Let v 1 , v 2 , v 3 , . . . be an ordering of all the finite primes with nondecreasing norms. Let v be a finite prime. Then there is an index j with v j = v. We define the sets S = S ∞ ∪ {v 1 , v 2 , . . . , v j−1 } and S = S ∪ {v} and we write
Hence, S, S , U , U , K, K depend on v and on the numbering of the primes, although this is not visible in the notation. We will prove that under certain conditions on the norm of v, the map K / im K → k * v is an isomorphism and we deduce the main theorem from that.
It is crucial for the remainder of this article that the sequence
is exact. It is, however, not true in general that the valuation map is surjective when the norm of v is very small.
and let ρ = ρ n be the packing density of an n-dimensional sphere. Then the valua-
Before we give the proof, we want to give some definitions and explain the constant ρ. First we explain packing densities. Let K 0 be a measurable, bounded subset of R n with nonempty interior. A packing of K 0 in R n is a collection K of translates of K 0 such that the interiors do not meet pairwise. Let C r (for r ∈ R >0 ) be the hypercube in R n consisting of points with each of the coordinates in absolute value at most r. Then we define the density of K as
where "vol" is the volume given by the Lebesgue measure on R n . Intuitively, ρ + (K) is the proportion of the entire space covered by the union of the elements in K. The packing density of K 0 is defined as
where the supremum is taken over all packings K of K 0 . In the case K 0 is an n-dimensional sphere, we have
Asymptotically stronger is the Kabatiansky-Levenshtein bound, which says
For references and more information about packings, we refer to Rogers [14] and Conway and Sloane [5] .
Proof. This is a trivial adaptation from [10, V.3, Theorem 3].
The R-vector space we will be working in is F R = F ⊗ R. The additive group of F R is naturally equivalent to its own character group by sending x ∈ F R to the character y → e −2πi Tr(xy) , where Tr denotes the trace from F R to R. Using this equivalence, we let the measure on F R be the self-dual measure. This means we take the measure dx such that we have
2πi Tr(xy) dx is also continuous and in L 1 F R (see [15] ). Consequently, the determinant of O is equal to |∆| 1/2 . In order to apply Minkowski, we need a supply of closed, convex, symmetric sets. We will mainly use balls, cubes and diamonds. We define these shapes in terms of three corresponding metrics. Write F R as the product
An element x ∈ F R has coordinates x v ∈ F v . Each factor in the product has an absolute value | · | v by embedding F v into C. For t ∈ R >0 , we define balls:
The basic properties that we use of these sets are listed in the lemma below.
Lemma 6. Let d be defined as in Lemma 4 and defined
. When x is an element of F , we write N (x) for the absolute value of the norm of x to Q.
The volumes of B dt and Cd t are given by
For t, t ∈ R >0 , we have
Remarks and proof. The volume of an n-dimensional sphere with radius 1 in R n is π n/2 Γ(n/2 + 1) .
We have Γ(1/2) = √ π and Γ satisfies the functional relation Γ(x) = (x− 1)Γ(x− 1). The measure on F R induced by · 2 and the canonical measure on F R we use to calculate volumes differ by the factor n n/2 . From this, the formula for the volume of B dt follows.
The statement that norms of elements in B t , C t and D t are bounded by t is an easy application of the inequality of the means. By B t B t we mean the set { xy : x ∈ B t , y ∈ B t } and B t B t ⊂ D tt follows from the Cauchy-Schwarz inequality.
We are now ready to prove Lemma 4.
Proof of Lemma 4. Let d and ρ be defined as in the lemma. We have
Hence, by Minkowski there is a nonzero point in O ∩B dρ . The norm of this element is at least 1 because it is in O, and it is at most dρ because it is in B dρ . Hence, dρ is at least 1. Now let p = p v be the prime ideal corresponding to v and set t = dρN v. We have vol B t = 2 n ρ|∆| 1/2 N v = 2 n ρ det(p) and therefore there exists a nonzero point π in p ∩ B t , for which we clearly have
2 . Hence, we have v(π) = 1 and π ∈ U , which proves the surjectivity of the valuation map.
We adopt the notation for d and ρ from the lemma and we will make the following assumption:
With this assumption, the set
is not empty. Let π be any element from Π and consider the map
By abuse of notation, {u, π} denotes both an element in K and in the quotient.
Lemma 7. The map U → K / im K does not depend on the choice of π ∈ Π. The map is surjective and the kernel contains U ∩ (1 + Π).
Proof. For any π ∈ Π we can write π = u π for some u ∈ U and we have
Hence, the map does not depend on π. To see that the map is surjective, first notice that K / im K is certainly generated by elements of the form {u, π}, {π, u}, {π, π}, for u ∈ U . It follows from the definitions that { · , · } is anti-symmetric: for all a, b ∈ U , we have 
where by U ∩(1 + Π) we mean the subgroup of U generated by the elements in the set U ∩ (1 + Π) . By the previous lemma we have a well-defined and commutative triangle
and we see that if ∂ is an isomorphism, all maps are isomorphisms. This allows us to divert all attention to the map ∂ and to forget about K-theory, tame kernels, symbols and even the newly defined K and K. We shall prove that ∂ is an isomorphism if N v exceeds a constant depending on F . How large we want N v to be gradually becomes clear. At several points in the argument we need a lower bound on N v, and we keep track of these bounds by means of boxed assumptions, an example being Assumption 1 above.
In Section 3, we define a set-theoretical map γ : k * v → U/ U ∩ (1 + Π) for which ∂ • γ is the identity. In Sections 4 and 6 we show that γ • ∂ is the identity on a set of generators for U/ U ∩ (1 + Π) . In the course of doing that we find a set of small generators for the group U 0 = { x ∈ U : v (x) = 0 for all v with N v > d} in Section 5. In Section 7 we prove that γ is a homomorphism. The definition of γ together with the proofs that γ • ∂ is the identity on a set of generators and that γ is a homomorphism all rely on assumptions on the norm of v. Combining these assumptions, we have proved that K / im K → k * v is an isomorphism. In Section 8, we formulate this as a theorem and deduce the main theorem from it. We also discuss the results for quadratic fields and give asymptotic results.
A candidate inverse map
In this section, we give a candidate inverse map γ for ∂. In order to define the map, we will make a stronger assumption on the norm of v.
In Section 6, we will use balls that are somewhat stretched in one direction and squeezed in another direction. We want the following lemma to be applicable in that situation too, so we need some notation for these stretched and squeezed balls. Let X be the set
The set X is a group under pointwise multiplication. By ξA for A ⊂ F R and ξ ∈ X we mean the set ξA = { (ξ w a w ) w∈S∞ : a ∈ A }.
Multiplication with ξ preserves volumes of measurable sets and norms of elements. Hence, the norm of an element of ξB t or ξC t is still at most t.
Apart from these squeezed balls we also use cross products of balls. The following lemma relates the packing density of products of balls to the packing densities of balls. For a proof, see [7] . 
Lemma 8 (Hlawka
The elements x and y have norm smaller than N v and therefore they are either 0 or in U . As at least one of them is nonzero, the relationx = uȳ tells us that the other element is also nonzero. Hence, they are both in U and we have ∂(x/y) = u. 2 , we see that t = ρ 1/2 d(N v) 1/2 satisfies the premises of Lemma 9 and hence the map ∂ is surjective. We need N v a little bigger in order to ensure that choosing a "random section" gives a well-defined map.
Whenever we have N v > ρd

Proposition 10. Suppose t, t ∈ R >0 satisfy the inequality 2
n tt < (N v) 2 and let ξ and ξ be elements of X. Assume
are elements with ∂(x/y) = ∂(x /y ). Then x/y and x /y have the same image in U/ U ∩ (1 + Π) .
Proof. It is certainly sufficient to prove that xy and x y have the same image in U/ U ∩ (1 + Π) . By Lemma 6, we know that xy and x y are in ξξ D tt and we have xy − x y ∈ ξξ D 2 n tt . Write π = xy − x y. It is clear that the valuation of π is at least 1. As we have N (π) ≤ 2 n tt < (N v) 2 , we see that π is either 0 or in Π. When π is 0, the elements x/y and x /y are equal in U and therefore also in U/ U ∩ (1 + Π) . When π is in Π, we just write xy x y = 1 + π x y ∈ 1 + Π and we are done.
The existence of a t that satisfies both the requirements in Lemma 9 and the inequality 2 n t 2 < (N v) 2 from Proposition 10 is assured by Assumption 2:
We use this assumption in the definition of γ.
Definition of γ.
We define a map
We can find x, y ∈ B t ∩ U ∩ O with ∂(x/y) = u by Lemma 9. We define
By Proposition 10 and Assumption 2, the map γ is well defined.
It is clear that ∂ • γ is the identity on k * v . In order to prove that γ • ∂ is the identity on U/ U ∩ (1 + Π) we shall use more assumptions.
γ • ∂ on a set of generators (part 1)
Recall that S is the set of primes of F such that U = U S . Let v be a finite prime in S with
Using Minkowski, we see that there exists a nonzero element
Now π p is an integral ideal and we have
Therefore, the prime ideal factorization of (π ) is p −1 times prime ideals of norm smaller than N v . In particular, we have v (π ) = −1 and π ∈ U . Let π be the image of π in U/ U ∩ (1 + Π) . We prove that γ • ∂ is the identity on π . This means that the norm of π y − x is bounded by 2 n t = 2 n ρ 1/2 d(N v) 1/2 . We want this to be smaller than N v, so we need another assumption:
Now we can conclude
If π y − x is nonzero, this tells us that π y − x is in Π. Then we have π /(x/y) = π y/x ∈ 1 + Π, which proves (γ • ∂)(π ) = x/y = π . Let U 0 be the group
Then U is generated by the set {all π for all finite v ∈ S with N v >d } ∪ U 0 .
In the next section we find a set of generators for U 0 and in Section 6 we show that γ • ∂ is the identity on the image of this set in U/ U ∩ (1 + Π) .
Finding good generators for U 0
Finding "good" generators for U 0 is almost completely worked out in Section 6 of an article by Lenstra [11] . However, we do have to refer to one of the proofs in this article. While we are at it, we give a refinement of Theorem 6.2 in [11] .
Let T be any finite set of primes from F , containing S ∞ and all finite primes with norm at mostd. Write m T = max({1} ∪ { N v : v ∈ T − S ∞ }). According to the proof of Theorem 6.2 in [11] , the group U T (which is written there as K S ) is generated by the set
Although we will not use it, it does not take too much effort to state and prove the next theorem, which is a nice improvement of Theorem 6.2 in [11] . Apart from formulation this is identical to Theorem 3.
Theorem 11. The group U T is generated by the set
Proof. Let a and b be as in ( * ). Write
Then by Minkowski, there is a nonzero b ∈ b with
Because b is in the integral ideal b and the norm of b is at mostd, we have
We use these elements as generators instead of a. This finishes the proof of the theorem.
If we let T be the set {finite v : N v ≤d } ∪ S ∞ , we have U 0 = U T . The generators we use for U 0 are the ones given in ( * ).
γ • ∂ on a set of generators (part 2)
By Minkowski, the set Cd contains a nonzero element of O and this implies that d is at least 1. Hence, in our case we can bound m T byd. Let b ⊂ O be an ideal with N b ≤d and let a ∈ b −1 be an element with w max{1, |a w | nw w } ≤d 2 /N b. We prove that γ • ∂ is the identity on the image a of a in U/ U ∩ (1 + Π) and we can conclude that γ • ∂ is the identity on the image of a set of generators of
Now is the time we are going to use the ξ's mentioned in Lemma 9 and Proposition 10. Let ξ ∈ X be the element such that for w ∈ S ∞ we have
We have chosen ξ in such a way that a is an element of
and let x, y ∈ ξB t ∩ U ∩ O be elements with ∂(x/y) = ∂(a) as in Lemma 9. As usual, we want to prove that ay/x is in {1} ∪ (1 + Π). It would be
2 . Indeed, in this case π = ay − x is either 0 or in Π and in the latter case we can write ay/x = 1 + π/x ∈ 1 + Π.
Clearly, we have
. For this to be smaller than (N v) 2 , we need Assumption 4:
When is γ a homomorphism?
Now that we know that γ • ∂ is the identity on a set of generators-at least, under Assumptions 3 and 4-and ∂ • γ is the identity everywhere, it suffices to prove that γ is a homomorphism. The following lemma is inspired by [1, II.3.2.c].
Proof. This is almost completely identical to Lemma 9. Let u and u be elements from k * v and let L be the kernel of the map
The determinant of L is equal to |∆| 3/2 (N v) 2 . The packing density of the cross product of three spheres, each of dimension n, is at most ρ. Therefore, there is a nonzero element in (x, y, z) in (B t × B t × B t ) ∩ L. The details can easily be adapted from the proof of Lemma 9.
The existence of a t as in Lemma 12 is assured by Assumption 5:
For the next proposition, we also use 
Assumption 6 is chosen precisely to make sure that we have
Hence by Proposition 10, we have γ(u) = x/z and γ(u ) = y/z in U/ U ∩ (1 + Π) .
We want xx and yz to have the same image in U/ U ∩ (1 + Π) . As usual, this follows from the fact that xx − yz is in D 2 n tt and hence, the norm is smaller than (N v) 2 .
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Remark. For specific calculations, the bounds can probably be improved, by not considering all u ∈ k * v in Proposition 13, but only generators for k * v . For many v's, the group k * v is generated by the images of elements in small balls. To use this, it is probably necessary to use a different ordering on the primes-not necessarily with nondecreasing norms-where the v's with "large" generators appear later in the ordering.
Discussion
For the main theorem of this article, we only have to reap what we have sowed. Under Assumptions 1 to 6, the map γ is the inverse map of ∂ and as we explained in Section 2, it follows that
and for easy reference, we recall the definitions
Furthermore, ρ is the packing density of an n-dimensional sphere. 
wi is an isomorphism and we use this to show that
wi is an isomorphism. Consider the diagram below: It follows that log(2 4n c 6 ) is at most n(7 log 2 − 3 log π − 3) + 3 log π + 1/3 + 3 log n. A numerical approximation shows that for n = 3 this is smaller than log(4 2 ) and that the derivative is smaller than 0 for n ≥ 3.
If we specialize to the quadratic case, we have n = 2, s ≤ 1, ρ = π/ √ 12. We get the following corollary. The following theorem gives the asymptotic results.
Theorem 23. There are constants c n and a n such that for every number field F of degree n with discriminant ∆, we have c F < c n |∆| 3/2 whenever we have |∆| ≥ a n . We can take c n < (2 −0.599 2 3/2 e −3/2 π −3/2 ) n+o(n) < 0.0749 n+o(n) and a n < (2 −1 2 0.599·4/3 π 7/3 e 7/3 ) n+o(n) < 129.65 n+o(n) for n → ∞.
Proof. First of all, the magic "0.599" comes from the Kabatiansky and Levenshtein bound on packing densities of the sphere. They proved that the packing density of an n-dimensional sphere is at most 2 −0.599n+o(n) . This is described in [5, Chapter 9 ]. An application of Stirling's formula on the bounds in Theorem 14 yields the formulas above.
