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Résumé
Représenter la sémantique d’un mot est un défi ma-
jeur pour pouvoir traiter automatiquement le langage.
Jusqu’à présent, une grande partie des méthodes déter-
minent le sens d’un mot via ses contextes dans un cor-
pus de texte. Plus récemment, certains auteurs se sont
intéressés à l’apparence visuelle d’un objet pour amé-
liorer la représentation sémantique du mot correspon-
dant. Cependant, ces travaux ignorent l’environnement
et le contexte visuel dans lequel l’objet apparaît. Dans
cet article, nous proposons d’apprendre la représenta-
tion des mots en bénéficiant de la complémentarité des
modalités texte et image par la prise en compte simul-
tanée des contextes textuels et visuels des mots. Nous
explorons plusieurs choix de modélisation de contexte
visuel, et présentons une méthode jointe qui intègre le
contexte visuel dans un modèle skip-gram multimodal.
Enfin, l’apport de ces représentations dans des tâches
d’analyse sémantiques est évaluée sur plusieurs jeux de
données. Cet article est une traduction de [ZPSG18].
1 Introduction
La prise en compte de la sémantique d’un contenu
linguistique est nécessaire pour aborder de nombreuses
tâches, telles que la traduction automatique [BCB15],
l’analyse de sentiments [MDP+11] ou encore le résumé
de texte [RCW15]. La plupart des méthodes émer-
gentes qui modélisent la sémantique reposent sur l’ap-
prentissage de représentations de mots à partir de Mo-
dèles de Sémantique Distributionnels (MSD). Ceux-
ci permettent de produire des représentations vecto-
rielles pour les mots en fonction de leurs co-occurrences
dans des corpus de textes. Ces modèles reposent sur
l’hypothèse distributionnelle qui stipule que “les mots
qui apparaissent dans des contextes similaires doivent
avoir des sens similaires” [Har54].
Afin d’améliorer la qualité des représentations de
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Figure 1 – Aperçu de notre approche et des Questions
de Recherche (QR) sous-jacentes : QR1 concerne l’uti-
lisation de contextes pour la partie visuelle du modèle,
QR2 l’intégration de la partie visuelle avec la partie
textuelle, et QR3 l’évaluation des représentations.
mots, plusieurs éléments indiquent qu’il est essentiel
de prendre en compte de l’information multimodale.
En effet, il existe un biais linguistique entre ce qui est
dit dans du texte et ce qui apparaît dans les images
[GV13]. De plus, des études psychologiques ont mon-
tré que le sens des mots est ancré dans la perception
[GK02, Bar08]. Ces observations soulignent les rôles
complémentaires joués par l’image et le texte, et offrent
de nouvelles perspectives pour des tâches de traite-
ment automatique du langage, en complétant les infor-
mations textuelles par des informations visuelles. En
outre, les avancées récentes et significatives en vision
par ordinateur offrent des outils efficaces pour l’extrac-
tion d’information sémantique à partir d’images.
Dans ce contexte, des modèles multimodaux ont été
proposés pour améliorer les représentations de mots en
utilisant des techniques de fusion jointe [HK14, LPB15]
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Figure 2 – Aperçu des différentes techniques de fusion : précoce, intermédiaire et tardive. Les rectangles aux
coins arrondis représentent les représentations de mots. Le vert est relié aux images, le bleu au texte et l’orange
au multimodal. “sim” est un exemple d’une tâche d’évaluation, ici similarité de mots.
ou séquentielle [KHKC14, BTB14]. Cependant, la plu-
part de ces travaux ignorent le contexte visuel des ob-
jets alors qu’il complète l’information sémantique pré-
sente dans les images. L’importance du contexte peut
être illustrée dans un exemple simple (Figure 1). À par-
tir d’une image d’une pomme sur un fond noir, on peut
voir sa couleur, sa texture et sa forme. À partir de son
contexte, par exemple si elle pousse sur un arbre, nous
pouvons déduire la taille relative des pommes par rap-
port aux feuilles des arbres, et que les pommes sont
des fruits qui poussent sur les arbres. S’il quelqu’un qui
mange la pomme, on peut en déduire que les pommes
sont comestibles et ainsi de suite. Cet exemple souligne
l’importance de l’environnement visuel d’un objet et in-
dique que son exploitation pourrait être bénéfique pour
estimer la sémantique du mot associé.
Dans ce travail, nous présentons un modèle multimo-
dal d’apprentissage de représentations de mots, en ex-
ploitant les contextes dans différentes modalités : texte
et image. Nous proposons une extension du skip-gram
où les représentations de mots sont apprises compte
tenu des contextes textuels et visuels. Notre contribu-
tion porte sur trois aspects principaux :
— La formalisation du contexte visuel ainsi que sa
modélisation à différents niveaux de granularité
(Section 3.1) ;
— Un modèle multimodal axé sur le contexte pour
apprendre conjointement des représentations à
partir de textes et d’images non alignés (Section
3.2) ;
— Une analyse approfondie des résultats obtenus
pour déterminer l’influence de la modalité vi-
suelle sur les représentations multimodales ap-
prises (sections 4 et 5).
2 Travaux connexes
2.1 Apprentissage de représentation de
mots à partir de textes.
Les Modèles de Sémantique Distributionnels (MSDs)
s’appuient implicitement ou explicitement sur la fac-
torisation d’une matrice de co-occurrence de termes
pour estimer les représentations de mots ; c’est le cas
de GloVe [PSM14] ou Word2Vec [MSC+13] sur lequel
nous nous basons. Dans ce dernier modèle, les mots
sont prédits compte tenu de leur contexte (modèle
CBOW - "Continuous Bag Of Word") ou réciproque-
ment (modèle Skip-Gram). Ces deux variantes de mo-
dèles ont pour objectif d’apprendre deux représenta-
tions pour un même mot (une pour le mot en tant
qu’entité, une en tant que contexte) ; les représenta-
tions d’entités et de contextes présentant des caracté-
ristiques complémentaires [NMCC16]. Plusieurs exten-
sions ont été proposées au modèle de Skip-Gram, les
plus proches de notre travail étant celles qui prennent
en compte de l’information supplémentaire fournie
par des graphes de connaissance [TGCL16, SCH17].
Comme dans notre approche, des données complémen-
taires au texte sont utilisées pour améliorer les re-
présentations de mots, cependant, nous utilisons des
images au lieu de bases de connaissance.
2.2 Apprentissage de représentation de
mots à partir de textes et d’images.
Des études récentes motivent la construction de re-
présentations de mots avec des données langagières et
perceptuelles telles que des images. Plus précisément,
chez les humains, des études psychologiques révèlent
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que la signification des mots est reliée aux actions et à
la perception sensorielle [GK02, Bar08]. De plus, Gor-
don et al. mettent en évidence la complémentarité du
langage et des images [GV13]. En particulier, ils ex-
hibent un biais texte-image qui montre que la fréquence
avec laquelle les entités et actions sont mentionnées
dans le langage ne correspond pas à leurs fréquences
dans le monde réel ; ce qui est commun est générale-
ment peu évoqué, ce qui est surprenant, et donc rare,
davantage décrit. Ce biais systématique par rapport
aux fréquences du monde réel motive l’exploitation
d’information visuelle pour apprendre la représenta-
tion de mots, conduisant ainsi à des approches mul-
timodales. Dans cet esprit, deux principales méthodes
ont été proposées : les méthodes séquentielles et jointes
(c.f. Figure 2).
Les méthodes séquentielles construisent séparément
des représentations visuelles et textuelles, puis les com-
binent en utilisant différentes techniques : la fusion in-
termédiaire ou la fusion tardive. A partir de représen-
tations apprises séparément dans chaque modalité, la
fusion intermédiaire consiste à les combiner pour for-
mer un vecteur multimodal (Figure 2 (b)) ; plusieurs
méthodes d’agrégation ont été considérées comme la
concaténation [KB14], la décomposition en valeurs sin-
gulières [BBBT12], l’analyse canonique de corrélations
[SL12], ou encore la projection inter-modale [CZM17].
Les techniques de fusion tardive (Figure 2 (c)) reposent
également sur des représentations indépendantes pour
chaque modalité. L’interaction multimodale des repré-
sentation est alors effectuée en aval de la tâche au tra-
vers, par exemple, d’une combinaison linéaire de scores
de similarité respectivement obtenus à partir de don-
nées textuelles et visuelles [BTB14]. Dans la plupart
des modèles séquentiels cités ci-dessus, les représenta-
tions textuelles sont des représentations pré-apprises
(e.g., Glove [PSM14] ou Word2Vec [MSC+13]) et les
représentations visuelles sont construites à partir de
l’agrégation (par exemple la moyenne) des activations
obtenues avec un réseau de neurones convolutifs pré-
appris sur des images.
Alors que les fusions intermédiaires et tardives ne
permettent pas de bénéficier durant l’apprentissage des
interactions potentielles entre les différentes modalités,
les modèles joints apprennent directement une repré-
sentation partagée à partir de données textuelles et
visuelles (Figure 2 (a)). Cette idée est proche de la
façon dont les humains apprennent le sens d’un mot,
ancré dans son environnement, comme observé dans
[GK02] et [Bar08]. Certains modèles joints nécessitent
du texte et des images alignés. Par exemple, [RS13]
utilisent une modélisation bayésienne basée sur l’hypo-
thèse que le texte et les images associées sont générés
en utilisant un ensemble partagé de sujets latents et
[KVMP16] ancrent les représentations de mots dans le
monde visuel en essayant de prédire la scène abstraite
associée à une phrase donnée. Notre modèle suit une
stratégie de fusion précoce, mais ne nécessite pas de
texte et d’images alignés.
Plus proche de notre travail, des extensions de
Word2Vec skip-gram ont été proposées. Par exemple,
[HK14] basent leur modèle sur l’hypothèse que la fré-
quence d’apparition d’un concept concret dans un texte
est corrélée avec la probabilité qu’un humain en fasse
l’expérience. Les représentations de mots concrets sont
entraînées à prédire les mots de contexte (comme dans
le modèle classique de skip-gram) et les caractéristiques
perceptuelles – des normes définies dans [MCSM05] qui
décrivent les objets comme un ensemble de caracté-
ristiques (couleur, usage, etc.). Ce travail a été com-
plété plus tard par [LPB15] dont la méthode est conçue
pour utiliser des images au lieu des normes qui sont
construites à la main. Ils contraignent les représenta-
tions de mot concrets à être proches de leur représenta-
tions visuelles pré-apprises. Notre travail exploite da-
vantage cette ligne de recherche, mais met l’accent sur
l’exploitation du contexte visuel, ce qui n’a jamais été
fait à notre connaissance.
2.3 Modélisation et utilisation de
contextes visuels.
Plusieurs des travaux présentés ci-dessus utilisent la
modalité visuelle pour contraindre la représentation
textuelle à être proche de la représentation visuelle
d’un objet. Une telle stratégie a deux inconvénients.
Premièrement, il y a une asymétrie dans la prise en
compte des modalités : le texte définit un contexte sé-
mantique pour chaque mot - les mots qui l’entourent
- tandis que les images sont utilisées pour avoir des
informations visuelles sur l’objet lui-même. Deuxième-
ment, l’information contenue dans le contexte dans le-
quel les objets apparaissent, complémentaire du texte,
n’est pas utilisé pour améliorer la représentation des
mots. [BUBS12] proposent une approche de fusion in-
termédiaire où une intégration visuelle est construite en
comptant le nombre de mots visuels dans les images.
Cette contribution est une première tentative pour ap-
pliquer l’hypothèse distributionnelle aux images dans
la mesure où les objets sémantiquement similaires ont
tendance à apparaître dans des environnements simi-
laires dans les images. Leurs expériences démontrent
que l’apparence du contexte (entourant les objets) est
plus informative pour la sémantique que l’apparence de
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l’objet lui-même. Cette observation est renforcée par
des expérimentations dans [RS13] qui propose un mo-
dèle d’allocation de Dirichlet latent, et [BTB14] qui uti-
lise une technique de comptage pour apprendre des re-
présentations de mots en tenant compte des contextes
textuels et visuels. Après avoir construit des matrices
de comptage de contexte pour le texte (nombre de co-
occurrences avec contextes) et les images (en utilisant
des représentations visuelles en sac de mots), ils effec-
tuent une réduction de rang sur la concaténation des
deux matrices. La fusion est considérée en second lieu,
au niveau des caractéristiques ou de l’évaluation. Par
rapport à notre travail, il n’y a pas d’apprentissage de
représentation pour les contextes. De plus, les travaux
ci-dessus utilisent des représentations d’images en sacs
de mots et ne proposent pas d’apprendre conjointement
des représentations à la fois visuelles et textuelles.
En plus de l’identification des entités dans leur
contexte, de l’information spatiale est présente si les
objets sont localisés dans l’image. [BTB14] propose
d’utiliser cette information spatiale intrinsèque comme
contexte en divisant l’image en boîtes 4x4 et en consi-
dérant les mots visuels séparément pour chaque région.
Plus récemment, [CM18] apprennent des représenta-
tions de mots qui intègrent du sens-commun spatial,
grâce à un modèle qui prédit la disposition spatiale
d’une image à partir des objets et relations connus.
Nous proposons d’utiliser la spatialité présente dans les
images pour apprendre des représentations de mots, ce
qui reste encore largement sous-exploré.
2.4 Hypothèse et questions de re-
cherche
Contrairement à d’autres travaux sur l’apprentissage
de représentations multimodales, nous proposons un
modèle joint, ne nécessitant pas de texte et d’image
alignés. Nous mettons l’accent sur l’exploitation du
contexte visuel, ce qui n’a jamais été fait à notre
connaissance. Dans ce travail, nous appelons entité un
mot qui correspond à un objet.
Nous postulons que l’exploitation du contexte vi-
suel peut améliorer la représentation apprise des mots.
Cette hypothèse nous amène à considérer des images
de scènes complexes, contenant de nombreux objets.
En effet, les images d’un seul objet donnent très peu
d’information sur sa taille, comment il peut interagir,
etc. Au contraire, une image est beaucoup plus infor-
mative si elle montre un objet dans son environnement,
interagissant ou non avec d’autres personnes ou objets.
En conséquence, nous abordons les Questions de Re-
cherche (QR) suivantes (illustrées dans la Figure 1) :
(QR1) Dans les images, que peut-on utiliser pour ap-
prendre des représentations sémantiques pour des ob-
jets ? En particulier, le contexte peut-il capter une par-
tie de la sémantique d’un mot / d’une entité ? (QR2)
Comment pouvons-nous fusionner des modules visuels
et textuels pour former un MSD multimodal ? (QR3)
Comment pouvons-nous évaluer la contribution de la
modalité visuelle dans les représentations de mots mul-
timodales ?
3 Apprentissage multimodal de
représentations de mots, guidé
par le contexte
Nous présentons ici un modèle multimodal exploi-
tant contextes visuels et textuels pour satisfaire l’hy-
pothèse distributionnelle. Pour ce faire, nous formali-
sons d’abord la notion de contexte visuel et proposons
diverses instanciations (QR1).
Nous introduisons ensuite notre modèle joint multi-
modal basé sur le modèle skip-gram [MSC+13] (QR2).
Les représentations de mots sont partagées par les mo-
dules textuels et visuels. En revanche, les contextes
sont spécifiques aux modalités. Une force de notre mo-
dèle repose sur le fait qu’il ne nécessite pas de données
alignées. Par ailleurs, nous supposons que les objets
sont déjà détectés dans les images puisque ce n’est pas
l’objet de l’article.
3.1 Apprentissage de représentation
avec des contextes visuels
3.1.1 Formalisation
En nous basant sur l’algorithme skip-gram de
Word2Vec qui considère les entités e (mots) et leurs
contextes Ce = {c1,...,cn} (nmots dans une fenêtre cen-
tré sur l’entité), nous introduisons ci-dessous un modèle
fondé sur l’hypothèse distributionnelle pour les images.
Dans notre cas, les contextes sont des contextes vi-
suels que nous définirons ensuite. Le choix des éléments
de contexte visuel c ∈ Ce pour une entité e n’a pas be-
soin de correspondre à une liste d’entités sémantiques
[LG14]. Par exemple, les éléments de contexte visuels
peuvent être des objets environnants, des caractéris-
tiques de bas niveau telles que l’apparence visuelle, ou
encore la localisation des objets environnants par rap-
port à l’entité considérée.
Dans cet esprit, nous définissons une fonction fθ, pa-
ramétrée par θ (appris), telle que pour toute entité e et
élément de contexte visuel c ∈ Ce, fθ(c) est un vecteur
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de Rd. Ces représentations sont ensuite utilisées dans
le calcul de la fonction de coût :
Li = −
∑
e∈D
∑
c∈Ce
[
log σ(fθ(c)
>te)
+
∑
c−
log σ(−fθ(c−)>te)
]
(1)
où D est l’ensemble des entités, te est la représentation
associée à l’entité e (appris), c− est un contexte négatif,
et σ est la fonction sigmoïde. Cette fonction objectif
est très proche de la fonction de coût originale du skip-
gram mais intègre l’apprentissage de fθ qui partage
des paramètres (θ) pour le calcul de chaque élément de
contexte.
3.1.2 Choix de modélisation.
Étant donné une entité e, nous proposons différentes
façons de modéliser une instance des contextes visuels
c ∈ Ce. Nous détaillons également la construction de
fθ, qui peut intégrer de l’information spatiale ou non.
Contexte de haut niveau (objets environnants).
Une image I peut être représentée comme un sac d’ob-
jets : I = {o1,o2,...}. Étant donné une entité e = oi
(pour un certain i) dans une image, nous définissons
Ce = {oj ,j 6= i} comme l’ensemble de tous les autres
objets apparaissant dans l’image. Chaque élément c ∈
Ce correspond à un contexte c = oj faisant référence
à un objet environnant. Cette représentation simple
donne des informations de haut niveau sur l’environ-
nement dans lequel les objets apparaissent. Nous défi-
nissons fθ(c) = Vc où V ∈ RM×d est une simple table
de représentations pour les M objets, d est la dimen-
sion de l’espace de représentation, et Vc est la c-ième
ligne de cette matrice.
Contexte de bas niveau (patchs d’image). L’en-
semble Ce de tous les éléments de contexte visuel peut
être vu comme des patchs de l’image complète où l’en-
tité e est masquée par un rectangle noir. Nous l’appe-
lons contexte de bas niveau car il utilise directement
les valeurs des pixels de l’environnement des entités.
L’utilisation d’un contexte de bas niveau est particu-
lièrement intéressante pour deux raisons : les anno-
tations utilisées dans la modélisation de haut-niveau
peuvent être incomplètes ou biaisées [MZMG16], de
plus, cela permet de tenir compte de l’apparence du
contexte, ce qui apporte de l’information supplémen-
taire. Cependant, cela nécessite un modèle plus com-
plexe, avec davantage de paramètres, et il est plus dif-
ficile d’extraire des informations significatives des va-
leurs de pixels. Nous suggérons deux possibilités pour
sélectionner c ∈ Ce : (1) l’instance c est l’image com-
plète où l’entité est masquée par un rectangle noir ;
(2) c est un petit patch d’image choisi au hasard au-
tour de l’entité. En pratique, il existe plusieurs choix
pour c tels que c ∈ Ce = {c1,c2,...}. Dans les deux
cas, le patch d’image c est représenté par la sortie
d’un CNN, paramétré par θ1, pour former un vecteur
uc = CNNθ1(c) ∈ RB , où B correspond au nombre de
cartes d’activations à la dernière couche du CNN (égal
à 2048 dans nos expériences). Le vecteur de contexte
visuel fθ(c) = Nuc est alors formé par la projection de
uc à la dimension d avec une matrice N ∈ Rd×B . Les
paramètres à apprendre sont donc θ = {θ1,N}.
Intégration d’information spatiale dans le
contexte. Nous souhaitons utiliser de l’information
spatiale supplémentaire lorsqu’un jeu de données four-
nit la localisation pour les entités (des boîtes englo-
bantes ou des masques de segmentation). Par exemple,
en regardant la position d’une tasse dans une image par
rapport à une table ou à la main d’une personne, on
peut en déduire que les tasses se posent sur des tables
et qu’elles peuvent être tenues par des personnes. Nous
souhaitons renforcer les représentations des contextes
visuels présentés ci-dessus par des informations spa-
tiales. Nous considérons deux méthodes pour modéli-
ser ce que nous nommons la spatialité visuelle, sous
forme d’un vecteur s(e,c) représentant les relations vi-
suelles entre e et c, et deux modèles pour intégrer ce
vecteur avec un élément de contexte visuel c par le biais
fspθ (c,s(e,c)) ∈ Rd.
La première méthode considère les caractéristiques
de bas niveau, et correspond à un vecteur spatial de
quatre dimensions dont les composantes sont les po-
sitions relatives sur les axes x et y des deux boîtes
englobantes de e et c (notée δx et δy), et le rapport
de la largeur et de la hauteur entre les deux boîtes en-
globantes de e et c (δlargeur et δheight). La deuxième
méthode forme un vecteur de caractéristiques de haut
niveau, et correspond également à un vecteur spatial
de quatre dimensions dont les composantes sont quatre
fonctions indicatrices indiquant si le contexte c est en
dessous, à côté, au-dessus, ou plus grand que l’entité
e (1 si vrai, 0 sinon). D’après les conventions définies
dans [LLKM16], le contexte est dit être “en dessous” si
|δx| ≤ δy, “au-dessus” si |δx| ≤ −δy et “à côté” sinon.
Un contexte est dit être “plus grand” que son entité si
δlargeurδhauteur ≥ 1.
Une fois le vecteur spatial s(e,c) construit, il est in-
tégré à la représentation du contexte visuel vc = fθ(c),
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pour former un contexte visuel enrichi d’information
spatiale vspc = f
sp
θ (c,s(e,c)) qui est utilisé dans les équa-
tions de skip-gram au lieu de fθ(c). Encore une fois,
deux variantes sont considérées : (1) une combinai-
son linéaire du contexte visuel vc avec le vecteur spa-
tial s(e,v), soit f
sp
θ (c,s(e,c)) = M.(vc ⊕ s(e,c)) où M ∈
Rd×(d+4) et ⊕ désigne l’opérateur de concaténation ;
(2) une interaction bilinéaire fspθ (c,s(e,c)) = s(e,c)Mvc
oùM ∈ R4×d×d. Ce modèle a plus de paramètres libres
mais considère une interaction bilinéaire entre le vec-
teur spatial s(e,c) et le contexte visuel vc, ce qui permet
de capturer des interactions plus complexes.
3.2 Intégration dans un modèle multi-
modal
Nous présentons ici notre modèle d’apprentissage de
représentations multimodales qui intègre le module vi-
suel précédemment présenté avec le skip-gram textuel.
L’idée principale est que les représentations de mots
sont partagées entre les modalités, mais que le contexte
est spécifique à chaque modalité. La contribution de
chaque modalité est contrôlée par une combinaison li-
néaire (pondéré par α, déterminé par validation croi-
sée) des fonctions objectifs spécifiques aux modalités,
ce qui donne la fonction de coût globale suivante :
L(T,U,θ) = Lt(T,U) + αLi(T,θ) (2)
où T (resp. U) désigne la table de recherche des entités
(resp. contextes visuels) et Lt(T,U) est la fonction de
coût de l’algorithme de Word2Vec [MSC+13].
Un point crucial est que ce modèle ne nécessite pas
de textes et d’images alignés, ni de représentations sup-
plémentaires pré-apprises sur des jeux de données ex-
ternes. Il est en revanche nécessaire que les entités iden-
tifiées dans les images soient associées à un mot unique
du vocabulaire. En outre, nous justifions l’utilisation
d’un modèle joint car nous pensons qu’il est impor-
tant que les représentations soient apprises aussi bien
pour les entités que pour les contextes. En effet, comme
les représentations d’entités sont affectées par les deux
modalités, les représentations des contextes devraient
être mises à jour par transitivité entre les modalités à
travers les représentations partagées d’entités.
4 Protocole d’évaluation
Dans cette section, nous évaluons les représentations
de mots sur différentes tâches. En particulier, nous me-
surons la qualité des espaces de mots construits à partir
de données visuelles (QR1) et multimodales (QR2).
4.1 Données
Nous utilisons une grande collection de textes en an-
glais, la base de données Wikipedia (http://dumps.
wikimedia.org/enwiki), nettoyée et préparée avec le
logiciel Gensim [ŘS]. La base totalise 4,2 millions d’ar-
ticles et un vocabulaire de 2,1millions de mots uniques.
Pour les données visuelles, nous utilisons le jeu de don-
nées Visual Genome [KZG+17] car c’est une grande col-
lection d’images (108k images) avec un grand nombre
d’objets différents (4842 entités uniques avec plus de
10 occurrences) dans des scènes riches et complexes
(31 instances d’objet par image en moyenne).
4.2 Scénarios et modèles de référence
Scénarios Pour évaluer les différentes composantes
de notre modèle, nous proposons différents scénarios.
En particulier, nous évaluons le modèle qui utilise les
autres objets comme contextes visuels (noté O), le mo-
dèle qui utilise des patchs d’image (P) et des images
complètes (Pfull).
Les modèles qui utilisent des informations spatiales
sont également évalués et sont notés Sp(.,.,.) où le pre-
mier argument indique le type de contexte visuel (O,
P ou Pfull), le second le contexte spatial (δ pour le
bas-niveau ou 1 pour le haut-niveau), et le troisième
la méthode d’intégration (⊕ pour la concaténation et
b pour l’intégration bilinéaire).
Toutes les combinaisons de ces modèles avec le mo-
dèle skip-gram purement textuel (noté T) sont entraî-
nées et évaluées pour obtenir des représentations mul-
timodales de mots, comme expliqué dans la section 3.2.
Modèles de référence Pour évaluer notre modèle
d’apprentissage de représentations multimodales basé
sur le contexte visuel (QR2), nous évaluons : 1) le mo-
dèle de texte skip-gram seul (noté T) et 2) un modèle
séquentiel noté O⊕T, où les représentations du modèle
T sont concaténées avec des représentations obtenues
de O et ensuite projetés dans un espace de plus pe-
tite dimension par analyse en composante principale.
Cela sert de point de comparaison entre notre approche
jointe et une approche séquentielle.
Nous nous comparons également à un modèle de ré-
férence (L), inspiré du modèle de [LPB15]. Les caracté-
ristiques visuelles des objets eux-mêmes sont utilisées
pour apprendre les représentations des mots contraire-
ment au contexte visuel que nous utilisons dans notre
modèle. Pour toute entité visuelle e, ils supposent
qu’un vecteur visuel ve représentant l’entité est donné.
Lors de l’apprentissage du skip-gram textuel, la simila-
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rité entre la représentation de l’entité et son apparence
visuelle est maximisée via la fonction de coût suivante :
Lobject =
∑
e∈D
∑
v−
max(0,γ − cos(te,ve) + cos(te,v−))
où γ est une marge et v− est l’apparence visuelle d’un
objet “négatif” (aléatoire). Pour un objet e, ve est main-
tenu fixe et des informations visuelles sont incorporées
chaque fois que l’entité est rencontrée dans le texte.
Nous notons ce modèle L + T où L correspond à la
partie visuelle et T à l’objectif de type skip-gram.
4.3 Tâches
Comme dans les travaux précédents [LPB15,
CZM17], nous évaluons notre modèle sur trois tâches
sémantiques différentes, à savoir la similarité des mots,
la prédiction des caractéristiques et la prédiction du de-
gré d’abstraction / de concrétude. Chaque tâche me-
sure un aspect différent de la qualité des représenta-
tions.
4.3.1 Similarité de mots
La similarité sémantique évalue le degré de similarité
de paires de mots. Nous utilisons plusieurs jeux de don-
nées qui fournissent des scores pour les paires de mots :
WordSim353 [FGM+02], MEN [BTB14], SimLex-999
[HRK15], SemSim et VisSim [SL14]. Une corrélation de
Spearman est calculée entre la liste des scores de simi-
larité donnée par le modèle (similarité cosinus entre les
vecteurs multimodaux) et les scores fournis par les jeux
de données ; plus la corrélation est élevée, meilleures
sont les représentations sémantiques.
4.3.2 Prédiction de caractéristiques
Cette tâche consiste à prédire des caractéristiques
(par exemple ‘est_rouge’, ‘peut_voler’) des objets à
partir des représentations de mots. L’ensemble des don-
nées d’évaluation est un extrait du jeu de données
McRae [MCSM05], qui comporte 43 caractéristiques
regroupées en 9 catégories pour 417 entités. Nous uti-
lisons le même protocole pour l’évaluation que celui
proposé dans [CM16] : un classificateur SVM linéaire
est appris et les scores de validation k−croisée sont in-
diqués (k = 5).
4.3.3 Estimation de degré de concrétude
Les normes USF [NMS04] donnent de degrés de
concrétude pour 3260 mots anglais. Nous souhaitons
savoir si le degré de concrétude d’un mot peut être
déterminé à partir de sa représentation multimodale.
En pratique, un SVM avec un noyau RBF est en-
traîné à prédire le degré de concrétude à partir des
représentations de mots. Cette tâche est uniquement
utilisée pour évaluer les représentations multimodales
(Table 2) car les représentations purement visuelles
couvrent un vocabulaire trop petit, ne comportant que
des mots concrets.
4.4 Détails d’implémentation
Les expériences utilisent Tensorflow [AAB+16]. Les
images sont agrandies à la taille 598× 598 et sont trai-
tées par un réseau Inception-V3 [SVI+16] pré-appris
pour former un tenseur visuel spatial de forme 17 ×
17×2048 (avant le ReLU à la couche “Mixed_7c”). Un
sous-tenseur de forme 1× 1× 2048 correspond à l’acti-
vation d’une région de l’image originale. Nous utilisons
5 exemples négatifs par entité, et nos modèles sont ap-
pris par descente de gradient stochastique avec un pas
d’apprentissage lr = 10−3 et des mini-batchs de taille
64. N et M sont régularisés avec une pénalisation L2
pondéré respectivement par les scalaires λ et µ. Les
valeurs des hyperparamètres ont été définies par vali-
dation croisée : λ = 0.1, µ = 0.1, γ = 0.5, α = 0.2.
5 Expériences et analyses
QR1 : Évaluation des représentations visuelles
de mots. La table 1 rapporte les résultats des ex-
périences pour la QR1 (partie 3.1) sur les tâches de
similarité de mots et de prédiction de caractéristiques.
Cela montre quel type d’information visuelle peut être
utile pour former une représentation.
De façon générale, on observe que le contexte des
objets est plus informatif que leur apparence visuelle.
En effet, les résultats de cette tâche mettent en évi-
dence que nos modèles dépassent généralement les mo-
dèles de référence. Par exemple, les résultats du mo-
dèle Pfull sont en moyenne 29% plus élevés que ceux
du modèle de référence L. Cependant, dans la tâche
de prédiction de caractéristique, les caractéristiques
visuelles directes des objets (modèle L) conviennent
mieux pour les catégories qui décrivent visuellement
les objets (par exemple est_rouge dans la catégorie
‘couleur’ ou est_rond dans la catégorie ‘forme’) mais
pas pour les autres catégories non visuelles telles que
‘encyclopédique’, ‘goût’ et ‘son’. Pour mesurer la com-
plémentarité des informations provenant des objets et
de leur environnement, nous avons également évalué un
modèle d’ensemble (L+O), combinant le modèle de ré-
férence L et le modèle O, où ’+’ indique la sommation
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Tâche de similarité Tâche de prédiction de caractéristiques
Référence L 43 45 16 22 17 56 49 36 76 56 17 41 60 58
N
os
m
od
èl
es
Objets O 43 54 31 64 27 48 46 35 62 48 03 21 43 36
Patchs P 28 35 17 35 22 30 51 23 48 37 04 24 38 30Pfull 35 42 19 43 28 30 48 30 46 35 06 23 35 27
Spatial
Sp(O,δ,⊕) 48 57 32 58 27 40 55 28 54 50 06 24 44 37
Sp(O,1,⊕) 48 58 30 58 25 40 60 33 54 50 11 25 41 34
Sp(O,δ,b) 46 56 35 54 28 37 57 27 50 50 15 24 38 32
Sp(O,1,b) 51 61 33 62 30 38 58 27 58 47 10 22 43 34
Ensemble L + O 45 57 33 66 34 58 52 42 74 56 02 27 53 53
Table 1 – Résultats pour la QR1. Les colonnes à gauche du tableau sont les corrélations de Spearman (en
pourcentage) sur la tâche de similarité de mots (seulement les paires de mots correspondant à des entités
visuelles sont évaluées). Les colonnes à droite sont les scores F1 (en pourcentage) pour la tâche de classification
de caractéristiques (catégorisées comme proposé dans [CM16]).
des fonctions objectifs lorsque les représentations sont
partagées. Il est intéressant de noter que la combinai-
son des contextes visuels et des informations directes
(L + O) aboutit à un modèle ayant une très bonne per-
formance moyenne, montrant la complémentarité des
contextes visuels avec les représentations visuelles des
entités.
Concernant l’utilisation d’information spatiale, les
performances sont meilleures sur les jeux d’évalua-
tion de similarité des mots (+9% d’amélioration en
moyenne pour Sp(O,c,b) par rapport à O) et la tâche
de prédiction de caractéristiques (+20 %). Les caracté-
ristiques spatiales de haut et de bas niveau donnent des
résultats similaires. Cela renforce notre intuition que
le contexte visuel, et plus particulièrement les informa-
tions spatiales, sont prometteurs pour l’apprentissage
de la représentation des mots et la réduction du biais
affectant les textes et les images.
Enfin, les contextes de haut niveau (dans O) donnent
de meilleurs scores (+31 %) que les contextes de bas
niveau (P ou Pfull). L’utilisation de caractéristiques vi-
suelles de bas niveau est un problème difficile. Cepen-
dant, elles sont prometteuses car elles sont peu coû-
teuses à collecter, ne nécessitent pas d’annotations de
contexte et contiennent des informations riches si elles
sont manipulées correctement. La difficulté réside dans
le bruit naturel dans l’environnement des objets et le
besoin de modules visuels qui extraient automatique-
ment des informations de haut niveau à partir des va-
leurs brutes des pixels.
QR2 / QR3 : Évaluation de notre modèle / ana-
lyse de l’apprentissage de la représentation mul-
timodale multimodale axée sur le contexte. La
table 2 rapporte les résultats de l’apprentissage multi-
modal (QR2 et QR3, partie 3.2) sur les tâches de simi-
larité, de prédiction de caractéristiques et de concré-
tude. Les représentations sont initialisées avec les re-
présentations pré-apprises obtenues à partir de modèle
de référence textuel T.
Les résultats montrent que tous les modèles mul-
timodaux appris fournissent des représentations de
meilleure qualité que le modèle textuel, sur toutes les
tâches. Par exemple, O + T montre une amélioration
moyenne de 9 % sur T. Ceci est en phase avec les
conclusions des travaux connexes [HRK14]. En outre,
un modèle conjoint (O + T) se compare favorable-
ment à un modèle séquentiel (O⊕T) construit à partir
de représentations obtenues à partir de O et T, avec
une amélioration relative de 5%, montrant que les re-
présentations calculées en utilisant plusieurs modali-
tés à la fois sont bénéfiques. Comme précédemment,
nous avons également évalué un modèle d’ensemble
(L+O+T) pour mesurer la complémentarité des carac-
téristiques visuelles dans le modèle multimodal. Encore
une fois, nous remarquons une légère amélioration par
rapport à O+T et L+T. Finalement, cela ouvre des
perspectives pour formaliser et exploiter l’information
visuelle à la fois des entités et de leur contexte. Les
résultats obtenus sont cohérents avec les conclusions
de l’analyse QR1 : l’environnement visuel des entités
est plus utile que leur apparence visuelle sur les tâches
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Tâche de similarité Tâche de prédiction de caractéristiques Conc.
R
éf
. Texte T 48 60 33 69 63 58 52 44 79 62 11 32 54 60 42.1
Séquentiel O⊕T 49 62 33 71 64 63 55 40 72 59 12 35 54 58 43.7
Joint L + T 52 65 34 71 65 61 55 42 80 59 11 31 54 62 43.4
N
os
m
od
èl
es
Objets O + T 53 66 35 75 67 62 55 46 82 61 13 33 55 61 42.9
Patchs P + T 53 65 35 72 67 60 56 49 82 60 12 32 55 61 43.1Pfull + T 53 65 34 73 65 60 55 44 82 63 14 32 55 59 43.2
Spatial
Sp(O,δ,⊕) + T 52 66 36 73 64 64 59 46 81 62 06 31 57 63 42.5
Sp(O,1,⊕) + T 54 66 35 72 64 62 56 52 80 61 13 34 57 58 43.7
Sp(O,δ,b) + T 54 68 38 73 66 63 56 48 81 60 13 32 56 63 42.5
Sp(O,1,b) + T 55 67 34 75 64 61 58 46 80 63 15 34 57 62 44.4
Ensemble L + O + T 54 66 35 75 65 63 55 50 82 60 10 33 55 59 43.9
Table 2 – Résultats expérimentaux pour la QR2 sur les jeux d’étalonnage de similarité de paires de mots, la
tâche de prédiction de caractéristiques et la tâche d’estimation de degré de concrétude (Conc.) d’un mot. Les
mesures de concrétude sont les coefficient de détermination (R2) en pourcentage.
évaluées (amélioration de 3.2%)
Pour mieux comprendre les représentations apprises,
nous cherchons à expliquer l’effet de la modalité vi-
suelle sur la représentation multimodale des mots. Pour
ce faire, nous estimons la corrélation entre le décalage
mesuré sur la représentation et le degré de concré-
tude d’un mot. La mesure donne une corrélation de
ρSpearman = 0.33, mettant en évidence que les mots vi-
suels et concrets voient leurs représentations modifiées
davantage que d’autres mots non visuels et abstraits.
6 Conclusion et perspectives
Dans ce travail, nous avons proposé une approche
multimodale basée sur le contexte pour apprendre des
représentations de mots. En accord avec les travaux
connexes, nous avons observé la complémentarité des
données visuelles et textuelles pour apprendre les repré-
sentations de mots. Plus important encore, nous avons
montré que l’environnement visuel des objets et leur
localisation relative sont cruciaux pour construire des
représentations de mots – plus que (mais complémen-
taires à) l’apparence visuelle des objets eux-mêmes,
telle qu’exploitée dans les travaux précédents.
Dans nos travaux futurs, nous explorerons l’utili-
sation de tâches en aval pour évaluer les représenta-
tions de mots multimodales, car cela peut donner une
meilleure idée de la façon dont la partie visuelle du
modèle contribue aux représentations d’apprentissage.
De plus, nous étendrons notre travail pour apprendre
des relations entre objets, en se basant sur des repré-
sentations multimodales et l’exploitation de bases de
connaissance existantes.
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