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A b s t r a c t
Near-infrared spectroscopy (NIRS) has been used extensively in recent years as a non- 
invasive tool for investigating cerebral haemodynamics and oxygenation. The technique 
exploits the different optical absorption o f oxy-haemoglobin and deoxy-haemoglobin in 
the near infrared region to measure changes in their concentrations in tissue. By making 
multiple NIRS measurement simultaneously, optical topography (OT) provides spatial 
maps of the changes in haemoglobin concentration levels from specific regions of the 
cerebral cortex. The thesis describes several key developments in optical topography 
studies of functional brain activation. These include the development o f a novel data 
analysis software to process the experimental data and a new statistical methodology for 
examining the spatial and temporal variance o f OT data.
The experimental work involved the design o f a cognitive task to measure the 
haemodynamic response using a 24-channel Hitachi ETG-100 OT system. Following a 
series o f pilot studies, a study on twins with opposite handedness was conducted to 
study the functional changes in the parietal region of the brain. Changes in systemic 
variables were also investigated. A dynamic phantom with optical properties similar to 
those o f biological tissues was developed with the use of liquid crystals to simulate 
spatially varying changes in haemodynamics.
A new software tool was developed to provide a flexible processing approach with real 
time analysis of the optical signals and advanced statistical analysis. Unlike 
conventional statistical measures which compare a pre-defined activation and task 
periods, the thesis describes the incorporation o f a Statistical Parametric Mapping 
toolbox which enables statistical inference about the spatially-resolved topographic data 
to be made. The use of the general linear model computes the temporal correlations 
between the defined model and optical signals but also corrects for the spatial 
correlations between neighbouring measurement points. The issues related to collecting 
functional activation data using optical topography are fully discussed with a view that 
the work presented in this thesis will extend the applicability of this technology.
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CHAPTER 1
Introduction
1.1 Background
This chapter describes the aims o f this PhD project and outlines its key aspects. Optical 
imaging using near infrared spectroscopy (NIRS) will be introduced, with particular 
emphasis on optical topography (OT) which produces a spatial map of the haemoglobin 
changes from which cerebral activity can be inferred. The software development aspects 
of the project highlight the methodology used to interpret the optical data and the 
importance of implementing a robust statistical method to provide inference about the 
observed functional activation. The development of a dynamic phantom enables a 
realistic simulation o f localised time varying changes in attenuation and its stable well- 
characterized background optical properties enable the validation o f the OT system 
performance.
As background to this project, the proposed work was initiated by discussions between 
the Hitachi Advanced Research Laboratory (HARL, Japan) and the Biomedical Optics 
Research Laboratory (UCL) in 2003. The primary aim of the collaboration was to 
further develop the NIRS technique and to use the Hitachi OT system to perform a 
series of brain imaging studies in UCL. As part of the agreement, I attended an 11-week 
practical training in HARL in 2004. Working together with the psychologists from the 
Institute of Cognitive Neuroscience and Institute of Child Health in UCL, a functional 
study on genetically identical twins was designed during the course of this PhD.
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1.2 Optical Imaging of the Human Brain
The field o f biomedical imaging o f the brain has experienced rapid growth in recent 
years. These developments have been fuelled by the advances in electronics and 
improved computation which revolutionized the practice o f diagnostic radiology, 
resulting in substantial improvement in clinical application. In principle, the various 
non-invasive approaches can be categorised by the source of the activity they measure; 
one can measure the primary electrical signal from neural activity (as in 
electroencephalography and magnetoencephalography) or one can also measure the 
secondary metabolic change induced by the neural activity (as in NIRS and functional 
magnetic resonance imaging). The EEG and MEG approaches have problems in 
estimating the spatial position o f the activation. Size, cost and the difficulties involved 
in measuring in the bore of a magnet limit the use of fMRI to specific research 
applications in functional studies.
The NIRS technique has proved to be extremely successful in monitoring the 
physiological variability in the cerebral responses, with a reasonable spatial resolution. 
The method relies on measuring the oxygen-dependant changes in the absorption 
spectrum of haemoglobin to measure cerebral haemodynamics and oxygenation changes. 
The relatively low absorption o f near infrared light (650-950 nm) in biological tissue 
allows the non-ionizing light to penetrate through the skin and skull and hence to 
sample the brain tissue beneath, enabling in vivo monitoring of brain tissue. The range 
of signals that can be measured depend on the complexity of the measurement schemes 
used to quantify the chromophore concentration. The Hitachi OT system uses a 
relatively simple continuous-wave NIRS approach which allows one to measure the 
changes in oxy-haemoglobin (AHb02) and deoxy-haemoglobin (AHHb) concentrations. 
Absolute measurement o f the chromophore concentration can be made using more 
complex instrumentation requiring either measurement of light attenuation at more than 
one site, detecting phase shifts or time delays of the optical signal. By acquiring 
multiple measurements simultaneously at numerous sites on the surface o f the head, 
spatially resolved data or optical topography enables the haemodynamic response across 
different cortical regions to be reproduced as a series of two-dimensional brain images. 
Given its advantages over other functional imaging modalities, there is an increasing 
interest in using NIRS to monitor cerebral pathologies like Alzheimer’s disease, stroke
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and severe brain injury. As a non-invasive technique, NIRS has also been extensively 
used to monitor cerebral physiology in studies in normal settings and in subject and 
patient groups where other monitoring options are limited.
13 Motivation and Objectives
The study of brain function is complex and involves much more than just knowledge of 
cognitive abilities and cellular mechanisms. The Hb02 and HHb signals observed with 
NIRS-OT result from metabolic changes that can be due to a variety of factors that can 
influence changes in blood flow and blood volume. Although the spatial resolution 
given by optical imaging is limited to a few centimetres at best, useful functional 
mapping o f the brain activation has been demonstrated in earlier OT studies. It would 
however be beneficial to the interpretation o f the OT data if the performance o f the 
optical system could be optimised for use on each subject immediately prior to an in 
vivo study. To do so this requires that the likely physiological changes can be simulated 
in an in vitro manner. Such measurements would allow the algorithms used to quantify 
the haemoglobin changes to be tested and systemic artifacts and external interference 
which may contaminate the time-continuous measurement to be quantified. From a 
practical point of view of optimising performance during studies, it would also be useful 
to be able to assess the functional data during its collection allowing the user to 
determine the suitability of the chosen protocols. Finally, in trying to interpret the 
functional results, it is necessary to have an analysis scheme which can take the 
temporal and spatial correlation between neighbouring brain voxels into account in a 
statistically rigorous manner, thereby enabling the activated regions of the brain to be 
correctly identified.
The aims of this project were therefore to address these problems and to explore the 
information derived from NIRS measurements. The first step in this was to design and 
carry out a series o f preliminary studies and to interpret and analyse the resulting 
functional NIRS data to have a better understanding of the haemodynamic response and 
the design of OT studies. It was based on the experience gained in these studies that the 
investigation of functional activation in genetically identical twins performing cognitive 
tasks has been proposed.
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The second element of the work involved the challenge o f understanding the functional 
data produced by the OT system. Here the current analysis method has been improved 
to cover a wider range of data processing techniques and a simple user interface 
developed that automates the procedures online. A key development in the software has 
been to incorporate the Statistical Parametric Mapping (SPM) tool which has been 
widely used in other functional neuroimaging modalities like fMRI, SPECT, PET, EEG 
and MEG. SPM compares the experimental data with a model based on prediction and 
estimates a statistically robust likelihood of the functional activation arising from the 
stimulus and hence provides a more accurate diagnosis of the brain function.
The final element of the work involved development o f a way to help validate the 
quality o f the functional results from the Hitachi and other optical systems. This part of 
the project involved developing a dynamic test phantom that would eventually enable a 
real-time simulation of a typical brain evoked response. This part o f the project has been 
made possible by the fact that both the haemodynamic behaviour and the optical 
properties o f brain tissue are reasonably well-characterised. The phantom can thus be 
programmed in such a way as to examine the widest possible range of measurements 
and to optimise the performance of existing OT systems as well as enabling tests which 
would not have been possible using existing calibration tools.
1.4 Thesis Overview
Having identified the various elements o f the PhD work - functional experiments, 
software development and a calibration/testing tool, this thesis has been structured to 
provide the reader with a detailed description of each development. The following is an 
overview of the thesis contents:
Chapter 2 provides a comprehensive review of the anatomy and physiology o f the 
human brain. The various brain structures and their contributions to light attenuation are 
briefly described. Brain areas involved in cognitive processing are particularly 
highlighted. The final component o f the chapter describes the mechanisms involved in 
cerebral autoregulation and the processes o f neurovascular coupling during functional 
activation.
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Chapter 3 reviews some of the clinically established modalities used in functional 
neuroimaging. The mechanisms underlying these techniques are outlined, together with 
an assessment o f their strengths and weaknesses.
Chapter 4 describes the basic interactions of light with biological tissue and the 
physical mechanisms involved. It begins with an introduction to the various static and 
oxygenation-dependent chromophores which have well-characterized absorptions in the 
NIR region. The two major physical phenomena (absorption and scattering) which 
account for the loss o f light are described. Finally, the algorithms which are used to 
derive changes in these chromophore concentrations from the measured attenuation 
changes are described, along with an explanation of the simplifying assumptions that 
are made in the analysis.
Chapter 5 provides a comprehensive and thorough literature review of the NIRS 
technique and its extension to optical topography. The different types o f optical imaging 
techniques, their associated instrumentation and the resulting spectroscopic information 
are discussed. The theory and practical aspects of OT are described, with particular 
emphasis on the Hitachi ETG-100 OT system used in this project. A detailed 
description of the measurements made by this system, including its hardware and 
software implementation and their limitations are reviewed. A review of the various 
functional studies already published using Hitachi systems completes the chapter.
Chapter 6 describes the general methodology that has to be adopted in order to conduct 
a complex cognitive study using the OT technique. A systematic procedure for doing 
this which involves the analysis of the functional results by techniques which have not 
been previously used in OT studies is described. As part of the process of designing a 
suitable task for eventual use on a cohort o f identical twins, a number of pilot studies 
were conducted and the results of these are discussed. Finally, the twin study, which 
involved the collaboration o f various research groups, is thoroughly described and a 
preliminary analysis of the results presented.
Chapter 7 introduces the development of an open-source software tool (“fOSA”) that 
allows the optical data to be analysed online and which provides a “first pass” 
assessment of experimental results from the chosen protocol. A detailed description of
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the user interface which comprises o f several modular elements is given. The algorithms 
used in the software were validated with simulated data and its application is 
demonstrated using experimental data from a motor activation task.
Chapter 8 describes a new statistical approach to the analysis of the spatially-resolved 
optical data. This statistical package (“SPM -OT’) is a complementary tool to the 
existing statistical options available in the fOSA software. The analytical procedures it 
employs along with the assumptions it makes when it models the haemodynamic 
response measured by OT are reviewed. Finally using the same motor activation data 
previously analysed with fOSA, the two different approaches are compared and the 
results discussed.
Chapter 9 covers the final part o f the research work which involved the development of 
a dynamic calibration/test phantom which enables improved testing o f NIRS-OT 
systems. A brief review of previous developed phantoms and their compositions is 
given. The concept o f using a Liquid Crystal Display to provide realistic simulation of 
changes in tissue properties is described, and the results of tests to identify its operating 
characteristics are presented. The methods and materials used to construct the phantom 
are given and finally there is a discussion o f the factors to consider in implementing a 
phantom in OT based on a graphical display.
Chapter 10 summarises the results which have been presented in this thesis. 
Suggestions for further improvements to carry forward the current work are proposed 
and the possible future directions for the NIRS method in brain studies are highlighted.
CHAPTER 2
Anatomy and Physiology of Human Brain
2.1 Introduction
In general, the aim of optical brain imaging is to detect the localised changes in cortical 
activity associated with variation in cerebral blood flow. The resulting changes in 
optical attenuation are assumed to be due to absorption changes occurring uniformly 
along the optical path taken by the light (Hiraoka et al., 1993). However, the biological 
tissue is actually made up of several layers of inhomogeneous media. In recent years, 
the optical properties o f these tissues and their roles in light attenuation have been 
investigated (Cheong et al., 1990; Firbank et al., 1998) but a complete analysis 
obviously requires detailed knowledge o f the anatomy. While subsequent chapters in 
this thesis will discuss the degree o f attenuation and how it affects the spectroscopic 
measurements, it is important to realise the contribution from various extracerebral 
components because their existence determines the sensitivity of optical brain imaging.
This chapter reviews the background anatomy and physiology of the human brain that 
are relevant to the experimental studies conducted during this PhD. A brief overview of 
brain functions (Section 2.2) and a description of the major brain structures as well as 
their contribution to light attenuation will be discussed (Section 2.3). With respect to the 
optical imaging of the adult head, the interaction between the motor, sensory and 
association areas and their roles in the highly-developed cerebral cortex will be 
highlighted (Section 2.4). The second part of the chapter reviews the mechanisms 
involved in the cerebral circulatory system, including the measures o f cerebral 
oxygenation and haemodynamics (Section 2.5). A review of the autoregulatory system,
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including a description of neurovascular coupling during functional activation is also 
given (Section 2.6).
2.2 The Human Nervous System
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Figure 2.1: General overview o f the nervous system.
In summary, the primary function o f the nervous system is to monitor, process and 
respond to information inside and outside the human body. As illustrated in Figure 2.1, 
The human nervous system consists of two major components: the central nervous 
system (CNS) which composes the brain and spinal cord, and the peripheral nervous 
system (PNS) makes up the peripheral nerves that extend outside the brain and spinal 
cord. The PNS is further divided into somatic and autonomic systems; the nerve fibers 
in the somatic subsystem provide sensory information to the CNS and motor nerve 
fibers that project to the skeletal muscles which control voluntary function. The 
autonomic subsystem functions in an involuntary and reflexive manner. Within the CNS, 
the spinal cord receives sensory information from the skin, joints and muscles o f the 
limbs and contains motor neurons for both voluntary and reflex movements. There is an 
orderly arrangement of sensory cell groups within the spinal cord that receive input 
from the periphery and motor cell groups that control specific muscle groups in the 
cerebral cortex (Figure 2.2).
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Figure 2.2: Motor and sensory areas o f the cerebral cortex (reproduced from (Marie b, 1998)).
2 3  A natom y o f the  H um an H ead
The average human brain contains about 85 billion neurons (Lange, 1975). O f these, 
more than 80 % are cerebellar granule cells and only 1 % makes up the brainstem and 
spinal neurons while the remainder are telencephalic neurons. An average brain weighs 
about 400 grams in newborns and 1400 grams in adults although it has been shown that 
increase in brain mass may not correlate to a higher density of neurons (Williams and 
Herrup, 1988). The complex three-dimensional structure is surrounded and protected by 
layers of skin, skull, meninges and cerebrospinal fluid.
23.1  Skin
The skin forms the first layer of protection against physical damage to the underlying 
tissues. Through the activity of its sweat glands and blood vessels, it helps to maintain 
the body at constant temperature. The skin is made up of an outer layer of epidermis 
which consists of dead cells and an inner layer of dermis which is composed of 
vascularised fibrous connective tissue. The subcutaneous tissue underneath the skin is 
made up of adipose tissue (fat). While the loss of light due to skin blood flow can be 
thought to be insignificant compared to the underlying brain structure, this parameter 
can be measured optically (Simpson et al., 1998).
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2.3.2 Skull
A human skull is made up of a total of 22 bones which can be divided into two groups. 
As shown in Figure 2.3, the main bones that constitute the cranium which encapsulate 
the brain include one frontal bone, two parietal bones, two temporal bones, one occipital 
bone, one sphenoid bone and one ethmoid bone. Together with the remaining 14 bones 
in the face they represent the entire skull. Most of these bones are interconnected by 
sutures, which are immovable fibrous joints. During development, large membranous 
and unossified fontanelles form the gaps between the bones of the skull, particularly 
between the large flat bones that cover the top cranial cavity. Other than the foremen 
magnum (large opening) where the medulla ends and projects out of the skull, some 
foramina (smaller holes) allow nerves and blood vessels to pass through the cranium.
Frontal bon«
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Figure 2-3: A lateral view o f the skull. The cerebral lobes are named after its skull (reproduced from 
(Drake et al.. 2005)).
An N1R investigation of pig’s skull suggested that the contribution of light scattering by 
the skull is similar in magnitude to that o f the surrounding layers of skin and brain 
(Firbank et al., 1993). Its contribution to absorption is largely due to water and blood 
content in the trabecular bone.
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2.3.3 Meninges
Beneath the skull are three layers o f connective tissue membranes that completely 
envelope and protect both the brain and spinal cord (Figure 2.4). The dura mater is a 
tough two-layered membrane forming the outermost covering of the central nervous 
system. It serves to restrict the movement of the brain that may otherwise over-stretch 
and break its connecting blood vessels.
Cerebral vein
Cerebral artery
Arachnoid granulations
Superior sagittal sinus
Dura mater
Cranial
meninges Arachnoid mater 
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Subarachnoid space 
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k
Figure 2.4: Illustration o f the intracranial tissues (reproduced from (Drake et al., 2005)).
The arachnoid mater is a delicate fibrous membrane which closely follows the inner 
dura mater, resulting in a potential space between these meninges. Between the external 
arachnoid membrane and internal pia mater lies the subarachnoid space and this is filled 
with cerebrospinal fluid (CSF). The pia mater is a vascular meninge closely adherent to 
the brain tissue. Unlike the arachnoid, the pia mater contains blood vessels which are 
surrounded by the loose-fitting layer of meninge as they pass along the brain surface 
and penetrate inward.
2.3.4 C erebrospinal Fluid
In adults the total CSF volume of about 150 ml is replaced every 3-4 hours which 
equates to a daily replenishment of about 900 ml (Marieb, 1998). Although the brain 
has a rich blood supply, the CSF serves to carry oxygen, glucose and other substances 
from the blood to the neurons. The composition of CSF is similar to blood plasma as 
shown in Table 2.1. The nourishment is secreted into a series of fluid-filled cavities
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(ventricles) within the brain by the choroid plexuses which are composed of capillaries 
surrounded by a secretory epithelium. The CSF encourages homeostasis in several 
ways; it serves as a shock absorbing medium that protects the delicate brain tissue 
against the cranial walls and effectively reduces the brain weight. In addition, it 
provides an optimal chemical environment for accurate neuronal signalling since slight 
changes in ionic composition can cause a disruption in action potentials. There is a 
blood-cerebrospinal fluid barrier that has the same behaviour as the blood-brain barrier, 
which only permits certain substances to interact with the CSF and hence protects the 
CNS.
Component Blood plasma CSF
Protein 60-80 gram// 200-400 milligram//
Urea 2.5-6.5 mmoles// 2.0-7.0 mmoles//
Glucose (fasting) 3.0 5.0 mmoles// 2.5-4.5 mmoles//
Sodium 136-148 mmoles// 144-152 mmoles//
Potassium 3.8-5.0 mmoles// 2.0-3.0 mmoles//
Calcium 2.2-2.6 mmoles// 1.1-1.3 mmoles//
Chloride 95-105 mmoles// 123-128 mmoles//
Bicarbonate 24-32 mmoles// 24-32 mmoles//
Tabic 2.1: Comparison o f the chemical composition o f blood plasma and CSF (reproduced from (Emslie- 
Smithetal., 1988)).
The clear layer of CSF effectively forms a “light piping” channel which allows the 
diffused light which has penetrated the skull to be detected without it having penetrating 
though the cerebral cortex (Firbank et al., 1995b; Young et al., 2000). Results from 
Monte Carlo simulation o f light transport in the head suggested that the presence o f the 
CSF has a significant influence on the light propagation underneath the skull, with the 
attenuation being dependent upon the separation distance between the light source and 
detector, although the effect is likely to be reduced with larger separation distance 
(O kadaetal., 1997).
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2.4 M a jo r  Regions o f the B rain
Figure 2.5 shows an overview of a human brain and highlights the major regions which 
include the cerebral hemispheres, diencephalons, brain stem and cerebellum.
Cerebral 
Hemispheres
Diencephalon
Bram stem Cerebellum
Figure 2.5: Major regions o f the human brain (reproduced from (Marie b, 1998)). 
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Figure 2.6: Coronal view o f the human brain to reveal the area o f grey matter, white matter and basal 
nuclei within the cerebral hemispheres (reproducedfrom (Marieb, 1998)).
The cerebrum forms the largest brain region (about 80 % of the total brain mass). The 
top cerebral surface is made of the grey matter (cortex), enclosing the white matter and 
three deeply-located nuclei: basal ganglia, hippocampal formation and amygdala. The 
hemispheric division is recognised by a longitudinal fissure (Figure 2.6). Each
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hemisphere communicates with the other through the corpus callosum within the white 
matter. For the majority of the population, the left hemisphere is known for sequential 
analysis which involves systematic, logical interpretation of information. The right side 
acts in a holistic function which helps process multi-sensory inputs simultaneously and 
provides coordination.
2.4.1.1 Diencephalon
The diencephalon is responsible for the distribution and processing of all sensory and 
motor information going through the cerebral cortex. Located centrally between the 
cerebral hemispheres and midbrain, it consists o f the thalamus, hypothalamus and 
epithalamus. The thalamus acts as a relay station for sensory inputs ascending to the 
sensory and association areas. The hypothalamus helps to maintain the body’s 
homeostatic balance via the autonomic nervous system. The epithalamus consists o f the 
pineal gland and the CSF-producing choroids plexus.
2.4.1.2 Brain stem
The brain stem covers the area between the thalamus and spinal cord and is responsible 
for most basic functions. The structures within the brain stem include the pons that 
relays information from the hemispheres to the cerebellum and the midbrain which 
contains essential nuclei that relay information for some visual and auditory reflexes. It 
plays an important role in the direct control of eye movement and also involved in the 
motor movement of the skeletal muscles. The medulla participates in regulating the 
blood and respiration and it provides the pathways between the inferior spinal cord and 
higher brain centres.
2.4.1.3 Cerebellum
The cerebellum (~11% of total brain mass) which is located dorsal to the pons and 
medulla, plays a major role in control of the body coordination. It processes impulses 
received from the somatosensory inputs and sends motor information from the cerebral 
cortex by controlling skeletal muscle contraction.
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2.4.2 Divisions of Brain Lobes
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Figure 2.7: Illustration on the four division lobes and their associated gyri (reproduced from (Agur and 
Dailey, 2004)).
The distinctive shape of the brain arose during evolution when the volume of the 
cerebral cortex increased much faster than the cranial volume. This resulted in 
convolution of the surface and the folding of the total structure of the cortex. The 
grooves are further separated by their magnitudes of folding; the more elevated gyri are 
separated by the deep sulci and these landmarks are used to divide the cerebral cortex. 
The four major lobes are named after their overlying cranial bones (Figure 2.7). Situated 
at the anterior part of the brain, the frontal lobe is involved in memory and a variety of 
higher cognitive functions that include behaviour and emotions. Separated by the 
central sulcus, the parietal lobe is involved in sensation like touch and pain perception. 
The occipital lobe is separated from the parietal lobe by the parietal-occipital sulcus and 
it helps to process the visual information. The lateral sulcus separates the frontal lobe 
from the temporal lobe. On each side of the hemisphere, the temporal lobe is largely 
responsible for language interpretation, auditory and olfactory processing.
2.4.3 Functionality o f the C erebral Cortex
Because of the deep foldings on the top layer of the brain, the grey matter makes up 
about half the total brain mass. The cerebral cortex (which constitutes a 2-4 mm thick 
layer of grey matter) represents a highly-developed structure concerned with the higher- 
order functions associated with the brain. A cortical mapping system produced by
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Brodmann defines the specific regions o f the cerebral cortex and their functionalities 
based on the cellular composition of structures within the brain (Brodmann, 1905). 
Figure 2.8 shows the different cortical areas responsible for different information 
processing and interactions. Generally speaking, sensory areas receive and interpret 
sensory impulses, motor areas initiate body movements while association areas deal 
with complex functions such as memory and emotions. As some regions are more 
involved than others, they can be further divided into primary, secondary and tertiary 
areas.
Central «ulcusof voluntary muaclee
Concentration, planning, 
problem solving ^
Sensory areas involved with
— Understanding speecn, using words 
Parietal lobe
— General interpretative 
area (Wernicke's area)
Occipital lobe
interpretation of sensory experiences, 
memory ol tnsual and auditory patterns
Figure 2.8: The primary and secondary cortices responsible for different information processing 
(reproducedfrom (Shier et al., 2001)).
With reference to the central sulcus, the sensory impulses arrive mainly in the posterior 
half of the hemisphere. In the cortex, primary sensory areas have direct connections 
with the peripheral sensory receptors while the secondary receive inputs from both the 
primary areas and other regions of the brain. The major function of the somatosensory 
area is to localize the exact points where the sensation originates through its receptors.
Motor output from the cerebral cortex flows mainly from the anterior part of each 
hemisphere. The primary motor area controls voluntary contractions of specific groups 
of muscles. Electrical stimulation to specific motor area results in contraction of specific 
skeletal muscle on the opposite side of the body. The production of speech occurs in the 
left frontal lobe (Broca’s area) for the majority of the population.
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The association areas constitute the largest proportion of the cortex which covers part of 
the motor and sensory areas. The parietal-temporal-occipital association area is 
concerned with the higher perceptual functions related to somatic sensations, hearing 
and vision. In the case of the somatosensory association area, it integrates and interprets 
sensations. With a similar dominance in the left hemisphere as Broca’s area, Wernicke’s 
area in the intraparietal area interprets the meaning of speech by recognizing spoken 
words. Both Broca’s and Wernicke’s areas are connected by a neural pathway called the 
arcuate fasciculus.
O f particular interest to the current PhD project, the secondary somatosensory area of 
angular gyrus and intraparietal sulcus are highlighted since these brain areas are 
thought to be responsible for the interpretation of numerical digits as evidenced in 
functional studies.
2.5 Cerebral Physiology
Since the aim of the research project is to measure changes in cerebral oxygenation and 
haemodynamics by NIRS, it is important to understand some aspects of the cerebral 
circulatory system and the control o f blood flow.
2.5.1 Cerebral Oxygenation
The brain takes up 2 % of total body weight but it receives 15 % of cardiac output 
(Winn et al., 1989). Oxygen and glucose utilisation are also high compared to other 
organs. The main function of blood flow through the body tissue is to deliver oxygen 
and other nutrients to and remove waste from the cells, exchange gas in the lungs and 
absorb nutrients from the digestive tract. The systemic circulation can be described as 
the blood that is circulated around the body via a continuous system of blood vessels. 
The arteries are responsible for delivering oxygenated blood from the left atrium of the 
heart and through the capillaries to allow oxygen molecules to diffuse to the tissue cells 
comprising the exchange sites. On the return path, the veins collect the deoxygenated 
blood from the capillary bed and carry it back to the right atrium of the heart.
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Figure 2.9: Major arteries serving the brain and the circle o f Willis (reproducedfrom (Marie b, 1998)).
Figure 2.9 illustrates the arterial structure in the brain. The four major brain arteries 
comprise two carotid arteries (contributing about 80 % of total perfusion) and two 
vertebral arteries which link to form “the circle o f Willis ’’ which helps to balance the 
blood pressure in the anterior and posterior regions. It also helps to protect the brain 
against further damage should one of the arteries become occluded. The venous return 
from the brain is accomplished through the superficial cerebral veins, deep cerebral 
veins and cerebral venous sinuses and they collectively drain to the internal jugular 
vein.
Spectroscopic measurements of vascular oxygenation are greatly influenced by the 
susceptibility to blood vessel diameter changes which are controlled by the vessel walls. 
The artery and veins walls are composed of three layers: tunica interma (inner), tunica 
media (middle) and tunica adventitia (outer) (Figure 2.10). Capillary walls consist of 
tunica intima only. Although a large proportion of blood volume is stored in the veins, 
the cerebral veins do not distend and contract as much as other vessels in response to 
the blood circulation. On the other hand, blood flow is more responsive to changes in 
arterial vessels.
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Figure 2.10: Structure o f the arties, veins and capillaries (producedfrom (Marieb, 1998)).
2.5.2 C erebral Haem odynam ics
Haemoglobin is the exclusive molecule in red blood cells that carries oxygen from the 
lungs to the tissue cells and also serves in the transport chain to carry carbon dioxide 
back to the lungs. The cardiac output is about 5 1/min of blood for a resting adult, of 
which 14 % or about 700 ml/min o f blood will flow to the brain. In terms of interpreting 
the haemoglobin that is oxygenated, the saturation is often expressed as
Sa02 = ------------  x 100% 2-1
2 HbQ2 + HHb
where SaC>2 is the oxygen saturation in arterial blood. The total haemoglobin (HbT) in 
the vessels can be estimated by the summation of HbCb and HHb. While in vivo 
measurement of SaOr of healthy adults typically falls within the range of 97 - 100 %, 
saturation in the venous system (SvC>2) is somewhat variable, being dependent upon the 
blood flow and oxygen utilisation. In adult brain the saturation of the internal jugular 
vein is reported between 55 -  70 % (Gibbs et al., 1942).
The amount of oxygen in the arterial blood depends upon the inspired oxygen 
concentration into the lungs and the pulmonary gas exchange. The blood acidity (pH) 
and the arterial blood gas partial pressures which are normally written as PaC>2 and 
PaCCh (in kPa) for oxygen and carbon dioxide respectively. The oxygen carrying 
capacity in blood (in ml O^cR) can be quantified by
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The first term on the right represents the quantity of oxygen carried by the total 
haemoglobin whilst the second term accounts for the dissolved oxygen in the plasma 
(Cope, 1991). The expression clearly shows that the blood plasma carries a negligible 
amount of oxygen and that SaC>2 in haemoglobin (typically more than 90 %) dominates 
the oxygen transportation in tissue. The oxygen delivery to tissue is by diffusion and 
this is driven by the partial pressure difference between the blood in the capillary and 
the cell cytosol. Haemoglobin acts as a local buffer to maintain plasma (PO2) as the 
oxygen molecules are extracted by the tissue.
2.53 Autoregulation
The brain is the most metabolically active organ in the body but also the least capable of 
storing the essential nutrients (Marieb, 1998). Because the vessels are enclosed in a 
rigid cranium, the blood flow has to be regulated to match the metabolic demands over 
wide range of arterial blood pressure. The cerebral autoregulation of blood flow can be 
described by the constancy o f cerebral blood flow (CBF) independent o f changes in 
cerebral perfusion pressure (difference between mean arterial pressure and intracranial 
pressure and is expressed in mmHg) (Panerai, 1998). With a constant metabolic demand, 
changes in blood pressure which would otherwise alter the CBF, are compensated by 
adjusting the vascular resistance and results in constant oxygen supply. Blood flow in 
the brain is often better regulated than in most other organs, for the arterial vessel wall 
allows its diameter to expand about 4-fold, resulting in a 256-fold change in blood flow 
to suit the arterial pressure variation.
Autoregulation is the process which maintains CBF constant over a wide range of 
arterial blood pressure (50-150 mmHg). This is possible through the constriction o f the 
cerebral arterioles during an increase in MBP and dilation when the MBP is lowered. 
However, there are certain limits beyond which the autoregulatory system fails; this 
results in cerebral oedema if the pressure exceeds approximately 150 mmHg and 
cerebral ischemia due to lack of flow if the pressure falls below about 50 mmHg. There 
are various theories concerning the mechanisms underlying autoregulatory responses in
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the cerebral circulation and these have been discussed further elsewhere (Tachtsidis, 
2005). However, it should be noted that the cerebral arteriolar response to CO2, pH and 
O2 can also alter the blood flow significantly. The response of these vessels to CO2 is 
the strongest and results in a dilation o f the arterioles with increasing PaC02 (Lassen, 
1974). While the alteration due to Pa02 depends on the partial pressure itself, the effect 
of O 2 on CBF is considered less dramatic.
Since the brain tissue, blood vessels and CSF are enclosed within the rigid skull, the 
CBF and cerebral blood volume (CBV) must be controlled to prevent elevation of the 
intracranial pressure. Increase in pressure in the vascular system or blood volume will 
result in an increase in pressure o f the whole system, compressing the vessels and 
restricting blood flow.
2.5.4 Cerebral Blood Flow
Cerebral blood flow depends upon the perfusion pressure (blood pressure difference 
between arterial and venous) and the vascular resistance. The blood flow can be 
expressed as being directly proportional to the perfusion and inversely proportional to 
the vascular resistance. While the change in blood pressure in the arteries is caused by 
the heart which pumps blood from its left ventricle into the aorta, vessel resistance 
arises from friction which in turn is dependent upon the blood viscosity and inversely 
on the vascular area. Therefore blood flow tends to be slowest in the small vessels o f the 
capillary bed, thus allowing time for the exchange of oxygen to surrounding tissues by 
means o f diffusion though the capillary walls. Oxygen and carbon dioxide readily 
diffuse across the capillaries wall and it is important to maintain the appropriate levels 
to balance the cerebral metabolism. A decrease in Pa02 during hypoxia will increase the 
cerebral perfusion by decreasing cerebrovascular resistance as a result o f arterial 
vasodilation (Harper, 1990). Conversely, hyperoxia results in a decrease in CBF. This is 
in contrast to the alteration of blood flow due to CO2 uptake. Because the highly 
diffusible CO2 molecule can readily circumvent the blood-brain barrier mechanisms, the 
cerebral blood flow is most sensitive to changes in arterial carbon dioxide; an increase 
in PaC 0 2 results in marked rises in CBF.
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2.5.5 Existence of Systemic and Cerebral Haemodynamic Oscillations
Various studies using different imaging techniques have looked at oscillations in 
haemodynamics in the resting brain. Generally these fluctuations can be characterised as 
fast (e.g. arterial pulse oscillations (~1 Hz) and respiratory (~0.25 Hz)) and slow (~0.1 
Hz) spontaneous periodic oscillations (Chance et al., 1993). It has been reported that 
these physiological oscillations may be more significantly expressed in N1RS measured 
changes in HbC>2 concentration (Elwell et al., 1999; Franceschini et al., 2003; Obrig et 
al., 2000a). Figure 2.11 illustrates an example showing a correlation between the N1RS 
measured HbC>2 signal, photoplethysmograph of cardiac changes and respiratory related 
nasal airflow measurements. The subject was asked to remain still without any 
stimulation during the experiment and the optodes were placed near the occipital cortex. 
Tachtsidis et al. (2005) have reported a significant correlation o f the H b02 and HHb 
signals with systemic blood pressure and subsequently in a different study on scalp 
blood flow (Tachtsidis et al., 2006). Spontaneous vasomotion is also evident at 
oscillation frequencies around 0.1 Hz (Elwell et al., 1999; Mayhew et al., 1996). This 
physiological “noise” can have amplitudes comparable with the functional evoked 
signal and may be particularly evident in many stimulation paradigms that typically 
employ 10 second rest and task period intervals. The presence of these oscillations is 
important in the understanding o f the NIRS signals. They can also be useful; cardiac 
and respiratory oscillations can be used to measure arterial and venous oxygen 
saturation of the brain (Leung et al., 2006). Results from an NIRS-EEG study suggested 
these oscillations could also attribute to the vasomotor responses of spontaneous 
neuronal activity (Hoshi et al., 2001). It has been suggested these oscillations can be 
attributed to the small pial arteries since its characteristics resemble those of the cerebral 
blood flow velocity measured by transcranial Doppler ultrasound (Auer and Sayama, 
1983). In view of this, it is therefore important that methods for dealing with these 
oscillations are considered when using NIRS to measure the haemodynamic response to 
functional cerebral activation. In the subsequent chapters, we will show how these 
fluctuations can be monitored (Chapter 6), removed offline (Chapter 7) and modelled in 
the analysis (Chapter 8).
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Figure 2.11: An example measurement showing the existence o f systemic influence on the AHb02 signal 
(reproducedfrom (Elwell et al., 1999)).
2.6 T he N eurovascu lar C oupling  d u rin g  Functional A ctivation
When a specific area of the brain becomes metabolically active, each of the individual 
nerve cells produces an electrical signal which is transmitted along the axons and 
dendrites to the adjacent cell membranes. Each of these action potential signals causes 
an increase in oxygen consumption by the neuronal cells and induces a secondary 
increase in CBF and CBV to meet the increased demand for glucose and oxygen. The 
increase in regional cerebral blood flow (rCBF) and oxygen consumption or regional 
cerebral oxygen metabolic rate (rCMRCh) is a consequence of regional brain activity. In 
the case where the increase in blood flow exceeds that of the oxygen consumption, this 
results in a focal hyperoxygenation (Fox and Raichle, 1986). As haemoglobin is the 
major oxygen carrier in the blood vessels, this causes an increase in oxygenated 
haemoglobin (Hb02) accompanied by a decrease in deoxygenated haemoglobin (HHb) 
during functional activation (Hoshi and Tamura, 1993; Maki et al., 1995; Obrig et al., 
1996). The total haemoglobin (HbT) which is a summation of the two haemoglobin 
signals, provides a good estimation of the blood volume. Figure 2.12 shows the 
temporal distribution of the haemodynamic response following a 10-second motor 
stimulation task, measured using NIRS over a total of 44 subjects (Obrig et al., 1996). 
The scales for the haemoglobin concentration changes are different to allow better 
visualisation of the response. The increase in Hb02 concentration is often, although not 
necessary, greater in magnitude than the decrease in HHb, which results in an increase 
in HbT. In addition, there is often a latency difference between the Hb02 and HHb
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signals to reach the peak concentrations. This typical haemodynamic trend is expected 
to be observed in the neurovascular compartment in most functional activated brain 
areas. A number of different studies have looked at the electrophysiological response 
elicited by functional stimulation using non-invasive optical technique and a good 
review is given by Steinbrink et al. (2005). In summary, Wolf et al. (2002) have 
reported the possibility to detect the “fast” optical signals and suggested that these 
changes appeared to be more localised than haemoglobin changes (Gratton et al., 1997). 
However, the systemic physiological changes are often at least an order or two higher in 
magnitude than this neuronal signal i.e. the vascular evoked response is typically in the 
range of ± 0.1 % whereas the relative intensity changes for the neuronal signal has been 
reported to be between 0.001 and 0.01 %. Franceschini and Boas (2004) have published 
a set o f criteria to validate these signals and concluded with Monte Carlo simulation that 
the detected fast signals is a consequence of changes in light scattering caused by 
changes in cell properties. However it is worth highlighting that the “fast” optical 
change shares the latency of up to hundreds of milliseconds with electrophysiological 
ERPs, whereas the measurement of the haemodynamic response evolves over a few 
seconds. The thesis is focused on the description of the OT technique to measure the 
slow vascular response and on the basis of other studies, we can assume there is 
insignificant scattering change during the course of the haemodynamic response and 
that the attenuation due to scattering is at least an order lower compared to the 
absorption (i.e. <0.01 OD).
Tim* (s)
Figure 2.12: Temporal distribution o f the haemodynamic response in the motor cortex, averaged over a 
group o f 44 subjects (reproduced from (Obrig et al., 1996)).
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The cerebral physiological chain, starting from the primary electrophysiological activity 
to the induced secondary vascular activity arising from the increase in cellular oxygen 
metabolism, allows various forms o f imaging techniques to measure the brain activity 
using a direct (i.e. measure of electrical and magnetic properties of the action potentials) 
or indirect (i.e. induced oxygen consumption and blood flow) approach. To date, none 
of these approaches is able to measure all o f these signals in a single measurement, 
although it has been possible to combine several modalities to provide simultaneous 
measurements. This thesis is focused on working towards a non-invasive approach to 
identifying brain regions which are functionally active in humans by measuring the 
haemodynamic response to cerebral activity.
2.7 Summary
This chapter has reviewed the anatomical structures of the human brain and their likely 
contributions to light attenuation. The high level functionality of the cerebral cortex 
have been highlighted which is of importance because unlike other neuroimaging 
modalities, optical imaging often require a prior knowledge of the brain areas to be 
interrogated. Since a major part o f the research project involves measuring the 
oxygenation and haemodynamics of the functioning brain, it is also important to 
appreciate the relevant aspects o f cerebrovascular physiology and neurovascular 
coupling. The following chapter will discuss various brain imaging techniques that are 
commonly used to help study brain function.
CHAPTER 3
Advances in Functional Brain Mapping
3.1 Introduction
The field of medical imaging has experienced phenomenal growth in recent years in the 
area o f brain imaging. As well as improvements in image resolution o f anatomical 
structure of the human brain, there has been significant development in a number of 
new functional imaging modalities, including Positron Emission Tomography (PET), 
Single Photon Emission Computed Tomography (SPECT), Electroencephalography 
(EEG), Magnetoencephalography (MEG), functional Magnetic Resonance Imaging 
(fMRI) and NIRS. Figure 3.1 illustrates the typical trade off between image resolution, 
data acquisition rate and invasiveness o f the imaging techniques. In general they have 
been categorised according to the method by which the physiological signal is measured 
and the relationship between the detected signals and the neuronal activity. In view of 
the importance of investigating the functional aspects of the human brain, this chapter 
provides an overview of some of the clinically established modalities commonly seen in 
functional brain imaging. The mechanisms underlying the techniques are outlined, 
together with an assessment of their strengths and weaknesses. A detailed theory of 
their operations is beyond the scope of this thesis and a more technical description of 
these methods has been covered elsewhere (Webb, 1998). Near infrared spectroscopy, a 
non-invasive optical brain imaging technique and the focus of this PhD will be 
introduced in more detail in the next chapter.
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Figure 3.1: Comparison o f the spatial and temporal resolution o f various neuroimaging methods.
3.2 Im aging Using R adioactive Biological T racers
A radionuclide is generally described as a meta-stable nucleus which emits a gamma- 
ray photon during the radioactive decay process. By tailoring appropriate radioactive- 
labelled pharmaceuticals that bind to different tissue types, radionuclide imaging can 
help to reveal the physiological changes of cerebral blood flow, oxygen consumption 
and metabolic changes during brain activation, as the radioactive compound is tightly 
coupled to localised brain metabolism and regional blood flow. The radioisotope tagged 
compounds in tracer quantities are often introduced to the subject by means of 
intravenous injection or inhalation of a gas. The high sensitivity of the technique allows 
the use of radioactive compounds at concentrations that are devoid of pharmacological 
effect and hence do not perturb the system. Radionuclide imaging is different from most 
other imaging techniques in that the radiation originates from within the biological cells 
after the introduction of the radioisotopes. It measures molecular targets such as 
receptors, transporters and the enzymes that are involved in the synthesis and 
metabolism of neurotransmitters (Volkow et al., 1997). This section reviews two 
radionuclide imaging modalities that combine conventional nuclear medicine imaging 
techniques and computed tomography (CT) reconstruction methods for use in 
neuroimaging studies. The detection scheme used to observe the emitted gamma-rays is 
similar to those used in conventional nuclear medicine. Efficient detection is critically 
dependent on the combination of a crystal which converts the high-energy photons to
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visible-light photons. The CT method involves the acquisition of planar image 
projections from an array of surrounding detectors and then generates cross-sectional 
images o f the radiopharmaceutical distribution. In general, the two imaging methods 
differ in the types of isotopes used and the types of gamma ray emission (Table 3.1). 
This in turn affects the temporal and spatial resolution of the data acquisition.
Isotope
Principal 
gamma-ray energy 
(keV)
Half-life
"C 511 20.4 min
,JN 511 9.96 min
150 511 2.07 min
>*F 511 109.7 min
67Ga 90 78.3 hr
" 'In 171 67.9 hr
123, 159 13 hr
201'■pi 68-80.3 73 hr
Tabic 3.1: Typical radionuclides used in biomedicine (reproduced by (Webb, 1998)). The radionuclides 
with shorter half-lives are usually used in PET studies.
3.2.1 Positron Emission Tomography
As its name implies, PET involves imaging the high-energy photons produced by the 
annihilation of positrons (i.e. positive electrons). The process begins with the 
production of a metabolically active tracer -  a biological molecule (e.g. glucose) that 
carries with it a positron-emitting isotope. The more common radioisotopes used in PET 
studies include n C, l3N, l50 , 18F and ,8F-FDG (2-fluoro-2-deoxy-D-glucose) is used to 
assess the glucose metabolism in the brain. Because the positron-emitting isotopes have 
rather short lives, it often requires an on-site cyclotron to accelerate protons to bombard 
a target to produce the radioactive isotopes. The brain imaging starts as soon as the 
radioisotopes accumulate in an area for which the molecule has an affinity. During 
functional activation, tissues that are actively metabolizing glucose and consume 
oxygen will take up this compound. The radioactive nuclei then decay by positron 
emission, where a nuclear proton changes into a positive electron and a neutron. The 
scan detects regional blood flow rate which correlate to activity of large neuron 
population in the cerebral cortex.
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Figure 3.2: Schematic illustrating the annihilation process o f the emitted positron giving rise to a pair o f 
high-energy photons (reproduced from (Mudry et al., 2003)).
During the decay process, the ejected positron combines with an electron from the 
surrounding environment almost instantaneously (~10*9 secs) and these two particles 
undergo the process of annihilation. The energy (E) associated with the mass of the 
positron and electron particles is 1.022MeV in accordance with E=mc2, where m is the 
atomic mass and c is the speed of light. The collision results in the emission o f two 
coincident gamma-rays flying away from one another at an angle of 180°, with each 
photon carrying an energy of 511 keV (Figure 3.2). These high-energy gamma-rays 
emerge from the brain in opposite directions and are detected by the surrounding 
detectors. The image acquisition o f the blood flow is based on the external detection in 
coincidence of the emitted gamma-rays within the bloodstream where the radioisotope 
and targeted tissue type take place. The lines o f response connecting the coincidence 
detections are drawn through the subject and a 2D image of the tracer distribution is 
reconstructed using a back-projection algorithm. A 3D image can be compiled from a 
series of 2D slices of collision events. The factors that affect the spatial resolution of 
PET images are the detector size, distance travelled by the positron before annihilation, 
timing resolution of the coincidence circuitry that determines the timing events and the 
reconstruction algorithms (Mudry et al., 2003). PET produces images with superior 
resolution (at the equivalent o f sub-picomolar concentration) over single-photon SPECT 
as it looks for the emission of dual photons during annihilation.
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3.2.2 Single Photon Emission Com puted Tom ography
Attenuation in radionuclide imaging can be described by the loss of photon energy due 
to multiple interactions and results in reduced photon count. The two major causes are 
due to the photoelectric effect which absorbs the photons energy and Compton 
interactions which transfer part of the photon energy to free electrons (Mudry et al., 
2003). The emitted gamma-ray photons from the internal distributed 
radiopharmaceutical experience attenuation in the intervening brain tissue before they 
are detected by a set of collimated radiation detectors. As a result of these interactions, 
the photons can lose their original directions and be scattered into a new direction with 
reduced energies.
coimator
—  P U T
Figure 3.3: Schematic diagram o f a gamma camera used in SPECT. Gamma-ray photons emitted from  
radioactivity may experience photoelectric (a) or scatter (b) interactions. Photons that are not travelling 
in the direction within the acceptance o f the collimator (c) will be intercepted and photons within the 
acceptance angle will be detected (d) (reproducedfrom (Mudry et al., 2003)).
SPECT involves the detection o f single gamma-rays emitted by nuclear decay from the 
radioactive atom. As with PET, the imaging modality measures the blood flow and 
glucose and oxygen consumption rate during functional activation. As illustrated in 
Figure 3.3, a typical detection scheme consists of a collimator (made up of multiple 
parallel channels) placed in front of a sodium iodide (Nal) scintillation crystal detector, 
followed by an array of photomultiplier tubes (PMTs). Because SPECT does not have 
the directional information o f the emitted gamma rays, most of these systems are 
equipped with electronic circuitries with finite energy resolution that helps to 
discriminate the attenuated photons. Each gamma-ray photon travelling along a path 
that coincides with one of the collimator channels interacts with the Nal crystal and 
generates scintillation which is then detected by highly sensitive PMTs. It is from the
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analysis of the photon intensity and arrival position of the detected photon that the 
SPECT images are produced that relate to the brain activity. The geometric dimensions 
of the collimator apertures determine the directions of the photons that will be detected 
by the crystals. In general, the detection efficiency is approximately proportional to the 
square o f the width o f the geometric response function of the collimator (i.e. an increase 
in geometric width allows higher photon detections but worsens the spatial resolution). 
A more general review of the basic principles, instrumentation and reconstruction 
technique for SPECT can be found in (Jazczak and Coleman, 1985).
Compared to PET, the radioisotopes used in SPECT are more easily produced with 
photon energies much lower than 51 lekV and with longer half-lives. Typical examples 
include the -140 keV photons from "" ’Tc and -70  keV photons from 20lTl. The 
common gamma-emitting tracer used in brain imaging is 99mTc-HMPAO 
(hexamethylpropylene amine oxime) which is taken up by the brain tissue in a manner 
proportional to brain blood flow. However, the less complex imaging technique 
provides a lower spatial contrast than that o f PET imaging due to its lack of directional 
information and longer half-lives. Combined with the limited amount o f radiation dose 
that is allowed, practical limits on imaging time and detection efficiency, the number of 
photons collected is limited. The loss o f photon counts from the collimator reduces the 
signal-to-noise ratio. The spatial resolution problem, however, can be alleviated by 
combining the SPECT images with a structural scan.
3 3  Electrical Activity from Neuronal Cells
One of the early observations o f electrical activity on human brains was made by Berger 
(1929). The functional cellular activity is recorded as the nerve impulses cross the 
synapse through the action o f neurotransmitters. The active nerve cells produce 
electrical signals transmitting along the axons and dendrites and electrical charges are 
formed across very short distances on the corresponding cell membranes. Each of these 
action potential signals induce a little current dipole that flows through the extracranial 
tissues and the resulting voltage differences on the scalp surface can be recorded as the 
electroencephalogram. The same induced currents will also produce magnetic fields 
which can be measured by pick-up coils above the scalp surface as
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magnetoencephalography. Because the synapses are formed over short distances and 
the contributions of different synapses are likely to cancel each other out, a substantial 
volume of action potentials are required to be active synchronously for possible 
detection. A dipole describes the strength and direction of the summed current flow 
within a small cortical area. The detection o f scalp potential (EEG) and magnetic field 
(MEG) is critically dependent on the orientation and distance of the dipoles from the 
measurement point and each o f these techniques will be described in the next section. A 
tangential dipole is oriented in parallel to the cerebral cortex, whereas a radial dipole 
points towards or away from the scalp surface. The apical dendrites in the cortical 
pyramidal cells are generally well-organised and hence contribute strongest to the 
measurable EEG and MEG signals.
Functional neuronal excitation is usually detected over the range o f 10-100 Hz while the 
subsequent haemodynamic response is much slower (~0.1 Hz). Unlike neurovascular 
modes o f measurement, MEG and EEG offer the ability to assess the temporal 
displacement of the activation signals and they provide a non-invasive and direct 
correlate of neuronal processing at the cerebral cortex. However, the spatial resolution 
of the two methods is relatively poor, because of the complex issue of localising the 
neuronal sources. Sophisticated procedures are necessary to process the “event-related 
potentials” (ERPs) which are characterised by a series of deflections in the continuous 
time-course, across different recording brain sites (Handy, 2005). The ERPs are 
subsequently combined with an MR structural scan for more realistic modelling o f the 
head geometry to help in estimating the source positions.
3.3.1 Electroencephalography
The basic idea behind an EEG measurement is to determine the differential voltage 
between two adjacent electrodes or with reference to one “non-activated” site. This 
signal is amplified using a differential amplifier and the measured voltage difference is 
then digitised before being regarded as one channel of the EEG activity. Depending on 
the number of channels and range o f detectable frequencies, the instrumentation can be 
relatively simple and low cost and typically comprises a data collection unit which helps 
to amplify (the amplitude o f raw signals is typically in the order of microvolts) and 
digitise the measured signals and a set o f electrodes, usually mounted on a “standard”
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hair net (Figure 3.4a). The majority of the conducting electrodes are made from small 
discs o f tin, silver chloride or gold, with each probe electrically connected to the scalp 
using conducting gel or saline solution. Prior knowledge of the electrode placement is 
necessary in order to identity the activated brain regions. The electrode placement relies 
on taking measurements between the known external landmarks on the head. The most 
common mapping technique uses the International 10-20 System (Jasper, 1957) where 
electrode locations are defined with respect to fractions of the distance between the 
nasion-inion and the pre-auricular points (Figure 3.4b). Existing EEG systems are 
capable of measuring from up to 256 different locations which enable a topographic 
map of the whole head to be reconstructed.
Figure 3.4: Illustration o f the EEG head net and electrode configuration, (a) A 256-electrode HydroCel 
net from Geodesic, (b) Location and nomenclature o f the intermediate 10% electrodes, as standardized 
by the American Electroencephalographic Society (reproduced from (Malmivuo and Plonsey, 1995)).
The minimum acceptable sampling rate is usually 2.5 times greater than the highest 
frequency of interest although most EEG systems typically sample between 240-480 Hz. 
A few distinctive waveforms are often identified during EEG recordings and these are 
named according to their frequency bands which include beta waves (p >13 Hz), alpha 
waves (8 Hz< a  <13 Hz), theta waves (4 Hz< 9 <7 Hz) and delta waves (5 <4 Hz). 
There are other waveforms associated with specific conditions such as the K-complex, 
gamma, vertex and lambda waves. Combination of any of these waveforms is possible 
which tends to make interpretation of the signals more difficult.
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3.3.2 M agnetoencephalography
The detection of magnetic fields originating from the human brain was pioneered by 
Cohen (1968) using non-superconducting sensors. Subsequently the localisation of 
sources of cerebral activities in three-dimensional space was made possible using more 
powerful superconducting detectors. MEG relies on the basic fact that all electric 
currents generate a magnetic field perpendicular to the direction of the current flow (the 
“Fleming’s right-hand rule”). The main source of magnetic fields comes from the 
current flow in the long apical dendrites of the cortical pyramidal cells. Pyramidal 
neurons constitute nearly 70% of the cortical neurons and dipolar currents flowing in 
these dendrites induce time-varying magnetic field perpendicular to the dendrite 
direction. Whilst EEG is capable of detecting both radial and tangential dipoles, MEG is 
more sensitive to the tangential dipoles compared to the radial dipoles. As a result, only 
cells oriented parallel to the cerebral cortex will produce magnetic fields that can be 
detected by the external sensors (Figure 3.5).
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Figure 3.5: Schematic o f the origin o f the magnetic field.
The magnetic fields will pass through layers of brain tissues and skull unaffected. 
However, the synchronised neuromagnetic fields produced are extremely weak and 
have amplitudes in the order of a few picoteslas with a much smaller evoked response. 
Hence sophisticated technology is used to detect these weak fields by employing 
multiple superconducting quantum interference devices (SQUIDs) to record from the 
whole head simultaneously. Liquid helium is usually used to cool down the pick-up 
coils. A sequence of time-series waveforms are recorded from each detector 
surrounding the head and a display of the cortical activity can be projected onto a 2D 
map. More technical details of this relatively new imaging technique has been described 
elsewhere (Gratta et al., 2001).
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In theory, MEG provides the same degree of temporal resolution as the EEG technique 
since they measure the same electrical activity resulting from the neuronal cells during 
functional activation. Its spatial resolution is dependent upon the number of dipoles 
present, although a single dipole can provide sub-millimetre precision. As both EEG 
and MEG techniques provide a relatively poor spatial localisation of the source activity, 
their reconstructed images are often co-registered onto a cortical brain map to identify 
the activation area. Unlike EEG which uses a relatively simple detection scheme and 
since MEG requires the use of sophisticated sensors and cooling systems, they have to 
be placed in a magnetically-shield room due to their high sensitivity to external 
interference.
3.4 Noninvasive N eurovascular M easurem ent to Neuronal Activity
When a specific region of the brain becomes metabolically active, the increased oxygen 
demand by the neuronal cells induces an increase in blood flow and blood volume to 
meet the supply of oxygen and other nutrients to the brain. When the increased oxygen 
metabolic rate is exceeded by the increase in cerebral blood flow, this causes an 
increase in oxygenated haemoglobin accompanied by a decrease in deoxygenated 
haemoglobin. Unlike PET and SPECT where radioisotopes are introduced intravenously 
to the subject, there are two other imaging modalities that have been developed that rely 
on intrinsic haemodynamic behaviour to measure the neurovascular response and hence 
provide an indirect indicator o f the neuronal activity. This section will review the 
functional magnetic resonance imaging (fMRI) technique which measures the magnetic 
property, in particular of the deoxygenated blood. The next chapter will introduce 
optical imaging, using near-infrared light to interrogate the cerebral tissue and produce 
concentration maps of oxygenated and deoxygenated blood.
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3.4.1 M agnetic Resonance Imaging
MRI has revolutionized modem clinical imaging as it exploits the existence of induced 
nuclear magnetism within the tissue. Although the physical phenomenon of nuclear 
magnetic resonance (NMR) was first demonstrated by physicists (Bloch et al., 1946), its 
practical application to the field of medical imaging was only realised in 1973 when 
Lauterbur and Mansfield produced the first MR images (Lauterbur, 1973; Mansfield, 
1973).
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Figure 3.6: (Top) RFpulse creates a net transverse magnetization due to energy absorption and phase 
coherence. (Bottom) Schematic o f two relaxation phenomena ensure that the dynamic equilibrium is 
reached (reproduced from (Suetens, 2002)).
MRI is based on the detection of radio signals emitted from the nuclei of the resonating 
atoms within the tissue and the image contrast results from the interaction between the 
nuclear magnetic spins. When a subject is placed in the bore of a magnet with a strong 
magnetic field applied (typically in the range of 1-4 Tesla), this causes the magnetic 
properties of the nuclei to be aligned in the direction of the main static magnetic field, 
referred to as the z-direction (Figure 3.6). The individual nuclear magnetic moments add 
together to produce an overall tissue magnetisation. The nuclear magnetization is very 
weak; the ratio of induced magnetization to the applied field is about 4 x 10‘9 (Mudry et 
al., 2003). The key to measuring this signal is to tilt the nuclear magnetic moments 
away from the static magnetic field direction. As shown in Figure 3.6, by applying a 
weak rotating radiofrequency (RF) pulse whose magnetic field vector is perpendicular 
to the main static field, a resultant torque proportional to the strength of the static field
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causes the spins to precess towards the transverse xy-plane. Since the precessing 
moments are time-varying, they produce a measurable voltage in a loop antenna 
orientated to receive the xy components of the magnetic field.
T1W T2W
Figure 3.7: A comparison between Tl weighted and T2 weighted MR images.
When the excitation pulse is turned off, the flipped atoms gradually recover to their 
original equilibrium position along the external main magnetic field. This involves the 
gradual loss of energy by the nuclei to their surroundings, the tranverse field decaying 
exponentially at a rate characterized by a longitudinal relaxation time Tl and a 
transverse relaxation time T2. The spin-lattice relaxation Tl describes the exponential 
decay of the original signal as the flipped atoms recovered to baseline. The influence of 
the magnetic field of atoms in the local molecular environment modifies the local 
magnetic field which causes the atoms to gradually de-phase from one another. The 
spin-spin relaxation T2 is used to describe the exponential loss of signal due to de- 
phasing. T2 weighted images provide excellent contrast between normal and abnormal 
tissues, although the anatomic detail is less than that of Tl weighted images (Figure 3.7). 
T2 images show brain tissue as dark and cerebrospinal fluid as bright. Localisation can 
be achieved by superimposing a position-dependent magnetic gradient field onto the 
homogeneous magnetic field to distinguish spins by their locations.
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3.4.2 Functional MRI
Functional MRI (fMRI) has been employed successfully to image the intrinsic blood 
signal change during brain activation. The implementation of the echo-planar imaging 
(EPI) technique has also helped to acquire each brain slice at sub-second speed and 
hence shorten the acquisition time. Whilst NMR can be used to quantify blood flow 
changes, the fMRI technique is more commonly used to measure the changes in blood 
oxygenation during neuronal activity. The blood oxygenation level dependent (BOLD) 
signal is a measure o f the change in deoxy-haemoglobin (HHb) concentration in venous 
blood. The loss of MR signal due to T2 effects (i.e. the local magnetic field 
inhomogeneity) reflects the interplay between changes in cerebral blood flow, volume 
and oxygenation. As haemoglobin becomes deoxygenated, it becomes more 
paramagnetic than the surrounding tissue (Thulbom et al., 1982). This creates an 
increasingly magnetically inhomogeneous environment and this is reflected in the MR 
image. During a functional activation where the blood flow increase exceeds that of the 
volume change, the total paramagnetic blood HHb content within the tissue decreases 
with brain activation. The resulting decrease in the tissue-blood magnetic susceptibility 
difference leads to less intravoxel dephasing within brain voxels and hence increased 
signal on T2-weighted images. This observed increase reflects a decrease in HHb 
content (or an increase in the venous blood oxygenation).
Because of its excellent contrast in tissues (~1 to 2 mm on soft tissue), an MRI 
structural scan is often used to co-register with other functional brain maps to identify 
the activated areas. However, the resolution of functional MR image can often be 
compromised (-10 mm) after pre-processing procedure (i.e. re-alignment of the brain 
scans). The imaging technique involves fundamental trade-offs between resolution, 
imaging time and SNR. In general, using higher magnetic field strengths improves the 
contrast and SNR. Compared with other imaging modalities, this non-invasive 
technique is very expensive and has relatively poor temporal resolution (-0.5-3 s) 
limited by the recovery rate of the atoms. More importantly, the BOLD response is only 
able to monitor the haemodynamic signal due to changes in HHb in venous blood.
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3.5 Sum m ary
It is clear that there are different biological properties within the brain tissue which can 
provide useful physiological information through various methods of brain imaging. 
With advances in electronics and improved algorithms, the medical applications o f these 
imaging modalities have proved to be vital in diagnostic and treatment procedures. A 
summary of the strengths and weaknesses of the various functional techniques is 
presented in Table 3.2. In general, each technique is compared with the modality that 
measures similar physiological parameter (i.e. PET vs. SPECT, EEG vs. MEG and 
fMRI vs. OT). In most functional situations it may be beneficial and cost effective to 
combine different imaging modalities that allow different physiological parameters to 
be measured at the same time. As will be discussed in Chapter 8, Statistical Parametric 
Mapping (SPM) enables the analysis of the functional data measured from all of the 
modalities discussed so far. A major part o f the PhD project involved implementing an 
SPM toolbox to enable this technique to be applied to NIRS optical signals. The next 
chapter will introduce this NIRS methodology showing how it can measure both 
oxygenated and deoxygenated haemoglobin simultaneously.
P E T S P E C T E E G M E G f M R I O T
Advantages ^  Reduced 
dosage of 
radioactive agent 
needed
'S High contrasts 
m radioactivity 
^  Fast 
radioactivity 
decay rate
^  Longer half- 
lives radioisotope
'SReduced cost 
of radioisotope 
production
^  Less complex 
detection scheme
S  Direct 
correlate of 
neuronal activity 
^  Ext aided 
hours of bedside 
moiutoruig 
'S Inexpaisive 
and portable
s  Direct 
con elate of 
neuronal activity 
'S Temporal 
displacement of 
activation signals 
^  No contact 
betweai scalp 
and detectors
^  Supab 
contrast 111 tissue 
type
S  Excell ait 
depth infonnation
^  No loiuzmg 
radiation
'S Saisitive to 
both Hb02 and 
HHb clianges 
Widely 
.applicable to no 
of subject and 
patiait groups 
Extaided 
hours of bedside 
moiutoruig
Disadvantages X Intravenous 
administration of 
radioisotopes
X  On-site 
cyclotron for 
short half-lives 
emitters 
X  Expensive 
mode of imaging 
X  Not suitable 
for multi- 
modality studies
X Intravenous 
administration of 
radioisotopes
X Slow 
radioactivity 
decay rate
X Reduced 
photon counts
X Not suitable 
for multi- 
modality studies
X Sensitive to 
electrod e-scalp 
contact
X Linuted depth 
information 
X Poor
inta pr etation of 
neuronal sources 
X Requires 
massive no of 
repetitive trials to 
improve SNR
X Sensitive only 
to tangential 
dipoles in coitices
X Linuted depth 
infonnation 
X Poor
uita pi etation of 
neuronal sources 
X Operate in 
magnetic shield 
room with 
expensive 
SQUIDs
X Saisitive only 
to HHb clianges
X Perturb the 
cerebral sy stem 
witli exposure to 
magnetic field
X Restraint by 
head coil and 
witlun noisy 
aiviromnait
X Very
expensive mode 
of unaging
X Saisitive to
optode-scalp
contact
X Require prior 
knowledge of 
activation areas 
X Linuted no of 
measuremait 
points 
XPoor
inta pi etation of 
depth infonnation
Table 3.2: Comparison between different functional neitroimagiug modalities.
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CHAPTER 4
Fundamentals of Tissue Optics
4.1 Introduction
Before understanding the principles o f optical imaging in general, it is necessary to 
appreciate the various physical phenomena affecting light propagation through layers of 
biological tissues. The fact that light attenuation in tissue comes not just from 
absorption changes in tissue compounds but also from light scattering complicates the 
process o f quantifying the absolute concentration of tissue chromophores. The 
additional scattering effect introduces an unknown light loss but also results in a non­
linear relationship between the attenuation changes and absorption changes in tissue 
since light travelling a greater distance is more likely to be absorbed before it is detected. 
These phenomena determine the range o f wavelengths suitable for optical brain imaging 
and in which the detected changes of light attenuation are primarily due to changes in 
the tissue properties.
The near infrared (NIR) region of the electromagnetic spectrum is of particular interest 
as various tissue compounds present at significant concentration have been shown to be 
relatively transparent in this so-called optical window. Some of these compounds are 
absorbers which have a fixed concentration over a reasonable measurement period and 
hence contribute only a constant component of the total attenuation (e.g. water and 
lipids). More importantly, there are other absorbers whose concentrations vary with the 
blood oxygenation and flow (e.g. haemoglobin and cytochrome). Spectroscopic 
measurement of these oxygen-dependant compounds will provide useful information on 
the tissue oxygenation status at intravascular and intracellular levels (Figure 4.1).
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Figure 4.1: Schematic showing the different light absorbing and scattering compounds (its 
concentrations represented by degree o f shades) within the tissue.
The key factor that enables spectroscopic measurement of cortical tissues to be made is 
that over a specific range of wavelengths in the NIR, light can penetrate the skin and 
skull and be absorbed or scattered by the underlying brain tissue. The attenuated light 
that does emerge and is detected therefore contains information on the properties of 
these deeper tissues. Both absorption and scattering play a critical role in light 
attenuation in tissue, although scattering is often the dominant mechanism responsible 
for the attenuation especially in the NIR region (Paunescu et al., 2001). Each light 
absorbing compound has a unique absorption spectrum and its concentration can vary 
with time, reflecting physiological changes in the tissue. In order to quantify these 
chromophores concentrations, it is necessary to determine the pathlength travelled by 
the light as it passes through the various layers of tissues. In most in vivo optical studies 
where one is interested in the relative changes in chromophore concentration, the 
procedure to extract this physiological information can be simplified. Since the NIRS 
studies described in this thesis are based on continuous wave intensity changes (i.e. the 
use of the Hitachi ETG-100 OT system), a simple linear approximation between light 
attenuation and chromophore concentration is often adequate. This chapter aims to 
provide an insight into the basic interactions of light with tissue and the mechanisms 
involved and the reader is advised to consult (Bohren and Huffman, 1983) for a more 
detailed description. The following section starts by introducing the various types of 
tissue chromophores having distinctive absorption characteristics that determine the 
choice of ideal wavelengths for optical brain imaging (Section 4.2). Here oxygenation- 
dependent chromophores which are related to cerebral metabolism during functional 
activation will be discussed. An overview of the light transport in tissue which includes
Fundamentals in Tissue Optics C hap te r 4 61
the absorption phenomena (Section 4.3) and effect of scattering (Section 4.4) and the 
algorithms used to derive chromophore changes from intensity measurements are then 
discussed (Section 4.6). The optical pathlength in tissue and its effect on the derivation 
of the chromophore concentration are then reviewed (Section 4.7). Finally, in the case 
of continuous wave measurements where the relationship between light attenuation and 
change in chromophore concentration is simplified, the various assumptions made are 
discussed (Section 4.8).
4.2 Absorption by Tissue C hrom ophores
-■ a J L ^MELA
,  n SI HEMOGLOBIN WATER10
PROTEIN
SCATTER
lOOOnm lOOOOnmlOOnm
W A V E L E N G T H
Figure 4.2: Overview o f the optical properties o f tissues (reproducedfrom (Hillman, 2002)).
This section examines the wavelength spectrum over which useful physiological 
information can be revealed from biological chromophores. Figure 4.2 shows the optical 
properties of the various types of light absorbing compounds, with each having its own 
distinctive absorption characteristic at different wavelengths. The near infrared (NIR) 
region is particularly favourable for spectroscopic measurements as the relatively low 
absorption of water and haemoglobin in this region enables sufficient light penetration 
to interrogate the cortical region. Although scattering plays a dominant role in light 
attenuation, the difference in these effects over time is thought to be negligible when 
calculating the changes in chromophores concentration. There have been a number of 
optical studies looking at the possibility of detecting the fast changes (in milliseconds) 
in the optical properties of cerebral tissue associated with the electrophysiological
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response, and which arise from an alteration o f the scattering properties o f the neuronal 
membranes (see Section 2.6). The possibility of contributions from the extracranial 
tissues contaminating the observations cannot be ruled out, although NIRS instruments 
have been designed to minimise these effects. The main constituents of biological tissue 
contributing towards attenuation (in the NIR region) include water, lipids, haemoglobin 
and cytochrome oxidase. While water and lipid concentrations remain fairly constant for 
measurements over short time-scales and hence only contribute to the overall static 
attenuation (Figure 4.1), the concentrations o f haemoglobin changes with the vascular 
response to oxygenation demand, and its distinctive absorption spectra in NIR region 
enable optical imaging to obtain useful physiological information about the 
haemodynamic behaviour. The oxidized form of cytochrome oxidase, an enzyme 
involved in oxidative metabolism changes can also reveal cellular oxygenation status 
which alters its redox state.
4.2.1 Water
Water makes up about 80 % o f the brain volume in adults (equivalent to 56 molar) and 
about 90 % in neonates (Woodard and White, 1986), and is considered to be the 
dominant tissue chromophore in spectroscopic measurements. Table 4.1 shows the 
composition of human brain as a function of age. The high absorbance o f water 
determines the tissue thickness through which light can penetrate and hence restricts the 
wavelength region over which spectroscopic interrogation of tissue can be made.
Age Group Water (•/.) Lipid (%) Protein (%)
Foetus (14 wks) 93.2 1.5 3.8
Newborn 89.6 2.6 6.2
Infant (18 mths) 83.9 6.1 8.2
Child (3-18 yrs) 75.5 11.6 10.7
Adult 75.5 11.6 10.7
Table 4.1: Percentage o f mass o f water, lipid and protein in the human brain (reproduced from (Cope, 
1991)).
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Data on the absorption spectrum of water over the NIR region is reproduced in Figure 
4.3. From this it can be seen that there is a relatively low absorption of light between 
650 and 900 nm within which spectroscopic measurements can be made (Hale and 
Querry, 1973). Above 900 nm, the absorption coefficient increases fairly rapidly to a 
spectral peak at about 970 nm. For the purposes of most physiological measurements, 
the water concentration in tissue can be thought of as a constant absorber over a 
reasonable measurement period.
W a v ele n g th  (nm )
Figure 4J: Absorption spectrum o f water in the near-infrared wavelength region (reproduced from 
(Matcher et al., 1994)).
4.2.2 Lipids
Lipids are present in subcutaneous tissues (in the form of myelin) and constitute about 
8 % and 17 % to the grey and white matter in the adult brain respectively (Fillerup and 
Mead, 1967). The spectrum of lipids (Figure 4.4) is similar to that of the water and since 
the water content is usually much higher than the lipid in normal brain, absorption due 
to lipids is often considered to be negligible. Although the distribution of lipids is seen 
to be highly variable between different tissue types, the lipids are again treated as a 
static absorber with their concentration fixed throughout the course of measurement.
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Figure 4.4: Absorption spectrum ofpork fat in the NIR region (reproducedfrom (Conway et al., 1984)). 
4.2.3 Haemoglobin
Haemoglobin is the only oxygen carrier in the red blood cells, and these constitute about 
40-50 % of the total blood volume, the balance being plasma. The typical value for 
haemoglobin concentration in adult brain tissue is about 84 jimolar (Cope, 1991). The 
oxygen molecules bind to the iron atoms in the haemoglobin to form oxy-haemoglobin 
(HbC>2 ) and when the oxygen molecules separate from the iron atoms in the body tissue, 
this produces deoxy-haemoglobin (HHb). The sum of HbC>2 and HHb makes up the 
total haemoglobin (HbT), which gives a good approximation of the blood volume. The 
average oxygenation of the arterial compartment is about 98 % while venous blood is 
about 70 % oxygen saturated. Figure 4.5 shows the absorption spectra of the two 
chromophores in the NIR region. The fact that deoxygenated blood has a higher 
absorbance in the red end of the visible range explains the visible colour difference 
between arterial blood which appears as bright red, with venous blood appearing more 
purplish or bluish red.
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Figure 4.5: Absorption spectra for Hb02 and HHb (reproduced from (Matcher et al., 1994)). The 
“optical window " is highlighted in cyan.
The optical window is defined as the part of the wavelength spectrum which provides a 
relatively transparent illumination o f the biological tissues. The absorption spectra of 
HbC>2 and HHb remain distinctively different particularly in the NIR region (700-900 
nm), the absorptions crossing at the isobestic point at about 800 nm (Cope, 1991). 
Making simultaneous spectroscopic measurements at a minimum of two wavelengths 
allows HbCb and HHb to be monitored separately.
In addition, there are other haemoglobin compounds which have a characteristic 
absorption in the NIR region. These compounds include carboxyhaemoglobin which has 
a low specific extinction coefficient in the NIR, making its effect negligible in most in 
vivo measurements. Haemiglobin is present in very low concentrations and 
sulfhaemoglobin may not present at all in normal blood. As the concentration of these 
chromophores are often negligible in normal blood and/or they contribute a low specific 
absorption, these haemoglobin derivatives are generally ignored in most spectroscopic 
measurements (the combined error in ignoring these compounds is estimated at ^1 % in 
normal blood) (Cope, 1991).
Fundamentals in Tissue Optics C h ap te r 4 66
4.2.4 Cytochrome Oxidase
The cytochrome oxidase (CytOx) enzyme is the terminal electron acceptor of the 
mitochondrial electron transport chain that is responsible for over 95 % of oxygen 
consumption in the body. The absorption spectrum of CytOx depends on its redox state 
which in turn depends on the availability of oxygen in the cells. As shown in Figure 4.6, 
CytOx shows a broad peak spectrum at around 830nm. Since the total CytOx 
concentration does not alter significantly in the short term, it is possible to measure the 
availability of oxygen at the cellular level by measuring the difference absorption 
spectrum between the oxidised and reduced forms of CytOx (changes in redox state).
6
Figure 4.6: The difference in absorption spectrum between the oxidised and reduced forms o f cytochrome 
oxidase.
Although the magnitude of its absorption coefficients are similar to those of 
haemoglobin, the concentration of CytOx in normal tissue is much lower than 
haemoglobin, resulting in a signal amplitude an order lower than that of haemoglobin 
(Sato et al., 1976). This complicates the in vivo measurement of cytochrome oxidase 
using classical spectroscopic approaches (Matcher et al., 1995; Tachtsidis et al., 2007). 
Like the measurement of haemoglobin concentration, absolute quantification of the 
CytOx is only possible if the scattering factor can be measured.
Fundamentals in Tissue Optics C hap te r 4 67
4.3 Light A bsorption
I
Figure 4.7: Light absorption in a non-scattering medium.
The quantitative relationship between the light absorbance in a non-scattering medium 
dissolved in a non-absorbing solution and the thickness of the medium were 
independently observed by Bouguer (1729) and Lambert (1760). They had 
demonstrated how successive layers of the medium with thickness Sd absorb the same 
fraction (dl) of the light 1 incident upon them (Figure 4.7). The relationship can be 
expressed mathematically and is known as the Lambert-Bouguer law:
Y = - M a &  4-1
where pa is a constant known as the absorption coefficient (usually expressed in cm'1). 
To express the loss of incident light intensity /« through a non-scattering medium, the 
above expression is integrated to obtain:
/  = I0e~Mmd 4-2
Alternatively, this relationship can be expressed in base 10 logarithms terms:
I  = Ia 1 0 w 4-3
where k is called the extinction coefficient (in cm'1). The extinction coefficient and 
absorption coefficient differ only by a scaling factor due to the base of the logarithm 
unit. The inverse exponential accounts for the loss of light with the increase distance 
travelled. Here the absorption coefficient can be interpreted as the probability that a
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photon will be absorbed by the medium. The inverse of the absorption coefficient
indicates the distance required for the intensity to fall to — of its original value. In 1852,
e
Beer described the relationship between the absorption coefficient of an absorbing 
compound dissolved in a non-absorbing solution and its concentration as:
= a  • c 4-4
where a  is the specific absorption coefficient measured in molar'1 •cm'1 and represents 
the level of absorption per molar concentration of compound per centimetre of optical 
path and c is the compound concentration (in molar). By combining the Lambert- 
Bouguer and Beer laws, the Beer-Lambert law (BLL) is obtained:
A=In\ = a  • c ' d  4-5
where A is the absorbance (in optical density (OD)). Using base 10 logarithm, Equation 
4-3 can also be modified to account for the compound concentration:
I = h  log. - e a i 4-6
where e is the specific extinction coefficient (in m olar1-cm'1). By expressing the 
absorbance in terms of the absolute intensity relative to I0:
A = log, = ecd 4-7
The absorption coefficient is dependent on the wavelength of the light and the type of 
chromophore. The absorption expression can also be expressed in terms o f the
transmittance where T = f r
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In the absence of scattering the total light absorption in the medium with n different 
absorbing compounds can be treated as a linear sum of the individual absorption 
coefficients multiplied by their concentrations with the same distance light travelled.
Attenuation = (eici + £2^2 + .. .+  ZnCn) • d  4-9
4.3.1 Use of the Beer-Lam bert Law
In using the BLL to derive the concentration of the chromophore, it is assumed that the 
sum of transmitted light and absorbed light equals the incident light. In summary, the 
linearity between the light absorbance and chromophore changes remains valid under 
the following assumptions:
1. the expression is only valid for a non-scattering medium
2. the medium itself is uniformly absorbing and diluted in a non-absorbing solution
3. the photons are either absorbed or transmitted but not re-emitted and reflected
4. the light beam is perfectly collimated.
4.4 S cattering  o f L ight
Figure 4.8: Attenuation o f light through a scattering medium.
The BLL so far does not account for the loss of light due to light reflection at the 
surface of medium and light scattering within the medium. The effect of scattering is to 
increase the pathlength that photons take to transverse through the tissue and therefore 
increasing the probability o f absorption occurring (Figure 4.8). Refractive index 
mismatches at microscopic boundaries between the membrane boundaries of the
F u n d a m e n ta ls  in [ i s s u e  O p tic s C h a p te r  4 70
biological cells as well as the different boundaries of the organelles within each cell 
contribute to the majority of the light scattering in biological tissue. Red blood cells 
account for approximately 2 % of the solid content o f tissue and hence attenuation by 
scattering from the erythrocytes is low (Cope, 1991). It should also be noted that 
mismatches on a macroscopic level such as the skin, skull and white matter may also 
give rise to significant effect of scattering.
4.4.1 Single Scatterer
The ability of a single particle to scatter light is related to its effective cross sectional 
area, (Xs (in mm2) and the density o f scattering particles, p (in numbermm'3). By 
analogy with absorption, the attenuation relationship due to a single scattering event 
from a collimated laser beam in a non-absorbing medium can be described by:
I  =  Io 1 0 ^  4-10
where is the scattering coefficient (in mm'1). As with the absorption coefficient, the 
scattering coefficient depends upon the wavelength of light used as it indicates the 
probability that a single photon will be scattered in a given direction. The reciprocal of
the scattering coefficient provides a good measure of mean pathlength a photon
is likely to travel between scattering events. In a simplistic model to visualise the path 
of a single photon, the total attenuation coefficient (//,) can be approximated to be a 
linear combination of both the scattering and absorption effects:
Ht=Lla+Hs 4-11
In single-scattering theory, it is assumed that the surrounding particles do not scatter the 
light any further once it has been previously scattered by interaction with one particle. 
This assumption is not valid at high values of fds and is further complicated if 
anisotropic scattering (the probability of a photon travelling in a given direction) is 
considered. Hence the above linear expression for light attenuation is no longer valid.
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4.4.2 Effects o f Multiple Scattering in Tissue
As a result of multiple light scattering (which is the case of biological tissue), the output 
from a coherent and collimated laser beam becomes effectively incoherent and 
isotropically scattered after transversing a few millimetres. So far, only the effects of 
elastic scattering have been considered where there is no loss of energy when the 
photons are redirected, and when the light is absorbed, its energy is dissipated as heat 
throughout the absorber. Unlike the situation in the case of absorption, scattering means 
that the photons no longer travel in a direct path across the scattering medium. In order 
to define the angle and directions of light scattering in tissue correctly, the probability of 
a photon being scattered in a given direction by a particular scatterer must be considered. 
As illustrated in Figure 4.9, the probability that a photon incident along a unit vector p  
is scattered into a new direction q can be described by the phase function J{p,q).
Figure 4.9: Schematic illustrating the scattering phase function f  (p,q).
The direction in which the scattered photon travels is dependent upon the size o f the 
scattering particle, the wavelength of the light and the refractive indices of the various 
media through which it is travelling. If we assume a random and non-structured 
scatterer as in the case of biological tissue, the phase function can be represented as a 
function of the cosine of the scattering angle 0 between p  and q (i.t.f{cos 0)). In general, 
the new direction does not occur with equal probability (i.e. anisotropic scattering). The 
degree of the anisotropy can be characterised by the mean cosine of the scattering angle 
0, commonly refer to as the anisotropy factor (g) which provides a measure of the mean 
direction of the scatter:
g  = Ln p(Q) • cos (0) dq 4-12
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In the case of perfectly isotropic scattering, g  becomes zero as scattering is equally 
distributed over all angles. As the particle size increases, the scattered intensity 
distribution tends to increase in the forward direction; a small angle in 0 will result in g 
moving toward unity which indicates a more forward-peaked scattering of the incident 
wave. In biological tissue, photons predominantly scatter in a forward direction, with g 
typically in the range of 0.69 S g S  0.99 (Cheong et al., 1990). Despite this forward 
scattering, typical values of scattering coefficient ensure that photons travelling through 
a few millimetres of tissue quickly lose all of their original directionality and thus 
become isotropically distributed. For this reason, it is often appropriate to assume 
isotropic scattering (i.e. equal weighting in all directions) where the scattering 
coefficient has been reduced by the factor (1-g):
Hs = Hs ( \ - g )  4-13
where ptf represents the transport scattering coefficient or effective number of 
“isotropic” scatterers per unit length. The expression for the attenuation o f light 
(Equation 4-10) as a result of absorption and scattering effects can thus be described as 
a function of pa and p*’ although the scattering is often much larger than the absorption. 
The diffusion equation is a good mathematical model for describing the photon 
distribution as light propagates through layers of highly scattering tissue and using this 
equation it is possible to calculate the expected total attenuation due to pa and p*’ 
(Arridge et al., 1992). In the NIR region, the typical value for p f  in most tissues lies in 
the range 0.5-10 mm'1 whereas pa falls within 0.005-0.02 mm'1 (Cheong et al., 1990). 
Table 4.2 shows the typical optical properties of brain tissues.
Tissue type Sample X (nm) (X, (m m '1) Pf’ (mm1) Reference
neonatal grey matter in vitro 650-900 0.04-0.08 0.4-0.9 (van der Zee et al., 1993)
neonatal white matter in vitro 650-900 0.04-0.07 0.5-1.2 (van der Zee et al., 1993)
adult grey matter in vitro 650-900 0.04-0.06 1.9-2.2 (van der Zee et al., 1993)
adult white matter in vitro 650-900 0.02-0.03 8-10 (van der Zee et al., 1993)
adult grey matter in vivo 811 0.018-0.019 0.48-0.74 (Bevilacqua et al., 1999)
adult grey matter in vivo 849 0.018-0.020 0.45-0.74 (Bevilacqua et al., 1999)
adult white matter in vivo 849 0.013 0.98 (Bevilacqua et al., 1999)
adult skull in vivo 849 0.022 0.91 (Bevilacqua et al., 1999)
adult dermis (Caucasian) in vitro 633 0.013 1.63 (Simpson et al., 1998)
Table 4.2: Optical properties o f various tissue types (reproduced from Schmidt, 1999).
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4.4.3 Types o f Scattering Events
The effect of scattering is dependent on the particle size and the wavelength of the 
incident light. The three common types o f scatterers found in biological tissue are 
reviewed here.
• Rayleigh scattering dominates when the scattering particles are small compared
to the wavelength X of the incident light (Rayleigh, 1871). When unpolarised
light is incident on a small particle, the intensity distribution of the scattered 
light is almost isotropic. Light o f all wavelengths usually undergo some form of 
Rayleigh scattering, however light of shortest wavelengths will be scattered with 
the highest intensity.
• Rayleigh-Gans scattering is considered when the particles sizes are larger than 
the wavelength of the incident light (Gans, 1925; Rayleigh, 1881). Rayleigh- 
Gans scattering is based on the assumption that the large particles behave like a 
collection o f smaller Rayleigh scatterers, each of which produces its own
individual scattered field. This scattering theory can be applied to large,
arbitrarily-shaped particles (commonly known as soft scatterers) which have a 
refractive index close to that o f the surrounding medium. The theory assumes 
that each small particle gives rise to a single independent scattering event. 
Interference between the scattered waves from each particle gives rise to an 
angular dependence o f scattered intensity and the scattering phase function. The 
theory predicts anisotropic scatter with a large angular dependence and 
scattering dropping to zero at some angles.
• Mie scattering theory can be applied to any spherical particles of any size to 
derive the phase function for the scattering of the wave (Mie, 1908). Mie theory 
predicts a similar scattering dependency to Rayleigh-Gans theory, but the 
intensity does not fall to zero. This is due to the inclusion o f absorption effects in 
the theoretical analysis, which means that the amplitude of the scattered 
wavelets in any direction will not be exactly the same, thus complete destructive 
interference does not occur.
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In practice where particles are not perfectly spherical as in the case of biological tissue, 
Mie theory gives a first-order approximation to the full solution. The mathematical 
theory is covered in detail elsewhere (van de Hulst, 1981).
4.5 M odel o f Light Transport in Tissue
Over recent years, developments in NIRS have concentrated on solving the problems in 
quantifying the concentration of chromophores and this requires understanding where 
the light travels in tissue. The calculation o f light transport in tissue remains a complex 
task and various mathematical models such as Monte Carlo modelling (Hiraoka et al., 
1993) and finite element modelling (Arridge et al., 1993) have been used. It has been 
shown that diffusion theory provides an accurate model o f the light propagation for 
tissue thickness in excess of a few millimetres (Arridge et al., 1992). Using diffusion 
theory, it is possible to derive a simple analytical expression for the attenuation due to 
an infinite slab:
and A is the attenuation, p is the interoptode spacing, pa is the absorption coefficient 
and ps’ is the transport scattering coefficient of tissue. Using this it is possible to 
quantify the absolute changes in attenuation if the tissue optical coefficients and 
optodes separation distance are known. In principle, the absolute chromophore 
concentration can hence be calculated from the wavelength dependence of pa. As part of 
the validation of the signal analysis software developed during this PhD (see Chapter 7), 
the diffusion equation has been used to simulate varying attenuation changes to be used 
as test input data for the conversion algorithms in the fOSA software.
Diffusion theory is only applicable in cases where Ps’>:>Pa and the optode spacing 
» - ^ ,  which is often the case for most tissues measured in the NIR region. However,
a _ ( s in h (o 7 /0  1 ^
A - _ , 0 Sio —r-r,------ T --7 r=1C\  sinh(<r • p) -J2n ,
4-14
where
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there are two major concerns in the application of the diffusion equation (Delpy and 
Cope, 1997). Firstly, diffusion theory cannot be applied in a head model with a clear 
layer of cerebrospinal fluid (CSF). Alternative methods such as Monte-Carlo modelling 
(Okada et al., 1997) and the transport equation (Firbank et al., 1998) have been 
employed to investigate the effect o f CSF on the light propagation in the adult head and 
have concluded that the layer o f CSF leads to a reduction in the depth o f light 
penetration into the brain and that this effect is highly dependent on the optode spacing. 
The second problem relates to a further assumption that is made in diffusion theory 
which is that the interrogated tissues are homogenous and the photons are isotropically 
scattered on a microscopic scale. Although this will not be the case in tissue, diffusion 
theory has so far proved to be a success in describing the experimentally observed light 
distribution across several centimetres of tissue.
4.6 The M odified Beer-Lam bert Law (M BLL)
In view of the multiple scattering and absorption occurring in tissue, the existing Beer- 
Lambert law has to account for these effects. The loss of light through scattering and the 
increased optical pathlength as a result of scatter need to be incorporated to the existing 
attenuation equation. Delpy et al. (1988) have shown that attenuation in inhomogeneous 
layers o f tissue can be approximated by a modified Beer-Lambert law (MBLL) which 
included the additional pathlength factor due to the effect of multiple scattering and can 
be expressed as:
where B is the extended optical pathlength and G is a geometry and scattering 
dependent term used to account for light loss due to scattering and other boundary 
losses. Even with prior knowledge o f the geometric optical pathlength, it is still difficult 
to determine the absolute light attenuation in tissue as a function of the chromophore 
concentrations, using the above model since the scattering component (G) is generally 
unknown and is highly dependent on the measurement geometry. As will be described 
in Chapter 5, using time-resolved NIRS systems which can measure the temporal point
4-15
= (a • c) • B + G
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spread function (TPSF), it is possible to estimate the absorption coefficient by fitting the 
TPSF to a time dependent diffusion equation model (Arridge, 1999) and hence calculate 
the absolute chromophore concentration.
Nevertheless in most continuous wave spectroscopic measurements in tissue, one is 
usually only interested in the relative changes in the chromophores concentration with 
respect to some baseline measurement and it is assumed that these can be quantified 
from changes in the light attenuation. There is a further assumption made, however, in 
quantifying the changes in concentration and this is that the scattering (and hence the 
scattering term G) does not fluctuate significantly during the measurement period. This 
implies that the average number o f scattering events remains constant throughout the 
interrogation and that changes in attenuation are primarily due to the changes in 
absorption in the chromophore concentrations. As a result, the MBLL relationship can 
simply be expressed as:
4.6.1 The Differential MBLL Equations
Based on the MBLL assumption that the effect of scattering which is dependent upon 
the measurement geometry and that the scattering coefficient of the tissue does not 
change during the measurement, change of light absorption at multiple wavelengths is 
mainly due to changes in chromophore concentration. In a classical spectroscopic 
measurement where HbC>2 and HHb are the two common parameters of interest, a 
minimum of two wavelengths are needed to solve for changes in the two unknown 
parameters. In cases where the number o f wavelengths exceed that of the number of 
measured chromophores, the accuracy of the calculation can be improved by using a 
multi-linear regression to fit each chromophore spectrum (Cope, 1991). Hence Equation 
4-16 can be expanded to account for the number of chromophores (/) measured and to 
form a simultaneous equation:
AA = Ac • a  • B 4-16
= Afia ' B
AA(j) (A/^a(jj) + AHa (ij)) ' B 4-17
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Substituting pa = a *c into Equation 4-17 where c represents the H b02 and HHb 
concentrations:
AA(<) = (ctdeoxyd) HHb + a oxy(,) H b02) • B 4-18
where / corresponds to each o f two wavelengths and AA, a  and B are wavelength 
dependent. Given the absorption coefficients of each wavelength from a look-up table 
(Cope, 1991; Matcher et al., 1995), the concentrations can hence be expressed in a 
matrix form:
AHHb ^d ea xy(Ja ) a oxy(k  1)
-1
M ti)
AHbQ2 a deoxy{X2) a oxy{i 2)_
The dimension of the matrix depends on the number of chromophores o f interest. It is 
clear from the MBLL conversion matrix that quantification of the changes in 
chromophore concentration requires the input of the optical pathlength which can be 
measured experimentally.
4.7 Determination o f  O ptical Pathlength
In order to quantify the chromophore concentration changes using the MBLL 
expression, the optical pathlength must be known. In a non-scattering medium, the 
optical path can be assumed to be a straight path between the source and detector (i.e. 
the geometric distance, d). Due to multiple scattering events in tissue, the true optical 
pathlength is far greater than the geometrical distance (d), as shown in Figure 4.10.
d
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Figure 4.10: Schematic illustrating the increase in photon pathlength as a result o f the scattering.
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4.7.1 The Differential Pathlength
Other than the tissue type that will affect the optical pathlength, there are other factors 
which can influence the pathlength and these include the absorption coefficient 
(Essenpreis et al., 1993b) and the optode geometry (van der Zee et al., 1990). The total 
distance (in cm) travelled as a result o f the scattering can be termed as the differential 
pathlength (DP):
DP = DPF • d  4-20
where DPF is the differential pathlength factor. The DPF acts as a multiplier factor 
which accounts for the scattering events and it will be a function of p a ,  P s  and the 
anisotropy factor g. The MBLL expression can hence be expressed as:
Linear differential relationship
AHHb d^eaxy(Xl) 11)
-1
(^>11)
AHbCX J^eoxy{X2) o^xy\X2) _M «)_
/.-dependent variable
Consequently, absolute changes in chromophore concentrations can be linearly 
quantified from the attenuation changes if the DPF is known. There are various ways of 
expressing the simultaneous equations (known as algorithms) and these variations 
depends on the wavelengths o f light being used, the presence of other chromophores 
and the values chosen for the absorption coefficients. Matcher et al. (1995) have made a 
comparison between some of the published algorithms and reported significant variance 
when calculating concentration changes using the same datasets (although the greatest 
variance was in the estimation of the weaker signal representing cytochrome oxidase 
concentration rather than haemoglobin). It is therefore important to state the type of 
measurement system, the algorithm employed along with the specific absorption spectra 
when reporting estimated chromophores concentration changes.
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4.7.2 The Differential Pathlength Factor (DPF)
As light penetrates deeper into brain tissue, it becomes progressively diffuse since the 
scattering events deviate it further from the forward direction. The DPF estimates the 
additional distance travelled by the photons as a result of scattering and hence the 
increased probability of the photons being absorbed. The DPF measured in a highly 
scattering media like tissue is strongly dependent upon the scattering coefficient ps but 
is also a weaker function of the absorption coefficient pa The relationship between the 
pa and DPF can be demonstrated using theoretical data generated using a diffusion 
equation model of attenuation as a function of pa in a scattering and non-scattering 
medium (Delpy and Cope, 1997). The result is reproduced in Figure 4.11 which shows 
attenuation of light as a function of pa for a certain thickness and for four different 
scattering coefficient conditions. The gradient of the slope determines the differential 
pathlength.
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Figure 4.11: Predicted relationship between measured attenuation and absorption coefficient across 4cm 
o f tissue with four different conditions ofp,
Several observations can be made from the graph: First the attenuation is not zero when 
the absorption is zero and the residual attenuation arises from loss of light due to 
scattering. Secondly, the relationship between attenuation and absorption is non-linear 
which indicates a dependence on both ps’ and pa. Lastly, the slope gradient indicates 
that the optical pathlength is greater than the optode spacing which varies with p*’ and 
Pa. It also shows that in general the differential path of light increases with increasing 
scattering coefficient and decreases with increasing absorption coefficient. Since pa and
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p* are wavelength dependent parameters, the DPF will therefore vary with the 
illuminating wavelengths. Several groups have demonstrated the relationship between 
the differential pathlength and mean transit time of photons through the tissue and 
several techniques have been employed to determine the optical pathlength in biological 
tissue, the two most popular being:
• Time-domain systems (TDS) - the measurement of mean time-of flight (TOF) 
of a picosecond light pulse travelling across the tissue (Cope and Delpy, 1988; 
Schmidt, 1999).
• Frequency-domain systems (FDS) - the measurement of the phase delay o f an 
intensity-modulated laser beam passing through the tissue (Duncan et al., 1993; 
Lakowicz and Bemdt, 1990).
The phase shift of the detected light has been equated to the mean optical pathlength as 
measured by the TOF method (Patterson et al., 1990), although it has been shown that 
the optical pathlength may be underestimated by the phase measurement, particularly at 
frequencies above 200 MHz (Arridge et al., 1992). Matcher et al. (1994) have also 
estimated the differential pathlength by comparing the second derivative o f the 
absorption spectrum of water measured in tissue to that o f the known spectrum of pure 
water. As an approximation, the mean TOF through a scattering medium can be related 
to the DPF as:
DP cDPF = ----- * -^ssss. h) 4 . 2 2
d d -n
where c is the speed of light, n is the refractive index of the tissue (usually taken as 1.40 
(Bolin et al., 1989)) and (/) is the mean TOF. It has been shown, both theoretically (van
der Zee et al., 1990) and experimentally (van der Zee et al., 1992) that the DPF factor is 
approximately constant for a given tissue once the optode spacing is larger than 25 mm. 
Okada et al. (1997) have looked at the effects of cerebrospinal fluid that has been 
largely ignored in most modelling cases and concluded from multi-layer Monte Carlo 
simulation that its effect is reduced if the separation distance of the optodes is greater 
than 25 mm.
Fundamentals in Tissue Optics C h a p te r  4 81
It is worth mentioning that the DPF is wavelength-dependent and this needs to be taken 
into consideration when trying to make accurate NIRS measurements. Essenpreis et al. 
(1993a) have reported this dependence in the adult head and the DPF was seen to 
decrease with increasing wavelength (beyond 800 nm). However it was concluded that 
this variation is often small enough to ignore over a small wavelength range (i.e. 
difference between the two wavelengths of interest). Duncan et al. (1995) have reported 
an age dependence of the DPF from a study with 283 subjects. The results suggested a 
slow varying age dependence of DPF following the relation:
DPF78o = 5.13 + 0 .074!81 4-23
where DPF780 is the calculated DPF at 780 nm and A^ , is the age of the subject in years. 
Table 4.3 shows the typical DPF values from in vivo measurements on adult and 
neonatal heads.
Subject Tissue Age DPF X (nm) Reference
Preterm infant Cranial < 12 days 4.39 ±0.28 783 (Wyatt et al., 1990)
Preterm infant Cranial < 16 days 3.85 ± 0.57 783 (van der Zee et al., 1992)
Adult Cranial 22-54 yrs 5.93 ± 0.42 761 (van der Zee et al., 1992)
Neonate Cranial 1 day-3 yrs 3.78 ±0.31 754 (Benaron et al., 1995)
Neonate Cranial 1 day-3 yrs 3.71 ±0.30 816 (Benaron et al., 1995)
Neonate Cranial < 16 days 4.99 ± 0.45 807 (Duncan et al., 1995)
Adult Cranial 21-59 yrs 6.26 ± 0.88 807 (Duncan et al., 1995)
Table 43: Published values o f DPF measured across the head o f different age groups.
However, it has been suggested that the absorption dependent variation in optical 
pathlength in physiological measurements in the NIR region is often lower than 15 % 
with a typical value o f approximately 5 % (Elwell, 1995). Hence for mathematical 
convenience and to make quantified measurements of the changes in chromophore 
concentration simpler, it is usually assumed that the DPF is constant in the tissue, since 
the measured changes in attenuation are often in orders of magnitude lower than that of 
the overriding background attenuation in tissue (Franceschini and Boas, 2004). In the 
subsequent chapters of this thesis where experimental studies on healthy adults are 
described, in deriving the chromophores changes from the measured absorption changes 
using Equation 4-21, a DPF value of 6.26 multiplied by a geometric optode spacing
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(dependent on the system type and optode configuration) has been used to calculate the 
differential pathlength.
4.8 Limitations to the MBLL Approach
Several key developments took place during the course of the PhD work with the 
Hitachi ETG-100 OT system and it is important to highlight some of the analytical 
problems associated with using a system which employs a continuous wave technique 
to measure the chromophore changes (see Section 5.7.1). The MBLL method provides a 
linear approximation to calculate the changes in haemoglobin concentration which 
assumes uniform changes in the tissue properties during the course of its interrogation 
(Delpy et al., 1988). This simplistic approach is based on the following assumptions that 
are generally agreed upon:
• Uniform absorption properties for each tissue layer
• Homogenous absorption across the multiple tissue layers
• Effects of scattering remain constant during measurement.
It has however been shown that previous estimations of a crescent-shaped sampling 
volume between the source and detector (Gratton et al., 1994) did not take into account 
the existence of the cerebrospinal fluid which can greatly affect the light path (Okada et 
al., 1997), as can the effects o f the pial cerebral vessels on the brain surface (Firbank et 
al., 1998). In an evoked response study, the activated volume is also likely to be smaller 
than the optically sampled volume, resulting in an underestimation of the concentration 
changes due to the partial volume effect (Uludag et al., 2002). As a result, focal change 
in haemoglobin concentration cannot be accurately determined if the partial pathlength 
within the partial volume remains unknown. More recently, it has been reported that the 
potential effect of changes in scattering could be comparable to the absorption effects 
leading to further errors (Kocsis et al., 2006). Because the absorption of the measured 
chromophores is wavelength-dependent, this in turn affects the partial volume. This 
means that changes in one chromophore may mimic the effect of another and generate 
crosstalk (Okui and Okada, 2005).
Fundamentals in Tissue Optics C h a p te r  4 83
As the optical effects of chromophore concentrations are wavelength dependent and the 
conversion algorithm in MBLL depends on the simultaneous measurement of the light 
attenuation at two wavelengths to derive the concentration changes, the choice of 
wavelength pair plays a critical role in reducing crosstalk between HbC>2 and HHb. The 
first commercial OT system (Hitachi ETG-100 OT system) used the wavelength pair of 
780 and 830 nm that provides an almost equal and opposite absorption spectra 
difference between Hb02 and HHb. Various studies have looked at the range of chosen 
wavelength pairs to improve the signal to noise ratio (SNR) and to minimise the effect 
o f crosstalk. Results from recent studies have suggested that the optimal wavelength 
pair for separation between HbC>2 and HHb should consist of 660-760 and 830 nm (Sato 
et al., 2004; Strangman et al., 2003; Yamashita et al., 2001) with the HHb signal 
showing the greatest improvement in SNR, compared to the classical wavelength pair of 
780 and 830 nm. It has also been shown that crosstalk not only affects the quantitative 
accuracy of the measured signals but can also the effect o f shape of its time-course 
(Huppert et al., 2006; Strangman et al., 2003). Using Monte Carlo simulation, it has 
however been shown that the effects of crosstalk can be minimised by estimating the 
pathlength in each biological layer (Hiraoka et al., 1993; Okada et al., 1997).
4.9 Summary
This chapter has given the reader an overview of the significance of absorption and 
scattering on the attenuation of light in brain tissue. While the loss of light due to 
absorption can be measured optically, the scattered light increases the photon pathlength 
and complicates the spectroscopic measurement. In general, the degree o f attenuation 
depends upon the range of wavelengths which suit spectroscopic measurement on the 
tissue chromophores. Within the near-infrared region where most chromophores present 
a static concentration and relatively low absorption, the clinically important compounds 
HbC>2 , HHb and CytOx exhibit oxygenation-dependent absorption which give an 
opportunity for spectroscopy studies of these chromophores to be conducted. In most in 
vivo optical imaging studies, it is generally assumed that the tissues under interrogation 
are homogenous and the averaged scattering coefficient remains constant during the 
measurement, thereby allowing us to employ a simplistic approach to relate the light
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attenuation changes due to variation in the absorption and hence to the change of 
chromophores concentration in the tissue.
The next chapter will review the various optical systems and methodologies being 
developed to measure the tissue properties. In particular, the technical aspect of the 
Hitachi ETG-100 continuous wave OT system will be described and the application of 
the modified Beer-Lambert law to neuroimaging studies to derive the functional 
haemodynamic response will be discussed.
CHAPTER 5 
Developments in Functional 
Optical Imaging
5.1 Introduction
For a long time, clinicians and researchers have been exploiting both invasive and non- 
invasive methodologies to examine the neuronal activity of the human brain and to map 
out the associated functionalities. The established methods developed for today’s 
clinical applications include the use of fMRI, EEG/MEG, PET/SPECT and more 
recently using non-ionizing light to measure the oxygenation content of the cerebral 
cortex. To summarise the various imaging modalities previously described in Chapter 3, 
the more direct approaches to monitoring neuronal activities use EEG and MEG which 
detect the electrical and magnetic signals induced by the neuronal firing across synapses. 
The indirect measurements which include fMRI, PET and SPECT, monitor the 
haemodynamic response that results from the increased oxygen consumption o f the 
neuronal cells. However, the neurovascular coupling between neuronal activity and the 
accompanying haemodynamic response has until recently been poorly understood, 
although recent work is beginning to identify the relationships (Logothetis and Wandell,
2004). This chapter will describe how the NIRS technique can be used to investigate the 
haemodynamic response and from this provide a spatial map of the brain activity.
Following the demonstration of successful spectroscopic monitoring o f the oxygenation 
state of the cortical tissue in the intact cat head using near infrared light by Jobsis 
(1977), the non-invasive technique was used to investigate cerebral haemodynamics in 
infants (Brazy et al., 1985; Edwards et al., 1988; Ferrari et al., 1986). It was not until the
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early 1990s that reflection based monitoring of changes in cerebral blood oxygenation 
were shown to accompany different brain functions (Chance et al., 1993; Kato et al., 
1993; Villringer et al., 1993). Functional imaging using the NIRS technique was 
subsequently applied on a wider range of different subject and patient groups. Early 
functional studies began with basic tasks activating the sensorimotor areas and aimed to 
demonstrate the usability of the NIR technique for monitoring localised regions o f the 
cortex (Isobe et al., 2001; Maki et al., 1995; Takahashi et al., 2000). More recently, 
functional studies have attempted to look at more complex tasks involving cognitive 
processing and have been applied in preterm neonatal care (Bartocci et al., 2001), 
training (Leff et al., 2006) and cognitive assessment (Obata et al., 2003). The general 
assumption made from these studies is that by monitoring optically the haemodynamic 
response to varying task conditions, it may be possible to infer the cognitive state of the 
subject based on the general haemodynamic response expected during functional 
activation.
The potential research questions that can be addressed using the optical method are 
numerous. While this chapter will focus on the description of the non-invasive aspect of 
the NIRS approach, a review o f studies employing invasive optical techniques has been 
given elsewhere (Obrig and Villringer, 2003). The following sections are structured as 
follows: First, a brief review of penetration of NIRS light in tissue (Section 5.2) and a 
comparison with other imaging techniques (Section 5.3). This is followed by a 
description of the essential components needed for a spectroscopy system and a review 
of laser safety (Section 5.4). The different NIRS mapping techniques (Section 5.5) and 
various type of optical systems recently developed for brain imaging (Section 5.6) are 
then reviewed, with particular emphasis on the Hitachi ETG-100 optical topography 
system. Section 5.7 discusses the specific limitations of both hardware and software and 
applications of the Hitachi system which lead to the particular experimental work 
undertaken during the course of this PhD.
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5.2 NIRS Spatial Sensitivity
NIRS is an emerging technology concerned with monitoring the oxygenation states of 
the biological tissue. The temporal trend of the haemodynamic response can be 
measured in the NIR spectrum via the distinctive absorption spectra of HbC>2 and HHb.
Source Detector
I  *  30 mm  ► I
Figure 5.1: A sensitivity plot showing the volume o f intensity changes along a homogenous and high 
scattering medium (Strangman et al., 2003) and a Monte Carlo sensitivity profile o f light transport at 830 
nm overlaid on a segmented brain..
In theory, the depth and size of the region under interrogation depends on the shape of 
the object, the separation distance between the source and detector, and the optical 
properties of the tissue itself (Firbank et al., 1998). As shown in Figure 5.1, the 
simulated light propagated through layers of tissues with different optical properties is 
often assumed to be “crescent shaped” to a first approximation. Each contour represents 
a half order of magnitude change in measured OD sensitivity to the changes in pa 
(Strangman et al., 2003). Until recently, optical imaging systems have generally been 
built with a fixed optode separation (typically in the range of 25-30 mm to allow 
sufficient light detection (Okada et al., 1997). In this latter study, Okada et al. noted the 
significant effects of the presence of a clear layer of CSF which effectively provides a 
non-absorbing “light piping” channel (Firbank et al., 1995b) and which increases the 
detected light intensity. Figure 5.2 shows the Monte Carlo simulation results from a 
sophisticated head model which includes a layer of gray matter that imitates the foldings 
of sulci filled with CSF, over a separation distance of 30 and 40 mm. The simulated
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results show the effect of CSF is a decrease in penetration depth and a slower increase 
in optical pathlength with increasing separation distance. It has been shown recently that 
by varying this interoptode spacing, it is possible to interrogate to different depths and 
hence produce topographic information on different layers of tissue (Everdell et al.,
2005). More importantly, it has been shown that the use of different measurement 
instruments affects the sampling volume and hence alters the estimated optical 
properties of the interrogated tissue derived from these signals (Delpy and Cope, 1997).
|Gray matter
White matter
(a) Model with separation distance = 30 mm (b) Model with separation distance = 40 mm 
Figure 5.2: Spatial sensitivity profiles o f light propagation in simulated head model.
It has been suggested that the larger magnitude and global changes observed in the 
HbC>2 signal could be an artifact due to it having a higher signal to noise ratio (Obrig 
and Villringer, 2003). However, Yamashita et al. (2001) and Sato et al. (2004) have 
separately reported that the signal-to noise ratio is critically dependent on the choice of 
wavelength pair used in the NIRS measurement. In most of the functional studies (see 
Section 5.7.5), an increase in HbC>2 was often observed over the whole measurement 
area. Franceschini et al. (2003) have attributed the de-localised Hb02 response to a 
combination of systemic fluctuations and the stimulation response and Elwell et al. 
(1999) and Obrig et al. (2000a) have also reported the existence of slow spontaneous 
oscillations and that these signals are seen most strongly in the HbC>2 .
5.3 C om parisons o f NIRS w ith O th e r  Techniques
The use of N1R light to monitor the brain activity has been motivated by its potential as 
an alternative to the more established functional imaging techniques. It enables cerebral 
haemodynamics to be monitored in a completely non-invasive and safe manner and 
allows continuous measurement to be made over extended time periods and at the
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bedside. The technique has been applied in pathophysiology studies like sleep disorders 
(Igawa et al. (2001) monitored the brain activity for five nights) and psychophysiology 
studies like post-traumatic stress disorder (Matsuo et al. (2003) assessed the stress 
effects from victims of the Tokyo subway attack).
A distinct advantage of the optical approach lies in the relatively simplicity of the 
instrumentation. NIRS systems are capable o f providing high temporal resolution (up to 
hundreds of Hz) enabling fast oscillatory signals related to normal physiological 
functions to be measured (Gratton et al., 1997), although the spatial resolution 
obtainable is often limited by the penetration depth of the highly diffused signals (Fukui 
et al., 2003). Since the electronic components used are often integrated and 
commercially available, this makes the instrumentation relatively cheap and portable for 
clinical application. The fact that optical imaging does not restrict any body movement 
since the measurement optodes are fixed to the head means that it is well suited to tasks 
not possible in the restrictive bore of a magnet (Miyai et al., 2001; Okamoto et al.,
2004). NIRS is also particularly well suited to measurements in infants and certain 
patient groups who may not tolerate extended periods of scanning. Because the optical 
fibres do not cause cross-interference with other modalities, optical imaging is often 
applied in multimodalities studies in assessing neurovascular coupling (See Section 
5.7.5).
A number of functional studies have correlated the haemodynamic response o f the 
NIRS signals to the fMRI-BOLD signals since the BOLD response is dependent on the 
paramagnetic properties of deoxy-haemoglobin (Huppert et al., 2006; Kleinschmidt et 
al., 1996; Strangman et al., 2002b; Toronov et al., 2001; Yamamoto and Kato, 2002). 
By comparing the temporal characteristic of the NIRS and fMRI signals, functional 
results from a motor task have shown a good correlation between the HHb signals and 
the BOLD response (Huppert et al., 2006; Obrig et al., 2000b; Toronov et al., 2001). 
However, these results were contrary to previous findings which showed similar 
correlation between the Hb02 and BOLD (Strangman et al., 2002b; Yamamoto et al., 
2002). Hoshi (2003) explained that the positive BOLD signal from fMRI could be 
affected by the regional increase in blood volume occurring together with an increase in 
HHb. From an earlier study on a rat model, he and his colleagues demonstrated that 
both rCBF and Hb02 shared the same direction of changes while HHb responded to the
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changes in venous blood volume (Hoshi et al., 2001). Whilst many current studies rely 
on the temporal correlation between two different parameters using different imaging 
modalities, they often fail to take into account the attenuation of the NIRS signals due to 
extracerebral contributions.
5.4 Essential Elements of Optical Systems
In general, an optical instrument needs a minimum of three components before it can be 
used to measure the light attenuation in tissue. Firstly, a light source which can provide 
a dynamic range o f wavelengths ideally with a narrow bandwidth but also capable of 
emitting relatively high and adjustable power levels. A laser diode or light emitting 
diode is the most popular choice. To avoid any cross-talk effects, care should be taken 
when multiple discrete wavelengths are integrated within an optical fibre. Because the 
detected signals are often very small, increasing the source power will help to 
compensate for the “diffusion loss” in the tissue but the total power must remain within 
the safe exposure limits.
The light detector forms the most critical component in the optical instrument. In theory, 
the light sensitivity will determine the limits on the changes in haemoglobin that can be 
detected. It is therefore essential in neuroimaging to have highly sensitive 
photodetectors to detect the low light levels remitted from the head surface (Cope, 
1991). In general, three different kinds o f photodetectors are possible over this 
wavelength range. Avalanche photodiodes (APDs) are the most common form of 
detectors used in optical systems because of their low costs, fast acquisition rate and 
relatively high sensitivity to light detection. Photomultiplier tubes (PMTs) have a much 
higher sensitivity and are able to provide single-photon counting performance but are 
compromised by their high costs and limited dynamic range. When used with an 
appropriate monochromator, charge-coupled devices (CCDs) have the ability to detect 
multiple wavelengths simultaneously which suits their application in multi-wavelength 
spectroscopic measurements. A review of the available detection schemes is given 
elsewhere (Delpy and Cope, 1997).
Lastly, some form of electronic component is needed to drive the light source but which 
is also capable of demultiplexing the original signals from multiple measurement points.
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Since individual detectors can simultaneously pick up light coming from several 
locations and at multiple wavelengths, a means of separating signals is necessary to 
avoid interference between neighbouring light sources and also ensure that ambient 
noise is adequately identified. Whilst it is difficult to limit the degree to which multiple 
detectors pick up the optical signals from multiple sites, it is possible to control whether 
the light sources are activated simultaneously or sequentially (at the expense of reduced 
temporal resolution) or they can be intensity modulated at different frequencies, hence 
enabling the signals from each source to be identified. In the simplest case, light 
detection is made possible through the use of hardware (e.g. lock-in amplifiers) to 
decode modulated source signals (Yamashita et al., 1999) or by Fourier transformation 
and appropriate filtration of the photodetector signal (Everdell et al., 2005; Franceschini 
et al., 2003). With the advances in semiconductor technology, it is possible to integrate 
all the driving circuitries onto a single chip and the size of the instrument is hence 
determined largely by the number of source-detector pairs and the display unit.
5.4.1 Laser Safety C onsideration
radial displacement (mm)
Figure 5.3: Temperature distribution map for 9.8mW irradiation in human forearm (reproduced from 
(Ito et al., 2000)).
In the NIR, it is assumed that there is no loss of energy through scattering, but light 
absorbed by tissue transfers its energy into thermal energy throughout the absorber. It is 
important to consider the issue of safe levels of light exposure to biological tissue 
during any system development. Because NIR light is non-ionizing, the primary 
concern will be the heating effect since the majority of the light power will be deposited 
on the scalp surface. Under the standard set by the American National Standards
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Institute (American National Standards Institute, 2000), the maximum safe exposure for 
the skin ranges from 0.2 W/cm2 at 630 nm to 0.4 W/cm2 at 850 nm, assuming 
incoherent light and continuous illumination. Results from an earlier study (Figure 5.3) 
have shown that the typical power level used in most optical measurements are well 
below the level to cause serious heating damage to the skin and brain (Ito et al., 2000). 
In the case of the Hitachi ETG-100 the power level is specified at 0.15 W/cm2.
5.5 Spatially Resolved NIRS Brain Mapping
A single-point spectroscopic measurement can be described as using an optode pair 
consisting o f a light emitter and a detector, their geometric centre being defined as the 
measurement position (Bruce, 1994). By increasing the number of source-detector pairs, 
the NIRS technique can be extended spatially to acquire multiple-spectroscopic 
measurements from the reflected light. By making multiple NIRS measurement 
simultaneously while ensuring that the measurement areas overlap spatially, optical 
topography (OT) produces two-dimensional maps of haemoglobin changes from 
specific regions of the cerebral cortex. In a pre-defined geometric configuration, a 
spatial map (i.e. a topographic image) can be reconstructed usually by interpolating 
between the neighbouring channels (based on the assumption of an idealised crescent­
shaped sampling volume between each source-detector pair (Gratton et al., 1994)). The 
simplistic approach o f applying a linear interpolation has several shortcomings, which 
include ignoring partial volume effects and assuming uniform optical pathlength across 
homogenous change in the medium. In the following description of optical systems, we 
will define a single measurement system as spectroscopy (NIRS) and multiple 
measurements as optical topography (OT). In smaller heads (e.g. neonates) it is possible 
to transmit NIR light right across the head and thus map the haemodynamic response as 
a three-dimensional image (Hebden et al., 2002). This is known as optical tomography 
and requires the head to be surrounded by an array of light sources and detectors. This 
technique has only been used to study infants and the breast since the high attenuation 
in larger adult heads prevents sufficient light from penetrating through the deeper brain 
regions and hence being detected. Recent reviews of the three imaging techniques have 
been covered elsewhere (Gibson et al., 2005; Obrig and Villringer, 2003; Strangman et 
al., 2002a).
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5.6 Single and  M ulti-C hannel N IR S System s
Continuous wave Time resolved Frequency domain
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Figure 5.4: Schematic o f the three main types o f NIRS systems (reproducedfrom (Schmidt, 1999)).
Over recent years, many different NIRS imaging systems have been developed. In 
general, these systems can be categorized into one of three different measurement 
schemes, as shown in Figure 5.4. The continuous wave system provides a simple 
approach to measure the intensity changes continuously over time with respect to some 
constant intensity baseline. By measuring the area under the curve, the time resolved 
measurement calculates the light attenuation (time dependent) based on the temporal 
profile of the photon travel. Finally, the frequency domain measurement depends on the 
modulated amplitude (M), phase shift (0 ) and attenuated intensity to compute the tissue 
p*. This section provides a brief comparison between each of them but a comprehensive 
review of these schemes is given elsewhere (Hoshi, 2003; Strangman et al., 2002a).
5.6.1 Continuous W ave (CW ) Systems
CW instruments emit light continuously with constant amplitude (or modulated at low- 
frequency to enable separation following detection). In general, these systems only 
measure changes in optical attenuation to derive the relative changes in haemoglobin 
concentration (with respect to some arbitrary baseline). Due to tissue scattering, the 
actual photon pathlength also cannot be measured optically using the CW method and 
so absolute concentration of the chromophores cannot be obtained, although results 
from simulation (Okada et al., 1997) and earlier experimental studies suggested that the 
optical pathlength can be estimated (Duncan et al., 1995; van der Zee et al., 1992). CW 
instruments rely on the assumption that the change in light intensity is a result of 
absorption changes in tissue and that scattering remains constant throughout the 
measurement. This simple methodology makes CW systems the least expensive and 
most compact. Other studies have also reported that overall, a better SNR is obtained 
from CW intensity measurement (Franceschini and Boas, 2004; Steinbrink et al., 2000;
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Wolf et al., 2002). Section 5.7 gives a detailed description of the Hitachi ETG-100 OT 
system which uses the CW measurement scheme to calculate changes in chromophore 
concentration.
5.6.2 Time Resolved Spectroscopy (TRS)
To be able to quantify absolute haemoglobin concentration, it is necessary to determine 
the effect of scattering and to know the optical pathlength. TRS systems use picosecond 
laser pulses which are fired sequentially onto the tissue. The emerging intensity is 
detected as a function of time and light intensity by fast photon counting detectors. The 
time-of-flight (TOF) measures the amount of time (typically in order of nanoseconds) 
that the light travels before it is detected. From the mean transit time of the scattered 
photons and given the velocity of light in tissue, the optical pathlength can be estimated. 
The technique relies on measurement o f the overall time profile o f light intensity (or 
temporal point spread function (TPSF)) to enable information about the absolute 
absorption and scattering coefficients to be calculated (Gratton et al., 1997). By 
increasing the number of sources and detectors, topographic images of the cerebral 
cortex can be obtained with each optode pair being triggered in a sequential order. As 
one o f the early development o f a TRS system, MONSTIR-UCL is an optical 
tomography system that generates a sequence of 3D brain images from the light 
transmission across layers of tissue (Schmidt et al., 2000). It is important to note that the 
optical properties of the tissue (jia and ps’) and hence quantification of the absolute 
haemoglobin concentration obtained from the TPSF depend upon having an accurate 
model for the light transport in tissue (e.g. the diffusion equation (Arridge, 1999)) 
against which to fit the measured data. (Delpy and Cope, 1997) have suggested various 
approaches to analyse the TPSF data to determine the chromophore concentration. As a 
result of the system complexity, TRS instruments are usually more expensive and have 
a slower acquisition rate.
5.6.3 Frequency Domain Spectroscopy (FDS)
Mathematically, the FDS method can be linked to the time-domain TRS via the Fourier 
transform (Arridge et al., 1992). The advantage over the TRS approach is that FDS 
instrumentation is simpler and cheaper. It allows a direct measurement of the optical
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pathlength (from the phase shift measurement), thereby allowing real-time computation 
of the absolute chromophores concentration. The FDS approach use radio-frequency 
(typically tens of megahertz) intensity modulated light sources to measure the tissue 
parameters (i.e. p* and p*’). Effectively, the FDS measures the phase shift and 
modulated amplitude decay relative to the input, in addition to the attenuated light 
intensity (Figure 5.5). The additional parameters allows one to individually assess the 
DPF at each measurement site and to obtain an estimate of the depth resolution, which 
is o f great relevance in differentiating between extra- and intra-cerebral changes in the 
parameters measured (Kohl et al., 2002; Steinbrink et al., 2001).
Frequency Domain
t>
phase
shift
Figure 5.5: Schematic showing the FDS measurement o f the optical properties from the phase shift, 
intensity amplitude and modulated amplitude (reproduced from (Elwell, 1995)).
It has been found experimentally that the maximum usable modulation frequency is 
about 200-300 MHz beyond which the modulation depth is too small for reliable 
measurement of the phase shift (Arridge et al., 1992). At higher frequencies it has also 
been shown that average pathlength deviates from mean phase shift due to dispersion 
effects. To measure the small phase changes, these instruments often employ some 
down-conversion scheme to bring the RF signal down to an intermediate frequency (IF) 
or audio frequency (AF) to enable conventional phase detection techniques (Delpy and 
Cope, 1997). However, it has also been reported that the phase measurements are more 
sensitive to the scattering changes than to absorption (Gratton et al., 1997). Compared 
to the TRS type instruments, the FDS systems can produce a better SNR and also 
generally a faster data acquisition. Practical instruments are however limited by the 
finite number of modulated frequencies which can be used.
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Depending on the application, each of these systems has its own advantages and its way 
of deriving the spectroscopic information. It is also possible to employ different optical 
systems to measure several parameters simultaneously. Hoshi et al. (2003) have 
demonstrated using a CW imaging system to measure the haemodynamic responses 
from a memory task and used a TRS spectrometer to determine the optical pathlength.
5.6.4 Commercially Available Optical Systems
Type Name of instrument Reference Specifications
$ CW Hamamatsu NIRO 500 Grubhofer et al. (1999) Single channel; 4 wavelengths
«5
Ee Hamamatsu NIRO 300 (Leung et al.. 2003) Dual channel; 4 wavelengths£
I TRS Cope and Delpy (1988) Single channel; 4 wavelengthsc/5 Oda et al. (2000) Single channel; 3 wavelengths
CW Hitachi ETG 100 Yamashita et al. (1999) 10S 8D; dual wavelengths
Hitachi ETG 7000 Koizumi et al. (2003) 20S 40D; dual wavelengths
►*-c Hitachi ETG 4000 Plichta et al. (2006) 52 channels; dual wavelengths—sM© Hamamatsu To be published 2S 8D; 3 wavelengthsS. Artinis Oxymon (van der Sluijs et al., 1998) 8S 4D; dual wavelengths
1 Everdell et al. (2005) 8S 16D; dual wavelengths
a.c TRS Costini et al. (2006) 8S 64D; dual wavelengths
FDS ISS OxipIexTS Franceschini et al. (2000) 8S 2D; dual wavelengths
ISS Imagent Zhang et al. (2005) 16S 4D; dual wavelengths
CW NIRx DYNOT Schmitz et al. (2002) 25S 32D; 4 wavelengths
—5,2 TRS Shimadzu OMM 2001 Oda et al. (2003) 3S 16D; 3 wavelengths
oE® MONST1R-UCL Schmidt et al. (2000) 32S 32D; single wavelengthH
FDS Pogue et al. (2001) 16 S 16D; single wavelength
Table 5.1; NIRS systems with different measurement schemes and different number o f sources (S) and 
detectors (D) used in neuroimaging studies.
In general, spectroscopy systems are used to monitor the average oxygenation from a 
specific region whilst optical topography enables two dimensional mapping of the brain 
activity from the light reflectance technique. It is also possible to employ the light 
transmittance technique to interrogate deep brain tissue and to generate series of brain- 
slice images (i.e. a tomographic map). While many instruments have been built by 
institutions mainly for research purposes, there has been considerable interest from 
commercial companies to establish these systems for clinical applications. Table 5.1 
lists some of the commercial optical systems used for measuring brain activity.
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While a spectrometer usually provides a single or at most dual measurement channels, 
optical imaging systems are capable of a providing spatially resolved data from a 
number of channels (typically £10) limited by the number of sources (S) and detectors 
(D). In the subsequent discussions, a channel is defined as a mid-point between the 
illuminating light source and detector (Bruce, 1994). In addition, a number of these 
systems allow a flexible optode geometry. Part of this PhD work involved developing 
software to process optical data. The software is designed to analyse any time- 
continuous data and has been used to analyse the data output from several o f the 
systems which are highlighted in Table 5.1. The developed software will be described in 
Chapter 7. The next section will focus on the description of one particular optical 
topography instrument, namely the Hitachi ETG-100 OT system which is capable of 
measuring on up to 24 measurement channels simultaneously. The advantages and 
limitations associated with this system will be highlighted.
5.7 H itachi ETG -100 O T System
Figure 5.6: Hitachi ETG-100 OT system.
The Hitachi Medical Corporation (1997) developed the ETG-100 OT system (Figure 
5.6) to map the haemodynamic responses and oxygenation changes in the cerebral 
cortex and to present the results as two-dimensional images in real time (Kawaguchi et 
al., 2001; Yamashita et al., 1999). The instrument uses the CW approach to acquire 
multi-site data simultaneously. It is worth noting that Hitachi has manufactured three 
different OT systems to date and each of them is configured differently (Table 5.1). In 
the following, we focus on the description of the ETG-100 which can provide a
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maximum number of 24 measurement points (each optical fiber carries two wavelengths 
i.e. 24 x 2 points).
5.7.1 System Configuration
This Hitachi system uses laser diodes with the wavelengths of 780 and 830 nm in the 
NIR region. Each laser diode delivers a low and constant power level of about 0.15 
W/cm2 for each wavelength. The power level used is below the international safety 
standard of 0.2 W/cm2 set in I EC 825 (Ito et al., 2000). The optical system uses 
avalanche photodiodes as the detectors. A maximum number of 18 optodes (10 sources 
and 8 detectors) mounted in thermoplastic holders, are strapped firmly on the subjects’ 
head using Velcro tapes (Figure 6.5 shows one example of the optode cap designed for 
the twins study). The probes which are held firmly against the head, have fine tips (1 
mm in diameter) to prevent interference from the hair and to help maintain a good 
contact with the skin surface (Koizumi et al., 1999). Each of the sources is modulated at 
a different frequency between 1 to 8.7 kHz (each of them is chosen to avoid any overlap 
in their harmonic frequencies). It is worth mentioning that this kind of intensity 
modulation is different from the FDS method described previously to determine the 
optical pathlength since the latter typically requires modulation in the MHz range.
Figure 5.7 illustrates the basic elements of the Hitachi OT system. Each modulated 
source emits NIR light at two different wavelengths and this is fed by optical fibres to 
the skin of the scalp. The reflected light is transmitted via optical fibres back to the 
detecting photodiodes. The intensity modulation enables the detected light to be
Modulated Lasers 
Sources 
(780nm and 830nm)
Avalanche 
/ —  Photodiodes
Detectors
24x2 channels 
Lock-In Amplifiers
1 to 8.7 KHz
Computer
Display
Figure 5.7: Schematic illustrating the operations o f the Hitachi ETG-100.
Developments in Functional Optical Imaging C h a p te r  5 99
identified by using lock-in amplifiers. The last part of the system is a PC unit which 
controls the operation of the entire system. This also includes an analogue-to-digital 
converter (ADC) which digitises the optical signals at a sampling rate of 10 Hz.
For each source-detector pair, the light passes through several layers of tissue before 
reaching the cerebral cortex. As discussed in Chapter 4, the penetration depth can be 
estimated from the separation distance between the laser source and light detector. 
Hitachi has chosen to use a fixed optode spacing of 30 mm for each source-detector pair, 
since studies have shown that a distance of 30 mm should ensure that sufficient of the 
light detected at the head surface has been reflected from the cerebral cortex even after 
passing through the skin and skull (McCormick et al., 1992; Yamamoto et al., 2002). In 
theory, the use of a fixed separation distance should provide a uniform interrogation 
depth. However, this assumption should be treated with caution since the penetration 
depth is also dependent on the brain anatomy.
5.7.2 M easurem ent Channels Configuration
9 10 6 GE1 6 2 ICD| 3  C D 5
H I CD CD CDI CD CD
8 0 a  H |s 1 ICD13 C D  4
E I CD CD CDI ICD CD
1 0 1CD 7 CDI ^ 1 !CD 2 [24] 4 6 x 6 cm2
Figure 5.8: One possible configuration for bilateral measurement with the Hitachi OT system.
The ETG-100 system configuration allows a maximum of 24 different measurements 
locations covering an estimated scalp area of 6 by 6 cm on each hemisphere (Figure 5.8). 
Depending on the type of measurement needed, the Hitachi system provides three 
standard configurations. The two-piece 3x3 configuration is usually used to assess 
bilateral brain activation while the 4x4 and 3x5 configurations are mostly used for focal 
measurements. The illumination (in red) and detection (in blue) fibres are arranged 
alternately in a lattice configuration to maximise the channel density with a fixed 
separation distance of 30 mm. It has been shown that by increasing the optode density
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while maintaining a separation distance o f 30 mm, it is possible to improve the current 
spatial resolution up to 11 mm at the expense of increasing the complexity of interlacing 
between the source and detector pairs (Yamamoto et al., 2002).
5.7.3 Multi-Channel Acquisition with Lock-In Amplifiers
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Figure 5.9: Schematic diagram o f the lock-in amplifier scheme used in the Hitachi ETG-I00 OT system 
(Yamashita et al., 1999).
The ETG-100 system uses frequency lock-in amplifiers to distinguish signals from the 
different source-detector pairs (Figure 5.9). Although simple to implement 
electronically, this has the disadvantage of increased cost of additional hardware and it 
also restricts the optodes to specific geometric configurations. Each channel detects the 
attenuated signal independently o f its neighbours since each source is modulated at a 
specific frequency. This enables multiple point measurements to be made 
simultaneously.
The light detected by each photodiode is amplified and the resulting signal passed 
through a switching circuit that is set according to the configuration of the measuring 
probes and the required signal is separated by the respective lock-in amplifier. Each 
lock-in amplifier is fed with a reference signal locked to the modulation frequency of
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the appropriate light source. The 24 channels each with two wavelengths require a total 
of 48 physical lock-in amplifiers.
5.7.4 Hitachi Signal Processing Software
Once the optical signals have been identified and processed, the haemoglobin changes 
can be viewed as topographic maps from the system display unit. The current Hitachi 
software has two measurement sequence options. The first sequence runs in a 
“continuous” mode in which conversion o f the signals detected at the two wavelengths 
allows the AHb02 and AHHb to be monitored in real time. This mode is particularly 
useful in physiological monitoring. The software uses the MBLL equation to determine 
the chromophores changes. The Hitachi system makes no correction for the pathlength 
and hence the chromophore concentration is expressed as millimolarmm (per litre of 
sample tissue).
Pre-rest
Basefine
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Figure 5.10: Typical “box-car” design o f task paradigm used in functional activation studies.
Figure 5.10 shows an example of a block-design task paradigm that is commonly used 
in functional studies, where n represents the number of conditions and / represents the 
number of repetition blocks per condition. In a typical experimental set up, there is a 
long period of baseline rest before the start of the experiment to monitor the physiology 
resting state of the subject before the stimulation and the stimuli are alternated between 
a series of rest periods. The task “activation” and rest periods are usually specified with 
the same duration. The number of conditions depends on the study hypothesis and 
usually consists of at least one “control” stimulus which aims to account for any effects 
unrelated to the main task effects. Alternatively, it is also possible to design an “event 
related” task paradigm where the number of stimulus events and task duration vary 
throughout the experiment.
The Hitachi system software provides an “integral” mode whereby the signal that is 
received during the resting state is used as a baseline from which the haemoglobin 
concentration is calculated and the results are averaged over the repeated blocks for
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each task (or condition). The block averaging helps to improve the SNR by reducing 
any movement artifacts or non event related physiological signals. Finally the 
haemoglobin changes (HbC>2, HHb and HbT) can be viewed as separate time courses for 
each channel or as topographic maps with different colour scales representing the 
direction changes. In deriving the two dimensional maps, the neighbouring channels for 
each hemisphere are linearly interpolated. The software also includes a “movie” mode 
which allows the topographic maps to be displayed in a continuous loop. The multiple 
measurements mode applies the same processing procedure to each of the 24 channels.
In summary, the Hitachi system software allows the user to convert the absorption 
changes, apply first- or second-order detrending and uses a block averaging method 
based on pre-defmed rest and task periods. In terms o f system output, it provides an 
option to export the data as raw intensity values (.dat format) or topographic maps (.jpg 
maps). The data file consists o f some header information which comprises the system 
settings, the light intensities (in arbitrary OD units) for the 48 channels (2 wavelengths) 
as well as the stimulus marker information that indicates the start and end o f each 
triggered sequence. The system runs under the WinNT operating system and 
transferring of data is restricted to magneto-optical diskettes. The serial port (RS-232C) 
in the Hitachi system can be configured as either a master (i.e. it triggers the external 
system) or a slave (i.e. it waits for an external trigger).
5.7.5 Functional Studies with Hitachi ETG-100 OT System
Table 5.2 shows a list of some of the functional studies which have been conducted 
using the Hitachi systems since Maki et al. (1995) first reported a finger-tapping study 
using a similar prototype instrument. The list of studies has been selected to illustrate 
the wide range of applications using the Hitachi systems (ETG-100, ETG-7000 and 
ETG-4000 models) and is not a comprehensive review of all the Hitachi based studies. 
To summarise, a number of neurophysiology studies have been carried out over the last 
decade using the Hitachi OT systems which have demonstrated the ability o f the OT 
technique to be used in a number of situations, ranging from infant development to 
answering psychophysiological questions in patient studies. Most of these studies have 
shown a general haemodynamic trend in most healthy subjects (tAHb02, tAHbT and 
lAHHb).
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It is also worth highlighting some o f the other interesting studies which have been 
conducted in recent years using other optical systems. Miyai et al. (2001) have 
demonstrated how optical imaging can be used in an exercise setting by monitoring the 
effect of gait movement on a treadmill while Okamoto et al. (2004) have compared the 
haemodynamic change observed between a mock apple peeling task measured by fMRI 
and then the real task measured using OT. In both studies, significant haemodynamic 
responses could be observed in normal environmental settings. To illustrate some 
complex tasks which involved cognitive processing, Fallgatter and Strik (1998) 
implemented a Wisconsin Card Sorting test while Hoshi et al. (2003) used a w-back 
digit task and Schroeter et al. (2002) examined the Stroop effects using a colour-word 
task to assess working memory in the pre-frontal cortex. The same responses were 
observed in all three tasks - a bilateral increase in Hb0 2  in the pre-frontal cortex.
5.8 Summary
The NIRS technique has been applied successfully in monitoring haemodynamic 
responses and cerebral oxygenation changes in adult and infants though with limited 
spatial information. But by using the same NIRS principle and increasing the number of 
source-detector pairs, optical topography has been employed to map the spatial and 
temporal correlation of haemodynamic response of the cortical brain activity.
Optical imaging offers numerous advantages: Compared to other imaging modalities, 
OT allows studies to be conducted in natural settings, with minimum restraint as the 
flexible optical fibres and the portability of the system make it possible to place it next 
to the patient. In addition, the optical system causes no interference with other imaging 
modalities so there is no hindrance to combining the various modalities together which 
then allow us to study the underlying physiology of the vascular changes as well as their 
couplings to neuronal excitation. However, these advantages come with several 
limitations. To date, optical imaging cannot provide precise anatomical information and 
hence is unable to provide accurate spatial localisation of the brain activation which 
complicates inter-subject analysis. Chapter 6 will describe several ways of comparing 
the haemodynamic responses between subjects with large optode-placement variance. 
As the illuminated light is likely to be diffused by the extracerebral tissues, it is
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important to ensure a close coupling between the optodes and the head surface for 
sufficient light to be detected. Strangman et al. (2002a) have discussed the effects of 
various factors including hair and follicles as causes of interference with the coupling.
The various limitations of the OT technique including its limited depth o f penetration 
and the assumptions made in calculating the chromophores changes have been 
highlighted. In the case of the Hitachi systems which employ a CW type measurement, 
the simplistic approach of applying the linear MBLL equation to derive the 
chromophore changes assumes that each layer of the biological tissue is homogenous 
and contributes uniformly to the absorption changes. With respect to the 24-channel 
Hitachi ETG-100 system, its high temporal and reasonable spatial resolution provides 
not only brain activity localization but also the ability to cross-correlate data between 
different cortical areas (Watanabe et al., 1998; Yamashita et al., 1999). One particular 
drawback o f the Hitachi system is the use of physical lock-in amplifiers and the lack of 
flexibility in the optode arrangement which limits the closer examination of specific 
cerebral areas. To examine the effect of crosstalk with the Hitachi configuration, a 
dynamic phantom using a spatially modulated display liquid crystal display has been 
constructed. The development of the phantom is described in Chapter 9.
The evoked response is often swamped by systemic haemodynamic changes and 
instrumental noise. Because of the limited signal processing procedures available in the 
existing Hitachi system, a new software tool has been developed to process and 
interpret the optical data. This fOSA software provides a more widely-applicable and 
flexible approach to the analysis of multi-channel NIRS data. The software development 
and its application will be described in Chapter 7. In functional brain imaging studies, it 
is often necessary to use statistical estimates of the haemodynamic response to tasks and 
compare the functional changes across brain regions but the Hitachi software does not 
provide any statistical tool to interpret the brain activation signals. By incorporating the 
Statistical Parametric Mapping (SPM) method in fOSA, this allows a more in-depth 
assessment of the temporal and spatial distribution of the multi-channel topographic 
data. Much of this work is discussed in Chapter 8. The next chapter will describe the 
specific methodology that has been developed to conduct a cognitive study using the 
Hitachi OT system.
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Study Authors (year) Tasks HbOi HHb HbT Results
Infants
(Isobe et al., 2001) 
(Kusaka et al., 2001) 
(Taga et al., 2003)
Passive knee movement on sedated infants 
Measurement of rCBF with ICG 
Checkerboard visual stimulation
Motor
Visual
(Maki et al., I99S) Opposition finger tapping
(Takahashi et al., 
2000)
(Igawaet al , 2001) 
(Obataet al , 2003)
Language/Auditory
(Watanabe et al. 
1998)
(Sato et al., 1999)
(Kennan et al , 
2002b)
(Noguchi et al, 
2002)
(Minagawa-Kawai et
al., 2002)
(Kameyama et al., 
2004)
(Suzuki et al., 2005)
Mental/Memory
(Matsuo et al., 2003)
(Suto et al., 2004)
(Tsujimoto et al., 
2004)
(Leff et al., 2006)
Simultaneous measurements
(Kennan et al., 
2002a)
(Watanabe et al,
2002)
(Kato et al., 2002)
Checkerboard visual stimulation
All night monitoring of rapid eye movement A
during sleep
Alcohol intake with checkerboard stimulation A
Word generation task
Dichotic listening of word and story task 
Syntactic and semantic processing
Syntactic and semantic processing event 
related
Japanese vowel of different duration
Verbal fluency task to compare age and 
gender effects
Semantic processing during visual judgement 
of drawing
Trauma-related stimulation on subway attack 
victims
Psychiatric monitoring using verbal fluency 
task
Item recognition task for working memory 
Surgery knot tying task
Use of N1RS-EEG in oddball auditory task
Use of NIRS-EEG-SPECT for epileptic 
seizure
Use of NIRS-fMRI in motor task to monitor 
stroke recovery
Contralateral activation over the 
sensorimotor cortex
Decrease in rCBF over temporal cortex in 
abnormal infants
Activation over the occipital lobe
Contralateral activation over motor cortex
Activation over occipital lobe 
independent of flashing frequency
Higher activation over occipital lobe for 
(REM-nREM) > checkerboard task
Alcohol intake did not affect 
haemodynamic response to visual task
Unilateralised activation over 
temporofrontal as expected from Wada 
test
Left lateralisation over temporal cortex in 
story > word task
Left lateralisation over frontal cortex in 
comparison with BOLD-fMRI
Left lateralisation over inferior frontal 
gyrus: syntactic > semantic
Left lateralisation over temporal cortex in 
relevant phonemic
Higher and bilateral activation for 
younger males over temporal and frontal
Right lateralisation over super temporal 
gyrus with negative semantic polarity
Higher decrease in HHb over pre-frontal 
cortex in PTSD patients
Reduced increase in Hb02 in depression 
and schizophrenic patients
Bilateral activation over pre-frontal 
cortex for both adults and children
Left pre-frontal activation with no 
difference between surgeons and novices
A Oddball response over posterior and
inferior to motor cortex
A NIRS correlate with ERPs over focus
temporal/frontal brain area
Bilateral activation over affected motor 
cortex for stroke patients due to 
______hemiparesis
Table 5.2: List offunctional studies performed with Hitachi OT systems and the direction o f the observed 
haemodynamic responses.
CHAPTER 6  
Functional Brain Mapping with OT
6.1 Introduction
Over the last decade or so, many studies have been published describing the use of 
multiple-channel optical topography for mapping functional activation of the brain on 
both adults and infants and these have been briefly reviewed in Chapter 5. Because it 
provides convenient yet non-invasive surface mapping o f the brain activity in the cortex, 
the OT technique has been associated with monitoring various sensorimotor areas. 
However, OT studies for other cognitive paradigms are sparse, most commonly these 
tasks include language assessment in the temporal areas (Kennan et al., 2002b; 
Watanabe et al., 1998) and verbal fluency tasks in the pre-frontal areas (Herrmann et al., 
2003; Kubota et al., 2005; Quaresima et al., 2005).
As part of the agreement between Hitachi (HARL) and UCL, it was agreed that an 
element of the PhD work would involve carrying out experimental studies using the 
Hitachi ETG-100 OT system. The research would focus on developing the methodology 
to enable the study of a complex cognitive task using the OT approach. The research 
work would consist of designing a suitable cognitive task with its eventual use on a 
cohort of identical twins and having the functional results analysed with techniques not 
been previously used in OT studies. Various preliminary studies were conducted during 
the process of developing this methodology, both to understand the details o f protocol 
design for cognitive tasks and acquiring knowledge about the detailed capabilities and 
limitations o f the Hitachi system. Of particular interest, a full-scale study of a numerical 
task was implemented since limited OT work has been published in investigating brain
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areas which are associated with number processing and how the neurovascular signals 
responded to the metabolic demand resulting from mental calculation.
In considering the number of functional studies that had been conducted as part of the 
experimental work o f the PhD, the sections in this chapter have been structured as 
follows: First an overview of the experimental studies detailing the objectives from each 
of the four studies (Section 6.1.1). The reader is led on to a brief introduction on the 
objectives of investigating brain areas related to number processing (Section 6.1.2) and 
how the study of twins can help in the understanding of brain function related to 
numeracy (Section 6.1.3). The typical experimental setup used in all our studies is then 
described (Section 6.2). Finally, the procedure of the experimental setup, data collection 
and analysis method for each o f the four studies is described and their results discussed 
(Sections 6.3 to 6.6).
6.1.1 Overview of Experimental Work
The main objective of the preliminary studies was to determine the reproducibility of 
the experimental data, implement a study protocol suitable for the study of twins and 
develop the analysis method to interpret the haemodynamic response from the 
functional tasks, before proceeding on to the twins study which was part of the funding 
agreement between HARL and UCL with the use of the ETG-100 OT system.
During the course of the experimental work, various methods of analysing the 
functional data were implemented to assess the activated brain regions. The fOSA 
software provides a “first pass” assessment of the functional results from the chosen 
protocols. Subsequently in order to fully interpret the functional activation, the SPM-OT 
program enables robust statistical inference to be made on the spatially-resolved optical 
data. Chapters 7 and 8 will provide a thorough description of the two methods. Prior to 
the implementation of the fOSA and SPM-OT software (in February 2005), the optical 
data were processed and analysed using the readily-made functions available in the 
Matlab package. Nevertheless, all the results presented in this thesis (including studies 
conducted before 2005) make use of the fOSA and SPM-OT software in the analysis of 
the functional data.
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Table 6.1 summarises each of the four functional studies that were conducted during the 
course of the PhD. In the subsequent sections of this chapter, each of these studies is 
identified by the study identification number.
Section Study ID Type of study No. of subject'
Age
range
(years)
Functional task 
protocols Objectives Outcomes
6.3 Study 1 Preliminary 7 23-29
Event-related
GO-NO-GO
Calculation
Familiarisation of the 
OT system and 
experimental setup
No difference in haemodynamic 
response between events 
Observation of vasomotion in 
response signals
6.4 Study 2 Preliminary 4 27-35
Block-design 
TRUE-FALSE 
Calculation 
Digit
Identifying source of 
activation signals and 
task suitability
Development of fOSA software 
for processing Hb02 and HHb 
signals
6.5 Study 3 Preliminary 13 2 5 - 3 6
Flexible rest 
duration 
Calculation 
Control
De-correlate systemic 
influence on Hb signal 
and implement control 
task
Development of SPM-OT 
software to analyse the Hb 
signal statistically
6.6 Study 4 Full-scale 44 1 3 - 2 0
Calculation
Control
Word
Experimental setup 
for the twins to 
measure functional, 
behaviour and 
physiological 
response.
Use of fOSA and SPM-OT for 
the analysis of identical and 
non-identical twin pairs
Table 6.1: List o f  functional studies conducted during PhD.
6.1.2 How O ur Brains W ork  with N um bers
Calculation involves a complex and multi-component skill. It is necessary to 
comprehend the elements of a calculation before a solution can be computed and the 
correct number word retrieved for an answer. The comprehension and retrieval of 
numbers are peripheral to the operations of and procedures of a “calculation”. It has 
been suggested that number processing rests on a distinct neural circuitry (Dehaene et 
al., 2003), which can be reproducibly identified in different subjects (i.e. animals, young 
infants and adult humans) with various neuroimaging, neuropsychological and brain 
stimulation methods (Dehaene et al., 1998). Dyscalculia is the term used to describe the 
specific learning disability in mathematics i.e. difficulty in processing numbers. While 
there are many types of dyscalculia, which may include semantic retrieval (symbolic 
meaning) and visual spatial differentiation (object recognition), these deficiencies are 
often inter related to other learning abilities (Dehaene, 1997; Spelke and Tsivkin, 2001). 
Cognitive psychologists in numeracy have been interested in looking at the 
developmental dyscalculia syndrome, as a number of dyslexic patients who have 
problems in word reading tasks and subjects who have had injuries in the parietal brain 
area are thought to encounter difficulty in processing numbers (Delazer and Butterworth, 
1997; Grafman et al., 1982; Jackson and Warrington, 1986). It is hence important to
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identify these brain areas as well as the association between language and numerical 
processing in terms of lateralization. Several reports have shown that the extension of 
the activated areas is modulated by the task demands (Andres et al., 2005; Dehaene et 
al., 2003) and also arithmetic operations (Chochon et al., 1999). Using the OT technique, 
it would be useful to provide a spatial map of the neurovascular activity in brain areas 
engaged in numbers. The long term aim of such a study would be to provide training to 
patients who suffer from specific arithmetic disabilities and subsequently monitor the 
changes in the haemodynamic response which are developed over time.
Working in collaboration with cognitive neuroscientists in UCL, a component of this 
PhD project was therefore to develop a study plan to conduct functional studies on 
healthy subjects using the Hitachi OT system. The primary aims of this work were to 
find out if the existing optical technique was suitable for interrogating the region of 
interest in the brain, identifying any problems which may contaminate the measured 
signals and developing a suitable protocol for such a functional study. In particular, a 
study of language and numerical processing using a cohort of twins was to be conducted 
and the sensitivity of the optical system in measuring the differences in functional 
activation between different groups of twins assessed.
6.1.3 Functional Imaging Study of Twins
There is considerable interest in understanding brain laterality when performing specific 
tasks and the specialisations of the two hemispheres. It has been widely accepted that 
there is a hemispheric specification in language processing where the left hemisphere 
(e.g. Broca’s and Wernicke’s areas) shows neurovascular activity in most language 
tasks (Knecht et al., 2000; McCarthy and Warrington, 1990), with a higher percentage 
of the population who were right-handed, compared to right-hemisphere and bilateral 
organisation for left-handers (Hecaen and Sauget, 1971; Warrington and Pratt, 1973). 
However, it has been argued that the cerebral organization of speech could be related 
not only to hand preference (Annett, 1998) but also to the degree of hand dominance 
(Isaacs et al., 2006). Even so, our knowledge about the suspected association between 
handedness and language dominance so far rests on studies of neurological patients. 
There is evidence suggesting that a shift in control of language can occur after a long­
standing lesion on the left hemisphere (Rasmussen and Milner, 1977; Vargha-Khadem
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et al., 1985). It has been shown that in the majority of the right handers higher 
arithmetical abilities are located in the left hemisphere (Butterworth, 1999; Dehaene and 
Cohen, 1997). Semenza et al. (2006) have reported from a lesion study that the language 
and calculation functions share the same hemispheric dominance.
However, it has been shown that the functional results from language processing are 
less consistent in terms of brain lateralisation and areas of activation (Price, 2000), 
compared to lesion studies (Dehaene and Cohen, 1997; Semenza et al., 2006). Clearly 
further studies are required to confirm the relationship between various cognitive tasks 
and brain laterality. This chapter describes one such study. Categorising and comparing 
the functional and behavioural results between twin pairs with different zygoticity and 
handedness, should produce the information to indicate if a hemispheric dominance as 
seen in language processing exists in numerical processing and how this may affect 
patients who have lesions in those areas.
As part o f an ongoing collaboration with the Institute of Child Health (ICH) in UCL, 
information was provided about the study twins whom we would want to recruit for this 
project. In particular, we were interested in a mixture of monozygotic (identical pair) 
and dizygotic (non-identical pair) twins. By comparing the two types, we would hope to 
estimate the amount of heritability (Thompson et al., 2001). Within these groups, it 
would be ideal to have a balanced mix of concordant (same handedness) and discordant 
(different handedness) twins with similar IQ competency. These healthy twins have 
been registered as volunteers from previous studies at the ICH. From an earlier 
unrelated study, these twins had also had a MR scan of the brain and this would 
facilitate co-registering the functional results from OT with the structural information 
during the later stage of the analysis.
The psychologists were particularly interested in investigating the brain activities 
related to calculation and language tasks from the cohort of monozygotic and dizygotic 
twins. Results from earlier lesion studies observed arithmetic dominance in the left 
parietal area (Ashcraft et al., 1992; Grafman et al., 1982; Warrington et al., 1986). From 
the earlier PET, fMRI and transcranial magnetic stimulation (TMS) studies using 
similar tasks (Dehaene et al., 2003; Gdbel et al., 2001; Tang et al., 2005; Zago et al., 
2001), the results seemed to identify the angular gyrus (AG) and the intra-parietal
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sulcus (IPS) as the primary areas of brain activations in the calculation tasks, although 
the results would suggest the activations to be bilateralised. Other functional data also 
suggested that simple arithmetic processing could be mediated bilaterally in the parietal 
region and this has been reviewed elsewhere (Dehaene et al., 1999). Figure 6.1 shows 
these related areas when projected on to the International 10-20 placement system 
(Jasper, 1957), a mapping approach used commonly in OT studies. While previous OT 
studies had shown a parietal hyper-oxygenation in other cognitive tasks (Herrmann et 
al., 2003; Suzuki et al., 2005; Tarumi et al., 2003), the same areas have yet to be 
investigated using the numeracy task, although earlier spectroscopic studies have 
showed numeracy-related activities in the frontal lobes (Fallgatter and Strik, 1998; 
Hock et al., 1997; Villringer et al., 1997).
Figure 6.1: Conversion o f the AG and IPS localisation in Talairach space to the International 10-20 
system using the Muenster T2T converter (http://neurologie.unimuenster.de/T2T).
A number of functional studies have shown that NIRS can be successfully used to 
measure the haemodynamic response during motor activation. Figure 6.2 shows the 
different regions of brain activation measured using fMRI while performing (a) a finger 
tapping task (Mehagnoul-Schipper et al., 2002) and (b) a numerical task (Tang et al.,
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2005). The depth and volume of brain that is activated in these two different tasks and 
that it can be successfully detected suggested that it is possible to interrogate the parietal 
areas for the numerical study using NIRS. The aim of part of this PhD was to look at 
these areas in more detail through a series experimental studies.
(a)
(b)
20 
IS 
10 ■
ft H
Figure 6.2. Comparison offunctional MRl maps showing the area o f activation over the (a) left motor 
area during a finger tapping task and (b) left superior parietal region during a Stroop numerical task.
6.2 Basic Setup for Functional S tudy
Previous studies have shown that physiological vasomotion oscillations overlap very 
closely in frequency with the expected activation related brain response (Chance et al., 
1993; Obrig et al., 2000a) (see Section 2.5.5). However, these signals also needed to be 
carefully monitored so that these “noise” effects can be reduced after the data has been
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processed. A small battery-operated respiratory monitoring system was also built to 
monitor the breathing rate. This consisted of two thermistors which were mounted near 
the nose to monitor air temperature change during breathing and the resulting low- 
voltage electrical signals arising from the resistance changes were amplified and output 
as analogue voltages. These analogue signals were subsequently digitised via an 
analogue-to-digital converter. Figure 6.3 shows the respiratory system that was built. 
Although this system was tested and shown to work in other studies, it was not used in 
our twin study because there were practical problems in securing the thermistors near to 
the subject’s nostrils during the trials.
analogue
output
Figure 63: A basic respiratory monitoring kit.
All the monitored physiological signals were collected in synchronisation with the 
optical data collected by the Hitachi ETG-100 OT system in order to facilitate data 
processing at a later stage. To do this, the respective physiological monitoring systems 
had to be connected to a master terminal which would then perform the data acquisition 
simultaneously with the OT system. All stimuli were also presented by the master 
terminal since this would allow synchronisation of all the behavioural results. During 
the study of twins, a finger-cuff optical system (Portapres, TNO Institute of Applied 
Physics, Biomedical Instrumentation) was used to monitor the arterial mean blood 
pressure (MBP) and heart rate (HR) for each subject. Figure 6.4 illustrates the basic 
setup for a typical functional study. The arrows indicate the direction of the data flow 
and the red arrow shows the triggering of the Hitachi OT system which was initiated by 
the master terminal.
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Figure 6.4: Schematic to show a typical experimental setup for a functional study.
In our preliminary studies, the initial idea was to perform a simple block averaging over 
the repeated trials and possibly cancel out noise in the higher frequency spectra. This 
method however was found to be less effective in those studies where the noise had a 
similar magnitude to the haemodynamic response and tended to oscillate in 
synchronisation with the stimulus (Elwell et al., 1999; Franceschini et al., 2003; 
Mayhew et al., 1996; Obrig et al., 2000a). More complex processing techniques were 
therefore implemented to minimise the deterioration effects resulting from the systemic 
repetition changes. Two software programs (FOSA and SPM-OT) have been developed 
for the purpose of processing the physiological signals and to provide a robust statistical 
approach to the analysis of the optical data.
6.2.1 Stimulus Software
In our experimental studies, we used Cogent software (Functional Imaging Laboratory, 
UCL) to program our stimulus. This Matlab-based software provides its own stand­
alone libraries and is capable of presenting auditory and visual stimuli and data transfer 
is usually done through the serial port from the computer.
The advantage of running the stimulus in the Matlab environment is that it allows other 
programs to be executed simultaneously from the same terminal. As a result, it is 
possible to simultaneously record the behavioural data, as well as acquiring other 
physiological data from the available ports. This enables accurate synchronisation of the 
data collection process and eases the processing procedures since all results are stored in 
a format readily accessible by Matlab.
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6.2.2 OT System and Optodes Configuration
The Hitachi ETG-100 OT system was used to measure the haemoglobin concentration 
in all our studies. Using a 24-channel configuration which comprised of a total of 10 
sources and 8 detectors, a 3x3 optode array was configured on each hemisphere. The 
cognitive areas which are of interest are driven by the hypothesis in the study of 
numerical processing. Unlike other imaging modalities which are able to produce 
extended maps of the whole head, the OT system is restrained to probing specific brain 
regions because of the limited number of detectors available. In the following studies, 
the same cortical regions (i.e. posterior parietal lobes) were investigated. The centre 
optodes (Source 8 and 3) were positioned symmetrically close to the P3 (left) and P4 
(right) areas of the parietal lobe using the International 10-20 system, which 
corresponds to the AG and IPS. Figure 6.5 shows the standard optodes configuration 
used with channels 1-12 over the left parietal cortex and channels 13-24 over the right 
parietal lobes.
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Figure 6.5: The 24-channel optodes configuration set for the bilateral measurement in twins study.
6.2.3 Optode Position M easurem ent
An optode holder was specially designed for the study of twins, as shown in Figure 6.6a. 
It consisted of two different layers of materials on top of the cap, the outer layer was the 
thermoplastic used to attach the optodes onto their holders and it was held onto the cap 
using elastic straps and Velcro tapes. The inner layer consisted of an anti-slip mat 
material which prevented “slippage” of the assembly against the head. The position of 
each optode can be seen in the figure. Each of the 18 optode positions was accurately 
measured using an electromagnetic tracking device (Isotrak II, Polhemus, United States). 
These measurements were made after the experiment so that the final optode positions
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would be recorded (there is always a possibility that the optodes could have shifted 
during the experiment due to head movements of the subject). As shown in Figure 6.6b, 
the plastic holder had to be removed after the experiment. Using an electromagnetic 
transmitter and two detectors, the first detector measured the optode positions with 
respect to the transmitter while a second detector mounted on the beanie cap helped to 
correct for any head movement. The system provides the Cartesian coordinates for each 
optode position based on the difference between data from the two sensors. These 
optode positions could subsequently be used to superimpose the topographic maps onto 
the MRI structural scan.
(a) (b)
Reference
sensor
Figure 6.6: (a) Illustration o f the optode placement for the experiment and (b) measurement o f the optode 
positions using the Polhemus system.
6.3 S tudy 1 -  E vent R elated  E xperim en t
The first study was conducted as part o f acquiring knowledge in the operation of the 
Hitachi OT system and an arithmetic task was designed for this purpose. In order to 
investigate the neurovascular coupling between the neural activity and the 
haemodynamic response, an event-related study was proposed. A total of seven subjects 
took part in the pilot study. The task was a form of “GO-NO-GO” task where the 
subject was required to respond only when the answer to the calculation sum (e.g. 
68+86=154) was correct (i.e. choice response). The intention of the functional study 
was to determine if the haemodynamic response trend could be detected from the 
parietal areas following each stimulus and an event-related stimulus was designed for 
this purpose. Each of the six repetitive stimulus block (as shown in Figure 6.7) consists
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of four questions (Q1 to Q4), with every second question (Q2 shaded in grey) sharing a 
correct calculation and therefore requiring a response from the subject. Each question 
was displayed for 15 seconds with the task and rest periods set as 60 seconds. This 
would allow us to average the concentration levels subsequently over the six repeated 
trials. Our hypothesis would be that an increase in AHb02 and AHbT was to be 
observed in selected brain region during each period of stimulus, with a notable 
difference in brain response when the subject attempted to respond to those questions 
with the correct answer.
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Figure 6.7: Task paradigm for the “event-related" preliminary study, where Q1 to Q4 corresponds to the 
questions for each o f the six stimulus blocks.
6.3.1 Results and Discussions of Study 1
Figure 6.8 shows the changes in haemoglobin concentrations of Subject 3 between two 
bilaterally symmetrical channels (Channel 11 (left hemisphere)) and Channel 24 (right 
hemisphere)), based on the Hitachi 24-channel OT configuration as shown in Figure 6.5 
The shaded regions (in grey) represent the stimulus periods where each block contains 
the four calculation sums (i.e. a total of 24 questions in each study). From the 
qualitative observation of the functional results on this particular subject, although there 
was no obvious difference in the haemodynamic changes between the four questions in 
each block, the activation seemed to be left-lateralised with a clear tAHbC>2 during the 
activation period, as shown in Figure 6.8a. However, several observations could be 
made from the temporal response displayed in most channels for Subject 3 :1 ) there was 
a periodic oscillation in the data; 2) the HbC>2 signal started to increase prior to stimulus 
onset; and 3) the HHb signal increased during brain activation. The time course also 
reflects the existence of a slow physiological drift across most of the measurement 
channels, after having allowed the laser diodes sufficient time to warm up before the 
experiment (approximately two hours). There were a few things which could be learned 
from the outcome of this study, apart from having familiarised myself with the 
experimental setup. First was the existence of systemic effects which appeared as low- 
frequency vasomotion appearing in most channels. The study also highlighted the need
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for an easily accessible data processing toolbox which could be used to analyse the 
optical signals in real time and to tease out the systemic effect overlying the evoked 
haemodynamic response. The conventional signal processing approach would be to 
apply a digital filter and possibly perform a curve fitting to correct for the slow drift and 
to measure the physiological parameters (e.g. blood pressure and heart rate) 
simultaneously during the experiment. Previous functional studies had shown that the 
increase in HbC>2 following a stimulus onset is not instantaneous but typically takes 
about 5 to 8 seconds to reach its peak (Bandettini et al., 1993; Konishi et al., 1996). The 
existing event related design failed to consider the latency of the haemodynamic 
behaviour. It was clear from this study that an understanding of the haemodynamic 
response and the effects of systemic noise that might otherwise dampen the task-related 
response would be vital in deciding a study design. It is also worth noting that the subtle 
changes in haemodynamic response could also be due to the influence of habituation 
(Loubinoux et al., 2001) and attention to action (Rowe et al., 2002) which could not be 
independently verified in this study.
(a)
Channel 11 -  Left hemisphere
Time (seconds)
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(b)
Figure 6.8: AHb02 (red) and AHHb (blue) concentration in (a) Channel 11 (left) and (b) Channel 24 
(right) for the calculation task.
6.4 S tudy 2 -  Block Design C alculation E xperim ent
A pilot study at the Hitachi Advanced Research Laboratory (HARL) was initiated 
during the internship training in Japan. It was important to find out if the existing OT 
system technique would be able to interrogate the brain regions which are responsible 
for number processing (Strangman et al., 2003). An arithmetic solving experiment was 
proposed in order to test this. This comprised of four tasks: number calculation, digit 
comparison, checker board and finger tapping. As part of the validation of the results, it 
would also be necessary to carry out a rigorous analysis of the optical data.
Four Japanese colleagues took part in the study. Similar to a “TRUE-FALSE” 
experimental paradigm, the number calculation task was made up of arithmetic 
problems where a response would be needed (i.e. forced click response) for every 
stimulus. In order to correct for the effects of systemic changes, a control task was 
proposed where the subject would be asked to respond to one of two symbolic numbers 
indicating which digit was larger (digit comparison task). The probes were positioned 
according to the 10-20 optodes placement system (Figure 6.1) to cover the angular 
gyrus and intra-parietal sulcus which should be involved in this task situated 
respectively in areas P3 and P4. These positions are relatively close to the occipital 
lobes (Ol and 02). To ensure that the optodes would not pick up signals that were
Channel 24 -  Right hemisphere
Time (seconds)
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related to the visual response, a typical visual stimulation task with alternate red and 
black boxes flashing at 8 Hz was implemented as a control (checker board task). A 
second control to account for the finger movement was incorporated in the study (finger 
tapping task). Figure 6.9 describes the task sequence for this study. The tasks were 
arranged such that tasks which required minimum skills would begin first, to avoid any 
possible “steal” effect (i.e. where the haemodynamic behaviour is influenced by 
neighbouring activities). Each stimulus was made up of a 20-second task block followed 
by a 20-second rest block and this was repeated five times.
Task 1 Task 2 Task 3 Task 4
Checker
board [R est-
Finger
tapping R est
Digit
comparison R est
Number
calculation
---- 20s— *j h— 2°«— H
Figure 6.9: Flow chart showing the sequence o f stimulus presentation in the preliminary study.
6.4.1 Results and Discussions of Study 2
The haemoglobin signals were fitted to a first order regressor to facilitate the 
comparison of the magnitude difference between the tasks and subsequently averaged 
over the repeated task blocks. Figure 6.10 shows the averaged AHbC>2 (red) and AHHb 
(blue) signals for all 24 channels from Subject 01 responding to checker board (block 1), 
finger tapping (block 2), digit comparison (block 3) and number calculation (block 4) 
tasks. The results seem to suggest that the optodes were well positioned away from the 
visual and motor areas as there was minimum brain activity detected resulting from 
these tasks. The time course shows a decrease in AHbC>2 in all channels during the digit 
task. The same observations could be made from all subjects. The difference in AHbC>2 
between the channels during the calculation task seemed to suggest a larger 
haemodynamic response (i.e. higher increase in AHbC>2) near the medial region. In 
general, there was an observable increase in AHbC>2 and a slight fluctuation in the 
AHHb, and such behaviour could be observed in three of the four subjects who 
participated in the study. Due to the limited time period given for the experiments, it 
was not possible to monitor systemic physiology during the experiment, so the effect of 
changes in for example, heart rate and blood pressure imposed on the functional 
activation signal could not be determined.
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Figure 6.10: Averaged AHb02 and AHHb topographic map for Subject 01.
The functional results were further analysed using a paired t-test for each subject where 
an averaged task period of 10 seconds (5 seconds after onset) was compared with the 
rest period of 10 seconds (before the onset) across all the channels. Using the t-test 
options available in the fOSA software (fully described in Chapter 7), the statistical t- 
scores for the 12 channels measured from each hemisphere (Figure 6.5) were linearly 
interpolated (grid size of 64 by 64) to produce a topographic map. Figure 6.11 shows 
the t-result maps (where a positive t-score is indicated in red) as observed from the 
HbC>2 and HHb signals during the calculation task. Unlike the globally significant 
increase as seen in the Hb02 response, there was focal decrease in the HHb t-map in the 
lower-left brain region (close to Channel 9) and this area could possibly be 
characterised as a genuine trace of haemodynamic response. As with other functional 
studies, a typical brain activation is often associated with a significant TAHbC>2 and 
iAHHb. The outcome of this preliminary study highlighted the importance of having a 
robust statistical measure of the haemoglobin signals, as shown in the results with a 
global increase in AHbC>2 and less obvious difference in AHHb levels. This should also 
take into consideration the fact that the spatially-resolved topographic data are not only
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temporally correlated between each data point but also spatially correlated across the 
brain region. A new statistical approach was subsequently undertaken to look at these 
correlation effects on the optical data. From the measurement of the neurovascular 
responses, it is also possible to analyse the statistical difference between the two 
chromophores (e.g. to perform an inverse correlation analysis). Due to the limited time 
period available in Japan and the small subject group in the study, further studies would 
be necessary to take this investigation forward, together with a more detailed statistical 
analysis.
QxrHb Anterior
Posterior
Figure 6.11: Topographic t-result maps o f  H b02 and HHb signals on the calculation task.
6.5 S tudy 3 -  Im proved  P arad igm  C alculation E xperim ent
Using a similar set of protocols and knowing that the functional response results from 
the earlier study showed that the activated areas were some distance away from the 
motor and visual areas, improvements were made to the existing paradigm. 13 healthy 
right-handed volunteers (11 males and 2 females, mean age 27.92 ± 3.22 years, range 25 
-  36 years) then took part in the new study.
6.5.1 Response to Stimulus
A problem with the previous task design was discovered; while attempting to respond to 
the questions subjects had to memorise specific keys to press to respond to the answers.
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Consequently, these non-task related effects could affect other brain regions resulting in 
a “false positive” error. In addition, this would create a foreseeable problem for the 
twins study under the assumption that brain laterality is affected by hand dominance e.g. 
subjects with left-handedness might be more responsive to the left button press. One 
possible solution to this is to implement a “randomised” set of correct and wrong 
answers with a separate set of buttons representing the number of responses needed. 
Figure 6.12 shows two sets of push buttons which were constructed for the experimental 
study (one for the functional study and the other for the behavioural study). As with the 
keyboard, the responses would be recorded by the stimulus program.
lrcuitry
Response 
buttons
Figure 6.12: Design o f  push buttons to response to 
(b) four-button response for different tasks.
the stimulus tasks with (a) two-button response and
6.5.2 Im provement to the Task Paradigm
It was also necessary to improve on the frequency of the stimulus presentation. In the 
past, each question was displayed for a fixed amount of time, not taking into account the 
speed of response (i.e. subjects who responded quicker would have to wait longer for 
the next question). One solution to this was to implement a flexible number of questions 
within a fixed time period, thereby allowing the subject to answer as many questions as 
possible. Because the task was being designed for eventual use on younger children, this 
flexibility would accommodate their different levels of calculation skills. The frequency 
was set such that the next question would only appear if there was no response within 
three seconds. The sequence of correct answers was randomly arranged while having a 
balanced number of correct and wrong answers in total. The same balance applied to the 
number of addition and subtraction questions spread over the repeated trials.
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It was not possible to implement external physiological measurements in this study due 
to the problem of trying to obtain the apparatus for the experiment. In considering the 
dominant low frequency vasomotion oscillations, a “variable rest period” was imposed 
in the current study to minimise the effects of non-task related changes. As shown in 
Figure 6.13, the new paradigm would start with a pre-rest period of 60 seconds to 
monitor the resting state of the subject and subsequently be used as the baseline for data 
processing. Each activation period was fixed at 20 seconds and subsequent rest periods 
had a step variation of 2.5 seconds in addition to a fixed 20-second post-rest period. The 
subject was asked to concentrate on a fixation point during the resting state. In the 
boxcar design paradigm, there were a total of 10 blocks consisting of 5 calculation 
blocks and 5 control blocks. The task conditions were arranged in such a way that they 
would alternate in between the variable rest periods. Each experiment took 
approximately 30 minutes, including 10 minutes of experimental setup (i.e. optode 
placement and calibration) and 5 minutes to measure the optode positions.
Stimulus
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Figure 6.13: Paradigm on the tasks presentation fo r Study 3.
6.5.3 Tasks Explained
As shown in Figure 6.13a, the numerical task consists of a single-digit addition or 
subtraction question with two possible answers to choose from and the subject was 
asked to respond by hitting one of the buttons corresponding to the correct answer. The 
control stimulus was improved by replacing the numeric with English alphabet letters 
(unlike previous studies which used symbolic numbers). In this case, the subject would 
respond to the alphabet letter in the enclosed box, as shown in Figure 6.14.
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(b)
Figure 6.14: Stimulus presentation format for (a) calculation and (b) control tasks used in the twins study.
6.5.4 Results of Study 3
6.5.4.1 Functional Results
The same processing procedures were applied for all 13 subjects; the optical signals 
were first low-pass filtered at 0.1 Hz, detrended with a 1st order fitting curve and 
averaged over the five repeats for each of the two conditions. Figure 6.15 shows the 
typical averaged haemoglobin time-course results for a single subject (Subject 04). A 
subtraction between the calculation (first block) and the control (second block) showed 
a positive difference in the AHbC>2 signals between the two conditions but also higher 
concentration changes on the left hemisphere. This would suggest that there was an 
increase in blood flow over the left parietal area during the calculation task. As with 
previous studies, there was a subtle difference in the AHHb signal. From the group 
results, we observed a typical haemodynamic response trend ( f  AHbC^ and iAHHb) in 
nine out of the 13 subjects in at least one of the 24 measurement channels when the 
calculation condition was subtracted from the control. Only two subjects showed a 
global TAHb02 during the control condition. The time courses showed a variation in the 
latency of the haemodynamic response; For example, Subject 03 took about 5 seconds 
to reach the AHb02 peak while Subject 05 showed a 12-second delay after the onset 
before the signal started to increase. Although variation in dispersion was less obvious 
for each task within each subject, there was a larger difference when compared between 
the subjects. For example, Subject 01 had a peak AHbC>2 of 0.5 pM while Subject 03 
had a peak AHbC>2 of 2 pM. Huppert et al. (2006) have attributed the inter-subject 
variability as being due to the vascular profile of the individuals and anatomical 
differences between subjects rather than systematic measurement error.
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Anterior
Figure 6.15: AHb02 and AHHb concentrations averaged over the five blocks for Subject 04 compared 
between the calculation task (first shaded block) and control (second shaded block).
6.5.4.2 Statistical Analysis
The SPM-OT software was used in the current study to provide us with some statistical 
measures on the functional results. The SPM procedures to construct the model (i.e. the 
design matrix) and specify the contrast vector on the statistical comparison between 
conditions will be described in Chapter 8. Here the same statistical model was applied 
for all the 13 subjects. In constructing the SPM maps, each measurement channel is 
represented by a pixel which effectively covers a square area of 15 mm on the head 
surface. From the SPM t-maps, one can safely assume that the most significant pixel (i.e. 
tMSP - highest t-value) would correspond to the most significant haemodynamic response. 
All the t-scores presented here were p-corrected considering the spatial correlations 
between the neighbouring channels, and by calculating the number of pixels which were 
above the correction threshold, we could estimate the degree of brain activation (the 
higher the number of positive pixels, the more dominant is that part o f the brain). The 
maximum number of activated pixels possible in the current configuration is 25 in each 
hemisphere (Figure 8.4).
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Figure 6.16 shows the SPM t-results of Subject 04 who performed the calculation and 
control tasks. The higher significance regions are represented by the darker pixels and 
the MSP is denoted with a red arrow. The t-maps produced using the fOSA software 
showed a high brain activity on the calculation task (tMSP = 13.72) compared with the 
control (tMSP = 3.54), and reflected a higher significance on the left hemisphere. 
However, the MSP was located at the same position on both tasks. One possible 
explanation could be that the brain area represented by the MSP was responding to both 
tasks whose interfering effects have not been controlled. Alternatively, it could also be 
due to systemic causes although such changes are more likely to be reflected across a 
wider brain region.
f
Figure 6.16: SPM t-maps for (a) calculation task and (b) control o f Subject 04.
Based on the t-results using the SPM maps, a total of 10 subjects were shown to have 
higher significant effects during the calculation task than control. Of this group, seven 
subjects showed “zero-activation” in the control task. By performing a t-contrast 
between the calculation and control, the resulting t-map showed at least one significant 
channel on 11 subjects - 8 subjects on the left hemisphere and 3 on the right. There also 
seemed to be variations in the t-scores (based on the MSP) between the tasks and among 
the subjects. For example, Subject 03 had a high t-score of 18.52 during the calculation 
task compared to the control (tcon=3.59) while Subject 12 showed a lower difference 
between the calculation (tcai=2.32) and control (tcon=0.81).
A paired t-test (a = 0.05) was conducted on the 11 subjects for the inter-subject analysis 
(two subjects were rejected for the test since their t-results could not suggest any
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significant activation in the earlier test). The contrast estimates generated by the SPM 
were used in the test. By grouping the number of possible pixel combinations for 
comparison (1, 2, 4, 9, 16 and 25) pixels on each hemisphere, two tests were conducted 
for each cluster of “super-pixel” size: 1) the most-significant pixel where each group of 
pixels were selected for group comparison based on the MSP (hence the selected pixels 
could vary among the subjects) and 2) where each group of pixels geometric positions 
were identical across the subject group (i.e. fixed mapping). Table 6.2 shows the 
statistical results from the group analysis with different possible configurations, and a p- 
significance above the threshold is highlighted in red. The t-results showed that a 4- 
pixel size “super-pixel” appeared to show the highest significance for both the MSP test 
[tpso.022 =2.29] compared with a fixed-pixel test [tp<B.340 =0.42]. The variance between 
the MSPs was not determined in this study.
Pixel s i z e j  Mapping T-score P-significance
1
Fixed 0.39 0 .350
MSP 0.86 0.204
2
Fixed 0.27 0.397
MSP 2.23 0.025
4
Fixed 0.42 0.340
MSP 2.29 0.022
9
Fixed 0.35 0.364
MSP 1.03 0.163
16
Fixed 0.08 0.470
MSP 0.76 0.228
25 Fixed 0.02 0.493
Table 6.2: Statistical results on the group analysis with different cluster sizes o f super-pixel.
6.5.5 Discussions of Study 3
The functional OT results obtained in this study showed good agreement with the 
typical haemodynamic response one would expect from brain activation in healthy 
adults doing cognitive tasks (Table 5.2). The fact that the observed activations from this 
group of subjects appeared to be more inclined on the left and/or bilateralised in the 
parietal lobe seemed to be in agreement with previous functional studies (Dehaene et al., 
1999; Levy et al., 1999; Pinel et al., 2001; Rickard et al., 2000), although a larger scale 
study would be necessary to determine if this is statistically significant for the
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population as a whole. A rapid TAHbC>2 followed by a gradual iAHHb could be 
observed in 70 % of the subjects during the calculation task, with no significant effects 
being seen with the control task. While a typical onset period for HbC>2 was between 5 
to 8 seconds, exceptional delays were observed in 2 subjects. In addition, the time 
courses showed a variation in time to peak among the subjects. If a conventional block 
t-test approach with pre-defined rest and task periods were used for comparison (Figure 
6.17), the likelihood of incurring a false-positive (Type I error) would therefore increase 
since the examinee is likely to reject the null hypothesis when the positive t-values were 
observed. Alternatively, one could perform a “peak search” by varying the transient 
period, arguing the fact the haemodynamic response remains unpredictable. In either 
case, this would not provide an accurate diagnosis of brain activity since the area under 
the curve would vary due to the different haemodynamic behaviours that were observed 
between the 13 subjects.
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Figure 6.17: Schematic representation o f conventional t-test approach. The transient period would 
determine the “significant ” difference between the task and rest periods.
The outcome of this study highlighted the importance of adopting a more rigorous 
approach when analysing the spatially-resolved data. This section has demonstrated 
with an example how SPM can be applied successfully in optical studies to model the 
haemodynamic response in relation to the task paradigm. The method has been shown 
to produce a more robust analysis compared to conventional “fixed-block” t-test method 
since SPM considers the whole time-course using a predicted haemodynamic model of 
the HbC>2 signal and at the same time considers the spatial correlation between 
neighbouring voxels. One drawback of this study was that we were unable to cany out a 
second level (i.e. inter-subject) analysis on the group of subjects using SPM. Although
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the method of identifying the optimal “super-pixel” size for group comparison will need 
further investigation, the t-results had suggested a significant variation in the optode 
positioning between subjects.
6.6 Study 4 -  Twins Study
With a much improved task design and a new statistical approach available to analyse 
the functional data, a similar set of stimulus protocols and experimental setup were used 
for the study of twins. It has been reported from earlier lesion studies that left Broca’s 
and Wernicke’s areas are largely responsible for language processing. This dominance 
is especially true for right-handed populations compared with the left-handers who 
showed equal likelihood with both right and bilateral organization. Hence the plan for 
the functional study using the Hitachi OT system was to determine if such laterality 
could be observed during number processing. By comparing groups of identical 
(monozygotic) and non-identical (dizygotic) twin pairs with different handedness 
(discordant) and same handedness (concordant), the study aimed to resolve the 
relationship between handedness and genetics in brain lateralisation. The question of 
detecting neurovascular changes from the parietal areas using the Hitachi OT system 
had earlier been examined in our preliminary studies. In addition, to date there have not 
yet been any reports of a functional study using the OT technique to identify 
lateral isation difference in numerical processing in twins. Hence it was our intention to 
address these questions concurrently in the current study of twins.
6.6.1 Experimental Tasks Explained
Taking into consideration the brain regions of interest in relation to number processing, 
namely the AG and IPS and where the optodes would have to be placed bilaterally, two 
study tasks and a control were proposed so that these brain areas could be investigated 
at the same time.
6.6.1.1 Numeracy Task
As with the previous calculation task (Figure 6.13a), the current stimulus presentation 
showed a single addition or subtraction sum with two possible answers to choose from
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that range between 1 and 18. Taking the different age groups in the current study into 
consideration, the presentation rate was made flexible but each stimulus block was fixed 
at 20 seconds. Again, the next question would appear if there was no response within 3 
seconds. The stimulus was randomised such that the same questions would not be 
repeated during each experiment.
6.6.1.2 Language Task
An additional language task was also proposed in the twins study. Price (2000) had 
provided a comprehensive review of the various brain regions which were found to be 
responsible for language processing, and had shown that this varies according to the 
language task. According to her, brain activities due to auditory and visual word 
processing appears to be more pronounced in the temporal (Wernicke’s area) and intra- 
parietal (angular gyrus) areas respectively, with the degree of activation depending on 
whether the words are read silently or aloud and if unrelated words are used. Previous 
OT studies using similar tasks have found similar results in these language areas (Sato 
et al., 1999; Watanabe et al., 1998). By implementing a similar task in the study twins, 
we sought to confirm the findings of the neuropsychological literature and also provide 
information on any relationship with laterality and handedness not reported in previous 
optical studies.
Figure 6.18: Stimulus presentation format for the word task used in the twins study.
Figure 6.18 shows an example of the word presentation task which consists of two 
meaningful words, one of which corresponds to the name of an animal. The subject was 
asked to respond to the animal word. Every first character of both words was made the 
same. Similar to the number task, the subject could answer as many questions as 
possible within a 20-second block.
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6.6.1.3 Control Task
The control condition was designed to account for the continuous finger movement and 
visual effects associated to the tasks and hence enable these to be subtracted from the 
main effects. As with the preliminary study, the same control task was used for the 
current study (Figure 6.14b).
6.6.1.4 Task Paradigm
In all the three tasks, the sequence of the “correct” answers was randomly arranged so 
that the correct and wrong answers were balanced on both left and right sides. During 
the rest period, the subject was to remain focused on a fixation point. In order to help 
counteract the existence of the systemic effects, a “variable” rest period was also 
imposed in the current study. A pre-relax baseline of 60 seconds was defined to monitor 
the resting state of the subject. As shown in Figure 6.19, the rest period after each 
activation period included a step increment/decrement of 2.5 seconds for every resting 
period in addition to the pre-defined 20-second rest period. Using a boxcar-design 
paradigm, the three tasks were alternated over five repeats. Each experimental session 
took about 13 minutes.
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Figure 6.19: Paradigm on the tasks presentation for the twins study.
Before the start of the actual experiment, every subject was asked to go through a 2- 
minute training session to become familiarised with the experimental setup (i.e. optode 
positioning and use of other monitoring devices) and stimuli response (i.e. examination 
of the functional and behavioural data). The training paradigm consisted of two 
repetitions for each of the three tasks, with each task period being set at 10 seconds. 
Monitoring of other physiological changes (i.e. heart rate and blood pressure) was
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performed during the training in order to detect whether there were task related systemic 
effects. The preliminary optical results also helped to identify regions with poor 
coupling between the optodes and the scalp. From the response time and task accuracy 
results, in cases where the subject scored below 50 % for any of the tasks, they were 
asked to repeat the training.
6.6.2 Methods 
6.6.2.1 Twins Information
The subjects for the twins study comprised 44 healthy volunteers (30 males and 14 
females, mean age: 16 ± 1.89 years, range: 1 3 - 2 0  years). A separate DNA test 
conducted by the Institute of Child Health (ICH) in an earlier study revealed that 15 
pairs were monozygotic (identical) and 7 pairs were dizygotic (non-identical). In this 
group 13 were classified as discordant pairs (L-R) and 9 were concordant pairs (8 R-R 
and 1 L-L). Other information concerning their verbal and performance IQ, and 
anatomical brain scans were obtained from the ICH database with permission from the 
subjects. All participants had no family history of neuropsychiatric disorder. Written 
consent was obtained after a full description of the study was given to the subjects 
before the session. The study was reviewed and granted approval by The Multiple 
Births Foundation and the Joint UCL/UCLH Committee on the Ethics o f Human 
Research.
6.6.2.2 Handedness Tests
6.6.2.2.1 Reported Handedness
The neuropsychological question to be addressed in the twins study was to examine the 
correlation between the brain laterality and handedness. The database obtained from 
ICH provided their handedness information solely based on their hand preference (i.e. 
writing hand). To update and better control for the “reported” handedness information, 
two other handedness tests were implemented in the current study.
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6.6.2.2.2 Crovitz and Zener (C&Z) Questionnaire
Proposed by Crovitz and Zener (1962), a questionnaire made up of 18 questions was 
designed to determine the dominant hand which the subject would normally use to 
execute a series of everyday tasks. An electronic version of the questionnaire 
programmed in Matlab was used in the current study for a few reasons; (i) to identify 
any input error (ii) to allow the handedness results to be computed in real time and (iii) 
to allow adjustment of optodes and system calibration while the subject was 
concentrating on the stimulus screen. Each subject was briefed on the procedures before 
being asked to fill in the questionnaire. Each question carries a score of 1 (always right), 
2 (mostly right), 3 (both hands), 4 (mostly left), 5 (always left) and 0 (do not know). 
From a possible total score of 90, the points could then be classified into one of the 
following three handedness bands: right-hand dominance if the score <29 (Type I), left- 
hand dominance if score >55 (Type II), or indeterminate (Type III) if the score fell 
within the range of 30 and 54.
6.6.2.2.3 Peg Moving Device
Figure 6.20: Peg moving device proposed by Bishop.
The peg moving task was proposed by Bishop (1990) and involves the subject being 
asked to move a specific number of wooden pegs across a board in a sequential manner. 
Figure 6.20 shows the device which was built for the twins study. By subtracting the 
measured reaction time obtained with each hand, the “preferred” hand would be 
identified from the shortest amount of time used to complete the test. Each subject was 
asked to repeat the following procedures using each hand in turn:
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1. During the rest period, the subject was asked to place both hands on the table. 
The task and recording began as soon as the hand was lifted. When the task was 
completed, both hands should return back to the resting position.
2. Starting with the hand reported in the questionnaire, the subject moved the 10 
wooden pegs across to the other side sequentially, starting from the top peg.
3. Using the same hand, the subject replaced the pegs back to their original place.
4. Steps 2 and 3 were repeated for each hand (i.e. 2-»3—>2—>3). The median 
reaction time was calculated from the four repetitions for each hand and a 
comparison was made. If a peg was dropped, the trial would be repeated.
6.6.2.3 Physiological Measurements
Apart from measuring the haemodynamic responses using the Hitachi system, it was 
also necessary to monitor at the same time the systemic responses related to the task. 
This would then allow us to identify the observed response related to task and account 
for any systemic changes. In the current study, the arterial mean blood pressure (MBP) 
and heart rate (HR) were measured continuously during the experiment using the 
Portapres system. The MBP can be estimated by summing two-thirds of diastolic and 
one-third of the systolic blood pressure over a pulse cycle. A finger cuff was placed on 
the left ring finger so as not to obstruct the subject from responding to the tasks. A 
reference sensor was taped relatively close to the left chest and by measuring the 
differential distance between the finger and heart, the system automatically corrects for 
the changes in finger pressure induced by the changes in the hydrostatic level between 
the heart and the finger (Imholz et al., 1998). The monitoring system was connected 
serially to the master terminal. The Matlab commands to synchronise the data collection 
with the stimulus presentation was added on to the existing stimulus program. The 
measured signals were sampled at 10 Hz (same frequency as the Hitachi OT system) to 
facilitate the correlation analysis between the optical data and physiological signals.
6.6.2.4 Stimulus Presentation and Behavioural Data
The stimuli were programmed using the Cogent software (Functional Imaging 
Laboratory, UCL). All graphical displays were formatted as JPEGs and the 
presentations were displayed in full screen mode. As part of the training, the subject
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was asked to practice with the response buttons and the screen was adjusted to be level 
with the eyes, keeping a minimum distance of 80 cm away from the screen. The 
behavioural results (i.e. task accuracy and reaction time) were stored separately for each 
of the tasks. For the current study, the reaction time was defined as the difference 
between the stimulus presentation and the time the subject took to respond.
6.6.3 Results of Study 4
Due to the time constraint of the PhD, results from a more detailed analysis of the twins 
study can not be presented. The preliminary results illustrated here were analysed using 
some simple statistical methods, and in the course of compiling these, some problems 
were identified which are discussed in the following sections.
6.6.3.1 Optode Coordinates
The objective of calculating the optode variance is to inform us of the extent of optode 
position variation between subjects. This would allow us to determine whether it was 
necessary to normalise the functional results in order to validate the group comparison 
results. The tracking device computed the x, y and z coordinates of each optode position 
for all the subjects (n = 44). Since the three tasks were performed in a single session and 
the optodes were not re-adjusted during the experiment, it could be assumed for each 
subject that the optode positions stayed the same for every task. In the current 
configuration of the Hitachi OT system with an interoptode spacing of 30 mm and 
assuming that the region of the highest sensitivity of the optical measurement is the 
centre of each source-detector pair (Bruce, 1994), using Pythagoras theorem the 
distance (i.e. an estimate of the spatial resolution) between any two measurement 
channels can be estimated to be 21 mm. Here the standard deviation o f each position 
was derived:
S D ^x ,^.z)=  1
'£ ( x iy iz, - x 'y 'z ')2
/= i 6-1
where n is the number of subjects, x ’, y  ’, z '  are the mean coordinates and SDx^z is the 
standard deviation of the optode positions. Hence the overall mean deviation over the 
18 optodes (m) can be estimated using Pythagoras theorem:
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where SDweaM is the overall mean deviation and was calculated to be 30.32 mm. In this 
case where the variation between optode placements proved to be higher than the 
estimated spatial resolution, it is therefore necessary to normalise the functional results 
to a standard referenced model before going on to make statistical inference on the 
group data. Although it was not carried out at this stage of the analysis, the anatomical 
brain scan of the twins would be useful in the normalisation process.
6.6.3.2 Behavioural Results
All subjects managed to complete the training session and experiment during the first 
run. The main interest of the twins study was to investigate the functional differences 
resulting from different tasks. The behavioural results serve to inform us about their 
performance and exclude subjects who performed badly during the experiment. To 
determine this the response time and task accuracy were averaged over the five repeats 
for each subject. Overall each subject attempted a total of 190 ± 19 questions, including 
58 ± 10 calculation sums, 59 ± 2 letter and 74 ± 9 word tasks. To isolate cases where 
subjects had spent an excessive amount of time on some questions, the median reaction 
time based on the number of correct responses was computed. On average, each subject 
took about 2.15 ± 0.53 (mean = 2.28) seconds to answer the calculation sums and 1.20 ±
0.30 (mean = 1.35) seconds and 2.01 ± 0.21 (mean = 2.18) seconds to complete the 
control and word tasks respectively. Because the number of questions attempted was 
made flexible in the twins study, the accuracy was computed based on the percentage 
correct over the number of questions attempted for each task. Overall each subject had 
an average of 88.8 ±6.1 % correct answers, which were made up of 76.6 ± 12.5 % for 
the calculation task, 73.9 ± 9.2 % for the word task and a higher accuracy of 98.3 ±
3.7 % for the control task. Contrary to conventional methods of measuring the task 
efficiency, it is also possible to provide a task index using an inverse efficiency measure 
which can be expressed by:
Task inverse efficiency (IE) = median rtime 6-3
proportion _ correct
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where medianrtime is the median reaction time for the correct attempts and 
proportion correct is the percentage of correct answers. Hence a higher IE is likely to 
suggest that a subject took a longer than average amount of time to attempt the 
questions and/or with a higher than average number of incorrect answers. Table 6.3 
shows the overall mean inverse efficiency measures for the tasks.
IE (Mean ± S.D.) Min. Max.
Calculation 17.13 ±6 . 0 9.03 36.81
Control 3.48 ± 0.54 2.72 5.37
Word 9.38 ±2 . 18 6.69 15.72
Table 6.3: The overall inverse efficiency measure for the three conditions.
6.6.3.3 Handedness Results
6.6.3.3.1 C&Z Questionnaire
Only 43 subjects managed to complete all the 18 questions in the C&Z questionnaire, 
leaving one subject with a blank answer (O) on one question. 12 subjects responded 
with one or more “do not know” answer (A) to the questions. In the method proposed by 
Crovitz and Zener where the total score was compared against a set of pre-defined 
bands (Section 6.6.2.2.2), they had not considered the question of bias and disregarded 
the A' and O cases. There was also no justification from the authors as to how the three 
bands were derived. For example, it was stated that a total score of ^  55 (Type II) would 
be classified as left-handed (which is correct since it requires a score of ^  4 (mostly left) 
x 18 questions) but someone with a total score of £ 36 (equivalent to < 2 (mostly right) 
x 18 questions) could not be classified as a right-hander (Type I £ 29). Two methods 
were therefore proposed in this study to clarify the classification bands:
1. Considering the 12 cases where subjects had responded “do not know” in their 
answers (equivalent to zero score), we first “pro rata” the scores before 
comparing the final score against the three bands:
_ Non -  zeros questions ,Pro_rata_ score =  —  x total
Total _ questions
score 6-4
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2. The original C&Z method set a bias towards the indeterminate cases (Type III) 
which suggested that the dominant hand could not be determined. By 
implementing a “median split” method as shown in Figure 6.21, the 
indeterminate cases were divided based on the median population score. Figure 
6.22 shows the improvement (shaded box) in the questionnaire scores between 
the 22 twin pairs.
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Figure 6.21: Scatter plot o f the reaction time o f the peg-moving test versus questionnaire score. The 
median spilt across the 44 subjects is shown in the pink line. The green region shows the Type 1 and U 
cases where the peg-moving reaction time correlates with the questionnaire score.
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Figure 6.22: Questionnaire scores before and after the scores were pro-rata.
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6.6.3.3.1 Motor Peg-Moving Task
All except one pair of twins managed to complete the peg-moving task for four 
repetitions on both the right and left hands successfully. Due to an error during data 
collection, Twin Pair 10 could only manage to complete two repetitions. The median 
reaction time was calculated for each hand and the hand preference was determined 
based on the fastest reaction time achieved. Figure 6.23 shows the direction of hand 
preference when the reaction time (in seconds) for the left hand was subtracted from the 
right for each twin pair. For example, the positive direction from concordant Pair 1 who 
were supposed to be a R-R pair showed that both twins had indeed reacted faster using 
their right hands. For discordant Twin Pair 3, the results were also shown to be in good 
agreement with the reported handedness as the first twin was reported to be a left­
hander (negative reaction time) and second twin showed that she was able to move the 
pegs three seconds faster using her right hand.
Peg-moving task (Left-Right)
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Figure 6.23: Mean difference in reaction time between left and right handed twins for the peg-moving 
task.
In comparing the mean difference in reaction time (left versus right) with the reported 
handedness, 15 pairs of twins (8 discordant and 7 concordant) matched exactly with 
their reported handedness and 6 pairs (5 discordant and 1 concordant) had one of the 
twins different from the reported result.
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Questionnaire
normalised
(tscore/nzero) Left-Right
median
Reported
h an d ed n ess
Questionnaire P earson  Correlation 1 - 6 0 3 " 8 0 1 "
norm alised Sig (1-tailed) 000 000
(tscore/nzero) N 44 44 44
Left-Right median Pearson  Correlation -603*’ 1 - 6 2 2 "
Sig (1-tailed) 000 000
N 44 44 44
Reported h an d edness P earson  Correlation 801** - 6 2 2 " 1
Sig. (1-tailed) 000 000
N 44 44 44
** Correlation is significant at the 0 01 level (1-tailed)
Table 6.4: Correlation analysis between the C&Z questionnaire score, motor task and reported 
handedness.
Table 6.4 shows the correlation coefficient from a single-tailed Pearson correlation test. 
The coefficient results would suggest a significant correlation between the various test 
results. The inverse correlation between the motor task and the C&Z questionnaire was 
due to the fact that the score for the questionnaire score incremented from right to left (1 
to 90) while the reaction time from peg moving task incremented from left to right (i.e. 
a left-hander having shorter reaction time).
6.6.3.4 Functional Results
The fOSA software was used to process the optical signals. First the two-wavelength 
light intensities from the Hitachi OT system were converted and DPF-corrected into 
relative changes in Hb02 and HHb concentration levels (in micromolar). A 5th order 
Butterworth low-pass filter with a cut-off at 0.12 Hz was used across the twins and the 
optical signals were decimated to 1 Hz. A first-order fitting curve was used to cancel out 
the slow baseline drift. The time courses were averaged over the five repeats for each of 
the three conditions: number, letter and word tasks. Finally, the control task was 
subtracted from the two main tasks (calculation and word) to derive task-related 
haemoglobin concentration changes.
Qualitative Analysis
The main interest of the twin study is to compare the functional difference between the 
genetically identical and non-identical pairs of twins and to resolve the relationship 
between brain lateral isation, genetics and handedness. Although the group findings with
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this simple preliminary analysis are inconclusive at this stage, the functional data were 
successfully analysed for each subject. In order to explain the analytical procedures 
used for this study, the following functional results obtained from two pairs o f twins 
with different zygoticity are shown as examples.
The HbC>2 and HHb time courses for a dizygotic (DZ) twin pair for the calculation and 
word tasks are illustrated in Figures 6.24 (for dizygotic twin 1 who is left handed 
(DZl 1)) and 6.25 (for dizygotic twin 2 who is right handed (DZR2)). The functional 
results showed a discrete difference within the twin pair in both calculation and word 
tasks -  DZlI showed fH b02 (0.8 uM) and iH H b (-0.1 uM) on the left hemisphere. 
However, the same trends were less obvious in D Z r2 , although there seemed to be a 
decrease in Hb0 2  in the word task.
In the case of the monozygotic (MZ) twin pair, a similar haemodynamic trend could be 
observed in the identical twins as shown in Figures 6.26 (for monozygotic twin 1 who is 
right handed (M Z r I ) )  and 6.27 (for monozygotic twin 2 who is also right handed 
(M Z r2 )) . In terms of quantitative changes, the monozygotic twins looked to have a 
higher tHbC>2 in the word task (0.6 uM) than the calculation task (0.4 uM).
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Figure 6.24: Averaged AHb02 (red) and AHHb (blue) concentrations for: (a) calculation task and (b) 
word task for DZtJ.
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Figure 6.25: Averaged AHb02 and AHHb concentrations for: (a) calculation task and (b) word task for 
DZr2.
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Figure 6.26: Averaged AHb02 and AHHb concentrations for: (a) calculation task and (b) word task for
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Figure 6.27: Averaged AHb02 and AHHb concentrations for: (a) calculation task and (b) word task for 
MZr2.
6.6.3.S Statistical Analysis
SPM was preferred over the conventional t-test approach in this study. From the results 
of our preliminary studies, we had observed significant changes in the HbC>2 response 
compared to more subtle changes in the HHb signal. The use of HbC>2 as an indicator of 
blood flow change has been discussed in this thesis (see Section 5.2). In analysing the 
spatially resolved data, the SPM-OT program models the Hb02 signal (and possibly the 
HHb) to a canonical haemodynamic response function (HRF) in the design matrix as
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prescribed in SPM. In the current study, five regressors were input to the SPM model - 
the canonical HRF, its latency and dispersion derivatives and the two other 
physiological parameters (i.e. MBP and HR) that we had measured in the study. By 
estimating the two different models (i.e. the observed optical data and the model 
predicted by SPM), the coefficients of the linear model were derived. In the current 
analysis, the canonical HRF was of particular interest to us (the other “predicted” 
regressors were modelled to reduce the error term during the estimation process). 
Contrast weightings were subsequently added to on the only regressor and a simple t- 
test was performed to compare between the tasks (i.e. calculation-control and word- 
control). The t-results, shown as t-maps in Figures 6.28 to 6.31, show the distribution 
and magnitude of the significance of the HbC>2 response for the two tasks, where the 
higher significant regions are represented by the darker pixels.
Figure 6.28: The SPM t-maps for (a) calculation task and (b) word task for DZL1.
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Figure 6.29: The SPM t-maps for (a) calculation task and (b) word task for DZR2.
wrm
Figure 6 JO: The SPM t-maps for (a) calculation task and (b) word task for MZR1.
Figure 6.31: The SPM t-maps for (a) calculation task and (b) word task for MZR2.
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The SPM t-maps showed a significant difference in location of activation and level of 
significance between D Z l I (Figure 6 .2 8 )  and D Z R2 (Figure 6 .2 9 ). This was in good 
agreement from our earlier observation on the haemoglobin time courses. The same 
effect was however less obvious in the identical twins (M Z r I and M Z r2 ) for both tasks, 
as shown in Figures 6 .3 0  and 6.31 respectively.
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■  Twin 2
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Figure 6-32: Hemisphere difference (left minus right) in the calculation task between the (a) dizygotic 
twins and (b) monozygotic twins.
To assess the brain laterality and to compare the functional results with zygoticity and 
handedness, a simple approach is to use the SPM parameter estimates from the left 
hemisphere and subtract these from the symmetrically opposite pixels on the right. This 
would result in estimating the number of positive (left > right) and negative (left < right) 
significant effects within each twin pair. The hemispheric dominance was then assumed
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based on the number of significantly “active” pixels, with the threshold being set as 12. 
Figure 6.32 shows the significant differences for the calculation task between (a) the 
dizygotic pair where both the right handers showed unilateral dominance on the left 
hemisphere and (b) the monozygotic pair where the discordant twins had contralateral 
hemispheric difference.
6.6.3.6 Other Physiological Interpretation
The collection of mean blood pressure (MBP) and heart rate (HR) measurements helped 
to serve two purposes. Firstly, the two sets of physiological data were used as the 
regressors in SPM linear model. Nevertheless, these variables were not statistically 
analysed in SPM. Secondly, we performed an independent correlation analysis between 
the MBP, HR and the Hb02 signals. This would then inform us if the observed 
haemodynamic responses were driven by the tasks or a result of systemic artifacts.
A Pearson-correlation test was used in the current analysis. The MBP and HR data were 
decimated to 1 Hz to match the sample size of the haemoglobin data. The Hb02 signal 
was chosen for analysis since changes in blood pressure and heart rate are most likely to 
alter this chromophore (see Section 2.5.5). The correlation coefficient was computed for 
each physiological signal against the Hb02 response. Figures 6.33 and 6.34 illustrate the 
correlation distribution between the (a) HbC>2 vs. MBP and (b) HbC>2 vs. HR for the 
dizygotic and monozygotic twin pairs respectively. The generally inverse coefficients 
observed in both pair of twins suggest that the haemodynamic response is less affected 
by the systemic changes.
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(b)
Dizygotic - Hb02 versus HR
Figure 6.33: Distribution o f the correlation coefficients between the (a) Hb02 vs. MBP and (b) Hb02 vs. 
HR for the dizygotic twins.
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Figure 6.34: Distribution o f the correlation coefficients between the (a) Hb02 vs. MBP and (b) Hb02 vs. 
HR for the monozygotic twins.
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In order to visualise the overall effect of the systemic influence on the task related 
haemodynamic response, the same analysis was carried out on the whole group of 22 
twin pairs. By averaging the coefficients over all the 24 channels for each subject, this 
would then inform us if there was a global correlation between the systemic and 
activation response. The mean coefficient for HbC>2 vs. MBP was calculated to be -0.09 
(± 0.09) and for HbC>2 vs. HR as -0.02 (± 0.07). In total, there were 19 subjects who had 
a negative correlation in HbC>2 vs. MBP, against 24 subjects having inverse correlation 
in Hb02 vs. HR. While these results may imply that the grouped and averaged 
haemodynamic response was not significantly affected by the systemic changes, it has 
shown in some channels in some individual subjects reflecting a significant correlation 
between haemodynamic response and systemic changes.
6.6.4 Discussions of Study 4
This section aims to provide a short summary of the preliminary analysis of the 
functional results observed from the study of the twins. The neuropsychological 
question of brain laterality with relation to the genetic and handedness will not be 
discussed in this thesis, as a more complete analysis is being carried out by the 
psychologists in the ICN. In terms of setting up for the experimental setup and data 
collection, the twins study was successful in measuring the haemodynamic response 
using the Hitachi OT system. The study highlighted the value of using the fOSA 
software to rapidly assess the functional data and the use of SPM to provide statistical 
inference about the observed response. As such, the objectives that were originally set 
out for the twins study can be considered to have been accomplished.
During the preparation process in setting up for the twins study, a number of 
developments were made. For the task design, it was necessary to consider a suitable 
task protocol for the twins, with variable rest periods to counteract the slow systemic 
oscillatory drift and to accommodate the task difficulty with a flexible number of 
questions for each task. In terms of hardware development, a set of press buttons were 
built specifically for the study. In addition, instead of using elastic straps to attach the 
optodes on the head, a beanie cap with a detachable optodes holder was constructed. To 
measure the degree of hand dominance, a peg moving device was built. In addition, an 
electronic version of the C&Z questionnaire was implemented and software was written
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to calculate the 10-20 system coordinates of the optodes positions (to be described in 
Chapter 7). Apart from measuring the MBP and HR in order to examine the correlation 
between systemic and task-response changes, the recorded positions of the optodes 
helped to inform us of the optode spatial variance and therefore to decide on the need to 
perform spatial normalisation. Overall these elements form a “complete system” design 
for the study of twins.
The results from the current analysis of the two pairs of twins between the NIRS data, 
MBP and HR did not show a significant correlation between the haemodynamic 
response and systemic changes. This would seem to suggest that any alteration in the 
haemodynamic response due to non-task related effects (e.g. anticipation and stress) 
were insignificant in the selected pair of twins. However, results from the group 
analysis have shown significant correlations in some twins, and having a wide 
distribution of responses in a few channels. Apart from identifying the temporal 
correlations, it is important to analyse the physiological changes across the 
measurement areas and to look at the spatial differences between the twin pairs.
The overall optode spatial variance measured from the twins exceeds the optimal 
resolution of the imaging technique which suggests that it is necessary to normalise the 
functional results in order to identify the activation regions in an inter-subject 
comparison test. Means of correction for this variation require the co-registration of the 
topographic maps onto the individuals’ MRI brain scans. Since the main interest in this 
part of the study was to determine the laterality versus handedness effect, there was no 
need to carry out this image processing procedure at this stage.
6.6.4.1 Behavioural Results
The main intention of recording the behavioural data was to inform us on the subject 
response to the tasks and to relate the results to the haemodynamic response. In the 
current study, no dataset was excluded from the analysis since all the 44 subjects had 
responded well with more than 50 % of the correct answers provided in all tasks. The 
low variance in the behavioural results would probably suggest the effectiveness of the 
task flexibility in which the subject was allowed to have sufficient time to attempt the 
questions. In addition, the task accuracy and response time seemed to correlate well 
with the task difficulty; the higher task accuracy in the control task would suggest that it
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required the least processing skill among the three tasks and it took a longer time to 
compute each calculation sum compared to the word task for the English speaking 
candidates. To determine the task efficiency, an inverse efficiency measure was 
proposed for this study. The results showed a clear difference between the three tasks; 
the calculation task was three times less efficient than the word task and it clearly 
indicated that the subjects were most efficient with the control task. This would imply 
that the subjects fared worst in the calculation task both in terms of reaction time and 
accuracy.
6.6.4.2 Handedness Results
Two handedness tests (C&Z questionnaire and motor peg-moving task) were 
implemented to re-confirm the reported results given by the ICH database. The C&Z 
questionnaire results showed a large number of subjects who were grouped as 
indeterminate (Type III = 26), compared to the cases with extreme right (Type I = 8) 
and extreme left (Type II = 10) responses. However, the recommended test method was 
not able to account for cases where subjects answered “do not know” in their 
questionnaire. Two methods were proposed in the study to re-examine the indeterminate 
cases and also to pro rata the cases where the subject left a blank answer. The results 
showed an improvement using the “pro rata” method with a reduced error rate down to 
50 % compared against the reported handedness. Where indeterminate cases (Type III) 
were ignored, the results from the two extreme cases (Type I and II) produced a 100 % 
match with the reported handedness.
In the peg moving task, by subtracting the reaction time derived from the results with 
left and right hands, the handedness results showed that 15 out of 22 pairs of twins 
matched well with their reported handedness. The Pearson coefficient confirmed the 
finding with a strong correlation (r > 0.602) between the tests and the reported results. 
The correlation analysis from the handedness tests results concluded that there was a 
close relationship between the dominant hand and preferred hand. This would therefore 
suggest that most of the twins tend to use their dominant hand to execute their daily 
tasks, including writing which they reported as doing with their dominant hand.
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6.6.4.3 Functional Results
All the measurement data from the Hitachi OT system were analysed as the number of 
“indeterminate” channels were less than 15 % of the 24 measurement channels in all 
subjects. The fOSA software was used in the current analysis to process the data - using 
a low pass filter with a cut-off frequency at 0.12 Hz to suppress the noise that appeared 
in the high and low frequency spectra and a first-order fitting to detrend the slow drift. 
Finally the signals were averaged over the repeated blocks for the three tasks.
The objective of the twins study was to identify brain regions which are responsible for 
number processing and to examine the observed responses between the monozygotic 
and dizygotic twins. Although the analysis has yet to be completed, two sets of 
functional results from a pair of monozygotic twins and a pair of dizygotic twins have 
been presented in this thesis to illustrate the type of data obtained. For the non-identical 
twin pair, the functional results showed an obvious difference in the haemodynamic 
response to the two tasks. The opposite pattern was observed in the identical twin pair 
where the haemodynamic response showed a close similarity between the twins in both 
tasks. Based on an initial assessment of the haemoglobin data, the functional results 
seemed to suggest that a difference in the observed responses between the identical and 
non-identical twins could be identified using the OT approach.
The statistical tests served two purposes in the twins study: Firstly to demonstrate the 
feasibility of using SPM-OT for the analysis on the spatially-resolved OT data and 
secondly to validate the observations from the fOSA analysis using a simple statistical 
approach. The idea of constructing a design matrix which includes the modelling of the 
Hb02 signal as well as the MBP and HR as the additional regressors has also been 
proven to work. The t-results from the SPM were in line with the observations from the 
fOSA results such that they showed a significant difference in brain response between 
the dizygotic twins in both tasks. Such differences were however less apparent in the 
monozygotic twins. The t-maps from the identical twins also seem to suggest that both 
hemispheres were actively involved in the tasks.
In a rather simplistic approach of measuring the laterality index, the contrast estimates 
were subtracted from each of the symmetrical channels. It was then assumed that the 
side with the higher number of positive or negative channels would correspond to a left
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or right dominance respectively. In doing so, various assumptions have been made 
which were considered before drawing general conclusions on brain laterality:
1. The subtraction between respective channels assumed that the measurement 
probes were placed symmetrically with reference to Cz;
2. The functional results have so far assumed that the observed responses were 
close to the parietal lobes; and
3. In subtracting the contrast estimates of each hemisphere, the results would 
inform us about the degree o f laterality difference between the two hemispheres 
and not provide any quantitative comparison results.
6.7 Summary
This chapter describes the procedures necessary to design a functional study using the 
OT technique. Various approaches were adopted in the preliminary studies and the 
results from these studies discussed. A considerable amount of knowledge was acquired 
in the design of suitable tasks for the study of twins as well as an awareness of the 
existence of systemic interference which tends to obscure the haemodynamic response. 
During the process of analysing the results, we saw the advantages of having the 
functional results assessed in real time so that appropriate changes to the paradigm 
could be made during the course of the study. In addition, we highlighted the 
importance of implementing a rigorous statistical approach to the analysis o f the NIRS 
data by considering both the temporal and spatial correlations of the haemodynamic 
response and noting the possibility of having Type I errors with the conventional block 
t-test approach.
To sum up the experimental study, I have successfully designed and implemented a 
study protocol specifically for the study of twins and measured the neurovascular 
response using the Hitachi system. In a preliminary analysis of the functional results, 
the haemodynamic response from a non-identical pair and identical pair twins seemed to 
suggest that the OT method is able to detect brain activity that has not been reported 
previously. A more detailed analysis of the functional data will need to be carried out by 
the psychologists to identify the relationship between brain laterality and handedness.
CHAPTER 7 
Data Analysis of OT Signals
7.1 Introduction
The optical data which is collected in functional OT studies will inevitably include 
signals arising from systemic physiological changes as well as random and instrumental 
noise. In order to interpret the observed response it is necessary to pre-process the 
highly diffused NIR signal without affecting the activation-induced response. Statistical 
comparisons must then be applied to infer the neurovascular signal changes between 
different task conditions.
Given the limited number of data processing options available in the Hitachi ETG-100 
OT system (see Section 5.7.4), an element of the PhD project was to develop a 
procedure which would allow the user to perform real time analysis of the OT data and 
that would also offer an automated approach to carrying out the offline data processing. 
If successful, this would provide a rapid assessment of the observed response enabling 
the user to modify the experimental settings where necessary during the study. This 
chapter will describe the development of software functional Optical Signal Analysis 
(fOSA), to achieve the described objectives. First the conventional approaches used in 
NIRS data processing will be reviewed. The various data processing options which are 
incorporated in the software will be described, along with tests using an experimental 
dataset to illustrate its effectiveness. Its algorithms are validated with a simulated 
dataset published by Matcher et al. (1995). Finally, a comparison between the analysis 
software supplied by Hitachi and the current version of fOSA is made.
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7.2 Processing of Functional Data in OT
Near-infrared optical imaging has been shown to provide an effective and non-invasive 
approach to monitor the cerebral haemodynamics response to functional activation. 
However, these measurements of the vascular components are also known to respond to 
systemic vasomotion and other fluctuation which can exhibit a temporal pattern of 
amplitude change that is similar to that o f the evoked vascular response (Toronov et al., 
2000). These physiological interference signals may appear over a large spatial area and 
are often identified by their oscillatory bands (Elwell et al., 1999; Obrig et al., 2000a):
1. Heart rate changes (~1 Hz) cause modulations in the volume of the arterial 
component and hence often has a larger influence on the HbC>2 compared to the 
HHb concentration (Franceschini et al., 2003).
2. Respiration (~0.2 Hz) which is more apparent on the venous component as it 
affects the rate of venous outflow from the brain (Elwell et al., 1996; 
Franceschini et al., 1999).
3. Arterial blood pressure (<0.1 Hz) which can be present as an intrinsic blood 
pressure variation or coupled to heart rate or low frequency vasomotion (Obrig 
et al., 2000a).
Very often the physiological interference is time-locked with the frequency of the 
stimulation, making it hard to separate the induced-vascular response from this 
physiological “noise”. Figure 7.1 illustrates one such example with a simulated dataset 
containing a band of systemic fluctuations (i.e. between 0.1 to 1 Hz) and the data after 
subsequent filtering using a 5th order Butterworth LPF. To verify the significance of the 
effect of the interference, the time courses for both sets of data (before and after 
filtering) were averaged over the repeated blocks and a two-sample t-test was conducted 
between the averaged “rest” and “activation” blocks. It is evident from the statistical 
result of the noisy signal (t(pSo io95) = 1.683) compared to the filtered signal (t^o.ooi)= 
15.448) that the existence of the physiological noise has the ability to overpower the 
activation response and produce false statistical result. However, in the process of 
suppressing the systemic activity, it is important not to reduce the magnitude of the 
evoked activity any further.
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Figure 7.1: Illustration showing the significant differences when the activation response is suppressed by 
the physiological noise.
7.3 Available Softw are for NIRS D ata  Processing
The software that is built into the 24-channel Hitachi ETG-100 OT system provides 
limited options to process the optical data, mostly restricted to some basic mathematical 
procedures (Yamashita et al., 1999). Apart from this software supplied by the 
manufacturer until now, there has been limited software available for the processing of 
the optical signals. Although it is common practice for research groups and companies 
to develop data analysis software for their specific systems, these software are not 
generally available to the rest of the community. As far as the author is aware at the 
time of writing, the few software which are available commercially that are used to 
process the NIRS data include:
1. OSP -  A Matlab-based software designed by Hitachi to analyse the 
continuous wave OT data. It provides a Principal Component Analysis 
(PCA) option to correct for motion artifacts. No publication on this is 
available at this time.
2. HomER -  Also a Matlab-based software package that provides basic 
filtering and averaging functions. Other than the PCA option, it allows a 
Region of Interest (ROI) analysis using ANOVA (Huppert et al., 2005).
3. dynaLYZE -  Also a Matlab-based software package specifically designed 
to process data output from NirX system. Although the software provides a 
wide variety of analytical tools and image reconstruction options, it is not 
available to the public (Pei et al., 2004).
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While each of these software programs offers its own distinctive advantages, they are 
primarily developed to process data from certain systems with specific formats. It would 
seem to the author that as such they offer similar functions which are available in the 
Matlab toolbox -  basic temporal filtering, block/moving averaging and motion 
correction. In addition, they generally use a more conventional statistical approach to 
the analysis of the haemodynamic response i.e. temporal correlation analysis methods. 
In view of the limited features in the Hitachi software, the implementation of more 
flexible signal processing and the use of a wider variety of analysis tools were 
considered to be a significant improvement.
7.4 General OT Data Processing M ethodology
One advantage of using optical imaging over other neuroimaging modalities is the 
reduced complexity when it comes to processing the OT images, in consideration o f the 
spatial resolution provided by OT. Because of the lower sensitivity to head movement 
since the optodes are attached onto the subjects head (compared to fMRI where the 
subject’s head is restricted within the head coil), it is often less critical to perform 
normalisation of the images. The relatively higher signal to noise ratio observed in OT 
over fMRI signal also means having to perform a lesser number of repetitive trials 
which reduces the overall processing time. While there is no “standard” approach to 
processing the data, there are several issues which need to be considered to avoid 
attenuating the desired signals and hence reducing the contrast between the activation 
response and noise. This section will give a brief review of the typical procedures that 
are generally applied to process the OT data and subsequently analyse the observed 
response.
7.4.1 Intensity Conversion
This process involves the conversion from the measured changes in light intensity to 
chromophore concentrations. When only two measurement wavelengths are used (as in 
the Hitachi OT system), it does not matter when the conversion takes place since the 
operation is linear. However it does help to understand the processed signals better 
when they are presented as changes in haemoglobin concentrations rather than as 
differences in optical attenuation levels. In cases where the number of wavelengths
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exceed the number of measured chromophores, the accuracy of the calculation can be 
improved by using multi-linear regression to fit each chromophore spectrum (Cope, 
1991). The conversion itself follows the modified Beer-Lambert law (MBLL) which 
assumes the light scattering between each light source-detector pair to be homogenous 
both spatially and temporally throughout the study period (Cope et al., 1988). As 
described in Chapter 4, in order to quantify the changes in chromophore concentration 
(in units of moles per litre of tissue), it is necessary to determine the additional distance 
that the light travels as a result of the highly diffuse nature of the tissue which results in 
the actual optical path length being longer than the geometric optode spacing. It has 
been shown both from the modelling of light transport in the adult head using diffusion 
theory and from experimental measurement, that the actual pathlength can be regarded 
as the product of the optode spacing multiplied by a DPF which is wavelength 
dependent (Essenpreis et al., 1993b). Table 4.3 shows the typical DPF measured from 
different age groups.
7.4.2 Curve Fitting and Averaging
The major emphasis of the fitting and averaging procedure is to reduce non-task related 
interference and to correct for any observable instrumental drift. In practice, the output 
power from the laser source does not remain constant throughout the measurement. 
From a test conducted on a calibration phantom (see Section 9.5.1), a slight drift in light 
intensity could be observed with time although it can be considered as insignificant 
when compared against the physiological drift. As a result, the measurement data will 
usually need to go through some form of “baseline fit” to de-trend the observed drift 
(Maki et al., 1995; Yamashita et al., 1996). The conventional approach to obtain this 
fitting curve is by defining a pre-rest (rest period before stimulus) and post-rest (rest 
period after stimulus) section and subsequently subtracting the time course from a linear 
baseline that has been fitted between the two. Figure 7.2 illustrates the example of a 
linear detrending from a data set with some simulated noise.
Depending on the application, increasing the order of the fitting curve helps to remove 
more complex baseline movements. A first-order fit estimates a linear slope from the 
time course and after subtraction; the fitting line brings the offset back to baseline. A 
second-order fit will produce a curve which can more closely reflect the time-course
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trend. The advantage of using a second (or higher) order fit is that it helps to remove the 
noise components in the lower frequency spectrum. On the other hand, inappropriate de­
trending can result in artificial peaks in the lower power spectrum which may be 
mistakenly treated as physiological oscillations (Muller et al., 2003).
■x f \T ^ O
Figure 7.2: Illustration showing the effect before and after de-trending with first-order fit.
One way to cancel out the low frequency noise is to perform a block averaging over the 
repeated trials. One direct effect of this is to average out any irregular spikes which 
might have occurred during the measurement. A more effective way to remove such 
movement artifacts is to employ some form of blind signal separation techniques 
(Graber et al., 2003; Schiepi et al., 2000; Zheng et al., 2001)). In the case of PCA 
correction, the noise can be removed by selecting an appropriate number of 
eigenvectors (Zhang et al., 2005). Alternatively, a moving average can help to smooth 
the optical data by averaging over a specific span across the time course. It is also 
possible to re-sample the data which can help to discard information which is 
considered redundant.
7.4.3 Digital Filtering
Dominant vasomotion components caused by rhythmic oscillations in vascular tone due 
to local changes in smooth muscle constriction and dilation can often be observed in the 
frequency spectrum of the optical signals (Mayhew et al., 1996). The noise interference 
can be a combination of the periodic change in blood flow plus that arising from the 
instrumentation. It is necessary to consider the task paradigm when choosing the 
appropriate filter type and frequency band in order to avoid reducing the power of the 
activation signal.
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Figure 7 J: Illustration showing the effect before and after filtering using a Butterworth low pass filter.
There are several digital and analog filters which can produce similar results within a 
defined bandwidth. Since this thesis is focus on the development of software for OT 
data, only digital filters are considered. Figure 7.3 shows the example with the 
application of a digital filter to remove the simulated noise. There is often a trade-off 
between specificity (i.e. roll-off slope) and sensitivity (i.e. flatness of passband) and 
filters are often described by their transfer functions. While there is a wide variety of 
filter types that can be implemented, this thesis will focus on the few infinite impulse 
response (HR) filters which are available in the Matlab package and depending on the 
application, each of the filters has its own advantages:
• Butterworth filters -  these produce a “maximally flat” passband with a slower 
roll-off than the other filters. By increasing the filter order, the roll-off becomes 
gradually steeper. The Butterworth is the only filter that maintains the same 
shape with the higher orders.
• Chebyshev filters -  these produce a steeper roll-off, but have more ripples in the 
passband (for Type I) than the Butterworth. On the other hand, Chebyshev Type 
II filters will produce ripples in the stopband. In addition, the filter shapes in the 
Chebyshev filters change with the increasing filter orders.
• Elliptic filters -  these produce the steepest roll-off amongst the three filters but 
also include ripples in both the passband and stopband. For a specified minimum 
ripple in the passband and the stopband, they combine the maximum efficiency 
of Chebyshev Type 1 and Type II filters of the same order. The filter shape is 
modified according to the filter order.
Considering the advantages, the Butterworth filters can produce a flat passband and 
with a higher filter order, we can achieve similar roll-off to other filters without
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compromising the filter shape. Generally, each family of filters can be specified to a 
particular order and pass band. The higher the filter order, the closer the filter will 
approach a steep cut-off with complete transmission in the pass band and complete 
attenuation in the stop band.
7.4.4 Results Display
Towards the end of each signal processing procedure, it is very useful (almost essential) 
to observe the changes made before deciding on the next procedure. In a typical OT 
configuration (as in the case of Hitachi OT system shown in Figure 7.4), it is possible to 
plot the response results in terms of time course where the y-axis indicates the changes 
in chromophore (Hb02, HHb and HbT) concentrations, or alternatively to display the 
results as topographic maps where spatial changes in concentration can be identified 
usually by different colours. The advantage of using a time course plot is that it allows 
any unusual artifacts to be recognised easily while a colour map will differentiate the 
degree of variation between different measurement channels. More often, the start and 
end of stimulus markers are stored in the data and allow the rest and task periods to be 
distinguished. It would also be useful to plot these time courses in the frequency domain 
in order to aid the selection of an appropriate filtering band, as well as being able to 
display the statistical results in the form of colour maps and tables.
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Figure 7.4: An example showing the spatial map o f the haemoglobin time courses with the Hitachi 24- 
channel configuration.
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7.4.5 Statistical Methods
The time course results will provide a good estimation of the activation response based 
on the observed difference between task and rest periods. However, there is also a 
possibility that the observed difference could be due to interference that was not being 
removed during the filtering process. To validate any hypothesis, it is necessary to carry 
out formal statistical tests to quantify the observed response. The classical student t-test, 
one of the popular statistical tests used by psychologists and neurologists, has been 
widely used in many optical imaging studies (Kennan et al., 2002b; Matsuo et al., 2003; 
Sato et al., 2006; Schroeter et al., 2004). The definition of a t-statistic is to determine the 
likelihood that the occurrence is likely to happen by chance, based on the difference in 
means divided by the standard deviations of the task conditions. The t-test approach can 
be further classified between dependent (e.g. paired t-test or repeated measure) and 
independent (e.g. one- or two-sample tests). An Analysis of Variance (ANOVA) test 
will be applicable when a study involves multiple comparisons (e.g. the effect of 
interactions between tasks and conditions) (Obata et al., 2003; Okamoto et al., 2004). A 
typical approach used in a boxcar design paradigm is to define a rest period (prior to the 
stimulus onset) and a task period (after the onset) for comparison.
A more robust statistical approach is to model the observed response (instead of 
specifying two different states). This topic will be discussed in more detail in Chapter 8, 
since it is important to consider the form of the haemodynamic response function when 
determining the different states for comparison. Statistical Parametric Mapping (SPM) 
which has been used by a number of functional imaging modalities, compares the 
observed response with a model predicted in SPM to analyse each brain voxel, while at 
the same time taking into consideration the spatial correlation between neighbouring 
voxels using the theory of random field.
7.5 Functional Optical Signal Analysis
In considering all the above procedures that can be used to analyse the spatially resolved 
OT data, it was clearly necessary to implement a flexible OT analysis package which 
would provide a greater variety of analytical tools for the pre-processing o f the optical 
signals. An ability to allow any desired process sequence and to display the interim
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results at any stage would enable its use as a “first-pass” assessment during an 
experimental study allowing the user to determine the suitability of the chosen protocols. 
Currently, a number of software packages have been built by other developers and in 
considering their general usefulness, in order to inform the design of this new software, 
one needs to look at the following general limitations:
Inaccessible
Unacceptable
Incomprehensible
Unexpandable
Unorganised
Nontransferable
Invalidated
Unfriendly
-  the software is designed only for specific systems
-  the algorithms are developed for specific data formats
-  the software and algorithms are not well documented
-  the software does not allow other programs to run on the 
same platform or modification of the existing scripts
-  each program is run separately from others
-  the software output format cannot be analysed by other 
programs
-  the algorithms have not been reviewed extensively
-  the complexity of the procedures to execute the software
It is therefore necessary to consider these issues when developing a new software tool to 
analyse the optical data. The approach to these problems should be based on building 
programs using robust, validated components which encapsulate the basic algorithms 
and providing an interface that the user feels comfortable with.
A PC-based program “Functional Optical Signal Analysis” (fOSA) has been developed 
in Matlab (The MathWorks, Inc.) aimed at demonstrating the feasibility of achieving 
these objectives. It was intended to provide a platform for the user to perform real-time 
analysis using algorithms which incorporate both the standard libraries in Matlab as 
well as codes developed by the user. It is intended that this will be an open-source 
program available to the OT community (Koh, 2007).
The software was initially designed specifically for the analysis of continuous wave 
measurement from the Hitachi ETG-100 OT system although subsequent development 
has allowed continuous time data from other optical systems (including Hitachi ETG-
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4000, Hamamatsu NIRO-200 Multi-Fiber Adapter system, Artinis Oxymon system and 
a UCL in-house OT system) to be analysed (Table 5.1). The software comprises five 
main procedures, each of which will be described in the following sections. It is to be 
noted that there is no rigidly-defined sequence to the data processing procedures.
7.5.1 Dem onstration of Softw are Using Example Experim ental Data
The algorithms used in the fOSA program were validated using simulated data and the 
results will be discussed in Section 7.6. In order to describe the procedures that have 
been developed, a dataset acquired from a finger tapping task with optodes placed over 
the motor cortex area of an adult subject will be used to illustrate the effects of each step 
(i.e. we will use in vivo experimental data). The data was monitored simultaneously 
using the Hitachi ETG-100 OT system. A 3 by 3 optode configuration with a total of 18 
optodes (10 sources and 8 detectors) were mounted on two separate plastic holders 
placed on the cap.
The finger tapping task is a classical example of a motor activation study. This is often 
used to test functional imaging techniques (fMRI -  Rao et al. (1996); NIRS -  Maki et al. 
(1995); PET -  Aoki et al. (2005)) as the activation is largely confined to the 
contralateral brain region, i.e. for left finger tapping (/-ftap) we would expect to see 
activation (THbC>2 and iH H b) over the right motor cortex and the same activation 
appears on the left motor cortex during right finger tapping (r-ftap). The subject tapped 
the 4 opposing fingers to the thumb consecutively at a regular pace over a 20-second 
period and over 5 repeated trials with both the right and left hands. The rest period was 
set as 20 seconds. With reference to the 10-20 system (Jasper, 1957), the centre of the 
optode arrays were positioned close to the C3 (left) and C4 (right) areas. As shown in 
Figure 7.5, these positions correspond to the primary motor areas.
LEFT RIGHT
Figure 7.5: Optodes arrangement over the C3 (left) and C4 (right) areas for the ftap task.
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Before the complete version of the fOSA software was developed in February 2005, the 
author used the “Optical Signal Processing” (OSP-beta), software written by the HARL 
to analyse the Hitachi OT data. Subsequently with that software as a guide, the fOSA 
software was developed. As a result of suggestions from users of earlier versions, the 
current software is undergoing further development to include additional functions for 
data processing. It is hoped that this latest implementation with a simple graphical 
interface will make future data processing more convenient for users. Each of the 
procedures implemented in fOSA is a standard signal processing step, so the following 
sections will focus on the features of the specific program and the options available via 
the interface.
7.5.2 fOSA Interface
As described previously, deriving functional activation related haemodynamic changes 
from the optical data involves a number of procedures which typically include; the 
conversion of optical attenuation changes into chromophore concentration changes, 
filtering out the noise, de-trending to remove the drift and averaging over some repeated 
trials, before any statistical tests are performed. The results are then displayed either as 
averaged time-course or topographic maps. Figure 7.6 shows the fOSA interface where 
the user inputs the optical information for data processing. fOSA performs all o f the 
above processes but also allows some flexibility on the choice of operations used in the 
processing. Since the operations used in fOSA are linear there is also a degree of 
flexibility in the order of the processing sequence.
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Figure 7.6: fOSA main window with the various options to process the OT data.
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The following 16 items are a quick overview of the main fOSA features:
1. Subject identification
This field is optional i f  the information can be retrieved from the data file. The identification entered here 
will be updated in fOSA info file.
2. Load fOSA data
This option is only available i f  the data has been processed previously. This menu selects and loads the 
fOSA file and carries on with the data processing procedures.
3. Data selection settings
By selecting one o f the fields this identifies the previously processed data for the new procedure. Data 
which have not gone through a particular procedure will see that field disabled.
4. Data conversion menu
Based on the input information, the raw data (.dal) which consists o f the light intensity is converted to 
changes in haemoglobin concentrations (see Section 7.5.3).
5. Data averaging menu
This menu provides the options to perform a block averaging and curve fitting (see Section 7.5.5).
6. Statistical test menu
This menu provides various t-test options to quantify the difference between the "resting” and 
“activation ” states (see Section 7.5.7).
I. Statistical spatial map
This menu (Figure 7.17) provides the options to allow the statistical results and haemoglobin 
topographic maps to be displayed.
8. Time course display
By selecting the respective processed data (option 3), the time course results can be plotted based on the 
configuration specified (option 2) (see Section 7.5.6).
9. Temporal filtering menu
This menu provides the various digital filters and different band pass frequency ranges. There is also an 
option to decimate the data points and smooth the data using a moving average (see Section 7.5.4).
10. SPM-OT maps generation
This menu provides the options to convert the optical data to brain volumes for SPM analysis. The 
procedures will be described in Chapter 8.
II. Help menu
An overview on each o f the data processing procedures and the types o f results files that will be 
generated at the end o f each procedure (Figure 7.7).
12. Batch processing
Allows selective groups o f functional data to be processed in batches using the same input specifications.
13. Export fOSA data
Allows the respective dataset (option 3) to be exported as a spreadsheet.
14. Reset input parameters
Replaces the input parameters with default values.
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15. Close main window
All windows (including the results display window) will be closed.
16. Error message display
Each error is assigned a unique error code (in red) - the user can refer to the respective programs for 
troubleshooting/modification. Toward the end o f each procedure, the text box returns a confirmation 
message (in green).
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The total time sample is shown and the directory to generate and analyse SPM images can  be modified.
Filter Click the FFT option and it wdl plot the data in the frequency domain Choose a  filter and input the range 
A new -mat file with the extension '-tilt' will be created upon successful.
Fit Choose the appropriate order for fitting and averaging option.
A new -mat Me with the extension '-htt' will be created upon successful
Display Cnoese the appropriate channelUJ and Hb type for display.
Note that any resUUs can  be displayed at any stage.
Test Choose an appropriate baseline (period before onset) and task (period after Bsecs onset).
A new -mat He with the extension ‘-test* will be created upon successful
The resultant't- and p  vafues are stored in liable’. Statistical mapping is not available at this moment.
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Figure 7.7: Help menu explaining the available features in JOSA.
fOSA is able to update the experimental information (e.g. name of subject and data 
format) automatically since most of them can be retrieved from the raw data. Any 
information input using the interface will overwrite that provided by the raw data file 
when the information is stored. Towards the end of each processing procedure, all 
information pertaining to the procedure are saved. This information file is updated every 
time a new task is performed and also serves as an input file for any subsequent analysis.
During the early development of this software, the name of the subject was used as the 
file name for each process which would then help to identify the different files during 
the group analysis. However, this has taken up a substantial amount of disk space and 
complicates the overall processing procedure. The current version employs a structured 
technique where each subject is assigned to a new directory, under which a common 
structural file “fOSA” is used to store different result files as independent fields. This 
ensures that each result file is stored separately for each process regardless of the 
repeated changes to the process. There is an added feature in fOSA which allows the
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results file to be exported in a format (.CSV) which can then be analysed outside the 
Matlab environment. By choosing any of the result files, the haemoglobin data and 
statistical results can be tabulated as a spreadsheet where the columns and rows 
correspond to the channels and sequential time course respectively. As an example, 
upon completion of processing each subject should have the following data files:
• fOSA_info -  stores all the input parameters from the interface (e.g. the
averaging option is selected) and update procedure information 
(e.g. number of repeated trials in the study).
• fOSK.rawdata -  converts the raw intensity file from the system output into a
format readable in Matlab. The header information is removed.
• fOSA.hbdata -  stores the Hb results (AHbC>2 , AHHb, AHbT) after the
conversion from light intensities to Hb concentrations.
• fOSA filter data -  stores the Hb results after the digital filtering procedure.
• fOSK.detrend data -  stores the Hb results after the fitting procedure.
• fOSA .mean data -  stores the Hb results after the averaging procedure.
• fOSK.ttable -  stores the statistical results (p- and t-values) after the t-test.
7.5.3 Optical Data Conversion
Before proceeding to other processing stages, it is necessary to convert the raw optical 
data into relevant haemoglobin signals so that all the subsequent results are presented as 
haemoglobin concentrations. This offers the advantage of allowing the user to 
investigate and compare the haemoglobin results directly toward the end of each process. 
While other software may perform this conversion at a later stage (Maki et al., 1995), 
fOSA starts converting the raw optical data into the relevant haemoglobin signals before 
proceeding to other signal processing. The process involves the conversion from the 
detected changes in light intensities from each of the two wavelengths to attenuation 
changes and then to changes in HbC>2 and HHb concentrations using modified Beer- 
Lambert law. The reader is advised to refer to Chapter 4 for the algorithms (Equation 4- 
21) used to perform the linear conversion.
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Figure 7.8 shows the results from each of the three processes for the finger tapping task: 
(a) raw intensities from the two wavelengths, (b) relative changes in attenuation after 
the baseline correction; and (c) converted haemoglobin concentration changes from 
Channel 22 (right hemisphere). In a single experiment, the first five blocks (each 
stimulus period is shaded in grey) represented the repetitive left finger tapping task, 
followed by the next five repetitions of right finger tapping task. As shown in Figure 
7.8a, the raw intensity data output from the Hitachi ETG-100 system is expressed as the 
relative changes in the voltage on the detector (measuring transmitted light intensity), as 
the initial voltage would have been calibrated to some arbitrary baseline (ranges 
between 1.5 to 2.5 V) and this is pre-determined by the OT system prior to the 
measurement. This would ensure that the detected light intensity falls between 0 to 5 V 
during the experiment. Figure 7.8b shows the existence of a “slow” drift (it is oscillating 
at every 25 seconds), compared to the evoked response during the stimulus (Figure 7. 
8c). As expected in motor activation studies, it shows contralateral brain activity. An 
estimate of the amount of baseline attenuation is about 1 OD for every centimetre 
between the source and detector and an additional of at least 1 OD for coupling on the 
scalp surface. In the case of the Hitachi system with a fixed distance of 3 cm, we can 
expect an increase in attenuation o f at least 4 OD. As shown in Figure 7.8b, the 
absorption change as a result of the change in chromophore concentration is about 0.1 
OD, while the evidence from studies trying to monitor a “fast” optical signal show the 
scattering change to be at least an order lower than that of absorption during the 
measurement of the haemodynamic response (i.e. over a duration of several seconds). In 
general, the two main contributions of “slow” drifts (typically <0.1 Hz) are due to the 
electronics and physiological effects. A separate test on a phantom with static optical 
properties (Section 9.5.1) shows that the effect of attenuation due to system drift 
(compared to physiological drift) can be considered as negligible. The slow drift is due 
to various effects including temperature related changes in scalp blood volume and 
fluctuation in blood pressure in the extracerebral layers. Figure 7.8 (d and e) shows the 
power spectral density of the HbC>2 and HHb signals respectively. As previously 
described in Section 2.5.5 and as shown in this particular example, a vasomotion (-0.1 
Hz) and cardiac pulsation (-1.2 Hz) components could be observed in the HbC>2 signal.
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Figure 7.8; (a) Raw intensities detected from 780 and 830 nm measurement on Channel 22 (right 
hemisphere) during the left-finger tapping (1st five grey-shaded blocks) and right finger tapping (next five 
blocks) tasks; (b) relative changes in attenuation and the existence o f  ",slow ” drift (compared to the 20- 
second stimulus); (c) converted AHb02 (red) and AHHb concentrations measured on the right cortex, 
looking for changes during left finger tapping task; (d and e) spectral density o f the Hb02 and HHb 
respectively.
fOSA also offers the flexibility to adjust the DPF to suit different age groups, as shown 
in Figure 7.9. Using this additional information the program helps to convert the 
changes in absolute intensities measured by each channel of the OT system into the 
corresponding AHb02 and AHHb concentrations in micromolar units (i.e. pmol of 
haemoglobin per litre of tissue). The DPF that is used incorporates a wavelength 
correction. In running the conversion process, a raw data file (in text format) is needed. 
Once the task type and comments have been entered, the program will start the 
computation with the DPF value and optode configurations as inputs. Upon completion, 
a result file fOSA.rawdata and fOSA.hb data will be created to store the light intensity 
and Hb data respectively. All information will be stored in a new directory unique to the 
subiect name.
Conversion 
Select fie to convert 
Ptobes Configuration 3 x 3  
Create new results file as
MEA00098DAT 
»  Comments
E:\OTResufctS
Dir
Input data tile
T ask uifor matron
Perform conversion
Convert • DPF-Corrected j6 26 Get Info
Differential pathlength collection
Header information
Figure 7.9: Screenshot o f the fOSA window showing the various options available for conversion.
It is at this stage that some variables are identified and calculated based on the 
information from the raw data and these variables will be used in the subsequent
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processing stages. There are some assumptions made during the calculations but these 
do not generally affect the overall results. These assumptions include:
1. 'Number o f conditions and blocks -  fOSA determines the number of repetitions 
(from each pair of markers in the stimulus file) to calculate the number of 
repeated blocks and having different markers which indicates the number of 
conditions.
2. Initial rest period- this period is assumed to be the initial period before the first 
marker appears. This rest period is also used as the initial baseline in the 
conversion process when computing the changes in attenuation.
3. Mean rest and task periods -  the number of blocks is derived from the marker 
information and is used to calculate the mean task and rest periods based on the 
assumption that the two periods do not vary during the study.
Once the conversion is completed, all the experimental information about the study is 
displayed in a separate window along with the details of the subject, as shown in the 
Figure 7.10. This information can be accessed at any stage. This information is 
particularly useful when the user is deciding on the frequency range to be used for the 
filtering and the task periods for the statistical test. It is also possible to view the time- 
course of the HbCh and HHb signals at this point before proceeding to the next stage.
Q roM jnro
Name of Subject subjoi
Type of expetment RngetTap
Date of Expeiiment 23-02-2006
Date of Analysis 17-08-2006
T otai T ime of E xperimenl 502
Total Number o» Data 5016
Number o< Condition 2
Number of Block 5
Rest Time Beiore Onset 61
Rest Time (Average) 20
Task Tme (Average) 20
Close
Figure 7.10: fOSA window displaying the information o f the subject and experiment.
D a ta  A n a ly s i s  o f  O T  S ig n a ls C h ap te r 7 176
7.5.4 Digital Filtering and Fast  Four ier  Transform
The various forms of physiological signals which tend to overlap very closely in 
frequency with the expected activation related brain response have been discussed (see 
Section 2.5.5). Smoothing the signal by means of moving averaging is not particularly 
effective especially when dealing with noise in the lower frequency region of the 
spectrum. fOSA enables the application of digital filtering to remove interference over a 
user selectable range of frequencies together with the option of using a Butterworth, 
Elliptic or Chebyshev Type 1 and II filters and a choice of low-, high- or band-pass 
filters depending on the band of frequencies to be transmitted or attenuated (Figure 
7.11). It also provides an option to re-sample the data and/or smooth the data by means 
of moving average. fOSA uses a zero-phase forward and reverse digital filtering. Since 
forward filtering often introduces a phase distortion, the filtered sequence is then 
reversed and run back through the filter to compensate for the phase difference. In order 
to have prior knowledge of the range of frequencies in the data, fOSA can convert and 
display the time-series in the frequency domain using a Fast Fourier Transform (FFT), 
where the Power Spectral Density of the signal is estimated using Welch's averaged 
periodogram method.
F»«
Decimation 10 port* • F*«  jB'Jtetwxth"
Re-sample data | Filter hpe
---------   ► Moving Av» age 1 span LPF|Hz) 0 08 ------------
M o im t average
P e ifo iu i filter
Fiei HPF (Hz} FFT
Filter bandJ Fast Founci Timis tonn
Figure 7.11: Screenshot o f the JOSA window showing the various filtering options available.
After the filtering procedure, a new set of data (/astf.filt_data) is stored with the 
information file updated. Displaying these results can help the user to compare the 
difference with different cut-off frequencies being used. As mentioned earlier, there is 
no sequence and restriction to the number of filtering processes since fOSA only reads 
in the (last) data file as input and overwrites any existing filtered data file (if any) as a 
result of the filtering process. Figure 7.12 shows the results from two channels after 
Butterworth 5th order low-pass filtering with a cut-off at 0.12 Hz. The signals were also 
decimated to 1 Hz. Channels 8 and 22 were selected because they were closer to the 
activation region by visual inspection.
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Figure 7.12: AHb02 concentrations over the (a) C3 and (b) C4 areas after filtering.
7.5.5 Regression and Averaging
The fitting procedure depends on the existence of a “rest” or “baseline” condition. The 
conventional fitting method is to pre-define the rest periods (i.e. pre-rest and post-rest) 
to obtain a baseline that best fits its time-course and then subtract this from the 
remainder of the data points across the measurement channels. In contrast, fOSA uses 
every measurement point in the resting period (excluding the first 5 seconds) to fit a 
baseline function, where the level of the residual depends on the degree of fit (Figure 
7.13). By subtracting the remaining data points from this arbitrary baseline function, in 
theory the resulting data should start from the origin.
Aveiage
O rder of fit
 ► Average A veragedala * Yes No ju t  ]  ^ ---------,
Perform  averaging | 4  |Frttmg curve
B lock  A veraging |
Figure 7.13: Screenshot o f the fOSA window showing the averaging and fitting options available.
As described earlier, one effective method to cancel out any spontaneous oscillations is 
to perform a block-averaging over the repeated trials. In Figure 7.14, a linear regression 
was applied to model out the slow drift. The two tasks are illustrated separately to 
compare the activations between different brain regions. Subsequently, the signals were 
averaged over the 5 repeated trials and the results are illustrated in Figure 7.15.
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Figure 7.14: AHb02 concentration after the linear de-trendingfor (a) the l-ftap task and (b) r-ftap task.
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Figure 7.15: AHb02 concentration after averaging o f  (a) the l-ftap task and (b) r-ftap task.
7.5.6 Display Options
It is possible to display the results after each processing stage by choosing the 
appropriate result file from the interface menu (as shown in Figure 7.16). fOSA offers 
the ability to choose the processing sequences after which a comparison between 
different procedures can be made. Depending on the optode configurations (stored in 
the data file), the results can be displayed in the form of topographic images or as a 
series of single-channel time-courses. To generate the topographic maps, fOSA 
performs a nearest neighbour interpolation between the measurement channels. There is 
an option to visualise the haemoglobin concentration maps either at a particular time- 
slice or in the playback mode where the whole time-series of topographic images are 
displayed as a continuous loop. Each time course is positioned with respect to the 
measurement channel (i.e. at the mid-point of the source and detector position). It is also 
possible to zoom in on a particular channel for a more detailed time-course analysis. 
The haemoglobin time-courses can be viewed separately as HbC>2 (red), HHb (blue) or 
both can be displayed on a single plot. The time-course is shaded in a way which helps 
to distinguish the stimulation periods from the rest.
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Figure 7.16: Screenshot o f  the fOSA window showing the various display options available.
In addition, fOSA provides an option to display the mean time course which is an 
average over all the available measurement channels, which helps to deduce the degree 
of any global effects. It is also possible to subtract this averaged signal from all the 
measurement channels spatially so as to cancel out the global effect. However, this 
process is also likely to reduce the magnitude of the activation evoked response. After 
the statistical analysis is complete (described in the next section), fOSA provides a few 
ways to help interpret the results which can be viewed in the form of a spatial map or as 
a numerical table. Plotting the results as a colour map helps to identify the regional 
difference in significance levels (i.e. t-maps and p-maps). This is done by displaying the 
degree of significance as different colours for either the HbC>2 or HHb analysis as shown 
in Figure 7.17.
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Figure 7.17: Illustration o f  the topographic t-maps o f  Hb02, HHb and HbTfrom r-ftap task.
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7.5.7 Statistical Tests
fOSA incorporates two different statistical approaches when it attempts to make 
inference about the haemodynamic response. One approach is the use of SPM-OT and 
this will be described in Chapter 8. The other is the more common method of using a t- 
statistic, which compares the difference in the mean of the signals between periods of 
rest and activation, taking into account the standard deviation on each signal. fOSA 
computes the t-tests for the Hb02, HHb, and HbT signals automatically, so that a 
subsequent comparison between the different responses can be made.
T-test ophcms
P eifom i stat test
Test
t-test Avg Task vs Avg Rest""! ▼ Condrtwn 1 
Basetme(sJ Task(s)
-► Test ip  10 Statistical Melap* 1
t 4 1
nod IRest pc | Task period
Topographic Mapping
Figure 7.18: Screenshot o f the fOSA window showing the various statistical test options available.
In the t-test approach that fOSA offers (Figure 7.18), each channel is treated as an 
separate measurement independent from its nearest neighbours and the task period is 
subtracted from the rest period to test for significant difference. The two periods for 
comparison are specified by the user. The task period (the first 5-second after onset is 
omitted) is selected for analysis based on the assumption that this is the amount of time 
the Hb signals take to reach their peaks (Sato et al., 1999; Watanabe et al., 1998). For 
simplicity in the analysis software, fOSA only makes a single-factor comparison in 
which one condition is compared against the baseline by providing one of the following 
options:
1 Two-sample t-test - Averaging over the repeated trials to produce an 
averaged task block and an averaged rest block; the two blocks are then 
compared for statistical difference
2 Paired t-test - Each trial is considered separately and the paired t-test option 
in fOSA allows a comparison to be made between the different trials per 
condition.
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The open-source program means that it is also possible to modify the existing program 
and implement a custom designed statistical test. After the results have been analysed 
statistically and a table showing the results for the t-values and p-values for each 
channel stored, these statistical results can also be plotted graphically as colour maps to 
highlight the regions of significance.
Using the right finger tapping motor task as an example, a t-test with Option 1 (i.e. the 
averaged task period compared against the averaged rest period) was used to test for 
significance difference on the pre-processed Hb0 2  data (i.e. changes in Hb0 2  
concentration after filtering and de-trending). The rest and task periods were defined as 
10 seconds. Figure 7.19 shows the t-test table generated from the fOSA program which 
illustrates the t-values (in black) with the p-values (in blue indicating p < 0.05 and red 
indicating p > 0.05). The higher number of significant channels on the left area (r-ftap) 
demonstrates the contralateral activation which is in good agreement with previously 
reported motor activation studies. The high values probably reflect the high degree of 
freedom and uncorrected p-values used in this example.
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Figure 7.19: fOSA table showing the t-values (boxed) and p-values (blue and red) from the r-ftap task.
7.6 V alidation using S im ulated  D ata and Results
Validating algorithms on experimental in vivo data tends to be difficult since there is an 
uncertainty over the true chromophore concentration changes. Therefore a simulated 
dataset was chosen to validate the fOSA software. The procedure used to generate the 
attenuation data has been described by Matcher et al. (1995) and is based on the 
diffusion theory to calculate the light attenuation using known values for the tissue
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absorption and scattering coefficients (Arridge et al., 1992). The geometry chosen was a 
simple homogenous slab (an infinite half space) and the optode spacing was set at 30 
mm. The spectral characteristic of the transport-scattering coefficient spectrum |V (^) 
come from data measured on in vitro rat brain samples (van der Zee et al., 1993). To 
generate the time-series data, measured in vitro spectra of HbC>2 and HHb (Cope, 1991) 
were taken and combined these at concentration levels which were time-varying to 
simulate the different experimental conditions. As shown in Figure 7.20a, the HbC>2 
signal (in pink) was generated using a square wave (varying between 0 and 4 pmol) 
with a slow rise and fall (time-to-peak and time-to-rest set as 5 seconds) and the flat top 
was modified with a dip o f 10 % of the maximum change and 5 % undershoots prior 
and after the stimulus. The duration of the stimulus period was set as 20 seconds and 
rest period of 20 seconds. A similar but inverse function (varying between 0 and -2 
pmol) was simulated for the HHb signal (in green). Three specific ranges of “noises” 
(0.1, 0.25 and 1 Hz) were incorporated in the synthetic dataset as the three typical 
components of systemic effects have often been assumed to be associated with the 
functional activation (Section 2.5.5). In addition, a 10% Gaussian white noise was 
added to the time course. A linear unidirectional drift was also introduced to mimic the 
possible instrumental effect. Each trial is comprised of a set of three peaks to illustrate 
the different conditions for Hb02 and HHb signals. Each trial is repeated over 5 times 
and the total number of samples is 6200 (total duration is 620 seconds as the sampling 
rate is assumed to be 10 Hz).
The concentrations were converted to the absorption coefficients (as a function of 
wavelength and time) using the Hb absorption spectra. Subsequently, the absorption and 
reduced scattering coefficients were fed into the diffusion equation to derive the amount 
of attenuation changes, to be used as inputs for the fOSA MBLL conversion algorithm. 
Figure 7.20 (b and c) show the fOSA-processed Hb data compared against the original 
simulated Hb data.
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Figure 7.20: Comparison o f time courses difference between simulated data and fOSA processed data, 
(a) Simulated AHb02 (magenta) and AHHb (green) function for the diffusion equation to derive the 
attenuation to be used for fOSA conversion; (b) the simulated data with noise compared against the 
fOSA-converted and linearly detrended Hb02 (red) and HHb (blue) signal and (c) fOSA-processed results 
after applying a low pass filter and compared against the original simulated signals.
Figure 7.8b compares the simulated Hb data (with noise) against the fOSA-converted 
Hb data after applying a linear detrending. The simulated noise was effectively 
suppressed after a 5th order LPF of 0.08 Hz in this example. The result in Figure 7.20b 
shows good agreement between the simulated dataset (in magenta and green) and the
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fOSA results (in red and blue). The difference in time courses in Figure 7.20b can be 
explained by the fact that the harmonics of the square waves were removed after the 
application of the temporal filter. A comparison with the filtered version of the original 
signal showed negligible difference. While there is a slight difference in the resulting 
shape of the waveform, the difference in magnitude is considered to be minimal and the 
two time courses show a general good agreement in the time displacement of the signals. 
From the two tests (experimental and simulated data), it can be assumed that the 
algorithms used in the fOSA can be considered to be validated. The current version of 
the fOSA software has been circulated to a few research groups with whom we are 
collaborating. From their feedbacks, further improvement can then be made.
7.7 Comparison using Experimental Data and Results
The application of the fOSA software was tested using published experimental data 
(Sato et al., 2006). In this study a left and right finger-tapping task were conducted in 
two separate trials and the optodes were placed close to the C3 and C4 areas (Figure 
7.5). The subject was guided to perform the finger tapping tasks at a regular pace of 3Hz, 
over a task period of 30 seconds with a subsequent rest period o f 30 seconds. Each trial 
was repeated five times. By applying the algorithms employed in the fOSA software, 
the two-wavelength light intensities were converted to relative AHbC>2 and AHHb 
concentrations. Figure 7.21 shows the time course results at each stage of processing 
for Subject 3 for the right hemisphere (Channel 16 -  same as the published results): (a) 
shows the raw intensities from the two wavelengths; (b) shows the converted AHb 
concentrations; (c and d) show the AHb concentrations for Channel 9 (left hemisphere) 
and 16 after smoothing the data with a moving average with a window span of 10 
samples, downsampled to 1 Hz and slow drift removed using a linear fit and (e and f) 
show the data for the two channels, averaged over the five repeated blocks to reduced 
the effects of any existing high frequency components.
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Figure 7.21: Channels 9 (left hemisphere) and 16 (right hemisphere) have been selected for illustration 
for the r-ftap and l-ftap tasks respectively, (a) shows the raw intensity changes and (b) shows the 
converted AHb02 (red) and AHHb (blue) on Channel 16. (c and d) show the two haemoglobin time 
courses after application o f a 10-second moving average and a baseline linear fit and (e and f) show the 
averaged haemoglobin signals over the five repeated blocks for each task.
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The results of the analysis on the experimental time-course data processed using fOSA 
can be compared to those obtained using the analysis methods described by Sato et al. 
in the study from which the dataset was taken. In general, the haemodynamic response 
observed in both analysis are very similar i.e. an increase in AHbC>2 with a slight 
decrease in AHHb after the stimulus onset with the increase in AHbC>2 maintained 
throughout the activation period. Figure 7.22 (a and b) show the AHbC>2 and AHHb time 
courses respectively that have been published by Sato et al. on Channel 19 for the /-ftap 
task. Note that his paper focused on the reproducibility of the NIRS signals collected 
over two separate sessions (session #1 denoted by thin line and session #2 denoted by 
thick line). The set of data that were used for comparison here was collected during 
session #2. Nevertheless, there is slight variation in the time course which could be due 
to the differences in the processing procedures used. First, intensity conversion and 
block averaging were the only pre-processing steps done in the original experimental 
study by Sato. fOSA performed additional pre-processing steps; linear detrending and a 
moving average to remove the slow drift and high frequency components. Overall, the 
two sets of temporal responses showed good agreement and further statistics to validate 
these results will be discussed in Chapter 8.
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Figure 7.22: (a and b) Averaged time courses o f AHb02 and AHHb signals for the l-ftap task on Channel 
19 (reproducedfrom Sato et al. (2006)).
7.8 Comparison with the Hitachi System Software
To further check that all the elements of the software were working correctly and that 
the results have been calculated correctly using the wavelength-dependent DPF and are 
displayed in the correct units, a comparison of the fOSA results with those from an 
independently developed software (in the Hitachi ETG-100) has been carried out.
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Generally, the results were very similar to those from the Hitachi software. The Hitachi 
software does not correct for the differential pathlength so this will lead to a difference 
in the magnitude of the concentration changes. In addition, fOSA provides the 
flexibility to manipulate the data (i.e. choice of data processing sequence), a choice of 
filtering options and of statistical methods. By comparing the results in this way, it has 
become easier to understand how other software works and also the functions used to 
manipulate the data.
7.9 Summary
Although NIRS imaging has been established for years, there have been limited 
developments in the methods used to process the optical data. The Hitachi system 
software comes with limited analysis and display options. The fOSA software provides 
a flexible way to analyse the NIRS data and the open source software means that the 
user has the option to incorporate other programs. This chapter has described the 
various procedures offered by the fOSA which enables a quick assessment of the 
observed response during an experiment.
From the OT measurement, we are aware that neighbouring points in the measurement 
area are not independent by virtue of spatial correlations in the functional data. A means 
of correcting the threshold in the statistical tests is needed in order to make inference on 
the time continuous, spatially resolved data. The next chapter will look at how other 
imaging modalities use a new statistical approach to address this multiple comparison 
problem. By using the same experimental dataset for the statistical test, the two different 
approaches will be compared and the results discussed.
CHAPTER 8
Statistical Parametric Mapping of 
OT Signals
8.1 Introduction
Statistical inference in neuroimaging is about expressing the difference in effects 
between a particular group of subjects with another or else within subjects with respect 
to neurophysiological indices of brain functions over a sequence of observations. In 
Chapter 7, the various approaches used to pre-process the optical signals and the need to 
remove any non-task related effects has been described. In addition, the fOSA software 
has incorporated the classical t-test method to provide a simple statistical inference 
about the observed response. However, the independent t-test method also means that 
each measurement channel is treated separately from its neighbouring channels, which 
in reality would not be the case when we try to characterise task related effects on 
specific regions of the brain. In essence, each functional brain voxel is correlated with 
its neighbours and it is important to quantify these correlations by estimating the 
smoothness of the statistical process under the null hypothesis that the statistical process 
does not contain any signal due to physiological changes. This chapter will look at a 
novel statistical approach to the analysis of the spatially-resolved optical data. The 
problems related to the use of a conventional block comparison approach will be 
discussed before the introduction of a statistical modelling approach -  Statistical 
Parametric Mapping, which considers the haemodynamic response as a whole. The 
various procedures in applying the new method are then described and its limitations 
discussed. To compare the effectiveness of this new approach, the same experimental 
dataset described in Chapter 7 will be used to illustrate its applicability.
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8.2 Previous Statistical Approach to Functional Response
In the majority of functional studies where a boxcar design paradigm is used, the 
common approach to provide inference about the observed response is to compare two 
different states of brain activity. The null hypothesis in any statistical test is then to test 
the significant difference between two different brain activation conditions under the 
null assumption of no activation. The classical approach to the analysis of functional 
OT data is to employ a Student’s t-test to compare two different states of the brain 
activity (e.g. “rest” versus “task”). The “rest” period is usually defined as a fixed time 
period before the stimulus onset. Due to the unique haemodynamic behaviour (i.e. 
different areas under the haemodynamic response curve) of individuals, it can be 
difficult to derive a common “task” period for statistical group testing. In such cases, it 
has to be assumed that the maximum activation period has been accounted for using the 
conventional block t-test approach and any remaining temporal information in the 
haemodynamic response is ignored. Whilst a simplistic approach of this kind helps to 
provide a quick assessment of the haemodynamic response to the task, it often produces 
an underestimate of significance due to the lack of consideration o f the spatial 
coherence of functional OT data. Clearly analysis methods which depend upon the 
comparison of “rest” versus “task” are highly susceptible to how these time periods are 
defined. Most times the activation period is defined to be the same across the whole 
study group and is compared against the resting/baseline period to test for the statistical 
differences. In Chapter 6 we discussed the possibility of obtaining “false positive” 
statistics from the haemodynamic response and it is vital that any statistical approach 
that is used is robust enough to consider all factors related to the observed response. In 
the process of characterising the functional activation, it is important to realise that the 
chance of occurrence of interesting events is only estimated correctly under the null 
hypothesis that there are no effects induced by the experimental design. Here we will 
review the possibility of having such errors when using the conventional block t-test 
approach. Figure 8.1 shows a simulated dataset of functional activation haemodynamic 
response (with a 8-second rise-to-peak) typically observed in a block activation design. 
The simulated data was generated using a square wave with a slow rise and fall (time- 
to-peak and time-to-rest set as 8 seconds). A sinusoid at 0.1 Hz and Gaussian white 
noise (10 % of maximum change) were added to the time course. The duration of the 
stimulus, pre- and post-rest periods were set as 20 seconds. A two-sample t-test method
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is used to estimate the significance of the difference between the two blocks. In theory, 
we would expect a very low p-value from the simulated response, however the aim is to 
determine the degree of differences in t-significance when a different “window” of 
stimulus period is defined. A fixed 10-sec period prior to the stimulus onset was defined 
the REST period. A varying 10-second window (the onset of this window varies within 
the pre-defined stimulus window (in grey) i.e. starts from 20 seconds and ends at 40 
seconds) was defined as the TASK period. The mean difference between the REST and 
TASK periods (Hbdiff) was calculated. Table 8.1 shows the statistical results from the 
two-sample t-test with different periods of TASK duration selected for comparison.
Stim ulus
Figure 8.1: Simulated data to compare the significance difference using block t-test.
Onset (s) Hb diff t-value
20 0.119 5.21
21 0.135 7.30
22 0.145 10.52
23 0.152 11.96
24 0.156 12.84
25 0.163 14.75
26 0.169 13.69
27 0.175 12.15
28 0.185 11.34
29 0.193 10.69
30 0.199 10.68
31 0.205 11.34
32 0.213 13.49
33 0.221 16.11
34 0.222 16.74
35 0.210 10.45 
0.188 6.3036
37 0.163 4.59
38 0.135 3.76
39 0.113 3.30
40 0.095 3.07
Table 8.1: Statistical results showing the significance difference from the different task comparisons.
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From the above simulation, the following can be observed:
1. If the TASK period is taken to be the period immediately after the onset (hence 
not taking into consideration the haemodynamic behaviour), the significant 
difference is greatly reduced.
2. In this example where there is a decrease in concentration 10 seconds after the 
onset, the result showed that a higher t-value was obtained during the TASK 
period (on+5 seconds) compared to (on+8 seconds).
3. In this example, the window is fixed at 10 seconds. The level of significant 
difference between TASK and REST periods depends on the chosen length of 
window for comparison.
4. If a “peak search” is applied to the current example, it will result in the highest t- 
value at (on+ 14 seconds). However, this would result in defining the same 
TASK period for the whole study group to enable inter-subject comparison.
From the above example, it has been shown that due to the unique haemodynamic 
behaviour of individuals, it would be difficult to derive and justify a TASK period for 
statistical testing. This is due to the different areas under the (haemodynamic) curve 
chosen for comparison. In such cases, it has been assumed that the maximum activation 
period has been accounted for using the block t-test approach and we ignore the 
remaining trend information in the observed response. Since these independent tests 
would not correct for the spatial correlation of effect between neighbouring voxels, this 
would produce a lower p-significance and hence result in more false-positive errors. 
The key point to note is that it was essential that a robust statistical test method was 
developed before the start of the functional study instead of having to decide the input 
variables to use based on the observed responses. In view of the above situations, and to 
control the family wise error rate, a new statistical approach which has been widely 
used in analysing other types of functional neuroimaging data, has been considered for 
application to the spatially-resolved optical data.
In trying to de-correlate the physiological noise (cardiac, respiratory and vasomotion 
related fluctuations) from the evoked haemodynamic response, various groups have 
looked at the possibility of using the technique of Blind Source Separation in the form
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of Principal Component Analysis (Zhang et al., 2005) and Independent Component 
Analysis (Lee et al., 2000; Schiepl et al., 2000) methods to the time-series analysis of 
functional data. However, these methods require various assumptions of orthogonality 
in order to separate out the signal of interest from the physiological noise, or they 
require prior constraints to be applied in order to derive the time course of the 
haemodynamic response (Zheng et al., 2001). Whilst such approaches offer the 
possibility of reducing the effects of physiological noise to a certain degree, they require 
an estimation of the eigenstructure based on the prior information about the degree of 
noise or visual inspection with the step-by-step removal of eigenvectors to avoid the 
possibility of reducing the magnitude of the task-related response. In addition, these 
methods require a clear distinction between the evoked response and interference. 
Barbour et al. (2001) looked at the possibility of separating out the signal of interest in 
space with prior information about its distinctive frequency response in time. Previous 
spectroscopic studies have successfully exploited the advantages of using the General 
Linear Model (GLM) to analyse the haemodynamic response in rats (Berwick et al., 
2002; Mayhew et al., 1998). More recently, GLM analysis has been applied to OT data 
of functional activation, however a simple box-car model was used as the temporal 
basis function for changes in Hb02 and HHb and no attempt was made to look at the 
spatial coherence of the OT data (Schroeter et al., 2004).
As the changes in cerebral haemodynamics during functional activation become well- 
characterised (Friston et al., 1994a; Logothetis and Wandell, 2004), it is possible to fit 
the AHb signal to a haemodynamic response function (HRF) and compute the statistics 
based on the variance between the fitted models. There are clearly a number of 
advantages of applying a GLM approach to the analysis of OT data over a direct 
comparison between chromophore changes during activation. The comparison of the 
AHb time course with the modelled HRF negates the need for user defined “rest” and 
“task” periods. The fitted model does not depend on the absolute magnitude of Hb 
changes, which for OT data may be susceptible to varying optical pathlength arising 
from partial volume effects of light attenuation in multi layered structures such as the 
adult head. Conventional statistical t-test methods treat each optical channel as a 
spatially independent measurement. Given that brain activity is spatially correlated this 
reduces the sensitivity of the tests as it increases the probability of false positives. It is 
important to quantify these spatial correlations by estimating the smoothness of the
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statistical process because global systemic changes affect the statistical results. This 
chapter will describe the development of a new software tool that has been incorporated 
into the fOSA software (see Chapter 7) for the analysis of the spatially resolved NIRS 
signals and provides statistical inference capabilities about the distribution o f brain 
activity in space and time, and by experimental condition. It does this by mapping the 
optical signal into a standard functional neuroimaging analysis software, Statistical 
Parametric Mapping (SPM), and forms, in effect, a new SPM toolbox specifically 
designed for NIRS in an OT configuration.
8.3 Statistical Parametric Mapping
Originally developed by Karl Friston and his colleagues from the Functional Imaging 
Laboratory (UCL), the idea and theory behind the Statistical Parametric Mapping 
(http://www.fil.ion.ucl.ac.uk/spm) was originally developed for the statistical analysis 
of neuroimaging data sequences from PET studies (Friston et al., 1991). The method 
has subsequently been used for the analysis of other functional neuroimaging data and 
the latest version of SPM 5 (released in 2005) was developed to include the analysis of 
functional data from fMRI, PET/SPECT and EEG/MEG (Friston et al., 2007). SPM 
uses a mass univariate approach to modelling the spatiotemporal neuroimaging data by 
assigning a statistic value to every brain voxel while enabling the construction o f spatial 
statistical processes to test hypotheses about regional specific effects in the brain.
Current methods for assessing the data at each voxel are predominantly parametric: 
specific forms of probability distribution are assumed for each voxel and hypotheses 
specified in terms of models are assumed for the unknown parameters of the 
distributions. In following context, we are going to use the following terminologies to 
describe the spatial representation of the brain activity:
Channel: The centre between a light source and detector pair, configured
according to the OT system.
- Pixel: A 2D representation or description of the channel measured using OT.
Voxel: A 3D representation or description of the brain activity.
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Whilst there are various ways of treating the spatially extended data, SPM offers a less 
computationally expensive and more efficient approach to this statistical analysis. There 
are several differences between using the classical multivariate approach and the SPM- 
univariate approach: the former approach considers voxels as different levels of 
experimental factor and uses classical analysis of variance for inference, by considering 
the data sequences of all the voxels together. Regional changes in error variance and 
spatial correlation in the data can induce profound nonsphericity in the error terms (as 
opposed to the assumption of identically and independently distributed error terms). 
This nonsphericity would require large number of parameters to be estimated for each 
voxel using conventional multivariate techniques. However, using SPM the 
parameterisation is minimised to just two parameters for each voxel -  error variance and 
smoothness estimators. This is made possible because SPM uses the Gaussian random 
field theory (RFT) to resolve the multiple comparison problem, which then implicitly 
imposes constraints on the nonsphericity implied by the spatially extended data. While 
there are various approaches to control the family wise error rate (a measure of the 
chance of having false positives as a result of multiple comparison), random field theory 
has been shown to be appropriate in the analysis of functional neuroimaging data, as 
will be described in a later part of this chapter. A good comparative review of the 
various multiple comparison approaches used in the analysis of functional data can be 
found elsewhere (Nichols and Hayasaka, 2003).
The primary objective of this part of the PhD project was to provide a rigorous approach 
to the analysis of the neurovascular response measured with the OT technique. Hence 
the focus was set on finding a suitable way to analyse the optical data in the SPM 
environment. This chapter will describe the analytical aspects of the SPM software that 
has been developed (Section 8.5) and in particular, the processing steps necessary to 
analyse the optical imaging data sequences (Section 8.6). The development of the SPM- 
OT tool which is incorporated into the fOSA software is described (Section 8.7). The 
developed software algorithms are tested using the same experimental dataset as 
described in Chapter 7 (Section 8.8). While this thesis is not intended to provide a 
comprehensive description of the available SPM software package, a thorough review 
of SPM theory and its algorithms have been covered elsewhere (Frackowiak et al., 
2003; Friston et al., 2007).
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The statistical approach adapted by SPM involves two basic steps. First, statistics 
reflecting evidence against a null hypothesis of no effect at each voxel are computed, 
where the effect is specified by a so-called contrast vector (Poline et al., 2003). An 
image resulting from these statistics is produced. This image can be three-dimensional 
(fMRI, PET), or two-dimensional (M/EEG, OT). Second, this image is assessed, using 
p-values, by performing voxel-wise tests, to determine whether there is activation or not. 
While there are various approaches to control the family wise error rate o f this mass- 
testing of many voxels (Nichols and Hayasaka, 2003), the theory of random field has 
been shown to be appropriate for the analysis of functional neuroimaging data (Brett et 
al., 2003). The Gaussian random field treats the statistical images as sampled versions 
of continuous, spatially resolved data. P-values, adjusted for multiple comparisons, are 
computed by estimating the probability that some peak in an image surpasses some 
user-specified threshold, given the null hypothesis of no activation. For typical, smooth 
images, it has been observed that the Random field theory (RFT) provides much more 
sensitive tests than the Bonferroni correction. In summary, the experimental 
manipulations (i.e. information about the experimental task) are specified in the SPM 
model (the design matrix) which is fitted to each observed response to estimate the size 
of the experimental effects (i.e. estimates of the parameters of the model) in each brain 
voxel, on which one or more hypotheses (i.e. the defined contrast weights) are tested in 
order to make statistical inferences about the observed response between different 
conditions. Finally, spatial corrections are made to account for the multiple comparisons 
across the brain voxels. Each of these procedures will be described in this chapter.
Prior to the stage where statistical inference is made about the observed responses based 
on these estimates of the linear model, the functional data (often presented in the form 
of a brain volume) need to go through an image pre-processing procedure in which any 
subject movement or anatomical size difference is corrected to facilitate the comparison 
between subjects. In view of the limited spatial resolution of the OT technique, there is 
less need to “normalise” the functional images. Nevertheless, the next section will give 
the reader an overview of the various options available in the SPM toolbox that enable 
the processing of images from other functional imaging modalities.
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8.4 Image Transformation Prior to Analysis
In order to combine different scans of the same subject and to compile functional data 
from different subjects within a study group, it is important that the data conforms to the 
same anatomical frame of reference before it is possible to assign an observed response 
to a particular brain area. Since SPM employs a voxel-based analysis, it assumes that 
the data from a particular voxel all derive from the same part of the brain. Violations of 
this assumption will introduce artifacts for the voxel in question. Although optical 
imaging is less sensitive to physical movement than say, fMRI, the fact that the optode 
positioning may differ slightly between subjects suggests the need to correct for inter­
subject variance. This problem of the variance in voxel space between subjects as a 
result of the estimated probe placement will be discussed later.
The analysis of functional data generally starts with a series of spatial transformations 
which aim to reduce unwanted variance components in the voxel time-series that are 
induced by movement or shape differences among a series of scans. To account for head 
motion in SPM, the realignment procedure involves the estimation of six parameters 
(three translations and three rotations) in an affine “rigid-body” transformation which 
would minimize the sum of squared differences between each successive scan and a 
reference scan (usually the average of all scans in time) and the application o f this 
transform by re-sampling the data using the available interpolation methods. A further 
re-adjustment to correct for the effect of movement (which cannot be modelled using a 
linear affine model) is to apply a nonlinear auto-regression model (using polynomial 
expansions to second order) to estimate the movement parameters from the observed 
time series (Friston et al., 1996). The estimated movement-related signal is 
subsequently subtracted from the original data.
After the realignment procedure to undo the effects of subject movement, a reference 
image of the series is obtained through normalisation within the subject group and 
estimates obtained of the warping parameters that map this onto a template that already 
conforms to some standard anatomical space. Estimation of the parameters can be 
accommodated using a Bayesian framework, in which the deformation parameters are 
derived from the given data. The deformation is updated iteratively by minimising the 
likelihood potentials (taken to be the sum of squares difference between the template
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and the deformed image) and prior potential (used to incorporate the prior information 
about the likelihood of a given warp) (Ashbumer et al., 1997). Spatial smoothing is 
dependent upon the resolution of the system and the voxel size. By the central limit 
theorem, smoothing the data will render the errors more normal in their distribution and 
ensure the validity of inferences based on the parametric tests. When making inferences 
about regional effects using random field theory, the assumption is that the error terms 
are a reasonable lattice representation of an underlying and smooth Gaussian field. This 
requires smoothness to be substantially greater than the voxel sizes. Smoothing the data 
is also necessary to project the data onto a spatial scale where homologies in anatomy 
can be expressed among the subjects. Finally, the segmentation procedure will segment 
the normalised brain images into different tissue classes (often into gray matter, white 
matter and CSF) before the statistical analysis. The tissue classification is based on the 
voxel intensities of the particular tissue type and SPM uses a clustering approach to 
derive the partitions.
8.5 SPM Analysis
Characterizing a regionally specific task effect rests on estimation and inference. 
Statistical analysis of imaging data corresponds to (i) modelling the data to partition 
observed responses into components of interest, confounds and error and (ii) making 
inferences about the interesting effects in relation to the error variance. Temporal 
correlations in noise represent another important issue and approaches to maximizing 
efficiency in the context of serially correlated errors will need to be considered.
SPM involves the construction of a statistical model and making inferences about these 
parameter estimates based on the spatiotemporal neuroimaging data and the predicted 
model. In the following, we will go through some basic techniques that SPM uses to 
model spatiotemporal data, by which we mean that both temporal and spatial 
correlations are modelled. Subsequently, SPM uses a mixture of Restricted Maximum 
Likelihood (ReML) and ordinary least squares (OLS) methods to estimate the 
parameters that best model the observed response for each voxel in question. A classical 
univariate test statistic is then chosen to examine each voxel in question and the 
resulting statistical parameters are assembled into a SPM image. The final stage is to
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make statistical inferences about the spatially resolved data on the basis of SPM and 
RFT and to characterise the observed response based on the resulting parameter 
estimates. The main point is that the assumptions that the SPM procedures involve, not 
only hold for fMRI, PET and MEG/EEG, but also for OT data.
8.5.1 General Linear Modelling
In order to capture the sluggish nature of the neurovascular response, SPM treats each 
scan as a dependent observation of the others and models the time continuous data for 
each voxel. Stimulus functions encoding the occurrence of a particular event are 
convolved with a haemodynamic response function (HRF) to form explanatory 
variables or regressors in the linearized model. Here each of the brain activation voxels 
is expressed as a combination of different basis functions that best represent the 
functional response using the General Linear Model (GLM), which can be described by:
Y; = Xnpj +  XjjPj + 8j 8-1
where Yj = scans of data (for i = number of scans)
Xjj = explanatory variables or regressors (for j = number of regressors)
pj = parameters or regression slopes
6j = residual errors, independent and normally-distributed
The general linear model expresses the observed response Y in terms o f a combination 
of the explanatory variables X weighted by some unknown parameter estimates plus an 
error term e (Friston et al., 1995). SPM expresses the GLM in its matrix formulation 
which can be simply written as Y = x p  + e. Each row in Y is treated as a scan of time- 
series data. The design matrix X is where the experimental knowledge about the 
expected signal is quantified. The matrix contains the regressors (e.g. designed effects 
or confounds) where each row represents each observation and each column 
corresponds to some experimental effects, including effects which are of no interest and 
pertain to confounding effects (e.g. physiological effects) to our analysis which are 
modelled explicitly. The associated parameter, P in each column of X indicates the 
effect of interest (e.g. the effect of a particular cognitive condition or the regression 
coefficient of the haemodynamic response). The convolution model for the
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haemodynamic response takes a stimulus function encoding the supposed neuronal 
responses convolved with a defined canonical Haemodynamic Response Function 
(HRF) to form a regressor that enters into a design matrix (Friston et al., 1994a). SPM 
also allows the modelling of latency and dispersion derivatives as additional regressors 
to its canonical HRF in order to treat the variability of haemodynamic responses due to 
different sorts of events. Other forms of explanatory data can be defined as additional 
regressors in the design matrix. In our experimental study of twins (see Section 6.6.2.3), 
the mean blood pressure and heart rate were modelled in our design matrix since these 
variables were related to the neurophysiology, however they were of no importance to 
the statistical tests. Unmodelled effects are then treated as residual errors.
8.5.2 Parameter Estimation
Often the number of parameters (column) is less than the number of observations (row), 
hence some method of estimating parameters to find the best fit for the observed 
response is needed. In SPM, the parameter estimation is achieved using a mixture of 
Restricted Maximum Likelihood (ReML) and ordinary least squares (OLS) methods 
aimed to minimise the sum of square differences between the actual and fitted data (i.e. 
residual sum of squares). In estimating the error covariance matrix, SPM assumes that 
the pattern of serial correlations is the same over all voxels (of interest) but its 
amplitude is different at each voxel. To incorporate nonspherical error distributions, 
SPM uses the ReML procedure to estimate the model coefficients and error variance 
iteratively (Friston et al., 2002). In contrast to maximum likelihood (ML) estimates, 
ReML estimates of variances and covariances are known to be unbiased. In essence, the 
ReML method deals with linear combinations of the observed values whose 
expectations are zero.
8.5.3 The Haemodynamic Response Function
The use of temporal basis functions allows voxel-specific forms for the haemodynamic 
responses to be expressed as a linear combination of several basis functions of 
peristimulus time (as opposed to an assumed form of the HRF) and formal differences 
(e.g. onset latencies) among responses to different sorts of events. The advantages of 
using basis functions over finite impulse response (FIR) models are that: (i) the
S ta t is t ic a l  P a ra m etr ic  M a p p in g  o f  O T  S ig n a ls Chapter 8 201
parameters are estimated more efficiently and (ii) stimuli can be presented at any point 
in the inter-stimulus interval. Friston et al. (1994a) estimated the form of HRF using a 
least squares de-convolution and a time invariant model (which explicitly treats the data 
sequence as an ordered time-series like fMRI) where evoked neuronal responses are 
convolved with the HRF to give the measured haemodynamic response. From an 
understanding of the biophysical and physiological mechanisms that underpin the HRF, 
it was suggested that the haemodynamic response should resemble a Poisson or Gamma 
function, peaking at about 5 seconds. Figure 8.2 shows a combination of two gamma 
functions to characterise the sluggish nature of the canonical HRF used to represent the 
impulse evoked response of the fMRI-BOLD signal. Using the partial derivative with 
respective to peak delay or/and dispersion parameters of the function allows us to model 
the latency and the difference in duration in peak response within the same design 
matrix.
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Figure 8.2: A combination oj two gamma Junctions gives the so-called haemodynamic response function 
(HRF). The HRF and its two derivatives with respect to time (red) and dispersion (green) are used in 
SPM to model BOLD signals in fMRI studies.
Knowing the form that the haemodynamic response can take is important because it 
allows for better statistical models of the functional data. In contrast to our earlier 
example where we specified the two different states for t-test comparison, SPM 
considers the haemodynamic response as a whole without making any assumption about 
the observed response. The HRF may vary between different voxels and this has to be 
accommodated in the temporal basis function. As shown in Figure 8.2, SPM allows the
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modelling of latency and dispersion derivatives as additional regressors to its canonical 
HRF on voxel-specific forms to treat the variability of haemodynamic responses arising 
from different events. The convolution model for the Hb response takes a stimulus 
function encoding the supposed neuronal responses and convolves it with a pre-defined 
canonical HRF to form a regressor that enters into the design matrix. The associated 
parameter estimates are the coefficients that determine the mixture of basis functions 
that best model the HRF for the voxel in question.
8.5.4 Statistical Inference
The relationship between experimental manipulations and observed data may consist of 
multiple effects all of which are contained within the design matrix. To test for a 
specific effect, a contrast is defined to focus on a particular characteristic of the data. 
SPM allows the specification of different contrast vectors to the same design matrix to 
test for multiple effects without having the need to refit the model (i.e. univariate linear 
combinations of the parameter estimates). A simple t statistic can then be formed by 
dividing (the contrast of) the estimated parameter by its standard deviation (which is 
dependent upon the error covariance matrix). The statistical test will calculate a statistic 
for each brain voxel that tests for the effect of interest in that voxel. In order to make 
statistical inference about the volume of statistical values, SPM can be interpreted as a 
spatially extended statistical process by referring to the probabilistic behaviour of 
Gaussian fields (Friston et al., 1994b). Regional changes in error variance and spatial 
correlation in the data can induce profound nonsphericity in the error terms (as opposed 
to the assumption of identically and independently distributed error terms). SPM 
attempts to reduce the parameterisation to just two parameters for each voxel -  error 
variance and smoothness estimators by implicitly imposing constraints on the 
nonsphericity implied by the spatially extended data.
In the process of calculating the smoothness of the statistical map, SPM improves the 
sensitivity of the statistical analysis by considering the fact that neighbouring voxels are 
not independent by virtue o f spatial correlations in the functional data and employs the 
random field theory approach to adjust the p-significance. RFT enables the modelling of 
both the univariate probabilistic characteristics of SPM but also considers any non- 
stationary spatial covariance structure, by dealing with the multiple comparisons
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problem in the context of spatially resolved data in a manner analogous to the 
Bonferroni procedure for families of discrete data. The difference between the two 
correction methods can be explained by the fact that the Bonferroni correction controls 
the number of (independent) activated voxels while RFT correction controls the number 
of (correlated) activated regions. Since the smoothed data are likely to contain many 
voxels, the threshold under a RFT correction is much lower, rendering it more sensitive. 
In comparison, the conventional t-test approach does not adjust the p-value in relation to 
the degree of freedom. Hence SPM considers both aspects in analysing the functional 
neuroimaging data.
RFT correction often expresses its search volume as a function of smoothness (or resels 
that define the block of correlated pixels). It relies on the expected Euler characteristic 
(EC) that leads directly to the expected number of clusters above the threshold, and we 
want to derive this statistic height threshold once the smoothness has been estimated. A 
relatively straightforward equation on the expected EC to derive this threshold is given 
by Worsley (2003) that depends on the a-threshold and number of resels contained in 
the volume of voxels under analysis. In practise, the correction will need to take into 
consideration the search volume. Restricting the search region to a small volume (i.e. 
define the region of interest) within the statistical map is likely to reduce the height 
threshold for given family-wise error rates. The smoothness is in turn calculated using 
the residual values from the statistical analysis. Kiebel et al. (1999) have shown that it is 
possible to estimate the smoothness based on the residual components in the GLM with 
sufficient degrees of freedom (>20) and the size of the spatial filter kernel.
Using the same analogy, the voxel-based inference can be extended to a larger 
framework involving cluster-level and set-level inference. This would require the height 
and spatial extent thresholds to be specified by the user to correct for the p-values. 
Corrected p-values can then be derived that pertain to: (i) regional level - the number of 
activated regions (i.e. the number of clusters above the height and volume threshold), 
(ii) cluster level - the number of activated voxels comprising a particular region and (iii) 
pixel level - the p-value for each voxel within that cluster.
Two assumptions are being made in using RFT to analyse the functional data: (1) the 
error fields are a reasonable lattice approximation to an underlying random field and (2)
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the random fields are a multivariate Gaussian distribution with a continuously 
differentiable autocorrelation function (Worsley et al., 1996). Other inference 
frameworks that are made available in SPM include the false discovery rate (FDR) 
approach and Bayesian inference. While RFT controls the probability of reporting a 
false positive in the brain volume, FDR controls the proportion of expected false 
positives among those voxels that are declared as positive (the discoveries). Bayesian 
inferences are made on the basis of a posterior distribution that characterises the 
parameter uncertainty without reference to a null distribution.
8.6 Statistical M odelling o f the Spatiotemporal OT Data
In the description of the fOSA software and the availability of various statistical test 
options to compare the significance of the activation signals, each measurement point 
was treated as independent of its nearest neighbours in these tests; hence assuming the 
activation areas to be specific and localised. These tests also require prior knowledge 
about the haemodynamic response to specify the periods in which to compare the 
significance between different conditions, and there was limited consideration o f the 
haemodynamic response function. On the other hand, SPM considers all the above by 
making the necessary family-wise correction for the spatial correlation between 
neighbouring brain voxels. And instead of specifying the periods for task comparison, 
SPM models the observed responses in the design matrix which includes the specified 
haemodynamic response function convolved with the task paradigm before the 
estimation process. Although the spatial information given in existing optical imaging 
techniques may be less detailed when compared with other functional imaging 
modalities, this should not in principle restrict the use of other statistical approaches 
which may be helpful in analysing the spatially resolved data. In the case of optical 
topography where the surface maps of the brain activity are plotted, the use of SPM 
helps to provide a more stringent approach to analysing the haemodynamic response as 
it helps to eliminate the systemic influence on the highly diffused OT signals.
The fact that both the fMRI and OT methods are measuring the temporal neurovascular 
changes induced by the increased oxygen demand of the neuronal activities and hence 
share a similar variation of the haemodynamic response, makes it possible to utilise
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some of the existing functions in SPM designed for the analysis of fMRI data and apply 
them to the treatment of the optical signals. As the NIRS measurement is able to 
provide a higher sampling rate than fMRI, in principle, it allows a wider range of the 
oscillatory spectrum to be captured. By specifying these measurable physiological 
oscillations in the design matrix, it enables a better modelling of the temporal 
haemodynamic response in SPM. During functional activation, the haemodynamic 
response of the HbCh signal resembles that of a Gamma function with a time to peak 
typically between 5 to 8 seconds and a slight undershoot before and after the bulk 
response. A similar response function has been observed during functional activation in 
the fMRI-BOLD signal that is used in SPM as a temporal basis function for the 
modelling of the brain response (Bandettini et al., 1993; Konishi et al., 1996). The way 
the gamma function has been expressed to model the haemodynamic response is based 
on the general understanding of the blood flow response during functional activation 
and this response has been widely accepted as the benchmark for vascular response in 
both the fields of fMRI and OT. Figure 8.3 illustrates the similarity in the shape of the 
evoked haemodynamic response between fMRI-BOLD and NIRS-Hb02 during a finger 
tapping task (Strangman et al., 2002a). This similarity and the fact that they both derive 
from a vascular signal help justify the assumption that a similar HRF can be used to 
model the observed response from the NIRS data.
(a)
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Figure 83. Comparison o f (a) fMRI-BOLD response and (b) NIRS signals measured on the left motor 
cortex during right finger tapping task. Inset shows the control haemodynamic response from a 
measurement area away from the activated region.
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Working in collaboration with the Institute of Cognitive Neuroscience (ICN) and the 
Functional Imaging Laboratory (FIL), the scope of the PhD was extended to explore the 
existing functions built into SPM and to implement a statistical approach to the analysis 
of the OT data. The software that was developed, SPM-OT was subsequently 
incorporated into fOSA which allows the OT data processed in fOSA to be analysed in 
SPM. The approach used by SPM-OT to analyse the OT data is simple: 1) configure the 
brain activity signals (AHb02, AHHb or/and AHbT) as topographic images such that 
each channel is represented by a pixel in the SPM map; 2) perform spatial analysis and 
statistical inference on the planar images, knowing that this is what is being measured 
using the OT technique; and 3) provide an option to interpret the statistics in 3D space, 
given the coordinates information about these pixels.
8.6.1 Relevance between SPM-fMRI and SPM-OT Analysis
While it is worth mentioning that the fMRI measures the paramagnetic properties of 
changes in deoxy-haemoglobin and thereafter defines the BOLD response during 
functional activation, OT (in continuous wave mode) affords to measure both AHb02 
and AHHb simultaneously. The advantage (over fMRI) of having able to analyse the 
two neurovascular parameters using the same statistical test provides a more rigorous 
approach to identify the activated brain regions. As described in Section 8.5.3, SPM 
provides a canonical HRF that is generally accepted for the analysis of fMRI-BOLD 
data. The estimate resembles a gamma function with a delay in the peak and is based on 
the haemodynamic behaviour during functional activation (Friston et al., 1994a). In line 
with the expected neurophysiology, SPM allows the modelling of latency, dispersion 
and magnitude derivatives as additional regressors which helps to give additional 
weighting to the HRF (Friston et al., 1998). Since both modalities are measuring the 
same neurovascular response, SPM-OT uses the same canonical HRF to model the 
NIRS-Hb02 signal as is used in the fMRI-BOLD signal and an inverted HRF to model 
the NIRS-HHb signal.
Prior to the statistical test of the functional response, SPM-OT needs to generate a series 
of brain maps where each measurement point is represented by a voxel (or pixel) 
corresponding to the Hb02 (and/or HHb) signal of the OT data. In trying to utilise the 
existing SPM-fMRI functions for use with the functional data using OT, there were
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several problems which had to be solved before the topographic images could be 
analysed in SPM.
1. Mode of representation
SPM uses the univariate approach where a statistic value is calculated for every voxel 
and the resulting statistical parameters are assembled into a SPM image. Since fMRI 
and PET data are often analysed as a brain volume, the analysis considers the spatial 
correlation in 3D space. On the other hand, OT measures the brain activity on the 
cerebral cortex and displays the functional results as a two-dimensional map. One 
element of the SPM-OT development was to identify a method to represent the 
functional OT data. The technique to convert the optical signal into SPM format and to 
interpret the SPM results also needed to be considered.
2. Spatial variability
The main objective of the fOSA software is to provide the user with a quick assessment 
of the observed response and if necessary, make changes to the experimental setup. 
Hence it is not intended (although it is possible) to go through the spatial pre-processing 
procedures and to normalise the OT images to a reference template to facilitate inter­
subject analysis. Nevertheless, it remains a difficult task to maintain the same optode 
positions for every subject in the same study, considering the variance due to different 
head shapes and physical placement of the optodes. The need to consider a template 
model to allow for the spatial variability and to accommodate differing head shapes will 
need to be considered.
3. Definition of the coordinates
All the anatomical coordinates are defined in Montreal Neurological Institute (MNI) 
coordinates in SPM. It is necessary to convert the optode positions from the Cartesian to 
MNI space before the SPM maps can be co-registered onto a canonical SPM brain map 
(Figure 8.4). Alternatively, a MR structural scan defined in Talairach space can be used 
as the template for co-registration as SPM provides the necessary conversion to MNI. It
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is therefore necessary to correct the standard grid coordinates for the OT maps. The 
advantages of specifying various forms of grids will be considered.
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Figure 8.4: Schematic showing the possibility to convert the optode space to SPM-space to allow the 
statistical map to be superimposed onto a SPM brain map.
As will become obvious in the subsequent sections, all of these problems are inter­
related and several possible methods to solve them were tried and subsequently 
improved over the course of the SPM-OT development. A point to note is that the 
current development focuses on an implementation based upon the existing SPM 
technique in order to analyse the OT data. As will be discussed in the final section, a 
number of assumptions are made using this implementation and part of future work is to 
exploit other SPM tools which are currently in use for other imaging modalities will be 
discussed in Chapter 10.
8.7 D evelopm ent o f SPM -O T A pproach
The major development of the SPM-OT software took place in early 2005 and it took 
more than a year before the latest version was validated and used to analyse functional 
results (see Chapter 6). In order to describe the various procedures in this thesis, the 
development of SPM-OT has been broken down into three different stages: The initial 
stage when SPM-OT was first considered and how the OT maps could be best 
represented (Stage 1); subsequent development which described an improved method to 
localise the activation regions (Stage 2). Finally the latest development looked at how 
the functional OT data could be processed and subsequently analysed in topographic 
maps and then presented in 3D space (Stage 3). In addition to the data processing
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features presented in the fOSA software (as explained in Chapter 7), the latest 
implementation of SPM-OT has been integrated into the existing software to allow OT 
data to be analysed statistically like modalities (Koh et al., 2006).
8.7.1 Stage 1 -  Initial Development
During the early stages o f developing the SPM-OT, it had been proposed that each time 
series in OT could be represented as a voxel (as in fMRI) and hence enable the 
statistical analysis to be conducted on a brain “volume”. To enable this 3D construction, 
the initial thought was to configure each voxel with a dimension of 4x4x3 units to 
represent the 48 measurement channels (24 channels for each HbOi and HHb signals). 
Since the main objective o f the SPM-OT was to take advantage of the SPM approach to 
analyse the optical signal, such configuration offers the advantage o f analysing both the 
HbCh and HHb signals at the same time (although this would mean having the HHb 
response to be inversely correlated to the HRF model). However, the current 
implementation would have had a problem in trying to identify the corresponding 
channels from the 3D representation and subsequently to relate the statistical results to 
the topographic map. This method was subsequently replaced by a two-dimensional 
square grid where each measurement channel was allocated a “pixel” location in the 
SPM map. As the Hitachi system uses a lattice configuration for its optodes placement, 
neighbouring pixels which were not represented by the OT channels were smoothed 
using linear interpolation.
A considerable amount of work was done in developing a “standard" template on which 
to fit the brain volumes to facilitate the analysis. In a separate experimental study, the 
optode positions from a group of 13 subjects were measured. Subsequently, the optode 
placements (defined in Cartesian coordinates) were converted to spherical coordinates 
(a/imuth, elevation and radius). To simplify the analysis, one o f the dimensions (the 
radius) was neglected to produce a planar image. It was later discovered that this was 
not a feasible implementation since the curvature of the channels positions could not be 
easily represented in a 2D grid, so subsequent development was to create a fixed array 
o f 64 by 64 grid. The optode positions were then assigned to one o f the grid points and 
the remaining pixels were smoothed using linear interpolation. The problem with the 
new approach was that it remains a complex task to identify the activated region due to
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the interpolation process when the SPM maps are co-registered to a canonical SPM 
brain map in MNI space. One solution to this is to generate a spline (e.g. a thin-plate 
spline) that aims to warp around several points in 3D. Given a set of observation points, 
a weighted combination of thin plates centred about each point gives the interpolation 
function that passes through the points exactly while minimizing the bending energy of 
the thin plate. However, using this approach to identify the pixel locations would 
require extensive computation since the spline fitting is limited by the number of 
equations required to represent a reasonable number of observation points (hence limits 
on the number of interpolated pixels). Since it does not help in simplifying the statistical 
test method, the fitting approach has not yet been implemented in SPM-OT.
8.7.2 Stage 2 - OT Maps in 3D
In considering the need to assess the activated regions from the SPM brain map, in the 
improved version of SPM-OT, each optode coordinate was input into a 3D matrix (64 x 
64 x 64), hence generating a series of brain volumes representing the time series o f the 
OT signal. The Cartesian coordinates were measured using the Polhemus tracking 
device and subsequently the coordinates were converted to MNI space before carrying 
out the statistical analysis. In theory, this would allow us to co-register the SPM t- 
results directly onto a canonical brain map given by the SPM. However, there were 
three major problems that were identified using this implementation:
1. There is an issue o f assigning a value to the neighbouring voxels,
considering the curvature of the optode placement areas in OT
2. In the process o f estimating the parameters for the linear model, SPM
considers the “depth'’ information given the 3D representation o f the 
topographic data
3. It took a substantial amount o f computation to generate the images and to
estimate the observed response to the SPM model. Using the current 
dimension for the matrix, it would take about 6 hours for 100 brain volumes 
to be estimated, compared to less than 5 minutes of processing if a 2D 
representation is used.
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8.7.3 Stage 3 -  Recent Development
The fact that the Hitachi OT system is measuring brain activities in the cerebral cortex 
and produces two-dimensional maps of the neurovascular response, makes it logical that 
the optical data should be processed and analysed as planar images. It would be ideal to 
combine the earlier developments; to generate the brain volumes as 2D brain slices and 
analyse the response as it would be for an OT study. Subsequently, the t-maps can be 
plotted in 3D space and superimposed on a standard brain map from the measured 
coordinates of the optodes’ positions.
Considering the spatial information which could be revealed using the existing OT 
methodology and a trade-off between having a smoothed map of the brain activity and 
the complexity of obtaining the localisation, a new way of representing the OT data was 
needed. In a new development, a series of two-dimensional brain maps are generated for 
each time bin where each measurement point is represented by a pixel corresponding to 
the Hb02 and/or HHb parameter of the OT data. The advantage with this approach is 
that it enables each pixel in the SPM maps to be allocated a value and their positions 
identified in the MNI space. With this configuration, the number of display pixels is 
limited by the spatial resolution of the OT system. Figure 8.5 shows one possible 
statistical map generated by SPM-OT based on the standard configuration (Figure 5.8) 
of the 24-channel Hitachi OT system. The time taken to generate the brain maps is also 
reduced as a result of the lesser number of pixels for each time slice.
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Figure 8.5: The standard grid defined for SPM-OT analysis. The source (red) and detector (blue) 
provides the relevant optode coordinates and the measurement channel (yellow) maps the brain activities 
configured by Hitachi.
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To improve on the sensitivity and facilitate inter-subject comparisons, an interpolation 
process using nearest neighbours is used to produce a finer grid. As the interoptode 
spacing (lOS) is often larger than the spatial resolution afforded by the measurement 
system (the Hitachi OT system has a fixed IOS of 30 mm), it is more appropriate to 
break down each channel into smaller pixels to better identify any focal change in the 
haemodynamics. It is important to consider the spatial information which could be 
revealed using the existing OT technique and a smoothed map of the brain activity to 
facilitate the RFT correction for multiple comparisons. The position of each optode can 
be measured using an electromagnetic tracking device (Isotrak II, Polhemus, United 
States) which provides the 3D coordinates of the optodes pixels (in red and blue as 
shown in Figure 8.5). The same interpolation technique can be applied to derive the 3D 
positions o f the channels (in yellow), where each point is assumed to be at the centre 
between each source-detector pair. To mask out any irrelevant pixels (outside the two 
“hemispheric” squares as shown in Figure 8.5), a “Not-a-Number” (NaN) value is 
assigned on the configured grid. This allows SPM to identify regions which are not 
spatially correlated during the analysis. In this particular example with a 3x3 optode 
configuration, there was a total number of 50 pixels, which consists of 24 measurement 
points (with unknown optodes positions) and 26 unknown values (with measured 
optodes positions). The unknowns were subsequently derived using the nearest 
neighbour interpolation technique.
The procedures to analyse the new images were also improved under the recent 
development o f SPM-OT: In considering the typical neurovascular response, SPM-OT 
provides an option to re-sample the optical data to a level similar to that of the repetition 
time (TR) used in fMRI. Each SPM brain map is tagged sequentially and it is vital that 
the images are generated in a correct sequence as each of these maps is being selected 
based on its header information during the specification of the design matrix. It is also 
possible to choose the spatial configuration of the SPM map depending on the optodes 
configuration. At present, the maps are configured primarily based on the Hitachi OT 
systems but future plans will include making the configuration options more flexible to 
accommodate the configurations of other OT systems.
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Figure 8.6: Screenshot o f the SPM canonical HRF (blue) plus temporal (red) and dispersion (green) 
derivatives to model the HbO: response over the five blocks for l-flap task (see Section 7.5.1). Note that 
the HRF is modelled with a 20-second duration which is different from impulse response in Figure 8.3.
Figure 8.6 shows the canonical HRF used in SPM-OT to model the AHb02 signal 
during a “box-car” design for a left finger tapping task (see Section 5.7.4 for 
description). Each scan represents a time point (l second per scan) as the OT data has 
been downsampled to I Hz before the images were generated. An advantage of using 
the OT technique to map the neurovascular response is that it is able to monitor both the 
AHb02 and AHHb signals simultaneously. Hence in the new development, SPM-OT 
offers the possibility to model the two chromophores (and also AHbT) using the GLM 
approach. We model the two functional OT responses as a mixture of two gamma 
functions. Note that although the response function in Figure 8.6 looks different to the 
one in Figure 8.2, it is the same. The difference is that the model in Figure 8.6 has been 
convolved with a block stimulus lasting seconds whereas Figure 8.2 shows the impulse 
response.
Unlike in the SPM analysis of fMRI data where a global normalisation is recommended 
to threshold the BOLD response from the extracerebral volume, this procedure is not 
necessary for the analysis of OT data. SPM estimates the size of the experimental 
effects from the residuals with the combination of the maximum number of explanatory 
regressors using Restricted Maximum Likelihood (ReML) for each voxel, in which one 
or more hypotheses can be specified. The associated parameter estimates are the
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coefficients that determine the mixture of basis functions that best model the HRF for 
the voxel in question.
Towards the end of the image processing procedure where the number of topographic 
images generated will correspond to the number of OT samples, SPM-OT will generate 
a vector o f the stimulus onset (a pre-requisite for the design matrix in order to model the 
HRF). The recent version of SPM allows the user to save a design model and applies the 
model to all the subjects within the study group. The same procedure applies to the 
contrast weightings when the user specifies the regressors for statistical inference. SPM 
has provided a comprehensive documentation on its available functions and hence these 
steps will not be described in this thesis. The procedures to specify the design matrix 
(1st level) for each subject were exactly the same as previously described and depending 
on the number of explanatory variables in the model, the estimation process uses the 
ReML method to find the best fit between the predicted model from the specification 
and the OT data. A classical univariate test statistic can then be formed to examine each 
voxel and the resulting statistical parameters are assembled into a SPM image. The 
SPM results from the Is* level analysis can be carried forward to the next level to 
conduct a 2nd level (inter-subject) analysis and to make inferences about the population 
from which the subjects are drawn.
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Figure 8.7: The response Junction (in grey line) predicted by SPM for the most significant pixel o f the 
Hb02 signal during repetitive finger tapping task.
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Figure 8.7 shows the Fitted output response from the SPM analysis on the most 
significant pixel (denoted by the red arrow in Figure 8.9a) for the HbC>2 signal against 
the model predicted by SPM (in grey line). The raw HbC>2 data (from the OT 
measurement) has been normalized within each experimental session in SPM such that 
the activations can be expressed as percentage changes. Also, plotting functions in SPM 
usually remove confounds before plotting, e.g. the mean or low-frequency drifts if 
specified in the temporal linear model.
There are two modes available for the user to plot the statistical results. The statistical 
results from the SPM analysis can be plotted as planar statistical maps using the SPM 
interface (Figure 8.9). fOSA provides the facility to import and display the statistics 
from SPM and to facilitate more complex analysis. SPM-OT provides an option to 
display the 2D statistical results in 3D space, given the positions of the optodes 
placement (Figure 8.8). The channel- and optode-positions are registered as vertices 
points and the faces on the vertices are based on the SPM results. The advantage of this 
approach is that it could eventually allow the SPM results to be mapped onto an 
anatomical brain map to localise the activation regions. Finally, there is an option to 
display and exports the results in numerical form to allow the user to perform further 
statistical analysis where necessary.
Figure 8.8: Statistical map o f the t-result plotted in three dimensional space. Positive t-score for Hb02 
signal = significant increase in Hb02 signal and positive t-score for HHb signal = significant decrease in 
HHb signal.
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8.8 V alidation with Experim ental D ata and  Results
In order to validate the algorithms for the SPM-OT program, a comparison was made 
between the results obtained from the SPM-OT method and the method described by 
Sato et al. (2006) in the study from which the dataset was taken. The results o f the 
analysis of the experimental time-course data processed using fOSA were used for the 
SPM analysis (see Section 7.7). In Sato’s paper, he employed a “peak search” technique 
and selected a 25-second window which could vary within the fixed 35-second averaged 
“activation” block, based on the assumption that there was variability in haemodynamic 
response between the subjects, any spontaneous oscillations would be reduced with a 
25-second block and that the “area under the curve” would be maximum during the 
selected time period. In their analysis, a paired t-test (p<0.1) between the pre-defined 
rest and the selected activation periods was conducted over the five repeated blocks to 
determine the significance for each task.
As the two tasks were conducted in separate trials, SPM-OT first combined the data 
sequences as one continuous vector for AHb02 and AHHb concentration data. Note that 
SPM provides a flexible approach to incorporate the experimental data; it is able to 
accommodate different data lengths with varying stimulus onset periods in its model. A 
canonical HRF (presented in SPM) plus its latency and dispersion derivatives were used 
as the basis functions for the AHb02 response model. To illustrate the flexibility of the 
software, a second similar but inverted canonical HRF plus its two derivatives were 
used for the AHHb response model.
(a) HbO: t-map for /-Hap task (b) HHb l-map for /-flap task
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Figure 8.9: (a and b) show the SPM t-results for the l-ftap task for AHb02 and AHHb signals respectively, 
(c and d) show the SPM t-results for the r-ftap task for AHb02 and AHHb signals respectively.
Figure 8.9 shows the HbC>2 and HHb statistical maps for the (a and b) /-flap and (c and 
d) r-ftap tasks. The reported t-results were p-corrected using family-wise error 
correction (a ^  0.05) and analysed at “pixel” level. Statistical results from the analysis 
showed a significant effect over the right cortex at toxyHtxhi6 = 19.02 (peer ^0.001) and 
tdeoxyHb-chi6 = 12.79 (pcorr ^0.001) when the subject performed the /-ftap task and at
t o x y H b - c h 8 - 9  = 17.26 ( p c o r r — 0.001) and t d e o Xy H b - c h 8 - 9  — 5.68 (Pcorr^ O.OO 1) On the le f t  COlteX 
when performing the r-ftap task.
From the statistical t-results using SPM-OT, several observations can be made about the 
analysis o f the experimental data from the finger-tapping task: 1) the positive t-results 
demonstrated the expected contralateral activation on both /-flap and r-ftap tasks, thus 
suggesting a significant increase in Hb02 and a decrease in HHb during the tasks which 
is in agreement in terms of laterality with Sato’s results and with another previous study 
(Maki et al. 1995); 2) While the highest significance pixel was found to be in the same 
channel for both Hb02 and HHb maps in the /-ftap task, there seemed to be a variability 
for the r-ftap task, more so on the Hb02 signal; and 3) the higher t-results as shown on 
both Hb02 and HHb maps when performing the /-ftap task, would suggest that the 
subject had a more pronounced haemodynamic response to this motor task when the 
right hand was used. To illustrate the significant activated regions on the left 
sensorimotor area by estimating the optode placement (not measured in the study),
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Figure 8.10 shows the possibility of extracting the 2D t-results from SPM and 
superimposing them onto a SPM brain map.
Figure 8.10: SPM t-result superimposed onto a canonical SPM brain map showing the effects on the left 
cortex (measurement area highlighted in green) when the subject performed the r-ftap task.
We have shown from the /-ftap task that the most significant channel is close to channel 
16 when using the SPM-OT technique compared with channel 18 which was chosen by 
Sato et al. in the original study. The spatial difference between these two channels is 
estimated to be 21 mm. Whilst this validation test is not intended to compare the 
different statistical test methods but to provide an alternative approach to the analysis of 
functional OT data, it is questionable if it is appropriate to selectively obtain the 
maximum area under the curve during activation for this finger-tapping study. This 
latter approach could mean that different activation periods would have been used for 
the group analysis due to inter-subject variations in the haemodynamic response. In 
addition, for changes in the haemodynamics associated with more subtle cognitive 
processing tasks, Sato’s peak search approach may not be suitable. Since both methods 
were using the same t-statistics approach, the difference could be that the SPM 
methodology provides a more stringent test approach which not only make corrections 
for the spatially resolved data but also models the response function over the whole time 
period, hence resulting in a reduction in occurrence of false positives.
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8.9 Lim itations o f the SPM -OT approach
The main intention o f this part o f the thesis was the development of SPM-OT to use the 
SPM approach to provide robust statistical inference about the spatially resolved optical 
data. The approach taken was to use the well-established SPM procedures and 
algorithms and to manipulate the functional OT data to suit the SPM analysis. In doing 
so, the SPM-1MRI approach was adopted as a stepping stone to model the 
neurovascular response since both modalities measure the same haemodynamic 
response due to the neuronal activity. In the current GLM approach, the optical data 
were modelled against the basis functions that are currently used in fMRI analysis. The 
use o f the canonical HRF assumes that the vascular change in Hb02 response measured 
with OT share the same response function as the BOLD signal in fMRI analysis (which 
is largely dependent on HHb signal). Much of the future work will involve looking at 
ways to implement a more appropriate model that represents the unique Hb02 and HHb 
functional responses measured with OT and the use of a more complete physiological 
model.
In addition, the spatial specificity that OT can provide has been overestimated in the 
current SPM-OT approach. The current implementation states that each measurement 
channel is represented by a pixel with a square area of 22.5 mm. This would assume 
that the cortical area underneath the scalp has an activation region of similar dimension. 
Using a square pixel to represent each channel of the OT signal underneath the cortex 
remains questionable and further improvement is necessary to represent the actual shape 
of the diffuse optical signals. There are ongoing debates on the question o f the 
specificity that can be obtained using OT and it has been suggested that a more 
appropriate analysis would be to adapt the SPM-EEG approach since both approaches 
are measuring the cortical activity from the scalp surface. To reduce the ambiguous 
source localisation problem, SPM uses the informed basis function approach to set the 
spatial priors and reduce the solution space (Philips et al., 2002). Basically, it sets the 
“hard” constraint based on the anatomical information to reduce the source distribution 
problem and utilises the “soft” constraint based on the other functional imaging 
information to impose weighting on the localisation. Moving forward, further 
improvement of SPM-OT will include looking at how SPM has been used to analyse 
other functional neuroimaging data and where appropriate to incorporate these methods.
S ta t is t ic a l  P a r a m etr ic  M a p p in g  o t  ( ) I  S ig n a ls  C h a p t e r  8 220
8.10 Sum m ary
This chapter has described a new statistical approach to the analysis of OT data, an 
approach which has been implemented for use with other functional neuroimaging 
techniques. Unlike conventional voxel-wise t-test method which determines the 
variance between different brain activity states, SPM employs a model approach to 
analyse each brain voxel, taking into consideration the spatial influence from its 
neighbours by estimating the smoothness of the spatially extended data. The 
methodology places its focus on deriving the best estimation of the observed response, 
rather than finding a suitable test method to assess the hypothesis. The GLM approach 
used to model data types from other modalities have been used in the analysis o f OT 
data. Compared to the SPM-fMRI analysis, SPM-OT provides the possibility to analyse 
both the Hb02 and HHb signals in a single design matrix for each pixel. This adds to the 
advantage o f localising the functional activation response measured using OT.
The current SPM-OT methodology has been reviewed by the SPM team in UCL and its 
software has been tested with an established dataset and more recently been used in the 
analysis of the functional study o f twins. Nevertheless, there are further improvements 
to be made; in particular looking at the way SPM has been applied to other imaging 
modalities. One practical approach to improve SPM-OT will be to incorporate 
functional and anatomical constraints (from other imaging modalities) as prior inputs to 
the SPM-OT analysis. The possible future work will be discussed in Chapter 10. To 
summarise the current status o f the SPM-OT project, the application of SPM has been 
shown to be suitable for analysing the spatially resolved optical imaging data. While 
there are various different approaches to generating the SPM maps and to illustrate the 
statistical results, the recent development of SPM-OT has provided a reliable method 
for processing and analysing the observed response from the OT measurement.
The latest implementation o f SPM-OT will increase the list of statistical approaches 
which are available in the fOSA software. The SPM-OT software will be released as 
part o f the fOSA software package as an open source software for the OT community. 
Ultimately, SPM-OT should enhance the robustness of making inference on the 
functional response measured by OT and at the same time reduce the complexity of 
statistical analysis and hence make future NIRS data processing more approachable.
CHAPTER 9
Development of a Dynamic 
Calibration/Test Phantom
9.1 Introduction
While the spatiotemporal pattern of the brain response to a task is thought to be fairly 
well-understood and has been closely investigated in our experimental studies, these 
physiological signals remain unpredictable and show a significant variation between 
subjects. Hence the use of in vivo data to determine the characteristics of the OT system 
is not possible. The development o f most imaging systems requires the use of tissue 
simulating objects (or a tissue phantom) that are capable of providing realistic changes 
in attenuation properties during the calibration process. In the case of the Hitachi ETG- 
100 OT system, the light sources need to be calibrated on a regular basis to ensure that 
they are operating within the range allowed by the American National Standards 
Institute (American National Standards Institute, 2000) but this only tests one static 
aspect o f the system performance. In other clinical applications, it is necessary to ensure 
that a wide range o f minimum performance criteria are met before the systems can be 
used on patients. In general, this is done using a variety of phantoms which have been 
developed. These phantoms are commonly used during:
1. testing design prototypes and validation of physical assumptions,
2. optimising the performance in existing systems,
3. performing routine calibration and quality control, and
4. evaluating the performance and comparing between different systems.
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Many useful optical phantoms with a wide range of scattering and absorption properties 
that are characteristic of biological tissues have been developed in recent years, 
although these generally have static properties that are not spatially variable. Optical 
phantoms for NIRS studies were first developed for breast imaging studies (Linford et 
al., 1986) and subsequent research into different types of optical imaging techniques has 
led to a generation of other different types of tissue phantoms. Many of these 
developments have focused on exploring phantom materials and designing regular­
shaped objects with specific attenuation properties. There has been considerable interest 
in developing phantoms which use biological molecules like haemoglobin and melanin 
as absorbing components (De Grand et al., 2006) and the generation of hybrid phantoms 
for multimodality imaging (D'Souza et al., 2001). The classical phantom typically 
consists o f a volume with several layers having different but homogenous optical 
properties (i.e. absorbance and scattering coefficients) matching those o f the specific 
tissues (Firbank and Delpy, 1993). However, in approaching a more realistic simulation 
o f the head, the signal attenuation should be able to change with time and to vary 
between different brain regions. Simulation o f such varying physiological signals can 
not be carried out using the existing static phantom approach. Hence there is a need for 
a phantom that can reproduce these spatially and temporally varying tissue properties in 
a controlled manner.
This chapter will describe the development of a dynamic phantom which meets many of 
these characteristics. Firstly, an overview of the composition and properties of the tissue 
phantom is provided. The procedures and recipe used to construct the dynamic phantom 
will then be described. Finally a series of tests have been conducted to validate the 
performance o f the dynamic phantom and these results are discussed.
9.2 O ptical Properties o f  Tissue Phantom s
The typical optical properties o f tissues have been reviewed elsewhere (Cheong et al., 
1990). To match the optical properties of tissue requires in phantoms, a comprehensive 
understanding o f the physical and biochemical characteristics of tissue that influence its 
interaction with light. Light scattering in tissues results from the interaction o f light with 
the complex microscopic cellular structures and can be interpreted in terms o f scatterers
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with a broad range of size distributions (van de Hulst, 1981). As previously described in 
Section 4.4.3, a common approach to modelling scattering in tissue has been to employ 
Mie theory, which treats scatterers as isolated spheres with a given size and refractive 
index relative to the surrounding medium. If a phantom is required with a specific 
scattering phase function, then it is essential to select appropriate scattering particles 
with accurately known sizes. For small scale application (where the pathlength is less 
than a few millimetres), it is important to match the absorption coefficient (fia), 
scattering coefficient (p*) and anisotropy factor (g).
However, for the majority of optical imaging and spectroscopic applications where the 
source-detector separations are sufficiently large to assume that the detected light is 
effectively diffuse (i.e. can be described by an isotropic scattering process with a 
reduced scattering coefficient), it is possible to ignore the actual scattering phase 
function o f the tissues and the scattering properties can be characterised in terms o f the 
transport scattering coefficient ps'= /^ l-g ) . The most common solid optical phantom 
therefore consists o f an epoxy resin containing titanium dioxide scattering particles and 
a N1R absorbing dye. A typical refractive index for these standard epoxy phantoms is 
approximately 1.56 (at 800 nm) and the mean cosine of scatter (g) is about 0.5 (Firbank 
and Delpy, 1993).
9.2.1 Types o f Optical Phantom Composition
In general, three different elements are needed to form a tissue phantom, namely the 
matrix material which forms the bulk of the phantom, the scattering agent and the 
absorbing agent which in combination typically make up less than 5 % of the total 
volume. This section briefly summarises the phantom materials commonly used but a 
comprehensive review has been provided elsewhere (Pogue and Patterson, 2006).
There are several different forms o f matrix materials which can be used to create a 
phantom. While the water based phantoms have been shown to react well with 
erythrocytes (Kienle et al., 1996) and lipid based solutions provides a good mix and 
have little effect on the refractive index (Pogue et al., 2000), hydrogel based material 
give a semisolid feel, with gelatin and agar as commonly used alternatively. These 
allow the inclusion o f organic molecules (Quan et al., 1993) and also provide a good
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model o f the thermal properties of the tissue (Iizuka et al., 1999). A recent phantom 
development using a polyvinyl alcohol (PVA) gel that readily deforms under pressure 
has been shown to provide a useful option for optical studies on irregular geometries 
(Hebden et al., 2006). A more solid matrix option is to use polyester resin materials 
mixed with a proportion of hardener. The matrix medium has been shown to mix well 
with most additives and produce a homogenous mixture with stable optical properties 
(Firbank and Delpy, 1993). The procedure to formulate the resin is described later.
The choice o f scattering agents depends on the phantom application. Lipid based 
emulsions offer a close resemblance to the scattering effect found in biological tissue 
(Flock et al., 1992), while polymer microspheres provides an excellent theoretical 
predictability and reproducibility due to the good quality control over their particle size 
and refractive index (Firbank et al., 1995a). However, a more common option is the use 
of titanium dioxide or aluminium oxide in powder form or in a liquid form of a white 
pigment which produces a relatively flat but high scattering effect (Firbank and Delpy, 
1993).
There is a limited range o f absorbers with India ink and near infrared dye being the most 
commonly used options to increase the absorption coefficient, as they provide a 
relatively flat absorption spectrum in the NIR region. It is also possible to add organic 
components like erythrocytes to water based matrix solutions (Hull et al., 1998). It is 
worth mentioning that both the recipes and procedures used to construct the phantom 
play an important role in obtaining the right optical properties.
9.2.2 Factors to C onsider in Phantom Design
In choosing the materials for the phantom, several factors will need to be considered, 
including the wavelength range, the required geometry and compatibility between the 
different materials used. As proposed by Pogue and Patterson (2006), an ideal phantom 
should fulfil the following conditions:
1. absorption and scattering properties close to that of the tissue
2. wavelength dependence o f these optical properties that can be altered
3. a refractive index close to that of tissue
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4. an ability to incorporate regions with different attenuation properties
5. optical properties that are stable over time and under different environmental 
conditions
6. an ability to incorporate random motion effect of particles (i.e. Brownian 
motion)
7. ease o f manufacture and transportation
8. inexpensive to produce.
In addition, an ideal phantom should include the possibility to incorporate biologically 
relevant molecules and have surface and thermal properties close to those o f the 
biological tissue. These properties are often prioritised according to their intended 
applications. These factors formed the backdrop to the work described here which was 
to design a phantom suitable for dynamic testing of OT systems. In this specific 
application, the phantom should enable real time simulation of the changes in 
attenuation that occur during cerebral evoked responses. This “ideal” phantom should 
allow us to have good control of well-characterised optical properties in both static and 
dynamic m odes over a reasonable period of time.
9.23 P roblem s with Existing Phantoms
To date, the optical properties found in most phantoms have been static; their properties 
have been defined during their manufacture and the attenuation generally remains 
homogeneous across the phantom surface. To achieve a dynamic variation of the optical 
properties from multiple layer of tissues, movable rods are typically inserted into holes 
left in solid phantom s (Figure 9.1a) (Yamamoto et al., 2002) or are permanently cast 
into a multilayered structure from the base epoxy resin (Okada et al., 1997). A 
commonly used approach to dynamic phantoms is to circulate or stir a solution 
containing a mixture o f  absorbers and scatterers with a motor or pump (Figures 9.1 b and 
c). While the former approaches will provide a well-defined optical contrast between 
different layers, they are generally unable to simulate a consistent time-varying change. 
The latter approaches seem to compensate for this shortcoming, however they have no 
proper control o f the signal latency and achieving both spatial and temporal changes in 
attenuation properties rem ains a difficulty.
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Figure 9.1: Examples o f the various types of dynamic phantoms.
9 3  Design of a Dynamic Phantom
The simplest approach to attempting to produce a phantom which would enable rapid 
and spatially varying changes in attenuation is to start with an existing design of 
multilayer phantom and to insert an additional layer of material within it which can alter 
its optical properties in a controllable manner. A Liquid Crystal Display (LCD) seems 
to fit many of the requirements for such an inserted layer since:
1. It relies on external light to provide the image and it does not emit light
2. It has a layer o f light-polarising liquid molecules whose orientation is 
electrically controlled
3. It can change these properties rapidly.
Importantly in trying to simulate the type of physiological signal changes that the 
continuous wave Hitachi system monitors, it is not necessary to determine the absolute 
optical properties, only the changes in optical attenuation. By switching the voltage 
applied to different pixels in an LCD graphical display, it should potentially be possible 
to simulate the temporal and spatial characteristics of the blood flow changes.
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In considering the reflectance type of measurement that is employed in the current OT 
systems, the phantom design will need to include a top layer of epoxy resin (to represent 
the attenuation due to extracerebral layers) with a reasonable thickness to allow 
sufficient light to reach the LCD. To ensure that the light stays within the deeper lying 
elements of the phantom, the “base block” has to be sufficiently thick to ensure light is 
scattered back to the surface and light loss to the boundary is small. The LCD has to be 
as thin as possible to reduce the effects of lateral light piping (due to the clear layer of 
LCD glass). The shape of the solid block is determined by the dimensions of the LCD 
glass but there must be sufficient overlap around the LCD to shield the display from 
ambient light. Using black foam to enclose the LCD is a good option to do this because 
it helps to protect the glass surface from extreme compression while shielding the 
display from external light. Figure 9.2 shows the configuration of the phantom which I 
have chosen for the current prototype.
Top epoxy re*m 
LCO
Bottom epoxy reem
Figure 9.2: Schematic o f  the setup for the dynamic test phantom used in the current study.
9.3.1 The Liquid Crystal Display
A standard liquid crystal display (LCD) works by altering the direction of polarisation 
of the incoming light and utilises a special kind of liquid crystal (LC) material that 
produces the birefringence effect (Kawamoto, 2002). The process is generally referred 
to as polarisation where the elongated crystal molecules twist naturally between two 
perpendicular extremes. There are a wide range of different LCD configurations
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currently available which include active matrix displays where each pixel is controlled 
by one or more Thin Film Transistors (TFT) and passive matrix displays like the Super 
Twisted Nematic (STN) display where the contrast is improved by the extended 
twisting angle of the LC. However, a detailed description of these LCDs will not be 
given here.
In its most basic form of LCD construction, a Twisted Nematic (TN) display is made up 
o f several layers of different materials where the central layer consists of an array of 
electrically-controlled molecules trapped in cells between two glass plates and 
polarizers (Figure 9.3). The axes of the two polarising sheets are placed such that they 
are aligned perpendicularly to each other. Each cell is supplied with an electrical contact 
that allows an electric field to be applied to the LCs inside. Under normal circumstances, 
light is polarised by the top polarizer, rotated through the natural twisting of the liquid 
molecules and then passes through the bottom polarizer. In a reflective display, a rear 
mirror reflects the polarised light back to the viewing surface.
Votao«
\  /
Top polarizer Glass plates Rear polarizer Reflector
Figure 93: Schematic o f the light polarisation in a typical TN display.
When an external voltage is being applied to the selective cells (through the voltage 
difference between the two sets o f electrode), a torque acts to align the molecules in the 
direction of the excited field and this reduces the rotation of the polarization of the 
incident light. As a result, polarised light emerges perpendicularly to the second 
polarizer and hence can not be transmitted through i.e. it acts as a variable optical 
attenuator. By adjusting the voltage level, different levels of grayscale can be achieved.
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At the point where the threshold voltage is reached, the LC are fully untwisted and this 
results in a dark cell on the display. It is also possible to align the two polarizers and this 
results in a reverse of the polarisation process described above.
In our application, the graphical display in the dynamic phantom has to be transparent in 
order to allow light to pass through the LCD and reach the bottom section o f the 
phantom and hence be scattered back to the surface for detection. The circuitry to drive 
the display should also not obstruct the light path. The PhD project involved finding an 
appropriate design of an existing LCD of suitable size and modifying it to suit our 
specific application.
Mode of Display
A transmissive mode display utilises a backlight to provide illumination through the 
bottom glass. A reflective mode display makes use of ambient light which is reflected 
back through the display by a mirror. The reflector is usually integrated with the rear 
polarizer. The contrast is lower in reflective mode displays but they consume less power. 
Transflective mode LCDs use a combination of transmissive and reflective mode, 
compensating for the variation in ambient light levels.
There are several ways to mount the drive circuitry and this determines the location of 
the controller board. The cheapest option uses a chip-on-board (COB) mounting where 
the controller is located directly behind the display. Other forms of chip mount include 
chip-on-glass (COG), tape automatic bonding (TAB) and chip-on-film (COF) where the 
chip is either mounted on the glass substrate itself or stuck on a connecting tape and 
driven using an external controller board. While there are other considerations in 
choosing the appropriate LCDs, which include their temporal response, spatial 
resolution, viewing angle and power supply requirements to the display, these factors 
are less critical in our application.
9.3.2 M odification o f  the Standard LCD
For application in this phantom where the light source is provided by the optical 
topography system, the LCD display should not incorporate any backlight since the 
main objective is to detect the attenuation o f the light from the OT system sources. One
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way to achieve this is to remove the mirror from a reflective LCD module. It is however 
usually the case that the reflector layer and the rear polarizer come together as a single 
component in which case, a separate polarizer sheet has to be added and positioned with 
its polarisation perpendicular to that of the top polarizer sheet. Although the same effect 
can also be achieved with a transmissive mode LCD module by removing its backlight, 
this is more difficult since the drive circuitry is usually mounted directly behind these 
displays.
The most effective solution to the problem was therefore to construct a “transparent” 
LCD by modifying a standard reflective or transflective LCD module whose drive chip 
is mounted either on the edge o f the glass substrate or on a separate PCB. The rear 
reflective layer would be replaced with a clear polarizer and the controller board could 
then be placed some distance away from the phantom, connected to it by a flexible PCB. 
The graphical display is then sandwiched between two blocks of solid tissue simulating 
phantom material and programmed through an external controller to enable spatial and 
temporal modification o f attenuation in real time.
9 .3 3  Specification o f the LCD and Controller Module
Taking the above factors into consideration, a QVGA (resolution: 320 x 240 pixels) 
transflective mode LCD (Nan Ya Plastics Corporation) was selected for use in our study. 
This 2.2 mm-thick display (active area: 76 x 57 mm) uses a COF configuration with 18- 
pin Zero Insertion Force (ZIF) edge connector through which it is linked to an external 
controller. The LCD is driven by an input voltage of 4.5 Vdc. For this PhD project, an 
external controller board (CB-GT380, Amulet Technologies Limited) was selected to 
drive and control the graphical display. The board includes a socket to facilitate 
backlight illumination (not used here) and the LCD contrast can be adjusted using a 
potentiometer. The controller board flash memory is programmed via a RS232 
connection. Figure 9.4 shows the setup for the dynamic phantom study.
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Figure 9.4: Experimental setup for the dynamic test phantom study.
9.3.4 Simulation Software
While there are different ways of programming the graphical display, the following 
approach was used for the current studies. First, the graphics were drawn to scale based 
on the resolution o f the LCD using Photoshop (Version CS2, Adobe) and animations 
were produced using a GIF animations software (Easy Gif Animator). A HTML text file 
was then generated (Windows WordPad, Microsoft) in the specific format and compiler 
software (Amulet HTML Compiler) was used to program the HTML script into the 
flash memory o f  the controller.
9.3.5 Procedures and Recipe for Construction of the Solid Phantom
The Biomedical Optics Research Laboratory (BORL) in UCL has the facilities and 
materials to construct solid phantoms having optical properties that match those of 
human tissues. For this application, the optical properties of the solid blocks should 
approximate those o f the skin, skull and cortex, but previous studies have shown that 
similar results can be obtained with a single material having suitable optical properties 
(Hebden et al., 1995). The recipe used to construct the solid phantom has previously 
been published (Firbank et al., 1995a; Firbank and Delpy, 1993). Of all the matrix 
materials which had been considered earlier, an epoxy resin block with p a = 0.01 mm'1 
and ptf — 1.0 mm 1 was considered most suitable for the current application. A 
concentrated dye solution with suitable near-infrared absorbing properties (Pro Jet
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900NP Zeneca Ltd.) was selected as the dye. This was mixed thoroughly in a measured 
volume of epoxy resin (MY 753 Aeropia Chemical Supplies) using an ultrasonic bath to 
ensure that the agents were evenly spread in the solution. A Superwhite polyester 
pigment made o f titanium oxide particles is used as the scatterer (Alec Tiranti Ltd.) and 
this is also mixed with the resin. A hardener (XD 716 Aeropia Chemical Supplies) was 
subsequently added to the mixture, with a resin-to-hardener ratio o f 3:1. To avoid the 
formation o f air bubbles trapped within the resin which would otherwise form regions 
of inhomogeneity in the optical properties, the solution was degassed by placing in a 
vacuum chamber evacuated by a rotary vacuum pump. The resin mixture was then 
poured into a plastic mould and left to set at room temperature. The final step in the 
procedure involved the mechanical machining of the solid phantom to the required 
block shape. The dimensions of the base block were 110 (mm) x 90 (mm) x 30 (mm) 
and o f the top block 110 (mm) x 90 (mm) x 5 (mm).
Upon completion o f the phantom construction, its absorption and scattering coefficients 
were confirmed by experimental measurements using a time-resolved transmission 
measurement by MONSTIR (developed at UCL (Schmidt, 1999)). The test result 
showed that the variation between expected and measured coefficients was less than 
5 % which was thought to be acceptable.
9.4 Validation Test on the Dynamic Phantom
The MONSTIR system was used to evaluate the time-resolved diffuse reflectance o f the 
dynamic phantom with and without the inclusion of the LCD. This test was not intended 
to measure the absolute attenuation properties of the phantom but to investigate the 
effect o f the non-scattering glass layer in the LCD on the lateral diffusion of photons. 
For this study the LCD was not powered up and the dynamic phantom was configured 
as shown in Figure 9.2. Using the time-resolved MONSTIR system, the following two 
measurements were made:
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1. A “Reference” measurement, obtained by placing the source-detector pair 
(interoptode spacing of 25 mm) on the bottom of the phantom and hence 
measuring the time-resolved diffuse reflectance solely due to the epoxy resin.
2. An “LCD” measurement, obtained by switching the optode pair to the top of the 
phantom and hence measuring the time-resolved diffuse reflectance of the epoxy 
resin together with the LCD inclusion.
fi ..
Figure 9.5. A TPSFfrom
Each data set was collected and averaged over a period of 30 seconds and the temporal 
profile (i.e. the TPSF) was plotted, as shown in Figure 9.5. The time-resolved profiles 
were normalised to provide a peak intensity of unity. The TPSFs show a difference in 
mean time of flight <t> between the “LCD” (1.313 nS) and “Reference” (1.551 nS) of 
which can be estimated to be 0.238 nS. Since the mean TOF provides a good estimation 
of the differential pathlength factor, the result shows that light penetrates deeper into the 
solid epoxy resin and hence takes a longer time for the light to be detected. The shorter 
transit time and narrower width of the TPSF in the “LCD’ test data shows that the 
presence o f the clear glass later in the display provides a shorter overall path for the 
returning photons, as can be seen from the shorter mean time. The photon count for the 
“LCD” data was approximately 466,770, about a quarter of that measured during the 
Reference test (1,798,055), indicating the heavy loss of light due to the effect o f the 
polarising films in the display. These observations can best be explained using the 
schematic diagram shown in Figure 9.6.
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the measurement o f  dynamic phantom with and without the inclusion o f  LCD.
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Figure 9.6: Schematic o f  the light travelling through the dynamic phantom, (a) The sensitivity o f  intensity 
without the influence o f  LCD and (b) shows the effect o f  light attenuation with the inclusion o f  LCD.
Figure 9.7 shows the spatial sensitivity profile for a variety of head models with 
different thickness of the CSF layers (0.5 mm, 3 mm and 5 mm) using Monte Carlo 
simulation (Okada and Delpy, 2003). The simulation results showed that the lateral 
spread o f  light increased with increasing CSF thickness, but the depth of penetration 
into the brain white matter region did not increase, hence suggesting that the effect of 
the CSF layer is to effectively broaden the spatial sensitivity profile but not increase the 
penetration depth. These results are similar to those obtained in our situation with the 
additional clear layer of LCD glass. The reduction in penetration depth is not a critical 
issue in our application and indeed may more closely reflect the situation that exists in 
the head where there is a clear CSF later between the skull and the cerebral cortex. It is 
however clear that from these results that the presence of the LCD display has a 
significant effect on the overall attenuation.
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Figure 9.7: Spatial sensitivity profiles with different thickness o f the CSF layer using Monte Carlo 
simulation (Okada and Delpy, 2003).
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9.5 Experiments with the Dynamic Phantom
Following this preliminary test, a series of studies were designed to achieve the 
following objectives:
1. To prove the concept o f dynamic phantom
2. To assess the simulated results against in vivo data
3. To determine the system stability
4. To determine the temporal response and attenuation contrast of the LCD
5. To identify any limitations of the dynamic phantom.
Further work to try and accurately simulate the complex nature o f the true physiological 
signal is necessary but is beyond the scope of this thesis. Further improvements to the 
existing phantom design are discussed in Chapter 10.
All the experimental data were collected using the Hitachi ETG-100 OT system. Due to 
the limited area o f the graphical display, only three sources and three detectors were 
used in the study and this configuration enabled us to produce a spatial map for seven 
channels with a fixed optode spacing of 30 mm (Figure 9.8). The laser sources were 
calibrated prior to the tests, hence making sure that any difference in intensity between 
the sources was kept to a minimum. No post processing was applied to the attenuated 
signals (e.g. no conversion to chromophores concentration or signal filtering). The 
results presented here are from the light intensity measurements of the 780 nm- 
wavelength source, expressed in arbitrary units. To determine the contrast (i.e. intensity 
difference between two different conditions) the detected intensities were normalised 
with an “all-dark display" reference condition where all the pixels were activated and 
compared against for each measurement made.
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Figure 9.8: Channel configuration used in the current study.
9.5.1 Phantom Stability'
As part o f the validation, it was important to consider the overall stability of the 
dynamic phantom before proceeding on to the other tests. A 45-minute data set was 
therefore obtained from the dynamic phantom, which was made up of 10 minutes of 
pre-rest, 5 minutes o f post-rest and 30 minutes of activation (Figure 9.9a). For this test, 
the whole LCD area was switched from its “most transparent” (LCD0fr) to its 
“maximum dark” (LC D c) mode. To check that the attenuation from the dynamic 
phantom was stable within typical range of system drift and physiological drift that one 
would expect from an in vivo experiment, a simulated dataset consisting of five repeated 
blocks o f 10-second LCD0(rand LCD™ (Figure 9.10b) was compared with experimental 
data taken from a finger tapping task which consisted of five blocks of 30-second 
activation and 30-second rest for a total duration of 6 minutes (Figure 9.10a). A linear 
regression was fitted to the physiological experimental data (Figure 9.9b) to measure the 
slope o f the drift.
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Figure 9.9: Illustration o f  the (a) phantom drift and (b) physiological drift.
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Finger Tapping Task
Typical attenuation: 2 .1±0.15 (range 1 &-2.4) unit
Time (sec)
Figu rc 9 .10: Experimental results from  (a) a finger tapping task and (b) a simulated task.
9.5.1.1 In tensity  Range
The initial rest period data were used to estimate the pre-rest baseline. For the finger 
tapping data (Figure 9.10a), the baseline intensity ranged between 1.8 and 2.4 (mean: 
2.124 ± 0.15). In comparison, the data from the phantom (Figure 9.10b) showed a lower
IV % dopiuen t  of a i >>namic  les t  Phantom C h a p t e r  *■) 239
deviation (mean: 2.095 ± 0.02) but the overall attenuation fell within the typical range 
o f experimentally observed attenuations.
9.5.1.2 Signal Offsets
Despite having calibrated the laser sources prior to the study, the phantom results 
showed a variation in attenuation baseline between the seven channels, with Channel 3 
having the highest baseline (2.128) and Channel 6 the lowest (2.066). This probably 
indicates that there is a small variation in the contrast available across the LCD, but it 
may also indicate small variations in the coupling between the LCD and the slabs of 
phantom material.
9.5.1.3 Physiological versus Phantom Drift
Compared with the slope from the phantom (0.0008 unit/min), a significant drift was 
observed in the physiological experimental data (0.0657 unit/min). The slight difference 
in the drift on the phantom between the LCDon and LCD0fr states was considered to be 
negligible given the duration o f the measurement (the data collection for the phantom 
was for a period o f 7.5 times longer than that for the physiological measurement). The 
above results indicate that the phantom has the appropriate characteristics to simulate 
the effects o f physiological evoked responses. In particular,
1. the attenuation range obtained from the phantom measurement was close to that 
observed in the experimental physiological data;
2. the existence o f a spatial variation in offset was less than 2 % of the mean 
baseline. However, the baseline is corrected in the subsequent data collections, 
so that comparison o f attenuation differences can be made between the channels;
3. the effect o f any drift introduced by the phantom is considerably lower than that 
in the physiological signals. Hence the contribution due to the system drift o f the 
LCD and the phantom material was considered to be negligible.
9.5.2 C ontrast O ptim isation
Once the phantom stability had been established, it was necessary to calibrate the 
display driver to derive the optimal contrast between the LCDofrand LCD™ conditions
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and to optimise the balance between maximum temporal and spatial sensitivity. As will 
be shown later, a higher than optimal drive voltage can affect the temporal response 
since a higher electric field is then needed to untwist the liquid crystals. A circular blob 
(27 mm in diameter) was simulated on Channel 6 (Source 2 and Detector 3) and the 
simulated “blob” remained on throughout the measurement. By adjusting the 
potentiometer (hence the input voltage to control the grayscale) in steps o f five seconds 
duration, a total number of 30 step change measurements were made. Adjusting the 
potentiometer will also affect the overall baseline polarisation state o f the LCD. To 
determine the contrast difference between the blob and overall polarisation, Channel 2 
(Source 1-Detector 2) was used as a “reference” signal and the difference between the 
two channels was calculated (in blue). Figure 9.11 shows the time-course of the 
measured attenuation for the “reference” (in red) and the channel in which the blob 
contrast changes (in green).
Figure 9.11: Attenuation results fo r  contrast optimisation.
The attenuation time course shows that using the maximum allowable input voltage 
does not necessarily produce the highest contrast (i.e. once the input voltage exceeds a 
certain threshold, all the liquid crystals are effectively untwisted). The difference 
between the two channels (in blue) shows that the contrast peaked at about 47.6 % and 
this can be regarded as optimal contrast ratio. Any contrast below Y p^  would suggest 
that the molecules have not yet been fully untwisted and above that means the voltage 
reaches its saturation level. However, having determined the optimal contrast setting, it 
is also necessary to check if the LCD contrast affects the temporal response.
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9.5.3 Tem poral Response
It is important to balance the contrast sensitivity and the temporal response. This was 
tested by switching the pixels from LCD*, to LCD0fr across all the channels in blocks of 
10 seconds over five repeats and the mean response time was then calculated.
ifrUtww Time (1/10 sec)
(b)
R K t N mt
Time (1/10 sec) FtHtHM
Figure 9.12: Response time fo r  the LCD (a) when the voltage exceeds the threshold and (b) at the 
optimal voltage level.
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For the transition to full darkness (where a positive voltage helps untwist the molecule), 
the rise time (U) has been defined as the time it takes to reach 90 % of the maximum 
contrast. Likewise the fall time (tf) is defined as the time it takes to recover to within 
10 % to full transparency (Figure 9.12). The study was initially carried out with the 
drive voltage set to its maximum value, and then again using the value that gave optimal 
contrast as derived from the previous measurement. There are several observations that 
can be made from the temporal response shown in Figure 9.12a. Firstly using the 
maximum voltage, there was a notable step in attenuation level change before it reached 
the maximum contrast and this resulted in a delay of response time of about 2 seconds. 
The rise and fall response times appeared to be similar. The step in the response 
suggests that all the pixels could not achieve a full swing (maximum on/off) at the same 
time. This step disappeared when the test was repeated at the optimal contrast setting 
(Figure 9.12b). The improved response time showed that it took about 0.5 second to 
reach at least 90 % of the maximum contrast. The results are in good agreement with the 
specification data from the LCD manufacturer which quotes t, as 0.45 seconds and tf as
0.3 seconds at room temperature although our tests showed that both the response times 
were about the same. The slight discrepancy could be due to the sampling rate o f the OT 
system and the polarisation effect o f the liquid crystals at near-infrared wavelengths.
To validate these results, a second test was carried out to measure the peak contrast 
difference (Ypeak) as a function o f the applied voltage duration. All the signals were 
normalised to a reference (Ref) condition with LCD™ for five seconds (Figure 9.13).
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Figure 9.13: Contrast difference as a function o f  the applied voltage duration.
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tem poral
(sec) Ypeak (OD) ( Base~ u * -YP~k)
( B a s e ^ - Y ^ ] ^
I Ref J '
Ref 1.850 0.127 100.00
0.1 1.959 0.018 13.%
0.2 1.925 0.052 40.99
0.3 1.891 0.086 68.14
0.4 1.871 0.106 83.53
0.5 1.865 0.112 88.68
0.6 1.860 0.118 92.88
0.7 1.860 0.117 92.53
0.8 1.854 0.123 %.81
0.9 1.855 0.121 95.55
1.0 1.854 0.123 %.95
1.2 1.851 0.126 99.47
1.4 1.854 0.123 %.85
1.6 1.846 0.131 103.40
1.8 1.852 0.125 99.03
2.0 1.850 0.126 99.05
T a b le  9 .1 : Results o f the temporal response in reaching the peak contrast.
Table 9.1 shows the normalised contrasts averaged over all the channels against the 
pulse duration. The results show good agreement with the earlier findings that it takes 
approximately 0.5-0.6 seconds to reach 90 % of the peak contrast. In addition, this test 
seems to suggest a temporal response where the contrast initially starts to increase 
exponentially with increasing pulse duration until a point (beyond tf) when the response 
slows down before maximum attenuation is achieved.
9.5.4 Spatial Sensitivity
In most areas o f medical imaging, determining the spatial sensitivity of the imaging 
systems is the primary objective in developing a tissue phantom. Although the current 
study does not involve making complex simulations with irregular blob shapes, it is 
important to assess the relationship between sensitivity using controlled blob shapes, 
sizes and movement o f the blobs. In the following sections, the effect of each of these is 
described and the crosstalk between neighbouring channels is measured.
9.5.4.1 The Effect of Size
In theory, the size o f the attenuator should correlate approximately linearly with the 
measured attenuation changes. However, this assumption will only operate over a 
limited range o f blob sizes, since in a scattering medium light can take various routes 
between the source and detector including paths which do not pass through the blob.
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Hence the test measured the detectable blob contrast for each size of inclusion in the 
phantom that could be measured by the Hitachi system. With a fixed interoptode 
spacing o f  30 mm, the measurement started with a circular blob having a diameter o f 27 
mm placed centrally between the optodes (making sure that the optodes were not 
covered by the activated pixels). The blob size was gradually reduced down to 1 mm 
before returning back to its original size. Each blob size stayed active for a period of 15 
seconds. To determine the difference in maximum contrast, the attenuation by each blob 
size was normalised to the reference condition (LCDon for 15 seconds). A threshold of 
1 % was set so that any signal below that would be classified as “noise”. Figure 9.14 
shows the attenuation time course for the simulation with the different blob sizes.
<2 0M
Threshold
• 100% set as 1 %
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Figure 9.14: Attenuation time course fo r  the variation o f  blob sizes.
By plotting the normalised contrast against the blob size, we were able to produce three 
linear regressors which represented the attenuation curve, as shown in Figure 9.15. 
During the start when the attenuator first appeared, there was a steep change in contrast 
(27 mm blob) which is indicated as Stage I. Subsequently, the results showed a linear 
correlation between the attenuation and blob size down to a diameter of 5 mm (Stage II). 
Below 5 mm, the contrast change (less than 1 %) could not be measured as it 
approached the baseline noise level (noted as Stage III). Although only a circular blob 
was used in the current test, the results show that the sensitivity is affected by the blob
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size and there is a minimum size which can be detected by the system (which probably 
depends on the interoptode spacing and blob contrast). In the case of 30 mm separation 
distance, the results showed that even with the optimal contrast change, the minimum 
blob size which could be detected is approximately 5 mm in diameter.
Diameter of blob (mm)
Figure 9.15: Illustration o f  the linear relationship between contrast difference and blob size. 
9.5.4.2 The Effect o f Shapes
Along with a change in size, it is also important to look at how variation in the blob 
shape will influence the observed signal. In addition, it is also necessary to investigate 
the effect o f  different geometries on any crosstalk between channels. To examine this, 
blobs with the same area as used in the earlier test with the circular blob were simulated. 
The same areas were used for both a square and rectangular object. Two rectangular 
blobs with different orientations (one with fixed height and one with fixed width - 24 
mm) were used to observe the crosstalk interference. Each blob shape and size was 
displayed for a duration o f 10 seconds. A single channel (Channel 4) was used for the 
test so that any crosstalk effect which might exist from the neighbouring channels could 
be simultaneously monitored. Subsequently, all the attenuated signals were 
subsequently normalised to the R ef (LCDon for 10 seconds).
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Example: Area = 24 * 24 mm
Area (mm2)
Figure 9.16: Comparison o f  effect o f  attenuation with different blob shapes.
Figure 9.16 shows the contrast plotted for different blob shapes. The extrapolation 
beyond 576 mm2 (maximum blob area) assumes that the contrast would reach 100 % 
when the dimension exceed the interoptode spacing. The results show that even though 
the different blob shapes had the same areas, there was a significant variation in the 
resulting signal contrast. A few observations can be made:
1. There was a correlation between the attenuation difference for the circular and 
square blobs and the attenuation only started to deviate after 256mm2. This 
would imply that the effect due to shape differences only started to appear for a 
square with side length £16 mm or for a circle of diameter £ 18.05 mm.
2. There was a difference in attenuation between the rectangular blobs (vertical and 
horizontal) and the square blob until the point where the three different blob 
shapes reached the maximum side length of 24 mm (i.e. the rectangular blob 
effectively becomes a square).
The results for the two rectangular blob shapes showed a large deviation (for areas 
below 576 mm2). This could be due to the way that the optodes were positioned relative 
to the blob. A rectangular blob with fixed height and varying width placed on a 
configuration like Channel 4 is likely to generate a higher contrast change, compared to 
a blob with varying height.
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Figure 9.17: Illustration o f  the effect o f  crosstalk with different blob shapes.
Figure 9.17 plots the attenuation time course for all the array channels for different size 
and shapes of blob at the Channel 4 position. Where the difference (between attenuation 
and baseline) is less than 1 %, this is characterised as “noise” and plotted in red on the 
figure. For example, the time courses of Channels 3 and 5 which were the furthest away 
from Channel 4 show “minimum interference”. However, the result also seems to 
suggest that channels which were sharing the same source and detector as Channel 4 
were more likely to exhibit crosstalk, with the most pronounced effects being when the 
detector was shared. In examining the effect o f blob shape on crosstalk, there was 
minimal difference between the circular and square blobs. However, the orientation of 
the rectangular blobs had a significant effect. The above results indicated that along 
with size variation affecting the contrast, shape differences and shape orientation play a 
part in affecting the spatial sensitivity of the system, though a more thorough series of 
studies will be needed to fully characterise this (see the section on possible future work 
in Chapter 10).
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9.5.5 The Effect of C rosstalk
Instead o f activating only one channel and observing the crosstalk effect on its 
neighbours, it is also necessary to check if these effects are uniform across the array by 
repeating the same procedure on all channels. Earlier tests have identified the minimum 
blob size which could be detected with the current optode configuration and this new 
test should provide information about the maximum size which can be detected without 
having to take into consideration the effects of crosstalk. To establish a crosstalk effect, 
a reasonably large circular blob with a diameter of 27 mm was activated on each 
channel in sequence (starting from Channels #1 to #7) for a duration of 10 seconds. 
Subsequently, the blob size was gradually reduced until the crosstalk was considered to 
be negligible. To identify the existence of crosstalk, a mean “prior” period (5 seconds 
before the stimulus onset) was subtracted from the mean “posterior” period (the next 5 
seconds after the 2-second transition onset period) for each channel and normalised to 
the Ref condition (LCD,*, for 10 seconds).
Figure 9.18: Identification o f  possible crosstalk areas with moving blobs.
Figure 9.18 shows the time course for the 27 mm-diameter circular blob. Based on the 
difference between the rest and task periods, 10 areas showing a significant drop in 
intensity (and hence crosstalk) were identified. Subsequently, the diameter of the circle 
was gradually reduced and the same 10 areas were analysed. Table 9.2 shows the 
reduction in crosstalk as the blob gets smaller.
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Weighted crosstalk (%)
01 02 03 04 05 06 07 08 09 10
Bl
ob
 
si
ze
27 mm 11 06 34 75 1496 40.43 16.50 18 82 19.20 37 07 30.91 23.91
24 mm 0 3 8 14.13 6 0 0 28.50 10.31 6 2 3 -0.37 17.33 5.79 20.31
23 mm 1 4 2 9 21 98 -1083 6.77 15.23 0.72 6.61 8 9 9 1244 8 76
22 mm 4 8 3 4 2 5 -9.07 2 82 -8 52 -3.41 -8 0 7 9.17 6 22 12.77
21 mm 7 2 6 4 95 -5.08 3 5 0 1 00 0.40 -3.49 6.11 -9.44 -11.03
Table 9.2: Results o f  crosstalk effect with different blob sizes.
The result shows a significant drop in crosstalk with the reduction in size. However, 
there were cases where the reduction of areas showed a higher (instead of lower) 
percentage changes in crosstalk and it is due to the fact that the magnitude in the Ref 
condition against which the attenuation were normalised, reduces with the blob size. For 
example, Crosstalk set 10 (as highlighted in Table 9.2) shows a change of 12.77 % 
when weighted against the reference blob with diameter of 22 mm. However, this 
reduces to 6.12 % when compared with a blob with diameter of 27 mm. These tests 
show that when using an interoptode spacing of 30 mm, the crosstalk will be <10 % 
when the blob diameter is <21-22 mm.
9.5.6 Dynam ic Blob M ovement
A final test was conducted after having determined the optimal contrast and investigated 
the temporal and spatial sensitivity. A moveable blob with a fixed diameter of 27 mm 
was simulated for this purpose. The simulated blob moved in a sequential manner but at 
varying speeds. In a total of 39 steps and at four different speeds, the blob moved across 
from Channel 3 to 4 and then 5 before returning back to its original position. The 
attenuation signals were normalised to the Ref condition (LCDoo for 5 seconds).
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Illustration o f  spatial sensitivity with dynamic blob movement.Figure 9.19:
Figure 9.19 shows the attenuation changes as the blob travelled at a constant rate of 0.4 
mm/sec (equivalent to 1.68 pixels/sec). From the results we could see that:
1. Although the intensities were baseline corrected, the maximum contrast between 
the three channels was different and notably higher in Channel 5.
2. The intensity changes do not appear to change linearly with the movement of the 
blob.
Mai contrast
Peak Mob contrast
Speed of moving blob (m nvsec)
Figure 9.20: Results showing the variation in contrast when blobs moved at different speeds.
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Figure 9.20 shows a plot of the contrast in percentage difference versus speed. The error 
bars represent the deviation over the three channels at each speed. The results show that 
the attenuation changes for the dynamic blob did not change significantly with different 
speeds compared to the reference (max contrast) and the maximum difference was 
observed when the blob moved at the slowest speed.
9.5.7 Discussions
The preliminary studies have produced some encouraging results from the dynamic test 
phantom although any findings will need further validation. An initial assessment o f the 
results suggests that the Hitachi OT system was able to provide a good spatial 
differentiation with different blob shapes and sizes moving at speed equivalent to its 
sampling rate. Nevertheless, more tests will be required before a fully quantified 
assessment o f the system performance can be presented.
The objective o f this part o f the PhD work was to develop a dynamic phantom which 
could mimic the types o f attenuation changes observed in the normal evoked 
physiological signals. This would have two uses, firstly as a calibration tool for existing 
OT systems, and secondly helping to identify the limitations o f OT in general. The 
concept chosen for the phantom is to use an LCD display which enables the optical 
properties to be varied in real time and across different regions o f the phantom. The 
preliminary results have shown that: 1) the concept of using an LCD to provide the 
dynamic change is practical and 2) the Hitachi system is able to pick up these 
attenuation changes and these are similar to those observed in a typical physiological 
experimental dataset. The preliminary study has also helped to identify the limitations 
o f both the LCD phantom and the Hitachi OT system in its current standard 
configuration i.e. minimum response time, detectable blob size and the effect of 
different shapes on crosstalk.
It is however important to be cautious about the above findings and there are several 
issues which remain to be clarified following the outcome of this preliminary study:
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1. Unknown effects o f scattering and absorption with the LCD
Following the changes in light attenuation due to the polarizers in the LCD, a question 
still remains over the path taken by the photons before they reach the detector. Firstly, 
there is the effect o f the substantial amount o f light loss due to the polarizers and 
secondly, there is the contribution to the likely optical path of the layer o f clear glass.
2. Coupling between different phantom layers
In the current setup, no attempt was made to produce an intimate coupling between the 
phantom layer and the LCD although the surfaces of both were of course flat. While the 
effect o f this has not been thoroughly investigated, it is likely that the existence of an air 
gap would create a shortcut path for photons that are reflected from the glass surface, 
and hence take a short route to the detector. It is possible to treat this “light piping” as 
similar to the effect of the non-scattering CSF region in the head (Firbank et al., 1995b; 
Young et al., 2000). To solve the problem of light piping, one possible solution is to fill 
the air gap with a scattering liquid solution (e.g. intralipid). The contribution due to the 
difference in refractive indices between the epoxy resin (1.56 at 800 nm) and the LCD 
glass (~1.5) is considered to be negligible (compared to air).
3. Two-dimensional sampling volume
The current experimental setup assumes that the attenuation to be simulated can be 
represented by a two-dimensional change. In reality, light attenuation is due to the 
physiological changes in the biological tissue in three-dimension. Hence with the 
existing phantom it is not possible to draw any quantitative conclusion about the 
effective sampling volume.
4. Application limited to surface mapping
Since it is not possible to simulate a 3D change of optical properties, the dynamic 
phantom is not suited for tomographic imaging applications. In addition, the dynamic 
phantom is not able to simulate the realistic curvature of the human head.
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Nevertheless, the above issues are not regarded as critical for this current application. In 
the case o f continuous wave measurements where we are only interested in measuring 
changes in attenuation, quantification of the attenuation properties (pa and m ’) o f the 
dynamic phantom is not necessary. Since the dynamic phantom was also intended to be 
used as a calibration tool for the laser sources, the actual photon path (which in turn 
affects the sampling area) will not affect the measurement as long as the attenuation 
changes remain consistent and homogenous throughout the measurement volume.
9.6 Summary
The concept o f a dy namic phantom using an thin large LCD to provide spatially and 
temporally varying changes in attenuation was developed and the reproducibility o f the 
dy namic phantom have been demonstrated with examples o f its use with the Hitachi OT 
system. The combination o f static layers in which the optical properties are well 
characterised and a dynamic layer in which the attenuation properties can vary, helps to 
provide a more realistic simulation o f the attenuation changes associated with 
haemodynamic response to functional activation - the OT systems are required to 
monitor. This initial assessment suggests that, for this the phantom geometry described 
in this study, the OT system was able to provide reasonable spatial differentiation with 
various attenuator shapes and sizes. This novel approach complements the existing 
static phantoms in terms o f its excellent stability and reproducibility o f optical 
properties. More importantly, it has fulfilled most of the requirements described in 
Section 9.2.2, enabling its use as a tissue simulating phantom for wide range of 
applications. Having the advantage to program the graphical display in whatever 
sequence and in real time, the eventual use o f the dynamic phantom can be applied in 
the process of optimising and evaluating the performance of the OT instruments. 
Although there are a number of conditions to which the dynamic phantom cannot be 
applied, they are considered to be less critical in this particular application. Future work 
to improve on the phantom simulation which includes having a more realistic model of 
the physiological signal will be described in the final chapter of this thesis.
CHAPTER 10  
Conclusions
10.1 Thesis Summary
This thesis has presented a wide review of the optical topography technique using the 
principle o f near infrared spectroscopy. The early chapters have given a thorough 
description o f NIRS theory and have included a review of the elements o f cerebral 
anatomy and physiology relevant to my project. I have described light transport in tissue 
and the physical mechanisms involved that allow useful physiological measurements to 
be made using the NIRS technique. The various different functional neuroimaging 
modalities have been reviewed and the theory and methodology of NIRS optical 
topography has been described with particular emphasis on the Hitachi ETG-100 OT 
system. A review o f various functional OT studies published to date has also been given.
This chapter summarises the various projects that have been carried out as part of this 
PhD and the current state of their development. The experimental work involving the 
study o f twins will be reviewed along with the methodology for the analysis o f the 
functional results, including the implementation of fOSA and SPM-OT. The 
construction of the dynamic test phantom is evaluated and finally suggestions are made 
for subsequent improvement to take the current work forward.
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To summarise the work carried out in this PhD, the major contributions have been:
1. I have designed and set up a functional OT study relating to number and 
language processing and have tested the task protocol on a group of 44 twins;
2. I have developed a new data processing software package which provides real 
time processing o f the OT signals and which has an expandable user interface.
3. I have implemented the SPM method for the analysis o f OT data. This is the first 
such approach for the testing o f both the oxy- and deoxy-haemoglobin signals 
for localised brain activity.
4. I have designed and constructed a dynamic test phantom for OT measurement 
which allows a real time simulation of the temporal and spatial variation o f the 
optical properties in tissue.
10.2 Project Summary
The purpose o f the work in this thesis was to develop a methodology to improve our 
understanding o f cerebral functional response as measured using the OT technique. 
During the process o f investigating the neurovascular response through a series of 
experimental studies, including the study of twins, the complexities involved in 
correctly interpreting the haemodynamic response have been revealed as well as the 
problems o f correctly eliminating systemic interference. In view of the need to be able 
to process the optical data and to assess the functional results in real time whilst 
preparing for a study, a data processing software has been developed which provides a 
rapid assessment o f the observed response. To provide a more statistically rigorous 
approach to the analysis o f the haemodynamic response from the OT measurement, a 
modelling approach - SPM, used by other functional imaging modalities was 
incorporated into this software and this has subsequently been used in the analysis of 
the twins study. While the OT technique provides a simple approach to measuring 
cerebral haemodynamics, the question o f the systems sensitivity versus its specificity 
remains an outstanding issue. To address this, a dynamic test phantom has been 
developed to validate the system performance.
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10.2.1 Functional Study of the Twins
This thesis has given a thorough description of the procedures that were developed to 
allow us to have a better understanding of the functional difference between genetically 
identical twins. The ultimate objective o f the study is to determine the correlation 
between brain laterality in numerical and language processing and handedness and 
genetics. Hence an objective measure o f handedness was incorporated into the study 
and an electronic questionnaire and a peg moving device were developed for this 
purpose. In the process o f setting up for the twins study, a series of preliminary studies 
(three in total) were conducted. As a result o f these trials, several problems were 
identified which included: the necessity to consider systemic physiological fluctuations 
when designing the task paradigm; flexibility in the stimulus presentation taking into 
account subjects with different numerical skills and finally the implementation of 
appropriate control tasks to counteract any non-task related effects. During the actual 
study, several additional physiological measurements were made which should 
eventually facilitate the analysis o f the functional results. In addition, it was important 
to measure the positions o f the optodes which would then enable the estimation o f the 
variance o f the optode position between the groups of twins, data which was required in 
order to decide on the correct procedure to use to make a population inference about the 
random effects.
Although the preliminary analysis o f the functional results from the twins study remains 
inconclusive at the time o f writing this thesis, the differences in haemodynamic 
responses observed from two different pairs of twins (monozygotic and dizygotic twins) 
has shown that the OT technique was successful in monitoring the cerebral activity in 
brain regions which are thought to be responsible for number and language processing. 
The observed haemodynamic responses were subsequently validated statistically using 
SPM and the results suggest that there is a functional difference between the non­
identical twins for both tasks, compared to a less obvious difference between the 
identical twins. Further analysis o f the results from this study is currently being carried 
out by the collaborating psychologists in the Institute o f Cognitive Neuroscience.
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10.2.2 Analysis of the Functional OT Data
During the analysis o f the functional results from the preliminary studies, we saw the 
importance o f careful processing o f the optical signals which have been shown to be 
sensitive to systemic fluctuations. These interferences which have been investigated in 
previous reports, are often identified by their oscillatory frequencies and typically fall 
within the range o f 0.1 to 1 Hz. By using a simulated dataset coupled with some random 
noise, it has been shown that not only are the raw signals hard to interpret, but trying to 
make statistical inference about these signals could possibly result in false positives. 
Hence it is important to acknowledge the existence of these systemic influences and 
have a mathematically rigorous approach to their suppression that does not significantly 
affect underlying weak activation signals.
The development o f the fOSA software was aimed to complement the limited number 
o f tools in the Hitachi software while providing some flexibility in the procedures for 
processing OT signals. Although the fOSA interface currently only provides those 
features which are necessary for the typical analysis o f OT data, the software has been 
deliberately developed using validated codes from the available Matlab toolbox. The 
software is also open source enabling it to be easily modified to allow the 
implementation o f algorithms that are currently not available. Recent improvements in 
the software allow time continuous data from other OT systems to be processed and 
statistically analysed.
10.2.3 Statistical Parametric Mapping of Functional OT Data
The characteristics o f the optical signals underlie the choice of appropriate statistical 
approach to generalise the observed response. Using a simulated example we saw how 
it was possible to make statistical errors using the conventional t-test approach when 
different analysis periods were chosen for comparison. The need for a robust statistical 
approach to analyse the spatiotemporal pattern of the functional OT data was therefore 
demonstrated.
This thesis has described a new statistical approach to infer the OT data which is based 
on the GLM technique. By comparing the observed response from the OT measurement 
to a model predicted by SPM (which comprises a stimulus function encoding the
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supposed neuronal responses which is convolved with a canonical HRF), the mass 
univariate approach estimates the temporal correlation for each brain voxel, as well as 
taking into consideration the non-stationary spatial covariance structure of the OT data.
While the current SPM-OT approach follows that o f SPM-fMRI, results from both the 
simulated and experimental data showed that the method is feasible. In addition, SPM- 
OT offers the possibility o f analysing both the AHb02 and AHHb signals which should 
provide a more rigorous approach to identify the activated brain regions. The SPM-OT 
program has been incorporated into fOSA and hence provides the user with more 
statistical test options.
10.2.4 Dynamic Calibration/Test Phantom
The use o f tissue simulating phantoms has proven to be valuable in validating and 
optimising the performance o f clinical imaging systems. To date, much of the research 
work has been focused on the development o f phantom materials and improvements in 
the manufacturing processes. While several different kinds o f dynamic phantom have 
been developed in recent years, these usually have had restricted temporal or spatial 
variability. Many of these phantoms also tend to have poor control over the spatial and 
temporal variation o f the optical properties making it difficult to provide a more realistic 
simulation o f the actual physiological changes.
In considering the need to construct a flexible test phantom which provides a real time 
simulation o f attenuation changes, a dynamic calibration/test phantom using a Liquid 
Crystal Display has been developed. The main advantage of this approach is the 
combination o f a predictable and reproducible static epoxy resin based tissue phantom 
with the use o f an LCD that allows for reproducible both temporal and spatial variation 
o f attenuation in real time. The LCD test phantom is particularly suited for application 
with the continuous wave OT systems which only measures changes in the optical 
attenuation. The concept o f the dynamic phantom has been validated experimentally and 
the limitations in its performance have been identified. The results from the preliminary 
tests have been encouraging and the objectives that were set prior to the study have 
generally been achieved.
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10J Future Work 
10.3.1 Analysis of the Functional Results from Twins Study
The aim o f the functional twins study was to investigate the relationship between brain 
laterality, handedness and genetics. Several types of handedness information were 
collected from each pair o f twins which included test results from the C&Z 
questionnaire, peg-moving task and comparison against the reported handedness from 
the ICH database. Results from the correlation analysis have shown a significant 
relationship between the handedness test results, however further work is necessary to 
integrate these results in order to fully identify the dominant hand.
The cognitive psychologists are currently working on the analysis o f the functional 
results (using fOSA) and statistical results (with SPM-OT). As part of this it is 
necessary to address the assumptions that have been made in the process o f determining 
the brain laterality. The next step is to identify the appropriate statistical approach to 
evaluate the functional results and to subsequently apply this analysis to the comparison 
between zygoticity and handedness from the groups o f twins.
10.3.2 Improvement to the fOSA and SPM-OT Software
The fOSA software serves as a platform enabling OT users to process optical data and it 
provides a quick assessment o f the functional response using some basic procedures. 
The software also provides a “plug in” option to allow the users to implement their own 
programs within fOSA. Since its release in 2005, feedback from other users has 
indicated that the software has been stable and relatively intuitive to use. Currently, the 
fOSA software is only available to our collaborators but it is our intention to release it 
as open source software once the documentation is completed. We are hopeful that 
fOSA will be extended through the addition of new processing tools through input from 
current users, thus further enhancing its application.
The current implementation o f SPM-OT is using the existing functions in SPM to 
provide inference about functional OT data. In particular, SPM-OT relies closely on the 
analysis techniques used in SPM-fMRI, since both modalities measure the same 
neurovascular parameter. Several assumptions have been made in adapting this
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approach which include the modelling o f the haemodynamic response and the spatial 
specificity available from the OT measurement. It is important to derive a more 
complete physiological model that can more accurately represent the separate HbO: and 
HHb responses. Also it is necessary to explore other SPM methodologies used by other 
cerebral monitoring modalities and that may better suit the analysis of OT data (e.g. a 
combination o f the SPM-fMRI and the SPM-EEG approach may provide a good 
estimation o f the neuronal activity from the OT measurement). In terms of presenting 
and displaying the statistical results, it is also necessary to consider a generalised head 
template to allow co-registration with the maps from SPM-OT.
103.3 Realistic Physiological Modelling with the LCD Phantom
The concept o f combining a solid phantom with static optical properties and an LCD to 
mimic the dynamic changes in attenuation has been shown to be feasible and its general 
performance assessed in the preliminary test results. In the current setup, the main 
intention was to identify the limitations and practicability o f the LCD approach and o f 
the Hitachi OT system. Part o f any future work will involve a more realistic simulation 
o f the physiological attenuation by having both irregular blob shapes and varying 
temporal response. The measurement area has so far been limited by the size o f the 
LCD and work is currently being carried out to use a larger display. This would 
eventually provide a more efficient simulation of attenuation and allow its application 
with other optical systems.
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