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Abstract
In this paper, the eigenvalue approximation of a compact integral operator with a smooth kernel is discussed. We propose
asymptotic error expansions of the iterated discrete Galerkin and iterated discrete collocation methods, and asymptotic error
expansion of approximate eigenvalues. We then apply Richardson extrapolation to obtain higher order super-convergence of
eigenvalue approximations. Numerical examples are presented to illustrate the theoretical estimate.
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1. Introduction
Let X be a Banach space, K : X → X be a compact linear operator with a smooth kernel, and C be a complex
number field. We are interested in the approximation of the eigenvalue problem
Kφ = λφ, 0 6= λ ∈ C, φ ∈ X. (1.1)
Developing efficient numerical algorithms for solving eigenvalue problems is of importance in scientific
computation and engineering application areas [1–3,16,18]. The projection methods for approximately solving the
eigenvalue problem (1.1) would be the following. First select a sequence of linear subspaces {Xn ⊂ X : n ∈ N} and
a sequence of projection operators {Pn : X → Xn : n ∈ N}, where N := {1, 2, . . .}, and then solve the approximate
problem
PnKφn = λnφn, 0 6= λn ∈ C, φn ∈ Xn . (1.2)
When Pn is chosen to be the orthogonal projection and the interpolation projection respectively, Eq. (1.2) gives the
Galerkin method and the collocation method. The Sloan iteration is usually used to improve the accuracy of projection
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methods [5,18]. The iterated solution φ˜ := 1
λn
Kφn has super-convergence. In practice, numerical quadrature has to be
used to compute the integrals occurring in these methods. These lead to the discrete projection method
PnKnφn = λnφn, 0 6= λn ∈ C, φn ∈ Xn, (1.3)
and the iterated solution
φ˜ := 1
λn
Knφn (1.4)
(see [4,6,12,14,15]). The iterated discrete Galerkin method for problem (1.1) was discussed and super-convergence
results for eigenvalues and eigenvectors were obtained in [11] by choosing numerical quadrature appropriately.
Richardson extrapolation is an excellent method used for improving the order of convergence of approximate solutions
[7,8,10,13,19]. However, in our knowledge, there are few research works on extrapolation methods for eigenvalue
approximations.
In this paper, we use the iterated discrete Galerkin and iterated discrete collocation methods based on r Gauss
points and piecewise polynomials of degree < r , derive asymptotic error expansions for these methods, and then use
Richardson extrapolation to obtain higher order super-convergence for eigenvalue approximations.
We organize this paper as follows. In Section 2, we derive asymptotic expansions of iterated discrete Galerkin and
iterated discrete collocation methods. In Section 3, we propose asymptotic expansions of approximate eigenvalues
obtained from iterated discrete Galerkin and iterated discrete collocation methods, and then apply Richardson
extrapolation for the improvement of eigenvalue approximations. We present numerical examples in Section 4 to
illustrate the theoretical estimate in Section 3.
2. Asymptotic error expansions for iterated discrete Galerkin and collocation methods
In this section we propose asymptotic error expansions for iterated discrete Galerkin and collocation methods.
Let K be the compact linear operator from X := L∞(E) to V := C(E) defined by
(Ku)(s) :=
∫
E
K (s, t)u(t)dt, s ∈ E,
where E := [0, 1] and the kernel function K (·, ·) ∈ C(E × E). We consider the following eigenvalue problem
Kφ = λφ, 0 6= λ ∈ C, φ ∈ X. (2.1)
To solve problem (2.1), we introduce a uniform partition
4n : 0 = t0 < t1 < · · · < tn = 1,
with mesh size h := (ti+1 − ti ) = 1/n, i ∈ Zn := {0, 1, . . . , n − 1}, and a basic quadrature rule
Q(g) :=
∑
j∈Zq
w j g(τ j ) ≈
∫
E
g(t)dt, (2.2)
for any g ∈ X, where τ j , j ∈ Zq are chosen to be Gauss points in E with 0 < τ0 < τ1 < · · · < τq−1 < 1, and
quadrature weights satisfy w j > 0, j ∈ Zq and ∑ j∈Zq w j = 1. Let ti j = ti + τ j h, i ∈ Zn , j ∈ Zq , then (2.2) leads
to the composite quadrature rule
Qn(g) := h
∑
i∈Zn
∑
j∈Zq
w j g(ti j ) ≈
∫
E
g(t)dt. (2.3)
Thus the degree of precision of this quadrature rule is 2q − 1, that is, this quadrature rule is exact for all piecewise
polynomials of degree ≤ 2q − 1, but not exact for some piecewise polynomials of degree 2q or higher.
Using the quadrature rule (2.3), we define the Nystro¨m operator Kn on X by
(Knu)(s) := h
∑
i∈Zn
∑
j∈Zq
w j K (s, ti j )u(ti j ), u ∈ X. (2.4)
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To present an asymptotic error expansion of the operatorKn , we first recall the general Euler–Maclacrin summation
formula (see [13]).
Lemma 2.1 (Euler–Maclacrin Summation Formula). Assume that g ∈ C l+1(E), l ∈ N := {1, 2, . . .} and 0 ≤ τ ≤ 1.
Then
h
∑
i∈Zn
g[(i + τ)h] =
∫
E
g(t)dt +
∑
k∈Zl
Bk+1(τ )
(k + 1)!
[
g(k)(t)
]1
t=0 h
k+1 + hl+1(Ml+1,ng)(τ ), (2.5)
where h = 1/n,
(Ml+1,ng)(τ ) := Bl+1(τ )
(l + 1)!
[
g(l)(t)
]1
t=0 −
∫
E
Bol+1(τ − nt)
(l + 1)! g
(l+1)(t)dt,
Bk is the Bernoulli polynomial of degree k, and Bok is the corresponding periodic Bernoulli function defined by
Bok (t) = Bk(t) for 0 ≤ t < 1 and Bok (t + 1) = Bok (t) for t ∈ R, and the notation [g(t)]1t=0 := g(1) − g(0) for any
function g ∈ C(E).
Using the Euler–Maclacrin summation formula, we have the following lemma. Before doing this, we remark that
we understand a summation to be zero if it is from an integer to a smaller one.
Lemma 2.2. Assume that the quadrature rule is defined by (2.3). Then for any g ∈ C l+1(E), there holds that
Qn(g) =
∫
E
g(t)dt +
[l/2]∑
k=q
Q(B2k)
(2k)!
[
g(2k−1)(t)
]1
t=0 h
2k + hl+1
∑
j∈Zq
w j (Ml+1,ng)(τ j ), (2.6)
where for any real number r , [r ] denotes the largest integer not greater than r.
Proof. It follows from (2.3), (2.5) and (2.2) that
Qn(g) =
∑
j∈Zq
w j h
∑
i∈Zn
g[(i + τ j )h]
=
∫
E
g(t)dt +
∑
j∈Zq
w j
∑
k∈Zl
Bk+1(τ j )
(k + 1)!
[
g(k)(t)
]1
t=0 h
k+1 +
∑
j∈Zq
w j h
l+1(Ml+1,ng)(τ j )
=
∫
E
g(t)dt +
∑
k∈Zl
Q(Bk+1)
(k + 1)!
[
g(k)(t)
]1
t=0 h
k+1 + hl+1
∑
j∈Zq
w j (Ml+1,ng)(τ j ).
Noting that the quadrature rule (2.2) is symmetric, that is, for 0 ≤ p ≤ q − 1, τq−p−1 = 1− τp and wq−p−1 = wp,
and the Bernoulli polynomial has the property that for k ≥ 0, Bk(1− τ) = (−1)k Bk(τ ), we conclude that
Q(Bk) = 0, when k is odd.
On the other hand, since the degree of precision of this quadrature rule is 2q − 1, we have that for k ∈ Z2q ,
Q(Bk) =
∑
j∈Zq
w j Bk(τ j ) =
∫
E
Bk(t)dt =
[
1
k + 1 Bk+1(t)
]1
t=0
= 0.
Combining the above equations completes the proof of this lemma. 
The following proposition gives an asymptotic error expansion of the operator Kn , which is an analogue of that in
[13]. To do this, we denote for l ∈ N,
K (i, j)(s, t) := ∂
i+ j
∂si∂t j
K (s, t), s, t ∈ E, i, j ∈ Zl+1,
‖K‖l,∞ :=
∑
i∈Zl+1
∑
j∈Zl+1
‖K (i, j)(·, ·)‖∞,
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and
‖u‖l,∞ :=
∑
i∈Zl+1
‖u(i)(·)‖∞.
Proposition 2.3. Assume that the kernel function K ∈ C l+1(E × E). Then there holds
Kn −K =
[l/2]∑
k=q
h2kE2k + hl+1E l+1,n, (2.7)
where E2k : C l+1(E)→ C l+1(E) is a bounded linear operator independent of h defined by
(E2ku)(s) := Q(B2k)
(2k)!
[(
∂
∂t
)2k−1
(K (s, t)u(t))
]1
t=0
,
and E l+1,n : C l+1(E)→ C l+1(E) is a bounded linear operator defined by
(E l+1,nu)(s) :=
∑
j∈Zq
w j
 Bl+1(τ j )(l + 1)!
[(
∂
∂t
)l
(K (s, t)u(t))
]1
t=0
−
∫
E
Bol+1(τ j − nt)
(l + 1)!
[(
∂
∂t
)l+1
(K (s, t)u(t))
]
dt
 .
Proof. It follows from Lemma 2.2 with g(·) = K (s, ·)u(·) that for any u ∈ C l+1(E) there holds
Knu −Ku =
[l/2]∑
k=q
h2kE2ku + hl+1E l+1,nu,
which means (2.7). We now prove that the operators E2k and E l+1,n are bounded from C l+1(E) to C l+1(E). It is clear
that for any u ∈ C l+1(E), we have E2ku, E l+1,nu ∈ C l+1(E), since K ∈ C l+1(E × E). Moreover, there exists a
constant c independent of u such that for q ≤ k ≤ [l/2],
‖E2ku‖l+1,∞ ≤ Q(B2k)
(2k)!
∑
i∈Zl+2
∥∥∥∥∥∥
[(
∂
∂t
)2k−1 (
K (i,0)(s, t)u(t)
)]1
t=0
∥∥∥∥∥∥∞ ≤ c‖u‖l+1,∞.
This implies that the operator E2k is a bounded linear operator from C l+1(E) to C l+1(E). The similar argument leads
to the boundedness of the operator E l+1,n : C l+1(E)→ C l+1(E). This completes the proof. 
Now we turn to consider asymptotic error expansions of the discrete orthogonal projection and interpolation
projection.
LetXn be the spaces of all functions such that their restriction to any interval Ei := (ti , ti+1], i ∈ Zn is a polynomial
of degree ≤ r − 1. Using the quadrature formula (2.3) we define the discrete inner product
(u, v)n = h
∑
i∈Zn
∑
j∈Zq
w j u(ti j )v(ti j ), u, v ∈ Xn . (2.8)
Let POn : X→ Xn be a discrete orthogonal projection defined for u ∈ X,
(POn u, v)n = (u, v)n, for all v ∈ Xn (2.9)
[4,6]. Using the approximate operators POn defined by (2.9) and Kn defined by (2.4), the approximate scheme (1.3)
becomes the discrete Galerkin method.
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The following lemma gives the asymptotic error expansion of the discrete orthogonal projection POn (cf. [8]). To
prove this lemma, we introduce a sequence of orthogonal polynomials {φi } satisfying that each φi is a polynomial of
degree i , and that (φi , φ j ) = δi j , where (·, ·) denotes the inner product of L2(E). Let
φi j :=
h−1/2φ j
(
t − ti
h
)
, t ∈ Ei ,
0, else,
i ∈ Zn, j ∈ Zr . (2.10)
It is clear that {φi j : i ∈ Zn, j ∈ Zr } forms an orthonormal basis for Xn . Noting that the degree of precision of the
quadrature rule is 2q − 1, there holds that for any u, v ∈ Xn , (u, v)n = (u, v) when q ≥ r .
Proposition 2.4. Assume that u ∈ C l+1(E) and q ≥ r . Then for any t = ti + τh ∈ Ei , where 0 < τ ≤ 1, i ∈ Zn , we
have
(POn − I)u(t) =
l∑
k=r
hku(k)(t)ΦOk (τ )+ hl+1u(l+1)(η)ΦOl+1(τ ), (2.11)
where η ∈ Ei and
ΦOk (τ ) :=
1
k!
∑
j∈Zr
∑
m∈Zq
wmφ j (τm)φ j (τ )(τm − τ)k, k ∈ Zl+2. (2.12)
Proof. Noting that the degree of precision of the quadrature rule is 2q − 1, there holds that for any u, v ∈ Xn ,
(u, v)n = (u, v) when q ≥ r . This with the definition of discrete orthogonal projection POn and (2.10) lead to that for
any u ∈ X
POn u(t) =
∑
i∈Zn
∑
j∈Zr
(u, φi j )nφi j (t) = h−1/2
∑
j∈Zr
(u, φi j )nφ j (τ ), t = ti + τh ∈ Ei . (2.13)
It follows from the definition of the discrete inner product and (2.10) that
(u, φi j )n = h
∑
α∈Zn
∑
β∈Zq
wβu(tαβ)φi j (tαβ)
= h1/2
∑
β∈Zq
wβφ j (τβ)u(ti + τβh).
We expand u(ti + τβh) at t by using Taylor’s expansion to obtain
(u, φi j )n = h1/2
∑
β∈Zq
wβφ j (τβ)
 ∑
k∈Zl+1
u(k)(t)
k! (τβ − τ)
khk + u
(l+1)(η)
(l + 1)! (τβ − τ)
l+1hl+1
 , (2.14)
where η ∈ Ei . Combining (2.13) and (2.14) yields that
POn u(t) =
∑
j∈Zr
∑
β∈Zq
wβφ j (τβ)φ j (τ )
 ∑
k∈Zl+1
u(k)(t)
k! (τβ − τ)
khk + u
(l+1)(η)
(l + 1)! (τβ − τ)
l+1hl+1

=
∑
k∈Zl+1
hku(k)(t)ΦOk (τ )+ hl+1u(l+1)(η)ΦOl+1(τ ), (2.15)
where
ΦOk (τ ) =
1
k!
∑
j∈Zr
∑
β∈Zq
wβφ j (τβ)φ j (τ )(τβ − τ)k, k ∈ Zl+2.
Since the quadrature rule is exact for all polynomials of degree 2q − 1,∑
β∈Zq
wβφ j (τβ)(τβ − τ)k =
∫
E
φ j (ξ)(ξ − τ)kdξ, j ∈ Zr
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when k ≤ 2q − r . Thus,
ΦOk (τ ) =
1
k!
∫
E
∑
j∈Zr
φ j (ξ)φ j (τ )(ξ − τ)kdξ, for k ≤ 2q − r.
According to the Christoffel–Darboux Identity (see [9])∑
j∈Zr
φ j (ξ)φ j (τ ) = ar−1ar
φr (ξ)φr−1(τ )− φr (τ )φr−1(ξ)
ξ − τ , (2.16)
where ar denotes the leading coefficient of the polynomial φr , we have that for k ≤ 2q − r
ΦOk (τ ) =
1
k!
ar−1
ar
[
φr−1(τ )
∫
E
φr (ξ)(ξ − τ)k−1dξ − φr (τ )
∫
E
φr−1(ξ)(ξ − τ)k−1dt
]
.
It follows from the condition q ≥ r that 2q − r ≥ r − 1 ≥ k when 1 ≤ k < r . Using the above equation and the
orthogonal property of {φi } we conclude that
ΦOk (τ ) = 0, 1 ≤ k < r. (2.17)
When k = 0, noting φ0(t) = 1, t ∈ E and using the orthogonal property of {φi } again we obtain
ΦO0 (τ ) =
∑
j∈Zr
φ j (τ )
∫
E
φ j (ξ)dξ = φ0(τ )
∫
E
φ0(ξ)dξ = 1. (2.18)
Substituting (2.17) and (2.18) into (2.15) yields (2.11). 
We now consider the asymptotic error expansion of collocation projections. Assume that X := L∞(E), and Xn be
the spaces of all functions such that their restriction to any interval Ei := (ti , ti+1], i ∈ Zn is a polynomial of degree
≤ r − 1. Let {si j : i ∈ Zn; j ∈ Zr } be the zeros of Gauss–Legendre polynomial of degree r − 1 with respect to the
partition 4n , that is, si j = ti + q j h, where q j , j ∈ Zr are Gauss–Legendre zeros on [0, 1]. We choose P In : X→ Xn
to be the interpolation projection with respect to the nodes {si j }, that is, for u ∈ X,
P In u ∈ Xn, and P In u(si j ) = u(si j ). (2.19)
Proposition 2.5. Let u ∈ C l+1(E), q ≥ r , Kn : X → X be the Nystro¨m operator defined by (2.4). Then for any
t = ti + τh ∈ Ei , where 0 < τ ≤ 1, i ∈ Zn , we have the representation in divided difference form
(P In − I)u(t) =
l∑
k=r
hku(k)(t)Φ Ik (τ )+ hl+1u(l+1)(η)Φ Il+1(τ ), (2.20)
where η ∈ Ei and
Φ Ik (τ ) := wr (τ )
∫
E
(σ − τ)k−r
(k − r)!
[q0, . . . , qr−1, τ ](· − σ)r−1+
(r − 1)! dσ, (2.21)
where wr (τ ) :=∏p∈Zr (τ − qp), and [q0, . . . , qr−1, τ ]u denotes the Newton divided difference.
Proof. It follows from the Newton divided difference formula, we have
(I − P In )u(t) = [si0, si1, . . . , si r−1, t]u
∏
p∈Zr
(t − si p). (2.22)
Using divided difference expansion for [si0, si1, . . . , si r−1, t]u, we have
[si0, si1, . . . , si r−1, t]u =
∫
Ei
[si0, si1, . . . , si r−1, t](· − z)r−1+
(r − 1)! u
(r)(z)dz
=
∫
E
[q0, . . . , qr−1, τ ](· − σ)r−1+
(r − 1)! u
(r)[(i + σ)h]dσ. (2.23)
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According to Taylor’s formula, for t = ti + τh = (i + τ)h there is an η ∈ Ei such that
u(r)[(i + σ)h] =
l∑
k=r
u(k)(t)
(k − r)! (σ − τ)
k−r hk−r + u
(l+1)(η)
(l − r + 1)! (σ − τ)
l−r+1hl−r+1. (2.24)
Noting that t − si p = (τ − qp)h, we have∏
p∈Zr
(t − si p) = wr (τ )hr . (2.25)
Let
Φ Ik (τ ) := wr (τ )
∫
E
(σ − τ)k−r
(k − r)!
[q0, . . . , qr−1, τ ](· − σ)r−1+
(r − 1)! dσ. (2.26)
Combining (2.22)–(2.26) yields
(I − P In )u(t) =
l∑
k=r
hku(k)(t)Φ Ik (τ )+ hl+1u(l+1)(η)Φ Il+1(τ ).
This completes the proof. 
We can see from Propositions 2.4 and 2.5 that the asymptotic error expansions of discrete orthogonal and
collocation projections have the same form. From now on, we use the notation Pn to denote the operator from X
to Xn which is either of the discrete orthogonal projection and collocation projection. In the next proposition we
provide the asymptotic expansion for Kn(Pn − I).
Proposition 2.6. Assume that K ∈ C l+1(E × E) and q ≥ r . Let Kn : X → X be the Nystro¨m operator defined by
(2.4), and Pn : X → Xn be either the discrete orthogonal projection defined by (2.9) or the collocation projection
defined by (2.19). Then there holds that
Kn(Pn − I) =
[l/2]∑
i=r
h2iR2i + hl+1Rl+1,n, (2.27)
where R2i is a bounded linear operator from C l+1(E) to C l+1(E) independent of h defined by
R2i :=
∑
(k,m)∈Z(i)
Rk+m,
with Z(i) := {(k,m) : r ≤ k ≤ l, 0 ≤ m ≤ l − k, k + m = 2i},
Rk+mu(s) := 1m!
∑
j∈Zq
w jΦk(τ j )Bm(τ j )
[(
∂
∂t
)m−1
K (s, t)u(k)(t)
]1
t=0
,
and Rl+1,n is a bounded linear operator from C l+1(E) to C l+1(E) defined by
Rl+1,nu(s) :=
l∑
k=r
∑
j∈Zq
w jΦk(τ j )
[
Ml+1−k,n (K (s, ·)u(·))
]
(τ j )
+ h
∑
i∈Zn
∑
j∈Zq
w j K (s, ti j )u
(l+1)(η)Φl+1(τ j ),
where Φk(= ΦOk or Φ Ik ), Bm , Ml,m and η are those appearing in Lemma 2.1 and Propositions 2.4 and 2.5.
Proof. By definition (2.4) of Kn and Proposition 2.4, we have that
Kn(Pn − I)u(s) = h
∑
i∈Zn
∑
j∈Zq
w j K (s, ti j )(Pn − I)u(ti j )
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= h
∑
i∈Zn
∑
j∈Zq
w j K (s, ti j )
[
l∑
k=r
hku(k)(ti j )Φk(τ j )+ hl+1u(l+1)(η)Φl+1(τ j )
]
=
l∑
k=r
hk
∑
j∈Zq
w jΦk(τ j )
[
h
∑
i∈Zn
K (s, ti j )u
(k)(ti j )
]
+ hl+1
h ∑
i∈Zn
∑
j∈Zq
w j K (s, ti j )u
(l+1)(η)Φl+1(τ j )
 . (2.28)
According to the Euler–Maclacrin summation formula (2.5),
h
∑
i∈Zn
K (s, ti j )u
(k)(ti j ) =
∑
m∈Zl+1−k
Bm(τ j )hm
m!
[(
∂
∂t
)m−1
K (s, t)u(k)(t)
]1
t=0
+ hl+1−k Ml+1−k,n(K (s, ·)u(·))(τ j ), (2.29)
where[(
∂
∂t
)−1
K (s, t)u(k)(t)
]1
t=0
=
∫
E
K (s, t)u(k)(t)dt.
Substituting (2.29) into (2.28) yields
Kn(Pn − I)u(s) =
l∑
k=r
∑
m∈Zl+1−k
hk+m
m!
∑
j∈Zq
w jΦk(τ j )Bm(τ j )
[(
∂
∂t
)m−1
K (s, t)u(k)(t)
]1
t=0
+ hl+1Rl+1,nu(s). (2.30)
Let
Ak,m :=
∑
j∈Zq
w jΦk(τ j )Bm(τ j ).
When Φk = ΦOk , using (2.12) we have
Ak,m := 1k!
∑
j∈Zq
∑
i∈Zq
wiw j
∑
ν∈Zr
φν(τi )φν(τ j )(τi − τ j )k Bm(τ j ).
Noting that for j ∈ Zq , τ j = 1− τq−1− j , w j = wq−1− j ,
φν(τ j ) = (−1)νφν(1− τ j ),
and
Bm(τ j ) = (−1)m Bm(1− τ j ),
we have
Ak,m = (−1)k+m Ak,m .
Thus
Ak,m = 0, when k + m is odd. (2.31)
On the other hand, using the Christoffel–Darboux Identity (2.16) and the orthogonal property of {φi }, we obtain that
Ak,m = 1k!
∫
E
∫
E
[∑
ν∈Zr
φν(s)φν(t)
]
(s − t)m Bk(t)dsdt
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= 1
k!
∫
E
∫
E
ar−1
ar
[φr (s)φr−1(t)− φr (s)φr−1(t)](s − t)m−1 Bk(t)dsdt
= 0, when 0 < k + m < 2r. (2.32)
When Φk = Φ Ik , noting that
[q0, . . . , qr−1, 1− τ ](· − σ)r−1+ = [q0, . . . , qr−1, τ ](· − (1− σ))r−1+ ,
and
wr (1− τ) = (−1)rwr (τ ),
we have
Φk(1− τ) = (−1)kwr (τ )
∫
E
((1− σ)− τ)k−r
(k − r)!
[q0, . . . , qr−1, τ ](· − (1− σ))r−1+
(r − 1)! dσ
= (−1)kΦk(τ ).
Since the quadrature rule is symmetric,
Ak,m =
∑
j∈Zq
w jΦk(1− τ j )Bm(1− τ j ) = (−1)k+m Ak,m,
which means
Ak,m = 0, when k + m is odd. (2.33)
On the other hand, note that the integral in (2.26) is a polynomial of degree k − r (see [17], P. 128 (4.39)), and the
polynomials wk(τ ) and Bm(τ ) are polynomials of degree r and m respectively, and moreover, the polynomial wr (τ )
is orthogonal to any polynomials of degree < r in L2(0, 1), we conclude that
Ak,m =
∫
E
Φk(τ )Bm(τ )dσ = 0, when 0 < k + m < 2r. (2.34)
Eq. (2.30) with (2.31)–(2.34) leads to (2.27).
Note that
Rk+mu(s) = 1m! Ak,m
[(
∂
∂t
)m−1
K (s, t)u(k)(t)
]1
t=0
,
from which we can easily verify that R2i (0 ≤ i ≤ l) are bounded linear operators from C l+1(E) to C l+1(E). The
similar argument can be done for Rl+1,n . Thus the proof is completed. 
Theorem 2.7. Assume that K ∈ C l+1(E × E) and q = r . Let Kn : X→ X be the Nystro¨m operator defined by (2.4),
and Pn : X→ Xn be either the discrete orthogonal projection defined by (2.9) or the collocation projection defined
by (2.19). Then there holds that
KnPn −K =
[l/2]∑
i=r
h2iC2i + hl+1Cl+1,n, (2.35)
where C2i := R2i + E2i and Cl+1,n := Rl+1,n + E l+1,n are bounded linear operators from C l+1(E) to C l+1(E).
Proof. Obviously the result follows from the equation
KnPn −K = KnPn −Kn +Kn −K,
and the asymptotic expansions (2.7) and (2.27) with q = r . 
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3. Richardson extrapolation for improving the eigenvalue approximation
In this section we first present an asymptotic expansion of eigenvalue approximations, and then apply the
Richardson extrapolation to improve the eigenvalue approximations. To do this, we first consider the spectral
projection.
Assume that λ 6= 0 is the eigenvalue of the compact operator K with algebraic multiplicity m, isolated by a closed
rectifiable curve Γ from the rest of the spectrum ofK and from zero. Let P S be the spectral projection associated with
K and λ defined by
P S := − 1
2pi i
∫
Γ
(K − zI)−1dz. (3.1)
Then rank(P S) = m (see [2]).
Let Pn : X → Xn be either the orthogonal projection or the interpolation projection defined by (2.9) or (2.19),
respectively. The discrete Galerkin or discrete collocation method for solving the eigenvalue problem is defined by
PnKnφn = λnφn, 0 6= λn ∈ C, φn ∈ Xn, (3.2)
while iterated discrete Galerkin or iterated discrete collocation method usually called Sloan iteration is defined as
φ˜n = 1λnKnφn . It can be easily seen that Pnφ˜n = φn . This leads to the following eigenvalue problem
KnPnφ˜n = λnφ˜n 0 6= λn ∈ C, φ˜n ∈ X. (3.3)
Note that both operators PnKn and KnPn have same spectrum. It follows from Theorem 2.7 that KnPn converges
to K on C l+1(E). Thus there is an integer N such that when n ≥ N the spectrum of KnPn inside Γ consists of m
eigenvalues, denoted by λn, j , j ∈ Zm , counted according to their algebraic multiplicities. Let
P Sn := −
1
2pi i
∫
Γ
(KnPn − zI)−1dz (3.4)
be the discrete spectral projection associated with KnPn and its spectra inside Γ . Then rank(P Sn ) = m, and the traces
satisfy
trace(KnPnP Sn ) =
∑
i∈Zm
λn,i , and trace(KP S) = mλ.
Let S and D be the reduced resolvent and nilpotent operator respectively associated with K and λ, that is, S :=
(K − λI)−1|(I−P) and Dm = 0. We have P SS = SP S = 0 (see [2]).
The following proposition gives the asymptotic error expansion of the discrete spectral projection (cf. [10]).
Proposition 3.1. Let K,Kn and Pn be the operators defined in the last section, P S and P Sn be the spectral projections
defined by (3.1) and (3.4), respectively. Assume that K ∈ C l+1(E × E), l > 2r and q = r . Then there holds that
P Sn − P S = −h2rU2r +O(h2r+2), (3.5)
where U2r :=∑m−1k=1 (DkC2rSk+1 + Sk+1C2rDk)+P SC2rS+SC2rP S is a bounded linear operator from C l+1(E×E)
to C l+1(E × E) independent of h.
Proof. Since KnPn convergence to K in the induced norm on C l+1(E), it follows that for any z ∈ Γ and n large
enough, (KnPn − zI)−1 exists and ‖(KnPn − zI)−1‖ <∞. A simple computation yields
(KnPn − zI)−1 = (K − zI)−1 + (K − zI)−1(K −KnPn)(K − zI)−1
+ (KnPn − zI)−1(K −KnPn)(K − zI)−1(K −KnPn)(K − zI)−1.
Using Theorem 2.7 with l > 2r , we have
(KnPn − zI)−1 = (K − zI)−1 − h2r (K − zI)−1C2r (K − zI)−1 +O(h2r+2). (3.6)
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By integrating both sides of (3.6) over the curve Γ , we obtain
P Sn =
−1
2pi i
∫
Γ
(KnPn − zI)−1dz = P S − h2rV2r +O(h2r+2), (3.7)
where
V2r := −12pi i
∫
Γ
(K − zI)−1C2r (K − zI)−1dz. (3.8)
By the Laurent series expansion for (K − zI)−1 at z = λ (see [2]),
(K − zI)−1 = − P
S
z − λ −
m−1∑
k=1
(z − λ)−(k+1)Dk +
∑
k∈N
(z − λ)k−1Sk .
Substituting this expansion into (3.8), and using the fact
1
2pi i
∫
Γ
1
(z − λ) j dz = δ1 j ,
where δ1 j is the Kronecker notation, we obtain
V2r = −12pi i
∫
Γ
[(
− P
S
z − λ −
m−1∑
k=1
(z − λ)−(k+1)Dk +
∑
k∈N
(z − λ)k−1Sk
)
× C2r
(
− P
S
z − λ −
m−1∑
k=1
(z − λ)−(k+1)Dk +
∑
k∈N
(z − λ)k−1Sk
)]
dz
=
m−1∑
k=1
(
DkC2rSk+1 + Sk+1C2rDk
)
+ P SC2rS + SC2rP S = U2r . (3.9)
Combining (3.7)–(3.9) yields (3.5). The boundedness of the operator U2r is obvious. 
Theorem 2.7, Proposition 3.1lead to the following asymptotic expansion of eigenvalue approximations.
Theorem 3.2. Assume that the conditions of Proposition 3.1 hold. Let λˆn = 1m
∑m
i=1 λi,n . Then we have
λˆn − λ = h
2r
m
trace(Qr )+O(h2r+2), (3.10)
where Qr := C2rP S −KU2r is a bounded linear operator independent of h.
Proof. Applying KnPn to the asymptotic expansion (3.5) and using (2.35), we obtain
KnPnP Sn = KnPnP S − h2rKnPnU2r +O(h2r+2)
= KP S + h2r (C2rP S −KU2r )+O(h2r+2).
Taking trace on both sides, we obtain
trace(KnPnP Sn ) = trace(KP S)+ h2r trace(C2rP S −KU2r )+O(h2r+2).
Since trace(KnPnP Sn ) =
∑m
j=1 λn, j = mλˆn and trace(KP S) = mλ, we have
λˆn = λ+ 1m h
2r trace(C2rP S −KU2r )+O(h2r+2),
which completes the proof of this theorem. 
According to the asymptotic expansion (3.10) the Richardson extrapolation for eigenvalue approximation should
be the following. We first divide each subinterval of partition 4n into two halves which make up a new partition
denoted by 42n :
42n : 0 = x0 < x1/2 < x1 < · · · < xn−1/2 < xn = 1. (3.11)
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We then have eigenvalue approximations with respect to this new partition, which has the following asymptotic
expansion
λˆ2n = 1m
m∑
j=1
λ2n, j = λ+ 1m
(
h
2
)2r
trace(Qr )+O(h2r+2). (3.12)
The Richardson extrapolation is defined by
λˆE2n :=
22r λˆ2n − λˆn
22r − 1 . (3.13)
Theorem 3.3. Assume that conditions of Theorem 3.2 hold, and the Richardson extrapolation λˆE2n is defined by (3.13).
Then there holds the error estimate
|λ− λˆE2n| = O(h2r+2). (3.14)
Proof. The result of this theorem follows from the asymptotic expansions (3.10) and (3.12). 
4. Numerical results
We consider to approximate the largest simple eigenvalue of the following integral operator
(Kx)(s) =
∫ 1
0
est x(t)dt, s ∈ [0, 1]. (4.1)
Let Xn be the space of piecewise constant functions (r = 1) with respect to the initial uniform partition
0 <
1
n
<
2
n
< · · · < n − 1
n
< 1 (4.2)
with h = 1/n. We choose one-point Gaussian quadrature formula which is exact for all polynomials of degree less
than 2, that is q = 1.
For the discrete Galerkin method, the quadrature points are given by
ti j = 2i − 12n , j = 1, i = 1, 2, . . . , n.
The super-convergence for the eigenvalue approximation using iterated discrete Galerkin method was proved to be
(see [11])∣∣∣λ− λˆn∣∣∣ =
∣∣∣∣∣λ− 1m
m∑
j=1
λn, j
∣∣∣∣∣ = O(h2r ).
In the present case, the order is 2. The theoretical convergence order of our Richardson extrapolation has been proved
to be 4 when r = 1.
In the Table 1, we present the errors and convergence rates for the largest eigenvalue λ of (4.1) using iterated
discrete Galerkin method and the corresponding Richardson extrapolation, where order(λˆn) and order(λˆEn ) denote
the convergence rates for the eigenvalue by the iterated discrete Galerkin method and its Richardson extrapolation,
respectively.
From Table 1, we observe that the numerical results agree with theoretical results obtained in Section 3, where
order(λˆn) and order(λˆEn ) are 2 and 4 respectively.
For the discrete collocation method, collocation and quadrature are also given by
ti j = 2i − 12n , j = 1, i = 1, 2, . . . , n.
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Table 1
Discrete Galerkin methods
n |λ− λˆn | |λ− λˆEn | order(λˆn) order(λˆEn )
2 2.5864575E-01 1.8788347E-03
4 6.6070565E-02 1.2032724E-04 1.9688979
8 1.6607886E-02 7.5669031E-06 1.9921391 3.9648029
16 4.1576468E-03 4.7365672E-07 1.9980293 3.9911165
32 1.0397669E-03 2.9609810E-08 1.9995070 3.9977892
64 2.5996394E-04 1.8456300E-09 1.9998767 3.9996945
Table 2
Collocation methods
n |λ− λˆn | |λ− λˆEn | order(λˆn) order(λˆEn )
2 2.0805304E-02 3.6153326E-04
4 5.4724761E-03 2.3941183E-05 1.9266857
8 1.3860749E-03 1.5190415E-06 1.9811885 3.9165620
16 3.4765801E-04 9.5302045E-08 1.9952645 3.9782612
32 8.6985980E-05 5.9618403E-09 1.9988140 3.9945103
64 2.1750966E-05 5.9618403E-010 1.9997033 3.9986775
The theoretical super-convergence order for the eigenvalue approximation using iterated collocation methods and its
corresponding Richardson extrapolation are 2 and 4 respectively, that is order(λˆn) = 2 and order(λˆEn ) = 4. In the
following Table 2, we can see that the numerical results agree with the theoretical results.
Both the numerical experiments are done in a Pentium 2 personal computer with 2.13 GHz CPU and 512M memory,
and the programming language is MATLAB.
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