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Abstract 
This work is an investigation into the electronic behaviour of semiconductor quan- 
tum dots, particularly self-assembled quantum dot arrays. Processor-efficient models 
are developed to describe the electronic structure of dots, deriving analytic formu- 
lae for the strain tensor, piezoelectric distribution and diffusion- induced evolution 
of the confinement potential, for dots of arbitrary initial shape and composition 
profile. These models are then applied to experimental data. Transitions due to 
individual quantum dots have a narrow linewidth as a result of their discrete den- 
sity of states. By contrast, quantum dot arrays exhibit inhomogeneous broadening 
which is generally attributed to size variations between the individual dots in the 
ensemble. Interpreting the results of double resonance spectroscopy, it is seen that 
variation in the indium composition of the nominally InAs dots is also present. This 
result also explains the otherwise confusing relationship between the spread in the 
ground-state and excited-state transition energies. Careful analysis shows that, in 
addition to the variations in size and composition, some other as yet unidentified 
broadening mechanism must also be present. The influence of rapid thermal anneal- 
ing on dot electronic structure is also considered, finding that the experimentally 
observed blue-shift and narrowing of the photoluminescence linewidth may both be 
explained in terms of normal In/Ga interdiffusion. InAs/GaAs self-assembled quan- 
tum dots are commonly assumed to have a pyramidal geometry, so that we would 
expect the energy separation of the ground-state electron and hole levels in the dot 
to be largest at a positive applied field. This should also be the case for any dot of 
uniform composition whose shape tapers inwards from base to top, counter to the 
results of experimental Stark-shift spectroscopy which show a peak transition energy 
at a negative applied field. It is demonstrated that this inversion of the ground state 
wavefunctions requires both composition grading, and severe truncation of the dot. 
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Chapter 1 
Introduction 
The first time that I was asked what exactly a quantum dot is, I had to stop and 
think about my reply. The standard response, and one which you will read in many 
books and papers is that "quantum dots are like artificial atoms", but this state- 
ment is misleading. The average man on the street if there is such a person, might 
imagine some exotic new materials to be used as building blocks in much the same 
way as iron or gold. Alternatively, for the researcher unfamiliar to the field this 
statement fails to take into account the complex interactions of the bound charge 
carriers in the dot; in addition to the elect ron- electron and electron-hole interactions 
which may be understood through analogy with the behaviour of isolated atoms, 
there are also interactions with the continuum of states in the surrounding bulk 
material and interactions with the underlying crystal potential for which a direct 
comparison cannot be drawn with atomic systems. In the end I decided to make 
my explanation by analogy with peanut butter sandwiches for MBE growth and 
acoustic guitars as resonant cavities, but it would maybe have been better simply 
to give a brief background on the techniques used to fabricate quantum dots and 
describe a few of the potential uses that these have; for temp erature- insensitive elec- 
tronics, for scanning electron microscope tips and, of course, as light emitters for 
optoelectronic applications. This is the approach that I have taken here, starting 
with the techniques of Molecular Beam Epitaxy (MBE) and Metal-Organic Vapour 
Phase Epitaxy (MOVPE). 
The development of MBE and MOVPE in the 1970's and 80's made it possible to 
reliably fabricate semiconductor quantum wells. MBE involves directing beams of 
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atoms onto a wafer of some material (the substrate) in a high vacuum environment, 
so that very thin films with both a well-ordered crystal structure and abrupt inter- 
faces may be deposited (grown) on top of one another, as in figure 1.1. MOVPE takes 
an alternative approach, using organic precursors as carrier gases for the material to 
be deposited. These are passed across the substrate, where high temperatures are 
used to crack the organic precursor and deposit the active material. The potential 
of the outermost filled energy levels (valence bands) relative to the vacuum will vary 
for different semiconducting materials. The same applies for the innermost unfilled 
energy levels (conduction bands), so that growth of one semiconductor onto another 
will introduce a discontinuity (band-offset) in the conduction and valence bands at 
the interface. By growing a thin layer (active region) of one material, sandwiched 
in between two layers of some other material (the barrier), it becomes possible to 
confine charge carriers to the active region of the device. 
High Vacuum 
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Figure 1.1: Molecular Beam Epitaxy. 
The allowed momenta of electrons in a crystal correspond to wavelengths that are 
resonant with the crystal dimensions. Bulk material has an effectively infinite extent 
relative to the de Broglie wavelengths of thermally excited charge carriers, so that 
there is a continuous distribution of allowed momentum, corresponding to a contin- 
uous distribution of energy levels. As the thickness of the active region in a thin film 
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becomes comparable to the de Broglie wavelengths of the charge carriers, quantum 
effects become important. The allowed momenta and energies of bound electrons are 
quantised in the growth direction as in figure 1.2, resulting in a quantum well (QW) 
heterostructure. The structure shown in the figure is a type I quantum well, where 
the conduction and valence band offsets introduce confinement of both electrons and 
holes, as opposed to a type 11 quantum well where the band offsets are such that 
they introduce a well for electrons and an antiwell for holes, or vice-versa. The study 
of semiconductor quantum wells allows us to test some fascinating quantum phe- 
nomena, and many aspects of their behaviour are still being discovered. Quantum 
well devices are also of practical importance for temperature-insensitive electronics 
and optoelectronic devices. The increased density of states available for electrons 
and holes at the band edge in QWs effectively narrows their thermal distribution. 
Furthermore, carrier confinement leads to a greater density of electrons and holes 
in the active region of the device. This increases the probability of recombination, 
so that quantum well light-emitting diodes (LED's) and lasers have now mostly re- 
placed earlier homojunction and heterojunction devices. 
V(Z) 
z 
I Active Region] 
ýýConcluction 
Band 
Electron - Confinement 
Barrier Energy Potential 
Levels - 
Active Region 
Barrier 
Hole -- alence Band 
Energy - Confinement 
Levels - Potential 
Position [z] 
Figure 1.2: Schematic diagram of a type I quantum well heterostructure. 
Today, quantum well lasers are found in almost every home as a key component of 
optical storage devices such as CD, DVD and CD-ROM. In the communications in- 
dustry, most long distance and internet traffic is already being transmitted through 
optic fibre using In, Gal-,, AsyP, -y/InP quantum well lasers at 1.3 and 1.55/-tm, and 
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Figure 1.3: Schematic representation of low-dimensional semiconductors. 
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the next generation of 1.3prn Gal-,, In,, Nl-yAsy (Guinness) vertical cavity surface 
emitting lasers (VCSEL's) should provide a cheap alternative to InGaAsP devices 
for communication over moderate distances. But the quantum well may not repre- 
sent the pinnacle of optoelectronics technology. In 1982, Arakawa [3] suggested that 
by confining charge carriers in two or three dimensions as shown schematically in 
figure 1.3, not only would some potentially interesting new physics become accessi- 
ble, but the thermal distribution of charge carriers would be further modified from 
the bulk and quantum well cases. In the limit of three-dimensional confinement, the 
density of states function is similar to that observed for atomic spectra. A series of 
discrete, well defined energy levels is present in these quantum dot (QD) structures, 
whose energy level ordering may in principle be tailored by altering the dot geometry. 
1.1 Low-Dimensional Systems 
Rather than starting with bulk band-structure and then moving on to consider 
structures with successively fewer dimensions, it is more instructive for the present 
work to start from Schr6dinger's equation (SE) for a particle- in- a-b ox, and then 
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stretch the box out to an infinite crystal. The electronic structure of quantum 
dots is then immediately obvious. Considering a box of dimension (2L, 2Ly, 2L, ), 
for simplicity we assume an infinitely deep confining potential and that the box is 
occupied by a single fermion whose mass is the electron mass, 'M,. Separation of 
variables will then give the energy eigensolutions, E,,, for each bound level, 
(m 
, n, p) , of the system as 
Em -- 
li2 k2 
2m, 
where 
7T mn)p) 
(2Lx 
' 2LY 2Lz 
and m, n and p are integers. These levels give a discrete density of states whose en- 
ergy separation gets larger as the box gets smaller. This is the quantum dot case. If 
we now allow L,, to tend towards infinity, as is the case for a quantum wire (QWR), 
the energy separation between states with increasing wavevector k" = m7r/2L,, be- 
comes very small so that the distribution of levels in the x direction may be treated 
as a continuum. We define a density of states function, n (E), so that the number 
of allowed energy states, dN, over an energy range dE is given by dN =n (E) dE. 
In order to relate equation 1.1 to the energy density of states, we further define a 
density of states function n (k,,, ), so that the number of allowed energy states over 
a range of wavevectors dk,,, is given as dN =n (k,,, ) dk,,,. 
Since we are making the dimension 2L,, of the crystal in the x direction very much 
larger than the wavelengths of the thermally excited charge carriers, these will be 
moving through the crystal rather than forming standing wave patterns with the 
crystal boundaries. It is then more intuitively reasonable to treat these as travelling 
waves. We assume that the crystal surfaces are far enough away to be ignored, 
and treat the dimension of the crystal along x as though it were infinite. We may 
introduce a periodic boundary condition, requiring that the amplitude and derivative 
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Figure 1.4: Energy (top) and k-space (bottom) density of states for an infinite 
confining potential. 
of each wavefunction are equal at the boundaries. Redefining the distance 2L, as the 
length of an arbitrarily chosen segment of the crystal, we set periodic boundaries 
at +L,, and -L,,. In contrast to the solutions for the infinite potential well, the 
periodic boundary condition requires that a complete number of wavelengths be 
contained within the distance 2L, so that the allowed wavevectors of the system are 
now k.. = m7/L,. Each wavevector is separated by a distance -FIL,, in k"-space, 
so that the density of allowed states n (k,, ) is equal to L,, /7r. The infinitesimal 
length between kn and kn + A.. is 2dk,, where the factor of two accounts for the 
possibility that the bound particle may be moving either forwards or backwards 
with momentum k,,,. We now have that dN = 4(L,, /7r)dk,,,, where the additional 
factor of two accounts for the spin degeneracy of the bound fermion. The energy 
density of states in the QWR becomes 
4 
L,, dk,,, 
7 dE 
6 
(1.3) 
where equation 1.1 gives 
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dk,,, Me 
dE h2k,,, 
The real-space energy density of states per unit length, 91D(E) =n (E) /2L.,, for 
the quantum wire will then be 
91D(E) 
I 2m, 
vlE-- 
( 
ii2 
(1.5) 
For the quantum well, applying periodic boundary conditions in the x-y plane, 
there are n 
(kmn) = LxLy/7r 
2 
available states per unit area in kmn-space. States 
with a given momentum and energy may be directed at any angle in the x-y plane, 
forming the circumference of a circle in kmn-space as shown in figure 1.4, so that the 
infinitesimal area betweeen kmn and kmn+ dkrnnwill be 27rkrnndkmn. This gives 
n(E) =2 
L-, L " 27kmn 
Me 
7r2 jj2 kmn 
(1.6) 
The real-space density of states per unit area, 92D(E), for the quantum well is now 
92D(E) -I 
(2m, ) 
27 h2 
Finally, for bulk material the crystal is stretched in all three directions. We again 
apply periodic boundary conditions, so that the states with energy E form the 
surface of a sphere in k-space and the infinitesimal volume between k and k+A 
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is 47rk 2 A, where k= IkI. There are n (k) = L,,, LyLz/7 3 states per unit volume in 
k-space, so that the bulk density of states function becomes 
n(E) =2 
Me 
47k 2LI 
LyL, 
Pk 73 
(1.8) 
The real-space density of allowed energy states per unit volume, 93D(E), for a bulk 
semiconductor is then given by 
93D(E) 
v/ E--- 2m, 
3/2 
27r2 
( 
r, 2) 
(1.9) 
The energy density of states for three (M), two (Q21)), one (QID) and zero (QOD) 
dimensional structures, each with an infinite confining potential, are shown at the 
top of figure 1.4, while the density of states in k-space is shown below. The QWR 
density of states varies as 1/krn, so that this will have a 11ý/_E energy dependence. 
The additional curves at higher energy for this quasi- one- dimensional structure are 
due to states with n>1 and p>1. For the two-dimensional case, the density of 
states is independent of krnn, so that this will be constant with increasing energy. 
Again, the additional steps in the quantum well DOS are due to states with p>1. 
Finally, for bulk material the density of allowed energy states varies as IkI, so that 
this will increase as the square root of the energy away from the band edge. The 
major advantages of low-dimensional semiconductors over bulk material for use in 
optoelectronic devices may now be understood through this evolution of the density 
of states function. Knowing g (E), Fermi-Dirac statistics may be used to relate this 
to the occupation of the subband. The total occupation, N, of the subband per unit 
volume is written in terms of the Fermi energy, EF, as 
N=ff FD (E) g (E) dE 
subband 
(1.10) 
rlL 
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where 
FD (E) 
I 
exp [(E - EF) IkBT] +I 
(1.11) 
Electrons may move between the conduction and valence bands in a semiconductor 
by absorption, spontaneous emission and stimulated emission of photons. These 
three processes are shown schematically in figure 1.5. If the conduction and valence 
levels are separated by an energy gap Eg = hw, then an electron in the conduction 
band can spontaneously decay to the valence band, emitting a photon with energy 
equal to the bandgap. Similarly, a photon of energy hw can be absorbed by the 
semiconductor, raising an electron from the valence band to the conduction band. 
Alternatively, a photon of energy hw can interact with a conduction electron, trans- 
ferring this electron from the conduction level to the valence level and emitting a 
second photon whose energy and phase is the same as the first. 
absorbtion 
spontaneous 
emission 
9 
stimulated 
emission 
Figure 1.5: Schematic representation of two-body photon absorption and emission 
processes. Left-to-right: absorption, spontaneous emission and stimulated emission. 
For a semiconductor at equilibrium there are typically very few electrons in the 
conduction band, so that the semiconductor is optically absorbing at all energies 
above the bandgap energy, Eg. We may move the semiconductor away from equi- 
librium by injecting electrons into the conduction band and holes into the valence 
band, so that the semiconductor now moves back towards its dynamic equilibrium 
through the spontaneous emission of light. As we further increase the number of 
electrons and the number of holes that are injected into the conduction and va- 
lence bands respectively, the probability of electron-photon interactions increases, 
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so that stimulated emission processes become more likely. We achieve transparency 
at the bandgap energy, E., when the probability of stimulated emission from the 
conduction band edge to the valence band edge is equal to the probability of ab- 
sorption from the valence band edge to the conduction band edge. Beyond this, we 
have a population inversion at the band edge so that the probability of stimulated 
emission exceeds that of absorption, resulting in a net gain at the energy E-,. The 
semiconductor begins to lase when this gain exceeds the cavity losses in the material. 
It is convenient to describe emission and absorption processes in terms of the Fermi 
energy and quasi-Fermi energies for electrons and holes. For an undoped bulk semi- 
conductor at equilibrium the Fermi energy sits within the bandgap, but in order to 
get stimulated emission we must move the semiconductor away from equilibrium, 
typically through the injection of electrons and holes into the active region of the 
material. Although the electrons are no longer in equilibrium with the holes in 
the semiconductor for this case, we note that the typical electron-hole recombina- 
tion lifetime in a direct gap semiconductor is about 10' seconds, while the typical 
electron-phonon and hole-phonon scattering times are about four orders of magni- 
tude faster than this. We may then assume that the conduction electrons are in 
a quasi-equilibrium state and that the holes in the valence band are also in quasi- 
equilibrium, even though the electrons and holes are not in equilibrium with each 
other. The probability, f, (E), of a state in the conduction band being occupied by 
an electron is now 
f, (E) -- 
I 
(1.12) 
exp [(E - 
EFc) IkBT] +I 
and the probability f, (E) of a state in the valence band being occupied by a hole is 
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(E) -- 
1 
exp [(EFv- E) IkBT] +I 
where EF, and EF, are known as the quasi-Fermi levels for electrons and holes 
respectively, and kB is the Boltzmann constant. Bernard and Durafforg [9] have 
shown that, in order to achieve population inversion and hence optical gain at the 
band edge, the quasi-Fermi level separation EF, -EFvmust be greater than the fun- 
damental energy gap, Eg. The probability of stimulated emission then exceeds the 
probability of absorption within the energy range E. to EF, -EFv- 
Figure 1.6: The equilibrium Fermi distribution f (E) (far left), and the energy 
density of states per unit volume g (E) (solid lines) and energy density of charge 
carriers p (E) (filled areas) at equilibrium for bulk material (second from the left), 
a quantum well (second from the right) and a quantum wire (far right). 
One of the main aims of the band-structure engineer is to design structures in which 
lasing is achieved as close as possible to the point of transparency, EF, -EFv=Eg, 
reducing the current density required to reach the lasing threshold and minimising 
device losses. Considering figure 1.6 it can be seen that, as we move from bulk 
material to the quantum well and wire, the modified density of states increases the 
f(E) 92D(E) 91D(E) 93D(E) 
f-l L 
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proportion of charge carriers at the band edge, so that the fraction of transitions 
from band edge states is increased. More of the available conduction electrons and 
valence holes will then contribute to stimulated emission at an energy hw, while 
there is a smaller contribution to stimulated emission at competing energies. Mov- 
ing to the quantum dot case, all of the electron-hole recombination will be from the 
band edge due to the discrete density of states function. Excluding spin degeneracy, 
the ground state in the dot is now singly degenerate, so that only a single bound 
electron in the conduction band and a single bound hole in the valence band are 
sufficient to provide a population inversion. The main barrier to lasing in quantum 
dots is no longer the carrier injection required to achieve population inversion, but 
is rather that the active region of the gain medium now only represents a small 
fraction of the material in the laser cavity, so that the cavity losses can become very 
much larger than the gain in the dot material. 
The temperature dependence of the threshold current density should also improve as 
we move to lower dimensions. In order to understand this, it is useful to consider the 
simplified case of figure 1.6, where the electron and hole density of states functions 
are symmetric. From the symmetry of this hypothetical material, the transparency 
condition requires the electron and hole quasi-Fermi energies to be at the conduction 
band edge E, and the valence band edge E, respectively, since the electron density 
in the conduction band must be equal to the hole density in the valence band. For 
bulk material, the density of states, g (E), increases as -., I-E away from the band 
edge. From equation 1.10, the number of carriers NTin the conduction band at the 
point of transparency EFc=E,, will then be 
NToc 
Oo v1E dE f 
exp [ElkBT] +I 0 
Substituting u= ElkBT, this becomes 
f "I I, 
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00 
3 
NToc (kBT) -ý f 
0 
vfu- du 
exp [u] +1 
13 
(1.15) 
The carrier density at transparency will then be proportional to T'I'. Moving to 
the quantum well, the carrier density at transparency increases less rapidly with 
temperature, varying as T. For the quantum wire, the carrier density required to 
achieve transparency will vary even less rapidly, as TV', while the transparency 
condition for the quantum dot is independent of temperature. 
1.2 Strained Growth, and Self-Assembly of Dots 
The limited resolution and quality of device fabrication in the 1980's made the prac- 
tical realisation of lithographic quantum wire and dot devices problematic, and most 
theoretical effort focussed on the behaviour of idealised test structures. Then, in the 
early 1990's the phenomenon of self-assembly, which had been predicted by Stranski 
& Krastanow in 1937 [10], was observed for semiconductor heterostructures [52]. 
Self-assembly is a strain-driven process, and the incorporation of strain into semi- 
conductor devices has an interesting history, which is worth reviewing briefly here. 
The reader is referred to Thijs et al [55] for a more thorough review. If one considers 
any two arbitrary materials of different lattice constant as in figure 1.7, epitaxial 
growth of material A onto material B or vice versa will deform the atomic bonds 
of the growing material. Despite releasing about two thirds of the strain energy 
through rubberlike relaxation in the growth direction where the atomic separation 
is not constrained, the strain in the growing layer can still be large, and above a 
certain critical thickness the growing material can minimise its strain energy by 
forming dislocation lines. These defects degrade device performance by introducing 
non-radiative recombination pathways which reduce device lifetimes so that, for a 
long time, devices were deliberately designed using combinations of materials with 
a small lattice mismatch such as GaAs/AlGaAs. 
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Figure 1-7: Top: epitaxial growth of a tensilely strained layer. Middle: epitaxial 
growth of a compressively strained layer. Bottom: strain relaxation through the 
formation of defects. 
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As the techniques of MBE and MOVPE were refined, more adventurous combina- 
tions of ternary and quaternary materials were introduced in order to tailor the band 
offsets and other electronic properties of devices without introducing strain. Then in 
1986, both Adams [1] and Yablonovitch & Kane [59] independently suggested that 
the presence of strain in quantum wells should actually benefit optoelectronic device 
performance by breaking the degeneracy of the heavy- and light-hole valence levels, 
reducing the current injection required to achieve population inversion. Strained lay- 
ers were grown, and these showed significantly better characteristics as light-emitters 
than unstrained devices [32,55]. As techniques for growing strained quantum wells 
were refined, and the reliability of quantum well devices was improved using tech- 
niques such as strain compensation, the telecommunications industry began using 
strained layer lasers in order to take advantage of the low threshold currents, rela- 
tive temperature stability, and reduced undesirable Auger processes in these devices 
relative to the existing unstrained InGaAsP devices for long-wavelength transmis- 
sion at 1.5pin. Now it is the case that almost all new lasers are based on strained 
quantum wells. 
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Figure 1.8: Transmission electron micrograph (TEM) of a self-assembled quantum 
dot, from Fry et al [20]. 
Plastic relaxation of strained QWs is energetically unfavourable when the layer thick- 
Oll 
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ness is less than some critical value which is determined by the lattice mismatch [31], 
so that good epitaxial growth of thin strained layers may be achieved. However, if 
the lattice mismatch is sufficiently large, then under appropriate growth conditions 
the growing layer can relieve some of its strain energy via a different relaxation 
mechanism, coalescing into small isolated islands of material as in figure 1.8. These 
islands allow relaxation, not only in the vertical (growth) direction but also in the 
two lateral directions, reducing the strain energy of the system. Two different growth 
modes have been proposed for self-assembled dots; Volmer-Webber growth, where 
the growing layer condenses as an array of islands from the start of the deposition 
process, and Stranski-Krastanow growth, where islanding only occurs after the de- 
position of a thin wetting layer whose typical thickness is 1-2 monolayers of material. 
a) S-K Dots (1) 
AAAA 
c Litho phic Dots 
b) S-K Dots (2) 
d) Colloidal Dots 
Figure 1.9: Quantum dot growth modes: (top) two different Stranski-Krastanow 
growth modes, (bottom left) lithographically defined quantum boxes and (bottom 
right) elliptical dots formed by colloidal growth. 
Self-assembly is not the only means of forming quantum dots, and some different 
growth modes are shown schematically in figure 1.9. Extreme ultra-violet and elec- 
tron beam lithography have been used to pattern material to the required lateral 
dimension (figure 1.9(c)), but these techniques require a post-deposition etching 
step. The surface damage introduced by this additional process is not significant 
for normal semiconductor electronics where devices have typical dimensions between 
0.13jim and 0.25pm, but can terminally degrade the performance of optoelectronic 
devices when the typical dimension is only a few hundred angstroms. Another pos- 
sible technique for fabricating quantum dots is colloidal growth (figure 1.9(d)). This 
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technique shows potential [13,28], but is an infant technology and requires dedi- 
cated custom-built apparatus. Although the situation may well change in the future, 
self-assembly is currently the most promising method for fabricating quantum dots. 
1.3 Thesis Plan 
It is the small lateral dimension of self-assembled quantum dots, anything from 100A 
to 500A, that makes them physically interesting. It also makes them very difficult 
to characterise. To date, the majority of studies have focussed on InAs dots grown 
onto GaAs substrates, formed via the Stranski-Krastanow growth mode. Initial 
characterisation of such structures suggested that square-based pyramids of InAs 
were present on top of aI monolayer wetting layer of alloyed material, as illustrated 
in figure 1.9(a). The pyramidal dot has since become both a commonly assumed 
dot shape and something of a benchmark for theoretical modelling, although more 
recent analysis by a number of groups, including the author, has demonstrated that 
the dot shape and composition profile depend on growth conditions, and that for 
typical growth conditions a truncated geometry and graded composition profile sim- 
ilar to that illustrated schematically in figure 1.9(b) are probably far more common 
[6,12,20,21,22,25,34,35,12,39,51,53]. Koenraad's recent scanning tunnelling 
microscopy (STM) data in figure 1.10 provides a good example of this; the upper- 
most images show the variation in height for cleaved InAs dots as a function of 
position, both for a single layer structure (left) and a QD stack (right). The images 
at the bottom of the figure show the difference between two plots such as those on 
the top taken under different current stressing conditions, more clearly highlighting 
the shape of the dot. The two sets of images clearly demonstrate that both the 
individual dot and each layer of the QD stack are heavily truncated. Although the 
composition profile of the dots is harder to resolve directly from the images, a de- 
tailed analysis of the STM data confirms the presence of a composition gradient [12], 
with the indium mole fraction increasing as we move from the base to the top of the 
dot. It is interesting to note for the QD stack that, moving from the base to the top 
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of the stack, the dots in each sucessive layer all look distinctively different and will 
therefore have differing transition energies. This non-uniformity must be taken into 
account for the commercial fabrication of quantum dot lasers, where several layers 
are typically required in order to provide the optimum threshold current character- 
istic. Similarly, even devices with a single layer are formed from arrays containing 
large numbers of dots with differing size and composition profiles. This distribution 
of dots leads to inhomogeneous broadening of the transition energy observed for the 
ensemble, degrading device characteristics. The use of electronic structure models to 
help understand the geometry and broadening mechanisms of dots is the recurring 
theme of this thesis. 
Chapter 2 presents some of the theoretical prerequisite for this work, beginning 
with a discussion of strain relaxation in and about a dot. From Hooke's law and the 
continuity equations, the strain distributions for anisotropic and isotropic crystals 
are derived and compared. While the strain distribution in cubic crystals is most 
properly described by an anisotropic model, it is confirmed that for zincblende semi- 
conductors the isotropic approximation provides a good description of the strain 
distribution in QD structures, and that dots will anyway have a lower symmetry 
than the underlying crystal lattice so that symmetry- breaking due to the inclu- 
sion itself will dominate over the effects of strain anisotropy. The k. p formalism 
of Schr6dinger's equation (SE) is presented, and modified to describe the electronic 
structure of a strained inclusion. The influence of strain on the band-structure of 
bulk material is discussed, and the effects of both strain and piezoelectricity on the 
electronic structure of low-dimensional semiconductors are then considered in terms 
of the k. p model. 
Chapter 3 develops numerical techniques for solving the SE in quantum wells and 
dots. Trends in the electronic behaviour of dots with varying size and composition 
profile are identified, in comparison with the established behaviour of quantum wells. 
The effects of rapid thermal annealing (RTA) on electronic structure are discussed 
in terms of the Fickian diffusion of an initially spherical dot, and the experimental 
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Figure 1.10: STM images of cleaved quantum dots, courtesy of Paul Koenraad at 
Technische Universiteit Eindhoven, Holland. The images at the top of the figure 
show the variation in height as a function of position above the cleaved surface of 
nominally InAs dots in GaAs, for single layer dot structures (left-hand figure) and 
for quantum dot stacks (right-hand figure) cleaved in the (110) plane through the 
dot centre. The substrate is shaded black, and the maximum deformation of the 
cleaved surface of about 6A due to strain relaxation, is represented by the white 
area on each figure. The images at the bottom of the figure show the difference 
between two plots such as those on the top, taken under different current stressing 
conditions. 
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data on RTA of quantum dots is found to be consistent with conventional In/Ga 
interdiffusion processes. A technique for the analytic description of complicated po- 
tential distributions in reciprocal lattice space is demonstrated, and expressions are 
derived to describe the effects of diffusion on dots with arbitrary initial shape and 
composition profile. 
In chapter 4, algorithms for solving the SE in quantum dots with more compli- 
cated geometries are developed, to enable quantitative modelling of self-assembled 
dots. Analytic expressions are derived for the strain tensor and piezoelectric field 
in reciprocal lattice space. These are combined with expressions for commonly as- 
sumed dot shapes, and used to identify common trends and differences between the 
electronic structure of dots with various geometries and composition profiles. For 
the pyramidal geometry, it is shown that the asymmetric dot shape leads to an 
increased heavy-hole confinement potential within the dot and displacement of the 
bound wavefunctions. The confined levels in the ring shaped dot are used to high- 
light the symmetry of the piezoelectric potential distribution, and by extrapolating 
these results general trends for the effect of piezoelectricity on electronic structure 
are identified. The disc-shaped dot model is used as a tool to help understand inter- 
sublevel transitions between the conduction and valence states. Considering experi- 
mental double- resonance measurements of the inter-band and intra-band transitions 
in disc-shaped dots, it is found that this dot shape imposes strong selection rules for 
electron-hole recombination and that, in addition to the inhomogeneous broadening 
of the transition linewidth due to variations in dot size, variations in dot composition 
also contribute to the broadening of the linewidth. We find that the combination of 
both size and composition variations between dots is still not sufficient to account 
for all of the spread in transition energy, so that some other broadening mechanism 
must also be present. 
Chapter 5 is devoted to the analysis of Stark shift spectroscopy data. The pyramidal 
model of Grundmann et al for InAs/GaAs dots [26] can be used to make specific 
predictions regarding the behaviour of quantum dots in an applied electric field. 
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For example, since the ground state hole level sits below that of the electron for the 
pyramidal geometry, the maximum ground state optical transition energy should 
be observed for a positive applied electric field. The pyramidal model may then be 
tested through comparison with experiment. Rather unexpectedly, the experimental 
measurements both of Fry et al [20] and of Raymond et al [51] show a peak transition 
energy for a negative applied field, in direct contrast to the theoretical prediction. 
Considering the effects of truncation on the calculated dipole, it is shown that for 
any dot with a uniform composition profile which tapers inwards from base-to-top, 
the biaxial strain distribution will always lead to the opposite sign of dipole to that 
observed. This led the author to propose that not only are these dots truncated, but 
there must also be an indium composition gradient leading to indium aggregation 
at the top-surface of the dot [6]. Although this proposal was quite controversial at 
the time, a growing body of evidence now confirms these findings. 
Finally, chapter 6 concludes the thesis by surnmarising the work of the previous 
chapters, along with suggestions for useful further investigation. 
Chapter 2 
Strain and Bandstructure 
UT TENSIO, sic uis - Robert Hooke's painstaking 17th century study yielded a 
result of such elegance and simplicity that it requires only a single sentence of ex- 
planation. More than 300 years on, this result provides an important cornerstone 
to the understanding of strain in semiconductors. Hooke's original statement may 
be rewritten as a set of six equations; 
9ij (K) Cijkl Ekl (r) (2.1) 
where the tensor aij (r) represents the stress in direction j due to a traction on the 
surface parallel to direction i, EkI (E) is the strain tensor and Cijkl is the elastic tensor 
of the material being studied, which provides a measure of the stress that is required 
to induce a given level of strain. Strain is of key importance to the understanding of 
quantum dots. Not only does it provide a driving mechanism for the self-assembly 
process, but it dominates the electronic behaviour of dots as well. Considering the 
1nAs/GaAs materials system, whose equilibrium lattice constants vary by 6.7% of 
the InAs lattice spacing (or 7.2% of the GaAs lattice spacing, depending on your per- 
spective), the hydrostatic deformation halves the depth of the electron confinement 
potential, and the biaxial deformation provides perhaps the single most important 
contribution to the confinement potential for bound hole levels in a pyramidal dot. 
In addition, strain-induced changes to the mean field in which the charge carriers 
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sit will alter both the electron and in-plane hole effective masses by a factor of 
about two. Any serious attempt at modelling and understanding QD behaviour 
must therefore take strain into account. 
Here, starting from Hooke's law and the continuity equations, the strain tensor is 
derived, comparing the results for isotropic and anisotropic materials to confirm 
the validity of the isotropic approximation to describe the strain distribution in 
quantum dots. Deriving the Schr6dinger equation for a strained zincblende semi- 
conductor and considering in turn the effects of the crystal structure, the strain 
tensor and the piezoelectric deformation, the relative importance of each contribu- 
tion to the electronic structure is evaluated in detail. 
2.1 Hooke's Law and the Continuity Equations 
In order to find the strain in a quantum dot at equilibrium, we require four sets of 
equations. In addition to Hooke's law 1, there are 6 strain displacement equations 
Ekl (K) =[ Uk + Ul (r)] 2 Ox, 19Xk 
(2.2) 
where ui (r) describes the displacement of the material at the position r from its 
unstrained position. We also have that 
'For the following discussion, a liberal mixture of index and Cartesian notation, and frequently 
both at once has been applied. No apology is made for this. Cartesians are used wherever possible 
as these are easier on the eye, but in places the use of index notation is essential to prevent this 
chapter from growing to monstrous proportions. The Einstein summation convention applies, so 
that a repeated index implies summation unless explicitly stated otherwise. 
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olij W= 
19W (2.3) 
&jj 
where W (r) is the strain energy density. Conservation of momentum results in the 
equilibrium equations 
a 
aij (r) +p (1) bi (r) =p (r) fi (r) Oxj 
(2.4) 
where p (r) is the density of the material at position r, bi (1: ) are the body forces 
distributed throughout the material, and fi (r) are the externally applied forces. 
Knowing the forms of the stress and strain tensors, Hooke's law may now be simpli- 
fied. From equation 2.2, it can be seen that Ekl (K) is invariant under an exchange of 
k and 1. This being the case, equation 2.3 will also be invariant under exchange of Z 
and j. The Cijkl of equation 2.1 may now be reduced from 81 to 36 elastic constants 
and written as 
6111 ) 
0ý22 
0ý33 
912 
0'13 
0'23 1 
C1111 C1122 C1133 C1112 C1113 C1123 Eli 
C2211 C2222 C2233 C2212 C2213 C2223 E22 
C3311 C3322 C3333 C3312 C3313 C3323 E33 
C1211 C1222 C1233 C1212 C1213 C1223 E12 
C1311 C1322 C1333 C1312 C1313 C1323 E13 
C2311 C2322 C2333 C2312 C2313 C2323 
) 
E23 
(2.5) 
As this matrix is symmetric about the diagonal, only 21 of these terms are indepen- 
dent. The matrix may be further simplified by noting that the elastic properties of 
materials have inversion symmetry; the question of whether an infinitesimal volume 
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of material is being pulled in the direction +xi or in the direction -xi is a purely 
subjective one. Making the transformation x, -ý -xi, stress and strain will still be 
related by the same transformation matrix. Exchanging x, for -xI in the definitions 
of stress and strain from equations 2.2 and 2.3 gives 
0111 
922 
933 
-0'12 
-0'13 
923 
CIIII C1122 C1133 C1112 C1113 C1123 Eli 
C2211 C2222 C2233 C2212 C2213 C2223 E22 
C3311 C3322 C3333 C3312 C3313 C3323 633 
C1211 C1222 C1233 C1212 C1213 C1223 
-E12 
C1311 C1322 C1333 C1312 C1313 C1323 
- E13 
C2311 C2322 C2333 C2312 C2313 C2323 
) 
E23 
(2.6) 
Comparing the matrices 2.5 and 2.6, it can be seen that 2U12 (r) = 2CI212 612 
(1) + 
2C1213 613 (r) from which we may deduceC1211, C1222, C12331 C1223 = 0. A similar 
result may be found for Oý13. Further considering the transformations 12 -ý --12 and 
'IC3 -* -X3 the total number of independant elastic constants may be reduced to 9, 
as in equation 2.7. 
0'22 
0'33 
a12 
913 
U23 
C1111 C1122 C1133 Eli 
C2211 C2222 C2233 E22 
C3311 C3322 C3333 E33 
C1212 E12 
C1313 II E13 
C2323 Ik E23 
(2.7) 
Equation 2.7 is totally general, but further simplification requires making some as- 
sumptions about the material in question. For many crystalline materials, including 
zincblende semiconductors, the elastic behaviour of the material is invariant under 
the transformation x, 44X2- We have 
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0'22 
O'll 
933 
Oý21 
0723 
U13 
ClIll C1122 C1133 E22 
C2211 C2222 C2233 Eli 
C3311 C3322 C3333 E33 
C1212 
(E21 
C1313 II E23 
C2323 JýE 
13 
26 
(2.8) 
From equations 2.7 and 2.8 we see thatC1111-C2222, C1133-C2233 andC1313-C2323- 
Similarly, using the transformations x, +-ý X3 and X2 ý4 X3 gives the result for 
a material with cubic symmetry. At this point, it is worth replacing the rather 
cumbersome four-tensorCijkl with a more succinct notation so that C1111 - C111 
C1122 
- 
C12 andC1212 - 
2C44- We may then write Hooke's law for a material with 
cubic anisotropy as 
aij (r) = 2C44IFij 
(K) + (Cll - 
C12-2C44) 6ik6jk6kk (1) + C126ii6kk (K) (2.9) 
Ignoring the underlying crystal structure completely and treating the elastic ma- 
terial as an isotropic continuum, one would expect the elastic behaviour of the 
material to be invariant under a rotation of the coordinate system r about an ar- 
bitrary angle 0 to a new coordinate system r'. We introduce the rotation matrix Rj. 
Cos 0 sin 00 
Rij sin 0 Cos 0 
00 
(2.10) 
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Now E'kl RtiEij (1: ) Rjj and a', (r) = Rt -crij (r) R11. kk ki 
isotropic material and write 
o-I I +o-22 -2o-12 
2 
or 11 +o-22+2o-12 
2 
0'33 
O'l I- 0'2 
v"2- 
0"13 - 0'23 
N/2 
0'13+0'23 
V-2- 
CII C12 C12 
C12 CII C12 
C12 C12 Cll 
27 
We set 0= 45' for the 
EIi +e22-2E12 
2 
EII +E22+2E12 
2 
E33 
(2.11) 
2C44 EIl -E22 
vý-2- 
2C44 613 --23 
V-2- 
2C44 E13+E23 
V2- 
Comparing equation 2.11 with equation 2.9 we have that 2C44 CII - C12, and 
finally arrive at Hooke's law for an isotropic material. 
9ij (r) - 
(CII 
- 
C12) Eij (E) + C126ijEkk (r) (2.12) 
While the assumption of isotropy is not strictly correct, it does allow for the simple 
analytic treatment of the strain tensor. The accuracy of the isotropic assumption 
has been discussed in detail by Faux [191, who found that the proportional error 
in the strain field calculated with isotropic elastic constants is about 6%. To il- 
lustrate this point, figure 2.1 plots the magnitude of the biaxial strain component, 
Eax (K) = E_, ý, 
(K) - [Ex,, (r) + Eyy (1: )] /2, for an array of square-based InAs pyramids 
and truncated pyramids of base 12nm and height 6nm on a GaAs substrate, com- 
paring the results of the isotropic and anisotropic strain models along the vertical 
(z) axis that passes through both the centre and apex of the dot. The difference 
between the isotropic and anisotropic results in the figure is small, with the asym- 
metry of the dot shape dominating over the anisotropy of the underlying crystal. 
Cubic anisotropy should therefore have a relatively small effect on the confined 
state energies in typical InAs/GaAs QD structures, as discussed by Andreev [2] and 
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demonstrated by the author [6]. Most of the calculations presented later in this the- 
sis are therefore carried out assuming isotropic elastic constants. The other major 
assumption made throughout the present analysis and for strain calculations used 
here is that the elastic constants within the dot are the same as those of the barrier 
matrix. It is possible to allow for differing dot and barrier elastic constants, albeit 
at the expense of a more pro cessor- intensive calculation, within the framework of 
the models developed and applied later on. However, the elastic constants for a 
given material vary as a function of strain, so that the Cij measured within the in- 
clusion will not be the same as those measured for the bulk material from which the 
inclusion is formed. Keyes scaling rule for group IV diamond structure and III/V 
zincblende semiconductors [36] demonstrates that CiJ varies as a function of the 
interatomic separation. It is then, perhaps more appropriate to choose the elastic 
constants of the barrier material for all materials in the system. 
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Figure 2.1: Comparison of the biaxial strain component, E,, x 
(r) = Eý-ý' (K) - 
[EXX (E) +Eyy (r)] /2, along the vertical axis through the dot centre, calculated using 
isotropic and anisotropic models for a superlattice of 12 x 12 x 6nm pyramidal InAs 
quantum dots (left) and 12 x 12 x 12nm pyramidal InAs quantum dots truncated to 
6nm (right) with a GaAs barrier and superlattice unit cell 24 x 24 x 24nm. 
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2.2 The Strain Distribution due to an Inclusion 
Eshelby [18] treated the presence of an inclusion using a series of theoretical cut-and- 
paste operations. First, a block of quantum dot material is stretched /compressed 
until its lattice constant matches that of the barrier material. Then, a hole is cut 
from the barrier material and without allowing the barrier to relax this hole is filled 
with the stretched/ compressed quantum dot material. Finally, the quantum dot is 
allowed to relax into the barrier to its equilibrium position and the resulting strain 
distribution is determined. Following this procedure for a spherical dot, Downes et 
al [17] introduce the concept of a point inclusion in analogy to the point charge in 
electrostatics. They then go on to present the equations for the stress due to an 
inclusion in an isotropic medium as a Green's function integral. 
01ij W- 
MO(CI, + 2C12) (Cl 1- C12) 
47rCjj 
dr/ 
6ij 3 (xi - xi') (xj - xj') 
r, 13 Ir _ r/15 inclusion 
where MO -- (ao - a)/a is the misfit of the inclusion, ao is the lattice constant of the 
barrier matrix, a is the lattice constant of the inclusion and we assume equal elastic 
constants for the dot and surrounding matrix material. From equation 2.13, we have 
the rather remarkable result that the hydrostatic stress orij (r) is an invariant of the 
integration. No matter what initial dot shape one might choose, or what peculiar 
geometry the relaxed dot might take, aii (K) is conserved. Relating the stresses to 
the strains via equation 2.12, we see that the hydrostatic strain Eii (K) is directly 
proportional to the hydrostatic stress so that, for an isotropic material at least, the 
hydrostatic strain after relaxation depends only on the local misfit. In order to find 
the value of eii (r), we make use of this result and consider the simplest non-trivial 
case of a strained quantum well, where aij (K) takes a value of Orij inside the well and 
is zero elsewhere and Eij (K) is Eij inside the well and is zero outside. Noting that 
orxx=: o7YYI orz, =0 and that Exx--Eyy--Mo for the well, equation 2.12 yields the result 
CIL 
Chapter 2 Strain and Bandstructure 
Eii = 2Mo 
30 
Cll 
- 
C12 
(2.14) 
Cil 
Although this equation is derived for the quantum well, considering the above anal- 
ysis this is a totally general result and will hold for quantum wells, wires and dots of 
arbitrary geometry. For many II1-V materials, the ratio 2(C11- C12) ICI 1 is approx- 
imately 1. This compares with the hydrostatic misfit before relaxation E9., where 22 
EO =EO =EO =MO, so that E9-3MO. Strain relaxation therefore typically releases XX YY zz zz 
about two thirds of the hydrostatic strain in the layer. 
2.3 k. p Theory for Zincblende Semiconductors 
Starting from the energy eigensolutions for charge-carriers in a crystal with mo- 
mentum k= ko, where ko is typically the momentum at the band-edge, the k. p 
technique uses perturbation theory to describe the bandstructure at some arbitrary 
wavevector, k, in terms of the k- _kO 
basis set. This technique may then be used to 
describe the electronic structure of a crystal using a small number of experimentally 
determined parameters. Since electron-hole interactions in many semiconductors, 
particularly direct gap materials, are dominated by dispersion at and about the 
conduction band minimum and valence band maximum, this makes k. p theory par- 
ticularly well suited to electronic structure calculations for optoelectronic devices. 
The k. p technique is an extension of the effective mass technique. In order to derive 
the effective mass Hamiltonian, making the adiabatic approximation we may expand 
the energy dispersion E,, (k) about the zone-centre for a non-degenerate energy band 
as [4] 
h 2k2 p2 1 E+- _L +2Z nn n2( Me Me n74-nl 
En )- En (0) 
(2.15) 
- En 
(0) + 
h2k2 
2m, m* 
CIL 
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where P,,,,, is the momentum matrix element linking bands n and n', which pro- 
vides a measure of the strength of the interaction between the energy levels, and 
Me is the electron mass. Collecting the interactions with all of the remote levels 
together, the mean field seen by the electron in level n due to the crystal potential 
may then be accounted for by introducing an effective mass W. From equation 
2.15, the interaction between an electron in level n and one in level n' will fall off 
as I/ [En, (0) - En (0)], so that the effective mass of a given level is mainly affected 
by neighbouring bands and the interactions with remote levels will be small. The 
effective mass model predicts a parabolic dispersion of energy levels with increasing 
wavevector k, but neglects the band non-parabolicity away from the zone centre 
due to mixing between the lowest conduction and highest valence bands. The k-p 
technique extends the effective mass method by differentiating between the proximal 
and remote bands, treating the former explicitly while continuing to treat the latter 
implicitly through the effective mass tensor. 
Table 2.1: The k. p Hamiltonian 
IS) IX) IY) IZ) 
IS) 
IX) 
ly) 
IZ) 
E+ 
c 
rt2s* (k)2 
2m, 
Akyk, -i Pký, 
Aký, ký, -i Pky 
Aký, ky -i Pkz 
Akyk, +i Pk, Ak, k, +i Pky Ak,; ky +i Pk, 
+ h2 Q11 2m, Bk., ky Bk., k, 
Bk--ky 
Bk, ýký, 
Qab : -- (I + D) kik, + (C - D) kakb 
Ev + 
h2 Q22 
2m, 
Bkykz 
Bkykz 
*ý2 Ev +' Q33 2m, 
In zincblende semiconductors the lowest conduction band IS) has s-like symmetry, 
while the upper valence bands may be written using a basis set of three degenerate 
orbitals IX, Y, Z) with p-like symmetry about the principal axes of the crystal. The 
conduction band will interact directly with the valence bands, while the valence 
bands couple indirectly to each other via remote levels. The IS, X, Y, Z) Hamiltonian 
may be written as the spin-degenerate 4x4 matrix of table 2.1 where P is the 
momentum matrix element linking the conduction and valence levels, B, C, D and 
f-, l 11 
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s* are related to the effective mass tensor [5] and the term A occurs as a result 
of symmetry- breaking along the bonding directions of the zincblende crystal. This 
term is too small to measure experimentally for the materials of interest here and 
will be neglected in the following discussion. The IX, Y, Z) basis set clearly shows 
the symmetry of the crystal, but we have neglected the spin-orbit interaction which 
introduces off-diagonal terms to the Hamiltonian even at k=0. Bandstructure 
engineers then generally prefer to write the Hamiltonian using the spin-orbit basis 
set I J, mi), where J is the orbital angular momentum quantum number and mj is 
the spin quantum number. The resulting Hamiltonian matrix is diagonal at k=0, 
and so gives a better description of the energy eigensolutions. Following Kane [33], 
we choose spin to be quantised along the z direction, so that I J, mi) is related to 
IX, Y, Z) by 
12 
2ý 21 2 = -i- v72- ix ý +iy 
2 lý 121 
2 -1 N76- 1-2Z t +X ý +ZY ýý 
i lý 121 2 = -L -, ý73- lzt+Xý+iYýý 
1 
21 2 -L %/3- 
Ix ý -iy ý -Z 
3 lý 
21 2 -' v/6- 
1-X t +iY t -2Z 
3 3ý 
22 2 -1 72 -X 
ý +ty ýý 1 
heavy-hole (up) 
light-hole (up) 
spin split-off (up) 
heavy-hole (down) 
light-hole (down) 
spin split-off (down) 
(2.16) 
Including the relativistic spin-orbit split-off energy AO, the 8x8k. p Hamiltonian 
becomes the matrix of table 2.2, which has been written in such a way as to em- 
phasise the symmetry of the Hamiltonian. This 8-band matrix may be simplified 
in a number of special cases; in the case where AO = 0, the 8x8 matrix may be 
decoupled into two 4x4 matrices with the form of table 2.1. If Eg is large, then the 
valence levels may be solved in terms of a 6x6 matrix [48], replacing the explicit 
coupling between the conduction and valence levels in table 2.2 with a renormali- 
sation of the valence effective masses 7h, ýY2,73. If Ao is large, as well as E., then 
the spin split-off level may also be decoupled from the 4x4 heavy/ light- hole Hamil- 
tonian. For bulk material and for quantum wells, it is computationally feasible to 
f-Ill 
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Table 2.2: The spin-orbit Hamiltonian 
I st) I M) 
22 
I i'D 
22 
11,1) 
22 
1 Sý) 2, - 
D 122 I 2, 
-D 22 
il'-. 1) 
22 
IST) CB iV-3F vf2-G iG 0 0 F* W2-F* 
IM) 
22 -iV3-F* M-L iv'2-H* -H* 0 0 -iK v/'2- K 
12, 
-! 
) 
22 V2-G -ivf2-H M+L i v/2- L -F* iK 0 -iV3-H* 
! 
-, -I) 22 -iG -H -iv/-2L M-Ao -i\/-2F* - v/2-K iv/3-H* 0 
lsý) 0 0 -F iv"2-F CB -iv/3-F* v/2-G -iG 
2, A 
22 0 0 -iK* -V2K* i vl'3- F M-L -iv/2H -H 
22 F iK* 0 -i 03 H v'-2G iv/-2H* M+L -iv/-2L 
-1 - 
l-) 
2,2 -i \12-F \/'2- K i vf3- H 
0 iG -H* i\/2- M-AO 
CB = E, + ýL 
2 
-* k2+k2+k2 2m, 
[xy 
Z] 
F (ký, + ik v76- Y) 
H 'Y3'kz (ký, + Zky) me 
ýq2 
K r2-/3 72' (k 2-k 2) + 2i"Y3'ký, ky] 2m, 
[yx 
L -4ý- 7Y2 1k2+k2- 2k 
2 
2m, 
1xy 
Z] 
M Ev -- 
h2 
yl'[k 
2+k2+k 2] 
2m, xyZ 
GP kz 
vf3- 
'Yi 2 +2D- 1) 3 
(C 
1 (C '-Y2 5- D) 3 
ýY3 1 (B) 3 
33 
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calculate Hamiltonian matrices with more than 8-bands. The strongest interaction 
not included in the 8-band model comes from the higher conduction bands. Pfeffer 
& Zawadzki [50] have included the influence of the three p-like conduction bands 
closest to the lowest-lying s-like conduction band in a 14 band Hamiltonian, finding 
that the additional non-parabolicity breaks the degeneracy of the spin doublets, but 
that this effect is small close to the zone centre for the materials of interest here, 
and may be neglected. 
To deal with low-dimensional systems, we remember that we originally started with 
Schr6dinger's equation for a box and stretched the box to an infinite crystal, so that 
the k-dependent terms in the Hamiltonian occur as a result of the kinetic energy 
part of the SE acting on the bulk eigensolutions, the Bloch functions exp [ik. j: ]. If 
the periodicity of the bulk crystal is interrupted by inclusion of a different material, 
then the bulk eigensolutions will no longer be valid and we must return to the more 
fundamental form of the SE, replacing k --ý -iV. For quantum wells, the periodicity 
of the crystal in the growth plane will remain the same for epitaxially grown het- 
erostructures, so that we need only introduce k, -ý -i-ý2- in the growth direction z. az 
For wires, two of the wavevectors must be replaced by differential operators, and for 
quantum dots the periodicity of the lattice is interrupted in all three directions. In 
the QD case, all three of the wavevectors must therefore be replaced by differential 
operators. 
2.4 Strained Semiconductors 
The strain part of the Hamiltonian follows the symmetry of the kinetic energy terms 
[40,49], so that kikj -ý Eij, s* -4 2a, -yj -+ -2a, -y2-ý -bax and -y3 ---> -d, t, /V/3. 
From table 2.2, the conduction band energy is only affected by the hydrostatic 
change in the volume of the semiconductor, Eii, so that if the inclusion does not have 
a built-in composition gradient then, for an isotropic material, the strain-induced 
deformation of the conduction band will be uniform inside the inclusion, and zero 
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in the barrier. The strain deformation of the heavy-hole levels is complicated by 
the biaxial strain, Eax :: -- Ezz - (Exx + Eyy) /2, which varies as a function of position 
through the dot and the surrounding barrier matrix, modifying the position and 
energy of the bound valence levels. This leads to divergence in the behaviour of the 
bound holes compared to the confined electron levels in the dot. 
6 
I(D 
cm 
C: 
LU 
L F 
wavevector IkI 
x 
Figure 2.2: Dispersion of bulk GaAs (300K), calculated using the k. p technique. 
The purple, black, red and blue lines represent the conduction, heavy-hole, light- 
hole and spin split-off levels respectively. 
Figure 2.2 shows the dispersion for unstrained bulk GaAs calculated using an 8- 
band k. p Hamiltonian. The k. p dispersion curves provide a good description of 
the electronic structure from the zone centre up to about 20% of the way to the 
zone edge, but then begin to significantly underestimate the band non-parabolicity 
beyond this. The six (100) directions moving out towards the X points are equiv- 
alent, and as we turn the dispersion curve through 900 from the direction in which 
we choose spin to be quantised, the hole eigensolutions with a heavy mass in the 
spin direction have a light mass perpendicular to this direction, and vice versa for 
rill 
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the hole eigensolutions with a light mass in the spin direction. If the aspect ratio of 
the material is changed by applying a biaxial stress in the [100] and [010] directions, 
then these are no longer equivalent to the [001] direction which then becomes a nat- 
ural axis in which to quantise spin. In addition to the hydrostatic term, the biaxial 
term also appears on the diagonal of the Hamiltonian matrix in table 2.2, so that 
the degeneracy of the heavy and light-holes at the r point is broken. Applying a 
compressive biaxial stress so that the bulk material is squeezed inwards in the [100] 
and [010] directions, the levels which are heavy-hole-like in the growth direction and 
light-hole-like in the growth plane are moved to higher energy, while the levels which 
are heavy-hole-like in the growth plane and light-hole-like in the growth direction 
are moved to lower energy. For the following discussion, and throughout this thesis, 
the former of these levels are labelled heavy-holes and the latter as light-holes since, 
in the discussions of Stark shifts later on, the main concern is the effective masses of 
carriers along the dot growth direction. One should, however, note that the opposite 
convention is sometimes used in the literature when the in-plane effective masses of 
the holes are more relevant. 
Returning to the discussion of quantum well lasers in chapter 1, we can now under- 
stand why the threshold current is reduced in strained-layer lasers. Under biaxial 
strain the number of hole states at the band edge is reduced, so that a smaller 
number of injected carriers are required to achieve population inversion and hence 
a smaller current is needed to reach the lasing threshold for strained than for un- 
strained devices. Biaxial strain can be engineered into quantum wells by choosing 
an active region of different equilibrium lattice constant to the barrier. The biaxial 
term now enters the heavy-hole Hamiltonian as and the light-hole Hamilto- 
nian as +b,, xE,, x. For the quantum well, orxx - oyy and or,,, -0 so that equation 
2.12 gives E,, x - -Exx(Cl, + 2CI2)ICII . 
As b,, x is generally negative, by introducing 
compressive (negativeExx) or tensile (positive Exx) strain in the growth (x-y) plane, 
the ground state transition may be engineered to be either heavy- or light-hole-like 
along the growth direction. 
f-l 11 
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From the 8-band analysis above, the presence of strain will introduce hydrostatic and 
biaxial terms to the 1-band Hamiltonian equations. In addition, the strain-induced 
changes in the energy separation between levels affects the interband coupling and 
hence changes the 1-band effective masses. The values quoted in most papers for 
the values of the electron effective mass m* and the valence Luttinger parameters 
-y,, are the unstrained 1-band bulk values. These are related to the 8-band values s* 
and -y,, ', where the parabolic dispersion of the upper valence levels due to the lower 
conduction band and vice versa are considered explicitly using 8-band k. p theory 
[6], so that 
,. Yl yj (1) _ 
Ep 
(2.17) 
3E_, 
721 72 - 
Ep 
(2.18) 
6E., 
731 73 - 
Ep 
(2.19) 
6 E_, 
where Ep=2m, p2pi2. Strain changes the strength of the interactions between levels. 
We assume that the remote levels are far enough away from the bands of interest 
that the strain-induced changes in the remote levels have a negligible effect on the 
lowest conduction and upper valence levels, and that only the changes in these due to 
each other are important. These effects are considered explicitly in the 8-band case, 
but must be considered implicitly for the 1-band model through renormalisation of 
the effective masses. The 8-band Luttinger parameters, -y,, (r), are related to the 
strain-renormalised 1-band values, -y,,,, t, (1: ), via the strained bandgap E., (r) as 
-yi, W+ 
Ep (r) 
(2.20) 
3Eg, 
'Y2, str 721 + 
Ep (r) 
(2.21) 
6Eg, 
'Y3, str '731 + 
Ep (r) 
(2.22) 
6Eg, 
Cl 11 
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By similar analysis, the 1-band conduction effective mass varies with bandgap as 
Me + 
2Ep (r) 
4- 
Ep (r) 
Fr) I+ 
(2.23) 
M* (r) 3E. 9, 
(r) 3 [E_q, (r) + Ao 
where 6 (r) accounts for the influence of remote levels on the conduction band effec- 
tive mass. 
2.5 The 1-Band Model For Wells, Wires and Dots 
For quantum wells and other low-dimensional semiconductors, we may treat the 
effects of strain on the band-offsets and the I-band conduction and valence effec- 
tive masses, by using the hydrostatic and biaxial deformation potentials and the 
effective mass renormalisation procedure described above. However, mixing of the 
conduction and valence bands away from the zone centre leads to non-parabolicity 
of the bulk dispersion curves, affecting the accuracy of the I-band model when this 
is applied to quantum wells, wires and dots. Here, we shall consider the importance 
of this band-mixing at finite k for quantum wells, where the k :A0 contributions 
to the bulk band-structure can become important, even at the band edge. We then 
relate the results observed for quantum wells to those expected for quantum dots. 
In the bulk dispersion curves of figure 2.2, the heavy-hole band is exactly parabolic 
in the [001] direction. Considering table 2.2, this result is expected as the heavy- 
hole band does not couple to any of the other bands through k, The dispersion 
of the heavy-holes in the [110] direction is also parabolic to an excellent level of 
approximation, partly as a result of the large heavy-hole effective mass. The con- 
duction band is also approximately parabolic at and about the zone centre, while 
the light-hole and spin split-off levels exhibit significant non-parabolicity. We would 
therefore expect the 1-band model to provide a reasonable approximation to the 
conduction- and heavy-hole levels close to the band edge, with worse agreement for 
the light-hole and spin split-off levels. We may test this hypothesis by considering 
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figure 2.3, which plots the bound levels for a 100A InAs quantum well in a GaAs 
substrate, comparing the results of 1-band and 8-band analyses. Ignoring the im- 
practicality of fabricating such a device, this quantum well has the same hydrostatic 
strain and hence comparable band-offsets to the InAs/GaAs quantum dot structures 
that shall be considered in detail later on in this thesis, so that the characteristics of 
the InAs/GaAs well should provide some insight of the bound levels in InAs/GaAs 
quantum dots. 
For a quantum well, levels in the conduction band may interact with the light-holes 
and spin-split off levels at the band edge. For a quantum wire or dot, there is mix- 
ing of all of the conduction and valence levels at the band edge. The discussion 
of heavy-holes, light-holes, etc in low-dimensional semiconductors is then somewhat 
ambiguous. Here, we have redefined the light-hole levels as the levels whose light- 
hole component at the band edge is greater than the contributions from any of the 
other levels, and we use the notation AA,, in the following discussion to describe 
the n" level whose character is predominantly AA-like. 1-band and 8-band calcu- 
lations for a quantum well superlattice, with quantum well width a, = 100A and 
unit cell width L, = 200A, are plotted as a function of increasing wavevector Jkl, 
along the [100] direction towards the X point and along the [110] direction towards 
the K point. The results of both 1-band and 8-band calculations of the heavy-hole 
dispersion are in agreement at the band edge, as the heavy-hole level does not mix 
with any of the other levels through the wavevector, k, in the growth direction 
z. For all of the bound levels, the 1-band analysis overestimates the quantum well 
dispersion at large Jkl, but the contributions to the quantum dot energy levels from 
the quantum well dispersion curve should fall off rapidly with increasing Jkl, and 
the important figure-of-merit for relating the quantum well dispersion to the energy 
levels in a dot is m7/a, where rn -- 1 for the electron and hole ground states. In 
order to evaluate the accuracy of the 1-band model for the description of the ground 
state valence level, we therefore wish to consider the results of the 1-band and 8- 
band models within the range Jkl <- 0.031, as enclosed by the dotted vertical lines 
in figure 2.3. The 1-band model provides a reasonable approximation to the HH, 
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Figure 2.3: Valence subband dispersion of a IOOA InAs/GaAs quantum well (300K) 
relative to the GaAs valence band edge. The solid black lines are the heavy-hole 
levels calculated using a I-band Hamiltonian, the solid blue lines are the light-hole 
levels calculated using a I-band Hamiltonian, the dashed red lines are the 8-band 
valence levels whose character is predominantly heavy-hole-like at the band edge 
and the dashed light-blue lines are the 8-band valence levels whose character is 
predominantly light-hole-like at the band edge. The dotted vertical lines enclose a 
volume of k-space out to IkI = 7r/a,. 
Chapter 2 Strain and Bandstructure 41 
level at the band edge, but overestimates the dispersion of this level at IkI = 0.031 
by about 20meV. Considering the average error within this range, we would expect 
an error of about 10meV for the calculated 1-band ground state heavy-hole energy 
level in a dot. For the excited states in the well, and for the ground state at large 
IkI, the I-band model vastly overestimates the dispersion compared to the 8-band 
analysis, so that we would only expect the I-band model to provide a good estimate 
of the ground-state valence level in the dot. We note, however, for the InAs/GaAs 
quantum well considered here, that the I-band model does predict the same energy 
level ordering as the 8-band model for the first few bound levels over a wide range of 
quantum well widths. The solutions to the excited valence states in the dot, calcu- 
lated using the I-band model, should then provide a useful guide to the symmetry 
and energy level ordering of the first few excited valence states. 
From the naive argument that quantum dots with a large base to height ratio should 
exhibit similar behaviour to quantum wells, we would expect the ground state level 
in a compressively strained quantum dot with a high aspect ratio to look predomi- 
nantly heavy- hole- like. For wires and dots the biaxial distribution can depend sen- 
sitively on position, but the naive prediction still holds for a more rigorous analysis 
[6,54]. These theoretical predictions have been confirmed by experiment [46,53], 
and considering the above analysis we would then expect the I-band model to pro- 
vide a reasonable description of the ground state valence level in the dot. This is 
indeed seen to be the case when we compare our I-band results with the predictions 
of more sophisticated models in chapter 4. We conclude that, with conscientious 
treatment of the electronic structure parameters, a I-band model may be used to 
provide an accurate description of both the electron and hole ground state energies 
in high aspect ratio dots. 
Chapter 2 Strain and Bandstructure 
2.6 Piezoelectricity 
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Figure 2.4 shows the zincblende unit cell. It can be seen from the figure, that if we 
apply a stress to the zincblende crystal in one of the six (001) directions, then the 
resulting tetragonal distortion will concertina the bonds linking the group III and 
group V sites. A symmetric movement of charge above and below the plane is ob- 
served in this case, so that there is no induced piezoelectric field. This is clearly not 
the case if we strain the material along one of the other crystal axes. If we consider 
the distortion about a single Ga atom due to the deformation of a GaAs crystal in 
the [111] direction, on one side of the Ga atom there is a single Ga-As bond directed 
along [111] and on the other side of the Ga atom are three Ga-As bonds directed at 
an angle to [111]. The distortion will therefore not result in a symmetric movement 
of charge, and the material is piezoelectrically active. Deformation of a zincblende 
crystal in a direction other than one of the (001) directions will therefore induce a 
piezoelectric field. For a given level of strain, we would expect the magnitude of 
the piezoelectric field to be greatest for a deformation along one of the eight (111) 
bonding directions. 
[001] 
[010] 
1100] 
Figure 2.4: The zincblende unit cell. 
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Following Davies [16], the piezoelectric potential distribution, dp, (1: ), may be derived 
in a similar manner to the strain tensor. For a dot grown onto the (001) surface of 
a zincblende semiconductor, there is no contribution to the piezoelectric potential 
from the hydrostatic terms Eyy and 6,, as discussed above. The only non- 
zero contribution to the piezoelectric potential dp, (r) then comes from the shear 
strains, and all of the elements eijk of the piezoelectric tensor go to zero in the 
zincblende semiconductor except for the six permutations of eijk6i, 4j6i, 4k6j:, -4k, where 
we have introduced the notation 6ilj = 1-6i=j. Defining e123 - e14 where e14 is the 
piezoelectric constant for zincblende semiconductors, we have that 
dpz (r) - 
9C-14M0 Cil + 2C12) 1 (X - X')(Y - Y')(Z - Z') dr' (2.24) 
47rEoE, 
( 
Cil Ir 
- 
0' 
In order to clarify the following discussion, it is convenient to write this equation in 
an alternative form. We introduce the transformation 
Xi - xil -1a Ir 
11 (2.25) 
Ir - Ell' 2-n i9xi' _ rlln-2 
Substituting equation 2.25 into equation 2.24 we obtain 
dp, 
3el4MO Cil + 2C12 aaa 
r'l dr' (2.26) 47Eoe, 
( 
Cil 
)f 
ax, ay, az, 
It can then be readily shown for an (001)-grown cuboid of dimension 2a', x 2ay x 2a, 
that dp, (r) is given by 
dp, 
3el4MO Cil + 2CI2 X0 (2.27) 
47rEoE, 
( 
Cil 
Chapter 2 Strain and Bandstructure 
where 
x0 = 
1: 818283ý(X -siax 
)2 + (Y - S2ay )2 + (Z - 83az )2 
SliS25S3 
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(2.28) 
and where sl, 82 and S3 can each take values of -1 and +1. Each of the 8 terms in 
equation 2.27 is centred on one of the corners of the box and has spherical symmetry 
moving away from the corner. The magnitude of the piezoelectric potential at each 
corner is the same, but the sign of the deformation is opposite for adjacent corners, 
as illustrated in figure 2.5. 
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Figure 2.5: Piezoelectric potential distribution for a cuboid of dimension 
20x2OxlOnm on an (001)-oriented substrate. 
The minima and maxima of the piezoelectric potential for the cuboid in figure 2.5 
are close to the corners of the dot. The contributions at each corner from the other 
vertices act to spread the piezoelectric distribution outwards, so that the potential 
is predominantly localised outside of the dot, in contrast to the low-lying bound 
states which are predominantly localised at the dot centre. This means that the 
overlap between the piezoelectric potential and the ground state electron and hole 
wavefunctions should be small, with a correspondingly small piezoelectric correction 
to the ground state confinement energies. In addition, the piezoelectric potential 
-28.28 -20 -10 0 10 
[110] direction [nml 
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has odd symmetry in the growth plane while the ground state wavefunctions have 
even symmetry. There will then be no piezoelectric-induced shift in the ground state 
energies within first order perturbation theory; the leading terms in the expansion 
cancel so that the largest non-zero contribution is from the second order terms. This 
is true for any dot whose shape is symmetric about two of the three ý100) planes 
through its centre, so that for any square- or circle-based geometry grown onto an 
(001) substrate we would expect the piezoelectric correction to the ground state 
energy levels to be small. 
2.7 Chapter Summary 
Here, we have developed much of the relevant theoretical background that shall 
be applied in later chapters in order to develop models of quantum dot electronic 
structure. We began with a discussion of Hooke's law, re-deriving the linear elastic 
response of an isotropic medium to an extension, and discussing the validity of the 
isotropic model in comparison to the results obtained for the case of cubic anisotropy. 
The presence of an inclusion in an isotropic material has been considered briefly, 
before presenting the k. p formalism for the description of semiconductor electronic 
structure both for bulk material and for an inclusion. The effects of strain on 
bandgaps, charge carrier effective masses and hence electronic structure have been 
considered in detail. By comparing 1-band and 8-band results for bulk material and 
quantum wells, these results support the validity of the 1-band effective mass model 
for the description of the ground-state electron and heavy-hole levels. Expressions 
for the piezoelectric potential distribution due to an inclusion have been presented, 
speculating on the effects that one might expect this to have on the shapes of the 
bound charge carriers and on the electronic structure of dots. 
Chapter 3 
1-D Models and the Analysis of 
Diffusion in Quantum Dots 
The infinite potential well and a small number of other special cases of the Schr6dinger 
equation have exact analytic solutions for various simple geometries. These provide 
a useful insight into the qualitative behaviour of bound charge carriers. In order 
to determine the quantitative behaviour of real systems however, where the poten- 
tial distributions governing the confinement of electrons and holes are complex and 
where barrier penetration of charge carriers can sometimes lead to counter- intuitive 
behaviour, numerical modelling is required. The simplest approach to numerical 
modelling is to use finite-difference techniques. These describe certain types of 
problem very well, but can become slow and cumbersome when dealing with com- 
plex potential distributions. Alternative approaches include techniques such as the 
transfer matrix method, or expanding the bound wavefunctions in some basis that 
is chosen to converge rapidly on the eigensolutions. For the present work, I have 
chosen to expand the eigensolutions using a plane wave basis set. This technique 
takes the Fourier transform of the potential distribution as input, and has the ben- 
efit that analytic expressions can usually be found to describe the dot potential. 
Here, plane wave algorithms are developed for the simplified case of a one-dimensional 
confinement potential, relating the bound levels in a spherical dot to the results for 
a potential well of comparable dimension. This analysis is then extended to compare 
the results of Fickian diffusion on the quantum dot and well energy levels. Equations 
are developed to describe the diffusion profile of the dot both in real space and in 
k-space, and these results are then compared to the observed effects of rapid ther- 
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mal annealing on the optical emission spectra of quantum dot arrays. The blue-shift 
and narrowing of the photoluminescence linewidth observed experimentally during 
annealing are shown to be consistent with the predicted effects of normal Fickian 
In/Ga interdiffusion processes on a heterogeneously broadened dot ensemble. 
3.1 The Plane-Wave Technique 
2L 
4-+ 
d 
Figure 3.1: Overlap of the bound charge carrier probability density functions in 
neighbouring wells for QW superlattices with a unit cell length of 2L, a quantum 
well width of 2a and an interwell separation of thickness d (left) and 2d (right). 
Rather than sample the confinement potential on a grid of points, the plane wave 
technique considers the full potential distribution sampled over a range of frequen- 
cies. So long as the bound wavefunctions vary slowly over the solution region, the 
high frequency information may be discarded with minimal loss of accuracy. The 
plane wave method usually assumes Periodic boundary conditions so that, rather 
than solving for a single isolated quantum well the solutions obtained are the results 
for a periodic QW superlattice. The unit cell is chosen here to be of length 2L, and 
as L becomes large the overlap of the wavefunction with the potential in neighbour- 
ing unit cells decreases exponentially as in figure 3.1, so that with a suitably large 
unit cell we are effectively solving for an isolated QW. The wavefunction V)n (X) of 
the n1h bound level may be written as 
2a 2d 
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on (X) =Z- exp [ikx] 
k /m 
where An are constants k are the wavevectors k= mT/L and m must take an integer kI 
value. Multiplying the Hamiltonian HO' (x) =En on (X) from the left by exp [-zk'x] 
and integrating we have that 
1 
ZA n dx exp [-Zk'x] fi exp [ikx] = E, ZA 
k, k' 
1k 
(3.2) 
For a finite square well of width 2a, whose confining potential has a uniform value 
VO within the well and is zero elsewhere, the potential energy term in equation 3.2 
is simply the quantum well depth VO multiplied by the Fourier transform of the 
dot shape. Taking the effective mass m* (x) equal to m* in the quantum well and W 
b*M elsewhere, and using the proof given in Appendix A, the Hamiltonian for the 
superlattice of figure 3.1 may be written as a matrix in k-space. 
Hkk, A n=EnAn (3.3) kk 
where 
Hk k' 
h2 k'k6k=k' 
2mo m* b 
2 sin [(k - V) a] h2 k'k I 
ol (3.4) 2L (k - k') 2m, m* m 
I(w 
b) 
+V 
The time taken to diagonalise this matrix scales as the number of frequency compo- 
nents cubed, but only a small number of plane waves are generally required, so that 
this method is generally faster than finite differerence methods. Figure 3.2 plots the 
011 
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calculated confinement energy measured relative to the band edge, for the bound 
electron levels in a IOOA InAs well with a GaAs barrier and superlattice period twice 
the well width. The coefficients A' fall off rapidly with increasing k, so that 7 plane k 
waves (Iml < 3) are sufficient to converge to within 0.1 meV of the ground state 
energy eigenvalue. The convergence is less rapid for the excited levels in the well, 
where the dominant contributions to the wavefunction come from higher frequency 
plane wave coefficients. We nevertheless find that 9 plane waves are sufficient to 
converge to within ImeV for all of the bound levels in this model example. 
5; 7 0.00 
9- 
-0 -0.04 
c (lö 
-&08 
"g -0.12 
0.16 
0 
f% -0.20 
(n 
% 
-0.24 
(! ) 
-0.28 E 
0 
-0.32 
-0.36 
c 
LLJ -0.40 
cl 
-0 co 
-0 
a- 
0.025 11. -II 
7 plane waves 
0,020 3 plane waves 
1 plane wave 
0.015 
0.010 
0,005 
0.000 [- ----- 
-0.005 
-100 -50 0 
z [Angstroms] 
50 100 
Figure 3.2: Convergence of the bound electron energy levels (left), and of the ground 
state electron probability density function (right), for a IOOA InAs quantum well 
superlattice embedded in GaAs, with L--IOOA . 
3.2 The Radial Schro"dinger Equation 
For dots whose confining potential V (r) has spherical symmetry, so that V (r) =- 
V (r), it is natural to use the spherical polar coordinate system r, 0,0. The SE may 
be written as 
a[ r2 aT 
(x: ) 
I+F 
(0,0) q, (x: ) - 
2Me r2 
[E -V (r)] IV (r) (3.5) Or W-(7-) Or h2 
3579 
Number of plane waves 
oil 
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where 
F (0, + (3-6) 
sin (0) 00 m* (r) 00 sin 
2 (0) 00 m* (r) 
For the special case of spherical symmetry, the radial and angular dependence of 
the wavefunction may be decoupled so that T (r) = V) (r) Yl,,, (0,0). The Yj, " are 
the spherical harmonic functions [11], and it can be shown that F (0,0) may be 
replaced by 1(1 + I)h2 /2m*. Making the substitution R= rO (r), the solutions with 
no orbital angular momentum (1=0) are then equivalent to the solutions for a square 
well whose potential profile is the cross-section through the centre of the dot. We 
have for the I=0 solutions that 
h01 d9 R (r) +V ER (3.7) 2m, ar 
Im* 
(r) ar 
1 
Since R is equal to r multiplied by a well behaved wavefunction, the dummy wave- 
function R must go to zero at the dot centre, thereby excluding eigensolutions of 
equation 3.7 whose wavefunction R has even symmetry about r=O. The I-0 solu- 
tions for the spherically symmetric dot are then simply the odd-symmetry solutions 
to the finite square well problem. Comparing the ground state electron energy for 
InAs quantum wells and dots in GaAs and how these vary with the size of the dot 
or well in figure 3.3, a number of differences are apparent. The quantum well always 
has a bound state, but the ground state level in the dot becomes unbound for dots 
of diameter 57A. While the energy of both QW and QD structures follows the same 
general trend as that predicted by the infinite analysis, the bound states in thin wells 
and small dots are closer to the InAs band edge energy than for the infinite well. 
This is a result of barrier penetration increasing the width of the wavefunction and 
hence the effective size of the confinement potential. The larger barrier penetration 
of the bound QD wavefunctions leads to a greater difference between the finite and 
infinite analysis for the QD than for the QW. The ground state electron confinement 
01, 
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Figure 3-3: Top: a comparison of the ground state confinement energy relative to 
the GaAs band edge (300K), with finite and infinite barrier potentials, for InAs 
wells in GaAs. Centre: ground state energy for InAs dots in GaAs, with finite and 
infinite barriers. Bottom: ground state confinement energy as a function of indiurn 
composition, x, for an InxGal-xAs quantum well of width 150A and a quantum dot 
of equivalent diameter in GaAs. 
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energy relative to the band edge for both dots and wells has a fairly linear variation 
with composition, following the shift in the quantum well conduction band edge. 
Again, the quantum well always has a bound state but there is no bound level for 
dots with a low indium composition. 
3.3 Diffusion in Wells 
The technique of rapid thermal annealing (RTA) involves heating a semiconductor 
device to a temperature where material may diffuse freely, so that the influence of 
diffusion on the electronic structure of quantum wells and dots is a theoretical prob- 
lem with practical interest. For quantum wells, by observing the change in electronic 
structure as RTA proceeds one may obtain information about the diffusion coefficient 
of the well/barrier system [29]. RTA may also be used as a post-deposition tuning 
mechanism to modify the transition energies of quantum well devices. Assuming 
normal (Fickian) diffusion processes, the diffusion profile C (x) for one-dimensional 
diffusion from a point source with initial concentration Co 6 (x) is given by [14] as 
Co 
_ 
(X)2] 
C (x) 
-' uxp - 
or, \/7r 01 
(3.8) 
where or is the diffusion length, defined as or = Vý-4-Dt, t is the diffusion time and D 
is the diffusion constant, a measure of how easily the source material mixes with the 
surrounding ambient. The diffusion profile C (x) for an initially uniform quantum 
well of width 2ax and concentration CO centred on the origin may then be written 
in terms of the error function erf (y) as 
(x) = 
C' 
erf 
(a - x) + erf 
(ax +x (3-9) 
or or 
)1 
f" 11 
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where 
Y 
erf (y) 
f dt exp I-tI1 (3-10) 
0 
Considering figure 3.4, two competing processes will affect the evolution of the con- 
finement energy for bound levels in the well. On the one hand the confining potential 
becomes shallower with increasing diffusion length, reducing the energy difference 
between the confined state and the band edge of the barrier. On the other hand the 
confining potential also becomes wider, so that the bound energy levels will move 
towards the bottom of the potential well. To calculate the confined eigenstates 
of the diffused well, finite difference algorithms require that the initial square well 
composition profile of value Co inside the well and zero elsewhere be replaced by 
the diffused profile C (x), and that the effective mass is renormalised with respect 
to the bandgap at each point. For the plane wave method, we require the Fourier 
transform of the composition profile, 0 (k). 
L 
C (k) = dx exp [i k x] 
C' 
erf 
ax -x + erf 
ax +x 1 
07 or 
L 
Writing the diffusion profile as a Green's function integral this becomes 
Ü (k) =L dx exp [i k x] 
Co 
= 
ax 
dx'exp 
-- 
x-x 1)2- (3.12) 
Or V/7-F or 
a., 
We may now apply convolution theory to equation 3.12. Making the transformation 
V=X- xf 7 and choosing 
L so that the overlap between neighbouring cells may be 
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Figure 3.4: Diffusion profile of a square potential well whose initial width is 100 
arbitrary units. 
f-I L 
C, hapter 3 I-D Models and the Analysis of Diffusion in Quantum Dots 
neglected, we have 
Ü (k) = Co exp 
1 2 0,2 - a., 
dx'exp [i k x'] 4 
55 
(3.13) 
The remaining integral is simply the Fourier transform of the quantum well com- 
position profile. Assuming a linear relationship between the local potential V (x) 
and the local concentration C (x) at the position x, we may describe the diffused 
quantum well by substituting into equation 3.4 that 
2L (k - kl) I -11, v [4 2L (k - kl) 
2 sin [(k - V) a] [ (k - k' 
)2 or2 12 sin [(k (3.14) 
A square quantum well with a fixed indium content and whose spatial extent varies 
as 2ax + a, provides a reasonable qualitative approximation to the quantum well of 
initial extent 2ax and diffusion length a, as shown in figure 3.5. The square-well 
analysis should then give a reasonable qualitative description of the quantum well 
behaviour during diffusion. The number of confined energy levels in a square well 
depends on the value of V-V-ax2 [24], where V is the well confinement potential and 
2ax is the well width. Setting Q2 - 2mVOaX2/h2 where VO is the initial confine- 
ment potential inside the well; for Q< 7/2 there will be a single bound state, for 
7r/2 <Q< 7r we have two bound states, for 7<Q< 37r/2 there will be 3 bound 
states, and so on. Since the total volume of indium in the system of dot-plus-well is 
constant, Vax will, to a reasonable approximation, be a constant of diffusion. The 
number of bound levels in the square well will then vary as Va-x. ax increases as 
diffusion proceeds, so that more states become confined and the ground state en- 
ergy falls towards the bottom of the well. Counter to this, mixing of the quantum 
well and the barrier material causes the QW band edge to shift to higher energy 
k')a] 
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Figure 3.5: Top: evolution of the calculated ground state electron energy level with 
increasing diffusion length, a, for a quantum well of initial radius a,. Bottom: the 
calculated ground state electron energy level for square quantum wells with a fixed 
total indiurn content and a width of [2a-, + a]. 
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as diffusion proceeds. Considering figure 3.5, we see that it is the shift in the QW 
band edge that dominates the electron behaviour with increasing diffusion. 
3.4 Diffusion in Dots 
A key benefit of quantum dot devices is that the discrete nature of the dot energy 
levels should lead to sharp peaks in the transition energy spectra. However, inho- 
mogeneity in S-K grown QD arrays always leads to inhomogeneous broadening of 
the observed optical transition energies when averaged over many dots. Malik et al 
[43] have demonstrated that in addition to blue-shifting the transition energy, RTA 
applied to quantum dot arrays also narrows the photoluminesence (PL) linewidth, 
a feature which they attribute to narrowing of the size distribution in the dots. In 
addition to the variation in the size distribution, Murdin et al [46] have shown that 
the indium mole fraction also varies between individual dots. It is therefore interest- 
ing to consider whether the narrowing of the PL linewidth due to RTA is consistent 
with normal inter-diffusion processes in either case. One might naively expect the 
behaviour of quantum dots during diffusion to follow that of quantum wells. This 
is only partly the case. The effects of diffusion in a dot differ in several ways from 
the effects observed for diffusion in a well. We start with the diffusion profile, C 
of a three dimensional point source with an initial concentration profile of Co 6 
for which 
c (r) =- 
Co 
3 'X 
0,2 or3 7r «i 
(3.15) 
As for the one-dimensional case, the diffusion profile for an extended source is then 
solved by constructing an appropriate Green's function. This integral cannot be 
solved directly for dots of arbitrary shape but does have a solution for a spherical 
dot, allowing general conclusions to be drawn regarding the effects of diffusion on the 
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electronic structure of quantum dots. The diffusion profile, C (r), due to a spherical 
dot whose initial composition profile is uniform, will be given by the integral 
27r 
dO 
7r 
sin (0) dO 
ar 
12 dr IC0 (3-16) 3 "P 2 
ffa37, 
ý 
000 
Figure 3.6: The spherical inclusion. 
where r' = Ir'l. Since the system has spherical symmetry, the diffusion profile at r 
depends only on the radial distance, r -- Irl, from the centre of the dot. In order to 
simplify the problem, r is chosen to point along the z-axis. From figure 3.6, we may 
note that the distance r- r' is independent of the angle 0 and expand the term in 
brackets so that 
a 
C (r) -_ 
2Co 
- 
7r 
d0 1 dr'r f2 sin (0) exp 
ý- 1r f2 +r2- 2r'r cos (0»] (3.17) 
0,3, ýfir 
1 
0,2 
00 
If we make the substitution x= 
(r /2 + r2 - 2r'r cos (0)) /or2 so that sin (0) dO = 
(T 2 dxl(2r'r), then this allows us to derive the final result that 
f'111 
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C (r) = 
Co 
erf 
a-r) + erf 
(a+r 
+ 2( ol a 
)l 
Cog 
- exp 
[a + r]2 
- exp 
[a - T]2 (3.18) 
2r-v/ir U2 U2 
The composition profile for the spherical dot shown in figure 3.7 becomes very much 
shallower than that of a quantum well for a given diffusion length, as the dot material 
is free to diffuse in all three directions. This leads to a far more rapid reduction in 
the electron confinement for dots than for wells, as illustrated in figure 3.8. The 1--0 
electron levels in a dot of radius a have the same energy as the odd parity solutions 
for a quantum well of length 2a, so that the number of bound energy levels again 
depends on the value of vT-a2. In 3D, conservation of indium means that Va 3 is a 
constant of diffusion, as opposed to Vax for QWs. The number of bound electron 
levels in the dot should now vary as ll, \, Fa. As diffusion proceeds, a increases so 
that fewer electron levels will be bound within the dot. For a sufficiently diffuse dot 
there are no bound electron levels. The behaviour of holes is complicated somewhat 
due to the biaxial and shear-induced deformations of the hole band edge, but as dif- 
fusion proceeds the dot shape should tend towards a smooth potential profile with 
spherical symmetry, so that the axial and shear strains diminish and the evolution 
of hole confinement follows that of the electron. The three-dimensional dot diffusion 
profile then accounts very well for the rapid observed blue shift in the ground state 
transition energy. We note that band-gap bowing in InGaAs can actually lead to a 
slight initial red-shift in the ground state transition energy of a pure InAs dot, as 
discussed elsewhere by the author [7]. 
Analytic expressions for the diffusion profile can only be obtained for a very small 
number of simple dot shapes. While these are useful for describing general trends 
in dots as above, in order to perform quantitative analysis one must consider more 
realistic dot shapes. For the plane wave method, since the potentials themselves are 
not required, generalising equation 3.12 to the three dimensional case we may apply 
r-IL 
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the same convolution theory arguments as in equation 3.13. This gives the Fourier 
transform of the diffused potential, 0 (k), whose undiffused profile was represented 
by the Fourier transform ý (k), as 
0 (k) - Co exp 
20r2 
4 
(3.19) 
The above expression may be used to describe how the electronic structure of any 
arbitrary dot shape evolves during diffusion, and also allows for the simple evaluation 
of the diffusion profile for a spherical dot within the framework of a three-dimensional 
plane wave model. From figure 3.8, we see that the bound levels in the spherical dot 
fall towards the bottom of the potential well. But this effect is relatively small, and 
the dominant contribution to the narrowing of the PL linewidth occurs because the 
shift in the band edge is more rapid for large dots and dots with a deep confining 
potential than for small dots and dots with a shallow confining potential. Knowing 
that the shift in band edge dominates over the effects of quantum confinement, we 
may now understand how the spread in the PL linewidth will vary as a function of 
dot size and composition by using an infinite well analysis. First, we consider the 
effects of a variation in the composition profile and hence the depth of the confining 
potential for different dots. If one imagines spreading a dot from a mean radius of 
a to radius a+6, then the confinement potential will shift from V to V, where 
V 
-- 
Va 3/ (a + 6)3. Spreading the dot to a radius of 2a will then decrease the 
size of the band-offset by a factor of about 8, so that the spread in band-offset 
between individual dots is decreased by a similar factor. Now, to understand the 
effects of a variation in the size of the confining potential for neighbouring dots we 
consider two dots, one with radius a and another with radius a+ da. Spreading 
these out by a diffusion length of 6 gives the confinement potential for the two dots 
as I" -- 
Va 3/ (a + 6)3 and V" -- V'(a + da) 3 /(a+da+ 6)3 respectively. As 6 increases, 
the difference in confining potential between the two dots will then tend to decrease, 
so that the potential distributions of the two dots become similar. The observed 
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narrowing of the PL linewidth due to RTA may then be seen to occur as a result 
of normal interdiffusion processes for dots with either size or composition variation, 
so that this improvement in transition linewidth is accompanied by an inevitable 
similar decrease in carrier confinement. 
3.5 Chapter Summary 
A plane wave technique has been introduced for the solution of the Schr6dinger equa- 
tion, and its accuracy and speed of convergence have been demonstrated. Equations 
have then been derived, both in real space and in k-space, to describe the evolution 
of the electronic structure of quantum wells and dots as a function of diffusion length. 
The shift in band edge with increasing diffusion length is seen to be far more rapid 
in a dot than in a well. By contrast to the quantum well case, where the number of 
bound states increases as diffusion proceeds, the number of bound states decreases 
in a quantum dot to the point where the dot no longer has any bound states. The 
behaviour of the dot during diffusion may be qualitatively understood by consider- 
ing the evolution of a spherically symmetric dot, which in turn may be related to the 
solutions of the finite square well problem. Comparing the numerical models to the 
experimental results of rapid thermal annealing, the experimentally observed blue 
shift and narrowing of the photoluminescence linewidth observed during annealing 
is seen to be consistent with normal In/Ga interdiffusion processes. 
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Figure 3.8: Top: evolution of the ground state electron level in a spherical quantum 
well of initial radius a= 50A, with increasing diffusion length a. Bottom: the 
ground state electron energy level for spherical quantum wells with fixed total indium 
content and radius [a + a12]. 
Chapter 4 
Investigation of Dot Morphology 
and Intersublevel Resonances 
Some aspects of quantum dot behaviour do not depend explicitly on the dot shape 
and can be understood by considering spherically symmetric systems as in the pre- 
vious chapter. By contrast, band-structure engineering of practical devices and the 
understanding of more subtle features of dots requires a precise description of the 
charge-carrier wavefunctions and energy levels, so that true three-dimensional mod- 
elling is required. Unfortunately, the time taken to compute solutions to eigenprob- 
lems scales exponentially with the number of dimensions of the problem. However, 
this is countered by the seemingly exponential developments in the speed and power 
of computers to solve problems. As recently as the start of my PhD three years 
ago, solving even the simplest of three-dimensional problems using a I-band enve- 
lope function Hamiltonian and NAG library routines required a day of calculation 
time. A combination of faster computers and the more intelligent LAPACK sparse 
linear algebra routines for matrix diagonalisation means that the same program 
takes minutes rather than hours on the SUN workstation on my desk, which itself 
benchmarks more than three times slower than the free GNU fortran compiler that I 
have installed on the cheap-and-cheerful laptop I am presently using as a typewriter! 
Despite the onslaught of technology, interpreting experimental data on quantum 
dot systems remains difficult. Many details of dot geometry and composition are at 
best uncertain, so the theorist generally needs to calculate the electronic structure 
for a number of dot shapes under several different conditions. Any eigensolver that 
is to be used as a probe of experiment must be as fast and efficient as possible. 
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While plane wave and finite difference techniques are both suitable for the solution 
of one-dimensional problems, the efficient application of the plane wave technique 
is more straightforward in three dimensions. In addition, this technique has a rel- 
atively low memory overhead, stable convergence without spurious solutions, and 
strain, piezoelectricity and other complicated potential distributions often have an- 
alytic solutions in k-space. This then, is my method of choice. 
Here, we begin by reviewing the plane wave technique in three dimensions, consid- 
ering in detail the accuracy and efficiency of this technique before moving on to 
develop some results that are important for application to quantum dots. Many of 
the shapes that have been proposed for self-assembled dots may either be very well 
approximated or described exactly by some form of graded truncated pyramid, so 
that we have derived the Fourier transform for this dot shape. An accurate descrip- 
tion of the strain distribution is also of paramount importance to dot modelling. 
Therefore, although the Fourier transform of the strain tensor may be found else- 
where in the literature, it is re-considered here, along with the piezoelectric potential 
distribution which may be Fourier transformed in a similar manner. These results 
are then applied to a variety of relevant dot shapes, considering how the dot shape 
and potential distribution affects the shapes and energies of the bound states in the 
dot. Finally, the intuition gained throughout this chapter is applied to the analysis 
of intersublevel transition data, from which a number of theoretically predicted re- 
sults may be confirmed and some more surprising results are also obtained. 
4.1 The Plane-Wave Technique (Again) 
Using a plane wave expansion, the wavefunction Oý' for the p" level in a periodic 
system takes the form 
A4 k 011 (K) =Z- =-- exp [il, *:! 
1 
ýUJ L 
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where k=(k,,,, k,,,, kp) are the wavevectors k= 7r (m/L,,, n/Ly, pIL, ), the unit cell size 
is 2Lx x 2Ly x 2L,. and (m, n, p) take integer values. The Hamiltonian equation may 
now be written as 
fIk, 
k, A' = Ej, 1: A' (4.2) kk 
kk 
where 
dr fl-k, 
k' 
8LxL- Lz exp 
[-ik'. r] H exp [ik. r] (4.3) 
and where we assume that the dots are sufficiently widely separated that superlat- 
tice dispersion effects may be ignored. Figure 4.1 plots the convergence of the bound 
electron energy levels for some typical quantum wire and dot structures. As for the 
one dimensional case, the plane wave coefficients A" fall off rapidly with increasing k 
Jkl. Moving from the quantum well of figure 3.2 to the wire and dot, the convergence 
becomes less rapid with increasing dimensionality, due to the increased complexity of 
the confinement potential. For the wire, 81 plane waves (Iml , 
Inj < 4,4) are required 
to converge to within O. 1meV of the ground state energy eigenvalue. This number of 
plane waves is sufficient to converge to within ImeV of all five bound states within 
the wire. For the quantum box, 1331 plane waves (I mI, InI, lp I<5,5,5) give conver- 
gence to a level of ImeV for all 8 bound levels and we note that, as the dimensionality 
of the problem increases for inclusions whose shape has a similar level of complexity, 
a greater number of plane waves is generally required for each dimension in order to 
obtain a similar level of accuracy. If N plane waves are required to converge with 
a given accuracy onto the bound states of a square well then (N + a)2 plane waves 
will be required to converge with the same accuracy onto the solutions for a wire 
with a square cross-section of similar dimensions to the well width, and (N + b)3 
plane waves are required to converge onto the solutions for a cubic dot with similar 
dimensions to the well width, where b>a. For the pyramidal dot at the bottom 
of figure 4.1, the convergence onto the energy levels is clearly slower than for the 
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cuboid. 1331 plane waves are still sufficient to give convergence to a level of ImeV for 
the ground state, but this may not be sufficient to converge on the excited levels. As 
the pyramidal geometry reduces the extent of the dot wavefunction perpendicular to 
the dot base, one may obtain better convergence for the pyramidal dot by increasing 
the range of IpI for a fixed range of Iml and InI. Setting (Iml , 
Inj 
, 
IpI < 5,5,8) is 
more than sufficient to converge to within ImeV for all of the bound electron levels 
in the dot, and solution of the resultant matrix is still computationally feasible. As 
discussed below, uncertainties in the correct choice of parameters and the differing 
philosophies of band-structure engineers provide the main uncertainties in the cal- 
culated eigenvalues, so that convergence to within ImeV of the correct eigenvalue 
should generally be sufficient. 
4.2 Graded Truncated Pyramids 
z axis 
................. ............... 
2bz 
Indium Mole Fraction 
Figure 4.2: Schematic of a graded truncated pyramid. 
A dot shape that can be used to describe a variety of geometries, from basic boxes 
to topheavy topless turrets, is the graded truncated pyramid. In order to derive the 
Fourier transform, V (k), of the characteristic function for this dot shape, we first 
consider a pyramid of base 2a., x 2a, and height 2a, whose origin lies at the centre 
Cl 11 
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of the pyramid base. The Fourier transform of the pyramid characteristic function 
is 
2a, 
f dz' exp [i kpz'] 
0 
ax 
(2az-z' 
2az 
f 
-ax 2a-z 
z 
dx exp [Z kx] 
ay 2az -z 2az 
f- 
-y ý 2az 
) 
dy exp [i k,, y] (4.4) 
Solving the integrals with respect to x and y in order to simplify the problem gives 
for the pyramid that 
2a, 4 2a, - z' (k) =11: 
(_ I) a dz' exp [i kpz'l exp ZOa 2a, k,,, kn 
f 
a=l 0 
(4.5) 
where 01 = k,,, a,, +k,, ay, 02 = -k,,, a_, +k,, ay, 03 -k,,, a,, -k, ay and 04 = k,,, a_, -k,, ay. 
Truncating the dot to a height 2b, = 2a, (I - and grading from an indium mole 
fraction of f, at the dot base to f2 at the truncated top surface, the Fourier transform 
of the graded truncated pyramid is now given by the integral 
4 (_l)a exp [i Oa I 
2bz 
dz' exp [i kpz'] 
a=l k,,, k,, 
f 
0 
fl + 
(f2 
- 
fl)Z 'I 
exp 
[- ZOaZI(l - f) (4.6) 
2b, 2bz 
It is convenient for the presentation of the bound wavefunctions to set the origin at 
the centre rather than at the base of the dot, so we make the further transformation 
bz to give 
4 
exp [i 0,, (1 +f) /21 
bz 
fl + f2 (f2 - 
fl)Z io"z 
k, kn 
f dz 
2+ 2bz exp bz 
(4.7) 
a=l 
II 
f"111 
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where 0,, = kpbý, - 0,, (I - f)12. Solving gives the final result that 
-ib 
4 (_I 
exp[tOa(l+f)/2 f2exp(io,, )- k,, kz 
EI 
n a=l 
Oa 
fl exp(-i Oj - 
(f2- fl) sin(O,, ) 
Oa 
I 
70 
(4.8) 
The above equation may be simplified in a number of limiting cases. Setting 
f2=fl=l, we obtain the result for a truncated pyramid. Setting f=O gives the 
result for a graded pyramid. Setting f2=fl=l and f =1 we have the solution for an 
infinitely tall pyramid truncated to a height of 2a, which is the result for a cuboid. 
4.3 Strain and Piezoelectricity in k-Space 
The strain tensor and piezoelectric distribution in the dot may be Fourier trans- 
formed and treated in a similar manner to that used to describe the potential dis- 
tribution due to the annealed dot in the previous chapter. For the piezoelectric 
distribution, we start with equation 2.26. Using the convolution theory arguments 
introduced earlier we relate the Fourier transform of the piezoelectric potential, 
dp, (k), to that of the dot shape, V (k). For periodic boundary conditions we have 
the relationship 
dx exp [zk,,, x] 
a Irl n 
Ox 
cell 
dxlrl' exp [ik,.,, x] 
cell 
so that the Fourier transform of equation 2.26 becomes 
(4.9) 
3z e 141110 ýW Cii + 2CI2 dp, (k) 
47rEOE, Cii 
k,,, knkp f dr Irl exp [Zk. r] (4.10) 
cell 
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Making the substitution k. r= IkI Irl cos (0) , we obtain the 
final result for the piezo- 
electric potential that 
-6iel4M0 Cil + 2C12 kknkp dpz (k) = E0Er -ý 
(k) ( Cil k4 
(4.11) 
For the 1-band model, the strain-related contributions to the confining potential 
come from the hydrostatic strain component, Eii (1: ), and the biaxial strain, E,,, (K) = 
ezz (r) - (E. x (r) - Evy (r)) /2. Considering equation 2.14 the Fourier transform of the 
hydrostatic component ýýjj (k) is trivial, with value 
,! ýjj Mo, ý (k) 
Cll 
- 
C12 
Cil (4.12) 
To find the Fourier transform of the biaxial straini ýýax W, we use the result from 
equation 2.12 that or,,,, (r) ::::::::: 
(Cll 
- 
C12)Exx (K) + C12Eii (r). This gives 
Eax (1) =I orzz - 
orxx + oryy 
Cll - C12 
(2 
(4.13) 
We apply this to equation 2.13, again using convolution theory arguments so that 
-3Mo, V (k) Cii + 2C12 exp A-4 2X2+y 
2] 
ý7ax 
47r Cii 
dýr 
1Z 
-2 
cell 
(4.14) 
Substituting equations 2.25 and 4.9 into equation 4.14, we may then derive that 
MO, V C, I+ 2C12 ) [kz k2+k Y2] f dr exp 
[ik. r] 
,! ýax 47r Ci 122 
cell 
(4.15) 
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Finally, making the substitution k. r=lkl Irl cos (0) gives the result for the Fourier 
transform of the biaxial strain distribution 
ýýax 
mo 1ý 2 
Cil + 2C12 
Cil 
222 kz (kx +k Y) 
k2 
(4.16) 
4.4 The Influence of Dot Geometry 
Figure 4.3 plots the ground state electron and hole probability densities for a number 
of dot geometries with equivalent volume and an aspect ratio of 2: 1. The cuboidal 
dot shown at the top of the figure is interesting as this is the simplest shape to de- 
fine lithographically, while ellipsoidal dots occur as a result of colloidal growth [28]. 
The pyramidal dot is, of course, the benchmark for theoretical modelling of self- 
assembled dots [54], although other geometries such as quantum discs [46] may be 
obtained, depending on the growth conditions. Recently, quantum doughnuts have 
been reported [41,56], and magnetic flux quantisation has been observed for these 
dots. For InAs/GaAs ring-shaped dots with an outer diameter of about 100nm, at 
fields of about 8 Tesla the B, --l configuration of the ground state where the electron 
is circling the ring has a lower energy than the stationary B, =O configuration. The 
use of quantum rings as magnetic storage elements has naturally been proposed, 
where the B,, =l configuration represents binary 1 and the B, =O configuration rep- 
resents binary 0, although this geometry is considered here purely for its curiosity 
value. 
It is usual when discussing carrier confinement in quantum wells to measure the 
confinement energy with respect to the bottom of the well. This is, however, diffi- 
cult to define for the three-dimensional dot potentials considered here because the 
depth of the confining potential for electrons depends on the piezoelectric potential, 
and the confining potential for holes depends on the biaxial strain and piezoelectric 
potential, both of which vary throughout the dot and through the barrier material 
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close to the dot. For the following discussion it is then generally more reasonable 
to define and discuss the confinement energy for electrons and holes with respect to 
the unstrained barrier conduction and valence band edges respectively, as measured 
infinitely far from the dot. This convention has therefore been adopted for the fol- 
lowing discussion except where explicitly stated otherwise. 
Table 4.1: Ground state electron and hole energies in eV (300K), relative to the 
GaAs valence band edge. 
box ellipsoid disc pyramid ring 
electron 1.137 1.129 1.131 1.148 1.154 
hole 0.187 0.190 0.173 0.227 0.145 
The probability densities shown in figure 4.3 for the quantum box, disc and ellipsoid 
are very similar, suggesting that the precise detail of these dot shapes should not sig- 
nificantly alter the ground state carrier confinement energies. This is confirmed by 
table 4.1, where the spread in both the electron and hole ground state confinement 
energies for these three shapes is reasonably small. The large barrier penetration 
of the dot wavefunctions allows the confined charge carriers to sample more of the 
potential at the corners of the dot, so that the variation between the ground state 
electron energies of the cuboidal, disc-like and ellipsoidal dots considered here is 
only about 3%, as measured relative to the GaAs conduction band edge. Moving 
from the cuboid to the disc-shaped and ellipsoidal dots, the electron confinement 
energy relative to the GaAs conduction band edge is increased at fixed volume for 
the less angular geometries, while the hole confinement energy is complicated by the 
anisotropy of the effective mass and the biaxial strain distribution. The electron in 
the pyramidal dot is less strongly confined, with an energy closer to the band edge 
of the GaAs barrier than for a cuboid of equivalent volume. This is a result of the 
more angular dot shape. The pyramidal geometry also acts to localise the electron 
wavefunction away from the dot centre, so that the mean electron position (V)e 11: 1,0e) 
is shifted towards the base. For heavy-holes, the confinement energy in the pyramid 
t-1 11 
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Figure 4.3: Probability densities, as measured on planes that pass through the cen- 
tre of the dot, for the ground state levels of InAs/GaAs dots of volume (4000/3)nm 3 
and aspect ratio 2: 1, calculated using a I-band Hamiltonian. Left to right; the 
electron probability density (top-down view and side-on view), and the hole prob- 
ability density (top-down view and side-on view). Top to bottom: a quantum box, 
ellipsoid, disc, pyramid and ring-shaped dot. The vertically aligned (side-on) cross- 
sections are taken through (one of) the plane(s) in which the probability density is 
maximised. 
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is significantly increased by the biaxial component E,,, (r) of the strain, as illustrated 
earlier in figure 2.1. This leads to a deeper well at the base of the dot and a more 
shallow well towards the apex, so that the hole is strongly confined at the dot base. 
A combination of the biaxial strain and large heavy-hole mass therefore leads to the 
hole being confined below the electron for pyramids and truncated pyramids with a 
uniform composition profile. 
For ring-shaped dots, the peak probability density of the ground state wavefunctions 
is delocalised around the ring, decreasing the strength of the ground state confine- 
ment relative to the band edge so that the electron confinement in the ring-shaped 
dot is weaker than in the other dot shapes. The biaxial deformation and piezoelec- 
tric potential act to counter the reduced confinement. The biaxial strain decreases 
the height of the GaAs barrier in the centre of the dot, so that the heavy-hole 
wavefunction may spread inwards, increasing the effective volume of the dot and 
hence increasing the hole confinement energy relative to the band edge. Also, the 
ring-shaped geometry leads to a greatly increased overlap between the ground state 
confined wavefunctions and the piezoelectric potential; the piezoelectric distribution 
no longer has maxima outside the dot and away from the regions in which the wave- 
function is concentrated, but is instead located in the region where the probability 
density for the low-lying confined states is greatest. This increases the ground state 
electron confinement energy by 7meV and the ground state hole confinement by a 
rather substantial 22meV for the dot in figure 4.3. Because piezoelectricity provides 
the only angular variation of the potential distribution in the ring-shaped dots, its 
effects on the shape of the bound wavefunctions may be clearly observed. The first 
two excited electron levels in the ring-shaped dot, shown in figure 4.4, highlight the 
symmetry of the piezoelectric potential. The probability density of the first-excited 
level E2,, has maxima on the (110) plane through the dot centre, and is skewed 
towards the top of the dot by the piezoelectric potential. As discussed in chapter 2, 
the piezoelectric potential has maxima at the dot base and minima towards the top 
surface for the (110) plane through the dot centre, decreasing the strength of the 
electron confinement at the dot base, and shifting the electron wavefunction towards 
/"I L 
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the minima at the top of the dot. The converse is true for the (110) plane through 
the dot centre, so that the opposite deformation is seen for the other first-excited 
level, E2b. The two first-excited levels remain degenerate, as a result of the even 
symmetry of the dot shape in the z direction. If this symmetry is broken then the 
degeneracy of the odd-symmetry wavefunctions will be lifted, and the shape of states 
with nominally even symmetry about the principal axes will also be altered. From 
the above analysis, for a pyramidal dot, where the ground state wavefunctions have 
even in-plane symmetry and are predominantly localised at the dot base, we would 
expect the ground state electron wavefunction to be shifted towards the potential 
minima at the base of the dot, and the ground state hole to be shifted towards the 
potential maxima at the base of the dot, so that these are elongated along the [110] 
and [110] directions respectively, as observed in figure 4.3. 
Having considered the variation of confined state energy with dot shape and es- 
tablished a number of features of that variation, including the dependence on dot 
symmetry, asymmetry and piezoelectric fields, we now move on to investigate how 
the results of the 1-band model used here compare with previous k. p calculations 
for pyramidal dots. The ground state confinement energies for a pyramidal dot of 
base 12nm and height 6nm, calculated using the plane wave envelope function tech- 
nique described here and with the parameters taken from [6], is compared in table 
4.2 with previous calculations from the literature [15,541 as a test of this model. 
The calculated ground state electron confinement energy is in good agreement with 
previous 8-band k. p calculations [54], sitting midway between the values calculated 
using two different force-field models to determine the strain distribution. The plane 
wave values lie about 10meV above the electron energies calculated using the va- 
lence force-field model and about 10meV below those calculated using a continuum 
mechanical method. The hole ground state energy is about 10% further from the 
valence-band edge than that calculated in [54]. To find the cause of this difference, 
calculations were made using the band structure parameters from that reference. 
This only altered the resulting confined state energy by about 4meV, so most of the 
observed difference must then be due to factors other than band structure parame- 
1-11, 
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Figure 4.4: Probability densities, as measured on planes that pass through the centre 
of the dot, for the first 5 electron levels of an InAs/GaAs quantum ring with volume 
(4000/3)nM3 and aspect ratio 2: 1, calculated using a I-band Hamiltonian. Left to 
right; top-down view, side-on view and confinement energy relative to the GaAs 
valence-band edge. The vertical (side-on) cross-sections are taken through (one of) 
the plane(s) in which the probability density is maximised. The convention a, b for 
(nominally) degenerate levels is chosen so that the electron level E,, ahas the largest 
wavefunction overlap with the hole level E,, b- 
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ters, of which the most important is likely to be the different force-field parameters 
used, and consequent differences in the biaxial strain distribution. The difference 
is unlikely to be due to the use of a 1-band rather than an 8-band Hamiltonian 
here. If we were to include mixing between the heavy-hole and light-hole bands in 
the Hamiltonian, then these should tend to increase the ground state confinement, 
pushing the lowest lying valence level further away from the GaAs valence-band 
edge and thereby increasing the difference between the two sets of results. 
Table 4.2: Ground state electron and hole confinement energies [eV] at OK, for a 
dot of base 12nm and height 6nm. Numbers in italics were taken from graphs in the 
relevant references. 
Band structure parameters Elastic model W. L. E,,,, Ehole 
From Table I plane wave none 0.179 0.154 
From Table I 
From Stier et al [54] 
Stier et al [54] 
Stier et al [54] 
From Table I 
From Cusack et al [15] 
Cusack et al [15] 
plane wave IMI 0.206 0.179 
plane wave Iml 0.211 0.175 
cm Iml 0.203 0.155 
VFF Iml 0.220 0.161 
plane wave 1.5ml 0.219 0.196 
plane wave 1.5ml 0.217 0.214 
VFF 1.5ml 0.165 0.250 
Calculations in reference [15] found a significantly larger hole confinement energy 
and smaller electron confinement energy than [54]. This is almost certainly due in 
part to a differing treatment of the band offset. There are other important differ- 
ences between the two calculations, including the choice of a 1.5 monolayer wetting 
layer in [15] as opposed to aI monolayer wetting layer in [54], which results in a 
15meV shift in the hole confinement for the pyramid. [15] also employed a different 
treatment of the electron and hole masses of strained InAs, taking an average of 
the results of empirical pseudopotential and ab initio local-density calculations, and 
finding values of -yl=8.201,72=3.253 and m*=0.04. These compare to the strain- 
1-111 
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renormalised 1-band effective masses of -yl=10.601, y2=3.836 and m*=0.042 used 
for the present work. While there is good agreement between the calculated elec- 
tron effective masses, the differences in -yj and -y2 lead to different hole effective 
masses. The largest difference is seen for the hole effective mass in the growth direc- 
tion, which is estimated from the strain- renormalised k-p parameters to be 0.341, 
whereas [15] estimated a significantly larger value of 0.590. The different choice of 
effective mass results in a 20meV shift in the hole confinement energy. Table 4.2 
indicates the range of envelope function parameters currently used to model strained 
InAs/GaAs QD structures. This range has been further considered by [54], where 
it was concluded that the greatest uncertainty in the calculated confined-state en- 
ergies is associated with the assumed values for the band offset, and that differing 
assumptions concerning the elastic constants are also important. 
4.5 Intersublevel Tý-ansitions 
Having evaluated the accuracy of the 1-band model used here, we now apply this 
model to analYse the results of recent experimental measurements. Murdin et al 
[46] have used a double resonance technique to make simultaneous measurements 
of the interband PL and intraband far infra-red (FIR) transitions in dots with a 
disc-shaped geometry. PL measurements provide information on the allowed inter- 
band transition energies, but on their own do not provide any information on the 
selection rules that govern the allowed transitions. For example, we cannot say from 
the PL spectra alone whether a transition is from an excited conduction level to 
the corresponding excited valence level or to a lower-lying or ground state valence 
level. FIR absorbtion on its own is also ambiguous, as it is impossible to assign 
a measured resonance to a particular transition without first making a number of 
assumptions regarding the details of the dot shape and the conduction and valence 
band offsets. The measured resonances may potentially be assigned to any number 
of transitions; transitions between dot levels, dot-continuum transitions, phonon- 
assisted transitions, and so on. The benefit of the double resonance technique over 
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individual PL and FIR measurements is that, by considering the interaction be- 
tween the PL and FIR signals, each resonance may be unequivocally assigned to a 
specific transition. We therefore consider here the predicted behaviour of quantum 
discs, using the experimentally observed double resonance data to confirm a number 
of theoretical predictions for these dots and using theoretical modelling to better 
understand the double resonance spectra. AFM data for the dots considered here 
suggested a disc-like geometry, so that we have assumed this disc-like dot shape 
for the theoretical modelling presented here. We note however, that most of the 
qualitative conclusions will be the same for other dot shapes. 
It is instructive to start by considering the behaviour of a disc-shaped quantum dot 
of height L, and radius R with an infinite confining potential, whose energy eigen- 
values are given by 
h2k2 
El, aj 
2mo mxy R2 
p2 7T 2] 
L2 
zz 
(4.17) 
where m* is the effective mass in the growth plane of the dot, m* is the effective XY z 
mass in the growth direction z, p is the out-of-plane quantum number and k"j are 
the roots of the (circular) Bessel function, with in-plane angular quantum number 
a and in-plane radial quantum number 3'. The roots k,, j are tabulated in Table 4.3. 
Self-assembled quantum dots typically have a large base-to-height ratio, and atomic 
force microscopy (AFM) measurements of the dots considered by Murdin et al [47] 
suggest a base-to-height ratio of about 7: 1. However, relating FIR measurements 
of the intraband transition energy between the ground state and first-excited state 
electron levels in the dot to the results of 1-band calculations, we predict a base 
dimension of 20nm. Also, any inaccuracy that occurs as the result of using a 1-band 
rather than an 8-band model will tend to overestimate the dot base dimension. We 
may then conclude that the AFM data overestimates the base dimension of the dots, 
so that we have assumed a base-to-height ratio of 4: 1 where R is twice L,. For elec- 
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trons, whose effective mass is isotropic, equation 4.17 then gives E oc k2 p27 2. 1, aj +4 r 
In 
this case, the smallest lateral transition energy will be about thirteen times smaller 
than that for the smallest transition due to a change in p, and we can confidently 
expect that transitions between the first few excited conduction band levels within 
the dot will be associated with a change in lateral quantum number. Indeed, the 
shapes of the excited bound wavefunctions in the quantum disc are similar to those 
observed for the quantum ring of figure 4.4, and all six of the bound electron levels 
in the InAs/GaAs disc of base 20nm and height 5nm considered here have p=1. 
For light-holes, the in-plane effective mass m* = 1/ ('_Y1 -'-Y2) will be larger than XY 
M*= 
z 
I/ (-yi + 2-y2) for most III-V materials, so that the gap between the lowest- 
lying transition with in-plane character and the lowest-lying transition with p=2 
becomes even greater. For heavy-holes, m* - 1/ (-ýj - 2-y2) tends to be several times z 
larger than m* I/ (-yi + -y2) so that the difference between lateral and vertical XY 
confinement energies is not so great, but we would still generally expect that the 
first-excited value should also be associated with a change in lateral quantum num- 
ber. Figure 4.5 shows that this is indeed the case for our I-band Hamiltonian. 
While the 1-band model provides a reasonable description of the ground-state heavy- 
hole level in the dot, we would expect this model to break down for the excited 
valence levels, as a result of band-mixing between the excited heavy-hole states and 
the low-lying light-hole valence levels. Also, the assumption of a disc with a uniform 
composition profile will change the form, particularly of the valence states, compared 
to the results expected for a tapered dot and/or composition grading. Nevertheless, 
the analysis of the excited valence states is useful in order to establish general sym- 
metry considerations. The calculated H, and H2 levels, shown in figure 4.5, have 
p -- 1. By contrast, H3 has p=2 so that this level has maxima at the top and the 
base of the dot rather than at the dot centre. This increases the overlap of H3with 
the piezoelectric potential, so that the shape of this level follows that of the piezo- 
electric distribution and the potential maxima form a clasped hand arrangement. 
All of the bound conduction levels in the dot have p=1, so that the overlap of the 
H3 level with these levels is small and there will be little or no contribution to the PL 
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from transitions involving H3. From the infinite well analysis of equation 4.17, for an 
InAs dot with R=10nm and an effective mass of 0.042, the value for hydrostatically 
strained InAs in GaAs, we would expect an energy gap between the first-excited 
and ground state electron levels of 81meV. Calculations for a 20 x 20 x 5nm InAs 
dot in a GaAs substrate with a finite potential barrier estimate the energy gap to be 
57meV, as the 17% barrier penetration of the ground state electron in this dot in- 
creases its effective radius R, ff, hence reducing the separation between energy levels. 
Table 4.3: Roots k,, j of the bessel function J,, (Aj) 
a is the angular term and j is the radial term. 
a=O a=1 a=2 a=3 a=4 
j=1 2.405 3.832 5.135 6.379 7.586 
j=2 5.520 7.016 8.417 9.760 11.064 
j=3 8.654 10.173 11.620 13.017 14.373 
Interband measurement techniques such as photoluminescence (PL) and photocur- 
rent (PC) are routinely used to characterise the electronic structure of quantum 
dots. Information on intersublevel transitions within the dots is then inferred from 
the energy difference between the ground state and excited level interband tran- 
sitions. This indirect measurement of the intraband separation can sometimes be 
misleading. Most notably, initial electronic structure calculations [26] predicted 
only a single bound electron state. The excited level interband transitions were 
then widely attributed to transitions between the ground state electron level and 
states with increasing hole quantum number, and it was believed that asymmetry 
in the dot-shape must lead to relaxation of the selection rules for recombination. 
More accurate calculations [6,54,58] have since demonstrated that this is not the 
case. Instead, there are several bound electron states whose energy separations ac- 
count for most of the energy difference between the ground and excited level PL. 
Further, by calculating the magnitude of the overlap, J(Oe I 001i for the transition 
between an electron level with wavefunction 'Oe and a hole level with wavefunction 
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Figure 4.5: Probability densities, as measured on planes that pass through the 
centre of the dot, for the first 5 heavy-hole levels of an InAs/GaAs quantum disk 
with base 20nm and height 5nm, calculated using a I-band Hamiltonian. Left to 
right; top-down view, side-on view and confinement energy relative to the GaAs 
valence band edge. The vertical (side-on) cross-sections are taken through (one of) 
the plane(s) in which the probability density is maximised. The convention a, b for 
(nominally) degenerate levels is chosen so that the electron level En, ahas the largest 
,. )Ie 
level E,,, b- 
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Oh) it is seen that there are very definite selection rules for recombination. All of 
the dot shapes considered in this chapter exhibit a one-to-one selection rule for the 
low-lying interband transitions, so that conduction electrons may only recombine 
with valence holes which have the same quantum number. The precise nature of 
the selection rules for the higher energy transitions in the pyramidal dot depends on 
the dot size and aspect ratio, but even for this dot shape the low-lying transitions 
follow a one-to-one selection rule. 
E3 ---- E3 E3 
FIR eý 
E2 E2 E2 
Ei - Ei Ei 
PL 
H, 
H2 
H3 
PL 
H 
H 2 
H3 
PL 
H, 
H2 
-"ý'H3 
Figure 4.6: Schematic representation of the double resonance spectroscopy tech- 
nique. The left-hand diagram shows the allowed interband transitions contributing 
to the photoluminescence in a dot with a one-to-one selection rule where, for the 
sake of clarity, only the three lowest energy conduction and heavy-hole levels are 
shown and level degeneracies are ignored. The central diagram shows the effects of 
FIR pumping at the energy E2-Ej and the right-hand diagram shows the effects of 
FIR pumping at the energy E3-E2- 
Rather than infer the intersublevel transition energies indirectly, Murdin et al [46,47] 
have demonstrated a direct measurement of the intraband transition energy for pill- 
box shaped dots in the InGaAs system using a double resonance technique. Coin- 
cident measurements are made of both the interband and intersublevel transition 
energies using interband PL and far infra-red (FIR) excitation respectively, as shown 
in figure 4.6. This figure is a schematic representation of the double resonance spec- 
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troscopy technique. For the left-hand diagram in the figure, the allowed interband 
transitions for a dot with a one-to-one selection rule are shown. For the sake of 
clarity, only the three lowest energy electron and heavy-hole levels are shown, and 
level degeneracies are ignored for the notation El, E2, etc. The central diagram 
shows the effects of FIR pumping at the energy E2-Ej. As the intraband relaxation 
time is very much shorter than the interband transition rate, the occupancy of the 
ground state electron level in the dot should be very much greater than that of the 
first-excited level. We would then expect the incident FIR radiation to result in 
a net excitation of carriers from the ground state to the first-excited level in the 
conduction band as shown in the figure, leading to a decrease in the intensity of the 
lowest-lying interband transition and an increase in the intensity of the first-excited 
interband transition. Similarly, we would expect the quasi- equilibrium occupancy of 
the first-excited electron level to be greater than that of the second-excited electron 
level, so that FIR pumping at the energy E3-E2will lead to an increase in the inten- 
sity of the second-excited interband transition and a decrease in the intensity of the 
first-excited interband transition, as shown in the figure. By considering the change 
in the PL intensity under FIR pumping, the observed FIR resonances may then be 
unequivocably assigned to a particular set of transitions. For example, FIR pumping 
of electrons from the ground state conduction level to the first-excited state will be 
accompanied by a decrease in the ground state photoluminescence intensity. Several 
aspects of QD theory may now be tested using the double resonance technique. 
Figure 4.7 shows that the difference between the first-excited level PL, E2-H2, and 
the ground state PL, Ej-Hj, is 68±lmeV, while we see from figure 4.9(d), the sig- 
nificance of which is discussed later, that the FIR resonance between the ground 
state and first-excited electron levels, E2-Ej, has an energy of 55±2meV. The en- 
ergy gap E2-Hj is then 13meV short of the first-excited PL transition. This enables 
a good estimate of the energy gap Hj-H2 between the first two bound hole levels 
and supports the existence of selection rules for the allowed interband transitions. 
It is important to note the large discrepancy between the experimentally observed 
value and the results of 1-band calculations, which predict a separation between the 
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Figure 4.7: Far infra-red modulated photoluminescence (FIR-MPL) data from Mur- 
din et al [46]. (a) Squares: PL spectrum taken simultaneously with the FIR-MPL 
data of (b). Triangles: PL spectrum for a five times larger PL pump intensity, offset 
along the vertical axis for clarity. The solid lines are Gaussian fits to the data, 
from which the data obtained at the lower pump intensity gives a width for the 
ground state of 23±ImeV. (b) FIR-MPL spectrum taken simultaneously with the 
lower intensity PL data of (a), at a FIR photon energy of 65meV which is within 
the FWHM range of the 55meV peak in the F1R resonance. (b) shows the change 
in PL as a fraction of the peak PL signal. The circles are the experimental data 
and the solid curve is a fit with three Gaussian lines, the lowest having a width of 
22±lmeV. The decrease of the PL for the first transition and the increase for higher 
transitions is associated with the transfer of population from the ground state to 
higher-lying levels. 
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ground state hole level and the first excited hole level of 42meV, massively overesti- 
mating the H2-H, transition. This reflects the analysis presented earlier in chapter 
2 where, by relating the bound levels in a quantum well to the results expected for a 
quantum dot, it was concluded that while the 1-band analysis should be sufficient to 
describe the ground-state electron and hole levels, this model is not suitable for the 
description of the excited valence levels due to the exponentially increasing discrep- 
ancy between the 1-band and 8-band dispersion curves at large Jkl. A full 8-band 
calculation is required in order to estimate the energies of the excited valence states. 
However, considering chapter 2 we would expect the 1-band model to get the order 
if not the energies of the first few excited valence levels correct, so that the solutions 
of the 1-band model should at least be useful to provide an idea of the probable 
symmetry of the first few valence levels. When the FIR beam is tilted to 60' to the 
normal in order to reduce the component of the electric field in the growth plane, 
the FIR resonances are suppressed below the noise of the detector, confirming that 
the low-lying intraband transitions involve levels with increasing in-plane quantum 
number. The lowest-lying electron transitions all have similar energy spacing. One 
might naively take this as evidence of a parabolic confinement potential but it is 
important to note that, for any square-based geometry whose vertical and lateral 
motion may be decoupled, the lowest-lying bound electron levels will be evenly 
spaced, with similar results for round-based geometries. This point may be simply 
illustrated by considering the bound energies, Eb,, _,, 
for a square-based cuboid with 
an infinite confining potential and a base width of L_-y. These are given as 
h 27r2 I Ebox = 
2mo m* 
I 
xy 
m2+n2+1p 21 
L2 Tn* L2 XY zz 
(4.18) 
where L, y is the 
base dimension, m and n are the two in-plane quantum numbers 
for the cuboid, and p is the out-of-plane quantum number, as in equation 4.17. ýVe 
have already demonstrated that the lowest lying transitions have in-plane character 
so that, from equation 4.18 the conduction band energy in the cuboid will be propor- 
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tional to m2+n2. This sum is presented in table 4.4 for the lowest-lying transitions 
in the infinite box where, ignoring level degeneracies the first three in-plane conduc- 
tion band levels have perfectly harmonic energy level ordering. Table 4.5 presents 
the square of the in-plane wavevector k,, j, which can be seen from equation 4.17 to 
be a similar figure-of-merit for the disc-shaped dot as m2 +n 2 is for the square-based 
geometry. Again, the first three bound states have reasonably harmonic energy level 
ordering, with an increasing level of disorder in the separation of the higher-lying 
levels. Later, we will see similar results for the analysis of disc-shaped dots with 
finite confining potentials in table 4.6. 
Table 4A In-plane energy level ordering for a square-based cuboid with an in- 
finitely deep confining potential. The separation of the energy levels in this case is 
proportional to 3,3,2,3,4. 
E, E2a E2b E3 E4a E4b E5a E5b E6a E6b 
m1122313214 
ii 1212132341 
m2 +n 212558 10 10 13 13 17 17 
Table 4.5: In-plane energy level ordering for a disc-shaped dot with an infinite 
confining potential. The separation of the energy levels in this case is proportional 
to 8.9,11.7,4.1,8.5,8.1. 
E, E2 E3 E4 E5 E6 E7 
a0120314 
jI112121 
k25.784 14.684 26-386 30.470 40.691 49.224 57.275 aj 
Considering the experimentally observed change in the ground and excited level PL 
due to FIR excitation, we see from figure 4.7 that the FIR excitation is accompanied 
by a fractional decrease in the ground state interband transition rate, a fractional 
increase in the first-excited interband transition rate and no noticeable change in the 
t"111 
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intensity of the higher energy transitions. This would suggest either that electrons 
are being excited from El to E2 and also from E2 to E3, or that electrons are being 
excited from El to E3 and then decaying from E3 back down to E2. The second of 
these options is unlikely, as if the E3-Ej transition has an energy of 55meV there 
should also be a resonance at about 22.5meV, corresponding to the E2-Ej transition. 
However, no such resonance is observed. Also, since the heavy-hole effective mass 
is larger than that of the electrons, even in the plane of the dot, the hole transition 
H3-HI, which may be calculated by subtracting the FIR resonance energy from the 
PL, should then be less than 55meV. However, from figure 4.7 we see that the E3-H3 
transition energy is about 135meV larger than the El-H, value, which is inconsistent 
with this prediction. We may then conclude that the change in the ground state 
and excited level PL due to FIR irradiation at 55meV is due to excitation of elec- 
trons from El to E2 which will decrease the ground state PL intensity and increase 
the first-excited state PL intensity. Some electrons are also excited from E2 to E3 
since, as discussed earlier, the energy gap E2-Ej and the gap E3-E2 are roughly 
harmonic. The fractional increase in the E3-H3 transition appears greater than the 
fractional increase in the E2-H2 transition as there are less carriers in the E3 level 
to begin with, so that a smaller absolute change in the number of E3-H3 transitions 
is required to achieve the same fractional change in the intensity of this level. We 
further note that while there is an increase in both the first-excited E2-H2 and the 
second-excited E3-H3 transitions, there is no noticeable change in the intensity of the 
higher energy interband transitions. This would suggest an approximately harmonic 
ordering of the three lowest-lying conduction levels, and non-harmonic ordering of 
the higher levels, consistent with a step-like indium composition profile rather than 
a parabolic confining potential. 
As discussed earlier, the PL spectra due to QD arrays exhibit broadening as a result 
of inhomogeneity between the individual dots. This is often attributed to the distri- 
bution of dot sizes observed under SEM or TEM. However, significant broadening 
of the PL is seen even for dots with a relatively narrow size distribution 
[231. Also, 
typical PL spectra show that the excited level photoluminescence peaks are narrower 
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than the ground state [45] peak. This result is counter to the spread expected in 
the excited levels due to a size variation. The transitions between the ground state 
and excited electron levels for the dot shape considered here, all involve states with 
p=I and increasing lateral quantum number. Variation of the base dimension, L, y, 
of the dot will then have a different effect to a variation in the dot height, L,, and 
we therefore investigate the influence of various changes in the dot size and shape 
on the calculated electron confined state energies in table 4.6. We first consider the 
effect of a 10% spread in the base dimension, L,, y in the 20x2Ox5nm disc-shaped 
dot, given by subtracting the results of case E from case F in the table. This will 
lead to a spread of 15meV, 39meV and 67meV in the energy levels El, E2 and E3 
respectively, where the ImeV difference between the levels E3, ' and E3b in the table 
is due to the piezo electric- induced splitting of these levels. The increased spread in 
the excited level energies relative to the ground state is a general feature that will be 
observed as the result of a size variation in dots, irrespective of the precise details of 
the dot shape, and is most easily understood by considering the simplified example 
of a parabolic confinement potential. 
Table 4.6: Lowest-lying conduction band energies, E,,, relative to the GaAs valence 
band edge for disc-shaped In,, Gal -_-As/ 
GaAs dots of diameter L_, y and height L,. 
Case I L,, y 
[nm] L, [nm] Ix ýý El E2a E2b E3a EM 
A 20 
B 20 
c 22.5 
D 
E 
F 
G 
H 
5 1.0 
5 0.9 
5.25 1.0 
17.5 4.75 1.0 
22.5 5 1.0 
17.5 5 1.0 
20 5.25 1.0 
20 4.75 1.0 
1.153 1.210 1.210 1.283 1.284 
1 1.187 1.241 1.241 1.310 1.311 
1 1.144 1.198 1.198 1.266 1.266 
1 1.162 1.223 1.223 1.301 1.302 
1 1.146 1.193 1.193 1.254 1.255 
1.161 1.232 1.232 1.321 1.322 
1.147 1.205 
1.159 1.215 
1.205 1.278 
1.215 1.287 
1.279 
1.288 
The single-particle energy levels in a one-dimensional parabolic confinement poten- 
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tial are evenly spaced, so that if there is a spread, AE, in the energy of the ground 
state electron level in the dot due to a spread, AR, in the extent of the dot, then 
the spread of the first-excited level will be 3AE, the spread of the second-excited 
level will be 5AE, and so on. Considering equations 4.18 and 4.17, we would also 
expect increased broadening of the excited levels relative to the ground state, for 
the infinite disc and cuboid, and indeed, this result is expected regardless of the 
precise details of the dot shape and composition profile. For a spread of 10% in the 
height L, of the dot, given by case H minus case G in table 4.6, the spread of the 
energy levels El, E2 and E3 is 12meV, 10meV and 9meV respectively. Varying L, 
will then result in a narrower spread of the excited levels than for the ground state, 
and may be understood using the same analysis as that used to explain the effects 
of a variation in the dot composition profile, which will be discussed in a moment. 
Now, considering the effects of varying both the base and height of the dot, for a 
spread of 10% in both L, ýY and L, (case D- case C), we find a spread of 18meV, 
25meV and 35-36meV in the energy levels El, E2 and E3 respectively. We then 
conclude that for a variation in the dot size at a fixed aspect ratio, we will observe 
significant broadening of the excited states relative to the ground state confinement. 
From table 4.6, a spread of 10% in the indium mole fraction, x, (case B- case 
A) will result in a spread of 34meV, 31meV and 27meV in El, E2 and E3 respec- 
tively. This narrowing in the spread of the excited levels may be understood using 
first-order perturbation theory. For a small uniform shift, AV, in the depth of a 
potential well, the corresponding shift in the energy level i, whose wavefunction 
is 0j, will be (0i JAVI Oj). For a well with an infinitely deep confining potential, 
the whole of the confined-state wavefunction is contained within the well, so that 
(V)i 1, AVI V)j) = (0i I V)i), AV -- AV. All of the bound levels will then be shifted by 
an energy AV, as we would expect for an infinitely deep well. If we have a finite 
barrier potential, then the resulting shift in energy will be given by the function 
PjAV, where Pi is the fraction of the Z1h bound state which overlaps with the dot 
confining potential. The ground state energy level in the finite well is more strongly 
bound than the excited states, so that this level has a relatively large overlap, Pi, 
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with the dot confining potential. The spread PiAV of the ground state energy level. 
due to a variation AV in confining potential between individual dots in the QD 
array, will then be large. As Pi decreases for levels whose energies are closer to 
the barrier band-edge, the spread PjAV in the energy of the excited levels will be 
smaller than that of the ground state. We would then expect a smaller spread in 
the higher-lying electron levels than for the ground-state confined level within the 
dot. The same analysis applies for a variation in the dot height L,. The lateral 
and out-of-plane components to the transition energy of the dot may, to a good ap- 
proximation, be decoupled. The main effect of changing L, on the overall transition 
energy will then be to change the barrier penetration of the bound wavefunctions, 
so that the effect of L, on the bound electron energy levels with increasing lateral 
quantum number will be exactly the same as that observed for a variation in the 
composition profile. We note, however, that for dots with a fixed aspect ratio we 
will still see broadening of the excited level transitions relative to the ground state, 
so that the observed spread in the ground state and excited level PL linewidths is 
then more consistent with a variation in composition than dot size, and indicates 
that both size and composition fluctuations are present. 
Considering the above analysis, it therefore seems reasonable to expect that the 
relationship between the interband and intraband transition energies will depend on 
whether size or composition variations dominate. The double resonance measure- 
ments should then be able to distinguish between the two possibilities and determine 
which variation is dominant. By scannning through a range of FIR energies and 
measuring the resulting decrease in the intensity of a fixed energy PL wavelength, 
the double resonance technique should effectively isolate a single frequency of PL 
from the broad transition linewidth, and the range of intraband transition energies 
associated with a particular interband transition energy may be found. Similarly, 
by fixing the FIR energy and scanning through the range of PL, then comparing 
the resulting PL spectrum with and without an FIR signal, the range of interband 
transition energies associated with a particular intraband transition energy may be 
obtained. We should then be able to distinguish the relative importance of size and 
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composition variations. 
Figure 4.8 shows the correlation of the interband and intraband transition energies 
for InAs quantum discs as a function of dot size and composition, calculated using a 
finite potential well model. From the dashed line in the figure, we see that a decrease 
in dot composition will lead to a large increase in the interband transition energy 
and a relatively small decrease in the intraband transition energy. For a variation 
in dot composition, scanning the range of the observed PL for dots irradiated by a 
fixed energy FIR pulse we would then expect to see the FIR resonance changing the 
intensity of a broad range of PL energies, whereas scanning the FIR frequency and 
considering the change in a fixed energy of PL we would only expect to see a change 
in the PL intensity for a relatively narrow range of FIR energies. For a variation in 
dot size, the PL and FIR resonance energies should be correlated, so that the peak 
of the PL transition varies as the peak of the FIR resonance. In this case, we still 
expect to see a sharp FIR peak when scanning the FIR at fixed PL, but would also 
expect to see a sharp PL peak when scanning the PL at fixed FIR. These results 
are more clearly illustrated by the double resonance diagram of figure 4-9. 
Figure 4.9 is a double resonance tuning diagram for dot ensembles with various 
broadening mechanisms calculated for a potential well with an infinitely deep con- 
fining potential. The figure shows a contour plot of the number density of dots as 
a function of the PL and FIR resonance energies. This density corresponds to the 
strength of the FIR-MPL (far infra-red modulated photoluminescence) signal. The 
double resonance (FIR-MPL) spectrum at fixed FIR energy is obtained by taking 
a horizontal cross-section across the figure, and the MPL at fixed PL is obtained 
by taking a vertical cross-section. The PL linewidth is given by integrating the PL 
over the FIR frequency, and is fixed at the experimentally observed result of 23meV 
in each case. Figure 4.9(a) shows an ensemble whose inhomogeneity is dominated 
by a Gaussian distribution for L,,,, which affects both the FIR and 
PL energies in 
a correlated way. Larger dots have red-shifted FIR and PL peaks giving rise to a 
diagonal stripe distribution. Figure 4.9(b) shows a potential 
depth or L, fluctuation. 
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Figure 4.8: Solid line: Correlation of the interband (El-HI) and intraband (E2-Ej) 
transition energies with varying dot size for InO. 95GaO. 05As/GaAs quantum discs of 
aspect ratio 4: 1. Dashed line: Correlation of the EI-H, and E2-E, transition energies 
with varying composition for In,, Gal-,, As/GaAs quantum discs of base 20nm and 
height 5nm. 
which affects only the PL energy so that dots with a larger indium mole fraction 
or a larger dimension L, have a red-shifted PL but an unaffected FIR frequency, 
giving rise to a horizontal stripe distribution. Figure 4.9(c) shows the effects of equal 
amounts of size and composition fluctuation; ie; the broadening of the PL obtained 
for the size fluctuations alone, with the composition fluctuations 'turned off', is the 
same as the broadening of the PL obtained for the composition fluctuations alone, 
without the size fluctuations. 
When the double-resonance measurements were made, the results were surprising. 
The spread AEFIRof FIR energies associated with a fixed PL energy and the spread 
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Figure 4.9: From Murdin et al [46]; double resonance tuning diagrams showing the 
FIR-MPL spectrum for dots of different sizes and depths, calculated for a potential 
well with an infinitely deep confining potential. The axes are the level separations 
E2-Ej (y-axis) versus El-H, (x-axis), corresponding to the FIR and PL resonant 
frequencies, respectively. The gray contour shows where the density of dots with a 
particular combination of FIR and PL energies is above 50% of its peak value. (a) 
L.,, fluctuation dominating, (b) composition/L, fluctuation dominating, (c) equal 
amounts of both together, (d) the distribution required to explain the experimen- 
tal data, where the PL signal obtained at 1043meV is affected by a range of FIR 
energies with a full width at half maximum (FWHM) of 21±lmeV, and FIR irra- 
diation at 55meV affects a range of ground state PL transitions with a FWHM of 
22±lmeV. For all of the plots, the normalised PL spectrum (FWHM 23±lmeV) is 
shown against the bottom axis. The calculated FIR-MPL spectrum at a fixed FIR 
frequency of 55meV is shown against the top axis. Finally, the calculated FIR-MPL 
spectrum at a fixed PL frequency of 1046meV is shown against the left axis. The 
widths of all three of these spectra are only equal for a distribution as in (d). 
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AEPL of PL energies associated with a fixed FIR energy were both as wide as the 
spread in the PL energy itself (figure 4-9). For equal levels of broadening due to size 
and composition fluctuations, the spread of the PL energy at fixed FIR should still 
only be about 70% of the FWHM over the full range of FIR energies for the transi- 
tion and the FWHM of the FIR at fixed PL should again only be about 70% of the 
FWHM of the FIR over the whole range of the PL. The width of AEFIRand AEPL 
then implies the presence of an additional broadening mechanism or mechanisms, 
which act to broaden the double-resonance diagram in a direction that is roughly 
orthogonal to the effects of either a size or composition variation. For example, 
an additional broadening mechanism whose effect was to increase the spread in the 
intraband transition energy without widening the spread in the interband transition 
energy would be orthogonal to the effects of a variation in the dot composition, so 
that an additional spread of about 7meV in the intraband transition energy would 
be sufficient to explain the observed double resonance data. There are a number of 
possible candidates for the source of this broadening, and we now consider each of 
these in turn. 
Homogeneous broadening of the transition linewidths is unlikely, as PL measure- 
ments made on individual dots show very sharp linewidths by comparison with the 
ensemble [30]. We may also immediately discount any variation in the potential seen 
by bound charge carriers in a dot due to neighbouring dots, as the centre-to-centre 
separation between dots is a rather substantial 85nm. This is about an order of mag- 
nitude larger than the lateral extent of the ground state charge carrier probability 
density functions, so that there is no overlap of the charge carriers that are bound 
by a given dot with the potential distribution due to its neighbours. The binding 
energy, 
('Oe(h) IVI Oe(h) ), Ofthegroundstate electron (hole) will therefore not change 
as a function of the interdot separation. It is also conceivable that excitons in a dot 
may couple to the charges present in neighbouring dots via the Coulomb interac- 
tion, but again it would seem unlikely that this effect is significant given the large 
lateral separation between the bound charge carriers. The Coulomb potential varies 
as Ild, and the magnitude of the elect ron-elect ron interaction at a distance of 85nm 
t"I L 
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in GaAs will be about 1meV. However, the separation between the bound charge 
carriers is much greater than their extent, so that these may be treated as point 
charges. The shift in the energy of a bound electron due to a charge, q, present 
in a neighbouring dot will then be exactly the same as the shift in the energy of a 
bound hole due to the charge q, so that there is no net change in the electron-hole 
separation. 
Another possible candidate for the spread in transition energy is the variation in the 
charge and state occupancy in each dot; the energy of the levels El and H, will be 
altered by the presence of an additional electron in level El, or by an additional hole 
in level H1. In order to estimate the influence of state filling on the spread in the 
interband transition energies, we must first evaluate the Coulomb interaction, Jabl 
between two charge carriers a and b, whose electronic charge is Ca and eb respectively. 
Jab is given by the integral 
oc 00 (ra) 12 (rb) 12 
Jab e-aeb f d-ra f drb 
jllýa 
- 
ITb 
-- (4.19) 47606, 
_ Oo -00 
1 
-rb - -ra 
I 
where I qla (ra) 12 is the probability density function of particle a, and I 
ýVb (rb )12 is 
the probability density function of particle b. It would seem reasonable to assume 
that, for low levels of current injection into the array of dots, charge carriers will 
predominantly occupy the ground state levels in the dot. Furthermore, from figures 
4.3 and 4.5, the probability density functions for the ground state levels in the disc- 
shaped dot are Gaussian to a good level of approximation. For our estimate here, 
we may then approximate I 
Ta (ra) 12 and I Tb (Kb) 12 by 
Iz2x2+ y2l 
(r exp _aaa 
(4.20) 
a _t_a) 
12 = 
7r3/2LaB2 L2 B2 aaa 
z2x2+ yb2 
(rb ) 12 bb (4.21) ITb T3 /2 LbBb2 eXp L2B2 bbI 
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where L,, and Lb describe the extent of particle a and particle b in the vertical 
(growth) direction and Ba and Bb describe their in-plane extent. It may be shown 
[56], that the value of the above integral is unchanged if we replace La, Lb and B, 
Bb by 
a+ 
Lb2 ý2 
La2b (4.22) 
2 rEa2 ± 
-Pb (4.23) BL 2 
respectively. Further substituting 11 = (, r - rb) /xF2 and v=(, r + rb) /v2, we have 
that 
Oo 22 
U2 -6aeb vý-2- du ux + uy Jab : -- 47rEOE, 73/2132L 
exp 
B2 
+ 
L2 
-00 
(4.24) 
We make another change of basis, this time to spherical polar coordinates, and then 
further susbtitute w= cos (0) and v= r', to (eventually) end up with the result for 
the probability density distributions of equations 4.20 and 4.21 that 
Jab eaeb tan-' v/-B-2 - 
L2 
(27r) 3/2 6oEr V/'B--2L2 
ILI 
(4.25) 
We may now estimate the magnitude of the interactions between the charge carriers 
in the dot. For InAs, we have E, = 15.15. This gives that 
e2 
)3/2 EoSr 
= 0.0758374 eV. nm (4.26) (27r 
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where e is the electronic charge. For the 20nm x 5nm disc-shaped dot considered 
here, we calculate that Be= 6.01nm, L, -_ 2.55nm, Bh= 5.51nm and 
Lh =: 1.76nm. 
Using equations 4.22,4.23 and 4.25 we may then estimate the Coulomb interaction 
Jab- We have for an elect ron-elect ron interaction that B, L, I Jee 
I= 6-01nm, 2.55nm, 
15.8meV, for an electron-hole interaction that B, L, I Jeh 
I= 5-77nm, 2.19nm, 16.8meV, 
and for a hole-hole interaction that B, L, I Jhh 
I= 5.51nm, 1.76nm, 18.1meV. The 
presence of an additional electron or hole in the ground state of the dot will then 
alter the exciton binding energy by about 1meV. Since we do not have enough 
information to precisely determine the likelihood of an additional electron or hole 
being present in the dot, it is hard to give an exact figure for the Coulomb-induced 
broadening of the ground state interband transition. However, under the conditions 
at which the double resonance measurements were made, the strength of the ground- 
state photoluminescence signal was well below saturation, so that the assumption 
that most of the bound charge carriers occupy the ground states in the dot would 
seem to be reasonable. The exciton binding energy of a single electron and a single 
hole confined within a dot will then be 
IJehl 
= 16.8meV, the exciton binding energy 
for two electrons and a hole confined within a dot will be 21 Jeh 
I-I Jee I= 17.8meV, 
and the exciton binding energy for two holes and an electron confined within a dot 
will be 21 Jeh I-I Jhh I= 15.5meV. If the probability of each of the three cases above 
is equal, then the spread, SPL, in the interband transition linewidth is given by 
(Jtot Jtot))2 
SP LN (4.27) 
where Jt, t is the total exciton binding energy for each of the three cases discussed 
above, (Jt, t) is the mean average value of Jt, t, and N=3. We would then expect a 
Coulomb-induced broadening0f SPL= 0.985meV. 
As discussed above, because the ground state signal is not saturated and the in- 
traband transition rate is much faster than the interband transition rate, only the 
lowest occupancy and lowest energy configurations of bound charge carriers in a dot 
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Figure 4.10: Schematic showing the effect of an intraband transition, from the 
ground-state electron level El to the first-excited electron level E2, on the level 
occupancy of a quantum dot. For clarity, only the lowest-lying hole state and the 
two lowest-lying electron levels are shown. (a) a configuration of I electron and I 
hole, both initially in the ground state. (b) a configuration of I electron and 2 holes, 
all initially in the ground state. (c) a configuration of 2 electrons and I hole, all 
initially in the ground state 
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are likely. These are considered in figure 4.10. which shows the effect of an intraband 
transition E2-Ej on the level occupancy of a quantum dot. The initial configuration 
of figure 4.10(a) has a single electron in the level El. and a single hole occupying the 
H, level. The EI-H, exciton binding energy for this configuration will then take the 
valueOf Jeh= 16.8meN' calculated above. An intraband transition from this initial 
configuration will result in a final configuration of E2-Hj. Following the analysis 
of Warburton et al [57]. the strength of the exciton binding energy for this config- 
uration will be approximately Meh/4. so that the difference in the exciton binding 
energy of the intial and final configurations isJeh/4 = 4.2meN'. Figure 4.10(b) starts 
with a configuration of IEI. 2H,. for which the total exciton binding energy will be 
21jehl 
- 
jjhhl, twice the binding energy of a single exciton minus the interaction en- 
ergy of the two holes. The exciton binding energy of the final configuration will then 
be 31Jehl/2- jJhhj. so that the difference between the two is I JehI12 = 8.4meN'. By 
similar analysis. the difference in the exciton binding energy of the initial and final 
configurations of case (c) will be I JehI14+1 JeeJ14 = 8.15meV. We may now define 
the spread, SFIR, in the intraband transition linewidth due to excitonic effects as 
SFIR 
(--ýJtot j 
tot) 
(4.28) 
A' 
where --\Jt,, t in this case is the difference in the exciton binding energy of the initial 
and final configurations for the bound charge carriers. (__ýJt,, t) is the mean average 
value of this difference and X=3. We haveSFIR =: 1.92meVin this case. so that the 
spread in the intraband transition linewidth due to Coulomb effects is twice as large 
as the corresponding spread in the interband transition linewidth. It is then possi- 
ble that Coulomb effects may account in part for the shape of the experiment ally 
observed double resonance plots. We note that none of the intraband transitions 
considered above will have a final state from which electron-hole recombination can 
occur. If these are indeed the main configurations in the dot. then we would expect 
the decrease observed in the ground-state transition due to FIR pumping to be much 
greater than the increase of the excited-level PL. Considering figure 4.7. we see that 
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this is indeed the case. While we acknowledge that the above analysis is by no 
means rigorous and should only be considered as a rough qualitative estimate, the 
exciton binding calculations presented here would suggest that Coulomb interactions 
will contribute to the spread in the observed transition linewidth, but that these will 
not be sufficient to account for the large discrepancy between theory and experiment. 
Finally, we consider the influence of the piezoelectric potential on the first-excited 
levels in the dot. We recall from earlier on in the chapter that the two first-excited 
levels have maxima on the (110) and (110) planes through the centre of the dot, as 
in figures 4.4 and 4.5. For the following discussion, we shall label the electron and 
hole energy levels whose maxima lie on the (110) plane through the dot centre as E2" 
and H2,,, and we shall label the electron and hole energy levels whose maxima lie on 
the (110) plane through the dot centre as E2b and H2b. The electron wavefunction 
OE 2awill then have maxima on the same plane as the hole wavefunction OH 2a, and 
on the plane perpendicular to the maxima of the hole wavefunction OH 2b so that the 
magnitude of the overlap I (OE 2a I OH 2a) I will be large, and I (OE 2a I V)H 2b) I is zero. By 
similar arguments, the magnitude of the overlap I (V)E 2b I V)H 2b) I will also be large, and 
I (V)E 2b I V)H 2a) I is zero. E2,, -H2a arid E2b-H2b are then allowed transitions for the dot, 
and the transitions E2a-H2b and E2b-H2a are prohibited. We may now understand 
with the aid of figure 4.11 how the spread in the interband PL and intraband FIR 
transitions are affected by an asymmetry along the growth direction of either the dot 
shape or composition profile. Figure 4.11 plots the calculated piezoelectric potential 
distributions for a range of useful test structures. These include an 1nAs/GaAs pyra- 
mid, a graded In,, Gal-,, As/GaAs box whose indium composition profile increases 
linearly from GaAs at the base of the dot to InAs at the top-surface, and a graded 
truncated pyramid similar to that deduced in the next chapter for samples which 
were fabricated and extensively studied by Skolnick and co-workers at Sheffield [20]. 
This dot shape is not expected to be a good representation of the FIR dot sam- 
ples, which were fabricated under very different growth conditions by Murray and 
co-workers at Imperial College [46]. Nevertheless, this shape is considered here, in 
order to see the effects of the piezoelectric potential in a realistic dot structure. 
t-l 11 
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Figure 4.11: Piezoelectric potential distributions, calculated for a range of test struc- 
tures. Top: a 20 x 20 x 10nm InAs/GaAs pyramid. Centre: a 20 x 20 x 10nm graded 
In,, Gal-,, As/GaAs box, where x is linearly graded from x=0 at the dot base to 
x=I at the top-surface. Bottom: a graded InxGaj_xAs pyramid of base 18nm, 
whose height before truncation was 28.9nm and which has been truncated to a 
height of 5.5iim, and where x varies from x=0.6 at the base of the dot to x=1.0 
at the (truncated) top-surface. 
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Considering first the 1nAs/GaAs pyramid at the top of figure 4.11, the piezoelectric 
potential maxima at the top-surface of the dot are predominantly located in the 
barrier material outside of the dot itself, while a significant fraction of the piezoelec- 
tric potential maxima at the dot base is observed to be within the dot. In addition, 
we see from figure 4.12, which provides a measure of the vertical localisation of the 
three dot shapes considered in figure 4.11, that both the ground-state electron and 
hole wavefunctions are shifted towards the base of the pyramidal dot. The electron 
level E2b, which is aligned in the [110] direction so that this level has maxima on the 
(110) plane through the dot centre, will then see a deeper confining potential as a 
result of the piezoelectric minima inside the dot at its base, where this wavefunction 
is predominantly localised. Since the hole level H2b is also predominantly localised 
at the base of the dot as a result of the dot shape and strain distribution, this level 
will also be most strongly affected by the piezoelectric minima at the dot base, so 
that the H2b level will sample a shallower confining potential. The energy of E2b 
and H2bwill then both be shifted towards the GaAs valence band edge. By similar 
arguments, the E2,, and H2,, levels will both be shifted away from the GaAs valence 
band edge so that the asymmetric dot shape will lead to a greater separation of the 
intraband transition energies E2,, -E, and E2b-Ej, than of the interband transition 
energies E2,, -H2,, and E2b-H2b. 
We now turn to consider the effect of a composition variation, considered in the 
central diagram of figure 4.11. Again considering the electron level E2b and hole 
level H2b, which are directed along [110], the piezoelectric potential on the (110) 
plane has small deep maxima at the top of the dot and larger shallower maxima at 
the dot base. From this information alone it is not clear whether the piezoelectric 
potential distribution at the top of the dot or that at the dot base is more important, 
but considering figure 4.12 we note that the graded composition profile will localise 
the wavefunctions towards the top of the dot. The piezoelectric distribution at the 
top of the dot is then most important. For the graded cuboid whose indium mole 
fraction increases from base to apex, E2b and H2b are both shifted towards the GaAs 
valence band edge, while E2,, and H2,, are both shifted away from the GaAs valence 
OL 
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Figure 4.12: Integral of the probability density distribution in the x-y plane, 
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band edge, the direct opposite of the results observed for the pyramidal dot. Again, 
the asymmetric dot shape will lead to a greater separation of the intraband transi- 
tion energies E2,, -E, and E2b-El, than of the interband transition energies E2,, -H2,, 
and EA-HA, as shown in figure 4.13, where the effects of dot shape and composition 
grading are compared. 
Figure 4.13: Schematic representation of the lowest-lying transitions in a potential 
well. For clarity, only the lowest-lying bound conduction and valence levels are 
shown. Left; the energy level ordering for a dot which either tapers inwards or has 
a decreasing indium mole fraction towards its top. Right; the energy level ordering 
for a dot which either tapers outwards or has an increasing indium mole fraction 
towards its top. 
For the graded truncated pyramid at the bottom of figure 4.11 there is a compe- 
tition between the effects of the dot shape and the effects of composition grading. 
While the splitting of the first-excited energy level due to either of these on its 
own can be rather large, the competition between the two will lead to a relatively 
small piezoelectric-induced splitting of the two E2-Ej intraband transition energies 
for a combination of both truncation and composition grading. For the dot shape 
considered in the figure, the piezoelectric-induced splitting broadens the interband 
transition linewidth by I (E2a-H2a)-(E2b+H2b) I=ImeV, and broadens the intraband 
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transition linewidth by I E2b-E2,, I =3meV. While this value is not large enough to 
account for the whole 7meV of unassigned inhomogeneous broadening that is seen 
in addition to the variations in dot size and composition profile, a dot with a slightly 
less tapered shape or a slightly larger composition gradient would be sufficient to 
explain the observed data. Alternatively, the additional inhomogeneous broadening 
may be due to a combination of piezoelectric- induced splitting of the first-excited 
transition and variations in the intradot Coulomb interaction. We note that the 
piezoelectric- induced splitting of the first-excited state, and its contribution to the 
observed inhomogeneous broadening may be tested by experiment, measuring the 
relationship between the interband and intraband transitions as a function of the 
polarisation angle, using a polarised FIR excitation. An FIR signal polarised along 
the [110] direction will only couple El to E2b states, while a [110] FIR signal will 
only couple El to E2a. The peaks in the two polarised resonance signals should 
therefore be both shifted with respect to each other and narrowed, with the peak 
splitting giving a direct measure of E2a-E2b. By contrast, the polarisation angle will 
have no effect on any Coulomb-induced broadening of the E2-Ej transition energy. 
4.6 Chapter Summary 
We have developed plane wave algorithms to describe the electronic structure of 
quantum dots, deriving analytic expressions to describe a range of interesting dot 
shapes and also deriving expressions for the strain and piezoelectric potential due 
to an inclusion with an arbitrary shape and composition profile. Considering how 
the shapes of the bound charge carrier probability density functions and the en- 
ergy level spectra for dots evolve as a function of dot shape, important trends and 
differences in the various dot shapes are identified. For small dots, the variation 
in confinement energy with dot shape at constant volume is smaller than might 
be expected, as a result of the large barrier penetration of the dot wavefunctions. 
Considering the effect of piezoelectricity on the electronic structure of dot ground 
states, this is generally small for dots fabricated onto 
[100] substrates whose shape is 
t"IL 
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symmetric in the growth plane. This is partly because of the small overlap between 
the piezoelectric potential and the ground state wavefunction, and partly because 
the first-order correction to the energy of the even-symmetry ground state electron 
level due to the odd-symmetry piezoelectric distribution will be zero, so that the 
largest non-zero energy perturbation will occur from the second-order terms in the 
perturbation expansion. We note, however, that one may deliberately engineer the 
dot structure in order to increase the piezoelectric perturbation of the ground state 
electron and hole levels. 
Comparing the 1-band models developed here to the results of more sophisticated 
calculations, good agreement is obtained for the ground state energy levels when 
compared with the results of many-band calculations from the literature, confirm- 
ing the validity of the present analysis. Moving on to interpret the results of double 
resonance spectroscopy on InGaAs dots, we have then experimentally confirmed a 
number of theoretically predicted results regarding dot behaviour. The presence of 
selection rules for the low-lying interband transitions is confirmed, as is the in-plane 
nature of the low-lying intraband transitions. In addition to the size variation that is 
observed under SEM, we also see the effects of a variation between the composition 
profiles of individual dots, and an additional inhomogeneous broadening mechanism 
is also demonstrated. We speculate that the dominant additional contribution to 
the observed inhomogeneous broadening may possibly be piezoelectric-induced split- 
ting of the first-excited state, due to asymmetry of the dot confining potential in 
the z direction. We further suggest that the additional observed broadening may 
be related in part to variations in the magnitude of the Coulomb interaction as a 
function of dot occupancy. Finally, we note that we may distinguish the effects of 
piezo elect ric- induced splitting of the first-excited state from other possible interac- 
tions, by making double resonance measurements with a polarised FIR signal, so 
that the splitting betweeen the resonance energies for [1101 and [IiO] polarised FIR 
gives a direct measure of the piezoelect ric- induced splitting of the first-excited state. 
Chapter 5 
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Figures in most theoretical papers on ideal pyramidal quantum dots show the pres- 
ence of a permanent dipole in the dot, due to the large built-in strain fields which 
localise the highest energy hole state near the bottom of the pyramid so that it sits 
underneath the lowest energy electron state in the dot [8]. Because of this built-in 
dipole, QD structures should exhibit an asymmetric Stark shift in the presence of 
an applied electric field. As an electric field F is applied, the transition energy 
" (F) between the ground state electron and hole levels will vary quadratically as 
" (F) =E (0) - aF - ýF', where a depends on the built-in dipole and 0 is a 
measure of the polarizability of the electron and hole wavefunctions. Asymmetry in 
experimental measurements of the Stark shift have indeed revealed a built-in dipole 
both in InAs/GaAs [20], and also in AlyInj_yAs/Al., Gaj_., As quantum dots [51] 
but, surprisingly, the direction of the dipole is opposite to that predicted from the 
theoretical calculations, with the hole centre of mass above that of the electron in 
both cases. 
Here, an investigation of the factors influencing the sign and magnitude of the built- 
in dipole in realistic QD structures is presented. Most structural investigations 
suggest that S-K dots have a broad base and taper inwards towards their top, and 
that these also have a large base to height ratio. In the first instance, we therefore 
consider the electronic structure of SK dots by considering ideal and truncated pyra- 
mids. It is shown that, if one assumes constant composition in any such structure. 
then the built-in strain fields and large heavy-hole mass along the growth direction 
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will lead to the hole ground state sitting underneath the ground state electron level 
in the dot, giving the opposite dipole to that observed experimentally. We must 
therefore modify this simple picture of the dot structure. Because the hole mass 
along the growth direction is considerably larger than the electron mass, the hole 
tends to sit in the region with the deepest confining potential while the electron is 
more widely spread throughout the dot. In order for the hole to sit above the elec- 
tron as observed, the deepest potential must then occur at the top of the dot. This 
can be achieved by increasing the indium composition from the base to the top of the 
dot, consistent with the conclusions of grazing- incidence diffraction measurements 
on uncapped InAs/GaAs QDs [34]. It is shown that there are a range of graded 
composition, tapered dot shapes that can give the correct sign and magnitude for 
a. We also show that the magnitude of the polarization term 0 is determined pre- 
dominantly by the vertical height of the dot. The calculated values of 0 are in 
good agreement with the experimentally determined values when a dot height com- 
parable to that determined from TEM measurements of equivalent uncapped dots 
is assumed (the dot shape of figure 1.8). These calculations, combined with Stark 
effect measurements, provide useful information and sensible constraints on allowed 
models of QDs, consistent with a range of other experimental data. 
5.1 Stark Shift in Pyramidal Dots 
The electron and hole Hamiltonian equations may be written in the presence of 
an applied field as ft = fto + ft'F, where H^ 0 is the zero-field Hamiltonian and 
ft'F = ezF describes the effect of an applied field on the energy level structure, 
where -e is the electronic charge. The effect of an electric field F, applied across a 
quantum dot, may then be modelled by adding terms of the following form to the 
plane-wave Hamiltonian-, 
-ieF cos 
[(k 1 
ý1p- 
kp) L, ] 
äkm=k, dk=k,, äkpýýkp' 
k 
1 TIk 
k' k- kl 
p 
pp 
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where Hý is the fourier transform of 
kF. Since the resulting potential has a saw- k' I 
tooth rather than a linear distribution, one must be careful to ensure that the unit 
cell is suitably large in the z direction. On the other hand, if the unit cell is made 
too large then the Hamiltonian calculations return unphysical bound states which 
are predominatly localised in the barrier matrix. The correct choice for the unit cell 
dimension in z can then become a delicate matter for a large applied field, but it 
is generally possibly to achieve a good balance between the two competing sources 
of inaccuracy for applied fields up to about 300kV/cm. In order to understand the 
influence of the applied field on the transition energy we write the ground state 
electron (hole) wavefunctions 4fe(h) as a Taylor series expansion in applied field, so 
010 is the zero-field electron (hole) wavefunction thatq'e(h) - Oe(h) + Oe(h) F, where0e(h) 
and0e(h)F is the first-order correction to the wavefunction in an applied field. The 
perturbation theory expansion of the ground state transition energy, E (F), may 
now be written as 
E (F) -E (0) - eF[(Zhý - (z, 
)] - eF 
2 [(00 IZI 01 - 
(00 1Z1 ý)i ý] (5.2) 
where (Zh)= (0' 1z 100) and (z, ) = (01 1z 100). The linear coefficient a is then pro- hhee 
portional to the separation of the mean electron and hole positions at zero applied 
field, a=e 
[(Zh) 
-(z, )], while the quadratic term depends only on the polarizability 
of the ground state electron wavefunction, -ýele = (00 IzI 0'), and of the ground ee 
state hole wavefunction, Ale- = (00 IzI 0'). For a quantum well with a square con- hh 
fining potential, the expectation value of both electron and hole ground states lies at 
the centre of the well so that there is no linear term. The shift in transition energy 
with applied field for quantum wells is then purely quadratic. 
Ruvimov et al [26,52] suggested a square-based pyramidal geometry for self-assembled 
dots. Symmetry breaking of the confinement potential for this dot shape in the 
growth (z) direction will lead to a separation of the expectation values 
for the posi- 
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Figure 5.1: Ground-state transition energy (300K) as a function of applied field for 
pyramidal dots of base 12nm and height 6nm on a monolayer wetting layer. Inset: 
shift of the band edge with position. 
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tion of the electron and hole wavefunctions. The large biaxial strains, within the 
dot act on the heavy-hole Hamiltonian to localise the ground state hole wavefunc- 
tion below that of the electron, as one would expect from figure 2.1. This should 
introduce an additional linear term to the quadratic Stark shift of the transition 
energy with an applied field, so that the peak transition energy for a pyramidal 
dot will then occur at positive applied field, as in figure 5.1. The Stark effect in 
capped InGaAs quantum dot structures has been measured by Fry et al[20], and 
while the dots considered by Fry et al are grown at higher temperatures than the 
dots of Ruvimov et al, the growth conditions are typical of those required to give 
good luminescence characteristics. An asymmetry has indeed been measured for the 
Stark shift of these dots, but the peak transition energy of the ground state is seen 
to have the opposite sign to that predicted by theoretical calculations of pyramidal 
quantum dots. This would suggest that the pyramidal dot model does not apply 
to dots grown under normal growth conditions. Several structural investigations 
of quantum dots have provided evidence that S-K dots generally have less angular 
geometries than the pyramidal structure proposed by Ruvimov et al; Ledentsov et 
al [38] has proposed that the top of the pyramid is truncated, while Moison et al 
[44] argues that the side facets of the dot are rounded, resulting in a lens-shaped 
geometry. Truncated pyramids and lenses should have similar energy level ordering, 
so that in order to understand both of these cases it is useful to consider the effects 
of truncation on the electronic structure of the dot. 
5.2 Stark Shift in Truncated Dots 
Figure 5.2 shows the calculated dipole in a truncated InAs pyramid of base width 
B= 18nm and height H=5.5nm as a function of truncation factor, f-f represents 
the fraction removed from the top of the pyramid so that, for example, a truncated 
pyramid with f=0.75 and H=5.5nm is formed by decapitating a 
full pYramid 
of height 22nm. The value assumed for H is similar to 
both the value estiniated 
from TEM analysis of uncapped dots and also to that inferred 
from the measured 
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Figure 5.2: Dipole for truncated pyramids with base 18nm and height (including 
wetting layer) of 5.5nm, with (dashed line) and without (solid line) aI monolayer 
wetting layer. 
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polarizability for capped dots [20]. The value assumed for B is again consistent 
with the value estimated from the TEM on uncapped dots, and is similar to that 
inferred from intersublevel resonance measurements on dots with a similar energy 
separation between their ground and first-excited interband transitions [20,46]. The 
good agreement between the measurements on the capped and uncapped dots would 
suggest that their structure is not significantly modified by capping. 
The presence of a wetting layer deepens the heavy-hole potential near the base of 
the dot, as a result of the biaxial strain E,,,, = 6,, - (Exx + Eyy) /2. There is a larger 
biaxial strain in the wetting layer which forms an infinite plane and is unable to 
relax laterally, than in the dot itself. This deepens the heavy-hole confinement po- 
tential at the dot base, so that the hole is always localised below the electron for 
the system of dot plus wetting layer. Even for a cuboidal dot (f = 1) , the wetting 
layer introduces a negative dipole of IA. Moving from a cuboid to a pyramidal ge- 
ometry with decreasing f, the increasing anisotropy of the dot shape modifies the 
axial strain-fields in the dot, moving the heavy-holes away from the top surface of 
the dot and towards the dot base. The ground state hole then moves more rapidly 
towards the dot base than the ground state electron, increasing the magnitude of 
the electron-hole separation. The separation of the electron and hole reaches a 
maximum with decreasing f and then decreases. Beyond the point of maximum 
electron-hole separation the hole is already localised at the base of the dot. As the 
potential well becomes increasingly redistributed towards the dot base, the electron 
then starts to "catch up" with the hole. Calculations on constant composition dots 
with a range of base-to-height ratios have shown that these all follow the same broad 
trend and it is clear that, regardless of the dot shape or the level of truncation, the 
mean electron position will always remain above that of the hole, up to the limit of 
the cuboidal dot (f = 1) - 
Setting f =I with no wetting layer, both electron and hole 
wavefunctions are symmetric about the cuboid central plane as for the quantum well 
case, so that there is no zero-field dipole. 
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5.3 Composition Grading 
If the hole is to sit in the upper part of the dot, above the electron, we require 
that the heavy-hole potential be deeper at the top of the dot than at the dot base. 
Experimental studies generally indicate that the dot shape tapers inwards from base 
to top, but the heavy-hole potential can nevertheless be deeper at the top than at 
the base if the dot is formed of an In_, Gal-_, As alloy, with the indium composition 
x increasing from the base to the top of the dot. Since we proposed this idea, there 
has been a growing body of experimental evidence which also concludes that this is 
indeed the case (see, for example, references [20,34,39]). 
Figure 5.3 shows how the electron-hole separation, d, varies with composition grad- 
ing for square-based dots with dimension 18 x 18 x 5.5nm. The solid lines show a 
linearly graded cuboid for which d0 when x=I at the base, with d increasing to 
" maximum value of order 7A for x 0.3 at the base. A similar trend is observed for 
" truncated pyramid with f=0.75 (dashed lines). The electron initially sits above 
the hole here, but the positions reverse with increasing grading. For intermediate 
values of the composition, x, at the dot base, the introduction of aI monolayer 
wetting layer whose indium composition is the same as that at the base of the dot 
allows the electron to spread down into the wetting layer, while the hole remains 
pinned by the biaxial strains in the dot. This leads to a slight increase in d. As the 
composition x in the wetting layer and at the dot base becomes larger, the heavy- 
hole confinement potential becomes stronger in the well than in the dot so that the 
hole is then pulled more strongly toward the wetting layer than the electron, shifting 
the dipole towards more negative values. 
A fit to the experimentally obtained dipole of d= 4A can then be obtained for a 
variety of different dot geometries, such as graded cuboids and graded truncated 
pyramids either with or without a wetting layer, although the grading must be 
stronger in the presence of the wetting layer. The Stark shift data do not deter- 
mine the precise detail of the dot shape; however the fit does require that the dots 
have severe compositional grading from base-to-apex. Considering the hole-electron 
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Figure 5.3: Calculated zero-field dipole as a function of composition gradient for 
dots of base 18nm and height 5.5nm, graded from ln,, Gal-,, As at the base to InAs 
at the top surface, for dots with no wetting layer (left) and for dots sitting on aI 
monolayer wetting layer (right). The solid lines are results for dots with a cuboidal 
geometry (f = 1), and the dashed lines are results for truncated dots with f =0.75. 
Note the different vertical scales on the two figures. 
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Figure 5.4: Hole-electron separation as a function of truncation and composition 
gradient for square-based dots of base l8nm and truncated height 5.5nm. 
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Figure 5.5: Filled circles: the experimentally observed transition energy as a function 
of applied field. The experimental data is taken from two devices; a p-i-n and an n-i- 
p photodiode. Solid line: the theoretically calculated transition energy for a graded 
truncated pyramid of base 18nm, height 5.5nm and truncation factor f =0.81, graded 
linearly from x-0.6 at the dot base to x=1.0 at the top surface. 
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separation as a function of both grading and truncation, as shown in figure 5.4. we 
find a curve of allowed truncation and dot composition gradients that fit the exper- 
imentally observed dipole. The correct dot shape may be estimated by finding the 
point on this curve which also fits the observed transition energy. It is interesting 
to note that the observed dipole excludes pyramidal dots. Even with a 100% linear 
composition gradient from base to apex and no wetting layer, the biaxial strains 
still dominate the hole confinement so that the electron remains above the hole and 
the wrong sign for the dipole is observed. The Stark shift data demonstrates con- 
clusively that these dots cannot be pyramids. 
Based on the above analysis, it is possible to choose a dot structure for which the 
calculated Stark shift is in excellent agreement with the experimental data. This 
is shown in figure 5.5, where the filled circles show the experimentally measured 
ground state transition energy as a function of applied field, while the solid line 
shows the calculated transition energy for a truncated pyramid with base 18nm, 
height 5.5nm and truncation factor f=0.81, graded linearly from x=0.6 at the 
dot base to x=1.0 at the top. This shape demonstrates the key features of trun- 
cated geometry and graded composition profile, with dimensions that are in good 
agreement with structural analysis of uncapped dots formed under identical growth 
conditions. Bound electron states are observed at five energy levels for this dot 
geometry, in agreement with the results of high pressure measurements by Skolnick 
et al [53]. The bound electron levels are fairly evenly spaced, with a separation 
between the first-excited and ground electron states of 62meV. We note that the 
dipole calculated for this dot shape is about 5A. This is slightly larger than the 
value of 4A predicted from the quadratic fit to the experimental data, as a result of 
the higher-order terms in the perturbation expansion for the Stark shift with applied 
field. 
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5.4 Polarizability 
For quantum wells, where the vertical and lateral motion of confined charge car- 
riers may be decoupled, the polarizability measured from the Stark shift in ap- 
plied field with transition energy may be used as a measure of quantum well thick- 
ness. It can be shown [8] using second-order perturbation theory, for a particle of 
mass m* in an infinitely deep quantum well of thickness H, that the polarizability 
ý oc H'I (El - EO), where El - EO is the energy separation between the first-excited 
and ground state levels. This can then be expressed as ý oc m*H'. The polarizabil- 
ity therefore increases strongly with the quantum well thickness. Most quantum well 
studies have focused on wider quantum wells (H > -7nm), for which the heavy-hole 
contribution to the total polarizability dominates, because Mh* >> m*. This will hC 
not be the case for narrow quantum wells, where the increased barrier penetration 
for electrons leads to an increase in the effective thickness of the quantum well, and 
the electron contribution to the polarizability becomes more important. 
Figure 5.6 shows the calculated electron and hole contributions to polarizability, ý, 
and -ýh respectively, as a function of well thickness, H, for a range of different test 
structures. The calculated p olariz abilities all follow the broad trend predicted by 
the infinite well analysis, with both 0, and ýh increasing with H. Oh is about three 
times 0, for the widest (7nm) quantum well and cuboid, while the magnitudes of 
Ohand 0, become comparable in narrower structures and the electron polarizability 
exceeds that of the hole for H- 3nm. For such a narrow well, the vertical dimension 
of the well restricts the motion of electrons and holes within the well, so that the 
effects of barrier penetration become significant. This is confirmed by considering 
the right-hand side of figure 5.6, which plots I 
q, (Z) 12 
7 the integral of the probability 
density function over the x-y plane for several model structures, where 
L., Ly 
, q, (Z) 12 =1 dx 1 dy 1W (r) 12 
- L., -Ly 
(5-3) 
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Figure 5.6: LHS: Polarizability for electrons (top-left) and holes (bottom-left), as a 
function of height for InAs dots of base 18nm grown onto an (001) substrate. The 
solid lines are results for a graded truncated pyramid, with f =0.75 and x=0.5; the 
dashed lines are for a cuboid; and the dotted lines are for a quantum well. RHS: 
the integral of the probability density function over the x-y plane, for quantum dots 
of base 18nm, with height 3nm (top-right) and 7nm (bottom-right). The thick lines 
are results for electrons, and the thin lines are results for holes. The solid lines are 
results for graded truncated dots with x-0.5 and f =0.75, and the dashed lines are 
results for cuboidal dots. 
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It is clear from the figure that for H=3nm there is a greater penetration of the elec- 
tron than the hole into the GaAs barrier, as a result of the small electron effective 
mass. The effective size Hff and hence the polarizability of the electron wave- 
function is then increased relative to that of the hole. This also explains why the 
electron polarizability is largest in the graded truncated pyramid, where the smaller 
confining potential for electrons leads to increased barrier penetration compared to 
the cuboid and hence larger ý,. By contrast, the hole polarizabilitY ýh is reduced in 
the graded truncated pyramid compared to the constant composition cuboid and the 
quantum well, reflecting the increased vertical localisation of the hole wavefunction 
due to the variation in the zero-field heavy-hole potential along the axis of the dot. 
5.5 Chapter Summary 
One-band electron and hole Hamiltonian equations have been used to investigate 
the different factors influencing the built-in dipole and polarizability of strained 
In,, Gal-,, As quantum dot structures. The polarizability data may be used to es- 
timate the height of the capped dots, giving values for the height of capped dots 
similar to the values obtained from TEM for uncapped dots and hence indicating 
that the dot structure has not been significantly modified by capping. We have 
demonstrated that the built-in strain will always lead to the hole centre-of-mass 
lying below the electron centre-of-mass in a constant composition dot whose cross- 
sectional area tapers inwards from the base to the top, and that the inclusion of 
an InAs wetting layer further increases the magnitude of the electron-hole dipole. 
The calculated dipole moment for these constant composition dots is of the oppo- 
site sign to that determined from recent quantum confined Stark effect experiments, 
and interpreting the experimental results we have proposed that the dots must have 
both a heavily truncated geometry and an indium composition gradient 
from base 
to apex, with indium aggregation at the top surface of the dot 
[6]. Kegel et al [35] 
have independently proposed a similar dot shape for uncapped dots from the result', 
of recent grazing- incidence diffraction measurements, while measurements 
bIv Liu et 
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al [39] have observed truncated pyramids with an indium-rich core forming an in- 
verted pyramidal structure. It has until recently proved very difficult to make direct 
structural measurements of buried dots, so that the author's calculations provided 
the first direct evidence for composition grading in buried dot layers. Recently, 
Koenraad et al [12] have made STM measurements of the buried dot structures 
studied by Fry et al. It is satisfying to note that the STM data find a dot geometry 
and composition profile that is in remarkably good agreement with the theoretically 
predicted dot shape. 
Chapter 6 
Summary and Further Work 
6.1 Summary 
This thesis has developed models to describe the electronic structure of semicon- 
ductor quantum dots, and then applied these to help understand the experimentally 
observed behaviour of these structures. We began with an overview of quantum dots 
in chapter I by comparing various techniques for the fabrication of these structures, 
discussing some of their uses, and briefly introducing some of the concepts involved 
in the characterisation and modelling of quantum dot arrays. Chapter 2 then ex- 
panded the discussion of the first chapter by presenting some of the basic theory 
that is relevant to quantum dot modelling, comparing the isotropic and anisotropic 
models of strain and considering the effects of strain and piezoelectricity on semi- 
conductor electronic structure. 
Chapter 3 developed numerical techniques for the solution of Schr6dinger's equation 
in quantum wells, wires and dots, comparing the variation of electronic behaviour 
with size and composition profile for these structures. These models were then ap- 
plied to the variation of the potential and confinement energy due to inter-diffusion 
of a spherical In_, Gal-,, As quantum dot embedded in a GaAs substrate. The confin- 
ing potential is found to drop off far more quickly with increasing diffusion length 
about a quantum dot than is the case for a quantum well, resulting in a more rapid 
variation of confinement energy upon annealing of a dot than a well, until eventually 
no electron states are confined in the diffused dot. ý, Ve have shown that, the spread 
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in confinement energies due to a variation in dot size and/or composition decreases 
with the diffusion-induced decrease in the confinement energy. Considering rapid 
thermal annealing as a possible means to improve photoluminescence linewidths 
and tune the transition wavelengths of quantum dot devices post-deposition, the 
observed behaviour of the dot during the anneal can be explained in terms of nor- 
mal interdiffusion processes between the dots and the surrounding material. It was 
found that the benefits of a reduced transition linewidth are offset by weaker carrier 
confinement, so that while this technique is potentially useful, its use does have 
well-defined limits. 
Chapter 4 improved and generalised the numerical models of chapter 3, presenting 
simple analytic expressions for the strain and piezoelectric distributions in quantum 
dots of arbitrary shape and composition profile and deriving the Fourier trans- 
form for the characteristic function of a graded truncated pyramid. Considering 
a number of commonly assumed dot shapes, trends and differences betweeen the 
electronic structure and potential distributions in these different geometries were 
identified. Considering a pyramidal dot, the strong biaxial deformation of this dot 
shape is found to significantly modify the hole confinement and to localise the hole 
wavefunction at the base of the dot, below that of the electron. Double resonance 
measurements of disc-shaped self-assembled quantum dots were considered. These 
were found to confirm the presence of strong selection rules for interband transitions 
in the dot, and also to confirm the theoretical prediction that the low-lying intra- 
band transitions are due to states with increased lateral quantum number. Using a 
theoretical analysis of the experimental data, it was found that the inhomogeneous 
broadening of transition linewidth is not only a result of variations in dot size, but 
is also partly due to variations in composition between the dots in the ensemble. 
More surprisingly, comparison of theory and experiment showed that the combina- 
tion of size and composition fluctuations is still not sufficient to account for all of the 
obsereved spread in the transition energies. After considering several 
factors that 
might potentially widen dot transition linewidths, it was speculated that this addi- 
tional broadening maý, ' be the result of symmetry breaking of the dot confinement 
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potential in the growth (z) direction, leading to a piezo electric- induced broadening 
of the intraband transition energy. It was further suggested that Coulomb-induced 
broadening of the intraband transition between the ground and first-excited levels 
in the dot may also be partly responsible for this additional broadening. Finally, a 
further experiment was proposed, whose outcome should determine the magnitude 
of any piezo elect ric-induced broadening that may be present. 
Chapter 5 presented a theoretical analysis of the mean electron and hole positions in 
self-assembled ln,, Gal-,, As quantum dots embedded in GaAs. It had already been 
shown in chapter 4 that for the commonly assumed pyramidal geometry the hole 
wavefunction will sit below that of the electron, as a result of the biaxial deforma- 
tion of the hole confinement potential. Further to this, by considering the biaxial 
strain distribution and electronic structure of a wide range of truncated pyramids it 
is seen that, for any dot with uniform composition whose shape tapers inwards from 
the base to the top, we would expect the hole wavefunction to reside below that of 
the electron, as a result of the biaxial strain. This directly contradicts the results of 
experimental photocurrent spectroscopy of dots, where the observed asymmetry of 
the transition energy has a peak at negative applied field, consistent with the hole 
sitting above the electron in the dot. This result implies the existence of a compo- 
sition gradient within the dot, with the indium mole fraction x increasing from the 
base to the top surface of the dot. The experimental data also allows reasonable 
limits to be placed on the shape and composition profile of the dots; for example, for 
the dots considered, it is impossible to reverse the relative positions of the electron 
and hole purely through composition grading of a pyramidal dot. Even with a 100% 
composition grading from base to apex, the wrong sign for the zero field dipole is 
maintained. The dots can therefore not be pyramids, and a combination of severe 
truncation and composition grading is required in order to obtain the correct sign 
and magnitude for the dipole. It is particularly pleasing to note that the dot shape 
and composition profile initially predicted by the authors theoretical analysis has 
now been confirmed by direct experimental structural analysis of capped dots. 
/"L 
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6.2 Further Work 
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For a project such as this, which attempts primarily to develop models which may I 
be applied to experiment, the possibilities for further work are practically endless. 
However, there are four main topics which I feel might be particularly useful to 
pursue. 
e Considering the analysis of chapter 4, further investigation of the inhomogeneous 
broadening that is observed in the transition linewidths of quantum dot arrays is 
necessary, in order to pinpoint the source of the unexpected additional broadening 
that is observed in these. A good starting point for this investigation would be 
further double- resonance measurements of the interband and intraband transitions, 
using a polarised FIR excitation to probe the effects of polarisation angle on the 
correlation between the interband and intraband transition linewidths. 
* It would be interesting to apply the models developed here to experimental data on 
dots grown under a range of different conditions. Dots grown at high temperatures 
and growth rates are distinctly different to lower temperature and lower growth 
rate dots; however it is not known whether the transition in dot morphology with 
temperature and growth rate is a sharp or a gradual one. By careful variation of 
the growth conditions, it may be possible to enable precise control of both the con- 
fined state energies and the relative positions of the bound wavefunctions in the dot. 
* The natural progression of the present work would be gain calculations for light 
emitters based on quantum dot arrays. The recombination rate between an electron 
level with envelope wavefunction 0, and a hole level with envelope wavefunction 'Oh 
is proportional to I (V)e I Oh) 12. For quantum dots this overlap is not 1, but depends on 
the shape of the electron and hole wavefunctions and the magnitude of any built-in 
dipole, both of which vary as a function of the dot size, shape and interdot spac- 
ing. In order to produce good working devices we require a dot shape which will 
minimise the dipole under normal operating conditions, maximise 
I (V)e JOh) 12 for the 
transition(s) of interest and minimise 
J(Oe I Oh) 12 for the undesirable transitions in 
CIL 
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the dot, while maintaining strong confinement of the bound charge carriers and a 
sharp photoluminescence linewidth. 
* Finally, Coulomb interactions between bound charge carriers have an important 
effect on device behaviour, and numerical calculations of these interactions do not 
always aid the intuitive understanding of their effects. Simple analytic models for the 
perturbation of the bound states have been presented by the author, both in chapter 
4 of this thesis and in reference [6], by considering the Coulomb-induced deformation 
of the bound states in a parabolic confinement potential. A self-consistent analytic 
description of the Coulomb interaction in a more realistic dot shape would, however, 
further aid understanding of the interplay between the Coulomb potential and the 
quantum dot confining potential. 
_Appendi*x 
A 
Solving the Schro"dinger Equation 
Consider Hamilton's equation, 
ftpN (1) 
= E'T' (r). We may write the eigenval- 
ues, PN , using some basis of orthogonal functions 04 so that 
, pN (K) jop (r» ECtN 
L 
11 
(A. i) 
We wish to solve by applying the integration (OP' (r) 1. The Hamiltonian may now 
be written as 
CN fdr )pf N 
__ 
[V (r)] EN cp 6plil 
The kinetic energy terms in this integral take the form 
CIN 
Lf dr 
(01 a[Ia 0' (r) 19-'17a 09-'17b 
I 
(A. 2) 
(A. 3) 
where m* (r) is the relevant part of the effective mass tensor. Since both integrals act 
on Oil (r), this form of the Hamiltonian does not appear hermitian under exchange 
of Oý' (r) and 0" , (r). We make the transformation uv' = (uv)'- u'v so that equation 
A. 3 becomes 
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h2 
1: CN, 
(f 
dxi f dxj 
0 
0/1, W 
2m, OXb 
dry-: 
x 
0 
01' (r) (A. 4) 
xa (1) 19Xb 
where i: ýa and j: Aa. 01' (r) and the derivative ' (r) are constrained to be M* (E) 49Xb 
continuous and differentiable over all space, and the values of both functions are 
fixed at the upper and lower faces of the unit cell in direction x,, by the periodic 
boundary condition. The first term in the above equation must then go to zero, so 
that we may write the kinetic energy terms of the Hamiltonian as 
h CIN 10 
Lf dýr 
0 [01" (r)] OtL W (A. 5) 2m, 19x" M* (K) 19Xb 
It is useful to note that the analysis applied to get from equation A. 3 to equation 
A. 5 is equivalent to taking equation A. 3, changing the sign, and then applying the 
first differential operator to the bra-space wavefunction on the left and the second 
differential operator to the ket-space wavefunction on the right. If we exchange V)" 
and OP , in equation A. 3 then, following exactly the same analysis we again arrive at 
equation A. 5, which would seem to demonstrate that the kinetic energy part of the 
Hamiltonian is Hermitian. However, one must be careful which form of the kinetic 
energy operator to use. This point is best demonstrated using the specific example 
of a plane-wave basis set, with k= 7r (m/L,, n/Ly, pIL, ), with a unit cell size of 
2Lx x 2Ly x 2L,, and where (m, n, p) take integer values. Equation A. 1 now becomes 
N 
qjN 
8L 
Cý 
- lexp [zk. r]) (A-6) 
k , 
LyLz 
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If for the sake of simplicity, we assume a uniform effective mass, and consider only 
the diagonal component of the kinetic energy that is directed along x, then equation 
A. 3 gives 
h2 
N exp [i 
2 
di 
8L,, LyLz 
(A. 7) 
MI k 
Similarly, equation A. 5 gives 
h2 
N 
2m, 
L Ck Zz 
k 
dr exp 
[i (k - ký) . 1] 
8L_-LyLz 
(A-8) 
Exchange of k and k' in equation A. 7 clearly does not return the complex conjugate 
of the original function. By contrast, exchanging k and k' in equation A-8 does 
return the complex conjugate of the original function. Equation A. 5 is, then, a 
more suitable form of the kinetic energy operator for the construction of Hamiltonian 
matrices. 
Appendix B 
Some Useful Fourier Transforms 
In this appendix we summarise the fourier transforms of the main dot shapes con- 
sidered in this thesis. For a cuboid of dimensions 2a,, x 2ay x 2a, centred on the 
origin, the Fourier transform X (k) of the dot characteristic function is 
2a z if 
2sin[k, a, ] 2sin[knayj 2sin[kpa, ] 
k, kn kp 
where k= (k, k, kp). For an oval disc of height 2a, whose base is stretched to a 
length of 2a,, along the x-axis and a length of 2ay along the y-axis, X (k) is given in 
terms of the Bessel function J, as 
2a z 
2a . 
4'in(kpa) a, a 
Jl (m) 
kp 
where 1-t = k,, a, + knay. The Fourier transform for an ellipse stretched to 
2a, along 
the x axis, 2ay along the y axis and 2a, along the z axis is given 
by 
No 2a x 
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2a 
41r ý -3a,, aya, [sin (v) -v cos (v)] 
134 
where v=k, a., + k,, a, + apa,. Finally, for a pyramid of initial dimensions 2a., x 
2ay x 2a, truncated to a height 2b, = 2a, (1 -f), whose composition varies between 
f, at the base and f2 at the top surface, we have 
2a J14) 
4 (-I)a 
k,, k,, Oa ýxp 
[Z Oa(l + f)/2] 
a=l 
2-fl)sin( , 
)I [f2exp (i0a) 
- f, exp(-zOa) - 
(f 
Oa 
LI'll 
I 
2a , 
where 01 = k,,, a_- + k,, ay, 
02 = -ka,, + k, ay, 
03 
- -k, -,, a, - k, ay, 
04 - k,, a, - k"ay 
and Oa = kpbz - 
Oa(l 
- f)12. 
Glossary 
r 
AFM atomic force microscopy 
FIR(-MPL) far infra-red (modulated photoluminescence) 
FWHM full-width (at) half-maximum (intensity) 
MBE molecular beam epitaxy 
MOVPE metal-organic vapour phase epitaxy 
PC photocurrent (spectra) 
PL photoluminescence (spectra) 
QW quantum well 
QWR quantum wire 
QD quantum dot 
RTA rapid thermal annealing 
SE Schr6dingers equation 
SEM scanning electron microscopy/ micrograph 
STM scanning tunnelling microscopy/ micrograph 
S-K Stranski-Krastanow (growth) 
TEM transmission electron microscopy/ micrograph 
6a=b 6 (a - b) 
6a:? 4-b I-6 (a - 
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