We consider the two problems of finding the maximum number of node disjoint triangles and edge disjoint triangles in an undirected graph. We show that the first (respectively second) problem is polynomially solvable if the maximum degree of the input graph is at most 3 (respectively 4), whereas it is APX-hard for general graphs and NP-hard for planar graphs if the maximum degree is 4 (respectively 5) or more.
Introduction
The problem of finding the maximum number of node or edge disjoint cycles in an undirected graph G has several applications, for instance in computational biology [2] . It is often the case that the maximum degree of G and/or the length of the cycles to be found are bounded (e.g., both do not exceed 4) [2] . In this paper, we consider the problem of finding the simplest type of cycles, namely triangles, in graphs with bounded degree, considering both the requirement that the triangles be node disjoint and the requirement that they be edge disjoint. Addressing both the planar and nonplanar case, we determine It is known that both NTP [7] and ETP [8] are NP-hard. In particular, NTP is known to be NPhard also in the planar case. Moreover, NTP is known to be APX-hard [10] even for graphs with maximum degree 4 [1] . As to the approximability of the two problems, a general result of [9] leads to a polynomial-time (3/2 + ε)-approximation algorithm (for any ε > 0) for both problems, which is the best approximation guarantee known so far. For the planar case, [4] presents a polynomial-time approximation scheme for NTP, which can be extended to handle ETP as well [5] .
As customary, we let δ(v) denote the set of edges incident with v ∈ V and ∆(G) := max v∈V |δ(v)|. Given a maximization problem P, let opt P (I ) denote the optimal solution value for some instance I of P and, for a solution S of I , let val P (I, S) denote the associated value. Given a constant ε ∈ (0, 1), a ( 1 1−ε )-approximation algorithm for P is an algorithm that, applied to any instance I of P, runs in time polynomial in the size of I and produces a solution whose value is at least (1 − ε) · opt P (I ). If such an algorithm exists, P belongs to APX. Moreover, P is said to be APX-hard if the existence of a ( 1 1−ε )-approximation algorithm for P for any ε ∈ (0, 1) would imply the existence of a ( 1 1−δ )-approximation algorithm for any δ ∈ (0, 1) for all problems in APX. To show that P is APXhard, it suffices to show a special type of polynomialtime reduction from some problem Q already known to be APX-hard to P. The type of reduction used most frequently is the L-reduction [1] . An L-reduction from Q to P consists of a pair of polynomial-time computable functions (f, g) such that, for two fixed constants α and β: (a) f maps input instances of Q into input instances of P; (b) given a Q-instance I , the corresponding P-instance f (I), and any feasible solution S for f (I), g(I, S) is a feasible solution for the Q-instance I ; (c)
, S)| for each I and for every feasible solution S for f (I) . From this definition it follows that the relative errors are linearly related, i.e.,
Hence, if both Q and P are maximization problems, the existence of a ( 1 1−ε )-approximation algorithm for P implies the existence of a (
In this paper, we will show the complexity of NTP and ETP depending on ∆(G). Specifically, in Section 2 we prove that NTP (respectively ETP) can be solved in polynomial time if ∆(G) 3 (respectively ∆(G) 4), whereas in Section 3 we show that it is APX-hard for ∆(G) = 4 (respectively ∆(G) = 5), and in Section 4 we show that it is NP-hard if G is planar and ∆(G) = 4 (respectively ∆(G) = 5). As mentioned above, the APX-hardness of NTP for ∆(G) = 4 was already known. Generally, the results for ETP in this paper are slightly more elaborated than the corresponding results for NTP. Therefore, for the sake of presentation, we will show the results for NTP first.
Polynomial solvability
In general, when G is not connected, both problems naturally decompose onto the connected components of G. Another natural reduction for both NTP and ETP consists of deleting the edges which do not belong to any triangle. Hence, we restrict our attention to reduced graphs G, that are connected and where every edge belongs to some triangle.
Proposition 2.1. NTP is polynomially solvable for
Proof. Consider a reduced graph G. If ∆(G) = 2, then G is a triangle. We next show that, if ∆(G) = 3, then G contains 4 nodes, being either a K 4 or a diamond (a K 4 without an edge), completing the proof.
Let v be a node of degree 3 and let v 1 , v 2 , v 3 be the neighbors of v. Since vv 1 , vv 2 and vv 3 are all contained into some triangle, and since every triangle containing vv i (i = 1, 2, 3) must contain precisely one of the edges in δ(v) \ {vv i }, then we can assume without loss of generality that v 1 v 2 and v 2 v 3 both belong to E(G). Now two cases are possible. If v 1 v 3 also belongs to E(G), then G is a K 4 , since no more edges can depart from the four nodes considered. Otherwise, v 1 (and, by symmetry, v 3 ), has degree 2 in G. Indeed, for any further node z of G, if v 1 z were in E(G), then no triangle of G could contain it, since nodes v and v 2 already have three neighbors other than z. ✷ In order to extend the above result for ETP, we need one more reduction that is valid only for this problem. Consider a node v and assume δ(v) can be partitioned as L ∪ R so that no triangle of G contains both an edge in L and an edge in R. The reduction consists of replacing node v with two new nodes v L and v R , with δ(v L ) := {v L u: vu ∈ L} and δ(v R ) := {v R w: vw ∈ R}. We call this reduction splitting on v, and call edge reduced a graph G which is reduced and for which no splitting can be performed.
Proposition 2.2. ETP is polynomially solvable for
∆(G) 4.
Proof. Consider an edge reduced graph G. The case ∆(G)
3 is identical to the node disjoint case addressed in the proof of Proposition 2.1. Assume therefore ∆(G) = 4.
We define the auxiliary graph A G = (T , F ), containing one node for each triangle of G, and where two nodes are adjacent if and only if the corresponding triangles share an edge in G. Finding a maximum independent set in A G is the same as solving ETP on G. We next show that A G is either claw free or contains a constant number of nodes. A claw is a node induced subgraph with nodes T , T 1 , T 2 , T 3 and edges T T i for i = 1, 2, 3. Since maximum independent set can be solved in polynomial time for claw-free graphs [12] , the proof follows.
Let node T ∈ T and its neighbors T 1 , T 2 and T 3 induce a claw in A G . The corresponding situation in G is the following: 
APX-hardness for nonplanar graphs
For the APX-hardness proofs, the reductions are from MAX-2-SAT-3, and their structure is similar to the reductions in [7, 10] to prove the NP-and APXhardness of NTP (see also [6] ). In particular, in this section and the next one the general idea of the reductions from a satisfiability problem is fairly simple and always the same. The only things that change and have to be defined with some care are the gadgets associated with clauses and Boolean variables. As already mentioned, Proposition 3.1 below is already proved in [10] . However, for the sake of presentation, we give an explicit proof here, since this proof is similar to (and simpler than) those of the other results in this section and the next one.
The input to MAX-2-SAT-3 is a Boolean formula ϕ in conjunctive normal form with clauses C := {c 1 , . . . , c m }, in which each clause is the OR of at most 2 literals. Each literal is a variable or the negation of a variable taken from a ground set of Boolean variables X := {x 1 , . . . , x n }, with the additional restriction that each variable appears in at most 3 of the clauses, counting together both positive and negative occurrences. MAX-2-SAT-3 calls for a truth assignment that satisfies as many clauses as possible. It is known that MAX-2-SAT-3 is APX-hard [1, 3] . We let m i denote the number of occurrences of x i . Without loss of generality we can assume 2 m i 3, for if x i appears only in one clause we can set it to the value which satisfies the clause.
Proposition 3.1. NTP is APX-hard, even for ∆(G) = 4.
Proof. We will show how to transform a MAX-2-SAT-3 instance ϕ into a graph G(ϕ) in such a way that every truth assignment for ϕ that satisfies k clauses can be transformed into a packing of G(ϕ) of value n i=1 m i + k, and vice versa. Noting that n i=1 m i = 2m and the optimal MAX-2-SAT-3 value is at least m/2, since at least half of the clauses can be satisfied by a simple greedy approach, shows that this is an L-reduction with α = 5 and β = 1. This implies that any ( To each clause c j we associate a test component, shown in Fig. 1 . The left-hand side shows the test component when the clause has two literals, while the right-hand side shows it when the clause has one literal. The test component of a clause with two liter- A maximal packing P is called canonical if, for each truth setting component, it contains either all even triangles or all odd triangles of the component. A canonical packing P naturally corresponds to a truth assignment in the following way. If P contains a triangle of the test component of c j this means that c j is "satisfied" by P. If P contains all even (respectively odd) triangles of the truth setting component of x i this means that x i is "set to true (respectively, false)" by P. Therefore a canonical packing of G(ϕ) containing n i=1 m i + k triangles corresponds to a truth assignment of ϕ satisfying exactly k clauses, and vice versa.
The proof is concluded by showing that, given a packing P, we can find in polynomial time a canonical packing which is at least as large. Indeed, focus on a truth setting component C of P associated with variable x i . There are two cases to consider. First, if all triangles of C that are in the packing have the same parity, say even, then adding to the packing all even triangles in C that are missing, and possibly removing the triangles corresponding to x i in the test components in which x i appears negated, yields a packing which is at least as large as P. Otherwise, the packing contains both even and odd triangles. We consider the case m i = 3 (the case m i = 2 being analogous and simpler). Suppose without loss of generality x i appears negated in clause c 1 and positive in clauses c 2 and c 3 . Adding to the packing all even triangles in C that are missing and removing all odd triangles and, possibly, the triangle corresponding to x i in the test component of clause c 1 , yields a packing which is at least as large as P. Note that in this case it is crucial that m i 3 for all i. ✷ Proposition 3.2. ETP is APX-hard, even for ∆(G) = 5.
Proof. Analogous to the proof of Proposition 3.1, changing the definition of G. In particular, we will show an L-reduction with α = 21 and β = 1. The test component associated with each clause c j is shown in Fig. 3 The truth setting component associated with each variable x i is shown in Fig. 4 . This component could be slightly simplified, however we present this version as it can be used also for the proof of Proposition 4. Fig. 6 . It is not difficult to check that there is an optimal packing of triangles that, for each test component C j , contains one triangle visiting node s i j for i = 1, 2, 3. If at least one of these triangles visits also node t i j , then the packing contains 5 additional triangles in C j , otherwise the packing contains 4 Note that we can guarantee that G(ϕ) is planar (this motivates the structure of the component in Fig. 4) , and that ∆(G(ϕ)) = 5. G(ϕ) has a packing of triangles of size n i=1 5m i + 8m if and only if ϕ is satisfiable, yielding the proof. ✷
