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Abstract. We present a geometrical inspired study of the dynamics of Dp-branes.
We focus on the usual nonpolynomial Dirac-Born-Infeld action for the worldvolume
swept out by the brane in its evolution in general background spacetimes. We
emphasize the form of the resulting equations of motion which are quite simple
and resemble Newton’s second law, complemented with a conservation law for a
worldvolume bicurrent. We take a closer look at the classical Hamiltonian analysis
which is supported by the ADM framework of general relativity. The constraints and
their algebra are identified as well as the geometrical role they play in phase space. In
order to illustrate our results, we review the dynamics of a D1-brane immersed in a
AdS3×S3 background spacetime. We exhibit the mechanical properties of Born-Infeld
objects paving the way to a consistent quantum formulation.
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1. Introduction
Nowadays M/string theory still is the best candidate to unify all fundamental
interactions. Its non-perturbative approach has revealed certain important higher
dimensional extended objects known as Dp-branes. These objects are defined as
hypersurfaces in spacetime onto which open strings can attach, and Dirichlet boundary
conditions are chosen for them [1, 2, 3]. Since its discovery, a lot of effort has
been devoted to the study of Dp-branes due to the key role they have played in the
understanding of physics at the tiniest scales. Dp-branes are enlightening when non-
perturbative properties of superstring theory and M-theory are studied [3]. They are
also relevant in the quantum description of black holes [4, 5] and the geometric nature of
spacetime [6]. Besides, they bring insights into new scenarios for cosmological theories of
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our entire universe [7, 8, 9]. There are, in addition, some other remarkable contributions
in high-energy physics provided by Dp-branes (see [6, 10], and references therein).
The Dirac-Born-Infeld (DBI) action has been proposed as an elegant effective action
governing the dynamics of Dp-branes at low energy scales [3, 6]. Originally, Born-Infeld
(BI) theory arose to overcome the infinity problem associated with the self-energy of
a point charge source in the classical Maxwell theory [11, 12]. The simplest DBI
Lagrangian in the realm of string theory is based on the introduction of a U(1) gauge field
propagating on the worldvolume swept out by an extended object coupled to the inherent
geometry of the worldvolume. It is one of the simplest nonpolynomial Lagrangians
invariant under reparametrizations of the worldvolume. In fact, the DBI action is the
natural generalization of the Dirac-Nambu-Goto (DNG) action which describes minimal
surfaces but now involving a gauge field on the worldvolume.
In this paper we aim to perform a Lagrangian and a Hamiltonian geometrical
study of the DBI action. We obtain a geometrical interpretation of the mechanical
properties of Dp-branes which constitutes the mathematical backbone of the paper.
The variational process of the DBI action leads to second order equations of motion
that are complemented with a conservation law associated to the energy-momentum, on
one side, and Maxwell’s equations arising from the conservation of a bicurrent defined on
the worldvolume, on the other. The equations of motion associated to the coordinates
are simply the contraction of the worldvolume stress tensor with the extrinsic curvature
equated to an external force. This can be interpreted as a generalized Newton’s second
law. The corresponding conserved momentum is constructed with two terms: the kinetic
momentum and the interaction of the Dp-brane with a Neveu-Schwarz (NS) field. This
result generalizes the conserved momentum for a point particle interacting with an
electromagnetic field. As we will see, the source of the currents and external forces
mentioned above resides in the presence of the antisymmetric NS field. We presume
that the geometrical language is more convenient for the general covariant analysis of
Dp-branes.
Even though there are good studies on the DBI action we are convinced that
some special issues need a careful analysis. We feel unpleasant with other approaches
where sometimes the simplification of the original action by means of auxiliary variables
leads to an associated murky geometrical content. These alternative ways to study
the DBI action are based on the introduction of nondynamical auxiliary fields where
the resulting action is nondeterminantal and adquires a linear dependence on the
derivatives of the fields. The obtained simplification by means of this method is
useful for certain type of calculations but nevertheless it conceals the study of inherent
geometric properties of the theory. Excellent studies dealing with this approach exist
in the literature (see [13, 14, 15], for example). Furthermore, at the Hamiltonian
level, these approaches start by considering an equivalent DBI action where square
root terms are avoided in the Lagrangian, leading to a lenghty canonical formulation
where a plethora of constraints emerge, hiding the geometrical structure of the system
and making mechanical interpretation unclear.
DBI 3
A different approach, which we will follow here, is to consider the original square
root DBI Lagrangian density and to derive the physical content by appealing basic
notions in differential geometry. Our approach does not confront other existent
Hamiltonian approaches for the DBI action but, on the contrary, it clarifies more
the geometrical role of the constraints and elucidates the geometrical nature of the
momenta. Though for simplicity we shall restrict our description to U(1) gauge fields
living on the worldvolume, we believe that the inclusion of other fields, does not
change considerably the structure of our approach. Moreover, since our approach
consider general backgrounds, we believe that our geometrical Hamiltonian analysis
is useful to study the dynamics of other physically interesting objects like supertubes,
for example [16, 17]. For the sake of simplicity we assume in this paper that the Dp-
branes have not spatial boundaries or that the physical fields fall off appropriately at
large distances.
The rest of the paper is organized as follows. In section 2 we write the DBI action
and we obtain the equations of motion in terms of the worldvolume stress tensor,
a covariant worldvolume bicurrent and conserved quantities. In section 3 we take
advantage of the ADM formulation of General Relativity (GR) in order to decompose
the trajectory of the Dp-brane in a similar fashion. Section 4 is devoted to develop the
Hamiltonian analysis of the theory identifying the constraints and their role in phase
space. We also find the algebra of the constraints. In section 5 we write Hamilton’s
equations of motion in terms of the geometrical quantities described before. We put
our machinery at work by considering an unambiguous example in section 6 in an
anti-deSitter background previously analysed using a different approach in [18, 19].
Section 7 presents some concluding remarks and some perspectives on the quantum
approach. Finally, in Appendix A we specialize our results to the D1-brane and D2-
brane general cases, explicitly showing the form of the worldvolume conserved quantities,
and Appendix B collects some mathematical identities used in the main text.
2. DBI action
Consider a Dp-brane, Σ, of dimension p evolving in a N -dimensional background
spacetime endowed with an arbitrary metric Gµν (µ, ν = 0, 1, 2, . . . , N − 1). The
trajectory, or worldvolume, m, swept out by Σ is an oriented timelike manifold of
dimension p+ 1, described by the embedding functions xµ = Xµ(ξa) where xµ are local
coordinates of the background spacetime, ξa are local coordinates of m, and Xµ are the
embedding functions (a, b = 0, 1, 2, . . . , p). The metric induced on the worldvolume from
the background is given by gab = GµνX
µ
aX
ν
b := Xa ·Xb with Xµa = ∂aXµ = ∂Xµ/∂ξa
being tangent vectors to m.
In this framework we introduce N − p − 1 normal vectors to the worldvolume,
denoted by nµi (i = 1, 2, . . . , N − p− 1). These are defined implicitly by n ·Xa = 0 and
we choose to normalize them as ni · nj = δij . We will adopt index-free notation when
convenient in order to avoid a cumbersome description.
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The celebrated effective nonpolynomial DBI action that controls the low energy
dynamics of Dp-branes is
SDBI[X
µ, Aa] = βp
∫
m
dp+1ξ
√
−det(gab + Fab) , (1)
where βp is the tension of the Dp-brane†, Fab = αFab + Bab with Fab = 2∂[aAb] being
the electromagnetic field strength associated to a U(1) gauge field Aa living on m and
Bab = BµνX
µ
aX
ν
b is the pullback to the worldvolume of the NS 2-form Bµν ; here α is the
BI parameter related to the inverse tension of fundamental strings‡. The configuration
space C is spanned by {Xµ, Aa}, that is, we have N + p + 1 configuration degrees of
freedom per point on the worldvolume. We are restricting ourselves to consider gauge
fields Aa living on the worldvolume only. Different BI-like theories exist that consider the
housing of other gauge fields [20]. In particular, the DBI action (1) is invariant under
worldvolume reparametrizations.§ Further, the action is invariant under a NS gauge
transformation Bab → Bab−2∂[aλb] if we shift the U(1) field Aa → Aa+α−1λa where λa
is a 1−form; in other words, Fab is the gauge invariant quantity in the presence of NS
background field and not the electromagnetic field tensor Fab. For the sake of simplicity
throughout the paper we will introduce the following notation: Mab := gab + Fab is the
composite matrix, while (M−1)ab denotes its inverse andM := det(Mab). Henceforth, as
a further notational simplification, we will omit the differential symbols, dp+1ξ or dpu,
wherever a worldvolume or space integration is performed.
Under an infinitesimal deformation of the embedding functions X → X + δX as
well as A → A + δA, the first variation of the action (1) casts out the equations of
motion associated to the configuration space C [19, 22],
−∇a
{
βp
√−M√−g
[
(M−1)(ab)Gµν − (M−1)[ab]Bµν
]
Xνb
}
+
βp
2
√−M√−g
[
(M−1)(ab)∂µGαν − (M−1)[ab]∂µBαν
]
XαaX
ν
b = 0 , (2)
∇a
[
−αβp
√−M√−g (M
−1)[ab]
]
= 0 , (3)
where ∇a is the covariant derivative associated with gab and (M−1)(ab) and (M−1)[ab]
denote the symmetric and the antisymmetric parts of the matrix (M−1), respectively.
Note that we have N + p+ 1 equations of motion, some of them being simple identities
whose origin is related to the invariance under reparametrizations of the worldvolume.
It is convenient to compute the worldvolume stress-energy tensor defined by
T ab := 2√−g
δSDBI
δgab
, and the worldvolume covariant bicurrent defined by Jab := 2√−g
δSDBI
δFab
† The explicit form of the Dp-brane tension is given by βp = 2pi/[gf(2pi
√
α′)p+1], where α′ is the
inverse of the fundamental string tension and gf is the string coupling.
‡ To enrich the content of the work, the parameter α = 2piα′ can be thought of as a parameter included
in order to gain control over the theory.
§ Some consequences of this reparametrization invariance are studied in [21], where quadratic terms
under the square root of the Lagrangian are studied.
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(see [23]). We obtain the general expressions
T ab = βp
√−M√−g (M
−1)(ab) , (4)
Jab = − αβp
√−M√−g (M
−1)[ab] . (5)
Despite the definition of the worldvolume bicurrent, (5) establishes a nonlinear relation
between Jab and F ab as we shall see below. In fact, (5) denotes the covariant form of
the electric induction on the worldvolume [23]. A well known relation exists between
the physical tensors T ab and Jab which was introduced since the foundation of the BI
theory. It can be obtained easily mixing the expressions defining the Eqs. (4) and (5)
as well as the identity (B.4),
T ac = (−g)−1/2L δac − α−1J baFbc . (6)
Taking into account (4) and (5) we can rewrite the equations of motion (2) and (3) in
terms of the tensors T ab and Jab as
∇a
[(
T abGµν + α
−1JabBµν
)
Xνb
]− 1
2
(
T ab∂µGαν + α
−1Jab∂µBαν
)
XαaX
ν
b = 0 , (7)
∇aJab = 0 . (8)
From the relation (6) and with the help of the conservation of the bicurrent Jab, it
is straightforward to show that the metric stress tensor T ab is also conserved,
∇aT ab = 0 . (9)
Now, based on this result and with the help of the Gauss-Weingarten equations
∇aXµb = −ΓµαβXαaXβb − Kiabnµi, where Γµαβ are the Christoffel symbols associated
to Gµν , the equations of motion (7) take the form
− T abKiabGµνnν i + α−1
1
2
Jab(∂αBµν + ∂νBαµ + ∂µBνα)X
α
aX
ν
b = 0 , (10)
where Kiab = −ni ·DaXb is the extrinsic curvature of the worldvolume and Da = XµaDµ
is the pullback to the worldvolume of the covariant derivative compatible with Gµν , that
is, Dµ [22]. Finally, the equations of motion adquiere the geometrical simplified form
T abKiab = F
i , (11)
∇aJab = 0 , (12)
where F i = −1
2
α−1JabHαβµXαaXβbnµ i with Hαβµ = ∂αBµν + ∂νBαµ + ∂µBνα being
the NS strength 3-form field which satisfies ∂µH
µαβ = 0. Note that the form of the
equations of motion (11) can be interpreted as a generalization of Newton’s second law
for a particle where T ab plays the role of a mass, Kiab the generalization of the acceleration
in higher dimensions, and F i a force density. This form of the equations of motion was
obtained in other contexts, for instance, in the case of superconducting membranes and
membranes interacting with external Kalb-Ramond and U(1) fields in [24, 25, 26].
The classical trajectories of Dp-branes are governed by N − p − 1 independent
equations of motion (11) of second order in the coordinates X , one for each normal.
DBI 6
The (p + 1) equations of motion (12) are associated to the U(1) gauge fields Aa. The
remaining (p + 1) tangential equations (9) are satisfied identically as a consequence of
the reparametrization invariance of the action SDBI . As expected, the DNG equations
of motion Ki = gabKiab = 0 in the context of minimal surfaces, are recovered when we
turn off the fields. We reassert that the equations of motion are a generalization of
the minimal surface equations with the addition of an U(1) gauge field living on the
worldvolume. With respect to the equations (12), these yield Maxwell equations either
homogeneous or inhomogeneous with support on the worldvolume. Note that with this
simple derivation of the dynamics, we have a proof of the conservation of both the
stress-energy tensor T ab and the bicurrent Jab. To make our approach more concrete
in Appendix A we specialize to the D1- and D2-brane general cases, where we explicitly
exhibit the worldvolume conserved quantities. We expect that these cases provide us
with enough intuition to understand the evolution of Dp-branes for general p.
With respect to the conserved quantities, we must assume that the background
spacetime has certain symmetries. In general, the response of the action (1) under an
infinitesimal deformation of the embedding functionsX → X+δX as well asA→ A+δA
can be expressed by
δSDBI =
∫
m
√−g [EµδXµ + EaδAa +∇aQa] , (13)
where Eµ and Ea are the Euler-Lagrange derivatives of the action and Qa is the Noether
charge that depends on the infinitesimal deformations δX and δA (see [27] for details).
For an infinitesimal constant deformation δXµ = ǫµ, and assuming that the equations
of motion are satisfied, the variation of the action becomes
δSDBI = ǫ
µ
∫
m
√−g∇aQaµ , (14)
where we can set the Noether charge as
Qaµ = T
abXνbGµν +
1
α
JabBµνX
ν
b . (15)
By using the divergence theorem, equation (14) reads
δSDBI = ǫ
µ
∫
∂m
√
hηaQ
a
µ = ǫ
µ
∫
Σf
√
hηaQ
a
µ − ǫµ
∫
Σi
√
hηaQ
a
µ , (16)
where the integrals are evaluated on the spacelike hypersurface Σ at initial and final
times. The spacelike hypersurface Σ seen as embedded in m, has a timelike normal
vector ηa and the determinant of its induced metric is h (see below). If the action
is invariant under δXµ = ǫµ we have the constant of motion (because Σf and Σi are
arbitrary),
Pµ =
∫
Σ
√
hηa(T
abXνbGµν +
1
α
JabBµνX
ν
b) . (17)
This result is pretty nice since it generalizes the conserved momentum for a relativistic
particle interacting with an electromagnetic field. In our case the first term represents
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the kinetic momentum and the second one is the coupling between the Dp-brane and
the NS field.
If we have a static background, the action is invariant under time translations and
the corresponding conserved quantity will be the energy of the Dp-brane moving in the
background spacetime
P0 =
∫
Σ
√
hηa(T
abXνbG0ν +
1
α
JabB0νX
ν
b) . (18)
One can further note immediately from equation (7) that in the case of a static
background the energy density εp of a Dp-brane is conserved, ∂tεp = 0, where
εp =
√−g(T taG0µ + α−1J taB0µ)Xµa . (19)
In a similar fashion, for a gauge transformation δA = ∂Λ the corresponding Noether
charge is
Πa =
√−gJab∂bΛ . (20)
The condition δSDBI = 0 for an action invariant under translations as well as gauge
transformations of the kind δA = ∂Λ imposes the Euler-Lagrange derivatives as
Eµ = −∇aQa µ , (21)
and
E = −∇aΠa =
√−gEa∂aΛ . (22)
In other words, the equations of motion can be restated in terms of the conservation of
the tensors Qaµ and Πa.
3. ADM decomposition
We shall consider that the worldvolume m is generated by the evolution of Σ in a
parameter t. The Dp-brane Σ is described locally by the embedding xµ = Xµ(t, uA)
at fixed t, where uA are local coordinates on Σ, (A,B = 1, 2, . . . , p). The parameter t
keeps track of the evolution of Σ. Imitating the ADM procedure of GR [28], the flow
of time throughout the worldvolume m is represented by means of a time vector field
X˙µ = ∂tX
µ. This is a tangent vector to m which is expanded conveniently with respect
to the basis {ηµ, XµA} of tangent vectors to the worldvolume living in Σ, that is,
X˙ = Nη +NAXA , (23)
where N and NA are denoted as the lapse function and the shift vector respectively, as
in GR. In this decomposition XµA = ∂AX
µ = ∂Xµ/∂uA are the p tangent vectors to Σ
and ηµ stands for a unit timelike normal vector to Σ.
Similarly as in section 2, we can consider the embedding of Σ in the worldvolume
m, by means of ξa = Xa(uA), where Xa are embedding functions also. The metric
induced on Σ is hAB = gabX
a
AX
b
B = GµνX
µ
AX
ν
B with X
a
A being tangent vectors to
Σ at fixed t, and ηa is a timelike unit vector to Σ. The worldvolume vectors {ηa, XaA}
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form a basis‖ for the worldvolume m adapted to Σ. Both embedddings (xµ = Xµ(ξa)
and ξa = Xa(uA) ) are related by composition [29].
The idea is to break up the non-symmetric composite matrix, Mab := gab + Fab,
in its “temporal” and “spatial” components. We know how to do it for the case of gab
by means of the ADM decomposition [28, 29]. In the same spirit, the standard ADM
framework of GR will be adapted to Mab. So, first note the following,
X˙aX˙bFab = 0 , (24)
X˙aXbAFab = α
(
A˙A −DAA0
)
+B0A := −αEA +B0A , (25)
XaAX
b
BFab = FAB = −FBA . (26)
where we have defined A0 = AaX˙
a and AA = AaX
a
A, and B0A = X˙
aXbABab. By DA we
denote the covariant derivative compatible with hAB. Of course, at this moment, as in
ordinary Maxwell theory, we could introduce the electric intensity E and the magnetic
induction B by means of EA = FA0 and B
A = 1
2
ǫABCFBC .
Supported in the coordinate basis
{
X˙,XA
}
, the composite matrix Mab adquires
its ADM form
(Mab) =
(
(−N2 +NANBhAB) (NCMCB + FB)
(NDMAD − FA) MAB
)
, (27)
where we have introduced the quantity
FA := NηaXbAFab , (28)
for short in the notation. The tangent-tangent projection of the composite matrix Mab
is given by MAB = hAB + FAB. The reciprocal matrix (M−1)ab is explicitly given by
(M−1)ab =
( −1
N2−FA(M−1)ABFB
NB+(M−1)CBFC
N2−FA(M−1)ABFB
NA+(M−1)CAFC
N2−FA(M−1)ABFB
(M−1)AB−[NA+(M−1)CAFC ][NB+(M−1)DBFD ]
N2−FA(M−1)ABFB
)
. (29)
From matrices (27) and (29) we can straightforward recover the usual ADM
decomposition for DNG extended objects by considering a null electromagnetic field
(α = 0) and null NS fields and hence MAB = hAB, [29, 30].
Note that the following identities hold
N = −Gµνηµ X˙ν and NA = hABGµνX˙µXνB , (30)
which shows the explicit dependence of the lapse function and the shift vector on the
velocity vector (23), as opposed to the situation in GR.
To calculate the determinant appearing in the action (1), we shall consider the
useful identity for determinants (see Appendix B.1)
M = det(Mab) = det(MAB)[M00 −M0A(M−1)ABMB0] , (31)
‖ This basis satisfies the completeness relation
hABXaAX
b
B = g
ab + ηaηb = gab +N−2(X˙a −NAXaA)(X˙b −NBXbB) .
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where (M−1)AB is the inverse matrix ofMAB. We assume the relations (M−1)BCMCA =
MAC(M
−1)CB = δAB to hold. We also define the following quantities that will be useful
throughout
M := det(MAB) , (32)
∆ := M00 −M0A(M−1)ABMB0 . (33)
In terms of these quantities the Lagrangian density turns into
L = βp
√−M∆ . (34)
Taking into account the components of (27), the cofactor (33) can be written in a
more convenient form as
∆ = −N2 + (M−1)ABFAFB . (35)
The computation of the conjugated momenta to the configuration space C is now
straightforward from the expressions (34) and (35)
Pµ :=
∂L
∂X˙µ
=
βp (−M)√−M
[
Nηµ +
(
M−1
)[BA]FAXµB]+ 1
α
πABµνX
ν
A,(36)
πA :=
∂L
∂A˙A
=
βpα (−M)√−M
[(
M−1
)(AB) FB] , (37)
π0 :=
∂L
∂A˙0
= 0 . (38)
The origin of the latter equation is because there is no term corresponding to time
derivative of A0 in the action. The momenta are densities of weight one as usual in any
field theory. Unlike the Maxwell field theory, in the DBI case the canonically conjugated
momenta πB to the potential AB are only proportional to the electric field EA through
the combination FA defined in (28).
4. Hamiltonian approach
The recipe to get the Hamiltonian description of a constrained field theory is first to
obtain the canonical Hamiltonian by means of a Legendre transformation with respect
to X˙µ and A˙a, hence we have
H0[X,P ;A, π] =
∫
Σ
(
P · X˙ + πaA˙a
)
− L[X, X˙, A, A˙] , (39)
where L[X, X˙, A, A˙] is the DBI Lagrangian functional. We are dealing with an action
invariant under worldvolume reparametrizations and gauge transformations. As is well
known, at the Hamiltonian level, this implies the existence of constraints.
4.1. Constraints
From the definitions of the canonical momenta, we identify the primary constraints by
contracting first (36) with P and XA and then (37) with π
A and FAB, obtaining
C := Gµν
(
Pµ − 1
α
Bµαπ
α
)(
Pν − 1
α
Bνβπ
β
)
+
1
α2
πAπBhAB + β
2
pM≃ 0 , (40)
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CA :=
(
Pµ − 1
α
Bµαπ
α
)
XµA +
1
α
πBFAB ≃ 0 , (41)
C0 := π
0 ≃ 0 , (42)
where πµ := πAXµA is the pushforward of the canonical momenta conjugated to AA.
Constraints (40) and (41) correspond to (p + 1) diffeomorphisms and (42) corresponds
to the U(1) symmetry. In fact, the constraint (40) generates diffeomorphisms out of Σ
onto the worldvolume and (41) generates the diffeomorphisms tangential to Σ. We have
in number (p+2) primary constraints. To obtain them we have used the identities (B.4)
and (B.5) of Appendix B.2.
Furthermore, the canonical Hamiltonian density vanishes due to the invariance
under reparametrizations of the worldvolume
H0 = P · X˙ + πaA˙a − L = 0 . (43)
According to the Dirac-Bergmann analysis for constrained systems [31], we need to
evolve in time the phase space functions of the theory by means of a total Hamiltonian
constructed from the canonical Hamiltonian and the primary constraints of the theory.
Therefore the Hamiltonian that generates evolution is
H = Sλ + V~λ + TΛ , (44)
where
Sλ :=
∫
Σ
λ
[
Gµν
(
Pµ − 1
α
Bµσπ
σ
)(
Pν − 1
α
Bνρπ
ρ
)
+
1
α2
πAπBhAB + β
2
pM
]
, (45)
V~λ :=
∫
Σ
λA
[(
Pµ − 1
α
Bµσπ
σ
)
XµA +
1
α
πBFAB
]
, (46)
TΛ :=
∫
Σ
Λ π0 . (47)
Here we have smeared out (40), (41) and (42) by test fields λ, λA and Λ in order to get
phase space constraint functions. It is worthy of notice that λ is a test field with weight
minus one because the constraint (40) is of weight two.
Note that the appearance of the combination Qµ := Pµ − 1αBµνπν in both the
scalar (40) and vector (41) constraints plead to use a minimal prescription to incorporate
the variable Q as a natural momentum for the theory. However, a description of the
Hamiltonian theory in terms of the momentum Q makes unclear, to our purposes, the
algebraic properties of the system since it brings along extra secondary constraints where
terms proportional to the B field and its derivatives emerge. As we are interested in
understanding the algebra of the constraints, as well as the Hamiltonian equations of
motion, from now on we will only consider an everywhere vanishing B field, and hence
Q is reduced to P .
It is worthy to mention that the geometrical nature of the momenta P help us to
visualize another implicit scalar relation in the set (40)-(42). From the definition of P
note that
P · π = 0 , (48)
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which encodes a privileged direction on the worldvolume where the dynamics can take
place. This relation can lead to introduce another set of constraints in analogy to
Virasoro constraints in string theory [32].
4.2. Poisson algebra
Let F and G be two phase space functionals. The Poisson bracket of these two
functionals is defined as
{F,G} :=
∫
Σ
(
δF
δX
· δG
δP
+
δF
δAa
δG
δπa
− δF
δP
· δG
δX
− δF
δπa
δG
δAa
)
. (49)
Hence the phase space is endowed with a symplectic structure that in terms of its basis
reads (at equal times)
{Xµ(t, u), Pν(t, u′)} = δµν δ(p)(u, u′) ,
{Aa(t, u), πb(t, u′)} = δbaδ(p)(u, u′) , (50)
and all other Poisson brackets are vanishing.
As usual, time evolution of any phase space functional F can be written as
the Poisson bracket with the total Hamiltonian (44), that is, F˙ = {F,H}. The
constraints (45)-(47) must be preserved under the evolution of the system, and hence
we impose the stability conditions
S˙λ = {Sλ, H} ≃ 0 , (51)
V˙~λ =
{V~λ, H} ≃ 0 , (52)
T˙Λ = {TΛ, H} ≃ 0 . (53)
Conditions (51) and (52) are identically zero, while the stability condition (53) casts
out the secondary constraint
ϕ = DAπA ≃ 0, (54)
which is the well known Gauss law associated to the U(1) symmetry. In a similar way
as before, we can smear out the Gauss law with a test field in order to get the phase
space function
Gφ :=
∫
Σ
φDAπA . (55)
No further constraints are obtained if we impose the stability condition on the constraint
(55).
The Poisson brackets of the constraints (45)-(47) with respect to (50) satisfy the
algebra of the constraints,
{V~λ,V~λ′} = V[~λ,~λ′] + Gφ1 , (56)
{V~λ,Sλ} = SL~λλ + Gφ2 , (57)
{Sλ,Sλ′} = V ~λ∗ , (58)
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where
φ1 := λ
′AλBFAB ,
φ2 := 2λλ
AπBhAB ,
λ∗A := 4
[
πAπB + β2M(M−1)(AB)] (λDBλ′ − λ′DBλ) . (59)
Note that in equation (57) we have considered that λ is a scalar density of weight minus
one, and hence its Lie derivative along ~λ is given by L~λλ = λADAλ − λDAλA (see
Appendix B.3). The remaining Poisson brackets vanish strongly. Therefore we have a
first class constrained system that forms an open algebra since the right hand side of
the Poisson brackets involves structure functions rather than structure constants.
An important feature of the Hamiltonian formalism is the exhibition of the physical
degrees of freedom transparently. In the DBI case the counting of degrees of freedom
will be as follows: (1/2)[2(N+p+1)−2(p+3)] = N−2, corresponding to the N +p+1
total number of canonical variables and the p+3 number of first class constraints (40-42)
and (54). Note then that the physical degrees of freedom are hence independent of the
dimension of the extended object. This fact was discussed previously in [14].
Further, following the Dirac-Bergmann recipe for constrained systems, the most
important classification among the constraints in a physical system is the one that
separates them between first and second class. Once we have identified the first-class
constraints we are able to write the extended first class Hamiltonian by
HE = Sλ + V~λ + TΛ + Gφ . (60)
It is the extended Hamiltonian that provides the most general evolution of the fields.
In the next section we will study the Hamiltonian equations of motion.
5. Hamiltonian evolution equations
In this section we will check the way in which the Hamiltonian time evolution relations
reproduce the equations of motion obtained in Section 2.
We start by considering the time evolution of the X coordinates which reproduces
the form of the momentum P given in (36),
X˙ = {X,HE} = δHE
δP
= 2λP + λAXA , (61)
and also identifies the form of the Lagrange multipliers λ and λA. So, contracting with
the Σ basis, we have the expressions
λA = NA − α (M−1)[AB]FB , (62)
λ =
√−M
2βp(−M) . (63)
Once again, if we turn off the fields we are able to reproduce the expressions reported
in [29, 30].
DBI 13
Similarly, time evolution of the AA coordinates identifies the form of the momenta
πA given in (37),
A˙A = {AA, HE} = δHE
δπA
= 2λπA + λ
BFBA −DAφ ,
= NBFBA + FA −DAφ , (64)
where we have introduced the Lagrange multipliers (62) and (63). In order to reproduce
the equation (25) we choose the value φ = −A0.
Now, the Hamiltonian equation for A0 is
A˙0 = {A0, HE} = δHE
δπ0
= Λ (65)
which shows us the explicit form for the Lagrange multipliers necessary to recover the
right equations of motion. Note that (64) and (25) are similar to the situation in Maxwell
theory due to the U(1) symmetry. Thus, equation (65) is only a pure gauge term.
Evolution of the momenta πA is given by
π˙A =
{
πA, HE
}
= −δHE
δAA
= ∂B
(
α
√−M (M−1)[BA])+ L~λπA
= ∂B
(
N
√
hJ BA
)
+ L~λπA , (66)
where in the second line of this equation we have inserted the Lagrange multipliers (62)
and (63), and we have introduced the spatial projection of the worldvolume bicurrent,
that is, J AB = J abXaAXbB.
The Hamilton equation for the π0 momentum reads
π˙0 =
{
π0, HE
}
= −δHE
δA0
= 0 , (67)
showing that π0 is a constant of the motion, as expected.
Finally, time evolution for the momenta P is given by
P˙ = {P,HE} = −δHE
δX
= ∂A
[
2λπAπBXB − 2λαM (M−1)(AB)XB
]
+ L~λP
= ∂A(2λπ
AπB XB)− ∂A(N
√
hTABXB) + L~λP , (68)
where we have introduced the spatial projection of the stress-energy tensor, TAB =
T abXa
AXb
B.
6. D1−brane dynamics in AdS3 × S3
In order to illustrate the formalism developed previously, we consider a D1-brane
immersed in the background spacetime ds2 = L2
[− cosh2 ρ dt2 + dρ2 + sinh2 ρ dθ1] +
L2
[
dθ2 + cosh2 θ dψ˜2 + sin2 θ dθ22
]
supported by the NS three form field H = dB =
L2 sinh(2ρ) dρ∧dθ1∧dt where the Kalb-Ramond two form field is B = L2 sinh2 ρ dθ1∧dt.
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We assume that the worldsheet generated by the motion of the D1-brane is described
by the embedding
xµ = Xµ(t, θ1) = (t, ρ(t), θ1, θ, ψ˜, θ2) . (69)
Further, we will assume that on the worldsheet lives the U(1) gauge field Aa =
(A0, A1) = (0, Aθ1) with a, b = t, θ1. Physically, this is a D1-brane with overcritical
electric fields that wraps in θ1 direction, as discussed in [18, 19]. The components of the
induced metric are given by
(gab) = L
2
(
−(cosh2 ρ− ρ˙2) 0
0 sinh2 ρ
)
. (70)
where we easily note that the square root of (minus) the determinant of the induced
metric (70) is given by
√−g = L2
√
cosh2 ρ− ρ˙2 sinh ρ. In a similar way, the non-null
component of the matrix Fab is given by the expression Ftθ1 := αA˙θ1 − L2 sinh2 ρ. The
elements of the composite matrix are
(Mab) =
(
−L2(cosh2 ρ− ρ˙2) Ftθ1
−Ftθ1 L2 sinh2 ρ
)
. (71)
The determinant of matrix (71) is hence given by M = g + F2t θ1. The corresponding
inverse matrix of (71) is given by
(M−1)ab =
1
M
(
L2 sinh2 ρ −Ftθ1
Ftθ1 −L2(cosh2 ρ− ρ˙2)
)
. (72)
It is straightforward to read both the expressions for the worldvolume stress-energy
tensor and covariant bicurrent, (4) and (5), respectively (see also equations (A.3) and
(A.4))
√−g T ab = − β1L
2
√−M
(
sinh2 ρ 0
0 −(cosh2 ρ− ρ˙2)
)
, (73)
√−g Jab = αβ1Ftθ1√−M
(
0 −1
1 0
)
. (74)
The equation of motion (12) (which is equivalent to equation (A.6)) can be written
explicitly to show that C1 :=
√−gJθ1t equals a constant, which implies that( Ftθ1√−g
)2
=
C21
α2β21 + C
2
1
. (75)
Equation of motion (11) is complicated to solve since it involves a second-order nonlinear
differential equation, however, in our treatment this equation is reduced to (A.5) which
can be easily manipulated to obtain a constant of motion associated to the energy of
the D1-brane (times a 2π factor which comes from angular integration in θ1 direction)
E :=
−G00G22
√
C21 + α
2β21 − C1B02
√−g
α
√−g . (76)
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Equation (76) is in agreement with the energy computed in [19], and is equivalent to the
energy density ε1 obtained above (see (19)). It is important to mention that this energy
can also be obtained directly (up to a constant term) by taking the zero-th component of
the momentum Pµ obtained in the ADM decomposition (equation (36)). Note, however,
that conservation of energy is guaranteed in this case due to the specific background
we choose to work with, that is, a static background. In a more general background,
equation of motion (7) (or its reduced form (A.5)) follows instead. In addition, we can
also compute the force density F (1) with the help of the constant of motion (75), and
hence we find that the force density is also a constant of motion given by
F (1) = −2C1
Lα
. (77)
Recall that we are interpreting this force density as an external force acting on the
D1-brane through a generalized Newton’s second law.
7. Concluding remarks
In this paper we have carried out a geometrical study of the classical DBI action. As
a result of the variational process of the action we found out not only the equations
of motion for a Dp-brane like a generalized Newton’s second law but also a couple of
conserved quantities which we identified as the stress-energy tensor and the worldvolume
covariant bicurrent associated to the worldvolume electric induction. These equations of
motion are written in a compact form. We found that these equations are exactly those
of DNG theory complemented with the ordinary inhomogeneous Maxwell theory, and
it was shown that our results are independent of the value of both, the tension of the
Dp-brane and the BI-parameter. Furthermore, our formulation allowed us to obtain the
equations of motion for systems with arbitrary background spacetimes. Additionally
we note that for static backgrounds we obtained the conserved energy of the Dp-brane
which is a very powerful result for exploring its dynamics. We went through an specific
example for a D1-brane in order to see how directly the results obtained by different
approaches are reached by our geometric formulation. We saw that in our formulation
the results are not only reproduced in an effortless way but also it allowed to speculate
with more general backgrounds. In Appendix A we specialized our results to the simple
cases of D1-branes and D2-branes. Further, we noted that the effect of the NS 2-form
Bµν field in both cases was to produce a conserved surface current. For higher p, we
expect that a similar situation occurs for Dp-branes except that higher order invariants
are involved in the equations of motion as compared with the D2-brane case. Indeed,
this is the case for the D3-branes, where a lengthy computation shows the emergence
of the second invariant of the electromagnetic field that appears in the determinant of
the composite matrix besides the inhomogeneous Maxwell equations. The geometrical
study for the latter case will be considered in a separate work.
On the other hand, we implemented a geometrical Hamiltonian analysis of the
DBI action based in the canonical ADM formalism of GR. This was useful to break up
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the non-symmetric composite matrix Mab into its “temporal” and “spatial” parts. We
gained enough control over the decomposition to recover the usual ADM decomposition
of the DNG extended objects by taking a vanishing BI-parameter. Though the
composite matrix Mab was written in terms of a lapse function and a shift vector, we
kept our original configuration coordinates. This allowed us to identify the phase space
constraints in a simple manner. We also discussed the algebra of the constraints of the
theory. As expected from experience in ADM general relativity, the algebra turned out
to be open with the structure functions given in a complicated way. This brings serious
complications towards the study of the quantum theory of the DBI action by means of
canonical methods of quantization. Strictly speaking, until now is too difficult from first
principles to fully quantise the theory, but some attempts are in progress [32, 33, 34].
We hope that our geometrical approach pave the way to a consistent quantum analisys.
It will be interesting to study convenient gauge conditions in order to partially overcome
the difficulties with the algebra of the constraints at both classical and quantum levels.
Once a gauge is specified, we expect to apply our general Hamiltonian approach in the
research of the evolution of other geometrical interesting objects such as supertubes and
superconducting tubes. Also, it will be important to study the physical observables of
the theory once an specific gauge is chosen. This will be worked elsewhere.
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Appendix A. D1- and D2-brane general cases
It is instructive to consider the simplest cases in Dp-brane theory to make the general
development above transparent. Such simplest cases for which it is straightforward
to explicitly construct the stress-energy-tensor and the worldvolume bicurrent are the
D1-brane and the D2-brane systems.
Appendix A.1. D1-branes
In this case we have that the inverse matrix of the composite matrix Mab as well as its
determinant are(
M−1
)ab
=
g
M
(
gab −Fab) , (A.1)
M = g
(
1 + F2) , (A.2)
where we have introduced the notation F2 := (1/2)FabFab. It is straightforward to
read both the symmetric and antisymmetric parts of the composite matrix (A.1) and
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consequently the stress-energy tensor as well as the worldsheet covariant bicurrent are
given by
T ab =
β1√
1 + F2 g
ab , (A.3)
Jab =
αβ1√
1 + F2 F
ab . (A.4)
We find that the equations of motion (11) and (12) reduce to
Ki =
√
1 + F2
β1
F i , (A.5)
∇aF ab = J b1 , (A.6)
where we have used the relation gab∇aF2 = 0 from (9). Thus, in the simplest case, the
resulting equations of motion seem similar to those of DNG theory with an external force
complemented with the ordinary inhomogeneous Maxwell theory. Thus, the behaviour
of the U(1) gauge field is similar to that ocurring on the inhomogeneous Maxwell case
with the current
J a1 := α−1∇bBab . (A.7)
This current J a1 is conserved, ∇aJ a1 = 0. Note that the effects of the NS field are to
produce both a conserved surface current on the worldvolume and a force density F i.
Appendix A.2. D2-branes
Now we specialize to the case of a D2-brane. This case is slightly more complicated.
The inverse matrix as well as the determinant of the composite matrix Mab are(
M−1
)ab
=
g
M
{[(
1 + F2) gab + FacFcb]− Fab} , (A.8)
M = g
(
1 + F2) . (A.9)
As for the D1-branes, it is straightforward to read both the symmetric and
antisymmetric parts of the composite matrix (A.8), and we can identify both conserved
stress-energy tensor and the physical tensor Jab,
T ab =
β2√
1 + F2
[
(1 + F2)gab + FacFcb
]
, (A.10)
Jab =
αβ2√
1 + F2 F
ab . (A.11)
On one side, we find that for this case the equations of motion (11) and (12) become
Ki =
1
β2
√
1 + F2 (F
i − F i) , (A.12)
∇aF ab = J b2 , (A.13)
where we have defined F i := β2(1+F2)−1/2FabF bcKac i, and the current density vector
J b2 =
(∇aF2)Fab
2α(1 + F2) + J
b
1 , (A.14)
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where J b1 is defined analogously to (A.7) for the case of D2-branes. The current (A.14)
is also conserved, and hence we have ∇aJ a2 = 0. Further, equation (A.13) represents
the inhomogeneous Maxwell equations supported on the worldvolume.
On the other side, we see that the conservation law (9) can be written as
∇aΘab = −F ba(J2 a − J1 a) , (A.15)
by defining the symmetric stress tensor Θab := 1
2
gabF2 +FacFcb. This equation for Θab
stands for the analogous of the conservation of energy and momentum equations for
electromagnetic fields interacting with sources described by the current J a := J a2 −J a1
in the Maxwell case. In fact, the equation (A.15) is expected due to the presence of the
external NS field. It is worth noticing that, contrary to the Maxwell case, the tensor
Θab has non-vanishing trace. This is a peculiarity of the non-linear electrodynamics.
Further, the term F ba(J2 a − J1a) appearing in equation (A.15) can be recognised as a
Lorentz force density [35].
Appendix B. Important mathematical identities
Appendix B.1. Determinant of a matrix
With the Levi-Civita tensor, ǫa1a2···an , in n-dimensions, we can build many invariant
quantities by means of its properties as well as provide an elegant and compact way
to obtain many of the relevant relations in matrix algebra. The Levi-Civita tensor is
related to the totally antisymmetric pseudotensor by the relation
ǫa1a2···an =
√−g εa1a2···an , (B.1)
where εa1a2···an is the Levi-Civita pseudotensor which is a tensorial density of weight
w = −1.
The determinant of a matrix Mab can be defined in terms of the Levi-Civita
pseudotensor by
M := det (Mab) =
1
n!
εa1a2···anεb1b2···bnMa1b1Ma2b2 · · ·Manbn , (B.2)
where we assume that ε12···n = 1.
The inverse matrix, for the case when Mab is nonsingular, also has a representation
by means of the Levi-Civita pseudotensor
(M−1)a1b1 =
1
(n− 1)!M ε
a1a2a3···anεb1b2b3···bnMb2a2Mb3a3 · · ·Mbnan . (B.3)
Appendix B.2. Geometrical identities involving Mab
There are powerful identities involving the inverse of the matrixMab and its worldvolume
components. These are given by
(M−1)(ac)gcb + (M
−1)[ac]Fcb = δab (B.4)
(M−1)[ac]gcb + (M
−1)(ac)Fcb = 0. (B.5)
Exist similar identities for the spatial contraparts (M−1)AB, hAB and FAB.
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Appendix B.3. Derivatives of tensor densities
The Lie derivative of an arbitrary tensor density of weight n along the direction of the
field λA is given by
L~λTA1A2...AsB1B2...Br = λC∂CTA1A2...AsB1B2...Br + (∂A1λC)TCA2...AsB1B2...Br + . . .
− (∂CλB1)TA1A2...AsCB2...Br + n(∂CλC)TA1A2...AsB1B2...Br . (B.6)
In a similar way, the covariant derivative of an arbitrary tensor density of weight n, is
given by
DCTA1A2...AsB1B2...Br = ∂CTA1A2...AsB1B2...Br + ΓB1CDTA1A2...AsDB2...Br + . . .
− ΓDA1CTDA2...AsB1B2...Br − . . .− nΓDCDTA1A2...AsB1B2...Br . (B.7)
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