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Resumo
Na perspectiva da indu´stria 4.0, a tomada de decisa˜o esta´ cada vez mais descentralizada devido a`
inserc¸a˜o de sistemas inteligentes no contexto industrial, que tornam via´vel o desenvolvimento de
linhas de produc¸a˜o mais flexı´veis. Os sistemas de visa˜o de ma´quina (VM) sa˜o sistemas inteligen-
tes compostos por caˆmeras, hardwares de processamento, perife´ricos de comunicac¸a˜o e podem ser
classificados como sensores de alto nı´vel, dado que sa˜o capazes de extrair informac¸o˜es complexas
de um determinado cena´rio. Quando associados a` robo´tica, a VM e´ capaz de auxiliar na captura au-
toma´tica de diferentes tipos de objetos por manipuladores robo´ticos, atividade conhecida como pick
and place. Neste trabalho e´ implementado um sistema de VM dedicado a` detecc¸a˜o e localizac¸a˜o
das coordenadas dos objetos cilı´ndricos posicionadas aleatoriamente sobre uma plataforma, em se-
guida o sistema embarcado envia as coordenadas ao controlador de um brac¸o robo´tico industrial.
A caˆmera utilizada esta´ disposta acima da plataforma e captura uma imagem da vista superior dos
objetos, a partir desta imagem, os objetos sa˜o detectados e seus centroides sa˜o localizados. No
aˆmbito desta pesquisa, sa˜o utilizados apenas objetos cilı´ndricos de mesmas dimenso˜es com cores
distintas. A arquitetura do sistema de VM e´ baseada no uso de tecnologias acessı´veis, por exemplo,
os hardwares Raspberry Pi e PiCamera, assim como o framework OpenCV, que disponibiliza um
conjunto de funcionalidades open source para o desenvolvimento de sistemas de Visa˜o Computa-
cional e Processamento Digital de Imagens. Distorc¸o˜es inerentes a` lente da caˆmera digital foram
corrigidas e a homografia entre o plano do roboˆ e o da imagem foi estabelecida aplicando o me´todo
DLT (Direct Linear Transform). Foram testados seis me´todos de detecc¸a˜o diferentes e seus resulta-
dos sa˜o analisados e comparados. Ale´m disso, foram realizados testes de captura, repetibilidade do
sistema e erro. Os resultados experimentais indicam que um manipulador robo´tico equipado com o
sistema de detecc¸a˜o e localizac¸a˜o proposto possui uma taxa de erro ma´ximo na coordenada de 2,65
mm que permite a captura automa´tica das pec¸as-alvo, no entanto ao usar imagem do tipo RAW esse
erro cai para 0,157 mm.
Palavras-Chave: Roboˆ, Raspberry Pi, Visa˜o Computacional.
Abstract
In the view of industry 4.0, decision-making is increasingly decentralized due to the insertion of
intelligent systems in the industrial context that make the development of more flexible produc-
tion lines feasible. Machine vision systems (MVs) are intelligent systems composed of cameras,
processing hardware, and peripheral devices, and can be classified as high-level sensors because
they are capable of extracting complex information from scenario. When associated to robotics, the
VM is able to assist in the automatic capture of different types of objects by robotic manipulators,
an activity known as pick and place. In this work is implemented a VM system dedicated to the
detection and location of coordinates of cylindrical objects placed randomly on a platform, then
the embedded system sends coordinates to the controller of an industrial robot arm. The camera
used is positioned above the platform and captures an image of the top view of the objects, from
this image, the objects are detected and their centroids are located. In the scope of this research,
only cylindrical objects of the same dimensions with distinct colors are used. The architecture of
the VM system, based on the use of accessible technologies, for example, the Raspberry Pi and
PiCamera hardware, as well as the OpenCV framework, which provides a set of open source func-
tionalities for the development of systems of Computational Vision and Digital Image Processing.
Distortions inherent in the digital camera lens were corrected and homography between the theft
plane and that of the image was established using the Direct Linear Transform (DLT) method. Six
different detection methods were tested and their results were analyzed and compared. In addition,
capture tests, system repeatability and error were performed. The experimental results indicate that
a robot manipulator equipped with the detection system and localized to the proposed one has a
maximum error rate 2.65 mm that allows automatic capture of the pieces, when using image of
RAW type this error drops to 0.157mm.
Keywords: Robot, Raspberry Pi, Computer Vision.
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1 Introduc¸a˜o
Nos u´ltimos anos, a quarta revoluc¸a˜o industrial, tambe´m conhecida como Indu´stria 4.0,
surge com novos conceitos acerca das relac¸o˜es de produtividade e manufatura (Sishi and Telukda-
rie, 2017). A inserc¸a˜o de tecnologias como IoT (Internet of Things), algoritmos de aprendizagem e
Visa˜o Computacional (VC) na indu´stria permitiu o desenvolvimento de roboˆs inteligentes capazes
de tomar deciso˜es de forma autoˆnoma, elevando os nı´veis de flexibilidade e adaptabilidade dos
processos produtivos. As fa´bricas inteligentes (smart factories), projetadas sob essa nova perspec-
tiva, sa˜o mais competitivas no mercado, pois adotam um modelo de produc¸a˜o de alta variedade que
atende a demanda personalizada de cada consumidor (Ru¨ßmann et al., 2015).
No modelo de produc¸a˜o tradicional, cada ce´lula composta por ma´quinas, sensores e siste-
mas esta´ conectada a uma unidade central de processamento, no entanto, as indu´strias modernas
veˆm adotando um novo modelo baseado no controle de processo distribuı´do, caracterizado por
um fluxo de produc¸a˜o descentralizado (Thoben et al., 2017). Isto e´ possı´vel, pois os dispositi-
vos sa˜o enriquecidos com unidades embarcadas de processamento que permitem a ana´lise local de
informac¸o˜es por sistemas inteligentes, flexibilizando a manufatura de produtos com alta qualidade
e custos reduzidos (Hermann et al., 2015).
A VC e´ um exemplo de sistema inteligente composto por caˆmera, hardware e software
capaz de extrair informac¸o˜es de alto nı´vel de uma ou mais imagens (Shah, 1997). Por definic¸a˜o, a
VC e´ a a´rea de conhecimento que busca realizar o processo de modelagem e replicac¸a˜o da visa˜o
humana por meio de algoritmos destinados a reconstruc¸a˜o e compreensa˜o de uma cena 3D a partir
de imagens 2D, aplicando te´cnicas para aquisic¸a˜o, ana´lise e processamento de imagens (Szeliski,
2010) ou a partir do treinamento de algoritmos de Aprendizagem de Ma´quina (Machine Learning-
ML), acelerando e refinando os processos de classificac¸a˜o, detecc¸a˜o e localizac¸a˜o de objetos.
Quando os sistemas de VC sa˜o empregados com maior eˆnfase em aplicac¸o˜es industriais, es-
tes podem ser denominados de sistemas de Visa˜o de Ma´quina (VM), embora na˜o existam restric¸o˜es
definidas quanto ao uso das duas terminologias. Os sistemas de VM esta˜o presentes no contexto
industrial em tarefas como inspec¸a˜o de pec¸as pintadas ou soldadas, no controle de qualidade,
no trabalho colaborativo entre roboˆs e seres humanos e na detecc¸a˜o automa´tica de objetos em
posic¸o˜es randoˆmicas, auxiliando os manipuladores robo´ticos industriais na captura automa´tica de
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pec¸as (Pe´rez et al., 2016).
A detecc¸a˜o e localizac¸a˜o de objetos e´ um campo da VC que busca extrair informac¸o˜es sobre
um objeto-alvo, identificando sua localizac¸a˜o na cena. Nesta problema´tica, o principal desafio con-
siste em prover uma alta precisa˜o e uma performance robusta, independentemente das condic¸o˜es
de luminosidade externa, do fundo da imagem, geometria do objeto e qualidade da imagem cap-
turada. No entanto, em aplicac¸o˜es reais, a iluminac¸a˜o externa na˜o controlada provocam ruı´dos na
imagem, consequentemente comprometendo o desempenho dos algoritmos de detecc¸a˜o (Jenamani
et al., 2017).
Grande parte das aplicac¸o˜es que utilizam VM ainda sa˜o processadas por desktops, contudo,
este dispositivo e´ limitado em portabilidade, peso e tamanho, ale´m de apresentarem alto consumo
quando comparados com os sistemas embarcados. A utilizac¸a˜o de sistemas embarcados associados
a` VM cresceu significativamente nos u´ltimos anos em virtude do avanc¸o tecnolo´gico que possibili-
tou a miniaturizac¸a˜o dos computadores em dispositivos conhecidos como SBCs (do ingleˆs, Single
Board Computers), baseado na arquitetura ARM e em sistemas operacionais derivados do Linux.
Um dos SBCs mais difundidos em aplicac¸o˜es de Embedded Vision e´ o Raspberry Pi (RPi). Equi-
pado com uma GPU (Graphics Processing Unit) integrada, o RPi e´ capaz de processar algoritmos
de VC em tempo-real (Horak and Zalud, 2016).
Embora inicialmente desenvolvido para aplicac¸o˜es educacionais, o RPi esta´ sendo cada
vez mais imerso no cena´rio industrial, por exemplo, no monitoramento remoto de dispositivos
utilizando o conceito de IoT (Kadiyala et al., 2017), na computac¸a˜o robo´tica em nuvem Krishna
et al. (2016) e no controle espacial de roboˆs industriais utilizando VC (Szabo´ and Gontean, 2016).
Alinhada a essa nova perspectiva, diversas empresas teˆm se voltado ao RPi como soluc¸a˜o para
aplicac¸o˜es industriais, tendo como exemplo a Modbus Foundation que desenvolveu bibliotecas
especı´ficas para incluir o RPi no protocolo de comunicac¸a˜o serial Modbus, bastante difundido
entre dispositivos presentes na indu´stria. Outras empresas oferecem estruturas para abarcar o RPi,
tornando-o robusto a`s intempe´ries inerentes ao ambiente industrial.
O presente trabalho propo˜e um sistema de VM para detecc¸a˜o de objetos, robusto a` variac¸a˜o
das condic¸o˜es de luminosidade do meio e capaz de auxiliar os manipuladores robo´ticos industriais
na captura de pec¸as de diferentes formas e cores. A saı´da do sistema deve expressar a posic¸a˜o
dos objetos alvo de captura, levando em considerac¸a˜o aspectos como a presenc¸a de distorc¸a˜o na
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imagem, erros de perspectiva e a conversa˜o do sistema de coordenadas da imagem (dada em pixel)
para o sistema de coordenadas do roboˆ (dado em milı´metros). O dispositivo embarcado RPi e´ en-
carregado de realizar todo o processamento da imagem desde a captura ate´ a etapa de comunicac¸a˜o
com o manipulador robo´tico industrial. Para validac¸a˜o do trabalho sa˜o feitos experimentos com
a manipulac¸a˜o de pec¸as identificadas pelo sistema de VM, bem como testes de repetibilidade e
verificac¸a˜o do erro entre o sistema proposto e uma ma´quina de medic¸a˜o por coordenadas (MMC).
1.1 Motivac¸a˜o
O desenvolvimento da Industria 4.0 no Brasil permeia diversos desafios, sendo o maior
deles, o investimento em equipamentos que incorporem novas tecnologias digitais ao longo da
cadeia produtiva, permitindo a integrac¸a˜o desde o momento do pedido de compra a` distribuic¸a˜o do
produto final. A Confederac¸a˜o Nacional da Indu´stria (CNI) realizou uma pesquisa com empresa´rios
de indu´strias de pequeno, me´dio e grande porte em que avaliava aspectos acerca da adoc¸a˜o de
tecnologias digitais.
A pesquis concluiu que 42% das empresas desconhecem a importaˆncia das tecnologias digi-
tais para a competitividade da indu´stria e mais da metade delas (52%) na˜o utilizam nenhuma tecno-
logia digital de uma lista com 10 opc¸o˜es, dentre estas, a automac¸a˜o digital com linhas flexı´veis, sis-
temas de clound computing, IoT e ate´ mesmo monitoramento com sistemas SCADA (CNI, 2016).
O desconhecimento e´ significativamente maior nas empresas de pequeno porte devido a fa-
tores como a falta de recursos financeiros para investimento em novas tecnologias e na capacitac¸a˜o
dos funciona´rios. A falta de estrate´gias para a disseminac¸a˜o de informac¸o˜es acerca da digitalizac¸a˜o
industrial gera dificuldades na identificac¸a˜o das tecnologias mais adequadas para cada setor.
Os sistemas de VM fazem parte das tecnologias que possibilitam a flexibilizac¸a˜o das li-
nhas de produc¸a˜o automatizadas, sobretudo quando esta˜o associados aos manipuladores robo´ticos
industriais, no entanto, grande parte dos sistemas de VM comercializa´veis, possuem uma arquite-
tura fechada e muitas vezes sa˜o dependentes de softwares proprieta´rios, o que torna o prec¸o desses
produtos pouco atrativo para indu´strias de pequeno e me´dio porte.
Diante do cena´rio presente na indu´stria brasileira, a principal motivac¸a˜o desta pesquisa e´
desenvolver um sistema de VC de baixo custo, capaz de se adequar ao contexto industrial. O
algoritmo proposto e´ baseado em bibliotecas open source como por exemplo a OpenCV (Open
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Source Computer Vision Library), liberada sob a licenc¸a BSD (Berkeley Software Distribution), a
qual, e´ gratuita tanto para uso acadeˆmico quanto comercial (team, 2018).
Para tornar o algoritmo flexı´vel a` iluminac¸a˜o externa na˜o controlada, e´ proposto um al-
goritmo robusto a` iluminac¸a˜o na˜o-uniforme, de modo que seja possı´vel eliminar aparatos extras
como sistemas de iluminac¸a˜o ou equipamentos de protec¸a˜o para conter os efeitos da iluminac¸a˜o
externa. Neste sentido, optou-se pelo uso de um dispositivo embarcado competitivo, capaz de re-
alizar aplicac¸o˜es de VM em tempo real (Kumar et al., 2018), mas que tambe´m tivesse um custo
acessı´vel.
1.2 Objetivo Geral
Desenvolver um algoritmo integrado ao sistema de VM embarcado na RPi para detecc¸a˜o
automa´tica de objetos geome´tricos dispostos aleatoriamente sobre a plataforma de trabalho. O
algoritmo deve ser capaz de detectar objetos cilı´ndricos com superfı´cie nas cores preto, amarelo,
vermelho, verde, azul claro e escuro. Ale´m da detecc¸a˜o dos objetos na cena, o algoritmo deve
informar a localizac¸a˜o no sistema de coordenadas mundo - nesse caso, em milı´metros- levando em
considerac¸a˜o as variac¸o˜es de iluminac¸a˜o do meio externo. Por fim, o dispositivo embarcado deve
comunicar-se com um manipulador robo´tico industrial informando a localizac¸a˜o do objeto-alvo.
1.2.1 Objetivos Especı´ficos
Com a finalidade de atingir o objetivo geral, sa˜o propostos os seguintes objetivos especı´ficos:
• Empregar um algoritmo direcionado a realizac¸a˜o da calibrac¸a˜o da caˆmera, estimando os
paraˆmetros intrı´nsecos e os coeficientes de distorc¸a˜o;
• Aplicar a correc¸a˜o da distorc¸a˜o radial e tangencial na imagem;
• Usar a transformac¸a˜o de perspectiva;
• Comparar te´cnicas de segmentac¸a˜o e segmentac¸a˜o por cor para detectar a superfı´cie dos
cilindros.
• Estimar a matriz de homografia responsa´vel pela correspondeˆncia entre o sistema de coorde-
nadas da imagem e o sistema de coordenadas do roboˆ;
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• Aplicar me´tricas para avaliar a eficieˆncia do algoritmo proposto no sistema embarcado;
• Realizar testes para medir o erro e repetibilidade do sistema proposto.
1.3 Organizac¸a˜o do Trabalho
O presente trabalho esta´ estruturado da seguinte forma: no Capı´tulo 2 e´ apresentada a re-
visa˜o bibliogra´fica, incluindo o estado da arte. No Capı´tulo 3, e´ apresentada a fundamentac¸a˜o
teo´rica, que conte´m os embasamentos necessa´rios para a compreensa˜o dos capı´tulos seguintes. No
Capı´tulo 4, e´ apresentado o me´todo adotado na calibrac¸a˜o, eliminac¸a˜o da distorc¸a˜o, correc¸a˜o de
perspectiva e uma breve discussa˜o acerca das possı´veis te´cnicas para detecc¸a˜o dos objetos. No
Capı´tulo 5, sa˜o apesentados os resultados e discusso˜es acerca da eficieˆncia dos algoritmos e da
captura de pec¸as e por fim, no Capitulo 6, sa˜o apresentadas as concluso˜es finais e projec¸o˜es para
trabalhos futuros.
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2 Fundamentac¸a˜o Teo´rica
Neste Capı´tulo e´ abordada uma visa˜o geral sobre o processo de calibrac¸a˜o da caˆmera base-
ado no me´todo proposto por Zhang (2000). Inicialmente sa˜o apresentados conceitos introduto´rios
sobre algumas propriedades da geometria projetiva, em seguida sa˜o discutidos os processos ma-
tema´ticos de calibrac¸a˜o da caˆmera e eliminac¸a˜o de distorc¸a˜o. Tambe´m sa˜o discutidos nesta sec¸a˜o
o me´todo DLT (do ingleˆs, Direct Linear Transform) responsa´vel por estimar os paraˆmetros da ma-
triz de homografia utilizada na conversa˜o dos sistemas de coordenadas da imagem para o sistema
de coordenada de mundo como tambe´m na correc¸a˜o das distorc¸o˜es de perspectiva. Por fim, sa˜o
apresentadas as te´cnicas de detecc¸a˜o de objeto ate´ enta˜o utilizadas neste trabalho.
2.1 Geometria Projetiva e Coordenadas Homogeˆneas
A geometria projetiva e´ o campo da matema´tica que representa o processo de formac¸a˜o da
imagem a partir da projec¸a˜o em perspectiva de uma cena no espac¸o tridimensional em uma imagem
bidimensional. Esta projec¸a˜o e´ realizada mediante a definic¸a˜o de um centro de projec¸o˜es, de modo
que, cada raio que cruza este centro de projec¸o˜es intersecta o plano projetivo em um u´nico ponto
correspondente (Richter-Gebert, 2011).
Na geometria projetiva os objetos diminuem de tamanho a` medida que se afastam do centro
de projec¸o˜es, essa propriedade faz com que pontos situados em retas paralelas parec¸am convergir
para um ponto de intersec¸a˜o entre essas retas, portanto, o paralelismo, a distaˆncia, os aˆngulos e as
formas na˜o sa˜o preservados na geometria projetiva (Richter-Gebert, 2011).
A geometria euclidiana cla´ssica descreve os elementos contidos no espac¸o fı´sico 3D medi-
ante axiomas e postulados, no entanto, essa representac¸a˜o na˜o e´ suficiente quando os objetos sa˜o
visualizados por um ponto de vista, neste caso, e´ preciso incluir o fator perspectiva, que vai de
encontro ao quinto postulado da geometria euclidiana referente ao paralelismo entre retas. Para a
geometria cla´ssica duas retas podem se intersectar em um u´nico ponto, entretanto, existem infinitos
pares de retas paralelas que por definic¸a˜o so´ se tocariam no infinito (Hartshorne, 2002).
Um ponto no espac¸o euclidiano pode ser representado por um par ordenado de nu´meros
reais (x, y) ∈ R2. Esta associac¸a˜o e´ realizada por um sistema de coordenadas cartesianas, em
que duas retas perpendiculares sa˜o usadas como eixos. Na geometria projetiva sa˜o utilizadas
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coordenadas homogeˆneas no lugar do sistema de coordenadas cartesianas devido a vantagem da
representac¸a˜o dos pontos e retas no infinito por uma representac¸a˜o finita.
Se na geometria euclidiana um ponto e´ definido por um vetor bidimensional x = [x y]T, na
geometria projetiva este mesmo ponto e´ representado em coordenadas homogeˆneas x˜ = [x y w]T,
acrescentando uma dimensa˜o. A conversa˜o do ponto x do espac¸o euclidiano R2 para o espac¸o
projetivo P2 e´ dado por x =
[
x
w
y
w
]T, em que w e´ denominado peso ou fator de escala para w 6= 0.
Desse modo, o ponto cartesiano x corresponde a` uma classe de vetores tridimensionais equivalentes
[wx, yw,w], incluindo o caso particular [x, y, 1]. Os pontos no infinito em P2 possuem a forma
[x y 0]T, em que x 6= 0 ou y 6= 0 e sa˜o denominados de pontos impro´prios (Casse, 2006).
2.2 Calibrac¸a˜o da Caˆmera
A calibrac¸a˜o da caˆmera e´ uma etapa essencial para aplicac¸o˜es de VC que necessitam de
informac¸o˜es do sistema me´trico. Esse processo busca determinar os paraˆmetros intrı´nsecos a` ge-
ometria de formac¸a˜o de imagens, tais como distaˆncia focal, ponto central de projec¸a˜o, tamanho
real de cada pixel, distorc¸o˜es incorporadas pela fı´sica das lentes e a inclinac¸a˜o entre os eixos de
projec¸o˜es. A calibrac¸a˜o tambe´m considera os paraˆmetros extrı´nsecos ao sistema que determinam
a translac¸a˜o e rotac¸a˜o da caˆmera em relac¸a˜o a um determinado sistema de coordenadas de mundo
(Chen et al., 2013).
Para compreender o processo de calibrac¸a˜o da caˆmera, e´ preciso entender como ocorre
formac¸a˜o de uma imagem na caˆmera. Este fenoˆmeno e´ conduzido com base na geometria projetiva
que descreve os objetos a partir de um ponto de projec¸a˜o, ou seja, considerando os efeitos da pers-
pectiva. O mapeamento do espac¸o 3D para o plano 2D e´ realizado a partir da projec¸a˜o perspectiva
associada ao modelo de caˆmera pinhole.
O modelo matema´tico caˆmera pinhole e´ um dos mais utilizados para modelar o funciona-
mento de uma caˆmera, pois e´ matematicamente conveniente e apesar de sua simplicidade, e´ capaz
de fornecer uma aproximac¸a˜o aceita´vel do processo de formac¸a˜o da imagem. Seu princı´pio e´ ba-
seado na caˆmara escura de orifı´cio, em que os raios de luz provenientes de um objeto, entram pelo
furo contido no centro de um dos lados da caˆmara e formam uma projec¸a˜o 2D invertida deste objeto
de acordo com o que e´ ilustrado na Figura 1.
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Figura 1: Modelo de Caˆmera Pinhole.
Fonte: Adaptado de Anagram Engeneering1
Assume-se que o orifı´cio presente no modelo caˆmera pinhole e´ reduzido a um u´nico ponto,
desta forma e´ garantido que o ponto P (X, Y, Z) tenha como projec¸a˜o o ponto p(x, y) no plano
da imagem. tambe´m conhecido como centro o´ptico, sendo assim, cada raio de luz que passa por
este orifı´cio corresponde a um u´nico ponto no plano da imagem, no entanto, esta simplificac¸a˜o e´
fisicamente impossı´vel.
Na caˆmera pinhole cada ponto na imagem e´ uma projec¸a˜o de um cone de raios com um pe-
queno aˆngulo. O diaˆmetro do furo influencia em aspectos da imagem como nitidez e luminosidade,
uma vez que quanto menor for o diaˆmetro melhor sera´ a nitidez da imagem, em contrapartida, um
furo pequeno compromete a luminosidade.
Para atenuar este efeito, sa˜o inseridas lentes para aumentar a intensidade de luz na imagem
pela focalizac¸a˜o de raios de luz da cena. As lentes, por sua vez, incorporam a` geometria da caˆmera
distorc¸o˜es radiais e tangenciais que podem ser modeladas e corrigidas matematicamente.
2.2.1 Transformac¸o˜es da Caˆmera
O processo de calibrac¸a˜o da caˆmera tem como objetivo relacionar pontos tridimensionais
com suas respectivas projec¸o˜es bidimensionais no plano da imagem. Para realizar esta projec¸a˜o e´
1 Disponı´vel em: <https://www.anagram.at/diplomarbeit/the-pinhole-camera/>. Acesso em fev. 2017.
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necessa´rio representar os pontos em diferentes sistemas de coordenadas:
• Sistema de Coordenadas do Mundo (SCM): Sistema de Coordenadas tridimensionais (me´trico)
formado pelos eixos Xw, Yw e Zw com origem no ponto Ow e escolhido de forma conveni-
ente a definir as coordenadas de cada ponto da cena. As coordenadas de um ponto Pw neste
sistema sera˜o denotadas como [Xw Yw Zw]T.
• Sistema de Coordenadas da Caˆmera (SCC): Sistema de Coordenadas tridimensionais
(me´trico) formado pelos eixos Xc, Yc, e Zc, sendo Zc o eixo principal ou eixo o´ptico com
origem no centro de projec¸o˜es da caˆmera Oc. A distaˆncia entre a origem deste sistema e o
plano da imagem e´ conhecida como distaˆncia focal f . Para este Sistema de Coordenadas
denomina-se [Xc Yc Zc]T como as coordenadas do ponto Pc presente neste sistema.
• Sistema de Coordenadas da Imagem (SCI): Sistema de Coordenadas bidimensional (me´trico)
situado no plano da imagem, tambe´m conhecido como plano de projec¸a˜o. A origem deste
sistema e´ denominado de ponto principal dado porO com coordenadas [cx cy]T e corresponde
ao ponto em que o eixo principal intersecta o plano da imagem. Um ponto pertencente ao
plano da imagem e´ denotado por p com coordenadas [x y]T quando e´ utilizado o modelo de
caˆmera Pinhole. Entretanto, na modelagem matema´tica da distorc¸a˜o, define-se [xd yd]T como
coordenadas dos pontos com distorc¸a˜o e [xu, yu]T coordenadas dos pontos com distorc¸a˜o cor-
rigida.
• Sistema de Coordenadas em Pixels (SCP): Sistema de Coordenadas bidimensional formado
pelos eixos u e v paralelos aos eixos x e y do SCC. Os pontos desse sistema de coordenadas
sa˜o expressos em pixel. Usualmente, adota-se como centro deste sistema o canto superior
esquerdo da imagem.
O fluxo de transformac¸o˜es entre os sistemas de coordenadas e´ ilustrado na Figura 2. Ini-
cialmente e´ calculada a matriz extrı´nseca que determina a posic¸a˜o da caˆmera em relac¸a˜o a um
certo SCM. Essa transformac¸a˜o faz com que um ponto dado em um SCM passe a ser represen-
tado no SCC. Em seguida, calcula-se a matriz intrı´nseca, que descreve as caracterı´sticas o´pticas
e geome´tricas da caˆmera, bem como as distorc¸o˜es inerentes ao sistema de lentes, dessa forma, e´
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possı´vel descobrir a relac¸a˜o entre o SCC com SCI, conhecendo a dimensa˜o de um pixel no sistema
me´trico e´ possı´vel realizar a transformac¸a˜o do SCC para o SCI.
Figura 2: Transformac¸o˜es entre Sistemas de Coordenadas durante o processo de Calibrac¸a˜o da
Caˆmera.
Fonte: Adaptado de Li and Zhang (2011).
Transformac¸a˜o do SCM para SCC
A transformac¸a˜o do SCM para o SCC e´ necessa´ria, pois e´ preciso identificar o posiciona-
mento da caˆmera em relac¸a˜o a um SCM conhecido, portanto, e´ realizada uma transformac¸a˜o do
SCM para o SCC, sendo assim, os pontos do espac¸o tridimensional passam a ter representac¸o˜es
equivalentes, a primeira em func¸a˜o da origem Ow e a segunda em func¸a˜o da origem Oc.
A relac¸a˜o entre os sistemas de coordenadas e´ dada por uma matriz de transformac¸a˜o que
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envolve translac¸a˜o e rotac¸a˜o, conforme ilustra a Figura 3.
Figura 3: Transformac¸a˜o Rı´gida ente SCM e SCC.
Fonte: Adaptado de Laureano (2013)
A translac¸a˜o e´ composta por um vetor t de dimenso˜es 3 × 1, em que cada elemento cor-
responde a translac¸a˜o relativa das origens dos dois sistemas. Ja´ a rotac¸a˜o R e´ uma matriz 3 × 3
formada pela combinac¸a˜o de outras 3 matrizes que representam as rotac¸o˜es nos eixos Zc, Y c e Xc
com aˆngulos de rotac¸a˜o φ, γ e θ, respectivamente.
R = Rx(φ)Ry(γ)Rz(θ) =

cosφ −senφ 0
senφ cosφ 0
0 0 1


cosγ 0 senγ
0 1 0
−senγ 0 cosγ


1 0 0
0 cosθ −senθ
0 senθ cosθ
 . (1)
A matriz extrı´nseca e´ formada pela pela matriz R e o vetor t, dessa forma, os pontos Pc e
Pw sa˜o relacionados por: 
Xc
Yc
Zc
 =

r11 r12 r13
r21 r22 r23
r31 r32 r33


Xw
Yw
Zw
+

t1
t2
t3
 . (2)
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Mudanc¸a do SCC para SCI
Esta transformac¸a˜o descreve a projec¸a˜o perspectiva do ponto Pc pertencente ao SCC em
coordenadas do SCI, adotando o modelo caˆmera pinhole. Neste modelo, ocorre uma aproximac¸a˜o,
de modo que, assume-se que o orifı´cio da caˆmera e´ formado por um u´nico ponto, desconsiderando o
sistema de lentes. Na Sec¸a˜o 2.2.2 e´ abordado o processo de correc¸a˜o da distorc¸a˜o radial e tangencial
provocada pelas lentes. A Figura 4 ilustra a formac¸a˜o de uma imagem no modelo de caˆmera
Pinhole.
Figura 4: Relac¸a˜o entre SCC e SCI.
Fonte: Adaptado de Laureano (2013).
Neste modelo, a distaˆncia focal f e´ uma caracterı´stica construtiva da caˆmera e corresponde
a distaˆncia entre o centro de projec¸o˜es Oc e o plano da imagem. O ponto Pc = [Xc Yc Zc]T situado
no SCC e´ mapeado no plano da imagem no ponto p = [x y]T por meio da transformac¸a˜o projetiva,
portanto, os pontos passam a ser representadas em coordenadas homogeˆneas.
Se todos os pontos forem representados em coordenadas homogeˆneas, a transformac¸a˜o de
coordenadas no espac¸o 3D para o espac¸o 2D e´ dada pela matriz de projec¸o˜es:
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
x
y
w
 =

f 0 0 0
0 f 0 0
0 0 1 0


Xc
Yc
Zc
1
 = p˜ = MP˜c, (3)
em que a representac¸a˜o do ponto p˜ no sistema cartesiano e´ p =
[
x
w
]T.
Por meio das relac¸o˜es de semelhanc¸a de triaˆngulos percebe-se que o ponto Pc e´ mapeado
no ponto [f Xc
Zc
f Yc
Zc
f ]T no plano da imagem, logo, p = [f Xc
Zc
f Yc
Zc
]T.
Transformac¸a˜o do SCI para SCP
A presente transformac¸a˜o consiste em converter as coordenadas do SCI, ainda no sistema
me´trico, para coordenadas do SCP dadas em unidades de pixel. Neste sentido, e´ necessa´rio identifi-
car paraˆmetros caracterı´sticos da caˆmera como o fator de escala ηx e ηy, referente ao comprimento
do pixel em milı´metros, τ , dado pela inclinac¸a˜o existente entre os eixos u e v e a coordenada do
ponto principal [cx cy]T. Caso os pixels do sensor da caˆmera sejam exatamente quadrados ηx = ηy.
Como regra geral, adota-se a origem do sistema de coordenadas da imagem como sendo o pixel
mais a` esquerda e mais acima, portanto, e´ necessa´rio transladar em relac¸a˜o ao ponto principal
[cx cy]
T. Essa transformac¸a˜o entre planos e´ dada por:

u
v
w
 =

ηx τ cx
0 ηx cy
0 0 1


x
y
z
 . (4)
E´ possı´vel, no entanto, realizar a conversa˜o do SCC para o SCP associando a Equac¸a˜o 3
com a Equac¸a˜o 4, formando a matriz de paraˆmetros intrı´nsecos K.

u
v
w
 =

fηx τ cx
0 fηx cy
0 0 1


Xc
Yc
Zc
 = p˜ = K Pc. (5)
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2.2.2 Distorc¸a˜o das Lentes
A distorc¸a˜o e´ uma caracterı´stica inerente ao sistema o´ptico, especialmente a`s lentes. Exis-
tem dois principais tipos de distorc¸a˜o presente nas lentes de caˆmeras digitais: a distorc¸a˜o radial e a
distorc¸a˜o tangencial.
A distorc¸a˜o radial pode ser encarada como sendo a parcela na˜o deseja´vel da refrac¸a˜o de
um raio de luz ao atravessar uma lente, formando um aˆngulo com o eixo o´ptico, provocando um
deslocamento dos pontos da imagem, ou seja, a distorc¸a˜o incorpora ao mapeamento de um seg-
mento de reta do sistema de coordenadas de mundo um efeito de curvatura na imagem. Portanto,
a eliminac¸a˜o da distorc¸a˜o preserva a propriedade da colinearidade entre os planos, essencial para
que as coordenadas do SCP, possam ser convertidas para o SCM.
A distorc¸a˜o tangencial e´ causada por um desalinhamento fı´sico dos elementos que consti-
tuem a lente, fazendo com que a lente na˜o fique paralela ao sensor da caˆmera, ilustrado na Figura 5.
Este tipo de distorc¸a˜o e´ mais frequente em caˆmeras com foco ajusta´vel, embora o impacto desta
pertubac¸a˜o seja menor nas caˆmeras mais modernas (Park et al., 2009).
Figura 5: Causas da Distorc¸a˜o Tangencial.
Fonte: Adaptado do site Mathworks2
A distorc¸a˜o radial exerce maior influeˆncia nos modelos de lentes comumente utilizados,
tendo seus efeitos ilustrados na Figura 6. A distorc¸a˜o radial positiva provoca na imagem o aspecto
denominado de efeito “barril”, ilustrado na Figura 6 (b) e acomete, na maioria dos casos, lentes
com uma pequena distaˆncia focal e um grande campo de visa˜o. O efeito visual desta distorc¸a˜o faz
2 Disponı´vel em: <https://www.mathworks.com/help/vision/ug/camera-calibration.html>. Acesso em fev. 2017.
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com que o centro da imagem fique mais ampliado em relac¸a˜o a`s bordas. Por outro lado, a distorc¸a˜o
radial negativa ilustrada na Figura 6 (c) causa na imagem o aspecto de “almofada”caracterizado por
uma ampliac¸a˜o nas bordas da imagem em relac¸a˜o ao centro. Este tipo de distorc¸a˜o e´ mais frequente
em lentes usadas para longo alcance, ou seja, que possuem uma maior distaˆncia focal e consequen-
temente menor campo de visa˜o. Algumas lentes possuem os dois tipos de distorc¸a˜o incorporados,
a este tipo de distorc¸a˜o da´-se o nome de distorc¸a˜o “bigode” e suas principais caracterı´sticas sa˜o a
ampliac¸a˜o do centro da imagem, assim como na distorc¸a˜o radial positiva, e as suas extremidades
apresentam o efeito da distorc¸a˜o radial negativa.
Figura 6: Efeitos da Distorc¸a˜o. (a) Imagem: sem Distorc¸a˜o. (b) Imagem: Distorc¸a˜o Radial Positiva.
(c) Imagem: Distorc¸a˜o Radial Negativa.
(a) (b) (c)
Fonte: Documentac¸a˜o da OpenCV3
O me´todo para a modelagem da distorc¸a˜o considera a distorc¸a˜o radial e tangencial, adotando
k1, k2 e k3 como coeficientes da distorc¸a˜o radial e p1 e p2 coeficientes da distorc¸a˜o tangencial.
Sabendo que a distorc¸a˜o radial provoca o mapeamento de uma reta em uma linha com uma
determinada curvatura (Park et al., 2009), a correc¸a˜o deste efeito e´ definida pela Equac¸a˜o 6, cujas
coordenadas (xd, yd) sa˜o os pontos com distorc¸a˜o e (xu, yu) sa˜o os pontos com a distorc¸a˜o radial
corrigida.
3Disponı´vel em: < https://docs.opencv.org/2.4/modules/calib3d/doc/camera calibration and 3d
reconstruction.html>. Acesso em jun. 2017
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xu = xd(1 + k1r
2 + k2r
4 + k3r
6)
yu = yd(1 + k1r
2 + k2r
4 + k3r
6).
(6)
A correc¸a˜o da distorc¸a˜o tangencial pode ser modelada pela Equac¸a˜o 7, em que r2 = x2+y2
representa o deslocamento radial em relac¸a˜o ao centro o´ptico:
xu = xd + [2p1xuyu + p2(r
2 + 2x2u)]
yu = yd + [p1(r
2 + 2x2u) + 2p2xuyu],
(7)
portanto a modelagem matema´tica final incluindo a distorc¸a˜o tangencial e radial e´ expressa por:
xu = xd(1 + k1r
2 + k2r
4 + k3r
6) + 2p1xuyu + p2(r
2 + 2x2u)
yu = yd(1 + k1r
2 + k2r
4 + k3r
6) + p1(r
2 + 2y2u) + 2p2xuyu.
(8)
Apo´s a identificac¸a˜o dos coeficientes polinomiais de distorc¸a˜o radial k1, k2 e k3 e os coe-
ficiente de distorc¸a˜o tangencial p1 e p2, e´ realizado o mapeamento dos pontos, gerando uma nova
imagem com as coordenadas corrigidas.
Figura 7: Correc¸a˜o da Distorc¸a˜o.
Fonte: Elaborado pela Autora.
28
2.2.3 Distorc¸a˜o Perspectiva
O fenoˆmeno da distorc¸a˜o perspectiva esta´ relacionada a` caracterı´sticas inerentes da geo-
metria projetiva tais como a reduc¸a˜o da dimensa˜o dos objetos a` medida que se afastam do centro
de projec¸o˜es e a convergeˆncia de linhas paralelas no plano de projec¸o˜es. Fatores como o desali-
nhamento perpendicular da caˆmera em relac¸a˜o ao objeto e a utilizac¸a˜o de lentes grande-angular
intensificam este tipo de distorc¸a˜o.
A correc¸a˜o da distorc¸a˜o perspectiva e´ realizado pela transformac¸a˜o perspectiva que e´ fun-
damentalmente um mapeamento entre pontos pertencentes a dois planos distintos, preservando
a relac¸a˜o de colinearidade entre estes. Para realizar esta transformac¸a˜o e´ necessa´rio obter, no
mı´nimo, uma correspondeˆncia de 4 pontos, entre a imagem de origem e a imagem de destino.
A Figura 8 ilustra um caso de transformac¸a˜o de perspectiva a partir da correspondeˆncia entre os
ve´rtices A,B,C e D com os ve´rtices A′, B′, C ′ e D′.
Conhecendo os valores das coordenadas dos ve´rtices e´ possı´vel relaciona´-las em coorde-
nadas homogeˆneas para estimar uma matriz de homografia capaz de relacionar o plano do objeto
com o plano sem distorc¸o˜es de perspectiva. Os ca´lculos referentes a` matriz de homografia sa˜o
detalhados na Sec¸a˜o 2.3.
Com as coordenadas dos pontos A′, B′, C ′ e D′, bem como os coeficientes da matriz H ,
aplica-se te´cnicas que atuam na correc¸a˜o da distorc¸a˜o causada pela perspectiva, sendo a te´cnica
de deformac¸a˜o perspective warping a mais empregada nesta problema´tica (Heckbert, 1999). O
perspective warping foi empregado na Figura 9 para corrigir a distorc¸a˜o de perspectiva e consiste
no mapeamento do espac¸o de entrada (x, y) no espac¸o de saı´da (x′, y′).
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Figura 8: Transformac¸a˜o de Perspectiva.
Fonte: Adaptado de Peter Corke4
Figura 9: Efeitos da Perspectiva. (a) Imagem: com Distorc¸a˜o Perspectiva. (b) Imagem com
Distorc¸a˜o de Perspectiva Corrigida.
(a) (b)
Fonte: Adaptado de Peter Corke8
4 Disponı´vel em: <https://www.youtube.comwatch?v=fVJeJMWZcq8list=PLMBUCrSudtjMBRy-
w0DQDLdzYq5P gekNindex = 8 > .Acessoemjun.2017.
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2.3 Homografia Planar
A Homografia e´ uma transformac¸a˜o projetiva planar que corresponde ao mapeamento de um
conjunto de pontos entre dois planos distintos. O ca´lculo da homografia e´ feito quando se deseja
descobrir a relac¸a˜o entre coordenadas em pixel de uma imagem com as coordenadas de mundo,
considerando que estas esta˜o dispostas em um plano pi. Desta forma, as coordenadas de mundo
podem ser representadas de acordo com a Figura 10.
Figura 10: Homografia entre o plano pi e plano pi’
Fonte: Szeliski (2010)
A matriz de homografia determina a relac¸a˜o de um ponto em um mundo planar e a posic¸a˜o
de sua representac¸a˜o em uma imagem. Seus coeficientes sa˜o dados pela relac¸a˜o entre a matriz de
paraˆmetros intrı´nsecos e a matriz de paraˆmetros extrı´nsecos resultantes do processo de calibrac¸a˜o,
conforme descritas na Equac¸a˜o 9.

u
v
w
 =

fηx τ cx
0 fηy cy
0 0 1


r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3


Xw
Yw
Zw
1
 . (9)
Tendo em vista que as coordenadas de mundo esta˜o fixas em um mesmo plano, conclui-se
que valores de Zw = 0, portanto as coordenadas do ponto Pw sa˜o representadas por:
31
Pw =

Xw
Yw
Zw
1
 =

xw
yw
0
1
 . (10)
Reescrevendo a Equac¸a˜o 9, assumindo que as coordenadas de mundo esta˜o no plano, a
terceira coluna da matriz de rotac¸a˜o e´ eliminada.

u
v
w
 =

fηx τ cx
0 fηy cy
0 0 1


r11 r12 t1
r21 r22 t2
r31 r32 t3


Xw
Yw
1
 , (11)
portanto, a relac¸a˜o entre a posic¸a˜o de um ponto no SCM e a posic¸a˜o da sua projec¸a˜o no SCP e´ dada
pela matriz de Homografia H de dimenso˜es 3x3 dada por:

u
v
w
 =

h11 h12 h13
h21 h22 h23
h31 h32 h33


Xw
Yw
1
 . (12)
Sabendo que a matriz H e´ uma matriz na˜o-singular, ou seja, na˜o e´ possı´vel utilizar a sua
inversa H−1 para calcular o valor das coordenadas de mundo [Xw, Yw, 1]T , nesse caso, e´ preciso
estimar os valores dos coeficientes da matriz de homografia de modo que seja possı´vel conhecer a
sua inversa. O me´todo da Transformac¸a˜o Direta Linear DLT (do ingleˆs, Direct Linear Transform)
proposto por Abdel and Karara (1971) e´ capaz de estimar os coeficientes da matriz de homografia
de 8 graus de liberdade a partir de 4 coordenadas correspondentes, uma vez que e´ possı´vel obter
duas equac¸o˜es linearmente independentes por cada correspondeˆncia.
A matriz H possui 9 elementos, no entanto, como esta e´ invariante a escala, fixa-se o valor
de fixa-se h33 = 1, uma vez que a matriz H multiplicada por um fator de escala qualquer tambe´m
sera´ uma soluc¸a˜o da Equac¸a˜o 12.
Reescrevendo as equac¸o˜es que representam as duas primeiras linhas da Equac¸a˜o 12, ja´ que
a terceira linha e´ linearmente dependente das duas primeiras, chega-se a:
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uXw.h31 + uYw.h32 + u = Xw.h11 + Yw.h12 + h13vXw.h31 + vYw.h32 + v = Xw.h21 + Yw.h22 + h23 (13)
As duas equac¸o˜es linearmente independentes do sistema descrito acima possuem 8 inco´gnitas
que foram obtidas a partir de um u´nico ponto na imagem e seu respectivo correspondente. Havendo
n pontos, o conjunto de 2n equac¸o˜es podem ser representadas matricialmente pela Equac¸a˜o 14 que
representa o sistema linear Ax = b.

X1w Y
1
w 1 0 0 0 −u1X1w −u1Y 1w
0 0 0 X1w Y
1
w 1 −v1X1w −v1Y 1w
X2w Y
2
w 1 0 0 0 −u2X2w −u2Y 2w
0 0 0 X2w Y
2
w 1 −v2X2w −v2Y 2w
...
...
...
...
...
...
...
...
Xnw Y
n
w 1 0 0 0 −unXnw −unY nw
0 0 0 Xnw Y
n
w 1 −vnXnw −vnY nw


h11
h12
h13
h21
h22
h23
h31
h32

=

u1
v1
u2
v2
...
un
vn

, (14)
em queA e´ uma matriz de tamanho 2N×8, a matriz x possui dimensa˜o 8×1 conte´m os coeficientes
da matriz de homografia, enquanto a matriz b de tamanho 2N×1 conte´m as coordenadas dos pontos
na imagem.
Sabendo que o sistema possui 8 inco´gnitas e 2n equac¸o˜es, conclui-se que sa˜o necessa´rios
no mı´nimo 4 pontos para calcular a homografia. Com exatamente 4 pontos, e´ possı´vel calcular a
matriz A e consequentemente determinar os coeficientes de distorc¸a˜o contidos na matriz x.
x = A−1b. (15)
Com n > 4, o sistema de equac¸o˜es e´ sobredeterminado, ou seja, o nu´mero de equac¸o˜es
e´ maior que o nu´mero de inco´gnitas, sendo assim, esse problema deve ser resolvido de forma a
minimizar o erro quadra´tico me´dio, atrave´s da pseudo-inversa:
x = (ATA)−1AT b. (16)
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Rearranjando o vetor x, obte´m-se a matriz de homografia inversa, capaz de identificar pon-
tos no SCM com base nas coordenadas de uma imagem:

X
Y
1
 =

h11 h12 h13
h21 h22 h23
h31 h32 h33

−1 
u
v
1
 . (17)
Como existem ruı´dos no sistema, quanto maior o nu´mero de pontos utilizados, melhor sera´
a qualidade do resultado.
2.4 Padra˜o de Calibrac¸a˜o
Os paraˆmetros de calibrac¸a˜o sa˜o estimados relacionando pontos conhecidos no ambiente
com suas respectivas projec¸o˜es no plano da imagem e para isso utilizam-se padro˜es de calibrac¸a˜o
contendo pontos de refereˆncia com valores previamente conhecidos. Os padro˜es de calibrac¸a˜o tem
a func¸a˜o de tornar mais pra´tica a identificac¸a˜o das coordenadas de cada ponto de refereˆncia. Estes
padro˜es podem ser tridimensionais (Salvi et al., 2002), bidimensionais ou unidimensionais (Zhang,
2004). A calibrac¸a˜o utilizando objetos 3D se baseia na identificac¸a˜o precisa da geometria de um
determinado objeto, ou padra˜o tridimensional composto por um conjunto de pontos de referencia
contidos em dois ou treˆs planos perpendiculares entre si (Zhang et al., 1997). A calibrac¸a˜o usando
objetos unidimensionais consiste na utilizac¸a˜o de pontos de refereˆncia alinhados sobre uma reta,
embora o processo de calibrac¸a˜o seja similar aos que empregam padro˜es 2D, neste caso e´ preciso
extrair um nu´mero bem maior de imagens (Loaiza et al., 2011).
A facilidade construtiva dos padro˜es de calibrac¸a˜o 2D e a popularidade dos seus algorit-
mos tornou este me´todo mais difundido em aplicac¸o˜es de calibrac¸a˜o de caˆmera. Dentre os padro˜es
de calibrac¸a˜o 2D mais utilizados, destaca-se o padra˜o planar quadriculado similar ao tabuleiro de
xadrez, cujos pontos de refereˆncia esta˜o localizados nos cantos onde os quadrila´teros de cores
diferentes se tocam. Os valores encontrados durante o processo de calibrac¸a˜o da caˆmera sa˜o total-
mente dependente da precisa˜o do algoritmo de detecc¸a˜o dos pontos de refereˆncia. Fatores como
iluminac¸a˜o inadequada e baixa qualidade de impressa˜o da folha de calibrac¸a˜o afetam a precisa˜o
do sistema. Para minimizar a incerteza nos ca´lculos dos paraˆmetros de calibrac¸a˜o, aumenta-se o
conjunto de coordenadas relativas aos pontos de refereˆncia, elevando tambe´m o nu´mero de ima-
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gens capturadas, portanto, sa˜o capturadas va´rias imagens do padra˜o de calibrac¸a˜o em diferentes
orientac¸o˜es, assim como ilustrado a Figura 11.
Figura 11: Padra˜o de Calibrac¸a˜o com pontos de refereˆncia marcados.
Fonte: (Zhang, 2000).
A dimensa˜o das arestas dos quadrila´teros assim como as coordenadas cartesianas dos pontos
de refereˆncia sa˜o paraˆmetros essenciais para relacionar as coordenadas SCM com os pontos do SCP.
Para obter paraˆmetros de calibrac¸a˜o mais exatos e´ necessa´rio um algoritmo de detecc¸a˜o de cantos
robusto, de forma que consiga detectar os pontos de refereˆncia com precisa˜o em ambientes com
condic¸o˜es de iluminac¸a˜o na˜o-uniformes.
2.5 Detecc¸a˜o do Objeto
A segmentac¸a˜o de imagens e´ uma das principais te´cnicas de ana´lise de imagens, cujo ob-
jetivo principal e´ ressaltar caracterı´sticas relevantes para a aplicac¸a˜o em questa˜o com base em as-
pectos relativos ao valor de intensidade de pixel, segregando a imagem em regio˜es especı´ficas. As
regio˜es de interesse sa˜o denominadas de objeto, nelas esta˜o contidas informac¸o˜es relevantes para
a interpretac¸a˜o das imagens, por outro lado, as regio˜es menos relevantes sa˜o denominadas como
background. Apo´s a segmentac¸a˜o o objeto e´ descrito por caracterı´sticas geome´tricas ou topolo´gicas
tais como a´rea, forma, textura, centro de massa e centroide.
A detecc¸a˜o de objetos em imagens consiste na identificac¸a˜o dos pixels que caracterizam
um objeto presente em uma cena. O nu´mero de te´cnicas destinadas a detecc¸a˜o de objetos tem
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crescido rapidamente em virtude da robustez dos me´todos de aprendizagem de ma´quina voltadas
para a otimizac¸a˜o da segmentac¸a˜o de imagens, ou o uso daqueles que utilizam a segmentac¸a˜o nos
primeiros esta´gios de classificac¸a˜o.
As principais te´cnicas de segmentac¸a˜o sa˜o agrupadas de acordo com duas propriedades re-
lacionadas aos nı´veis de intensidade da imagem: Descontinuidade ou Similaridade. Os me´todos
baseados em descontinuidade levam em considerac¸a˜o as mudanc¸as abruptas nos nı´veis de inten-
sidade da imagem que podem constituir pontos isolados, linhas ou bordas presentes na imagem,
enquanto os me´todos de segmentac¸a˜o por similaridade subdivide a imagem em regio˜es de acordo
com alguma caracterı´stica, sendo normalmente usado o valor de limiar. O diagrama ilustrado na
Figura 12 aponta as distinc¸o˜es entre alguns tipos de te´cnicas de segmentac¸a˜o utilizadas na a´rea de
Processamento Digital de Imagens (PDI) (Filho and Neto, 1999).
Figura 12: Diagrama das Te´cnicas de Segmentac¸a˜o de Imagens.
Fonte: Elaborado pela autora.
O desempenho do processo de segmentac¸a˜o esta´ diretamente relacionado a` extrac¸a˜o de
caracterı´sticas da imagem, no entanto, isso pode ser afetado por varia´veis como ruı´do, iluminac¸a˜o
na˜o controlada ou problemas relacionados a` aquisic¸a˜o da imagem.
2.5.1 Limiarizac¸a˜o
A limiarizac¸a˜o e´ a te´cnica de segmentac¸a˜o que consiste na ana´lise de todos os pixels que
compo˜em a imagem com o intuito de determinar se esta˜o especificados acima ou abaixo de um valor
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de limiar, ou seja, os pixels com intensidade acima do valor de limiar assumira˜o o nı´vel lo´gico 1,
ao passo que, os pixels com valores de intensidade abaixo do limiar, assumira˜o o nı´vel lo´gico 0.
O resultado desse processo e´ uma imagem binarizada com apenas dois nı´veis de intensidade, cujo
nı´vel ma´ximo representa o objeto e nı´vel mı´nimo representa o background da imagem.
g(x, y) =
 0, se f(x, y) ≤ T255, caso contra´rio (18)
em que T e´ o valor de limiar global, f(x, y) e´ o valor de intensidade da imagem monocroma´tica de
8-bits e g(x, y) o valor de intensidade da imagem binarizada.
Esta te´cnica de binarizac¸a˜o e´ denominada de limiarizac¸a˜o global, pois apresenta apenas um
valor de limiar em toda imagem. A escolha do limiar e´ uma tarefa de extrema importaˆncia, uma vez
que seu valor pode afetar diretamente a detecc¸a˜o do objeto. Existem diversas te´cnicas de ana´lise
de histogramas com o intuito de achar o melhor valor que separe as duas classes, no entanto, nem
sempre e´ possı´vel empregar este tipo de ana´lise, pois a imagem pode conter ruı´dos que dificultam
essa estimativa.
De acordo com Pedrini and Schwartz (2008) na˜o e´ recomendado o uso da limiarizac¸a˜o
global em casos cuja imagem apresente grandes variac¸o˜es entre os nı´veis de cinza do objeto e do
fundo da imagem provocadas pela iluminac¸a˜o na˜o-uniforme, problemas durante a aquisic¸a˜o ou
outros fatores.
A alternativa mais apropriada nessas circunstaˆncias e´ o uso da limiarizac¸a˜o local. Nesta
te´cnica sa˜o definidos diferentes valores de limiar para cada regia˜o da imagem, tornando o processo
de segmentac¸a˜o mais flexı´vel as condic¸o˜es na˜o-uniformes de iluminac¸a˜o. A selec¸a˜o do valor de
limiar local pode ser associado aos valores da me´dia, mediana, desvio padra˜o ou a outras func¸o˜es
de uma vizinhanc¸a local. A Equac¸a˜o 19 descreve o processo de limiarizac¸a˜o local por treˆs me´todos
distintos, pelo valor da me´dia, mediana e a me´dia dos valores ma´ximos e mı´nimos, respectivamente.
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T = Mediav(p)
T = Medianav(p)
T =
minv(p) +maxv(p)
2
(19)
em que v representa a vizinhanc¸a local ao ponto p da imagem.
O tamanho da vizinhanc¸a e´ um paraˆmetro que deve ser informado a` func¸a˜o de limiarizac¸a˜o
local e deve ser escolhido um tamanho grande o suficiente para conter partes do objeto e do fundo
da imagem, por outro lado, uma janela muito grande na˜o e´ capaz de fornecer valores de limiar
adequados para imagens com iluminac¸a˜o na˜o-uniforme.
2.6 K-means
O algoritmo K-means ou K-me´dias e´ um me´todo de clustering iterativo que visa agrupar
elementos em k grupos pre´-determinados. Foi desenvolvido por MacQueen (1967) e atualmente faz
parte dos algoritmos de Machine Learning com aprendizagem na˜o supervisionada, sendo assim, o
K-means e´ aplicado em diversas a´reas do conhecimento.
O algoritmo possui duas fases. Na primeira fase sa˜o calculados os centroides de cada grupo
e na segunda fase, cada ponto pertencente ao conjunto de dados e´ alocado no grupo mais pro´ximo
de acordo com o ca´lculo da distaˆncia Euclidiana me´dia entre o centroide e o respectivo ponto.
Apo´s o agrupamento, novos valores de centroides sa˜o calculados ate´ que a distaˆncia me´dia entre os
pontos de cada grupo seja minimizada.
No campo da visa˜o computacional, o K-means pode ser utilizado na segmentac¸a˜o de ima-
gens em tons de cinza. Considerando o conjunto de pixels que formam uma imagem como o
conjunto de dados inicial do algoritmo, o agrupamento e´ realizado a partir dos valores dos cen-
troides que representam um nı´vel de intensidade luminosa na imagem. A priori sa˜o definidas as
quantidades de grupos, ou seja, em quantos segmentos a imagem sera´ dividida, em seguida, para
cada pixel da imagem e´ calculada a distaˆncia d entre o centro e cada pixel da imagem.
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Seja p(x,y) o pixel que sera´ agrupado em um ck centroide, esta distaˆncia e´ obtida pela
relac¸a˜o:
d = ‖p(x, y)− ck‖ . (20)
Os pixels sa˜o atribuı´dos a um centroide com base no ca´lculo da distaˆncia d. Na iterac¸a˜o
seguinte sa˜o calculadas novas posic¸o˜es para os centroides:
ck =
1
k
∑
yck
∑
xck
p(x, y). (21)
2.7 Detecc¸a˜o de Cores
O processamento de imagens coloridas e´ uma importante tarefa da a´rea de processamento
digital de imagens, pois em alguns casos a identificac¸a˜o de um objeto so´ pode ser realizada diante
da detecc¸a˜o da cor.
As imagens digitais coloridas sa˜o representadas em um espac¸o de cor, sendo o mais comum
o RGB, composto pelos canais de cores prima´rias vermelho, azul e verde, respectivamente. Esse
padra˜o de cor e´ um dos mais utilizados devido a compatibilidade com a maioria dos hardwares e
tambe´m com o olho humano que e´ mais receptivo para enxergar a combinac¸a˜o de cores prima´rias.
As imagens coloridas sa˜o formadas pela junc¸a˜o de treˆs componentes de imagem de 8 bits,
sendo assim, uma imagem RGB e´ um trio de valores (R,G,B) com uma profundidade de 24 bits e
com capacidade de representac¸a˜o de ate´ (28)3 = 16.777.216 cores (Gonzalez and Woods, 2010).
Na Figura 13 e´ ilustrado a decomposic¸a˜o de uma imagem RGB em seus treˆs canais de
cores. Na Figura 13(a) tem-se uma imagem no espac¸o de cor RGB, na sequeˆncia os canais azul na
Figura 13(b), verde na Figura 13(c) e vermelho na Figura 13(d).
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Figura 13: Decomposic¸a˜o dos canais de cores. (a) Imagem colorida no espac¸o de cor RGB. (b)
Canal Azul da Imagem. (c) Canal Verde da Imagem. (d) Canal Vermelho.
(a) (b)
(c) (d)
Fonte: Gonzalez and Woods (2010).
Apesar do padra˜o de cor RGB apresentar uma se´rie de vantagens, na maioria das aplicac¸o˜es
envolvendo a detecc¸a˜o de cor de uma imagem e´ preciso realizar converso˜es para outros padro˜es de
cores. Isso acontece porque a interpretac¸a˜o humana das cores na˜o e´ feita a partir da associac¸a˜o de
porcentagem das cores prima´rias.
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2.7.1 Espac¸o de Cor HSV
O espac¸o de cor HSV e´ formado por treˆs componentes, sa˜o eles a matiz (Hue), a saturac¸a˜o
(Saturation) e o brilho (Value). A matiz e´ referente a cor pura, a saturac¸a˜o e´ a medida de diluic¸a˜o de
uma cor pura por luz branca e o brilho e´ uma varia´vel subjetiva que indica a quantidade de brilho
na imagem (Gonzalez and Woods, 2010). O fato de ter uma varia´vel capaz de representar a cor
pura, faz com que o padra˜o de cor HSV seja um dos mais utilizados em algoritmos de detecc¸a˜o de
cor.
A Figura 14 ilustra o espac¸o de cor HSV. A matiz e´ representada pelo disco superior do
cilindo HSV, seus valores variam de 0◦ a 360◦, podendo ser normalizados entre 0% e o 100%.
Cada fatia do disco representa uma cor arbitra´ria. O comprimento do vetor horizontal S indica
a saturac¸a˜o que varia em uma faixa entre 0% e 100%, da mesma forma o comprimento do vetor
vertical V indica o brilho da cor que tambe´m varia entre 0% e 100%.
Figura 14: Espac¸o de Cor HSV.
Fonte: Su et al. (2011).
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2.8 Equalizac¸a˜o de Histograma
A equalizac¸a˜o de histograma e´ realizada a partir uma func¸a˜o de transformac¸a˜o que tem
como objetivo ajustar a distribuic¸a˜o dos pixels de uma imagem, distribuindo-os uniformemente ao
longo da escala de nı´veis de intensidade (Gonzalez and Woods, 2006).
Por definic¸a˜o, um histograma de uma imagem indica o nu´mero de pixels contidos em um
determinado nı´vel de cor (para imagens coloridas) ou nı´vel de cinza no intervalo [0, L−1], em que
L indica a quantidade de nı´veis de intensidade. Quando os valores do histograma sa˜o normalizados
e´ possı´vel afirmar estatisticamente qual a probabilidade de incideˆncia do pixel nk no k-e´simo valor
de intensidade rk.
pr(rk) =
nk
MN
, k = 0, 1, 2, 3, ...L− 1, (22)
em que MN e´ o nu´mero total de pixels da imagem, portanto, o gra´fico de pr(rk) em relac¸a˜o ao
valores de rk e´ definido como histograma normalizado.
A equalizac¸a˜o de histograma e´ visto como uma operac¸a˜o de transformac¸a˜o global com r
representando os valores de intensidade da imagem de entrada, de modo que r = 0 representa o
preto e r = L− 1 representa o branco,
s = T (r), 0 ≤ r ≤ L− 1, (23)
dessa forma, a imagem resultante desse processo sera´ obtida pelo mapeamento de cada pixel da
imagem de entrada com nı´vel de intensidade rk em um pixel correspondente de nı´vel sk
sk = T (rk) = (L− 1)
k∑
j=0
pr(rj) =
(L− 1)
MN
k∑
j=0
nj. (24)
Existe uma relac¸a˜o entre o histograma e o contraste da imagem. Os histogramas com
apareˆncia mais concentrada em uma pequena faixa de intensidades, representam imagens com
baixo contraste, ou seja, o realce tambe´m e´ baixo, uma vez que na˜o existe uma transic¸a˜o ta˜o mar-
cante nas bordas das imagens.
A Figura 15 ilustra a te´cnica de equalizac¸a˜o de histograma. Na Figura 15 (a) e´ ilustrada
uma imagem de baixo contraste e seu respectivo histograma (Figura 15 (b)) onde e´ possı´vel obser-
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var uma frequeˆncia de distribuic¸a˜o em uma pequena faixa de nı´veis de cinza, resultando em uma
imagem com uma apareˆncia cinza, desbotada e sem brilho. Apo´s a equalizac¸a˜o, a Figura 15 (c)
ilustra um contraste mais acentuado, onde nota-se uma riqueza maior de detalhes na imagem. Na
Figura 15 (d) e´ ilustrado uma distribuic¸a˜o mais uniforme dos pixels ao longo do histograma.
Figura 15: Equalizac¸a˜o de Histograma. (a) Imagem com baixo contraste. (b) Histograma da ima-
gem de baixo contraste. (c) Imagem apo´s a Equalizac¸a˜o do Histograma. (d) Histograma Equali-
zado.
(a) (b)
(c) (d)
Fonte: Elaborado pela autora.
A equalizac¸a˜o de histograma pode ser classificada como uma te´cnica de transformac¸a˜o
global utilizada como pre´-processamento em imagens capturadas com diferentes condic¸o˜es de
iluminac¸a˜o. No entanto, o realce de contraste pela equalizac¸a˜o do histograma apresenta algumas
limitac¸o˜es, sobretudo em imagens com muitas regio˜es claras e escuras. Nestes casos, a equalizac¸a˜o
local de histograma e´ mais indicada.
A equalizac¸a˜o local de histograma (AHE, do ingleˆs, Adaptive Histogram Equalization) con-
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siste em calcular va´rios histogramas para cada regia˜o da imagem visando redistribuir os valores de
luminosidade na imagem de forma mais uniforme. No entanto, essa te´cnica tende a acentuar ruı´dos
em regio˜es homogeˆneas. Para evitar esse tipo de efeito, aplica-se a limitac¸a˜o de contraste, resul-
tando na te´cnica de Equalizac¸a˜o Local de Histograma Limitada por Contraste (CLAHE, do ingleˆs,
Contrast Limited Adaptive Histogram Equalization).
O algoritmo CLAHE e´ uma versa˜o aprimorada do algoritmo AHE, pois com a limitac¸a˜o
de contraste e´ possı´vel atenuar os ruı´dos em regio˜es homogeˆneas provocados pela AHE. Regio˜es
homogeˆneas sa˜o identificadas no histograma como picos em uma curta faixa de nı´veis de intensi-
dade, portanto, limitar o contraste, em termos pra´ticos, e´ limitar estas regio˜es do histogramas com
o chamado clip limit ou limitac¸a˜o de pico (Zuiderveld, 1994). Os pixels que estavam acima dessa
limitac¸a˜o sa˜o redistribuı´dos em todo o histograma para manter a contagem total do histograma.
2.9 Momentos Invariantes
Os momentos invariantes teˆm sido utilizado em aplicac¸o˜es de detecc¸a˜o de objetos e sua
principal vantagem e´ a invariaˆncia a` rotac¸a˜o, translac¸a˜o e escala. Esses podem ser calculados pelo
me´todo inicialmente proposto por Hu (1962), que consiste em extrair caracterı´sticas geome´tricas
de um objeto presente na imagem binarizada.
Apo´s ressaltar os objetos de interesse na imagem por meio da segmentac¸a˜o, e´ realizado o
ca´lculo dos momentos da imagem para localizar o centroide dos objetos. Um momento padra˜o
ou regular e´ invariante a` translac¸a˜o e permite o ca´lculo da a´rea e do centroide de um objeto. O
momento de ordem (p+ q) de imagens f(x, y) e´ definidos conforme a Equac¸a˜o 25.
Mpq =
nx∑
1
ny∑
1
xpyqf(x, y) (25)
Os valores de nx e ny representam a largura e altura da imagem respectivamente, enquanto
f(x, y) e´ a intensidade do pixel da imagem binarizada que assume apenas dois valores 0 ou 1. Desta
forma, o momento M00 corresponde a` a´rea do objeto na imagem.
M00 =
nx∑
1
ny∑
1
x0y0f(x, y) =
nx∑
1
ny∑
1
f(x, y) (26)
O momento de ordem p = 1 e q = 0 fornece o somato´rio das coordenadas no eixo x,
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enquanto que o momento de ordem p = 0 e q = 1 fornece o somato´rio de todas as coordenadas
do eixo y. Dividindo estes momentos pela a´rea do objetos, obte´m-se o ponto correspondente ao
centroide.
x =
M10
M00
y =
M01
M00
(27)
A coordenada (x¯, y¯) corresponde ao centroide do objeto-alvo que deve ser convertido para
o sistema de coordenadas de mundo e posteriormente enviado ao manipulador robo´tico.
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3 Revisa˜o Bibliogra´fica
Muitos trabalhos veˆm adotando te´cnicas para detecc¸a˜o automa´tica dos objetos presentes em
uma cena, a partir de sistemas de VM. Este Capı´tulo traz uma breve introduc¸a˜o aos conceitos de
detecc¸a˜o de objetos e calibrac¸a˜o de caˆmeras, em seguida, e´ realizada uma descric¸a˜o das recentes
pesquisas apresentadas pela comunidade cientı´fica voltadas a` aplicac¸a˜o de algoritmos de VC em
tarefas que auxiliam manipuladores robo´ticos industriais na detecc¸a˜o de pec¸as.
3.1 Considerac¸o˜es Iniciais
As atividades de pick-and-place5 executadas por roboˆs dotados de VM veˆm sendo cada vez
mais adotadas em func¸a˜o do aumento na produtividade e flexibilidade nas operac¸o˜es, uma vez que
e´ possı´vel reconhecer automaticamente diferentes objetos presentes em uma cena, informar as res-
pectivas posic¸o˜es e orientac¸o˜es ao manipulador robo´tico sem que haja necessidade da intervenc¸a˜o
humana (Liu et al., 2012).
De acordo com Vernon (1991), um sistema de VM e´ composto por uma ou mais caˆmeras,
sistema de iluminac¸a˜o, hardware, software e uma interface de comunicac¸a˜o com o roboˆ industrial
ou algum outro dispositivo que atue diretamente no meio fı´sico. No campo da automac¸a˜o indus-
trial, os sistemas de VM atuam essencialmente como sensores indiretos, substituindo os limitados
sensores de posic¸a˜o na detecc¸a˜o de objetos.
As te´cnicas de detecc¸a˜o podem ser classificadas em detecc¸a˜o 2D e 3D. A primeira se refere a
detecc¸a˜o de objetos em um plano bidimensional. Utilizando apenas uma caˆmera esta´tica e´ possı´vel
informar as coordenadas cartesianas (x, y) de determinado alvo, no entanto, o sistema se torna
limitado na detecc¸a˜o de objetos de diferentes alturas. Portanto, os sistemas tridimensionais utilizam
duas caˆmeras ou uma caˆmera associada a um sensor capaz de fornecer a noc¸a˜o de profundidade
para estimar a altura dos objetos.
Contudo, a precisa˜o com que o roboˆ captura o objeto-alvo esta´ diretamente ligada a calibrac¸a˜o
da caˆmera que e´ responsa´vel pela correc¸a˜o da distorc¸a˜o provocada pelas lentes, ale´m da conversa˜o
do sistema de coordenadas da imagem dado em pixel para o sistema de coordenadas de mundo6, ge-
5Pick and Place e´ um termo utilizado na a´rea robo´tica que faz refereˆncia ao movimento de capturar um objeto em
determinada posic¸a˜o e posteriormente transporta´-lo, alocando em outra posic¸a˜o.
6Coordenada de mundo e´ um termo utilizado em Visa˜o Computacional para referir-se a`s coordenadas cartesianas
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ralmente dado em milı´metros. Portanto, Davies (2012) afirma que a calibrac¸a˜o de caˆmeras permite
que os sistemas de VC extrapolem a capacidade da visa˜o humana, pois com uma caˆmera correta-
mente calibrada e´ possı´vel realizar medic¸o˜es com uma precisa˜o superior aos sistemas naturais de
visa˜o.
A calibrac¸a˜o da caˆmera pode ser divida em duas principais etapas, a primeira busca modelar
a projec¸a˜o da imagem por meio de um conjunto de paraˆmetros, enquanto a segunda busca estimar
esses paraˆmetros por me´todos diretos ou indiretos (Zhang, 2004). Normalmente os pontos que se
deseja identificar na imagem pertencem a um padra˜o de calibrac¸a˜o e estes devem ser detectados
com alta precisa˜o para fornecer paraˆmetros confia´veis.
3.2 Sistemas de VM em atividades de Pick-and-Place
Em Gao et al. (2016) e´ desenvolvido um sistema de posicionamento baseado em visa˜o
monocular responsa´vel pela detecc¸a˜o de baterias. O trabalho faz uso da arquitetura composta por
uma caˆmera CCD fixada acima da superfı´cie na qual as baterias sa˜o alocadas, um manipulador
robo´tico industrial de 6 graus de liberdade e um controlador DSP TMS3206748 e FPGA conectados
pelo barramento EMIFA bus. Os autores realizam a etapa de calibrac¸a˜o automa´tica da caˆmera
utilizando a te´cnica eye-to-hand. Em seguida, Gao et al. (2016) eliminam a distorc¸a˜o presente na
imagem para melhorar a precisa˜o do sistema e aplicam te´cnicas de pre´-processamento como filtro
gaussiano e equalizac¸a˜o de histograma. Na fase de detecc¸a˜o do objeto, e´ realizada a segmentac¸a˜o da
imagem por limiarizac¸a˜o e posteriormente a morfologia matema´tica para melhorar a a´rea detectada.
Os resultados indicam uma precisa˜o com incerteza de 1 milı´metro nos eixos X e Y e desvio de
aˆngulo menor que 1 grau.
Xia and Weng (2016) abordam a aplicac¸a˜o de um sistema de visa˜o monocular em tarefas
de pick-and-place. Neste caso, o algoritmo identifica objetos de diferentes formatos geome´tricos,
realiza o processamento das imagens em um computador convencional e envia os resultados acerca
das coordenadas dos objetos-alvo ao controlador do manipulador robo´tico. Inicialmente e´ realizada
a calibrac¸a˜o da caˆmera pelo me´todo de Zhang (2000), utilizando um plano de calibrac¸a˜o similar ao
tabuleiro de xadrez, 17 imagens sa˜o capturadas para estimar os paraˆmetros intrı´nsecos da caˆmera.
O algoritmo de VC e´ dividido em treˆs etapas: extrac¸a˜o de contornos, reconhecimento de forma e
de pontos no espac¸o
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localizac¸a˜o e captura. Na primeira etapa e´ realizada a captura da imagem, em seguida, aplica-se o
detector de borda Canny. Na etapa seguinte, o autor adota um novo me´todo para reconhecimento
da forma dos objetos, baseado na transformada de Hough probabilı´stica e no me´todo Freeman.
Desta forma, e´ possı´vel identificar triaˆngulos, quadrados, penta´gonos e objetos de cantos arredon-
dados. Na etapa final, e´ realizada a transformac¸a˜o dos sistemas de coordenadas e as coordenadas
bariceˆntricas dos objetos detectados sa˜o enviados ao controlador.
Para validar o trabalho, Xia and Weng (2016) compararam o me´todo de Hough-Freeman
com o me´todo de reconhecimento baseado em Momentos invariantes e Momento Zernike e con-
cluem que o me´todo Hough-Freeman possui uma acura´cia mais elevada, no entanto, para objetos
com cantos arredondados e´ necessa´rio uma otimizac¸a˜o adicional.
O trabalho de Lin et al. (2016) tambe´m aborda o desenvolvimento de um sistema de detecc¸a˜o
de pec¸as geome´tricas, no entanto, fornece na saı´da as coordenadas 3D dos objetos, baseado no con-
ceito de visa˜o este´reo. A arquitetura do sistema e´ composta por duas caˆmeras fixadas no topo de
uma plataforma, capturando simultaneamente duas imagens em aˆngulos distintos. Os autores utili-
zam sistematicamente treˆs principais aspectos acerca do sistema de detecc¸a˜o proposto: a calibrac¸a˜o
do sistema de VM que consiste na calibrac¸a˜o da caˆmera, calibrac¸a˜o este´reo e calibrac¸a˜o hand-eye,
o reconhecimento dos objetos e as transformac¸o˜es de coordenadas. A calibrac¸a˜o da caˆmera tem o
objetivo de identificar paraˆmetros intrı´nsecos, extrı´nsecos e os coeficientes de distorc¸a˜o, neste caso
adotou-se o me´todo de Zhang (2000) empregado pela biblioteca OpenCV. A calibrac¸a˜o este´reo
consiste na relac¸a˜o entre a imagem capturada pela caˆmera esquerda com a imagem capturada pela
caˆmera direita, por fim, encontra-se a matrix de transformac¸a˜o relacionando o plano da imagem
com o plano do roboˆ. A detecc¸a˜o dos objetos e´ realizada utilizando o me´todo de detecc¸a˜o blob e
para objetos cu´bicos, tambe´m e´ feita a detecc¸a˜o dos pontos relativos as 4 arestas da face superior,
logo, e´ possı´vel informar a orientac¸a˜o destes objetos com o intuito de rotacionar a garra para a
captura destas pec¸as.
Kim et al. (2017) desenvolvem em seu trabalho um sistema de VM baseado no reconhe-
cimento dinaˆmico de objetos com diferentes formas, posic¸o˜es, distaˆncias, ale´m de na˜o apresentar
restric¸o˜es quanto as condic¸o˜es de iluminac¸a˜o externa. O reconhecimento dinaˆmico de objetos e´ re-
alizado de treˆs formas: localizac¸a˜o randoˆmica de diferentes tipo de objetos a partir de uma caˆmera
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de alta resoluc¸a˜o, Visual Servoing7 e detecc¸a˜o a partir de visa˜o este´reo de objetos empilhados na
estrutura bin picking8.Um cena´rio composto por va´rias caˆmeras, sistema de iluminac¸a˜o, um mini-
transportador para movimentar os objetos nas tarefas de detecc¸a˜o dinaˆmica (rastreamento), ale´m
de um sensor laser para a detecc¸a˜o da distaˆncia dos objetos foi elaborado. A selec¸a˜o do tipo de
caˆmera e do tipo de iluminac¸a˜o e´ realizada inicialmente de acordo com a atividade proposta.
Os autores ressaltam que a detecc¸a˜o de objetos de diferentes tipos de materiais afetam a
acura´cia do sistema, pois determinados materiais afetam o comportamento dos detectores de borda
e incorporam distorc¸o˜es a` imagem. Neste sentido, e´ proposto a associac¸a˜o de te´cnicas adaptati-
vas como a binarizac¸a˜o local adaptativa e o filtro de diferenc¸a de gaussianas (DoG), enquanto a
binarizac¸a˜o local adaptativa e´ usada para preservar as caracterı´sticas de um objeto que esta´ sob
condic¸o˜es irregulares de iluminac¸a˜o e para extrair caracterı´sticas das bordas da imagem, o filtro
DoG apresenta melhores resultados em situac¸o˜es nas quais o objeto tem baixo contraste devido a
efeitos da iluminac¸a˜o. Caracterı´sticas locais presentes nos objetos como sı´mbolos ou co´digos de
barras sa˜o utilizadas como pontos de refereˆncia para a identificac¸a˜o dos objetos passados para o
extrator de caracterı´sticas que usa redes neurais com backpropagation modificado.
Por fim, para estimar a posic¸a˜o dos objetos, aplica-se a transformada de Hough na detecc¸a˜o
das linhas que compo˜em os objetos e conclui-se que o erro na etapa de treinamento para o reconhe-
cimento dos objetos e´ de 0%; na fase de testes o erro subiu para 2,2%.
3.3 Visa˜o Computacional utilizando Raspberry Pi
O termo Visa˜o Embarcada (Embedded Vision) e´ utilizado para caracterizar aplicac¸o˜es de
VM que sa˜o processadas por dispositivos embarcados. O crescente poder computacional dos SBCs
aliado ao seu baixo custo, esta´ fazendo como que estes dispositivos sejam imersos cada vez mais
no contexto industrial.
Em Nair et al. (2017) e´ utilizado o Raspberry Pi 3 como uma IPU (Image Processing Units),
ou seja, um dispositivo dedicado ao processamento de imagens. Os autores apontam uma se´rie de
vantagens no crescente uso dos SBCs tais como portabilidade e baixo consumo de energia quando
comparados com PCs, ale´m da facilidade na programac¸a˜o quando comparado com dispositivos
7Visual Servoing e´ um termo da a´rea de VM que significa o controle de movimentac¸a˜o robo´tica por meio da resposta
do sistema de visa˜o
8bin picking e´ o nome da te´cnica utilizada na captura randoˆmica de objetos que esta˜o dentro de uma caixa
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embarcados como um DSP, que exige uma programac¸a˜o mais pro´xima ao nı´vel de hardware. Nair
et al. (2017) concluem que o IPU baseado na Raspberry Pi possui uma alta precisa˜o na detecc¸a˜o e
no rastreamento de objetos.
Na literatura e´ possı´vel encontrar o RPi envolvido no processamento de algoritmos mais
robustos. Em Yahya Nikouei et al. (2018) e´ implementada uma rede neural convolucional leve
(L-CNN) para a detecc¸a˜o de seres humanos em tempo real a partir de caˆmeras de vigilaˆncia. A
L-CNN possui uma baixa sobrecarga na etapa de pre´-processamento o que a torna mais adequada
para dispositivos com processamento limitado. Os autores analisam diferentes algoritmos de Ma-
chine Learning para detecc¸a˜o de seres humanos em tempo real e compararam paraˆmetros como a
quantidade de FPS (frames por segundo), a taxa de processamento da CPU, o consumo de memo´ria
e a taxa de valores falso-positivos (FPR) para medir o desempenho de cada algoritmo no RPi. Estes
valores sa˜o descritos na Tabela 1.
Tabela 1: Desempenho em FPS, CPU, Memo´ria Utilizada e Taxa Me´dia de Valores Falso-Positivos
(FPR%).
Algoritmos FPS CPU (%) Memo´ria (MB) FPR(%)
Haar Cascaded 1,82 76,9 111,6 26,3
HOG + SVM 0,30 93,0 139,3 14,5
SSD GoogleNet 0,39 84,7 320,4 5,3
L-CNN 1.79 75,7 122,5 6,6
O algoritmo L-CNN e´ o segundo melhor em termos de velocidade e obteve uma taxa de
falsos positivos baixa. E´ possı´vel processar quase dois frames por segundo utilizando a arquitetura
de rede neural convolucional proposta com o consumo de memo´ria treˆs vezes menor que o SSD
GoogleNet. Ale´m disso, devido ao menor nu´mero de filtros em cada camada, a L-CNN obteve um
menor tempo de processamento que a GoogleNet.
Este trabalho elucida o comportamento da RPi no processamento de algoritmos robustos
de Machine Learning e conclui que com a rede L-CNN e´ possı´vel processar quase 2 frames por
segundo, afirmando o sistema embarcado como uma possı´vel soluc¸a˜o para problemas de detecc¸a˜o
de pessoas em tempo real utilizando caˆmeras de seguranc¸a.
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3.4 Discusso˜es do Capı´tulo
Os trabalhos apresentados nesse Capı´tulo foram divididos em dois principais eixos. O pri-
meiro eixo agrupa trabalhos que envolvem o desenvolvimento de algoritmos de VC para auxiliar
manipuladores robo´ticos industriais. Os trabalhos presentes no segundo eixo, tratam da aplicac¸a˜o
do RPi em problemas que envolvem VC.
Em Gao et al. (2016) e Xia and Weng (2016) sa˜o utilizadas caˆmeras fixas posicionadas
acima dos objetos-alvo, ambos os trabalhos na˜o utilizam sistemas de iluminac¸a˜o para atenuar os
efeitos da iluminac¸a˜o externa. A calibrac¸a˜o da caˆmera foi realizada com base no me´todo desenvol-
vido por Zhang (2000).
Os sistemas de visa˜o que utilizam apenas uma caˆmera fixa teˆm uma complexidade menor
quando comparados com sistemas com mais de uma caˆmera ou com um sensor extra, ou seja, os
sistemas monoculares demandam menos poder computacional dos hardwares. Em contrapartida,
as aplicac¸o˜es se tornam mais limitadas, pois na˜o e´ possı´vel realizar a detecc¸a˜o exata de objetos com
diferentes alturas.
Em Lin et al. (2016) e´ utilizado o conceito de visa˜o stereo baseado em duas caˆmeras fixas,
nesse caso, a calibrac¸a˜o e´ feita pelo me´todo conhecido como hand eye calibration e consiste na cap-
tura do padra˜o de calibrac¸a˜o pelo manipulador robo´tico. O roboˆ e´ responsa´vel pela movimentac¸a˜o
deste padra˜o enquanto as caˆmeras realizam as capturas. A partir das imagens capturadas, e´ aplicado
o me´todo de calibrac¸a˜o de Zhang (2000). Esse tipo de calibrac¸a˜o automatizada e´ a mais empre-
gada em linhas de montagem robotizadas que utilizam sistemas de VM, pois diminuem os erros
causados pelos seres humanos.
O trabalho de Nair et al. (2017) utiliza a RPi como hardware destinado ao processamento
de algoritmos de VC, ja´ em Yahya Nikouei et al. (2018) sa˜o aplicados algoritmos de aprendizagem
profunda para o rastreamento de pessoas. Essa atividade exige um maior poder computacional,
devido a complexidade de caracterı´sticas do objeto-alvo (seres humanos) como tambe´m pelo fato
do rastreamento de objetos ser uma atividade que requer uma resposta mais ra´pida do sistema de
visa˜o.
A esseˆncia desse me´todo aprendizagem de ma´quina esta´ baseada na aplicac¸a˜o de redes
neurais profundas, compostas por va´rias camadas convolucionais que extraem caracterı´sticas que
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compo˜em um objeto. As redes mais modernas possuem uma arquitetura mais leve, possibilitando
o uso dessa nova tecnologia em sistemas embarcados que dete´m um poder computacional mais
restrito.
Portanto, a escolha pela utilizac¸a˜o de um sistema embarcado permite que o sistema de VM
seja mais acessı´vel, uma vez que um minicomputador e´ compacto, leve e e´ capaz de realizar o
processamento de algoritmos de VC.
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4 Materiais e Me´todos
Este Capı´tulo tem como foco a descric¸a˜o dos materiais e me´todos utilizados nesta pesquisa,
justificando a sua aplicabilidade na soluc¸a˜o da problema´tica. O Capı´tulo encontra-se estruturado
nas Sec¸o˜es 4.1, na qual e´ apresentado o ambiente onde o sistema proposto esta´ localizado, em se-
guida, sa˜o apresentados na Sec¸a˜o 4.2 os materiais utilizados no desenvolvimento da pesquisa como
Raspberry Pi e o Manipulador Robo´tico Industrial, descritos na Subsec¸a˜o 4.2.1 e Subsec¸a˜o 4.2.2
respectivamente. Finalmente, aborda-se o desenvolvimento do algoritmo utilizado na calibrac¸a˜o da
caˆmera na Subsec¸a˜o 4.3.2 e na detecc¸a˜o dos objetos, descrito na Subsec¸a˜o 4.3.3.
4.1 Descric¸a˜o do Cena´rio
Esta Sec¸a˜o descreve o cena´rio de pesquisa e ana´lise deste trabalho. A Figura 16 ilustra
o manipulador robo´tico e o sistema de VM que encontram-se nas instalac¸o˜es do IFPB (Instituto
Federal de Educac¸a˜o Cieˆncias e Tecnologia da Paraı´ba) vinculados a uma bancada de manufatura
(Modular Production System - MPS) desenvolvida pela Festo Didatics.
O sistema proposto deve inferir a posic¸a˜o de objetos cilı´ndricos de mesma altura dispostos
aleatoriamente sobre uma plataforma meta´lica a partir de informac¸o˜es extraı´das de uma imagem.
Os cilindros possuem 40,1 mm de diaˆmetro e sa˜o posicionados em uma orientac¸a˜o fixa. Um vetor
contendo a posic¸a˜o cartesiana (x, y) dos objetos e´ enviado ao roboˆ que finalmente realiza captura e
armazenamento dos cilindros em uma posic¸a˜o pre´-definida.
A garra eletropneuma´tica acoplada ao roboˆ possui 42,1 mm de diaˆmetro de abertura. Em
virtude da sua geometria, apenas objetos cilı´ndricos podem ser capturados. Por causa do espac¸o
reduzido existente entre a abertura da garra e o diaˆmetro dos objetos a serem capturados, torna-
se necessa´rio que o sistema de VM atue corretamente a fim de evitar coliso˜es entre o roboˆ e a
pec¸a-alvo.
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Figura 16: Instalac¸o˜es do sistema de VM.
Fonte: Elaborado pela autora.
Em termos de arquitetura, o sistema VM pode ser dividido em dois nı´veis, conforme ilustra
a Figura 17(a). O nı´vel 0 (zero) e´ caracterizado pela zona dos sensores/atuadores: o mo´dulo PiCa-
mera como sensor e o manipulador robo´tico como atuador. No nı´vel 1 (um) ocorre o processamento
de informac¸o˜es: o RPi recebe as imagens capturadas pela PiCamera, realiza o processamento digi-
tal destas, obte´m as coordenadas da pec¸a alvo e envia um vetor de coordenadas para o controlador
do roboˆ processar e direcionar o brac¸o. A Figura 17(b) ressalta os elementos que compo˜em esse
cena´rio. Sa˜o eles: o sistema de VM, a plataforma onde as pec¸as cilı´ndricas sa˜o dispostas e o
manipulador robo´tico industrial.
54
Figura 17: Cena´rio de pesquisa. (a) Estrutura de comunicac¸a˜o: 1 - Roboˆ RV-2SD, 2 - Controlador
CR1DA-700, 3 - Raspberry Pi3, 4 - PiCamera V.1. (b) Posicionamento dos componentes: 1 -
Sistema Embarcado, 2 - Caˆmera, 3 - Pec¸a alvo, 4 - Plataforma, 5 - Roboˆ.
(a) (b)
Fonte: Elaborado pela autora.
4.2 Materiais
A presente Sec¸a˜o descreve as especificac¸o˜es do sistema embarcado Raspberry Pi e do Mani-
pulador Robo´tico Industrial Mitsubishi modelo RV-2SDB, apontados como os principais materiais
utilizados nesta pesquisa. O Raspberry Pi e´ o sistema embarcado que nesta aplicac¸a˜o encontra-se
encarregado de processar a imagem e comunicar-se com o roboˆ, informando as coordenadas do
centroide dos cilindros detectados. Embora o sistema de MV proposto esteja integrado ao ma-
nipulador RV-2SDB, e´ possı´vel realizar a comunicac¸a˜o com qualquer manipulador robo´tico que
disponha de comunicac¸a˜o Ethernet.
4.2.1 Raspberry Pi
A Raspberry Pi surgiu no Reino Unido no ano de 2012 com a sua primeira versa˜o conhe-
cida como Raspberry Pi 1 B, seguida do seu segundo modelo mais acessı´vel Raspberry 1 A, desde
enta˜o, estes dispositivos foram ficando cada vez mais populares e atualmente existem 4 principais
modelos de RPi no mercado, sa˜o eles Raspberry A, Raspberry B, Compute Module e Raspberry Pi
Zero (Figura 18). Esse crescimento vertiginoso ocorreu devido ao prec¸o acessı´vel e a grande co-
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munidade de estudantes, educadores, pesquisadores e desenvolvedores engajados na disseminac¸a˜o
desta tecnologia. O objetivo inicial da Raspberry Pi Foundation, empresa que desenvolve os RPis,
era criar um dispositivo com fins educacionais, o qual as crianc¸as pudessem utilizar como ferra-
menta no aprendizado de programac¸a˜o, no entanto, por ser um sistema embarcado bastante versa´til,
possibilitou o desenvolvimento de aplicac¸o˜es que va˜o desde o desenvolvimento de jogos, ate´ o uso
em sistemas de Visa˜o Computacional.
Figura 18: Principais Modelos de Raspberry Pi. (a) Raspberry Pi A+. (b) Raspberry Pi 3 B+. (c)
Rasperry Pi Zero W. (d) Raspberry Pi Compute Module.
(a) (b)
(c) (d)
Fonte: Adaptado do site da Raspberry Pi9
Os testes iniciais para a implementac¸a˜o do sistema de VM foram realizados com a Rasp-
berry Pi 2 B devido a disponibilidade desse dispositivo na Instituic¸a˜o, no entanto, a capacidade
desta plataforma na˜o supria as necessidades estabelecidas nesta pesquisa. Foram observados atra-
sos no envio de informac¸o˜es para o controlador do roboˆ RV-2SDB bem como eventuais travamen-
9 Disponı´vel em: <https://www.raspberrypi.org/products/>. Acesso em jul. 2017.
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tos, sobreaquecimentos e atrasos na exibic¸a˜o das imagens capturadas. Portanto, a Raspberry Pi 2
foi substituı´da pelo modelo mais recente lanc¸ado pela empresa Raspberry Pi Foundation.
A Raspberry Pi 3 B, foi lanc¸ada no mercado no ano de 2016 com funcionalidades bem mais
atrativas do que a versa˜o anterior. O sistema embarcado conta com um Sistema Operacional (SO)
Raspbian Stretch baseado no Debian, desenvolvido especificamente para esta plataforma embar-
cada, ale´m de memo´ria RAM (1GB), Wi-Fi 802.11 b/g/n (2.4GHz), Bluetooth 4.1 (BCM43438) e
o processador da Broadcom BCM2837 de 4 nu´cleos de 64 bits ARM Cortex-A53 a 1.2GHz, que
traz como GPU a VideoCore IV. Este novo processador traz um incremento de 33% na veloci-
dade de processamento e com va´rias melhorias de arquitetura, o que proporciona um aumento de
50-60% no desempenho face ao Raspberry Pi 2. Tambe´m possui 4 portas USB, Camera Serial In-
terface (CSI), Display Serial Interface (DSI), entrada para carta˜o micro SD, porta ethernet, saı´da de
a´udio e HDMI, e 40 pinos GPIO para conectar a placa a outros dispositivos (Foundation, 2016b).
O barramento CSI possibilita a conexa˜o direta com o mo´dulo de caˆmera (board-level ca-
mera) chamado de PiCamera com a GPU VideoCore IV. Desenvolvido pela empresa Raspberry
Pi Foundation, a PiCamera atualmente conta com duas verso˜es, a Camera Module V2 e a Pi Noir
Camera V2, em que a primeira e´ uma caˆmera CMOS de 8 megapixels e a segunda uma caˆmera in-
fravermelha de 8 megapixels, neste trabalho utilizou-se a PiCamera V2, conectada a` RPi via cabo
flat de 15 cm de comprimento da caˆmera ao barramento CSI, assim como ilustra na Figura 19.
Figura 19: Caˆmera PiCamera V2 conectada pelo barramento CSI ao Raspberry Pi.
Fonte: Elaborado pela Autora.
A caˆmera possui dimenso˜es de 25×209 mm, pesando 3 gramas, utiliza o sensor Sony
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IMX219 com resoluc¸a˜o de 8 megapixels, foco manualmente ajusta´vel, suporta os modos de vı´deo
1080p 30 fps, 720p 60 fps e VGA 90 fps, bem como captura de fotos com resoluc¸a˜o de ate´
3280×2464 pixels (Foundation, 2016a).
4.2.2 Manipulador Robo´tico Industrial
O roboˆ RV-2SDB e´ um brac¸o robo´tico industrial desenvolvido pela Mitsubishi possui 6
(seis) graus de liberdade, peso total de 19 kg, raio de alcance de 504 mm, repetibilidade de 0,02
mm, velocidade ma´xima de 4,4 m/s, encoder absoluto e drivers dotados de servo motores AC
(Alternating Current). Seu controlador, modelo CR1DA-700, e´ programado na linguagem de Melfa
Basic V, utilizando o ambiente de desenvolvimento Ciros.
O CR1DA-700 suporta treˆs tipos de comunicac¸a˜o ethernet: atrave´s de func¸o˜es de comunicac¸a˜o
do Controlador, por meio da func¸a˜o Data Link ou usando a func¸a˜o de controle externo em Tempo
Real. A primeira te´cnica normalmente e´ aplicada quando softwares ou hardwares proprieta´rios
especı´ficos precisam ser configurados para estabelecerem uma comunicac¸a˜o com o roboˆ, como por
exemplo o software CIROS Studio.
A comunicac¸a˜o em tempo real e´ utilizada quando aplicac¸o˜es externas necessitam contro-
lar o roboˆ sem haver interrupc¸o˜es ou atrasos. A te´cnica de comunicac¸a˜o ethernet definida para
controlar o roboˆ foi a Data Link. Neste protocolo de comunicac¸a˜o, dados de posic¸a˜o do brac¸o, por
exemplo, podem ser recebidos e enviados da RPi para o controlador atrave´s de um link estabelecido
utilizando os comandos de comunicac¸a˜o da linguagem Melfa Basic V.
A Data Link Ethernet TCP/IP possui um comportamento baseado em eventos, ou seja,
enquanto na˜o houver recebimento de dados pela entrada do canal de comunicac¸a˜o, o programa
interno permanecera´ em standby (Mitsubishi, 2011).
4.3 Me´todos
Nesta Sec¸a˜o sa˜o abordados os me´todos utilizados no desenvolvimento do algoritmo de
calibrac¸a˜o da caˆmera utilizando o tabuleiro de xadrez como padra˜o de calibrac¸a˜o bem como a
implementac¸a˜o do algoritmo de detecc¸a˜o dos objetos por meio da linguagem de programac¸a˜o
Python e bibliotecas como a OpenCV para o processamento de imagens, Numpy para o ca´lculo
matricial e Matplotlib para a exibic¸a˜o de gra´ficos e imagens.
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4.3.1 Bancos de Imagens
Os bancos de imagens utilizados nesta pesquisa foram feitos a partir da captura de imagens
pelo sistema de VM. Com a caˆmera posicionada acima da plataforma, foram capturadas imagens da
vista superior dos cilindros para que o algoritmo de detecc¸a˜o pudesse segmentar a a´rea da superfı´cie
superior do objeto.
Foram construı´dos cinco bancos de imagens para finalidades distintas. O primeiro banco
e´ referente a um conjunto de 30 imagens contendo o padra˜o de calibrac¸a˜o xadrez em diferentes
orientac¸o˜es. Essas imagens compo˜em o conjunto de entrada do algoritmo de calibrac¸a˜o.
Para a construc¸a˜o do padra˜o de calibrac¸a˜o, foi impresso em uma impressora a` laser nas
dimenso˜es de uma folha A4, a imagem do tabuleiro de xadrez com nove linhas e seis colunas qua-
driculadas esta´ disponibilizada no reposito´rio da OpenCV (Documentation, 2018) cuja resoluc¸a˜o e´
1830 × 1330. Em seguida essa imagem foi fixada em uma superfı´cie meta´lica para garantir que
todos os pontos do padra˜o de calibrac¸a˜o seriam coplanares.
Na Figura sa˜o ilustradas quadro das 30 imagens que constituem o banco de calibrac¸a˜o. As
linhas e pontos coloridos marcados no padra˜o de calibrac¸a˜o indicam que os pontos detectados pelo
algoritmo de calibrac¸a˜o e suas conexo˜es.
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Figura 20: Banco das Imagens de Calibrac¸a˜o
Fonte: Elaborado pela Autora
O segundo banco e´ um conjunto de 21 imagens com resoluc¸a˜o 800× 480 pixels no formato
PNG, contendo os cilindros de tampa preta em diferentes condic¸o˜es de iluminac¸a˜o. O objetivo da
criac¸a˜o desse banco e´ testar os diferentes algoritmos de detecc¸a˜o e avaliar o que melhor se adapta
em condic¸o˜es de iluminac¸a˜o varia´veis. O terceiro banco e´ composto pela mesma quantidade de
imagens do banco anterior, no entanto, e´ referente as imagens dos cilindros de tampa colorida.
Empregou-se a mesma metodologia na captura destas imagens.
O quarto banco de imagens armazena 21 imagens dos cilindros com tampas pretas, as ima-
gens esta˜o no formato RAW com resoluc¸a˜o de 3280 × 2464 pixels e um tamanho de 14 Mb. Esse
banco foi criado para a realizac¸a˜o de testes que visam minimizar o erro do sistema de VM, pois ao
aumentar a quantidade de pixels que representam a mesma cena na imagem, significa diminuir a
resoluc¸a˜o milı´metro/pixel.
Por fim, criou-se o banco de imagens para testes de repetibilidade. O teste de repetibilidade
avalia o grau de variabilidade de um sistema dadas as mesmas condic¸o˜es de entrada, em outras pala-
vras, o objetivo e´ avaliar se o sistema de VM apresenta em sua saı´da grandes variac¸o˜es na detecc¸a˜o
e localizac¸a˜o dos objetos diante de um conjunto de imagens capturadas sob as mesmas condic¸o˜es.
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Foram capturadas 25 imagens sequencialmente para minimizar as diferenc¸as de iluminac¸a˜o entre
uma imagem e outra.
Para esse teste, desenvolveu-se um proto´tipo impresso em 3D cuja base tinha as mesmas
dimenso˜es da plataforma detectada e sobre esta base foram impressos nove cilindros com as mes-
mas dimenso˜es dos objetos alvo de captura do sistema de VM. Essa pec¸a e´ posicionada acima da
plataforma que fica abaixo da caˆmera e enta˜o as imagens sequenciais sa˜o capturadas.
4.3.2 Algoritmo de Calibrac¸a˜o da Caˆmera
Neste trabalho foram implementados dois algoritmos, sendo o primeiro responsa´vel pela
calibrac¸a˜o da caˆmera e o ca´lculo da matriz de homografia, enquanto o segundo e´ destinado a`
detecc¸a˜o de objetos posicionados sobre a plataforma de trabalho. Na Figura 21 e´ ilustrado o fluxo-
grama adotado para a implementac¸a˜o do algoritmo de calibrac¸a˜o.
A calibrac¸a˜o e´ uma atividade que deve ser realizada periodicamente ou quando houver
problemas de deslocamento da caˆmera em relac¸a˜o a plataforma de trabalho. Desse modo, uma vez
adquiridos os coeficientes de calibrac¸a˜o, na˜o sera´ mais necessa´rio que essa etapa seja novamente
executada.
A primeira etapa consiste em carregar o banco de imagens de calibrac¸a˜o, um conjunto
com 30 imagens com uma resoluc¸a˜o de 800 × 480 pixels com o formato PNG (Portable Network
Graphics). Apo´s a leitura das imagens, duas matrizes responsa´veis por armazenar as coordenadas
planares dos pontos de refereˆncia e suas respectivas projec¸o˜es, sa˜o inicializadas.
Para detectar as projec¸o˜es dos pontos de refereˆncia na imagem, aplica-se a func¸a˜o nativa da
biblioteca OpenCV, que adota uma estrate´gia baseada em detecc¸a˜o de cantos por meio de sucessivas
avaliac¸o˜es da imagem. Esta func¸a˜o recebe como paraˆmetros iniciais as imagens contendo o padra˜o
de calibrac¸a˜o e o nu´mero de pontos de refereˆncia, que nesse caso sa˜o 54 pontos, pois o padra˜o de
calibrac¸a˜o possui 9 colunas por 6 linhas.
Inicialmente o algoritmo a transforma a imagem que encontra-se no padra˜o de cor RGB
para uma imagem em tons de cinza e em seguida realiza uma binarizac¸a˜o adaptativa seguido de uma
extrac¸a˜o de contornos, ajuste de polı´gonos para identificar quais dos contornos sa˜o quadrila´teros
e por ultimo retorna em sua saı´da um conjunto de pontos detectados. Para melhorar a precisa˜o e´
empregado um algoritmo de subpixel capaz de informar as coordenadas dos pontos detectados na
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Figura 21: Fluxograma do Algoritmo Proposto.
Fonte: Elaborado pela autora.
imagem com uma resoluc¸a˜o de treˆs casas decimais.
O tamanho da aresta dos quadrila´teros e´ 25,4 mm, ou seja, a matriz que armazena as co-
ordenadas dos pontos de refereˆncia e´ do tipo Pw = [ (0 0), (25, 4 0), (50, 8 0)...], logo, com as
duas matrizes de coordenadas e´ possı´vel identificar os paraˆmetros intrı´nsecos, extrı´nseco e coefici-
entes de distorc¸a˜o utilizando o modelo matema´tico caˆmera pinhole para estimar esses valores. Os
paraˆmetros intrı´nsecos e coeficientes de distorc¸a˜o sa˜o fixos e devera˜o ser alterados caso a caˆmera
seja trocada, enquanto os paraˆmetros extrı´nsecos sa˜o diferentes para cada orientac¸a˜o distinta do
padra˜o de calibrac¸a˜o em relac¸a˜o a` caˆmera fixa. A Tabela 2 descreve os paraˆmetros fixos da caˆmera.
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Tabela 2: Tabela de Paraˆmetros Intrı´nsecos e Coeficientes de Distorc¸a˜o.
Matriz Intrı´nseca Coeficientes de Distorc¸a˜o
fx 632.3497 k1 0.2015
fy 633.4991 k2 -0.3939
cx 409.3057 k3 -0.0405
cy 238.8253 p1 -0.0014
τ 0 p2 -0.0024
Utilizando os paraˆmetros da Tabela 2 e´ implementada a etapa de retificac¸a˜o da imagem,
que consiste na correc¸a˜o da distorc¸a˜o radial e tangencial das lentes e em seguida correc¸a˜o da
distorc¸a˜o perspectiva. Nesta retificac¸a˜o, acontece o remapeamento dos pixels da imagem captu-
rada em func¸a˜o dos coeficientes de distorc¸a˜o e da matriz intrı´nseca. O resultado desta etapa e´
ilustrado na Figura 22.
Figura 22: Correc¸a˜o da distorc¸a˜o.
Fonte: Elaborado pela autora.
De acordo com a imagem resultante, conclui-se que a distorc¸a˜o radial positiva atuava pre-
dominantemente na imagem, fazendo com que as distaˆncias entre as coordenadas do centro da
imagem fossem maiores do que as distaˆncias na periferia da imagem.
A etapa de correc¸a˜o da distorc¸a˜o perspectiva e´ responsa´vel por alinhar a representac¸a˜o da
plataforma de trabalho na imagem, de modo que preserve o paralelismo nesta regia˜o da imagem.
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Neste processo sa˜o necessa´rios 4 pontos na imagem de entrada e 4 pontos na imagem de
saı´da, dos quais 3 na˜o podem ser colineares. Para facilitar a detecc¸a˜o dos 4 pontos na imagem de
entrada, foi utilizado o padra˜o de calibrac¸a˜o que ficou posicionado sobre a plataforma de trabalho,
em seguida, foi realizada a captura da imagem, a correc¸a˜o da distorc¸a˜o radial e tangencial para
que o algoritmo pudesse detectar os pontos de referencia localizados nos extremos da plataforma
conforme ilustra a Figura 23(a).
As coordenadas dos 4 pontos da imagem de saı´da sa˜o definidos diante da ana´lise dos valores
ma´ximos e mı´nimos das coordenadas. Sejam p1 = (x1, y1), p2 = (x2, y2), p3 = (x3, y3) e p4 =
(x4, y4) coordenadas da imagem e entrada,minx = min(x1, x2, x3, x4), miny = min(y1, y2, y3, y4)
os valores mı´nimos emaxx = max(x1, x2, x3, x4), maxy = max(y1, y2, y3, y4) os valores ma´ximos,
e´ possı´vel estimar os pontos da imagem da saı´da, de modo que os ve´rtices formem um retaˆngulo,
logo, p′1 = (minx,miny), p
′
2 = (maxx,miny), p
′
3 = (minx,maxy) e p
′
4 = (maxx,maxy).
Com os pontos da imagem de entrada e da imagem de saı´da conhecidos, e´ possı´vel estimar
os coeficientes da matriz de homografia. Em seguida, com os coeficientes de homografia e´ possı´vel
aplicar a te´cnica de warping para gerar a nova imagem de saı´da ilustrada na Figura 23(b).
Apo´s o processo de retificac¸a˜o, as linhas verticais esta˜o perpendiculares as linhas hori-
zontais da imagem e foi possı´vel recuperar o paralelismo. Com a imagem retificada inicia-se o
processo para estimar os paraˆmetros de uma nova matriz de homografia que relaciona os pontos
do SCM com as suas projec¸o˜es na imagem retificada. A biblioteca OpenCV disponibiliza func¸o˜es
especı´ficas para o ca´lculo da homografia com base na matema´tica descrita na Sec¸a˜o 2.3.
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Figura 23: Correc¸a˜o da Distorc¸a˜o Perspectiva. (a) Imagem com Distorc¸a˜o Perspectiva. (b) Imagem
sem Distorc¸a˜o Perspectiva.
(a) (b)
Fonte: Elaborado pela Autora.
4.3.3 Algoritmo de Detecc¸a˜o dos Objetos
O algoritmo de detecc¸a˜o de objetos realiza desde a captura da imagem ate´ a comunicac¸a˜o
com o controlador do manipulador robo´tico industrial. A sequeˆncia do algoritmo de detecc¸a˜o esta´
no fluxograma ilustrado na Figura 24.
Inicialmente, os cilindros sa˜o posicionados aleatoriamente dentro da regia˜o da plataforma.
Estes possuem a mesma altura e podem ter tampas nas cores preto, amarelo, verde, vermelho, azul
claro e azul escuro. Embora o algoritmo detecte todos os objetos-alvo presentes na plataforma,
apenas uma coordenada e´ enviada por vez ao controlador do manipulador robo´tico.
Apo´s a captura inicial da imagem, uma nova imagem so´ pode ser capturada apo´s a confirmac¸a˜o
de que a informac¸a˜o foi recebida pelo controlador robo´tico, indicando que o processo de armazena-
mento do cilindro foi realizado. Essa medida foi adotada para evitar possı´veis ocluso˜es na imagem
causadas pelo ato de captura do manipulador robo´tico no momento em que o brac¸o esta´ sobre a
plataforma.
Depois que os objetos esta˜o posicionados sobre a plataforma, e´ o momento da realizac¸a˜o da
retificac¸a˜o da imagem. Essa etapa e´ uma das mais relevantes, pois e´ nela que acontece a remoc¸a˜o
da distorc¸a˜o causada pelas lentes e pela perspectiva da caˆmera em relac¸a˜o a cena. Com os coefi-
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Figura 24: Fluxograma do Algoritmo de Detecc¸a˜o.
Fonte: Elaborado pela Autora.
cientes extraı´dos da etapa de calibrac¸a˜o, e´ realizada a retificac¸a˜o da imagem por meio de func¸o˜es
especı´ficas contidas no algoritmo de detecc¸a˜o de objetos.
O pro´ximo passo e´ a detecc¸a˜o da plataforma de trabalho a partir da delimitac¸a˜o presente
na borda. Limitar uma regia˜o de interesse na imagem possibilita o direcionamento do processa-
mento, diminuindo a identificac¸a˜o de falsos objetos e consequentemente otimizando a velocidade
de processamento.
A mudanc¸a do padra˜o RGB para o padra˜o HSV possibilita a detecc¸a˜o da cor vermelha
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presente na borda da plataforma, essa etapa e´ ilustrada na Figura 25 (b). A escolha da delimitac¸a˜o
esta´ relacionada a delimitac¸a˜o de uma regia˜o de interesse na imagem, entretanto, essa marcac¸a˜o
tambe´m pode ser utilizada como sinalizac¸a˜o ao usua´rio, indicando que aquela e´ a regia˜o de atuac¸a˜o
do sistema de visa˜o e do manipulador robo´tico.
A detecc¸a˜o da borda da plataforma permitiu a criac¸a˜o da ma´scara (Figura 25 (c)), cuja
a´rea compreende toda a regia˜o meta´lica da plataforma. O intuito da utilizac¸a˜o dessa ma´scara e´ a
eliminac¸a˜o da regia˜o ale´m da plataforma que pode gerar a detecc¸a˜o de falsos-positivos. O resultado
da multiplicac¸a˜o da ma´scara pela imagem e´ ilustrado na Figura 25 (d).
Figura 25: Etapas do Algoritmo. (a) Imagem capturada (b) Detecc¸a˜o do marcador. (c) Ma´scara
para eliminac¸a˜o do background. (d) Imagem em tons de cinza.
(a) (b)
(c) (d)
Fonte: Elaborado pela Autora.
Caso os cilindros que esta˜o sobre a plataforma tenham a tampa azul, verde, amarela ou
vermelha, e´ utilizado o algoritmo de segmentac¸a˜o de cor, caso contra´rio, utiliza-se o algoritmo de
segmentac¸a˜o para os cilindros de tampa preta. Em ambos os casos as imagens sa˜o binarizadas,
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visando o realce da regia˜o dos objetos de interesse.
A detecc¸a˜o dos objetos e´ realizada a partir da imagem binarizada e a localizac¸a˜o dos
centroides pelo ca´lculo dos momentos da imagem, e´ realizada a conversa˜o das coordenadas que
encontram-se no SCP para o SCM. Essa conversa˜o e´ feita atrave´s da matriz de homografia, cujos
coeficientes foram extraı´dos do algoritmo de calibrac¸a˜o.
Finalmente, inicia-se a comunicac¸a˜o do RPi com o controlador do manipulador robo´tico,
utilizando o protocolo Data Link. Embora o algoritmo seja capaz de detectar va´rios cilindros em
uma u´nica imagem, apenas uma coordenada e´ enviada por vez ao controlador. Em seguida da´-se
inicio ao processo de captura e armazenamento deste cilindro. O ciclo do algoritmo de detecc¸a˜o se
repete ate´ que a plataforma esteja vazia.
4.3.4 Testes de Segmentac¸a˜o
Neste trabalho e´ proposto um sistema de VM capaz de detectar objetos cilı´ndricos de mesmo
tamanho e diaˆmetro presentes em uma cena, no entanto, esta detecc¸a˜o e´ sensı´vel a`s condic¸o˜es de
iluminac¸a˜o do ambiente que afetam diretamente o algoritmo de segmentac¸a˜o da imagem.
Devido as condic¸o˜es luminosas na˜o-controladas e´ imprescindı´vel a utilizac¸a˜o de um algo-
ritmo de segmentac¸a˜o flexı´vel capaz de ressaltar os objetos-alvo de diferentes cores em relac¸a˜o
aos demais elementos da cena. Foram capturadas imagens em diferentes hora´rios para verificar a
capacidade dos algoritmos testados na segmentac¸a˜o da superfı´cie dos cilindros.
A metodologia utilizada para realizac¸a˜o dos testes de segmentac¸a˜o consiste inicialmente na
captura de dois conjuntos de imagens. O primeiro conjunto e´ composto por trinta imagens contendo
os cilindros com a superfı´cie preta, dispostos em diferentes posic¸o˜es e em diferentes condic¸o˜es
de iluminac¸a˜o. Na sequeˆncia foram testados os algoritmos de limiarizac¸a˜o global, limiarizac¸a˜o
adaptativa e o K-means.
A Figura 26 ilustra apenas quatro das imagens capturadas pelo sistema de VM ao longo do
dia em diferentes condic¸o˜es de iluminac¸a˜o as quais o sistema esta´ exposto.
68
Figura 26: Efeitos da Mudanc¸a de Luminosidade nas Imagens Capturadas pelo sistema de VM.
(a) (b)
(c) (d)
Fonte: Elaborado pela autora.
A Figura 26 (a) foi capturada no perı´odo da manha˜, momento em que o sistema de VM
esta´ recebendo iluminac¸a˜o solar atrave´s da janela localizada pro´xima a plataforma. A luz incide na
parte superior da imagem com maior evideˆncia. Na Figura 26 (b) a plataforma esta´ recebendo uma
menor incideˆncia luminosa, no entanto, e´ possı´vel observar que os cilindros esta˜o projetando uma
sombra que interfere significativamente no algoritmo de detecc¸a˜o.
A Figura 26 (c) ilustra a projec¸a˜o da sombra do cilindro do canto inferior esquerdo. Esse
tipo de situac¸a˜o pode fazer com que o algoritmo detecte a sombra, gerando assim um falso-positivo.
A Figura 26 (d) ilustra o momento em que o ambiente no qual o sistema de VM esta´ inserido esta´
sendo afetado por uma iluminac¸a˜o direta que incide na plataforma meta´lica.
No segundo conjunto de imagens esta˜o contidos cilindros com as superfı´cies nas cores ver-
melho, azul ,amarelo, verde e preto. Para detectar as imagens com cilindros de superfı´cie colorida
foram capturadas mais trinta imagens que sa˜o a entrada do algoritmos de segmentac¸a˜o de cor pelo
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padra˜o de cores HSV. A Figura 27 ilustra quatro exemplos. As Figuras 27 (a) e (c) esta˜o sa˜o as
mais afetadas pela iluminac¸a˜o externa, pore´m em pontos distintos da plataforma, ja´ as Figuras 27
(b) e (d) teˆm uma maior presenc¸a de sombras nas imagens.
A segmentac¸a˜o por cor foi implementada da seguinte maneira: foi definido o range de cada
cor nos canais H, S e V, posteriormente foi criada a ma´scara responsa´vel pela segmentac¸a˜o da regia˜o
correspondente a cor detectada. A imagem resultante deste processo e´ uma imagem binarizada cuja
regia˜o da cor detectada recebe o valor de intensidade 255, correspondente a cor branca e o resto
da imagem recebe o valor de intensidade 0, correspondente a cor preta. O processo descrito foi
realizado para todas as respectivas cores detectadas e as imagens resultantes foram sobrepostas por
meio da operac¸a˜o aritme´tica de adic¸a˜o.
Figura 27: Imagens capturadas pelo sistema de VM dos cilindros nas cores amarelo, vermelho,
verde, azul e preto.
(a) (b)
(c) (d)
Fonte: Elaborado pela autora.
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4.3.5 Ana´lise do Erro e Repetibilidade
A repetibilidade de um sistema de medic¸a˜o e´ dada pela faixa de valores sime´tricos em torno
do valor me´dio cuja taxa de erro aleato´rio e´ esperada para uma dada probabilidade. Para calcu-
lar a repetibilidade de um sistema e´ necessa´rio que as medic¸o˜es sejam realizadas sob as mesmas
condic¸o˜es, por exemplo, mesma iluminac¸a˜o e mesmo objeto medido. As repetic¸o˜es devem ser rea-
lizadas em um curto perı´odo de tempo para que as variac¸o˜es externas e probabilı´sticas interfiram o
mı´nimo possı´vel (Albertazzi and de Sousa, 2008).
Para estimar a repetibilidade do sistema de VM, aplicou-se a teoria de William Sealey Gsset
conhecida na literatura como distribuic¸a˜o t de Student. A curva de distribuic¸a˜o t assemelha-se
a curva de distribuic¸a˜o normal, no entanto, apresenta bordas mais alargadas que refletem maior
variabilidade, caracterı´stica de amostras pequenas. Ale´m disso, a func¸a˜o tem um paraˆmetro que e´
a quantidade de graus de liberdade, quanto maior este paraˆmetro, mais semelhante a` curva normal
sera´ a curva t.
A tabela ilustrada na Figura 28 ilustra a relac¸a˜o entre o grau de confiabilidade (colunas) e o
valor de graus de liberdade (linhas).
A intersec¸a˜o entre o grau de confiabilidade e o nu´mero de medic¸o˜es e´ o que define o coe-
ficiente t. Para a avaliac¸a˜o da repetibilidade do sistema de VM, foram capturadas 25 imagens em
sequeˆncia, sob as mesmas condic¸o˜es, portanto, t = 1, 708.
Neste ensaio adotou-se um proto´tipo que possui as mesmas dimenso˜es da plataforma do sis-
tema de VM, confeccionado em impressora 3D, contento nove cilindros fixos sobre sua superfı´cie
com as mesmas dimenso˜es dos cilindros que sa˜o capturados pelo sistema de VM, assim como
ilustra a Figura 29.
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Figura 28: Tabela de Distribuic¸a˜o t de Student.
Fonte: Myers (2009).
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Figura 29: Pec¸a utilizada no experimento.
Fonte: Elaborado pela autora.
A func¸a˜o desta pec¸a e´ fazer com que seja possı´vel adotar um Valor Verdadeiro Convencional
(VVC) e compara-lo com as medic¸o˜es realizadas pelo sistema de VM para que seja possı´vel estimar
o erro e a repetibilidade do sistema.
A primeira etapa do ensaio consiste em identificar os VVCs, caracterizado pelos centros das
superfı´cies pretas da pec¸a, portanto foram realizadas as medic¸o˜es dos centros da superfı´cie preta da
pec¸a pela Ma´quina de Medic¸a˜o de Coordenadas (MMC) Mitutoyo modelo CRYSTA-Apex S7106
de alta confiabilidade e exatida˜o de 1, 7µm, localizada no laborato´rio de Engenharia de Precisa˜o da
UFPB.
As distaˆncia do cilindro de refereˆncia (C3) foram calculadas em relac¸a˜o aos demais cen-
tros. Esses valores foram comparados com os valores de 25 detecc¸o˜es sequenciais realizadas pelo
sistema de VM proposto.
A repetibilidade foi obtida atrave´s da multiplicac¸a˜o do desvio padra˜o (σ) das detecc¸o˜es pelo
coeficiente de student (t) para uma probabilidade de 95% .
σ =
√∑n
i=1(Ii − I¯)2
n− 1 , (28)
em que Ii e´ a i-e´sima detecc¸a˜o, I¯ e´ a me´dia das detecc¸o˜es e n e´ a quantidade de detecc¸o˜es. Uma
vez obtido o valor do desvio padra˜o, e´ possı´vel calcular a repetibilidade por Re = σt, em que
t e´ o coeficiente Student. Cada distaˆncia composta pelas coordenadas (x,y) em relac¸a˜o a origem
(coordenada do centro C3) tera´ um valor de repetibilidade associado.
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Definido o valor de repetibilidade, encontram-se os valores dos Limites Inferiores de Con-
trole e Limites Superiores de Controle, dado por Re − I¯ < I¯ < Re + I¯ . As medic¸o˜es devem estar
contidas neste intervalo.
O ca´lculo do valor do Erro e´ uma medida que serve para identificar a diferenc¸a entre a
posic¸a˜o estimada entre sistema de VM e a posic¸a˜o fornecida pela MMC. Foram obtidos 9 valores
de erro, um para cada distaˆncia, calculados de acordo com a Equac¸a˜o 29, correspondente a cada
centro da pec¸a.
Ei = P (xi, yi)− V V C(xi, yi) (29)
Quanto menor o valor de E, menor tambe´m e´ a divergeˆncia da medic¸a˜o do sistema de
VM proposto com o VVC, indicando uma maior probabilidade na captura correta das pec¸as pelo
manipulador robo´tico industrial.
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5 Resultados
Esta sec¸a˜o apresenta os resultados acerca dos algoritmos que compo˜em o sistema de VM
bem como os testes experimentais realizados a fim de mensurar o erro e repetibilidade do sistema
proposto em relac¸a˜o as medic¸o˜es oriundas de uma Ma´quina de Medic¸a˜o de Coordenadas (MMC)
de alta exatida˜o e confiabilidade.
5.1 Resultados Experimentais
Esta sec¸a˜o abrange os ensaios realizados com o sistema de VM no intuito de averiguar seu
comportamento diante da captura automa´tica de pec¸a, bem como comparar os resultados oriundos
do sistema de VM proposto com os valores medidos por uma MMC modelo Mitutoyo CRYSTA-
Apex S7106, dotada com exatida˜o de 1, 7µm.
Para este ensaio adotou-se um proto´tipo que possui as mesmas dimenso˜es da plataforma
do sistema de visa˜o, confeccionado em impressora 3D, contento nove cilindros fixos sobre sua
superfı´cie.
Durante a medic¸a˜o da pec¸a proto´tipo na MMC adotou-se como Valor Verdadeiro Convenci-
onal (VVC) as coordenadas das centroides dos cilindros obtidos por esta ma´quina. Neste processo
de mensurac¸a˜o, convencionou-se um dos centroides como a origem do plano tangente a` superfı´cie
dos cilindros. A Fig. 30 ilustra o processo de medic¸a˜o do proto´tipo.
A avaliac¸a˜o do erro entre o sistema de VM e a MMC aconteceu da seguinte maneira: foi
calculada a distaˆncia entre os centroides de cada cilindro pela MMC, sempre em relac¸a˜o ao cen-
troide do cilindro C3. Em seguida, o proto´tipo foi colocado sobre a plataforma de trabalho, feita
a captura da imagem e identificac¸a˜o dos centroides pelo algoritmo de VM. O erro e´ estabelecido
nas direc¸o˜es dos eixos x e y diante da diferenc¸a entre os valores obtidos pela MMC e os valores
estimados pelo sistema de VM. Todas os valores de coordenadas mencionados bem como o erro
esta˜o descritos na Tabela 3. A Fig. 31 ilustra graficamente as coordenadas obtidas pela MMC, aqui
consideradas como VVC, e o valores obtidos pelo sistema de VM proposto.
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Figura 30: Medic¸a˜o por Coordenadas na Ma´quina Mitutoyo
Fonte: Elaborado pela autora.
Tabela 3: Resultado Experimental e Valor do Erro.
Distaˆncias (mm) VM (mm) MMC (mm) Erro(mm)
x y x y x y
C3-C4 123,190 0,045 124,751 -0,063 1,561 -0,108
C3-C5 247,700 0,090 249,521 0,008 1,821 -0,082
C3-C6 1,237 74,389 -0.501 74,552 -1,738 0,163
C3-C7 123,128 73,096 124,647 73,967 1,519 0,871
C3-C8 247,694 74,455 248,968 74,698 1,274 0,243
C3-C9 -0,229 146,184 -0,746 148,834 -0,517 2,65
C3-C10 123,065 147,54 123,883 148,701 0,818 1,161
C3-C11 246,33 147,567 248,518 149,412 2,188 1,845
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Figura 31: Coordenadas do Sistema Proposto e da MMC.
Fonte: Elaborado pela autora.
O teste seguinte visa investigar se um dos fatores que contribuem para o aumento do erro
esta´ relacionada a resoluc¸a˜o da imagem padra˜o da PiCamera (800 × 600) pixels.
O teste de repetibilidade foi inviabilizado, pois o valor do desvio padra˜o no conjunto de
imagens de resoluc¸a˜o 800 × 480 pixels, e´ zero. Portanto, utilizar imagens de maior resoluc¸a˜o
pode viabilizar o ca´lculo do valor de repetibilidade, uma vez que tera˜o mais pixels representando a
mesma a´rea do objeto.
Inicialmente foram realizadas capturas de 25 imagens do tipo RAW, com a resoluc¸a˜o ma´xima
da Picamera (3280 × 2464 pixels), em seguida foram aplicados os algoritmos de segmentac¸a˜o e
calculou-se a repetibilidade do sistema de VM bem como o Limite inferior de Controle (LIC),
Limite Superior de Controle e o novo valor de Erro. A Tabela 4 apresenta um exemplo desses
resultados calculados apenas para uma coordenada.
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Tabela 4: Resultados do sistema de VM
Algoritmos Repetibilidade LIC LSC VVC Erro
Limiarizac¸a˜o Global 0.260 124.334 124.854 124.751 0,157
Limiarizac¸a˜o Global + CLAHE 0.713 124.109 125.536 124.751 -0,071
Limiarizac¸a˜o Adaptativa 0.305 124.282 124.893 124.751 0,164
Limiarizac¸a˜o Adaptativa + CLAHE 0.583 123.689 124.856 124.751 0,478
K-Means 0.897 124.694 125.689 124.751 -0,041
Nesse teste foram avaliadas a detecc¸a˜o dos cilindro de superfı´cie preta utilizando os cinco
algoritmos de segmentac¸a˜o, sendo dois deles de limiarizac¸a˜o global, dois de limiarizac¸a˜o adapta-
tiva e um de agrupamento em clusters. Dentre estes algoritmos, o sistema de VM apresentou o
menor valor de repetibilidade quando utiliza a segmentac¸a˜o por limiarizac¸a˜o global, ou seja, uma
menor variac¸a˜o na medic¸a˜o das coordenadas sob as mesmas condic¸o˜es. Ao associar essa te´cnica de
limiarizac¸a˜o a` te´cnica CLAHE, neste caso utilizada como etapa de pre´-processamento, notou-se um
aumento significativo no valor de repetibilidade. Uma das razo˜es pelo aumento dessa varia´vel pode
estar relacionada ao fato da CLAHE amplificar ruı´dos na imagem. Por outro lado, a limiarizac¸a˜o
global nesse teste apresentou um valor de erro alto em relac¸a˜o aos demais algoritmos testados.
O algoritmo de ML, K-means, associado a uma imagem de alta resoluc¸a˜o, apresentou um
consumo de processamento maior, tornando a compilac¸a˜o do programa mais lenta que o esperado.
Na avaliac¸a˜o da repetibilidade do sistema de VM utilizando este algoritmo, e´ possı´vel observar que
o K-means obteve o maior valor de repetibilidade, indicando que o algoritmo apresenta maiores
variabilidades quando utilizado sob as mesmas condic¸o˜es.
Por ser um algoritmo de inicializac¸a˜o randoˆmica, o K-means pode realizar o agrupamento
dos clusters de diferentes formas, o que pode impactar diretamente na detecc¸a˜o da coordenada
final. No entanto, o baixo valor do erro em relac¸a˜o aos demais algoritmos testados indica que por
mais que se obtenha uma alta variabilidade com este algoritmo, os valores resultantes esta˜o mais
pro´ximos do VVC.
A Figura 32 ilustra as coordenadas medidas pelos cinco algoritmos testados ao longo das
25 imagens capturadas. A curva verde representa as coordenadas detectadas pelo algoritmo K-
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means. No gra´fico sa˜o observados picos em torno do VVC, os picos oscilam majoritariamente com
valores superiores ao VVC, no entanto, e´ possı´vel tambe´m identificar trechos em que a medic¸a˜o
e´ constante. A curva preta e´ referente as coordenadas detectadas pelo algoritmo de limiarizac¸a˜o
global, nesse caso existe uma predominaˆncia de regio˜es constantes e apenas um pico inferior em
relac¸a˜o ao VVC, isso significa que esse algoritmo apresenta uma repetibilidade superior ao demais
algoritmos testados.
A curva laranja, representa as coordenadas detectadas pelo algoritmo de limiarizac¸a˜o Global
associado ao CLAHE. A incorporac¸a˜o desta etapa de pre´-processamento aumentou o nu´mero de
picos, consequentemente diminuindo o valor de repetibilidade do algoritmo. O mesmo fenoˆmeno
pode ser observado na curva amarela que representa as coordenadas detectadas pelo algoritmo de
limiarizac¸a˜o adaptativa associado ao CLAHE. Ale´m de ser o algoritmo com o maior valor de erro,
como descreve a Tabela 4, e´ tambe´m o algoritmo com o maior pico inferior ao VVC.
Figura 32: Coordenadas do Sistema Proposto e da MMC.
Fonte: Elaborado pela autora.
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5.2 Desempenho do RPi
Neste teste foi analisado o desempenho da Raspberry Pi 3 ao executar o algoritmo do sis-
tema VM responsa´vel pela detecc¸a˜o, localizac¸a˜o e definic¸a˜o de coordenadas de pec¸as alvo. As
varia´veis monitoradas foram o percentual de processamento consumido, o percentual de memo´ria
utilizada, frames (imagens) processados por segundo (FPS) . Os resultados obtidos esta˜o descritos
na Tabela 5. Para obter esses valores, instalou-se na RPi a ferramenta Glances, capaz de monitorar
em tempo-real informac¸o˜es do dispositivo.
O algoritmo de limiarizac¸a˜o global apresentou o maior valor de FPS, sendo assim, o sistema
de VM e´ capaz de processar ate´ 4 frames por segundo com esse algoritmo, no entanto, como nesta
aplicac¸a˜o os objetos na˜o esta˜o sendo rastreados, o valor de FPS na˜o tem tanto peso na escolha do
melhor algoritmo para esta problema´tica.
Tabela 5: Performance do Algoritmo na Raspberry Pi
Algoritmos FPS Memo´ria (%) CPU(%)
Limiarizac¸a˜o Global 4,07 26,7 4,1
Limiarizac¸a˜o Global + CLAHE 3,85 28,3 4,8
Limiarizac¸a˜o Adaptativa 3,1 32,4 4,2
Limiarizac¸a˜o Adaptativa + CLAHE 2,7 38,9 5,1
K-means 1,2 48,6 15,7
Segmentac¸a˜o HSV 3,2 27,5 4,2
O K-means, por ser um algoritmo de ML despende um maior custo computacional para
ser executado, neste caso, o alto consumo de memo´ria e processamento afetam o desempenho do
sistema de VM, que deve ser capaz de comunicar-se com o controlador do manipulador robo´tico
rapidamente.
5.3 Captura Aleato´ria
Neste teste foi analisado a captura do objeto cilı´ndrico quando localizado em posic¸o˜es
aleato´rias sobre a plataforma de trabalho. A imagem ilustrada na Figura 33 descreve em 4 (quatro)
80
cenas o movimento do brac¸o robo´tico ao capturar um cilindro, em uma posic¸a˜o aleato´ria, usando o
sistema de VM proposto.
As cenas 1 (um) e 2 (dois) ressaltam, respectivamente, a ida do roboˆ ao encontro da pec¸a
alvo e o seu posicionamento sobre ela. A cena 3 (treˆs) exibe o momento em que a garra robo´tica
esta´ posicionada para capturar a pec¸a alvo. A cena 4 (quatro) exibe a captura do cilindro.
Embora o sistema de VM proposto seja capaz de proporcionar a captura de pec¸as cilı´ndricas
pelo manipulador robo´tico, e´ ainda necessa´rio diminuir o valor do erro do sistema para que seja
possı´vel diminuir o nu´mero de coliso˜es que eventualmente acontecem devido a` iluminac¸a˜o na˜o-
uniforme que afeta sobretudo a captura nas extremidades da plataforma de trabalho.
Figura 33: Captura de cilindros.
Fonte: Elaborado pela autora.
Para tornar o sistema de VM flexı´vel a` captura de objetos com diferentes geometrias e´
preciso desenvolver um novo modelo de garra que permita a captura de objetos em diferentes
orientac¸o˜es.
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5.4 Teste de Detecc¸a˜o de Cilindros Pretos
Inicialmente o algoritmo de limiarizac¸a˜o global foi utilizado para a segmentac¸a˜o das ima-
gens. O valor de limiar escolhido por me´todos empı´ricos foi o de 50 em uma escala de 0 a 255.
O resultado dessa segmentac¸a˜o e´ ilustrada nas Figuras 34 (a), (c), (e) e (g), enquanto as Figuras
34 (b), (d), (f) e (h) ilustram a detecc¸a˜o dos objetos sinalizada com um contorno azul. O algo-
ritmo apresentou algumas limitac¸o˜es em condic¸o˜es especı´ficas, por exemplo, na limiarizac¸a˜o das
regio˜es mais claras da imagem. Nesses casos os valores de intensidade dos pixels afetados por essas
condic¸o˜es sa˜o alterados, prejudicando a detecc¸a˜o e gerando valores falsos-negativos. Esse efeito
pode ser visualizado com mais evidencia nas Figuras 34 (a) e (e).
Em regio˜es da imagem mais escuras e ate´ mesmo em regio˜es com a presenc¸a de sombras,
foram onde o algoritmo obteve um melhor desempenho (Figuras 34 (d) e (h)). Com o intuito
de melhorar os resultados na detecc¸a˜o dos cilindros pretos, sobretudo em regio˜es mais claras da
imagem, foi realizado o teste da limiarizac¸a˜o global associado ao algoritmo CLAHE como etapa
de pre´-processamento. As imagens resultantes da segmentac¸a˜o esta˜o ilustrados nas Figuras 35 (a),
(c), (e) e (g) e nas Figuras 35 (b), (d), (f) e (h) esta˜o os objetos detectados pelo algoritmo. A intenc¸a˜o
desse teste foi avaliar a influeˆncia do CLAHE nas regio˜es da imagem com maior incideˆncia de luz.
Nas regio˜es da imagens mais afetadas pela incideˆncia da iluminac¸a˜o solar externa, o algo-
ritmo na˜o detecta a superfı´cie dos cilindros corretamente. Outro fator que prejudica a detecc¸a˜o e´ a
presenc¸a de sombras na plataforma, ocasionando a eventual detecc¸a˜o de falsos-positivos.
A influeˆncia do CLAHE, acentuou ainda mais os problemas anteriormente identificados nos
testes com o algoritmo de limiarizac¸a˜o global. Nas Figuras 34 (e) e (g) a sombra do cilindro e´ clas-
sificada como parte do objeto, comprometendo a exatida˜o do valor do centroide. Portanto, o uso do
CLAHE como uma etapa de pre´-processamento, melhorou a performance do algoritmo em relac¸a˜o
ao teste anterior, possibilitando a segmentac¸a˜o dos objetos presentes em regio˜es mais claras, pore´m,
o algoritmo tornou-se mais sensı´vel a`s sombras geradas pelos objetos. Posteriormente, testada a
limiarizac¸a˜o adaptativa com e sem o CLAHE como etapa de pre´-processamento. Esse algoritmo di-
vide a imagem em regio˜es 7×7, calcula a me´dia e assume este valor como limiar local da imagem.
Nas Figuras 36 (a), (c), (e) e (g) e´ ilustrada a imagem binarizada pelo algoritmo de limiarizac¸a˜o
adaptativa e nas Figuras 36 (b), (d), (f) e (h) os objetos detectados pelo algoritmo. Diferentemente
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da limiarizac¸a˜o global, a limiarizac¸a˜o adaptativa realc¸a apenas as bordas dos objetos.
Figura 34: Segmentac¸a˜o pelo Algoritmo de Limiarizac¸a˜o Global, T = 55. (a), (c), (e) e (g) Imagens
binarizadas. (b), (d), (f) e (h) Objetos detectados pelo algoritmo.
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fonte: Elaborado pela autora.
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Figura 35: Segmentac¸a˜o pelo Algoritmo de Limiarizac¸a˜o Global e CLAHE. (a), (c), (e) e (g)
Imagens binarizadas. (b), (d), (f) e (h) Objetos detectados pelo algoritmo.
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fonte: Elaborado pela autora.
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Figura 36: Segmentac¸a˜o pelo Algoritmo de Limiarizac¸a˜o Adaptativa. (a), (c), (e) e (g) Imagens
binarizadas. (b), (d), (f) e (h) Objetos detectados pelo algoritmo.
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fonte: Elaborado pela autora.
Os resultados da Figura 36 ilustram casos de falha do algoritmo, por exemplo, quando a
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sombra dos cilindros sa˜o realc¸adas, ou quando o algoritmo detecta a borda da plataforma como um
possı´vel objeto-alvo. Na tentativa de diminuir a quantidade de falsos-positivos detectados, aplicou-
se o algoritmo de limiarizac¸a˜o adaptativa associado ao CLAHE como etapa de pre´-processamento.
As Figuras 37 (a), (c), (e) e (g) ilustram o resultado da associac¸a˜o do CLAHE com a te´cnica
de limiarizac¸a˜o adaptativa. A utilizac¸a˜o de duas te´cnicas que atuam localmente na imagem, provo-
cou um aumento de ruı´dos na regia˜o da plataforma meta´lica
Esse algoritmo apresentou resultados positivos em casos em que a imagem sofre com a
iluminac¸a˜o mais incidente na plataforma, um ponto positivo do algoritmo de limiarizac¸a˜o adapta-
tivo em relac¸a˜o ao algoritmo de limiarizac¸a˜o global, como ilustra a Figura 37 (f). No entanto, os
problemas relacionados a sombra dos cilindros e a borda da plataforma aumentam a quantidade de
falsos-positivos detectados.
Em seguida, foi testada a segmentac¸a˜o pelo algoritmo de agrupamento K-means nas ima-
gens ilustradas nas Figuras 38 (a), (b), (c) e (d). Ao longo dos testes, percebeu-se que ao diminuir
o nu´meros de clusters, a segmentac¸a˜o das imagens com alta incideˆncia luminosa sofria o efeito da
junc¸a˜o da sombra do cilindro com a superfı´cie do elemento detectado, ao passo que o aumento de-
masiado de clusters provoca uma reduc¸a˜o da a´rea dos objetos detectados, uma vez que a superfı´cie
dos objetos-alvo tornam-se partes de va´rios clusters distintos.
Na segmentac¸a˜o com o K-means utilizou-se oito clusters, sendo os treˆs primeiros clusters
considerados como pertencentes a classe dos objetos, ou seja, a todos os pixels pertencentes a esses
clusters atribuiu-se o valor de intensidade 255 representado pela cor branca, aos demais atribuiu-se
o valor de intensidade 0 representado pela cor preta.
O K-means possui caracterı´sticas que dificultam a detecc¸a˜o de objetos que esta˜o sob in-
cideˆncia luminosa direta. As Figuras 38 (a), (c), (e), (g) ilustram as segmentac¸o˜es realizadas com
o algoritmo K-means, ja´ as Figuras 38 (b), (d), (f), (h) ilustram as detecc¸o˜es dos objetos.
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Figura 37: Segmentac¸a˜o pelo Algoritmo de Limiarizac¸a˜o Adaptativo e CLAHE. (a), (c), (e) e (g)
Imagens binarizadas. (b), (d), (f) e (h) Objetos detectados pelo algoritmo.
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fonte: Elaborado pela autora.
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Figura 38: Segmentac¸a˜o pelo algoritmo de agrupamento K-means, K = 8. (a), (c), (e) e (g) Imagens
binarizadas. (b), (d), (f) e (h) Objetos detectados pelo algoritmo.
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fonte: Elaborado pela autora.
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O K-means conseguiu detectar os objetos presentes nas imagens com uma maior iluminac¸a˜o
( Figura 38 (h) ), no entanto, na˜o apresentou na˜o obteve eˆxito na soluc¸a˜o dos problemas que envol-
vem a sombra dos cilindros e a borda da plataforma.
O K-means e´ um algoritmo de agrupamento que aloca em clusters elementos relacionados,
nesse caso, pixels com valores de intensidade pro´ximos. Esse e´ um dos fatores que justificam a
classificac¸a˜o da sombra do cilindro como uma regia˜o pertencente ao objeto.
5.5 Teste de Detecc¸a˜o de Cilindros Coloridos
A segunda etapa dos testes envolvendo os algoritmos de segmentac¸a˜o consiste em detectar a
superfı´cie dos cilindros de cores distintas. Nessa problema´tica foi utilizado o algoritmo de detecc¸a˜o
de cor baseado no espac¸o de cor HSV para as cores preto, azul, vermelho, amarelo e verde.
Foram capturadas imagens com os cilindros em diferentes posic¸o˜es e em diferentes condic¸o˜es
de iluminac¸a˜o para avaliar se existe uma maior dificuldade de detecc¸a˜o de uma cor em relac¸a˜o a
outra. As Figuras 39 (a), (c), (e) e (g) ilustram a segmentac¸a˜o HSV, as Figuras 39 (b), (d), (f) e (h)
as respectivas detecc¸o˜es com esse algoritmo.
Na Figura 39 (b) a detecc¸a˜o dos objetos que esta˜o situados na parte superior da plataforma
ficam comprometidos devido a maior incideˆncia luminosa nessa regia˜o. Observa-se na Figura 39
(b) este mesmo problema, no entanto o algoritmo na˜o e´ sensı´vel as sombras geradas pelos cilindros.
Um aspecto positivo deste algoritmo esta´ relacionado a na˜o detecc¸a˜o das sombras projetadas
pelos cilindros na plataforma, no entanto, o intervalo de valores HSV que representam uma cor
deve ser ajustado pelo projetista para que a detecc¸a˜o da cor possa acontecer em diferentes tipos
de iluminac¸a˜o, portanto o desempenho desse algoritmo esta´ diretamente relacionado com a forma
com que esse intervalo de valores e´ parametrizado.
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Figura 39: Imagens capturadas pelo sistema de VM dos cilindros nas cores amarelo, vermelho,
verde, azul e preto. (a), (c), (e) e (g) Imagens binarizadas. (b), (d), (f) e (h) Objetos detectados pelo
algoritmo.
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Fonte: Elaborado pela autora.
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5.5.1 Me´tricas de avaliac¸a˜o dos algoritmos
As me´tricas utilizadas neste trabalho visam avaliar quantitativamente o desempenho de cada
algoritmo testado na detecc¸a˜o dos objetos. Utilizou-se a precisa˜o, sensibilidade, o F1 Score e o IoU
(Intersection over Union) para verificar o desempenho de cada algoritmo.
A precisa˜o e´ a relac¸a˜o entre os valores verdadeiros-positivos (vp) com os valores falsos-
positivos (fp). Em termos pra´ticos, essa taxa indica o percentual de acertos do algoritmo em relac¸a˜o
a todos os valores corretos. Por outro lado, a sensibilidade (ou recall) e´ a relac¸a˜o entre os valores
verdadeiros-positivos com os valores falsos-negativos (fn), ou seja, indica o total de acertos em
relac¸a˜o ao total de predic¸o˜es. O F1 Score e´ uma me´trica que calcula a me´dia harmoˆnica entre a
precisa˜o e a sensibilidade. Essas relac¸o˜es sa˜o expressas abaixo:
precisa˜o =
vp
vp+ fp
(30)
sensibilidade =
vp
vp+ fn
(31)
F1 Score =
2× precisa˜o× sensibilidade
precisa˜o+ sensibilidade
(32)
O IoU e´ uma me´trica que vem sendo adotada em grandes competic¸o˜es de detecc¸a˜o de obje-
tos como a PASCAL VOC e COCO, sua func¸a˜o e´ definir a exatida˜o de um detector de objetos em
um conjunto de imagens (Rahman and Wang, 2016). A Figura 40 ilustra treˆs casos de detecc¸a˜o e
localizac¸a˜o de objetos. O quadrado vermelho delimita as fronteiras do objeto, enquanto o quadrado
verde indica a regia˜o delimitada pelo algoritmo de detecc¸a˜o.
O valor do IoU varia de 0 a 1, sendo 0 quando na˜o ha´ nenhuma sobreposic¸a˜o do objeto
com a regia˜o detectada pelo algoritmo (falso-negativo) e 1 quando ha´ uma completa sobreposic¸a˜o
da regia˜o do objeto com a regia˜o detectada. Essa me´trica tambe´m pode ser utilizada como limiar
para classificar quando a detecc¸a˜o de um objeto pode ser considerado como um valor verdadeiro-
positivo ou falso-positivo.
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Figura 40: Exemplo de variac¸o˜es de IoU.
(a) (b) (c)
Fonte: Elaborado pela autora.
A IoU e´ calculada pela divisa˜o da a´rea de intersec¸a˜o do objeto com a regia˜o detectada
(A ∩B) pela a´rea de unia˜o do objeto com a regia˜o detectada (A ∪B).
Embora a precisa˜o e sensibilidade sejam me´tricas comumente utilizadas em problemas rela-
cionados a classificac¸a˜o de imagens, neste trabalho adotou-se essas me´tricas associadas ao valor do
limiar obtido atrave´s da IoU, ou seja, valores acima de IoU > 0.95 sa˜o considerados verdadeiros-
positivos. O valor de limiar foi definido para atender as necessidades do sistema de VM, garantindo
que na˜o acontec¸a eventuais coliso˜es entre o manipulador robo´tico e os cilindros.
Os valores falsos-positivos sa˜o definidos mediante a relac¸a˜o entre o limiar, caso o IoU esteja
abaixo de 0.95 e acima de 0, significa a detecc¸a˜o e´ de um falso-positivo. Quando o IoU e´ igual a 0,
na˜o ha´ intersec¸a˜o entre a a´rea detectada e a regia˜o marcada pelo gabarito.
Caso exista um objeto presente na cena que na˜o foi detectado pelo algoritmo, configura um
caso de falso-negativo, neste exemplo na˜o ha´ intersec¸a˜o da a´rea detectada com a a´rea em que o
objeto ocupa na imagem. De forma ana´loga, caso o algoritmo detecte um objeto em uma regia˜o da
imagem que na˜o conte´m de fato um objeto, diante de um caso falso-positivo em que tambe´m na˜o
ocorre a intersec¸a˜o entre a a´rea do objeto com a a´rea detectada pelo algoritmo.
Nesse caso em particular em que o IoU e´ igual a zero e´ necessa´rio avaliar visualmente se ha´
presenc¸a de um falso-positivo ou de um falso-negativo.
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Foram calculados os valores de precisa˜o, sensibilidade, F1 Score para 2 conjuntos, cada um
contendo 21 imagens diferentes. O primeiro conjunto e´ composto por imagens com os cilindros
de superfı´cie preta, utilizado para testar a detecc¸a˜o de objetos por meio de cinco algoritmos distin-
tos, descritos na Tabela 6. O segundo conjunto e´ formado por 21 imagens contendo cilindros de
superfı´cie coloridas e foram utilizados para testar o algoritmo de segmentac¸a˜o HSV.
Para o sistema de VM, uma alta precisa˜o indica que o roboˆ conseguira´ capturar mais pec¸as
sem muitos problemas. A medida que o valor da precisa˜o diminui, isso implica que os valores
falsos-positivos aumentaram, ou seja, o algoritmo esta´ detectando mais objetos com a IoU < 95%
ou em posic¸o˜es completamente erradas. A detecc¸a˜o de valores falsos-positivos neste contexto esta´
ligado a possı´veis coliso˜es entre o roboˆ e o cilindro ou na captura em vazio pelo roboˆ.
Tabela 6: Precisa˜o, Recall e F1 Score dos algoritmos de segmentac¸a˜o testados.
Algoritmos VP FP FN Precisa˜o Recall F1 Score
Limiarizac¸a˜o Global 45 59 4 43% 91,83% 58,57%
Limiarizac¸a˜o Global + CLAHE 47 58 0 44,76% 100% 61,03%
Limiarizac¸a˜o Adaptativa 60 45 10 57,14% 85,71% 68,82%
Limiarizac¸a˜o Adaptativa + CLAHE 46 50 15 47,91% 75,4% 58,59%
K-Means 52 50 12 50,98% 81,25% 62,15%
Segmentac¸a˜o HSV 10 90 5 10% 66,66% 17,39%
Por outro lado, a sensibilidade (recall) fornece um indicio de que o roboˆ realizara´ a captura
de todos os objetos presentes na plataforma. Deixar de capturar um objeto e´ menos danoso ao sis-
tema do que realizar uma captura errada que venha provocar coliso˜es entre a garra do manipulador
e a plataforma. Portanto, um algoritmo que apresenta uma maior precisa˜o e´ mais aplica´vel neste
contexto do que um algoritmo com alta sensibilidade.
O algoritmo de limiarizac¸a˜o global com o CLAHE na etapa de pre´-processamento apresen-
tou recall 100%, ou seja, todas os objetos foram detectados pelo algorimo, no entanto, menos da
metade (44,76%) foram classificados como verdadeiros-positivos. Com a introduc¸a˜o do CLAHE,
a quantidade de acertos proporcionais aumentaram, no entanto, houve uma ligeira diminuic¸a˜o no
recall.
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A limiarizac¸a˜o adaptativa foi o algoritmo que apresentou um maior valor de precisa˜o entre
todos os algoritmos testados. No entanto, o valor de recall foi abaixo dos valores apresentados pelo
algoritmo de limiarizac¸a˜o global devido a detecc¸a˜o de sombras e de eventuais ruı´dos presentes na
plataforma. A introduc¸a˜o do CLAHE provocou uma diminuic¸a˜o da precisa˜o e do recall, pois essas
duas te´cnicas associadas potencializam ainda mais os ruı´dos presentes na imagem.
O K-means obteve uma precisa˜o de 50, 98%, a segunda maior da Tabela 6, no entanto, esse
algoritmo demanda um maior poder computacional do sistema embarcado, principalmente quando
o trabalha com imagens de maior resoluc¸a˜o.
O algoritmo de segmentac¸a˜o por cor obteve a pior precisa˜o entre os algoritmos testados,
devida a fatores como a variac¸a˜o de luminosidade a sensibilidade do algoritmos a`s sombras proje-
tadas pelos cilindros na plataforma. Portanto, a probabilidade de acontecerem coliso˜es durante a
captura de cilindros coloridos e´ maior do que durante a captura de cilindros pretos.
Para essa aplicac¸a˜o, o algoritmo de limiarizac¸a˜o adaptativa e´ mais adequado para contexto
em que a iluminac¸a˜o e´ varia´vel, pois apresenta uma quantidade de detecc¸o˜es falso-positivos menor
ale´m disso, apresenta o melhor valor de F1 Score da Tabela 6. A detecc¸a˜o de cilindros coloridos
com o me´todo de segmentac¸a˜o HSV de precisa˜o de apenas 10%, o que indica que grandes chances
de coliso˜es durante a captura de objetos com tampas coloridas.
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6 Concluso˜es
Neste trabalho foi desenvolvido um sistema de VM capaz de detectar objetos cilı´ndricos de
mesma altura sob condic¸o˜es aleato´rias de posicionamento e de iluminac¸a˜o. Esse sistema pode ser
considerado de baixo custo pois utiliza um sistema embarcado e uma caˆmera que sa˜o amplamente
comercializados no mercado. Ale´m disso, toda a programac¸a˜o implementada utiliza bibliotecas
open souce que funcionam em no sistema operacional Raspibian, baseada em uma versa˜o do Linux.
O sistema de VM desenvolvido neste trabalho pode auxiliar pequenas e me´dias industrias
em atividades de manipulac¸a˜o robo´tica, controle de processos e de qualidade. No aˆmbito desta
pesquisa, mostrou-se que e´ possı´vel realizar a captura de objetos cilı´ndricos com um manipula-
dor robo´ticos assistido pelo sistema de VM, em um cena´rio em que a garra possui uma abertura
limitada.
Com o desenvolvimento de um algoritmo de calibrac¸a˜o da caˆmera foi possı´vel corrigir
distorc¸o˜es de perspectiva e distorc¸o˜es da lente que influenciam na conversa˜o do plano da imagem
para o plano de trabalho. Todas as vezes em que o sistema de VM perder o sincronismo com
o manipulador robo´tico, o algoritmo de calibrac¸a˜o e´ empregado para parametrizar novamente os
coeficientes de distorc¸a˜o e informar a localizac¸a˜o da plataforma de trabalho ao roboˆ.
Os algoritmos de limiarizac¸a˜o global e limiarizac¸a˜o adaptativa obtiveram os melhores valo-
res de recall e precisa˜o respectivamente, no entanto, quando associados ao CLAHE como etapa de
pre´-processamento, diminuı´am seu desempenho. K-means, por sua vez, obteve o melhor F1 Score,
embora apresente outras limitac¸o˜es relacionadas a demanda de poder computacional do sistema
embarcado.
Ao utilizar a imagem do tipo RAW foi possı´vel obter uma diminuic¸a˜o do erro, calculado pela
diferenc¸a entre o valor detectado pelo sistema de VM pelo VVC obtido pela medic¸a˜o na MMC.
6.1 Trabalhos Futuros
A partir da implementac¸a˜o deste sistema de VM e´ possı´vel desenvolver tanto aprimora-
mentos para esta aplicac¸a˜o, quanto outros trabalhos que visam identificar outros tipos de objetos
em outros contextos diferentes. O sistema de VM ale´m de auxiliar manipuladores robo´ticos na
manipulac¸a˜o de pec¸as, podem ser usados para aplicac¸o˜es de controle de qualidade e supervisa˜o.
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Recomenda-se como sugesta˜o para trabalhos futuros, a utilizac¸a˜o de algoritmos de Deep Le-
arning, mais especificamente as CNNs (Convolutional Neural Network), para realizar a detecc¸a˜o de
objetos em um contexto com iluminac¸a˜o varia´vel e pec¸as com cores distintas, visando o aumento da
taxa de precisa˜o e recall. Embora esses algoritmos tenham um custo computacional mais elevado,
e´ possı´vel embarcar esta soluc¸a˜o devido a`s novas arquiteturas que esta˜o sendo desenvolvidas.
A captura de pec¸as de diferentes alturas e´ uma problema´tica que envolve o uso de visa˜o 3D,
neste caso, deve-se realizar uma investigac¸a˜o para decidir qual a melhor te´cnica para que o sistema
de VM consiga saber a profundidade dos objetos e assim ser capaz de capturar objetos de diferentes
alturas. As te´cnicas mais comumente empregadas utilizam a associac¸a˜o de duas caˆmeras, o que e´
chamado de visa˜o ste´reo, ale´m disso, e´ possı´vel tambe´m utilizar uma caˆmera juntamente a um
sensor laser.
A mudanc¸a da geometria da garra do manipulador robo´tico, flexibiliza possı´veis futuras
aplicac¸o˜es da VM, neste sentido, e´ possı´vel realizar a captura de objetos com diferentes formas. O
algoritmo a ser desenvolvido deve ser capaz de identificar o melhor ponto para realizar a captura
dos objetos, pois nem sempre o centroide vai representar a melhor posic¸a˜o para captura.
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