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We present an experiment using a sample of laser-cooled Rb atoms to show that cross-phase
modulation schemes continue to benefit from electromagnetically-induced transparency (EIT) even
as the transparency window is made narrower than the signal bandwidth (i.e., for signal pulses much
shorter than the response time of the EIT system). Addressing concerns that narrow EIT windows
might not prove useful for such applications, we show that while the peak phase shift saturates in
this regime, it does not drop, and the time-integrated effect continues to scale inversely with EIT
window width. This integrated phase shift is an important figure of merit for tasks such as the
detection of single-photon-induced cross phase shifts.
The interaction between individual photons is notori-
ously weak. This is an obstacle, for instance, to opti-
cal quantum computing; while the lack of interactions is
helpful for coherent communications, it leaves the con-
struction of deterministic logic gates between photonic
qubits a difficult challenge.
Non-linear optical properties of matter have been used
to mediate an effective interaction between two optical
fields. For example, an intensity-dependent refractive in-
dex provided by an atomic medium can lead to a con-
ditional phase shift written on one optical ‘probe’ field
in the presence of a second ‘signal’ field. This effective
interaction serves as the basis for a two-photon gate pro-
posal, which requires a pi rad phase shift to be acquired
by the probe field [1]. The difficulty of achieving such a
large phase shift has prompted the proposal of a new ap-
proach that relies merely on the single-shot detectability
of any observable cross-phase shift, not necessarily pi rad
[2]. However, even the non-linearities required for this
‘weak non-linearity’ scheme are many orders of magni-
tude larger than those achievable in typical situations.
A number of approaches have been proposed for
greatly enhancing the strength of cross-phase modula-
tion (XPM), including cavity QED [3], unconventional
media such as photonic crystal fibers [4] and hollow-core
fibers filled with alkali gas [5], and finally, novel physical
effects such as electromagnetically induced transparency
(EIT) [6, 7]; this Letter addresses the latter.
The original ‘N-scheme’ proposed by Schmidt and
I˙mamog˘lu [8] made use of a single EIT window, while
later works investigated double-Lambda systems [9, 10]
to overcome limitations arising from the group-velocity
mismatch between signal and probe pulses. Many varia-
tions on these multi-level schemes have been introduced
[11–16] and the ability to store light using EIT has even
led to cross-phase modulation between stored pulses of
light [17]. In the past 3 years, remarkably high non-
linearities have been observed relying on Rydberg block-
ade in the presence of EIT [18–21], presaging potentially
huge cross-phase shifts.
The enhancement provided by EIT schemes arises from
the spectral narrowness of the transparency window,
which results in a steep refractive index profile for the
probe field. The presence of the signal field introduces
an AC Stark shift, which effectively detunes the probe
field out of resonance, causing it to acquire a phase shift
proportional to the slope of this refractive index profile.
Meanwhile, the AC Stark shift is intensity-dependent:
a larger shift will be produced by compressing the sig-
nal energy into a temporally shorter pulse. Presumably,
then, the largest non-linear effect is achieved when spec-
trally narrow transparency windows are perturbed by
short, intense signal pulses. However, reducing the spec-
tral width of the transparency window, ∆EIT , implies
a slower response time for the EIT medium. This sug-
gests that a fundamental limitation may exist for EIT-
enhanced XPM schemes; once the inverse EIT band-
width, 1/∆EIT , exceeds the temporal width of the signal
pulse, τs (i.e.once the signal pulse is shorter in time than
the response time of the medium), it appears as though
the EIT medium could not respond quickly enough to
provide a practical benefit. Theoretical [22, 23] and
experimental [24] investigations of step-function signal
fields have, indeed, found that narrower windows, while
providing a larger steady state phase shift, require more
time to reach this steady state. The authors went on to
conclude that such a slow response time may be a limi-
tation in the case of pulsed signal fields. However, there
has been no study of the transient behaviour of EIT-
enhanced XPM in this practically more relevant scenario
where the signal is a (broadband) pulse. It has thus far
been unclear whether the advantages of the original the-
oretical proposal [8] (which treated only the single-mode
problem) hold in practice.
Here we show experimentally that narrow trans-
parency windows continue to provide a benefit for XPM
schemes even when τs  1/∆EIT . The slow dynamics
reported for step-responses [22–24] are actually at the
root of the enhancement offered by EIT in the regimes
of most practical interest, namely, narrow transparency
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2windows perturbed by short, intense signal pulses. While
the peak phase shift saturates when τs ≤ 1/∆EIT , it
does not decrease as ∆EIT → 0, and the narrow EIT
bandwidth serves to prolong the effect of the short sig-
nal pulse. As a result, we find that in the short-pulse
regime, the integrated phase shift (though not the peak
phase shift) continues to scale linearly with 1/∆EIT . For
weak non-linearity schemes such as [2], which rely on the
mere detectability of a single-shot cross-phase shift (not
necessarily pi rad), this amounts to a significant advan-
tage over non-EIT schemes. This work constitutes the
first study of EIT-enhanced XPM in this experimentally
relevant regime of spectrally narrow transparency win-
dows perturbed by broadband signal pulses.
We study the effects of EIT on XPM using an ensemble
of 85Rb atoms cooled and trapped in a magneto-optical
trap (MOT). The level scheme in our experiment is shown
in figure 1 and makes use of the two 52S1/2 hyperfine
ground states along with the 52S3/2 F
′ = 2 excited state
to form a three-level Λ-system. When the probe and
coupling fields satisfy the two-photon resonance condi-
tion (i.e. when their respective detunings are equal),
the atomic medium is rendered transparent to the probe
beam. The degree of transparency (as well as the re-
fractive index) experienced by the probe beam depends
strongly on its detuning from this two-photon resonance.
Under EIT conditions, pulses of signal light blue-detuned
by 40 MHz from the F = 3→ F ′ = 4 transition are sent
through the medium, temporarily AC Stark-shifting the
F = 3 hyperfine ground state. This energy-shift of the
ground state changes the two-photon detuning, imprint-
ing a phase shift on the probe field which, in the steady-
state, is inversely proportional to the EIT window width.
The phase shift is measured using a beat-note inter-
ferometry [25] technique (the frequency-domain analog
of a spatial interferometer). A ‘reference’ beam, co-
propagating with the probe field but blue-detuned by
100MHz, is also sent into the medium, serving as a phase
reference. This detuning is large enough that the phase
shift imprinted on the reference beam due to the signal-
induced AC Stark shift is negligible. The phase shift of
the on-resonance probe field manifests itself as a phase
shift of the resulting beat signal, which is read out by
demodulation at 100MHz. The coupling and signal fields
also co-propagate with these two probing fields, and all
the beams are focused down to a beam waist of ≈ 50µm
centered on the 2mm diameter atomic cloud. After an
initial 10ms cooling time, the magnetic field gradient and
trapping lasers are turned off for 1ms, leaving only the
CW probing and coupling fields on while pulses of signal
light are sent into the medium. This cycle is repeated and
every data point presented below corresponds to an av-
erage of several thousand pulses. The cloud of atoms has
a density of ≈ 1010cm−3, and is cooled down to ≈ 50µK,
with an optical density of 3 as seen by the on-resonance
probe beam. We observed ≈ 15% atom number fluc-
tuations from shot to shot throughout the experiment.
The coupling and signal fields have the same polariza-
tion, which is orthogonal to the polarization of the prob-
ing fields, allowing for the detection of the probing fields
alone.
FIG. 1. Level scheme used to implement EIT-enhanced
XPM in 85Rb atoms. A probe beam (Ωprobe) addressing
the 52S1/2 → 52P3/2 transition experiences EIT due to a
strong coupling beam (Ωcoupling), while a detuned signal pulse
(Ωsignal) serves to AC Stark shift the F = 3 ground state, pro-
ducing a cross-phase shift on the probe field.
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FIG. 2. Temporal profile of XPM for a variety of transparency
window widths (FWHM shown in the legend). A 40ns (RMS)
Gaussian signal pulse was incident at t = 0. The phase shift of
the probe field rises with a timescale given by the signal pulse
duration, irrespective of ∆EIT . The decay, on the other hand,
is governed by the larger of τs and 1/∆EIT . For 1/∆EIT > τs,
the phase returns to its original steady-state value at a rate
given by the transparency window width. In addition, the
peak phase shift saturates as the window width is narrowed.
The fits to the data (solid lines) are obtained from a linear
time-invariant system model of the interaction [26], where the
phase of the probe field is treated as the output of a linear
system that is being driven by the signal pulse intensity.
Figure 2 shows temporal profiles of the cross-phase
shift acquired by the probe beam due to a 40ns (RMS),
0.8µW peak power Gaussian signal pulse for a variety
of EIT window widths. The widths of the transparency
windows were measured separately (by scanning the fre-
quency of the probe laser across the two-photon transi-
tion) and their FWHM are provided in the legend. The
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FIG. 3. Peak (left) and integrated (right) phase shifts as ex-
tracted from figure 2 plotted against EIT window width (note
inverted scale). Decreasing the EIT window by an order of
magnitude results in an integrated phase shift that grows pro-
portionally while the peak phase shift saturates after increas-
ing by a factor of two. The dashed, vertical line at 2MHz
corresponds to the bandwidth of the signal pulse and shows
where the EIT window width becomes spectrally narrower
than the signal pulse; the peak phase shift saturates at this
point while the integrated phase continues to grow. The devi-
ation from linearity of the integrated phase shift, as well the
eventual dip of the peak phase, arises when the transparency
window becomes comparable to the dephasing rate of the EIT
system. The red curve is a fit to the data using an expression
for the integrated phase shift from a linear time-invariant sys-
tem model for the interaction which includes this dephasing
rate[26].
coupling beam powers ranged from 192nW to 5µW de-
pending on the desired EIT window width while the on-
and off-resonance probe powers were kept at 8nW and
100nW, respectively, throughout. Each trace in figure 2
is an average of 2500 signal pulses. It can be seen that
the rise of the phase shift is independent of the EIT win-
dow, in contrast to the previously observed step-response
behavior. While the peak phase shift saturates for small
∆EIT , it does not decrease. In addition to this, the ef-
fect of the passing signal pulse is seen to last longer as
∆EIT is narrowed. For example, in the case of a 0.38MHz
transparency window, the 40ns signal pulse produces a
phase shift that decays with a 1/e time of 1.1µs.
The solid curves in figure 2 are fits to the data based
on a linear time-invariant (LTI) model of the light-matter
interaction; in the cross-Kerr regime, we can abstract the
underlying non-linearity and treat the phase of the on-
resonance probe field as the output of a linear system,
which is being driven by the signal field intensity. This
phase, then, is given by the convolution of the Gaussian
signal pulse with the impulse response function of the
EIT system, which can be well approximated by a de-
caying exponential with decay constant, τ . The result
of the convolution yields the following expression for the
time-dependence of the non-linear phase shift:
φ(t) =
φ0nph
2τ
eτ
2
s /2τ
2
e−t/τ
[
1 + erf
(
t√
2τs
− τs√
2τ
)]
(1)
where φ0 is the integrated phase shift per photon, nph
is the number of signal photons, and τs is the RMS du-
ration of the signal pulse intensity. In a separate work
[26], we have theoretically investigated the validity of this
approach and found excellent agreement with a rigorous
semi-classical treatment of the problem. The work pre-
sented here serves as experimental verification of such an
LTI model as the fits in figure 2 match the experimental
data well. Both the signal pulse duration, τs, and the
time constant of the decaying exponential, τ , were left
as fitting parameters and the results agree very well with
the known values.
We now consider how the magnitude of the cross-phase
shift is affected by narrowing the EIT window. Figure 3
plots the peak and integrated phase shifts (as extracted
from figure 2) versus ∆EIT . While single-mode (station-
ary state) as well as step-response treatments yield a lin-
ear dependence of phase shift on 1/∆EIT , the peak phase
shift is seen to saturate as ∆EIT is narrowed (left to right
in the figure) in the presence of a broadband signal pulse.
The vertical, dashed lines in figure 3 denote the 2MHz
bandwidth of the signal pulse and mark the onset of sat-
uration in the peak phase shift. For purposes of achiev-
ing pi rad phase shifts this clearly presents a limitation.
The integrated phase shift, on the other hand, is seen
to continue its linear growth far into the regime where
the peak phase shift has saturated. Decreasing the EIT
window by an order of magnitude causes the integrated
phase shift to grow by nearly a factor of ten while the
peak phase shift grows by only a factor of two. In fact,
it is only the finite coherence time of our system that
disrupts the linear scaling of the integrated cross-phase
shift with 1/∆EIT [26]. The red curve in figure 3 is a fit
to the data using an expression for the integrated phase
shift, φ0nph, which includes this dephasing. Once again,
we see good agreement with experiment. The dephas-
ing rate was measured separately to be 75kHz and is due
to lingering, inhomogeneous magnetic fields that persist
during the measurement even after we have turned off the
magnetic field gradient. Ground-state dephasing serves
to limit the depth of transparency, as well as to broaden
the EIT window. It can be shown that as ∆EIT nears
the dephasing rate, γ, the integrated phase shift will sat-
urate, peaking when ∆EIT = 4γ.
Given that the peak phase shift saturates, the linear
growth of the integrated phase shift is entirely due to
the longer decay time provided by narrow windows. The
temporal profile of the cross-phase shift (eq. 1) depends
on both the signal pulse duration, τs, and the EIT re-
sponse time, τ . In the narrow-EIT regime (τ  τs),
these can be regarded as the rise and fall times, respec-
4tively, of the cross-phase shift in figure 2; for short times
t, the error function term dominates, its time scale set
by τs, whereas for longer times the decaying exponential
takes over with a time constant determined by the EIT
system.
To study the behavior of these dynamics, we repeated
the measurement shown in figure 2 but with lower signal
intensity so as to avoid saturating the atoms; a longer sig-
nal pulse duration of 140ns (RMS) was used along with
a lower peak power (160nw) and an OD of 1.8. We fit
the resulting temporal profiles, leaving τs and τ as free
parameters. These extracted parameters are plotted in
figure 4 versus EIT window spectral width, ∆EIT . The
roughly constant rise time of approximately 160ns arises
from the smearing out of the signal pulse duration by
the measurement sampling period of 67ns. The fall time,
on the other hand, is seen to grow as the EIT window
is narrowed. The presence of the signal pulse inside the
medium disrupts the atomic coherence established by the
probe and coupling fields. Upon passage of the signal
pulse, this coherence returns to its steady-state value but
on a timescale governed by the width of the EIT window
(i.e. by the intensities of the probe and coupling fields).
The lower field strengths necessary for narrow EIT win-
dows yield a slower optical pumping rate into the dark
state, and therefore, a longer time is needed to return
to steady-state. The red line in figure 4 is a theoretical
curve (with no free parameters) for the fall-time, τ , of
the phase shift:
τ =
[
1 +
d0
4
(
1− 2γ
∆EIT
)]
2
∆EIT
, (2)
where d0 is the optical density and γ is the ground state
dephasing rate of the EIT system. This expression first
appears as the exponential rise-time of cross-phase mod-
ulation in the case of a step-function signal field [22].
Since the impulse response is the derivative of the step-
response, this expression carries over as the decay con-
stant, τ , found in the exponential term in eq. 1. That
is, we see that the decay of the cross-phase shift in the
wake of broadband signal pulses (τs  1/∆EIT ) obeys
the same dynamics as the step-response of XPM. In both
cases, a linear system is evolving toward a steady state
- either returning to its original steady state upon pas-
sage of the signal pulse or progressing towards its new
steady state in the presence of a step-signal field. This
is why we conclude that the slow dynamics reported for
the step-response of EIT-enhanced XPM are actually at
the root of the enhancement for pulsed-signal XPM when
τs  1/∆EIT .
Finally, to confirm that the rise time of EIT-enhanced
XPM is, indeed, governed by the signal duration, we
studied the effect of varying the signal pulse width. Fig-
ure 5 shows temporal profiles of the cross-phase shift for
different signal pulse widths, while keeping the energy of
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FIG. 4. Rise time, τs, (left) and fall time, τ , (right) of XPM
plotted against EIT window width (note inverted scale) as
extracted from fitting the data in figure 2 to eq. 1. As the
EIT window is narrowed (left to right), the decay of the XPM
is slower, while the rise time is unaffected, being given by a
convolution of the measurement sampling period (67ns) and
the signal pulse duration (140ns). The red line is a parameter-
free theory curve, eq. 2, describing the response time of the
EIT medium.
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FIG. 5. Temporal profile of XPM for a variety of signal pulse
durations, holding the total signal energy fixed at 75fJ (corre-
sponding to 300, 000 photons per pulse), with an EIT window
of 600kHz. The peak of the pulses arrived at t = 0. While
the decay time of the phase shift is constant due to the fixed
EIT bandwidth, the rise time is seen to depend on the signal
pulse duration. The fits to the data (solid lines) are obtained
from a linear time-invariant system model of the interaction
[26].
each signal pulse constant at 75fJ, which corresponds to
≈ 3× 105 photons. A 600kHz EIT window was used for
these measurements, which results in the constant decay
times seen in the figure, and the on-resonance probe field
experienced an OD of 3. The signal pulses were detuned
by 40MHz and were of Gaussian shape with τs, the rms
width of the signal, ranging from 20ns to 255ns. This
is reflected in the range of rise times observed in figure
5, with each data point being an average of 2500 sig-
nal pulses. The zero of the time axis corresponds to the
arrival of the peak of each signal pulse.
Figure 6 shows the extracted rise and fall times as a
function of signal pulse duration. While the decay time
of XPM appears roughly constant, the rise time is clearly
seen to depend on the signal pulse duration. For signal
pulses much wider than our 67ns sampling period, a clear
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FIG. 6. Rise (left) and fall (right) times of XPM extracted
from Fig. 5 as a function of signal pulse (rms) duration, σs.
The rise time grows with the signal pulse duration whereas the
fall time is seen to be nearly flat since ∆EIT = 600kHz < 1/σs
for the signal pulses used. The deviation from linearity of the
rise time arises when the pulse duration becomes comparable
to the 67ns sampling period.
linear dependence is observed, confirming that the rise of
XPM is determined by the signal pulse duration. For sig-
nal pulse durations comparable to the sampling period,
we see a rise time that is smeared out due to the mea-
surement. Importantly, while the EIT window for these
measurements was 600kHz (corresponding to a timescale
of ≈ 830ns), the rise time of XPM is seen to be several
times faster, clearly not limited by ∆EIT . The attentive
reader may have noticed that a 600kHz window here gave
a fall time of 1200ns while in figure 4, the same window
width yielded approximately half this value. This is due
in part to the higher OD used in figure 5 but also to the
relatively high signal power used in this data set. We
have seen that sufficiently high signal powers yield decay
times longer than those predicted by eq. 2. The depen-
dence of the peak and integrated phase shifts on signal
bandwidth are discussed in full detail in [26].
We have experimentally demonstrated that narrow
EIT windows continue to provide a benefit for cross-phase
modulation schemes even when the signal pulse duration
is much shorter than the inverse window width. Despite
concerns that a narrow transparency window is necessar-
ily accompanied by a slow response, we see that the cross-
phase shifts rise on a timescale given by the signal pulse
duration, which can be orders of magnitude faster than
the inverse EIT window width. While the peak phase
shift saturates when the signal pulse duration becomes
shorter than the inverse window width, the integrated
phase shift continues to scale linearly with 1/∆EIT . With
respect to signal pulse duration, there is no minimum ac-
ceptable EIT window width: the integrated phase shift
will continue to increase as the window is narrowed, lim-
ited only by ground state dephashing of the EIT system.
The extended duration of the cross-phase shift afforded
by narrow EIT windows allows for a longer measurement
time, which can bring about a significant reduction in
noise. This enhancement is very promising for all-optical
quantum computing schemes, as well as other applica-
tions relying on the non-linear effects of low-energy opti-
cal pulses.
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