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0. INTRODUCTION AND STATEMENT OF RESULTS 
In this paper we consider the following semilinear elliptic equations: 
-Au = g(x, u) +f(x), XEQ, (0.1 1 
u = 0, .Y E 22. (0.2 ) 
where Q c FP” (Na 2) is a bounded domain with a smooth boundary LX2, 
g(x, <) E C(Q x R, R) is a continuous function, and f(x) E L’(Q). We deal 
with the case where g(x. <) has a superlinear growth; i.e., g(x, 5) satisfies 
(g,) g(x, 5)/t -+ co as 151 -+ cc uniformly in x E D. 
In the casef-0, the problem (O.l), (0.2) is well studied in [1, 7, 93. In 
particular, Rabinowitz [9] proved that (O.l), (0.2) has an unbounded 
sequence of weak solutions under the following conditions on g(x, 4); 
(g,) g(x, -<)= -g(x, <) for all XE~ and ~E[W, 
(g2) there are constants ~1~2, SE (2, 2N/(N- 2)) (S is unrestricted if 
N= 1 or 2) and R, C, > 0 such that 
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for all 151 Z R and XEQ. 
From the second inequality of (g2), we deduce that 
lim inf g(x’ ‘) > 0 
151-m l5l”-25 . (0.3) 
As one of our main results, we have 
THEOREM 1. Suppose that g(x, l) E C(Q x [w, [w) satisfies (g,), (g,) and 
(g3) there are constants p > 1, s > 2, and a, > 0 (1 Q i < 4) such that 
a, lCl”+az>tg(x, 5)XG(x, <)+a3 ItI”-a4 
for all ~E[W and xE52. 
(0.5) 
Suppose moreover that f = 0. Then there exists an unbounded sequence of 
weak solutions of(O.l), (0.2) in H;(Q). 
Remark. (g3) is a slightly weaker condition than (g2). In fact, g(x, 0 = 
5 log( I t) + 1) satisfies (g3) for p = 2 and s E (2, (2N + 4)/N) but does not 
satisfy (g2). We also remark that 
2N 
I-<~ (O-6) 
follows from (0.4). 
The case wheref(x) is not absent is considered by Bahri and Berestycki 
[2], Struwe [lo], Rabinowitz [8], and Bahri and Lions [3]. They treat 
this case as a perturbation from the case f - 0 and prove the existence of 
multiple solutions under the conditions (go), (gi) and some additional 
restriction on s: (2N-(N-2)s)/N(s-2)>p/(p- 1) (cf. [8], see also 
[3]). As another result, we have 
THEOREM 2. Suppose that g(x, 5) satisfies (go), (g,) and 
(g4) there are constants p > 1, s > 2, and a, > 0 (1 < i < 4) such that 
P 2s 
q<N(sz)’ (0.7) 
al ItI”+az25dx, 5)>2G(x, 5)+a3 l(l”-a4 
for all <E~W andxEQ. 
(0.8) 
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Suppose moreover that f E L p;‘J’ ‘j(Q). Then there e.uists an unbounded 
sequence o.f weak solutions of (0.1) (0.2) in H,$ Q 1. 
To give proofs to Theorems 1 and 2, we apply minimax methods to the 
functional Z(U): HA(Q) + IR defined by 
To do so. it is necessary that Z(U) satisfies some compactness condition. In 
Section 1, we verify that I(u) satisfies a weakened Palais-Smale condition, 
which is introduced in Bartolo, Benci, and Fortunato [4]. In Section 2. we 
apply minimax methods of Rabinowitz [8] to Z(U) and use the estimates 
obtained in Tanaka [ 111 of critical values, so that we can give a proof of 
Theorem 1. Last, in Section 3, following the arguments of Rabinowitz [S]? 
we give a proof of Theorem 2. 
1. VARIATIONAL FORMULATION AND VERIFICATION OF 
THE WEAKENED PALAIS-SMALE COMPACTNESS CONDITION 
For p E [ 1, CC ) we denote by L”(Q) the space of functions on 52 whose 
pth power are integrable, i.e., lIz.llP= (SD IuI”‘~.Y)“~< #CC. We act on the 
space H;(Q) with norm Ilull H;cn, = liVul/, = (jn I,“= 1 I&/?.v,l’ d.u)’ ‘. We 
also write (u, v) = fn uv dx for u E Lp(0) and u E Ly(Q)( lip + l/q = 1 ). 
Weak solutions of (O.l), (0.2) are obtained as critical points of the 
following functional: 
In fact, 
Z’(u)h=(Vu,Vh)-I g(s,u)hd.u-(f;h) 
P 
= (-Au-g(x. u)-fi h) 
for U, h E H,$SZ), where the pairing ( , ) on the right-hand side denotes 
the duality between H;(Q) and HP’(Q). 
We show the existence of critical points via minimax arguments. The 
following property of Z(U) allows us to apply minimax arguments to Z(u). 
PROPOSITION 1. Under the assumption (g3), the functional Z(u) satiTfie.s 
the following weakened Palais-Smale compactness condition (W.P.S. ) or1 
H;(Q): 
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(W.P.S.) whenever a sequence (u,),~!~ in HA(Q) satisfies for some 
constant M > 0, 
Z(q) < A4 for all j, (1.1) 
and 
IIJ’(~,)IIH-~,n) ll”,llH~(~) + 0 as j-,co, (1.2) 
there is a subsequence of (uJ),“= I which converges in HA(Q). 
The condition (W.P.S.) is a slightly weaker condition than the well-known 
Palais-Smale condition. This condition is introduced in Bartolo, Benci, and 
Fortunato [4] and it is proved that (W.P.S.) is sufficient o get a deforma- 
tion theorem, which allows us to apply minimax arguments to Z(u). 
Proof of Proposition 1. We set m = sup, JZ’(u,)u,l < co. We have from 
(1.1) and the definition of Z(u), 
M+ +m > Z(u,) - +Z’(u,)u, 
= I R Ciu,g( x, u,) - Gb, u,)l dx - f(f, u,). 
Using the second inequality of (OS), we get 
M++2CI ll~,ll~-~2-~ll~,ll, IlflIPl~p-~~. 
Hence the sequence (u,) is bounded in Lp(Q). On the other hand, using 
(0.5) and the Gagliardo-Nirenberg inequality, we have 
where 0 = 2N(s - ,u)/(2Ns + 2~s - Nps). Since (u,) is bounded in L”(Q), we 
deduce 
s G(x, u,) dx Q C; IlV~,ll;~ + C,, n 
where C;l is independent of j. Therefore we get 
M~Z(~,)=fllVu,ll:-~~G(x,u,)dx-(/,~,) 
2 4 Ilvu,ll; - cg llvu,lg - c:. 
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We remark that the condition (0.4) is equivalent to $0 < 2. Hence (u,) is 
bounded in H:(0), so that, by compact imbedding, it is relatively compact 
in Lp(Q) for anyPE(1,2N/(N-2)). Since 2N(s-l)/(N+2)<2N/(N-2) 
by (0.6), we can choose p~(2N(s-l)/(N+2),2N/(N-2)). From the 
inequality Ig(x, 5)I <a, 1515+’ +ai, (g(x, u,)),“= 1 is relatively compact in 
Lp”‘-~ ‘j(Q), also in H-‘(0) by compact imbedding with 2N/(N+ 2) < 
p/(s - 1). On the other hand, by (1.2) we may assume that I’(u,) + 0 in 
H ‘(Q), otherwise (u,) has a subsequence which converges to zero in 
HA(Q). Thus we find that -Au, ( = Z’(U,) + g(x, I(,) +f) is a relatively 
compact sequence in HP ‘(a). Hence (u,) ,KZ , is relatively compact in 
H,$f-O 
2. PROOF OF THEOREM 1 
We deal with the case f- 0. In this case we denote by I,(u) the corre- 
sponding functional, that is, 
M4=f IIW- j/t x, u) d*xG C’( H&Q), [w). 
We apply the following minimax tools: Let (I?,),, w be a sequence of 
subspaces of HA(Q) such that 
E, c E, c ... and dim E, = n. 
Since (g,) holds, we can choose a sequence of positive numbers 
0 CR, < R2 < ... (see [7, Lemma 2.31) such that 
IO(U) < 0 for all UE E, with llVul12 2 R,. (2.1) 
We set 
B,={u~H;(l2); l/Vulj,<R) for R>O, 
D, = B,” n E,, 
r,= {yeC(D,, HA(Q)); y( -u)= -y(u) for all UE D,, 
y(u)=uforalluE8D,l. 
Moreover we define minimax values b, as follows: 
b,r = ,$& zy Zo(Y(U)). n 
Since Z,(u) satisfies (W.P.S.) which is sufficient to get a deformation 
theorem [4, Theorem 1.33, we have the following proposition as in 
Cl, 8, 91. 
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PROPOSITION 2. (b,),“= , is a sequence of critical oaIues of Z,(u), that is, 
there is (u,)z= 1 c HA(Q) such that 
M&J = b, > ro(u,) = 0. 
Therefore, to prove Theorem 1, it suffices to show b, -+ co. On the other 
hand, by the assumption (g3), there are constants SE (2,2N/(N- 2)) and 
C> 0 such that G(x, 5) < C( 151” + 1). Under this condition, we have the 
following estimates for the critical values b,. 
PROPOSITION 3 (Tanaka [ 111). (i) In case N 9 3, there are d,, d2 > 0 
such that 
b, > d, n2S’N(.’ ~” - d2 forall nEiV. (2.2) 
(ii) In case N = 2, for any E > 0 there are d,,, dzE > 0 such that 
b >dlan-&+Si(S-2)-d2, n/ F forall nEkI. (2.3) 
By Propositions 2 and 3, the proof of Theorem 1 is complete. 
3. PROOF OF THEOREM 2 
In this section we deal with the case f f 0. Following Rabinowitz [S], 
we will give a proof to Theorem 2. 
First we replace Z(u) = 4 l\Vull i - jn G(x, u) dx - (f, u) by the modified 
functional J(u) E C’(Hh(Q), R). This modification is introduced in [S]. Let 
YE C”([w, [w) be a function such that x(z) = 1 for r < 1, x(r) = 0 for t 2 2, 
and -2 < x’(r) d 0, 0 d x(r) d 1 for r E R. For u E HA(Q), we set 
Q(u) = a(z(u)2 + 1)‘,‘2, 
wo=x(@(w lI4”,)* 
4~) = t llvull: -s, (7x9 ~1 dx - WuNf, ~1, 
where a=max(8b/a,, l), b=(12/a,)“‘~~” (3 IlfII~,(~~I))~‘(~~‘)+ iu4 IQ1 
+ 1, 1521 =the volume of Q, and ug, a4 are constants given in (0.8). As in 
[S], we have 
LEMMA 1 (cf. [8, Lemmas 1.18, 1.291). (i) There is a constant 
GI = CI( IlfIIp,Cp- 1,) > 0 such that for u E HA(Q), 
I.z(u)-J(--u)J dcr(J.z(u)l’~“+ 1). (3.1) 
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(ii) There is a constant M,= M,,( Ilf‘jlj,,,,L ,,)>O .mch thut J(u) 3 .&I,, 
md lIJ’(u)ll,- ‘ID) llVullzd 1 imp& that J(u)=I(z4). 
The proof of Lemma 1 is given in the Appendix. As an immediate 
corollary to Lemma 1 and Proposition 1, we have 
COROLLARY. (i) J(u) satisfies (W.P.S.) on (~~EH:,(SZ)/J(Z~)~M~,~. 
(ii) U’heneuer II E HA(Q) satisfies J’(u) = 0 and J(u) > M,, MY huw 
I( 21) = J( u ) und Z’(u) = 0. 
Therefore, we seek large critical values of J(u). As in Section 2, we can 
choose a sequence of positive numbers 0 < R, < R, < ‘. such that 
J(u)<0 for all u E E,, with ~lVulIz 3 R,,. 
We also define D,,, r,, in a similar way to Section 2 and define 
Since J(u) is not an even functional, b,, need not be critical values. But 
using (3.1). similarly to [8, Lemmas 1.57 and 1.641, we obtain 
PROPOSITION 4. Zf the set qf critical rwlues of J( II) is bounded in [w, then 
there is a constunt h, > 0 such that 
b, < b,np”pp ‘I -forall nEN. (3.3) 
End of the Proof of Theorem 2. From the definition of J(u) and (0.8 ). 
we have 
Therefore arguing as in Proposition 3, we get (2.2) or (2.3) for b, defined 
by (3.2). Under the condition (0.7), the inequalities (2.2) (2.3) are incom- 
patible with (3.3). Thus J(u) possesses an unbounded sequence of critical 
values. 
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APPENDIX 
The purpose of this appendix is to prove Lemma 1. The assertion (i) of 
Lemma 1 can be proved as in [S, Lemma 1.181. To prove the second 
assertion of Lemma 1, we need 
LEMMA 2. For u E HA(Q), we set 
T,(u)=a2x’(@(u)-’ I141;Pw3w4 Il4:: (f, U)> 
%4=M’w(w Il~llpYw (f, u). 
Then we have 
J’(u)u=(l+ T,(u)) llVull:-Cl+ T,C4,s, g(x, u)udx 
-(Y’(u) + T,(u))(f, u)- T,(u) Il4; (A.1) 
and 
suP{ITi(~)l;~EH~(SZ),J(u)~M,,i=1,2}~0 as Ml + CO. (A.2) 
Lemma 2 can be obtained in the same way as in the proof of [S, 
Lemma 1.291. 
Proof of (ii) of Lemma 1. It suffices to show that Y(U)= 1, that is, by 
the definition of Y(U), to show that 
Il~ll’<@(~) P’ 
for UE HA(Q) such that J(u)>MM, and I(J’(u)(l,-lCQj IlVull,~ 1. For suf- 
ficiently large M, > 0, we may assume by (A.2) that J(U) 2 M, implies 
lT~(u)l G;, IT,(u)1 d 1, ~a3+2(l~(Tu\U))~~a3. (A.3) 
1 
From (A.l), we have 
Z(u) - 
1 
2(1+ T,(u)) 
J’(u)u 
= g(x, u)u - G(x, u) 1 [ dx + 
T*(U) 
+ 2(1+ T,(u)) Ilull;. 
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By (0.8) and (A.3), we get 
1 
I( 11) -
81 + T,(u)) 
J’(u)u 
i 
1 
>, -u,+ 
T,(u) 
2 2(1 + T,(u)) > 
1, ll4,, 
where Co= (12/~,)~~‘~“‘(3 IlfIlr~(rc~I,)Pi’l’~“+ ku4 /Q/. On the other hand. 
by the assumption JJJ’(u)JI,-I,,, ll~ll H;,n,b 1 and (A.3), we have 
I(u)3& Ilull;:-c,,- 1. 
From this inequality and the definition of Q(u), we obtain 
@(u)2~(c.“+ 1)(1(u)‘+ 1)“‘3 jIz$. 
Thus the proof is complete. 
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