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DYNAMICS ON GRASSMANNIANS AND RESOLVENTS OF
CONE OPERATORS
JUAN B. GIL, THOMAS KRAINER, AND GERARDO A. MENDOZA
Abstract. The paper proves the existence and elucidates the structure of
the asymptotic expansion of the trace of the resolvent of a closed extension
of a general elliptic cone operator on a compact manifold with boundary as
the spectral parameter tends to infinity. The hypotheses involve only minimal
conditions on the symbols of the operator. The results combine previous in-
vestigations by the authors on the subject with an analysis of the asymptotics
of a family of projections related to the domain. This entails a fairly detailed
study of the dynamics of a flow on the Grassmannian of domains.
1. Introduction
In [14] we analyzed the behavior of the trace of the resolvent of an elliptic cone
operator on a compact manifold as the spectral parameter increases radially as-
suming, in addition to natural ray conditions on its symbols, that the domain is
stationary. Here we complete our analysis with Theorem 1.4, which describes the
behavior of the aforementioned trace without any restriction on the domain. The
main new ingredient is Theorem 4.13 on the asymptotics of a family of projections
related to the domain. This involves a fairly detailed analysis of the dynamics of a
flow on the Grassmannian of domains.
Let M be a smooth compact n-dimensional manifold with boundary Y . A cone
operator on M is an element A ∈ x−mDiffmb (M ;E), m > 0; here Diff
m
b (M ;E) is
the space of b-differential operators of Melrose [26] acting on sections of a vector
bundle E →M and x is a defining function of Y in M , positive in
◦
M . Associated
with such an operator is a pair of symbols, the c-symbol cσ (A) and the wedge
symbol A∧. The former is a bundle endomorphism closely related to the regular
principal symbol of A, indeed ellipticity is defined as the invertibility of cσ (A). The
wedge symbol is a partial differential operator on N+Y , the closed inward pointing
normal bundle of Y in M , essentially the original operator with coefficients frozen
at the boundary. See [14, Section 2] for a brief overview and [11, Section 3] for a
detailed exposition of basic facts concerning cone operators.
Fix a Hermitian metric on E and a smooth positive b-density mb on M (xmb is
a smooth everywhere positive density on M) to define the spaces xγL2b(M ;E). Let
A be a cone operator. The unbounded operator
A : C∞c (
◦
M ;E) ⊂ xγL2b(M ;E)→ x
γL2b(M ;E) (1.1)
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admits a variety of closed extensions with domains D ⊂ xγL2b(M ;E) such that
Dmin ⊂ D ⊂ Dmax, where Dmin is the domain of the closure of (1.1) and
Dmax =
{
u ∈ xγL2b(M ;E) : Au ∈ x
γL2b(M ;E)
}
.
When A is c-elliptic, A is Fredholm with any such domain (Proposition 1.3.16
of Lesch [22]). The set of closed extensions is parametrized by the elements of
the various Grassmannian manifolds associated with the finite-dimensional space
Dmax/Dmin, a useful point of view exploited extensively in [11]. Without loss of
generality, assume γ = −m/2.
Associated with N+Y there are analogous Hilbert spaces x
−m/2
∧ L
2
b(N+Y ;E∧).
Here x∧ is the function determined by dx on N+Y , E∧ is the pull back of E|Y to
N+Y , and the density is x
−1
∧ mY where mY is the density on Y obtained by contrac-
tion of mb with x∂x. We will drop the subscript ∧ from x∧ and E∧, and trivialize
N+Y as Y
∧ = [0,∞)× Y using the defining function. The space x−m/2L2b(Y
∧;E)
carries a natural unitary R+ action (̺, u) 7→ κ̺u which after fixing a Hermitian
connection on E is given by
κ̺u(x, y) = ̺
m/2u(̺x, y) for ̺ > 0, (x, y) ∈ Y ∧.
The minimal and maximal domains, D∧,min and D∧,max, of A∧ are defined in an
analogous fashion as those of A, the first of these spaces being the domain of the
closure of
A∧ : C
∞
c (
◦
Y ∧;E) ⊂ x−m/2L2b(Y
∧;E)→ x−m/2L2b(Y
∧;E). (1.2)
A fundamental property of A∧ is its κ-homogeneity, κ̺A∧ = ̺
−mA∧κ̺. Thus
D∧,min and D∧,max are both κ-invariant, hence there is an R+ action
̺ 7→ κ̺ : D∧,max/D∧,min → D∧,max/D∧,min
which in turn induces for each d′′ an action on Grd′′(D∧,max/D∧,min), the Grass-
mannian of d′′-dimensional subspaces of D∧,max/D∧,min. Observe that since the
quotient is finite dimensional these actions extend holomorphically to C\R−.
Assuming the c-ellipticity of A we constructed in [11, Theorem 4.7] and reviewed
in [14, Section 2] a natural isomorphism
θ : Dmax/Dmin → D∧,max/D∧,min
allowing in particular passage from a domain D for A to a domain D∧ for A∧ which
we shall call the associated domain.
We showed in [12] that if
cσ (A) − λ is invertible for λ in a closed sector Λ ( C which is a
sector of minimal growth for A∧ with the associated domain D∧
defined via D∧/D∧,min = θ(D/Dmin),
(1.3)
then Λ is also a sector of minimal growth for AD, the operator A with domain
D, and for ℓ ∈ N sufficiently large, (AD − λ)−ℓ is an analytic family of trace class
operators. In [14] we gave the asymptotic expansion of Tr(AD − λ)−ℓ under the
condition that D was stationary. Recall that a subspace D ⊂ Dmax with Dmin ⊂ D
is said to be stationary if θ(D/D∧,max) ∈ Grd′′(D∧,max/D∧,min) is a fixed point of
the action κ. More generally, assuming only (1.3), we now prove:
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Theorem 1.4. For any ϕ ∈ C∞(M ; End(E)) and ℓ ∈ N with mℓ > n,
Tr
(
ϕ(AD − λ)
−ℓ
)
∼
∞∑
j=0
rj(λ
iµ1 , . . . , λiµN , logλ)λνj/m as |λ| → ∞,
where each rj is a rational function in N +1 variables, N ∈ N0, with real numbers
µk, k = 1, . . . , N , and νj > νj+1 → −∞ as j → ∞. We have rj = pj/qj with
pj, qj ∈ C[z1, . . . , zN+1] such that qj(λiµ1 , . . . , λiµN , logλ) is uniformly bounded
away from zero for large λ.
The above expansion is to be understood as the asymptotic expansion of a symbol
into its components as discussed in the appendix. As shown in [14],
Tr
(
ϕ(AD − λ)
−ℓ
)
∼
n−1∑
j=0
αjλ
n−ℓm−j
m + αn log(λ)λ
−ℓ + sD(λ)
with coefficients αj ∈ C that are independent of the choice of domain D, and
a remainder sD(λ) of order O(|λ|−ℓ). Here we will show that sD(λ) is in fact
a symbol that admits an expansion into components that exhibit in general the
structure shown in Theorem 1.4. More precisely, let
M = {ℜσ/m : σ ∈ specb(A), −m/2 < ℑσ < m/2} , (1.5)
where specb(A) denotes the boundary spectrum of A (see [26]), and let
E = additive semigroup generated by
{ℑ(σ − σ′) : σ, σ′ ∈ specb(A), −m/2 < ℑσ ≤ ℑσ
′ < m/2} ∪ (−N0), (1.6)
a discrete subset of R− without points of accumulation. Then
sD(λ) ∼
∑
ν∈E
ν≤−ℓm
rν(λ
iµ1 , . . . , λiµN , logλ)λν/m as |λ| → ∞, (1.7)
where the µi are the elements of M and the rν are rational functions of their
arguments as described in the theorem.
An analysis of the arguments of Sections 3 and 4 shows that the structure of
the functions rν depends strongly on the relation of the domain with the part of
the boundary spectrum in the ‘critical strip’ {σ ∈ C : −m/2 < ℑσ < m/2}. This
includes what elements of the set M actually appear in the rν , and whether they
are truly rational functions and not just polynomials. We will not follow up on this
observation in detail, but only single out here the following two cases because of
their special role in the existing literature. When D is stationary, the machinery
of Sections 3 and 4 is not needed, and we recover the results of [14]: the rν are
just polynomials in logλ, and the numbers ν in (1.7) are all integers. If D is non-
stationary, but the elements of specb(A) in the critical strip are vertically aligned,
then again there is no dependence on the elements of M, but the coefficients are
generically rational functions of logλ. Note that all second order regular singu-
lar operators in the sense of Bru¨ning and Seeley (see [2, 3, 21]) have this special
property.
By standard arguments, Theorem 1.4 implies corresponding results about the
expansion of the heat trace Tr
(
ϕe−tAD
)
as t→ 0+ if AD is sectorial, and about the
structure of the ζ-function if AD is positive. It has been observed by other authors
that the resolvent trace, the heat kernel, and the ζ-function for certain model
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operators may exhibit so called unusual or exotic behavior [6, 7, 8, 19, 20, 21, 25].
This is accounted for in Theorem 1.4 by the fact that the components may have
non-integer orders νj belonging to the set E, and that the rj may be genuine rational
functions and not mere polynomials. For example, the former implies that the ζ-
function of a positive operator might have poles at unusual locations, and the latter
that it might not extend meromorphically to C at all. Both phenomena have been
observed for ζ-functions of model operators.
Earlier investigations on this subject typically relied on separation of variables
and special function techniques to carry out the analysis near the boundary. This
is one major reason why all previously known results are limited to narrow classes
of operators. Here and in [14] we develop a new approach which leads to the
completely general result Theorem 1.4. This result is new even for Laplacians with
respect to warped cone metrics, or, more generally, for c-Laplacians (see [14]).
Throughout this paper we assume that the ray conditions (1.3) hold. We will
rely heavily on [14], where we analyzed (AD − λ)−ℓ using the representation
(AD − λ)
−1 = B(λ) +
[
1−B(λ)(A − λ)
]
FD(λ)
−1T (λ) (1.8)
obtained in [12] with the aid of the formula
(AD − λ)
−ℓ =
1
(ℓ− 1)!
∂ℓ−1λ (AD − λ)
−1.
In [14] we described in full generality the asymptotic behavior of the operator
families B(λ), [1 − B(λ)(A − λ)], and T (λ), and gave an asymptotic expansion of
FD(λ)
−1 if D is stationary. Therefore, to complete the picture we only need to show
that FD(λ)
−1 has a full asymptotic expansion and describe its qualitative features
for a general domain D.
We end this introduction with an overview of the paper. There is a formula
similar to (1.8) concerning the extension of (1.2) with domain D∧. The analysis
of FD(λ)
−1 in [14] was facilitated by the fact that the corresponding operator
F∧,D∧(λ)
−1 for A∧,D∧ has a simple homogeneity property when D is stationary. In
Section 2 we will establish an explicit connection between the operator F∧,D∧(λ)
−1
and a family of projections for a general domain D∧. This family of projections,
previously studied in the context of rays of minimal growth in [11, 13], is analyzed
further in Sections 3 and 4, and is shown to fully determine the asymptotic structure
of F∧,D∧(λ)
−1, summarized in Proposition 2.17. As a consequence, we obtain in
Proposition 2.20 a description of the asymptotic structure of (A∧,D∧ − λ)
−1.
The family of projections is closely related to the curve through D∧/D∧,min
determined by the flow defined by κ on Grd′′(D∧,max/D∧,min). The behavior of
an abstract version of κ−1ζ (D∧/D∧,min) is analyzed in extenso in Section 3. Let
E denote a finite dimensional complex vector space and a : E → E an arbitrary
linear map. The main technical result of Section 3 is an algorithm (Lemmas 3.5
and 3.11) which is used to obtain a section of the variety of frames of elements of
Grd′′(E) along etaD for all sufficiently large t (really, all complex t with |ℑt| ≤ θ
and ℜt large). The dependence of the section on t is explicit enough to allow the
determination of the nature of the Ω-limit sets of the flow t 7→ eta on Grd′′(E)
(Proposition 3.3).
The results of Section 3 are used in Section 4 to obtain the asymptotic behavior
of the aforementioned family of projections, and consequently of F∧,D∧(λ)
−1 when
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λ ∈ Λ as |λ| → ∞, assuming only the ray condition (1.3) for A∧ on D∧ (in the
equivalent form given by (iii) of Theorem 2.15).
The work comes together in Section 5. There we obtain first the full asymptotics
of FD(λ)
−1 using results from [12, 14] and the asymptotics of F∧,D∧(λ)
−1 obtained
earlier. This is then combined with work done in [14] on the asymptotics of the
rest of the operators in (1.8), giving Theorem 5.6 on the asymptotics of the trace
Tr
(
ϕ(AD − λ)−ℓ
)
. The manipulation of symbols and their asymptotics is carried
out within the framework of refined classes of symbols discussed in the appendix.
2. Resolvent of the model operator
In [11, 12, 13] we studied the existence of sectors of minimal growth and the
structure of resolvents for the closed extensions of an elliptic cone operator A and
its wedge symbol A∧. In particular, in [12] we determined that Λ is a sector of
minimal growth for AD if
cσ (A)−λ is invertible for λ in Λ, and if Λ is also a sector
of minimal growth for A∧ with the associated domain D∧. In this section we will
briefly review and refine some of the results concerning the resolvent of A∧,D∧ in
the closed sector Λ.
The set
bg-res(A∧) = {λ ∈ C : A∧ − λ is injective on D∧,min and surjective on D∧,max} ,
introduced in [11], is of interest for a number of reasons, including the property
that if λ ∈ bg-res(A∧) then every closed extension of A∧ − λ is Fredholm. Using
the property
κ̺A∧ = ̺
−mA∧κ̺ (2.1)
one verifies that bg-res(A∧) is a disjoint union of open sectors in C. Defining d
′′ =
− ind(A∧,min−λ) and d′ = ind(A∧max−λ) for λ in one of these sectors, one has that
if (A∧,D∧−λ) is invertible, then dim(D∧/D∧,min) = d
′′ and dimker(A∧,max−λ) = d′.
The dimension of D∧,max/D∧,min is d′ + d′′.
From now on we assume that Λ 6= C is a fixed closed sector such that Λ\0 ⊂
bg-res(A∧) and resA∧,D∧ ∩ Λ 6= ∅. Without loss of generality we also assume that
Λ has nonempty interior. The set resA∧,D∧ ∩Λ is discrete, in particular connected.
Corresponding to (1.8) there is a representation
(A∧,D∧ − λ)
−1 = B∧(λ) +
[
1−B∧(λ)(A∧ − λ)
]
F∧,D∧(λ)
−1T∧(λ) (2.2)
for λ ∈ Λ ∩ res(A∧,D∧). As we shall see in Section 5, if Λ is a sector of minimal
growth for A∧,D∧ , then the asymptotic structure of F∧,D∧(λ)
−1 determines much
of the asymptotic structure of the operator FD(λ)
−1 in (1.8).
If D∧ is κ-invariant, then F∧,D∧(λ)
−1 has the homogeneity property
κ−1
|λ|1/m
F∧,D∧(λ)
−1 = F∧,D∧(λˆ)
−1 (2.3)
and is, in that sense, the principal homogeneous component of FD(λ)
−1. This
facilitates the expansion of FD(λ)
−1 as shown in [14, Proposition 5.17]. However,
if D∧ is not κ-invariant, F∧,D∧(λ)
−1 fails to be homogeneous and its asymptotic
behavior is more intricate.
The identity (2.2) obtained in [12] begins with a choice of a family of operators
K∧(λ) : C
d′′ → x−m/2L2b(Y
∧;E) which is κ-homogeneous of degree m and such
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that
(
A∧ − λ K∧(λ)
)
:
D∧,min
⊕
Cd
′′
→ x−m/2L2b(Y
∧;E)
is invertible for all λ ∈ Λ\0. The homogeneity condition on K∧ means that
K∧(̺
mλ) = ̺mκ̺K∧(λ) for ̺ > 0. (2.4)
Defining the action of R+ on C
d′′ to be the trivial action, this condition on the
family K∧(λ) becomes the same homogeneity property that the family A∧ − λ has
because of (2.1). Other than this the choice of K∧ is largely at our disposal. That
such a family K∧(λ) exists is guaranteed by the condition that Λ\0 ⊂ bg-res(A∧).
Let λ0 ∈
◦
Λ be such that A∧,D∧ − λ is invertible for every λ = e
iϑλ0 ∈ Λ. We
fix λ0 (for convenience on the central axis of the sector) and a cut-off function
ω ∈ C∞c ([0, 1)), and define
K∧(λ) = (A∧ − λ)ω(x|λ|
1/m)κ|λ/λ0|1/m for λ ∈ Λ\0 (2.5)
acting on D∧/D∧,min ∼= Cd
′′
. The factor ω(x|λ|1/m)κ|λ/λ0|1/m in (2.5) is to be
understood as the composition
D∧/D∧,min
κ
|λ/λ0|
1/m
−−−−−−−→ D∧,max/D∧,min ∼= E∧,max ⊂ D∧,max
ω(x|λ|1/m)
−−−−−−−→ D∧,max
in which the last operator is multiplication by the function ω(x|λ|1/m) and we
use the canonical identification of D∧,max/D∧,min with the orthogonal complement
E∧,max of D∧,min in D∧,max using the graph inner product,
(u, v)A∧ = (A∧u,A∧v) + (u, v), u, v ∈ D∧,max.
By definition, K∧(λ) satisfies (2.4) and the family
(
A∧ − λ K∧(λ)
)
:
D∧,min
⊕
D∧/D∧,min
→ x−m/2L2b(Y
∧;E)
is invertible for every λ on the arc {λ ∈ Λ : |λ| = |λ0|} through λ0. Therefore, using
κ-homogeneity, it is invertible for every λ ∈ Λ\0. If
(
B∧(λ)
T∧(λ)
)
: x−m/2L2b(Y
∧;E)→
D∧,min
⊕
D∧/D∧,min
is the inverse of
(
A∧,min − λ K∧(λ)
)
, then T∧(λ)(A∧ − λ) = 0 on D∧,min, so it
induces a map
F∧(λ) = [T∧(λ)(A∧ − λ)] : D∧,max/D∧,min → D∧/D∧,min
whose restriction F∧,D∧(λ) = F∧(λ)|D∧/D∧,min is invertible for λ ∈ res(A∧,D∧)∩Λ\0
and leads to (2.2). Moreover, since T∧(λ)K∧(λ) = 1, we have
F∧,D∧(λ)
−1 = q∧(A∧,D∧ − λ)
−1K∧(λ)
= q∧(A∧,D∧ − λ)
−1(A∧ − λ)ω(x|λ|
1/m)κ|λ/λ0|1/m ,
where q∧ : D∧,max → D∧,max/D∧,min is the quotient map.
For λ ∈ bg-res(A∧) let K∧,λ = ker(A∧,max − λ). Then ([11, Lemma 5.7])
λ ∈ res(A∧,D∧) if and only if D∧,max = D∧ ⊕K∧,λ (2.6)
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in which case we let πD∧,K∧,λ be the projection on D∧ according to this decompo-
sition. If B∧,max(λ) is the right inverse of A∧,max − λ with range K⊥∧,λ, then
(A∧,D∧ − λ)
−1 = πD∧,K∧,λB∧,max(λ)
and B∧,max(λ)(A∧,max − λ) is the orthogonal projection onto K⊥∧,λ. Thus
πD∧,K∧,λB∧,max(λ)(A∧,max − λ) = πD∧,K∧,λ
and therefore,
F∧,D∧(λ)
−1 = q∧ πD∧,K∧,λ ω(x|λ|
1/m)κ|λ/λ0|1/m .
Let
D = D∧/D∧,min, K∧,λ =
(
K∧,λ +D∧,min
)
/D∧,min. (2.7)
Again by Lemma 5.7 of [11], either of the conditions in (2.6) is equivalent to D ∩
K∧,λ = 0, hence to
D∧,max/D∧,min = D ⊕K∧,λ (2.8)
by dimensional considerations, since dimK∧,λ = dimK∧,λ = d′. Let then πD,K∧,λ
be the projection on D according to the decomposition (2.8). Then q∧ πD∧,K∧,λ =
πD,K∧,λ q∧ and
F∧,D∧(λ)
−1 = πD,K∧,λq∧ω(x|λ|
1/m)κ|λ/λ0|1/m
= πD,K∧,λκ|λ/λ0|1/m (2.9)
since multiplication by (1− ω(x|λ|1/m)) maps D∧,max into D∧,min for every λ.
We will now express F∧,D∧(λ)
−1 in terms of projections with K∧,λ0 in place of
K∧,λ. This will of course require replacing D by a family depending on λ.
Fix λ ∈
◦
Λ, let Sλ,m be the connected component of {ζ : ζmλ ∈
◦
Λ} containing R+.
Since Λ 6= C, Sλ,m omits a ray, and so the map R+ ∋ ̺ 7→ κ̺ ∈ Aut(D∧,max/D∧,min)
extends holomorphically to a map
Sλ,m ∋ ζ 7→ κζ ∈ Aut(D∧,max/D∧,min).
It is an elementary fact that
κ−1ζ
(
πD,K∧,λ
)
κζ = πκ−1ζ D,κ
−1
ζ K∧,λ
.
A simple consequence of (2.1) is that κ−1ζ K∧,λ = K∧,λ/ζm if ζ ∈ R+, hence also
κ−1ζ K∧,λ = K∧,λ/ζm for such ζ since the maps q∧|K∧,λ : K∧,λ → K∧,λ are isomor-
phisms. Therefore
κ−1ζ
(
πD,K∧,λ
)
κζ = πκ−1ζ D,K∧,λ/ζm
(2.10)
if ζ ∈ R+. This formula holds also for arbitrary ζ ∈ Sλ,m. To see this we make
use of the family of isomorphisms P(λ′) : K∧,λ0 → K∧,λ′ (defined for λ
′ in the
connected component of bg-res(A∧) containing λ0) constructed in Section 7 of [11].
Its two basic properties are that λ′ 7→ P(λ′)φ is holomorphic for each φ ∈ K∧,λ0 and
that κ̺P(λ
′) = P(̺mλ′) if ̺ ∈ R+. These statements are, respectively, Proposition
7.9 and Lemma 7.11 of [11]. Let
f : D∧,max → C
be an arbitrary continuous linear map that vanishes on K∧,λ. For any φ ∈ K∧,λ0
the function
Sλ,m ∋ ζ 7→ 〈f, κζP(λ/ζ
m)φ〉 ∈ C
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is holomorphic and vanishes on R+, the latter because κζP(λ/ζ
m) = P(λ) for such
ζ. Therefore 〈f, κζP(λ/ζm)φ〉 = 0 for all ζ ∈ Sλ,m. Since f is arbitrary, we must
have κζP(λ/ζ
m)φ ∈ K∧,λ. Therefore P(λ/ζm)φ ∈ κ
−1
ζ K∧,λ. Since P(λ/ζ
m) :
K∧,λ0 → K∧,λ/ζm is an isomorphism, K∧,λ/ζm = κ
−1
ζ K∧,λ when ζ ∈ Sλ,m. This
shows
K∧,λ/ζm = κ
−1
ζ K∧,λ
and hence that (2.10) holds for ζ ∈ Sλ,m.
The principal branch of the m-th root gives a bijection
( · )1/m : λ−10
◦
Λ→ Sλ0,m. (2.11)
The reader may now verify that with this root, and with the notation ζˆ = ζ/|ζ|
whenever ζ ∈ C\0, one has
κ−1
|λ|1/m
F∧,D∧(λ)
−1 = κ−1
|λ0|1/m
κ(λˆ/λˆ0)1/m
(
πκ−1
(λ/λ0)
1/m
D,K∧,λ0
)
κ−1
(λˆ/λˆ0)1/m
(2.12)
when λ ∈
◦
Λ ∩ res(A∧,D∧). The arguments leading to this formula remain valid if
Λ is replaced by a slightly bigger closed sector, so the formula just proved holds in
(Λ\0) ∩ res(A∧,D∧).
The projection πκ−1
(λ/λ0)
1/m
D,K∧,λ0
is thus a key component of the resolvent of
A∧,D∧ whose behavior for large |λ| will be analyzed in Section 4 under a certain
fundamental condition which happens to be equivalent to the condition that Λ is a
sector of minimal growth for A∧,D∧ . We now proceed to discuss this condition.
The condition that the sector Λ with Λ\0 ⊂ bg-res(A∧) is a sector of minimal
growth for A∧,D∧ was shown in [11, Theorem 8.3] to be equivalent to the invertibility
of A∧,D∧ − λ for λ in
ΛR = {λ ∈ Λ : |λ| ≥ R}
together with the uniform boundedness of πκ−1
|λ|1/m
D,Kλˆ
in ΛR. Further, it was
shown in [13] that along a ray containing λ0, this condition is in turn equivalent to
requiring that the curve
̺ 7→ κ−1̺ D : [R,∞)→ Grd′′(D∧,max/D∧,min)
does not approach the set
VK∧,λ0
= {D ∈ Grd′′(D∧,max/D∧,min) : D ∩K∧,λ0 6= 0} (2.13)
as ̺→∞, a condition conveniently phrased in terms of the limiting set
Ω−(D) =
{
D′ ∈ Grd′′(D∧,max/D∧,min) : ∃ ̺ν →∞ in R+
such that κ−1̺ν D → D
′ as ν →∞
}
:
A ray {rλ0 ∈ C : r > 0} contained in bg-res(A∧) is a ray of minimal growth for
A∧,D∧ if and only if
Ω−(D) ∩ VK∧,λ0 = ∅.
Define
Ω−Λ (D) =
{
D′ ∈ Grd′′(D∧,max/D∧,min) : ∃ {ζν}
∞
ν=1 ⊂ C with λ0ζν ∈ Λ and
|ζν | → ∞ s.t. κ
−1
ζ
1/m
ν
D → D′ as ν →∞
}
. (2.14)
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in which we are using the holomorphic extension of ̺ 7→ κ̺ to Sλ0,m and the m-th
root is the principal branch, as specified in (2.11). We can now consolidate all these
conditions as follows.
Theorem 2.15. Let Λ be a closed sector such that Λ\0 ⊂ bg-res(A∧), let λ0 ∈
◦
Λ.
The following statements are equivalent:
(i) Λ is a sector of minimal growth for A∧,D∧ ;
(ii) there are constants C, R > 0 such that ΛR ⊂ res(A∧,D∧) and∥∥∥πκ−1
ζ1/m
D,K∧,λ0
∥∥∥
L (D∧,max/D∧,min)
≤ C
for every ζ such that λ0ζ ∈ ΛR;
(iii) Ω−Λ (D) ∩ VK∧,λ0 = ∅.
Proof. By means of (2.10) we get the identity
πκ−1
ζ1/m
D,K∧,λ0
= κ−1
ζˆ1/m
κ|λ0|1/m
(
πκ−1
|λ|1/m
D,K∧,λˆ
)
κ−1
|λ0|1/m
κζˆ1/m ,
which is valid for large λ ∈ Λ, ζ = λ/λ0, and ζˆ = ζ/|ζ|. Since κζˆ1/m and κ
−1
ζˆ1/m
are
uniformly bounded, [11, Theorem 8.3] gives that (i) and (ii) are equivalent.
We now prove that (ii) and (iii) are equivalent. Let E∧,max = D∧,max/D∧,min and
assume (iii) is satisfied. Since Ω−Λ (D) and VK∧,λ0 are closed sets in Grd′′(E∧,max),
there is a neighborhood U of VK∧,λ0 and a constant R > 0 such that if |λ0ζ| > R
then κ−1
ζ1/m
D 6∈ U . Let δ : Grd′′(E∧,max) × Grd′(E∧,max) → R be as in Section 5
of [11]. Since VK∧,λ0 is the zero set of the continuous function V 7→ δ(V ,K∧,λ0),
there is a constant δ0 > 0 such that δ(κ
−1
ζ1/m
D,K∧,λ0) > δ0 for every ζ such that
λ0ζ ∈ ΛR. Then [11, Lemma 5.12] gives (ii).
Conversely, let (ii) be satisfied. Suppose Ω−Λ (D) ∩ VK∧,λ0 6= ∅ and let D0 be
an element in the intersection. Thus D0 ∩ K∧,λ0 6= {0} and there is a sequence
{ζν}
∞
ν=1 ⊂ C with λ0ζν ∈ Λ such that |ζν | → ∞ andDν = κ
−1
ζ
1/m
ν
D → D0 as ν →∞.
If ν is such that |λ0ζν | > R, then λ0ζν ∈ res(A∧,D∧) and D ∩ K∧,λ0ζν = {0}, so
Dν ∩K∧,λ0 = {0}. Thus for ν large enough Dν 6∈ VK∧,λ0 .
Pick u ∈ D0∩K∧,λ0 with ‖u‖ = 1. Let πDν be the orthogonal projection on Dν .
Since Dν → D0 as ν →∞, we have πDν → πD0 , so uν = πDνu→ πD0u = u. For ν
large, Dν 6∈ VK∧,λ0 , so uν − u 6= 0. Now, since uν ∈ Dν , u ∈ K∧,λ0 , and uν → u,
πDν ,K∧,λ0
(
uν − u
‖uν − u‖
)
=
uν
‖uν − u‖
→ ∞ as ν →∞.
But this contradicts (ii). Hence Ω−(D) ∩ VK∧,λ0 = ∅. 
If D∧ is not κ-invariant, the asymptotic analysis of F∧,D∧(λ)
−1 (through the
analysis of the projection πD,K∧,λ) leads to rational functions of the form
r(λiµ1 , . . . , λiµN , logλ) =
p(λiµ1 , . . . , λiµN , logλ)
q(λiµ1 , . . . , λiµN , logλ)
(2.16)
with µℓ ∈ R for ℓ = 1, . . . , N , where q(z1, . . . , zN+1) is a polynomial over C such
that |q(λiµ1 , . . . , λiµN , logλ)| > δ for some δ > 0 and every sufficiently large λ ∈ Λ,
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and
p(λiµ1 , . . . , λiµN , logλ) =
∑
α,k
aαk(λ)λ
iαµ logk λ
with µ = (µ1, . . . , µN), α ∈ N
N
0 , k ∈ N0, and coefficients
aαk ∈ C
∞(Λ\0,L (D∧/D∧,min,D∧,max/D∧,min))
such that aαk(̺
mλ) = κ̺aαk(λ) for every ̺ > 0.
Proposition 2.17. If Λ is a sector of minimal growth for A∧,D∧ , then for R > 0
large enough, the family F∧,D∧(λ) = F∧(λ)|D∧/D∧,min is invertible for λ ∈ ΛR and
F∧,D∧(λ)
−1 has the following properties:
(i) F∧,D∧(λ)
−1 ∈ C∞(ΛR;L (D∧/D∧,min,D∧,max/D∧,min)), and for every α, β ∈
N0 we have∥∥∥κ−1|λ|1/m∂αλ∂βλ¯ F∧,D∧(λ)−1
∥∥∥ = O(|λ| νm−α−β) as |λ| → ∞, (2.18)
with ν = 0;
(ii) for all j ∈ N0 there exist rational functions rj of the form (2.16) and a
decreasing sequence of real numbers 0 = ν0 > ν1 > · · · → −∞ such that for
every J ∈ N, the difference
F∧,D∧(λ)
−1 −
J−1∑
j=0
rj(λ
iµ1 , . . . , λiµN , logλ)λνj/m (2.19)
satisfies (2.18) with ν = νJ + ε for any ε > 0.
The phases µ1, . . . , µN , and the exponents νj in (2.19) depend on the boundary
spectrum of A. In fact, µ1, . . . , µN ∈M and νj ∈ E for all j, see (1.5) and (1.6).
This suggests the introduction of operator valued symbols with a notion of as-
ymptotic expansion in components that take into account the above rational struc-
ture and the κ-homogeneity of their numerators. The idea of course is to have a class
of symbols whose structure is preserved under composition, differentiation, and as-
ymptotic summation. In the appendix we propose such a class, Sν
+
R
(Λ;E, E˜), a
subclass of the operator-valued symbols S∞(Λ;E, E˜) introduced by Schulze, where
E and E˜ are Hilbert spaces equipped with suitable group actions. The space
Sν
+
R
(Λ;E, E˜) is contained in Sν+ε(Λ;E, E˜) for any ε > 0.
As reviewed at the beginning of the appendix, the notion of anisotropic homo-
geneity in S(ν)(Λ;E, E˜) depends on the group actions in E and E˜. Thus homo-
geneity is always to be understood with respect to these actions.
In the symbol terminology, we have
F∧,D∧(λ)
−1 ∈
(
S0
+
R ∩ S
0
)
(ΛR;D∧/D∧,min,D∧,max/D∧,min),
where D∧/D∧,min carries the trivial action and D∧,max/D∧,min is equipped with κ̺.
Proof of Proposition 2.17. Since Λ is a sector of minimal growth for A∧,D∧ , there
exists R > 0 such that (A∧,D∧ − λ) is invertible for λ ∈ ΛR, which by definition is
equivalent to the invertibility of F∧,D∧(λ). Since the map ζ 7→ κζˆ1/m is uniformly
bounded (recall that ζˆ = ζ/|ζ|), the relation (2.12) together with Theorem 2.15
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give the estimate (2.18) for α = β = 0. If we differentiate with respect to λ (or λ¯),
then
∂λF∧,D∧(λ)
−1 = −F∧,D∧(λ)
−1
[
∂λF∧,D∧(λ)
]
F∧,D∧(λ)
−1
= −F∧,D∧(λ)
−1
[
∂λF∧(λ)
]
F∧,D∧(λ)
−1.
Now, if we equip D∧/D∧,min with the trivial group action and D∧,max/D∧,min with
κ̺, then F∧(λ) : D∧,max/D∧,min → D∧/D∧,min is homogeneous of degree zero, hence∥∥∂λF∧(λ)κ|λ|1/m∥∥ is O(|λ|−1) as |λ| → ∞. Therefore,∥∥∥κ−1|λ|1/m∂λF∧,D∧(λ)−1
∥∥∥ = O(|λ|−1) as |λ| → ∞,
since κ−1
|λ|1/m
∂λF∧,D∧(λ)
−1 can be written as
−
[
κ−1
|λ|1/m
F∧,D∧(λ)
−1
][
∂λF∧(λ)κ|λ|1/m
][
κ−1
|λ|1/m
F∧,D∧(λ)
−1
]
,
and the first and last factors are uniformly bounded by our previous argument. The
corresponding estimates for arbitrary derivatives follow by induction.
Next, observe that by (2.12),
F∧,D∧(λ)
−1 = κζ1/m
(
πκ−1
ζ1/m
D,K∧,λ0
)
κ−1
ζˆ1/m
with ζ = λ/λ0 and ζˆ = ζ/|ζ|. For λ ∈ ΛR let k(λ) = κζ1/m and kˆ(λ) = κ
−1
ζˆ1/m
. Then
k(λ) is a homogeneous symbol in S(0)(ΛR;D∧,max/D∧,min,D∧,max/D∧,min), where
the first copy of the quotient is equipped with the trivial action and the target space
carries κ̺. Similarly, kˆ(λ) ∈ S(0)(ΛR;D∧/D∧,min,D∧,max/D∧,min) with respect to
the trivial action on both spaces.
Finally, the asymptotic expansion claimed in (ii) follows from Theorem 4.13
together with the homogeneity properties of k(λ) and kˆ(λ). 
As a consequence of Proposition 2.17, and since B∧(λ), [1 − B∧(λ)(A∧ − λ)],
and T∧(λ) in (2.2) are homogeneous of degree −m, 0, and −m, in their respective
classes, we obtain:
Proposition 2.20. If Λ is a sector of minimal growth for A∧,D∧ , then for R > 0
large enough, we have
(A∧,D∧ − λ)
−1 ∈
(
S
(−m)+
R
∩ S−m
)
(ΛR;x
−m/2L2b,D∧,max),
where the spaces are equipped with the standard action κ̺. The components have
orders ν+ with ν ∈ E and their phases belong to M, see (1.5) and (1.6).
3. Limiting Orbits
We will write E instead of D∧,max/D∧,min and denote by a : E → E the infini-
tesimal generator of the R+ action (̺, v) 7→ κ−1̺ v on E , so that κ
−1
̺ D = e
taD with
t = log ̺. In what follows we allow t to be complex. The spectrum of a is related
to the boundary spectrum of A by
spec a = {−iσ −m/2 : σ ∈ specb(A), −m/2 < ℑσ < m/2} . (3.1)
For each λ ∈ spec a let Eλ be the generalized eigenspace of a associated with λ,
let πλ : E → E be the projection on Eλ according to the decomposition
E =
⊕
λ∈spec a
Eλ.
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Define N : E → E and Nλ : Eλ → Eλ by
N = a−
∑
λ∈spec a
λπλ, Nλ = N |Eλ ,
respectively, and let
a′ : E → E , a′ =
∑
λ∈spec a
(iℑλ)πλ. (3.2)
For µ ∈ ℜ(spec a) let
E˜µ =
⊕
λ∈speca
ℜλ=µ
Eλ,
let π˜µ : E → E be the projection on E˜µ according to the decomposition
E =
⊕
µ∈ℜ(spec a)
E˜µ,
and let
N˜µ = N |E˜µ : E˜µ → E˜µ.
Fix an auxiliary Hermitian inner product on E so that
⊕
Eλ is an orthogonal
decomposition of E . Then a′ is skew-adjoint and eta
′
is unitary if t is real.
Proposition 3.3. For every D ∈ Grd′′(E) there is D∞ ∈ Grd′′(E) such that
dist(etaD, eta
′
D∞)→ 0 as ℜt→∞ in Sθ = {t ∈ C : |ℑt| ≤ θ} (3.4)
for any θ > 0. The set
Ω+θ (D) =
{
D′ ∈ Grd′′(E) : ∃ {tν} ⊂ Sθ : ℜtν →∞ and lim
ν→∞
etνaD = D′
}
is the closure of {
eta
′
D∞ : t ∈ Sθ
}
.
We are using Ω+ for the limit set for consistency with common usage: we are
letting ℜt tend to infinity.
If F is a vector space, we will write F [t, t−1] for the space of polynomials in t
and t−1 with coefficients in F (i.e., the F -valued rational functions on C with pole
only at 0). If p ∈ F [t, t−1], let cs(p) denote the coefficient of t
s in p, and if p 6= 0,
let
ord(p) = max {s ∈ Z : cs(p) 6= 0} .
The proof of the proposition hinges on the following lemma.
Lemma 3.5. Let D ⊂ E be an arbitrary nonzero subspace. Define D1 = D and by
induction define
µℓ = max
{
µ ∈ ℜ(spec a) : π˜µD
ℓ 6= 0
}
, Dℓ+1 = ker π˜µℓ |Dℓ , Dµℓ = (D
ℓ+1)⊥∩Dℓ
starting with ℓ = 1. Let L be the smallest ℓ such that Dℓ+1 = 0. Thus
π˜µℓ |Dℓ : Dµℓ → π˜µℓDµℓ is an isomorphism (3.6)
and D =
⊕L
ℓ=1Dµℓ . Then for each ℓ there are elements
p˜ℓk ∈ π˜µℓDµℓ [t, 1/t], k = 1, . . . , dimDµℓ ,
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such that with
q˜ℓk(t) = e
tN˜µℓ p˜ℓk(t)
we have that ord q˜ℓk = 0 and the elements
gℓk = c0(q˜
ℓ
k), k = 1, . . . , dimDµℓ , are independent.
The proof will be given later.
Proof of Proposition 3.3. Suppose D ⊂ E is a subspace. With the notation of
Lemma 3.5 let
Dµℓ,∞ = span
{
gℓk : k = 1, . . . , dimDµℓ
}
.
Since etN˜µℓ is invertible and q˜ℓk(t) = g
ℓ
k + h˜
ℓ
k(t) with h˜
ℓ
k(t) = O(t
−1) for large ℜt
(t ∈ Sθ), the vectors p˜ℓk(t) form a basis of π˜µℓDµℓ for all sufficiently large t. Using
(3.6) we get unique elements
pℓk ∈ Dµℓ [t, 1/t], π˜µℓp
ℓ
k = p˜
ℓ
k.
For each ℓ the pℓk(t) give a basis of Dµℓ if t is large enough, and therefore also the
e−tµℓpℓk(t), k = 1, . . . , dimDµℓ ,
form a basis of Dµℓ for large ℜt. Consequently, the vectors
etae−tµℓpℓk(t), k = 1, . . . , dimDµℓ , ℓ = 1, . . . , L,
form a basis of etaD for large ℜt. We have, with Nλ = N |Eλ ,
etae−tµℓpℓk(t) =
∑
λ∈spec a
et(λ−µℓ)etNλπλp
ℓ
k(t)
=
∑
λ∈spec a
ℜλ=µℓ
et(λ−µℓ)etNλπλp
ℓ
k(t) +
∑
λ∈spec a
ℜλ<µℓ
et(λ−µℓ)etNλπλp
ℓ
k(t)
= eta
′
etN˜µℓ π˜µℓp
ℓ
k(t) +
∑
λ∈spec a
ℜλ<µℓ
et(λ−µℓ)etNλπλp
ℓ
k(t)
= eta
′
(gℓk + h˜
ℓ
k(t)) +
∑
λ∈spec a
ℜλ<µℓ
et(λ−µℓ)etNλπλp
ℓ
k(t)
so etae−tµℓpℓk(t) = e
ta′gℓk+h
ℓ
k(t) where h
ℓ
k(t) = O(t
−1) as ℜt→∞ in Sθ. It follows
that (3.4) holds with D∞ =
⊕L
ℓ=1Dµℓ,∞. This completes the proof of the first
assertion of Proposition 3.3.
Remark 3.7. The formulas for the vℓk(t) = e
tae−tµℓpℓk(t) given in the last displayed
line above will eventually give the asymptotics of the projections πetaD,K (assuming
VK∩Ω+(D) = ∅, see Theorem 2.15). Note that the shift bym/2 in (3.1) is irrelevant
and that the coefficients of the exponents in the formula for vℓk(t) belong to
{λ−ℜλ′ : λ, λ′ ∈ spec a, ℜλ ≤ ℜλ′} (3.8)
Because of (3.1), this set is equal to
− i {σ − iℑσ′ : σ, σ′ ∈ specb(A), −m/2 < ℑσ ≤ ℑσ
′ < m/2} . (3.9)
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If all elements of {σ ∈ specb(A) : −m/2 < ℑσ < m/2} have the same real part, then
all elements of (3.8) have the same imaginary part ν, the operator a′ is multiplica-
tion by iν, and we can divide each of the vℓk(t) by e
itν to obtain a basis of etaD in
which the coefficients of the exponents are all real.
To prove the second assertion of the proposition, we note first that (3.4) implies
that Ω+θ (D) is contained in the closure of {e
ta′D∞ : t ∈ Sθ}. To prove the opposite
inclusion, it is enough to show that
eta
′
D∞ ∈ Ω
+
θ (D) (3.10)
for each t ∈ Sθ, since Ω
+
θ (D) is a closed set. Writing e
ta′D∞ as e
iℑt a′(eℜt a
′
D∞)
further reduces the problem to the case θ = 0 (that is, t real). While proving (3.10)
we will also show that the closure X of {eta
′
D∞ : t ∈ R} is an embedded torus,
equal to Ω+0 (D).
Let {λk}
K
k=1 be an enumeration of the elements of spec a. Define f : R
K ×
Grd′′(E)→ Grd′′(E) by
f(τ,D) = e
P
iτkπλkD,
τ = (τ1, . . . , τK). This is a smooth map. Since the πλk commute with each other,
f defines a left action of RK on Grd′′(E). For each τ ∈ RK define
fτ : Grd′′(E)→ Grd′′(E), fτ (D) = f(τ,D)
and for each D ∈ Grd′′(E) let
fD : RK → Grd′′(E), f
D(τ) = f(τ,D).
The maps fτ are diffeomorphisms.
We claim that fD∞ factors as the composition of a smooth group homomorphism
φ : RK → TK
′
onto a torus and an embedding h : TK
′
→ Grd′′(E),
RK TK
′
Grd′′(E).
❄
fD∞
φ
✲
h.
..................................
❂
Both φ and h depend on D∞.
To prove the claim we begin by observing that {u ∈ TRK : dfD∞(u) = 0} is
translation-invariant. Indeed, let τ0 ∈ RK , let v = (v1, . . . , vK) ∈ RK , and let
γ : R→ RK be the curve γ(t) = tv. Then
fD∞(τ0 + γ(t)) = fτ0 ◦ f
D∞(γ(t))
so
dfD∞(
∑
vk∂τk |τ0) = dfτ0 ◦ df
D∞(
∑
vk∂τk |0).
Since fτ0 is a diffeomorphism,∑
vk∂τk |τ0 ∈ [ker df
D∞ : Tτ0R
K → TfD∞(τ0)Grd′′(E)]
⇐⇒
∑
vk∂τk |0 ∈ [ker df
D∞ : T0R
K → TD∞Grd′′(E)].
Thus the kernel of dfD∞ is translation-invariant as asserted.
Identify the kernel of dfD∞ : T0R
K → TD∞Grd′′(E) with a subspace S of R
K in
the standard fashion. Then fD∞ is constant on the translates of S and if R is a
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subspace of RK complementary to S, then fD∞ |R is an immersion. Renumbering
the elements of spec a′ (and reordering the components of RK accordingly) we may
take R = RK
′
× 0.
Since fD∞ |R is an immersion, the sets FD′ =
{
τ ∈ R : fD∞(τ) = D′
}
are dis-
crete for eachD′ ∈ fD∞(R). Using again the property fD∞(τ1+τ2) = fτ1◦f
D∞(τ2)
for arbitrary τ1, τ2 ∈ RK , we see that FD∞ is an additive subgroup of R and
that fD∞ is constant on the lateral classes of FD∞ . Therefore f
D∞ |R factors
through a (smooth) homomorphism φ : R → R/FD∞ and a continuous map
R/FD∞ → Grd′′(E). Since f
D∞ is 2π-periodic in all variables, 2πZK
′
⊂ FD∞ ,
so R/FD∞ is indeed a torus T
K′ . Since φ is a local diffeomorphism and fD∞ is
smooth, h is smooth.
With this, the proof of the second assertion of the proposition goes as follows.
Let L ⊂ RK be the subspace generated by (ℑλ1, . . . ,ℑλK). This is a line or the
origin. Its image by φ is a subgroup H of TK
′
, so the closure of φ(L) is a torus
G ⊂ TK
′
, and h(φ(L)) is an embedded torus X ⊂ Grd′′(E). On the other hand,
h ◦ φ(L) = fD∞(L) is the image of the curve γ : t → eta
′
D∞, so the closure of the
image of γ is X . Clearly, Ω+0 (D) ⊂ X . The equality of Ω
+
0 (D) and X is clear if
γ is periodic or L = {0}. So assume that γ is not periodic and L 6= {0}. Then
H 6= G and there is a sequence {gν}
∞
ν=1 ⊂ G\H such that gν → e, the identity
element of G. Let v be an element of the Lie algebra of G such that H is the image
of t 7→ exp(tv). For each ν there is a sequence {tν,ρ}
∞
ρ=1, necessarily unbounded
because gν /∈ H , such that gν = limρ→∞ exp(tν,ρv). We may assume that {tν,ρ}
∞
ρ=1
is monotonic, so it diverges to +∞ or to −∞. In the latter case we replace gν by
its group inverse, so we may assume that limρ→∞ tν,ρ =∞ for all ν. Thus if g ∈ H
is arbitrary, then h(ggν) ∈ Ω
+
0 (D) and h(ggν) converges to h(g). Since Ω
+
0 (D) is
closed, this shows that h ◦ φ(H) ⊂ Ω+0 (D). Consequently, also X ⊂ Ω
+
0 (D).
This completes the proof of the second assertion of Proposition 3.3. 
As a consequence of the proof we have that Ω+θ (D) is a union of embedded tori:
Ω+θ (D) =
⋃
s∈[−θ,θ]
eisa
′
{eta′D∞ : t ∈ R}.
The proof of Lemma 3.5 will be based on the following lemma. The properties of
the elements p˜ℓk ∈ π˜µℓDµℓ [t, 1/t] whose existence is asserted in Lemma 3.5 pertain
only E˜µℓ , N˜µℓ , and the subspace π˜µℓDµℓ of E˜µℓ . For the sake of notational simplicity
we letW = π˜µℓDµℓ and drop the µℓ from the notation. The space E˜ comes equipped
with some Hermitian inner product, and N˜ is nilpotent.
Lemma 3.11. There is an orthogonal decomposition
W =
J⊕
j=0
Mj⊕
m=0
Wmj
(with nontrivial summands) and nonzero elements
Pmj ∈ Hom(Wj,m,W
′
j)[t, t
−1] (3.12)
where
Wj,m =
Mj⊕
m′=m
Wm
′
j , W
′
j =
j⊕
j′=0
Wj′,0,
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satisfying the following properties.
(1) P 0j = IWj,0 .
(2) Let
Qmj (t) = e
tN˜Pmj (t), n
m
j = ord(Q
m
j ).
Then the sequence
{
nmj
}Mj
m=0
is strictly decreasing and consists of nonneg-
ative numbers.
(3) Let
Gmj = cnmj (Q
m
j ), V
m
j = G
m
j (W
m
j ). (3.13)
Then
Wj,m+1 = (G
m
j )
−1
( j−1⊕
j′=0
Mj′⊕
m′=0
Vm
′
j′ +
m−1⊕
m′=0
Vm
′
j
)
. (3.14)
(4) There are unique maps Fm
′,m+1
j′,j :Wj,m+1 →W
m′
j′ such that
Gmj +
j−1∑
j′=0
Mj′∑
m′=0
Gm
′
j′ F
m′,m+1
j′,j +
m−1∑
m′=0
Gm
′
j F
m′,m+1
j,j = 0 (3.15)
holds on Wj,m+1, and
Pm+1j = P
m
j +
j−1∑
j′=0
Mj′∑
m′=0
tn
m
j −n
m′
j′ Pm
′
j′ F
m′,m+1
j′,j +
m−1∑
m′=0
tn
m
j −n
m′
j Pm
′
j F
m′,m+1
j,j . (3.16)
The lemma is a definition by induction if we adopt the convention that spaces
with negative indices and summations where the upper index is less than the lower
index are the zero space. In the inductive process that will constitute the proof of
the lemma we will first define Wj,m+1 ⊂ Wj,m using (3.14) starting with suitably
defined spaces Wj,0 and then define W
m
j = Wj,m ∩ W
⊥
j,m+1. Note that the right
hand side of (3.14) depends only on Wj,m, Pmj (through G
m
j ) and the spaces V
m′
j′
with j′ < j and m′ arbitrary, or j′ = j and m′ < m. The relation (3.15) follows
from (3.14) and induction, and then (3.16) (where Pmj actually means its restriction
to Wj,m+1) is a definition by induction; it clearly gives that the Pmj (t) have values
in W ′j as required in (3.12).
We will illustrate the lemma and its proof with an example and then give a proof.
Example 3.17. Suppose E˜ is spanned by elements ej,k (j = 0, 1 and k = 1, . . . ,Kj)
and that the Hermitian inner product is defined so that these vectors are orthonor-
mal. Define the linear operator N˜ : E˜ → E˜ so that N˜ej,1 = 0 and N˜ej,k = ej,k−1
for 1 < k ≤ Kj. Thus N˜kej,k = 0 and N˜kej,k+1 = ej,1 6= 0. Pick integers
0 ≤ s0 < s1 < min {K0,K1}, and let
W = span {e0,s0+1, e1,s1+1, e0,s1+1 + e1,s1} .
If w ∈ W and w 6= 0, then etN˜w is a polynomial of degree exactly s0 or s1. Let
W0,0 =W ∩ ker N˜s0+1, i.e.,
W0,0 = span {e0,s0+1} .
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Then etN˜w is polynomial of degree s0 if w ∈ W0,0. LetW1,0 =W∩ker N˜s1+1∩W⊥0,0.
Thus
W1,0 = span {e1,s1+1, e0,s1+1 + e1,s1}
and etN˜w is polynomial of degree exactly s1 if w ∈ W1,0 and w 6= 0. With these
spaces we have W = W0,0 ⊕W1,1 as an orthogonal sum. By (1) of Lemma 3.11,
P 00 = IW0,0 . So e
tN˜P 00 is the restriction of
etN˜ =
s0∑
k=0
tk
k!
N˜k
to W0,0, n
0
0 = s0, and G
0
0 is
1
s0!
N˜s0 restricted to W0,0. Thus V
0
0 = span {e0,1}. The
spaceW0,1, defined using (3.14), is the zero space by the convention on sums where
the upper index is less than the lower index. Thus M0 = 0. We next analyze what
the lemma says when j = 1. As when j = 0, P 01 = IW1,0 , so e
tN˜P 01 is the restriction
of
etN˜ =
s1∑
k=0
tk
k!
N˜k
to W1,0. Hence n01 = s1, and G
0
1 =
1
s1!
N˜s1 |W1,0 . The preimage of V
0
0 by G
0
1 is
W1,1 = span {e0,s1+1 + e1,s1}, and so W
0
1 = span {e1,s1+1} and V
0
1 = span {e1,1}.
With w = e0,s1+1 + e1,s1 we have
G01w =
1
s1!
e0,1 = G
0
0
s0!
s1!
e0,s0+1,
so with F 0,10,1 :W1,1 →W
0
0 defined by
F 0,10,1w = −
s0!
s1!
e0,s0+1
we have G01 +G
0
0F
0,1
0,1 = 0. Formula (3.16) reads
P 11 (t) = IW1,1 + t
s1−s0F 0,10,1
in this instance, and
etN˜P 11 (t)w =
s1∑
k=0
tk
k!
N˜kw −
s0! t
s1−s0
s1!
s0∑
k=0
tk
k!
N˜ke0,s0+1.
In the first sum the highest order term is ts1/s1! e0,1, while in the second it is
ts0/s0! e0,1. Taking into account the coefficient of the second sum we see that
etN˜P 11 (t)w has order < s1. A more detailed calculation gives that the order is
s1 − 1, and that the leading coefficient is given by the map
w 7→
( 1
(s1 − 1)!
−
s0!
s1!(s0 − 1)!
)
e0,2 + e1,1;
its image spans V11 . Note that V
0
0 + V
0
1 + V
1
1 is a direct sum and is invariant under
N˜ .
Proof of Lemma 3.11. We note first that the properties of the objects in the lemma
are such that
Dµ,∞ =
J∑
j=0
Mj∑
m=0
Vmj (3.18)
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is a direct sum. Indeed, suppose we have wmj ∈ W
m
j , j = 0, . . . , J , m = 0, . . . ,Mj
such that
J∑
j=0
Mj∑
m=0
Gmj w
m
j = 0.
If some wmj 6= 0, let
j0 = max
{
j : ∃m s.t. wmj 6= 0
}
, m0 = max
{
m : wmj0 6= 0
}
,
so that wm0j0 6= 0. Thus
Gm0j0 w
m0
j0
= −
j0−1∑
j=0
Mj∑
m=0
Gmj w
m
j −
m0−1∑
m=0
Gmj0w
m
j0 ∈
j0−1∑
j=0
Mj∑
m=0
Vmj −
m0−1∑
m=0
Vmj0 ,
therefore wm0j0 ∈ Wj0,m0+1 by (3.14). But also w
m0
j0
∈ Wm0j0 , a space which by
definition is orthogonal to Wj0,m0+1. Consequently w
m0
j0
= 0, a contradiction. It
follows that (3.18) is a direct sum as claimed, and in particular that the maps
Gmj |Wmj :W
m
j → V
m
j
are isomorphisms.
Note that etN˜w is a nonzero polynomial whenever w ∈ W\0 and let
{sj}
J
j=0 =
{
deg etN˜w : w ∈ W , w 6= 0
}
be an enumeration of the degrees of these polynomials, in increasing order. Let
W−1,0 = {0} ⊂ W and inductively define
Wj,0 =W ∩ ker N˜
sj+1 ∩W⊥j−1,0, j = 0, . . . , J.
Thus Wj,0 ⊂ W , W =
⊕J
j=0Wj,0 is an orthogonal decomposition of W ,
N˜sj |Wj,0 :Wj,0 → E˜
is injective for j = 0, . . . , J , and if w ∈ Wj,0\0 then etN˜w is a polynomial of degree
exactly sj. The spaces Wmj will be defined so that
⊕
mW
m
j =Wj,0.
Let P 00 (t) = IW0,0 , let Q
0
0(t) = e
tN˜P 00 (t). Then ord(Q
0
0) = s0 and
G00 = 1/s0! N˜
s0 |W0,0 .
By (3.14), W0,1 is the preimage of the zero vector space. Since N˜s0 is injective on
W0,0, W0,1 = 0, W00 = W0,0 and M0 = 0. Let V
0
0 = G
0
0(W
0
0 ). This proves the
lemma if J = 0.
We continue the proof using induction on J . Suppose that J ≥ 1 and that the
lemma has been proved for W ′ =
⊕J−1
j=0 Wj,0, so we have all objects described in
the statement of the lemma, for W ′. The corresponding objects for WJ,0 are then
defined by induction in the second index, as follows.
First, let P 0J (t) = IWJ,0 , Q
0
J = e
tN˜P 0J (a polynomial in t of degree n
0
J = sJ) and
G0J = csJ (Q
0
J).
Next, suppose we have found WJ,0 ⊃ · · · ⊃ WJ,M−1 and
Pmj ∈ L(Wj,m,W)[t, t
−1]
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so that the properties described in the lemma are satisfied for j < J and all m, or
j = J and m ≤M − 1. As discussed already it follows that
M−2∑
m=0
VmJ +
J−1∑
j=0
Mj∑
m=0
Vmj
is a direct sum and that the maps
Gmj |Wmj :W
m
j → V
m
j (3.19)
defined so far are isomorphisms. Suppose further that the nmJ = ord(Q
m
J ), m =
0, . . . ,M − 1 are nonnegative and strictly decrease as m increases. In agreement
with (3.14), let
WJ,M = (G
M−1
J )
−1(
M−2∑
m=0
VmJ +
J−1∑
j=0
Mj∑
m=0
Vmj ),
a subspace of the domain WJ,M−1 of G
M−1
J . Define W
M−1
J =WJ,M−1 ∩W
⊥
J,M . If
w ∈ WJ,M , then
GM−1J w =
M−2∑
m=0
vmJ +
J−1∑
j=0
Mj∑
m=0
vmj
uniquely with vmj ∈ V
m
j . Since the maps (3.19) are isomorphisms, there are unique
maps Fm,Mj,J : WJ,M → W
m
j , j = 0, . . . , J − 1 and m = 0, . . . ,Mj, or j = J and
m = 0, . . . ,M − 2 such that
GM−1J +
M−2∑
m=0
GmJ F
m,M
J,J +
J−1∑
j=0
Mj∑
m=0
Gmj F
m,M
j,J = 0
on WJ,M , that is, (3.15) holds. Define
PMJ = P
M−1
J +
M−2∑
m=0
tn
M−1
J −n
m
J PmJ F
m,M
J,J +
J−1∑
j=0
Mj∑
m=0
tn
M−1
J −n
m
j Pmj F
m,M
j,J
so (3.16) holds. Let QMJ = e
tN˜PMJ . Because of (3.13), each term on the right in
QMJ = Q
M−1
J +
M−2∑
m=0
tn
M−1
J −n
m
J QmJ F
m,M
J,J +
J−1∑
j=0
Mj∑
m=0
tn
M−1
J −n
m
j Qmj F
m,M
j,J .
has order nM−1J , so cn(Q
M
J ) = 0 if n ≥ n
M−1
J . If Q
M
J 6= 0, let n
M
J = ord(Q
M
J ). A
fortiori nMJ < n
M−1
J .
We now show that if QMJ = 0, thenWJ,M = 0, soMJ = M−1 and the inductive
construction stops.
Let Fm,m+1j,j :Wj,m+1 →Wj,m be the inclusion map. Note that the combination
of indices just used does not appear in (3.15): these maps are not defined in the
statement of the lemma. With this notation
PmJ =
m−1∑
m′=0
tn
m−1
J −n
m′
J Pm
′
J F
m′,m
J,J + H˜
m
J (3.20)
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for m = 1, . . . ,M and some H˜mJ ∈ L(WJ,m,W
′)[t, t−1]. Let Pm be the set of finite
strictly increasing sequences ν = (ν0, ν1, . . . , νk) of elements of {0, . . . ,m} with
ν0 = 0 and νk = m. For ν = (ν0, . . . , νk) ∈ Pm (m ≥ 1) define
FνJ = F
ν0,ν1
J,J ◦ · · · ◦ F
νm−1,νm
J,J
nνJ = (n
ν1−1
J − n
ν0
J ) + (n
ν2−1
J − n
ν1
J ) + · · ·+ (n
νk−1
J − n
νk−1
J ).
Since the nm
′
J strictly decrease asm
′ increases, the numbers nνJ are strictly negative
except when ν is the maximal sequence νmax in {0, . . . ,m}, in which case n
νmax
J = 0
and Fνmax is the inclusion of WJ,m in WJ,0. It is not hard to prove (by induction
on m, using (3.20)) that
PmJ = P
0
J
∑
ν∈Pm
tn
ν
JFνJ +H
m
J (3.21)
for all m ≥ 1 where HmJ ∈ L(WJ,m,W
′)[t, t−1]. If QMJ = 0, then P
M
J = 0, so, since
N˜sJHMJ = 0,
N˜sJPMJ =
∑
ν∈PM
tn
ν
J N˜sJFνJ = 0
In particular, N˜sJFνmaxJ = c0(N˜
sJPMJ ) = 0. Since N˜
sJ is injective on WJ,0, we
conclude that the inclusion of WJ,M in WJ,0 is zero. This means that WJ,M = 0,
so the inductive construction stops with MJ = M − 1.
We will now show that there is a finite M such that QMJ = 0. The inductive
construction gives, as long as QmJ 6= 0, the numbers n
m
J = ord(Q
m
J ) which form a
strictly decreasing sequence in m, with n0J = sJ . Suppose n
M−1
J ≥ 0, Q
M
J 6= 0,
and nMJ < 0. In particular, the coefficient of t
0 in QMJ vanishes. Using (3.21) with
m =M we have
etN˜PMJ =
∑
ν∈PM
sJ∑
s=0
ts+n
ν
J
s!
N˜sFνJ + e
tN˜HMJ
The coefficient of t0 is
c0(e
tN˜PMJ ) =
∑
ν∈PM
1
(−nνJ)!
N˜−n
ν
JFνJ + c0(e
tN˜HMJ );
recall that nνJ ≤ 0. Since H
M
J maps intoW
′, N˜sJ c0(H
M
J ) = 0, and since N˜
s|WJ,0 =
0 if s > sJ , N˜
sJ N˜−n
ν
J = 0 if nνJ 6= 0. Thus
N˜sJ c0(e
tN˜PMJ ) = N˜
sJFνmaxJ
where νmax = (0, 1, . . . ,M). Since c0(e
tN˜PMJ ) = 0 by hypothesis, since F
νmax
J is
the inclusion of WJ,M in WJ,0, and since N˜sJ is injective on WJ,0, WJ,M = 0. 
Proof of Lemma 3.5. Apply Lemma 3.11 to each of the spacesWµℓ = π˜µℓDµℓ . The
corresponding objects are labeled adjoining ℓ as a subindex. Get in particular,
decompositions
π˜µℓDµℓ =
Jℓ⊕
j=0
Mj,ℓ⊕
m=0
Wmj,ℓ ⊂ E˜µℓ
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for each ℓ, and operators Gmj,ℓ :W
m
j,ℓ → V
m
j,ℓ ⊂ E˜µℓ such that
Jℓ⊕
j=0
Mj,ℓ⊕
m=0
Gmj,ℓ|Wmj,ℓ :
Jℓ⊕
j=0
Mj,ℓ⊕
m=0
Wmj,ℓ → Dµℓ,∞ =
Jℓ⊕
j=0
Mj,ℓ⊕
m=0
Vmj,ℓ
is an isomorphism. Let dmj,ℓ = dimW
m
j,ℓ and pick a basis
wmj,ℓ.k, 1 ≤ k ≤ d
m
j,ℓ
of Wmj,ℓ, j = 0, . . . , Jℓ, m = 0, . . . ,Mj,ℓ. Then p˜
m
j,ℓ,k(t) = t
−nmj,ℓPmj,ℓ(t)w
m
j,ℓ,k ∈ Wµℓ .
These elements
p˜mj,ℓ,k ∈ Wµℓ [t, t
−1], j = 0, . . . , Jℓ, m = 0, . . . ,Mj,ℓ, ℓ = 1, . . . d
m
j,ℓ
are the ones Lemma 3.5 claims exist. Indeed, since Qmj,ℓ(t) = e
tN˜µℓPmj,ℓ(t),
lim
ℜt→∞
t∈Sθ
etN˜µℓ t−n
m
j,ℓPmj,ℓ(t)w
m
j,ℓ,k = G
m
j,ℓw
m
j,ℓ,l.
Since the Gmj,ℓw
m
j,ℓ,k form a basis of Dµ,∞, the t
−nmj,ℓPmj,ℓ(t)w
m
j,ℓ,k, form a basis of
Wµℓ for all t ∈ Sθ with large enough real part. 
4. Asymptotics of the projection
With the setup and (slightly changed) notation leading to and in the proof of
Proposition 3.3, given a subspace D ⊂ E and the linear map a : E → E we have, for
fixed θ ≥ 0 and t ∈ Sθ = {t ∈ C : |ℑt| ≤ θ}, that
etaD = span {vk(t)} , ℜt≫ 0
with
vk(t) = e
ta′gk(t) +
∑
λ∈spec a
ℜλ<µk
et(λ−µk)pˆk,λ(t). (4.1)
The gk(t) are polynomials in 1/t with values in E˜µk , the collection of vectors
g∞,k = lim
t→∞
gk(t)
is a basis ofD∞, the µk form a finite sequence, possibly with repetitions, of elements
in the set {ℜλ : λ ∈ spec a}, and
pˆk,λ(t) = e
tNλπλpk(t)
where the p(t) are polynomials in t and 1/t with values in E . The additive semi-
group Sa ⊂ C (possibly without identity) generated by the set (3.8) is a subset of
{λ ∈ C : ℜλ ≤ 0} and has the property that {ϑ ∈ Sa : ℜϑ > µ} is finite for every
µ ∈ R.
Proposition 4.2. Let K ∈ Grd′(E) be complementary to D, suppose that
VK ∩ Ω
+
θ (D) = ∅. (4.3)
Then there are polynomials pϑ(z
1, . . . , zN , t) with values in End(E) and C-valued
polynomials qϑ(z
1, . . . , zN , t) such that
∃C, R0 > 0 such that |qϑ(e
itℑλ1 , . . . , eitℑλN , t)| > C if t ∈ Sθ, ℜt > R0 (4.4)
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and such that
πetaD,K =
∑
ϑ∈Sa
etϑpϑ(e
itℑλ1 , . . . , eitℑλN , t)
qϑ(eitℑλ1 , . . . , eitℑλN , t)
, t ∈ Sθ, ℜt > R0
with uniform convergence in norm in the indicated subset of Sθ.
Proof. Let K ⊂ E be complementary to D as indicated in the statement of the
proposition, let u = [u1, . . . , ud′ ] be an ordered basis of K. Write g for an ordering
of the basis {g∞,k} of D∞. With the vk(t) ordered as the g∞,k to form v(t), we
have [
v(t) u
]
=
[
g u
]
·
[
α(t) 0
β(t) I
]
(4.5)
where
α(t) =
∑
k
∑
λ∈spec a
ℜλ≤µk
et(λ−µk)αk,λ(t), β(t) =
∑
k
∑
λ∈speca
ℜλ≤µk
et(λ−µk)βk,λ(t). (4.6)
The entries of the matrices αk,λ(t) and βk,λ(t) are both polynomials in t and 1/t,
but only in 1/t if ℜλ = µk. Define
α(0)(t) =
∑
k
∑
λ∈speca
ℜλ=µk
et(λ−µk)αk,λ(t), α˜(t) =
∑
k
∑
λ∈speca
ℜλ<µk
et(λ−µk)αk,λ(t), (4.7)
likewise β(0)(t) and β˜(t). Note that α˜(t) and β˜(t) decrease exponentially as ℜt→∞
with |ℑt| bounded.
The hypothesis (4.3) gives that [
α(t) 0
β(t) I
]
is invertible for every sufficiently large ℜt, so α(t) is invertible for such t. In fact,
there are C, R0 > 0 such that | det(α(t))| > C if t ∈ Sθ, ℜt > R0. (4.8)
For suppose this is not the case. Then there is a sequence {tν} in Sθ with ℜtν →∞
as ν → ∞ such that detα(tν) → 0. Since both α(tν) and β(tν) are bounded, we
may assume, passing to a subsequence, that they converge. It follows that etνaD
converges, by definition, to an element D′ ∈ Ω+θ (D). Also the matrix in (4.5)
converges. The vanishing of the determinant of the limiting matrix implies that
K ∩D′ 6= {0}, contradicting (4.3). Thus (4.8) holds.
If φ ∈ E then of course
φ =
[
g u
]
·
[
ϕ1
ϕ2
]
where the ϕi are columns of scalars. Substituting
[
g u
]
=
[
v(t) u
]
·
[
α(t)−1 0
−β(t)α(t)−1 I
]
gives
φ =
[
v(t) u
]
·
[
α(t)−1 0
−β(t)α(t)−1 I
] [
ϕ1
ϕ2
]
=
[
v(t) u
]
·
[
α(t)−1ϕ1
−β(t)α(t)−1ϕ1 + ϕ2
]
,
hence
φ = v(t) · α(t)−1ϕ1 + u ·
(
− β(t)α(t)−1ϕ1 + ϕ2
)
;
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This is the decomposition of φ according to E = etaD ⊕K, therefore
πetaD,Kφ = v(t) · α(t)
−1ϕ1.
Replacing v(t) = g · α(t) + u · β(t) we obtain
πetaD,Kφ =
(
g · α(t) + u · β(t)
)
α(t)−1ϕ1
=
(
g+ u · β(t)α(t)−1
)
ϕ1.
(4.9)
The matrix α(0)(t) is invertible because of (4.8) and the decomposition α(t) =
α(0)(t) + α˜(t), so
β(t)α(t)−1 = β(t)α(0)(t)−1
(
I + α˜(t)α(0)(t)−1
)−1
= β(t)α(0)(t)−1
∞∑
ℓ=0
(−1)ℓ[α˜(t)α(0)(t)−1]ℓ.
(4.10)
The series converges absolutely and uniformly in {t ∈ Sθ : ℜt > R0} for some real
R0 ∈ R. The entries of α(0)(t) are expressions
∑
λ∈spec a
eitℑλ
N∑
ν=0
cλ,νt
−ν ,
hence
detα(0)(t) = q(eitℑλ1 , . . . , eitℑλN , 1/t)
for some polynomial q(z1, . . . , zN , 1/t). Note that because of (4.8),
there are C, R0 > 0 such that | det(α
0(t))| > C if t ∈ Sθ, ℜt > R0. (4.11)
Since α(0)(t)−1 = (detα(0)(t))−1∆(t)† where ∆(t)† is the matrix of cofactors of
α(0)(t), (4.10) and (4.6) give
β(t)α(t)−1 =
∑
ϑ∈Sa
rϑ(t)e
tϑ (4.12)
where Sa was defined before the statement of Proposition 4.2 as the additive
semigroup generated by {λ−ℜλ′ : λ, λ′ ∈ spec a, ℜλ ≤ ℜλ′} and rϑ(t) is a matrix
whose entries are of the form
pϑ(e
itℑλ1 , . . . , eitℑλN , t, 1/t)
q(eitℑλ1 , . . . , eitℑλN , 1/t)nϑ
for some polynomial pϑ(z
1, . . . , zN , t, 1/t) and nonnegative integers nϑ. Multiplying
the numerator and denominator by the same nonnegative (integral) power of t we
replace the dependence on 1/t by polynomial dependence in eitℑλ1 , . . . , eitℑλN , t
only. This gives the structure of the “coefficients” of the etϑ stated in the proposition
for the expansion of πetaD,K . 
The terms in (4.12) with ℜϑ = 0 come from β(0)(t)α(0)(t)−1. So the principal
part of πetaD,K is
σ (πetaD,K)φ =
(
g + u · β(0)(t)α(0)(t)−1
)
ϕ1
This principal part is not itself a projection, but
‖ σ (πetaD,K)− πeta′D∞,K‖ → 0 as ℜt→∞, t ∈ Sθ.
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We now restate Proposition 4.2 as an asymptotics for the family (2.10) using the
notation κ for the action on E and express the asymptotics of πκ−1
ζ1/m
D,K in terms of
the boundary spectrum of A exploiting (3.1). Condition (4.14) below corresponds
to our geometric condition in part (iii) of Theorem 2.15 expressing the fact that
Λ is a sector of minimal growth for A∧,D∧ . The Ω-limit set is the one defined in
(2.14). Recall that by ζ1/m we mean the root defined by the principal branch of
the logarithm on C\R−. We let λ0 6= 0 be an element in the central axis of Λ and
define Λ˜ = {ζ : ζλ0 ∈ Λ}; this is a closed sector not containing the negative real
axis.
Let S ⊂ C be the additive semigroup generated by
{σ − iℑσ′ : σ, σ′ ∈ specb(A), −m/2 < ℑσ ≤ ℑσ
′ < m/2} .
Thus −iS = Sa. Let σ1, . . . , σN be an enumeration of the elements of Σ =
specb(A) ∩ {−m/2 < ℑσ < m/2}.
Theorem 4.13. Let K ∈ Grd′(E) be complementary to D, suppose that
VK ∩ Ω
−
Λ (D) = ∅. (4.14)
Then there are polynomials pϑ(z
1, . . . , zN , t) with values in End(E) and C-valued
polynomials qϑ(z
1, . . . , zN , t) such that
∃C, R0 > 0 such that |qϑ(ζ
iℜσ1/m, . . . , ζiℜσN /m, t)| > C if ζ ∈ Λ˜, |ζ| > R0
(4.15)
and such that
πκ−1
ζ1/mD
,K =
∑
ϑ∈S
ζ−iϑ/mpϑ(ζ
iℜσ1/m, . . . , ζiℜσN /m,m−1 log ζ)
qϑ(ζiℜσ1/m, . . . , ζiℜσN /m,m−1 log ζ)
, ζ ∈ Λ˜, |ζ| > R0
with uniform convergence in norm in the indicated subset of Λ˜.
The elements ϑ ∈ S are of course finite sums ϑ =
∑
njk(σj − iℑσk) for some
nonnegative integers njk, with σj , σk ∈ Σ and ℑσj ≤ ℑσk. Separating real and
imaginary parts we may write ζ−iϑ/m as a product of factors
ζnjk(ℑσj−ℑσk)/m
ζinjkℜσk/m
.
We thus see that we may also organize the series expansion of πκ−1
ζ1/mD
,K in the
theorem as
πκ−1
ζ1/mD
,K =
∑
ϑ∈SR
ζ−iϑ/mp˜ϑ(ζ
iℜσ1/m, . . . , ζiℜσN /m,m−1 log ζ)
q˜ϑ(ζiℜσ1/m, . . . , ζiℜσN /m,m−1 log ζ)
where SR ⊂ R is the additive semigroup generated by
{ℑσ −ℑσ′ : σ, σ′ ∈ Σ, ℑσ′ ≤ ℑσ′}
and p˜ϑ, q˜ϑ are still polynomials.
Remark 4.16. If Σ lies on a line ℜσ = c0, then −iS ⊂ R− − ic0. Also in this
case, the coefficients of the exponents in (4.1) can be assumed to have vanishing
imaginary part (see Remark 3.7). Assuming this, the coefficients of the exponents in
(4.7) are real, in particular detα(0)(t) is just a polynomial in 1/t, the coefficients rϑ
in the expansion (4.12) can be written as rational functions of t only. Consequently,
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in the expansion of the projection in Theorem 4.13, the powers −iϑ are real ≤ 0
and the coefficients can be written as rational functions of log ζ.
5. Asymptotic structure of the resolvent
For the analysis of (AD − λ)−ℓ for ℓ ∈ N sufficiently large we make use of the
representation (1.8) of the resolvent as
(AD − λ)
−1 = B(λ) +GD(λ), (5.1)
where B(λ) is a parametrix of (Amin − λ) and
GD(λ) = [1−B(λ)(A − λ)]FD(λ)
−1T (λ). (5.2)
The starting point of our analysis is
(AD − λ)
−ℓ =
1
(ℓ− 1)!
∂ℓ−1λ (AD − λ)
−1 for any ℓ ∈ N.
We are thus led to further analyze the asymptotic structure of the pieces involved
in the representation of the resolvent. In [14] we described in full generality the
behavior of B(λ), [1 − B(λ)(A − λ)], and T (λ), and we analyzed FD(λ)−1 in the
special case that D is stationary. In the case of a general domain D, we now obtain
as a consequence of Theorem 4.13 the following result.
Proposition 5.3. For R > 0 large enough we have
FD(λ)
−1 ∈
(
S0
+
R ∩ S
0
)
(ΛR;D∧/D∧,min,Dmax/Dmin).
The components of FD(λ)
−1 have orders ν+ with ν ∈ E, the semigroup defined in
(1.6), and their phases belong to the set M defined in (1.5).
Here S0(ΛR;D∧/D∧,min,Dmax/Dmin) denotes the standard space of (anisotropic)
operator valued symbols of order zero on ΛR (see the appendix), where D∧/D∧,min
carries the trivial group action, and Dmax/Dmin is equipped with the group action
κ˜̺ = θ
−1κρθ. The symbol class S
0+
R
(ΛR;D∧/D∧,min,Dmax/Dmin) is discussed in
the appendix (see Definition A.4). Recall that ΛR = {λ ∈ Λ : |λ| ≥ R}.
Proof of Proposition 5.3. We follow the line of reasoning of [14, Propositions 5.10
and 5.17]. The crucial point is that we now know from Theorem 4.13 and Propo-
sition 2.17 that F∧,D∧(λ)
−1 belongs to the symbol class(
S0
+
R ∩ S
0
)
(ΛR;D∧/D∧,min,D∧,max/D∧,min),
where the actions on D∧/D∧,min and D∧,max/D∧,min are, respectively, the trivial
action as above and κ̺. The components of F∧,D∧(λ)
−1 have orders ν+ with ν ∈ E,
and their phases belong to the set M. Consequently, Φ0(λ) = θ
−1F∧,D∧(λ)
−1
belongs to (
S0
+
R ∩ S
0
)
(ΛR;D∧/D∧,min,Dmax/Dmin),
and we have the same statement about the orders and phases of its components.
Phrased in the terminology of the present paper, we proved (see [14, Proposition
5.10]) that the operator family
F (λ) = [T (λ)(A − λ)] : Dmax/Dmin → D∧/D∧,min
belongs to the symbol class(
S0
+
R ∩ S
0
)
(ΛR;Dmax/Dmin,D∧/D∧,min),
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and that
F (λ)Φ0(λ) − 1 = R(λ) ∈ S
−1+ε(ΛR;D∧/D∧,min,D∧/D∧,min)
for any ε > 0. More precisely, F (λ) is an anisotropic log-polyhomogeneous operator
valued symbol. We thus can infer further that in fact
R(λ) ∈ S
(−1)+
R
(ΛR;D∧/D∧,min,D∧/D∧,min),
and that the components of R(λ) have orders ν+ with ν ∈ E, ν ≤ −1, and
phases belonging to the set M. The usual Neumann series argument then yields
the existence of a symbol R1(λ) ∈ S
(−1)+
R
(ΛR;D∧/D∧,min,D∧/D∧,min) such that
F (λ)Φ0(λ)(1 +R1(λ)) = 1 for λ ∈ ΛR. Consequently FD(λ)
−1 = Φ0(λ)(1 +R1(λ))
belongs to (
S0
+
R ∩ S
0
)
(ΛR;D∧/D∧,min,Dmax/Dmin),
and its components have the structure that was claimed. 
With Proposition 5.3 and our results in [14, Section 5] at our disposal, we now
obtain a general theorem about the asymptotics of the finite rank contribution
GD(λ) in the representation (5.1) of the resolvent. Before stating it we recall and
rephrase the relevant results from [14] about the other pieces involved in (5.2) using
the terminology of the present paper.
Concerning T (λ) we have ([14, Proposition 5.5]):
i) For any cut-off function ω ∈ C∞c ([0, 1)) the function T (λ)(1−ω) is rapidly
decreasing on Λ taking values in L (x−m/2Hsb ,D∧/D∧,min), and
t(λ) = T (λ)ω ∈ S−m(Λ;Ks,−m/2,D∧/D∧,min).
Here Ks,−m/2 is equipped with the (normalized) dilation group action κ̺,
and we give D∧/D∧,min again the trivial action.
ii) The family t(λ) admits a full asymptotic expansion into anisotropic homo-
geneous components. In particular, we have
t(λ) ∈ S
(−m)+
R
(Λ;Ks,−m/2,D∧/D∧,min).
The spaces Ks,−m/2 are weighted cone Sobolev spaces on Y ∧. We discussed them
in [12, Section 2] and reviewed the definition in [14, Section 4] (see also [28],
where different weight functions as x → ∞ are considered). Note that K0,−m/2 =
x−m/2L2b(Y
∧;E).
Concerning 1 − B(λ)(A − λ) we have, for arbitrary ϕ ∈ C∞(M ; End(E)) ([14,
Proposition 5.20]):
iii) The operator function P (λ) = ϕ[1−B(λ)(A − λ)] is a smooth function
ΛR → L (Dmax/Dmin, x
−m/2Hsb )
which is defined for R > 0 large enough. Let ω ∈ C∞c ([0, 1)) be an arbitrary
cut-off function. Then (1− ω)P (λ) is rapidly decreasing on ΛR, and
p(λ) = ωP (λ) ∈ S0(ΛR;Dmax/Dmin,K
s,−m/2),
where Ks,−m/2 is equipped with the (normalized) dilation group action κ̺,
and the quotient Dmax/Dmin is equipped with the group action κ˜̺.
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iv) p(λ) is an anisotropic log-polyhomogeneous operator valued symbol on ΛR.
In particular,
p(λ) = ωP (λ) ∈ S0
+
R (ΛR;Dmax/Dmin,K
s,−m/2).
With M as in (1.5) and E as in (1.6) we have:
Theorem 5.4. Let ϕ ∈ C∞(M ; End(E)), and let ω, ω˜ ∈ C∞c ([0, 1)) be arbitrary
cut-off functions. For R > 0 large enough the operator family GD(λ) is defined on
ΛR, and
(1 − ω)ϕGD(λ), ϕGD(λ)(1 − ω) ∈ S (ΛR, ℓ
1(x−m/2Hsb , x
−m/2Htb)).
Moreover,
ωϕGD(λ)ω˜ ∈
(
S
(−m)+
R
∩ S−m
)
(ΛR;K
s,−m/2,Kt,−m/2),
where the spaces Ks,−m/2 and Kt,−m/2 are equipped with the group action κ̺. In
fact, ωϕGD(λ)ω˜ takes values in the trace class operators, and all statements about
symbol estimates and asymptotic expansions hold in trace class norms. The com-
ponents have orders ν+ with ν ∈ E, ν ≤ −m, and their phases belong to M.
Corollary 5.5. For R > 0 sufficiently large and ϕ ∈ C∞(M ; End(E)), the operator
family ϕGD(λ) is a smooth family of trace class operators in x
−m/2L2b for λ ∈ ΛR,
and Tr
(
ϕGD(λ)
)
∈
(
S
(−m)+
R
∩ S−m
)
(ΛR). The components have orders ν
+ with
ν ∈ E, ν ≤ −m, and their phases belong to the set M.
Theorem 5.4 and Corollary 5.5 follow at once from the previous results about
the pieces involved in the representation (5.2) for GD(λ) and the properties of
the operator valued symbol class discussed in the appendix. In the statement of
Corollary 5.5 the scalar symbol spaces are also anisotropic with anisotropy m. In
particular, this means that Tr
(
ϕGD(λ)
)
= O(|λ|−1) as |λ| → ∞.
We are now in the position to prove the trace expansion claimed in Theorem 1.4.
To this end, we need the following result ([14, Theorem 4.4]):
v) Let ϕ ∈ C∞(M ; End(E)). If mℓ > n, then ϕ∂ℓ−1λ B(λ) is a smooth family
of trace class operators in x−m/2L2b, and the trace Tr
(
ϕ∂ℓ−1λ B(λ)
)
is a
log-polyhomogeneous symbol on Λ. For large λ we have
Tr
(
ϕ∂ℓ−1λ B(λ)
)
∼
n−1∑
j=0
αjλ
n−ℓm−j
m + αn log(λ)λ
−ℓ + r(λ),
where
r(λ) ∈
(
S
(−ℓm)+
R
∩ S−ℓm
)
(Λ).
Now, combining v) with Corollary 5.5, we finally obtain:
Theorem 5.6. Let Λ ⊂ C be a closed sector. Assume that A ∈ x−mDiffmb (M ;E),
m > 0, with domain D ⊂ x−m/2L2b satisfies the ray conditions (1.3). Then Λ is a
sector of minimal growth for AD, and for mℓ > n, (AD−λ)−ℓ is an analytic family
of trace class operators on ΛR for some R > 0. Moreover, for ϕ ∈ C∞(M ; End(E)),
Tr
(
ϕ(AD − λ)
−ℓ
)
∈
(
S
(n−ℓm)+
R,hol ∩ S
n−ℓm
)
(ΛR).
The components have orders ν+ with ν ∈ E, ν ≤ n− ℓm, where E is the semigroup
defined in (1.6), and their phases belong to the set M defined in (1.5).
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More precisely, we have the expansion
Tr
(
ϕ(AD − λ)
−ℓ
)
∼
n−1∑
j=0
αjλ
n−ℓm−j
m + αn log(λ)λ
−ℓ + sD(λ)
with constants αj ∈ C independent of the choice of domain D, and a domain
dependent remainder sD(λ) ∈
(
S
(−ℓm)+
R,hol ∩ S
−ℓm
)
(ΛR).
If all elements of the set {σ ∈ specb(A) : −m/2 < ℑσ < m/2} are vertically
aligned, then the coefficients rν in the expansion (1.7) of sD(λ) are rational functions
of logλ only. This is because, in this case, the series representation of the projection
in Theorem 4.13 contains only real powers of ζ and rational functions of log ζ, see
Remark 4.16. This simplifies the structure of F∧,D∧(λ)
−1 according to Section 2,
and consequently the structure of FD(λ)
−1 (see the proof of Proposition 5.3). As
recalled in this section, the terms coming from B(λ) and the other pieces in the
representation (5.2) of GD(λ) do not generate phases.
If D is stationary, then the expansion (1.7) of sD(λ) is even simpler: the rν are
just polynomials in logλ, and the numbers ν are all integers. To see this recall that
if D∧ is κ-invariant, then F∧,D∧(λ)
−1 is homogeneous, see (2.3), so it belongs to
the class
S(0)(ΛR;D∧/D∧,min,D∧,max/D∧,min)⊂
(
S0
+
R ∩S
0
)
(ΛR;D∧/D∧,min,D∧,max/D∧,min).
Consequently, by the proof of Proposition 5.3, FD(λ)
−1 is log-polyhomogeneous.
This property propagates throughout the rest of the results in this section and gives
the structure of sD(λ) just asserted.
Appendix A. A class of symbols
Let Λ ⊂ C be a closed sector. Let E and E˜ be Hilbert spaces equipped with
strongly continuous group actions κ̺ and κ˜̺, ̺ > 0, respectively. Recall that the
space Sν(Λ;E, E˜) of anisotropic operator valued symbols on the sector Λ of order
ν ∈ R is defined as the space of all a ∈ C∞(Λ,L (E, E˜)) such that for all α, β ∈ N0
‖κ˜−1
|λ|1/m
∂αλ∂
β
λ¯
a(λ)κ|λ|1/m‖L (E,E˜) = O(|λ|
ν/m−α−β) as |λ| → ∞ in Λ.
By S(ν)(Λ;E, E˜) we denote the space of anisotropic homogeneous functions of de-
gree ν ∈ R, i.e., all a ∈ C∞(Λ \ {0},L (E, E˜)) such that
a(̺mλ) = ̺ν κ˜̺a(λ)κ
−1
̺ for ̺ > 0 and λ ∈ Λ \ {0}.
Clearly χ(λ)S(ν)(Λ;E, E˜) ⊂ Sν(Λ;E, E˜) with the obvious meaning of notation,
where χ ∈ C∞(R2) is any excision function of the origin. When E = E˜ = C
equipped with the trivial group action the spaces are dropped from the notation.
Such symbol classes were introduced by Schulze in his theory of pseudodifferential
operators on manifolds with singularities, see [28]. In particular, classical symbols,
i.e. symbols that admit asymptotic expansions into homogeneous components, play
a prominent role, and we have used such symbols in [12] for the construction of a
parameter-dependent parametrix B(λ) to Amin−λ. As we see in the present paper,
the structure of resolvents (AD − λ)−1 for general domains D is rather involved,
and classical symbols do not suffice to describe that structure. We are therefore
led to introduce a new class of (anisotropic) operator valued symbols that admit
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certain expansions of more general kind. As turns out, this class occurs naturally
and is well adapted to describe the structure of resolvents in the general case.
Recall that V [z1, . . . , zM ] denotes the space of polynomials in the variables zj,
j = 1 . . . ,M , with coefficients in V for any vector space V . We shall make use of
this in particular for V = C and V = S(0)(Λ;E, E˜). In what follows, all holomorphic
powers and logarithms on
◦
Λ are defined using a holomorphic branch of the logarithm
with cut Γ 6⊂ Λ.
Definition A.1. Let ν ∈ R. We define S
(ν+)
R
(Λ;E, E˜) as the space of all functions
s(λ) of the following form:
There exist polynomials p ∈ S(0)(Λ;E, E˜)[z1, . . . , zN+1] and q ∈ C[z1, . . . , zN+1]
in N + 1 variables, N = N(s) ∈ N0, and real numbers µk = µk(s), k = 1, . . . , N ,
such that the following holds:
(a) |q(λiµ1 , . . . , λiµN , logλ)| ≥ c > 0 for λ ∈ Λ with |λ| sufficiently large;
(b) s(λ) = r(λ)λν/m, where
r(λ) =
p(λiµ1 , . . . , λiµN , logλ)
q(λiµ1 , . . . , λiµN , logλ)
. (A.2)
To clarify the notation, we note that
p(λiµ1 , . . . , λiµN , logλ) =
∑
|α|+k≤M
aα,k(λ)λ
iµ1α1 · · ·λiµNαN logk λ
as a function Λ \ {0} → L (E, E˜) with certain aα,k(λ) ∈ S(0)(Λ;E, E˜).
We call the µk the phases and ν
+ the order of s(λ).
Every s(λ) ∈ S
(ν+)
R
(Λ;E, E˜) is an operator function defined everywhere on Λ
except at λ = 0 and the zero set of q(λiµ1 , . . . , λiµN , logλ). The latter is a discrete
subset of Λ\{0}, and it is finite outside any neighborhood of zero in view of property
(a).
Proposition A.3. (1) S
(ν+)
R
(Λ;E, E˜) is a vector space.
(2) Let Eˆ be a third Hilbert space with group action κˆ̺, ̺ > 0. Composition of
operator functions induces a map
S
(ν+1 )
R
(Λ; E˜, Eˆ)× S
(ν+2 )
R
(Λ;E, E˜)→ S
((ν1+ν2)
+)
R
(Λ;E, Eˆ).
(3) For α, β ∈ N0 we have
∂αλ∂
β
λ¯
: S
(ν+)
R
(Λ;E, E˜)→ S
((ν−mα−mβ)+)
R
(Λ;E, E˜).
(4) Let s(λ) ∈ S
(ν+)
R
(Λ;E, E˜). Then
χ(λ)s(λ) ∈ Sν+ε(Λ;E, E˜)
for any ε > 0 and any excision function χ ∈ C∞(R2) of the set where s(λ)
is undefined.
(5) Let s(λ) ∈ S
(ν+)
R
(Λ;E, E˜) and assume that
‖κ˜−1
|λ|1/m
s(λ)κ|λ|1/m‖L (E,E˜) = O(|λ|
ν/m−ε)
as |λ| → ∞ for some ε > 0. Then s(λ) ≡ 0 on Λ.
In particular, S
(ν+1 )
R
(Λ;E, E˜) ∩ S
(ν+2 )
R
(Λ;E, E˜) = {0} whenever ν1 6= ν2.
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Proof. (1) and (2) are obvious. For (3) note that
∂αλ∂
β
λ¯
: S(ν0)(Λ;E, E˜)→ S(ν0−mα−mβ)(Λ;E, E˜)
for any ν0. Consequently, ∂
α
λ∂
β
λ¯
acts in the spaces
S(ν0)(Λ;E, E˜)[λiµ1 , . . . , λiµN , logλ]→ S(ν0−mα−mβ)(Λ;E, E˜)[λiµ1 , . . . , λiµN , logλ]
C[λiµ1 , . . . , λiµN , logλ]→ S(−mα−mβ)(Λ)[λiµ1 , . . . , λiµN , logλ]
with the obvious meaning of notation (the latter is a special case of the former in
view of C ⊂ S(0)(Λ)). (3) is an immediate consequence of these observations.
(4) follows at once in view of property (a) in Definition A.1 (and using (3) to
estimate higher derivatives). Note also that, for large λ, the numerator in (A.2)
can be regarded as a polynomial in logλ of operator valued symbols of order zero.
In the proof of (5) we may without loss of generality assume that ν = 0, so s(λ)
is of the form (A.2). Since |q(λiµ1 , . . . , λiµN , logλ)| = O(logM |λ|) as |λ| → ∞ we
see that it is sufficient to consider the case q ≡ 1, so s(λ) = p(λiµ1 , . . . , λiµN , logλ).
For this case we will prove that if
‖κ˜−1
|λ|1/m
s(λ)κ|λ|1/m‖L (E,E˜) → 0
as |λ| → ∞, then s(λ) ≡ 0 on Λ. For this proof we can without loss of gener-
ality further assume that s(λ) contains no logarithmic terms, so we have s(λ) =
p(λiµ1 , . . . , λiµN ). Moreover, we can assume that the numbers µ1, . . . , µN ∈ R are
independent over the rationals, for if this is not the case we can choose rationally
independent numbers µ˜1, . . . , µ˜K ∈ R such that µj =
∑K
k=1 zjkµ˜k with coefficients
zjk ∈ Z, and so
λiµj =
K∏
k=1
(
λiµ˜k
)zjk
for every j = 1, . . . , N . Consequently, there are numbers Nj ∈ N, j = 1, . . . ,K,
and a polynomial p˜ ∈ S(0)(Λ;E, E˜)[z1, . . . , zK ] such that
λiµ˜1N1 · · ·λiµ˜KNKp(λiµ1 , . . . , λiµN ) = p˜(λiµ˜1 , . . . , λiµ˜K ),
and both assertion and assumption are valid for p if and only if they hold for p˜. So
we can indeed assume that the numbers µj , j = 1, . . . , N , are independent over the
rationals.
Now let λ0 ∈ Λ be arbitrary with |λ0| = 1, and consider the function f : (0,∞)→
L (E, E˜) defined by
f(̺) = κ˜−1̺ p(̺
imµ1λiµ10 , . . . , ̺
imµNλiµN0 )κ̺.
This function is of the form
f(̺) =
∑
|α|≤M
aα(̺
iµ1)α1 · · · (̺iµN )αN
for certain aα ∈ L (E, E˜), and by assumption ‖f(̺)‖L (E,E˜) → 0 as ̺ → ∞. Let
p0(z) =
∑
|α|≤M aαz
α, z = (z1, . . . , zN) ∈ CN , and consider the curve
̺ 7→ (̺iµ1 , . . . , ̺iµN ) ∈ S1 × . . .× S1
on the N -torus. The image of this curve for ̺ > ̺0 is a dense subset of the N -torus,
where ̺0 > 0 can be chosen arbitrarily, because the µj are independent over the
rationals. The function f is merely the operator polynomial p0(z) restricted to
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that curve. Since f(̺) → 0 as ̺ → ∞, this implies that for any ε > 0 we have
‖p0(z)‖ < ε for all z in a dense subset of the N -torus. This shows that p0(z) is the
zero polynomial, and so the function f(̺) = 0 for all ̺ > 0.
Consequently, the function p(λiµ1 , . . . , λiµN ) vanishes along the ray through λ0,
and because λ0 was arbitrary the proof is complete. 
Definition A.4. For ν ∈ R define Sν
+
R
(Λ;E, E˜) as the space of all operator valued
symbols a(λ) that admit an asymptotic expansion
a(λ) ∼
∞∑
j=0
χj(λ)sj(λ), (A.5)
where sj(λ) ∈ S
(ν+j )
R
(Λ;E, E˜), ν = ν0 > ν1 > . . . and νj → −∞ as j → ∞, and
χj(λ) is a suitable excision function of the set where sj(λ) is undefined.
We call sj(λ) the component of order ν
+
j of a(λ). The components are uniquely
determined by the symbol a(λ) (see Proposition A.6).
Familiar symbol classes like classical (polyhomogeneous) symbols, symbols that
admit asymptotic expansions into homogeneous components of complex degrees,
or log-polyhomogeneous symbols are all particular cases of the class defined in
Definition A.4. In particular, the denominators q in (A.2) are equal to one in all
those cases.
Of particular interest in the context of this paper are symbols a(λ) with the
property that all components sj(λ) have orders ν
+
j with νj ∈ E, the semigroup
defined in (1.6), and phases in the set M defined in (1.5).
Proposition A.6. (1) Sν
+
R
(Λ;E, E˜) is a vector space. For any ε > 0 we have
the inclusion Sν
+
R
(Λ;E, E˜) ⊂ Sν+ε(Λ;E, E˜).
(2) Let a(λ) ∈ Sν
+
R
(Λ;E, E˜). The components sj(λ) in (A.5) are uniquely
determined by a(λ).
(3) Let Eˆ be a third Hilbert space with group action κˆ̺, ̺ > 0. Composition of
operator functions induces a map
S
ν+1
R
(Λ; E˜, Eˆ)× S
ν+2
R
(Λ;E, E˜)→ S
(ν1+ν2)
+
R
(Λ;E, Eˆ).
The components of the composition of two symbols are obtained by formally
multiplying the asymptotic expansions (A.5) of the factors.
(4) For α, β ∈ N0 we have
∂αλ∂
β
λ¯
: Sν
+
R (Λ;E, E˜)→ S
(ν−mα−mβ)+
R
(Λ;E, E˜).
If sj(λ) are the components of a(λ) ∈ Sν
+
R
(Λ;E, E˜), then ∂αλ∂
β
λ¯
sj(λ) are
the components of ∂αλ∂
β
λ¯
a(λ).
(5) Let aj(λ) ∈ S
ν+j
R
(Λ;E, E˜), νj → −∞ as j → ∞, and let ν¯ = max νj. Let
a(λ) be an operator valued symbol such that a(λ) ∼
∑∞
j=0 aj(λ).
Then a(λ) ∈ S ν¯
+
R
(Λ;E, E˜), and the component of a(λ) of order M+ is
obtained by adding the components of that order of the aj(λ). This is a
finite sum for each M ≤ ν¯ and will yield a nontrivial result for at most
countably many values of M that form a sequence tending to −∞.
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Proof. Everything follows from Proposition A.3 and standard arguments. Because
of its importance we will, however, prove (2):
To this end, assume that 0 ∼
∑∞
j=0 χj(λ)sj(λ) with sj(λ) ∈ S
(ν+j )
R
(Λ;E, E˜),
νj > νj+1 → −∞ as j →∞. We need to prove that all sj(λ) are zero. Because
χ0(λ)s0(λ) ∼ −
∞∑
j=1
χj(λ)sj(λ)
we see that χ0(λ)s0(λ) ∈ Sν1+ε(Λ;E, E˜) for every ε > 0. Choose ε > 0 such that
ν1 + ε < ν0. Then ‖κ˜
−1
|λ|1/m
χ0(λ)s0(λ)κ|λ|1/m‖L (E,E˜) = O(|λ|
(ν1+ε)/m) as |λ| → ∞,
and by Proposition A.3(5) we obtain that s0(λ) ≡ 0 on Λ. Consequently all sj(λ)
are zero by induction, and (2) is proved. 
By Sν
+
R,hol(Λ;E, E˜) we denote the class of symbols a(λ) ∈ S
ν+
R
(Λ;E, E˜) that are
holomorphic in
◦
Λ. Let sj(λ) be the components of a(λ) ∈ Sν
+
R,hol(Λ;E, E˜). By
Proposition A.6, ∂λ¯sj(λ) are the components of ∂λ¯a(λ) ≡ 0, and consequently all
components sj(λ) are holomorphic.
In the case of holomorphic scalar symbols (or, more generally, holomorphic op-
erator valued symbols with trivial group actions), we can improve the description
of the components as follows.
Proposition A.7. Let a(λ) ∈ Sν
+
R,hol(Λ), a(λ) ∼
∑∞
j=0 χj(λ)sj(λ) with components
sj(λ) of order ν
+
j .
For every j ∈ N0 there exist polynomials pj, qj ∈ C[z1, . . . , zNj+1] in Nj + 1
variables with constant coefficients, Nj ∈ N0, and real numbers µjk, k = 1, . . . , Nj,
such that the following holds:
(a) |qj(λiµj1 , . . . , λ
iµjNj , logλ)| ≥ cj > 0 for λ ∈ Λ with |λ| sufficiently large;
(b) sj(λ) = rj(λ
iµj1 , . . . , λiµjNj , logλ)λνj/m, where rj = pj/qj.
Proof. We already know that the components sj(λ) are holomorphic. We just need
to show that in this case the numerator polynomials p in Definition A.1 can be
chosen to have constant coefficients rather than homogeneous coefficient functions.
This, however, follows from Lemma A.8 below. 
Lemma A.8. Let f1(λ), . . . , fM (λ) be holomorphic functions on Λ\{0}, and let p ∈
S(0)(Λ)[z1, . . . , zM ]. Assume that the function p(f1(λ), . . . , fM (λ)) is holomorphic
on
◦
Λ, except possibly on a discrete set.
Then there is a polynomial p0 ∈ C[z1, . . . , zM ] with constant coefficients such
that
p(f1(λ), . . . , fM (λ)) = p0(f1(λ), . . . , fM (λ))
as functions on Λ \ {0}.
Proof. Since all singularities are removable, we know that p(f1(λ), . . . , fM (λ)) is
holomorphic everywhere on
◦
Λ. We have
p(f1(λ), . . . , fM (λ)) =
∑
|α|≤D
aα(λ/|λ|)f1(λ)
α1 · · · fM (λ)
αM .
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Let λ0 ∈
◦
Λ. Define
p0(z1, . . . , zM ) =
∑
|α|≤D
aα(λ0/|λ0|)z
α1
1 · · · z
αM
M
Then clearly
p(f1(λ), . . . , fM (λ)) = p0(f1(λ), . . . , fM (λ))
on the ray through λ0. By uniqueness of analytic continuation this equality neces-
sarily holds everywhere on
◦
Λ, and by continuity then also on Λ \ {0}. 
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