Abstract-In this paper, we study leader selection and network assembly for controllability of networked systems using tools from graph theory. Each agent in the network acts in a decentralized fashion by updating its state in accordance with a nearest-neighbor averaging rule. In order to control the system, external control inputs are injected into the dedicated leader nodes, and their influence is propagated throughout the network. In this paper, we devise a topological leader selection scheme and a network assembly scheme, both achieving complete controllability by utilizing the invariance of system controllability to the links between the leaders.
I. INTRODUCTION
Decentralized control of networked, multi-agent systems has received considerable attention during the last decade. Numerous applications of decentralized control laws have been studied, including flocking (e.g., [2] ), alignment and formation control (e.g., [1] - [4] ), distributed estimation (e.g., [6] ), sensor coverage (e.g., [5] ), and distributed control of robotic networks (e.g., [7] ), to name a few. In a distributed framework, a global task is achieved by local interactions of agents. In this setting, a fundamental question is whether such a decentralized system can be controlled by directly manipulating only some of the agents. Moreover, what is the smallest set of nodes that should be manipulated directly so that complete controllability of the overall system is achieved? Furthermore, how should distinct leader-follower networks be united to form a single completely controllable network? These questions motivate our study of the leader selection problem and the network assembly problem for networked control systems.
Controllability of networked systems was initially addressed in [8] via a spectral analysis. More topological analysis of the problem was later presented in [9] , with an emphasis on how the symmetry with respect to the leader node affects the controllability of the system. More recently, equitable partitions [10] , [11] and distances of followers to leaders [12] , [13] were used to obtain tight upper and lower bounds on the dimension of the controllable subspace. Furthermore, structural controllability of networks was presented in [14] .
Leader selection for leader-follower networks may aim to maximize different performance measures, such as convergence rate, robustness or controllability. For instance, in [15] , the authors present a leader selection scheme that aims to maximize the convergence rate of the network. In [16] , [17] , the authors present how leaders may be selected to maximize the robustness of the consensus dynamics to additive noise by searching for a certain number of leaders resulting in the minimum H 2 norm for the system. Recently, in [18] , the authors focus on structural controllability, and they present a topological leader selection scheme that provides a structurally controllable network that is robust to the partial failures in the communication links.
Distributed self-assembly has been extensively studied for multi-agent applications, and a number of assembly approaches have been proposed. For example, a programming language that specifies a robust shape formation in 2D is presented in [19] . Cellular automata are utilized in [20] to present generic self-assembly algorithms. In [21] , authors introduce the use of graph grammars for distributed self-assembly. Note that self-assembly schemes may aim to achieve certain global properties as well as specific formations. For instance, in [22] authors study self assembly mechanisms that maintain connectivity of the system. Recently in [23] , the authors present a self assembly scheme to build leader-asymmetric networks, which is a necessary condition for complete controllability of leader-follower networks.
In this paper, we present a topological leader selection scheme and a network assembly scheme for leader-follower networks in which the agents utilize a nearest-neighbor averaging rule. Some agents, called the leaders, support external control inputs that ultimately influence the dynamics of all other agents namely followers by spreading throughout the network. Under this setting, we tackle the problems of selecting leaders and assembling networks such that the resulting systems are completely controllable.
Our main results are a graph topological leader selection scheme and a network assembly scheme that can be realized in a decentralized fashion via methods such as graph grammars. We first show that the dimension of the controllable subspace is invariant under the addition/removal of edges between the leaders. Using this invariance, the network assembly is achieved by obtaining a connected structure via connecting the leaders of disjoint networks. For the leader selection problem, we present a divide and conquer method. In this method, we constrain the solution to be equivalent to an assembly of smaller substructures that are completely controllable under their respective leaders, only via adding some edges between their leaders. The resulting solution, in general, is suboptimal in terms of the number of leaders. However, complete controllability of the overall system is guaranteed, and the solution is obtained through analysis of rather simpler components.
The organization of this paper is as follows: Section II presents some preliminaries related to the system dynamics and algebraic graph theory. Section III provides the problem definitions for the network assembly, and the leader selection. In Section IV, we present our network assembly and leader selection schemes. In Section V, we present how the proposed leader selection scheme can be employed to select leaders based only on the controllability of paths. Finally, Section VI provides the concluding remarks.
II. PRELIMINARIES
Consider a networked system of n agents that utilize the same nearest neighbor averaging rule, known as the consensus equation, to govern their dynamics. For each particular agent i, the consensus equation is given aṡ
where x i is the state of agent i, and N i is the set of agents neighboring agent i. Without loss of generality, let us assume that x i ∈ R, and the interactions among the agents are encoded via a static undirected graph G = (V, E). In this graph, each node in the node set, V = {1, 2, . . . , n}, corresponds to a particular agent, and the edge set, E ⊆ V × V , is a set of unordered pairs (i, j), denoting that nodes i and j are neighbors. In this context, neighbor nodes are the ones that have the measurements of each other's relative states.
The consensus equation provides a simple, yet powerful foundation for decentralized control strategies that can be utilized in various tasks, including coverage control, containment control, distributed filtering, flocking and formation control. With all agents utilizing the consensus equation, their states asymptotically converge to the stationary mean,if and only if the underlying graph is connected [3] .
Assume that we would like to control this network by applying external control signals to some of the nodes. Without loss of generality, let the first m nodes be the leaders taking the external control inputs, and let the remaining (n − m) nodes be the followers, whose dynamics are governed by (1) . Let the m dimensional control input be represented by the vector u. Then, the dynamics of the leader nodes satisfẏ
where, [u] i denotes the i th entry of the control vector u. When the external control signals are applied to the leader nodes, their effect on the dynamics propagates to the rest of the nodes through the underlying network.
In order to relate the system dynamics to the topology of the underlying network, we use some basic tools from algebraic graph theory, in particular the degree matrix, the adjacency matrix, and the graph Laplacian.
Let ∆ be the n × n degree matrix associated with the graph. The entries of ∆ are given as
where |N i | denotes the cardinality of N i , and it is equal to the number of neighbors of node i. The adjacency matrix, A, is an n × n symmetric matrix with its entries given as
The graph Laplacian, L, is simply given as the difference of the degree and the adjacency matrices,
In light of (1) and (2), the dynamics of the leader-follower network with m leaders can be given aṡ
where
T is the state vector obtained by stacking the states of each individual node, and B is an n×m matrix with the following entries
Note that (6) represents a standard, linear time-invariant system and it relates the system dynamics to the graph topology through the graph Laplacian.
III. PROBLEM DEFINITION
In this section, we present the definitions for the leader selection and the network assembly problems tackled in this paper. For both problems, we consider networked systems with the dynamics in (6) and aim to achieve complete controllability.
. . , k, represent disjoint completely controllable leader-follower networks. The network assembly problem is forming a connected completely controllable network,Ḡ, by adding some edges only between the nodes belonging to disjoint networks.
Note that, in general, combining two disjoint systems can reduce, increase, or preserve controllability. A simple example is shown in Fig. 1 , where different assemblies result in different controllability properties. For cases where the smaller components being assembled are completely controllable, the network assembly problem boils down to finding an assembly that preserves the controllability.
Definition (Leader Selection Problem): For a given networked system, let G = (V, E) be the interaction graph. Leader selection problem is the problem of finding a set of nodes, V l ⊆ V , with minimal cardinality such that if the nodes in V l are chosen as leaders, then the system is completely controllable. Clearly, both problems can be solved via tools from linear systems theory, such as rank tests, without exploiting the relationships between system controllability and graph structure. However, such approaches come with various drawbacks. For instance, they may rely on a brute force search among a high number of possibilities. Furthermore, such methods are mostly centralized, and they require some information about the whole graph. Moreover, they are generally not efficient in dealing with changes in the network topology, such as addition or removal of nodes and edges, and in such cases the whole computation needs to be repeated. On the other hand, these issues can be tackled by utilizing some relationships between the graph topology and the system controllability.
IV. NETWORK ASSEMBLY AND LEADER SELECTION
We start our derivations by proving that the system controllability is invariant to the addition or removal of edges between the leaders. This invariance property is utilized in our leader selection and network assembly schemes. Proposition 4.1 Let G = (V, E) be a leader-follower network with the dynamics in (6), and let Γ be the corresponding controllability matrix. Then, rank(Γ) is invariant to the addition or removal of edges between the leaders in G.
Proof:
Here, we only prove that the addition of edges between leaders does not change the rank of the controllability matrix, as the proof for removal immediately follows. Let the dynamics for agents in the graph G = (V, E) be given as (6) . Once the new edges are added, resulting dynamics can be represented asẋ
If the new edges are only formed between the leaders,L has nonzero entries only in its rows corresponding to the leaders. Without loss of generality let the first m nodes be leaders.
whereL m is an m × n matrix consisting of only the first m rows ofL. Let the control signal be in the form of
for someũ. Then the dynamics in (8) can equivalently be represented aṡ
Since the dynamics in (6) and (11) have the same controllability matrix, Γ, rank(Γ) is preserved.
A. Network Assembly
The proposed network assembly scheme is based on the following corollary to Proposition 4.1.
Proof: The initial system can be considered as a single networked system consisting of k disjoint components. Stacking the states of nodes into a single vector x, we can write the dynamics before assembly aṡ
where L is block diagonal matrix with the Laplacians of the disjoint graphs, L 1 , . . . , L k , on the main diagonal, and similarly B is block diagonal matrix with the input matrices of disjoint networks, B 1 , . . . , B k , on the main diagonal. Let Γ be the controllability matrix for the dynamics in (13) . Since, initially the networks, G 1 , . . . , G k , are disconnected we have
From Proposition 4.1, we know that addition of edges between the leaders does not affect the controllability of the system. Hence, we conclude that if the disconnected graphs are connected only through edges between leaders, then the resulting system has the controllability matrix,Γ, satisfying
Note that, with the initial disjoint components being completely controllable under their corresponding leaders, Corollary 4.2 implies that any connected graph that is obtained by adding some edges only between their leaders is completely controllable. Fig. 2 shows an example of completely controllable assembly for 3 disjoint networks.
This assembly scheme can be realized in a decentralized fashion via methods such as graph grammars [21] . Different assemblies can be achieved by designing the rule set accordingly. As an example, we present a simple grammar that realizes the assembly shown in Fig. 2 . For a given k disjoint networks, let us have k + 1 labels, where all the followers are labelled with 0, and leaders of each disjoint component are given a unique label identifying the disjoint component they are contained in. Then the following rule achieves the assembly shown in Fig. 2 .
where p and q denote the node labels. According to this rule, whenever two unconnected nodes with distinct positive labels, p > q > 0, meet, they link to each other. Note that such nodes are leaders that were not initially members of the same connected component. Hence, this rule achieves the edge formation only between the leaders of disjoint (initially) components.
B. Leader Selection
In this paper we present a suboptimal (in terms of the number of leaders) solution to the leader selection problem by utilizing the interaction between the topology of the interaction graph and the system controllability. Note that, in general, a large networked system may have a very complex topology, and obtaining the optimal solution for the leader selection problem can be a very challenging task to achieve. However, such a graph can be considered as a sum of rather smaller and simpler graphs with some edges added between certain nodes. Using this perspective in the leader selection problem, one can achieve the controllability of the overall system through the controllability of its smaller components. Here we follow this approach and present a divide and conquer scheme, which in general produces a suboptimal solution, for the leader selection problem. This scheme is based on Proposition 4.1 and the fact that the addition of more leaders to a controllable system can not reduce the dimension of the controllable subspace. Proposition 4.3 Let G = (V, E) be a leader-follower network with the dynamics in (6), and Γ be the corresponding controllability matrix. Then, assigning additional leaders can not reduce rank(Γ).
Proof:
Proof is trivial since the new leaders can always be controlled to act as followers. Using the leader dynamics in this paper given in (2), this can be done by injecting a constant control signal of zero to the new added leaders.
Our leader selection scheme constrains the solution to the leader selection problem to be equivalent to an addition of edges between the leaders of possibly disjoint smaller components that are controllable under their respective leader assignments. This way, we achieve the leader selection for large systems by using some available controllability and optimal leader selection results for smaller structures. We refer to these available graph structures (along with their optimal leader selections) as building blocks.
The proposed scheme introduces a trade-off between the optimality and the complexity of the solution. As the number of the nodes having an edge involved in the 'divide' step increases, more leaders are added to the leader set. The amount of deviation from the optimal solution depends on the topology of the given graph, and the available set of building blocks. For instance, if the given graph is already an available building block, then we already have an optimal leader selection. Otherwise, the proposed approach provides a leader selection just by using the information available through the building blocks. An example is depicted in Fig.  3 , where this approach is applied to a graph by using a single building block and two building blocks. Fig. 3 . For the complete controllability of a sample graph G (a), two sets of leaders (shown in gray), as shown in (c) and (e), are derived using the proposed scheme. The leader selection in (c) is obtained using Proposition 4.3 along with the information that the structure in (b) is completely controllable. If it is further given that the additional structure in (d) is also completely controllable, then one can obtain a smaller set of leaders as given in (e) using the same scheme. The dashed edges in (c) and (e) show how the corresponding building blocks in (b) and (d) are extracted from G.
V. LEADER SELECTION USING PATHS
In this section, we elaborate further on our leader selection scheme by presenting an example that only uses paths as building blocks. Path graphs are simple structures for controllability analysis, and it is known that a path graph is controllable if one of its terminal nodes is assigned as a leader [8] .
Proposition 5.1 [8] A path graph with the dynamics in (6) is completely controllable if one of its terminal nodes is a leader.
We present how a completely controllable system can be achieved with the proposed scheme by only utilizing the controllability of paths as given in Proposition 5.1.
Definition (Path Inducing Edge Removal) (PIER): Let G = (V, E) be connected graph. Removal of a set of edges, E r ⊆ E, from G is called the PIER defined by E r , if the resulting graph, G r = (V, E\E r ), consists only of disjoint path graphs.
Note that here we consider disconnected nodes as paths containing a single node. Examples of PIER are depicted in Fig. 4 . Theorem 5.2 Let G = (V, E) be connected graph, let E r ⊆ E define a PIER, and let P 1 , P 2 , · · · , P M be the disjoint path graphs in G r = (V, E \ E r ). G = (V, E) is completely controllable if the set of leaders, V l satisfy:
where v k is a terminal node of the path P k .
Proof: Let us start the proof by considering the controllability of network G r = (V, E \ E r ). Let a set of nodes, V l , satisfying (17) and (18) be assigned as leaders of this network. Using (18) along with Proposition 5.1, we know G r is completely controllable under this leader selection since each disjoint path is completely controllable. Note that G is obtained from G r by adding the edges in E r . In light of (17), addition of edges E r to G r is only adding edges between the leaders of G r . From Corollary 4.2, we know that controllability is preserved under this operation, hence G is also completely controllable through the leader set V l .
In order to use this approach to assign as few as possible leaders, one needs to find a PIER defining edge set resulting in minimum number of nodes in the leader set to satisfy Theorem 5.2.
Definition (Minimal Leader Selection): Let G = (V, E), be a connected graph, let E r define a PIER, and let V(E r ) be the set of all possible leader sets that satisfy the conditions in Theorem 5.2. A leader set, V * l ∈ V(E r ), is called a minimal leader selection (MLS) defined by E r , if
For a given E r , we denote this minimum number of leaders as L(E r ) = |V * l |. Definition (Minimal PIER): Let G = (V, E), be a connected graph, and let P denote the set of all PIER defining edge sets. A PIER defined by an edge set E * r is called a minimal
Fig. 5 depicts some examples for which the leader selection is done using a minimal PIER. As it is depicted in this figure, the PIER based implementation of the proposed scheme provides results that are optimal or very close to the optimal for some graphs, whereas for some other topologies its results can deviate significantly from the optimal. The following proposition helps in characterizing the type of graphs for which the PIER based implementation deviates significantly from the optimal. First column of figures shows some leader selections obtained using the PIER based implementation of the proposed scheme, whereas the second column depicts some optimal (minimum number of leaders) leader selections for these graphs.
Proposition 5.3 Let G = (V, E), be a connected graph, and let E r define a PIER. If i ∈ V is a node with a degree d i > 2, then there exists at least d i − 2 edges in E r that are incident to i.
Proof: Proof follows immediately from the definition of PIER. As the resulting graph, G r = (V, E \ E r ), consists only of paths, node degrees in G r are upper-bounded by 2. Hence, any node i ∈ V having a degree d i > 2 must have at least (d i − 2) of edges incident to it disconnected to obtain a PIER.
Corollary 5.4 For a given network, G = (V, E), let i ∈ V be a node with a degree d i > 2. Then, the PIER based implementation of the proposed leader selection scheme assigns i, and at least d i − 2 of its neighbors as leaders.
In light of Corollary 5.4, one can say that the efficiency of the PIER based implementation mostly depends on the number of nodes having a degree greater than 2, and as the number of more connected nodes increases the efficiency is reduced.
Note that the PIER based implementation is only presented as a simple example for the proposed scheme, and the results can be significantly improved by incorporating additional local structures. The main advantage of this method is that it utilizes some available controllability and leader selection results in small structures to achieve controllability in more complex systems. Moreover, while in this paper we do not present a decentralized implementation, selecting leaders by searching for small local structures has a significant potential to be achieved in a decentralized fashion.
VI. CONCLUSION
In this paper, we presented a self assembly scheme and a leader selection scheme, both achieving complete controllability for leader-follower networks. These schemes are based on the invariance of the rank of the controllability matrix to the addition or removal of edges between leaders.
For the self assembly problem, we showed that for a given set of distinct, completely controllable networks, any assembly obtained by forming edges between their leaders is completely controllable. Furthermore, such an assembly can be achieved via local rules defined as graph grammars.
For the leader selection problem, we presented a suboptimal divide and conquer method guaranteeing the complete controllability. The solution (network with assigned leaders) is constrained to be equivalent to an addition of edges between the leaders of possibly disjoint smaller components that are completely controllable under their respective leaders. As such, it achieves the controllability of the overall system through the controllability of its smaller components, and it introduces a trade-off between the optimality and the simplicity of the solution. We also presented how leader selection can be achieved via this approach by only using the information that a path graph is completely controllable if one of its terminal nodes is a leader.
