Abstract. We show that the evolution equations for a perfect fluid coupled to general relativity in a general lapse and shift,, are Hamiltonian relative to a certain Poisson structure. For the fluid variables, a Lie-Poisson structure associated to the dual of a semi-direct product Lie algebra is used, while the bracket for the gravitational variables has the usual canonical symplectic structure. The evolution is governed by a Hamiltonian which is equivalent to that obtained from a canonical analysis. The relationship of our Hamiltonian structure with other approaches in the literature, such as Clebsch potentials, Lagrangian to Eulerian transformations, and its use in clarifying linearization stability, are discussed.
Introduction
The purpose of this paper is to study the Hamiltonian nature of the Einstein-Euler field equations, which govern the "Eulerian" description of general relativistic perfect fluids. We show that the corresponding evolution equations, when written in a general lapse and shift, are Hamiltonian with respect to a Poisson bracket given by the Dirac-ADM canonical Poisson bracket for the gravitational variables (Dirac, 1959 , Arnowitt et al., 1962 and by a "Lie-Poisson" bracket for the fluid variables.
A Lie-Poisson bracket is a noncanonical Poisson bracket defined by a Lie algebraic structure associated with the symmetries of a Hamiltonian system. For non-relativistic fluids, these brackets are due to Morrison and Greene (1980) and Dzyaloshinski and Volovik (1980) . The group theoretic origin of Lie-Poisson brackets for Hamiltonian systems and their derivation from canonical brackets in Lagrangian coordinates by reduction is due to Arnold (1966) , Weinstein (1982, 1983) , and Marsden et al. (1984a) . The fact that the brackets for nonrelativistic compressible fluids are Lie-Poisson brackets for a semidirect product Lie algebra was well-known by 1980 and is an instance of the general results of Ratiu (1980) and Guillemin and Sternberg (1980) . This fact was shown to also hold in magnetohydrodynamics and other systems by Holm and Kupershmidt (1983) . In these papers, and in references cited therein, the equations for the Eulerian descriptions of plasma physics, magnetohydrodynamics, elasticity theory, and other theories from classical continuum mechanics are also shown to be Hamiltonian with respect to brackets closely associated to Lie-Poisson brackets. It is therefore not surprising that the Poisson bracket for the Hamiltonian structure of general relativistic perfect fluids involves a Lie-Poisson bracket for the fluid variables.
The Lie-Poisson formalism automatically builds in the "Lin constraints," conditions needed for a variational principle in the Eulerian picture; see Seliger and Witham (1968) and Bretherton (1970) . The Lin constraints are exactly the coadjoint orbits-constraint manifolds naturally associated with the Lie-Poisson structure (see, for instance, .
Other Hamiltonian structures have been proposed for the Einstein-Euler field equations which differ from the one presented in this paper. The original variational principles for relativistic fluids, based on varying the particles' world lines, are due to Taub (1948) . (See Misner et al. 1973 for further references). Schutz (1970 Schutz ( , 1971 has proposed a canonical Hamiltonian structure based on the use of nonphysical Clebsch potentials. (The relationship between the Lie-Poisson approach and Clebsch potentials is described in Holm and Kupershmidt (1983) and in Marsden and Weinstein (1983) ; see Sect. 5 below.) Moncrief (1974 Moncrief ( , 1977 has proposed a canonical Hamiltonian structure in which the spacetime coordinates are tied to the fluid by a set of coordinate conditions introduced by Taub (1969) , thereby allowing Moncrief to formally eliminate the explicit appearance of any independent fluid variables. Walton (1979 Walton ( , 1980 proposed a noncanonical Hamiltonian structure which also has the unique feature that it uses a parametrization of the general relativistic gauge algebra relating the spacetime coordinates to the streamlines of the fluid rather than to the normal congruence of the spacelike slicing of spacetime. The relationship between these "other" Hamiltonian structures for general relativistic perfect fluids and the one presented in this paper will be discussed in the final section of this paper.
One of the features of this paper is to establish a Hamiltonian formalism which allows an arbitrary gauge or coordinate condition. Indeed, in some numerical work it is not always desirable to use comoving coordinates; see Smarr et al. (1980) . Moncrief (1974) has used his Hamiltonian structure for general relativistic perfect fluids to investigate the stability of spherically symmetric neutron star cores. Walton (1979) used his Hamiltonian structure to investigate adiabatic linear perturbations of spatially-flat, Robertson-Walker universes, Lund (1973) used Schutz's Hamiltonian structure to quantize the dynamics of a spherically symmetric, gravitationally collapsing star. The Hamiltonian structure for the Einstein-Euler field equations presented in this paper should also find applications in astrophysics and cosmology as well as in other more theoretical investigations of the EinsteinEuler system. Among the latter applications we include the linearization stability problem which is posed by the question: when is a solution of the linearized Einstein-Euler field equations tangent to a curve of exact solutions?
We believe that if the perturbations are confined to Lin constraint surfaces (the coadjoint orbits) then the basic results connecting symmetry with linearization instabilities and singularities in the space of solutions hold (Fischer et al. 1980; Arms et al., 1981 Arms et al., , 1982 and references therein). However, if perturbations off the coadjoint orbits are allowed, this link is destroyed (DΈath, 1974 and .
A second application is to the study of dynamic stability of equilibrium solutions. Since the Poisson bracket structure is the same as in the nonrelativistic case, the methods used there should carry over (see, for example, Arnold, 1966b; Abarbanel et al, 1984) .
Finally, we mention that the generalization of our work to the case of general relativistic plasmas, MHD and elasticity now seems straightforward, given the nonrelativistic literature available (cf. Bialynicki-Birula et al. 1982; Carter, 1973; Spencer, 1982; Tarn, 1966; Tarn and OΉanlon, 1969; Holm and Kupershmidt, 1984) . This paper is organized into five sections. In Sect. 1 we review preliminaries including some facts about equations of state for perfect fluids, the kinematics of spacelike slicings of spacetimes containing perfect fluids, and some results about Lie-Poisson brackets which are essential to this paper. Section 2 reviews the Einstein-Euler equations and also gives a (3 + l)-decomposition of these equations using the usual lapse function and shift vector field parametrization of the general relativistic gauge algebra. In Sect. 3 we derive the main result of this paper, a Hamiltonian structure for the (3 + l)-decomposed Einstein-Euler equations of Sect. 2 in which the Hamiltonian function is parametrized by the lapse function and the shift vector field in the usual Dirac (1964) form. Then, in Sect. 4, we introduce another Hamiltonian function for the Einstein-Euler equations which is parametrized by Walton's (1980) generalized lapse function and shift vector field relating the spacetime coordinates to the streamlines of the fluid rather than to the normal congruence of the spacelike slicing of spacetime. Finally, in Sect. 5, we discuss the relationship between the Hamiltonian structure for general relativistic perfect fluids presented in this paper and those of Schutz, Moncrief, and Walton. We also elaborate on the Lagrangian to Eulerian transformations (including the possibility of using fluid variables analogous to van Dantzig's (1939) thermasy function-a variable "conjugate" to the entropy) based on Marsden et al. (1984b) . Thus e and p are related by Legendre transformations, while n and h are thermodynamically conjugate variables. This demonstrates the equivalence between the equations of state (1 A.I) and (1 A.2). We shall use (1 A.2) as our equation of state.
Preliminaries

A. The Equation of
The quantity υ defined by
is the speed of sound in the fluid, as measured in the rest frame (see Taub, 1948; Lichnerowicz, 1967 Vector indices are up, co-vector indices are down; repeated indices are automatically summed. The superscript # on a tensor means that the later's indices are all raised; likewise, the superscript b on a tensor means that its indices are all lowered. Covariant differentiation on spacetime will be denoted by (4) V or " ", and that on Σ will be denoted by V or "ι". Our definition of the 4-curvature is
where { } are the Christoffel symbols of the torson-free connection (4) V. The Ricci, scalar, and Einstein curvature tensors are, respectively,
The definition of 3-curvature tensors are analogous. Our basic fields are as follows. The gravitational field is described by the 4-metric {A) g. Let u denote the unit 4-velocity of the fluid's flow lines; u is future-pointing, timelike and satisfies
The fluid's motion is determined by the vector field together with the entropy (per baryon in rest space) 5. In fact, if J were known, then using (1B.1), so is h (and hence u); using h and s, one can then determine all other thermodynamic quantities from the equation of state (1A.2). We recall from Lichnerowicz (1967) If one interprets the slicing as reference frames used by a collection of observers, then N fixes the clock rates of our observers relative to proper time along J (measured with respect to the conformal space time metric (IB. 3)), and M represents the velocity of the fluid relative to our observers. This interpretation of M is one justification for the use of the minus sign in (1B.13). (The variables J and the fluid based lapse and shift N and M were used in Walton, 1980) .
C. Lίe-Poisson Structures.
The material presented in this section is a condensed and specialized version of that in Marsden et al. (1984a) . Let us first describe the semi-direct product group S = {3) @ ex (^ x J^*). Let 
The Lie bracket on d is
We will show in Sects. 3 and 4 that an appropriate choice of phase space for a perfect fluid is 4* = 9£* x ^* x #". We hasten to point out that while this phase space is the dual of the Lie algebra of the group (3)^ c>< \JF x <F*\ the group (3)^ ^ jr whose Lie algebra is parametrized by the lapse function and shift vector field, plays an important role in terms of gauge symmetries.
The elements of d* will be denoted by (μ, η, s) where μ is a one-form density (the "inertiaΓ 3-momentum one-form density), η is a scalar density (the baryon number scalar density), and s is a scalar (the entropy scalar). A concrete discussion of the physical meaning of μ and η will be given in Sect. 3. Both μ and η are products of a tensor with the 3-volume J~g, and the natural pairing between d* and ύ is
We now digress a bit. Any Lie group G acts on its Lie algebra g by the adjoint action X^ Aά g (X\ and acts on g* by the coadjoint action μι->Ad*-i(μ). The orbit through μeg* is called a coadjoint orbit, and is denoted Θ. The easily verified statement d/dt\ t = 0 (Ad* xp{ _ tX) (μ\ Y) = < -(adX)*μ, Y) (where ad, the linearization of Ad, is the bracketing action of 9 on 9, i.e. (ad X)Y = IX, 7]) shows that the infinitesimal generator of the action of G on 9* is the vector field X g *, where X Q *(μ)= -(ad A Γ )*μe7 μ 9* « g*. By its definition, JΓ * is a vector field on g*, which is tangent to each coadjoint orbit. Furthermore, it is clear that the tangent space T μ Θ is spanned by elements of the form X Q *(μ), where Xeq. For the semi-direct product we are considering, the infinitesimal generator (of the coadjoint action of S on <$*) is
Integration by parts shows that
We remind the reader that if T is a tensor, Lie differentiation of the tensor density Tyjg is defined as^x
where
is the covariant divergence of X on Σ. From (1C.8) and (1C.10), we get 9 We shall find that with the push-forward action of (3)^ on 3F and J^*, the left Lie bracket on 3C, and the specific evolution equations at hand (see Sect. 3), {} + is the Lie-Poisson structure we want. This is consistent with the conclusions for a non-relativistic perfect fluid, as discussed in Marsden et al. (1984a 
Note also that, by virtue of (1 CIO, 1C.12), we have
So Jί H is tangent to coadjoint orbits. On any manifold P with a Poisson structure {,} (a derivation on the function in each slot, real bilinear, antisymmetric and obeying the Jacobi identity), it is a direct consequence of the chain rule and the definition of Hamiltonian vector fields that if c: U^>P is a curve, then
jF(c{t)) = {F, H}(c{ή) for all functions F iff jc(t) = X H (c(ή).
In the case of (d*, { } + ), the above observation, together with (1C17), gives Proposition 1. Let H be a Hamiltonian on (a*,{ }+), and let (μ,η,s)(t) be a curve in d*. The following statements are equivalent:
F((μ 9 η,s)(t)) = {F,H}+((μ,η,s)(t)) for all functions F on 0* (these are known as the Lie-Poisson equations on (<?*,{ }+)). (iii) (μ,η,s)(t) is an integral curve of X H .
The Field Equations of the Einstein-Euler System and Their (3 + 1) Decomposition
Assuming that there is no heat exchange between adjacent fluid elements, the stressenergy tensor for our relativistic fluid is
1) (Misner et al, 1972; Ex. 22.7) . Equivalently, by (1A.3) and (1B.2),
In geometrical units with 8πG = c -1, the field equations are 
V w s = 0). (2.5) Equation (2.5) is the statement that entropy is conserved along flow lines. This is equivalent to rest space energy conservation (the first law of thermodynamics) and the assumption of no heat exchange. We are therefore dealing with an adiabatic flow with no shock waves. (How the present formulation should deal with shocks
is not yet clear.) If the basic variables were taken to be the metric (4) #, the fluid's world lines, and 5, and if an equation of state of the form e = e( (4) # + u ® w, s) were chosen, then as in Carter (1973) , the field Eqs. (2.3, 2.4) would result from the variation of the action \d A x^J -g& 4) R -e). This action is formally the same as one used by Taub (1954) , in which case the equation of state was e = e(n,s).
In our case, the field Eq. (2.3) is derivable from the following variational principle. If we vary the action $d 4 x^^g(j (4 ' ) R +p (h,s) ) with respect to (4r) g aβ and set the coefficient of δg aβ equal to zero, we get (2.6) Using n = d h p and -h~2 = J a J β g aβ , the right-hand-side of (2.6) is readily computed to be T aβ as given in (2.2).
We now (3 + 1) decompose the Einstein field equation. Taking the "||,||" projection of <J -gEin α/? = -J -gT aβ , we get the evolution equations
and
Here, Hess 17 AT = N lι{i , ΔN = -N\, and is the spray of the DeWitt metric (Fischer and Marsden, 1979) . Equation (2.7) may be viewed as the defining relation for the conjugate momenta π ιj . We also remind the reader that we write yjg = (det^r i7 )
1/2 and yj-g = (-det g a p) 1/2 = N^Jg. To simplify later discussions, we introduce the vacuum superhamiltonian (2.9) and vacuum supermomentum / ϋβc =-2V π, (2.10)
as well as the following adjoint notation, following Fischer and Marsden (1979) . If Jf = jf(gf, π) is a scalar density, we define the ίΛadjoints (D g Jf)* and (D π Jθ* The evolution Eqs. (2.7,2.8) can be compactly rewritten in the following adjoint form: 
Vp), 
A Hamiltonian Description of the Dynamical Einstein-Euler System
Define the fluid variables
We have (μ, η)e%* x #"*. The factor of 2 present in these definitions is essential for our purposes. We will pinpoint its origin later in this section.
Let us first give the physical interpretation of nhJ L -s Jg and nh 3 J\J L^f g or, equivalently, nu L^J g and nhu\u L yJg. As described before, n and nh are, respectively, the fluid's particle number and inertial mass (per unit 3-volume in the fluid's rest space). The subspace orthogonal to u is the fluid's rest space, whereas that orthogonal to the unit normal n is the tangent space on a hypersurface; u 1 = u L = -{4) g(u, n) is the conversion factor between 3-volume measurements in the fluid's rest space and those done on the hypersurface; as a consistency check, note that if the fluid is at rest in the hypersurface (i.e. u = N~1d t % we have u 1 = 1. yfg is, of course, the 3-volume of a coordinate cube on the hypersurface. Thus, nu± \/y an d nhu\u λ \fg are, respectively, the number of baryons and the amount of inertial momentum contained in each coordinate cube. We remark that in the gauge δ t = J, η reduces to Taub's conserved scalar density while μ corresponds to his conserved spatial one-form (in the case of isentropic flows). See Taub (1969 
V ^ j
hence, det(DΛ) = which is non-zero since nhφ 0(1 AΛ), J 1 =£0(1 B.I0), (J,,) 2^1 )" 2 < 1 (IB. 11) and v~2^ 1 (1 A.I 1). The functional dependence in (3.3) then follows by the inverse function theorem.
For the rest of this section, unless otherwise stated, all dependences on (J 1 ,./,!), whether explicit or implicit, are to be understood as dependences on (μ, η, s,g) through Eq. (3.3).
We take the phase space of the (3 + 1) decomposed Einstein-Euler system to be T*Jί x d* 9 where Jί is the manifold of all Riemannian metrics on Σ and d* is the semi-direct product ^* ex (#"* x <F) (see Sect. 1C). The basic fields on Σ are (g,π,μ,η,s) 9 the atlas fields (Isenberg, 1980) are N and M, and the evolution equations are
4) d t π= -(D g Jf vac )*-N-(D g fvJ* M + N(nh 3 J,®Jt + pg*)^, (3.5)
with the following constraints on the initial data Holm and Kupershmidt (1984) for special-relativistic (that is, relativistic but nongravitating) perfect fluids. It is our impression that less algebra is involved in the derivations of this paper using our form of the fluid Hamiltonian rather than the numerically identical Holm-Kupershmidt form.
We are now ready to show that H generates the evolution of (g, π, μ, η, s) in T*Ji x ό*. First let us consider H as a function on <**. By Proposition 1 (Sect. 1C), one sees that the evolution Eqs. (3.6), (3.7) and (3.8) define integral curves of H (and hence are equivalent to the Lie-Poisson equation of H on a*) provided that H satisfies (g,π,μ,η,s) through the use of the implicit dependence (3.3) of (J 1 , Jy) on (μ,η,s,g) . The statements (3.16) are easily verified using dp = nd/ι -nTds and (3.18) as well as the defining relations (3.1, 3.2), which have become identities in view of (3.3). Using (3.15, 3.16), we have, for any ωef*,
This verifies (3.12), and (3.13, 3.14) are similar. Hence our Hamiltonian H does generate the evolution of (μ, η, s). We next turn to the evolution equations for (g, π). Let us regard the Hamiltonian H as a function on T*J(. Being a cotangent bundle, T*Jl has a canonical symplectic structure, with associated Poisson bracket For F t (g, π) = J #Ί(g, π), the bracket becomes 
\J.zλJ)
As usual, the symplectic matrix (°_ ι I) converts elements of T ( * π) (Γ*^) into those of T {gπ) (T*Jί) . (The form (3.20 ) is equivalent to the adjoint form of Fischer and Marsden, 1979.) Using dp = ndh -nTds, as well as (see (3.19) ) and the + Lie-Poisson bracket on o* {see (1C.15) ).
11). The following three conditions on a curve (g,π, μ, η, s) (t) are equivalent: (i) It satisfies the evolution Eqs. (3.4) ->(3.8). (ii) It is an integral curve of the Hamiltonian vector field X H on T*Jί x d* given by (1 C.I7) and (3.20). (iii) It satisfies F = {F, H} where the Poisson bracket on T*J( x d* is the sum of the canonical bracket on T*Jί
The equations F = {F, H} may be regarded as the adjoint equations in the spirit of Fischer and Marsden (1979) .
We now digress and explain why the seemingly artificial factor of 2 is necessary in the defining relations on the other hand, the d t (μ, ή) equations remain the same as (*) because they are obtained by a (3 + 1) decomposition of (4) V T = 0, which is equivalent to (4) V (^T) = 0. Thus H = \{N2tf + Mf) will again generate the evolution equations Σ for (μ,ή,s); it will also generate those for (#,π), since the source term in the d t π equation would have been halved by the T a β^jT aβ process as well. This shows that, given our possibly prejudicial insistence that the Hamiltonian is always defined as \(N2tf + Mf) with jf, / given canonically by the prescription in (2.16), (2.17) (i.e. -2^/g times the 11 and 11| projection of Ein-T, respectively), the origin of the factor 2 is in the coupling between the fluid and the gravitational field.
Let us now turn to the issue of constraints and their preservation. If one specifies initial data on Σ 9 prescribes (JV, M) for all time, and then uses (3.4) -• (3.8) to evolve the initial data into a curve (g 9 π, μ, η, s) (ί), one obtains a fluid filled spacetime whose (3 + 1) description is (#, π, μ, η, s, N, M) (t). However, in order that the fluid and the spacetime obtained satisfy all components of the Einstein field equation, the initial data must be constrained by (3.9) and (3.10). As a matter of consistency, we need to check that the constraints are preserved by the evolution Eqs. Their verification can be found in Fischer and Marsden (1979) (caution: our f yac = -their f yac , and our M = -their M). We close this section with a geometrical description of the formalism we have used. This will be useful in Sect. 4.
Denote ( 
s).
Let D be the submanifold in T*Jt x V on which the non-zero inertial mass condition (1 A.4) and the causality condition (1 A.I 1) are valid. The reasoning leading to (3.3) shows that Ω lD :D-+Ω(D) is a local diffeomorphism. Let C be the submanifold in T*Ji x V defined by the constraints (2.14), (2.15). The system of evolution Eqs. (2.12), (2.13), (2.26), (2.20), and (2.27) maps C into C for all times. On the other hand, the constraints (3.9), (3.10) describe the submanifold Ω(Cc\D). Thus, we can phrase things as: the system of evolution Eqs. 
Another Viewpoint
In this section we describe, following Walton (1980) , an approach in which the gauge Lie algebra 3C x 3F is parametrized by M and N (see Sect. IB) rather than the usual shift vector field and the lapse function. Define μ and η as before:
Our basic variables are (g 9 π, μ, η, s); therefore the phase space is again (Ί*Jί x d*, {} + {}+). The evolution equations are Equations (4.8) and (4.9) were previously known as the constraints, but here they are to be used as identities (since they are solved) and the name constraint could be misleading. Following Moncrief (1977) , we see that (4.8) and (4.9) can indeed be solved for (J\J^ = {J\J^){g 9 πs) 9 (4.10)
provided that the non-zero inertial mass assumption and a causality condition (respectively (1A.4) and (1A.11)) are both satisfied. Let us explain geometrically what has been done so far, using the language introduced at the end of the last section.
Using (4.8) and (4.9) as identities is the statement that in T*Jί x V, we have restricted the system of evolution Eqs. (2.12), (2.13), (2.26), (2.20) and (2.27) to the constraint submanifold C. Having (4.10) means that such a system is further restricted to CnD, and local coordinates (g,π,s) are being used, consequently reducing the system to an explicitly unconstrained one. Transplanting this unconstrained system from CnD to Ω(CnD), we obtain some system of evolution equations, say "*". The collection of evolution Eqs. (4.3)-> (4.7) represents one of possibly many systems on T*Jί x d* which, when consistently restricted onto Ω(C n D), agrees with the system "*". Now, since points (g, π, μ, η, s) So, if the conditions (4.11) and (4.12) are satisfied initially, they are satisfied for all time.
We next study the Hamiltonian structure of the system (4.3) -• (4.7). We shall show that it is generated by the Hamiltonian are generally non-vanishing functionals defined on the phase space T*Jί x o*. In (4.18) and (4.19), the (J\J { ) are functionals of (g 9 n 9 s) by (4.10). Now, using (1B.14) ( is, upon the use of (4.10), numerically equal to the <#(#, π, η, s) defined in (4.16). Using (4.8) and (4.9) (equivalently (4.10)), is it easy to verify that (4.22) We are now ready to show that /7, regarded as a function on (T*^#, {}), generates the evolution equations of (g 9 π). As before, the Hamiltonian vector field X E of H is (4.24) \ πght-hand-side of (4.4) / Therefore the evolution of (g 9 π) is along the integral curves of X Π .
Next we regard H as a function on (<**,{}+). The use of (4.21) and (4.22) as above will also tell us that so by Proposition 1 (Sect. 1C), we see that the evolution of (μ, η 9 s) is along the integral curves of X E . Using (4.8) and (4.9), one can show that (4.26) and (4.27) can be re-expressed, respectively, as none other than the conditions (4.11) and (4.12) which characterize the submanifold Ω(CnD). As was shown in (4.13) and (4.14), such conditions are preserved by the evolution Eqs. (4.3)-• (4.7).
Comments
In this paper we have shown that the Einstein-Euler equations for a perfect fluid coupled to gravity are Hamiltonian. The key features of our Hamiltonian structure are: (a) it is valid for any lapse and shift, i.e. for any gauge condition; (b) it utilizes LiePoisson brackets for the fluid variables, which automatically encode the Lin constraints; (c) the Hamiltonian is explicitly linear in the lapse and shift, while the Poisson brackets are independent of them; and (d) the constraints are not solved, and the system is explicit. An important step that allows this to succeed is the correct choice (μ, ή) of momentum and density variables for the fluid.
In what follows, we elaborate on a few points to make further contact with the literature and to point out a few directions for future research. In doing so, the exposition will draw heavily on the existing literature and, unlike the main text, makes no attempt to be self-contained. For expositional simplicity we shall drop the dependence on the entropy s, since it is just advected and plays no role in the points we wish to raise.
A. Lagrangian (Material) Descriptions. The original variational principle of Taub (1948) in which world lines are varied is in the spirit of a Lagrangian description. In our approach, the dynamic phase space (dropping the entropy) is where Jt is the space of Riemannian metrics on a model 3-hypersurface Σ, 9£ is the space of vector fields on Σ and $F is the space of functions. The Poisson bracket is the Lie-Poisson bracket on the dual of the semidirect product 3C ex $F. As explained in Marsden et al. (1984a, b) , there are a number of ways of obtaining (βC x #")* from a Lagrangian description by a Lagrangian to Eulerian map (i.e. by reduction).
One can start with
as a Lagrangian phase space and pass to (5A.1) by passing from the group Diff x $F to its Lie algebra ΘC x 3F. (This does not presuppose any semidirect structure; as it is shown, this follows.) The canonical bracket on (5A.2) has a Lagrangian description: φe Diff represents a spatial fluid configuration (ultimately placed in space time by means of the slicing) and ^R e f£^* represents a reference density-transformed to η when we pass to (5A.1). This Lagrangian approach appears to be similar to Kunzle and Nester (1984) . Notice that (5A.2) contains $F x J* 7 *, so a (cyclic) variable conjugate to the density is present. This variable is related to time translation along fluid trajectories. This is analogous to the thermasy function of van Dantzig (1939) , a variable conjugate to entropy. Similarly, in MHD, the variable conjugate to the magnetic field is the polarization; cf. Calkin (1963) . However, the extra factor is a cyclic variable so one directly passes from (5A.2) to
by reduction by ^ (see Marsden et al., (1984b) for the general theory for this). This is related to the (optional) use of cyclic variables by, for example, Schutz (1970) and Walton (1979 Walton ( , 1980 One can also start with a Lagrangian phase space T*[(Metrics x Functions)over Diίfeomorphisms], (5A.4)
where one thinks of the metrics as being dragged by the fluid diffeomorphisms. This possibility was foreshadowed by Fischer and Marsden (1972) but with a different point of view. The approach (5A.4) more closely resembles the lapse and shift N, M tied to particle paths that were used in Sect. 4 and in Walton (1980) . The approach of Moncrief (1977) and Demaret and Moncrief (1980) is a further reduction of (5A.I). The constraints J-f = 0, / = 0 can be viewed as the zero level set of the momentum map for the action of (4) Diff, the four dimensional diffeomorphism group, thought of as a gauge group. Then by general reduction theory (Marsden and Weinstein, (1974) ) the set (jf = 0, / = 0)/ (4) Diff carries the dynamics; one more reduction by Diff <x 3F (the particle relabling group) gives black T*Jί as the reduced space. This approach has the disadvantage of having implicit dependence (the fluid variables are eliminated) but the advantage of fewer degrees of freedom.
It would be quite interesting to develop a covariant multisymplectic (or Poisson) formalism that leads in a natural way from the covariant formalism to the 3 + 1 formalism (Lagrangian, Eulerian or mixed).
B. Clebsch Potentials. The approach of Schutz (1970 Schutz ( , 1971 is to develop the Hamiltonian formalism using the classical Clebsch potentials in the spirit of Seliger and Whitham (1968) . This formalism is consistent with and in fact follows from what we have developed. (The formula (33) of Schutz (1971) was a crucial tip for our approach.) Indeed, the brackets for (5A.1) are independent of lapse and shift and are, in the fluid variables, identical to the brackets for the non-relativistic case. Since Clebsch variables are known to apply no matter what the physical interpretation is (see Marsden and Weinstein, (1983) ; Marsden et al., (1984a) for the general theory of Clebsch potentials), they can be applied to the brackets for (5A.1). The Schutz formalism results.
C. Lin Constraints. Any solution of Lie-Poisson equations leaves the coadjoint orbits invariant. These orbits represent sets of momentum and density configurations that are kinematically reachable one from the other. They are symplectic manifolds, so standard variational principles are valid when varied paths are constrained to lie in them. Thus, from Seliger and Whitham (1968) , Bretherton (1970) , Weinstein (1983), or Marsden et al. (1984a, b) , we see that the Lin constraint sets are identical to the coadjoint orbits. In the Lie-Poisson formalism these constraints need not be imposed; the brackets automatically ensure their preservation by the equations. Of course the use of Clebsch potentials is another mechanism for building in the constraints; it has the obvious disadvantage that it deals with non-physical fields and some fields (having knotted vortex lines for example) cannot be written in terms of Clebsch potentials.
D. Electromagnetic Fields.
Given the non-relativistic results (especially Morrison and Greene, (1980) ; Marsden and Weinstein, (1982); Spencer, (1982) ; Marsden and Weinstein, (1983) ; Holm and Kupershmidt, (1983) , Marsden et al., (1984a) ), and the results of this paper, it now seems that one can readily proceed to obtain brackets and Hamitonian formalisms for a wide variety of field theories coupled to gravity, such as charged relativistic fluids, relativistic MHD, and relativistic plasmas. For relativistic plasmas, we recall from Marsden and Weinstein (1982) that if the electromagnetic variables (£, A) are used, the bracket should be just that of Ί*Jl x T*a x d*, where α is the space of A 9 s and d* is the space of (plasma) densities on the mass shell of T*(Spacetime). When the system is reduced to the fields (£, B) by the electromagnetic gauge group, there is an important but complicated coupling in the bracket between the electromagnetic fields and the plasma field (see Spencer, (1982), ). It would be of interest to see how the gravitational field complicates this story.
E. Linearization Stability. The basic results on linearization stability link solutions with symmetry to singularities in the space of solutions (Fischer et al., (1980) ; Arms et al., 1981 Arms et al., , 1982 . The methods depend crucially on the dynamic Hamiltonian formalism. Once the constraints are identified and the evolution equations are written in the adjoint form of Fischer and Marsden (1979) , the linearization stability program can be carried out (see, for example, Arms, 1977, 79, 81; Bao, 1983 Bao, , 1984 Bao et al., 1984; Joshi and Saraykar, 1981) .
Fluids, however, have a complication. Namely, the brackets are degenerate. However, if we restrict our allowed fields to the coadjoint orbits (see C. above) the bracket becomes nondegenerate, so the connection between symmetries and linearization instabilities should be reinstated. Such is indeed found to be the case and will be reported in a future publication.
This does not contradict the remarks of DΈath (1974) or of . For example, DΈath argues that since the constraints can be eliminated, there can never be any linearization instabilities. However, to do so requires variations of the fields that violate the Lin constraints.
We expect that our approach will be of use in the perturbation theory of matter filled spacetimes by dividing the perturbations into two pieces: the ones consistent with the Lin constraints (where there will be linearization instabilities) and the ones orthogonal to them (that change the total baryon number, for example).
F. Dynamic Stability. The Lie-Poisson formalism has been remarkably successful in the nonrelativistic case in establishing nonlinear dynamic stability results for fluid systems. See, for example, Arnold (1966b) ; Holm et al. (1983, 84) ; Abarbanel et al. (1984) ; Hazeltine et al. (1984) . These results depend primarily on special conserved quantities for the fluid variables that are associated to the coadjoint orbits. Since the relativistic brackets are the same, these Casimirs are also conserved for general relativistic fluids-even for a general lapse and shift. It is therefore reasonable to apply these methods to the general relativistic case. A good example to begin with might be spherically symmetric neutron star cores (see Moncrief, (1974) ). Of course the dynamic stability of the gravitational fields will probably be more difficult to deal with.
