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ABSTRACT
Due to increasing concerns associated with the emissions created from the
combustion of coal, technologies are being modified or developed to limit many of these
harmful emissions. The content of this thesis will focus on two technologies and the
specific pollutants they seek to limit.

The first investigated is selective catalytic

reduction, which is utilized to decrease NO emissions. Due to the recent promulgation of
the MATS regulations, focus has been on reducing the Hg emissions through the
optimization of the SCR catalysts, making them bi-functional for NO reduction and Hg
oxidation. The work presented here focuses on a novel SCR catalyst, Cu-SSZ-13, that
has already been investigated for diesel applications.

Cu-SSZ-13 is compared to a

commercial SCR catalyst under a variety of gas compositions to determine the effect of
the various flue gas components would have on Hg oxidation. Further tests attempt to
optimize the reaction conditions for Hg oxidation over the Cu-SSZ-13 catalysts. Finally,
As, which is also present in coal flue gas, is a known poison for SCR catalysts limiting
their NO reduction activity and lifetime. The mechanism and extent of As poisoning is
examined on the commercial and novel catalysts.
The second technology of interest is oxy-combustion which operates by
separating N2 to produce a concentrated CO2 stream for capture or storage. Due to the
proposed design of oxy-combustion facilities, sulfur concentrations are likely to increase
several fold with SO3 being of particular concern. During traditional air-combustion,
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sulfur emissions are mitigated through their interaction with the coal fly ash, a major
component of which is CaO. To better understand the impact of the changing gas
composition on the SOx reactions with CaO, a combination of experimental and
computational experiments were conducted. Experimentally, exposed CaO samples are
characterized using a combination of techniques to examine the effect from air to oxycombustion environments at high temperatures.

Additionally, DFT calculations are

conducted in tandem with the experiments to study the reactions on a more atomistic
scale. The effect of lateral interactions between the various flue gas components on
sulfur adsorption is investigated.
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CHAPTER 1
INTRODUCTION
1.1 INTRODUCTION
Coal continues to comprise a significant quantity of the U.S.’s energy usage,
accounting for ~33% of the electricity produced [1]. However, the combustion of these
fuels is responsible for a multitude of harmful emissions from nitrogen oxides (NOx) to
sulfur oxides (SOx) to trace metals, like mercury (Hg). The U.S. EPA regulations outlined
in Mercury and Air Toxics Standard (MATS) and more recently the Clean Power Plan
aim to limit the emissions of Hg and carbon dioxide (CO2) respectively from power
plants [2, 3]. In an effort to reduce these emissions, stationary power sources rely on
various air pollution control devises (APCD). However, each pollutant requires a unique
APCD and is employed with varying degrees of efficacy. The following section will
discuss the unique methods and challenges surrounding the implementation of the
technologies that are specifically employed to minimize CO2 and Hg emissions from coal
combustion.
1.2 HETEROGENEOUS SULFUR CHEMISTRY
In 2015, one of the main emitters of CO2 in the United States were power plants
burning fossil fuels, accounting for nearly 33% of the total CO2 emitted [4]. In attempt
to limit emissions and curb the rising atmospheric levels of CO2, which are currently
exceeding 400 ppm, the US EPA recently promulgated the Clean Power Plan to reduce
CO2 emissions by 32% by 2030 [3, 5]. One way power plants can lower their CO2
1

emissions is by incorporating carbon capture and sequestration (CCS) technologies. One
such CCS technology that has shown promise as being both scalable and economically
feasible is oxy-fuel combustion [6-8]. It operates by combusting the fuel in a mixture of
oxygen (O2) and CO2 mixture resulting in a relatively pure CO2 stream after combustion
that can then be treated and prepared for storage. The mixture is made by mixing
recycled flue gas with O2 separated from air to reach a desired O2/CO2 ratio. In addition
to lowering CO2 emissions, oxy-combustion has shown promise in lowering nitrogen
oxide (NOx) emissions while the final sulfur oxide (SOx) emissions on a mass of S to coal
basis have been shown to either be lowered or remain unaffected [7, 9-16]. Of the
pollutants present in coal combustion, SOx species are particularly important. Due to the
presence of a possibly untreated recycled flue gas stream and the decreased flue gas
volume from the exclusion of N2, sulfur dioxide (SO2) concentrations within the flue gas
will increase dramatically. The rise in SO2 concentrations leads to a corresponding
increase in sulfur trioxide (SO3) in the flue gas [11, 12]. This increase is one of the main
challenges facing oxy-coal combustion as SO3 is a precursor to sulfuric acid (H2SO4),
which would form when flue gas temperatures drop below 500°C and potentially corrode
equipment increasing operating costs [17, 18]. While much research has gone into
examining homogeneous SOx reactions during oxy-combustion, research is still lacking
in heterogeneous reactions that occur between SOx species and the coal fly ash, which
can play an important role limiting SOx emissions [19-24].
1.3 MERCURY EMISSIONS
In addition to CO2, recent concerns over the environmental and health impact of
Hg emissions have created a push to develop novel technologies to reduce Hg emissions
2

from power plants [2, 25]. The introduction of MATS in the U.S. has called for a
reduction of up to 90% of Hg emissions from power plants [2]. However, reducing Hg
emissions is difficult owing to the small concentration of Hg in coal (~0.1ppmw) which
can translate to less than 10 µg/m3 in the flue gas [26-29]. Some APCDs that are
currently employed rely on activated carbon injection, but these systems can be
expensive costing tens of thousands of dollars per pound of Hg captured for power plants
[30]. However, other than capture by activated carbon, Hg emissions can be limited if
the Hg is oxidized prior to being exhausted in the stack. When coal is burned elemental
Hg (Hg0) is released, which thermodynamically dominates in the high temperature boiler
[28]. The oxidized form (Hg+2), predominantly by hydrogen chloride (HCl) to HgCl2, is
assumed to be easily captured in downstream APCDs , like wet flue gas desulfurization
units, as it is 107 times more water soluble than Hg0 [31-34]. Ideally complete oxidation
would occur entirely homogeneously in the gas phase negating the need for a secondary
heterogeneous system, but the gas-phase oxidation reaction with HCl is kinetically
limited thus requiring an added system to meet regulation limits [34]. One of the
proposed ways of meeting the new limits on Hg emissions is to oxidize Hg over the SCR
catalysts used for NOx reduction. Instead of incorporating a new technology, power
plants can modify a unit that many already possess [35]. However, to achieve this,
current SCR systems need to be examined and optimized for both their deNOx activity, as
well as their ability to reduce Hg emissions.
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CHAPTER 2
CHARACTERIZATION OF SULFUR PRODUCTS ON CaO AT
HIGH TEMPERATURES FOR AIR AND OXY-COMBUSTION
2.1 INTRODUCTION1
In order to make oxy-combustion a more viable technology, the issues arising
from the increased sulfur concentration must first be resolved. It may be possible to limit
this issue through control of various combustion parameters that may either limit SO3
formation homogeneously or favor SO3 capture heterogeneously, the latter of which will
be focus of this research.

Sulfur emissions are generally controlled through the

heterogeneous reaction with sorbent materials present in APCDs, like flue gas
desulfurization units, or coal fly ash which is produced during the combustion process.
Fly ash is a solid mixture of the non-volatile components of coal that remain after
the combustion reaction.

It primarily consists of a variety of metal oxides, whose

individual weight percentages can vary greatly depending on the source and type of coal
being utilized. The sulfur retention in coal fly ash has been shown to strongly correlate
with the alkali and alkaline earth metal (AAEM) oxide composition, with increased
weight

percentages

leading

to

greater

retention

[19-24,

36,

37].

Reprinted from Int. J. Coal Geol., 167 (1-9) , B.D. Galloway, R.A. MacDonald, B. Padak
Characterization of sulfur products on CaO at high temperatures for air and oxy-combustion, (2016) with
permission from Elsevier.

1
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While the actual fly ash composition is not dependent on the combustion environment
(air or oxy) in which it is formed, oxy-combustion studies exhibit greater sulfur capture
than air-combustion [12, 19, 38]. While it seems clear that oxy-combustion enhances
sulfur capture on the coal fly ash, there is still a lack of understanding of how the reaction
changes at high temperatures under different gas environments, particularly on CaO
which is the most abundant of the AAEMs present in fly ash [39-42]. Many existing
studies concerning the characterization of surface sulfur species on CaO are from
experiments operated under more controlled conditions, such as lower temperatures, in
inert/air environments, or low pressures [43-53].
The current mechanism presented in the literature suggests that the SO2 reacts
with CaO through reactions 2.1 and 22.(a-c) [48-50].
 +  + 1⁄2  ⇄ 

2.1

 +  ⇄ 

2.2

4 ⇄ 3 + 

2.2

2 +  ⇄ 2 + 1⁄2 

2.2

Thermodynamic calculations predict that calcium sulfate (CaSO4) will be the dominant
product as calcium sulfite (CaSO3) is unstable at temperatures above 727°C.

This

temperature dependence is confirmed via Fourier transform infrared (FTIR)
spectroscopy, where higher temperatures led to the conversion of the sulfite to the more
stable sulfate on CaO [43, 44, 54]. While calcium sulfide (CaS) is shown as a possible
intermediate in reaction 2b, it has also been shown to be oxidized at 800°C in favor of
either the sulfate or the oxide [55]. The sulfide and sulfite become more pronounced in
oxygen free conditions, such as N2, He, or Ar, where multiple sulfur products can be
5

observed [49, 50, 56]. Thermogravimetric analysis into the oxidation of CaS by Song et
al. reported significant sulfide remaining after 2 hours of exposure to 5vol% O2 at 950°C
[55]. After experiments where CaO exposed to SO2 in He, Martin et al. concluded that
reaction (2b) is unimportant as they do not identify any sulfide in their FTIR-PAS
(photoacoustic spectroscopy) spectra even at 900°C, while also proposing that reaction 2c
could occur with the resulting sulfur gas being oxidized or reacting with fresh CaO [48].
Along with the crystalline products, it is important to understand the manner in which the
adsorbing sulfur species binds to the surface. Martin et al. observed that SO2 binds
through a surface oxygen in a monodentate structure [48]. Density functional theory
(DFT) calculations for sulfur adsorption on CaO (100) surface likewise predict that a
monodentate structure is the most energetically favorable where the sulfur binds to a
surface oxygen site [57, 58]. In fact, DFT calculations predicted that this orientation is
energetically favorable for NOx, SOx, and CO2 on a variety of alkaline metals, not just
CaO [53, 59]. Once adsorbed, surface sulfur species could polymerize creating a SxOy
structure on the surface, particularly on calcium carbonate (CaCO3), where thiosulfate
(S2O3) species were observed [48]. It is likely that the air atmosphere allows for an
oxidation reaction to readily occur at the temperatures being used despite the relatively
short times the samples are exposed suggesting why no sulfide is generally observed.
As most of the previous studies investigating sulfur adsorption on CaO were done
in air or an inert environment, it is important to consider the effect of other gases that the
fly ash particles are likely to be exposed to. Since the application for these sulfur
adsorption studies is in combustion flue gas, the effect of water is of the utmost
importance as it can affect the surface composition. DFT calculations by de Leeuw et al.
6

show that water will dissociatively adsorb to low-coordinated surfaces of CaO like (110)
or (111) planes, but only physisorb onto the more stable and abundant (100) plane [60,
61]. Furthermore, they predict that the water will create a pair of hydroxyl groups on the
surface with higher coverages of water creating a more and more stable surface, possibly
due to the greater stability provided by adjacent hydroxyl pairs [60, 62]. Their further
simulations show that water adsorbed onto various CaCO3 surfaces can cause surface
reconstructions, but not dissociation of the water molecule [63]. This agrees with an
attenuated total reflection (ATR)-FTIR study by Al-Hosney and Grassian, who observed
a water film covering the CaCO3 surface, which promoted the decomposition of the
carbonic acid species that would otherwise cover the surface [64]. Their work also
proposed multiple mechanisms for calcium sulfite formation from CaCO3 depending on
if the water and SO2 react in an Eley-Rideal or Langmuir-Hinshelwood type mechanism.
Several studies have shown how increasing the partial pressure of water can increase the
conversion of limestone to CaSO4, with increasing temperature having a similarly
beneficial effect [65, 66]. Baltrusaitis et al. reported similar results as x-ray photoelectron
spectroscopy spectra showed significantly greater sulfite than sulfate on CaCO3 samples
when water is present [47]. The CaCO3 formation, which becomes prevalent in oxycombustion conditions, is itself dependent on water concentration as investigation of
carbonation of lime (Ca(OH)2) slurries by Van Balen [67] and Cizer et al. [68] show a
strong dependence on gas-phase water content in the formation of CaCO3. While many of
the experiments investigating the effect of water were done with CaCO3 at ambient
temperatures and not with CaO, they still illustrate the impact water plays in the sulfation
reaction.

7

Examining the effect of sulfur and water on CaCO3 and CaO under various inert
and/or low-temperature conditions can aid in understanding the sulfation mechanism in
oxy-combustion. The higher partial pressure of CO2 in oxy-combustion allows for the
carbonate to be stable at higher temperatures. CaCO3 is stable up to ~900°C in pure CO2
atmosphere [69-71]. If the starting CaO is converted to CaCO3 during the experiment, it
is proposed that the resulting reaction mechanism changes such that SO2 would no longer
adsorb to CaO, but to CaCO3 as shown in Reactions 2.3 and 2.4 [69-71].
 +  ⇄ 

2.3

 +  + 1⁄2  ⇄  + 

2.4

At temperatures between 850-900°C, the mechanism changes from the indirect sulfation
of Reaction 3 and 1 to the direct sulfation mechanism of Reaction 4. However, there are
likely some kinetic limitations as analysis of fly ash showed the presence of oxide,
carbonate and sulfate of calcium indicating that all of the reactions above are important to
sulfur capture [72]. Additionally, Martin et al. proposed an additional reaction whereby
the sulfation of the CaCO3 goes through a sulfite intermediate at temperatures below
550°C just as the oxide does via Reaction 2.5 [48].
 +  +⇄  + 

2.5

Since carbonates can form at lower temperatures, it is important to consider the effect
that its formation might have on the adsorption mechanism and consequently the total
sulfur retained on the material. Several pilot scale studies have examined the effect
limestone addition (CaCO3 with magnesium and silicon impurities) has on sulfur
retention in coal combustion [73, 74]. Additional laboratory scale studies with limestone
or pure CaCO3 attempted to investigate the transient behavior as the material is both
8

calcined and sulfated at higher temperatures [75-78]. . The formation of a CaSO4
product is important to the transient behavior as it can create a dense product layer
inhibiting mass transport of sulfur to unreacted Ca, as previously reported by researchers
investigating the sulfation of both CaO and CaCO3 [48, 78-80]. While the extent of
sulfur retention and some temperature dependence were examined previously, none of the
studies investigate surface or bulk composition of the samples to more thoroughly probe
the sulfation mechanism.
This thesis seeks to expand upon previous research by incorporating more
complex gas mixtures at elevated temperatures, representing the flue gas environment,
for sulfur retention. Pure samples of CaO are exposed to SOx-containing simulated flue
gas of air and oxy-combustion at temperatures between 800-900°C. This will address
one of the current gaps in the literature by directly comparing the effect of realistic gas
phase compositions on adsorption and the resulting speciation of sulfur retained on the
samples. The use of CaO eliminates many of the kinetic and diffusion effects that
previous papers sought to investigate by starting with CaCO3 or limestone. Furthermore,
the changes in the surface sulfur species present can be monitored through x-ray
diffraction (XRD) and diffuse reflectance infrared Fourier transform spectroscopy
(DRIFTS), while employing energy-dispersive x-ray spectroscopy (EDX) analysis to
examine the total sulfur retention. The addition of these characteristic techniques will
increase the understanding of the sulfur reactions taking place at elevated temperatures
for coal-combustion applications.
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2.2 EXPERIMENTAL SETUP
An experimental system consisting of a burner and a packed bed reactor, shown in
Figure 2.1, is used to carry out the reactions. The system consists of multiple Brooks
mass flow controllers to mix the various flue gas components to simulate the specific gas
composition of interest. The gas mixture is fed to a custom quartz burner situated in a
Thermcraft Split Tube Furnace that is set to 1100 °C. (It should be noted that when an
experiment does not require combustion products or water, e.g., air and oxy-environment
experiments, the furnace is not turned on but the gas still passes through the furnace.)
After the high temperature furnace, the gas stream is split with a portion pulled to the
reactor with a diaphragm pump and the excess going to the exhaust. The CaO sample is
placed in a quartz reactor with a fritted disc in the center. A Pallflex quartz filter is then
placed on a bed of quartz wool to provide an even surface for 200 mg of sample to lie.
The whole quartz reactor tube housing the sample is surrounded by two Watlow semicylindrical ceramic fiber heaters, which can be heated to 950°C.

Figure 2.1. Schematic of the experimental setup used for SOx exposure in flue gas.
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The gas compositions investigated include air, air-wet, air-flame products, oxyenvironment (O2/CO2), and oxy-flame products with the flow rate for all samples being
~0.5LPM. The flue gas compositions used in the experiments are detailed in Table 3.1.
The air-wet samples are created by introducing water into the heated lines after the
furnace with a Shimadzu LC-10AD VP liquid pump. Combustion product compositions
of both air and oxy-combustion are simulated by feeding methane, which is auto-ignited
in the 1100°C furnace to create a CO2 and H2O mixture. For the air-flame runs, the
slightly lower than stoichiometric equivalence ratio results in an O2 concentration of
4.5vol% similar to what would be observed in the post-combustion flue gas, where up to
5 vol% excess O2 is common. In all experiments, the SO2 flow is adjusted to keep its
concentration constant at 2500 ppm. The presence of either the flame or higher
temperature environment of the furnace allows some of the SO2 to be oxidized to SO3,
resulting in the sulfur feed to the reactor to be an SO2/SO3 mixture, but still
predominantly SO2. For example, the SO3 concentration downstream of the burner for
the air-flame and oxy-flame conditions is measured to be 49±6ppm and 66±2ppm
respectively.
Table 2.1. Gas-phase compositions for all conditions examined.

N2
Air(dry)
Air(wet)
Air-Flame
Oxy-Environment
Oxy-Flame

Flue Gas Species Concentration (vol%)
N2
O2
H2O
CO2
SOX (ppm)
99.3
0.5
0
0
2500
79
21
0
0
2500
67.2
17.9
14.7
0
2500
72.9
4.5
14.9
7.5
2500
1.8
29.8
0
68.1
2500
1.8
1.8
24.4
71.8
2500
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Prior to exposure to SOx-containing gas mixtures, the CaO samples (Sigma
Aldrich 99.9% purity) are calcined at 950°C in N2 for 1 hour. This is done to remove any
residual carbonate or hydroxide species and ensure that the pure metal oxide is the only
metal species present for the reaction. XRD and IR spectra obtained after this calcination
procedure confirmed that only the oxide was present. After the calcination pre-treatment,
the reactor temperature is set to 800, 850 or 900°C in preparation for exposure to the
simulated flue gas. This method ensures that the sample is not exposed to ambient
atmosphere between the calcination and the reaction since the experimental system is not
configured for in-situ IR measurements. After exposure, the gas mixture is switched back
to N2. The sample is then allowed to cool to room temperature before the sample is taken
out for further analysis.
2.3 CHARACTERIZATION
After the reaction has taken place, the samples are characterized using XRD,
DRIFTS, and EDX. XRD, being a bulk technique, is used to provide an approximate
level of the metal oxide that is consumed during the reaction, as well as major products
formed.

While DRIFT spectra will give a more surface-specific picture of the

mechanism taking place as the metal oxides and SOx interact. Finally, EDX is used for
the elemental analysis to determine the amount of sulfur adsorbed.
XRD measurements are taken with a Rigaku Miniflex II X-ray diffraction system.
A Cu X-ray tube as the X-ray source is running at 30 kV and 15 mA, and a D/teX
detector (NaI) is used. The scanning speed is maintained at 1.5 degrees per minute.
DRIFTS measurements are taken using an Equinox 55; an FTIR bench provided by
Bruker Optics. The bench contains a KBr beamsplitter and a DTGS detector providing a
12

resolution of 4 cm-1 with a total of 640 scans. Spectra were taken at room temperature in
ambient conditions. EDX spectroscopy was used to analyze the elemental composition
of the samples. EDX analysis was conducted using a Tescan Vega-3 SBU variable
pressure scanning electron microscope, which is equipped with a ThermoScientific
UltraDry EDS detector.
2.4 RESULTS
XRD spectra for the bulk structures of the samples before and after exposure at
800°C are shown in Figure 2.2(a). In all cases, the dominant peak is for the unreacted
CaO (PDF#37-1497), which is used to normalize the rest of the spectra after background
subtraction. Other than unreacted CaO, all samples showed the presence of anhydrous
CaSO4 (PDF#37-1496). The intensity of this peak remains fairly consistent from one
condition to the next as both temperature and gas feed are changed as seen in Figure
2.2(b) (additional XRD data for 850°C and 900°C can be viewed in Figure A.1 (a) and
(b) in the supplementary materials). Under the air, air-flame and air-wet conditions these
are the only two crystal structures detectable with XRD. However, oxy-flame conditions
yielded a third bulk structure, as shown in Figure 2.2(a). The new peak corresponds to
CaCO3 (PDF#47-1743).

Unlike the sulfate peak, the carbonate peak is temperature

dependent, with increasing temperature resulting in less carbonate formation.

An

intermediate temperature of 825°C was selected to verify that the CO3 formation becomes
less favorable at higher temperatures. Figure 2.3(a) shows how carbonate formation
decreases from 800°C to 825°C, with no carbonate observed at temperatures 850°C and
above.
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Figure 2.2. XRD spectra showing gas dependence on major product formation on CaO at
800°C with N2, Air, Air-wet, Air-flame, Oxy-environment, Oxy-flame. a) Spectra
showing unreacted CaO, CaSO4 and CaCO3 b) Zoomed in sulfate peak from plot (a) for
various gas compositions.

Figure 2.3. XRD spectra showing temperature dependence of CaCO3 for a) oxy-flame
conditions from 800°C to 900°C and b) pre-heated oxy-environment from 800°C to
850°C.
In addition to examining the bulk structure with XRD, DRIFTS was employed to
thoroughly examine the species present in the samples. Figure 2.4(a) shows the DRIFT
spectra for the same samples taken at 800°C for a variety of gas compositions whose
XRD spectra are shown in Figure 2.2(a) (for spectra of samples exposed at 850°C and
900°C see Figure A.2 (a) and (b)).

All experiments exhibited anhydrous CaSO4. The

position of this cluster of peaks makes it ideal for identifying sulfate formation, as it is
generally not obfuscated by any of the other peaks inherent to the oxide, and corroborates
the sulfate peak identified in the XRD data. The only exception is when CaCO3 is
formed during the lower temperature oxy-flame experiments. Secondary bands appear in
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the same place with peaks at 2139 cm-1 and 2216 cm-1. These peaks can be identified as
CaCO3 as they match the CaCO3 standard (Alfa Aesar 99.5% purity), which was used for
comparison. Not only do the sulfate and carbonate peaks overlap but the intensity of the
sulfate peaks appears to decrease with the formation of the carbonate species. The
formation of the carbonate also exhibits peaks at 2983 cm-1 and 2875 cm-1, 2515 cm-1
with a shoulder at 2590 cm-1, 1796 cm-1 and a smaller peak at 1960cm-1.
The species observed in this region of the IR spectra match well with those seen
with the XRD. However, there is more information to be gleaned regarding the nature of
the sulfur binding to the CaO when examining other regions of the IR spectra. Of
particular interest is the region from 950 cm-1 to 1050 cm-1 as it can be used to
differentiate between sulfate and sulfite products. Figure 2.4(b) shows this speciation
region for a variety of gas compositions at 800°C. All samples show two distinct peaks
at 984 cm-1 and 1014 cm-1 corresponding to the sulfite and sulfate species, respectively,
based on previous literature. A generic sulfite peak is identified by Nakamoto to be
existing between ~920-980 cm-1 with sulfate peaks generally arising above 1000 cm-1
[81]. Low et al. identify calcium sulfite species at 973 cm-1 with a peak around 1008 cm-1
belonging to calcium sulfate [44]. The sulfate peak reported by Low et al. matches well
with the 1020 cm-1 for the ν1 mode of CaSO4 reported by Steger and Schmidt [82]. It is
worth noting that Evans and Bernstein reported a sulfite peak at 1010 cm-1, but were
examining sodium sulfite [83]. While examining various sulfites, Nyberg and Larsson
identified the peak around 950-1000 cm-1 as belonging to the ν1 mode of the sulfite ion
with the position of the frequency in this window giving information as to the structure
look specifically at anhydrous calcium thiosulfate, the identification of the peaks as being
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Figure 2.4. DRIFT spectra showing gas dependence on major product formation on CaO
at 800°C. a) Spectra from 1500 to 3100 cm-1. b) Spectra from 950 to 1050 cm-1 showing
the sulfate/sulfite speciation c) Spectra from 1050 to 1300 cm-1. From bottom to top, the
lines on all graphs are: calcined only, exposed to N2 environment, air only, air-wet, airflame, oxy-environment, oxy-flame, and CaCO3 standard.
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sulfate and sulfite seems justified given the agreement with the other studies already
mentioned. The reference spectra for pure CaCO3 as shown in Figure 2.4(b) exhibits no
discernible peaks in the 950-1050cm-1 window allowing for peaks in this region to be
wholly attributed to sulfur species. Other peaks for sulfate/sulfite differentiation exist at
lower wavenumbers but are not considered as they would overlap with the peak
characteristic of the clean CaO.
When comparing the sulfate and sulfite peak intensities for varying gas phase
compositions, several things become apparent. The first is that the sulfate peak is more
intense than the sulfite one. This is true for all gas compositions except for exposure
under the N2 environment. In this case, the sulfite peak has a greater intensity than the
sulfate one. Secondly, the oxy-environment (oxy- and oxy-flame) samples show slightly
lower sulfate/sulfite characteristic relative to the others.

Figures 2.5(a-c) show the

speciation for a variety of gas compositions as the temperature increases from 800°C to
900°C (spectra for air and oxy-environment from 800-900°C can be viewed in Figure
S.3(a) and (b)). The ratio of sulfite and sulfate peak areas (SO3:SO4) shown in Figures
2.5(a-c) are given in Table 2.2. Figure 2.5(a) shows the results for the air-wet condition.
With only air and H2O present in the gas stream, the spectra show strong peaks for both
sulfate and sulfite with sulfate being the more dominant one.

As the temperature

increases the sulfate peak remains relatively constant while the sulfite one diminishes at
850°C before eventually disappearing at 900°C. This results in a constantly decreasing
sulfite to sulfate (SO3:SO4) ratio. The air-flame samples in Figure 2.5(b) show a similar
trend with respect to the SO3:SO4 ratio decreasing with the temperature. The air-flame
condition keeps the same water partial pressure as the air-wet, but includes CO2 and more
17

Figure 2.5. DRIFT spectra from 950 to 1050 cm-1 showing temperature dependence of
sulfate/sulfite speciation for a) air-wet, b) air-flame, c) oxy-flame conditions between
800-900°C.
N2, while decreasing the O2 partial pressure with concentration changing from 18vol% to
4.5vol%. Finally, Figure 2.5(c) shows the results from the oxy-flame experiments. Most
notable here is that the sulfate peak appears to increase with increasing temperature,
while the sulfite peak disappears at 900°C. When comparing the decreasing SO3:SO4
ratio for these samples to those of the air-wet and air-flame conditions, the same trend
emerges for all gas compositions from 800 to 900°C.
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It should be noted that while these will be the only two regions discussed in detail, there
are other peaks that appear that are indicative of sulfur adsorption on the surface. The
first is a broad multi-peak band from 1050 cm-1 to 1250 cm-1 shown in Figure 2.4(c).
Similar to the sulfate band at 2200 cm-1, this band’s intensity is not greatly affected by
gas composition or temperature (additional spectra similarly showing a lack of
temperature dependence are shown in Figure A.4 (a-e)). There are some conflicting
identifications in the literature as to what exactly the broad band centered around 1150
cm-1 is, as it has been attributed to amorphous sulfate, thiosulfate, or a mix SxOy [43, 44,
48, 84]. While each presents a slightly different interpretation of the band and the several
peaks that appear within it, the band likely represents the incomplete reaction of the oxide
to the sulfate. As the reaction proceeds, it forms a polymerizing network of linking
surface SO2, which create an incomplete sulfation reaction from the oxide to the most
stable product, the sulfate. This hypothesis would appear to be partially supported by
previous DFT studies that show a strongly bound chemisorbed sulfur interacting with a
surface oxygen [57-59]. As the sulfur coverage increases, it is possible that a network of
multi-sulfur compounds, such as thiosulfate (S2O3-2), disulfite (S2O5-2), and pyrosulfate
(S2O7-2) could form on the surface. While XRD and DRIFTS can give information
regarding the nature and speciation of adsorbed sulfur on the oxide surface, EDX analysis
was employed to quantify the total amount of sulfur captured during the exposure.
However, due to variations in the space velocity in the reactor, total sulfur capture can
only be compared for different temperatures for a single gas composition and not across
various gas several interesting trends not apparent from the DRIFTS or XRD results, with
each gas composition behaving slightly differently. For the air-wet condition, the
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Table 2.2. Integrated areas for SO3 and SO4 peaks shown in the DRIFT spectra in Figure 2.5(a-c) along with the calculated peak area
ratio of SO3:SO4 for air-wet, air-flame, and oxy-flame conditions between 800-900°C.

Temperature (°C)
800
825
850
900

SO3
0.246
0.044
0.017

Air-wet
SO4
0.493
0.369
0.177

Ratio
0.499
0.120
0.098

Air-flame
SO3
SO4
0.112
0.179
0.041
0.311
0.011
0.311

Ratio
0.629
0.133
0.036

SO3
0.014
0.046
0.052
0.013

Oxy-flame
SO4
0.172
0.066
0.249
0.331

Ratio
0.082
0.696
0.207
0.040
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amount of sulfur captured slightly decreases at 850°C. Since this is within the maximum
standard deviation calculated across all samples, it could be considered constant for all
temperatures. The air-flame experiments also show a relatively consistent sulfur capture
across all temperatures. Finally, the oxy-flame set shows a different trend by exhibiting
increasing sulfur content with increasing temperature.
Table 2.3. EDX results for the sulfur weight percentages after exposure to the air-wet,
air-flame, and oxy-flame conditions.
T (°C )
800
825
850
900

EDX Sulfur Wt% ± Standard Deviation
Air-wet
Air-flame
Oxy-flame
1.33 ± 0.26
0.83 ± 0.10 0.77 ± 0.04
0.80 ± 0.07
1.07 ± 0.13
0.75 ± 0.09 1.08 ± 0.15
1.37 ± 0.13
0.95 ± 0.12 1.69 ± 0.32

2.5 DISCUSSION
The results from the DRIFTS, XRD an EDX analysis show several interesting
trends with respect to the sulfur capture on CaO. It should be noted that only selected
spectra are shown in the paper for brevity with the rest of the data included in the
supplementary materials. The first trend is displayed in the XRD data, which shows the
formation of a carbonate product during the oxy-flame experiments. What is unique
about the oxy-flame experiments is that the partial pressure of CO2 present in the gas
stream is much higher than that exists during the air-flame experiments (70 vol% vs. 7
vol%). In order for the carbonate to be thermodynamically stable at 800°C, the partial
pressure needs to be high. This mostly agrees with previous research that shows that 825875°C is the thermodynamic limit before CaCO3 decomposes back into CaO under the
oxy-flame conditions, which similarly explains the decrease in carbonate as temperature
increases [69, 70, 85]. The slight discrepancy is likely due to the facts that the reactions
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may not go to completion within the duration of the exposure, coupled with the
competing sulfation reaction, suggesting kinetic limitations for carbonation under the
experimental conditions.

While the oxy- and oxy-flame runs have similar partial

pressures of CO2, they do not exhibit equivalent carbonate formation as expected from
the thermodynamics data. While both have greater CO2 partial pressure relative to air
experiments, the added presence of water in the oxy-flame experiments also contributes
to the formation of calcium carbonate. Previous research into the formation of carbonate
from calcium shows a beneficial effect of H2O partial pressure on carbonate formation
[67, 68, 86]. However, under the high temperatures for the experiments conducted here,
it is unclear how much effect, if any, water might play in carbonate formation from CaO
at increased temperatures. Additional experiments conducted under the oxy-environment
without combustion, where the gas mixture passed through the high-temperature furnace
at 1100°C before being fed to the reactor, exhibited CaCO3 formation at 800°C as shown
in Figure 2.3(b). The figure shows that less carbonate is formed and it disappears at a
lower temperature when compared to the oxy-flame condition. The 1100°C temperature
of the furnace possibly affects the gas-phase chemistry that could carry-over to the
reactor at 800°C augmenting the surface chemistry and aiding in the carbonation reaction.
Since in-situ gas or surface analysis was not available for these experiments, the reason
for carbonate formation under these conditions is still unclear and should be subject to
further investigation. Otherwise, carbonate formation is only present in the oxy-flame
experiments suggesting that the presence of water aids in the carbonation reaction.
While the formation of a carbonate phase does not affect the sulfate peak intensity
observed in the XRD, a difference is apparent from the EDX results. As shown in Table

22

2.3, the total sulfur captured steadily increases for the oxy-flame runs as the temperature
increases. This is most likely related to the carbonate formation observed at lower
temperatures. While the peak intensities for sulfur products in the DRIFTS and XRD
results show little change, there is a clear increase in the sulfur content in EDX. At the
higher temperatures, where carbonate is no longer thermodynamically stable, sulfur no
longer has to compete for adsorption sites against CO2 leading to higher sulfur retention.
As the carbonate product seems to be the only product that is temperature dependent, it
makes sense that the air-wet and air-flame EDX results remain relatively constant as the
temperature changes, as there is no competing product formation taking place under these
conditions. This indicates that Reaction 3 is potentially competing with Reactions 1-2. It
is also possible that the sulfate formation reaction is slower on carbonate (Reaction 4)
relative to the oxide (Reaction 1) limiting the total adsorption of sulfur over the duration
of the experiment.
Of particular interest, when examining all of the DRIFTS spectra together, is that
there is ultimately little difference as the gas composition and temperature are varied. A
common trait that the proposed sulfation mechanisms, shown in Reactions 1-5, exhibit is
a sulfite intermediate between the oxide and the sulfate.

However, only minimal

evidence of sulfite species was present in the DRIFTS results. The sulfite characteristic
that is present in the DRIFT spectra shows a strong temperature dependence. This is
consistent with the thermodynamic data, as the lowest temperature investigated (800°C)
is already above the decomposition temperature for CaSO3, explaining the minimal
sulfite characteristic observed [48]. However, as abundant unreacted CaO is still
available, kinetic limitations appear to allow for some of the sulfite characteristic to
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remain at the lower temperatures tested (e.g. 800°C) despite being above the
thermodynamic decomposition temperature. Especially as the samples are quickly
quenched and flushed with inert N2 after exposure, the reactions may not go to
completion where all the sulfite is converted to sulfate. This is further supported by the
XRD results that show no evidence of the sulfite, while DRIFTS, which is a more surface
sensitive technique, does, albeit much lesser extent than the sulfate. At higher and higher
temperatures, only the sulfate characteristic is present regardless of the gas phase
composition. Despite that minimal sulfite characteristic is observed, the SO3:SO4 ratio
still increases at lower temperatures further showing the temperature dependence of the
sulfite-like structure. The only exception is the oxy-flame condition where a jump in the
SO3:SO4 ratio is observed between 800 to 825°C. This could be due to the slightly
increasing sulfur content, as shown in the EDX data in Table 2.3. Additionally, the
presence of the carbonate species in the DRIFT spectra could obscure the sulfur species
in this region around 2200 cm-1 as it was mentioned earlier. This, coupled with the
minimal intensity that these peaks already exhibit, make it difficult to appropriately
estimate the peak area leading to the discrepancy. Otherwise, the predominance of the
sulfate characteristic in the data results from the excess O2 present in all experiments
allowing sulfite to convert to sulfate. While previous research has shown more
pronounced sulfite characteristics, those were mostly conducted at lower temperatures or
in inert environments, both conditions that are more conducive to the formation of a
sulfite intermediate [43-53].

Similarly, the conditions run here that most closely

resemble those experiments are the N2-only ones. The N2-spectra in Figure 2.4(b) show a
much more intense SO3 peak, and therefore greater SO3:SO4 ratio, relative to the other
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gas samples showing the O2 dependency on certain products.

But even the N2

experiments are run with ~0.5vol% O2, resulting in the major product still being the
sulfate, as seen in the XRD data. Therefore, the only gas that affects the surface species,
present during SO2 capture, is O2. However, since power plants run at slightly leaner
than stoichiometric conditions, with the equivalence ratio < 1, there can be as much as
5vol% of excess O2 present in the flue gas stream. While the reactions may go through
some sulfite intermediate as suggested by Reactions 2 and 5, the final product is likely to
always be sulfate due to the presence of O2.
2.6 CONCLUSIONS
The adsorption of SOx on CaO under a variety of gas compositions for
temperatures between 800-900°C has been investigated. The results show that the major
product is CaSO4 under all conditions with the amount of CaSO4 also remaining
relatively constant from experiment to experiment.

Only minor characteristics of

thiosulfate and sulfite species were observed in the DRFITS results as secondary and
tertiary sulfur products. The only other major product formed was CaCO3 during the
oxy-combustion experiments, where a high partial pressure of both CO2 and H2O was
present. The presence of water potentially aided in the kinetics in forming the carbonate
product phase for the brief duration of the experiments as carbonate formation was not
observed during the oxy-environment experiments.

The carbonate formation is

temperature dependent with none forming above 825°C under the current experimental
conditions. Additionally, the carbonate appears to inhibit sulfur adsorption either by
consuming CaO or being less reactive relative to CaO. Finally, sulfite and carbonate
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products decrease at higher temperatures resulting in only sulfate being formed above
850°C.
Future work will investigate the effect on the CaO products by further increasing
the SO3:SO2 ratio in the flue gas beyond that formed during combustion. It is important
to examine the effect the greater SO3 concentration can have on both the total amount of
sulfur adsorbed and the resulting sulfur species bound to the surface. The experiments
could then be expanded to other materials that comprise fly ash to investigate their
interactions.
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CHAPTER 3
EFFECT OF FLUE GAS COMPONENTS ON THE ADSORPTION
OF SULFUR ON CaO(100)
3.1. INTRODUCTION
Given the predominant nature of combustion systems relying on Ca-S interactions
(one of which has been discussed in detail in this thesis), increasing the understanding of
such reactions on an atomistic scale can aid in limiting sulfur emissions. The study
presented in this chapter in an effort to expand upon the results presented in Chapter 2
seeks to analyze the effect that the various flue gas species (H2O, CO2, SO2 and SO3)
have on the binding of SOx (SO2 or SO3) to CaO through the use of density functional
theory (DFT) calculations.

Simulations reveal information regarding the changing

structure and binding energy of the sulfur compounds as they interact with a clean surface
as well as one with a previously adsorbed flue gas species. Additional analyses involving
the density-of-states and charge distribution of the final systems were performed to
further examine the effect that the changing environment would have on the electronic
interaction between the sulfur species and the surface.
3.2. COMPUTATIONAL METHODOLOGY
To examine the binding of combustion products to calcium oxide, a CaO(100)
surface was simulated. To do this, density functional theory (DFT) calculations were
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performed using a plane wave basis set with Vienna ab-initio simulation package
(VASP)[87-91].

The generalized gradient approximation developed by Perdew and

Wang (PW91) was used to calculate the exchange-correlation functional of plane
augmented wave potentials [92-95]. Methfessel-Paxton smearing of order 1 was used
with a 0.2 eV width, while the plane wave energy cutoff and energy convergence
criterion were set to 520 eV to and 10-5eV respectively to ensure accuracy. The same
parameters were then used to optimize the vacuum geometry of other gas molecules. The
resulting parameters gave relatively accurate values for the oxide lattice constants and gas
component bond lengths as shown in Table 3.1.
Table 3.1. Summary of calculated and experimental values for lattice and bond lengths
[a]

CaO
Calc.
4.814
Exp.
4.839
a
Reference [96]
b
Reference [97]

Lattice/Bond Distance (Å)
SO2[b]
SO3[b]
CO2[b]
1.447
1.435
1.176
1.431
1.42
1.160

H2O[b]
0.971
0.958

Slab models of CaO(100) with 2-6 layer slabs with at least a 15Å vacuum
between slabs were constructed. It was determined that 3-layer slabs would result in
acceptable error in lattice geometry, yielding less than 2% relaxation on average from the
bulk, while minimizing computational time. The 3-layer slab model was allowed to fully
relax an adsorbate present. The above procedure resulted in a force of less than 0.01
eV/Å on any given atom for clean slabs and a force less than 0.03 eV/Å per atom on the
slab plus adsorbate systems.
A k-point mesh of 3×3×1 oriented in the Monkhorst-Pack scheme was integrated
over a p(2√2 x 2√2)R°45 cell for CaO surfaces. Meshes of 5×5×1 and 7×7×1 were also
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computed for the clean slab, but the increase in computational time yielded less than a
0.01eV/atom difference. The geometry of gas-phase species was optimized using a single
k-point. Finally, density of states (DOS) calculations were performed to examine the
electronic structure on fully optimized systems at a higher k-point grid of 11×11×1 which
was determined to be sufficiently accurate while also minimizing computational time.
Calculations involving charge transfer occurring during the reactions were conducted
using the Bader method using the script developed by Henckleman et al. [98-101] .
Initial calculation examined the adsorption of a single adsorbate (SA), either H2O,
CO2 SO2 or SO3 onto the CaO(100) surface at a 1/8 ML coverage. The binding energy is
calculated using Eq. 3.1. For systems where multiple adsorbates are present, Eq. 3.2 is
used to calculate the binding energy of the second adsorbate molecule using energy from
the single adsorbate system. The results for single adsorbate calculations were required as
a baseline for the analysis of multi-adsorbate systems and agree well with previously
reported binding energies for H2O, CO2, SO2 and SO3 [57-61].
∆ = − !"# $% $&'()* − +#)" $#", − -"' ./"') $0)1)' 2

3. 3.1

∆ = − !"# 4% $&'()* − $% $#", − -"' ./"') $0)1)' 2

3. 3.2

In order to model the multi-adsorbate (MA) systems, single adsorbate systems
were first modeled. As these results for such adsorbate surface interactions on CaO have
already been reported, they will only be discussed here briefly as a basis for comparison
for the MA systems. The MA systems were modeled by first allowing one of the species
to fully relax and optimize on the surface. This includes the –H, -OH, -CO2, -SO2 and SO3 surfaces mentioned earlier. In addition to the –H and –OH systems, a –H&OH
surface, where both –H and –OH functional exist, is also investigated for sulfur
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adsorption. The inclusion of both is based on previous research in conjunction with a
desire to expand upon the –H or –OH results presented here [60-63]. In these cases the –
OH and –H are assumed to dissociate and slightly separate with the –OH moving to the
next nearest neighbor. While not as energetically favored as H2O adsorption, is still
predicted to have a positive binding energy, again in agreement with previous studies
[62].

The distinctions between the –H or –OH and the –H&OH surfaces will be

discussed in greater detail later. After convergence of a single adsorbate, a second
adsorbate, always an SO2 or SO3, was then brought near the surface over several binding
sites nearest the original adsorbate in multiple orientations. The results and analyses for
of the systems optimized using this methodology are presented here. In this way the
complex surface reactions that take place under actual flue gas conditions can be better
understood.
3.3 SURFACE BINDING OF SO2
The results presented here and previous research have shown SO2 and SO3 to be
binding to CaO in a sulfite- or sulfate-like structure, respectively [57-59].

These

monodentate structures were calculated to be the most stable on the (100) surface. Figure
3.1(a) shows SO2 adsorbing in the sulfite-like structure on a clean surface. The images in
Figure 3.1(b-f) illustrate how the same structure results mostly regardless of the preadsorbed molecule, –OH, –H&–OH, –CO2, –SO2 or –SO3.

(The results from the –H

surface predict SO2 interacting in a non-monodentate sulfite-like structure making strict
one-to-one comparisons to the results presented here unreasonable. This and a similar
interaction between the –H surface and SO3 will be discussed later in the “Interaction
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Table 3.2. Summary of modelling results for SO2 on various CaO surfaces.

Summary of Adding SO2 to a Functionalized Surface
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Surface Functional

Clean

-OH

-H&OH

-CO2

-SO2

-SO3

Binding Energy

180

171

215

145

157

101

Bond Distance (Å)

1.462

1.505

1.516

1.503

1.506

1.491

Bond Angle (°)

115.6

110.8

108.9

109.4

109.5

115.4

OLat Distance (Å)

1.704

1.699

1.665

1.704

1.712

1.747

Shift in S-s orbital
(eV)

-1.28

-1.13

-1.85

-1.18

-1.15

-0.89

Shift in Other
Adsorbate-s orbital
(eV)
Total Charge

---

0.07

0.63 / 0.09

0.56

0.12

0.29

+0.983

-0.050

-0.019

-0.052

-0.053

-0.108

Figure 3.1. SO2 binding to a CaO(100) surface in a sulfite-like structure that is (a) clean
or has a pre-adsorbed (b) –OH, (c) –H&OH (d) -CO2, (e) –SO2, (f) -SO3.
with H2O” section.)

Table 3.2 summarizes the calculated results for a variety of

energetic, geometric, and electronic parameters.

Using Equations 3.1-2, the binding energy of SO2 can be compared for various
functionalized surfaces. As it is seen from Table 3.2, the clean surface exhibits the
greatest binding energy (BE). The BE gradually decreases in the following order: –
H&OH>clean>–OH>–SO2>–CO2>–SO3. What stands among these results is that the –
H&OH systems have a BE greater than the clean surface while the BE for the others
steadily decreases relative to the clean surface. Despite the changes in BE, it causes
relatively minor changes in the bond distances between sulfur and oxygen from the gas32

phase SO2 molecule (S-OSO2), the average angle between sulfur and oxygens in the newly
formed sulfite-structure (OSO2-S-OSO2) and the distance between sulfur and lattice oxygen
(S-OLat). These values change less than 0.05Å, 7.0°, and 0.1 Å, respectively. The
greatest change is evident in the SO3-adsorbed surface resulting in a longer S-OLat bond
distance, as the BE decreases 44% from 180 to 101 kJ/mol. The S-OSO2 bond distance
remains relatively similar and OSO2-S-OSO2 bond angle increases to that of the clean
structure possibly due to the sterics of the larger SO3 molecule on the surface.
Table 3.2 further describes the electronic structure of the systems and how the
binding and charge distribution in the system change. These results were obtained from
the DOS calculations using more rigorous k-point models to ensure electronic accuracy.
Shifts in orbital energy were calculated from examining the lowest energy s-orbital for
the atom being investigated with negative values indicating that the orbital has shifted to
a lower energy. The shift in these orbitals can be a reasonable metric of the resulting
bond between the adsorbate and the surface. The specific atoms listed in Table 3.2
include the sulfur atom from the adsorbing SO2 and the previously bonded surface
species. This would include the O in the OH group from the –OH surface, C from the –
CO2 surface, and S from the –SO2 or –SO3 surfaces. For the –H&OH systems two values
are given with the first being for the H bonded to the surface and the second being the O
in the OH group. This way the shifts can be compared to their –H or –OH counterparts.
This value is not applicable for the clean surface as there is no pre-adsorbed species. The
DOS plot for the –OH surface is presented in Figure 3.2 as an example showing the S in
SO2 and O in the OH group before and after binding. The DOS plots for the remaining
systems are included in the Fig. C.1 of Appendix C. As previously mentioned, the Bader
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Figure 3.2. DOS plot for SO2 binding to the –OH surface showing the s&p-orbitals of the
S atom and O atom in OH before and after binding.
method was employed to perform the charge transfer analysis, which calculates the total
charge change for the adsorbing SO2 molecule from the initial gas-phase species. For
these results, negative values indicate an increase in electron density or population
causing an increase in negative charge on the atom. Additionally, the values listed in
Table 3.2 were calculated from the difference in the total charge before and after binding
for all of the relevant atoms in the SO2 molecule.

Examining the results yields several trends regarding binding of SO2 on
functionalized surfaces. Similar to the interaction with the clean surface, the sulfur sorbital shifts downward due to the stability of the sulfite species on the surface. The
differences in the shifts for the –OH, –CO2 and –SO2 functional surfaces are relatively
minor mirroring the small change in BE. While the -SO3 surface results in a noticeably
smaller shift resulting in the smaller binding energy, the –H&OH surface experiences the
greatest downward shift indicative of its larger BE. These shifts are representative of the
hybridization of the sulfur orbitals with the lattice oxygen. Additionally, the s-orbital of
the previously adsorbed species is simultaneously shifted up. The upward shift shows
how the binding of a second adsorbate weakens the binding of the first (pre-adsorbed)
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molecule. For the –H&OH systems, this upward shift is observed for both atoms being
investigated.
The charge transfer values presented in Table 3.2 are the calculated difference
between the charge distribution for the clean surface or gas-phase molecule and their
counterparts in the final structure for either single- or multi-adsorbate systems. From the
data, it is clear that the functionalized surfaces do exhibit some effect on the adsorbing
SO2 molecule. On the clean surface, the SO2 molecule becomes electron deficient,
relative to the gas-phase, with most of the charge being lost by the S going to the binding
lattice oxygen. However, if the surface has a previously adsorbed species, the SO2
molecule observes only minimal change where the charge transfer to the SO2 is relatively
small.
3.4 SURFACE BINDING OF SO3
Similar to the way SO2 forms a monodentate sulfite structure, SO3’s most
energetically favorable surface structure is a monodentate sulfate species, which forms on
all surfaces as shown in Figure 3.3(a-g),. A summary of the SO3 binding results is shown
in Table 3.3. The BE for SO3 on these surfaces also follows a similar trend as SO2, i.e., –
H&OH > clean > –OH > –SO2 > –CO2 > –SO3 > –H. Again OH, SO2 and CO2 are the
least detrimental to binding, while SO3 inhibits binding the most and –H&OH is slightly
beneficial. However, unlike the SO2, SO3 is predicted to bind to the –H surface in a
monodentate sulfate structure leading to its inclusion here. Similar to the –SO3 surface,
the –H surface exhibits a large decrease in BE relative to the clean one. Variations in the
BE yield minimal geometric changes as observed for the SO2 binding
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Figure 3.3. SO3 binding to a CaO(100) surface that is (a) clean or has a pre-adsorbed (b)
–OH, (c) –H, (d) –H&OH, (e) -CO2, (f) –SO2, (g) -SO3.
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Table 3.3. Summary of modelling results for SO3 on various CaO surfaces.

Summary of Adding SO3 to a Functionalized Surface
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Surface Functional
Group
Binding Energy
(kJ/mol)
Bond Distance (Å) – SOSOx
Bond Angle (°)

Clean

-H

-OH

-H&OH

-CO2

-SO2

-SO3

319

233

312

353

276

279

234

1.470

1.474

1.471

1.475

1.469

1.469

1.467

113.9

113.7

113.8

113.4

113.9

113.9

114.1

OLat Distance (Å)

1.622

1.610

1.615

1.591

1.620

1.619

1.634

Shift in S-s orbital (eV)

-1.5

-5.09

-1.4

-2.01

-1.43

-1.42

-1.29

Shift in Other
Adsorbate-s orbital
Total Charge Transfer
to SO3

---

-1.98

0.16

0.54 / 0.12

0.56

0.53

0.22

-0.046

-0.085

-0.062

-0.065

-0.048

-0.034

-0.032

case. The inherent stability of the sulfate prevents significant changes in geometry from
surface to surface as S-OSO3 bond distance, OSO3-S-OSO3 bond angle and S-OLat bond
distance experience changes of less than 0.01 Å, 1.0° and 0.05 Å respectively.
The electronic properties for the SO3 systems mostly follow the same trends as
the BE. The DOS plots for the analysis are included in Fig. C.2 in Appendix C. The
downward shifts in the S s-orbital increase as the binding energies increase, while the
previously adsorbed species experience an upward shift in their s-orbital. (As with the
SO2 systems, the other adsorbates for the SO3 systems mentioned in Table 3.3 correspond
to H from the –H surface, O in the OH group from the –OH surface, H bonded to the
surface and O in the OH group respectively in the –H&OH surface , C from the –CO2
surface, and S from the –SO2 or –SO3 surfaces.) The exception is the –H surface, which,
despite the largest decrease in BE, experiences the largest downward shift of over 5 eV.
Additionally, the H in the –H surface experiences a significant downward shift in its sorbital while all other adsorbed species experiences a relatively minimal upward shift.
Finally, the Bader analysis reveals minimal charge change on the SO3 either for the clean
or functionalized surfaces. The difference from the SO2 case is likely due to the greater
coordination of the sulfur in SO3, which prevents it from donating charge as SO2 does,
even on a clean surface.
Several other interactions involving SO3 and previously adsorbed species were
observed, but they result in sulfate species not bonded to the CaO surface directly. These
systems, as shown in Figure 3.4(a-b), show the sulfur from gas-phase SO3 molecule
binding to the oxygen atom from a pre-adsorbed CO2 or SO2.

These systems are

characterized by the fact that they have lower BE compared to surface sulfate structures,
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(a)

(b)

Figure 3.4. Weak gas-phase SO3 binding to CaO(100) surface with (a) CO2 and (b) SO2.
Table 3.4. Summary of model parameters for SO3 gas-phase interaction on SO2 and CO2
functionalized surfaces.
Clean

CO2+SO3

SO2+SO3

Binding Energy (kJ/mol)

319

80

104

Bond Distance (Å)-S-Osox

1.4698

1.448

1.453

Bond Distance (Å) S-O(X)O2

NA

1.891

1.807

Bond Angle (°)

113.852

117.3

113.4

Shift in S-s orbital (eV)

-1.50

-1.36

-1.26

Shift in Other Adsorbate-s orbital (eV)

N/A

-0.61

-0.59

Total Charge Transfer to SO3

-0.046

-0.332

-0.408

with BE of ~100 kJ/mol for both. The results presented in Table 3.4 show how the lower
BE is again represented in the geometric and electronic changes when compared to the
surface sulfate structure. The values in Table 4 illustrate that the SO3 is transitioning to a
sulfate as evident from bond distance and angle being between that of the gas phase
molecule and surface sulfate. In addition to the S-s orbital in SO3 experiencing a
downward shift, the carbon and sulfur, in the –CO2 and –SO2 surfaces respectively, also
experience a downward shift.

This downward shift of the pre-adsorbed species is
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accompanied by a similar shortening of the C or S bond with the OLat, which would
indicate that the pre-adsorbed species surface bond is stronger as a result of the
interaction. Finally, the configuration is characterized by an increase in charge transfer to
the SO3 where the charge is primarily focused in the sulfur atom. The slightly weaker
bond, due to the smaller shift seen in the DOS, between the sulfur in the gas phase SO3
and the oxygen of the pre-adsorbed species, and lower BE would suggest that these
systems would possibly be short-lived or an intermediate.
3.5 SURFACE INTERACTIONS WITH H2O
Some of the systems have a predicted final configuration wherein the binding
sulfur is not interacting with the surface lattice oxygen. In addition, the systems with
water functionals are characterized by the electronic interaction between the gas-phase
SOx species and the surface functional groups, specifically the –OH and –H.

The

resulting geometric configurations for these systems are shown in Figure 3.5(a-h) while
the key geometric and electronic properties are summarized in Table 3.5.
Figure 3.5(a-d) shows the formation of bisulfite/bisulfate-like structures from the
interaction of SO2/SO3 with the –OH on either the –OH (a-b) or –H&OH (c-d) surfaces.
The BE associated with the formation of these bisulfite/bisulfate species is less on the –
OH surface, but greater on the –H&OH surface when compared to adsorption of SOx
species onto a clean surface. The S-OSOx bond distances are elongated while the OSOx-SOSOx bond angles are decreased, similar to those for surface bound sulfite/sulfate groups.
The S-OOH bond distance is greater than the normal S-OSOx bond distances due to the
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Figure 3.5. Surface configurations for bisulfite and bisulfate formation on (a-b) –OH
surfaces and (c-d) –O&OH surfaces. Weak surface interactions between SO2 and SO3 on
(e-f) –H surfaces and (g-h) –H&OH surfaces.
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Table 3.5. Summary of weak surface interactions for SO2 and SO3 on the –OH and –H surfaces.
Bisulfite
Binding Energy
(kJ/mol)
Bond Distance
(Å)-S-Osox
Bond Distance (Å)
-S to OH(or H)
Bond Angle (°)
OLat Distance (Å)

HSO2

Bisulfate

HSO3

-OH

-H&OH

-OH

-H&OH

-H

-H&OH

-H

-H&OH

172

205

267

313

204

54

294

78

1.4893

1.494

1.4588

1.466

1.535

1.483

1.474

1.527

1.856

1.842

1.818

1.911

1.92

1.593

111.704
3.287

110.3
3.311

110.2
5.137

114.6
3.705

113.7
3.536

108.6
3.112
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Shift in S-s orbital
-1.15
(eV)
Shift in Other
Adsorbate-s
-4.72
orbital (eV)
Total Charge
Transfer to SO3 -0.249

1.651/
1.884
114.969 113.8
3.225
3.618
1.7139

-1.56

-1.02

0.51

-1.8

-1.48

0.11

0.51

0.58 / 5.52

-6.23

1.01 / 7.08

0.26

0.66 / 0.27

1.5

0.67 / 0.32

-0.083

-1.06

-0.062

-0.998

-0.434

-1.57

-1.355

presence of the H atom creating a hydroxyl group. The overall bisulfate structure is in
agreement with that for bisulfate ions in water reported in a previous computational study
by Vchirawongkwin et al. [102]. The S-OLat distance is also greatly increased compared
to the previously discussed results as the orientation of the HSOx structures in Figure
3.5(a-d) show the O atoms in the HSOx preventing the sulfur from binding to the surface.
The orientation, coupled with greater distance to the surface, leads to an
essentially non-existent surface interaction, confirmed through analyses of the DOS plots
shown in Figure 3.6(a-d) with additional DOS plot included in Figure C.3 in Appendix C.
Figures 3.6(a&c) display how the sulfur s- and p-orbitals exhibit no overlap with the
underlying lattice oxygen although an overlap was observed for all of the sulfite/sulfate
structures. Despite no overlap, a downward shift is still observed. Additionally, Figures
3.6(b&d) show how the formation of the HSOx species weakens the –OH group’s bond
with the surface by analyzing the Ca atoms around the hollow site and the –OH before
and after optimization. Investigation of these DOS plots provides evidence that despite
the energetic favorability of HSOx formation, the HSOx species do not interact strongly
with the surface the way the SOx species shown in Figures 3.1 and 3.3 do. Migration of
these bisulfite and bisulfate species may yield more significant interactions on CaO than
on the (100) surface investigated here.

Other more complex surfaces with less-

coordinated sites, such as step, edge, or defect sites, could provide sites for the newly
formed bisulfite and bisulfate species to interact with the surface.
Despite the similarities observed in the formation of bisulfite/bisulfate on the –
OH and –H&OH surfaces, further electronic analysis yields several notable differences.
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Figure 3.6. Density of state plots for bisulfite (a-b) and bisulfate (c-d) formation on a –
OH surface.

The first is the S-s orbital shifts, with larger downward shifts associated with the higher
BE on the –H&OH surface. This is re-iterated in the OOH shift which shifts by -0.8 and 0.85 for bisulfite and bisulfate, respectively from the –OH and the –H&OH systems. The
Bader analysis shows how both the bisulfite and bisulfate systems go through significant
charge change relative to SOx adsorption onto the various functionalized surfaces. On the
–OH surface, the charge transfer to the sulfur molecule is significant at -0.25 and -1.06
for SO2 and SO3 respectively, helping to confirm the bisulfate formation as a bisulfate
ion holds a -1 charge.
The second type of weak surface interaction occurs on the –H surface, where an O
atom from the SOx molecule interacts with the H as shown in Figure 3.5(e-h). Relative to
the clean surface, this configuration is energetically more favorable for SO2 and slightly
less favorable for SO3. Similar to the bisulfite/bisulfate systems, the sulfur atom in the –H
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systems does not interact or bond to the surface. Additionally, the configuration cannot
be described to be fully forming a hydroxyl group, as the H-OSOx bond (1.82 and 1.92Å
for SO2 and SO3, respectively) is much longer than ~1Å, which is the calculated distance
for the other O-H bonds.
Similar to the bisulfite/bisulfate structures, the final systems for this weak H
interaction on the –H and –H&OH surfaces differ with respect to their electronic
structure. The sulfur s-orbital in SO2 for –H containing systems experiences a larger
downward shift in agreement with the slight increase in BE relative to SO2 binding to a
clean surface. This is in contrast to the sulfur s-orbital in SO3 for –H containing systems,
which experiences a slight upward shift relative to the clean surface. Again, similar to
the bisulfite/bisulfate structures, the –H+SOx systems observe a large charge transfer to
the initial gas-phase SOx molecule with the –H only system experiencing a slightly larger
charge transfer. The large charge transfer primarily comes at the expense of the lattice
oxygen, which goes through a charge increase after binding to the H atom. The transfer
away from the lattice oxygen due to the interaction with the SOx species also seems to
explain the upward shift observed in OLat s-orbital.
Most of the weak surface interactions only occur with respect to functionalized
surfaces that could be found if water is present (i.e. the –H, -OH, and –H&OH surfaces).
For the –H and –OH surfaces, the model in this work assumes H2O dissociates and that
the functional groups have migrated far enough away to examine each functional group’s
individual impact on the binding of SOx species. This dissociation reaction of H2O on
CaO surface has been modeled by other groups in the literature and has generally been
found to be energetically favorable, but becomes less so as the –OH and –H species move
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farther and farther apart [60-62]. One of the reasons presented is that the two functional
groups aid in charge stabilizing each other. Taking this conclusion into account provides
valuable insight to the reason why the H2O functionalized surfaces behave the way they
do. All of the weak-surface-interaction cases are characterized by large charge transfer
relative to the clean surface. This might explain why many of the systems have the
highest BE of any of the functionalized surfaces. The presence of SOx helps to stabilize
the surface where only one of the functional groups is present. The large charge transfer
might also explains why the SO2 does not form the sulfite structure on the –H surface.
The weaker S-OLat interaction of SO2 compared to SO3 seems to not be able to overcome
the charge effect, which seems to prevent it from forming a surface bond.

The more

strongly reacting SO3 can bond to the surface, but at a significantly decreased binding
energy.
3.6 SULFUR-SULFUR INTERACTIONS
Other than sulfite/sulfate and bisulfite/bisulfate species, many other sulfur oxides,
specifically di-sulfur compounds, are known to form experimentally [48, 103]. However,
after analyzing the DOS plots for the previously discussed systems, the initial results do
not converge to any configuration with a substantial sulfur-sulfur interaction. The most
likely reason being that to form the S-S bond it must first break the S-Olat one, which was
not predicted in any of the calculations performed. Since the methodology for these
calculations is based on examining the effect of pre-adsorbed or functionalized surfaces,
the methodology was amended to determine if any such interactions are possible on the
CaO surface. In order to examine the potential S-S interactions, both sulfur species were

46

allowed to converge simultaneously, as opposed to sequentially as it had previously been
done.
Figure 3.7(a-c) shows the most energetically favorable conformation for the
calculations involving the modified methodology with Table 3.6 summarizing key
parameters. The figures show the formation of a dithionite (S2O4), disulfite (S2O5),
dithionate (S2O6) from the reaction of SO2+SO2, SO2+SO3 and SO3+SO3 respectively.
Analyses of the geometries for these configurations provide further evidence of the
formation of these disulfur oxyanions. Values and trends with respect to bond distances
and bond angles are in good agreement when compared to previous gas phase simulations
by McKee and experimental crystal structure analysis by Carter et al. and Magnusson et
al., [104-106]. Some of the discrepancies between the results previously reported and
those presented here might be related to the charge difference, as the model here is based
on two neutral gas phase molecules coming together whereas the previous work focused
on ionic solids or gases. However, examining the calculated Bader charge change after
convergence indicates that the molecules do experience substantial charge transfer similar
to the other weak surface HSOx species.

The species shown in Figure 3.7 (a&c)

experience increasing charge transfer with the S2O6 having a -2 charge after convergence,
in agreement with its expected charge in an ionic S2O6 species. The exception to this is
the S2O5, where the less coordinated sulfur in SO2 is bound to the surface mitigating the
charge change similar to other sulfite or sulfate species.
Much like the bisulfite/bisulfate systems interacting with the –OH and –H&OH
surfaces, the newly formed sulfur compounds do not exhibit any significant interaction
with the surface. The S2O4 and S2O6 systems are in an O-down orientation limiting the
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Table 3.6. Summary of converged parameters for disulfur molecule formation from the gas-phase reaction of two SOx species.
Calculated S-S Species
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a

S2O4

S2O4a-Prev.
Lit.

S2O5

S2O5 -Prev. Lit.

S2O6

S2O6c-Prev.
Lit.

Binding Energy
(kJ/mol)

46

N/A

246

N/A

140

N/A

Bond Distance (Å)-S-S

2.830

2.35-2.40

2.391

2.217

2.241

2.308

Bond Distance (Å) S1-O

1.477

1.50-1.52

1.497

1.495

1.476

1.500

Bond Distance (Å) S2-O

1.477

1.50-1.52

1.472

1.463

1.476

1.500

Bond Angle (°) S2-S1-O1

113.6

~110

110.7

109.7

113.3

105.8

Bond Angle (°) S1-S2-O2

113.6

~110

114.4

112.4

113.3

105.8

Shift in S-s orbital (eV)

-2.13

N/A

-2.60/-1.53

N/A

-0.30

N/A

Total Charge Transfer
to SO3

-0.814

N/A

0.032

N/A

-2.019

N/A

Reference [104, 106]
Reference [105]
c
Reference [104]
b

b

Figure 3.7. Final configuration for disulfur molecule formation from two SOx species in
the gas phase.
S-OLat binding, and, while not shown in the figure, a similar configuration is predicted for
S2O5. These systems are characterized by their minimal interaction with the surface,
confirmed through the DOS analysis, as well as the low BE. The calculated BE for the
S2O4, S2O5, and S2O6 systems are 46, 80, and 140 kJ/mol, respectively. (The S2O5 system
with this BE is not shown in Figure 3.7.) One exception is the S2O5 system shown in
Figure 3.7(b), which has a much larger BE of 246 kJ/mol. The ~160kJ/mol difference
between the two S2O5 systems is due to the presence of the surface lattice oxygen bond to
the less coordinated SO2 sulfur and is approximately equal to the BE of SO2 to a clean or
functionalized surface. Despite the low BE, the sulfur atoms in the disulfur ions do
experience some downward shift in the sulfur s-orbital, albeit much less in the S2O6
species compared to the others as shown Figure C.4 in Appendix C and summarized in
Table 3.6. For the case of S2O5, the first value provided in Table 3.6 is the shift for the
SO2 binding to the OLat and the second value is the gas-phase SO3 forming the S-S bond.
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For the surface SO2, this shift is greater than the one observed for SO2 binding to the
functionalized surfaces, but as the sulfur in this configuration is forming multiple bonds
(with OLat and S) it is difficult to compare them directly. Furthermore, as calculated for
other systems, the surface bond in the S2O5 system limits charge transfer to the resulting
di-sulfur compound relative to the S2O4 and S2O6 systems.

3.7 AB-INITIO THERMODYNAMIC CALCULATIONS
In an attempt to relate the idealized conditions of the DFT results to those
obtained experimentally, additional calculations were conducted to calculate the free
energies from the binding energies already presented. The equations employed here are
based on those previously reported whose methodologies are widely followed in the
literature [107, 108]. The binding energies previously presented from using Equation 1
are expanded upon to obtain the free energy of reaction at various temperatures and
reaction conditions.

For these calculations, only the single-adsorbate systems were

investigated. To calculate the change in the Gibbs free energy (∆G), Eq. 3.3 was used.
For the calculation of the free energy the negative sign, included in Eq. 3.1, is excluded to
maintain the conventional reference for ∆G to see if it is greater or less than zero.
∆5 = ∆6!7 + ∆89, − : ; <
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3. 3.3

3. 3.4
3. 3.5

The ΔEDFT is the calculated binding energy using Equation 3.1 and values for which are
presented in the previous sections. As DFT calculation are done under static conditions,
the ∆Fvib adds the energy associated with vibrational motion, according to Equation 3.4
with the first term in Eq 3.4 representing the zero-point energy (EZPE). The equation
requires the estimation of the vibrational frequencies (ωi), which, similar to DOS
calculations, are conducted on a previously converged system. As a correction, calculated
vibrational modes below 100 cm-1 are set 100cm-1 to ensure greater accuracy when
applying the harmonic approximation in Eq. 3.4 and is consistent with what previous
researchers have done [109, 110].

Finally, Equation 3.5 adds in the pressure and

temperature affects to the pure components’ chemical potentials (µi). (As no phase
change is investigated, the chemical potential contribution is assumed to come only from
the gas-phase species.) The first term in Eq. 3.5 is calculated using the NIST-JANAF
tables according to the procedure outlined by Cleary [111, 112]. The pressure correction
was done for two different gas compositions, air and oxy-combustion flue gases. Due to
the lack of nitrogen in the oxy-combustion system and the introduction of a recycle
stream, the concentration of all species generally increases from air to oxy combustion.
The compositions employed in the calculations here are presented in Table 3.7.
Table 3.7. Gas composition used for thermodynamic calculations.
H2O (vol%)

CO2 (vol%)

SO2 (ppm)

SO3 (ppm)

AirCombustion

15

7

475

25

OxyCombustion

25

70

2375

125
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Figure 3.8 shows the estimated change in free energy for the single-adsorbate
systems from ambient to high temperatures (300-1200K) under air and oxy-combustion
environments. While H2O is always the least and SO3 is the most favorable, CO2
adsorption becomes more favorable than SO2 at intermediate temperatures. The specific
temperature where the trend is changing is different depending on the environment. The
free energy curves of CO2 and SO2 cross at ~725K for air combustion and ~675K for
oxy-combustion as a result of the higher CO2 and SO2 concentrations in the gas-phase for
oxy-combustion.
300

Free energy (kJ/mol)

200
100
0

-100
-200
-300
300

450

H2O-Air

H2O-Oxy

CO2-Air

CO2-Oxy

SO2-Air

SO2-Oxy

SO3-Air

SO3-Oxy

600
750
900
Temperature (K)

1050

1200

Figure 3.8. Ab-initio thermodynamic calculations for single adsorbates on CaO(100)
under air and oxy-combustion environments.
3.8 DISCUSSION
The results presented here describe the variety of sulfur interactions that can occur
on a CaO surface and provide insight into describing some of the experimental results
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reported in the literature. Firstly, for any given system, SO3 binds more strongly than
SO2. This agrees with previous literature, which found a similar trend when investigating
SO2 and SO3 binding to various other alkali or alkaline earth metal oxides [57-59]. This
trend does not change with respect to the various surface functional groups investigated
here. Secondly, the geometries for these systems tend to mimic a sulfite- or sulfate-like
structure. Finally, most of the functionalized surfaces inhibit sulfur binding. While the
geometry experiences little change, the BE decreases reflecting the weaker S-OLat bond
as also seen by smaller S-s orbital shifts in the DOS plots.
The negative impact of CO2 is of particular interest due to the high concentration
CO2 atmosphere in oxy-combustion. The results from the oxy-combustion experiments
in our earlier publication confirm the negative impact of CO2 until high temperature
regimes where CO2 can longer inhibit sulfur adsorption [113]. This is evident in Figure 8
from the downward shift in temperature where CO2 adsorption becomes more favorable
from air to oxy-combustion environment. However, the impact can be slightly obscured
as the experimental results attributed the inhibition of sulfur binding to the formation of
CaCO3, potentially changing the reaction mechanism.

Computationally, while CO2

binding may be predicted to be more favorable at higher temperatures, experimentally the
formation of the bulk sulfate is more favorable than the carbonate at high temperatures
[69, 71, 113-115]. This apparent contradiction requires further investigation to better
bridge the gap between the experimental and computational results. One way to do this
would be to incorporate some of the more complex structures and bulk phenomena
occurring. The current model only investigates flue gas components adsorbing on a CaO
surface, while experimentally the surface may in fact be partially carbonated or sulfated
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or other Ca-based species, such as CaCO3 or CaSO4, may form depending on the
temperature and partial pressure of various gas species. Part of this is addressed by the
multi-adsorbate systems modeled, but more rigorous ones as those described could be
investigated in future.

Alternatively, as the binding of SO3 is always the most

thermodynamically favorable, the main driver behind sulfur capture could be SO3 species
despite its low concentration.

This could explain why greater sulfur retention was

observed on oxy-combustion fly ash as greater SO3 concentrations are expected in oxycombustion environments [19, 116, 117].
While most multi-adsorbate systems are expected to negatively impact SOx
binding, water is predicted to enhance sulfur binding to the surface in multiple ways. To
begin, the presence of –H&OH was the only configuration to increase the binding energy
of SO2 and SO3 to the surface where all other pre-adsorbed species (CO2 and SOx) caused
a decrease in binding energy. In addition to the decrease in BE, bond strength between
the sulfur atom and the surface is weakened as calculated from the smaller shifts in the Ss orbitals from the DOS analyses. The enhancement of the BE can aid in understanding
the results collected from the exposure of Ca-based materials to water containing flue gas
streams. Two in-situ surface studies by Baltrusaitis et al. and Al Hosney et al. reported
the importance of H2O on the formation of sulfur products, particularly sulfite ones, on
CaCO3 [47, 64]. Two separate studies conducted by Zhao et al. show a trend of
increasing sulfation of limestone (CaCO3) with increasing water partial pressure [66,
118]. Additional studies on limestone state the CaO is an intermediate in the indirect
sulfation of CaCO3 [66, 69-71, 118]. So despite CaCO3 being the starting material, the
results here can help explain the beneficial effect of H2O on sulfation in regimes where
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the indirect sulfation reaction dominates. It is also worth noting that while not directly
investigated here the positive effect of H2O on CaO surface might also aid in explaining
the beneficial effects of H2O on the carbonation reaction of CaO as reported by Wang et
al. and Galloway et al. [113, 119]. However, the impact of H2O on the binding of sulfur
cannot be solely responsible for the effect on reactivity, as studies by Li et al. ascribe the
increase in carbonation to bulk phenomena, such as pore structure changes caused by the
carbonation reaction [86].
While the presence of H2O is calculated to increase the surface BE, it also
facilitated additional surface reactions beyond forming simple sulfite/sulfate structures.
Surfaces with an –OH group were predicted to form bisulfite or bisulfate from SO2 or
SO3 binding, respectively. Bisulfite and bisulfate species are likely intermediates to
sulfite or sulfate products.

This may explain why other studies investigating SO2

adsorption to CaCO3 do not observe bisulfate [47, 64]. These species are likely shortlived intermediates to the sulfate or sulfite structures, especially at higher operating
temperatures representing combustion applications.

Along with the possible

intermediates formed through the interaction with the OH groups, the H group also
facilitated an interaction that could be thought of as an intermediate to the final sulfite or
sulfate structure. The –H only surface is an exception where the charge transfer to the
binding SO2 molecule seems to prevent its binding to the lattice oxygen as SO3 is able to
do. As with bisulfite/bisulfate, the formation of various di-sulfur compounds predicted
here are likely short-lived, with minimal experimental evidence suggesting that they form
[44, 47, 64]. Where the bisulfite/bisulfate forms a strong S-O bond, the S-S bond is
relatively weak. This, coupled with the minimal surface interaction, makes it probable
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that these species are stabilized on the surface and would decompose further away from
the surface as gas-phase species. Finally, the methodology was amended from sequential
to simultaneous adsorption of the gas-phase species. This effectively turns a 2-body
reaction to a 3-body one, making it inherently far less likely that these di-sulfur species
would form. The exception to this is the S2O5 configuration, which does form a surface
bond. However, similar to the intermediate species associated with H2O, this could be
short-lived before transitioning to a sulfate and sulfite by breaking the relatively weak SS bond.
3.9 CONCLUSION
The interactions occurring between SO2 or SO3 on functionalized CaO(100)
surfaces were predicted from DFT calculations. Trends in binding energy along with
orbital shifts from DOS analyses show the negative impact, relative to a clean surface,
most pre-adsorbed species (–CO2, –SO2, –SO3, –OH, and –H) have on both SO2 and SO3
in forming surface sulfite or sulfate species, respectively. CO2 is of particular interest as
further thermodynamic calculations on the single-adsorbate surfaces reveal how CO2
could potentially inhibit sulfur capture as CO2 binding becomes more favorable than SO2
at higher temperatures. While the negative impact of pre-adsorbed species is observed in
most systems, hydrated (–H&OH) surfaces aid adsorption by increasing the binding
energy and surface bond strength relative to the clean surface explaining the positive
effect water has been experimentally shown to have. Additionally, hydroxylated surfaces
(–OH and –H&OH) are predicted to form bisulfite or bisulfate-like structures, that are
energetically favorable while not bonded to the surface. However, minimal experimental
evidence of these species suggests that they are short-lived intermediates before
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converting to the more stable sulfate-like structure. Secondary interactions with the H in
–H and –H&OH systems could likewise act as intermediates to surface sulfite or sulfate
species. Finally, while di-sulfur compounds are predicted to form, they exhibit marginal
surface interaction and may not significantly affect sulfur adsorption.
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CHAPTER 4
BINDING OF SO3 TO FLY ASH COMPONENTS: CaO, MgO, Na2O
AND K2O
4.1 INTRODUCTION2
While the previous chapters have focused solely on CaO, coal fly ash is composed
of a variety of metal oxides other than CaO. Silica (SiO2), alumina (Al2O3), and iron
oxide (Fe2O3) are generally the most abundant with weight percentages of 37-60%, 1730% and 5-29% respectively [19, 39-41]. In addition to these alkali and alkaline metal
oxides (AAEM), calcium oxide (CaO) at 1-40 wt%, magnesium oxide at 0-10 wt%,
sodium oxide (Na2O) at 0-6 wt% and potassium oxide (K2O) at 0-4 wt% are also present
[39-42]. These AAEM oxides can play an important role in the reactions that take place
between the gas phase SOx and the coal fly ash. It has been shown that the extent of
sulfur retention is heavily dependent on the alkali and alkaline earth metal (AAEM)
species in coal such as Na, K, Mg and Ca and the sulfur retention increases as the
AAEM:S, particularly Ca:S, molar ratio increases [19-24, 36, 37]. To a lesser degree,
Fe2O3 may play an important role in retention as it can oxidize SO2 to SO3, which may
facilitate increase in sulfur retention on the alkaline oxides [120]. This work expands the

Reprinted from Fuel, 145 (79-83) , B.D. Galloway, E. Sasmaz, B. Padak, Binding of SO3 to fly ash
components: CaO, MgO, Na2O and K2O, Fuel, (2015) with permission from Elsevier.
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knowledge of how SO3, a precursor to H2SO4, binds to the alkali and alkaline metal
oxides on a wide variety of sites and adsorbate orientations.
4.2 COMPUTATIONAL METHODOLOGY
To investigate the binding of sulfur species on alkali and alkaline metal oxides,
CaO(100), MgO(100), Na2O(110), and K2O(110) surfaces were simulated. The model
parameters used for the different surfaces are the same as those presented in Chapter 3 for
the CaO(100) surface.

(Thus more detail is provided in Chapter 3 Section 2

Computational Methodology section.) These parameters again gave relatively accurate
values for the oxide lattice constants and SO3 bond length as shown in Table 4.1.
Table 4.1. DFT Estimated Lattice Parameter
.
CaO
MgO
Na2O
K2O
SO3
a
Reference [96]
b
Reference [121]

Calculated
Lattice Constant
/ Bond Length
4.839
4.236
5.533
6.465
1.435

Experimental
Lattice
Constant
4.814
4.212
5.560
6.449
1.418

Relative
Error
(%)
0.61
0.58
-0.47
0.25
1.23

Similar to the CaO model, the slab surfaces of the other materials were also
optimized. As MgO(100) has the same structure as CaO, the same procedure was used
where a slab model with 2-6 layer slabs with at least a 15Å vacuum between slabs were
constructed while resulting in less than 2% relaxation on average from the bulk. For
Na2O(110) and K2O(110), 3–layer slabs were also employed and likewise yielded less
than 2% relaxation on average from the bulk structure. For all materials the 3-layer slab
model was allowed to fully relax with and without the presence of SO3. The above
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procedure resulted in a force of less than 0.01 eV/Å on any given atom for clean slabs
and a force less than 0.03 eV/Å per atom on the slab plus SO3 adsorbate.
Again, a k-point mesh of 3×3×1 oriented in the Monkhorst-Pack scheme was
integrated over a p(2√2 x 2√2)R°45 cell for both CaO and MgO surfaces while a p(2x2)
cell was used for Na2O and K2O. Meshes for energetic and electronic (DOS) calculations
were again optimized using the same methodology as mentioned Chapter 3. Equation 3.1
was used to calculate all binding energies.
∆ = − !"# $% $&'()* − +#)" $#", − $JK L"1MM* 2

(3. 3. 1)

4.3 BINDING ON CaO(100)
The binding mechanism of SO3 on the CaO(100) surface was investigated by
testing multiple orientations for SO3 and binding sites on the CaO(100) surface. A
p(2√2×2√2)R°45 cell was used for all calculations. This particular cell gives a 0.125
monolayer (ML) coverage of SO3, which should minimize adsorbate-adsorbate
interactions.

Four sites (O-top, Ca-top, bridge, and hollow) were paired with three

adsorbate orientations (1-O-up, 2-O-up, and flat) and multiple rotations, depending on the
binding site’s surrounding environment, to give 23 total orientations investigated, which
can be seen in Figure 4.1 (a&b).
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Figure 4.1. a) Initial binding orientations. From left to right:1-O-up, 2-O-up, and flat. b)
Binding sites investigated for CaO(100) and MgO(100): A) Ca/Mg-top, B) O-top, C)
hollow, and D) bridge. c) Unit cell of Na2O(110) and K2O(110). d) Binding sites
investigated for Na2O(110) and K2O(110): A) 2 Na/K and 2 O-hollow, B) O-top, C)
Na/K-top, D) 4 Na/K-hollow, and E) 2 Na/K-bridge. Red: O, Blue: Ca or Mg, Gold: Na
or K atoms.
The majority of the orientations studied failed to result in a system that was
energetically stable on the oxide surface as BE was lower than 50 kJ/mol. However, as
shown in Figure 4.2(a), the only final orientation of consequence was flat orientation on
the O-top site, which produced a strongly bound SO3 species with a binding energy of
321 kJ/mol. A previous computational study conducted by Karlsen et al. using a clusterbased model found a lower BE of 260 kJ/mol [59]. This value is significantly larger than
SO2’s BE on CaO(100), which was calculated to be 170 kJ/mol, despite binding
occurring in a similar fashion (S binding to a lattice oxygen) and at the same coverage
[58].
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The strong binding orientation, shown in Figure 4.2(a), also created a perturbation
to the geometry of the binding SO3 molecule. The predicted distance of the sulfur to the
lattice oxygen (S-OLAT) is 1.62 Å. As a result of the binding, the S-OSO3 bond distance
increases to 1.47Å, a 2.3% change, while the OSO3-S-OSO3 bond angles decrease from
120° to 113.8°.

Figure 4.2. Final binding orientations for SO3 on flat O-top sites on a) CaO(100) and b)
MgO(100) Blue: Ca, green: Mg, yellow: S, red: O atoms.

4.4 BINDING ON MgO(100)
As MgO and CaO have the same crystal structure, the same procedure was
employed in the investigation of SO3 binding on MgO(100). Similar to CaO, SO3 was
found to bind weakly with a BE lower than 20 kJ/mol for most of the 23 orientations.
For these weak binding cases, the calculated BE on the CaO surface tended to be 10-20
kJ/mol higher. This is most likely because of the significant difference in the lattice size
of the two materials. The smaller MgO lattice means that the nearest-neighbor to the
binding atom on the MgO surface has a greater repulsive effect on the oxygen atoms in
SO3 resulting in a less energetically favorable state.
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However, two systems, the O-top flat and bridge flat orientations, converged to
the flat orientation on the O-top site yielding the strongest binding. While the two
systems are very close with respect to their energy and geometries only the values for the
one with the lowest energy are reported here. As shown in Figure 4.2(b), the sulfur atom
bonds to a lattice oxygen in the slab with a predicted BE of 199 kJ/mol. This is in good
agreement with a previous DFT study by Scheinder et al. [122] that found SO3 binding in
this orientation to the same site to have an energy of 205 kJ/mol, while Karlsen et al.
[59], using a cluster-model, found a slightly lower value of 148 kJ/mol.
The flat SO3 orientation on the O-top site, shown in Figure 4.2(b), was the only
final state of interest for SO3 on the MgO(100) slab. The distance of the S-OLAT bond is
1.67 Å. As a result of binding, the S-OSO3 bond increases to 1.46Å or a change of 1.9%.
The oxygen atoms are also distorted as the OSO3-S-OSO3 bond angles decrease to 115.0°.
4.5 BINDING ON Na2O(110)
Unlike calcium and magnesium oxide, the (110) crystal plane was modeled for
Na2O due to the different metal to oxygen ratio resulting in a closed cubic packing
scheme. The unit cell of the Na2O structure is shown in Figure 4.1(c) respectively along
with the binding sites (O-top, Na-top, 4 Na hollow, 2 Na/2O hollow, and 2 Na bridge)
being examined in Figure 4.1(d). Binding of SO3 was investigated on a 3 layer slab with
a p(2×2) cell where the coverage is 0.25 ML. The SO3 orientations employed are the
same as those shown in Figure 4.1(a) and with the binding sites shown in Figure 4.1(d)
resulting in 25 systems being examined.
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As with CaO and MgO, the O-top site resulted in strong binding orientation that is
shown in Figure 4.3(a) and results in a calculated BE of 454 kJ/mol. This orientation
more closely resembles the strong binding results of the SO3 on the CaO and MgO
surfaces. In this case the sulfur is much closer to the surface, with the S-OLAT bond at
only 1.56 Å, which is significantly less than it was for either the MgO or CaO. The SOSO3 bonds are again slightly elongated by 3.1% to 1.48 Å. The OSO3-S-OSO3 bond
angles decrease to 112.6°.

Figure 4.3. Final binding orientations for SO3 on flat O-top sites on a) Na2O(110) and b)
K2O(110) Gold: Na, magenta: K, yellow: S, red: O atoms.

As an additional note, most calculated binding energies for SO3 on the Na2O(110)
surface are less than 50 kJ/mol indicating minimal adsorbate-substrate interaction as the
SO3 is repelled from the surface, similar to CaO and MgO. However, a relatively weak
binding orientation with a calculated binding energy of 128 kJ/mol was predicted. The
final geometry of this weak binding system could be an intermediate between the gas
phase SO3 and the strong binding sulfate like SO4 as the SO3 shifted from the 2Na/2O
hollow to the O-top site.
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4.6 BINDING ON K2O(110)
As CaO(100) and MgO(100) are very similar in their behavior toward SO3, so too
are Na2O(110) and K2O(110). Using the same 25 systems on the K2O(110) surface, SO3
binding on a p(2×2) cell was investigated. Most orientations yield a negligible BE as the
SO3 adsorbate is repelled from the surface. The two orientations of interest are the same
as those described for Na2O(110). First, the strong binding orientation, as with all of the
other materials studied, resulted when the SO3 was placed in the flat orientation on the Otop site. The final geometry of this system can be seen in Figure 4.3(b) and has a
calculated binding energy of 541 kJ/mol. The final S-OSO3 bond distance elongates by
3.4% to 1.48 Å and the OSO3-S-OSO3 bond angle decreases to 111.7°. The S-OLAT bond at
1.54Å is the shortest of the 4 materials investigated.
As with the Na2O(110) surface, a relatively weak binding orientation from the
initial SO3 flat over the 2K/2O hollow site resulted in a calculated energy of 193 kJ/mol.
Again, this system might possibly be an intermediate between the clean slab and the
strong sulfate like structure.
4.7 DISCUSSION
On all materials discussed above, the final orientation for the strong binding case
resembles a change from the trigonal planar geometry of SO3 to the pyramidal geometry
of a sulfate (SO4-2). A sulfate group in a variety of metal salt crystals has an experimental
bond length of 1.49 Å for CaSO4 and 1.47Å for MgSO4, all which are ~0.07Å longer than
the S-OSO3 bond [123-125]. The bond angle, OSO4-S-OSO4, for a variety of sulfate
crystals is 108.7° while that for planar SO3 is 120° [125]. The geometric changes that the
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SO3 adsorbate goes through as it binds in the flat orientation to the O-top site, as
summarized in Table 4.2, indicate the formation of a sulfate-like molecule through the
elongation of the bonds and decrease of the OSO3-S-OSO3 angle.

The S-OLAT bond

distance, also, steadily decreases causing the four S-O bonds to converge to a single
value. The extent of the change in geometry to pyramidal structure follows the same
trend in the binding energy as the structure becomes more characteristic of a sulfate
species as the binding energy increases.
Table 4.2. Summary of geometric parameters and energies for strong binding
orientations.
OSO3-S-OSO3 bond angle (°)
S-OSO3 Bond Distance (Å)
S-OLAT Bond Distance (Å)
Binding Energy (kJ/mol)

MgO
115.0
1.46
1.67
199

CaO
113.8
1.47
1.62
321

Na2O
112.6
1.48
1.56
454

K2O
111.7
1.48
1.54
541

Furthermore, the density-of-state plots in Figure 4.4 show how the sulfur and
binding lattice oxygen s&p-orbitals are shifted to lower energies relative to the Fermi
level as SO3 and clean slabs interact. The downward shift in these peaks results from the
stronger adsorbate-surface bond. For the O-top flat binding, which was the strongest
binding on all surfaces, the figure shows how the low energy lattice oxygen s-orbital
shifts downward 4.59, 3.48, 5.13, and 4.90 eV on CaO, MgO, Na2O, and K2O
respectively from a starting value of approximately -15 eV. The sulfur s-orbital goes
through a similar downward shift relative to the Fermi energy for the four materials. The
low energy peak at -22.4 eV shifts down 1.58, 0.87, 1.84 and 1.72 eV for the Ca, Mg, Na,
and K oxide surfaces respectively. The plots also show significant overlap of the orbitals
as well.

The overlap of the S-p and Olat-s around -19eV most clearly shows the
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hybridization of the orbitals between the sulfur and the lattice oxygen. Other peaks also
show significant overlap, such as the S-s orbital around -23eV.
S-s
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Olat-s
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Figure 4.4. DOS of the s&p-orbitals of the sulfur and binding lattice oxygen (Olat) for
the four materials. The solid line represents the DOS of the orbital prior to binding
interaction and the dashed line of the same color represents the same orbitals after the
slab and SO3 have interacted.
While all surfaces produced a strongly bound sulfate-like species, only Na2O and
K2O produced relatively weakly bound species of significance.

The weak binding

systems on these surfaces could be considered a sulfite-like species, an intermediate to
the more energetically favorable sulfate species.

Depending on the energy barrier

between the weakly bound state and the strongly bound sulfate state, the weakly bound
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sulfite-like species could participate in other reactions acting as an intermediate or
activated complex.
The results presented here show agreement with earlier experimental studies in
the literature that have examined sulfur speciation on CaO and MgO where oxidation to a
sulfite and sulfate species does occur when SO2 is the feed [46, 48, 51, 53, 126, 127].
FTIR results on SO2 adsorption on MgO exhibited monodentate binding resulting in the
formation of SO3-2 or bisulfite (HSO3-2) species [46, 127].

Given this geometric

preference for the monodentate binding mode where the sulfur interacts with the surface,
it makes sense that SO3 prefers the same binding mode as the DFT calculations predict.
While there is no experimental work in the literature with SO3 as the feed, the results
discussed here show a similar oxidation mechanism to that of SO2 through the formation
of sulfate species through strong binding on the O-top site. However, Na2O and K2O also
appear to oxidize SO3 through the possible formation of a sulfite intermediate that is
more weakly bonded to the surface.
4.8 CONCLUSIONS
DFT calculations were carried out to provide an understanding of the interaction
that occurs between fly ash metal oxides and SO3.

The oxides were evaluated

individually in order to have a mechanistic understanding of SO3 binding on each oxide.
The results predict the most energetically favorable binding sites and orientations of SO3
on CaO(100), MgO(100), Na2O(110), and K2O(110) as the O-top site, where the sulfur
binds to the lattice oxygen . The results show the general trend in binding energy and
how those trends are reflected in the changes in geometry and density-of-states, where the
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order of the SO3 binding strength is Mg<Ca<Na<K. The strong binding energy predicted
might indicate why fly ash so readily captures sulfur in the flue gas stream [21].
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CHAPTER 5
INVESTIGATION OF MERCURY OXIDATION OVER CU-SSZ-13
FOR POWER PLANT APPLICATIONS
5.1 INTRODUCTION
While the Clean Power Plan seeks to limit CO2 emissions, the MATS focuses on
limiting more trace pollutants, with a specific aim towards reducing Hg emissions. Due
to the relative inertness of elemental Hg, novel APCDs and technologies have been
developed to address the challenges associated with limiting a pollutant that exists in the
flue gas on a parts-per-billion level. While the most common technology utilized is
activated carbon injections, this can significantly add to power plant’s overall operating
costs.

To mitigate this cost, research has focused on incorporating Hg oxidation

technology into existing APCDs making them bifuncitonal in their ability to reduce the
emissions of their previously targeted pollutant and Hg. One such APCD is selective
catalytic reduction (SCR) catalysts which are one of the most common means of reducing
NOx emissions through the conversion to N2.
Modern SCR catalysts are composed of active vanadia (V2O5) on a titania support
(TiO2) with either a molybdenum oxide (MoO3) or tungsten oxide (WO3) added for
catalytic and structural stability [128]. (For the remainder of this paper, SCR catalysts
composed of some mixture of V2O5-(MoO3/WO3)-TiO2 will be referred to as commercial
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SCR catalysts or CSC.) The optimal operating window for the SCR reaction on this
material is between 300-450°C. The reduction mechanism is facilitated through the
injection of ammonia (NH3) upstream of the SCR unit but downstream of the hightemperature boiler. The overall reaction for the reduction of NOx species are shown in
reactions 5.1(a-b).
4NH3 + 4NO + O2 → N2 + 6H2O

(5.1a)

4NH3 + 2NO2 + O2 → 3N2 + 6H2O

(5.1b)

While CSCs are effective for reducing NOx, they have displayed a limited capability at
oxidizing Hg in actual power plants, failing to meet the 90% reduction called for in the
MATS [129, 130]. More research is needed to better understand and optimize the Hg
oxidation reaction on the SCR catalyst.
Laboratory studies have been conducted examining the impact of various flue gas
species on Hg oxidation [131-138]. As with the homogeneous oxidation, these studies
report that HCl is the species that is most responsible for oxidation. In addition to HCl,
other halogen gases have been examined for their ability to oxidize Hg on CSCs [33,
139].

Eswaran et al. reported better oxidation activity with hydrogen iodide and

hydrogen bromide compared to HCl [133]. This agrees with larger scale studies by Niksa
et al., Richardson et al., and Vosteen et al. that observed significant oxidation of Hg
across an SCR unit after bromine injection [140-142]. It is also important to note that the
oxidation of Hg with HCl requires the presence of O2, as HCl in N2 results in relatively
minimal oxidation as shown by He et al., Gao et al., and Eswaran and Stenger [132, 135,
143].

The implication of this will be discussed later as it relates to the oxidation
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mechanism of Hg on the surface. Finally, as sulfur also tends to form acidic compounds
(SO2, SO3, H2SO4), its effect has also been examined [132, 138]. However, while SO2 is
the most abundant form of sulfur in air-combustion flue gas, the work by Eswaran and
Stenger and Zhuang et al. indicate that the more oxidized forms (SO3 and H2SO4) are
more active for Hg oxidation as they can form mercury sulfate (HgSO4). There may be
limits to the beneficial effect of sulfur as Lee et al. observed slight decreases in Hg
oxidation as SO2 concentrations were increased above 1000 ppm [144].
As the SCR reaction for NOx requires NH3, the impact of NH3 on Hg oxidation
has also been extensively studied. Work by multiple researchers indicate that increasing
the NH3 concentration adversely affects Hg oxidation [131, 134, 137, 145, 146].
However, Madsen also showed how the SCR reaction, when both NH3 and NO are
present, Hg oxidation can be reduced further than by either NO or NH3 separately [137].
As vanadia is the active material for the deNOx reaction, it is possible that the
intermediates formed during the SCR reaction could adsorb to active sites limiting Hg
oxidation.

Thermodynamic analysis also suggests that NH3 could reduce already

oxidized Hg (HgCl2) back to the elemental form [137].
For all of the studies that have examined this reaction on the commercial SCR
catalyst, there is still a lack of consensus as to what the reaction mechanism is. Some
studies predict an Eley-Rideal mechanism, where adsorbed Hg reacts with gaseous HCl
[147, 148], other suggest the opposite Eley-Rideal mechanism where gaseous Hg reacts
with adsorbed HCl [149], and yet others predict a Langmuir-Hinshelwood mechanism
where both species are adsorbed onto the catalyst surface [133, 135]. Computational
studies done on a vanadia cluster showed that a chlorinated surface is both stable and
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likely to react with HgCl (as opposed to Hg0) to form HgCl2 [150-152]. Contrary to this,
others have shown that Hg can adsorb to the vanadia at lower temperatures and
computational studies predict the stability of Hg vanadate species [153-155].

A third

proposed oxidation pathway is based on the Mars-Maessen mechanism.

In this

mechanism, Hg binds to the surface through lattice atoms in the metal oxide. The
complete mechanism is shown in Reactions 5.2.
Hg0(G) → Hg0(Ads)

(5.2.a)

Hg0(Ads) + V2O5 →Hg-O(ads) + V2O4

(5.2.b)

½ O2 + V2O4 → V2O5

(5.2.c)

Hg-O(Ads) →Hg-O(G)

(5.2.d)

While the reaction path is shown with oxygen, the reaction can also take place with
chlorine atoms on the surface creating a V-Cl species, which could form from the change
in the V oxidation state from +4 to +5 [135]. While this may not be the predominant
pathway, experimental evidence suggests that it plays a role in the oxidation. The
addition of excess O2 to the gas stream leads to an oxidation increase from almost zero to
near 100% if HCl is also present [135, 143]. The research into novel metal oxides also
showed a drastic increase in oxidation when a small excess of O2 (as there typically is in
power plants since they operate in fuel lean conditions) is fed with HCl [156-159].
Another possible mechanism involves the HCl reacting on the catalyst surface to form
Cl2 through the Deacon process.

As Cl2 is expected to be a better oxidant for

homogeneous reactions, it is possible that the Cl2 likewise enhances heterogeneous
oxidation [33, 139].
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Other than CSCs, other metal oxides have been investigated for Hg oxidation. A
commonly used additive for mercury oxidation is copper, either in the form of copper
oxide (CuO) or copper chloride (CuCl2). Xu et al. screened various metal oxides on TiO2
and showed that CuO supported TiO2 has good activity for Hg oxidation at temperatures
below 300°C [160]. Their results even showed the formation of Cl2, via the Deacon
reaction when no SO2 is present, which makes sense as Cu-based materials are common
commercial catalysts for the Deacon process. Kamata et al. directly compared various
Row 4 (Cr, Mn, Fe, Ni, Cu, and Mo) metal oxides on a TiO2 support in a simulated flue
gas (containing SO2 and NH3) with Cu exhibiting comparable Hg oxidation activity to V
[161]. A CuO/alumina catalyst tested by Xiang et al. showed deNOx and Hg oxidation
activity where the oxidation activity was enhanced when Mn2O3 and iron oxide were
added [162]. CuCl2 loaded TiO2 catalysts employed by Kim et al. showed good Hg
oxidation with NH3, although adding Cu to vanadia SCR catalysts significantly lowered
its deNOx activity at temperatures above 300°C [163]. One of the drawbacks to the use
of copper is that it might be too active for oxidation reactions. Schwaemmle et al. tested
Cu-loaded CSC’s and observed SO2 to SO3 conversion several times greater than that of
the base vanadia catalyst [164]. As SO3 is another regulated species decreasing Hg
emissions at the expense of increasing SO3 emissions would create issues with
implementing Cu-based catalysts.

Increased SO3 concentrations could also cause

problems further downstream, as SO3 has also been shown to decrease Hg capture on
activated carbon samples [165, 166]. Another novel oxide mixture that has been studied
in greater detail by multiple groups is the SiO2- V2O5-TiO2 system where the silica is the
major species (generally 80-95 wt%) acting as a high surface area support [156, 157,
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167].

The catalyst was examined at two conditions: one group [157, 167] examined

oxidation at 135°C for low-temperature SCR units and the other [156] at 350°C for
current SCR units. With respect to flue gas composition, the catalyst exhibits many
similar reactivity trends as the traditional SCR catalysts for both high and low
temperatures mentioned. The researchers also investigated the effect of H2O on Hg
oxidation observing inhibition, where a wet simulated flue gas relative to a dry one with
greater water content further decreasing oxidation [156, 167].
The metal oxides, ceria (CeO2) and manganese oxide (Mn2O3), have received
more attention recently due to their high activity under SCR conditions at temperatures as
low as 100°C [168, 169]. While Mn2O3 and CeO2 achieve greater than 90% conversion
of NOX at temperatures as low as 200°C, catalysts with both oxides present exhibit better
activity for deNOx chemistry at lower temperatures and sulfur resistance [169-172].
Mn2O3 could act as a possible mercury sorbent while ceria exhibits significant oxygen
mobility, a characteristic that would be necessary if the Mars-Maessen mechanism is the
dominant one [173-175]. Like the vanadia-based commercial catalysts the goal is to
develop a bifunctional material for NOx reduction and Hg oxidation. Xu et al. compared
the Hg oxidation of CeO2 and Mn2O3 catalysts with Mn2O3 performing better at
temperatures less than 300°C, however this study did not include several key flue gas
components such as NH3 or SO2 [160]. Chiu et al. modified existing commercial SCR
catalysts with various loadings of Mn2O3 slightly enhancing deNOx activity [176].
However, Hg oxidation activity decreases almost 75% in the presence of relatively low
levels of SO2 (<500 ppm). Ji et al. and Scala and Cimino observed similar results in
examining Mn2O3/TiO2 and Mn2O3/alumnia respectively as sorbents where SO2
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drastically reduces the Hg capture capacity of the material [177, 178]. With respect to
ceria based catalysts, the CeO2-WO3-TiO2 catalysts tested by Wan et al. and the CeO2TiO2 ones examined by Li et al. exhibit good activity of Hg oxidation even with SO2
[179-181]. However the material requires further investigation as neither included NH3
in their flue gas composition for their Hg oxidation studies.
Despite the extensive research reported in the literature on metal oxides, one class
of materials that has not received much attention is zeolites.

Several studies have

investigated them at sub-SCR temperatures (<300°C) making them viable as possible
sorbent materials [182-185].

In all cases the zeolite is not considered an active

component for Hg oxidation or capture but exists as a support for compounds, such as
CuCl2 or FeCl3. Other studies have examined HZSM-5 zeolites as a support under SCR
conditions for either Cu or Fe [186, 187]. However, these catalysts have drawbacks with
the Cu possibly overly oxidizing SO2 to SO3 compared to commercial SCR catalysts,
while the Fe-HZSM-5 appears to greatly deactivate for Hg oxidation in the presence of
SO2 [164].
The objective of this research is to examine SSZ-13, a small-pore zeolite, as a
possible Hg oxidation catalyst for power plants. These materials have already been
investigated as SCR catalysts for other applications for their resistance to deterioration
after hydrothermal aging and activity for deNOx chemistry as low as 200°C [188-193].
Other larger framework zeolites, like ZSM-5, have been shown to lack hydrothermal
stability as aluminum is leached out of the framework at higher temperatures when water
vapor is present causing deactivation of the Cu ions [194-196]. While Cu-loading is
necessary for the deNOx activity, the work here will examine both the SSZ-13 zeolite and
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Cu-SSZ-13 zeolites, to better understand the role copper will play in the Hg oxidation
mechanism. The activity of these catalysts will then be compared to a vanadia-based
CSC. In this way, a new generation of SCR catalysts for power plant will be evaluated to
aid in limiting the various pollutants from coal combustion.
5.2 MATERIALS
The catalysts examined in this work are a commercially available Ti-W monolith
SCR catalyst as well as SSZ-13 and Cu-SSZ-13, which were synthesized. The following
procedure was used for the auto-thermal synthesis of the SSZ-13 with an Si:Al of ~10
and the subsequent ion-exchange of the Cu into the zeolite framework. The SSZ-13
material was made by mixing at room temperature a silicon precursor, tetraethyl
orthosilicate (Acros Organics - 98%), with the organic templating agent, N,N,Ntrimethyl-1adamantylammonium hydroxide (Sachem Inc. - 25% in H2O). After ~15
minutes, additional H2O is added and the solution is allowed to continue stirring for
another 15 minutes. Next the aluminum precursor, aluminum ethoixde (Alfa Aesar ~99%), is added and the solution is allowed to mix for at least another hour. The
resulting mixture has an molecular ratio of Al:Si:Template:H2O of 1:14:7:285. The
solution is then added to a Teflon-lined Parr autoclave and placed in an oven at 140°C for
6 days. Afterwards the zeolite solids are centrifuged out from the remaining liquid
solution twice, once with H2O and once with a 25:1 H2O:methanol mixture before drying
overnight at 80°C. Finally the zeolite is calcined at 550°C for 8 hours with a 5°C/minute
ramp. To produce the Cu-SSZ-13, the calcined SSZ-13 is first added to solution of 0.1M
NH4NO3 at 80°C for 5 hours with ~4g zeolite/L. After drying overnight at 80°C the
zeolite is put through the same process but with a 0.1 M Cu(NO3)2 solution at 80°C. The
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Cu-SSZ-13 synthesis is complete after an additional 5 hours, overnight drying at 80°C,
and calcining at 550°C for 8 hours with a 5°C/minute ramp.
All samples were crushed and sieved to obtain a 250-500 µm particle size. Due to
the small zeolite crystal size this required placing the catalyst under 3000 psig for 30
seconds before crushing and sieving. Additionally, as the zeolite samples are calcined,
the similar procedure is done for the Ti-W commercial catalyst as it is calcined at 550°C
for 16 hours with a 5°C/minute ramp. Finally, all samples are exposed for 1 hour at
550°C under wet combustion products as means of in-situ hydrothermal aging.
5.3 CHARACTERIZATION
The catalysts were characterized using a combination of x-ray diffraction (XRD),
SEM-energy dispersive x-ray spectroscopy (EDX), Brunauer-Emmett-Teller (BET)
analysis. The XRD used is Rigaku Miniflex II, using a D/tex detector (NaI) with Cu-tube
at 30kV and 15 mA source.

The elemental analysis was done using EDX a

ThermoScientific UltraDry EDS detector coupled with a Tescan Vega-3 SBU variable
pressure SEM. The BET surface area analysis was conducted using nitrogen adsorption
at 77K using a Micromeritics ASAP 2020. As the Ti-W-V catalyst is commercial
available and already been extensively studied, those results will not be highlighted here.
XRD data confirms the presence of the SSZ-13 structure, as shown in Figure
5.1(a).

(All diffractograms shown in Figure 5.1 are background subtracted and

normalized to the most intense peak.)

Plots (b-f) in Figure 5.1 show how the SSZ-13

support is not affected by either the Cu-ion exchange process or the reaction conditions to
which it is exposed. Additionally the XRD shows no difference from the SSZ-13 to the
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Figure 5.1. XRD patterns for a) clean SSZ-13, b) clean Cu-SSZ-13 c) Cu-SSZ-13
exposed to Hg, d) Cu-SSZ-13 exposed to Hg and HCl, e) Cu-SSZ-13 exposed to Hg,
HCl, and SO2, f) Cu-SSZ-13 exposed to Hg, HCl, NO and NH3.
Cu-SSZ-13 providing evidence that all of the copper in the catalyst has been properly
ion-exchanged, as no copper oxide (CuO or Cu2O) peaks are detectable based on JCPDS
86-5896 (CuO) and 77-0199 (Cu2O). EDX analysis was performed to confirm the Si:Al
ratio for the zeolite, as well as the Cu:Al ratio, which were measured to be 10.1±0.69 and
0.36±0.01 respectively.

The Cu-SSZ-13 catalysts could be described as having a

relatively high Cu-loading when comparing to some of the other loadings investigated in
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previous studies, especially as a Cu:Al of 0.5 is considered fully saturated based on the
ion exchange mechanism. The EDX data provide further evidence of the lack of unexchanged Cu being present as the measured Cu:Al ratio is much less than the theoretical
maximum. This is important as the ion-exchange and wet-impregnated Cu catalysts are
likely to behaving very differently as they provide very different Cu sites with distinct
activities.

Thus the XRD and EDX are necessary to conclude that the Cu-SSZ-13

samples are homogeneous and fully exchanged. Finally, the commercial and zeolite have
surface areas of 61 and 593 m2/g respectively based on BET results.
5.4 EXPERIMENTAL SETUP
In order to test the Hg oxidation activity the system displayed in Figure 5.2 was
utilized. The setup employs a mercury generator (PS Analytical CavKit Hg Calibration
system) to feed Hg containing air stream to a quartz burner heated to 1100°C where
methane (CH4) is added. The combustion of the methane produces the simulated flue gas
with a composition of 76.5% N2, 12.7% H2O, 6.3% CO2 and 4.5% O2 that is kept
constant for all experiments. The in-situ aging of the catalysts for all tests was done
under these conditions, prior to the addition of Hg or trace components.

For all

experiments the Hg concentration was also kept constant at 200 µg/m3. (The greater than
average Hg concentration was necessary to saturate samples to ensure that the amount of
captured mercury would reach 0 or some steady-state value within the time-scale of the
experiments.) Downstream of the furnace trace pollutant gases (10 ppm HCl, 500 ppm
SO2, and 500 ppm of both NH3 and NO) are mixed with the furnace effluent. All
experiments investigating the effect of the various gas-phase components were conducted
at 375°C. It should be noted here that all lines are made of PFA and heated from 15080

Figure 5.2. Schematic of experimental setup for measuring Hg oxidation.
200°C to prevent the condensation of H2O and additional homogeneous reaction of the
Hg. Part of the simulated flue gas (0.55 LPM) is sent to a quartz reactor with 0.4g of
catalyst packed between quartz wool which can be heated up to 550°C depending on the
required experimental conditions.

(It should be noted that given the difference in

densities of the materials being used the bed heights and thus the GHSV for the two
materials will be different despite the same flow rate and catalyst weight being used for
each case.) Part of the effluent of the reactor is fed to the Hg speciation system (PS
Analytical Cracker Probe) which conditions the stream for measurement of either total or
elemental mercury with the rest being exhausted. The treated sample streams are then
sent alternatingly to a Hg analyzer (PS Analytical Sir Galahad). This allows for the semicontinuous measurement of both elemental and total Hg.
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To accurately measure the Hg speciation downstream of the reactor, a three-point
calibration is performed daily on the Hg analyzer with all experiments being conducted
twice to ensure reproducibility. As only total and elemental are directly measured, the
oxidized Hg is calculated based on the difference between total and elemental Hg values.
Captured is also calculated based on the difference between amount fed and the total Hg
measured. All values are then normalized based on the amount of Hg fed. The equations
to calculate these values are shown in Equation 5.3(a-b).

NOP =

NO+"0 =

NO7H( − NOQ
NO!)

3. 5.3

NO!) − NO7H(
NO!)

3. 5.3

5.5 EFFECT OF HCl
In order the mechanistically understand the Hg oxidation reaction, various trace
pollutants were added one by one to examine their effect. As previous research has
indicated on numerous occasions, no species is more critical for the oxidation of Hg than
HCl. Initial results with combustion products only, absent any other trace pollutants,
show that no oxidation occurs on any of the catalysts (CSC, SSZ-13, or Cu-SSZ-13).
Additionally the CSC and Cu-SSZ-13 show extremely limited capture (<50µg Hg/g
catalyst) almost immediately.

However, the introduction of 10 ppm HCl into the

simulated flue gas shows a marked improvement in catalyst activity, as evidenced in
Figure 5.3(a-c). The average steady-state values and error for elemental, oxidized, and
captured are presented in Table 5.1. In addition to the catalysts test, Hg oxidation tests
are conducted with blank reactors to examine the homogeneous activity of the gas
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Table 5.1. Summary of steady-state values for elemental (Hg0), oxidized (Hg+2), and
captured (HgCap) mercury for the various catalysts and flue gas compositions used.
Hg0
Hg+2
HgCap
Baseline

88.1±2.5

6.5±1.3

5.3±1.3

Flue Gas +

CSC

44.4±2.6

47.2±2.3

8.3±0.3

HCl

SSZ-13

58.9±3.8

47.4±0.1

-6.3±3.7

Cu-SSZ-13

41.5±1.2

61.7±0.6

-3.2±1.8

Baseline

89.2±1.3

5.1±1.0

5.6±2.4

Flue Gas +

CSC

61.9±5.0

34.7±0.4

3.4±4.6

HCl + SO2

SSZ-13

64.6±0.3

25.6±2.0

9.8±1.7

Cu-SSZ-13

89.7±12.1

1.6±0.8

8.7±12.9

Flue Gas +

CSC

94.5±1.9

5.3±1.7

0.2±0.2

HCl + NO/NH3

SSZ-13

-

-

-

Cu-SSZ-13

23.6 ±1.2

34.9±1.6

41.5±0.4

composition and establish a more accurate baseline for the system for when the catalyst is
or is not present. With 10 ppm HCl, the Hg+2 and HgCap are 6.5% and 5.3% respectively.
The oxidation percent is reasonable, while the capture is likely the result of the HCl
interfering with the speciation probe causing a loss of signal. This is problematic as it
creates issues with closing the Hg mass balance, but ~±5% is considered acceptable given
the inherent difficulty in measuring Hg.
From Figure 5.3(a-c) several conclusions can be made regarding the behavior of
the catalysts. The first is that all exhibit some level of capture, with the samples slowly
saturating over the course of the exposure, even the SSZ-13 which exhibited no capture
in the tests without HCl. All samples achieve steady-state conversion after several hours
with all samples being left on stream at least 4 hours to ensure complete equilibration.
Secondly the SSZ-13 and Cu-SSZ-13 exhibit the greater oxidation activity than the
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commercial catalyst, ~60% to 48% oxidized respectively. Finally, the final values for
oxidation, capture and elemental for the SSZ-13 and Cu-SSZ-13 are almost exactly the
same. This is significant in that the oxidation reaction of the Hg with HCl appears to
depend on the zeolite support only and is independent of the Cu loading.
5.6 EFFECT OF SO2
Figure 5.4(a-c) displays the results from the inclusion of 500 ppm SO2 into the
flue gas stream with Table 5.1 summarizing the results. The first thing that becomes
apparent is the longer time-scale of the experiments as the presence of SO2 appears to
initially inhibit the oxidation of the Hg. However, after increased exposure the CSC and
the SSZ-13 slowly begin to increase in oxidation activity. (The break in the time scale is
included for clarity and brevity, as the complete data required several days of stopping
and starting the experiment before equilibration occurred.) Other than the increased
times required for steady-state to be achieved, the catalysts’ behaviors are unique.
Firstly, the CSC demonstrates the highest oxidation of the 3 materials in the presence of
SO2, only decreasing 26% from the HCl only runs. Secondly the SSZ-13 and Cu-SSZ-13
behave differently where they had previously behaved exactly the same. The SSZ-13
observes a slow increase in oxidation similar to the CSC but to a lower value and an
overall decrease in activity of 56% relative to the HCl-only runs. Contrast this to the CuSSZ-13 which exhibits almost no Hg oxidation (<2%).

Currently there is some

discrepancy between the HgCap for multiple runs leading to the relatively large error
shown in Table 5.1. This uncertainty casts doubt on the accuracy of the persistent
capture observed in Figure 5.3. As increased capture capacity could be an indicator of a
change in oxidation mechanism, further work is required under these conditions.
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Figure 5.3(a-c). Hg oxidation activity of the a) commercial SCR catalyst b) SSZ-13, and
c) Cu-SSZ-13 under flue gas condition with 10 ppm HCl at 375°C.
Thirdly, while the previous HCl only runs would indicate that the oxidation mechanism
from SSZ-13 to Cu-SSZ-13 is the same, the inhibitive effect of SO2 is vastly different
from the two catalysts. The SSZ-13 time-profile is similar to the HCl-only runs, albeit to
a lower oxidation percentage after a longer time, suggesting that SO2 is simply inhibiting
the adsorption of either the HCl or the Hg. Contrasting with the Cu-SSZ-13 where the
oxidation is almost zero, as capture also remains low (but not zero) throughout. If the
change in activity was related to a competitive adsorption mechanism like the SSZ-13 the
two should be similar as they were for the HCl-only runs.
5.7 EFFECT OF SCR REACTION
As the primary function of these materials is to limit NOx emissions, it is critical
to determine the effect the NO and NH3 have on Hg oxidation. As both species will be
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Figure 5.4(a-c). Hg oxidation activity of a) CSC, b) SSZ-13, and Cu-SSZ-13 under a
simulated flue gas with 10 ppm HCl and 500 ppm SO2 at 375°C.
present, as NH3 is required for the NOx reduction reaction, and previous research has
shown that the both species together can have a greater impact on Hg oxidation than
either one individually, the experiments conducted here are done with 500 ppm of both
NO and NH3 [137]. This provides a more realistic flue gas composition that is expected
to have the greatest negative impact on Hg oxidation. Due to this, it also was necessary
to omit the SSZ-13 from these specific tests.

As the basis for examining this gas

composition was to explore the impact of the SCR reaction on Hg oxidation, the results
for SSZ-13 would be skewed as the zeolite itself has no SCR activity. It is only after the
addition of Cu do the zeolites exhibit its activity meaning that the NO and NH3
concentrations would remain constant as opposed to being consumed across the catalyst.
From previous research and several in-house tests (discussed later in Figure 6.3)
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complete conversion of the NO and NH3 is expected under the simulated flue gas
conditions.

Figure 5.5(a-b). Hg oxidation activity of a) CSC and b) Cu-SSZ-13 under a simulated
flue gas with 10 ppm HCl and 500 ppm NO and NH3 at 375°C.
Figure 5.5(a-b) and Table 5.1 show the results from the addition of 500 ppm of
NO and NH3 to the simulated flue gas, already containing 10 ppm HCl, over a CSC and
Cu-SSZ-13 catalyst. In agreement with previous studies the addition of NH3 and NO
causes near complete deactivation of Hg activity over the commercial catalyst, exhibiting
essentially zero capture (<0%) and minimal oxidation (<5%) [131, 134, 137, 145, 146].
What is particularly striking about this is the rapidity with which this occurs, as there is
not even a saturation regime where even small amounts of Hg are retained on the sample.
The Cu-SSZ-13 continues to display some oxidation efficiency, despite the presence of
inhibiting species, but at a 58% decrease relative the HCl-only runs. In fact, if the HgCap
is also considered, the Hg removal under SCR conditions is 75%, which is greater than
the HCl-only experiments. However, it is unclear if the substantial capture would persist
under longer exposure times.
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5.8 DISCUSSION
The results presented here show the clear and distinct impact that various trace
pollutants have on Hg oxidation over the multiple catalysts. Table 5.1 summarizes the
steady-state values for the various base-line (homogeneous) and catalytic (heterogeneous)
experiments. As expected, when no trace gases are added no significant oxidation or
persistent capture is observed on any of the catalysts. This is mostly in agreement with
Hong et al.’s bench-scale study investigating commercial vanadia-based catalysts [134].
Given the minimal adsorption capacity of materials, it would appear that an Eley-Rideal
or Langmuir-Hinshelwood mechanism with Hg pre-adsorbed on the surface as being
unlikely.
The introduction of HCl to the flue gas drastically alters the activity of the
materials. First the CSC displays lower oxidation than the zeolite samples. However,
this could merely be attributed to the order of magnitude greater surface area of the
zeolite compared to the CSC which could then lead to a vastly greater number of active
surface sites. A more suitable metric, such as turnover-frequency, would be necessary
but is not investigated in this study. Additionally the similar activity of the zeolites is of
note indicating the minimal importance Cu plays in the oxidation mechanism. Although
Cu-SSZ-13 does seem to exhibit slightly greater oxidation than SSZ-13, 61.7% vs 58.9%
respectively, this difference is still within expected error. This result seems to preclude
the presence of any Deacon reaction taking place to produce Cl2, as well as Hg needing to
pre-adsorbed as neither would occur on the SSZ-13. It reinforces the idea of an EleyRideal with pre-adsorbed HCl being the dominant pathway on the zeolite given that the
samples with and without Cu behave so similarly. Any effect a possible side reaction
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producing Cl2 or Eley-Rideal requiring pre-adsorbed Hg has on the oxidation can be
considered negligible. Finally, EDX analysis was conducted on all spent samples. None
of the samples under this or any other gas-phase composition showed evidence of Cl
species. (To verify the absence of Cl, XPS, a more surface sensitive technique, was
employed on the spent samples and likewise showed no evidence of Cl. It also follows
that given the low concentration of Hg and the minimal capture observed Hg was not
detected by either EDX or XPS analysis.) Thus at 375°C, the temperature the gasdependent tests were conducted, both species appear to only weakly adsorb on the
surface, possibly explaining the less than complete conversion observed in these tests.
As previous studies have shown, Hg oxidation on multiple materials strongly depends on
the presence of both HCl and O2 suggesting a possible Mars-Maessen. While the
evidence here suggests an Eley-Rideal mechanism based on HCl adsorbing first, the
current results do not provide enough information to draw a distinction between the two
mechanisms on whether HCl dissociatively adsorbs or interacts with an empty lattice
oxygen site. Further studies would be needed to determine the effect oxygen would have
the catalyst to better understand the oxidation mechanism.
The introduction of SO2 drastically affected the Hg oxidation activity of all the
samples, in some cases affecting the oxidation mechanism. The simplest conclusion
would be that SO2 consumes free sites in a competitive adsorption mechanism, thus
limiting the active Cl sites with which Hg can react. However, further characterization of
the spent catalysts suggests that they are actually poisoned.

While Cl species likely

physisorb, sulfur species likely more strongly chemisorb. This is substantiated by the
EDX measurements of the CSC and Cu-SSZ-13 after the reaction show significant levels
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of sulfur still on the samples with 0.62 and 2.33 wt% respectively. Despite the similar
exposure times, the greater S concentration on the Cu-SSZ-13 is expected given the
greater concentration of possible oxidation sites, i.e. the metal loading of Cu vs. V of the
two materials. As mentioned previously the same reactivity that makes these catalysts
appropriate for deNOx chemistry are prone to oxidize SO2 to SO3 which could easily
form sulfates. While this is also known to happen on the commercial catalysts, the active
material for this reaction is the vanadia which is present in a much lower concentration
than the copper is on the zeolite. The greater presence of SO2 oxidation sites, would
explain the increased capture on the Cu-SSZ-13 relative to the commercial catalyst.
Additionally, as this is a known problem with commercial SCR catalysts, this undesired
side reaction would be minimized through extensive research and engineering mitigating
the SO3 concentrations. Coupled with the competitive adsorption reaction, the blockage
of active sites from sulfates could lead to the greater decrease in activity from the SSZ-13
to the Cu-SSZ-13. However, as these were not factored into the design of the Cu-zeolite
catalyst from the outset, future studies would need to take this into consideration and
focus on optimization of the Cu-SSZ-13 to limit these unwanted side reactions.
What truly stands out in the SO2 tests are the SSZ-13 results. Relative to both the
CSC and Cu-SSZ-13, the SSZ-13 samples equilibrate much faster (with the not-shown
2nd run converging even faster than the first). From the EDX results, it is possible to
attribute this to the lack of sulfur poisoning of the catalyst, as the S concentration was
below the detection limit of EDX. This presents an interesting use for the SSZ-13 zeolite
material as an additive instead of using Cu-SSZ-13 as a replacement for the CSC in
power plants as previously mentioned. SSZ-13 appears to have all of the benefits for Hg
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oxidation from the zeolite structure but none of the drawbacks associated with the Cu-ion
side reactions causing sulfur poisoning.
The final gas composition investigated involved examining the effect the SCR
reaction would have on Hg oxidation by HCl. Unlike the sulfur which completely
deactivates the Cu-SSZ-13 but not the CSC, the injection of 500ppm of NO and NH3
inverts that completely deactivating the CSC and slightly altering the oxidation
mechanism on the Cu-SSZ-13.

As previously mentioned the temperature, gas

compositions, and GHSV employed in these experiments has been shown to be sufficient
for complete conversion of NO and NH3 species to N2. The decrease in activity on the
CSC and Cu-SSZ-13 can be explained by the competitive adsorption of the free active
sites with between the NO/NH3 and HCl. However, the extent of this for the two
materials is vastly different, which again may be related to either a difference in metal
loading of the active component (Cu vs. V) or surface area as both are greater for the CuSSZ-13. The greater value for these intrinsic properties for the zeolite might mean that
the NO and NH3 are converted earlier in the reactor bed leaving downstream sections of
the bed available for Hg oxidation. Unfortunately the exact reason is currently unknown,
but the ambiguity provides another example for the need of a better metric, to adequately
make a one to one comparison for compositionally and structurally different catalysts.
However, decrease in oxidation from competitive adsorption alone does not explain the
Cu-SSZ-13 results. The steady capture percentage observed on the Cu-SSZ-13 is similar
to the HCl and SO2 experiments. It is possible that much in the same way SO2 induces
capture possibly through the formation of sulfates, the presence of NO and NH3 could
lead to the formation of nitrates or some other ionic species that favorable adsorbs Hg but
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does not readily desorb as HgCl2. While these tests do achieve steady-state after several
hours on stream, it is possible that the level of capture would not persist over the lifetime
of the catalyst (1000s of hours) under plant conditions or could lead to greater oxidation
as the captured Hg eventually is displaced and desorbed.
5.9 CONCLUSIONS
The Hg oxidation activity was investigated under various flue gas compositions
for both novel SSZ-13 and commercial SCR catalysts.

In the absence of HCl, no

oxidation or capture was observed on any samples. After incorporating HCl into the
simulated flue gas, some Hg oxidation was observed, with the zeolites performing better
than the commercial catalysts. In fact, the similarity in activity between the SSZ-13 and
Cu-SSZ-13 suggests that the Cu-ions exchanged into the zeolite have little impact on the
Hg oxidation indicating that the zeolite itself seems solely responsible in the oxidation
mechanism. Future work could further investigate this by examining the effect of acid
site density on Hg oxidation by adjusting the Si:Al content.

However, the zeolite

performance dropped significantly after introducing SO2, while the commercial catalyst
saw only a mild drop in activity. The decrease on the zeolite can be attributed to a
combination of competitive adsorption of the more abundant SO2 vs HCl, as well Spoisoning on the Cu-SSZ-13. Again, more work is need to determine if the negative
impact of sulfur can be mitigated by either modifying the catalyst (lower Cu loading) or
optimizing the operating conditions (higher temperature or lower SO2 concentrations).
Finally, the SCR mixture did limit activity on Cu-SSZ-13, but the presence of NO and
NH3 completely inhibits Hg oxidation on the commercial catalyst. While the work
presented here has shown Cu-SSZ-13 to potentially be a viable bi-functional SCR
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catalysts for coal-fired power plants, more work is needed to better understand and
optimize the Hg oxidation reaction over Cu-SSZ-13 catalysts.
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.CHAPTER 6

INVESTIGATION OF ARSENIC POISONING OVER CU-SSZ-13
FOR POWER PLANT APPLICATIONS
6.1 INTRODUCTION
Arsenic is also included in the MATS, as a newly regulated species whose
environmental and human health impact needs to be lessened. Arsenic, while not as toxic
as mercury, is still problematic as it is more abundant in coal (~24 ppm on average for
American coals) and readily soluble in water, contaminating the drinking water near
power plants [197, 198]. However, the main concern with arsenic in the flue gas is
economical.

Arsenic is responsible for significant deactivation of the deNOX SCR

catalysts reducing their effective lifetime in coal-fired power plants, despite most of the
arsenic being captured on fly ash before it is emitted from the stack [199-203]. Arsenic
is not the only species in the flue gas that can permanently deactivate SCR catalysts.
Alkali metal oxides, i.e. Na2O and K2O, have been shown to have a greater deactivation
effect on commercial catalysts than arsenic in laboratory scale studies [204, 205].
However, deactivation from these species is lessened in large scale studies over
thousands of hours of flue gas exposure since the mechanism is more mechanical as the
metals form salts block pores and active sites (blinding) [128, 206]. Also these salts can
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be washed off the catalyst surface restoring some of the lost activity, which is why this
project will focus primarily on arsenic poisoning.
Current SCR technology relies on using a vanadium pentoxide (V2O5) catalyst
supported on titania (TiO2) with the vanadia being the active phase for the deNOX
chemistry. Molybdenum oxide (MoO3) or tungsten oxide (WO3) is added to stabilize the
morphology of the titania support to prevent a change from anatase to rutile, which can
occur if only vanadia is present [207].

Multiple experiments have shown that the

secondary oxide also has the benefit of making the catalyst more resistant to poisoning,
yet As poisoning still remains a concern for any power-plant employing an SCR unit
[204, 205].

Early research into the deactivation mechanism of V2O5-MoO3 supported

TiO2 catalysts found that As2O3 reacts with MoO3, which in turn causes a reduction in the
vanadia from V+5 to V+4 [208-213]. The reduction of the catalyst is what effectively
results in the lower activity as the V+5 is what initially adsorbs the NOX species [214,
215]. XRD studies of MoO3/V2O5 samples show the emergence of a newly formed
Mo3As4O15 phase that eventually transforms to MoAs2O7 which is more stable [209, 210].
The newly formed Mo-As oxide sees arsenic in a As+5 oxidation state compared to its
original As+3 in As2O3, which is consistent with XANES and EXAFS experiments that
detected As+5 oxidation state [216]. The oxidation of the As2O3 occurs when it initially
adsorbs to the hydroxyl groups on the surface, most of which are from the titania, to form
asrenates (AsO4-3) [216, 217]. The effect of the newly formed Mo-As oxide is that the
Mo is leached out of the active Mo-V oxide phase causing a reduction of some of the
vanadium from +5 to +4, as the Mo-V oxide changes phases from Mo6V8+5V1+4O40 to
Mo6V3+5V6+4O37.5 [208, 218]. The extent of the deactivation can be mitigated if the
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catalyst is prepared such that the vanadia and molybdena are a mixed phase opposed to
the monomolecularly dispersed phases of commercial catalysts [211, 212]. The mixed
oxide catalysts showed significantly greater activity over a 10,000 hour lifetime when
compared to previously used V2O5-(MoO3 or WO3)/TiO2 catalysts.
While the deactivation is well understood on current commercial catalysts, the
deactivation over zeolites is not as are zeolites are currently uncommon SCR catalysts.
Before these novel catalysts can be employed, it is necessary to examine how they will
react to the common deactivating component present in coal flue gas. One of the goals of
this project is to examine the mechanism and extent of arsenic deactivation on the novel
small pore catalysts SSZ-13. As of yet, no research has been conducted on investigating
the deactivation mechanism on these synthetic zeolites from arsenic poisoning from coal
combustion. This along with the Hg oxidation study presented in Chapter 5 will aid in
evaluating the commercial viability of Cu-SSZ-13 as a SCR catalysts for power plants.
6.2 EXPERIMENTAL SETUP
To investigate the effect of As poisoning, the experimental setup that has been
previously shown in Figures 2.1 and 5.2 was employed with the only difference being the
introduction of arsine (AsH3) as an arsenic source. Samples were exposed to 2 different
gas compositions, air and flue gas (CO2 +H2O) at ~0.5 LPM with 100 ppm of AsH3 for
20 minutes.

Similar to previous experiments, the flue gas mixture was created by

combusting methane in air, which required the high temperature furnace to be on. This is
important as the preconditioning of the gas can affect the speciation of the arsenic in the
flue gas. Passing the AsH3 through the flame allows the AsH3 to be oxidized, most likely
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to As2O3. This difference in As speciation could potentially impact both the quantity and
speciation of As on the exposed samples. (A third condition with air but the furnace on
to match the temperature profile was conducted for characterization purposes but is not
included here.) Exposed samples were then characterized using a combination of XRD,
SEM/EDX, and X-ray photoelectron spectroscopy (XPS).

Additionally, exposed

commercial SCR and Cu-SSZ-13 catalysts were studied using a separate reactor system
for their catalytic activity by introducing 500 ppm of NO with NH3 from 150-400°C.
The activity results shown here were conducted by Chao Wang in Dr. Jochen
Lauterbach’s research group as part of a collaborative effort to expand the application of
the Cu-SSZ-13 catalysts.
The research methodology employed here was based on the exposure time of the
samples to the As containing flue gas.
unreliable for several reasons.

However, time as a variable factor proved

After passing AsH3 through the flame or furnace in an

oxidizing atmosphere, the gas-phase AsH3 can be converted to arsenic oxide (As2O3).
Like Hg, As2O3 has high vapor pressure and can be kept from condensing provided the
gas temperature is kept high enough. However, issues arose as the PFA plastic lines used
in the system, could not be heated to a temperature to prevent As condensation. The loss
of the As to the walls of the reactor and tubing was evident from the formation of crystals
downstream of the furnace. (It should be noted that a quartz burner tube has already been
employed for As experiments. Since it is already contaminated, it should only be used
for experiments when As is present and never with the Hg analyzing system. The burner
can be recognized from the As crystal formation apparent on the outlet walls.) This issue
does not occur if no heating is applied upstream of the reactor as the As remains as AsH3,
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which is gaseous, alleviating condensation concerns. As the arsenic species in the feed
(As2O3 vs AsH3), gas phase composition (dry vs wet), and temperature profile (furnace
on vs off) change from one run to the next, isolating the exact cause for the change in
speciation can be difficult.

Additionally due to the loss associated with flue gas

experiments, direct comparison to As retention from air to flue gas or even one flue gas
run to another is unreliable as measuring the loss of As in the gas phase is not possible.
From the large differences observed here some general conclusions can be made but a
more thorough experimental design should be employed to produce more reliable data for
publication. While characterization results are unlikely to be affected but change the
exposure methodology, activity studies should be done under similar loadings to more
accurately compare the two catalysts.
6.3 MATERIALS AND CHARACTERIZATION
The catalysts employed in this study are the same as those utilized for Hg
oxidation in Chapter 5.

SSZ-13 and Cu-SSZ-13 were synthesized using the same

procedure resulting in zeolites with the same characteristics. The fresh commercial SCR
catalyst (WO3-TiO2) is provided by Santee Cooper. In addition to fresh commercial
catalysts, spent SCR catalysts, also provided by Santee Cooper, are also investigated for
the extent of arsenic poisoning and deNOx activity.
Characterization techniques employed included SEM/EDX and XRD, which have
been previously described in Chapter 2.

In conjunction with these methods, X-ray

photoelectron spectroscopy (XPS) is used to examine the speciation of As after exposure
under the various flue gas conditions.

98

6.4 RESULTS
Despite the variability associated with the As poisoning methodology, some
results and conclusions could be drawn from the preliminary work concerning As
poisoning. After exposure the samples are characterized using SEM/EDX to determine
the final weight loading of As on the samples. The final weight loading of As on the airexposed commercial and SSZ-13 catalysts were 2.79 and 0.79 wt% respectively, while
the As loading on the flue gas ones was below the detection limit of EDX.

The

commercial catalysts used in the power plant had a final As weight loading of 2.59 wt%.
All exposed samples were similarly characterized using XRD to determine the effect of
As on the structure of the catalysts as shown in Figure 6.1. The figure shows that the
exposure to As does not affect the bulk structure of either the titania or aluminosilcate
structure of the commercial or zeolite catalysts respectively, as no change is observed
from the clean to exposed samples. The second is that the no additional peaks indicative
of bulk arsenic oxide formation (either As2O3, As2O5, or As2O6) appear.
The spectra obtained for the As 2p peak from the XPS analysis are presented in
Figure 6.2. The 2p region was examined in lieu of the more common examined 3d, as the
2p exhibited a greater signal-to-noise ratio and does not overlap with any of the other
elements in the samples. Specifically, the As 3d peak’s proximity to the much more
intense W 4f makes reliable analysis of the As 3d region difficult. The commercial
catalysts show an As peak at 1326.5 eV while the SSZ-13 has one at 1327.3 eV when
exposed in air only. The commercial peak shifts slightly to 1327.1 eV while the SSZ-13
remains relatively constant 1327.2 eV when exposed under flue gas conditions. While
the difference of ~0.8 eV would indicate a change in oxidation state, consistent
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information in the literature is lacking to be able to sufficiently identify the peaks. From
information available in the literature, the peak likely represents an arsenite (As+3 such as
As2O3) or arsenate (As+5 such as AsO4-3) species on both the commercial and zeolite
samples despite the significant eV shift between the two [219-221]. While the two
laboratory prepared samples are likely surface arsenite or arsenate species, the power
plant ones exhibit completely different As species with 2 peaks at 1329.9 and 1327.7 eV.
The only data available suggest these peaks as being As+5 salt and As2O5 respectively.
(The solid lines in the figure represent the estimated profiles for the individual peaks as
calculated using the CASA XPS program).

Figure 6.1. XRD patterns of a) commercial and b) SSZ-13 As- exposed catalysts under
air and flue gas conditions.
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Figure 6.2. As 2p3/2 XPS spectra for air and flue gas exposed (a) commercial and (b)
SSZ-13 catalysts. The solid lines in (a) are the estimate peak fits calculated from CASA
XPS. The inset is the As 2p1/2 peak.
Finally, Figure 6.3 shows the results from the deNOx performance of the exposed
commercial and Cu-SSZ-13 catalysts tested under a simulated flue gas with NO and NH3
from 150-400°C. Figure 6.3(a) shows the deNOx activity from the commercial catalysts.
The clean catalyst exhibits increasing NO conversion at increasing temperatures before
demonstrating complete conversion at temperatures above 300°C. The flue gas samples
with its low As loading displays similar activity to the clean sample. Interestingly the
used commercial catalyst displays a similar activity at all temperatures despite having
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been employed in a power plant. Only a small loss of activity is observed at the lowest
temperatures for this sample. This is stark contrast to the As-air sample which shows
dramatic decrease in activity for all but the highest temperature of 400°C.

The Cu-SSZ-

13 deNOx activity is displayed in Figure 6.3(b). The clean Cu-SSZ-13 results show why
it has been extensively studied as an SCR catalyst due to the significantly wider
temperature window where complete conversion is observed. More promising, however

Figure 6.3. DeNOx activity of As-exposed a) commercial and b) Cu-SSZ-13 catalysts.
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is the wider window for complete NO conversion after As poisoning. Again the minimal
As loading of the flue gas samples shows negligible activity changes.

While the

temperatures at either end of those investigated (150-250°C and 350-400°C) show
decreased activity, the intermediate temperatures still allow for complete conversion.
6.5. DISCUSSION
Through the various characterization techniques conducted, several important
conclusions can be made concerning As poisoning on these catalysts. The duration of the
exposure seems sufficient to roughly match the final weight loading from the used SCR
catalysts provided the exposure is done in air. From the EDX results, it appears as
though the commercial SCR catalyst is more likely to adsorb arsenic as the final weight
percent was ~3 times greater than the SSZ-13 under the same exposure length and
conditions. This is intriguing given the greater surface area and thus abundance of acid
sites on the zeolite catalyst. The SSZ-13 appears to exhibit some As resistance, similar to
its sulfur resistance observed during Hg oxidation tests discussed in Chapter 5. However,
what is currently unknown is the extent to which the ion-exchange of Cu might affect this
behavior. While currently inconclusive some EDX analysis on As exposed Cu-SSZ-13
seem to indicate that As adsorption is either not affected or slightly inhibited by the
presence of Cu. This would be beneficial as it would indicate minimal interference
between the adsorbed As and the active Cu centers. The EDX results from the flue gas
exposed samples exhibit almost no As, with the amount detected being within the
standard deviation of the detection limit. As mentioned previously this could be the
result of the loss from As2O3 condensation or potentially the inhibition from H2O
competitively adsorbing to the surface.
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The XRD results reveal relatively little concerning the impact of arsenic since no
new peaks arise which is expected given the brief length of the exposures. Previous
research investigating the mechanism for As deactivation of commercial vanadium based
SCR catalysts concluded that As diffuses into the oxide creating an inactive AsVOx or
AsMoOx phase. This likely results from the hundreds of hours that those examined
catalysts spent on stream making the reaction kinetically limited explaining why a new
phase is not detected in these samples. Additionally, even though the weight loading is
relatively high no peaks of AsxOy are detected indicating the As is well dispersed on the
surface and not forming a bulk oxide on either commercial or zeolite catalyst. To more
accurately study the poisoning/deactivation mechanism longer exposures will be
necessary to determine the long term effects As might have on the zeolite structure or the
Cu-sites of Cu-SSZ-13.
In conjunction with the EDX and XRD results which provide information to what
extent and how As is adsorbed, XPS is also employed to better understand the arsenic
oxidation state or speciation after exposure. From the literature, the peaks on both the
commercial and zeolite samples could correspond to an arsenate (AsO4-3) species where
arsenic is in a +5 oxidation state. This oxidation occurs despite AsH3 where As is -3
being the species in the feed. However, confusion arises due to the proximity of arsenite
and arsenate overlapping from 1326.6-1327.3 eV from the available references [219221]. The difference between the two is important as +3 arsenite could be physisorbed
As2O3 while +5 arsenate could be indicative of chemisorbed AsO4-3. The distinction
between the two is important as the mixed arsenic oxides that form with the commercial
catalysts have As in the +5 state, thus the formation of any +5 could be indicative of
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permanent loss of activity.

Similar to the in-house samples, minimal literature is

available to properly identify the used commercial catalyst.

However, from the

references available the peaks at 1327.7 and 1329.9 eV appear similar to As2O5 at 1328.0
eV and KAsF5 at 1330.0 eV previously reported [219, 220]. The As2O5 peak differs from
the in-house samples which exhibit possible evidence of As2O3. Due to the different gas
environments between a real power plant and the simple methane burner employed here
the change in gas phase arsenic speciation is not unreasonable or the peak on the used
catalyst could be indicative of any As+5 oxide. The higher peak at 1330.0 eV is unlikely
to actually be a fluoride salt but could be a similar AAEM salt of arsenic. These metals
which are present in the fly ash that deposits on the catalyst surface are known to capture
arsenic improving catalyst lifetime [199].

Due to the limited data uncertainty still

surrounds the peak identifications made here. To clarify this, more precise in-house
standards need to be investigated for more reliable analyses. Conversely more sensitive
techniques, such as XAS, could be employed to more accurately determine the surface
structure and oxidation of the As species.
Finally the exposed commercial and Cu-SSZ-13 catalysts were tested for their
deNOx activity. The tests were conducted by Chao Wang in collaboration with Jochen
Lauterbach using a separate reactor system fitted with a mass spectrometer.

The

characterization results aid in understanding the differences observed for the samples’
activities. For all catalysts the activity is directly related to the arsenic loading. As the
final loading of As is below the detection limit of the EDX system, the activity of the flue
gas-exposed samples does not show much deviation from the clean samples. The small
fluctuations observed could be considered within experimental error for both the
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commercial and Cu-zeolite samples.

However, the air-exposed samples, where

significant As loading was detected, experience significant deactivation. The activity of
the Cu-SSZ-13 appears less affected than the commercial as it still maintains a 100°C
window of complete conversion. The cause of this is currently unknown as it is unclear
if this is due to the different As loadings or some inherent ability of the SSZ-13 to resist
arsenic poisoning due to As and SCR species binding to different sites. Lastly, while all
air and flue gas samples have the same As species as evidence from the XPS data, the
speciation of As greatly affects the final activity. The used commercial catalyst, despite
its high As loading relative to the flue gas sample, exhibited minimal decrease in deNOx
activity. The difference is attributed to the distinct speciation present on the used sample.
The complex composition of the power plant flue gas allowed As to deposit on the
surface in a manner that is non-detrimental to the operation of the catalyst. Further study
is needed to better understand the distinction between the As deposition on the various
samples and how that impacts the deNOx activity.
6.6 CONCLUSIONS
Preliminary experiments were conducted to study As poisoning on SCR catalysts
consisting of exposing commercial and zeolite catalysts to multiple As containing sample
gases.

Under air only, samples adsorbed significant As, while flue gas with H2O,

severely inhibit As deposition on the samples based on EDX analysis. Despite identical
exposure conditions SSZ-13 exhibited more resistance to As poisoning as it ended with
~1/3 of the final As loading. The XRD results show how the adsorbed As neither affects
the underlying titania or zeolite structure nor gives rise to new arsenic oxide phases.
Despite the varied exposure conditions the final As species appears to be similar in all
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cases being either As2O3 (arsenite) or AsO4-3 (arsenate).

However this speciation

assignment is currently inconclusive due to disagreement in the literature. Examining As
standards would aid in the XPS peak assignments. Additionally more sensitive XAS
techniques could be employed to more accurately identify the As oxidation and binding
environment. The speciation observed on the air and flue gas samples differed greatly
from the used commercial catalyst, which likewise requires further investigation. The
change in speciation also greatly impacted the deNOx activity. The commercial catalyst
showed negligible loss in activity despite a significant As loading. While the high As
loading on the air-exposed commercial and SSZ-13 samples show substantial loss of
activity, the Cu-SSZ-13 still maintains a relatively large operating window where
complete NO conversion is possible.
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CHAPTER 7
SUMMARY AND FUTURE WORK
7.1 SULFUR CHEMISTRY
One of the main aspects of this work has been to increase the understanding of the
sulfur-surface interaction with fly ash species, specifically CaO.

To this end, a

combination of experimental and computational studies was conducted. Experimentally,
CaO samples were exposed to a variety of flue gas compositions (air, air-wet, air-flame,
oxy, and oxy-flame) at high temperatures (800-900°C). Samples were then characterized
using XRD, DRIFTS, and EDX to determine the bulk structure, surface species, and total
sulfur retention respectively in an attempt to understand how temperature and gas
composition affect the sulfation reaction. XRD analysis indicated that the CaSO4 is the
only bulk sulfur product formed during reaction and in most cases was the only product
formed. The exception to this was the oxy-flame experiments where the presence of both
high CO2 partial pressure and H2O allow formation of CaCO3 to be both
thermodynamically and kinetically possible. The carbonate formation, unlike the sulfate,
was heavily temperature dependent with carbonate formation decreasing.

DRIFTS

confirmed the gradual disappearance of a sulfite intermediate to the more stable sulfate as
the temperature increases from 800-900°C. Finally EDX revealed how under oxy-flame
conditions increasing temperature, thus decreasing carbonate formation, increased sulfur
retention indicating the inhibitive effect of the carbonate formation on sulfur capture.
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Future work could focus on amending either the material or gas composition. As SO3 is a
major concern during oxy-combustion, precise control of the SO3 concentration during
exposure could further the understanding of the sulfation mechanism. While not included
in this thesis, work has already been conducted by the author wherein a precise method
for controlling the SO3 concentration was employed. Alternatively, the study could be
expanded by investigating other Ca-based materials used in power plants. Preliminary
work examined the sulfation mechanism on fly ash using the same experimental
methodology could be continued to determine what if any differences might arise by
changing the starting material’s composition and structure.
The experimental work focusing on sulfur chemistry was done in conjunction
with a computational model employing DFT.

The model consisted of a CaO(100)

surface on which was adsorbed various flue gas components, including SO2, SO3, CO2
and H2O. The systems modeled included both single and multi-adsorbates, where multiadsorbate systems always included one SOx molecule as that was the reaction of interest.
The converged systems were then analyzed to determine the changes binding energy and
geometric and electronic structures. The results indicated that SO2 and SO3 binding to a
lattice oxygen in a sulfite or sulfate-like structure respectively on all modeled surfaces.
While the geometry did not through the introduction of a secondary adsorbate, the
binding energy of sulfur decreases for all systems except H2O which slightly increased
the binding energy. The changes in binding energy were mirrored in shifts the electronic
orbitals of the sulfur. Bisulfite and bisulfate structures were formed when –OH species
were present and were also energetically favorable relative to other surfaces. Taken with
the experimental results, the DFT modeling showed the importance of H2O, the inhibitive
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effect of CO2, and the possible speciation depending on SO2 or SO3 binding. Finally,
other AAEM oxide surfaces were modeled for SO2 and SO3 adsorption. Similar to sulfur
binding on CaO(100), SO2 and SO3 bind to MgO(100), Na2O(110) and K2O(110) in a
sulfite and sulfate structure respectively. The binding energy increased Mg<Ca<Na<K.
Future work could focus on making the model more complex by doping other materials,
such as other AAEMs, into the CaO structure.
7.2 NOVEL SCR CATALYST
In a separate project, Cu-SSZ-13 was investigated for its viability application in
power plants.

Cu-SSZ-13 and its base structure, SSZ-13, were compared to a

commercially available SCR catalyst for Hg oxidation and As poisoning.

For Hg

oxidation the catalysts were exposed an increasingly complex flue gas. Under flue gas
only (H2O+CO2) no Hg oxidation or retention was observed, while the introduction of
HCl caused oxidation. The similar activity for SSZ-13 and Cu-SSZ-13 shows how the
oxidation mechanism is not dependent on the copper as active sites. The introduction of
SO2 with the HCl-containing flue gas caused some loss of activity on the commercial and
SSZ-13 samples.

The deactivation was most pronounced on the Cu-SSZ-13 which

experienced complete deactivation due to sulfur poisoning, which was confirmed from
the high S wt% measured using EDX. The opposite occurred under SCR conditions
(simulated flue gas and HCl with NO/NH3) where the commercial catalyst completely
deactivated and the Cu-SSZ-13 displayed slightly decreased oxidation activity. In all
cases, captured Hg steadily decreased as exposure time increased with the exception
being the Cu-SSZ-13 under SCR conditions where some persistent capture was observed.
Despite being more active with HCl and under SCR conditions, the deactivation of the
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Cu-SSZ-13 in the presence of sulfur is problematic. Further testing is needed to optimize
the catalyst for power plant applications and future work could include adjusting the
zeolite properties (Si:Al ratio or Cu loading) or reaction conditions (temperature or sulfur
concentration). Modifying some of these properties could aid in mitigating the sulfur
poisoning which currently appears to be the greatest detriment for employing Cu-SSZ-13.
Another species known to poison SCR catalysts is arsenic. A methodology was
developed for poisoning these catalysts in an As-containing flue gas.

The

characterization of the exposed samples, plus a used commercial SCR catalyst, revealed
that As adsorption was greatest in air, with flue gas inhibiting As retention on the
samples.

Despite differences in final As content, XPS analysis suggested similar

speciation on all samples as either As2O3 or AsO4-3. This is significantly different from
the used catalysts which exhibited both As2O5 and a likely As salt. However, these
identifications have uncertainty surrounding them due to inconsistent or lacking
information available in the literature. Finally, the NO conversion activity was measured.
The air-exposed samples of both catalysts showed decreased activity due to the
substantial As content with the Cu-SSZ-13 exhibiting a larger operating window even
after poisoning. Future work could begin by incorporating other flue gas components,
i.e. SO2, NO/NH3, and HCl, during the initial exposures to examine how they might
affect the final As content or speciation. To alleviate doubt surrounding some of the
speciation analysis, multiple As standards could be analyzed or more accurate techniques
could be employed to better characterize the arsenic speciation.

The modified

methodology discussed in Chapter 6 could be employed to allow for more accurate
comparisons with respect to the activity studies.
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APPENDIX A
SUPPLEMENTARY FIGURES FOR CHAPTER 2
The following figures represent additional diffractograms and spectra obtained
through the XRD and DRIFTS analysis respectively. They were excluded from the main
text for brevity as they were redundant and added little to the main conclusions.

130

Figure A.1. XRD spectra for all gas compositions at temperatures of a) 850°C and b)
900°C.
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Figure A.2. DRIFT spectra from 1500 to 3200 cm-1 showing gas dependence on major
product formation on CaO for the various gas compositions examined at a) 850°C and b)
900°C. From bottom to top, the lines on all graphs are: calcined only, exposed to N2
environment, air only, air-wet, air-flame, oxy-environment, oxy-flame and CaCO3
standard.
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Figure A.3. DRIFT spectra from 950 to 1050 cm-1 showing temperature dependence of
sulfite/sulfate speciation for a) air and b)oxy-environment conditions between 800900°C..
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Figure A.4. DRIFT spectra from 1050 to 1300 cm-1 showing temperature dependence for
a) air b) air-wet, c) air-flame d) oxy-environment, and e) oxy-flame conditions between
800-900°C.
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Figure A.5 DRIFT spectra from 550 to 750 cm-1 showing temperature dependence for a)
air b) air-wet, c) air-flame d) oxy-environment, and e) oxy-flame conditions between
800-900°C. This region is not discussed in the paper.
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APPENDIX B
VASP INPUT FILES
The following were the input files used for the DFT calculations presented in
Chapters 3 and 4. The file type included here are the INCAR, KPOINTS and POSCAR
ones which cover model parameters, k-point meshes, and lattice and position coordinates
respectively.
The INCAR files cover most model parameters ranging from iteration to energy
cut-off limits. The INCAR remains relatively constant but is amended depending on the
desired model parameter being investigated.
INCAR file for a standard convergence job of the slab model or gas phase species
SYSTEM = CaO SLAB
ISTART = 1
PREC=Normal
IBRION = 2
ENCUT = 520
ISMEAR = 1; SIGMA = 0.2
GGA = 91
ISIF=2
LREAL=.FALSE.
NSW = 200
POTIM = 1
EDIFF=1E-5
EDIFFG = -0.03
IDIPOL=3
LDIPOL=.TRUE.
LVTOT = .TRUE.

K-point file for a standard convergence job of the slab model
K-Points
0
Monkhorst Pack
3 3 1
0 0 0
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K-point file for a standard convergence job of gas phase species
Gamma-point only
1
! one k-point
rec
! in units of the reciprocal lattice vector
0 0 0 1 ! 3 coordinates and weight

INCAR file for an electronic convergence job of the slab model or gas phase species that
will print out the complete DOS in the DOSCAR file.
SYSTEM = CaO SLAB
PREC=Normal
ISTART = 1
ICHARG = 11
IBRION = 2
ENCUT = 520
ISMEAR = 1; SIGMA = 0.2
GGA = 91
ISIF=2
LREAL=.FALSE.
NSW = 0
POTIM = 1
EDIFF=1E-5
IDIPOL=3
LDIPOL=.TRUE.
LVTOT = .TRUE.
LORBIT = 11

K-point file for a DOS convergence job on the slab model employs a higher k-point
mesh.
K-Points
0
Monkhorst Pack
11 11 1
0 0 0

It should be noted that the higher k-point mesh requires greater memory when running on
TACC Stampede system which requires a change to the submit file that indicates that the
job be submitted to the large memory queue.
#SBATCH -p largemem

# Queue name

K-point file for a DOS convergence job on a gas phase species does not change from the
one above as it still employs a single k-point.
INCAR file for a vibrational analysis job of the slab model or gas phase species that will
print out the vibrational modes for the atoms and along the axes selected in the POSCAR
file.
SYSTEM = CaO SLAB
PREC=Normal
ISTART = 1
IBRION = 5
NFREE = 2
POTIM = 0.015
ENCUT = 520
ISMEAR = 1; SIGMA = 0.2
GGA = 91
ISIF=2
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LREAL=.FALSE.
NSW = 1
EDIFF=1E-5
EDIFFG = -0.03
IDIPOL=3
LDIPOL=.TRUE.
LVTOT = .TRUE.

K-point files for the slab model or gas phase species do not change from the standard job
to the vibrational analysis, thus are the same as those shown above
The POSCAR file changes for the slab model and gas phase to conduct the vibrational
analysis. The Selective Dynamics tag must be turned on in the POSCAR file. Then next
to atomic coordinates the signifier “T” or “F” must be specified to indicate whether the
atom will be allowed to vibrate along the desired axis.
OH2:
1.00000000000000
10.0000000000000000
0.0000000000000000
0.0000000000000000
0.0000000000000000
10.0000000000000000
0.0000000000000000
0.0000000000000000
0.0000000000000000
10.0000000000000000
O
H
1
2
Selective Dynamics
Direct
0.5145642669278556 0.5220317477893072 0.4991706546302612 T T T
0.5980436566485636 0.5292885953208319 0.4499805275305348 T T T
0.4523920764235857 0.5788847376498606 0.4508488178392095 T T T
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APPENDIX C
SUPPLEMENTARY FIGURES FOR CHAPTER 3
The following contain additional density-of-states plots for the analysis of the
systems modeled in Chapter 3.
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Figure C.1. DOS plots for the sulfite structures shown in Figure 3.1
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Figure C.2 DOS plots for the sulfate structure shown in Figure 3.3.
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Figure C.3. DOS plots for the i) bisulfite and ii) bisulfate formation on the –H&OH
surface shown in Figure 3(c&d).
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Figure C.4. DOS plots for di-sulfur molecules shown in Figure 3.7
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APPENDIX D
SSZ-13 SYNTHESIS PROCEDURE
The SSZ-13 and Cu-SSZ-13 used in this thesis were synthesized in-house. While
some information is provided in Chapter 5, that procedure will be re-stated and expanded
upon here.
The following procedure was used for the auto-thermal synthesis of the SSZ-13
with an Si:Al=~10 and the subsequent ion-exchange of the Cu into the zeolite framework.
The following weights stated correspond to a solution with a Al:Si:Template:H2O of
1:14:7:285 after taking into account the purities of the various components. The weights
also are scaled to produce a ~100 mL solution which is enough to fill two 50 mL
autoclaves.

The SSZ-13 material was made mixing at room temperature 30.99 g of the

silicon precursor, tetraethyl orthosilicate, TEOS, (Acros Organics - 98%), with 61.68 g of
the organic templating agent, N,N,N-trimethyl-1adamantylammonium hydroxide,
TMMAOH, (Sachem Inc. - 25% in H2O). After ~15 minutes, the remaining 5.63 g of
H2O is added (keeping in mind that a majority of the H2O comes from the TMMAOH
precursor) and allowed to stir for another ~15 minutes. Next the 1.66 g of the aluminum
precursor, aluminum ethoxide, Al(OEt3), (Alfa Aesar - ~99%), is added and the solution
is allowed to mix for at least another hour. The Al precursor needs to ground into a fine
powder before being added to ensure that it fully dissolves within an hour. As noted
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none of the mixing times were measured precisely and did not appear to greatly affect
the final product of the zeolite. The only one that could potential impact the final result is
the last mixing step as 1 hour may not be long enough for the Al(OEt3) to fully dissolve.
In such cases, longer times were not observed to affect the final structure or composition.
Also depending on the duration and strength of the stirring, the final solution may be
either clear or milky, as crystals begin to form in the solution. In fact after the solution is
fully mixed, the milky color will come and go depending on if the mixer is turned off or
not respectively, as allowing the solution to settle will give rise to the crystal formation.
The solution is then added to a Teflon-line Parr autoclave and placed in an oven at 140°C
for 6 days. (As different autoclaves may give rise to slightly different Si:Al ratios, the
final products from each autoclave were kept separate despite coming from the same
stock solution.) Afterwards the zeolite solids are centrifuged out from the remaining
liquid solution three times total, once to remove the remaining supernatant, once with
H2O, and once with a 25:1 H2O:methanol mixture before drying overnight at 80°C. In
addition to centrifuging, vacuum filtration may be employed but is not advised. Many of
the filters in the lab do not have pore sizes small enough to capture the final zeolite
product. Thus much of the zeolite will be lost and given the time required for synthesis
this is not desired. Finally the zeolite is calcined at 550°C for 8 hours with a 5°C/minute
ramp. To produce the Cu-SSZ-13, the calcined SSZ-13 is first added to solution of 0.1M,
4.21 g/L, of NH4NO3 at 80°C for 5 hours with ~4g zeolite/L. The ion-exchange has been
done for 250 and 500 mL total solutions with both yielding similar results. For larger
batches where the 500 mL flask is used, discrepancies may arise from the oil bath and
solution temperature. For these cases is advised to use a secondary thermocouple to
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measure the temperature of the solution and then adjust the temperature of the oil bath
accordingly. After drying overnight at 80°C the zeolite is put through the same process
but with a 0.1 M, 23.73 g/L, of Cu(NO3)2 solution at 80°C. The Cu-SSZ-13 synthesis is
complete after an additional 5 hours, overnight drying at 80°C, and calcining at 550°C for
8 hours with a 5°C/minute ramp. The 0.1 M concentration employed here resulted in
Cu:Al ratio of ~0.36:1 corresponding to ~70% of the maximum theoretical exchange of
Cu into the zeolite.

Different loadings can be achieved by adjusting either the

concentration or time of exchange.

However, if concentration is changed, the

concentration for both steps needs to be amended as a direct relationship between
concentration and final loading was not investigated in this work. Thus if other Cu:Al
ratios are desired, some tweaking and guess & check will need to be done to achieve the
desire Cu loadings.
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APPENDIX E
PROCEDURE FOR HG EXPERIMENTS
The following details the simulated flue gas system designed, built and employed
for the research conducted in this thesis. Included are a notes, comments and figures
concerning the operation of the system which includes a PS Analytical CavKit Hg
Generator, Thermcraft Furnace, Watlow Heater, PS Analytical Dilution Probe and
Cracker, PS Analytical Stream Selector, PS Analytical Sir Galahad Hg Analyzer and an
Arizona Instruments Jerome Hg Vapor Analyzer.
At the top of the shelving unit is the CavKit Hg Vapor Generator (CK) as shown
in Figure E.1(top). The operating manual for this and the rest of the PSA equipment is
kept in the cabinets in the Lab 118B along with the other required laboratory safety
documentation. The CK power switch is located on the front panel. A secondary power
switch for the circuit breaker is located in the rear of the CK next to the power cord inlet
and should be checked if the front switch does not provide power. (This two power
switch design is present for all PSA equipment.) Once turned on the Hg bed inside the
CK will begin heating to the pre-set temperature. If Hg will not be used for the duration
of the experiment, the bed temperature may be set to a temperature below ambient
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conditions. As the Hg reservoir cannot cool, this will effectively prevent the bed from
heating. Additionally, if the Hg will be inactive for longer periods of time, the Hg bed
can be isolated by capping the lines upstream and downstream of it.

If Hg will be

employed, it is suggested that the temperature be kept above 35°C (with 50°C being the
maximum allowed by the controller). As the Hg is often used during combustion tests,
the Thermcraft furnace is generally on as well. The heat radiating from the furnace can
interfere with the Hg reservoir preventing stable control when the reservoir is below 35°C
leading to fluctuating Hg signals. To change the temperature hold down the * and use the
arrow buttons to set the desired temperature is reached. The pressure gauge on the front
is recommended to be set to 15 psig. It is recommended that this valve be closed before
opening the line, as sudden pressurization could potentially damage the internal
equipment. To change the flow rate of either the air of Hg, the computer program,
Online, provided by PSA must be used. Figure E.2 shows the how to reach the MFC
control panel from the startup page of the Online program and the various information
displayed. As shown in Figure E.2, to adjust the flow rates within the software go to
TOOLS (Red Toolbox in lower right-hand corner) →TOOLS→CALIBRATOR
SETUP→1. If only air, and not Hg is desired, the following procedure must be used due
to a fault within the software. First change the air flow, then change the Hg flow to a
non-zero value, and finally change the Hg value back to zero. This procedure allows one
to actually apply the change, otherwise the software prevents feeds with zero Hg flow.
Due to the toxic nature of Hg, any time Hg is flowing through the system the Jerome Hg
sensor must be turned on and is shown in Figure E.1 (bottom). While the sensor rests on
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the floor and periodically samples (1 hour intervals but this can be adjusted) , it can be
used manually to spot check the system if a leak is suspected

Figure E.1. PSA CavKit and Jerome Hg Vapor Analyzer
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Figure E.2. Pathway to Online Flow Control
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The CK has one outlet port labeled, CALIBRATION GAS, on the rear panel.
This is fed to quartz glass burner. The other flue gases including CH4 are fed to the
burner using a bank of Brooks 5850e or 5850i MFCs adjacent to the CK with all being
controlled using a Brooks 0254 control box.

The quartz burner is placed in the

Thermcraft furnace which is generally set to 1100°C, as shown in Figure E.3. The
temperature can be changed using the control box on the shelving unit adjacent to the
furnace. For experiments requiring the combustion of CH4 the furnace generally needs to
be above 950-1000°C for the flame to fully stabilize. If the furnace takes longer than 1
hour to reach the set temperature, consult the user manual or Thermcraft representative
for solutions. Various issues can include a blown fuse, burned out heating element, or
faulty lead to the heating element. Also on the upstream side of the furnace with the gas
inlets is a UV detector, which is connected to a relay box controlling a solenoid valve on
the CH4 feed. When no flame is present the UV detector will send a signal to the control
box closing the solenoid and preventing CH4 flow. Because if this, a pilot light is needed
for startup before the CH4 flame can become self-sustaining.
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Figure E.3. (Top) Thermcraft Furnace control box and pilot light and (bottom) Inlet side
of the Thermcraft furnace.
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To start the flame, first begin heating the furnace. Similar to the CK, there are 2
switches one on front panel and a breaker on the rear one. After reaching the set
temperature the air can be turned on by opening the various valves between the tank and
the CK. The pressure valve on the CK is then turned to 15 psig. For burners of ~1”
heated diameter and ~1/2” inlet diameter, 1.8-2 LPM of air is required for flame stability.
The flow rate can be adjusted using the method previously described. Additionally the
inlet side of the quartz burner requires ~6-10” be unheated, as proximity of the flame to
the furnace can cause it to destabilize.

After starting the air, the line immediately

downstream of the furnace must be opened to atmosphere, or the pressure drop of the gas
through the lines prevents the flame from stabilizing. Also, in the event of possible
coking, this protects downstream tubing and equipment by creating both a vent and air
source for excess CH4. At this point the CH4 line can be pressurized using the point-ofuse regulator immediately downstream of the tank regulator. Care should be taken to
coordinate with other researchers as changes in line pressure can affect other
experiments. For the size of the burner currently utilized in this setup, an equivalence
ratio of 0.75-0.80 is necessary for flame stability, or ~160-170 sccm, meaning the CH4
feed should be adjusted accordingly. However, at startup, the flow needs to be set higher,
~200 sccm, to allow the flame to flashback. After the flame stabilizes, the flow can be
decreased and then the downstream opening closed. While the flame may appear stable
initially at the higher CH4 flows, the flame will eventually destabilize if the flow is not
decreased.
Downstream of the furnace, the stream splits with one going to the exhaust and
the other going to the Watlow heater. The PFA tubing before the split should be checked,
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as heat carried from the furnace can melt the plastic lines if they are over heated or
insulated. The Watlow heater, like the CK, is controlled using computer software, which
in this case is the LabVIEW program. The heater works best at temperatures above
150°C and can be safely used up to 950°C. Above 950°C, one runs the risk of either
damaging the thermocouple or melting the connecting PFA fittings around the heater.
For intermediate temperatures, the heater can overshoot by 20-50°C, so care should be
taken if a temperature sensitive sample is loaded. For lower temperature applications, the
Watlow heater can be replaced by high-temperature heat tape which can also be
controlled from the LabVIEW software.

Before beginning, make sure that the

thermocouple is properly placed in the center of the heater or as close to where the
eventually sample will be located, taking care to ensure the thermocouple is not touching
the walls of the heater. Finally the heater, and other heating elements, should be set to
above 100°C before beginning the flame to prevent H2O condensation in the lines.
Downstream of the heater, the line splits again with one going to the PS
Analytical Dilution Probe (DP) and the other going to the exhaust. The operating manual
for the DP is kept in the cabinet in Lab 118B with the other safety documentation. The
line leading to the exhaust is first conditioned with an M&C Tech Cooler to remove most
of the water. The line then goes a Dakota MFC. The flow rate through the heater can be
adjusted be changing the setting on this MFC and calculated by summing the (Flow Rate
of the MFC) / (1 - fraction H2O in gas stream) + (Flow Rate to the DP). Finally,
downstream of the MFC is a pump, which provides the negative pressure necessary for
the MFC. The flow to the DP is constant in almost all cases making the MFC the only
way to vary flow through the heater, except in cases where the pressure drop across the
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sample is large. This is why care should be taken to optimize sample quantity, particle
size, and temperature before testing as each can affect pressure drop and thus flow to the
DP.
Sample gas enters the DP through a port in the rear of the equipment and acts as a
sample gas condition system for the Hg containing flue gas.

Before running the

experiment, the DP needs to be turned on. The minimum recommended temperature is
700°C, but higher temperatures up to 800°C can be used, but extended usage at this
temperature is not recommended as it may lower the lifetime of the internal catalyst. The
temperature can be adjusted using the same procedure as the one described for the CK.
Even after the temperature reaches 700°C, it will still take ~2 hours for the internal DP
temperature to equilibrate.
unstable Hg signals.

Data collected before this can be affected the resulting

The flow rate is determined by negative pressure (~-0.7 barg

recommended) created within the DP from the air inlet, which is at 3-4 barg. The flow
rate will diminish as the pressure drop increases due to a sample upstream. The flow rate
should be kept as high as possible, as it allows for quicker equilibration of the Hg signal.
The two outlet streams for HgT and HgO from the DP are fed to the PS Analytical
Stream Selector (SS), which determines the stream to send to the PS Analytical Sir
Galahad (SG) for measurement. The operating manuals for these items are found in the
cabinet in Lab 118B. Both of these pieces are controlled using the same Online software
as the CK. (The HgT and HgO lines may be connected to either the INLET or OUTLET
sections on the rear panel of the SS so long as the Channels being employed in the
software match. The INLET corresponds to Ch. 3&4 while OUTLET corresponds to Ch.
1&2. As a final note, it may be desirable to include a 3rd inlet in the rear of the SS with
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clean, low-pressure air to purge the sample chamber between data collection points.)
Before running for the first time, check the Excess Flow port on the rear panel. The total
flow out of the DP should be 1-1.5 LPM. This corresponds to ~1 LPM in excess flow as
~0.5 LPM is fed to the SG. The excess flow can be adjusted using the valve connected
to the WASTE outlet on the DP. Despite 2 inlets only one can be sampled at a time as
there is only one line from the front of the SS to the front of the SG. Additionally, the
pump connected to the PUMP/OUT port on the rear panel of the SS must be turned on
before running. The flow to the SG may be controlled using the Flow to Pump buttons
on the INSTRUMENT STATUS tab as shown in Figure A.2. The value shown is the
percent of full scale for the 0-1 LPM MFC inside the SS housing. To control the flow
rate through the SS and SG, the pump is necessary, so if no pump is present no signal will
be observed as there will be on flow to the detector in the SG. As signal strength is
related to volume of sample gas passing through the system, higher values for the
PUMP/OUT flow will result in greater signals. Finally, Ar and cooling air are necessary
and should be hooked up to the CARRIER and COOLING ports respectively on the rear
panel. Ar is the recommended carrier gas for optimal signal.
Detailed description of the Online software can be found in the user manual in the
cabinet, but some basics of the software and Sir Galahad operation will be discussed here.
As with the other equipment, the SG should be turned on in advance of its use. The
reason being the detector employs a UV lamp which needs time to warm up prior to use.
As with the DP if testing will occur for multiple days it is possible to leave both
instruments on to expedite start up the following day. Inside the SG are two consumables
which will need to be replaced periodically, the UV lamp and gold trap. The replacement
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steps

for

these

can

be

found

on

the

PSA

website,

http://www.psanalytical.com/services/serviceprocedures.html. The degradation of these
parts will cause a steady decrease in signal over time and even from day to day.
Additionally, the detector settings will drifts causing loss of sensitivity. These settings
should be periodically checked using the Events tab in the software, which is shown in
Figure E.4 (top). Selecting Instrument Test and clicking Detector 1 Test will begin the
internal check. Reference should be ~60 and E100 should ~110. If either is more than 5
off, the detector in the SG needs to be recalibrated. This is done by closing the Online
software and opening the PsaServ program. Under File, open a New-Sir Galahad II,
where a real time reading of the Ref and E(mission) 100 values as shown in Figure E.5.
These values can then be adjusted using 2 screw ports on the top of the UV box inside the
SG housing to the required setpoints as shown in Figure A.4 (bottom). The screw labeled
REF is for adjusting the Ref value in the software while the PMT one is for adjusting the
E100 value.
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Figure E.4. (Top) Display of Sir Galahad Detector Test and UV Lamp Housing in Sir
Galahad
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Figure E.5. Display from PsaServ software.
To start collecting data, go to the Instrument Sequence tab in the Online software,
as shown in Figure E.6. In the middle of the screen are the buttons to Start, Pause, Stop,
and Abort a sampling procedure. Pause and Stop only go into effect at the end of the
current data point, while Abort stops the process instantly. This is why Abort should
only be employed if absolutely necessary. The table below these buttons describes the
Channels and methods being used for a given data point. The EDIT CONTENTS OF
GRID button must be pressed before any changes can be made to the table with any
changes accepted by clicking the UPDATE SELECTED CHANGES.

Start and Stop

will each always go through a Startup and Closedown procedure respectively. Despite
the many columns only several are relevant. The RUN one simply indicates if the
specific method will be used with the set options of YES, NO, or ONCE. All YES
channels will cycle repeatedly while ONCE channels will only be cycled once before
switching to NO.

CHANNEL describes the number of the internal channel being
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employed but generally only 1-4 and 9 will ever be used in practice. The # indicates the
number of time that channel and method will be repeated in a single cycle. The most
important column is the METHOD one, which allows one to vary the sampling method
on the SG system. This along with the pump flow rate allows one to adjust the signal
intensity. Sampling lengths of 30sec, 1 minute and 2 minutes are available with longer
times equating to greater signal strength. Longer times may be required when using low
Hg concentrations or conversely shorter ones when saturating the detector is a risk. The
CALIBRATION under TYPE options were not employed in any of the previously
presented results. Instead a separate calibration was conducted on Excel in lieu of using
the Online software. The DATA tab displays all relevant data for a given point. It is
recommended that Peak Height be used during calibration and sample collection due to
its greater stability than Peak Area. The data on the tab will clear when the program is
stopped, but all old data is saved by the program and can be viewed by going to
TOOLS→REPORTS→GENERATOR which will export the selected data to a csv-type
file.
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Figure E.6. Display of Instrument Sequence Tab
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APPENDIX F
SO3 PRODUCTION PROCEDURE
While not employed in any of the research presented here, a method for
controlling the SO3 concentration fed to the reactor was developed and tested. Figure F.1
shows the schematic for this modifications made to the already discussed experimental
setup. The following will describe the specifics of the changes made and operating
procedure for the modified setup

Figure F.1 Schematic of set-up for controlling the SO3 concentration.
While the specifics presented will draw upon my personal experience with the
setup in Figure F.1, the various parameters can be amended to the user’s desired
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experimental conditions. To begin, the oxidation catalyst used was a commercially
available 5%Pt/γ-Al2O3 (Riogen). Of the 3 commercial catalysts, this one proved the
most reliable. V2O5 was less active and is extremely hazardous (thus should be avoided
if possible) and Fe2O3 was also less active and less stable (as it tended to undergo
sulfation, deactivating the catalyst). For the experiments conducted (but not discussed)
0.2 g of catalyst was used at 400°C with a flow rate of SO2 in air of less than 0.3-0.5
LPM. It is advised to use some sort of temperature ramp when heating the catalyst, as
excessively fast ramps were found to damage the catalyst causing deactivation. The ramp
employed was manually inputted into the LabVIEW software for ~50°C/5minutes ramp.
The feed to the catalyst also needs to be diluted as the tank feed is usually 2-10% SO2 in
inert. As with the Fe catalyst, this higher concentration will result in sulfation, thus
deactivation, of the Pt catalyst. To prevent this, the SO2 feed from the tank was diluted
in air such that the final SOx concentration over the catalyst was ~500 ppm. Under these
conditions the catalyst converted 35-50% of SO2 to SO3 which was measured using the
salt method. As the salt method does not allow for real time measurements, the catalyst
activity should be checked often (at least once a week) to ensure that excessive
deactivation has not occurred. Finally due to the propensity of SO3 to form H2SO4, the
lines between the reactor and sample stream needs to be heated to prevent condensation.
Droplets of sulfuric acid will be observed on any unheated lines. These lines should be
handled with care due to the corrosive and hazardous nature of concentrated sulfuric acid.
For this particular setup gas composition and temperature at the catalyst were kept
constant to ensure that the SO3 concentration coming out of the catalyst reactor was
always constant. Then, to adjust the final SO3 concentration to the sample reactor, a split
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stream was added leading to a MFC and pump. The MFC controls the how much of the
flow from the outlet of the catalyst is injected into the sample stream downstream of the
furnace but upstream of the sample reactor. This line from the catalyst to the MFC also
included a CaO trap to remove SO3 from the gas stream as it will readily react with H2O
to form sulfuric acid which can corrode and damage the MFC and pump.
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APPENDIX G
COPYRIGHT RELEASE FOR MANUSCRIPTS
License agreements for the previously published articles used in Chapters 2 and 4
of this thesis

Figure G.1. License agreement for the work contained in Chapter 2.
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Figure G.2. License agreement for work contained in Chapter 4
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