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CHAPITRE 1
Introduction
1.1. Motivations
La motivation première de l’analyse spectrale du Laplacien magnétique est née avec l’étude mathéma-
tique de la fonctionnelle de Ginzburg-Landau modélisant le comportement macroscopique des matériaux
supraconducteurs. Son expression est donnée par :
(1.1) Eκ,H(ψ,A) =
∫
Ω
|(−i∇+ κHA)ψ|2 − κ2|ψ|2 + κ
2
2
|ψ|4 dx+κ2
∫
Ω
|H∇×A−H∇×A0|2 dx,
où Ω ⊂ Rd représente la place occupée par le supraconducteur, A est un potentiel vecteur magnétique,
∇ × A est le champ magnétique induit et H∇ × A0 est le champ magnétique extérieur appliqué. Le
paramètre κ est caractéristique du matériau et H correspond à l’intensité du champ magnétique appliqué.
L’étude de la positivité de l’opérateur :
(−i∇+ κHA)2 − κ2,
intervient dans l’étude du phénomène de supraconductivité de surface pour un certain type de matériaux
correspondant au cas où κ est grand. Cette étude se reformule en une étude semi-classique après le
changement de variable h = 1
κH
et se ramène ainsi à l’étude spectrale de l’opérateur :
(−ih∇+ A)2,
lorsque le paramètre h tend vers 0.
1.2. Le Laplacien magnétique
Soit Ω un ouvert non vide de Rd. On s’intéresse à des extensions autoadjointes de l’opérateur suivant
sur Ω :
(−ih∇+ A)2 =
d∑
j=1
(−ih∂xj + Aj)2 =
d∑
j=1
(hDxj + Aj)
2,
où l’on désigne par x = (x1, x2, · · · , xd) ∈ Ω ⊂ Rd les coordonnées d’un point de Ω ⊂ Rd et où
Dxj = −i∂xj . Le paramètre h, destiné à tendre vers 0, est appelé paramètre semi-classique et A dé-
signe un potentiel vecteur. Le cadre d’étude est le suivant : on suppose que l’ouvert Ω est borné régu-
lier (ici à prendre au sens où on le considère au moins de classe C 1) et simplement connexe, et que
A = (A1, A2, · · · , Ad) ∈ C∞(Ω,Rd). Plus intrinsèquement, A correspond à la 1-forme suivante :
ωA =
d∑
j=1
Ajdxj.
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On peut ainsi définir le champ magnétique en dimension d quelconque comme la 2-forme suivante :
σB = dωA =
∑
j<k
Bjkdxj ∧ dxk,
où la notation dω désigne la différentielle extérieur à la forme différentielle ω.
Dans le cas de la dimension d = 2, on considère implicitement que le champ magnétique est normal à la
section et on l’identifie à la fonction :
B = ∂x1A2 − ∂x2A1.
Dans le cas de la dimension d = 3, le champ magnétique est le champ de vecteur suivant :
B = (B1, B2, B3) = (B23,−B13, B12) = ∇×A.
Dans ce travail, on s’intéresse exclusivement à une extension autoadjointe particulière. Il s’agit de l’exten-
sion de Friedrichs associée à la forme quadratique Qh,A,Ω définie sur C∞(Ω,C) de la manière suivante :
(1.2) Qh,A,Ω(u) 7→
∫
Ω
|(−ih∇+ A)u(x)|2 dx.
Le domaine de forme Dom(Qh,A,Ω) est donné par :
Dom(Qh,A,Ω) =
{
u ∈ L2(Ω), | Qh,A,Ω(u)| < +∞
}
.
L’ouvert Ω étant borné et régulier, le domaine de forme est dans notre cas donné par :
Dom(Qh,A,Ω) = H1(Ω).
On appelle réalisation de Neumann du Laplacien magnétique cette extension autoadjointe (notée Ph,A,Ω)
et condition de Neumann magnétique au bord la condition suivante :
(−ih∇+ A)u · ν = 0 sur ∂Ω,
pour toute fonction u appartenant au domaine de l’opérateur Dom(Ph,A,Ω) où ν désigne la normale
(unitaire) intérieure à ∂Ω.
Le domaine de l’opérateur Ph,A,Ω est toujours donné par :
Dom(Ph,A,Ω) = {u ∈ L2(Ω), (−ih∇+ A)2u ∈ L2(Ω), (−ih∇+ A)u · ν = 0 sur ∂Ω}.
Dans le cas où Ω est borné et régulier, un théorème classique de régularité (voir [4] et [22]) donne :
Dom(Ph,A,Ω) = {u ∈ H2(Ω), (−ih∇+ A)u · ν = 0 sur ∂Ω}.
Une propriété fondamentale du Laplacien magnétique est son invariance de jauge (conjugaison de l’opé-
rateur Ph,A,Ω par eiφ/h, voir la proposition B.1 en Annexe) :
e−iφ/h (−ih∇+ A)2 eiφ/h = (−ih∇+ A +∇φ)2 ,
où φ ∈ H2(Ω,R). Elle implique que les opérateurs Ph,A,Ω et Ph,A+∇φ,Ω sont unitairement équivalents.
L’invariant spectral naturel est donc le champ magnétique B. La problématique générale est la suivante,
il s’agit de trouver ψ 6= 0 et λ tels que :{
(−ih∇+ A)2ψ = λψ sur Ω
(−ih∇+ A)ψ · ν = 0 sur ∂Ω .
L’opérateur Ph,A,Ω étant positif et à résolvante compacte, son spectre est discret et inclus dans R+.
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Notation 1.1. On note :
λn,A,Ω(h) = λn(h)
la n-ième valeur propre (comptée avec multiplicité).
1.3. Résultats précédemment connus
Le but de l’analyse semi-classique du Laplacien magnétique est de déterminer le comportement asymp-
totique de λn,A,Ω(h) et des fonctions propres associées quand h tend vers 0. De nombreuses références sur
cette problématique peuvent être trouvées dans [28] et [66]. On pourra consulter ces deux ouvrages gé-
néraux pour comprendre l’histoire des problèmes, les résultats et certaines méthodes semi-classiques en
présence de champs magnétiques. Les sous-sections 1.3.1 et 1.3.2 qui suivent visent à rappeler l’essentiel
des résultats connus liés à la problématique générale (dans une formulation simplifiée), et la sous-section
1.3.3 vise à présenter le contexte qui a motivé ce travail.
1.3.1. Résultats connus dans le cas des champs magnétiques qui ne s’annulent pas. Le cas des
champs magnétiques qui ne s’annulent pas a fait l’objet de nombreuses analyses. De récents travaux
décrivent cet opérateur pour des géométries particulières du domaine Ω.
En dimension 2
Dans le cas où le champ magnétique est constant, on peut consulter les travaux de Bolley et Helffer ([11]),
Bauman, Phillips et Tang ([9]) ainsi que del Pino, Felmer et Sternberg ([25]) pour le cas des disques, ceux
de Helffer et Morame ([42]) pour le cas d’un domaine régulier, les travaux de Bonnaillie ([12]) dans le
cas d’un domaine à coins, ceux de Lu et Pan ([53]) ainsi que ceux de Raymond ([61]) dans le cas d’un
domaine régulier. Dans le cas d’un champ magnétique variable qui ne s’annule pas, on peut consulter les
travaux de Bonnaillie-Noël ([12]), Bonnaillie-Noël et Dauge ([14]), Bonnaillie-Noël et Fournais ([18])
dans le cas d’un domaine à coins, mais aussi les travaux de Raymond et Vu-Ngoc dans le cas où Ω = R2.
En dimension 3
Dans le cas d’un champ magnétique constant, on peut consulter par exemple Helffer et Morame ([43])
pour le cas d’un domaine régulier, Fournais et Persson ([29]) dans le cas des boules ou encore Popoff et
Raymond ([60]) dans le cas des lentilles. Dans le cas d’un champ magnétique variable qui ne s’annule
pas, on peut consulter Lu et Pan ([54]), Raymond ([64]), Helffer et Kordyukov ([38]) pour un domaine
régulier en dimension 3 et Bonnaillie-Noël, Dauge et Popoff ([17]) dans le cas d’un domaine polyédral,
mais aussi les travaux de Helffer, Kordyukov, Raymond et Vu-Ngoc dans le cas où Ω = R3.
De nombreuses méthodes ont été développées dans le cas des champs magnétiques qui ne changent pas
de signe et le sujet est désormais bien connu en dimension 2 et 3. Dans le cas d’un champ magnétique
variable, le théorème suivant donne un équivalent de la plus petite valeur propre en dimension 2 :
Théorème 1.2 (Équivalent de la première valeur propre). Soit Ω un ouvert borné et régulier de R2. Pour
un champ magnétique B (considéré de classe C 1) ne s’annulant pas sur Ω, on a :
λ1(h) = B
B
0 h+O(h5/4),
où
BB0 = min
{
min
x∈Ω
|B(x)|,Θ0min
x∈∂Ω
|B(x)|
}
,
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et où Θ0 correspond au bas du spectre du Laplacien magnétique (pour un champ magnétique constant
égal à 1) sur un demi-plan avec condition de Neumann au bord (voir la notation 2.4). Cette quantité est
strictement plus petite que 1 (voir la proposition 2.5).
Le premier terme de l’asymptotique est dû à Lu et Pan ([53]) tandis que le reste en O(h5/4) de l’asymp-
totique résulte des travaux de Helffer et Morame ([42]).
Le théorème suivant est un résultat de localisation de la première fonction propre (voir [53], [42], [25] et
[61]).
Théorème 1.3 (Estimée d’Agmon). Soit Ω un ouvert borné et régulier de R2. Pour un champ magnétique
B ne s’annulant pas sur Ω. On suppose que :
min
x∈Ω
|B(x)| > Θ0min
x∈∂Ω
|B(x)|.
Alors il existe C > 0, α > 0 et h0 > 0, tels que pour tout h ∈ (0, h0) :∫
Ω
e2αh
−1/2d(x,∂Ω)|ψ1,h(x)|2 dx ≤ C‖ψ1,h‖2L2(Ω),
où ψ1,h désigne un vecteur propre associé à la première valeur propre λ1(h) et où d(x, ∂Ω) désigne la
distance du point x au bord ∂Ω.
On obtient avec ce résultat que le vecteur propre ψ1,h se localise (lorsque h→ 0) près du bord.
Récapitulatif des résultats connus dans le cas d’un champ magnétique qui ne s’annule pas :
B ≡ 1 B variable
d
=
2
disque [11], [9], [25] [29]
Ω régulier [42] [43], [61], [67]
Ω polygonal curviligne [12], [14], [18] [5]
Ω = R2 [67]
d
=
3
boule [29]
Ω régulier [53], [27], [61] [45], [46], [63], [38], [34]
Ω lentille [60]
Ω = R3 [34]
Ω polyédral [17]
d
=
n
Ω variété sans bord [36], [37], [39]
1.3.2. Résultats connus dans le cas des champs magnétiques qui s’annulent. On dénombre beau-
coup moins de travaux destinés à étudier des champs magnétiques qui s’annulent. L’analyse de cette si-
tuation a principalement commencé dans le cas où la courbe d’annulation ne rencontre pas le bord, avec
les travaux de Helffer et Morame (voir [41]). Cette étude s’est poursuivie avec les travaux de Dombrowski
et Raymond (voir [26]). L’étude du cas d’interaction où la courbe d’annulation rencontre la condition de
Neumann au bord a commencé avec les travaux de Pan et Kwek (voir [58]). On notera que [20], [65],
[7] et [6] concernent également du cas où la ligne d’annulation du champ magnétique rencontre le bord,
mais ils ne traitent pas de l’asymptotique (pour h→ 0) des petites valeurs propres de Ph,A,Ω. Les papiers
[20] et [65] traitent en grande partie de l’influence de la régularité du champ magnétique à travers l’étude
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d’une ligne d’annulation brisée ([65] étudie plus précisément la limite petit angle), tandis que [7] et [6]
s’intéresse à la minimisation de la fonctionnelle de Ginzburg-Landau pour κ → +∞ (voir (1.1)). On
trouve dans [58] le résultat suivant pour le premier terme de l’asymptotique :
Théorème 1.4. Soit Ω un ouvert borné régulier et simplement connexe de R2, et B un champ magnétique
régulier s’annulant sur une courbe Γ régulière coupant le bord en un nombre fini de points et de manière
non tangente, telle que |∇B| ne s’annule en aucun point de Γ. On a :
λ1(h) ∼
h→0
LB0 h
4/3,
où
LB0 = min
{
M0 min
x∈Ω∩Γ
|∇B(x)|2/3, min
x∈∂Ω∩Γ
ζ
θ(x)
1 |∇B(x)|2/3
}
,
et où θ(x) est l’angle formé par la courbe d’annulation Γ et la tangente à ∂Ω au point x. Les constantes
M0 et ζθ1 correspondent au bas du spectre du Laplacien magnétique (pour un champ magnétique vérifiant
respectivement B(σ, τ) = σ sur R2 et B(σ, τ) = τ cos θ − σ sin θ sur le demi-espace R2+ avec condition
de Neumann au bord (voir les notations 2.10 et 2.14).
Ce résultat est le pendant du théorème 1.2, précédemment énoncé pour un champ magnétique ne s’an-
nulant pas. Dans ces deux théorèmes, le terme dominant de l’asymptotique résulte d’une "compétition"
entre deux quantités spectrales. On note que le théorème 1.4 ne donne pas de reste explicite. Dans le cas
où Γ est une courbe d’annulation régulière ne rencontrant pas le bord ∂Ω, on a une asymptotique à tout
ordre des premières valeurs propres (voir [26]) :
Théorème 1.5. Soit Ω un ouvert borné régulier et simplement connexe de R2, et B un champ magnétique
régulier s’annulant sur une courbe Γ régulière n’intersectant pas le bord ∂Ω et telle que |∇B| ne s’an-
nule en aucun point de Γ. On suppose que la dérivée normale δ du champ magnétique admet un unique
minimum non dégénéré (atteint en x0 noté δ0 = δ(x0)) sur Γ. Pour tout n ≥ 1, il existe une suite (λn,j)j≥0
et h0 tels que pour tout h ∈ (0, h0) :
λn(h) ∼
h→0
h4/3
∑
j≤0
λn,jh
j/6,
où λn,0 = δ
2/3
0 M0 et λn,1 = 0.
On note que dans [26], on donne également un développement des fonctions propres en puissances de h.
On montre en particulier que les premiers vecteurs propres se concentrent (lorsque h tend vers 0) près du
point x0 ∈ Γ.
Récapitulatif des résultats connus dans le cas d’un champ magnétique qui s’annule :
courbe régulière simple ligne brisée hypersurface point
d
=
2 Ω régulier [58], [26], [7], [6] [20], [65]
Ω polygonal
d
=
n
Ω variété sans bord [56], [35] [41]
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1.3.3. But du travail. Ce travail s’inscrit dans la lignée des travaux [41], [26] et [58]. Il inclut le
cas où la courbe d’annulation rencontre le bord. Le but de cette étude est de répondre à la problématique
générale visant à expliciter le comportement des basses valeurs propres et des fonctions propres associées
lorsque le paramètre h tend vers 0, mais aussi de comprendre l’influence d’une annulation sur l’asymp-
totique. On décrit l’asymptotique des fonctions propres et des vecteurs propres associés dans le cas où
le champ magnétique s’annule le long de certaines courbes intersectant ∂Ω. La partie I concerne le cas
d’une annulation linéaire tandis que la partie II concerne le cas d’une annulation quadratique.
1.4. Résultats obtenus pour un champ magnétique s’annulant linéairement
On décrit dans cette section le contenu de la partie I. Celle-ci concerne le cas où le champ magnétique
s’annule le long d’une courbe régulière simple Γ en dimension 2, intersectant le bord en un nombre fini de
points sans être tangente à ∂Ω. On suppose de plus que l’annulation se fait au premier ordre, c’est-à-dire
que |∇B| ne s’annule en aucun point de Γ (voir l’hypothèse 1).
Γ Ω
FIGURE 1. Domaine Ω et courbe d’annulation Γ .
1.4.1. Équivalent préliminaire de la première valeur propre λ1(h). On cherche à déterminer le
comportement asymptotique de λ1,A,Ω(h) = λ1(h) quand h tend vers 0 et à comprendre l’influence d’une
annulation du champ magnétique sur cette asymptotique. L’objectif est d’améliorer le résultat de Pan et
Kwek (voir [58]) donné dans le théorème 1.4, en explicitant un terme de reste. Contrairement au cas
considéré dans [26] (voir le théorème 1.5), le fait que la ligne d’annulation rencontre le bord rend la
démonstration plus difficile.
1.4.1.1. Énoncé du résultat. Le théorème 1.7 se retrouve plus tard en début de chapitre 3 via le
théorème 3.2. C’est le pendant du théorème 1.2 qui traite le cas d’un champ magnétique qui ne s’annule
pas. Le théorème 1.7 vient préciser le théorème 1.4 puisqu’il explicite le terme de reste. On commence
par introduire une notation concernant les deux quantités importantes rencontrées dans le théorème 1.4 :
Notation 1.6.
MB1 = M0 inf
x∈Ω∩Γ
|∇B(x)|2/3,
ΛB1 = inf
x∈∂Ω∩Γ
ζ
θ(x)
1 |∇B(x)|2/3.
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Théorème 1.7 (Équivalent de la première valeur propre). Il existe C > 0, h0 > 0, tels que pour tout
0 < h < h0
LB0 h
4/3 − Ch22/15 ≤ λ1(h) ≤ LB0 h4/3 + Ch5/3,
où on rappelle que LB0 = min
{
MB1 ,Λ
B
1
}
(voir le théorème 1.4).
Remarque 1.8. Dans le cas d’un domaine à coin Ω et pour un champ magnétique qui ne s’annule pas,
le premier terme de l’asymptotique de la plus petite valeur propre est de l’ordre de h, comme dans
le théorème 1.2 (voir [14]). Comme les termes d’ordre h4/3 sont asymptotiquement plus petits que les
termes d’ordre h, les résultats obtenus restent valables dans le cas où la ligne d’annulation ne rencontre
pas de coin.
1.4.1.2. Heuristique. Cette sous-section vise à expliquer une technique bien connue de l’analyse
semi-classique qui consiste à étudier l’opérateur de Schrödinger sans paramètre semi-classique (h = 1)
sur des domaines non bornés appelés "domaines modèles". La procédure suivante est applicable pour
tout ouvert Ω borné et simplement connexe dans Rd. Ce domaine est considéré régulier mais ce qui suit
reste valable pour un domaine polygonal curviligne en dimension 2 avec un nombre fini de coins et un
domaine polyédral avec un nombre fini d’arêtes et de sommets en dimension 3, dès lors que l’ensemble
d’annulation ne rencontre pas les singularités de ∂Ω. La localisation des états quantiques est un phéno-
mène bien connu de la limite semi-classique (voir la figure 2). Il s’agit d’un fait assez logique, le régime
−→
h−→0
FIGURE 2. Localisation des fonctions propres dans la limite semi-classique.
semi-classique matérialise une transition entre le monde de la mécanique quantique (où l’on parle de
probabilité de présence) et le monde de la mécanique classique (où la notion de position a un sens ponc-
tuel). On peut naturellement s’attendre à ce que "l’incertitude" sur la répartition des particules (donnée
par la distribution |ψ|2) diminue en même temps que h tend vers 0. Considérons à titre d’exemple le cas
d’un opérateur de Schrödinger avec potentiel électrique. La première fonction propre g1 de l’oscillateur
harmonique −h2∆ + |x|2 en dimension 2 est donnée par :
(1.3) g1(x) =
1√
h
exp
(
−|x|
2
2h
)
.
Cette "convergence" - qui peut se voir comme l’approximation d’une masse de Dirac - met en lumière le
rôle "local" des sous-domaines. La description précise des éléments propres passe par la compréhension
des différents modèles sous-jacents qui structurent le spectre. Concernant l’opérateur Ph,A,Ω, la question
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est de savoir où se localisent les premières fonctions propres dans la limite semi-classique (voir figure
3). Il existe différents types de sous-domaines susceptibles d’apporter une contribution asymptotique
FIGURE 3. Où se localise la première fonction propre ?
différente : ceux relatifs au bord ∂Ω et à la courbe d’annulation Γ. On dénombre quatre classes de sous-
domaines (voir la figure 4) :
Ω\Γ, ∂Ω\Γ,Γ\∂Ω, ∂Ω ∩ Γ.
Faire tendre h vers 0 revient en quelque sorte à "zoomer" sur chacun de ses sous-domaines. On se ramène
FIGURE 4. Classes des sous-domaines.
alors à l’étude d’opérateurs de Schrödinger sans paramètre semi-classique (h = 1) sur des domaines
redressés non bornés appelés "domaines modèles". L’avantage d’une telle méthode est qu’on se ramène
à l’espace R2 tout entier ou bien sur le demi-plan R2+ suivant les cas. Cette méthode permet d’utiliser les
invariances par translation. Dans la majorité des cas, cela permet de réduire l’étude spectrale à celle d’un
opérateur de référence avec potentiel électrique plus simple et mieux connu en dimension 1. On présente
dans ce qui suit chacun des opérateurs modèles qui apparaissent.
Les différentes étapes de la stratégie de localisation précédente (appelé "zoom") sont les suivantes. On
commence par considérer l’opérateur sur un domaine tronqué. Dans les cas concernant le bord et la
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courbe d’annulation, on effectue ensuite un changement de variable (licite pour une troncature suffi-
samment petite) redressant la géométrie du domaine. On termine avec un changement d’échelle semi-
classique pour se ramener au plan ou au demi-plan tout entier. La justification rigoureuse de ce procédé
viendra de l’estimation des termes de reste (dus aux différentes approximations). Ces différentes étapes
suggèrent diverses notations pour le système de coordonnées.
Notation 1.9. On rappelle que l’on désigne par x = (x1, x2, · · · , xd) ∈ Ω ⊂ Rd les coordonnées d’un
point de Ω ⊂ Rd. Les variables (s, t) ∈ R2 ou R2+ font référence aux coordonnées curvilignes locales
qui apparaissent après changement de variable (voir l’Annexe B.3), tandis que les variables (X, Y ) et
(σ, τ) ∈ R2 ou R2+ font références aux coordonnées curvilignes locales pour le problème modèle après
changement d’échelle.
Pour toute coordonnée xj , on rappelle enfin que l’on a introduit la notation Dxj = −i∂xj .
L’oscillateur harmonique
Y
X
L’opérateur modèle qui apparaît est le Laplacien magnétique P1,A,R2 dans le cas où B ≡ 1 :
D2Y + (DX − Y )2, sur R2.
Par des transformations unitaires on se ramène à l’oscillateur harmonique :
H = D2Y + Y 2, sur R.
L’opérateur de De Gennes
τ
σ
L’opérateur modèle qui apparaît est le Laplacien magnétique P1,A,R2+ dans le cas où B ≡ 1 :
D2τ + (Dσ − τ)2, sur R2+.
Par des transformations unitaires on se ramène à l’opérateur de De Gennes :
G(ξ) = D2τ + (ξ − τ)2 sur R+ avec condition de Neumann au bord, avec ξ ∈ R.
L’opérateur de Montgomery
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σ
τ
L’opérateur modèle qui apparaît est le Laplacien magnétique P1,A,R2 dans le cas où B(σ, τ) = τ :
D2τ +
(
Dσ − τ
2
2
)2
, sur R2.
Par des transformations unitaires on se ramène à l’opérateur de Montgomery :
M(η) = D2τ +
(
η − τ
2
2
)2
, sur R, avec η ∈ R.
L’opérateur de Pan et Kwek
t
s
θ
L’opérateur modèle qui apparaît est le Laplacien magnétique P1,A,R2+ dans le cas où l’expression du
champ magnétique est B(σ, τ) = τ cos θ − σ sin θ, avec θ ∈ (0, pi). On obtient l’opérateur de Pan et
Kwek :
Kθ = D2τ +
(
Dσ + στ sin θ − τ
2
2
cos θ
)2
, sur R2+ avec condition de Neumann Dτψ = 0 sur {τ = 0}.
L’importance de ces opérateurs de référence justifie le fait qu’on s’intéresse à un certain nombre de
leurs propriétés, qui vont se retranscrire dans la structure du spectre de l’opérateur Ph,A,Ω. Pour chacun
des modèles, on donne dans le tableau suivant la propriété utile (à savoir l’infimum du spectre) pour
déterminer le premier terme de l’asymptotique.
Ce qui suit décrit les grandes lignes de la preuve du résultat final de cette première partie (voir le théorème
5.18).
1.4.1.3. Méthode. L’équivalent de la première valeur propre s’obtient en deux étapes.
Minoration de la première valeur propre λ1(h)
C’est dans cette partie que réside la principale difficulté de l’analyse (évoquée au début de la section
1.4.1).
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Cas Opérateurs de référence Infimum du spectre
(1)
H = D2Y + Y 2
sur R
1
(2)
G(ξ) = D2τ + (ξ − τ)2
sur R+ avec condition de Neumann
inf
ξ∈R
Sp (G(ξ)) = Θ0
(3) M(η) = D
2
τ +
(
η − τ2
2
)2
sur R
inf
η∈R
Sp (M(η)) = M0
(4) Kθ = D
2
τ +
(
Dσ + στ sin θ − τ22 cos θ
)2
sur R2+ avec condition de Neumann
inf Sp (Kθ) = ζθ1
TABLEAU 1.4.1. Tableau récapitulatif des opérateurs de référence.
Le principe du Min-Max (voir le théorème A.9 en Annexe) donne en particulier une formulation varia-
tionnelle pour la plus petite valeur propre de l’opérateur Ph,A,Ω :
(1.4) λ1(h) = min
u∈H1(Ω)\{0}
Qh,A,Ω(u)
‖u‖2L2(Ω)
,
où on rappelle que Qh,A,Ω est la forme quadratique associée à l’opérateur Ph,A,Ω, dont l’expression est
donnée par :
Qh,A,Ω(u) =
∫
Ω
|(−ih∇+ A)u|2 dx,
pour tout u ∈ H1(Ω). On explicite l’asymptotique de la première valeur propre en minimisant cette forme
quadratique. On se base pour cela sur une formule fondamentale de localisation. Pour une famille (χhj )j
de fonctions C∞ à support compact vérifiant :∑
j
(χhj )
2 = 1, sur Ω,
(c’est-à-dire que les
(
(χhj )
2
)
j
forment une partition de l’unité), on a l’identité suivante (voir la formule
(3.3)) :
(1.5) Qh,A,Ω(u) =
∑
j
Qh,A,Ω(χhju)− h2
∑
j
‖u|∇(χhj )|‖2L2(Ω).
Cette formule s’interprète de la manière suivante : "L’énergie globale est égale à la somme des énergies
locales modulo un terme de reste". En supposant que le reste de la partition de l’unité :
h2
∑
j
‖u|∇(χhj )|‖2L2(Ω)
soit négligeable, l’estimation de Qh,A,Ω se ramène à celle des Qh,A,Ωhj , où les Ωhj = supp(χhj ) ∩ Ω sont
des sous-domaines de Ω. La méthode qui suit est la suivante : en minorant (à un terme d’erreur près) la
forme quadratique Qh,A,Ω(u) par le minimum sur j des quantités Qh,A,Ωhj (u), on obtient une minoration
de la forme quadratique Qh,A,Ω(u) par l’infimum sur j des spectres des opérateurs locaux Ph,A,Ωhj .
Les supports des fonctions troncature χhj sont contenu dans une boule dont le centre et le rayon dépendent
de h. Lorsque h tend vers 0, les sous-domaines Ωhj constituent (autour de certains points xj) une zone
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où vont se localiser les fonctions propres. À partir d’un découpage adapté du domaine Ω, on distingue
quatre types d’ensembles :
Ω\Γ, ∂Ω\Γ,Γ\∂Ω, ∂Ω ∩ Γ.
Pour ` ∈ {1, 2, 3, 4}, on note respectivement Ω` chacun de ces ensemble, et x(`)j les centres des boules
choisis en fonction des alternatives suivantes : x(1)j ∈ Ω\Γ, x(2)j ∈ ∂Ω\Γ, x(3)j ∈ Γ\∂Ω, x(4)j ∈ ∂Ω ∩ Γ.
Suivant ces distinctions, on note les Ωhj de la manière suivante : Ω
(`),h
j . Les opérateurs modèles intro-
duits précédemment se retrouvent en effectuant un changement d’échelle semi-classique. Il s’agit d’un
changement de variable du type suivant :
X− x(`)j =
x− x(`)j
hβ(`)
.
Suivant le cas ` considéré, on peut trouver un β(`) de sorte d’avoir "l’approximation" suivante (en un sens
très formel) :
P
h,A,Ω
(`),h
j
∼ hp(`)P
1,A(`),Π
(`)
j
,
avec :
Π
(`)
j = R
2 ou R2+,
et où A(`) est un potentiel modèle convenablement choisi qui dépend du point considéré.
Ce procédé est une simple homogénéisation en puissance de h. Les résultats obtenus sont regroupés dans
le tableau suivant :
1.4. RÉSULTATS OBTENUS POUR UN CHAMP MAGNÉTIQUE S’ANNULANT LINÉAIREMENT 15
C
as
O
pé
ra
te
ur
s
m
od
èl
es
lo
ca
ux
(d
ép
en
da
nt
s
de
h
)
C
ha
ng
em
en
td
’é
ch
el
le
β
(`
) ,
h
p
(`
)
,Π
(`
)
j
−→ h→
0
O
pé
ra
te
ur
s
m
od
èl
es
lo
ca
ux
ho
m
og
én
éi
sé
s
su
rl
e
do
m
ai
ne
m
od
èl
e
In
fim
um
du
sp
ec
tr
e
(1
)
h
2
D
2 y
+
(h
D
x
−
|B
(x
(1
)
j
)|y
)2
su
rB
(x
(1
)
j
,h
ρ
)
1 2
,h
,R
2
h
( D2 Y
+
(D
X
−
|B
(x
(1
)
j
)|Y
)2
)
|B
(x
(1
)
j
)|h
(2
)
h
2
D
2 t
+
(h
D
s
−
|B
(x
(2
)
j
)|t
)2
su
rB
(x
(2
)
j
,h
ρ
)
av
ec
co
nd
iti
on
de
N
eu
m
an
n
1 2
,h
,R
2 +
h
( D2 τ
+
(D
σ
−
|B
(x
(2
)
j
)|τ
)2
)
Θ
0
|B
(x
(2
)
j
)|h
(3
)
h
2
D
2 t
+
( hD
s
−
|∇
B
(x
(3
)
j
)|t
2 2
) 2
su
rB
(x
(3
)
j
,h
ρ
)
1 3
,h
4
/
3
,R
2
h
4
/
3
( D2 τ
+
( D σ
−
|∇
B
(x
(3
)
j
)|τ
2 2
) 2)
M
0
|∇
B
(x
(3
)
j
)|2 3
h
4 3
(4
)
h
2
D
2 t
+
( hD
s
+
|∇
B
(x
(4
)
j
)|( s
t
si
n
θ(
x(
4
)
j
)
−
t2 2
co
s
θ(
x(
4
)
j
))) 2
su
rB
(x
(4
)
j
,h
ρ
)
av
ec
co
nd
iti
on
de
N
eu
m
an
n
1 3
,h
4
/
3
,R
2 +
h
4
/
3
( D2 τ
+
( D σ
+
|∇
B
(x
(4
)
j
)|( σ
τ
si
n
θ(
x(
4
)
j
)
−
τ
2 2
co
s
θ(
x(
4
)
j
))) 2
) ζ
θ
(x
(4
)
j
)
1
|∇
B
(x
(4
)
j
)|2 3
h
4 3
TA
B
L
E
A
U
1.
4.
2.
Ta
bl
ea
u
ré
ca
pi
tu
la
tif
de
l’
in
fim
um
du
sp
ec
tr
e
su
rl
es
so
us
-d
om
ai
ne
s
lo
ca
ux
.
16 1. INTRODUCTION
L’infimum du spectre de chaque opérateur modèle est obtenu à partir de l’infimum du spectre de l’opé-
rateur de référence qui lui est unitairement équivalent. On observe que les quantités spectrales liées à la
courbe d’annulation (cas (3) et (4)) sont asymptotiquement les plus petites. Le premier terme de l’asymp-
totique du théorème 1.4 (tout comme celui du théorème 1.2 dans le cas d’un champ magnétique qui ne
s’annule pas) apparaît alors naturellement. Dans les régions où l’infimum du spectre possède la même
échelle (en puissance de h), la quantité minimale résulte d’une compétition entre la contribution à l’in-
térieur et la contribution du bord. Celles-ci dépendent fortement de l’expression du champ magnétique
linéarisée au premier ordre. Cette approche donne une minoration de la forme quadratique sur les sous-
domaines locaux, modulo un terme d’erreur en puissance de h (non explicité dans le tableau). La difficulté
majeure de la preuve est d’arriver à contrôler la transition entre les différentes échelles semi-classiques
(h et h4/3) dans une région proche de ∂Ω ∩ Γ.
Majoration de la première valeur propre λ1(h)
On rappelle une conséquence utile du théorème spectral (voir le théorème A.6 présenté en Annexe) :
Proposition 1.10. Soit T un opérateur autoadjoint. Pour tout λ ∈ C et tout ψ ∈ Dom(T ), la distance
d(λ, Sp(T )) de λ au spectre de l’opérateur T dans C vérifie l’inégalité :
d(λ, Sp(T ))‖ψ‖ ≤ ‖(T − λ)ψ‖.
Cette proposition implique que si on trouve une bonne fonction test normalisée ψ (appelée quasimode)
et un nombre complexe λ tels que ‖(T − λ)ψ‖ ≤ ε, alors d(λ, Sp(T )) ≤ ε. Cette méthode permet
donc d’exhiber des nombres λ proches du spectre à ε près, ce qui permet en particulier d’obtenir une
majoration de la plus petite valeur propre.
On construit des quasimodes à partir des fonctions propres des opérateurs de Montgomery et de Pan et
Kwek. Il s’agit de modifier leur expression en appliquant dans l’ordre inverse les transformations (chan-
gement d’échelle et changement de variable) qui ont permis de ramener l’étude spectrale à celle de ces
opérateurs dominants. On applique pour finir le théorème spectral à l’opérateur T = Ph,A,Ω en utilisant
les deux bons candidats ψ ∈ Dom (Ph,A,Ω) obtenus respectivement pour l’opérateur de Montgomery et
de Pan et Kwek.
La minoration et la majoration obtenues donnent un équivalent de la première valeur propre. Il s’agit de
l’élément clé permettant d’obtenir des estimées d’Agmon.
1.4.2. Estimées d’Agmon. Les estimées d’Agmon sont un résultat de décroissance exponentielle
des fonctions propres. De telles estimées ne nécessitent pas de connaître (a priori) l’expression des fonc-
tions propres. Elles donnent en quelque sorte l’échelle de localisation dans la limite semi-classique. Pour
illustrer ce propos, on peut penser à la première fonction propre de l’oscillateur harmonique−h2∆ + |x|2
en dimension 2 (donnée via l’équation (1.3)) pour laquelle on a une décroissance exponentielle en dehors
de tout voisinage ne contenant pas l’origine.
1.4.2.1. Énoncé du résultat. Le théorème 1.11 est une version simplifiée du théorème 4.4 (énoncé
dans le chapitre 4). Il est l’analogue du théorème 1.3 pour un champ magnétique variable qui ne s’annule
pas :
Théorème 1.11 (Estimée d’Agmon). Il existe C > 0, α > 0 et h0 > 0, tels que pour tout h ∈ (0, h0) :∫
Ω
e2αh
−1/3d(x,Γ)|ψ1,h(x)|2 dx ≤ C‖ψ1,h‖2L2(Ω),
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où ψ1,h désigne un vecteur propre associé à la première valeur propre λ1(h) et où d(x,Γ) désigne la
distance du point x à la courbe d’annulation Γ.
Le théorème 4.8 (énoncé plus loin) donne un résultat concernant un plus grand nombre de valeurs propres.
Dans ce cas transverse à Γ, l’échelle de localisation est en h1/3. Dans le cas d’un champ magnétique qui
ne s’annule pas, celle-ci est en h1/2 (voir le théorème 1.3).
1.4.2.2. Heuristique. Au regard de la mécanique classique, il est intuitivement facile de deviner où
vont se localiser les premières fonctions propres. Les positions physiquement stables sont celles où la va-
leur du potentiel est minimale. En se rappelant que |ψ|2 représente une densité de probabilité, on s’attend
logiquement à ce que les fonctions propres se localisent dans les régions où l’énergie est asymptotique-
ment la plus petite. Cette vision se retranscrit dans la formulation variationnelle (voir (1.4)). Dans le
cas d’étude considéré (voir encore le tableau 1.4.2), les fonctions propres vont se localiser sur la courbe
d’annulation (au bord ou à l’intérieur suivant la géométrie de ∂Ω et Γ).
1.4.2.3. Méthode. Il s’agit de montrer que la masse de toute fonction propre est essentiellement
concentrée près de Γ. Pour établir un tel résultat, il est indispensable de disposer d’un terme de reste
explicite dans l’estimation préliminaire de λ1(h) car on utilise de manière cruciale l’estimation :
λ1(h) ∼
h→0
LB0 h
4/3 + o(h4/3).
On ne trouve pas d’estimées d’Agmon dans [58], car un tel terme de reste n’y figure pas. Des estimées
d’Agmon sont énoncées dans [26], mais dans le cas où la ligne d’annulation ne rencontre pas le bord.
1.4.3. Réduction à des modèles. Dans le chapitre 5, sous l’hypothèse ΛB1 < MB1 (voir la notation
1.6) assurant la localisation de la première fonction propre sur l’ensemble ∂Ω ∩ Γ, on montre que le bas
du spectre du modèle de départ correspond au bas du spectre d’un problème modèle plus explicite, faisant
intervenir au premier ordre l’opérateur de référence Kθ, modulo un reste petit suivant h. Les preuves se
basent sur une réduction à différents problèmes modèles.
Les estimées d’Agmon permettent d’une part de ramener l’étude du Laplacien magnétique sur Ω, à celle
des opérateurs localisés sur Ωx (où Ωx désigne un voisinage suffisamment petit de sorte que le passage
en coordonnées curvilignes soit licite, pour certains x ∈ ∂Ω ∩ Γ). On regroupe ces différents opérateurs
locaux en imposant une condition de Dirichlet en dehors des Ωx. Le spectre de l’opérateur Ph,A,Ω corres-
pond alors au spectre de l’opérateur "somme directe"
⊕
x∈∂Ω∩Γ
P loch,A,Ωx , modulo un reste en O(e−Ch
−1/3
).
Après un processus d’homogénéisation, on obtient d’autre part que le spectre de l’opérateur
⊕
x∈∂Ω∩Γ
P loch,A,Ωx
correspond (après approximation) au spectre de l’opérateur "somme directe"
⊕
x∈∂Ω∩Γ
h4/3|∇B(x)|2/3Kθ(x).
Le problème de départ se reformule finalement en terme des problèmes modèles regroupés, modulo un
terme de reste petit suivant h. La méthode utilisée se retrouve dans [14].
1.4.3.1. Énoncé du résultat. Le résultat final du chapitre 5 et de la partie I est énoncé dans le théo-
rème 5.18. Il donne un développement asymptotique complet des (premières) valeurs propres à n’importe
quel ordre. Le résultat qui suit est énoncé dans une version simplifiée, ne donnant que le premier terme de
l’asymptotique pour les premières valeurs propres. Les notations suivantes servent à quantifier le nombre
NΩ,B des valeurs propres pour lesquelles on donne un développement asymptotique :
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Notation 1.12. Pour tout θ ∈ (0, pi), on désigne par ζθn la n-ième valeur propre de l’opérateurKθ (comptée
avec multiplicité) et on note N(θ) l’élément défini par :
N(θ) = ] (Spdisc(Kθ) ∩ (0,M0)) = ]
{
n, ζθn < M0
}
.
Pour tout x ∈ ∂Ω ∩ Γ et tout 1 ≤ n ≤ N(θ(x)) on note encore (avec multiplicité) :
Λxn = |∇B(x)|2/3ζθ(x)n ,{
ΛBn , n ∈ N∗
}
=
∐
x∈∂Ω∩Γ
{Λxn, n ∈ N∗} (union disjointe),
NΩ,B = ]
{
ΛBn < M
B
1 , n ∈ N∗
}
.
Remarque 1.13. On s’attend à ce que pour tout θ ∈ (0, pi), la valeur de N(θ) soit finie mais ce fait n’est
pas démontré et on peut éventuellement avoir NΩ,B =∞.
Remarque 1.14. On note encore que la définition de ΛB1 dans la notation 1.12 n’entre pas en conflit avec
la définition donnée dans la notation 1.6.
Notation 1.15. Pour tout N ∈ N∗ tel que N ≤ NΩ,B on note :
SN = {λn(h), 1 ≤ n ≤ N} ,
SBN =
{
h4/3ΛBn , 1 ≤ n ≤ N
}
.
Théorème 1.16. On suppose que la condition (voir la notation 1.6) :
(1.6) ΛB1 < M
B
1
est satisfaite. Pour tout N ∈ N∗ tel que N ≤ NΩ,B, il existe une constante CN > 0 et h0 > 0 tels que
pour tout h ∈ (0, h0) :
d
(
SN ,S
B
N
) ≤ CNh5/3,
où d
(
SN ,S
B
N
)
désigne la distance entre les deux ensembles SN et SBN .
Ce résultat donne une approximation des basses valeurs propres modulo un terme de reste en O(h5/3).
La réduction à des problèmes modèles se résume dans le schéma suivant :
· · ·×
λ1(h)
×
λ2(h)
×
λ3(h)
0 h4/3ΛB1 h
4/3ΛB2 h
4/3ΛB3
O(h5/3)
Ce qui suit vise à expliquer le rôle de la condition (1.6) du théorème 1.16 (qui apparaît plus tard dans
l’hypothèse 4.1). Comme cela a été évoqué, celle-ci assure que la première fonction propre se localise sur
l’ensemble ∂Ω∩Γ. Il convient de savoir lequel des opérateurs modèles (entre l’opérateur de Montgomery
et l’opérateur de Pan et Kwek) est l’opérateur dominant structurant le bas du spectre. Cela passe par la
connaissance de la zone de localisation de la première fonction propre (Ω∩ Γ ou ∂Ω∩ Γ) qui est donnée
par l’ensemble des x où est atteint le minimum :
min
{
M0 min
x∈Ω∩ Γ
|∇B(x)|2/3, min
x∈∂Ω∩Γ
ζ
θ(x)
1 |∇B(x)|2/3
}
= min
{
MB1 ,Λ
B
1
}
,
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(voir une nouvelle fois le tableau 1.4.2), qui dépend de la géométrie du champ magnétique B et de ∂Ω.
Il résulte de l’étude détaillée de l’opérateur Kθ que pour tout θ ∈ (0, pi), ζθ1 < M0 (voir la proposition
2.15). Dans le cas générique où |∇B| ≡ 1 (comme on suppose que la courbe Γ n’est pas tangente au
bord, ce qui équivaut à θ(x) 6= 0[pi] pour tout x ∈ ∂Ω∩ Γ) la contribution à l’intersection du bord et de la
courbe d’annulation est strictement plus petite que la contribution de la courbe d’annulation à l’intérieur
du domaine, ce qui donne que l’opérateur Kθ est l’opérateur dominant et que la première fonction propre
va se localiser sur ∂Ω ∩ Γ.
1.4.3.2. Heuristique. On décrit dans cette sous-section les étapes de réduction aux problèmes mo-
dèles.
Problème initial :
C’est le problème de départ. On s’intéresse au bas du spectre de l’opérateur Ph,A,Ω sur Ω.
Problème décomposé :
Il s’agit d’un problème "découpé" où l’on impose une condition de Dirichlet en dehors des zones proches
de l’ensemble ∂Ω∩Γ. Cela revient à réduire le domaine de l’opérateur Ph,A,Ω à un ensemble de fonctions
dont le support est localisé sur l’ensemble ∂Ω∩Γ. Ce procédé a pour but d’autoriser (en tout point de ∂Ω∩
Γ) un changement de variable redressant la géométrie du bord et de la ligne d’annulation visant à faire
apparaître un domaine modèle (à terme, R2+). Ce changement de variable n’est valable que localement,
sur un voisinage assez petit.
x = Φ(s, t)
Φ
s
t
(0, 0)
En chaque point x de ∂Ω, on considère un voisinage Ωx suffisamment petit de sorte que ce changement de
variable soit licite. Le domaine de l’opérateur est donné par {ψ ∈ Dom(Ph,A,Ω), supp(ψ) ⊂ ∪
x∈∂Ω∩Γ
Ωx}.
Cet opérateur (noté
⊕
x∈∂Ω∩Γ
P loch,A,Ωx) est la "somme directe" d’opérateur locaux. Les estimées d’Agmon
traduisent une décroissance exponentielle (suivant h) en dehors d’un voisinage de ∂Ω ∩ Γ pour les (pre-
mières) fonctions propres de l’opérateur Ph,A,Ω. Cela se retranscrit de la manière suivante : le bas du
spectre de ce modèle ({λloc1 (h) ≤ λloc2 (h) ≤ · · · }) est le même que le bas du spectre de l’opérateur
Ph,A,Ω, modulo un reste exponentiellement petit en O(e−Ch−1/3).
Problème modèle :
L’opérateur final est une réunion des opérateurs de référence Kθ :⊕
x∈∂Ω∩Γ
h4/3|∇B(x)|2/3Kθ(x).
Ce problème modèle s’obtient à partir du problème "décomposé" précédent, après un changement de
variable, un changement d’échelle, et approximation. On obtient ainsi que le bas du spectre de cet opéra-
teur final est proche du bas du spectre de l’opérateur modèle intermédiaire, modulo un terme de reste en
O(h5/3).
Cette heuristique se résume dans le tableau suivant :
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Initial Décomposé Modèle
D
om
ai
ne
Ω
x
x′
Dir Dir
τ
σ
θ(x) ×
τ
σ
θ(x′)
O
pé
ra
te
ur
Ph,A,Ω
⊕
x∈∂Ω∩Γ
P loch,A,Ωx
⊕
x∈∂Ω∩Γ
h4/3|∇B(x)|2/3Kθ(x)
Sp
ec
tr
e
(λn(h))1≤n≤NΩ,B
O(e−Ch−1/3) (
λlocn (h)
)
1≤n≤NΩ,B
O(h5/3) (
h4/3ΛBn
)
1≤n≤NΩ,B
L’ensemble {h4/3ΛB1 ≤ h4/3ΛB2 ≤ · · · } est donc une approximation du bas du spectre de l’opérateur
Ph,A,Ω, modulo un terme de reste en O(h5/3).
1.4.3.3. Méthode. Cette asymptotique s’obtient en regroupant et en classant les valeurs propres gé-
nérées par chacun des problèmes modèles. On donne ici les grandes lignes de cette stratégie qu’on re-
trouve dans [14]. On commence par effectuer un changement de variable local pour se ramener à une
géométrie redressée du bord et de la courbe d’annulation et réécrire plus simplement l’opérateur dans les
coordonnées curvilignes (s, t). Après le changement d’échelle :
σ = h−1/3|∇B(x)|1/3s, et τ = h−1/3|∇B(x)|1/3t,
qui se ramène (presque) au domaine R2+, on peut (au même titre que le développement d’une fonction sous
forme de série entière) développer l’opérateur obtenu (noté Kh) en puissances de h, en un sens formel,
sans parler de convergence (on utilise la notation ∼ au lieu du signe = pour un tel développement) :
Kh ∼
∑
j≥0
Kjhj/3,
et l’on recherche des paires propres (ζ, ψ) :
ζ ∼
∑
j≥0
ζjh
j/3 et ψ ∼
∑
j≥0
ψjh
j/3,
vérifiant :
Kψ ∼ ζψ,
dans le sens où l’on cherche une solution pour laquelle on a une identification des coefficients du déve-
loppement suivant chacune des termes en hj/3 de l’équation, pour tout j ∈ N.
• Termes en h0. On résout :
K0ψ0 = ζ0ψ0.
Il est facile de voir que K0 = Kθ(x). On retrouve ainsi l’opérateur de Pan et Kwek en tant qu’opérateur
dominant. On obtient alors que ζ0 ∈ Sp(Kθ(x)) et que ψ0 est dans le sous espace propre associé.
On peut prendre ζ0 = ζ
θ(x)
n et choisir ψ0(σ, τ) comme fonction propre associée.
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• Termes d’ordre supérieur. Ce procédé peut s’appliquer à un ordre arbitrairement grand.
Le développement formel de l’opérateur en puissances de h est justifié grâce aux estimées d’Agmon
(voir les corollaires 4.5 et 4.9) qui permettent de contrôler les termes de reste issus du développement
de Taylor du champ magnétique B. Le résultat final (voir le théorème 5.18) donne un développement
asymptotique complet des premières valeurs propres, et pas seulement au premier ordre (contrairement à
la version simplifiée donnée via le théorème 1.16). Ce résultat s’obtient à partir du processus de résolu-
tion précédent, qui permet d’expliciter successivement chacun des termes de l’asymptotique à un ordre
arbitrairement grand.
1.4.4. Simulations numériques. On présente dans le chapitre 6 des calculs numériques de valeurs
propres et de vecteurs propres (module et phase), réalisés à partir de la librairie éléments finis Mélina++.
On présente des calculs dans le cas où Ω est le rectangle Ω = [−3
2
, 3
2
]× [−1, 1] et où le champ magnétique
B(s, t) = s s’annule suivant l’axe des ordonnées (voir la figure 5). On rappelle que dans notre cadre
s
t
FIGURE 5. Domaine Ω et courbe d’annulation pour l’étude numérique.
d’étude, on suppose que Ω est régulier (voir les hypothèses 1). Il convient de remarquer que les résultats
obtenus restent valables dans au cas où Ω est un ouvert polygonal dès lors que la courbe d’annulation ne
passe pas par un coin, de sorte que les graphiques que l’on présente constituent bien une illustration des
théorèmes des la partie I.
1.5. Résultats obtenus pour un champ magnétique s’annulant quadratiquement
On décrit dans cette section le contenu de la deuxième partie. Celle-ci concerne l’analyse d’un modèle
d’annulation quadratique à l’intérieur d’un domaine Ω de R2. Il s’agit d’une annulation différente de
celle présentée en première partie. On se place dans le cas où le champ magnétique B s’annule le long
d’une courbe simple et régulière Γ qui possède un nombre fini de points doubles à l’intérieur de Ω. On
note Σ l’ensemble de ses points doubles. On suppose que la courbe intersecte le bord de Ω de manière
non tangente en un nombre fini de points et qu’elle s’intersecte de manière non tangente en tout point
x0 ∈ Σ. On suppose de plus que pour tout x ∈ Γ\Σ, |∇B(x)| 6= 0 et que la matrice Hessienne du champ
magnétique est non dégénérée en tout point x0 ∈ Σ (voir l’hypothèse 2).
1.5.1. Étude semi-classique dans le cas d’un champ magnétique s’annulant quadratiquement.
Dans ce cas, l’analyse est différente en raison des points doubles, mais la structure de l’étude reste la
même que dans la partie précédente. Le cœur de l’étude se situe dans la minoration.
22 1. INTRODUCTION
Γ
Ωx0
FIGURE 6. Domaine Ω et courbe d’annulation Γ.
Le champ magnétique de l’opérateur modèle sous-jacent (étudié en détails dans le chapitre 2) se pré-
sente comme le produit de deux fonctions linéaires. L’opérateur modèle étudié (sur R2) est l’extension
autoadjointe de l’opérateur suivant :
Xε = D2τ +
(
Dσ + ε
2σ2τ − τ
3
3
)2
.
σ
τ
ϑ
Géométriquement, la valeur de ε représente la valeur de la tangente de l’angle formé par l’une des deux
droites d’annulation avec l’axe des abscisses (ε = tan ϑ
2
). Cet opérateur a de nombreuses propriétés de
symétrie, et est analytique suivant ε (au sens de la théorie des perturbations analytiques de Kato, voir [50]
et [51]). La propriété la plus importante est qu’il est à résolvante compacte (on reprend la démonstration
en montrant que le spectre essentiel est vide via l’utilisation du théorème de Persson). Ce fait est connu
depuis longtemps et est vérifié pour toute une classe d’opérateurs définis sur l’espace tout entier (voir
[44] et [40]). On note alors (avec multiplicité) :
Sp(Xε) = {κ1(ε) ≤ κ2(ε) ≤ · · · ≤ · · · } .
Ces propriétés sont énoncés dans la section 2.5.
1.5.1.1. Énoncé du résultat. On montre dans le chapitre 7 le théorème suivant :
Notation 1.17. Pour tout x ∈ Σ désigne par α(x) et β(x) les valeurs propres de la matrice Hessienne de
B au point x de sorte que |α(x)| ≤ |β(x)|, et on note :
Ξ(x) = |β(x)|,
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ε(x) =
√
|α(x)|
|β(x)| .
Théorème 1.18 (Équivalent de la plus petite valeur propre). Il existe C > 0, h0 > 0, tels que pour tout
0 < h < h0 on a :
CB0 h
3/2 − Ch19/12 ≤ λ1(h) ≤ CB0 h3/2 + Ch7/4,
avec :
CB0 = inf
x∈Σ
Ξ(x)1/2κ1(ε(x)).
La quantité ε(x) représente la tangente du demi-angle de l’opérateur modèle au point x ∈ Σ. La quantité
Ξ(x) apparaît quant à elle après un développement de Taylor (au point x) du champ magnétique. Il s’agit
du coefficient multiplicatif devant la partie quadratique modèle "τ 2 − ε(x)2σ2".
1.5.1.2. Méthode. On utilise un procédé généralisant la méthode utilisée dans la sous-section 3.1 de
la partie I.
1.5.2. Étude partiellement semi-classique de l’opérateur modèle croix dans la limite petit angle.
Dans le chapitre 10, on s’intéresse plus particulièrement à l’étude spectrale dans la limite petit angle
ε → 0 (où ε = tan ϑ
2
), pour l’opérateur modèle Xε. Dans ce régime, l’opérateur est partiellement semi-
σ
τ
ϑ
σ
τ
ϑε→ 0
classique (le paramètre destiné à tendre vers 0, à savoir ε dans ce cas, n’est en facteur que devant un des
termes de dérivation). En effet, après le changement d’échelle σ = ε−1s, τ = t, l’étude se ramène à
l’opérateur unitairement équivalent suivant sur L2(ε−1dsdt) :
D2t +
(
εDs − t
3
3
+ s2t
)2
.
En remplaçant formellement εDs par ξ et s par α, on obtient un opérateur 1D à deux paramètres, appelé
symbole, dont l’expression est donnée par :
Xα,ξ = D
2
t +
(
ξ − t
3
3
+ α2t
)2
.
Dans la limite petit angle, l’étude spectrale deXε se ramène à celle de la famille d’opérateurs (Xα,ξ)(α,ξ)∈R2 .
L’asymptotique des valeurs propres s’exprime en fonction de l’infimum de la fonction de bande %1(α, ξ)
du symbole opérateur de Xε donnée par %1(α, ξ) = inf Sp (Xα,ξ). On se base sur des travaux développés
dans [65] et [19].
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1.5.2.1. Énoncé des résultats principaux. Le théorème 1.20 que l’on donne ici établit que la fonction
de bande %1(α, ξ) atteint son minimum sur un ensemble compact. Son énoncé apparaît dans le théorème
10.9. Le théorème 1.21, présenté dans la section 10.2 donne l’asymptotique des valeurs propres de l’opé-
rateur Xε lorsque ε→ 0.
Notation 1.19. On note : S0 = min
(α,ξ)∈R2
%1(α, ξ).
Théorème 1.20 (Résultat principal pour le symbole opérateur). Les minima globaux de la fonction
%1(α, ξ) étudiée sur la quart de plan {α > 0, ξ > 0} sont contenus dans un compact inclus dans l’en-
semble : {
0 ≤ ξ ≤ 2
3
α3
}
.
On illustre numériquement les valeurs prises par la fonction de bande sur un domaine compact. On
conjecture l’existence de deux minima, numériquement atteints en (±0.784, 0). La courbe qui apparaît
FIGURE 7. Valeurs numériques de la fonction de bande %1(α, ξ) pour une discrétisation 50x50.
en noire sur la figure 7 correspond à l’ensemble {ξ = 2
3
α3}.
Théorème 1.21. Pour tout n ≥ 1, il existe C > 0 et ε0 > 0 tels que pour tout ε ∈ (0, ε0) :
|κn(ε)− S0| ≤ Cε.
Cette étude suit la même stratégie que celle développée dans [65]. Dans le présent cas d’étude, on ne
suppose plus que la fonction de bande admet un unique minimum, et on ne fait pas non plus l’hypothèse
que les minima sont non dégénérés. Dans la limite petit angle, on obtient que l’asymptotique (en ε) pour
toutes les valeurs propres a le même terme dominant.
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1.5.2.2. Heuristique. Dans le régime ε → 0, le spectre de l’opérateur Xε est petit là où le symbole
opérateur prend de petites valeurs.
1.5.2.3. Méthode. Le résultat sur le symbole (théorème 1.20) s’établit via des études de signe des
dérivées partielles de la fonction de bande %1(α, ξ) en utilisant des formules de Feynman-Hellmann dé-
montrées dans la section 10.1.2. La suite de l’analyse (théorème 1.21) se base sur l’approximation de
Born-Oppenheimer. Dans cette limite semi-classique, elle consiste à approcher le spectre de l’opérateur
Xε par l’infimum du spectre d’un opérateur 1D à paramètre. On obtient une majoration de κn(ε) par
une construction de quasimode dont l’expression s’obtient par un développement en série formelle de
l’opérateur suivant des puissances de ε1/2. Ce développement en série formelle est justifié par des es-
timées d’Agmon. La minoration est un peu plus délicate. Pour l’obtenir, on utilise le formalisme de la
décomposition en états cohérents pour obtenir un analogue de la formule de localisation (voir la formule
1.5).

CHAPITRE 2
Présentation des opérateurs modèles
Ce chapitre concerne l’analyse du spectre d’opérateurs de Laplace magnétiques sur R2 ou R2+, pour
des champs magnétiques modèles, dans le cas où le paramètre semi-classique h est égal à 1. Il s’agit
des opérateur modèles apparus après changement d’échelle (voir les tableaux 1.4.1 et 1.4.2). Dans cette
présentation, on reprend la convention de la notation 1.9. On donne en particulier les résultats connus sur
les opérateurs de référence 1D unitairement équivalents.
2.1. Champ constant à l’intérieur
On considère le Laplacien magnétique sur tout le plan R2, dans le cas modèle d’un champ magnétique
constant strictement positif B ≡ 1. On considère l’expression suivante du potentiel vecteur :
A = (−Y, 0) .
Cela revient à considérer l’opérateur :
D2Y + (DX − Y )2.
En appliquant la transformée de Fourier partielle FX 7→ξ sur L2(R), on se ramène isométriquement à
l’étude spectrale d’une famille d’opérateurs à un paramètre (ξ ∈ R) :
D2Y + (ξ − Y )2.
Le domaine étant invariant par translation en la variable Y , on peut absorber le paramètre de Fourier ξ
pour se ramener de manière équivalente à l’opérateur :
D2Y + Y
2.
On reconnaît l’oscillateur harmonique. On se ramène ainsi à l’étude de l’opérateur autoadjoint de réfé-
rence en dimension 1 donné par :
H = D2Y + Y 2,
agissant sur L2(R) et donné comme l’extension de Friedrichs de la forme quadratique suivante :
B1(R) 3 u 7→
∫ +∞
−∞
(|u′(Y )|2 + Y 2|u(Y )|2) dY ,
où la définition des espaces Bk est donnée en Annexe C. Avant de rappeler les propriétés importantes de
l’oscillateur harmonique, on introduit quelques notations.
Notation 2.1. Pour tout n ∈ N, on définit la fonction suivante :
Hn(Y ) = e
Y 2/2
(
Y − d
dY
)n
e−Y
2/2 = (−1)neY 2/2
(
d
dY
)n
e−Y
2/2,
où les Hn sont les polynômes de Hermite (de degré n).
27
28 2. PRÉSENTATION DES OPÉRATEURS MODÈLES
Pour tout n ∈ N, on introduit la suite de fonctions (fHn )n∈N∗ définie par récurrence de la manière suivante :
fH1 (Y ) = e
−Y 2
2 , fHn = cn(a
∗)n−1fH1 ,
où a∗ = 1√
2
(− d
dY
+ Y
)
(opérateur de création), et où cn est une constante de normalisation pour la
norme L2(R).
Ces fonctions sont appelées fonctions de Hermite. Elles forment une base hilbertienne de L2(R).
Proposition 2.2. L’oscillateur harmonique possède les propriétés suivantes :
(1) L’opérateurH est à résolvante compacte.
(2) Les valeurs propres de H sont simples et Sp(H) = 2N∗ − 1. Un vecteur propre associé à la
valeur propre 2n− 1 est fHn .
(3) Pour tout k ∈ N, la restriction deH à Bk+2(R) définit un isomorphisme de Bk+2(R) sur Bk(R).
2.2. Champ constant au bord
On considère la réalisation de Neumann du Laplacien magnétique dans le cas modèle d’un champ
uniforme B ≡ 1 sur R2+, et la même expression du potentiel vecteur que dans le cas précédent :
A = (−τ, 0) .
Cela revient à étudier le même opérateur :
D2τ + (Dσ − τ)2,
mais cette fois-ci sur un demi-espace avec condition de Neumann au bord. En appliquant la transforma-
tion de Fourier partielle Fσ 7→ξ, on se ramène à l’opérateur 1D (avec un paramètre ξ ∈ R) suivant :
D2τ + (ξ − τ)2,
cette fois-ci sur une demi-droite. Comme τ ∈ R+, on ne peut absorber le paramètre ξ par translation
comme dans le cas précédent. On obtient ainsi une famille (G(ξ))ξ∈R d’opérateurs indexée par le para-
mètre ξ ∈ R. L’opérateur G(ξ) de référence est l’opérateur de De Gennes, défini comme l’extension de
Friedrichs de la forme quadratique :
B1(R+) 3 u 7→
∫ +∞
0
(|u′(τ)|2 + (ξ − τ)2|u(τ)|2) dτ .
Le domaine de l’opérateur G(ξ) = D2τ + (ξ − τ)2, ξ ∈ R est Dom(G(ξ)) = {u ∈ B2(R+), u′(0) = 0}.
Les principaux résultats connus relatifs à cet opérateur sont résumés dans ce qui suit (voir par exemple
[28], [10], [24], [5] et [13]).
Proposition 2.3. L’opérateur de De Gennes possède les propriétés suivantes :
(1) Pour tout ξ ∈ R l’opérateur G(ξ) est à résolvante compacte.
(2) Pour tout ξ ∈ R la plus petite valeur propre µ1(ξ) est simple et les fonctions propres associées
ne s’annulent pas.
(3) La fonction ξ 7→ µ1(ξ) est analytique sur R, admet un unique minimum (atteint en ξ0 > 0) qui
est non dégénéré, est décroissante sur (−∞, ξ0), croissante sur (ξ0,+∞), et vérifie µ1(0) = 1,
lim
ξ→−∞
µ1(ξ) = +∞, lim
ξ→+∞
µ1(ξ) = 1.
(4) Pour tout ξ ∈ R, les fonctions propres de l’opérateur G(ξ) appartiennent àS (R+).
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Notation 2.4. On pose : Θ0 = µ1(ξ0).
On retrouve la quantité spectrale introduite au théorème 1.2 et qui apparaît dans les tableaux 1.4.1 et 1.4.2
de l’introduction.
Proposition 2.5. La constante universelle Θ0 vérifie : Θ0 ∈
(
1
2
, 1
)
, Θ0 = ξ20 . On a l’approximation
numérique suivante Θ0 ≈ 0.5901 (voir [13]).
2.3. Champ s’annulant linéairement sur une droite
On considère sur tout R2 le cas modèle d’un champ magnétique B(σ, τ) = τ qui s’annule linéairement
sur la droite d’équation τ = 0, avec |∇B| ≡ 1 sur cette même droite. L’expression du potentiel vecteur
associé que l’on considère est la suivante :
A =
(
−τ
2
2
, 0
)
.
Cela revient à étudier l’opérateur :
D2τ +
(
Dσ − τ
2
2
)2
.
Après la transformation de Fourier partielle Fσ 7→η on ramène l’étude à celle de l’opérateur unitairement
équivalent suivant :
D2τ +
(
η − τ
2
2
)2
.
On retrouve alors l’opérateur de MontgomeryM(η) défini comme l’extension de Friedrichs de la forme
quadratique :
u 7→
∫ +∞
−∞
(
|u′(τ)|2 +
(
η − τ
2
2
)2
|u(τ)|2
)
dτ ,
sur le domaine de forme {u ∈ L2(R), u′ ∈ L2(R), τ 2u ∈ L2(R)}. On résume dans ce qui suit les propriétés
connues de l’opérateurM(η) (voir [47], [58], [28], [57], [35]).
Proposition 2.6. Pour tout η ∈ R, l’opérateur de Montgomery possède les propriétés suivantes :
(1) L’opérateur M(η) est à résolvante compacte. On note (νn(η))n∈N∗ la suite de ses valeurs
propres.
(2) La plus petite valeur propre ν1(η) est simple.
(3) Les fonctions propres associées à la valeurs propre ν1(η) ne s’annulent pas.
Notation 2.7. On désigne par :
f
M(η)
1
l’unique fonction propre positive et de norme 1 associée à la valeur propre ν1(η).
Pour tout η, la famille (M(η))η est analytique de type (B) au sens de la théorie des perturbations analy-
tiques de Kato (voir par exemple [28]) de sorte que la famille
(
ν1(η), f
M(η)
1
)
dépend analytiquement de
η. Il en découle des formules de "Feynman-Hellmann" dont l’une est donnée par la proposition suivante
(voir [26] pour la preuve) :
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Proposition 2.8. Pour tout η0 ∈ R, on a :
(M(η0)− ν1(η0))
(
∂ηf
M(η0)
1
)
|η=η0
= − (∂ηM(η))|η=η0 f
M(η0)
1 .
∂η (ν1(η0)) (η) =
∫
R
2
(
η − τ
2
2
)(
f
M(η)
1
)2
(τ) dτ .
En particulier, en un point critique η0 de ν1 on a :
(2.1)
∫
R
2
(
η − τ
2
2
)(
f
M(η)
1
)2
(τ) dτ = 0.
Pour tout ξ, la famille (G(ξ))ξ est également analytique de type (B) au sens de la théorie des perturbations
analytiques de Kato et on a de la même manière des formules de Feynman-Hellmann associées. On dé-
taille ici d’avantage les propriétés de l’opérateur de Montgomery car ces formules de Feyman-Hellmann
seront utilisées dans la construction de quasimodes (voir la sous-section 3.2.5).
Proposition 2.9. On a :
(1) La fonction R 3 η 7→ ν1(η) est analytique, admet un unique minimum (atteint en η0 > 0) qui est
non dégénéré, et vérifie lim
|η|→+∞
ν1(η) = +∞.
(2) Les fonctions propres associées à la valeur propre ν1(η) (qui est simple) appartiennent à l’es-
pace de SchwartzS (R) et sont paires.
Notation 2.10. On pose : M0 = ν1(η0).
On retrouve la quantité spectrale introduite au théorème 1.4 et qui apparaît dans les tableaux 1.4.1 et 1.4.2
de l’introduction.
Proposition 2.11. On a : η0 > 0 et les approximations numériques suivantes : η0 ≈ 0.35, M0 ≈ 0.5698
(voir [20] et aussi [47]).
Les calculs numériques ont été effectués avec la librairie éléments fini Mélina++ développées à l’univer-
sité de Rennes 1, pour un élément P150. La figure 2 montre numériquement que la courbe η 7→ ν2(η)
admet un unique minimum. Une valeur numérique de ce minimum est donnée par :
inf
η∈R
ν2(η) ≈ 1.6537.
Notation 2.12. En supposant qu’il existe bel et bien un unique minimum, on note η0,2 le point en lequel
ce minimum est atteint.
2.4. Champ s’annulant linéairement au bord
On considère le champ magnétique modèle suivant sur le demi-espace R2+ :
B(σ, τ) = τ cos θ − σ sin θ,
s’annulant sur la droite d’équation τ cos θ − σ sin θ = 0, avec |∇B| ≡ 1 sur cette même droite. Le
potentiel vecteur A(σ, τ) considéré est le suivant :
A =
(
στ sin θ − τ
2
2
cos θ, 0
)
.
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FIGURE 1. Calculs numériques des deux premières valeurs propres deM(η) en fonction
de η ∈ [0, 2].
Cela revient à étudier l’opérateur :
Kθ =
(
Dσ + στ sin θ − τ
2
2
cos θ
)2
+D2τ ,
sur R2+ = {(σ, τ) ∈ R2, τ > 0}, avec condition de Neumann au bord Dτu = 0, défini comme l’extension
de Friedrichs de la forme quadratique :
u 7→
∫
R
2
+
∣∣∣∣(Dσ + στ sin θ − τ 22 cos θ
)
u
∣∣∣∣2 + |Dτu|2 dσdτ ,
dont le domaine de forme est l’ensemble des fonctions u de L2(R2+) pour lesquelles cette dernière quantité
est finie. Cet opérateur de référence est l’opérateur de Pan et Kwek (introduit dans [58]). Dans [21] on
trouve le résultat suivant :
Proposition 2.13. Pour tout θ, le bas du spectre essentiel de l’opérateur de Pan et Kwek vérifie l’inégalité
suivante :
inf Spess(Kθ) = ν1(η0) = M0.
Notation 2.14. On désigne par ζθ1 = inf Sp(Kθ).
On retrouve la quantité spectrale introduite au théorème 1.4 et qui apparaît dans les tableaux 1.4.1 et 1.4.2
de l’introduction. Par symétrie, l’étude se réduit au cas où θ ∈ [0, pi
2
]. Dans [58], Pan et Kwek démontrent
la proposition suivante :
Proposition 2.15. On a :
(1) ζ01 = M0.
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(2) ζθ1 < M0, pour tout θ ∈
(
0, pi
2
]
.
Ce fait est illustré numériquement dans [20]. On y trouve les courbes des valeurs propres pour différentes
valeurs de l’angle θ ∈ (0, pi
2
) : On retrouve dans le graphique ci-dessus la valeur de M0 et la courbe
FIGURE 2. Calculs numériques du bas du spectre de l’opérateur de Pan et Kwek Kθ.
Valeurs propres ζθn sous le seuil du spectre essentiel pour θ ∈ {kpi60 , 1 ≤ k ≤ 30}.
θ 7→ ζθ1 . On rappelle la notation suivante introduite dans la notation 1.12)
Notation 2.16. Pour tout θ ∈ (0, pi), on désigne par N(θ) l’élément de N∗ ∪ {∞} défini par :
N(θ) = ] (Spdisc(Kθ) ∩ (0,M0)) = ]
{
n, ζθn < M0
}
.
Remarque 2.17. Pour θ fixé quelconque, on ne sait pas si ζθn est simple. La question de la monotonie
suivant le paramètre θ n’est pas non plus établie, et on rappelle qu’on ignore également si N(θ) est fini.
Le théorème de Persson (voir A.4 en Annexe) donne une décroissance exponentielle des fonctions propres
associées à une valeur propre située (strictement) sous le spectre essentiel M0 de l’opérateur de Pan et
Kwek Kθ défini dans la section 2.4, (pour θ ∈ (0, pi2 )). Plus généralement, on a le résultat suivant :
Proposition 2.18. Pour tout θ ∈ (0, pi) et tout n tel que ζθn < M0, l’espace vectoriel des fonctions propres
associées est inclus dans l’espace H∞exp ⊂ S (R× R+) (défini en Annexe C).
La preuve de ce résultat découle du corollaire B.19 présenté en Annexe.
2.5. Champ magnétique s’annulant quadratiquement
On se place sur le plan R2 tout entier. Pour tout ε > 0, on considère l’expression suivante du potentiel
vecteur magnétique :
A =
(
ε2σ2τ − τ
3
3
, 0
)
.
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L’expression du champ magnétique associé est donnée par :
B(σ, τ) = τ 2 − ε2σ2,
correspondant au cas modèle de l’annulation suivant les droites d’équation τ = ±εσ. On note Xε, la
réalisation autoadjointe de l’opérateur :(
Dσ +
(
−τ
3
3
+ ε2σ2τ
))2
+D2τ ,
défini sur R2 comme l’extension de Friedrichs de la forme quadratique :
u 7→
∫
R2
∣∣∣∣(Dσ + ε2σ2τ − τ 33
)
u
∣∣∣∣2 + |Dτu|2 dσdτ .
Dans ce qui suit, on donne les principales propriétés de cet opérateur modèle. On commence par noter
que pour des raisons de symétrie évidentes, on peut se restreindre au cas où 0 < ε ≤ 1.
Proposition 2.19 (Propriétés de symétrie). L’opérateur ainsi que le domaine sont invariants par l’invo-
lution (σ, τ) 7→ (−σ,−τ).
Proposition 2.20 (Résolvante compacte). Pour tout ε > 0, l’opérateur Xε est à résolvante compacte.
Cette proposition s’avère être le cas particulier d’un résultat donné dans [40] (basé sur des travaux anté-
rieurs, voir [44]) concernant plus généralement les opérateur de Schrödinger avec champ magnétique B
et potentiel électrique V sur L2(Rd). Le théorème (1.1) énoncé dans [40] donne une condition suffisante
très générale sur les dérivées successive de B et V pour que l’opérateur soit à résolvante compacte. Dans
le cas particulier que l’on considère, on a V ≡ 0. On reprend les mêmes notations que dans [40] pour
introduire :
m(s, t) = |∂sB(s, t)|+ |∂tB(s, t)| = |2εs|+ |2t|.
La condition (1.9) est trivialement vérifiée car :
|2ε|+ |2|+ |2εs− 2t| ≤ 4(m(s, t) + 1),
ce qui permet d’appliquer le théorème (1.1) pour r = 1. Comme on a lim
|(s,t)|→+∞
m(s, t) = +∞, le corol-
laire (1.2) de [40] s’applique et donne que l’opérateur Xε est à résolvante compacte pour tout ε > 0. On
effectue ici (par intérêt pour le lecteur) une démonstration directe dans le cas particulier que l’opérateur
modèle Xε. Il est intéressant de voir que l’argument clé de cette preuve est le caractère confinant de la
norme du gradient à l’infini.
PREUVE DE LA PROPOSITION 2.20. On commence par voir qu’il suffit d’effectuer la preuve pour
l’opérateur :
(2.2)
(
Ds +
st2
2
)2
+D2t .
On part de Xε et on effectue le changement d’échelle suivant :
σ = ε−2/3s, τ = t.
L’opérateur de départ D2τ +
(
Dσ +
(
− τ3
3
+ ε2σ2τ
))2
est donc unitairement équivalent à l’opérateur :
D2t + ε
4/3
(
Ds +
(
−t
3
3
+ s2t
))2
.
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Pour des raisons géométriques évidentes, on peut se restreindre au cas où ε ∈ (0, 1]. On a la "minoration"
suivante (au sens des formes quadratiques) :
(2.3) D2t +
(
Ds +
(
−t
3
3
+ ε2s2t
))2
≥ ε4/3
(
D2t +
(
Ds +
(
−t
3
3
+ s2t
))2)
.
Par inclusion, il vient alors que si l’opérateurD2t +
(
Ds +
(
− t3
3
+ s2t
))2
est à résolvante compacte, alors
l’opérateur D2t +
(
Ds +
(
− t3
3
+ ε2s2t
))2
(c’est-à-dire Xε) l’est également. On part de l’expression de
l’opérateur D2t +
(
Ds +
(
− t3
3
+ s2t
))2
, et on effectue le changement de variable suivant :
s =
σ − τ√
2
, t =
σ + τ√
2
,
qui est une rotation vectorielle du plan d’angle pi
2
. La matrice A de l’application linéaire (σ, τ) 7→(
σ−τ√
2
, σ+τ√
2
)
a pour inverse sa transposée de sorte que l’opérateur se réécrit de la manière suivante :(√
2
2
Dσ +
√
2
2
Dτ
)2
+
(√
2
2
Dσ −
√
2
2
Dτ +
√
2
6
σ3 −
√
2
2
σ2τ −
√
2
2
στ 2 +
√
2
6
τ 3
)2
.
En développant cette dernière expression, les termes de dérivation croisés se simplifient et l’on obtient
l’expression suivante sous forme factorisée :(
Dτ +
σ3
6
+
τ 3
6
− σ
2τ
2
− στ
2
2
)2
+
(
Dσ − σ
3
6
− τ
3
6
+
σ2τ
2
+
στ 2
2
)2
.
En considérant le changement de jauge donné par φ(σ, τ) = −
(
σ3τ
6
− σ2τ2
4
+ τ
4
24
− στ3
6
)
, l’opérateur se
réécrit de la manière suivante :
D2τ +
(
Dσ − σ
3
6
+ στ 2
)2
.
Un dernier changement de jauge ramène finalement l’étude à celle de l’opérateur D2τ + (Dσ + στ
2)
2. La
transformation σ = s, τ = t√
2
permet de considérer l’opérateur 2D2t +
(
Ds +
st2
2
)2
, qui est lui-même
minoré par l’opérateur défini en (2.2). On peut donc se restreindre à montrer que l’opérateur défini via
(2.2) est à résolvante compacte. On note Q la forme quadratique associée. On va minorer la quantité
Q(ψ) pour toute fonction ψ ∈ C∞0 (R2) supportée en dehors du compact [−R,R]2 et conclure avec le
théorème de Persson (voir le théorème A.11 en Annexe). On introduit une partition de l’unité recouvrant
R2\[−R,R]. On considère deux fonctions d’une variable réelleX0 etX1 définie de la manière suivante :
X0(·) =
{
1 sur
(−R
2
, R
2
)
0 sur (−∞, R] ∪ [R,+∞) et X1(·) =
{
0 sur
(−R
2
, R
2
)
1 sur (−∞, R] ∪ [R,+∞) ,(2.4)
avec :
(2.5) X 21 +X
2
2 = 1 sur R,
et :
(2.6) sup
t∈R
|X ′j (t)| ≤
C
R
, pour tout j ∈ {0, 1}.
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On introduit trois nouvelles fonctions χ1, χ2 et χ3 définies sur R2 de la manière suivante :
(2.7) χ1(s, t) = X1(s)X1(t), χ2(s, t) = X1(s)X0(t), χ3(s, t) = X0(s)X1(t).
Compte tenu des propriétés (2.4), (2.5) et (2.6), il est facile de voir que les fonctions ainsi introduites
constituent un recouvrement de R2\[−R,R]2 vérifiant :
(2.8) χ21 + χ
2
2 + χ
2
3 = X1(t)
2 + (X1(s)X0(t))
2 = 1 sur R2\[−R,R]2,
avec
(2.9) sup
t∈R
|χ′j(t)| ≤
C
R
, pour tout j ∈ {1, 2, 3}.
La formule de localisation (voir l’Annexe B.2) donne que pour toute fonction ψ dans le domaine de
forme :
(2.10) Q(ψ) =
∑
j∈{1,2,3}
Q(χjψ)− ‖ψχ′j‖2L2(R).
Le terme de reste est majoré de la manière suivante :
(2.11)
∑
j∈{1,2,3}
‖ψχ′j‖2L2(R) ≤
C2
R2
‖ψ‖2L2(R).
On donne désormais une minoration de la forme quadratique sur chacun des sous domaines. Pour tout
j ∈ {1, 2, 3} on pose χjψ=ψj . Le champ magnétique a un signe sur chacune des composantes connexes
du support de la fonction χ1. Un résultat classique que nous présenterons par la suite (voir le lemme 3.6)
donne :
(2.12) Q(ψ1) ≥
∫
R2
|st||ψ1|2 dsdt ≥ R2‖ψ1‖2.
Pour la minoration de Q(ψ2), on effectue la transformation suivante :
s = σ, t = σ−1/3τ.
Après changement de coordonnées, on a la correspondance suivante en terme de dérivation :
Dt = σ
1/3Dτ , Ds = Dσ +
σ−1
3
τDτ .
L’opérateur D2t +
(
Ds +
st2
2
)2
est unitairement équivalent à l’opérateur suivant sur L2(σ−1/3dσdτ) :
σ2/3D2τ +
(
Dσ + σ
1/3 τ
2
2
+
σ−1/3
3
τDτ
)2
.
En conjuguant l’opérateur de la manière suivante :
σ−1/6
(
σ2/3D2τ +
(
Dσ + σ
1/3 τ
2
2
+
σ−1
3
τDτ
)2)
σ1/6,
on obtient que l’opérateur D2t +
(
Ds +
st2
2
)2
est unitairement équivalent à l’opérateur suivant sur
σ2/3D2τ +
(
Dσ + σ
1/3 τ
2
2
+
1
3σ
τDτ − i
6σ
)2
.
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Comme Dττ = −i+ τDτ , on a alors − i6σ = 16σ (Dττ − τDτ ). On se ramène donc à l’opérateur :
σ2/3D2τ +
(
Dσ + σ
1/3 τ
2
2
+
1
6σ
(τDτ +Dττ)
)2
.
On note ψ[2 la transformation canonique de la fonction ψ2. On a pour les formes quadratiques :
Q[(ψ[2) = Q(ψ2).
Pour tout η ∈ (0, 1) on a :
Q[(ψ[2) ≥(1− η)
∫
R2
σ2/3
(
|Dτψ[2|2 +
∣∣∣∣(σ−1/3Dσ + τ 22
)
ψ[2
∣∣∣∣2
)
dσdτ
− η
−1
36
∫
R2
∣∣∣∣ 1σ (τDτ +Dττ)ψ[2
∣∣∣∣2 dσdτ .
La fonction ψ[2 est supportée dans l’ensemble {(σ, τ) ∈ R2, |τ | ≤ Rσ1/3, |σ| ≥ R}, on a donc :
Q[(ψ[2) ≥(1− η)R2/3
∫
R2
|Dτψ[2|2 +
∣∣∣∣(σ−1/3Dσ + τ 22
)
ψ[2
∣∣∣∣2 dσdτ
− η
−1
36
∫
R2
∣∣∣∣ 1σ (τDτ +Dττ)ψ[2
∣∣∣∣2 dσdτ .
Comme 2|ab| ≤ |a|2 + |b|2 on a avec l’inégalité triangulaire :∣∣∣∣ 1σ (τDτ +Dττ)ψ[2
∣∣∣∣2 = ( 1σ
)2 (|2τDτψ[2 + ψ[2|2) ≤ 2σ2 |ψ[2|2 + 8σ2 |τDτψ[2|2.
Sur le support considéré, on en déduit que :∫
R2
∣∣∣∣ 1σ (τDτ +Dττ)ψ[2
∣∣∣∣2 dσdτ ≤ 2R2
∫
R2
|ψ[2|2 dσdτ +
8R8/3
R2
∫
R2
|Dτψ[2|2 dσdτ .
On a alors :
(2.13) Q[(ψ[2) ≥
(
(1− η)R2/3 − 8η
−1R2/3
36
)∫
R2
|Dτψ[2|2 +
∣∣∣∣(σ−1/3Dσ + τ 22
)
ψ[2
∣∣∣∣2 dσdτ
− 2η
−1
36R2
∫
R2
|ψ[2|2 dσdτ .
On se focalise désormais sur le terme :
Q[M(ψ[2) =
∫
R2
|Dτψ[2|2 +
∣∣∣∣(σ−1/3Dσ + τ 22
)
ψ[2
∣∣∣∣2 dσdτ .
On peut écrire :
Q[M(ψ[2) =
∫
R2
(
|Dτψ[2|2 +
∣∣∣∣(σ−1/6Dσσ−1/6 + τ 22 − i6σ−4/3
)
ψ[2
∣∣∣∣2
)
dσdτ .
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On a la minoration suivante :
Q[M(ψ[2) ≥
∫
R2
(
|Dτψ[2|2 +
∣∣∣∣(σ−1/6Dσσ−1/6 + τ 22
)
ψ[2
∣∣∣∣2
)
dσdτ
+
1
3
Re
∫
R2
iσ−4/3
[(
σ−1/6Dσσ−1/6 +
τ 2
2
)
ψ[
]
ψ[ dσdτ .
En utilisant le fait que 2Re
([
∂σψ[2
]
ψ[2
)
= ∂σ|ψ[2|2 on trouve avec une intégration par parties :∣∣∣∣13Re
∫
R2
iσ−4/3
[(
σ−1/6Dσσ−1/6
)
ψ[2
]
ψ[2 dσdτ
∣∣∣∣ = 13
∣∣∣∣Re∫
R2
σ−5/3∂σ|ψ[2|2 −
1
6
σ−8/3|ψ[2|2 dσdτ
∣∣∣∣
≤
∣∣∣∣ 518
∫
R2
σ−8/3|ψ[2|2 dσdτ −
1
18
∫
R2
σ−8/3|ψ[2|2 dσdτ
∣∣∣∣
≤ CR−8/3
∫
R2
|ψ[2|2 dσdτ .
Avec le calcul fonctionnel, et en se servant de ce que l’on connaît de l’opérateur de Montgomery (voir la
section 2.3), on obtient que :∫
R2
(
|Dτψ[|2 +
∣∣∣∣(σ−1/6Dσσ−1/6 + τ 22
)
ψ[
∣∣∣∣2
)
dσdτ ≥ M0
∫
R2
|ψ[|2 dσdτ .(2.14)
En résumé on obtient à partir de (2.13) :
Q[(ψ[2) ≥
((
(1− η)R2/3 − 2η
−1R2/3
9
)(
M0 − CR−8/3
)− η−1
18R2
)∫
R2
|ψ[2|2 dσdτ .
Finalement, en choisissant η = 1
2
on a :
Q[(ψ[2) ≥
(
CR2/3M0 − C ′R−2
) ∫
R2
|ψ[2|2 dσdτ .
De manière équivalente on a alors :
Q(ψ2) ≥
(
CR2/3M0 − C ′R−2
) ∫
R2
|ψ2|2 dσdτ .(2.15)
La minoration de Q(ψ3) s’obtient à partir de celle obtenue pour Q(ψ2). On effectue un changement de
jauge donné par :
φ(s, t) =
s2t2
4
,
qui ramène l’étude à celle de l’opérateur unitairement équivalent suivant :
D2s +
(
Dt − s
2t
2
)2
,
pour lequel on a la même minoration que celle donnée via (2.15) par symétrie des variables (s, t) et
invariance du domaine :
Q(ψ3) ≥
(
CR2/3M0 − C ′R−2
) ∫
R2
|ψ2|2 dσdτ .(2.16)
Il reste désormais à recouper les résultats. On reprend (2.10), (2.11), (2.12), (2.15) et (2.16). Comme(
CR2/3M0 − C ′R−2
)
, le théorème de Persson (voir le théorème A.11) permet de conclure que le spectre
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essentiel de l’opérateur D2t +
(
Ds +
st2
2
)2
est vide, ce qui donne finalement que pour tout ε > 0 l’opé-
rateur Xε est à résolvante compacte. 
On rappelle la notation suivante définie dans l’introduction :
Notation 2.21. Sp(Xε) = {κ1(ε) ≤ κ2(ε) ≤ · · · ≤ · · · } .
Proposition 2.22 (Décroissance exponentielle des fonctions propres). Pour toute fonction propre ψε de
l’opérateur Xε, il existe une constante c > 0 telle que : on a :∫
R2
e2c|x||ψ(x)| dx < +∞
DÉMONSTRATION. C’est un fait classique (voir [2], [3] et [28]). 
Proposition 2.23 (Analyticité). À transformation unitaire près dépendant analytiquement de ε, l’opéra-
teur Xε dépend analytiquement de ε, pour ε ∈ (0,+∞).
DÉMONSTRATION. Partant de l’opérateur Xε, on effectue une nouvelle fois la dilatation s = ε2/3σ
et t = τ . On se ramène ainsi à l’opérateur partiellement semi-classique suivant :
ε4/3
(
Ds +
(
−t
3
3
+ s2t
))2
+D2t ,
pour lequel le domaine est indépendant de ε. 
2.6. Champs magnétiques s’annulant de manière dégénérée
Pour tout entier k ∈ N∗, on considère sur tout R2 le cas modèle d’un champ magnétique B(σ, τ) = τ k
qui s’annule linéairement sur la droite d’équation τ = 0. L’expression du potentiel vecteur associé que
l’on considère est la suivante :
A =
(
− τ
k+1
k + 1
, 0
)
.
Cela revient à étudier l’opérateur :
(2.17)
(
Dσ − τ
k+1
k + 1
)2
+D2τ .
Cette sous-section vient compléter la sous-section 2.3 correspondant au cas où k = 1. Après la transfor-
mation de Fourier partielle Fσ 7→ξ, on ramène l’étude spectrale de l’opérateur (2.17) à l’étude spectrale
d’une famille d’opérateurs auto-adjointsM[k](ξ) est défini par :
M[k](ξ) = D2τ +
(
ξ − τ
k+1
k + 1
)2
, ξ ∈ R.
Il s’agit d’un opérateur de Montgomery généralisé défini comme l’extension de Friedrichs de la forme
quadratique :
u 7→
∫ +∞
−∞
(
|u′(τ)|2 +
(
ξ − τ
k+1
k + 1
)2
|u(τ)|2
)
dτ ,
sur le domaine de forme {u ∈ L2(R), u′ ∈ L2(R), τ k+1u ∈ L2(R)}. Même si on ne retrouvera dans
notre étude que les opérateursM[1](ξ) etM[2](ξ), il convient néanmoins de rappeler quelques propriétés
générales importantes des opérateursM[k](ξ) (voir [33], [47], [30]).
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Proposition 2.24. Pour tout entier k ∈ N∗, l’opérateurM[k](ξ) possède les propriétés suivantes :
(1) Pour tout ξ ∈ R, l’opérateurM[k](ξ) est à résolvante compacte. On note (ν [k]n (ξ))n∈N∗ la suite
de ses valeurs propres.
(2) Pour tout ξ ∈ R, la plus petite valeur propre ν [k]1 (ξ) est simple et les fonctions propres associées
ne s’annulent pas.
(3) La fonction ξ 7→ ν [k]1 (ξ) est analytique et admet un unique minimum non dégénéré noté M[k]0 . On
a de plus que pour tout k ∈ 2N∗, ce minimum est atteint pour ξ = 0.
Remarque 2.25. La quantité M0 définie dans la notation 2.10 correspond à M
[1]
0 .

IAnnulation le long d’une courbe régulière simple
Cadre d’étude
Hypothèse 1. Dans cette partie, on travaille sous les hypothèses suivantes :
(1) Le champ magnétique B s’annule le long d’une courbe simple et régulière Γ.
(2) Le gradient∇B est partout non nul sur la courbe Γ.
(3) La courbe intersecte le bord de Ω de manière non tangente, et en un nombre fini de points.
Notation 2.26. On désigne par : θ(x) : l’angle formé par les deux tangentes à Γ et ∂Ω au point x ∈ ∂Ω∩Γ
(on pourra considérer cette valeur dans
(
0, pi
2
)
indépendamment de tout choix).
Γ Ω
x
θ(x)
x′
θ(x′)
FIGURE 3. Domaine Ω et courbe d’annulation Γ
CHAPITRE 3
Équivalent de la plus petite valeur propre
On rappelle la notation suivante définie dans l’introduction (voir 1.6) :
Notation 3.1.
MB1 = M0 inf
x∈Ω∩Γ
|∇B(x)|2/3,
ΛB1 = inf
x∈∂Ω∩Γ
ζ
θ(x)
1 |∇B(x)|2/3.
Le but de cette partie est de démontrer le théorème 1.7 énoncé dans l’introduction. On rappelle ici son
énoncé :
Théorème 3.2 (Équivalent de la première valeur propre). Il existe C > 0, h0 > 0, tels que pour tout
0 < h < h0 on a :
LB0 h
4/3 − Ch22/15 ≤ λ1(h) ≤ LB0 h4/3 + Ch5/3,
avec :
LB0 = min
{
MB1 ,Λ
B
1
}
.
Ce résultat est une conséquence des théorèmes 3.3 et 3.19 qui vont être démontrés.
3.1. Minoration
3.1.1. Énoncé du résultat.
Théorème 3.3 (Minoration de la plus petite valeur propre). Il existe C > 0, h0 > 0, tels que pour tout
0 < h < h0 et tout u ∈ Dom(Qh,A,Ω) on a :
Qh,A,Ω(u) ≥
(
LB0 h
4/3 − Ch22/15) ‖u‖2L2(Ω),
où LB0 est défini dans l’énoncé du théorème 3.2.
En particulier on a pour tout n ∈ N∗ :
λn(h) ≥ λ1(h) ≥ LB0 h4/3 − Ch22/15.
Remarque 3.4. Dans le cas où MB1 ≤ ΛB1 , on a avec le point 2 de la proposition 2.15 que (par continuité
du gradient du champ magnétique) :
M0 min
x∈Ω∩Γ
|∇B(x)|2/3 = M0 min
x∈Ω∩Γ
|∇B(x)|2/3.
La condition ΛB1 < M
B
1 sera considérée par la suite (voir (4.1)).
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3.1.2. Partition de l’unité. L’étude spectrale du Laplacien magnétique dans la limite semi-classique
passe par l’étude d’une hiérarchie d’opérateurs modèles qui apparaissent localement. La présence d’un
bord - comme c’est le cas ici - rend plus difficile cette approche. L’utilisation d’une partition de l’unité
permet d’exhiber ces opérateurs locaux de référence, et d’obtenir une minoration préliminaire de la forme
quadratique. Cette minoration est une étape clé de l’étude.
Soit 0 ≤ ρ ≤ 1 et C > 0. On peut trouver (voir [1, Lemma 7.10]) une partition de l’unité (χhj )vérifiant
les propriétés suivantes sur Ω :
(3.1)
∑
j
|χhj |2 = 1,
(3.2)
∑
j
|∇χhj |2 ≤ Ch−2ρ,
∃xj, supp(χhj ) ⊂ B(xj, hρ),
où B(xj, R) est le disque ouvert de R2 centré en xj et de rayon R.
Dans tout ce qui suit, C désigne n’importe quelle constante positive arbitraire. Le principe du Min-Max
(voir le théorème A.9 en Annexe) donne en particulier que :
λ1(h,A,Ω) = λ1(h) = min
u∈Dom(Qh,A,Ω)
u6=0
Qh,A,Ω(u)
‖u‖2L2(Ω)
.
La minimisation de la forme quadratique se présente donc comme un moyen d’expliciter l’asymptotique
de la première valeur propre, pour h→ 0. Pour une telle partition de l’unité, on a l’identité suivante :
(3.3) Qh,A,Ω(u) =
∑
j
Qh,A,Ω(χhju)− h2
∑
j
‖u|∇(χhj )|‖2L2(Ω).
Cette identité est une formule de localisation bien connue. Un énoncé est donné via la proposition B.4
(voir Annexe B.2). Cette identité est connue depuis longtemps (voir [31] où elle est utilisée implicitement
et aussi [52], [1, Lemme 7.11] et [23]).
Comme cela a déjà été évoqué dans l’introduction, dès lors que le terme de reste
h2
∑
j
‖u|∇(χhj )|‖2L2(Ω)
est négligeable, l’estimation de Qh,A,Ω se ramène à celle des Qh,A,Ω(χhju). Ces dernières quantités font
intervenir les formes quadratiques Qh,A,Ωhj , où les Ωhj sont des sous-domaines de Ω, définis par :
Qh,A,Ωhj (u) = Qh,A,Ω(χhju),
avec Ωhj = supp(χ
h
j ) ∩ Ω. L’approche qui suit est la suivante : en minorant (à un terme d’erreur près) la
forme quadratique Qh,A,Ω(u) par le minimum sur j des quantités Qh,A,Ωhj (u), on obtiendra une minora-
tion de la forme quadratique Qh,A,Ω(u) par l’infimum sur j des spectres des opérateurs Ph,A,Ωhj .
Conformément à cette présentation, on va dans cette section minorer les formes quadratiques "Qh,A,Ωhj "
sur chacun des sous domaines du découpage. Les opérateurs précédemment introduits apparaîtront suc-
cessivement.
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Lemme 3.5 (Contrôle du reste de la partition de l’unité). Pour tout u ∈ L2(Ω), la contribution globale
du terme de reste issue de la partition de l’unité est donnée par :
h2
∑
j
‖u|∇(χhj )|‖2L2(Ω) ≤ CIMSh−2ρ+2‖u‖2L2(Ω).
DÉMONSTRATION. Ceci est immédiat avec la propriété (3.2). 
3.1.3. Minoration locale de la forme quadratique. Le lemme suivant est un résultat basique im-
portant que l’on trouve dans [8] (voir également [28, Lemme 1.4.1] et [66, Proposition 0.2]).
Lemme 3.6. La forme quadratique Qh,A,Ω précédemment définie vérifie :
Qh,A,Ω(u) ≥
∣∣∣∣∫
Ω
hB(x)|u(x)|2 dx
∣∣∣∣ , ∀u ∈ C∞0 (Ω).
DÉMONSTRATION. On note P1 = (−ih∂x1 +A1) et P2 = (−ih∂x2 +A2). En désignant par [P1, P2]
le commutateur de P1 et P2, on peut facilement voir pour commencer que [P1, P2] = −ihB. En prenant
désormais u ∈ C∞0 (Ω), on a alors :
−ih
∫
Ω
B(x)|u|2 dx = 〈[P1, P2]u, u〉.
Puis, comme |u|2 = uu, on a par intégration par parties :
−ih
∫
Ω
B(x)|u|2 dx = −i
(∫
Ω
P2uP1u dx−
∫
Ω
P1uP2u dx
)
.
La fonction u étant à support compact, les termes de bord son nuls. En notant :
Z =
∫
Ω
P2uP1u dx,
on remarque alors que le terme de droite de l’égalité précédente est :
−i(Z − Z) = −2iIm(〈P1u, P2u〉).
En prenant désormais le module, on obtient :∣∣∣∣∫
Ω
hB(x)|u|2 dx
∣∣∣∣ = 2Im(〈P1u, P2u〉)
≤ 2|〈P1u, P2u〉)|
≤ 2‖P1u‖‖P2u‖ (inégalité de Cauchy-Schwarz)
≤ ‖P1u‖2 + ‖P2u‖2.
Finalement, on a bien obtenu : ∣∣∣∣∫
Ω
hB(x)|u|2 dx
∣∣∣∣ ≤ Qh,A,Ω(u).

Ce résultat donne immédiatement une minoration locale de la forme quadratique, pour tout point xj ∈
Ω\Γ. Concernant les points xj ∈ ∂Ω ∪ Γ, on a un résultat analogue, mais cette fois-ci avec un terme de
reste.
On présente ici l’approche générale (voir l’Annexe B.3 pour les détails) :
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Notation 3.7. On désigne par Φ un changement de coordonnées local redressant le bord ou la courbe
d’annulation.
On note A˜ = A ◦ Φ et B˜ = B ◦ Φ. À l’aide d’un changement de jauge, il est toujours possible (voir le
point (B.10) dans la preuve de la proposition B.13 en Annexe B.3) de choisir A˜ de la manière suivante :
(3.4) A˜1(s, t) = −
∫ t
0
(1− t′k(s))B˜(s, t′) dt′, A˜2(s, t) = 0.
C’est cette expression qui est considérée par la suite.
On écrira le développement de Taylor de A˜1 au point xj de la manière suivante :
A˜1,j(s, t) = A1,j(s, t) + rj(s, t),
où rj(s, t) désigne le terme de reste.
Lemme 3.8 (Minoration locale de la forme quadratique). Il existe une constante CΩ,B ne dépendant que
du domaine Ω et du champ magnétique B telle que pour tout 0 < η < 1 et pour tout v ∈ H1(Ωhj ) (fonction
test à support compact inclus dans le disque ouvert B(xj, hρ)), la quantité Qh,A,Ω(v) est minorée de la
manière suivante :
Qh,A,Ω(v) ≥ (1− CΩ,Bhρ)
(
(1− η)
∫
Φ−1(B(xj ,hρ))
|(hDs + A1,j(s, t))w|2 + |hDtw|2 dsdt︸ ︷︷ ︸
Terme principal lié à la forme quadratique d’un opérateur modèle
− η−1
∫
Φ−1(B(xj ,hρ))
|rj(s, t)|2|w|2 dsdt︸ ︷︷ ︸
Terme résiduel
)
,
avec w = eiφ(v ◦ Φ).
Comme pour le résultat précédent (le lemme 3.6), on obtient une réécriture locale de la forme quadra-
tique, mais cette fois-ci avec un terme de reste. Dans tous les cas le schéma de preuve est analogue et
se fait en deux étapes : on commence par réécrire la forme quadratique dans un système de coordon-
nées correspondant à une situation géométrique "redressée", on "aplatit" la métrique, puis on effectue un
développement de Taylor d’un potentiel vecteur bien choisi.
DÉMONSTRATION. On donne les grandes lignes de la preuve, en se référant aux propositions B.11
et B.13 de l’Annexe B.3. On considère une fonction test v à support compact dans B(xj, hρ).
Changement de coordonnées
Pour xj ∈ ∂Ω, γ désigne une paramétrisation de la frontière ∂Ω tandis que pour x ∈ Γ\∂Ω, γ désigne une
paramétrisation de la courbe d’annulation Γ. Indépendamment du cas considéré, la forme quadratique se
réécrit localement sous la forme générale suivante (voir l’Annexe B.3, proposition B.11) :
Qh,A,Ω(v) =
∫
Ωhj
|(−ih∇+ A)v|2 dx
=
∫
Φ−1(B(xj ,h))
(
(1− tk(s))−2|(hDs + A˜1,j)w|2 + |(hDt)w|2
)
(1− tk(s)) dsdt,
pour tout v ∈ H1(Ωhj ), avec w = eiφ(v ◦ Φ), où Φ désigne l’un des changements de variable local.
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Développement de Taylor de la métrique
Les courbes à redresser étant compactes, la condition |(s, t)| ≤ hρ, implique qu’il existe une constante
CΩ,B ≥ 0 (ne dépendant que de Ω et B) et h0 > 0 tels que pour tout 0 < h < h0 :
0 < (1− CΩ,Bhρ) ≤ (1− tk(s)) ≤ (1 + CΩ,Bhρ),
0 < (1− CΩ,Bhρ) ≤ (1− tk(s))−1 ≤ (1 + CΩ,Bhρ).
Développement de Taylor du potentiel vecteur magnétique A
On écrit un développement de Taylor du potentiel vecteur magnétique :
A˜1,j(s, t) = A1,j(s, t) + rj(s, t),
où rj désigne le terme de reste. Le support de la fonction v étant inclus dans le disque ouvert B(xj, hρ),
le terme de reste sera majoré par une certaine puissance de h qui dépendra du cas considéré.
À partir de la minoration :
Qh,A,Ω(v) ≥ (1− CΩ,Bhρ)
∫
Φ−1(B(xj ,hρ))
|(hDs + A˜1,j)w|2 + |hDtw|2 dsdt,
en séparant les termes carrés, pour tout 0 < η < 1 on obtient la "réduction" suivante, typique des
problèmes magnétiques :
Qh,A,Ω(v) ≥ (1− CΩ,Bhρ)
(
(1− η)
∫
Φ−1(B(xj ,hρ))
|(hDs + A1,j(s, t))w|2 + |hDtw|2 dsdt
− η−1
∫
Φ−1(B(xj ,hρ))
|rj(s, t)|2|w|2 dsdt
)
.

En effectuant un changement d’échelle semi-classique (voir le tableaux 1.4.2 en introduction), on re-
trouve dans la première intégrale, l’expression de la forme quadratique de l’opérateur modèle correspon-
dant étudié dans la section 2. L’influence du redressement ne se voit pour ainsi dire presque pas dans
l’asymptotique étant donné qu’on retrouve - sous réserve qu’on arrive à gérer le terme résiduel - que le
comportement du terme principal de l’asymptotique (le terme dominant) est dicté par le bas du spectre
de l’opérateur modèle.
Il est commode d’effectuer un choix spécifique pour les xj (où on rappelle que supp(χhj ) ⊂ B(xj, hρ)).
Notation 3.9. On note :
Ω1 = Ω\Γ, Ω2 = ∂Ω\Γ, Ω3 = Γ\∂Ω, Ω4 = ∂Ω ∩ Γ.
Pour tout ` ∈ {1, 2, 3, 4}, on désigne par :
x
(`)
j
tout point xj de Ω`, et par :
A
(`)
1,j, et r
(`)
j ,
respectivement le terme principal et le reste du développement de Taylor (jusqu’au premier terme non
nul) au point x(`)j ∈ Ω`.
Pour chacun des quatre cas, on résume les résultats du lemme 3.8 dans le tableau suivant :
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Cas
Partie principale du développement de Taylor de
A
(`)
1,j
Majoration
du terme de reste r(`)j (s, t)
(1) (|B(x(1)j )|t,0) Pas de reste
(2) (|B(x(2)j )|t, 0) |r(2)j (s, t)| ≤ O (h2ρ)
(3) (− t2
2
|∇B(x(3)j )|, 0) |r(3)j (s, t)| ≤ O (h3ρ)
(4)
(
|∇B(x(4)j )|
(
st sin θ(x
(4)
j )− t
2
2
cos θ(x
(4)
j )
)
, 0
)
|r(4)j (s, t)| ≤ O (h3ρ)
TABLEAU 3.1.1. Résumé des développements de Taylor
3.1.4. Lemmes préliminaires. La présence d’une ligne d’annulation du champ magnétique fait non
seulement apparaître une échelle différente en h4/3 dans l’asymptotique attendue de λ1(h), mais elle
entraîne aussi un changement radical dans l’analyse semi-classique. En reprenant la colonne "Infimum
du spectre" dans le tableau 1.4.1 de l’introduction, on s’aperçoit que chacune des quantités spectrales
(donnant la contribution asymptotique locale) dépend du point x(`)j (` ∈ {1, 2, 3, 4}). À titre comparatif,
si on reprend le cas où le champ magnétique est de signe constant (voir le théorème 1.2 en introduction
dans le cas d’un champ magnétique qui ne s’annule pas), on voit que le fait que le terme inf
x∈Ω
|B(x)| vaut
0 entraîne une difficulté supplémentaire. Il n’est pas aussi évident d’obtenir une minoration de la forme
quadratique car il faut gérer la zone de transition entre les deux échelles semi-classiques en h et h4/3. On
va bien évidemment utiliser de manière cruciale l’hypothèse d’annulation linéaire (voir le point (2) de
l’hypothèse 1) pour donner une estimation de l’énergie dans une zone proche de la ligne d’annulation Γ.
Le rôle fondamental de cette hypothèse se retrouve dans le lemme 3.11 (donnant un résultat de minoration
uniforme d’expliciter la dépendance en h du champ magnétique au voisinage de la courbe d’annulation).
Notation 3.10. Soit T0 > 0.Pour tout 0 < T ≤ T0, on définit un voisinage tubulaire de Γ, noté ΓT :
ΓT = {x ∈ Ω, d(x,Γ) ≤ T}.
Lemme 3.11. Il existe trois constantes strictement positives T , c(B) et c˜(B) (fixées) telles que :
∀x ∈ ΓT , |B(x)| ≥ c(B)d(x,Γ) et ∀x /∈ ΓT , |B(x)| ≥ c˜(B).
Le terme de reste r(4)j dans le tableau 3.1.1 (due à l’interaction entre la condition de Neumann au bord
et la courbe d’annulation du champ magnétique) oblige à raffiner la méthode usuelle pour obtenir une
minoration de la forme quadratique. L’amélioration se base sur le recouvrement suivant de Ω.
Notation 3.12. On choisit T suffisamment petit comme dans le lemme 3.11, et on considère un découpage
du type suivant recouvrant Ω :
(1) Γ[1] = Ω\ΓT .
(2) Γ[2](h) = ΓT ′\ΓR′hd′ avec T ′ > T . Ici R′ > 0 et d′ > 0 seront choisis plus tard.
(3) Γ[3](h) = Γhd avec 0 < d < d′. En conséquence, pour h > 0 assez petit, Γ[2](h) ∩ Γ[3](h) est
une réunion de bandes de largeur ≥ hd
2
.
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3.1.5. Minoration de la forme quadratique sur les sous domaines. À partir d’une bonne partition
de l’unité, on va utiliser les lemmes 3.5, 3.8 et 3.11 pour obtenir la contribution asymptotique relative à
chacune des zones du découpage précédemment défini. La difficulté viendra essentiellement du contrôle
de chacun des termes de reste dus au développement de Taylor, en plus de celui provenant de la partition
de l’unité (donné dans le lemme 3.5).
Lemme 3.13 (Minoration de la forme quadratique sur Γ[1]). Il existe c0 > 0 et h0 > 0 tel que pour tout
0 < h < h0 on a :
Qh,A,Γ[1](u) ≥ c0h‖u‖2.
DÉMONSTRATION. Ce résultat découle immédiatement de l’étude du champ magnétique qui ne s’an-
nule pas. En effet, on a qu’il existe C > 0 et h0 > 0 tel que pour tout 0 < h < h0 :
Qh,A,Γ[1](u) ≥
(
min
{
inf
x∈Γ[1]\∂Ω
|B(x)|,Θ0 inf
x∈Γ[1]∩∂Ω
|B(x)|
}
h− Ch5/4
)
‖u‖2,
ce qui donne le résultat. La constante c0 n’est pas optimale mais on a seulement besoin d’un terme
dominant en h pour absorber le terme de reste. 
Remarque 3.14. On note qu’on se sert ici d’un résultat déjà établi, valable sur un ensemble (simplement)
connexe. Celui-ci est utilisé sur chacune des composantes connexes de Γ[1].
Lemme 3.15 (Minoration de la forme quadratique sur Γ[2](h)). Pour tout ρ > 0, il existe C > 0 et
C2,IMS > 0, tels que pour tout R′ > 0 il existe h0 > 0 tel que pour tout 0 < h < h0 on a :
Qh,A,Γ[2](h)(u) ≥
((
1
2
Θ0C(B)R
′h1+d
′ − 2Ch4ρ
)
− C2,IMSh2−2ρ
)
‖u‖2.
DÉMONSTRATION. On effectue ici une partition de l’unité avec des boules B(x(2)j , hρ) et des fonc-
tions troncatures associées χhj , vérifiant les propriétés présentées dans la section 3.1.2, et telle que toute
boule soit située à une distance supérieure ou égale à R
′hd
′
2
de la courbe d’annulation Γ. Le recouvrement
de Γ[2] est assuré avec une distance de sécurité toujours valable indépendamment de la valeur de ρ. On
obtient alors que :
Qh,A,Γ[2](h)(χhju) ≥
∑
j
Qh,A,Γ[2](h)(χhju)− C2,IMSh2−2ρ‖χhju‖2,
où C2,IMS est une constante qui ne dépend pas de h.
On applique désormais le lemme de minoration locale de la forme quadratique 3.8 au cas où ` = 2 (voir
le tableau 3.1.1), en prenant η = 1
2
. La connaissance du bas du spectre de l’opérateur modèle de De
Gennes (voir la section 2.2) permet d’obtenir après scaling :
Qh,A,Γ[2](h)(χhju) ≥
(
1
2
min
{
inf
xj∈Γ[2](h)\∂Ω
|B(xj)|,Θ0 inf
xj∈Γ[2](h)∩∂Ω
|B(xj)|
}
− 2Ch4ρ
)
‖χhju‖2.
Le lemme de minoration uniforme 3.11 donne :
Qh,A,Γ[2](h)(χhju) ≥
(
1
2
Θ0c(B)R
′h1+d
′ − 2Ch4ρ
)
‖χhju‖2.
où c(B) est une constante qui dépend uniquement du champ magnétique.
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Ceci donne finalement :
Qh,A,Γ[2](h)(u) ≥
((
1
2
Θ0c(B)R
′h1+d
′ − 2Ch4ρ
)
− C2,IMSh2−2ρ
)
‖u‖2.

Lemme 3.16 (Minoration de la forme quadratique sur Γ[3](h)). Pour tout d > 0, on a qu’il existe C > 0,
et h0 > 0 tel que pour tout 0 < η < 1 et 0 < h < h0 on a :
Qh,A,Γ[3] ≥
(
1− CΩ,Bhd
) (
(1− η)LB0 h4/3 − η−1Ch6d
) ‖u‖2 ,
où on rappelle que LB0 est défini dans l’énoncé du théorème 3.3 par :
LB0 = min
{
MB1 ,Λ
B
1
}
.
conformément à la notation 3.1.
DÉMONSTRATION. On effectue ici une partition de l’unité avec des boules B(x(3)j , 2hd) et des fonc-
tions troncatures associées χhj vérifiant les propriétés présentées dans la section 3.1.2. Le recouvrement
de Γ[3] est bien assuré. On applique désormais le lemme de minoration local de la forme quadratique 3.8
au cas où ` = 3, 4 (voir le tableau 3.1.1). La connaissance du bas du spectre des opérateurs modèles de
Montgomery et de Pan et Kwek (voir respectivement les sections 2.3 et 2.4) permet d’obtenir le résultat
après scaling.
Pour tout j tel que xj ∈ Γ\∂Ω, on a :
Qh,A,Γ[3](h) (u) ≥ (1− CΩ,Bhd)
(
(1− η)MB1 h4/3 − η−1Ch6d
) ‖u‖2 .
Pour tout j tel que xj ∈ Γ ∩ ∂Ω, on a :
Qh,A,Γ[3](h) (u) ≥ (1− CΩ,Bhd)
(
(1− η)ΛB1 h4/3 − η−1Ch6d
) ‖u‖2 .

Remarque 3.17. On note que dans chacun des lemmes précédents, la constante C est indépendante du
point x(`)j (pour ` ∈ {2, 3, 4}) et du paramètre semi-classique h, elle ne dépend que du champ magnétique
B ou du bord du domaine ∂Ω. On note encore que dans chacun des lemmes de minoration locale, les
x
(`)
j sont considérés fixés, mais sont quelconques dans Ω\Γ, ∂Ω\Γ,Γ\∂Ω, ∂Ω ∩ Γ, pour ` ∈ {1, 2, 3, 4}
(respectivement). Ces lemmes sont valables pour h assez petit de sorte que B(x(`)j , hρ) soit également
contenue dans Ω\Γ, ∂Ω\Γ,Γ\∂Ω, ∂Ω∩ Γ (respectivement). On va appliquer ces lemmes au travers de la
partition de l’unité pour laquelle les x(`)j dépendent de h, il faudra donc prendre garde à l’uniformité pour
la minoration de la forme quadratique.
3.1.6. Résumé de la minoration. En combinant les résultats précédemment obtenus, issus du lemme
de minoration locale 3.8, du lemme technique 3.11 ainsi que (3.5), on obtient à partir du découpage pré-
cédent le tableau suivant (voir la notation 3.1) :
On peut heuristiquement comprendre que la minoration finale de la forme quadratique est donnée par le
minimum des énergies locales recouvrant le domaine, ce qui se traduit ici de la manière suivante :
λh,A,Ω & min
{
λh,A,Γ[1] , λh,A,Γ[2](h), λh,A,Γ[3](h)
}
.
Stricto sensus, il faut donner une minoration globale de la forme quadratique. On considère pour cela des
fonctions troncatures (Xh,[1]j ,X
h,[2]
j ,X
h,[3]
j ) associées au recouvrement de Ω (défini dans la notation 3.12),
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Sous domaines de Ω Minoration de la forme quadratique
Γ[1] c0h‖u‖2
Γ[2](h)
((
1
2
Θ0c(B)R
′h1+d
′ − 2Ch4ρ)− C2,IMSh2−2ρ) ‖u‖2
x
(3)
j ∈ Γ\∂Ω
Γ[3](h)
x
(4)
j ∈ Γ ∩ ∂Ω
(1− CΩ,Bhd)
(
(1− η)MB1 h4/3 − η−1Ch6d
) ‖u‖2
(1− CΩ,Bhd)
(
(1− η)ΛB1 h4/3 − η−1Ch6d
) ‖u‖2
TABLEAU 3.1.2. Résumé de la minoration
où pour tout j et tout k ∈ {1, 2, 3}, Xh,[k]j est une fonction troncature dont le support est inclus dans
B(xj, hρk) avec xj ∈ Γ[k](h). Les ρk sont choisis de la manière suivante :
ρ1 = 0 et ρ2 = ρ3 = d.
Le terme en hd donne un plus grand rayon que le terme en hd′ . Comme (pour h > 0 assez petit) Γ[2](h)∩
Γ[3](h) est une réunion de bandes de largeur supérieure ou égale à h
d
2
, on peut supposer que pour tout j :
(1) |∇Xh,[1]j | ≤ C1,
(2) |∇Xh,[2]j | ≤ C2h−d,
(3) |∇Xh,[3]j | ≤ C3h−d.
Avec le découpage précédent, la formule de localisation permet d’écrire que pour tout u ∈ Dom(Qh,A,Ω) :
(3.5) Qh,A,Ω(u) ≥
∑
j
Qh,A,Ω(Xh,[1]j u) +
∑
j
Qh,A,Ω(Xh,[2]j u) +
∑
j
Qh,A,Ω(Xh,[3]j u)− CIMSh2−2d‖u‖2.
Il reste à voir avec le tableau 3.1.2 qu’il est possible de trouver un jeu de paramètres pour lequel on peut
démontrer le résultat attendu.
3.1.7. Preuve du théorème 3.3. On commence par choisir les paramètres de manière à optimiser
le terme de reste. La clé de cette asymptotique est qu’on peut choisir une valeur particulière pour d de
manière à obtenir - sur le sous domaine Γ[2](h) - une contribution positive qui absorbe à la fois le terme
de reste issu du développement de Taylor (en h4ρ) et le terme de reste issu de la deuxième partition de
l’unité (en h2−2ρ), et qui fait également en sorte que la contribution qui en résulte soit (asymptotiquement)
strictement plus grande que l’asymptotique attendue (en h4/3), et que le reste global issu de la première
formule de localisation (en h2−2d) soit compatible avec cette asymptotique. On détermine dans cette
partie les valeurs optimales pour ces choix de paramètres, dans le but d’obtenir le meilleur reste possible
avec cette approche. Au préalable, on choisit R′ suffisamment grand de sorte que (voir la notation du
théorème 3.3 et du lemme 3.16) :
(3.6)
(
1
2
Θ0c(B)R
′ − 2C − C2,IMS
)
> LB0 .
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Notation 3.18. On fixe un R′ vérifiant (3.6) et on note :
LΩ,B =
1
2
Θ0c(B)R
′ − 2C − C2,IMS.
On note que ce choix ne dépend que de Ω et de B.
Plusieurs conditions doivent être satisfaites :
(3.7) d < d′,
(3.8) 1 + d′ ≤ 4
3
,
(3.9) 1 + d′ ≤ min (4ρ, 2− 2ρ) .
C’est le choix d’un paramètre R′ suffisamment grand (voir (3.6)) mais préalablement fixé (dépendant
uniquement du champ magnétique et de la donnée des opérateurs modèles) qui permet d’avoir une in-
égalité large dans (3.8) et (3.9). Sur Γ[3](h) on prend η = hp avec p > 0 (le même dans les deux cas).
L’exposant % du terme de reste est alors donné par :
% = min
{
4
3
+ p, 6d− p, 2− 2d, 4
3
+ d
}
.
Pour avoir un résultat optimal, il faut maximiser cet exposant %. On commence par remarquer que dans
le cas d’une courbure nulle, le reste en h4/3+d n’existe pas. On cherche à déterminer le reste optimal dans
ce dernier cas. Les exposants des termes de reste sur Γ[3](h) sont donnés par :
4
3
+ p et 6d− p.
L’égalisation de ce deux termes donne :
p = 3d− 2
3
.
Le terme de reste de la partition de l’unité est quant à lui donné par :
2− 2d.
En égalisant ce terme avec le terme précédent, on obtient :
d =
4
15
.
On remarque ensuite que pour cette dernière valeur de d (à savoir d = 4
15
), on a 4
3
+d = 24
15
. En choisissant
alors p = 2
15
, d = 4
15
et ρ = 1
3
= d′, pour lesquelles les contraintes (3.7), (3.8) et (3.9) sont bien vérifiées
(avec une égalité dans (3.8) et (3.9)), on obtient un terme de reste (optimal avec cette approche) en h22/15.
DÉMONSTRATION. Avec ce choix des paramètres, la minoration de la forme quadratique permet
d’obtenir l’asymptotique souhaitée avec (3.5) et le tableau 3.1.2. 
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3.2. Majoration
3.2.1. Énoncé du résultat.
Théorème 3.19 (Majoration de la plus petite valeur propre). Il existe C > 0 et h0 > 0, tels que pour tout
0 < h < h0 on a la majoration suivante de λ1(h) :
λ1(h) ≤ LB0 h4/3 + Ch5/3,
où on rappelle que LB0 est défini dans l’énoncé du théorème 3.3.
Ce théorème va résulter des propositions 3.24 et 3.35 qui apparaitront dans les deux sous-sections sui-
vantes. Les preuves de ces deux propositions sont analogues. En tenant compte du changement de va-
riable et du changement de jauge, on construit un quasimode à partir des fonctions propres (tronquées
pour que le changement de variable soit licite) de l’opérateur modèle sous-jacent. On utilise la décrois-
sance exponentielle des vraies fonctions propres de l’opérateur modèle pour contrôler les termes de reste
qui apparaissent après linéarisation de la métrique et développement de Taylor.
3.2.2. Quasimode localisant à l’intersection du bord et de la courbe d’annulation.
Notation 3.20. Dans cette sous-section, pour Υ > 0 et θ ∈ (0, pi
2
), on considère l’expression suivante du
potentiel vecteur :
Aθ,Υ(s, t) =
(
Υ
(
st sin θ − t
2
2
cos θ
)
, 0
)
.
Notation 3.21. Pour tout θ ∈ (0, pi
2
)
, on désigne par ψKθ1 une fonction propre (quelconque) associée à la
plus petite valeur propre ζθ1 de l’opérateur de Pan et Kwek Kθ (voir la section 2.4).
Le lemme suivant résulte d’un simple calcul.
Lemme 3.22. La fonction définie sur R2+ par :
(3.10) ψ1,h,θ,Υ(s, t) = Υ1/3h−1/3 ψ
Kθ
1
(
Υ1/3h−1/3s,Υ1/3h−1/3t
)
,
est une fonction propre (normalisée si ψKθ1 (σ, τ) l’est pour la norme L
2
σ,τ (R
2
+)), associée à la valeur
propre Υ2/3ζθ1h
4/3 de l’opérateur Ph,Aθ,Υ,R2+ .
Soit x(4)j = x0 un point de ∂Ω ∩ Γ. On peut supposer que ses coordonnées sont (0, 0) dans le système
(s, t). On note Ωx0 un voisinage du point x0 dans Ω sur lequel le changement de coordonnées est bien
défini (voir le changement de coordonnées dans l’Annexe B.3).
Notation 3.23. Pour ce x0 fixé, on note Υ(x0) = |∇B(x0)|, et on définit :
Ax0(s, t) = Aθ(x0),Υ(x0)(s, t).
Pour tout Rx0 > 0, on définit χRx0 une fonction troncature sur Ω, vérifiant la condition suivante :
supp(χRx0 ) ⊂ B(x0, 2Rx0) ⊂ Ωx0 , 0 ≤ χRx0 ≤ 1, χRx0 ≡ 1 sur B (x0, Rx0) .
En reprenant (3.10), on note enfin ψ
v
1,h,x0 la fonction définie sur Ωx0 par :
ψ
v
1,h,x0 =
(
e−iφb/hψ1,h,θ(x0),Υ(x0)
) ◦ Φ−1b ,
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où on rappelle que Φb et φb sont définis dans l’Annexe B.3.
On choisit de plus χRx0 telle que χRx0 ◦ Φb soit une fonction (troncature) radiale de la forme suivante :
(3.11) χRx0 ◦ Φb = χ ◦ (| · |2),
avec χ ∈ C∞c (R2+,R). Par difféomorphisme, il est toujours possible d’effectuer un tel choix tout en
respectant les conditions de localisation précédentes.
Proposition 3.24. La fonction suivante définie sur Ω par :
ψ1,h,x0(x) = χRx0 (x)ψ
v
1,h,x0(x),
(voir (3.10) et la notation 3.23) est dans le domaine de l’opérateur Ph,A,Ω. De plus, il existe C > 0 et
h0 > 0 tels que pour tout 0 < h < h0 on ait :∥∥∥(Ph,A,Ω − h4/3|∇B(x0)|2/3ζθ(x0)1 )ψ1,h,x0∥∥∥
L2(Ω)
≤ Ch5/3‖ψ1,h,x0‖L2(Ω).
Remarque 3.25. Dans ce cas on note qu’on a une localisation isotrope (c’est à dire homogène pour
chacune des variables) en h1/3 pour ce choix de quasimode.
Notation 3.26. Dans la suite de cette étude, pour la preuve de la proposition 3.24, on utilisera plus
simplement : Ω0 = Ωx0 , Υ0 = Υ(x0), θ0 = θ(x0), χRx0 = χ0 et R0 = Rx0 .
3.2.3. Lemmes techniques. Les lemmes suivants servent à contrôler les normes L2 des différents
termes de reste qui vont apparaître dans la preuve de la proposition 3.24.
Lemme 3.27. Soit K un sous ensemble compact de Ω0 ne contenant pas x0. Il existe α > 0, h0 > 0 et
C > 0 tels que pour tout 0 < h < h0 :(∫
K
∣∣∇ψv1,h,x0(x)∣∣2 + ∣∣ψv1,h,x0(x)∣∣2 dx)1/2 ≤ Ce−αh−1/3 .
DÉMONSTRATION. On reprend l’expression de la fonction ψ1,h,θ0,Υ0 introduite en (3.10). On a :(∫
Φ−1b (K)
|ψ1,h,θ0,Υ0(s, t)|2 dsdt
)1/2
=
(∫
Φ−1b (K)
∣∣∣Υ1/30 h−1/3ψKθ01 (Υ1/30 h−1/3s,Υ1/30 h−1/3t)∣∣∣2 dsdt
)1/2
≤ C
(∫
h−1/3Φ−1b (K)
∣∣∣ψKθ01 (σ, τ)∣∣∣2 dσdτ
)1/2
Il découle immédiatement de la proposition 2.18 qu’il existe α > 0 tel que :∫
R
2
+
|ψKθ01 |2 exp
(
2α
√
σ2 + τ 2
)
dσdτ < +∞.
Par difféomorphisme, l’ensemble Φ−1b (K) ne contenant pas l’origine, il existe δ > 0 tel que
√
s2 + t2 > δ
sur K. En utilisant l’inégalité précédente (a fortiori valable sur K) on a :∫
h−1/3Φ−1b (K)
∣∣∣ψKθ01 (σ, τ)∣∣∣2 dσdτ ≤ exp (−αh1/3) ∫
h−1/3Φ−1b (K)
|ψKθ01 |2 exp
(
2α
√
σ2 + τ 2
)
dσdτ .
On en déduit que : (∫
Φ−1b (K)
|ψ1,h,θ0,Υ0(s, t)|2 dsdt
)1/2
< Ce−αh
−1/3
.
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On prouve une inégalité identique pour la fonction∇ψ1,h,θ0,Υ0 . On a donc finalement montré qu’il existe
α > 0, h0 > 0 et C > 0 tels que pour tout 0 < h < h0 :(∫
Φ−1b (K)
|∇ψ1,h,θ0,Υ0(s, t)|2 + |ψ1,h,θ0,Υ0(s, t)|2 dsdt
)1/2
≤ Ce−αh−1/3 .
On remarque que :
∇ (eiφbψ) = ieiφbψ∇φb + eiφb∇ψ.
En se servant de la régularité de φb sur le compactK et du fait que les normes ‖ψKθ01 ‖L2(R2+) et ‖∇ψ
Kθ0
1 ‖L2(R2+)
sont finies, on en déduit finalement le résultat du théorème par changement de variable. 
Lemme 3.28. On a qu’il existe C > 0 et α > 0 tels que :∣∣∣‖ψKθ01 ‖L2(R2+) − ‖ψ1,h,x0‖L2(Ω)∣∣∣ ≤ Ce−αh.
DÉMONSTRATION. On peut tout d’abord facilement voir que :
‖ψKθ01 ‖L2(R2+) = ‖ψ1,h,θ0,Υ0‖L2(R2+) = ‖e−iφb/hψ1,h,θ0,Υ0‖L2(R2+).
Comme ψ1,h,x0 = χ0ψ
v
1,h,x0 , le reste se déduit du lemme 3.27 précédent en introduisant la fonction tron-
cature χ0 pour que le changement de variable soit licite. 
Lemme 3.29. Pour tous entiers n ∈ N, il existe une constante CN > 0 telle que :∫
R
2
+
tn
(
|hDtψ|2 + |(hDs + A˜1)ψ|2
)
dsdt ≤ CNhn/3+4/3‖ψ1,h,x0‖2L2(Ω),
où ψ = e−iφb/hψ1,h,θ0,Υ0 .
DÉMONSTRATION. La preuve est immédiate en utilisant le lemme 3.22 et le lemme 3.27 (ainsi que
le lemme 3.28 pour revenir à la norme ‖ψ1,h,x0‖L2(Ω)). 
Lemme 3.30. Pour tout entier k, `,m, n ∈ N, il existe une constante C > 0 telle que :(∫
R
2
+
∣∣smtn∂ks ∂`tψ1,h,θ0,Υ0(s, t)∣∣2 dsdt
)1/2
≤ Ch(m+n−k−`)/3‖ψ1,h,θ0,Υ0‖L2 .
DÉMONSTRATION. On reprend l’expression de la fonction ψ1,h,θ0,Υ0 introduite en (3.10). Comme
dans la preuve précédente, le résultat s’obtient par dérivation et changement de variable en utilisant la
décroissance exponentielle de la fonction ψKθ1 (voir la proposition 2.18). 
3.2.4. Démonstration de la proposition 3.24. Par construction, la fonction test est bien dans le
domaine de l’opérateur Ph,A,Ω. En effet, il est facile de voir pour commencer que ψ1,h,x0 ∈ Dom(Qh,A,Ω),
il faut donc juste vérifier que la condition de Neumann ν · (−ih∇+ A)ψ1,h,x0 = 0 est bien satisfaite sur
∂Ω. Cette propriété ne dépend pas du choix du système de coordonnées, il suffit donc simplement de
la vérifier dans le système (s, t). Après changement de variable et changement de jauge, la fonction test
ψ1,h,x0 , l’opérateur (−ih∇+ A) et le vecteur normal ν au bord s’expriment respectivement de la manière
suivante :
(χ0 ◦ Φb)ψ1,h,θ0,Υ0 ,
(
hDs + A˜1, hDt
)
, (0, 1) .
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Comme ψ = ψ1,h,θ0,Υ0 vérifie la condition de Neumann Dtψ = 0 sur l’ensemble {t = 0}, il suffit de voir
que χ0 ◦ Φb vérifie cette même condition. En reprenant la condition (3.11), on a par construction :
(Dtχ0 ◦ Φb) (s, t) = 2t(Dtχ)(s2 + t2).
On a donc (Dtχ0 ◦ Φb) = 0 sur l’ensemble {t = 0}, ce qui donne que la condition de Neumann est bel
et bien satisfaite et que ψ1,h,x0 est bien dans le domaine de l’opérateur Ph,A,Ω.
On considère désormais l’action de l’opérateur Ph,A,Ω sur la fonction test ψ1,h,x0 :
Ph,A,Ωψ1,h,x0 = Ph,A,Ωχ0ψ
v
1,h,x0 = [Ph,A,Ω, χ0]ψ
v
1,h,x0︸ ︷︷ ︸
Terme 1
+χ0Ph,A,Ωψv1,h,x0︸ ︷︷ ︸
Terme 2
.
(3.12)
On commence par donner une estimation du premier terme qui apparaît dans (3.12). Il faut pour cela
contrôler la norme L2 des termes de reste issus du commutateur [P , χ] dont l’expression est donnée par :
[P , χ] = −2h2(∇χ) · ∇ − h2∆χ− 2ihA · ∇χ.
Le support des fonctions troncatures∇χ0 et ∆χ0 ne contenant pas l’origine, on peut appliquer le lemme
3.27 qui donne qu’il existe α > 0, h0 > 0 et C > 0 tels que pour tout 0 < h < h0 :
(3.13) ‖[Ph,A,Ω, χ0]ψv1,h,x0‖L2(Ω) ≤ Ce−αh
−1/3
.
On donne maintenant une estimation du deuxième terme qui apparaît dans (3.12). Il faut pour cela étudier
l’action l’opérateur Ph,A,Ω sur la fonction test ψv1,h,x0 sur le support de χ0.
Développement de Taylor de la métrique
On va contrôler la norme L2 des termes de reste issus du développement de Taylor de la métrique. Sur le
support de la fonction troncature χ0 inclus dans Φ−1b (Ω0), dans les coordonnées (s, t) et après changement
de jauge, l’opérateur P˜h,A,Ω se réécrit de la manière suivante (voir l’Annexe B.3, proposition B.11) :
P˜h,A,Φ−1b (Ω0) =
h2(1− tk(s))−1Dt(1− tk(s))Dt + (1− tk(s))−1
(
hDs + A˜1
)
(1− tk(s))−1
(
hDs + A˜1
)
,
où on a noté plus simplement A˜1 = A˜1,j . Sur le support de la troncature χ˜0 = χ0 ◦ Φb, l’expression de
ψ
v
1,h,x0 dans le nouveau système de coordonnées est donnée par :(
ψ
v
1,h,x0 ◦ Φb
)
(s, t) = e−iφb(s,t)/hψ1,h,θ0,Υ0(s, t).
Après changement de jauge, cela revient à considérer la fonction ψ1,h,θ0,Υ0 . On rappelle que t0 est pris
de sorte que t0max
s
|k(s)| < 1. Sur le support de la fonction troncature χ˜0, on peut développer le terme
(m(s, t))−1 = (1 − tk(s))−1 sous la forme (m(s, t))−1 = 1 + z(s, t) où z est une fonction régulière
vérifiant les estimées :
(3.14) |z(s, t)| ≤ C|(s, t)|, |Dsz(s, t)| ≤ C|(s, t)|, |Dtz(s, t)| ≤ C, |D2t z(s, t)| ≤ C.
L’opérateur est de la forme suivante :
P˜h,A,Φ−1b (Ω0) =
(
h2D2t +
(
hDs + A˜1
)2)
+ z
(
h2D2t +
(
hDs + A˜1
)2)
+ h2Dt(−tk(s)Dt) +
(
hDs + A˜1
)
z
(
hDs + A˜1
)
+ h2zDt(−tk(s)Dt) + z
(
hDs + A˜1
)
z
(
hDs + A˜1
)
.
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On note ici ψ = ψ1,h,θ0,Υ0 . On utilisera par la suite (voir le lemme 3.28) que ‖ψ‖L2(R2+) = ‖ψ1,h,x0‖L2(Ω),
et le fait que la quantité ‖ψKθ01 ‖L2(R2+) est fixée. On va donner un contrôle de l’action du terme :
h2Dt(−tk(s)Dt) +
(
hDs + A˜1
)
z
(
hDs + A˜1
)
.
On obtient facilement avec les lemmes 3.29 et 3.30 et les estimées 3.14 que :
(3.15)
∥∥∥[h2Dt(−tk(s)Dt) + (hDs + A˜1) z (hDs + A˜1)]ψ∥∥∥
L2(R2+)
≤ Ch5/3‖ψ‖L2(R2+).
Développement de Taylor du potentiel vecteur
Il reste à traiter l’action de l’opérateur h2D2t +
(
hDs + A˜1
)2
sur ψ. L’opérateur modèle dominant apparaît
en effectuant un développement de Taylor du potentiel vecteur magnétique. Comme B˜(0, 0) = 0, son
développement est le suivant :
A˜1(s, t) = ∂sB˜(0, 0)st+ ∂tB˜(0, 0)
t2
2
+ r
(4)
j (s, t) = Υ0
(
st sin θ0 − t
2
2
cos θ0
)
︸ ︷︷ ︸
A
(4)
1,j(s,t)
+r
(4)
j (s, t),
où, sur le support de la troncature χ˜0 = χ0 ◦ Φb, le terme de reste r(4)j vérifie :
|r(4)j (s, t)| ≤ C|(s, t)|3.
Il reste désormais à contrôler la norme L2 des termes de reste issus de ce développement de Taylor. On
note plus simplement A(4)1,j = A0 et r
(4)
j = r0. En développant, on a :(
hDs + A˜1
)2
= (hDs + A0)
2 + 2hr0Ds + h(Dsr0) + 2A0r0 + (r0)
2 .
Par suite avec le lemme 3.30 on obtient les estimées suivantes pour la norme ‖ · ‖L2(R2+) :
(3.16) ‖ (2hr0Ds)ψ‖ ≤ Ch5/3‖ψ‖, ‖ (h(Dsr0))ψ‖ ≤ Ch5/3‖ψ‖,
(3.17) ‖ (2A0r0)ψ‖ ≤ Ch5/3‖ψ‖, ‖ (r0)2 ψ‖ ≤ Ch2‖ψ‖.
Par ailleurs, l’action de l’opérateur dominant
(
h2D2t + (hDs + A0)
2) sur ψ donne :(
h2D2t + (hDs + A0)
2)ψ = h4/3Υ2/30 ζθ01 ψ.
En reprenant alors l’identité (3.12) ainsi que les points (3.13), (3.16) et (3.17), on obtient finalement (en
utilisant également le lemme 3.28) qu’il existe C > 0 et h0 > 0 tels que pour tout 0 < h < h0 on ait :∥∥∥(Ph,A,Ω − h4/3Υ2/30 ζθ01 )ψ1,h,x0∥∥∥
L2(Ω)
≤ Ch5/3‖ψ1,h,x0‖L2(Ω).
3.2.5. Quasimode localisant sur la courbe d’annulation, à l’intérieur du domaine. Dans cette
sous-section, on exhibe un quasimode pour l’opérateur Ph,A,Ω. On commence par introduire un certain
nombre de notations.
On rappelle (voir la notation 2.7) que fM(η)1 désigne une fonction propre (normalisée) de l’opérateur de
Montgomery (défini dans la section 2.3), associée à la valeur propre ν1(η). Le résultat suivant découle
d’un simple calcul.
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Lemme 3.31. La fonction définie par :
(3.18) ϕ1,η0(σ, τ) = e
iη0σf
M(η0)
1 (τ) ,
vérifie : (
D2τ +
(
Dσ − τ
2
2
)2)
ϕ1,η0 = M0ϕ1,η0 .
La fonction ϕ1,η0 apparaît naturellement comme brique de base dans la construction du quasimode. On
note cependant qu’on a une localisation seulement suivant la variable t et pas suivant la variable s. Pour
avoir une bonne localisation suivant cette première variable, on va multiplier artificiellement cette der-
nière fonction par une gaussienne.
Notation 3.32. On désigne par g la fonction définie sur R par g(σ) = pi−1/4e−σ2/2 (de norme 1 dans
L2(R)) et et par gh,Υ la fonction définie sur R par :
gh,Υ(s) = Υ
1/6h−1/6g
(
Υ1/6h−1/6s
)
.
Pour tout Υ > 0, on désigne par ϕ1,h,η0,Υ la fonction définie sur R
2 de la manière suivante :
ϕ1,h,η0,Υ(s, t) = Υ
1/3h−1/3ϕ1,η0
(
Υ1/6h−1/6s,Υ1/3h−1/3t
)
gh,Υ(s),
qui est normalisée dans L2(R2s,t) dès lors que f
M(η0)
1 (τ) l’est pour la norme L
2(Rτ ).
Remarque 3.33. Rappelons qu’avec la proposition 2.15, on a ζθ1 < M0, ∀θ ∈ (0, pi2 ]. Comme cela a déjà
été évoqué à travers la remarque 3.4, dans le cas où MB1 ≤ ΛB1 (voir notation 3.1), cela donne que le point
x0 ∈ Γ réalisant cet infimum est à l’intérieur de Ω. En désignant par (s0, t0) = (s0, 0) ses coordonnées
curvilignes (voir l’annexe B.3) on note que ce point vérifie la condition ∂sB˜(s0, 0) = 0.
On se place ici en un point :
(3.19) x(3)j = x0 = Φa(s0, 0),
(voir l’annexe B.3) appartenant à Γ\∂Ω.
Notation 3.34. En reprenant (3.18), on note enfin ϕ
v
1,h,x0 la fonction définie sur Ωx0 par :
ϕ
v
1,h,x0 =
(
e−iφa/hϕ1,h,η0,Υ(x0)
) ◦ Φ−1a ,
où on rappelle que Φa et φa sont définis dans l’annexe B.3.
Comme dans ce qui précède (voir la section 3.2.2), pour tout Rx0 > 0, on désigne par χRx0 une fonction
troncature sur Ω, telle que :
supp(χRx0 ) ⊂ B(x0, 2Rx0) ⊂ Ωx0 , 0 ≤ χRx0 ≤ 1, χRx0 ≡ 1 sur B (x0, Rx0) ,
On énonce désormais le résultat principal de cette section :
Proposition 3.35. La fonction suivante :
ϕ1,h,x0(x) = χRx0 (x)ϕ
v
1,h,x0(x) sur Ω,
est dans le domaine de l’opérateur Ph,A,Ω. De plus, il existe C > 0 et h0 > 0, tels que pour tout
0 < h < h0 on ait :∥∥(Ph,A,Ω − h4/3|∇B(x0)|2/3M0)ϕ1,h,x0∥∥L2(Ω) ≤ Ch5/3‖ϕ1,h,x0‖L2(Ω).
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On note que contrairement au cas précédent de la section 3.2.2, on a une échelle différente en h1/6 suivant
la variable s et h1/3 suivant la variable t (voir [26]). La structure du quasimode est dans ce cas anisotrope.
Dans la preuve de la proposition 3.35, on utilisera encore les mêmes notations simplifiées que celles
introduites dans 3.26.
3.2.6. Lemmes techniques. Les lemmes suivants servent à contrôler les normes L2 des différents
termes de reste qui vont apparaître dans la preuve de la proposition 3.35.
Lemme 3.36. Soit K un sous ensemble compact de Ω0 ne contenant pas x0. Il existe α > 0, h0 > 0 et
C > 0 tels que pour tout 0 < h < h0 :(∫
K
∣∣∇ϕv1,h,x0(x)∣∣2 + ∣∣ϕv1,h,x0(x)∣∣2 dx)1/2 ≤ Ce−αh−1/3 .
DÉMONSTRATION. La preuve est analogue à celle du lemme 3.27. 
Lemme 3.37. On a qu’il existe C > 0 et α > 0 tels que :∣∣‖ϕ1,η0‖L2(R2) − ‖ϕ1,h,x0‖L2(Ω)∣∣ ≤ Ce−αh−1/3 .
DÉMONSTRATION. Pour la preuve de ce résultat, on procède comme dans la preuve du lemme 3.28.

Lemme 3.38. Pour tous entiers n ∈ N, il existe une constanteCN > 0 telle que, pourϕ = e−iφa/hϕ1,h,η0,Υ0 :∫
R2
tn
(
|hDtϕ|2 + |(hDs + A˜1)ϕ|2
)
dsdt ≤ CNhn/3+4/3‖ϕ1,h,x0‖2L2(Ω).
DÉMONSTRATION. On procède cette fois-ci comme dans le lemme 3.29 en utilisant la décroissance
exponentielle de la fonction g et de la fonction fM(η0)1 (voir le théorème 2.9). 
Lemme 3.39. Pour tout entier k, `,m, n ∈ N, il existe une constante C > 0 telle que :(∫
R2
∣∣smtn∂ks ∂`tϕ1,h,η0,Υ0(s, t)∣∣2 dsdt)1/2 ≤ Ch(m−k)/6+(n−`)/3‖ϕ1,h,η0,Υ0‖L2 .
DÉMONSTRATION. La preuve est analogue à celle du lemme 3.30 mais avec une différence notable
qui est que les échelles semi-classiques ne sont pas les même suivant les variables s et t (anisotropie).
Voyons que le résultat est la même avec un argument d’homogénéité (les puissances de Υ (fixé) rentrent
dans la constante C). (∫
R2
∣∣smtn∂ks ∂`tϕ1,h,η0,Υ0(s, t)∣∣2 dsdt)1/2
≤ C
(∫
R2
∣∣smtn(h−k/6h−`/3) (∂ks ∂`tϕ1,h,η0,Υ0) (s, t)∣∣2 dsdt)1/2
On conclut avec le changement de variable σ = h−1/6s et τ = h−1/3t. 
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3.2.7. Preuve de la proposition 3.35. Il est facile de voir pour commencer que par construction, la
fonction test est bien dans le domaine de l’opérateur Ph,A,Ω.
Résolution formelle
On va développer formellement l’opérateur Ph,A,Ω (exprimé dans les coordonnées curvilignes locales)
suivant les puissances de h. Cette approche fait apparaître l’opérateur de Montgomery en tant qu’opéra-
teur dominant et permet d’exhiber la structure du quasimode. On rappelle que l’expression de l’opérateur
dans les coordonnées (s, t) est donnée par (voir l’Annexe B.3, proposition B.11) :
P˜h,A =
h2 (1− tk(s))−1Dt (1− tk(s))Dt + (1− tk(s))−1
(
hDs + A˜1
)
(1− tk(s))−1
(
hDs + A˜1
)
,(3.20)
On remarque là encore qu’on ne fait pas apparaître la dépendance en j de terme A˜1 = A˜1,j . On cherche
des solutions (en un sens formel) à l’équation :
(3.21) P˜h,Aϕ = λϕ+O(h5/3).
On effectue le changement d’échelle suivant pour l’opérateur P˜h,A :
σ = h−1/6Υ1/3s, τ = h−1/3Υ1/3t.
On multiplie par h−4/3 l’opérateur ainsi obtenu, et on effectue le changement de jauge eiη0σ/h1/6 . On note
désormaisMh cet opérateur. Celui-ci peut se développer en puissance de h sous la forme suivante :
Mh =M0 + h1/6M1 + h1/3M2 + · · · ,
avec :
M0 =M(η0), etM1 = 2
(
η0 − τ
2
2
)
Dσ.
Le termeM2 est quant à lui de la forme :
M2 = D2σ +
2
3
ασ2M0 +M.
où α = 1
2
δ−1(0)δ′′(0) 6= 0, M = 2κ(0)δ(0)−4/3
(
τ2
2
− η0
)
τ 3 + 2τδ(0)−1/3κ(0)
(
−η0 + τ22
)2
, et où
la fonction κ apparaît dans le développement de Taylor (suivant la variable t) du potentiel (voir (3.27)
à venir), mais il n’est pas nécessaire de l’expliciter d’avantage, seulement de savoir qu’il s’agit d’un
opérateur différentiel d’ordre 2 à coefficient polynomiaux en σ et τ . On s’intéresse aux quasimodes de la
forme :
ϕ =
1∑
j=0
hj/6ϕj, avec λ =
1∑
j=0
hj/6λj.
En reprenant (3.21) et les transformations précédentes, on cherche donc ϕ et λ de sorte que l’équation
suivante :
Mhϕ = λϕ+O(h1/3)
soit vérifiée au sens des séries formelles. On identifie successivement chaque terme relativement aux
puissances de h.
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Termes en h0. On résout l’équation (M0 − λ0)ϕ0 = 0 qui revient à :
M(η0)ϕ0 = λ0ϕ0.
On obtient par définition que ϕ0 est dans le spectre de l’opérateur dominant "M(η0)". On choisit :
λ0 = M0,
et on prend ϕ0 (unitaire) sous la forme tensorisée :
ϕ0(σ, τ) = f0(σ)f
M(η0)
1 (τ),
avec f0 (dans la classe de Schwartz) à déterminer (on a une grande liberté pour ce choix et on choisira
celui de la gaussienne g). Il est clair qu’on a ϕ0 ∈ S (R2).
Termes en h1/6. On résout l’équation (M0 − λ0)ϕ1 qui revient à :
(M(η0)−M0)ϕ1 = (λ1 −M1)ϕ0.
La fonction ϕ0 étant déterminée, en prenant le produit scalaire avec f
M(η0)
1 on obtient avec la condition
de Fredholm (appliquée à tout σ fixé, le produit scalaire étant pris par rapport à la variable τ ) :
0 = 〈(M0 − λ0)ϕ1, fM(η0)1 〉τ = λ1 − 〈M1ϕ0, fM(η0)1 〉τ .
Le calcul deM1ϕ0 donne :
M1ϕ0(σ, τ) = 2
(
η0 − τ
2
2
)
f
M(η0)
1 (τ)(Dσf0)(σ).
On trouve alors :
〈M1ϕ0, ϕ0〉 =2(Dσf0)(σ)f0(σ)
∫
R2
(
η0 − τ
2
2
)(
f
M(η0)
1
)2
(τ) dτ .
Comme on se situe au point critique η0 de la fonction de bande ν1, en remarquant que :
(∂ηM(η))|η=η0 = 2
(
η0 − τ
2
2
)
,
on a avec la formule de Feynamn-Hellmann donnée dans la proposition 2.8, on trouve finalement que
〈M1ϕ0, ϕ0〉 = 0, ce qui impose :
λ1 = 0.
On peut expliciter l’expression de ϕ1 par identification à l’aide de l’identité (2.1) de la proposition 2.8 :
ϕ1(σ, τ) = (Dσf0)(σ)(∂ηf
M(η0)
1 )η0(τ) + f1(σ)f
M(η0)
1 (τ).
On note que sous la condition de Fredholm, on peut prendre ϕ1 ⊥ ϕ0 en choisissant f1 = 0. Le corollaire
B.19 présenté en Annexe donne immédiatement que ϕ1 ∈ S (R2).
L’action de l’opérateur Ph,A,Ω sur la fonction test ϕ1,h,x0 donne :
Ph,A,Ωϕ1,h,x0 = Ph,A,Ωχ0ϕ
v
1,h,x0 = [Ph,A,Ω, χ0]ϕ
v
1,h,x0︸ ︷︷ ︸
Terme 1
+χ0Ph,A,Ωϕv1,h,x0︸ ︷︷ ︸
Terme 2
(3.22)
On commence par donner une estimation du premier terme qui apparaît dans (3.22). Il faut pour cela
contrôler la norme L2 des termes de reste issus du commutateur [P , χ] dont l’expression est donnée par :
[P , χ] = −2h2(∇χ) · ∇ − h2∆χ− 2ihA · ∇χ.
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Le support des fonctions troncatures∇χ0 et ∆χ0 ne contenant pas l’origine, on peut appliquer le lemme
3.36 qui donne qu’il existe α > 0, h0 > 0, C > 0 tels que pour tout 0 < h < h0 :
(3.23) ‖[Ph,A,Ω, χ0]ϕv1,h,x0‖L2(Ω) ≤ Ce−αh
−1/3
.
On donne maintenant une estimation du premier terme qui apparaît dans (3.22). Il faut pour cela étudier
l’action l’opérateur Ph,A,Ω sur la fonction test ϕv1,h,x0 sur le support de χ0.
Développement de Taylor de la métrique
On va contrôler la norme L2 des termes de reste issus du développement de Taylor de la métrique. Sur le
support de la fonction troncature χ0 inclus dans Φ−1a (Ω0), dans les coordonnées (s, t) et après changement
de jauge, l’opérateur P˜h,A,Ω se réécrit de la manière suivante (voir l’Annexe B.3.1) :
P˜h,A,Φ−1a (Ω0) =
h2 (1− tk(s))−1Dt (1− tk(s))Dt + (1− tk(s))−1
(
hDs + A˜1
)
(1− tk(s))−1
(
hDs + A˜1
)
,
où on a noté A˜1 = A˜1,j (voir le développement en puissance de h de l’opérateur (3.20)) et ka = k (voir
la notation B.9 en Annexe). Sur le support de la troncature χ˜0 = χ0 ◦ Φa, l’expression de ϕv1,h,x0 dans le
nouveau système de coordonnées est donné par :(
ϕ
v
1,h,x0 ◦ Φa
)
(s, t) = e−iφa(s,t)/hϕ1,h,η0,Υ0(s, t).
Après changement de jauge, cela revient à considérer la fonction ϕ1,h,η0,Υ0 . Rappelons que t0 est pris
de sorte que t0max
s
|k(s)| < 1. Sur le support de la fonction troncature χ˜0, on peut développer le terme
(1− tk(s))−1 sous la forme (1− tk(s))−1 = 1 + z(s, t) où z est une fonction vérifiant les estimées :
(3.24) |z(s, t)| ≤ C|t|, |Dsz(s, t)| ≤ C|t|, |Dtz(s, t)| ≤ C, |D2t z(s, t)| ≤ C.
L’opérateur est de la forme suivante :
P˜h,A,Φ−1a (Ω0) =
(
h2D2t +
(
hDs + A˜1
)2)
+ z
(
h2D2t +
(
hDs + A˜1
)2)
+ h2Dt(−tk(s)Dt) +
(
hDs + A˜1
)
z
(
hDs + A˜1
)
+ h2zDt(−tk(s)Dt) + z
(
hDs + A˜1
)
z
(
hDs + A˜1
)
.
On utilisera par la suite (voir le lemme 3.28) que ‖ψ‖L2(R2+) = ‖ψ1,h,x0‖L2(Ω), et le fait que la quantité
‖ψKθ01 ‖L2(R2+) est fixée.
On va donner un contrôle de l’action du terme :
h2Dt(−tk(s)Dt) +
(
hDs + A˜1
)
z
(
hDs + A˜1
)
.
On obtient facilement avec les lemmes 3.29 et 3.30 et les estimées 3.14 que :
(3.25)
∥∥∥[h2Dt(−tk(s)Dt) + (hDs + A˜1) z (hDs + A˜1)]ψ∥∥∥
L2(R2+)
≤ Ch5/3‖ψ‖L2(R2+).
Développement de Taylor du potentiel vecteur
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Il reste un dernier terme à traiter. L’étude est désormais réduite à celle de l’action de l’opérateur :
(3.26) h2D2t +
(
hDs + A˜1
)2
,
sur ϕ = ϕ1,h,θ0,Υ0 . En effectuant un développement de Taylor du potentiel vecteur magnétique suivant la
variable en t = 0, on a :
B˜(s, t) = B˜(s, 0)t+ ∂2t B˜(s, 0)
t2
2
+O(t3).
Sur le support de la troncature χ˜0 = χ0 ◦ Φb, ceci donne :
A˜1(s, t) = ∂tB˜(s, 0)
t2
2︸ ︷︷ ︸
A(3)1,j(s,t)
+κ(s)t3 +O(t4)︸ ︷︷ ︸
r(3)j (s,t)
,
où κ(s) est une fonction régulière. En notant plus simplement A(3)1,j = A0 et r
(3)
j = r0, on obtient alors
après développement :
(3.27) h2D2t +
(
hDs + A˜1
)2
=
(
h2D2t + (hDs + A0)
2)+ 2hDsr0 + 2A0r0 + (r0)2 .
On commence par contrôler les termes de reste. Le lemme 3.39 donne (toujours sur le support de la
fonction troncature χ˜0) les estimées suivantes pour la norme ‖ · ‖L2(R2) :
(3.28) ‖ (2hDsr0)ϕ‖ ≤ Ch11/6‖ϕ‖, ‖ (2A0r0)ϕ‖ ≤ Ch5/3‖ϕ‖, ‖r20ϕ‖ ≤ Ch2‖ϕ‖.
On reprend l’action de l’opérateur modèle :
h2D2t +
(
hDs − δ(s)t
2
2
)2
,
où δ(s) est ici donné par :
δ(s) = ∂tB˜(s, 0).
On se base désormais sur le développement en série formelle précédemment exposé. On observe que
(voir la remarque 3.33 et le point (3.19)) la fonction |δ| admet un minimum non dégénéré au point de
coordonnées curvilignes (s0, 0), et que |δ(s0)| = |∇B˜(s0, 0)|. Un développement de Taylor en la variable
s de la fonction (régulière) δ au point s = s0 s’exprime alors de la manière suivante :
δ(s) = δ(s0) + δ
′(s0)︸ ︷︷ ︸
=0
s+O(s2).
Avec Υ0 = |∇B˜(s0, 0)| = |∇B(x0)| = |δ(s0)|. Quitte à effectuer la transformation unitaire s′ = −s, on
peut sans perte de généralité supposer que δ(s0) > 0. En notant respectivement P1 et R les opérateurs(
hDs −Υ0 t22
)
et O (s2) t2, un développement donne alors :
(3.29) h2D2t +
(
hDs − δ(s)t
2
2
)2
= h2D2t +
(
hDs −Υ0 t
2
2
)2
+ P1R+RP1 +R2.
On applique une nouvelle fois le lemme 3.39 qui donne (toujours sur le support de la fonction troncature
χ˜0 les estimées suivantes pour la norme ‖ · ‖L2(R2) :
(3.30) ‖h (DsR+RDs)ϕ‖ ≤ Ch5/3‖ϕ‖,
(3.31)
∥∥∥∥h(−Υ0 t2R−RΥ0 t2
)
ϕ
∥∥∥∥ ≤ Ch2‖ϕ‖, ‖R2ϕ‖ ≤ Ch2‖ϕ‖.
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On rappelle que l’étude s’est finalement réduite à l’étude de l’action de l’opérateur h2D2t +
(
hDs + A˜1
)2
(voir (3.26)) sur ϕ = ϕ1,h,θ0,Υ0 . Les développements (3.27), (3.29) et ainsi que les estimées associées
(3.28), (3.30) et (3.31) permettent d’écrire que :
h2D2t +
(
hDs + A˜1
)2
= h2D2t +
(
hDs −Υ0 t
2
2
)2
+O(h5/3).
La synthèse de cette analyse donne finalement qu’il existe C > 0 tel que :
(3.32)
∥∥∥∥(h2D2t + (hDs + A˜1)2 − h4/3Υ2/30 M0)ϕ1,h,η0,Υ0∥∥∥∥
L2(R2)
≤ Ch5/3.
En reprenant alors l’identité (3.22) ainsi que les points (3.23), et (3.32), on obtient finalement (en utilisant
également le lemme 3.37) qu’il existe C > 0 et h0 > 0, tels que pour tout 0 < h < h0 on ait :∥∥∥(Ph,A,Ω − h4/3Υ2/30 M0)ϕ1,h,x0∥∥∥
L2(Ω)
≤ Ch5/3‖ϕ1,h,x0‖L2(Ω),
ce qui conclut la preuve de la proposition 3.35. La preuve de la proposition 3.19 découle immédiatement
des propositions 3.24 et 3.35 en appliquant le théorème spectral A.6 rappelé en Annexe.
CHAPITRE 4
Localisation des fonctions propres et estimées d’Agmon
Dans ce chapitre, on montre que les "premières" fonctions propres de l’opérateur Ph,A,Ω vérifient la
même propriété de "localisation" que les quasimodes précédemment construits. Ce résultat apparaît à
travers les estimées d’Agmon. Il s’agit d’inégalités du même type que celles données dans les théorèmes
1.3 et 1.11 présentés dans l’introduction. Pour avoir le résultat le plus précis, il faut trouver la meilleure
échelle en h dans la fonction à poids exponentiel.
Notation 4.1. Pour tout n ∈ N∗, on désigne par ψn,h une fonction propre (quelconque) associée à la
valeur propre λn(h) de l’opérateur Ph,A,Ω.
4.1. Énoncé des théorèmes de localisation
On va démontrer des propriétés de localisation relatives à différentes régions du domaine Ω.
On rappelle le lemme technique bien connu suivant (voir [2], [3], [32], [48], [49] et aussi [66, Proposition
4.7 et 4.8]) :
Lemme 4.2. Pourϕ une fonction lipschitzienne définie sur Ω et à valeur réelle et pour u dansDom(Ph,A,Ω)
on a :
Re〈Ph,A,Ω u, e2ϕu〉 = Qh,A,Ω(eϕu)− h2 ‖|∇ϕ|eϕu‖2 .
DÉMONSTRATION. Ce résultat est analogue à la formule de localisation (3.3). Il se démontre comme
dans (3.3) en remplaçant χ par eϕ. 
Estimées d’Agmon relatives à la courbe d’annulation Γ :
Le résultat suivant est crucial pour obtenir le résultat de localisation.
Lemme 4.3. Il existe h0 > 0 et C > 0 tels que pour tout u ∈ Dom(Qh,A,Ω) et tout 0 < h < h0 :
Qh,A,Ω(u) ≥
∫
Ω
(IΓB(x)− Ch22/15) |u(x)|2 dx,
avec :
IΓB(x) =
{
LΩ,Bh
4/3, d(x,Γ) > R′h1/3
LB0 h
4/3, d(x,Γ) ≤ R′h1/3 ,
où on rappelle que LB0 est défini dans le théorème 3.3 et LΩ,B dans la notation 3.18.
DÉMONSTRATION. Ce résultat découle directement du tableau résumant l’asymptotique (voir la
table 3.1.2) avec le même choix des paramètres. 
On énonce désormais le premier théorème de localisation. Ce résultat découle du raffinement précédent
induit par le potentiel effectif IΓB. Cela sera démontré ultérieurement dans la section 4.2 suivante.
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Théorème 4.4. Soit n tel que λn(h) ≤ Lh4/3, avec L > 0 une constante. Il existe C > 0, α > 0, et
h0 > 0 tels que pour tout h ∈ (0, h0) on a :
(1)
∫
Ω
e2αh
−1/3d(x,Γ)|ψn,h(x)|2 dx ≤ C‖ψn,h‖2,
(2) Qh,A,Ω
(
eαh
−1/3d(·,Γ)ψn,h
)
≤ Ch4/3‖ψn,h‖2.
Il en découle directement le corollaire suivant :
Corollaire 4.5. Soit n tel que λn(h) ≤ Lh4/3, avec L > 0 une constante. Il existe α > 0 tel que pour
tout N fixé, il existe CN > 0 et h0 > 0 tels que pour tout h ∈ (0, h0) on a :
(1)
(∫
Ω
(2αd(x,Γ))2N |ψn,h(x)|2 dx
)1/2
≤ CNhN/3‖ψn,h‖,
(2) Qh,A,Ω
(
(αd(x,Γ))N ψn,h
)
≤ CNh4/3+2N/3‖ψn,h‖2.
Estimées d’Agmon relatives à la zone de jonction ∂Ω ∩ Γ
On introduit la condition suivante (voir la notation 3.1) :
(4.1) ΛB1 < M
B
1 .
Cette condition traduit le fait que la contribution à l’intersection du bord et de la courbe d’annulation est
strictement plus petite que la contribution de la courbe d’annulation à l’intérieur du domaine. Il convient
de remarquer que la définition des ΛBn dans la notation 1.12 n’entre pas en conflit avec la définition de
ΛB1 dans la notation 3.1. On introduit un nouvel ensemble :
Notation 4.6. Pour un niveau d’énergie fixé ΛBn , on introduit l’ensemble :
(4.2) Γ[4]n =
{
x0 ∈ ∂Ω ∩ Γ,Λx01 < min{ΛBn ,MB1 }
}
.
On va définir un nouveau potentiel effectif I∂Ω∩ΓB,n lié à des points bien précis de ∂Ω ∩ Γ, pour voir que
certaines zones vont être privilégiés.
Lemme 4.7. Soit 1 ≤ n ≤ NΩ,B et R′ > 0 (qu’on choisira assez grand comme dans (3.6)). On a qu’il
existe h0 > 0 tel que pour tout u ∈ Dom(Qh,A,Ω) et tout 0 < h < h0 :
Qh,A,Ω(u) ≥
∫
Ω
(I∂Ω∩ΓB,n (x)− Ch22/15) |u(x)|2 dx,
avec :
I∂Ω∩ΓB,n (x) =
{
ΛBn h
4/3, d(x,Γ
[4]
n ) > R′h1/3
ΛB1 h
4/3, d(x,Γ
[4]
n ) ≤ R′h1/3
.
DÉMONSTRATION. La preuve de ce résultat est analogue à celle du lemme 4.3. On reprend de la
même manière le tableau résumant l’asymptotique (voir section 3.1.5) avec le même choix des para-
mètres. La dichotomie sur la zone de localisation se fait ici de manière plus précise par définition de
l’ensemble Γ[4]n . 
On énonce maintenant le deuxième résultat de localisation lié au dernier découpage. Il découle du raffi-
nement précédent induit par le potentiel effectif I∂Ω∩ΓB,n . Cela sera démontré avec le théorème 4.4 dans la
section 4.2.
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Théorème 4.8. Soit 1 ≤ n ≤ NΩ,B. Pour tout n ∈ N∗ tel qu’il existe C > 0 tel que :
(4.3) |λn(h)− ΛBn h4/3| ∼
h→0
Ch4/3,
on a qu’il existe α > 0 tel que pour tout N ∈ N, il existe CN > 0 et h0 > 0 tels que pour tout h ∈ (0, h0)
on a :
(1)
∫
Ω
e2αh
−1/3d(x,Γ[4]n )|ψn,h(x)|2 dx ≤ CN‖ψn,h‖2,
(2) Qh,A,Ω
(
eαh
−1/3d(·,Γ[4]n )ψn,h
)
≤ CNh4/3‖ψn,h‖2.
Comme dans le cas précédent il en découle directement le corollaire suivant :
Corollaire 4.9. Soit 1 ≤ n ≤ NΩ,B. Pour tout n ∈ N∗ tel qu’il existe C > 0 tel que la condition (4.3) du
théorème 4.8 précédent soit vérifiée, à savoir :
|λn(h)− ΛBn h4/3| ∼
h→0
Ch4/3,
on a qu’il existe α > 0 tel que pour tout N ∈ N , il existe CN > 0 et h0 > 0 tels que pour tout h ∈ (0, h0)
on a :
(1)
(∫
Ω
(
2αd(x,Γ[4]n )
)2N |ψn,h(x)|2 dx)1/2 ≤ CNhN/3‖ψn,h‖,
(2) Qh,A,Ω
((
αd(x,Γ
[4]
n )
)N
ψn,h
)
≤ Ch4/3+2N/3‖ψn,h‖2.
4.2. Preuve des résultats de localisation
On effectue dans cette section la preuve des théorèmes 4.4 et 4.8. On reprend la quantité LΩ,B définie
dans la notation 3.18. On considère un couple d’éléments propres (λn(h), ψn,h) de l’opérateur Ph,A,Ω sur
Ω.
Pour toute fonction scalaire ϕ lipschitzienne définie sur Ω , on a clairement eϕψn,h ∈ Dom(Qh,A,Ω).
Comme dans la preuve précédente, le lemme 4.2 donne que :
Qh,A,Ω(eϕψn,h) = λn(h)‖eϕψn,h‖2 + h2 ‖|∇ϕ| eϕψn,h‖2 .
Avec la formule de localisation (voir proposition B.4) on a :∑
j
k∈{1,2,3}
Qh,A,Ω
(
Xh
ρk
j e
ϕψn,h
)
=
∑
j
k∈{1,2,3}
Qh,A,Ω
(
Xh
ρk
j e
ϕψn,h
) (
λn(h)‖Xhρkj eϕψn,h‖2 + h2
∥∥Xhρkj |∇ϕ| eϕψn,h∥∥2 + h2 ∥∥∣∣∇Xhρkj ∣∣ eϕψn,h∥∥2) .
On considère la fonction suivante ϕ définie par :
(4.4) ϕ(x) = αd(x,Z•)h−1/3, ∀x ∈ Ω,
où Z• désigne un certain sous ensemble de Ω qui dépend du cas considéré, avec α > 0 un paramètre à
déterminer. Le calcul de la norme du gradient∇ϕ donne :
(4.5) |∇ϕ(x)|2 = α2h−2/3.
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On commence par donner un contrôle du terme de reste. En reprenant le résumé de l’asymptotique pré-
senté dans la section 3.1.2, on a
(4.6)
∑
j
k∈{1,2,3}
|∇Xhρkj |2 ≤ Ch−8/15.
Avec les points (4.6) et (4.5) et la propriété (3.1) de la partition de l’unité, on a :∑
j
k∈{1,2,3}
h2
∥∥Xhρkj |∇ϕ| eϕψn,h∥∥2 + h2 ∥∥∣∣∇Xhρkj ∣∣ eϕψn,h∥∥2 ≤ (α2 + Ch2/15)h4/3 ‖eϕψn,h‖2 .
La preuve des théorèmes 4.4 et 4.8 se fait de la même manière. On utilise une dichotomie dans les
notations pour traiter simultanément ces deux cas. L’indice Γ servira dans la preuve du théorème 4.4
relatif à la courbe d’annulation Γ tandis que l’indice ∂Ω∩Γ sera utilisé la preuve du théorème 4.8 relatif à
un sous ensemble de l’ensemble des points de ∂Ω ∩ Γ.
Dans le deuxième cas, la condition (4.3) donne qu’il existe 0 < Λ < ΛBn tel que :
λn(h) ≤ Λh4/3 + o(h4/3).
On reprend la notation 3.18. On note alors :
ZΓ = Γ ,
MΓ(h) = LΩ,Bh
4/3 , LΓ(h) = Lh4/3 , mΓ(h) = LB0 h
4/3 + o(h4/3),
(où l’on rappelle que LB0 est défini dans la notation 3.1) et
Z∂Ω∩Γ = Γ[4]n ,
M∂Ω∩Γ(h) = ΛBn h
4/3 , L∂Ω∩Γ(h) = Λh4/3 + o(h4/3) , m∂Ω∩Γ(h) = ΛB1 h
4/3 + o(h4/3).
On distingue deux ensembles. On note que la convention utilisée pour la numérotation est analogue aux
précédentes, on commence loin de la ligne d’annulation pour s’en rapprocher progressivement.
Z•1(h) = {j, d(xj,Z•) > R′h1/3} et Z•2(h) = {j, d(xj,Z•) ≤ R′h1/3}.
On a une majoration de λn(h) qui se situe sous un certain seuil :
(4.7) λn(h) ≤ L•(h).
Les lemmes 4.3 et 4.7 (qu’on peut appliquer via la condition (4.1)) avec les potentiels effectifs donnent
une minoration suivant chacun des sous ensembles :
Qh,A,Ω(Xhρkj eϕψn,h) ≥M•(h)
∥∥Xhρkj eϕψn,h∥∥2 , ∀j ∈ Z•1(h).(4.8)
Qh,A,Ω(Xhρkj eϕψn,h) ≥ m•(h)
∥∥Xhρkj eϕψn,h∥∥2 , ∀j ∈ Z•2(h).(4.9)
En reprenant (4.7), (4.8), (4.9), on a :∑
j∈Z•1 (h)
k∈{1,2,3}
(
M•(h)− L•(h)− (α2 + Ch2/15)h4/3) ‖Xhρkj eϕψn,h‖2 ≤
(
L•(h)−m•(h) + (α2 + Ch2/15)h4/3) ∑
j∈Z•2 (h)
k∈{1,2,3}
∥∥Xhρkj eϕψn,h∥∥2 .
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On donne désormais les expressions de M•(h) − L•(h), et L•(h) − m•(h). Dans le cas de la courbe
d’annulation, quitte à augmenter la valeur de R′ en fonction du seuil L considéré, on a :
MΓ(h)− LΓ(h) = (LΩ,B − L)︸ ︷︷ ︸
>0
h4/3 et LΓ(h)−mΓ(h) ≥ (L− ΛB1 )︸ ︷︷ ︸
≥0
h4/3 + o(h4/3).
Dans le cas où la courbe d’annulation s’intersecte avec le bord, sous la condition (4.1), on trouve :
M∂Ω∩Γ(h)−L∂Ω∩Γ(h) = (ΛBn − Λ)︸ ︷︷ ︸
>0
h4/3+o(h4/3) et L∂Ω∩Γ(h)−m∂Ω∩Γ(h) ≥ (Λ− ΛB1 )︸ ︷︷ ︸
≥0
h4/3+o(h4/3).
On a donc dans les deux cas, pour α assez petit, qu’il existe c > 0 et C ≥ 0 tels que pour h < h0 :
ch4/3
∑
j∈Z•1 (h)
k∈{1,2,3}
∥∥Xhρkj eϕψn,h∥∥2 ≤ Ch4/3 ∑
j∈Z•2 (h)
k∈{1,2,3}
∥∥Xhρkj ψn,h∥∥2 .
(4.10)
Par choix de ϕ (voir (4.4)) adapté à l’échelle (spatiale) en h provenant de l’étude de la minoration, on a
(par compacité de Ω) qu’il existe C > 0 tel que :∑
j∈Z•2 (h)
k∈{1,2,3}
∥∥Xhρkj eϕψn,h∥∥2 ≤ C ∑
j∈Z•2 (h)
k∈{1,2,3}
∥∥Xhρkj ψn,h∥∥2 .
(4.11)
Pour h < h0 on a finalement avec (4.10), (4.11) et la propriété (3.1) de la partition de l’unité en section
3.1.2, l’inégalité asymptotique suivante :
ch4/3 ‖eϕψn,h‖2 ≤ Ch4/3 ‖ψn,h‖2 .
où c > 0 et C ≥ 0. Le point 2 du théorème 4.4 et le point 2 du théorème 4.8 se déduisent immédiatement
de ce qui vient d’être établi.

CHAPITRE 5
Développement asymptotique complet des premières valeurs propres
Dans tout ce chapitre, on se place sous la condition (4.1) assurant la localisation de la première fonction
propre sur l’ensemble ∂Ω ∩ Γ. Le résultat final (le théorème 5.18) donne un développement asympto-
tique à tout ordre des premières valeurs propres de l’opérateur Ph,A,Ω. On obtient en particulier que
le bas du spectre de l’opérateur Ph,A,Ω correspond au bas du spectre de l’opérateur "somme directe"⊕
x∈∂Ω∩Γ
h4/3|∇B(x)|2/3Kθ(x) modulo en terme de reste en O(h5/3).
5.1. Problème localisé au bord sur la courbe d’annulation
On commence par l’étude d’un opérateur Ph,A,Ωx0 localisé sur un voisinage Ωx0 d’un point x0 ∈ ∂Ω ∩
Γ (suffisamment petit de sorte que le passage en coordonnées curvilignes soit licite) en imposant une
condition de Dirichlet sur ∂B(x0, Rx0)\∂Ω où B(x0, Rx0)  Ωx0 .
Notation 5.1. Soit x(4)j = x0 appartenant à ∂Ω ∩ Γ choisi de sorte que (voir les notations 1.12 et 3.1) :
Λx01 < M
B
1 .
On note Ωx0 = B(x0, Rx0) ∩ Ω avec Rx0 > 0 suffisamment petit de sorte que Ωx0 soit un voisinage sur
lequel le difféomorphisme Φ (voir section B.3) est bien défini avec Ωx0 ∩ (∂Ω ∩ Γ) = {x0}.
On reprend la notation 1.12 et on introduit quelques notations supplémentaires.
Notation 5.2. On note P loch,A,Ωx0 la réalisation autoadjointe sur Ωx0 de l’opérateur Ph,A,Ωx0 avec condition
de Neumann sur B(x0, Rx0) ∩ ∂Ω et condition de Dirichlet sur ∂ (B(x0, Rx0)) \∂Ω.
Pour tout n tel que ζθ0n < M0, on note :
(λn,x0(h), ψn,h,x0) et
(
λlocn,x0(h), ψ
loc
n,h,x0
)
une paire d’éléments propres de l’opérateur Ph,A,Ωx0 et P loch,A,Ωx0 (respectivement).
Pour finir on désigne par Pmodx0 l’opérateur suivant sur R2+ :
Pmodx0 = |∇B(x0)|2/3h4/3Kθ(x0).
Ce chapitre a en particulier pour but de montrer que le bas du spectre de l’opérateur P loch,A,Ωx0 coïncide
avec le bas du spectre de l’opérateur Pmodx0 sur R2+, modulo un terme de reste en O(h5/3).
Dans la suite de ce chapitre, on utilisera encore les mêmes notations simplifiées que celles données dans
3.26.
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5.1.1. Minoration.
Proposition 5.3. Soit x0 ∈ ∂Ω ∩ Γ et 1 ≤ N ≤ N(θ0). Pour tout N ∈ N∗ tel que N ≤ N(θ0), il existe
CN > 0 et h0 > 0 tels que pour tout 1 ≤ n ≤ N et 0 < h < h0 on ait :
λlocn,x0(h) ≥ Λx0n h4/3 − Ch5/3.
DÉMONSTRATION. Soit N ∈ N∗ tel que N ≤ N(θ0) et 1 ≤ n ≤ N .
Par inclusion des domaines, on a :
Qh,A,Ω0 ≤ Qloch,A,Ω0 .
Les résultats de minoration valables pour Qh,A,Ωx0 le sont donc également (a fortiori) pour Qloch,A,Ω0 .
Pour prouver la proposition 5.3, il suffit de montrer que :
λn,x0(h) ≥ h4/3Υ2/30 QKθ0 (ψ)− Ch5/3,
pour ψ dans un certain espace vectoriel de dimension n, pour finalement conclure avec le principe du
Min-Max (théorème A.9 en Annexe).
On considère une base orthonormée ψ1,h, · · · , ψn,h de fonctions propres de l’opérateur Ph,A,Ωx0 et on
introduit l’espace vectoriel de dimension n suivant :
En,x0(h) = Vect {ψk,h,x0 , 1 ≤ k ≤ n} .
Soit ψ =
∑
j
αjψj,h ∈ En,x0(h). On a :
Qh,A,Ω0(ψ) ≤ λn,x0(h)‖ψ‖2.
En effet, en notant Bh,A,Ω0 la forme bilinéaire associée à Qh,A,Ω0 , on a :
Qh,A,Ω0(ψ) = Qh,A,Ω0
(∑
j
αjψj,h
)
=
∑
j
α2jQh,A,Ω0(ψj,h) +
∑
i 6=j
αiαjBh,A,Ω0(ψi,h, ψj,h).
La famille étant orthogonale pour le produit scalaire sur L2(Ω), elle l’est également au sens de la forme
quadratique car :
Bh,A,Ω0(ψi,h, ψj,h) = 〈Ph,A,Ω0ψi,h,x0 , ψj,h,x0〉 = λi,x0(h)〈ψi,h,x0 , ψj,h,x0〉 = λi,x0(h)δij.
Comme Qh,A,Ω0(ψj,h,x0) = λj,x0(h)‖ψj,h,x0‖2 et que la suite des valeurs propres (λn,x0(h))n∈N∗ est crois-
sante, on a avec le théorème de Pythagore :
Qh,A,Ω0(ψ) ≤ λn,x0(h)
∑
j
α2j‖ψj,h,x0‖2 = λn,x0(h)‖ψ‖2.
On va minorer λn,x0(h) en minorant Qh,A,Ω0(ψ) et montrer que :
Qh,A,Ω0(ψ) ≥ h4/3Υ2/30 QKθ0 (ψ)− Ch5/3.
Sur Ω0, on peut passer dans les coordonnées (s, t). Sans perte de généralité, on peut supposer que les co-
ordonnées curvilignes du point x0 sont (0, 0). Dans ces coordonnées, la réécriture de la forme quadratique
est la suivante :
Qh,A,Ω0(ψ) =
∫
Φ−1(Ω0)
(
(1− tk(s))−2|(hDs + A˜1)ψ˜|2 + |(hDt)ψ˜|2
)
(1− tk(s)) dsdt.
5.1. PROBLÈME LOCALISÉ AU BORD SUR LA COURBE D’ANNULATION 73
Par régularité et compacité du bord, il existe une constante C > 0 telle que :
|(1− tk(s))| ≥ 1− C|t| et (1− tk(s))−1 ≥ 1− C|t|.
On obtient (avec la notation simplifiée A˜1 = A˜1,j) :
Qh,A,Ω0(ψ) ≥
∫
Φ−1(Ω0)
(
|(hDs + A˜1)ψ˜|2 + |(hDt)ψ˜|2
)
dsdt
−
∫
Φ−1(Ω0)
Ct
(
|(hDs + A˜1)ψ˜|2 + |(hDt)ψ˜|2
)
dsdt.
Les estimées d’Agmon sont un élément crucial de la preuve. Le théorème 4.8 et le corollaire 4.9 restent
vrais pour l’opérateur Ph,A,Ω0 . Le corollaire 4.9 est indépendant du système de coordonnées et reste
valable ici pour le potentiel vecteur magnétique donné par A˜ = (A˜1, 0) et pour n’importe quel ψ ∈
En,x0(h). Il en découle un résultat analogue au lemme 3.29 qui donne alors l’estimée suivante :∫
Φ−1(Ω0)
Ct
(
|(hDs + A˜1)ψ˜|2 + |(hDt)ψ˜|2
)
dsdt ≤ Ch5/3.
Il reste désormais à traiter le terme
∫
Φ−1(Ω0)
(
|(hDs + A˜1)ψ˜|2 + |(hDt)ψ˜|2
)
dsdt. On effectue un déve-
loppement de Taylor du potentiel vecteur magnétique :
A˜1(s, t) = ∂sB˜(0, 0)st+ ∂tB˜(0, 0)
t2
2
+ r
(4)
j (s, t) = Υ0
(
st sin θ0 − t
2
2
cos θ0
)
︸ ︷︷ ︸
A
(4)
1,j(s,t)
+r
(4)
j (s, t).
Le terme de reste r(4)j vérifie |r(4)j (s, t)| ≤ C|(s, t)|3. En notant plus simplement A(4)1,j = A0 et r(4)j = r0,
on obtient :
Qh,A,Ω0(ψ) ≥
∫
Φ−1(Ω0)
(
|(hDs + A0)ψ˜|2 + |(hDt)ψ˜|2
)
dsdt
−
∫
Φ−1(Ω0)
2
(
|(hDs + A0)ψ˜||r0ψ˜|
)
dsdt−
∫
Φ−1(Ω0)
|r0ψ˜|2 dsdt.
Avec l’inégalité de Cauchy-Schwarz et le corollaire 4.9 (qui ne dépend pas du système de coordonnées
et appliqué ici pour le potentiel vecteur magnétique donné par A˜ = (A0, 0)) on a :∫
Φ−1(Ω0)
2
(
|(hDs + A0)ψ˜||r0ψ˜|
)
dsdt ≤ Ch5/3 et
∫
Φ−1(Ω0)
|r0ψ˜|2 dsdt ≤ Ch2.
Les expressions deQh,A,Ω et deQh,A,Ω0 étant formellement les mêmes, on peut reprendre le changement
d’échelle de la section 2.4 qui donne finalement que :
Qh,A,Ω0(ψ) ≥ h4/3Υ2/30 QKθ0 (ψ)− Ch5/3.
Une conséquence de ce résultat est qu’il existe C > 0 (dépendant de N ) tel que :
λn,x0(h) ≥ h4/3Υ2/30 ζθ0n − Ch5/3.

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5.1.2. Quasimodes et majoration. La stratégie est basée sur le théorème spectral. On va développer
l’opérateur P loch,A,Ω0 (dans les coordonnées curviligne et après changement d’échelle) en puissance de h
et chercher des solutions formelles à l’équation aux valeurs propres.
On considère x(4)j = x0 ∈ ∂Ω∩Γ. La proposition B.13 en Annexe permet de se ramener à l’étude (locale)
de la forme quadratique suivante :
Q˜(w) =
∫
Φ−1(Ω0)
(
(1− tk(s))−2|(hDs + A˜1)w|2 + |(hDt)w|2
)
(1− tk(s)) dsdt,
où A˜1,j = A˜1 est donné par (B.10).L’opérateur se réécrit localement de la manière suivante (voir l’Annexe
B.3, proposition B.11) :
P˜h,A,Φ−1(Ω0) =
h2 (1− tk(s))−1Dt (1− tk(s))Dt + (1− tk(s))−1
(
hDs + A˜1
)
(1− tk(s))−1
(
hDs + A˜1
)
,
et vérifie la condition de Neumann usuelle au bord.
On peut écrire :
A˜1(s, t) = Υ0
(
st sin θ0 − t
2
2
cos θ0
)
+ r0(s, t),
où le terme de reste vérifie |r0(s, t)| ≤ C|(s, t)|3. Le changement d’échelle :
τ = h−1/3Υ1/30 t, σ = h
−1/3Υ1/30 s,
ramène l’étude à celle de l’opérateur suivant :
(5.1) h4/3Υ2/30 Kh,
considéré sur R2+, et vérifiant la condition de Neumann sur l’ensemble {τ = 0}. On note que cette
"approximation" au demi-plan tout entier sera rigoureusement justifiée par l’introduction d’une fonction
troncature (voir (5.8)).
Énoncé du résultat
Proposition 5.4. Soit x0 ∈ ∂Ω ∩ Γ et N ∈ N∗ tel que N ≤ N(θ0). Sous la condition (4.1), il existe une
constante CN(J) > 0 et h0 > 0 tels que pour tout 1 ≤ n ≤ N et tout 0 < h < h0 :
d
(
λ[J ]n,x0(h), Sp(P loch,A,Ω0)
) ≤ CN(J)h4/3+(J+1)/3,
avec
(5.2) λ[J ]n,x0(h) = h
4/3Υ
2/3
0
J∑
j=0
λn,x0,jh
j/3 et λn,x0,0 = ζ
θ0
n .
Remarque 5.5. La quantité Λx0n h4/3 (voir la notation 1.12) correspond à λ
[0]
n,x0(h).
La preuve de la proposition 5.4 nécessite quelques résultats préliminaires.
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Développement en série formelle
Pour x(4)j = x0 ∈ ∂Ω ∩ Γ et n tels que ζθ0n < M0, la dépendance h de l’opérateur Kh sur R2+ défini via
(5.1) permet de développer l’opérateur de la manière suivante :
(5.3) Kh ∼
∑
j≥0
Kjhj/3,
où l’expression de l’opérateur dominant K0 est :
K0 = Kθ0 = D2τ +
(
Dσ + στ sin θ0 − τ
2
2
cos θ0
)2
.
On peut bien sûr expliciter l’unique expression de l’opérateur K1 mais il est suffisant de remarquer qu’il
s’agit d’un opérateur différentiel d’ordre au plus 2. De la même manière, pour respecter la condition de
Neumann au bord des coefficients du développement, on considère le développement formel de l’opéra-
teur suivant sur ∂Ω :
ν · (−ih∇+ A).
En optant pour des notations analogues, l’expression de cet opérateur dans le nouveau système de coor-
données sur l’ensemble {τ = 0} est donnée par :
N ∼
∑
j≥0
Njhj/3.
On peut facilement voir que dans le nouveau système de coordonnées, la condition de Neumann N0 est
donnée par N0ψ = Dτψ = 0, et que tous les autres termes de son développement en série formelle sont
nuls.
Remarque 5.6. Il est clair que pour tout j, l’ordre des opérateurs différentiels Kj etNj (qui peuvent être
explicités en écrivant un développement tronqué à un ordre suffisamment élevé) est inférieur ou égal à 2.
Pour j ≥ 2 les Kj sont des polynômes homogènes de degré j.
On cherche des solutions formelles de la forme :
ζ ∼
∑
j≥0
ζjh
j/3 et ψ ∼
∑
j≥0
ψjh
j/3,
de sorte qu’on ait (au sens des séries formelles) :
Kψ ∼ ζψ.
On résout le système par identification suivant les puissances de h. On remarque que par construction,
dès lors que la condition de Neumann est vérifiée pour ψ, elle est alors automatiquement satisfaite de la
même manière pour tous les termes du développement en série formelle de ψ.
• Termes en h0. On résout l’équation :
K0ψ0 = ζ0ψ0 sur R2+,
qui donne par définition que ζ0 est dans le spectre de l’opérateur Kθ0 et que ψ0 est une fonction propre
associée. Le choix du ζ0 dans le spectre de l’opérateur détermine de manière unique la valeur des autres
coefficients. On peut choisir :
(5.4) ζ0 = ζθ0n avec n tel que ζ
θ0
n < M0.
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On en déduit que :
(5.5) ψ0(σ, τ) = ψ
Kθ0
n (σ, τ).
La dépendance en x0 et n est donnée dans le théorème final en notant que ζj = ζn,x0,j et ψj = ψn,x0,j .
• Termes en h1/3. On résout l’équation :
(K0 − ζ0)ψ1 = (ζ1 −K1)ψ0 sur R2+.
Avec (5.3), (5.4) et (5.5), on a : (Kθ0 − ζθ0n )ψ1 = (ζ1 −K1)ψKθ0n .
La condition d’orthogonalité de Fredholm impose que le terme de droite de l’équation précédente ap-
partienne à l’orthogonal du noyau de l’opérateur. Dans ce cas, on a en particulier que 〈ψ1, ψ0〉 = 0. En
prenant le produit scalaire avec ψ0 dans l’expression précédente, on est amené à choisir ζ1 :
(5.6) ζ1 = 〈K1ψ0, ψ0〉R2+ .
Une conséquence du théorème 2.18 est queψ0 etK1ψ0 appartiennent à L2exp(R2+) (et même dansH∞exp(R2+)).
La condition (5.6) permet d’appliquer les résultats de la partie B.4 présentés en Annexe. Ces derniers
donnent que ψ1 appartient à H∞exp(R
2
+).
• Termes d’ordre supérieur :
On procède par récurrence ("méthode de Grushin"). Soit J ≥ 0. On suppose que les réels ζ0, ..., ζJ et
que les fonctions ψ0, ..., ψJ sont déjà connus. On suppose de plus que les fonctions ψ0, ..., ψJ sont dans
H∞exp(R
2
+). L’équation à l’ordre J + 1 s’écrit :
(K0 − ζ0)ψJ+1 = ζJ+1ψ0 +
J∑
j=2
ζjψJ+1−j −
J+1∑
j=1
PˆjψJ+1−j − Pˆ1ψ1 sur R2+,
dont les inconnues sont ζJ+1 et ψJ+1.
On peut choisir ζJ+1 de sorte que la condition (B.12) de la proposition B.16 présentée en Annexe soit sa-
tisfaite. Comme ce qui précède, il découle des résultats de l’Annexe B.4 que ψJ+1 appartient à H∞exp(R
2
+).
Comme à la fin de la preuve 3.24, on vérifie avec le système d’équations formelles au bord que les condi-
tions de Neumann sont satisfaites par les fonctions ψn,x0,j de sorte qu’elles appartiennent à l’ensemble
Dom(Kθ0). L’approche précédente peut se résumer dans le lemme suivant :
Lemme 5.7. Pour tout x0 ∈ ∂Ω∩Γ et N ∈ N∗ tel que N ≤ N(θ0) on a (pour tout 1 ≤ n ≤ N ) construit
par récurrence une suite de nombre et de fonctions telles que pour tout J ≥ 0 :
J∑
j=0
KJ−jψn,x0,j =
J∑
j=0
ζn,x0,J−jψn,x0,j sur R
2
+,
avec ζn,x0,0 = ζ
θ0
n , ψn,x0,0 = ψ
Kθ0
n et ψn,x0,j ∈ H∞exp(R2+) ⊂ Dom(Kθ0) pour tout j ≥ 0.
La sous-section suivante a pour but de démontrer la proposition 5.4 pour laquelle il faudra respecter la
condition de localisation des fonctions test. Avant de passer à la preuve on introduit quelques notations à
partir de ce qui précède.
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Notation 5.8. Avec la suite (ζn,x0,j)j≥0 précédemment construite, on définit ζn,x0,j = ζn,j et pour tout
J ≥ 0 et tout n ∈ N, on note :
(5.7) λ[J ]n,x0(h) = h
4/3Υ
2/3
0
J∑
j=0
ζn,x0,jh
j/3,
ψ˜
[J ]
n,h,x0
(s, t) = Υ
1/3
0 h
−1/3
J∑
j=0
ψn,x0,j
(
Υ
1/3
0 h
−1/3s,Υ1/30 h
−1/3t
)
hj/3 sur R2+,
et
(5.8) ψ[J ]n,h,x0 = χ0e
−iφ(Φ−1)/hψ˜[J ]n,h,x0(Φ
−1) sur Ω0,
où χRx0 = χ0 est une fonction troncature de support inclut dans Ω0 vérifiant les mêmes propriétés qu’en
(3.11).
Preuve du résultat
La proposition 5.4 se base sur quelques résultats intermédiaires.
Lemme 5.9. Pour tout x0 ∈ ∂Ω∩Γ, tout N ∈ N tel que N ≤ N(θ0) et tout J ≥ 0, il existe une constante
CN(J) > 0, h0 > 0 tels que pour tout 1 ≤ n ≤ N et tout 0 < h < h0 la norme L2(Ω) des fonctions
ψ
[J ]
n,h,x0
définies avec (5.8) vérifie :
1− CN(J)h1/3 ≤ ‖ψ[J ]n,h,x0‖L2(Ω) ≤ 1 + CN(J)h1/3.
La preuve de ce résultat est analogue à celle du lemme 3.27.
PREUVE DE LA PROPOSITION 5.4. On fixe x0 ∈ ∂Ω ∩ Γ, N ∈ N tel que N ≤ N(θ0) et on prend
1 ≤ n ≤ N . Les fonctions ψ[J ]n,h,x0 vérifient la condition de Neumann sur ∂Ω ∩ ∂Ω0 et la condition
de Dirichlet est elle aussi bien vérifiée sur ∂Ω0\∂Ω. Les fonctions ψ[J ]n,h,x0 appartiennent donc bien à
Dom(P loch,A,Ω0).
Avec l’expression de ψ[J ]n,h,x0 et le lemme 5.9 on a dans un premier temps qu’il existe h0 > 0 et une
constante CN(J) > 0 tels que :
∀h ∈ (0, h0), 1− CN(J)h1/3 ≤ ‖ψ[J ]n,h,x0‖L2 ≤ 1 + CN(J)h1/3.
Par ailleurs on a :(P loch,A,Ω0 − λ[J ]n,x0(h))ψ[J ]n,h,x0 = χ0 (P loch,A,Ω0 − λ[J ]n,x0(h)) ψ˜[J ]n,h,x0 ◦ Φ−1
+ 2ih∇χ0 · (−ih∇+ A) ψ˜[J ]n,h,x0 ◦ Φ−1 − h2ψ˜
[J ]
n,h,x0
◦ Φ−1∆χ0.
Sur le support de χ0, on a par construction :∥∥∥χ0 (P loch,A,Ω0 − λ[J ]n,x0(h)) ψ˜[J ]n,h,x0 ◦ Φ−1∥∥∥L2(Ω) ≤ CN(J)h4/3+(J+1)/3.
Avec la décroissance exponentielle des fonctions ψ
Kθ0
n (donnée via le lemme 5.7), et sur le support des
fonctions∇χ0 et ∆χ0 il s’ensuit :∥∥∥2ih∇χ0 · (−ih∇+ A) ψ˜[J ]n,h,x0 ◦ Φ−1 − h2ψ˜[J ]n,h,x0 ◦ Φ−1∆χ0∥∥∥L2(Ω) ≤ CN(J) exp
(
−αΥ
1/3
0 R0
h1/3
)
.
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Les inégalités précédentes donnent :∥∥∥(P loch,A,Ω0 − λ[J ]n,x0(h))ψ[J ]n,h,x0∥∥∥ ≤ CN(J)h4/3+(J+1)/3.
Comme J est fixé et Ω borné, la constante CN(J) peut-être prise indépendamment de h. On conclut avec
le théorème spectral généralisé A.7 présenté en Annexe. 
Asymptotique à tout ordre des premières valeurs propres de l’opérateur localisé
On reprend les notations 2.16 et 5.2 ainsi que les expressions (5.7) précédemment introduites. À partir des
deux sous-sections précédentes, on obtient le résultat suivant qui donne un développement asymptotique
à tout ordre des premières valeurs propres de l’opérateur localisé.
On introduit la notation suivante (voir également la notation 1.15) :
Notation 5.10. Pour tout x0 ∈ ∂Ω ∩ Γ tel que Λx01 < MB1 , tout N ∈ N∗ tel que N ≤ NΩ,B et J ∈ N on
note :
SlocN,x0 =
{
λlocn,x0(h), 1 ≤ n ≤ N
}
,
S
[J]
N,x0
=
{
λ[J ]n,x0(h), 1 ≤ n ≤ N
}
,
SN,x0 =
{
Υ
2/3
0 h
4/3ζθ0n , 1 ≤ n ≤ N
}
.
Théorème 5.11. Soit x0 ∈ ∂Ω ∩ Γ tel que Λx01 < MB1 . Pour tout N ∈ N vérifiant N ≤ N(θ0) et tout
J ≥ 0 il existe une constante CN(J) > 0 et h0 > 0 tels que pour tout 0 < h < h0 on a :
d
(
SlocN,x0 ,S
[J]
N,x0
)
≤ CN(J)h4/3+(J+1)/3.
En particulier il existe CN > 0 et h0 > 0 tels que pour tout 0 < h < h0 :
d
(
SlocN,x0 ,SN,x0
) ≤ CNh5/3.
DÉMONSTRATION. Ce résultat découle immédiatement des deux sections précédentes. La proposi-
tion 5.4 donne tout d’abord que pour tout x0 ∈ ∂Ω∩Γ, tout 1 ≤ n ≤ N ≤ N(θ0), et tout J ∈ N, il existe
λx0(h) ∈ Sp(Ph,A,Ω0) et une constante CN(J) > 0 tels que :
|λx0(h)− λ[J ]n,x0(h)| ≤ CN(J)h4/3+(J+1)/3.
La proposition 5.3 donne l’argument de séparation manquant pour dire qu’il existe un seul élément de
Sp(Ph,A,Ω0) dans un voisinage de chacune de ces valeurs. 
5.2. Approximation du bas du spectre
En regroupant les différents résultats locaux de la section précédente, on obtient que le spectre de
l’opérateur Ph,A,Ω correspond au spectre de l’opérateur "somme directe"
⊕
x∈∂Ω∩Γ
P loch,A,Ωx , modulo un reste
en O(e−Ch−1/3). À partir de ce résultat, on obtient un développement asymptotique à tout ordre des
premières valeurs propres de l’opérateur Ph,A,Ω. On obtient en particulier que le bas du spectre coïncide
avec le bas du spectre d’une "somme directe" d’opérateurs de Pan et Kwek modulo un terme de reste en
O(h5/3). Dans cette section, on compare (sous la condition (4.1)) le spectre de l’opérateur Ph,A,Ω à celui
des opérateurs localisés introduits précédemment, ce qui permet finalement d’expliciter le développement
asymptotique à tout ordre des premières valeurs propres de l’opérateur Ph,A,Ω.
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5.2.1. Spectre de la réunion d’opérateurs locaux. Grâce aux estimées d’Agmon, on montre que le
bas du spectre de l’opérateur Ph,A,Ω est dans la limite semi-classique exponentiellement proche du bas
du spectre de la réunion d’opérateurs locaux.
Notation 5.12. On note nΩ,B ∈ N∗ le cardinal (fini) de l’ensemble ∂Ω ∩ Γ et pour tout 1 ≤ j ≤ nΩ,B on
rappelle que les éléments de ∂Ω ∩ Γ sont notés x(4)j .
En lien avec la notation 5.2, on considère sur Ω l’opérateur modèle Pmodh,A,Ω défini par :
(5.9) Pmodh,A,Ω =
⊕
x∈∂Ω∩Γ
P loch,A,Ωx =
nΩ,B⊕
j=1
P loch,A,Ω
x
(4)
j
.
On désigne les éléments du spectre de cet opérateur (à résolvante compacte) de la manière suivante :
Sp
(Pmodh,A,Ω) = {λmod1 (h) ≤ λmod2 (h) ≤ · · · ≤ λmodn (h) ≤ · · ·} .
Notation 5.13. Pour tout N ∈ N∗ tel que N ≤ NΩ,B on note :
SmodN =
{
λmodn (h), 1 ≤ n ≤ N
}
.
Proposition 5.14. Pour tout N ∈ N∗ tel que N ≤ NΩ,B, il existe CN > 0, αN > 0 et h0 > 0 tels que
pour tout 0 < h < h0 on a :
d
(
SN ,S
mod
N
) ≤ CNe−αNh−1/3 .
DÉMONSTRATION. On commence par fixer N ∈ N∗ tel que N ≤ NΩ,B. Pour tout x(4)j , on définit
une fonction troncature (fixée) χ
x
(4)
j
supportée dans une boule de taille R
x
(4)
j
, centrée au point x(4)j et
strictement incluse dans le support de ΩR
x
(4)
j
. On considère un entier 1 ≤ n ≤ N . On rappelle que
ψn,h est une fonction propre de l’opérateur Ph,A,Ω, associé à la valeur propre λn(h). On considère le
quasimode suivant pour l’opérateur Pmodh,A,Ω :
ψmod =
(
χ
x
(4)
1
ψn,h, · · · , χx(4)nΩ,Bψn,h
)
.
Cette dernière fonction est bien dans le domaine de l’opérateur. On rappelle que l’ensemble Γ[4]n est défini
via la notation 4.6. Avec les estimées d’Agmon du corollaire 4.9, on obtient que :
∥∥(Pmodh,A,Ω − λn(h))ψ∥∥2L2(Ω) =nΩ,B∑
j=1
∥∥∥(Pmodh,A,Ω − λn(h))χx(4)j ψn,h∥∥∥2L2(Ω)
≤
nΩ,B∑
j=1
∥∥∥(Ph,A,Ω−λn(h))χx(4)j ψn,h∥∥∥2L2(Ω) + CNe−2αNh1/3
≤
∑
1≤j≤nΩ,B
x
(4)
j ∈Γ[4]n
∥∥∥χx(4)j (Ph,A,Ω−λn(h))ψn,h∥∥∥2L2(Ω) + CNe−2αNh1/3
≤CNe−2αNh1/3 .
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Le théorème spectral donne qu’il existe une valeur propre λmodk(n)(h) de l’opérateur modèle qui est expo-
nentiellement proche de λn(h). On a donc montré que pour tout 1 ≤ n ≤ N , il existe CN > 0, αN > 0
et h0 tels que pour tout 0 < h < h0 on a :
d
(
λn(h), Sp
(Pmodh,A,Ω)) ≤ CNe−αNh−1/3 .
En considérant les suites croissantes des valeurs propres des opérateurs Pmodh,A,Ω et Ph,A,Ω, on peut facile-
ment voir que k est une fonction croissante vérifiant k(n) ≥ n. On donc obtenu pour tout 1 ≤ n ≤ N la
majoration suivante : λmodn (h) ≤ λn(h) + CNe−αNh
−1/3
.
Réciproquement on montre un résultat analogue pour l’opérateur Ph,A,Ω en utilisant les fonctions propres
de Pmodh,A,Ω. On considère un couple
(
λmodn (h), ψ
mod
n,h
)
d’éléments propres de Pmodh,A,Ω avec ψmodn,h de la forme :
ψmodn,h =
(
ψmod,1n,h , · · · , ψmod,nΩ,Bn,h
)
,
où pour tout j, la fonction ψmod,jn,h est supportée dans Ω
(4)
xj . On peut prolonger par continuité (avec la
valeur 0) la fonction ψmod,jn,h sur tout l’espace Ω en gardant la même régularité H
2(Ω) (étant donné que
la condition de Dirichlet est satisfaite). Comme supp(χR
x
(4)
j
)  ΩR
x
(4)
j
, on note que l’on s’affranchit des
questions relatives au domaine de l’opérateur sur la discontinuité des conditions limites au bord entre
Neumann et Dirichlet. On considère le quasimode suivant pour l’opérateur Ph,A,Ω :
ψ =
nΩ,B∑
j=1
ψmod,jn,h .
On a : ∥∥(Ph,A,Ω−λmodn (h))ψ∥∥L2(Ω) = nΩ,B∑
j=1
∥∥∥∥(Ph,A,Ω−λmodn (h))χx(4)j ψmodn,h,x(4)j
∥∥∥∥
L2(Ω)
≤
nΩ,B∑
j=1
∥∥∥χx(4)j (Ph,A,Ω−λmodn (h))ψmod,jn,h ∥∥∥L2(Ω) + CNe−αNh−1/3
≤
nΩ,B∑
j=1
∥∥∥(Ph,A,Ω−λmodn (h))ψmod,jn,h ∥∥∥
L2(Ω
(4)
j )
+ CNe
−αNh−1/3
≤
nΩ,B∑
j=1
∥∥∥(Pmodh,A,Ω − λmodn (h))ψmod,jn,h ∥∥∥
L2(Ω
(4)
j )
+ CNe
−αNh−1/3
≤ CNe−αNh−1/3 .
Le théorème spectral donne donc qu’il existe une valeur propre λk′(n)(h) de l’opérateur Ph,A,Ω qui est
exponentiellement proche de λmodn (h). On a donc montré que pour tout 1 ≤ n ≤ N , il existe CN > 0,
αN > 0 et h0 tels que pour tout 0 < h < h0 on a :
d
(
λmodn (h), Sp (Ph,A,Ω)
) ≤ CNe−αNh−1/3 .
Comme ce qui précède, en considérant les suites croissantes des valeurs propres des opérateurs Pmodh,A,Ω et
Ph,A,Ω, on voit facilement que k′ est une fonction croissante vérifiant k′(n) ≥ n. On donc obtenu pour
tout 1 ≤ n ≤ N la majoration suivante :
λn(h) ≤ λmodn (h) + CNe−αNh
−1/3
.
On en déduit finalement le résultat de la proposition 5.14. 
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5.2.2. Asymptotique à tout ordre des premières valeurs propres du Laplacien magnétique. On
explicite désormais le spectre de l’opérateur Ph,A,Ω en regroupant les expressions des spectres des diffé-
rents opérateurs modèles. Pour l’énoncé du théorème final de la partie I, on reprend les notations origi-
nelles données dans la notation 3.26 et on introduit :
Notation 5.15. Pour tout x ∈ ∂Ω ∩ Γ, on note Pmodx l’opérateur suivant défini sur R2+ :
Pmodx = h4/3|∇B(x)|2/3Kθ(x).
On désigne par :
(Λn(h))1≤n≤NΩ,B =
(
Λnh
4/3
)
1≤n≤NΩ,B
la suite croissante des valeurs propres (comptées avec multiplicité) de l’opérateur :
Pmod =
⊕
x∈∂Ω∩Γ
Pmodx ,
défini sur R2+. En reprenant (5.2), pour tout J ≥ 0 on note de manière ordonnée :
{Λ[J ]n (h), 1 ≤ n ≤ NΩ,B} = {λ[J ]n,x0(h), x0 ∈ ∂Ω ∩ Γ, 1 ≤ n ≤ N(θ(x0))}.
Remarque 5.16. La quantité ΛBn h4/3 (voir la notation 1.12) correspond à Λ
[0]
n (h).
On reprend les notation 1.15, 5.10 et 5.13 et on introduit :
Notation 5.17. Pour tout N ∈ N∗ tel que N ≤ NΩ,B et tout J ∈ N on note :
S
B,[J ]
N = {Λ[J ]n (h), 1 ≤ n ≤ N}.
Théorème 5.18. On se place dans le cadre de la condition (4.1) et on se fixe un entier N ∈ N∗ tel que
N ≤ NΩ,B. Pour tout J ≥ 0 il existe CN(J) > 0 et h0 > 0 tels que pour tout 0 < h < h0 :
d
(
SN ,S
B,[J ]
N
)
≤ CN(J)h4/3+(J+1)/3.
En particulier on a qu’il existe CN > 0 et h0 > 0 tels que pour tout 0 < h < h0 :
d
(
SN ,S
B
N
) ≤ CNh5/3.
DÉMONSTRATION. Ce résultat découle immédiatement de la proposition 5.11 de la section 5.1 et
de la proposition 5.14, il suffit de regrouper l’ensemble des valeurs propres données par la réunion des
problèmes locaux. 

CHAPITRE 6
Simulations numériques
Ce chapitre présente des simulations numériques effectués avec la librairie éléments finis Mélina++
(écrite en C++).
On considère dans le cas où Ω est le rectangle Ω = [−3
2
, 3
2
] × [−1, 1] et où l’expression du champ
magnétique est la suivante :
B(s, t) = s,
s’annule suivant l’axe des ordonnées. Le potentiel vecteur magnétique considéré dans les calculs est :
A(s, t) = (−st, 0).
On rappelle (voir la remarque 1.8) que l’analyse précédente se généralise au cas où Ω est un ouvert
s
t
(0, 0)
(0, 1)
(0,−1)
(3
2
, 0)(−3
2
, 0)
(3
2
, 1)
FIGURE 1. Domaine Ω et courbe d’annulation Γ pour l’étude numérique.
polygonal dès lors que la courbe d’annulation ne passe pas par un coin. Les calculs numériques présentés
ici sont donc bien une illustration des résultats théoriques obtenus.
Dans ce cas considéré, l’ensemble ∂Ω ∩ Γ est réduit à deux points dont les coordonnées sont (0,−1) et
(0, 1). Pour chacun de ces deux points, l’angle θ formé par la droite d’annulation et le bord est le même
et vaut pi
2
. La quantité spectrale lié à l’opérateur modèle Kθ sous-jacent qui va apparaître est donc ζ
pi
2
1 . On
a |∇B| ≡ 1 en tout point de Ω, ce qui donne que :
min
x∈∂Ω∩Γ
ζ
θ(x)
1 |∇B(x)|2/3 = ζ
pi
2
1 ,
et
M0min
x∈Γ
|∇B(x)|2/3 = M0.
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Comme on a ζ
pi
2
1 < M0 (voir la proposition 2.15), on est dans un cas où la condition (4.1) est bien
satisfaite. Les théorèmes 4.8 et 5.18 s’appliquent et donnent en particulier que :
λ1(h) = ζ
pi
2
1 h
4/3 +O(h5/3), λ2(h) = ζ
pi
2
1 h
4/3 +O(h5/3),
et que les deux premières fonctions propres se localisent près de l’ensemble ∂Ω ∩ Γ.
Les calculs numériques des figures 2, 3, 4, 5 et 6 ont été effectués pour 24 × 16 éléments rectangulaires
Q10 (de degré partiel 10 en chaque variable).
6.1. Calculs numériques des premières valeurs propres
Les calculs numériques suivants présentent le comportement des dix premières valeurs propres pour
des valeurs décroissantes du paramètre semi-classique. On a représenté en couleur les familles régu-
lières des valeurs propres. Chaque couleur correspond à une courbe analytique (fonctions de 1
h
). Cette
désignation est différente de la numérotation des valeurs propres par ordre croissant. La figure 2 illustre
entre autres la convergence numérique, lorsque 1
h
tend vers +∞ (c’est-à-dire lorsque h tend vers 0), de
h−4/3λ1(h) et h−4/3λ2(h) vers la valeur ζ
pi
2
1 dont on rappelle qu’une valeur numérique est donnée par
(voir [20] et la figure 2) :
ζ
pi
2
1 ≈ 0.5494.
FIGURE 2. Courbes des dix premières valeurs propres λn(h) renormalisées par h−4/3 en
fonction de 1
h
, avec B(s, t) = s et Ω = [−3
2
, 3
2
]× [−1, 1].
6.2. Module et phase des dix premiers vecteurs propres pour h = 1
100
et h = 1
150
Les figures 3 et 4 présentent le module des dix premiers vecteurs propres. Ces graphiques illustrent
la localisation des deux premières fonctions propres sur un voisinage de ∂Ω ∩ Γ, pour h suffisamment
petit. Numériquement (voir la figure 2) l’opérateur Kθ admet une seule valeur propre pour θ = pi2 . La
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ET h = 1
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0.5337 0.5956 0.8638 1.2487 1.4704
1.4753 1.6437 1.7504 1.9231 1.9472
FIGURE 3. Module des dix premiers modes ψn,h, h = 1100 avec une valeur numérique de
λn(h)h
−4/3. Éléments finis P1, 24× 16 quadrangles de degré Q10.
0.5370 0.5812 0.7905 1.1004 1.4603
1.4728 1.4750 1.7237 1.7738 1.8811
FIGURE 4. Module des dix premiers modes ψn,h, h = 1150 avec une valeur numérique de
λn(h)h
−4/3. Éléments finis P1, 24× 16 quadrangles de degré Q10.
théorie précédemment développée ne dit donc rien en dehors des deux premières valeurs propres. On peut
néanmoins faire quelques remarques importantes. Le domaine possède un certain nombre de symétries
(il est invariant par l’action du groupe engendré par la symétrie par rapport à l’axe des abscisses et la
symétrie par rapport à l’axe des ordonnées) et l’opérateur commute avec les transformations suivantes :
S : ψ(s, t) 7→ ψ(−s, t),
T : ψ(s, t) 7→ ψ(s,−t).
En lien avec ces symétries, on observe différentes familles de courbes analytiques associées aux vec-
teurs propres qui localisent sur la ligne d’annulation. Les fonctions propres liées à la famille (M(η))η∈R
des opérateurs de Montgomery 1D sous-jacents (voir la section 2.3) se retrouvent suivant la variable
s. Deux familles de courbes analytiques faisant apparaître deux niveaux d’énergie différents sont par-
ticulièrement intéressantes. L’une des familles de courbe converge vers la valeur M0 (on rappelle que
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M0 = ν1(η0)) et est associée aux modes pairs (en la variable s transverse à la ligne d’annulation) de
l’opérateurM(η0), tandis que l’autre converge vers inf
η∈R
ν2(η) (dont une valeur numérique approchée est
donnée par inf
η∈R
ν2(η) ≈ 1.6537) et est associée aux modes impairs de l’opérateurM(η0,2) (voir la notation
2.12).
Les figures 5 et 6 présentent quant à elle la phase des dix premières valeurs propres. Les figures 3 et
5 ainsi que 4 et 6 sont associées au même calcul. On retrouve dans les figures 5 et 6 les deux familles
de symétrie (liées aux modes pairs et impairs des opérateurs de Montgomery M(η0) et M(η0,2)) en
regardant les lignes d’annulation de la phase. Les figures 5 et 6 montrent également de fortes oscillations
de la phase (dans des zones loin de la ligne d’annulation). La structure de ces oscillations est en 1
h
(voir
[16] pour plus de détails). Cet aspect rend les calculs numériques difficiles et justifie l’utilisation d’un
haut degré pour l’interpolation polynomiale (ici degré 10) pour y pallier.
0.5337 0.5956 0.8638 1.2487 1.4704
1.4753 1.6437 1.7504 1.9231 1.9472
FIGURE 5. Argument (angle en radian) des dix premiers modes ψn,h, h = 1100 avec une
valeur numérique de λn(h)h−4/3. Éléments finis P1, 24 × 16 quadrangles de degré Q10
(grille régulière).
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0.5370 0.5812 0.7905 1.1004 1.4603
1.4728 1.4750 1.7237 1.7738 1.8811
FIGURE 6. Argument (angle en radian) des dix premiers modes ψn,h, h = 1150 avec une
valeur numérique de λn(h)h−4/3. Éléments finis P1, 24 × 16 quadrangles de degré Q10
(grille régulière).

II
Annulation quadratique à l’intérieur du domaine
Cadre d’étude
Le cas d’une annulation "simple" où le champ magnétique s’annule linéairement (voir l’hypothèse 1),
a été traité dans la partie I. Cette première partie a fait apparaître deux échelles différentes dans la limite
semi-classique, à savoir h et h4/3. La deuxième partie est consacrée au cas d’une annulation "double" où
le champ magnétique s’annule quadratiquement. Ce nouveau cadre d’étude fait apparaître une troisième
échelle dans la limite semi-classique.
Hypothèse 2. Les hypothèses de cette partie sont les suivantes :
(1) Le champ magnétique B s’annule le long d’une courbe régulière Γ.
(2) La courbe intersecte le bord de Ω de manière non tangente, et en un nombre fini de points.
(3) La courbe d’annulation Γ admet un ensemble de points doubles Σ non vide et de cardinal fini
vérifiant ∂Ω ∩ Σ = ∅.
(4) Le gradient∇B est partout non nul sur Γ\Σ.
(5) Pour tout x ∈ Σ, la matrice Hessienne HessB(x) du champ magnétique au point x est non
dégénérée.
Notation 6.1. Pour tout x ∈ Σ, on désigne par ϑ(x) la valeur de l’angle (dans l’intervalle [0, pi
2
]) formé
par les deux tangentes à Γ au point x et par ε(x) la valeur donnée par la relation ε = tan ϑ
2
.
Γ
Ωx0
ϑ(x0)
FIGURE 7. Domaine Ω et courbe d’annulation Γ
L’analyse est différente de celle effectuée dans la partie I en raison des points doubles, mais la structure de
l’étude est la même. On établit un équivalent de la plus petite valeur propre, puis des estimées d’Agmon
et finalement un développement asymptotique à tout ordre des premières valeurs propres en se basant sur
l’opérateur modèle dominant dont les propriétés ont été étudiées dans le chapitre 2.
CHAPITRE 7
Équivalent de la plus petite valeur propre
On commence par rappeler la notation 1.17 de l’introduction :
Pour tout x ∈ Σ, on désigne par α(x) et β(x) les valeurs propres de la matrice Hessienne de B au point x
telles que |α(x)| ≤ |β(x)|, et on note :
Ξ(x) = |β(x)|,
ε(x) =
√
|α(x)|
|β(x)| .
La quantité ε(x) telle qu’elle est définie ici coïncide avec la définition donnée dans la notation 6.1. Rappe-
lons encore que la quantité Ξ(x) représente le coefficient multiplicatif devant la partie quadratique modèle
"τ 2 − ε(x)2σ2" apparaissant après développement de Taylor du champ magnétique au point x ∈ Σ.
Ce chapitre a pour but de démontrer le résultat suivant :
Théorème 7.1 (Équivalent de la plus petite valeur propre). Il existe C > 0, h0 > 0, tels que pour tout
0 < h < h0 on a :
CB0 h
3/2 − Ch19/12 ≤ λ1(h) ≤ CB0 h3/2 + Ch7/4,
où on rappelle que CB0 est défini en introduction dans le théorème 1.18 par :
CB0 = inf
x∈Σ
Ξ(x)1/2κ1(ε(x)).
Ce résultat est une conséquence des théorèmes 7.3 et 7.13 qui vont être démontrés.
Remarque 7.2. On s’est placé dans un cas de non dégénérescence de la matrice Hessienne pour tout
point de Σ (voir les hypothèses 2). Cette hypothèse impose que l’intersection en chaque point double est
non tangente, c’est à dire que ε, tel qu’on l’a défini, est différent de 0. Pour ε = 0, on a une annulation
quadratique dégénérée du champ magnétique B(s, t) = −t2. L’asymptotique semi-classique reste la
même, c’est-à-dire en h3/2, car la composante non nulle du potentiel vecteur reste un polynôme homogène
de degré 3, mais l’opérateur modèle sous-jacent D2τ +
(
Dσ − τ33
)2
représente le cas singulier où les deux
droites d’annulation sont confondues. Cet opérateur n’est pas à résolvante compacte. L’étude spectrale
de ce dernier opérateur se ramène à l’étude spectrale de la famille (M[2](ξ))ξ∈R pour laquelle on a (voir
la section 2.6) :
inf
ξ∈R
Sp
(M[2](ξ)) = M[2]0 .
Une valeur numérique de M[2]0 est donnée par M
[2]
0 ≈ 0.66.
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7.1. Minoration
7.1.1. Énoncé du résultat.
Théorème 7.3 (Minoration de la plus petite valeur propre). Il existe C > 0, h0 > 0, tels que pour tout
0 < h < h0 et tout u ∈ Dom(Qh,A,Ω) on a :
Qh,A,Ω(u) ≥ CB0 h3/2‖u‖2 − Ch19/12‖u‖2,
où CB0 est défini dans le théorème 7.1. En particulier on a pour tout n ∈ N∗ :
λn(h) ≥ λ1(h) ≥ CB0 h3/2 − Ch3/2+1/12.
7.1.2. Minoration locale de la forme quadratique.
Notation 7.4. On étend la notation 7.4 au cas où ` = 5 en notant Ω5 = Σ et en désignant par x
(5)
j les
points de Σ.
Comme dans la partie I, on va obtenir une minoration de la forme quadratique en utilisant la formule
de localisation, ce qui nécessite d’obtenir un résultat de minoration local. On procède pour cela comme
dans la sous-section 3.1.3 en commençant par définir un nouveau système de coordonnées qui redresse
la géométrie du bord et de la courbe d’annulation.
On se place au voisinage d’un point x(5)j de Σ et on considère en ce point deux vecteurs tangents (et
unitaires) en chacune des deux courbes d’annulation du champ magnétique. Ces deux vecteurs sont non
colinéaires car au point x(5)j , la matrice Hessienne du champ magnétique est non dégénérée (voir les
hypothèses 2). On les note respectivement ~v1 et ~v2 et on les considère orientés dans le sens direct. On
considère un système de coordonnées cartésiennes x = (x1, x2) dans un repère orthonormé direct centré
en x(5)j où les vecteurs de base (~i,~j) sont défini de la manière suivante : ~i =
~v1+~v2
‖~v1+~v2‖ ,
~j = ~v1−~v2‖~v1−~v2‖ . Les
vecteurs ~v1 et ~v2 sont des vecteurs propres de la matrice Hessienne du champ magnétique au point x
(5)
j .
Notation 7.5. On note Φc(s, t) = (x1, x2) ce système de coordonnées cartésiennes dans lequel les coor-
données du point x(5)j sont (0, 0)
Le développement de Taylor du champ magnétique est donc donné par :
B(s, t) = −|α(x(5)j )|s2 + |β(x(5)j )|t2 +O
(‖(s, t)‖3) .
(voir la notation 1.17). On a supposé ici sans perte de généralité que la plus petite valeur propre en module
était de signe négatif.
Dans ces coordonnées, l’expression de la forme quadratique et de l’opérateur est claire.
On effectue désormais le même choix de jauge que celui donné dans la remarque B.3.
Notation 7.6. On note φc un tel choix de jauge.
Dans les nouvelles coordonnées et pour le choix de jauge φc(s, t), la partie principale du développement
de Taylor du potentiel A(5)1,j (au point (0, 0) = Φ
−1
c (x
(5)
j )) ainsi que le terme de reste sont donnés dans le
tableau suivant (qui complète le tableau 3.1.1) :
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Cas
Partie principale du développement de Taylor de
A
(`)
1,j
Majoration
du terme de reste r(`)j (s, t)
(5) Ξ(x
(5)
j )
((
ε2(x
(5)
j )s
2t− t3
3
)
, 0
)
|r(5)j (s, t)| ≤ O (h4ρ)
TABLEAU 7.1.1. Développement de Taylor
7.1.3. Lemmes préliminaires. Conformément à ce qui a été présenté, on va minorer la forme qua-
dratique Qh,A,Ω et ce, sans connaissance a priori sur le comportement des vecteurs propres de Ph,A,Ω.
Le lemme suivant est un lemme de minoration uniforme, il est l’analogue du lemme 3.11 de la première
partie.
Lemme 7.7. Il existe trois constantes R > 0, C(B) > 0, et C˜(B) > 0 telles que :
∀x ∈ Ω avec d(x,Σ) < R, |∇B(x)| ≥ C(B)d(x,Σ),
et
∀x ∈ Ω avec d(x,Σ) ≥ R, |∇B(x)| ≥ C˜(B).
On effectue désormais un découpage du domaine. On supposera pour simplifier la preuve que l’on a un
unique point double, c’est-à-dire que Σ = {x0}, mais la preuve s’effectue de la même manière dans le
cas général en effectuant le même découpage en tout point x(5)j ∈ Σ. On introduit trois zones Σ[1], Σ[2](h)
et Σ[3](h) recouvrant Ω.
Notation 7.8. On rappelle que B(x0, r) désigne la boule ouverte de centre x0 et de rayon r. On considère
un découpage du type suivant :
(1) Σ[1] = Ω \ B(x0, R1) avec R1 > 0. On suppose que B(x0, R1) est contenue dans Ω.
(2) Σ[2](h) = B(x0, R′1) \ B(x0, R2hd2) avec R′1 > R1 > R2hd2 et tel que B(x0, R′1) soit encore
contenue dans Ω. Ici R2 > 0 et d2 > 0 seront choisis plus tard.
(3) Σ[3](h) = B(x0, hd3) avec 0 < d3 < d2. En conséquence, pour h > 0 assez petit Σ[2](h)∩Σ[3](h)
est une couronne de largeur ≥ 1
2
hd3 .
7.1.4. Partition de l’unité. On considère une partition de l’unité (voir la sous-section 3.1.2) :
(X
[1]
j ,X
[2]
j ,X
[3]
j )
associée à ce recouvrement. On peut supposer (grâce à la taille de la zone de transition entre Σ[2](h) et
Σ[3](h)) que pour tout j :
(1) |∇X[1]j | ≤ C1,
(2) |∇X[2]j | ≤ C2h−d3 ,
(3) |∇X[3]j | ≤ C3h−d3 .
La formule de localisation (voir l’Annexe B.2) permet d’obtenir :
Qh,A,Ω(u) ≥ Qh,A,Ω(X[1]j u) +Qh,A,Ω(X[2]j u) +Qh,A,Ω(X[3]j u)− h2(C21 + C22h−2d3 + C23h−2d3)‖u‖2.
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qu’on réécrit :
(7.1) Qh,A,Ω(u) ≥ Qh,A,Ω(X[1]j u) +Qh,A,Ω(X[2]j u) +Qh,A,Ω(X[3]j u)− Cloch2−2d3‖u‖2.
On note uk = X
[k]
j u, k = 1, 2, 3 et on traite séparément chacun d’eux.
7.1.5. Minoration de la forme quadratique sur les sous-domaines.
Lemme 7.9 (Minoration de la forme quadratique sur Σ[1]). Il existe une constante c1 et h0 > 0 tels que
pour tout 0 < h < h0 on ait :
Qh,A,Ω(u1) ≥ c1h4/3‖u1‖2.
DÉMONSTRATION. Ce résultat est une conséquence directe du théorème 3.3 de minoration de la plus
petite valeur propre. On l’obtient en dégradant la constant LB0 en prenant une constante c1 non optimale
vérifiant c1 < LB0 pour absorber le terme de reste. 
Lemme 7.10 (Minoration de la forme quadratique sur Σ[2]). On a :
Qh,A,Ω(u2) ≥ CB0 h3/2‖u2‖2.
DÉMONSTRATION. On introduit une deuxième partition de l’unité avec des boules B(xj, hρ) et des
fonctions de troncature associées χhj :
(7.2) Qh,A,Ω(u2) ≥
∑
j
Qh,A,Ω(χhju2)− C2, loch2−2ρ‖u2‖2,
où C2, loc ne dépend pas de h.
Pour chaque j tel que xj ∈ Σ[2](h), le lemme 3.8 de minoration locale de la forme quadratique au cas où
` = 3 (voir le tableau 3.1.1 de la partie I) qui donne :
(7.3) Qh,A,Ω(χhju2) ≥
(1
2
M0 inf
xj∈Σ[2](h)
|∇B(xj)|2/3h4/3 − 2Ch6ρ
)
‖χhju2‖2.
Dans Σ[2](h), le lemme 7.7 de minoration uniforme donne qu’on a :
|∇B(xj)| ≥ C(B)R2hd2 .
On peut ainsi déduire de (7.3) l’inégalité suivante :
(7.4) Qh,A,Ω(χhju2) ≥
(1
2
M0C(B)
2/3R
2/3
2 h
4/3+2d2/3 − 2Ch6ρ
)
‖χhju2‖2.
On choisit d2 et ρ tels que :
4
3
+
2d2
3
= 6ρ =
3
2
, soit d2 = ρ =
1
4
.
L’équation (7.4) devient :
Qh,A,Ω(χhju2) ≥ h3/2
(
C ′(B)R2/32 − 2C
)
‖χhju2‖2.
On trouve alors avec (7.2) :
Qh,A,Ω(u2) ≥ h3/2
(
C ′(B)R2/32 − 2C
)
‖u2‖2 − C2, loch2−2ρ‖u2‖2
≥ h3/2
(
C ′(B)R2/32 − 2C − C2, loc
)
‖u2‖2.
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On choisit R2 assez grand de sorte que :
(7.5) C ′(B)R2/32 − 2C − C2, loc > CB0 .

Notation 7.11. On fixe un R2 vérifiant (7.5) et on note :
CBR = C
′(B)R2/32 − 2C − C2, loc.
Lemme 7.12 (Minoration de la forme quadratique sur Σ[3]). Il existe une constante strictement positive
C telle qu’on ait :
Qh,A,Ω(u3) ≥
(
CB0 h
3/2 − (CB0 + C)h3/4+4d3
)
‖u3‖2.
DÉMONSTRATION. On estime directement u3 sans nouvelle partition. La connaissance du bas du
spectre de l’opérateur modèle Xε (voir la section 2.5) donne qu’il existe une constante C telle qu’on ait
le résultat suivant (après le scaling σ = sh−1/4, τ = th−1/4) :
Qh,A,Ω(u3) ≥
(
(1− η)CB0 h3/2 − η−1Ch8d3
)
‖u3‖2.
On prend η = hp avec p > 0, ce qui donne :
Qh,A,Ω(u3) ≥
(
CB0 h
3/2 − CB0 h3/2+p − Ch8d3−p
)
‖u3‖2.
On égalise les ordres des termes de reste pour trouver p = 4d3 − 34 . 
7.1.6. Preuve du théorème 7.1.
DÉMONSTRATION. On commence par choisir les paramètres de manière à optimiser les termes de
reste. Pour trouver d3, on égalise l’ordre du reste avec celui du reste de la formule de localisation dans
(7.1) (voir aussi le lemme 3.5) :
2− 2d3 = 3
4
+ 4d3 d’où d3 =
5
24
.
Cette valeur de d3 est bien plus petite que d2 = 14 (on note qu’on trouve alors p =
1
12
).
On reprend enfin l’identité (7.1) donnée via la partition de l’unité et la formule de localisation ainsi que
les lemmes (7.9), (7.10) et (7.12) :
(7.6) Qh,A,Ω(u) ≥ c1h4/3‖u1‖2 + CB0 h3/2‖u2‖2
+
(
CB0 h
3/2 − (CB0 + C)h3/4+4d3
)
‖u3‖2 − Cloch2−2d3‖u‖2.
Utilisant que ‖u1‖2 + ‖u2‖2 + ‖u3‖2 = ‖u‖2 et que c1h4/3 est plus grand que CB0 h3/2 pour h assez petit,
on obtient
(7.7)
Qh,A,Ω(u) ≥ CB0 h3/2‖u‖2 − (CB0 + C)h3/4+4d3‖u3‖2 − Cloch2−2d3‖u‖2
≥ CB0 h3/2‖u‖2 − C ′h3/4+4d3‖u‖2 − Cloch2−2d3‖u‖2
≥ CB0 h3/2‖u‖2 − Ch3/2+1/12‖u‖2.
La dernière inégalité s’obtient avec la valeur de d3 précédemment choisie via (7.1.6). 
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7.2. Majoration
7.2.1. Énoncé du résultat.
Théorème 7.13 (Majoration de la plus petite valeur propre). Il existe C > 0 et h0 > 0 tels que pour tout
0 < h < h0 :
λ1(h) ≤ CB0 h3/2 + Ch7/4,
où CB0 est défini comme dans le théorème 7.1.
Ce théorème résultera de la proposition 7.18. La preuve est analogue à celle présentée dans la sous-section
3.2.2.
7.2.2. Construction d’un quasimode.
Notation 7.14. Dans cette sous-section, pour Ξ > 0 et ε > 0, on considère l’expression suivante du
potentiel vecteur :
Aε,Ξ =
(
Ξ
(
ε2s2t− t
3
3
)
, 0
)
.
Notation 7.15. Pour tout ε > 0, on désigne par ΨXε1 une fonction propre associée à la plus petite valeur
propre κ1(ε) de l’opérateur Xε (voir la section 2.5).
Le lemme suivant résulte d’un simple calcul.
Lemme 7.16. La fonction définie sur R2 par :
(7.8) Ψ1,h,ε,Ξ(s, t) = Ξ1/4h−1/4 ΨXε1
(
Ξ1/4h−1/4s,Ξ1/4h−1/4t
)
,
est une fonction propre (normalisée si ΨXε1 (σ, τ) l’est pour la norme L
2
σ,τ (R
2)), associée à la valeur
propre Ξ2/3κ1(ε)h3/2 de l’opérateur Ph,Aε,Ξ,R2
Soit x0 ∈ Σ. On peut supposer que ses coordonnées sont (0, 0) dans le système (s, t). On note Ωx0 un
voisinage du point x0 dans Ω.
Notation 7.17. Pour ce x0 fixé dans Σ, on note :
Ax0(s, t) = Aε(x0),Ξ(x0).
Pour tout Rx0 > 0, on définit χRx0 une fonction troncature sur Ω, vérifiant la condition suivante :
supp(χRx0 ) ⊂ B(x0, 2Rx0) ⊂ Ωx0 , 0 ≤ χRx0 ≤ 1, χRx0 ≡ 1 sur B (x0, Rx0) .
En reprenant (7.8), on note enfin Ψ
v
1,h,x0 la fonction définie sur Ωx0 par :
Ψ
v
1,h,x0 =
(
e−iφc/hΨ1,h,ε(x0),Ξ(x0)
) ◦ Φ−1c ,
où Φc est défini dans la notation 7.5 pour désigner le choix des coordonnées cartésiennes introduites dans
la sous-section 7.1.2 et où φc est défini dans la notation 7.6.
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Proposition 7.18. La fonction suivante définie sur Ω par :
Ψ1,h,x0(x) = χRx0 (x) Ψ
v
1,h,x0(x),
(voir (7.8) et la notation 7.17) est dans le domaine de l’opérateur Ph,A,Ω. De plus, il existe C > 0 et
h0 > 0 tels que pour tout 0 < h < h0 on ait :∥∥(Ph,A,Ω − h3/2Ξ(x0)1/2κ1(ε(x0)))Ψ1,h,x0∥∥L2(Ω) ≤ Ch7/4‖Ψ1,h,x0‖L2(Ω).
On note qu’on a une localisation isotrope en h1/4 pour ce choix de quasimode.
On utilisera encore dans ce qui suit les notations simplifiées suivantes (analogue à celles introduite en
introduites dans 3.26) :
Notation 7.19. On utilisera encore plus simplement : Ω0 = Ωx0 , Ξ0 = Ξ(x0), ε0 = ε(x0), χRx0 = χ0 et
R0 = Rx0 .
7.2.3. Lemmes techniques. Les lemmes suivants servent à contrôler les normes L2 des différents
termes de reste qui vont apparaître dans la preuve de la proposition 7.18.
Lemme 7.20. Soit K un sous ensemble compact de Ωx0 ne contenant pas x0. Il existe α > 0, h0 > 0 et
C > 0 tels que pour tout 0 < h < h0 :(∫
K
∣∣∇Ψv1,h,x0(x)∣∣2 + ∣∣Ψv1,h,x0(x)∣∣2 dx)1/2 ≤ Ce−αh−1/4 .
DÉMONSTRATION. On reprend l’expression de la fonction Ψ1,h,ε0,Ξ0 introduite en (7.8). On a :(∫
Φ−1c (K)
|Ψ1,h,ε0,Ξ0(s, t)|2 dsdt
)1/2
=
(∫
Φ−1c (K)
∣∣∣Ξ1/40 h−1/4 ΨXε(x0)1 (Ξ1/40 h−1/4s,Ξ1/40 h−1/4t)∣∣∣2 dsdt)1/2
≤ C
(∫
h−1/4Φ−1c (K)
∣∣∣ΨXε01 (σ, τ)∣∣∣2 dσdτ)1/2 .
Il découle immédiatement de la proposition 2.22 qu’il existe α > 0 tel que :∫
R2
|ΨXε01 |2 exp
(
2α
√
σ2 + τ 2
)
dσdτ < +∞.
Par difféomorphisme, l’ensemble Φ−1c (K) ne contenant pas l’origine, il existe δ > 0 tel que
√
s2 + t2 > δ
sur K. En utilisant l’inégalité précédente, a fortiori valable sur K, on a :∫
h−1/4Φ−1c (K)
∣∣∣ΨXε01 (σ, τ)∣∣∣2 dσdτ ≤ exp (−αh1/4) ∫
h−1/4Φ−1c (K)
|ΨXε01 |2 exp
(
2α
√
σ2 + τ 2
)
dσdτ .
d’où : (∫
Φ−1c (K)
|Ψ1,h,ε0,Ξ0(s, t)|2 dsdt
)1/2
< Ce−αh
−1/4
.
On prouve une inégalité identique pour la fonction∇Ψ1,h,ε0,Ξ0 . On a donc finalement montré qu’il existe
α > 0, h0 > 0 et C > 0 tels que pour tout 0 < h < h0 :(∫
Φ−1c (K)
|∇Ψ1,h,ε0,Ξ0(s, t)|2 + |Ψ1,h,ε0,Ξ0(s, t)|2 dsdt
)1/2
≤ Ce−αh−1/4 .
On remarque que :
∇ (eiφcΨ) = ieiφcΨ∇φc + eiφc∇Ψ.
98 7. ÉQUIVALENT DE LA PLUS PETITE VALEUR PROPRE
En se servant de la régularité de Φc sur le compactK et du fait que les normes ‖ΨXε01 ‖L2(R2) et ‖∇ΨXε01 ‖L2(R2)
sont finies, on en déduit finalement le résultat du théorème par changement de variable. 
Lemme 7.21. On a qu’il existe C > 0 et α > 0 tels que :∣∣∣‖ΨXε01 ‖L2(R2) − ‖Ψ1,h,x0‖L2(Ω)∣∣∣ ≤ Ce−αh1/4 .
DÉMONSTRATION. On peut tout d’abord facilement voir que :
‖ΨXε01 ‖L2(R2) = ‖Ψ1,h,ε0,Ξ0‖L2(R2) = ‖e−iφc/hΨ1,h,ε0,Ξ0‖L2(R2).
Comme Ψ1,h,x0 = χ0 Ψ
v
1,h,x0 , le reste se déduit du lemme 7.20 précédent en introduisant la fonction
troncature χ0 pour que le changement de variable soit licite. 
Lemme 7.22. Pour tout entier n ∈ N, il existe une constante CN > 0 telle que :∫
R2
tn
(
|hDtΨ|2 + |(hDs + A˜1)Ψ|2
)
dsdt ≤ Chn/4+3/2‖Ψ1,h,x0‖2L2(Ω),
où Ψ = e−iφc/hΨ1,h,ε0,Ξ0 .
DÉMONSTRATION. La preuve est immédiate en utilisant le lemme 7.16 et le lemme 7.20 (ainsi que
le lemme 7.21 pour revenir à la norme ‖Ψ1,h,x0‖L2(Ω)). 
Lemme 7.23. Pour tout entier k, `,m, n ∈ N, il existe une constante C > 0 telle que :(∫
R2
∣∣smtn∂ks ∂`tΨ1,h,ε0,Ξ0(s, t)∣∣2 dsdt)1/2 ≤ Ch(m+n−k−`)/4‖Ψ1,h,θ0,Υ0‖L2 .
PREUVE DU LEMME 7.23. On reprend l’expression de la fonction Ψ1,h,ε0,Ξ0 introduite en (7.8). Comme
dans la preuve précédente, le résultat s’obtient par dérivation et changement de variable en utilisant la
décroissance exponentielle de la fonction ΨXε01 (voir le lemme 2.18). 
7.2.4. Preuve de la proposition 7.18. On considère désormais l’action de l’opérateur Ph,A,Ω sur la
fonction test Ψ1,h,x0 :
Ph,A,ΩΨ1,h,x0 = Ph,A,Ωχ0 Ψ
v
1,h,x0 = [Ph,A,Ω, χ0] Ψ
v
1,h,x0︸ ︷︷ ︸
Terme 1
+χ0Ph,A,Ω Ψv1,h,x0︸ ︷︷ ︸
Terme 2
.
(7.9)
On commence par donner une estimation du premier terme qui apparaît dans (7.9). Il faut pour cela
contrôler la norme L2 des termes de reste issus du commutateur [P , χ] dont l’expression est donnée par :
[P , χ] = −2h2(∇χ) · ∇ − h2∆χ− 2ihA · ∇χ.
Le support des fonctions troncatures∇χ0 et ∆χ0 ne contenant pas l’origine, on peut appliquer le lemme
7.20 qui donne finalement qu’il existe α > 0, h0 > 0 et C > 0 tels que pour tout 0 < h < h0 :
(7.10) ‖[Ph,A,Ω, χ0] Ψv1,h,x0‖L2(Ω) ≤ Ce−αh
−1/4
.
On donne maintenant une estimation du deuxième terme qui apparaît dans (7.9). Il faut pour cela étudier
l’action de l’opérateur Ph,A,Ω sur la fonction test Ψv1,h,x0 sur le support de χ0.
Développement de Taylor du potentiel vecteur
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On reprend l’expression (locale) de l’opérateur détaillée dans la sous-section 7.4. On note plus commu-
nément (s, t) les variables (x1, x2). On va traiter l’action de l’opérateur h2D2t +
(
hDs + A˜1
)2
sur Ψ.
On fait apparaître l’opérateur modèle dominant en effectuant un développement de Taylor du potentiel
vecteur magnétique. Comme B˜(0, 0) = |∇B˜| = 0, son développement est le suivant :
A˜1(s, t) =
1
2
HessB˜(0, 0) · ((s, t), (s, t))︸ ︷︷ ︸
A
(5)
1,j(s,t)
+r
(5)
j (s, t),
où le terme de reste r(5)j vérifie :
|r(5)j (s, t)| ≤ C|(s, t)|4
sur le support de la troncature χ˜0 = χ0 ◦Φc. Il reste désormais à contrôler la norme L2 des termes de reste
issus de ce développement de Taylor. On note plus simplement A(5)1,j = A0 et r
(5)
j = r0. En développant,
on a : (
hDs + A˜1
)2
= (hDs + A0)
2 + 2hr0Ds + h(Dsr0) + 2A0r0 + (r0)
2 .
Par suite avec le lemme 7.23 on obtient les estimées suivantes pour la norme ‖ · ‖L2(R2) :
(7.11) ‖ (2hr0Ds) Ψ‖ ≤ Ch7/4‖Ψ‖, ‖ (h(Dsr0)) Ψ‖ ≤ Ch7/4‖Ψ‖,
(7.12) ‖ (2A0r0) Ψ‖ ≤ Ch7/4‖Ψ‖, ‖ (r0)2 Ψ‖ ≤ Ch2‖Ψ‖.
Par ailleurs, l’action de l’opérateur dominant h2D2t + (hDs + A0)
2 sur Ψ donne :(
h2D2t + (hDs + A0)
2)Ψ = h3/2Ξ1/20 κ1(ε0)Ψ.
En reprenant alors l’identité (7.9) ainsi que les points (7.10), (7.11) et (7.12), on obtient finalement (en
utilisant également le lemme 7.21) qu’il existe C > 0 et h0 > 0 tels que pour tout 0 < h < h0 on ait :∥∥∥(Ph,A,Ω − h3/2Ξ1/20 κ1(ε0))Ψ1,h,x0∥∥∥
L2(Ω)
≤ Ch7/4‖Ψ1,h,x0‖L2(Ω).

CHAPITRE 8
Localisation des fonctions propres et estimées d’Agmon
Ce chapitre est le pendant du chapitre 4 dans le cas d’une annulation quadratique à l’intérieur du
domaine.
Notation 8.1. Pour tout n ∈ N∗, on désigne par Ψn,h une fonction propre associée à la valeur propre
λn(h).
8.1. Énoncé du théorème de localisation
Le résultat suivant est crucial pour obtenir le résultat de localisation.
Lemme 8.2. Il existe h0 > 0 tel que pour tout u ∈ Dom(Qh,A,Ω) et tout 0 < h < h0 :
Qh,A,Ω(u) ≥
∫
Ω
(IΣB(x)− Ch3/2+1/12) |u(x)|2 dx,
avec :
IΣB(x) =
{
CBRh
3/2, d(x,Σ) > R2h
1/4
CB0 h
3/2, d(x,Σ) ≤ R2h1/4 ,
où on rappelle que CB0 est défini dans le théorème 7.1 et C
B
R dans la notation 7.11.
DÉMONSTRATION. Ce résultat découle directement de la preuve de la minoration. 
On énonce désormais le théorème de localisation qui découle du raffinement précédent induit par le
potentiel effectif IΣB.
Théorème 8.3. Soit L > 0 et λn(h) une valeur propre de Ph,A,Ω vérifiant λn(h) ≤ Lh3/2. Il existe
C > 0, α > 0, et h0 > 0 tels que pour tout h ∈ (0, h0) on a :
(1)
∫
Ω
e2αh
−1/4d(x,Σ)|Ψn,h(x)|2 dx ≤ C‖Ψn,h‖2,
(2) Qh,A,Ω
(
eαh
−1/4d(·,Σ)Ψn,h
)
≤ Ch3/2‖Ψn,h‖2.
Il en découle directement le corollaire suivant :
Corollaire 8.4. Soit L > 0 et λn(h) une valeur propre de Ph,A,Ω vérifiant λn(h) ≤ Lh3/2. Il existe α > 0
tel que pour tout N , il existe CN > 0 et h0 > 0 tels que pour tout h ∈ (0, h0) on a :
(1)
(∫
Ω
(2αd(x,Σ))2N |Ψn,h(x)|2 dx
)1/2
≤ CNhN/4‖Ψn,h‖,
(2) Qh,A,Ω
(
(αd(x,Σ))N Ψn,h
)
≤ CNh3/2+2N/4‖Ψn,h‖2.
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8.2. Preuve du résultat de localisation
On démontre dans cette section le théorème 8.3. On reprend la notation 7.11. On considère un couple
d’éléments propres (λn(h),Ψn,h) de l’opérateur Ph,A,Ω sur Ω. Pour toute fonction scalaire ϕ lipschit-
zienne définie sur Ω , on a eϕΨn,h ∈ Dom(Qh,A,Ω). Avec le lemme (4.2) on a :
Qh,A,Ω(eϕΨn,h) = λn(h)‖eϕΨn,h‖2 + h2 ‖|∇ϕ| eϕΨn,h‖2 .
Avec la formule de localisation (voir proposition B.4) on a :∑
j
k∈{1,2,3}
Qh,A,Ω
(
Xh
ρk
j e
ϕΨn,h
)
= λn(h)‖Xhρkj eϕΨn,h‖2 + h2
∥∥Xhρkj |∇ϕ| eϕΨn,h∥∥2 + h2 ∥∥∣∣∇Xhρkj ∣∣ eϕΨn,h∥∥2 .
On considère la fonction suivante ϕ définie par :
(8.1) ϕ(x) = αd(x,Σ)h−1/4, ∀x ∈ Ω.
Le calcul de la norme du gradient∇ϕ donne :
(8.2) |∇ϕ(x)|2 = α2h−1/2.
On commence par donner un contrôle du terme de reste. En reprenant la preuve de la minoration présentée
dans la section 7.1
(8.3)
∑
j
k∈{1,2,3}
|∇Xhρkj |2 ≤ Ch−5/15.
Avec les points (8.3) et (8.2) et la propriété (B.4) de la partition de l’unité, on a :∑
j
k∈{1,2,3}
h2
∥∥Xhρkj |∇ϕ| eϕΨn,h∥∥2 + h2 ∥∥∣∣∇Xhρkj ∣∣ eϕΨn,h∥∥2 ≤ (α2 + Ch1/12)h3/2 ‖eϕΨn,h‖2 .
La preuve du théorème 8.3 se fait de la même manière que la preuve des théorèmes 4.4 et 4.8.
On rappelle que (voir la notation 7.11) :
CBR > C
B
0 .
MΣ(h) = CBRh
3/2 , LΣ(h) = Lh3/2 , mΣ(h) = CB0 h
3/2 + o(h3/2),
où l’on rappelle que CB0 est défini dans le théorème 7.3. On distingue deux ensembles. On note que la
convention utilisée pour la numérotation est analogue aux précédentes, on commence loin de la ligne
d’annulation pour s’en rapprocher progressivement.
ZΣ1 (h) = {j, d(xj,ZΣ) > R2h1/4} et ZΣ2 (h) = {j, d(xj,ZΣ) ≤ R2h1/4}.
On a une majoration de λn(h) qui se situe sous un certain seuil :
(8.4) λn(h) ≤ LΣ(h).
Le lemme 8.2 donne une minoration suivant chacun des sous ensembles :
Qh,A,Ω(Xhρkj eϕΨn,h) ≥MΣ(h)
∥∥Xhρkj eϕΨn,h∥∥2 , ∀j ∈ ZΣ1 (h).(8.5)
Qh,A,Ω(Xhρkj eϕΨn,h) ≥ mΣ(h)
∥∥Xhρkj eϕΨn,h∥∥2 , ∀j ∈ ZΣ2 (h).(8.6)
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En reprenant (8.4), (8.5), (8.6), on a :∑
j∈ZΣ1 (h)
k∈{1,2,3}
(
MΣ(h)− LΣ(h)− (α2 + Ch1/12)h3/2) ‖Xhρkj eϕΨn,h‖2 ≤
(
LΣ(h)−mΣ(h) + (α2 + Ch1/12)h3/2) ∑
j∈ZΣ2 (h)
k∈{1,2,3}
∥∥Xhρkj eϕΨn,h∥∥2 .
On donne désormais les expressions de MΣ(h)− LΣ(h) et LΣ(h)−mΣ(h).
Quitte à augmenter la valeur de R2 en fonction du seuil L considéré (voir (7.5) et la notation 7.11), on a :
MΣ(h)− LΣ(h) = (CBR − L)︸ ︷︷ ︸
>0
h3/2, et LΣ(h)−mΣ(h) ≥ (L− CB0 )︸ ︷︷ ︸
≥0
h3/2 + o(h3/2),
où on rappelle que CB0 est défini dans le théorème 7.1. On a donc pour α assez petit, qu’il existe c > 0 et
C ≥ 0 tels que pour h < h0 :
ch3/2
∑
j∈ZΣ1 (h)
k∈{1,2,3}
∥∥Xhρkj eϕΨn,h∥∥2 ≤ Ch3/2 ∑
j∈ZΣ2 (h)
k∈{1,2,3}
∥∥Xhρkj Ψn,h∥∥2 .
(8.7)
Par choix de ϕ (voir (8.1)) adapté à l’échelle (spatiale) en h provenant de l’étude de la minoration, on a
(par compacité de Ω) qu’il existe C > 0 tel que :∑
j∈ZΣ2 (h)
k∈{1,2,3}
∥∥Xhρkj eϕΨn,h∥∥2 ≤ C ∑
j∈ZΣ2 (h)
k∈{1,2,3}
∥∥Xhρkj Ψn,h∥∥2 .
(8.8)
Pour h < h0 on a finalement avec (8.7), (8.8) et la propriété (3.1) de la partition de l’unité en section
3.1.2, l’inégalité asymptotique suivante :
ch3/2 ‖eϕΨn,h‖2 ≤ Ch3/2 ‖Ψn,h‖2 .
où c > 0 et C ≥ 0. Le point 2 du théorème 8.3 se déduit immédiatement de ce qui vient d’être établi.

CHAPITRE 9
Développement asymptotique complet des premières valeurs propres
Comme dans le chapitre 5, on donne un développement asymptotique à tout ordre des premières va-
leurs propres de l’opérateur Ph,A,Ω. On obtient en particulier que le bas du spectre de l’opérateur Ph,A,Ω
correspond au bas du spectre de l’opérateur "somme directe"
⊕
x∈Σ
h3/2Ξ(x)1/2κ(ε(x))Xε(x) modulo en
terme de reste en O(h7/4).
9.1. Problème localisé en un point double à l’intérieur
Comme dans la section 5.1, on commence par l’étude d’un opérateur Ph,A,Ωx localisé sur un voisinage
Ωx0 d’un point x0 ∈ Σ (suffisamment petit de sorte que le passage en coordonnées curvilignes soit licite)
en imposant une condition de Dirichlet sur ∂B(x0, R)\∂Ω où B(x0, R)  Ωx0 .
Notation 9.1. Soit x(5)j = x0 appartenant à Σ. On note Ωx0 = B(x0, Rx0) ∩ Ω avec R0 > 0 suffisamment
petit de sorte que Ωx0 soit un voisinage sur lequel le difféomorphisme Φc (voir section B.3) est bien défini
avec Ωx0 ∩ Σ = {x0}.
On garde les même notations que celle introduites en 5.2.
Notation 9.2. On note P loch,A,Ωx0 la réalisation autoadjointe sur Ωx0 de l’opérateur Ph,A,Ωx0 avec condition
de Dirichlet sur ∂ (B(x0, Rx0)).
Pour tout n, on note respectivement :
(λn,x0(h),Ψn,h,x0) et
(
λlocn,x0(h),Ψ
loc
n,h,x0
)
des paires d’éléments propres de l’opérateur Ph,A,Ωx0 et P loch,A,Ωx0 .
Pour finir on désigne par Pmodx0 l’opérateur suivant sur R2 :
Pmodx0 = Ξ(x0)1/2h3/2Xε(x0).
Ce chapitre a en particulier pour but de montrer que le bas du spectre de l’opérateur P loch,A,Ωx0 coïncide
avec le bas du spectre de l’opérateur Pmodx0 sur R2, modulo un terme de reste en O(h7/4). Comme dans la
notation 1.12 de l’introduction, on note :
Notation 9.3. Pour tout x0 ∈ Σ et tout n ≥ 1 on note :
Λx0n = Ξ(x0)
1/2κn(ε(x0)),
et on note l’ensemble ordonné suivant :{
ΛBn , n ∈ N∗
}
=
∐
x0∈Σ
{Λx0n , n ∈ N∗} ,
où on rappelle que
∐
désigne une union disjointe.
On utilisera par la suite les mêmes notations simplifiées que celles introduites en 7.19.
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9.1.1. Minoration.
Proposition 9.4. Soit x0 ∈ Σ. Pour tout n ∈ N∗, il existe C > 0 et h0 > 0 tels que pour tout 0 < h < h0
on ait :
λlocn,x0(h) ≥ Λx0n h3/2 − Ch7/4.
DÉMONSTRATION. Par inclusion des domaines, on a :
Qh,A,Ω0 ≤ Qloch,A,Ω0 .
Les résultats de minoration valables pour Qh,A,Ω0 le sont donc également (a fortiori) pour Qloch,A,Ω0 .
Pour prouver la proposition 9.4, il suffit de montrer que :
λn,x0(h) ≥ h3/2Ξ1/20 QXε0 (Ψ)− Ch7/4,
pour Ψ dans un certain espace vectoriel de dimension n, et conclure avec le principe du Min-Max (théo-
rème A.9 en Annexe).
On considère une base orthonormée Ψ1,h, · · · ,Ψn,h de fonctions propres de l’opérateur Ph,A,Ω0 et on
introduit l’espace vectoriel de dimension n suivant :
En,x0(h) = Vect {Ψk,h,x0 , 1 ≤ k ≤ n} .
Soit Ψ =
∑
j
αjΨj,h ∈ En,x0(h). On a :
Qh,A,Ω0(Ψ) ≤ λn,x0(h)‖Ψ‖2.
En effet, en notant Bh,A,Ω0 la forme bilinéaire associée à Qh,A,Ω0 , on a :
Qh,A,Ω0(Ψ) = Qh,A,Ω0
(∑
j
αjΨj,h
)
=
∑
j
α2jQh,A,Ω0(Ψj,h) +
∑
i 6=j
αiαjBh,A,Ω0(Ψi,h,Ψj,h).
La famille étant orthogonale pour le produit scalaire sur L2(Ω), elle l’est également au sens de la forme
quadratique car :
Bh,A,Ω0(Ψi,h,Ψj,h) = 〈Ph,A,Ω0Ψi,h,x0 ,Ψj,h,x0〉 = λi,x0(h)〈Ψi,h,x0 ,Ψj,h,x0〉 = λi,x0(h)δij.
CommeQh,A,Ω0(Ψj,h,x0) = λj,x0(h)‖Ψj,h,x0‖2 et que la suite des valeurs propres (λn,x0(h))n∈N∗ est crois-
sante, on a avec le théorème de Pythagore :
Qh,A,Ω0(Ψ) ≤ λn,x0(h)
∑
j
α2j‖Ψj,h,x0‖2 = λn,x0(h)‖Ψ‖2.
On va minorer λn,x0(h) en minorant Qh,A,Ω0(Ψ) et montrer que :
Qh,A,Ω0(Ψ) ≥ h3/2Ξ1/20 QXε0 (Ψ)− Ch7/4.
Sur Ω0, on peut passer dans les coordonnées (s, t). Sans perte de généralité, on peut supposer que les co-
ordonnées curvilignes du point x0 sont (0, 0). Dans ces coordonnées, la réécriture de la forme quadratique
est la suivante :
Qh,A,Ω0(Ψ) =
∫
Φ−1(Ω0)
(
(1− tk(s))−2|(hDs + A˜1)Ψ˜|2 + |(hDt)Ψ˜|2
)
(1− tk(s)) dsdt.
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Par régularité et compacité du bord, il existe une constante C > 0 telle que :
|(1− tk(s))| ≥ 1− C|t| et (1− tk(s))−1 ≥ 1− C|t|.
On obtient (avec la notation simplifiée A˜1 = A˜1,j) :
Qh,A,Ω0(Ψ) ≥
∫
Φ−1(Ω0)
(
|(hDs + A˜1)Ψ˜|2 + |(hDt)Ψ˜|2
)
dsdt
−
∫
Φ−1(Ω0)
Ct
(
|(hDs + A˜1)Ψ˜|2 + |(hDt)Ψ˜|2
)
dsdt.
Les estimées d’Agmon sont un élément crucial de la preuve. Le théorème 4.8 et le corollaire 4.9 restent
vrais pour l’opérateur Ph,A,Ω0 . Le corollaire 4.9 est indépendant du système de coordonnées et reste
valable ici pour le potentiel vecteur magnétique donné par A˜ = (A˜1, 0) et pour n’importe quel Ψ ∈
En,x0(h). Il en découle un résultat analogue au lemme 3.29 qui donne alors l’estimée suivante :∫
Φ−1(Ω0)
Ct
(
|(hDs + A˜1)Ψ˜|2 + |(hDt)Ψ˜|2
)
dsdt ≤ Ch7/4.
Il reste désormais à traiter le terme
∫
Φ−1(Ω0)
(
|(hDs + A˜1)Ψ˜|2 + |(hDt)Ψ˜|2
)
dsdt. On effectue un déve-
loppement de Taylor du potentiel vecteur magnétique :
A˜1(s, t) =
1
2
HessB˜(0, 0) · ((s, t), (s, t))︸ ︷︷ ︸
A
(5)
1,j(s,t)
+r
(5)
j (s, t).
Le terme de reste r(5)j vérifie |r(5)j (s, t)| ≤ C|(s, t)|4. En notant plus simplement A(5)1,j = A0 et r(5)j = r0
on obtient :
Qh,A,Ω0(ψ) ≥
∫
Φ−1(Ω0)
(
|(hDs + A0)Ψ˜|2 + |(hDt)Ψ˜|2
)
dsdt
−
∫
Φ−1(Ω0)
2
(
|(hDs + A0)Ψ˜||r0Ψ˜|
)
dsdt−
∫
Φ−1(Ω0)
|r0Ψ˜|2 dsdt.
Avec l’inégalité de Cauchy-Schwarz et le corollaire 4.9 (qui ne dépend pas du système de coordonnées
et appliqué ici pour le potentiel vecteur magnétique donné par A˜ = (A0, 0)) on a :∫
Φ−1(Ω0)
2
(
|(hDs + A0)Ψ˜||r0Ψ˜|
)
dsdt ≤ Ch7/4 et
∫
Φ−1(Ω0)
|r0Ψ˜|2 dsdt ≤ Ch2.
Les expressions deQh,A,Ω et deQh,A,Ω0 étant formellement les mêmes, on peut reprendre le changement
d’échelle de la section 2.4 qui donne finalement que :
Qh,A,Ω0(Ψ) ≥ h3/2Ξ1/20 QXε0 − Ch7/4.
Une conséquence de ce résultat est qu’il existe C > 0 tel que :
λn,x0(h) ≥ h3/2Ξ1/20 κn(ε0)− Ch7/4.

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9.1.2. Quasimodes et majoration. La stratégie est basée sur le théorème spectral. On va développer
l’opérateur P loch,A,Ω0 (dans les coordonnées curviligne et après changement d’échelle) en puissance de h
et chercher des solutions formelles à l’équation aux valeurs propres. On considère x(5)j = x0 ∈ Σ. On
reprend l’expression (locale) de l’opérateur détaillée dans la sous-section 7.4 toujours en notant plus
communément (s, t) les variables (x1, x2). On peut écrire :
A˜1(s, t) =
1
2
HessB˜(0, 0) · ((s, t), (s, t)) + r0(s, t),
où le terme de reste vérifie |r0(s, t)| ≤ C|(s, t)|4. Le changement d’échelle :
τ = h−1/4Ξ1/40 t, σ = h
−1/4Ξ1/40 s,
ramène l’étude à celle de l’opérateur suivant :
(9.1) h3/2Ξ1/20 Xh,
considéré sur R2. On note que cette "approximation" au plan tout entier sera rigoureusement justifiée par
l’introduction d’une fonction troncature (voir le point (9.8) à venir).
Énoncé du résultat
Proposition 9.5. Soit x0 ∈ Σ et n ∈ N∗. On a qu’il existe une constante C(J) > 0 et h0 > 0 tels que
pour tout 0 < h < h0 :
d
(
λ[J ]n,x0(h), Sp(P loch,A,Ω0)
) ≤ C(J)h3/2+(J+1)/4,
avec
(9.2) λ[J ]n,x0(h) = h
3/2Ξ
1/2
0
J∑
j=0
λn,x0,jh
j/4 et λn,x0,0 = κn(ε0).
Remarque 9.6. La quantité Λx0n h3/2 (voir la notation 9.3) correspond à λ
[0]
n,x0(h).
La preuve de la proposition 9.5 nécessite quelques résultats préliminaires.
Développement en série formelle
Pour x(5)j = x0 ∈ Σ, la dépendance en h de l’opérateur Xh sur R2 défini via (9.1) permet de développer
l’opérateur de la manière suivante :
(9.3) Xh ∼
∑
j≥0
Xjhj/4,
où l’expression de l’opérateur dominant X0 est :
X0 = Xε0 .
On peut bien sûr expliciter l’unique expression de l’opérateur X1 mais il est suffisant de remarquer qu’il
s’agit d’un opérateur différentiel d’ordre au plus 2.
Remarque 9.7. Il est clair que pour tout j, l’ordre des opérateurs différentiels Xj (qui peuvent être
explicités en écrivant un développement tronqué à un ordre suffisamment élevé) est inférieur ou égal à 2.
Pour j ≥ 2 les Xj sont des polynômes homogènes de degré j.
9.1. PROBLÈME LOCALISÉ EN UN POINT DOUBLE À L’INTÉRIEUR 109
On cherche des solutions formelles de la forme :
κ ∼
∑
j≥0
κjhj/4 et Ψ ∼
∑
j≥0
Ψjh
j/4,
de sorte qu’on ait (au sens des séries formelles) :
XΨ ∼ κΨ.
On résout le système par identification suivant les puissances de h.
• Termes en h0. On résout l’équation :
X0Ψ0 = κ0Ψ0 sur R2+,
qui donne par définition que κ0 est dans le spectre de l’opérateur Xε(x0) et que Ψ0 est une fonction propre
associée. Le choix du κ0 dans le spectre de l’opérateur détermine de manière unique la valeur des autres
coefficients. On peut choisir :
(9.4) κ0 = κn(ε0).
On en déduit que :
(9.5) Ψ0(σ, τ) = Ψ
Xε0
n (σ, τ).
La dépendance en x0 et n est donnée dans le théorème final en notant que κj = κn,x0,j et Ψj = Ψn,x0,j .
• Termes en h1/4. On résout l’équation :
(X0 − κ0) Ψ1 = (κ1 −X1) Ψ0 sur R2.
Avec (9.3), (9.4) et (9.5), on a :
(Xε0 − κn(ε0)) Ψ1 = (κ1 −X1) ΨXε0n .
La condition d’orthogonalité de Fredholm impose que le membre de droite de l’équation précédente
appartienne à l’orthogonal du noyau de l’opérateur. Dans ce cas, on a en particulier que 〈Ψ1,Ψ0〉 = 0.
En prenant le produit scalaire avec Ψ0 dans l’expression précédente, on est amené à choisir κ1 :
(9.6) κ1 = 〈X1Ψ0,Ψ0〉R2+ .
Une conséquence du théorème 2.18 est que Ψ0 etX1Ψ0 appartiennent à L2exp(R2) (et même dans H∞exp(R2)).
La condition (9.6) permet d’appliquer les résultats de la partie B.4 présentés en Annexe. Ces derniers
donnent que Ψ1 appartient à H∞exp(R
2).
• Termes d’ordre supérieur :
On procède par récurrence ("méthode de Grushin"). Soit J ≥ 0. On suppose que les réels κ0, ...,κJ et
que les fonctions Ψ0, ...,ΨJ sont déjà connus. On suppose de plus que les fonctions Ψ0, ...,ΨJ sont dans
H∞exp(R
2). L’équation à l’ordre J + 1 s’écrit :
(X0 − κ0) ΨJ+1 = κJ+1Ψ0 +
J∑
j=2
κjΨJ+1−j −
J+1∑
j=1
PˆjΨJ+1−j − Pˆ1Ψ1 sur R2+,
dont les inconnues sont κJ+1 et ΨJ+1.
On peut choisir κJ+1 de sorte que la condition (B.12) de la proposition B.16 présentée en Annexe soit
satisfaite. Comme ce qui précède, il découle des résultats de l’Annexe B.4 que ΨJ+1 appartient àH∞exp(R
2).
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Par ailleurs, comme à la fin de la preuve 3.24, on vérifie avec le système d’équations formelles au bord
que les conditions de Neumann sont satisfaites par les fonctions Ψn,x0,j de sorte qu’elles appartiennent à
l’ensemble Dom(Xε0).
L’approche précédente peut se résumer dans le lemme suivant :
Lemme 9.8. Pour tout x0 ∈ Σ on a construit par récurrence une suite de nombre et de fonctions telles
que pour tout J ≥ 0 :
J∑
j=0
XJ−jΨn,x0,j =
J∑
j=0
κn,x0,J−jΨn,x0,j sur R2,
avec κn,x0,0 = κn(ε0), Ψn,x0,0 = Ψ
Xε0
n et Ψn,x0,j ∈ H∞exp(R2) ⊂ Dom(Xε0) pour tout j ≥ 0.
La sous-section suivante a pour but de démontrer la proposition 9.5 pour laquelle il faudra respecter la
condition de localisation des fonctions test. Avant de passer à la preuve on introduit quelques notations à
partir de ce qui précède.
Notation 9.9. Avec la suite (κn,x0,j)j≥0 précédemment construite, on définit κn,x0,j = κn,j et pour tout
J ≥ 0 et tout n ∈ N, on note :
(9.7) λ[J ]n,x0(h) = h
3/2Ξ
1/2
0
J∑
j=0
κn,x0,jhj/4,
Ψ˜
[J ]
n,h,x0
(s, t) = Ξ
1/4
0 h
−1/4
J∑
j=0
Ψn,x0,j
(
Ξ
1/4
0 h
−1/4s,Ξ1/40 h
−1/4t
)
hj/4 sur R2,
et
(9.8) Ψ[J ]n,h,x0 = χ0e
−iφ(Φ−1)/hΨ˜[J ]n,h,x0(Φ
−1) sur Ω0,
où χ0 est une fonction troncature avec les mêmes propriétés qu’en (3.11).
Preuve du résultat
La proposition 9.5 se base sur quelques résultats intermédiaires.
Lemme 9.10. Pour tout x0 ∈ Σ, tout n ∈ N∗ et tout J ≥ 0, il existe une constante C(J) > 0, h0 > 0 tels
que pour tout 0 < h < h0 la norme L2(Ω) des fonctions Ψ
[J ]
n,h,x0
définie avec (9.8) vérifie :
1− C(J)h1/4 ≤ ‖Ψ[J ]n,h,x0‖L2(Ω) ≤ 1 + C(J)h1/4.
La preuve de ce résultat est analogue à celle du lemme 3.27.
PREUVE DE LA PROPOSITION 9.5. Les fonctions Ψ[J ]n,h,x0 vérifient la condition de Neumann sur ∂Ω∩
∂Ω0 et la condition de Dirichlet est elle aussi bien vérifiée sur l’ensemble ∂Ω0\∂Ω. Les fonctions Ψ[J ]n,h,x0
appartiennent donc bien à Dom(P loch,A,Ω0).
Avec l’expression de Ψ[J ]n,h,x0 et le lemme 9.10 on a dans un premier temps qu’il existe h0 > 0 et une
constante C(J) > 0 tels que :
∀h ∈ (0, h0), 1− C(J)h1/4 ≤ ‖Ψ[J ]n,h,x0‖L2 ≤ 1 + C(J)h1/4,
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Par ailleurs on a :(P loch,A,Ω0 − λ[J ]n,x0(h))Ψ[J ]n,h,x0 = χ0 (P loch,A,Ω0 − λ[J ]n,x0(h)) Ψ˜[J ]n,h,x0 ◦ Φ−1
+ 2ih∇χ0 · (−ih∇+ A) Ψ˜[J ]n,h,x0 ◦ Φ−1 − h2Ψ˜
[J ]
n,h,x0
◦ Φ−1∆χ0.
Sur le support de χ0, on a par construction :∥∥∥χ0 (P loch,A,Ω0 − λ[J ]n,x0(h)) Ψ˜[J ]n,h,x0 ◦ Φ−1∥∥∥L2(Ω) ≤ C(J)h3/2+(J+1)/4.
Avec la décroissance exponentielle des fonctions ΨXε0n (donnée via le lemme 9.8), et sur le support des
fonctions ∇χ0 et ∆χ0 il s’ensuit :∥∥∥2ih∇χ0 · (−ih∇+ A) Ψ˜[J ]n,h,x0 ◦ Φ−1 − h2Ψ˜[J ]n,h,x0 ◦ Φ−1∆χ0∥∥∥L2(Ω) ≤ C(J) exp
(
−αΞ
1/2
0 R0
h1/4
)
.
Les inégalités précédentes donnent :∥∥∥(P loch,A,Ω0 − λ[J ]n,x0(h))Ψ[J ]n,h,x0∥∥∥ ≤ C(J)h3/2+(J+1)/4.
Comme J est fixé et Ω borné, la constante C(J) peut-être prise indépendamment de h. On conclut avec
le théorème spectral généralisé A.7 présenté en Annexe. 
Asymptotique à tout ordre des premières valeurs propres de l’opérateur localisé
On reprend les notations 2.16 et 9.2 ainsi que les expressions (9.7) précédemment introduites. À partir des
deux sous-sections précédentes, on obtient le résultat suivant qui donne un développement asymptotique
à tout ordre des premières valeurs propres de l’opérateur localisé.
Notation 9.11. Pour x0 ∈ Σ, N ∈ N∗ et J ∈ N on note :
SlocN,x0 =
{
λlocn,x0(h), 1 ≤ n ≤ N
}
,
S
[J]
N,x0
=
{
λ[J ]n,x0(h), 1 ≤ n ≤ N
}
,
SN,x0 =
{
Ξ
1/2
0 h
3/2κn(ε0), 1 ≤ n ≤ N
}
.
Théorème 9.12. Soit x0 ∈ Σ. Pour tout N ∈ N∗ et tout J ≥ 0, il existe CN(J) > 0 et h0 > 0 tels que
pour tout 0 < h < h0 on a :
d
(
SlocN,x0 ,S
[J]
N,x0
)
≤ CN(J)h3/2+(J+1)/4.
En particulier on a qu’il existe CN > 0 et h0 > 0 tels que pour tout 0 < h < h0 :
d
(
SlocN,x0 ,SN,x0
) ≤ CNh7/4.
DÉMONSTRATION. Ce résultat découle immédiatement des deux sections précédentes. La proposi-
tion 9.5 donne tout d’abord que pour tout x0 ∈ Σ, tout N ∈ N∗ et tout J ∈ N, il existe λx0(h) ∈
Sp(Ph,A,Ω0) et CN(J) > 0 tels que :
|λx0(h)− λ[J ]n,x0(h)| ≤ CN(J)h3/2+(J+1)/4.
La proposition 9.4 donne l’argument de séparation manquant pour dire qu’il existe un seul élément de
Sp(Ph,A,Ω0) dans un voisinage de chacune de ces valeurs. 
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9.2. Approximation du bas du spectre
Dans cette section (qui est le pendant de la section 5.2), on compare le spectre de l’opérateur Ph,A,Ω à
celui des opérateurs localisés introduits précédemment, ce qui permet finalement d’expliciter le dévelop-
pement asymptotique à tout ordre des premières valeurs propres.
9.2.1. Spectre de la réunion d’opérateurs locaux. Grâce aux estimées d’Agmon, on montre que le
bas du spectre de l’opérateur Ph,A,Ω est dans la limite semi-classique exponentiellement proche du bas
du spectre de la réunion d’opérateurs locaux.
Notation 9.13. On note nΩ,B ∈ N∗ le cardinal (fini) de l’ensemble Σ et pour tout 1 ≤ j ≤ nΩ,B on
rappelle que les éléments de Σ sont notés x(5)j .
En lien avec la notation 5.2, on considère sur Ω l’opérateur modèle Pmodh,A,Ω défini par :
(9.9) Pmodh,A,Ω =
⊕
x∈Σ
P loch,A,Ωx =
nΩ,B⊕
j=1
P loch,A,Ω
x
(5)
j
.
On désigne les éléments du spectre de cet opérateur (à résolvante compacte) de la manière suivante :
Sp
(Pmodh,A,Ω) = {λmod1 (h) ≤ λmod2 (h) ≤ · · · ≤ λmodn (h) ≤ · · ·} .
Comme dans les notations 5.13 et 9.11 on introduit :
Notation 9.14. Pour tout N ∈ N∗ on note :
SmodN =
{
λmodn (h), 1 ≤ n ≤ N
}
.
Proposition 9.15. Soit N ∈ N∗. Il existe CN > 0, αN > 0 et h0 > 0 tels que pour tout 0 < h < h0 on a :
d
(
SN ,S
mod
N
) ≤ CNe−αNh−1/4 .
DÉMONSTRATION. On commence par fixer un entier N ∈ N∗. Pour tout x(5)j , on définit une fonction
troncature (fixée) χ
x
(5)
j
supportée dans une boule de tailleR
x
(5)
j
, centrée au point x(5)j et strictement incluse
dans le support de ΩR
x
(5)
j
. On rappelle que Ψn,h est une fonction propre de l’opérateur Ph,A,Ω, associé à
la valeur propre λn(h). On considère le quasimode suivant pour l’opérateur Pmodh,A,Ω :
Ψmod =
(
χ
x
(5)
1
Ψn,h, · · · , χx(5)nΩ,BΨn,h
)
.
Cette dernière fonction est bien dans le domaine de l’opérateur. On rappelle que l’ensemble Γ[4]n est défini
via la notation 4.6. Avec les estimées d’Agmon du corollaire 4.9, on obtient que pour tout 1 ≤ n ≤ N , il
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existe CN > 0 et αN tels que :
∥∥(Pmodh,A,Ω − λn(h))Ψmod∥∥2L2(Ω) =nΩ,B∑
j=1
∥∥∥(Pmodh,A,Ω − λn(h))χx(5)j Ψn,h∥∥∥2L2(Ω)
≤
nΩ,B∑
j=1
∥∥∥(Ph,A,Ω−λn(h))χx(5)j Ψn,h∥∥∥2L2(Ω) + CNe−2αNh1/4
≤
∑
1≤j≤nΩ,B
x
(5)
j ∈Γ[4]n
∥∥∥χx(5)j (Ph,A,Ω−λn(h)) Ψn,h∥∥∥2L2(Ω) + CNe−2αNh1/4
≤CNe−2αNh1/4 .
Le théorème spectral donne qu’il existe une valeur propre λmodk(n)(h) de l’opérateur modèle qui est expo-
nentiellement proche de λn(h). On a donc montré que pour tout 1 ≤ n ≤ N , il existe CN > 0, αN > 0
et h0 tels que pour tout 0 < h < h0 on a :
d
(
λn(h), Sp
(Pmodh,A,Ω)) ≤ CNe−αNh−1/4 .
En considérant les suites croissantes des valeurs propres des opérateurs Pmodh,A,Ω et Ph,A,Ω, on peut faci-
lement voir que k est une fonction croissante vérifiant k(n) ≥ n. On donc obtenu pour tout n ∈ N∗ la
majoration suivante :
λmodn (h) ≤ λn(h) + Ce−αh
−1/4
.
Réciproquement on montre un résultat analogue pour l’opérateur Ph,A,Ω en utilisant les fonctions propres
dePmodh,A,Ω. On considère un couple
(
λmodn (h),Ψ
mod
n,h
)
d’éléments propres dePmodh,A,Ω avec Ψmodn,h de la forme :
Ψmodn,h =
(
Ψmod,1n,h , · · · ,Ψmod,nΩ,Bn,h
)
,
où pour tout j, la fonction Ψmod,jn,h est supportée dans Ω
(5)
xj . On peut prolonger par continuité (avec la
valeur 0) la fonction Ψmod,jn,h sur tout l’espace Ω en gardant la même régularité H
2(Ω) (étant donné que
la condition de Dirichlet est satisfaite). Comme supp(χR
x
(5)
j
)  ΩR
x
(5)
j
, on note qu’on s’affranchit des
questions relatives au domaine de l’opérateur sur la discontinuité des conditions limites au bord entre
Neumann et Dirichlet. On considère le quasimode suivant pour l’opérateur Ph,A,Ω :
Ψ =
nΩ,B∑
j=1
Ψmod,jn,h .
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Pour tout 1 ≤ n ≤ N , il existe CN > 0 et αN tels que :∥∥(Ph,A,Ω−λmodn (h))Ψ∥∥L2(Ω) = nΩ,B∑
j=1
∥∥∥∥(Ph,A,Ω−λmodn (h))χx(5)j Ψmodn,h,x(5)j
∥∥∥∥
L2(Ω)
≤
nΩ,B∑
j=1
∥∥∥χx(5)j (Ph,A,Ω−λmodn (h))Ψmod,jn,h ∥∥∥L2(Ω) + Ce−αh−1/4
≤
nΩ,B∑
j=1
∥∥∥(Ph,A,Ω−λmodn (h))Ψmod,jn,h ∥∥∥
L2(Ω
(5)
j )
+ CNe
−αNh−1/4
≤
nΩ,B∑
j=1
∥∥∥(Pmodh,A,Ω − λmodn (h))Ψmod,jn,h ∥∥∥
L2(Ω
(5)
j )
+ CNe
−αNh−1/4
≤ CNe−αNh−1/4 .
Le théorème spectral donne donc qu’il existe une valeur propre λk′(n)(h) de l’opérateur Ph,A,Ω qui est
exponentiellement proche de λmodn (h). On a donc montré que pour tout 1 ≤ n ≤ N , il existe CN > 0,
αN > 0 et h0 tels que pour tout 0 < h < h0 on a :
d
(
λmodn (h), Sp (Ph,A,Ω)
) ≤ CNe−αNh−1/4 .
Comme ce qui précède, en considérant les suites croissantes des valeurs propres des opérateurs Pmodh,A,Ω et
Ph,A,Ω, on voit facilement que k′ est une fonction croissante vérifiant k′(n) ≥ n. On donc obtenu pour
tout 1 ≤ n ≤ N la majoration suivante :
λn(h) ≤ λmodn (h) + CNe−αNh
−1/4
.
On en déduit finalement le résultat de la proposition 9.15. 
9.2.2. Asymptotique à tout ordre des premières valeurs propres du Laplacien magnétique. On
explicite désormais le spectre de l’opérateur Ph,A,Ω en regroupant les expressions des spectres des dif-
férents opérateurs modèles. Pour l’énoncé du théorème final de cette partie, on reprend les notations
originelles données dans 7.19.
Notation 9.16. Pour tout x ∈ Σ, on note Pmodx l’opérateur suivant défini sur R2 :
Pmodx = h3/2Ξ(x)1/2Xε(x).
La suite croissante des valeurs propres comptées avec multiplicité de l’opérateur :
Pmod =
⊕
x∈Σ
Pmodx ,
défini sur R2 est notée
(
Λnh
3/2
)
n∈N∗ . En reprenant (5.2) , pour tout J ≥ 0 on note :
{Λ[J ]n (h), n ∈ N∗} = {λ[J ]n,x0(h), x0 ∈ Σ, n ∈ N∗}.
Remarque 9.17. La quantité ΛBn h3/2 (voir la notation 9.3) correspond à Λ
[0]
n (h).
Notation 9.18. Pour tout N ∈ N∗ tel que N ≤ NΩ,B et tout J ∈ N on note :
S
B,[J ]
N = {Λ[J ]n (h), 1 ≤ n ≤ N}.
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Théorème 9.19. On se place dans le cadre de l’hypothèse 2 (énoncée au début de la partie II). Pour tout
N ∈ N∗ et tout J ≥ 0 il existe CN(J) > 0 et h0 > 0 tels que pour tout 0 < h < h0 :
d
(
SN ,S
B,[J ]
N
)
≤ CN(J)h3/2+(J+1)/4.
En particulier on a qu’il existe CN > 0 et h0 > 0 tels que pour tout 0 < h < h0 :
d
(
SN ,S
B
N
) ≤ CNh7/4.
DÉMONSTRATION. Ce résultat découle immédiatement du théorème 9.12 et de la proposition 9.15,
il suffit de regrouper l’ensemble des valeurs propres données par la réunion des problèmes locaux. 

CHAPITRE 10
Opérateur modèle croix dans la limite petit angle
Les chapitres 7, 8 et 9 de la partie II complètent l’étude spectrale de l’opérateur Ph,A,Ω, dans le cas
d’une annulation quadratique (non dégénérée) du champ magnétique, dans la limite semi-classique. Dans
la suite de la partie II, on s’intéresse à un autre régime asymptotique. On effectue désormais l’étude
spectrale dans la limite petit angle ε → 0 (où ε = tan ϑ
2
), pour l’opérateur modèle Xε. L’analyse n’est
σ
τ
ϑ
σ
τ
ϑε→ 0
plus semi-classique, mais partiellement semi-classique. Dans cette limite petit angle, on réduit l’analyse
spectrale à celle d’un opérateur à deux paramètres sur R (le symbole opérateur, noté Xα,ξ). La première
section de ce chapitre est consacrée à l’étude de la famille (Xα,ξ) indexée par (α, ξ) ∈ R2, tandis que la
deuxième section donne la structure du spectre de l’opérateur modèle 2D Xε en fonction de son symbole,
dans le régime partiellement semi-classique ε→ 0.
10.1. Symbole opérateur
On démontre dans la section 10.2 que l’analyse de l’opérateur Xε dans la limite petit angle ε →
0 se réduit à l’étude spectrale de famille d’opérateurs en dimension 1 (Xα,ξ)(α,ξ)∈R2 . L’asymptotique
des valeurs propres s’exprime en fonction de l’infimum de la fonction de bande %1(α, ξ) du symbole
opérateur de Xε. Dans cette section, on dégage un certain nombre de propriétés importantes de la famille
(Xα,ξ)(α,ξ)∈R2 .
Il s’agit de l’opérateur défini sur R (pour tout (α, ξ) ∈ R2) de la manière suivante :
(10.1) Xα,ξ = D2t +
(
ξ − t
3
3
+ α2t
)2
.
Comme dans l’introduction, on rappelle comment on obtient son expression formelle. On part de l’ex-
pression de l’opérateur (partiellement semi-classique) Xε et on effectue le changement d’échelle :
σ = ε−1s, τ = t.
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L’étude spectrale se ramène alors à l’opérateur unitairement équivalent suivant sur L2(ε−1dsdt) :
D2t +
(
εDs − t
3
3
+ s2t
)2
.
En remplaçant formellement εDs par ξ et s par α, on obtient un opérateur en dimension 1D à deux
paramètres, appelé symbole, dont l’expression est donnée par 10.1. L’opérateur Xα,ξ est un opérateur de
Schrödinger en dimension 1 avec potentiel électrique (qui est un polynôme pair) mais l’étude précise de
son spectre reste difficile.
10.1.1. Propriétés de l’opérateur 1D.
Proposition 10.1 (Analyticité). La famille (Xα,ξ) pour α, ξ ∈ R est analytique (de type (B) selon la
théorie de Kato voir [50]).
Proposition 10.2 (Résolvante compacte). Pour tout (α, ξ) ∈ R2, l’opérateur Xα,ξ est à résolvante com-
pacte.
Notation 10.3. On note %n(α, ξ) la n-ième valeur propre de l’opérateur Xα,ξ.
Proposition 10.4. Pour tout couple (α, ξ), la valeur propre %1(α, ξ) est simple et dépend analytiquement
de α et de ξ. Les fonctions propres associées à la valeur propre %1(α, ξ) ne s’annulent pas et l’unique
fonction propre positive normalisée uα,ξ associée à %1(α, ξ) dépend analytiquement de (α, ξ).
DÉMONSTRATION. On démontre la simplicité par un procédé classique. L’analycité découle quant à
elle de la théorie de Kato. Soient u1 et u2 deux éléments non nuls du sous espace propre associé à %1(α, ξ).
On considère la fonction u = u1(0)u2 − u2(0)u1 qui est dans le même espace propre. Il découle de la
théorie de Sturm-Liouville que (la fonction régulière) u ne peut changer de signe. On suppose donc que
u ≥ 0. On remarque que u(0) = 0 ce qui donne alors que 0 est un minimum local et donc que u′(0) = 0.
Par unicité du théorème de Cauchy-Lipschitz (le potentiel étant confinant les fonctions propres associées
sont dans S (R)), on a alors u = 0, ce qui donne finalement que u1 et u2 sont colinéaires et donc que le
sous-espace propre associé à la plus petite valeur propre est de dimension 1. 
Le résultat qui suit découle immédiatement d’un argument de symétrie.
Proposition 10.5. L’étude spectrale de l’opérateur Xα,ξ et de la fonction de bande %1(α, ξ) peut se
restreindre au quart de plan {α ≥ 0, ξ ≥ 0}.
Dans tout ce qui suit l’étude s’effectue donc sur l’ensemble {α ≥ 0, ξ ≥ 0}. On remarque également
qu’on a une symétrie particulière pour ξ = 0.
Proposition 10.6. Le potentiel Vα,ξ(t) =
(
ξ + α2t− t3
3
)2
est pair si et seulement si ξ = 0. Par ailleurs,
pour tout α, la fonction propre uα,0 associée à la valeur propre %1(α, 0) pour l’opérateur Xα,0 est paire.
10.1.2. Formules de Feynman-Hellmann. On démontre dans cette sous-section des formules de
Feyman-Hellmann concernant l’opérateur Xα,ξ. Celles-ci sont obtenues en dérivant l’équation :
Xα,ξuα,ξ = %1(α, ξ)uα,ξ.
Ces formules seront utiles pour démontrer l’existence d’un minimum de la fonction de bande %1(α, ξ)
sur tout R2.
10.1. SYMBOLE OPÉRATEUR 119
Notation 10.7. On note (∂αu)α0,ξ0 = (∂αuα,ξ)(α,ξ)=(α0,ξ0) et (∂ξu)α0,ξ0 = (∂ξuα,ξ)(α,ξ)=(α0,ξ0). On utilise
les mêmes notations pour la dérivation par rapport à α ou ξ de l’opérateur Xα,ξ.
Proposition 10.8. Pour tout point (α, ξ) on a les identités suivantes :
(10.2) (∂α%1)(α, ξ) = 4α
∫
R
(
ξ + α2t− t
3
3
)
tu2α,ξ(t) dt,
(10.3) (∂ξ%1)(α, ξ) = 2
∫
R
(
ξ + α2t− t
3
3
)
u2α,ξ(t) dt.
En particulier, si (αc, ξc) est un point critique de %1(α, ξ), on a :
(10.4) αc
∫
R
(
ξc + α
2
ct−
t3
3
)
tu2αc,ξc(t) dt = 0,
(10.5)
∫
R
(
ξc + α
2
ct−
t3
3
)
u2αc,ξc(t) dt = 0.
DÉMONSTRATION. On rappelle que l’expression de Xα,ξ est donnée par :
Xα,ξ = D
2
t +
(
ξ + α2t− t
3
3
)2
.
On commence par dériver respectivement suivant α et ξ l’égalité suivante :
Xα,ξuα,ξ = %1(α, ξ)uα,ξ,
où uα,ξ désigne une fonction propre associée à la valeur propre %1(α, ξ).
En notant plus simplement %1(α, ξ) = %1, on a :
(10.6) (Xα,ξ − %1) ∂αu = (∂α%1 − [∂α,Xα,ξ])u,
(Xα,ξ − %1) ∂ξu = (∂ξ%1 − [∂ξ,Xα,ξ])u.
Comme :
∂αXα,ξ = Xα,ξ∂α + 4αt
(
ξ + α2t− t
3
3
)
,
∂ξXα,ξ = Xα,ξ∂ξ + 2
(
ξ + α2t− t
3
3
)
,
on a :
[∂α,Xα,ξ] = 4αt
(
ξ + α2t− t
3
3
)
,
[∂ξ,Xα,ξ] = 2
(
ξ + α2t− t
3
3
)
.
En évaluant l’expression précédemment obtenue au point (α, ξ) (ici non nécessairement critique) on a :
(10.7) (Xα,ξ − %1(α, ξ)) (∂αu)α,ξ =
(
(∂α%1)(α, ξ)− 4αt
(
ξ + α2t− t
3
3
))
uα,ξ,
(10.8) (Xα,ξ − %1(α, ξ)) (∂ξu)α,ξ =
(
(∂ξ%1)(α, ξ)− 2
(
ξ + α2t− t
3
3
))
uα,ξ.
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Pour que chacune des équations précédentes soit résoluble, la condition de Fredholm impose que le
membre de droite de chaque égalité appartienne à l’orthogonal du noyau de l’opérateur du terme de
gauche. En prenant alors le produit scalaire avec la fonction uα,ξ, on obtient (la fonction propre étant
normalisée) que pour tout (α, ξ) :
(∂α%1)(α, ξ) = 4α
∫
R
(
ξ + α2t− t
3
3
)
tu2α,ξ(t) dt,
(∂ξ%1)(α, ξ) = 2
∫
R
(
ξ + α2t− t
3
3
)
u2α,ξ(t) dt.∫
R
αc
(
ξc + α
2
ct−
t3
3
)
tu2αc,ξc(t) dt = 0,∫
R
(
ξc + α
2
ct−
t3
3
)
u2αc,ξc(t) dt = 0.

10.1.3. Existence d’un minimum de la fonction de bande. On va dans ce qui suit se focaliser sur
l’opérateur Xα,ξ et montrer l’existence d’un minimum de la fonction de deux variables réelles %1(α, ξ).
Les fonctions tests sur lesquelles agit l’opérateur 1D étant définies sur toute la droite réelle, il est clair
qu’on a une invariance par symétrie centrale en (α, ξ) de notre opérateur, c’est à dire que %α,ξ = %−α,−ξ
pour tout (α, ξ) ∈ R2. On peut donc sans perte de généralité restreindre notre étude à un demi-plan,
prenons par exemple α ≥ 0 et ξ ∈ R. On rappelle le résultat principal de cette sous-section, dont l’énoncé
a été donné dans l’introduction avec le théorème 1.20 :
Théorème 10.9. Les minima globaux de la fonction %1(α, ξ) étudiée sur la quart de plan {α > 0, ξ > 0}
sont contenus dans un compact inclus dans l’ensemble :{
0 ≤ ξ ≤ 2
3
α3
}
.
Il découlera directement des propositions 10.13 et 10.14.
On commence par montrer que le minimum ne peut être atteint dans la zone ξ ≥ 2
3
α3 > 0, ce qui sera
établi avec la proposition 10.13. Cette zone est liée au discriminant du polynôme Pα,ξ défini dans la
notation suivante :
Notation 10.10. Pour tout (α, ξ) on note Pα,ξ le polynôme (en t) donné par :
Pα,ξ(t) =
(
ξ + α2t− t
3
3
)
.
Le lemme suivant donne une expression des racines de Pα,ξ, ce qui sera utilisé dans la preuve des propo-
sitions 10.13 et 10.14.
Lemme 10.11. Pour tout α ≥ 0 et tout ξ ≥ 0, le polynôme Pα,ξ admet toujours une racine réelle simple
t3(α, ξ) ≥ 0. On a plus précisément :
– Pour ξ < 2
3
α3, le polynôme Pα,ξ admet trois racines réelles distinctes t1(α, ξ) < t2(α, ξ) < t3(α, ξ)
données par :
tk(α, ξ) = j
3−k 3
√
1
2
(
3ξ + i
√
4α6 − 9ξ2
)
+ jk−3 3
√
1
2
(
3ξ − i
√
4α6 − 9ξ2
)
, k ∈ {1, 2, 3},
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où j désigne le nombre complexe donné par j = e2ipi/3 = −1
2
+ i
√
3
2
.
– Pour ξ = 2
3
α3, le polynôme Pα,ξ admet une racine réelle simple et une racine réelle double données
respectivement par :
t3(α, ξ) = 2α et t2(α, ξ) = t1(α, ξ) = −α.
– Pour ξ > 2
3
α3, le polynôme Pα,ξ admet une unique racine réelle simple donnée par :
t3(α, ξ) =
3
√
1
2
(
3ξ +
√
−4α6 + 9ξ2
)
+
3
√
1
2
(
3ξ −
√
−4α6 + 9ξ2
)
.
DÉMONSTRATION. La preuve est simple, il suffit de se référer aux formules de Cardan données en
fonction du signe du discriminant du polynôme Pα,ξ. 
Remarque 10.12. La cohérence de la notation t1(α, ξ), t2(α, ξ) et t3(α, ξ) pour désigner les racines
du polynôme Pα,ξ indépendamment du signe du discriminant de Pα,ξ est justifiée par la continuité des
relations coefficients racines. On note bien que t3(α, ξ) est toujours racine réelle simple et que t3(α, ξ) >
0 pour tout ξ > 0.
Proposition 10.13. Pour tout couple (α, ξ) tel que ξ ≥ 2
3
α3 > 0, on a :
(∂α%1)(α, ξ)− 2αt3(α, ξ)(∂ξ%1)(α, ξ) < 0.
En particulier, il ne peut exister de point critique sur la zone ξ ≥ 2
3
α3 > 0.
DÉMONSTRATION. Les formules de Feynman-Hellmann de la proposition 10.8 donnent :
(∂α%1)(α, ξ) = 4α
∫
R
(
ξ + α2t− t
3
3
)
tu2α,ξ(t) dt,
(∂ξ%1)(α, ξ) = 2
∫
R
(
ξ + α2t− t
3
3
)
u2α,ξ(t) dt.
On a donc :
(∂α%1)(α, ξ)− 2αt3(α, ξ)(∂ξ%1)(α, ξ) =
∫
R
Pα,ξ(t) (4αt− 4αt3(α, ξ))u2α,ξ(t) dt.
On voit facilement avec une étude de signe et le lemme 10.11 précédent que :
Pα,ξ(t) (4αt− 4αt3(α, ξ)) ≥ 0.
En effet, sur l’ensemble {t < t3(α, ξ)}, Pα,ξ est négatif et sur l’ensemble {t ≥ t3(α, ξ)}, Pα,ξ est positif
(car sur l’ensemble ξ ≥ 2
3
α3 > 0, le polynôme a au plus deux racines réelles). C’est également le cas de la
droite d’équation t−t3(α, ξ) = 0. Comme on ne s’annule que ponctuellement (aux points correspondants
aux racines de Pα,ξ), ceci donne bien la stricte inégalité donnée dans l’énoncé de la proposition 10.13 par
positivité de l’intégrale. Comme on considère le cas où α > 0, on a ξ 6= 0 et on peut alors conclure qu’il
ne peut exister de point critique sur l’ensemble ξ ≥ 2
3
α3 > 0. 
On fait un commentaire sur la figure 7 de l’introduction. La courbe noire d’équation ξ = 2
3
α3 délimite
les zones où le polynôme Pα,ξ admet une, deux, ou trois racines réelles (respectivement au-dessus, sur et
sous la courbe).
Proposition 10.14. La fonction R× R 3 (α, ξ) 7→ %1(α, ξ) admet un minimum.
Dans tout ce qui suit on désigne par Qα,ξ (ou plus simplement Q) la forme quadratique associée à l’opé-
rateur Xα,ξ (encore noté plus simplement X).
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PREUVE DE LA PROPOSITION 10.14. Par symétrie (voir la proposition 10.5), on peut restreindre
l’étude au quart de plan {0 ≤ α, 0 ≤ ξ}. On effectue la preuve en trois étapes, sur les ensembles
respectifs {ξ ≥ 0, ξ = 2
3
α3}, {ξ > 2
3
α3 ≥ 0} et {0 ≤ ξ < 2
3
α3}.
Étude sur l’ensemble {ξ ≥ 0, ξ = 2
3
α3}
On commence par effectuer l’étude sur l’ensemble {ξ ≥ 0, ξ = 2
3
α3} pour α → +∞. Dans ce cas le
potentiel ne dépend plus que du paramètre α et ses racines sont ±α et 2α. L’opérateur étudié prend la
forme factorisée suivante :
D2t +
(
(t+ α)2(t− 2α)
3
)2
.
On considère deux réels α− et α+ tels que α− < α < α+ avec |α − α±| = R(α), où R(α) est une
quantité strictement positive, pouvant dépendre de α, et vérifiant la condition
(10.9) R(α) ≤ α
2
.
Cette quantité R(α) sera explicitée par la suite. On considère deux fonctions plateauxX1 etX2 définies
sur R et formant une partition de l’unité telle que :
X1(t) =
{
1 sur (−∞, α]
0 sur [α+,+∞) et X2(t) =
{
0 sur (−∞, α−]
1 sur [α,+∞) ,
avec :
X 21 +X
2
2 = 1 sur R,
et :
sup
t∈R
|X ′j (t)| ≤
C
R(α)
, pour tout j ∈ {1, 2}.
La formule de localisation (voir l’Annexe B.2) donne que pour toute fonction ψ dans le domaine de
forme :
(10.10) Q(ψ) = Q(X1ψ) + Q(X2ψ)− ‖ψX ′1‖2L2(R) − ‖ψX ′2‖2L2(R).
Le terme de reste est majoré de la manière suivante :
(10.11)
∑
j∈{1,2}
‖ψX ′j ‖2L2(R) ≤
C2
R(α)2
‖ψ‖2L2(R).
On pose Ω(1) = (−∞, α+] et Ω(2) = (α−,+∞) et on va donner une minoration de la forme quadratique
sur chacun de ces sous-domaines recouvrant R.
Sur Ω(1), on a (t− 2α)2 ≥ (α+ − 2α)2. On pose ψ1 = X1ψ. On a :
Q(ψ1) ≥
∫ α+
−∞
|ψ′1|2 +
(α+ − 2α)2
9
(t+ α)4|ψ1|2 dt.
On pose B1(α) =
(α+−2α)2
9
(strictement positif avec la condition (10.9)). On obtient que Q(ψ1)‖ψ1‖2
L2(R)
est
minorée par le bas du spectre de l’opérateur :
D2t +B1(α)(t+ α)
4,
sur L2(−∞, α+) avec condition de Dirichlet en α+. Après la translation t′ = t+α et après l’homogénéi-
sation τ = B1(α)1/6t′, on obtient que le bas du spectre de ce dernier opérateur est lui-même minorée par
le bas du spectre de l’opérateur :
B1(α)
1/3
(
D2τ + τ
4
)
,
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sur L2(−∞, b1(α)), avec b1(α) = B1(α)1/6 (α+ + α) et condition de Dirichlet en b1(α). En notant
ω
(1)
1 (α) le bas du spectre de l’opérateur D
2
τ + τ
4 sur L2(−∞, b1(α)) avec condition de Dirichlet en b1(α),
obtient alors :
Q(ψ1) ≥ B1(α)1/3ω(1)1 (α)‖ψ1‖2L2(R).(10.12)
Sur Ω(2), on a (t+ α)2 ≥ (α− + α)2. On pose ψ2 = X2ψ. On a :
Q(ψ2) ≥
∫ +∞
α−
|ψ′2|2 +
(α− + α)4
9
(t− 2α)2|ψ2|2 dt.
On pose B2(α) =
(α−+α)4
9
> 0. On obtient que Q(ψ2)‖ψ2‖2
L2(R)
est minorée par le bas du spectre de l’opérateur :
D2t +B2(α)(t− 2α)2,
sur L2(α−,+∞), avec condition de Dirichlet en α−. Après la translation t′ = t− 2α et après l’homogé-
néisation τ = B2(α)1/4t′, on obtient que le bas du spectre de ce dernier opérateur est lui-même minorée
par le bas du spectre de l’opérateur :
B2(α)
1/2
(
D2τ + τ
2
)
,
sur L2(−b2(α),+∞), avec b2(α) = −B2(α)1/4 (α− − 2α) et condition de Dirichlet en −b2(α).
En notant ω(2)1 (α) le bas du spectre de l’opérateur D
2
τ + τ
2 sur L2(−b2(α),+∞) et condition de Dirichlet
en −b2(α), obtient alors :
Q(ψ2) ≥ B2(α)1/2ω(2)1 (α)‖ψ2‖2L2(R).(10.13)
En reprenant alors (10.10), (10.11), (10.12) et (10.13), on a :
(10.14) Q(ψ) ≥ min
{
B1(α)
1/3ω
(1)
1 (α), B2(α)
1/2ω
(2)
1 (α)
}
‖ψ‖2L2(R) −
C2
R(α)2
‖ψ‖2L2(R).
On passe désormais au choix du paramètre R(α). On fixe R(α) = R > 0, avec R < 1
2
de sorte que la
condition (10.9) soit bien vérifiée pour α ≥ 1 (ceci n’est pas dérangeant pour cette partie de l’étude car
on s’intéresse ici à α→ +∞).
On a d’une part :
(10.15) B1(α) =
(α−R)2
9
et B2(α) =
(2α−R)4
9
,
et les comportements asymptotiques suivants pour α→ +∞ (sans tenir compte des constantes multipli-
catives) :
(10.16) B1(α) ∼ α2, b1(α) ∼ α4/3, B2(α) ∼ α4, b2(α) ∼ α2.
Indépendamment des quantités :
b1(α) = B1(α)
1/6(2α +R) et b2(α) = B2(α)1/4(α +R),
le principe du Min-Max (voir l’Annexe A.3) donne d’autre part les minorations suivantes (uniformes en
α) :
(10.17) ω(1)1 (α) ≥ V0 et ω(2)1 (α) ≥ 1,
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où V0 désigne le bas du spectre de la réalisation autoadjointe de l’opérateur D2τ + τ
4 sur R, défini comme
l’extension de Friedrichs de la forme quadratique :
ψ 7→
∫ +∞
−∞
(|ψ′(τ)|2 + τ 4|ψ(τ)|2) dτ ,
sur le domaine de forme :
{ψ ∈ L2(R), ψ′ ∈ L2(R), τ 2ψ ∈ L2(R)},
tandis que la valeur numérique 1 correspond au bas du spectre de l’oscillateur harmonique défini dans la
section 2.1.
On note que V0 = 22/3ν1(0), où ν1 est la fonction de bande de l’opérateur de MontgomeryM(η) défini
dans la section 2.3.
On reprend l’équation (10.14) ainsi que les points (10.17), (10.15) et (10.16). On a alors que pour toute
constante arbitrairement grande B > 0, il existe A > 0 tel que pour tout α ≥ A :
(10.18) Q(ψ) ≥ Bα2/3‖ψ‖2L2(R) −
C2
R2
‖ψ‖2L2(R) −→
α→+∞
+∞,
ce qui conclut l’étude sur l’ensemble {ξ ≥ 0, ξ = 2
3
α3}.
Il reste à étudier l’opérateur Xα,ξ sur les ensembles {ξ > 23α3 ≥ 0} et {0 ≤ ξ < 23α3}.
Étude sur l’ensemble {ξ > 2
3
α3 ≥ 0}
On effectue l’étude sur l’ensemble {ξ > 2
3
α3 ≥ 0}. On observe que les racines de Pα,ξ sont indépendantes
de ξ et sont données par ±α. Il est alors naturel de considérer le même découpage de R autour de α.
Sur Ω(1) ⊂ (−∞, 2α), on a (t− 2α) < 0. Il est ici commode de travailler avec de nouvelles coordonnées
(α, δ) en posant ξ = δ + 2
3
α3 avec δ > 0. L’opérateur prend alors la forme suivante :
D2t +
(
δ − (t+ α)
2(t− 2α)
3
)2
.
Sur l’ensemble
{
0 ≤ 2
3
α3 < ξ
}
, on a bien (pour δ > 0) :
α + ξ → +∞⇔ α + δ → +∞.(
δ − (t+ α)
2(t− 2α)
3
)2
= δ2 + 2δ
(
−(t+ α)
2(t− 2α)
3
)
+
(
−(t+ α)
2(t− 2α)
3
)2
.
Pour δ > 0 et sur Ω(1), chacun des termes du membre de droite dans l’égalité précédente est positif. On
a simplement : (
δ − (t+ α)
2(t− 2α)
3
)2
≥ δ2 +
(
−(t+ α)
2(t− 2α)
3
)2
.
En reprenant le résultat de la minoration précédente et en gardant les mêmes notations, on obtient sur cet
ensemble :
Q(ψ1) ≥
(
δ2 +B1(α)
1/3ω
(1)
1 (α)
)
.
En revenant finalement au paramètre ξ, ceci donne :
Q(ψ1) ≥
((
ξ − 2
3
α3
)2
+B1(α)
1/3ω
(1)
1 (α)
)
︸ ︷︷ ︸
Bˆ1(α,ξ)
‖ψ1‖2L2(R).(10.19)
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Il reste a donner une minoration sur Ω(2). On effectue maintenant l’étude sur Ω(2). Pour exhiber l’influence
du paramètre ξ, on va revenir à la forme factorisée du potentiel.
On rappelle que sur l’ensemble {ξ > 2
3
α3 ≥ 0}, le polynôme Pα,ξ admet une unique racine réelle, notée
t3(α, ξ).
La forme factorisée de Pα,ξ est la suivante :
Pα,ξ(t) = (ut
2 + vt+ w)(t− t3(α, ξ)).
En développant le polynôme Pα,ξ, on obtient par identification :
u = −1
3
, v = −t3(α, ξ)
3
, w = − ξ
t3(α, ξ)
.
On a alors :
(10.20) Pα,ξ(t) = −
(
1
3
t2 +
t3(α, ξ)
3
t+
ξ
t3(α, ξ)
)
(t− t3(α, ξ)) ,
Sur Ω(2), par positivité des coefficients on a :(
1
3
t2 +
t3(α, ξ)
3
t+
ξ
t3(α, ξ)
)2
≥
(
1
3
α2− +
t3(α, δ)
3
α− +
ξ
t3(α, δ)
)2
.
Il suffit désormais de donner un encadrement simple de t3(α, ξ). Pour ξ > 23α
3, il est facile de voir que :
t3(α, ξ) ≥ 2α,
car Pα,ξ(2α) > 0. En reprenant l’expression exacte de t3(α, ξ) (voir le lemme 10.11), on a une majoration
de la racine t3(α, ξ) :
t3(α, ξ) ≤
(
31/3 +
3
2
1/3
)
ξ1/3 ≤ 3ξ1/3.
On a donc l’encadrement suivant pour t3(α, ξ) :
(10.21) 2α ≤ t3(α, ξ) ≤ 3ξ1/3.
Ce contrôle permet d’écrire l’inégalité suivante :(
1
3
t2 +
t3(α, ξ)
3
t+
ξ
t3(α, ξ)
)2
≥ 1
9
(
α2− + 2αα− + ξ
2/3
)2
.
On pose Bˆ2(α, ξ) = 19
(
α2− + 2αα− + ξ
2/3
)2. On obtient que Q(ψ2)‖ψ2‖2
L2(R)
est minorée par le bas du spectre
de l’opérateur :
D2t + Bˆ2(α, ξ) (t− t3(α, ξ))2 ,
sur L2(α−,+∞) avec condition de Dirichlet en α−. Après la translation t′ = t − t3(α, ξ) et après l’ho-
mogénéisation τ = Bˆ2(α, ξ)1/4t′, on obtient que le bas du spectre de ce dernier opérateur est lui-même
minorée par le bas du spectre de l’opérateur :
Bˆ2(α, ξ)
1/2
(
D2τ + τ
2
)
,
sur L2(−bˆ2(α, ξ),+∞), où bˆ2(α, ξ) = −Bˆ2(α, ξ)1/4 (α− − t3(α, ξ)) et condition de Dirichlet en−bˆ2(α, ξ).
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En notant ωˆ(2)1 (α, ξ) le bas du spectre de l’opérateur D
2
τ + τ
2 sur L2(−bˆ2(α, ξ),+∞) avec condition de
Dirichlet en −bˆ2(α, ξ), obtient alors :
Q(ψ2) ≥ Bˆ2(α, ξ)1/2ωˆ(2)1 (α, ξ)‖ψ2‖2L2(R).(10.22)
En reprenant alors la formule de localisation (10.10), le terme de reste (10.11), ainsi que les estimées
(10.19) et (10.22), on obtient la minoration suivante :
(10.23) Q(ψ) ≥ min
{
Bˆ1(α, ξ), Bˆ2(α, ξ)
1/2ωˆ
(2)
1 (α, ξ)
}
‖ψ‖2L2(R) −
C2
R(α)2
‖ψ‖2L2(R).
Comme dans le cas précédent, on choisit désormais le paramètre R(α). On fixe R(α) = R > 0 avec
R < 1
2
de sorte que la condition (10.9) soit bien vérifiée pour :
(10.24) α ≥ 1.
On a d’une part :
(10.25) Bˆ1(α, ξ) =
(
ξ − 2
3
α3
)2
+
(α−R)2
9
et Bˆ2(α, ξ) =
(
(α−R)2 + 2α(α−R) + ξ2/3)2
9
.
Sur l’ensemble 0 ≤ 2
3
α3 < ξ on a :
(10.26) lim
α+ξ→+∞
Bˆ1(α, ξ) = +∞ et lim
α+ξ→+∞
Bˆ2(α, ξ) = +∞.
On remarquera que dans une région où ξ − 2
3
α3 ≤ D (pour une certaine constante fixées D > 0, on a le
comportements asymptotique suivant pour α→ +∞ (sans tenir compte des constantes multiplicatives) :
Bˆ1(α) ∼ α2.
Comme dans le cas précédent, on retrouve qu’après scaling, l’énergie croit dans ce cas en α2/3.
Indépendamment des quantités :
bˆ1(α, ξ) = Bˆ1(α, ξ)
1/6(2α +R) et bˆ2(α, ξ) = Bˆ2(α, ξ)1/4 (−α +R + t3(α, ξ)) ,
le principe du Min-Max (voir l’Annexe A.3) donne comme dans (10.17) les minorations suivantes (uni-
formes en (α, ξ)) :
(10.27) ω(1)1 (α) ≥ V0 et ωˆ(2)1 (α, ξ) ≥ 1.
On reprend l’équation (10.23) ainsi que les points (10.27), (10.25) et (10.36). On a alors que pour toute
constante Bˆ > 0 arbitrairement grande, il existe Aˆ > 0 tel que pour tout α + δ > Aˆ (avec α ≥ 0 et
δ > 0) :
(10.28) Q(ψ) ≥ Bˆ‖ψ‖2L2(R) −
C2
R2
‖ψ‖2L2(R).
Avec le point (10.24), ce qui précède n’est valable que pour α ≥ 1. Pour conclure l’étude sur l’ensemble
{ξ > 2
3
α3 ≥ 0}, il reste à étudier la bande {0 ≤ α ≤ 1, ξ > 2
3
α3}.
On peut le faire simplement, sans partition de l’unité. On reprend la factorisation (10.20) qui reste valable.
On va donner un minorant du terme (strictement positif pour tout t dans le cas où ξ > 2
3
α3) :
F (t) =
1
3
t2 +
t3(α, ξ)
3
t+
ξ
t3(α, ξ)
.
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On a F ′(t) = 0 pour t = − t3(α,ξ)
3
, ce qui donne que pour tout ξ > 2
3
α3 :
F (t) ≥ −t3(α, ξ)
2
12
+
ξ
t3(α, ξ)
.
On a donc dans ce cas que Q(ψ)‖ψ‖2
L2(R)
est minoré par le bas du spectre de l’opérateur :
D2t +
(
−t3(α, ξ)
2
12
+
ξ
t3(α, ξ)
)2
(t− t3(α, ξ))2,
sur R. On reprend l’expression exacte de t3(α, ξ) donné dans le lemme 10.11. Uniformément en α ∈
[0, 1], on a l’équivalent suivant pour ξ → +∞ :
t3(α, ξ) ∼
ξ→+∞
(3ξ)1/3.
On a donc qu’il existe B > 0 et K > 0 telles que pour tout ξ > K (avec ξ > 2
3
α3 et 0 ≤ α ≤ 1) :(
−t3(α, ξ)
2
12
+
ξ
t3(α, ξ)
)
≥ Bξ2/3.
On a donc dans ce cas que pour tout ξ > K, Q(ψ)‖ψ‖2
L2(R)
est encore minoré par le bas du spectre de l’opérateur :
D2t +B
2ξ4/3(t− t3(α, ξ))2,
sur R.
Après la translation t′ = t− t3(α, ξ) et le changement d’échelle τ =
(
B2ξ4/3
)1/4
t′, on obtient pour tout
ξ > K que Q(ψ)‖ψ‖2
L2(R)
est minoré par le bas du spectre de l’opérateur :
(
B2ξ4/3
)1/2 (
D2τ + τ
2
)
,
sur R. On retrouve l’oscillateur harmonique (voir la section 2.1), ce qui donne finalement que pour 0 ≤
α ≤ 1 et ξ > K (avec K préalablement fixé assez grand) :
Q(ψ) ≥ (B2ξ4/3)1/2 ‖ψ‖2L2(R).
Comme lim
ξ→+∞
B2ξ4/3 = +∞, ceci conclut finalement l’étude sur l’ensemble {ξ > 2
3
α3 ≥ 0}.
Étude sur l’ensemble {0 ≤ ξ < 2
3
α3}
Il reste à effectuer l’étude sur l’ensemble {0 ≤ ξ < 2
3
α3}. On considère le même découpage de R que
dans les deux cas précédents.
Sur l’ensemble {0 ≤ ξ < 2
3
α3}, le polynôme Pα,ξ admet trois racines réelles. Sa forme factorisée est la
suivante :
Pα,ξ(t) = −1
3
(t− t1(α, ξ))(t− t2(α, ξ))(t− t3(α, ξ)),
où on rappelle que t1(α, ξ) ≤ t2(α, ξ) ≤ t3(α, ξ) (voir le lemme 10.11 pour les expressions exactes).
On peut remarquer avec une simple étude des variations de Pα,ξ que :
t1(α, ξ) ≤ t2(α, ξ) ≤ 0 ≤ t3(α, ξ).
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On va une nouvelle fois avoir besoin d’un encadrement de t3(α, ξ). Dans ce cas où 0 ≤ ξ < 23α3 il est
facile de voir que : √
3α ≤ t3(α, ξ) ≤ 2α,
car Pα,ξ(
√
3α) = ξ > 0 et Pα,ξ(2α) < 0.
Pour avoir α+ < t3(α, ξ), on impose la condition suivante sur le paramètre R(α) :
(10.29) α +R(α) <
√
3α.
Sur Ω(1), on a (t − t3(α, ξ))2 ≥ (t3(α, ξ) − α+)2 ≥ (
√
3α − α+)2. En gardant les mêmes notations que
pour l’étude précédente, on a :
Q(ψ1) ≥
∫ α+
−∞
|ψ′1|2 +
(
√
3α− α+)2
9
(t− t1(α, ξ))(t− t2(α, ξ))|ψ1|2 dt.
On pose Bˇ1(α) =
(
√
3α−α+)2
9
(strictement positif avec la condition (10.9)). On obtient que Q(ψ1)‖ψ1‖2
L2(R)
est
minorée par le bas du spectre de l’opérateur :
D2t + Bˇ1(α)(t− t1(α, ξ))(t− t2(α, ξ)),
sur L2(−∞, α+) avec condition de Dirichlet en α+. Après la translation t′ = t + t1(α,ξ)+t2(α,ξ)2 et après
l’homogénéisation τ = Bˇ1(α)1/6t′, on obtient que le bas du spectre de ce dernier opérateur est lui-même
minorée par le bas du spectre de l’opérateur :
Bˇ1(α)
1/3
(
D2τ + (τ −D(α, ξ))2(τ +D(α, ξ))2
)
,
sur L2(−∞, bˇ1(α, ξ)), avec bˇ1(α, ξ) = Bˇ1(α)1/6
(
α+ +
t1(α,ξ)+t2(α,ξ)
2
)
et condition de Dirichlet en bˇ1(α, ξ)
et où :
D(α, ξ) =
t2(α, ξ)− t1(α, ξ)
2
> 0.
En notant ωˇ(1)1 (α, ξ) le bas du spectre de l’opérateur :
D2τ + (τ −D(α, ξ))2(τ +D(α, ξ))2
sur L2(−∞, bˇ1(α, ξ)) avec condition de Dirichlet en bˇ1(α, ξ), obtient alors :
Q(ψ1) ≥ Bˇ1(α)1/3ωˇ(1)1 (α, ξ)‖ψ1‖2L2(R).(10.30)
Il reste a donner une minoration sur Ω(2).
La forme factorisée de Pα,ξ donnée par (10.20) reste valable.
Sur Ω(2), par positivité des coefficients on peut alors écrire de la même manière :(
1
3
t2 +
t3(α, ξ)
3
t+
ξ
t3(α, ξ)
)2
≥
(
1
3
α2− +
t3(α, ξ)
3
α− +
ξ
t3(α, δ)
)2
.
L’encadrement de t3(α, ξ) qui a été obtenu précédemment pour 0 ≤ ξ < 23α3 permet d’écrire l’inégalité
suivante : (
1
3
t2 +
t3(α, ξ)
3
t+
ξ
t3(α, ξ)
)2
≥ 1
9
(
α2− +
√
3αα− +
ξ
2α
)2
.
On pose Bˇ2(α, ξ) = 19
(
α2− +
√
3αα− +
ξ
2α
)2
> 0. On obtient que Q(ψ2)‖ψ2‖2
L2(R)
est minorée par le bas du
spectre de l’opérateur :
D2t + Bˇ2(α, ξ) (t− t3(α, ξ))2 ,
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sur L2(α−,+∞) avec condition de Dirichlet en α−. Après la translation t′ = t − t3(α, ξ) et après l’ho-
mogénéisation τ = Bˇ2(α, ξ)1/4t′, on obtient que le bas du spectre de ce dernier opérateur est lui-même
minorée par le bas du spectre de l’opérateur :
Bˇ2(α, ξ)
1/2
(
D2τ + τ
2
)
,
sur L2(−bˇ2(α, ξ),+∞) avec condition de Dirichlet en−bˇ2(α, ξ), où bˇ2(α, ξ) = −Bˇ2(α, ξ)1/4 (α− − t3(α, ξ)).
En notant ωˇ(2)1 (α, ξ) le bas du spectre de l’opérateur (D
2
τ + τ
2) sur L2(−bˇ2(α, ξ),+∞) et condition de
Dirichlet en −bˇ2(α, ξ), obtient alors :
Q(ψ2) ≥ Bˇ2(α, ξ)1/2ωˇ(2)1 (α, ξ)‖ψ2‖2L2(R).(10.31)
En reprenant alors la formule de localisation (10.10), le terme de reste (10.11), ainsi que les estimées
(10.30) et (10.31), on obtient la minoration suivante :
(10.32) Q(ψ) ≥ min
{
Bˇ1(α)
1/3ωˇ
(1)
1 (α, ξ), Bˇ2(α, ξ)
1/2ωˇ
(2)
1 (α, ξ)
}
‖ψ‖2L2(R) −
C2
R(α)2
‖ψ‖2L2(R).
Comme dans les cas précédents, on choisit désormais le paramètre R(α). On fixe R(α) = R > 0 avec
R < 1
2
de sorte que la condition (10.9) soit (comme dans (10.24)) bien vérifiée pour α ≥ 1. Pour R fixe,
la contrainte (10.29) devient :
(10.33) R < (
√
3− 1)α,
qui est bien satisfaite pour tout α ≥ 1 si on choisi R < 1
2
. Comme dans les cas précédent, ceci exclut
de l’étude l’ensemble compact {0 ≤ ξ ≤ 2
3
α3, 1 ≤ α} (on note dans ce cas que la condition (10.9) est
également bien vérifiée), ce qui n’est pas dérangeant dans la preuve de l’existence d’un minimum.
On a d’une part :
(10.34) Bˇ1(α) =
((
√
3− 1)α−R)2
9
et Bˇ2(α, ξ) =
(
(α−R)2 +√3α(α−R) + ξ
2α
)2
9
.
On va de nouveau étudier la limite du minorant lorsque α+ξ → +∞ (avec α ≥ 0 et ξ ≥ 0. Contrairement
au cas précédent, Bˇ1(α) ne dépend pas de ξ. On remarque cependant que sur l’ensemble 0 ≤ ξ < 23α3, si
ξ tend vers +∞, alors α tend également vers +∞ de sorte qu’on a :
(10.35) lim
α+ξ→+∞
Bˇ1(α) = +∞, et lim
α+ξ→+∞
Bˇ2(α, ξ) = +∞.
On note qu’on a le comportement asymptotique suivant pour α→ +∞ (sans tenir compte des constantes
multiplicatives) :
(10.36) Bˇ1(α) ∼ α2.
Comme dans les deux cas précédent, on retrouve ainsi qu’après scaling, l’énergie croit dans ce cas en
α2/3.
Indépendamment des quantités :
bˇ1(α, ξ) = Bˇ1(α)
1/6
(
α +R +
t1(α, ξ) + t2(α, ξ)
2
)
et bˇ2(α, ξ) = Bˇ2(α, ξ)1/4 (−α +R + t3(α, ξ)) ,
le principe du Min-Max (voir l’Annexe A.3) donne comme dans (10.17) et (10.27) les minorations sui-
vantes (uniformes en (α, ξ)) :
(10.37) ωˇ(1)1 (α, ξ) ≥W0 et ωˇ(2)1 (α, ξ) ≥ 1,
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où W0 = inf
D∈R
Sp (W(D)) où désigne la réalisation autoadjointe de l’opérateur :
D2τ + (τ −D)2(τ +D)2,
sur R, défini comme l’extension de Friedrichs de la forme quadratique :
ψ 7→
∫ +∞
−∞
(|ψ′(τ)|2 + (τ −D)2(τ +D)2|ψ(τ)|2) dτ ,
sur le domaine de forme :
{ψ ∈ L2(R), ψ′ ∈ L2(R), τ 2ψ ∈ L2(R)}.
La connaissance de l’opérateur de Montgomery (voir la section 2.3) permet d’affirmer que la première
fonction de bande de l’opérateur W(D) admet un unique minimum non dégénéré atteint pour D =√
η021/3 et valant W0 = 22/3M0.
On reprend l’équation (10.32) ainsi que les points (10.37), (10.34) et (10.35). On a alors que pour toute
constante Bˇ > 0 arbitrairement grande, il existe Aˇ > 0 tel que pour tout α+ ξ > Aˇ (pour ξ ≥ 0 et α > 1
avec (10.33)) :
(10.38) Q(ψ) ≥ Bˇ‖ψ‖2L2(R) −
C2
R2
‖ψ‖2L2(R)
ce qui conclut l’étude sur l’ensemble {0 ≤ ξ < 2
3
α3}.
On a donc finalement démontré que :
lim
|α|+|ξ|→+∞
%1(α, ξ) = +∞,
ce qui donne en particulier l’existence d’un minimum. 
Ce qui suit complète l’étude du minimum en donnant un majorant numérique.
En utilisant la Librairie Éléments Finie Mélina++ sur le segment [−50, 50] avec condition (artificielle)
de Dirichlet au bord avec 1 élément P150 pour calculer numériquement la plus petite valeur propre de
l’opérateur Xα,ξ, pour une discrétisation régulière du carré [−2, 2] × [−2, 2] en α et ξ, on trouve une
valeur numérique de 0.53 pour le minimum. Comme on a, par principe du Min-Max (le théorème A.9 en
Annexe) :
inf Sp (Xα,ξ) sur R ≤ inf Sp
(
XDirα,ξ
)
sur [−50, 50],
pour tout couple (α, ξ) (où XDirα,ξ désigne la réalisation de Dirichlet), on obtient que :
min
(α,ξ)∈[−2,2]×[−2,2]
%1(α, ξ) ≤ 0.53.
On renvoie à la figure 1 pour une illustration numérique.
10.1.4. Conjectures. On sait déjà (voir la proposition 10.13) que sur l’ensemble {ξ = 2
3
α3}, il ne
peut exister de point critique. Les énoncés qui suivent sont des résultats attendus, mais qui restent à
démontrer.
Conjecture 10.15. La fonction R × R 3 (α, ξ) 7→ %1(α, ξ) admet un unique minimum sur l’ensemble
{α ≥ 0, ξ ≥ 0}.
Une valeur numérique de (α0, ξ0) est donnée par (α0, ξ0) = (0.784, 0).
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Conjecture 10.16. On se place sous la conjecture 10.16 précédente. L’unique minimum de la fonction
R× R 3 (α, ξ) 7→ %1(α, ξ) sur {α ≥ 0, ξ ≥ 0} est atteint pour ξ = 0.
Conjecture 10.17. Les minima de la fonction de bande %1 sont non dégénérés.
La figure 1, précédemment donnée en introduction (voir la figure 1), représente les valeurs prises par la
fonction de bande %1(α, ξ) sur un domaine compact. Elle a été obtenue en utilisant la librairie Éléments
Finie Mélina++ sur le segment [−50, 50] avec 1 élément P150 pour calculer numériquement la plus petite
valeur propre de l’opérateur Xα,ξ pour une discrétisation régulière du carré [−2, 2] × [−2, 2] en α et ξ
(voir aussi la proposition 10.15). La courbe tracée en noir représente l’ensemble :
{ξ = 2
3
α3}
sur lequel le polynôme Pα,ξ admet une racine réelle simple et une racine réelle double (voir le lemme
10.11). Cette courbe délimite la zone :
{ξ ≥ 2
3
α3 > 0} ∪ {ξ ≤ 2
3
α3 < 0}
sur laquelle il ne peut pas exister de point critique (voir la proposition 10.13). La figure suivante présente
FIGURE 1. Valeurs numérique de %1(αk, ξl), pour αk = −2 + 4k50 et ξk = −2 + 4l50 avec
k, l ∈ {1, · · · 50}.
la courbe numérique de la fonction (paire) partielle α 7→ %1(α, 0) :
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FIGURE 2. Courbe de %1(α, 0) pour α ∈ [−2, 2].
La valeur des minima de cette courbe est voisine de la valeur 0.53 évoquée dans la preuve de la proposi-
tion 10.14. En α = 0, on retrouve que : M[2]0 ≈ 0.66.
10.2. Étude spectrale dans la limite petit angle
10.2.1. Énoncé du résultat principal. On va déterminer la structure du bas du spectre de l’opérateur
Xε lorsque ε→ 0, en fonction du minimum de la "fonction de bande" (α, ξ) 7→ %1(α, σ).
Théorème 10.18. Pour tout n ≥ 1, il existe C > 0 et ε0 > 0 tel que pour tout ε ∈ (0, ε0) on ait :
|κn(ε)− S0| ≤ Cε,
où on rappelle que S0 est définie dans la notation 1.19 de l’introduction.
Remarque 10.19. Pour démontrer le théorème 10.19, on ne fait aucune hypothèse sur les minima de la
fonction de bande %1(α, ξ). On sait avec le théorème 10.9 qu’il s’agit d’un ensemble compact et on utilise
seulement ce fait.
Notation 10.20. Dans ce qui suit, on désignera par (α0, ξ0) un point quelconque vérifiant %1(α0, ξ0) = S0.
10.2.2. Développement formel en puissance de ε. On va établir un résultat de majoration des n
premières valeurs propres de l’opérateur Xε. Le changement d’échelle :
(10.39) σ = ε−1s, τ = t,
ramène l’étude spectrale de l’opérateur Xε à celle de l’opérateur unitairement équivalent suivant en di-
mension 2 :
Lε = D2t +
(
εDs + s
2t− t
3
3
)2
.
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Avec le nouveau changement d’échelle :
(10.40) s = α0 + ε1/2s, t = t,
et le changement de jauge eiξ0s/ε1/2 , l’opérateur devient :
Lε = D
2
t +
(
ξ0 + ε
1/2Ds + εs
2t + 2ε1/2α0st + α
2
0t−
t3
3
)2
.
Proposition 10.21. Pour tout N ≥ 1, il existe C > 0 et ε0 > 0 tels que pour tout ε ∈ (0, ε0) il existe
au moins N valeurs propres de l’opérateur Xε (comptées avec multiplicité) contenues dans une boule de
taille CNε3/2 centrée en S0.
DÉMONSTRATION. Soit N ≥ 1 un entier préalablement fixé. Les opérateurs Xε et Lε étant isos-
pectraux (voir les changements d’échelle (10.39) et (10.40)), on va montrer le résultat pour l’opérateur
Lε.
On peut écrire formellement :
(10.41) Lε = L0 + ε1/2L1 +O(ε),
avec :
L0 = Xα0,ξ0 ,L1 = (∂αX)α0,ξ0 s + (∂ξX)α0,ξ0 Ds = 2
(
ξ0 + α
2
0t−
t3
3
)
(Ds + 2α0st) .
On s’intéresse à des quasimodes de la forme :
ψ =
1∑
j=0
εj/2ψj, avec κ =
1∑
j=0
εj/2κj,
de sorte que l’équation suivante :
Lεψ = κψ +O(ε)
soit vérifiée au sens des séries formelles.
On identifie successivement chaque terme relativement aux puissances de ε.
Termes en ε0. On résout l’équation :
Xα0,ξ0ψ0 = κ0ψ0,
et qui donne par définition que κ0 est dans le spectre de l’opérateur dominant "Xα0,ξ0" et que ψ0 est une
fonction propre associée. On choisit :
(10.42) κ0 = S0,
et on prend ψ0 (unitaire) sous la forme tensorisée :
(10.43) ψ0(s, t) = f0(s)u0(t),
avec u0 = uα0,ξ0 et f0 dans la classe de Schwartz.
Termes en ε1/2. On résout l’équation (L0 − S0)ψ1 = −(κ1 − L1)ψ0 qui revient à :
(Xα0,ξ0 − S0)ψ1 = (κ1 − L1)ψ0.
La fonction ψ0 étant déterminée, en prenant le produit scalaire avec u0, on obtient avec la condition de
Fredholm (appliquée à s fixé, le produit scalaire étant pris par rapport à la variable t) :
0 = 〈(L0 − κ0)ψ1, u0〉t = κ1 − 〈L1ψ0, u0〉t.
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Le calcul de L1ψ0 donne :
L1ψ0(s, t) = 2
(
ξ0 + α
2
0t−
t3
3
)
(uα0,ξ0(t)(Dsf0)(s) + 2α0stf0(s)uα0,ξ0(t)) .
On trouve alors :
〈L1ψ0, ψ0〉 =2(Dsf0)(s)f0(s)
∫
R
(
ξ0 + α
2
0t−
t3
3
)
u2α0,ξ0(t) dt + 4α0sf
2
0 (s)
∫
R
(
ξ0 + α
2
0t−
t3
3
)
tu2α0,ξ0(t) dt.
Le couple (α0, ξ0) est un point critique de la fonction de bande %1, on a donc avec les deux premières
identités de la proposition 10.8 que 〈L1ψ0, ψ0〉 = 0, ce qui impose :
(10.44) κ1 = 0.
On peut expliciter l’expression à l’aide de (10.4) et (10.5), par "identification" :
(10.45) ψ1(s, t) = (Dsf0)(s)(∂ξuα,ξ)α0,ξ0(t) + sf0(s)(∂αuα,ξ)α0,ξ0(t) + f1(s)u0(t).
On note que sous la condition de Fredholm, on peut prendre ψ1 ⊥ ψ0 en choisissant f1 = 0.
Il est clair que la fonction ψ0 appartient à l’espace de SchwartzS (R2). Il en découle par un procédé clas-
sique (analogue à celui présenté dans l’Annexe B.4) que la fonction ψ1 appartient également à l’ensemble
S (R2).
On peut facilement voit avec l’analyse précédente que pour n’importe quelle fonction ψ de la forme :
ψ = ψ0 + ε
1/2ψ1,
où ψ0 et ψ1 sont données respectivement comme dans (10.43) et (10.45), on a :
‖ (Lε − S0)ψ‖ ≤ Cε‖ψ‖,
pour tout ε < ε0 pour une certaine constante C > 0 et un certain ε0 > 0 assez petit. Dans cette dernière
construction, on note qu’on a le choix du f0, qu’il suffit de prendre dans la classe de Schwartz.
On note
(
fHn
)
n∈N∗ la base hilbertienne des fonctions de Hermite dans L
2(R), et pour tout n ∈ N∗, on
désigne par En l’espace vectoriel engendré par les n premières fonctions de Hermite, et par Fn l’espace
vectoriel suivant :
Fn(ε) =
{
ψ = ψ0 + ε
1/2ψ1, ψ0, ψ1 respectivement donnés par (10.43) et (10.45) avec f0 ∈ En
}
.
L’espace vectoriel Fn est clairement de dimension n et contenu dans S (R2). Par construction il existe
une constante Cn > 0 et ε0 > 0 assez petit tels que pour tout ψ ∈ Fn on a pour tout ε ∈ (0, ε0) :
‖ (Lε − S0)ψ‖ ≤ Cnε‖ψ‖.
En prenant n = N , on peut désormais conclure avec le théorème spectral généralisé (voir le théorème
A.8 en Annexe). Celui-ci donne que pour une certaine constante CN et ε0 assez petit et tout 0 < ε < ε0
on a :
dim Im
(
1[S0−CNε,S0+CNε](Lε)
) ≥ N.
On en déduit le résultat pour l’opérateur Xε par équivalence unitaire. 
Remarque 10.22. A fortiori, ce résultat donne une majoration des N premières valeurs propres.
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10.2.3. Estimées d’Agmon semi-classiques. En utilisant la proposition 2.22 et la proposition 10.14,
on montre le résultat suivant :
Proposition 10.23. Soit C0 > 0. Il existe C > 0, ε0 > 0 et c0 > 0 tels que pour toute paire d’éléments
propres (κ, ψ) de l’opérateur Lε vérifiant κ ≤ S0 + Cε on a pour tout ε ∈ (0, ε0) :
‖e2c0|t|ψ‖2 < C‖ψ‖2, Qε
(
e2c0|t|ψ
) ≤ C‖ψ‖2.
La preuve est basée sur celle donnée dans [19, Proposition 2.5]. On commence par montrer que l’hypo-
thèse 1.7 de [19] est satisfaite.
Lemme 10.24. Pour tout ε ∈ (0, 1), il existe R∗ > 0 tel que :
QDir,ΩR∗ε ≥ S∗0.
avec S∗0 > S0.
DÉMONSTRATION. Ce résultat s’établit directement avec la proposition 2.20 
Dans ce qui suit on utilise seulement le fait que le minimum est atteint (proposition 10.14).
PREUVE DE LA PROPOSITION 10.24. On considère χ ∈ C∞(R,R) une fonction troncature sup-
portée dans un voisinage de 0. Sans que cela soit nécessaire, on peut supposer que χ ≤ 1. On pose
Φ`(s, t) = c0χ(t/`)|t|. Une application de la formule de localisation donne :
Qε
(
eΦ`ψ
)
= κ‖eΦ`ψ‖+ ‖|∇Φ`|eΦ`ψ‖2.
On peut borner le gradient |∇Φ`| uniformément par rapport à ` ≥ 1. Il existe C > 0 tel que pour tout
` ≥ 1 on a :
‖|∇Φ`|eΦ`ψ‖2 ≤ Cc20‖eΦ`ψ‖2.
Avec cette dernière estimation et l’hypothèse du théorème qui donne une majoration de la valeur propre :
Qε(eΦ`ψ) ≤ (S0 + C0ε+ Cc20)‖eΦ`ψ‖2.
Pour R > 0, on introduit une partition de l’unité (χ1,R, χ2,R) suivant la variable t de sorte que :
χ21,R(t) + χ
2
2,R(t) = 1, |∇χ1,R|2 + |∇χ2,R|2 ≤ CR−2 et suppχ2,R ∩ B(0, R) = ∅.
Pour j ∈ {1, 2}, on introduit une partition de l’unité sur R2 donnée par χ×j,R(t) = χj,R(|t|).
La formule de localisation appliquée de nouveau permet de déduire de ce qui précède que :
Qε(χ×1,ReΦ`ψ) +Qε(χ×2,ReΦ`ψ)− CR−2‖eΦ`ψ‖2 ≤ (S0 + C0ε+ Cc20)‖eΦ`ψ‖2.
Comme χ est borné (χ ≤ 1), on peut écrire que :
‖χ×1,ReΦ`ψ‖2 ≤ eRc0‖ψ‖2.
Dès lors que le terme eΦ` est borné sur le support de χ, on peut alors écrire qu’il existe C,C ′ > 0 telles
que pour tout ` et ε :
Qε(χ×2,ReΦ`ψ)− (S0 + C0ε+ Cc20 + CR−2)‖χ2,ReΦ`ψ‖2 ≤ C ′‖ψ‖2.
On note que la constante C ′ dépend bien évidemment de R mais est indépendante de ` et de ε.
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On désigne par QDir,ΩRε la forme quadratique associée à la réalisation Dirichlet de l’opérateur :
D2t +
(
ξ0 + ε
1/2Ds + εs
2t + 2ε1/2α0st + α
2
0t−
t3
3
)2
sur le domaine ΩR = R2\B(0, R).
Le lemme 10.25 donne :
Qε(χ2,ReΦ`ψ) ≥ S∗0‖χ2,ReΦ`ψ‖2.
On obtient l’existence d’une constante c > 0 telle que pour tout ε ∈ (0, 1) :
c‖χ2,ReΦ`ψ‖2 ≤ C ′‖ψ‖2.
On note ensuite qu’il existe C > 0 et ε0 > 0 tel que pour tout ` ≥ 1 et tout ε ∈ (0, 0) on ait :
‖eΦ`ψ‖ ≤ C‖ψ‖2.
La conclusion s’obtient par passage à la limite `→ +∞ en utilisant le lemme de Fatou. 
Comme dans [19, Proposition 2.6], on obtient un résultat analogue par rapport à la variable s :
Proposition 10.25. Soit C0 > 0. Il existe C > 0, ε0 > 0 et c0 > 0 tels que pour toute paire d’éléments
propres (κ, ψ) de l’opérateur Lε vérifiant κ ≤ S0 + Cε on a :
‖e2c0|s|ψ‖2 < C‖ψ‖2, Qε
(
e2c0|s|ψ
) ≤ C‖ψ‖2.
Corollaire 10.26. Soit C0 et k, l, d ∈ N. Il existe ε0 > 0, C > 0, et c0 > 0 (voir notation du théorème
10.24 précédent) tels que pour toutes paires d’éléments propres (κ, ψ) de Lε avec κ ≤ S0 + C0ε et tout
ε ∈ (0, ε0) on a :
‖tkslψ‖ ≤ C‖ψ‖, Qε(tkslψ) ≤ C‖ψ‖2,
‖(Dt)dsltkψ‖ ≤ C‖ψ‖, ‖(εDs)dsltkψ)‖ ≤ C‖ψ‖.
DÉMONSTRATION. Comme dans [19, Proposition 2.6], le résultat pour d = 1 découle immédiate-
ment des propositions 10.24 et 10.26 précédentes. Le résultat pour d ≥ 2 s’obtient en dérivant successi-
vement l’équation aux valeurs propres Lεψ = κψ. 
10.2.4. Décomposition en états cohérents. On va démontrer un résultat de minoration des n pre-
mières valeurs propres en dessous d’un certain seuil. Combiné au résultat de la sous-section 10.2.2, cela
va donner le dernier argument manquant pour la preuve du théorème principal 10.19. On pose :
g0(s) = 2pi
−1/2e−s
2/2,
et on introduit respectivement l’opérateur d’annihilation a et l’opérateur de création a∗ (son adjoint for-
mel) :
a =
1√
2
(s + ∂s) , a
∗ =
1√
2
(s− ∂s) .
On a les identités suivantes :
[a, a∗] = 1, s =
a+ a∗√
2
, ∂s =
a− a∗√
2
, aa∗ =
1
2
(
D2s + s
2 + 1
)
,
a∗a =
1
2
(
D2s + s
2 − 1) .
On introduit les états cohérents :
fu,p(s) = e
ipsg0(s− u),
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et la projection associée définie pour ψ ∈ L2(R2) par :
(10.46) Πu,pψ = 〈ψ, fu,p〉L2(R,ds)fu,p = ψu,pfu,p,
vérifiant les résultats connus suivants :
Lemme 10.27.
ψ =
∫
Πu,pψ dudp.
DÉMONSTRATION. La preuve se base sur le théorème de Fubini et la formule d’inversion de Fourier.
On commence par introduire les notations suivantes :
ψt = ψ(·, t), gu = g0(· − u), ϕt,u = ψtgu.
On part de
∫
Πu,pψ dudp en revenant à la définition de Πu,p :(∫
Πu,pψ dudp
)
(s, t) =
∫
〈ψ, fu,p〉s(t)fu,p(s) dudp
=
∫
R2
eipsg0(s− u)
(∫
Ry
ψ(y, t)e−ipyg0(y − u) dy
)
dudp
=
∫
R2
ϕ̂t,u(p)e
ipsgu(s) dudp
=
∫
Ru
gu(s)

∫
Rp
ϕ̂t,u(p)e
ips
︸ ︷︷ ︸
2piϕt,u(s)
dp
 du.
Comme
∫
R
g0(s)
2 ds =
1
2pi
, on a le résultat. 
Lemme 10.28 (Formule de Parseval). On a :
‖ψ‖2 =
∫
R
∫
|ψu,p|2 dudpdt.
DÉMONSTRATION. Il suffit de montrer que :∫
ψϕ dsdt =
∫
R
∫
ψu,p|ψu,p dudpdt.
la preuve se base sur le lemme 10.28 et le théorème de Fubini.∫
ψϕ dsdt =
∫
R2ψ(s, t)
(∫
Πu,pϕ(s, t) dudp
)
dsdt
=
∫
Rt
∫
R2
ϕu,p(t)

∫
Rs
ψ(s, t)fu,p(s) ds︸ ︷︷ ︸
〈ψ,fu,p〉s
 dudpdt
=
∫
R
∫
ψu,pϕu,p dudpdt.
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On conclut en prenant ϕ = ψ. 
Lemme 10.29. Pour tout n,m ∈ N, on a :
(10.47) (a)m(a∗)nψ =
∫ (
u− ip√
2
)n(
u+ ip√
2
)m
Πu,pψ dudp.
DÉMONSTRATION. Un simple calcul donne :
afu,p =
u+ ip√
2
fu,p.
Le résultat s’obtient facilement par récurrence en utilisant le théorème de dérivation des intégrales à
paramètre. 
Les changements d’échelle (10.39) et (10.40) et le changement de jauge eiξ0s/ε1/2 ramène l’étude à celle
de l’opérateur :
Lε = D
2
t +
(
ξ0 + ε
1/2Ds + εs
2t + 2ε1/2α0st + α
2
0t−
t3
3
)2
,
qui s’écrit encore sous la forme :
Lε = D
2
t +
(
V0(t) + ε
1/2 (Ds + 2α0st) + εs
2t
)2
.
On écrit explicitement :
Lε = L0 + ε
1/2L1 + εL2 + ε
3/2L3 + ε
2L4,
où
V0(t) =
(
ξ0 + α
2
0t−
t3
3
)
,
et
L0 = Xα0,ξ0 ,
L1 = (∂αX)α0,ξ0 s + (∂ξX)α0,ξ0 Ds,
L2 =
1
2
((
∂2αX
)
α0,ξ0
s2 +
(
∂2ξX
)
α0,ξ0
D2s + (∂α∂ξX)α0,ξ0 sDs + (∂ξ∂αX)α0,ξ0 Dss
)
,
L3 = 2 (Ds + 2α0st) s
2t,
L4 =
(
s2t
)2
,
où on note que L1 et L2 sont plus explicitement donnés par :
L1 = 2V0(t) (Ds + 2α0st) ,
L2 = 2V0(t)s
2t + (Ds + 2α0st)
2 .
On réécrit ce dernier opérateur de la manière suivante :
(10.48) Lε = L0 + ε1/2L1 + εLW2 + ε
3/2LW3 + ε
2LW4︸ ︷︷ ︸
LWε
+ εL2,reste + ε
3/2L3,reste + ε
2L4,reste︸ ︷︷ ︸
Lε,reste
.
Ce réordonnement (anti-Wick) consiste à mettre tous les opérateurs a∗ à droite.
Grâce à l’identité a∗a = aa∗ − 1, il est facile de voir très généralement que pour tout j, les Lj,reste sont
des polynômes de degré j en s et Ds. On détermine ici explicitement leur expression.
10.2. ÉTUDE SPECTRALE DANS LA LIMITE PETIT ANGLE 139
On peut réécrire avec les identités s = a+a
∗√
2
, ∂s =
a−a∗√
2
:
L1 = 2V0(t)
(
−ia− a
∗
√
2
+ 2α0
(
a+ a∗√
2
)
t
)
= 2V0(t)
((
− i√
2
+
2α0t√
2
)
a+
(
i√
2
+
2α0t√
2
)
a∗
)
.
Par linéarité en s et ∂s, on a :
L1 = L
W
1 .
On obtient en développant :(
−ia− a
∗
√
2
+ 2α0
(
a+ a∗√
2
)
t
)2
=− a
2 − aa∗ − a∗a+ (a∗)2
2
+ 2α20t
2(a2 + aa∗ + a∗a+ (a∗)2)− i2α0t(a2 − (a∗)2),(
a+ a∗√
2
)2
=
1
2
(a2 + aa∗ + a∗a+ (a∗)2).
Comme [a, a∗] = 1, on a :(
−ia− a
∗
√
2
+ 2α0
(
a+ a∗√
2
)
t
)2
=− a
2 − 2aa∗ + (a∗)2
2
+ 2α20t
2(a2 + 2aa∗ + (a∗)2)− i2α0t(a2 − (a∗)2)− 1
2
− 2α20t2,(
a+ a∗√
2
)2
=
1
2
(a2 + 2aa∗ + (a∗)2 − 1),
On obtient finalement en réordonnant :
L2 = L
W
2 + L2,reste,L3 = L
W
3 + L3,reste, L4 = L
W
4 + L4,reste,
avec :
LW2 =−
a2 − 2aa∗ + (a∗)2
2
+ 2α20t
2(a2 + 2aa∗ + (a∗)2)2 − i2α0t(a2 − (a∗)2)
+ tV0(t)(a
2 + 2aa∗ + (a∗)2),
qu’on peut encore écrire :
LW2 =
(
−1
2
+ 2α20t
2 − i2α0t + tV0(t)
)
a2 +
(
1 + 4α20t
2 + 2tV0(t)
)
(aa∗)
+
(
−1
2
+ 2α20t
2 + i2α0t + tV0(t)
)
(a∗)2.
En notant que a∗a2 = a2a∗ − 2a et a∗aa∗ = a(a∗)2 − a∗ d’une part :
LW3 =
t√
2
(
(−i+ 2α0t) a3 + (−i+ 6α0t) a2a∗ + (i+ 6α0t) a(a∗)2 + (i+ 2α0t) (a∗)3
)
,
et que (aa∗)2 = a2(a∗)2 − aa∗ d’autre part on a :
LW4 =
t2
4
(
a4 + 6a2(a∗)2 + (a∗)4 + 4a3a∗ + 4a(a∗)3
)
.
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Les termes de reste sont donnés par :
L2,reste =
(
−1
2
− 2α0t2 − 2tV0(t)
)
,
L3,reste =
t√
2
((−i− 6α0t) a− 3 (i+ 2α0t) a∗) ,
L4,reste =
t2
4
− 1
2
(
a2 + 4aa∗ + (a∗)2
)
.
On reprend la réécriture donnée par (10.48). Le lemme 10.30 permet de réécrire l’opérateur LWε sous
forme intégrale :
(10.49) LWε =
∫
Lu,p,εΠu,pψ dudp
Avec ce réarrangement, on obtient directement :
Lu,p,ε = D
2
t +
(
ξ0 + α
2
0t + ε
1/2p+ εu2t + ε1/22α0ut− t
3
3
)2
= D2t +
(
V0(t) + ε
1/2 (p+ 2α0ut) + εu
2t
)2
,
dont l’expression s’avère être :
Lu,p,ε = Xα0+uε1/2,ξ0+pε1/2 .
On obtient donc finalement avec (10.48) :
(10.50) Lεψ =
∫
R2
Lu,p,εΠu,pψ dudp+ Lε,reste.
On démontre désormais la proposition suivante :
Proposition 10.30. Il existe h0, C > 0 tel que pour toute paire d’éléments propres (κ, ψ) de l’opérateur
Lε vérifiant κ ≤ S0 + C0ε on a :
Qε(ψ) ≥
∫
R2
Qu,p,ε(ψu,p) dudp− Cε‖ψ‖2 ≥ (S0 − Cε)‖ψ‖2,
où Qu,p,ε est la forme quadratique associée à Lu,p,ε.
DÉMONSTRATION. On reprend l’identité (10.50). Par définition on a :
Qε(ψ) = 〈Lεψ, ψ〉s,t.
On commence par obtenir un contrôle des termes de reste 〈Lε,resteψ, ψ〉s,t en utilisant le corollaire 10.27.
Les opérateurs L2,reste, L3,reste et L4,reste sont des polynômes en s, t, ∂s et ∂t. En reprenant le changement
d’échelle :
s = ε1/2s, t = t,
on obtient les estimées suivantes :
〈L2,resteψ, ψ〉 ≤ C‖ψ‖2,
〈L3,resteψ, ψ〉 ≤ Cε−1/2‖ψ‖2,
〈L4,resteψ, ψ〉 ≤ Cε−1‖ψ‖2.
On a donc finalement :
(10.51) 〈Lε,resteψ, ψ〉s,t ≤ Cε‖ψ‖2.
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On s’occupe désormais de la partie principale QWε (ψ) = 〈LWε ψ, ψ〉s,t de (10.50). On reprend la définition
de la projection Πu,pψ donnée par (10.46). Comme l’opérateur Lu,pε commute avec fu,p(s), on peut écrire
(avec le théorème de Fubini) :
QWε (ψ) =
∫
Rt
∫
Lu,p,εψu,p(t)

∫
Rs
fu,p(s)ψ(s, t) ds︸ ︷︷ ︸
ψu,p(t)
 dudpdt
=
∫
Qu,p,ε(ψu,p) dudp.
(10.52)
On obtient alors avec (10.51) et (10.52) :
Qε(ψ) ≥
∫
Qu,p,ε(ψu,p) dudp− Cε‖ψ‖2.
Comme :
Qu,p,ε(ψu,p) ≥ %1(α0 + uε1/2, ξ0 + pε1/2)
∫
Rt
|ψu,p|2 dt ≥ S0
∫
Rt
|ψu,p|2 dt,
on obtient finalement avec la formule de Parseval du lemme 10.29 :
κ‖ψ‖2 = Qε(ψ) ≥ S0‖ψ‖2 − Cε‖ψ‖2,
ce qui achève la preuve. 
10.2.5. Preuve du théorème 1.8. On peut désormais établir le théorème 10.19. Le résultat découle
immédiatement des propositions 10.22 et 10.31.
10.3. Simulations numériques pour l’opérateur modèle croix
Cette partie est dédiée à l’illustration numérique des résultats et des conjectures précédemment expo-
sées.
Si on suppose que les conjectures 10.16 et 10.18 sont vraies, on a les résultats suivants (voir [19]) :
Proposition 10.31. Sous les conjectures 10.16 et 10.18, on peut démontrer que pour tout n = 2p − 1
avec p ≥ 1, on a un développement asymptotique de la forme :
κn(ε) ∼
ε→0
∑
j≥0
κn,jεj/2 et κn+1(ε) ∼
ε→0
∑
j≥0
κn+1,jεj/2,
avec κn,0 = κn+1,0 = S0, κn,1 = κn+1,1 = 0, et où κn,2 et κn+1,2 désignent la p-ième valeur propre de
1
2
Hess%1(α0, ξ0)(σ,Dσ).
On note encore pour finir que sous ces mêmes hypothèses, il est possible de démontrer le résultat suivant,
énoncé sous forme de conjecture :
Conjecture 10.32. Sous les conjectures 10.16 et 10.18, pour tout p ∈ N∗, on a :
κ2p(ε)− κ2p−1(ε) ≤ O(ε∞).
Cette différence est même exponentiellement petite en ε.
Remarque 10.33. Ce dernier résultat précise un peu plus la structure du spectre qui donne que les valeurs
propres se mettent par paires exponentiellement proches.
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On commence par introduire la notation suivante :
Notation 10.34. Pour tout entier k ∈ N∗, on note εk =
(
1√
2
)k+1
.
Les simulations numériques des figures 3 et 4 concernent les 6 premières valeurs propres pour 10 va-
leurs de ε données par εk pour k ∈ {1, · · · , 10}. Les courbes de ces deux graphiques sont fonctions de
log2
(
ε−1k
)
de sorte que l’axe des abscisses présente des valeurs décroissantes de ε apparaissant sur des
demi-entiers.
FIGURE 3. Convergence numérique vers l’exposant du deuxième terme de l’asympto-
tique (en ε) pour les six premières valeurs propres de Xε.
La figure 3 représente [ln(κn(εk+1)− S0)− ln(κn(εk)− S0)] / ln
(
2−1/2
)
(pour n ∈ {1, · · · , 6}) en
fonction de log2
(
ε−1k
)
. On remarque que la valeurs des courbes numériques tend vers 1 correspondant à
l’exposant du terme de reste en O(ε).
La figure 4 représente [κn(εk)− S0] /εk (pour n ∈ {1, · · · , 6}) en fonction de log2
(
ε−1k
)
. On remarque
que les courbes numériques s’organisent par paires. On observe la convergence de chacune de ces paires
suivant une grille de valeurs correspondant aux valeurs propres de 1
2
Hess%1(α0, ξ0)(σ,Dσ) (oscillateur
harmonique).
10.3.1. Module du premier vecteur propre pour des valeurs décroissantes de ε. On donne dans
cette sous-section les graphiques numériques obtenus pour le premier vecteur propre.
Les figure 5 et 6 représentent respectivement le module et le logarithme du module (en log10) pour
différents valeur de εk (k ∈ {1, · · · , 10}). Les échelles de la figure 5 sont données par :
[−ak, ak]× [−8, 8],
où pour tout k = 1, · · · , 10, ak = 4εk . Dans les deux figures (5 et 6), la croix blanche représente les deux
droites d’annulation.
On peut décrire la structure théorique des fonctions propres dans les variables "physiques".
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FIGURE 4. Convergence numérique vers le facteur multiplicatif du deuxième terme de
l’asymptotique en ε pour les six premières valeurs propres de Xε.
k = 1 k = 2 k = 3 k = 4 k = 5
k = 6 k = 7 k = 8 k = 9 k = 10
FIGURE 5. Module du premier mode de l’opérateur de Xε, pour différentes valeur numé-
riques de εk (k ∈ {1, · · · , 10}). Éléments finis, 48× 6 éléments rectangulaires Q10 (degré
partiel 10 en chaque variable) pour une grille régulière.
Centre de localisation dans la limite petit angle
On reprend le développement en puissance de ε de l’opérateur Lε. La fonction ψ0 = ψε0 est donnée par :
(10.53) ψε0(s, t) = f0(s)u0(t)e
iξ0s/ε1/2 .
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k = 1 k = 2 k = 3 k = 4 k = 5
k = 6 k = 7 k = 8 k = 9 k = 10
FIGURE 6. Logarithme du module du premier mode (en log10) de l’opérateur de Xε, pour
différentes valeur numériques de εk (k ∈ {1, · · · , 10}). Éléments finis, 48 × 6 éléments
rectangulaires Q10 (degré partiel 10 en chaque variable) pour une grille régulière.
Le changement d’échelle (10.40) donne qu’un bon quasimode pour l’opérateur Lε est donné par :
f0
(
s− α0
ε1/2
)
u0(t)e
iξ0
s−α0
ε .
Il apparaît alors que l’opérateur Lε est bien adapté pour une étude numérique, étant donné qu’on peut
prendre une taille de domaine fixe.
En revenant aux variables "physiques" (s, t), on obtient l’expression suivante :
f0
(
ε1/2σ − α0
ε1/2
)
u0(τ)e
iξ0(σ−α0ε ).
Dans la limite petit angle ε→ 0, ceci donne que les deux centres de localisation s’étalent à l’échelle ε−1/2
et s’échappent à l’infini sur l’axe des abscisses en s à "vitesse" 1
ε
. La "zone de localisation" des deux
premières fonctions propres part à l’infini sur l’axe réel. C’est en un certain sens logique. Si on considère
le cas singulier où ε = 0 (les deux lignes d’annulation sont confondues), on retrouve l’opérateur de
MontgomeryM[2](ξ), qui a du spectre essentiel. Il est en quelque sorte naturel de retrouver la "perte de
masse à l’infini", caractéristique des suites de Weyl.
ANNEXE A
Théorie spectrale
A.1. Définitions
Dans ce qui suitH désigne un espace de Hilbert sur C et T est un opérateur auto-adjoint de domaine
Dom(T ).
Definition A.1 (Spectre). Soit H un espace de Hilbert sur C et T un opérateur auto-adjoint sur H . Le
spectre de l’opérateur T est l’ensemble noté Sp(T ) et défini par :
Sp(T ) = C\ρ(T ),
où ρ(T ) = {z ∈ C, (T − z) est bijectif} désigne l’ensemble résolvant.
Definition A.2 (Spectre discret, spectre essentiel). SoitH un espace de Hilbert sur C et T un opérateur
auto-adjoint sur H . Le spectre discret de l’opérateur T , noté Spdisc(T ), est l’ensemble de ses valeurs
propres isolées de multiplicité finie. Le spectre essentiel de T , noté Spess(T ), est donné par Spess(T ) =
Sp(T )\Spdisc(T ).
Definition A.3 (Paires propres). Soit H un espace de Hilbert sur C et T un opérateur auto-adjoint sur
H . Soit λ ∈ Spdisc(T ), on dit que (λ, ψ) est une paire propre de T si ψ est un vecteur propre associé à la
valeur propre λ.
Pour finir on précise ce qu’on entend par développement asymptotique à tout ordre :
Definition A.4 (Suite β affine). Soit β > 0. On dit qu’une suite (βj)j∈N est β affine s’il s’agit d’une
suite strictement croissance de réels positifs dont tous les termes peuvent s’écrire sous la forme suivante
βj = B0 + jβ partir d’un certain rang (avec B0 ≥ 0).
Definition A.5 (Développement asymptotique à tout ordre). Soit (βj)j∈N une suite β affine λ(h) une
fonction de h. On dit que λ admet un développement asymptotique à tout ordre s’il existe un réel stricte-
ment positif β et une suite de réels (λj)j∈N telle que pour tout J ∈ N il existe CJ , et h0 > 0 tels que pour
tout h ∈ (0, h0) : ∣∣∣∣∣λ(h)−
J∑
j=0
λjh
βj
∣∣∣∣∣ ≤ CJhβJ+1 .
On note alors :
λ(h)−
J∑
j=0
λjh
βj .
On parle plus précisément de développement asymptotique à tout ordre en puissance de hβ .
145
146 A. THÉORIE SPECTRALE
A.2. Théorème spectral
On commence par rappeler le théorème fondamental suivant :
Théorème A.6 (Théorème spectral). Soit T un opérateur autoadjoint. Pour tout élément z de l’ensemble
résolvant on a :
‖(T − z)−1‖ ≤ 1
d(z, Sp(T ))
.
Ce résultat donne le corollaire suivant, utile en pratique :
Corollaire A.7. Soit T un opérateur autoadjoint. Pour tout λ ∈ C et tout ψ ∈ Dom(T ), la distance de λ
au spectre de l’opérateur T dans C vérifie l’inégalité :
d(λ, Sp(T ))‖ψ‖ ≤ ‖(T − λ)ψ‖.
Ce dernier résultat implique que si on trouve une bonne fonction test normalisée ψ (appelée quasimode)
et un nombre complexe λ tels que ‖(T − λ)ψ‖ ≤ ε, alors d(λ, Sp(T )) ≤ ε.
Proposition A.8 (Théorème spectral généralisé). Soit T un opérateur autoadjoint et soit ε > 0. On
suppose qu’il existe λ ∈ C tel que pour tout ψ ∈ F ⊂ Dom(T ) (où F est un sous-espace vectoriel de
dimension N ), on a l’inégalité suivante :
(A.1) ‖(T − λ)ψ‖ ≤ ε‖ψ‖.
Alors on a :
dim Im
(
1[λ−ε,λ+ε](T )
) ≥ N.
Sous ces hypothèses, ce résultat donne que pour une erreur de l’ordre de ε, il existe au moins N valeurs
propres proches de λ (en comptant avec multiplicité).
DÉMONSTRATION. Sous les hypothèses du théorème, la condition (A.1) permet d’appliquer le co-
rollaire A.7. Il existe µ ∈ Sp(T ) tel que µ ∈ [λ − ε, λ + ε]. Si µ ∈ Spess(T ), on a alors par définition
que dim Im
(
1(λ−ε,λ+ε)(T )
)
= +∞ et le résultat est vérifié. Dans le cas contraire, µ est dans le spectre
discret de l’opérateur T . Si la multiplicité de µ est supérieure ou égale N , alors le résultat est démon-
tré. Supposons que µ est de multiplicité finie mult(µ) inférieure ou égale à N − 1. Par définition on a
Eµ = dim Ker (T − µId) = mult(µ) ≤ N − 1 (où Eµ est le sous-espace propre associé à la valeur
propre µ). On considère la projection Π sur Eµ en tant qu’application linéaire de l’espace vectoriel F sur
l’espace vectoriel Eµ :
Π : F 7−→ Eµ
f −→ Π(f).
Pour des raisons évidentes de dimension, cette application ne peut être injective, ce qui implique que le
noyau n’est pas trivial. On a alors :
Ker (Π) = E⊥µ ∩ F.
La dimension de ce sous-espace vectoriel est au moins égale à 1. On peut considérer une fonction norma-
lisée ψ 6= 0 telle que ψ appartienne à l’ensemble Ker (Π). Comme ψ appartient à F , on a que ψ vérifie
la condition (A.1) du théorème. L’espace vectoriel E⊥µ étant stable par T , on peut alors appliquer le co-
rollaire A.7 à l’opérateur (autoadjoint) T|E⊥µ . On a qu’il existe ν ∈ Sp(T|E⊥µ ) tel que ν ∈ [λ − ε, λ + ε].
Remarquons alors que ν 6= µ. Si ν ∈ Spess(T|E⊥µ ), c’est nécessairement le cas car µ est dans le spectre
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discret de T . Dans le cas contraire, on a ν ∈ Spdisc(T|E⊥µ ). On note ψν 6= 0 une fonction propre de l’opé-
rateur T|E⊥µ , associé à la valeur propre ν. Supposons par l’absurde que ν 6= µ. Comme ψν ∈ Eν ∩E⊥µ , on
a alors ψν ∈ Eµ ∩ E⊥µ = {0}, ce qui donne la contradiction ψν = 0. 
A.3. Le principe du Min-Max
Théorème A.9 (Min-max). Soit T un opérateur autoadjoint borné inférieurement, Q la forme quadra-
tique associée à T , et Dom(Q) son domaine de forme. On définit le n-ième quotient de Rayleigh comme :
µn = sup
u1,...,un−1∈Dom(Q)
(
inf
u∈{u1,...,un−1}⊥\{0}
Q(u)
‖u‖2
)
= inf
u1,...,un∈Dom(Q)
(
sup
u∈[u1,...,un]\{0}
Q(u)
‖u‖2
)
,
où [u1, ..., un] est le sous-espace vectoriel engendré par u1, ..., un.
Alors pour tout entier n ∈ N∗, on a l’alternative suivante :
a) L’opérateur T possède au moins n valeurs propres (comptées avec multiplicité) sous son spectre
essentiel, et µn est la n-ième valeur propre (comptée avec multiplicité).
b) La quantité µn correspond au bas du spectre essentiel de l’opérateur T . Dans ce cas µn =
µn+1 = ... et l’opérateur T possède moins de n valeurs propres (comptées avec multiplicité)
sous µn.
DÉMONSTRATION. Voir par exemple [28] et [55]. 
A.4. Spectre essentiel et estimées d’Agmon
On rappelle le résultat suivant qui donne une caractérisation séquentielle du spectre essentiel :
Proposition A.10 (Critère de Weyl). Soit T un opérateur autoadjoint sur un espace de Hilbert complexe
H . Un réel λ appartient à Spess(T ) si et seulement si il existe une suite (ϕn)n≥0 ⊂ Dom(T ) vérifiant :
∀n ∈ N, ‖ϕn‖n = 1,
‖(T − λ)ϕn‖ −→
n→+∞
0,
(ϕn) tend faiblement vers 0.
Le théorème de Persson est un résultat qui permet de déterminer le bas du spectre essentiel d’un opéra-
teur de Schrödinger avec condition de Neumann ou de Dirichlet au bord (voir [59] et aussi [28] et [66,
Théorème 1.37]).
Théorème A.11. Soit Ω un ouvert non borné de R2 à bord lipschitzien. Le bas du spectre essentiel de
l’opérateur de Schrödinger (avec condition de Neumann ou de Dirichlet au bord de ∂Ω)
−∆A = (−i∇+ A)2
est donné par :
inf Spess(−∆A) = lim
R→+∞
inf
ψ∈C∞0 (Ω\B(0,R))
∫
Ω
|(−i∇+ A)ψ|2 dx∫
Ω
|ψ|2 dx
,
où C∞0 désigne l’ensemble des fonctions à support compact. où B(0, R) est la boule ouverte de centre 0
et de rayon R (pour n’importe quelle norme).
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Théorème A.12. Soit −∆A une réalisation autoadjointe du Laplacien magnétique. On suppose que le
potentiel vecteur A est dans l’espace C∞. Pour toute fonction propre uλ associée à la valeur propre λ
de −∆A sur Rn, si on a :
λ < inf Spess(−∆A),
alors, pour tout α < 1, il existe une constante Cα telle que :∫
Rn
|uλ(x)|2 exp(2α
√
inf Spess(−∆A)− λ|x|) dx < +∞.
DÉMONSTRATION. Voir par exemple [28]. 
On note que ce résultat reste vrai sur R2+.
ANNEXE B
Localisation, coordonnées locales, et décroissance exponentielle
B.1. Changement de jauge
Proposition B.1 (Changement de jauge). Soit φ ∈ H2(Ω). Les opérateurs Ph,A,Ω et Ph,A+∇φ,Ω sont
unitairement équivalents. De plus, u est une fonction propre de Ph,A,Ω si et seulement si eiφ/hu est une
fonction propre de Ph,A+∇φ,Ω, et les valeurs propres associées sont les mêmes.
Pour garder la possibilité d’appliquer la théorie de Kato, le domaine de l’opérateur ne doit pas dépendre
de h, ce qui est bien le cas dès lors que la condition suivante est satisfaite :
ν(x) ·A(x) = 0, ∀x ∈ ∂Ω,
ce à quoi on peut toujours se ramener via un changement de jauge.
Proposition B.2. Soit A ∈ H1(Ω) où Ω est un ouvert régulier et connexe. Alors il existe une fonction
φ ∈ H2(Ω) telle que A défini par A = A−∇ϕ vérifie :
div A = 0 sur Ω, et A · ν = 0 sur ∂Ω.
DÉMONSTRATION. Voir [28, p. 285]. 
Remarque B.3. Étant donné un potentiel vecteur A = (A1, A2), à changement de jauge près, on peut
choisir le potentiel suivant :
(B.1) A1(x1, x2) = −
∫ x2
0
B(x1, y) dy, A˜2(x1, x2) = 0.
Il suffit de considérer le changement de jauge φ défini par :
(B.2) φ(x1, x2) =
∫ x2
0
A2(x1, y) dy +
∫ x1
0
A1(x, 0) dx.
Ce choix vérifie bien la condition A · ν = 0 sur la frontière de l’ensemble {x2 > 0}.
B.2. Formule de localisation
Le lemme suivant est un résultat fondamental de localisation (voir par exemple [23]).
Proposition B.4 (Formule de localisation). Soit (χhj )j une famille de fonctions à support compact (dont
le support contenu dans une boule de rayon hρ) formant une partition de l’unité telle que :∑
j
(χhj )
2 = 1, sur Ω.
Alors on a :
Qh,A,Ω(u) =
∑
j
Qh,A,Ω(χhju)− h2
∑
j
‖u|∇(χhj )|‖2L2(Ω),
pour tout u appartenant au domaine de forme de Qh,A,Ω.
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Remarque B.5. Ce résultat justifie le postulat donnant que "l’énergie globale est égale à la somme des
énergies locales, modulo un terme de reste" évoqué dans l’introduction. Il permet de réduire l’analyse
semi-classique de l’opérateur Ph,A,Ω à l’analyse spectrale des opérateurs modèles introduits dans la sec-
tion 2, en réduisant l’étude de la forme quadratique Qh,A,Ω sur des sous domaines de Ω.
B.3. Réécriture locale de la forme quadratique et de l’opérateur
B.3.1. Changement de coordonnées local. On considère un point x0 ∈ Ω. Par régularité du bord
et de la courbe d’annulation, il existe un difféomorphisme local Φ défini sur voisinage Ωx0 suffisamment
petit qui redresse le bord ou la courbe d’annulation. On désigne par (s, t) = Φ−1 ses coordonnées cur-
vilignes locales. Dans ces nouvelles coordonnées, l’expression de la métrique plate standard g est notée
par :
g = (gij)1≤1,j≤2 = g11ds⊗ ds+ g12ds⊗ dt+ g21dt⊗ ds+ g22dt⊗ dt.
On désigne par G la matrice du tenseur métrique, par |g| = det(G) son déterminant, et par (gij)1≤i,j≤2
les coefficients de sa matrice inverse.
Notation B.6. On note encore (y1, y2) = (s, t) les coordonnées curvilignes pour alléger les expressions
qui suivent.
En réécrivant la forme quadratique et l’opérateur dans ce nouveau système de coordonnées, on a directe-
ment le résultat suivant :
Proposition B.7. Dans le système de coordonnées locales donné par le changement de variable Φ, la
forme quadratique de l’opérateur Ph,A,Ω se réécrit de la manière suivante :
(B.3) Q˜h,A,Ω(v) =
∫
Φ−1(Ωx0 )
( ∑
1≤i,j≤2
gij
(
hDyiv + A˜iv
)
·
(
hDyjv + A˜jv
))
|g|1/2dy,
pour tout v ∈ H1(Ωx0) où A˜1 et A˜2 sont donnés par :
A˜1 =
∂Φ
∂s
·A ◦ Φ, A˜2 = ∂Φ
∂t
·A ◦ Φ.
L’expression de Ph,A,Ω est quant à elle donnée par :
P˜h,A,Ω =|g|−1/2
∑
1≤i,j≤2
(
hDyi + A˜i
)(
|g|1/2gij
(
hDyj + A˜j
))
.(B.4)
Changement de coordonnées au voisinage du bord ou de la courbe d’annulation
On peut définir un changement de coordonnées pour lequel les calculs explicites sont simples.
Notation B.8. On note :
Ω1 = Ω\Γ, Ω2 = ∂Ω\Γ, Ω3 = Γ\∂Ω, Ω4 = ∂Ω ∩ Γ.
Pour tout ` ∈ {1, 2, 3, 4}, on désigne par :
x
(`)
j
tout point xj de Ω`.
Notation B.9. On désigne par γb et γa une paramétrisation normale du bord ∂Ω et de la courbe d’annu-
lation Γ et on note kb et ka leur courbure (respectivement).
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Dans ce qui suit, γ désigne l’une ou l’autre de ces paramétrisation et k sa courbure associée. On considère
le nouveau système de coordonnées locales suivant :
(B.5) Φ(s, t) = γ(s) + tν(s),
où t désigne la distance à γ et ν(s) le vecteur normal tel que pour tout s, det(γ′(s), ν(s)) = 1.
Notation B.10. Comme pour la notation B.9, on distinguera ces deux changements de variable lorsque
cela sera nécessaire, en notant Φb et Φa les changements de variable redressant respectivement le bord
∂Ω et la courbe d’annulation Γ.
Dans ce cas, la matrice G du tenseur métrique est diagonale et donnée par :
G =
(
(1− tk(s))2 0
0 1
)
.
La proposition B.7 devient alors :
Proposition B.11. Avec le changement de coordonnées précédent Φ−1, la forme quadratique Qh,A,Ω se
réécrit de la manière suivante :
Qh,A,Ω(v) =
∫
Ωx0
|(−ih∇+ A)v|2 dx
=
∫
Φ−1(Ωx0 )
(
(1− tk(s))−2| (hDs + (1− tk(s))(A ◦ Φ) · γ′) v˜|2
+ | (hDt + (A ◦ Φ) · ν ′) v˜|2
)
(1− tk(s)) dsdt,
pour tout v ∈ H1(Ωx0), avec v˜ = v ◦ Φ.
L’expression de Ph,A,Ω est quant à elle donnée par :
h2 (1− tk(s))−1Dt (1− tk(s))Dt + (1− tk(s))−1
(
hDs + A˜1
)
(1− tk(s))−1
(
hDs + A˜1
)
,
DÉMONSTRATION. On peut effectuer la preuve dans ce cas simple. Celle-ci s’effectue de la même
manière pour une paramétrisation du bord ou de la courbe d’annulation, on omet donc les indices a et
b dans la démonstration. On désigne par α l’angle orienté et régulier formé par l’axe des abscisses et le
vecteur γ′(s). Avec la relation α′(s) = k(s) pour tout s, la matrice Jacobienne JΦ s’écrit :
(B.6) JΦ(s, t) = (γ′(s) + tν ′(s), ν(s)) .
Comme ν ′(s) = −k(s)γ′(s) (dans le cas d’une paramétrisation normale), l’expression du Jacobien est
donnée par : det JΦ(s, t) = (1 − tk(s)). On vérifie facilement que Φ est un C 1 difféomorphisme pour
tout t < t0, avec t0 > 0 assez petit. On note Ωx0 ⊂ Ω l’image de ce difféomorphisme et :
B˜(s, t) = B(Φ(s, t)).
Pour toute fonction test v ∈ H1(Ω) à support compact dans Ωx0 , l’expression de la forme quadratique
Qh,A,Ω est (dans ce nouveau système de coordonnées) donnée par :
Qh,A,Ω(v) =
∫
Ωx0
|(−ih∇+ A)v|2 dx.
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Il suffit pour cela de donner l’expression de l’opérateur Ph,A,Ω dans le nouveau système de coordonnées,
ce qui se résume à donner l’expression du gradient (dans les coordonnées (s, t)) dans la base (γ′(s), ν(s)).
On désigne par :
γ(s) = (γ1(s), γ2(s)) et ν(s) = (ν1(s), ν2(s))
les coordonnées de γ(s) et ν(s) dans la base canonique.
Φ : (s, t) 7−→ (γ1(s) + tν1(s), γ2(s) + tν2(s)).
(B.7) γ′(s) = (cosα(s), sinα(s)) et ν(s) = (− sinα(s), cosα(s)) .
On rappelle que pour une paramétrisation normale ν ′(s) = −k(s)γ′(s), ce qui donne :
∂v˜
∂s
= (1− tk(s)) cosα ∂v
∂x1
+ (1− tk(s)) sinα ∂v
∂x2
et
∂v˜
∂t
= − sinα ∂f
∂x1
+ cosα
∂f
∂x2
.
En inversant le système linéaire on obtient :
∂v
∂x1
=
1
1− tk(s) cosα
∂v˜
∂s
− sinα∂v˜
∂t
et
∂v
∂x2
=
1
1− tk(s) sinα
∂v˜
∂s
+ cosα
∂v˜
∂t
.
On en déduit finalement que l’expression du gradient dans la base (γ′(s), ν(s)) et dans les coordonnées
(s, t) est donnée par : (
∂
∂s
,
1
1− tk(s)
∂
∂t
)
.
L’expression du potentiel est quant à elle donnée par :
A ◦ Φ =
(
A ◦ Φ · ∂Φ
∂s
,A ◦ Φ · ∂Φ
∂t
)
= ((1− tk(s))A ◦ Φ · γ′,A ◦ Φ · ν) =
(
A˜1, A˜2
)
.

Remarque B.12. Il convient de remarquer que l’expression de la matrice Jacobienne et la réécriture de
la forme quadratique sont les mêmes, qu’on travaille avec une paramétrisation du bord ou de la courbe
d’annulation. Les différences fondamentales entre ces deux cas sont que ∀s, γa(s, 0) = 0 (ce qui apparaî-
tra au niveau du développement de Taylor, menant ainsi l’étude à celle de l’opérateur de Montgomery), et
qu’on a une condition de Neumann sur γb (ce qui ce retrouve là aussi seulement au niveau de l’opérateur
modèle, et pas au niveau du difféomorphisme). Cette remarque justifie la notation peu ambiguë de γ pour
désigner une paramétrisation du bord ou de la courbe d’annulation.
Ce changement de coordonnées permet de trouver un opérateur unitairement équivalent pour lequel l’ex-
pression du potentiel vecteur est plus simple pour une étude spectrale.
B.3.2. Choix de jauge.
Proposition B.13. Il existe un changement de jauge φ (correspondant à la conjugaison par eiφ/h avec
φ ∈ H2(Ω) voir la proposition B.1) pour lequel l’expression de la forme quadratique donnée dans la
proposition B.11 est (localement) la suivante :
Qh,A,Ω(v) =
∫
Ωx0
|(−ih∇+ A)v|2 dx
=
∫
Φ−1(Ωx0 )
(
(1− tk(s))−2|(hDs + A˜1)w|2 + |(hDt)w|2
)
(1− tk(s)) dsdt,
où on a noté w = eiφ/hv˜ et v˜ = v ◦ Φ.
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Notation B.14. Comme dans la notation B.10, on a designé par φb et φa ce changement de jauge dans le
cas du bord et de la courbe d’annulation respectivement.
DÉMONSTRATION. La preuve étant analogue dans les deux configurations, on omet une nouvelle
fois les indices b et a et on note simplement φ l’un ou l’autre de ces changements de jauge. On rappelle
que k(s) désigne la courbure de γ au point s. Le vecteur accélération est donnée par :
γ′′(s) = k(s)ν(s).
La proposition B.11 donne :
A˜1(s, t) = (1− tk(s))A(Φ(s, t)) · γ′(s), A˜2(s, t) = A(Φ(s, t)) · ν(s).
On a :
∂sA˜2(s, t) = ∂s(A ◦ Φ)(s, t) · ν(s) + (A ◦ Φ)(s, t) · ν ′(s)︸︷︷︸
=−k(s)γ′(s)
,
et
∂tA˜1(s, t) = −k(s)A(Φ(s, t)) · γ′(s) + (1− tk(s))∂t (A ◦ Φ) · γ′(s)
Le calcul de∇× A˜ donne :
(∂sA˜2 − ∂tA˜1)(s, t) =
(
DΦ(s,t)A× (1− tk(s))γ′(s)
) · ν(s)− (1− tk(s) (DΦ(s,t)A× ν(s)) · γ′(s).
En reprenant (B.7), on obtient finalement :
(∂sA˜2 − ∂tA˜1)(s, t) = (1− tk(s)) (∂x1A2(Φ(s, t))− ∂x2A1(Φ(s, t))) ,
ce qui donne :
(∂sA˜2 − ∂tA˜1)(s, t) = (1− tk(s))B˜(s, t).(B.8)
En considérant le changement de jauge donné par :
(B.9) φ(s, t) =
∫ t
0
A˜2(s, t
′) dt′ +
∫ s
0
A˜1(s
′, 0) ds′,
qui correspond à la conjugaison de l’opérateur par eiφ/h, on obtient une nouvelle expression du potentiel
vecteur. En notant de la même manière A˜1 et A˜2 les nouveaux potentiels obtenus, on a :(
A˜1, A˜2
)
=
(
A˜1, A˜2
)
− (∂sφ, ∂tφ) .
On obtient facilement que A˜2(s, t) = 0, et avec la relation (B.8) on trouve en dérivant sous le signe
intégral que A˜1(s, t) = A˜1(s, t) −
(∫ t
0
∂sA˜2(s, t
′) dt′ + A˜1(s, 0)
)
. On a donc finalement obtenu les
expressions suivantes :
(B.10) A˜1(s, t) = −
∫ t
0
(1− t′k(s))B˜(s, t′) dt′, A˜2(s, t) = 0.

Remarque B.15. Remarquons que dans ce système de coordonnées, la condition au bord ”ν ·A = 0”
(voir la proposition B.2) est bien satisfaite.
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B.4. Décroissance exponentielle des fonctions propres de l’opérateur de Pan et Kwek
On s’intéresse aux propriétés de décroissance des solutions d’équations apparaissant dans la construc-
tion de quasimodes (section 5.1.2) de la forme :
(B.11) (Kθ − ζθn)u = v,
où v est donnée et u est l’inconnue (avec 1 ≤ n ≤ NΩ,B). Cette section reprend des travaux développés
dans [62, p. 100].
Proposition B.16. Soit v ∈ L2exp(R2+) telle que :
(B.12) 〈v, ψKθn 〉 = 0.
Alors, si u désigne une solution de (Kθ − ζθn)u = v, on a :
u ∈ H1exp(R2+),
(où on rappelle que la définition de l’espace H1exp(R
2
+) est donnée en Annexe C).
DÉMONSTRATION. On commence par prouver le contrôle suivant la variable s. On considère une
fonction troncature régulière χ vérifiant :
χ(s) = 1, si |s| ≤ 1 et χ(s) = 0, si |s| ≥ 2,
et pour tout n ∈ N∗ on désigne par χn la fonction définie par χn(s) = χ
(
s
n
)
. On considère l’opérateur
de multiplication (borné et inversible) e−χn(s)<s>. Vérifions qu’il stabilise Dom(Kθ). Soit donc ψ ∈
Dom(Kθ), on a :
Kθ
(
e−χn(s)<s>ψ
)
= e−χn(s)<s>Kθψ + [Kθ, e−χn(s)<s>]ψ.
En notant plus simplement A1(s, t) =
(
st sin θ − t2
2
cos θ
)
et e = e−χn(s)<s>, le calcul du commutateur
[Kθ, e−χn(s)<s>] donne :
[Kθ, e−χn(s)<s>] = [D2s + 2A1Ds, e] = (D2se) + 2(Dse)Ds + 2A1(Dse).
Par un calcul direct, on voit que Dse et (D2se) sont des fonctions à support compact. Comme Dsψ ∈
L2(R2+), on aKθ
(
e−χn(s)<s>ψ
) ∈ L2(R2+). Par ailleurs, comme Dt commute avec e−χn(s)<s>, on obtient
que la condition de Neumann est bien satisfaite pour la fonction e−χn(s)<s>ψ ce qui donne finalement
queKθ
(
e−χn(s)<s>ψ
) ∈ Dom(Kθ). Pour plus de commodité, on effectue ici la preuve dans le cas simple
où le sous-espace propre (noté Eζθn) associé à la valeur propre ζ
θ
n (pour tout n tel que ζ
θ
n < M0) est
de dimension 1, mais le résultat reste valable dans le cas général en dimension d quelconque. n tel que
ζθn < M0
On introduit l’opérateur :
Kθ =
[ (Kθ − ζθn) ψKθn
〈·, ψKθn 〉 0
]
,
défini sur Dom(Kθ)× C (et à valeur dans Dom(Kθ)× C) de la manière suivante :
Kθ(u, λ) =
((Kθ − ζθn)u+ λψKθn , 〈u, ψKθn 〉) .
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Remarque B.17. Le résultat dans le cas général s’obtient en considérant une base
(
ψKθn,1, · · · , ψKθn,d
)
du
sous-espace propre (de dimension d) associé à la valeur propre ζθn, et l’opérateur :
Kθ =

(Kθ − ζθn) ψKθn,1 · · · ψKθn,d
〈·, ψKθn,1〉 0 · · · 0
...
...
...
〈·, ψKθn,d〉 0 · · · 0
 ,
défini sur Dom(Kθ)× Cd (et à valeur dans Dom(Kθ)× Cd) de la manière suivante :
Kθ(u, λ1, · · · , λd) =
((Kθ − ζθn)u+ λ1 ψKθn,1 + · · ·+ λd ψKθn,d, 〈u, ψKθn,1〉, · · · , 〈u, ψKθn,d〉) .
Cet opérateur est injectif. En effet, par linéarité, il suffit de voir que la noyau de l’opérateur est trivial.
Ceci se traduit par le système : { (Kθ − ζθn)u+ λψKθn = 0
〈u, ψKθn 〉 = 0
.
Étant injectif, cet opérateur Kθ est donc inversible sur son image. Cette image est L2(R2+) × C. En effet,
si on considère v ∈ L2(R2+) et µ ∈ C. En utilisant la résolvante régularisée et la décomposition en somme
directe Dom(Kθ) = Eζθn ⊕ E⊥ζθn , on va exhiber λ ∈ C et u ∈ Dom(Kθ) vérifiant l’équation :
Kθ
[
u
λ
]
=
[
v
µ
]
.
Il suffit de prendre λ = 〈v, ψKθn 〉 et u =
(Kθ − ζθn)−1Reg (v − 〈v, ψKθn 〉ψKθn ) + µψKθn , ce qui donne le
caractère surjectif.
La condition 〈v, ψKθn 〉 = 0 donne que (B.11) équivaut à :
Kθ
[
u
0
]
=
[
v
0
]
.
Il existe une unique solution (nécessairement orthogonale à ψKθn ) qu’on note u. On pose u¯
= e−χn(s)<s>u
et v
¯
= e−χn(s)<s>v. On peut alors écrire :
K,nθ
[
u
0¯
]
=
[
v
0¯
]
,
où
K,nθ =
[
eχn(s)<s> 0
0 1
]
Kθ
[
e−χn(s)<s> 0
0 1
]
.
On remarque que Dom(K,nθ ) = Dom(Kθ). On obtient avec un simple calcul :
K,nθ =
[
eχn(s)<s>
(Kθ − ζθn) e−χn(s)<s> eχn(s)<s> ψKθn
〈·, e−χn(s)<s> ψKθn 〉 0
]
.
Avec cette dernière expression, il apparaît que l’opérateur K,nθ est une perturbation de l’opérateur Kθ. En
effet, avec le développement en série entière de la fonction exponentielle, on peut écrire :
K,nθ = Kθ + Bn,.
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On peut voir que Bn, est une perturbation de l’ordre de  en montrant que Bn, est borné uniformément
en n et . Il faut pour cela montrer qu’il existe C > 0 indépendant de n et  tel que pour tout ψ 6= 0 :
‖Bn,εψ‖L2(R2+) ≤ C‖ψ‖L2(R2+).
Il suffit de le vérifier sur chacun des coefficients de B,n donné par :
B,n =
[
eχn(s)<s>
[(Kθ − ζθn) , e−χn(s)<s>] (eχn(s)<s> − 1)ψKθn
〈·, (e−χn(s)<s> − 1)ψKθn 〉 0
]
,
où la notation [·, ·] désigne le commutateur. Ce résultat s’obtient pour  > 0 assez petit grâce à la propriété
de décroissance exponentielle de la fonction ψKθn .
Pour  > 0 assez petit, on a donc que l’opérateur K,nθ est inversible et qu’il existe C() > 0 telle que
pour tout n ∈ N∗ :
‖(K,nθ )−1‖ ≤ C(ε).
Cela conduit à l’inégalité :
‖u
¯
‖L2(R2+) ≤ C()‖v¯‖L2(R2+).
On en déduit alors que :
‖e−χn(s)<s>u‖L2(R2+) ≤ C()‖e−χn(s)<s>v‖L2(R2+).
Le théorème de convergence dominée montre que ‖e−χn(s)<s>v‖L2(R2+) converge vers ‖e−v‖L2(R2+) lorsque
n tend vers +∞. On en déduit que la suite (e−χn(s)<s>v) converge faiblement (à extraction d’une sous-
suite près) dans L2(R2+) vers un certain élément v
∗. La convergence au sens des distributions et le théo-
rème de convergence dominée donnent ensuite que e−<s>u = v∗ ∈ L2(R2+), ce qui prouve la décrois-
sance en s.
On procède de la même manière pour démontrer la décroissance en t, mais il faut tenir compte de la
condition de Neumann. La fonction troncature χn qu’on considère est cette fois-ci définie de la manière
suivante :
χn(t) = 0 si 0 ≤ t ≤ 1
2
, χn(t) = 1 si 1 ≤ t ≤ n, et χn(t) = 0 si t > 2n.
Comme ce qui précède, l’opérateur de multiplication (borné et inversible) e−χn(t)t préserve Dom(Kθ).
La suite de la preuve se fait de manière analogue, en utilisant cette fois-ci la décroissance exponentielle
de ψKθn suivant la variable t et le fait que :
QKθ(eα/2(t+<s>)u) < +∞.

Corollaire B.18. La fonction ψKθn appartient à H∞exp(R2+) (voir le chapitre C en Annexe pour la définition).
DÉMONSTRATION. On rappelle que ψKθn ∈ H1exp(R2+). En dérivant par rapport à s l’équation :(Kθ − ζθn)ψKθn = 0,
on a : (Kθ − ζθn) ∂s ψKθn = −2t sin θ(Ds + st sin θ − t22 cos θ
)
ψKθn ∈ L2exp(R2+).
La proposition B.16 donne alors queDs ψKθn ∈ H1exp(R2+). On en déduit alors par récurrence que pour tout
k ∈ N Dks ψKθn ∈ H1exp(R2+).
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De la même manière, en dérivant par rapport à t l’équation :(Kθ − ζθn)ψKθn = 0,
on a : (Kθ − ζθn) ∂t ψKθn = 2t cos θ(Ds + st sin θ − t22 cos θ
)
ψKθn ∈ L2exp(R2+).
La proposition B.16 donne alors que Dt ψKθn ∈ H1exp(R2+).
En revenant à l’équation :
D2t ψ
Kθ
n =
(
−
(
Ds + st sin θ − t
2
2
cos θ
)
− ζθn
)
ψKθn ∈ L2exp(R2+),
qu’on dérive m fois par rapport à s, on obtient ensuite avec ce qui précède et toujours en utilisant la
proposition B.16 que : D2tD
k
s ψ
Kθ
n ∈ L2exp(R2+). De manière analogue, en dérivant par rapport à t ce qui en
résultat on a : D3tD
k
s ψ
Kθ
n ∈ L2exp(R2+). Finalement, on a par récurrence que pour tout entier k, ` :
DksD
`
t ψ
Kθ
n ∈ L2exp(R2+).

Corollaire B.19. Soit w ∈ H∞exp(R2+) et v ∈ Dom(Kθ) telles que (Kθ − ζθn)v = w. Alors v ∈ H∞exp(R2+).
DÉMONSTRATION. La preuve est analogue à celle du corollaire B.18. 
On note qu’en particulier f ∈ S (R× R+) car on a H∞exp ⊂ S (R× R+).

ANNEXE C
Notation
Rd+ = R
d− × R+∗ , pour tout entier d ≥ 2
D = −i∂
B(x, R) boule ouverte de centre x et de rayon R
d(x,Γ), d(x,Σ) désignent la distance du point x à l’ensemble Γ et Σ (respectivement)
Étant donnés deux ensembles S1 et S2, on désigne par d(S1,S2) la distance entre ces deux ensembles
Bk = {u ∈ L2, τ pu(q) ∈ L2,∀p, q ∈ N, p+ q ≤ k}
L2exp = {f ∈ L2,∃α > 0, eα(|·|)f ∈ L2}
H∞exp(R
2
+) =
{
f ∈ L2(R2+),∀(k, `) ∈ N2, DksD`tf ∈ L2exp(R2+)
}
Sp, Spdisc et Spess désigneront respectivement le spectre, le spectre discret et le spectre essentiel
γa, γb désignent respectivement une paramétrisation (normale) de la courbe d’annulation et du bord
x = (x1, x2, · · · , xd) ∈ Ω ⊂ Rd les coordonnées d’un point de Ω ⊂ Rd
(s, t) ∈ R2 ou R2+ les coordonnées curvilignes locales pour le problème modèle en dimension d = 2 (voir
les sections B.3 et B.1 en Annexe)
(X, Y ) et (σ, τ) ∈ R2 ou R2+ les coordonnées curvilignes locales pour le problème modèle après change-
ment d’échelle
Indépendamment des coordonnées, on désigne par |(·, ·)| la norme euclidienne dans R2
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