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Na tomto mı´steˇ bych chteˇl podeˇkovat prˇedevsˇı´m sve´mu vedoucı´mu bakala´rˇske´ pra´ce
panu Ing.DaviduHora´kovi, Ph.D., ktery´meˇl semnoudostatek trpeˇlivosti, abymi pomohl
dove´st tuto pra´ci ke zda´rne´mu konci. Take´ bych ra´d podeˇkoval sve´ rodineˇ, prˇedevsˇı´m
rodicˇu˚m, kterˇı´ to mnohdy se mnou nemeˇli lehke´, a prˇa´telu˚m, zˇe meˇ po celou dobu studia
podporovali.
Abstrakt
Cı´lem te´to pra´ce bylo sezna´mit se s problematikou kepstra´lnı´ analy´zy a liftrova´nı´ rˇecˇi. Za
tı´mto u´cˇelem jsem implementoval algoritmy a funkce, ktere´ jsou potrˇeba pro vy´pocˇet a
analy´zu spektra a kepstra, zejme´na pak varianty algoritmu FFT, ktery´ je za´kladem obou
analy´z. V te´to pra´ci porovna´va´m efektivitu jednotlivy´ch variant a nejlepsˇı´ z nich pak
pouzˇı´va´m ke zpracova´nı´ zvukovy´ch signa´lu˚.
Klı´cˇova´ slova: liftrova´nı´ lidske´ rˇecˇi, kepstra´lnı´ analy´za, FFT, DFT, spektrum, filtr, frek-
vencˇnı´ analy´za
Abstract
The aim of this thesis is the study of cepstral analysis and liftering of human speech.
For this purpose I have implemented algorithms and functions that are needed for the
calculation and analysis of the spectrum and cepstrum, especially variants of the FFT
algorithm, which is the basis for both analysis. In this study, I compare the efficiency of
FFT variants and the best of them I use to process audio signals.
Keywords: Liftering of human speech,Cepstrum analysis, FFT, DFT, spectrum, filter,
frequency analysis
Seznam pouzˇity´ch zkratek a symbolu˚
F (f) – Fourierova transformace
FFT – Rychla´ Fourierova transformace
DFT – Diskre´tnı´ Fourierova transformace
FT – Fourierova transformace
STFT – Oknennı´ Fourierova transformace
x, v, j, k – Promeˇnne´
i – Imagina´rnı´ jednotka
f(x), D(x), f [x] – Funkce
kurzı´va – Definice
d(n)∞j=0, D(n)
∞
j=0 – Posloupnosti
ℜ – Rea´lny´ obor hodnot
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31 U´vod
V 21. stoletı´ lidstvo touzˇı´ po co nejpohodlneˇjı´m ovla´da´nı´ svy´ch mobilnı´ch zarˇı´zenı´,
tabletu˚ a pocˇı´tacˇu˚. Jednou zmozˇnostı´ je ovla´da´nı´ hlasem. Toto je ale velmi problematicke´,
protozˇe kazˇdy´ cˇloveˇk ma´ jiny´ to´n hlasu, vy´sˇku hlasu a take´ barvu hlasu. Jak najı´t opti-
ma´lnı´ na´stroj pro rˇesˇenı´ tohoto proble´mu se pokusı´m nastı´nit v te´to bakala´rˇske´ pra´ci.V
kapitola´ch 2-4 se budeme zaobı´rat Fourierovou transformacı´ (FT), protozˇe je za´kladem
kepstra´lnı´ analy´zy. Budu se snazˇit vysveˇtlit pomocı´ jaky´chmetod prˇeve´st hlasovy´ za´znam
tak, aby byl dobrˇe pocˇı´tacˇoveˇ cˇitelny´, jake´ existujı´ numericke´ metody vy´pocˇtu Fourierovy
transformace. V dalsˇı´ch cˇa´stech se budu veˇnovat kepstra´lnı´ analy´ze, teorii rozpozna´va´nı´
lidske´ho hlasu a metoda´m ktery´ch se vyuzˇı´va´ v te´to problematice.
42 Spojita´ FT
2.1 Definice spojite´ FT
FT je vyja´drˇenı´ cˇasoveˇ za´visle´ho signa´lu pomocı´ harmonicky´ch signa´lu˚, ktere´ repre-
zentujı´ funkce sinx a cosx. Slouzˇı´ pro prˇevod z cˇasove´ oblasti do oblasti frekvencˇnı´ [1].
Signa´l mu˚zˇe by´t jak ve spojite´m tak i v diskre´tnı´m cˇase. Definice: FT S(ω) funkce s(t) je
definova´na integra´lnı´m vztahem
S(w) =
∞
−∞
s(t)e−iωtdt.
Funkci s(t) vypocˇteme z S(ω) inverznı´ FT
s(t) =
1
2π
∞
−∞
S(ω)eiωtdω.
Nevlastnı´ integra´ly cha´peme ve smyslu Cauchyovy hlavnı´ hodnoty tj.
∞
−∞
[.] d = lim
T→∞
T
−T
[.] d.
Dvojice ve FT se nazy´vajı´ origina´l (v nasˇem prˇı´padeˇ s(t)) a obraz (S(ω)). Vztah mezi origina´lem
a obrazem ma´ na´sledujı´cı´ tvar [2]
S(ω) = F [s(t)] a s(t) = F−1[S(ω)].
V technicke´ oblasti S(ω) prˇedstavuje spektrum signa´lu s(t). Spektrum je komplexnı´ ve-
licˇina a lze ji vyja´drˇit ve tvaru
S(ω) = |S(ω)| eiargS(ω).
Velikost |S(ω)| nazy´va´me amplitudove´ spektrum a u´hel argS(ω) fa´zove´ spektrum signa´lu.
2.2 Vlastnosti FT
2.2.1 Veˇta o lineariteˇ
Veˇta: Linea´rnı´ kombinaci signa´lu˚ odpovı´da´ linea´rnı´ kombinace jejich spekter [7]
F

i
cisi(k)

=

i
ciF [si(k)].
52.2.2 Veˇta o zmeˇneˇ meˇrˇı´tka (Podobnost)
Veˇta: Ma´-li signa´l s(t) spektrum S(ω), ma´ signa´l s(at), a ̸= 0 spektrum
1
|a|S
ω
a

.
2.2.3 Veˇta o substituci (Veˇta o kmitocˇtove´m posunu)
Veˇta: [7]
F

f(t)eiω

= F (iω − iα)
α ∈ ℜ.
2.2.4 Posunutı´
Veˇta:
F {f(t− τ)} = F (iωe−iωτ ),
kde τ ∈ ℜ je rea´lna´ konstanta. Meˇnı´ se jen fa´zove´ spektrum [7].
2.2.5 Veˇta o obrazu derivace
Veˇta:
F

f
′
(t)

= iωF {f(t)} = iωF (iω),
F

f (n)(t)

= (iω)(n)F {f(t)} = (iω)(n)F (iω),
kde limx→±∞ F (iω) = 0 [7].
2.2.6 Derivace obrazu
Veˇta: [7]
F {−itf(t)} = dF (iω)
dω
, F {(−it)nf(t)} = d
nF (iω)
dωn
.
2.2.7 Veˇta o obraze integra´lu
Definice: [7]
F
 t
−∞
f(τ)dτ

=
1
iω
F (iω).
62.2.8 Obraz konvoluce dvou funkcı´
Veˇta: Necht’ funkce f, g ∈ L2(ℜ), pak konvoluce teˇchto funkcı´ a jejı´ obraz jsou da´ny na´sledu-
jı´cı´mi vztahy [7]
(f ∗ g)(t) =
 ∞
−∞
f(τ)g(t− τ)dτ,
F {(f ∗ g)(t)} = F (iω)G(iω),
kde platı´:
F {f(t)} = F (iω), F {g(t)} = G(iω).
2.2.9 Veˇta o soucˇinu origina´lu˚
Veˇta:
F {f(t)g(t)} = 1
2π
 ∞
−∞
F (iω1)G(iω − iω1)dω1 = 1
2ω
(FG(iω)),
kde ω1 ∈ (−ψ, ω >.
2.2.10 Parsevalova rovnost (Pro FT)
Veˇta: [7]  ∞
−∞
|f(t)|2dt = 1
2π
 ∞
−∞
|F (iω)|2dω = 1
π
 ∞
0
|F (iω)|2dω.
2.2.11 Spektrum rea´lne´ho signa´lu
Je-li signa´l rea´lny´, pak pro jeho spektrum platı´ [1]:
• amplitudove´ spektrum je sudou funkcı´,
• fa´zove´ spektrum je lichou funkcı´,
• spektrum sude´ho signa´lu je sudou rea´lnou funkcı´,
• spektrum liche´ho signa´lu je lichou ryze imagina´rnı´ funkcı´.
73 Diskre´tnı´ FT (DFT)
3.1 Definice DFT
Jednı´m nejme´neˇ vhodny´m rˇesˇenı´m, jak implementovat na pocˇı´tacˇi FT je vyuzˇı´t kla-
sickou DFT.
Definice: Necht’ f=(f0, f1, f2, ..fN−1) ∈ l2(N) a syste´m φn = (φn,0, ..., φn,N−1) , kde φn,k =
ei
2π
N
nk tvorˇı´ ortogona´lnı´ ba´zi prostoru l2(N). Prˇı´ma´ DFT vektoru f je definova´na jako vektor
c = (c0, ..., cn−1)T , jehozˇ n-ta´ komponenta (koeficient n-te´ harmonicke´) je da´na vztahem [7]
Fn = ⟨f, φn⟩ =
N−1
k=0
fke
−i 2π
N
nk
a zpeˇtna´ DFT vektoru c je definova´na jako vektor f, jehozˇ n-ta´ komponenta je da´na vztahem
fn =
N−1
k=0
ck
1√
N
ei
2π
N
nk
Maticovy´ za´pis: Oznacˇı´me w = e−i
2π
N a wnk = e−i
2π
N
nk pak trasformacˇnı´ matice vypada´
MF =

w0 w0 w0 ..... w0
w0 w1 w1 ..... wN−1
w0 w2 w4 ..... w2(N−1)
w0 wN−1 w2(N−1) ..... w(N−1)(N−1)

MF je tvorˇena´ ortonorma´lnı´ soustavou funkcı´ na intervalu [0, (N - 1)∆t], kde∆t =tk+1− tk.
Prˇı´ma´ DFT je pak da´na vztahem: F =MF · · · f , a zpeˇtna´ je da´na vztahem f = 1NMTF · · ·F [7].
3.2 Rychla´ FT (FFT)
FFT patrˇı´ mezi ty nejefektivneˇjsˇı´ algoritmy pro vy´pocˇet DFT a jejı´ inverze. Vyuzˇı´va´ se v
mnoha odveˇtvı´ch at’uzˇ v digita´lnı´m zpracova´nı´ signa´lu, rˇesˇenı´ parcia´lnı´ch diferencia´lnı´ch
rovnic a nebo na´sobenı´ velky´ch cˇı´sel. FFT ma´ slozˇitost vy´pocˇtu pouze O(N logN )[2].
Jelikozˇ inverznı´ DFT se pouze lisˇı´ ve zname´nku v exponentu a v koeficientu 1/N, pak se
da´ tento algoritmus vyuzˇı´t i pro pocˇı´ta´nı´ inverznı´ DFT.
3.2.1 Cooley-Tukey algoritmus
Jednou z mozˇny´ch cest, jak aplikovat FFT je kuprˇı´kladu Cooley-Tukey algoritmus.
Tento algoritmus vyuzˇı´va´ metody rozdeˇl a panuj, ktery´ rekurzivneˇ zjednodusˇeuje DFT s
velikostı´ slozˇene´ho cˇı´sla do mensˇı´ch DFT o velikostechN1 aN2. V praxi tento algoritmus
funguje tak, zˇe transformace se v kazˇde´m kroku rozdeˇlı´ na dveˇ stejneˇ velke´ transformace
velikosti N/2. I kdyzˇ pu˚vodnı´ algoritmus je rekurzivnı´, ty nejrychlejsˇı´ algoritmy se te´to
mozˇnosti vyhy´bajı´, protozˇe explicitnı´ rekurze neby´va´ rychlejsˇı´ nezˇ rˇesˇenı´ cyklem (prˇi
8velke´m pocˇtu opakova´nı´). Jelikozˇ Cooley-Tukey algoritmus se deˇlı´ do dalsˇı´ch mensˇı´ch
DFT, je mozˇne´ ho zkombinovat s jiny´m algoritmem [2].
Implementace FT
Vycha´zı´me z DFT dane´ vztahem
Fn =
N−1
k=0
fke
−i 2π
N
nk, w = wN = e
−i 2π
N
Rozdeˇlenı´m vektoru f = (f0, f1, ...fN−1)T majı´cı´hoN slozˇek na 2 vektory oN/2 slozˇka´ch
y = (f0, f2, .., fN−2) a z = (f1, f3, ..., fN−1)T a to tı´m zpu˚sobem, zˇe vezmeme cˇleny se
sudy´m indexem yk = f2k a cˇleny s lichy´m indexem zk = f2k+1, pak lze Fn obrazu
F = (F0, F1, ..., FN−1)T rozepsat jako
Fn =
N
2
−1
k=0
(ykw
2nk + zkw
(2k+1)n), n = 0, 1, ...N − 1[7].
V du˚sledku symetrie komplexnı´ch cˇı´sel mu˚zˇeme psa´t:
w2nk = e
−i 2π
N/2
nk
.
Obecneˇ platı´, zˇe wpqN = w
P
N/q, potom mu˚zˇeme napsat, zˇe
Fn =
N/2−1
k=0
ykw
nk
N/2 + w
n
N
N/2−1
k=0
zkw
nk
N/2 = Yn + w
n
NZn, n = 0, 1,
N
2
− 1[7],
kde Y = DFT (y) a Z = DFT (z).
Prvnı´ polovinu koeficientu˚ Fn zı´ska´me pomocı´ DFT vektoru˚ polovicˇnı´ velikosti. Dru-
hou polovinu zı´ska´me jako
Fn+N
2
= Yn + w
n+N/2
N Zn = Yn + w
n
Nw
N/2
N Zn = Yn − wnNZn, n = 0, 1, 2, N/2− 1
protozˇe wN/2N = e
−i 2π
N
N
2 = e−iπ = −1. Sˇteˇpenı´ opakujeme dokud nedostaneme 2 vektory
o jedne´ slozˇce
DFT (y0) = Y0 =
0
k=0
y0w
0
N = y0, DFT (z0) = Z0 =
0
k=0
z0w
0
N = z0.
Maticovy´ za´pis FFT tedy bude vypadat
F =MF,n · f =

IN
2
DN
2
IN
2
−DN
2

,
kde IN
2
je jednotkova´ matice, diagona´lnı´ matice DN
2
= 1
N
2
diag(1, w12r, w
2
2r, ...., w
N/2−1
2r ),
dalsˇı´ krok bude
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Y =

IN
4
DN
4
IN
4
−DN
4

Y ′
Z ′

= BN
2

Y ′
Z ′

, Z =

IN
4
DN
4
IN
4
−DN
4

Y ′′
Z ′′

= BN
2

Y ′′
Z ′′

,
kde IN
4
je jednotkova´ matice, diagona´lnı´ matice DN
4
= 1
N
4
diag(1, w22r, w
4
2r, w
N/4−2
2r ) obeˇ
rˇa´du N4 × N4 .
V dalsˇı´m kroku vektory Y ′,Z ′Y ′′,Z ′′ znovu rozdeˇlı´me na vektory se sudy´m a lichy´m
indexem, prˇeindexujeme a neˇkolikery´m dalsˇı´m zopakova´nı´m dostaneme
F = BN

BN
2
0
0 BN
2

BN
4
0 0 0
0 BN
4
0 0
0 0 BN
4
0
0 0 0 BN
4
 .....

B2 0 0 0 ... 0
0 B2 0 0 ... 0
0 0 B2 0 ... 0
. . . . ... 0
. . . . ... 0
0 0 0 0 ... B2
P
T f,
kdeP je permutacˇnı´maticevytvorˇena´ pomocı´moty´lkove´hoalgoritmu (sudo-liche´ prˇesku-
pova´nı´ sloupcu˚ jednotkove´ matice) [7].
3.3 Jak pracuje FFT
Cˇasova´ i frekvencˇnı´ cˇa´st obsahujı´ jeden signa´l skla´dajı´cı´ se z K komplexnı´ch cˇı´sel.
Kazˇde´ komplexnı´ cˇı´slo je tvorˇeno slozˇkou rea´lnou a imagina´rnı´. Kuprˇı´kladu vzorek X[42]
se skla´da´ z rea´lne´ cˇa´sti X[42] a imagina´rnı´ cˇa´sti X[42]. FFT pracuje na ba´zi, zˇe signa´l o
N vzorcı´ch v cˇasove´ sfe´rˇe se rozlozˇı´ na N signa´lu˚ v cˇasove´ sfe´rˇe (kazˇdy´ signa´l je slozˇen
z jednoho vzorku). Druhy´m krokem vypocˇteme frekvencˇnı´ spektrum N odpovı´dajı´cı´
teˇmto N signa´lu˚m. Pote´ je N spekter sloucˇeno do jedine´ho frekvencˇnı´ho spektra. Na
obra´zku 1 jde videˇt jak tento algoritmus pracuje. Signa´l se rozkla´da´ na K signa´lu˚, azˇ
dosa´hne pouze 1 vzorku. Vzorky v signa´lu jsou usporˇa´da´ny takto z jednoho du˚vodu.
FFT prˇevra´tı´ bity vsˇech cˇı´sel v bina´rnı´ soustaveˇ, tı´m pa´dem dostane u´plneˇ novou rˇadu
cˇı´sel, nezˇ byla pu˚vodnı´. Kuprˇı´kladu mı´sto dvojky zapsane´ bina´rneˇ (0001) po prˇevra´cenı´
se stane cˇı´slo osm (1000), peˇtka (0101) se stane desı´tkou (1010). Na obra´zku (obr. 2)
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mu˚zˇete videˇt princip prˇevra´cenı´ bitu˚. V dalsˇı´m kroku FFT je trˇeba naleznout frekvencˇnı´
spektrum jednoho bodu signa´lu cˇasove´ho u´seku. Frekvencˇnı´ spektrum je prˇı´mo u´meˇrne´
bodu cˇasove´ho u´seku, tzn. v tomto kroku nenı´ trˇeba nic deˇlat. V tomto prˇı´padeˇ vsˇak platı´,
zˇe kazˇdy´ signa´l o jednom vzorku je frekvencˇnı´m spektrem a uzˇ nenı´ signa´lem cˇasove´ho
u´seku. Nynı´ je trˇeba udeˇlat reverznı´ operaci, kterou jsme deˇlali na zacˇa´tku a to spojit
frekvencˇnı´ spektrum prˇesneˇ v zameˇneˇne´m porˇadı´, nezˇ jsme deˇlali na zacˇa´tku algoritmu.
V jednoduche´mpopisu to znamena´, zˇe ze sˇestna´cti frekvencˇnı´ch spekter o jednomvzorku
vznikne osm frekvencˇnı´ch spekter o 2 vzorcı´ch, pote´ se vytvorˇı´ cˇtyrˇi frekvencˇnı´ spektra o
cˇtyrˇech vzorcı´ch a v poslednı´m kroku vznikne frekvencˇnı´ spektrum o sˇestna´cti vzorcı´ch.
Na´zorneˇ je to prˇedvedeno na obr. 3.
3.3.1 Implementace Daniel-Lancozsova algoritmu
Obecny´ za´pis tohoto algoritmu je da´n jako [5]
nFk =
n−1
j=0
e
−2πikj
n fj =
n
2
−1
j=0
e
−2πik(2j)
n f2j +
n
2
−1
j=0
e
−2πik(2j+1)
n f2j+1 =
n
2
−1
j=0
e
−2πikj
N/2 f2j + ω
k
n
n/2−1
j=0
e
−2πikj
n/2 f2j+1 =
n/2 F ek + ω
k
n ·N/2 F 0k,
kde N/2F ek jeN/2 je bodova´ DFT sudy´ch prvku˚ z origina´lnı´ DFT vyhodnoceny´ch s perio-
dou k. U´plneˇ stejneˇ rozdeˇlnı´me i druhou cˇa´st pro liche´ prvky z DFT.
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Obra´zek 3: Reverznı´ operace [3]
Obra´zek 4: Uka´zka algoritmu
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4 Algoritmy a implementace FT
V te´to kapitole budou prezentova´ny matlabovske´ implemetace vybrany´ch algoritmu˚
FFT.
4.1 Algoritmus DFT
function [F]=four(n)
N=2ˆn;
w=exp(2i*pi/N);
for i=1:N
for j=1:N
F(i,j)=wˆ((i-1)*(j-1));
end
end
[7]
4.2 Algoritmus doprˇedne´ FFT
function X=myfft(x);
N=length(x); n=log2(N);
% Vytvoreni permutacniho vektoru
pt=(1:N)’;
i_odd=(1:N/2)*2-1; % liche koeficienty
i_even=(1:N/2)*2; % sude
for i=1:n-1
m=2ˆ(i-1);K=N/(2*m);
pt_odd=reshape(pt(i_odd),K,m)
pt_even=reshape(pt(i_even),K,m)
pt=reshape([pt_odd;pt_even],N,1)
end;
% Prenasobovani dilcimi maticemi
X=x(pt);
for i=1:n
K=2ˆi; m=N/K; % m je pocet bloku B na diag., K je rad B
w=exp(2i*pi/K);
D=sqrt(2/K)*diag(w.ˆ(0:-1:-(K/2-1))); %Diag. matice s prvky w
I=eye(K/2); % Jednotkova matice
B=[[I,D];[I,-D]]; % Blok B
V=diags(B,m); % Matice sestavena z m bloku B
X=V*X;
end;
[7]
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4.3 Algoritmus zpeˇtne´ FFT
function x=myifft(X);
N=length(X);
n=log2(N); % n...pocet urovni
% Vytvoreni permutacniho vektoru pt
pt=(1:N)’;
i_odd=(1:N/2)*2-1; % i_odd..liche indexy
i_even=(1:N/2)*2; % i_even.. sude indexy
for i=1:n-1
m=2ˆ(i-1);
K=N/(2*m);
pt_odd=reshape(pt(i_odd),K,m); % preusporadani prvku
pt_even=reshape(pt(i_even),K,m);
pt=reshape([pt_odd;pt_even],N,1);
end;
% Prenasobovani dilcimi maticemi
x=X;
for i=n:-1:1
K=2ˆi;
m=N/K; % m je pocet bloku B na diagonale, K je rad B
w=exp(2i*pi/K);
D=sqrt(2/K)*diag(w.ˆ(0:-1:-(K/2-1)));% Diag. matice s prvky w
I=eye(K/2); % Jednotkova matice
B=[[I,D];[I,-D]]; % Blok B
V=diags(B,m); % Matice sestavena z m bloku B
x=V’*x;
end;
x=x(pt);
[7]
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4.4 Algoritmus pomocı´ Daniel-Lanczosovy metody
function f=mojeFFT(x)
fm=100; %komplexni frekvence FFT 100Hz
fs=1000; %vykresleni maximalni frekvence na grafu
Ts=1/fs; %iteracni krok
nn=1024; %delka vzorku
isign=1; %pomyslna jednicka
t=0:Ts:(nn-1)*Ts; %vytvoreni casoveho prubehu
%%%%% Motylkovy algoritmus%%%%%
n=2*nn; %prevedeni vstupniho signalu do 2*nn realneho signalu
j=1;
for i=1:2:n-1
if(j>i)
temp=x(j); %prohazovani prvku
x(j)=x(i);
x(i)=temp;
temp=x(j+1);
x(j+1)=x(i+1);
x(i+1)=temp;
end
m=nn;
while (m >= 2 && j > m)
j=j-m; %zmensovani poctu kroku
m=m/2;
end
j=j+m;
end
%%%%% DANIEL-Lancozsova metoda %%%%%
mmax=2;
while (n > mmax)
istep=2*mmax;
theta=isign*(2*pi/mmax);
wtemp=sin(0.5*theta);
wpr=-2*wtemp*wtemp;
wpi=sin(theta);
wr=1.0;
wi=0.0;
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for m=1:2:mmax-1
for i=m:istep:n
j=i+mmax;
tempr=wr*x(j)-wi*x(j+1);
tempi=wr*x(j+1)+wi*x(j);
x(j)=x(i)-tempr;
x(j+1)=x(i+1)-tempi;
x(i)=x(i)+tempr;
x(i+1)=x(i+1)+tempi;
end
wtemp=wr;
wr=wr*wpr-wi*wpi+wr;
wi=wi*wpr+wtemp*wpi+wi;
end
mmax=istep;
end
f=x(2:2:n)+1i*x(1:2:n-1);
%plot((0:fs/(nn-1):fs),abs(f))
[5]
4.5 Paralelnı´ FFT
Implementovat paralelneˇ FFT je docela slozˇita´ u´loha a je trˇeba pracovat se sekvencı´
N bodu˚ jako s maticı´, ktera´ ma´ P rˇa´dku˚ a N/P sloupcu˚. Nejdrˇı´ve musı´ kazˇdy´ proce-
sor paralelneˇ prove´st prˇeskla´da´nı´ posloupnosti reverznı´ch bitu˚ (tj. jeden rˇa´dek obsluhuje
jeden procesor). Pote´ kazˇdy´ procesor provede N/P bodovou sekvencˇnı´ FFT na rˇa´dcı´ch
matice, z du˚vodu rychlosti nejle´pe v pameˇti cache, sta´le nekomunikuje s ostatnı´mi pro-
cesory. Nynı´ se provede globa´lnı´ transpozice matice (v tomto kroku procesory spolecˇneˇ
komunikujı´). Nynı´ se matice vyna´sobı´ ota´cˇecı´mi cˇinitely. Pote´ kazˇdy´ procesor provede
poslednı´ logP stupnˇu˚ vy´pocˇtu, tzn. na kazˇde´m sloupci se provede P -bodove´ sekvencˇnı´
FFT, kazˇdy´ procesor obsluhuje N/P 2 sloupcu˚. V poslednı´m kroku se provede globa´lnı´
transpozice matice.
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5 Kepstra´lnı´ analy´za
5.1 Historie kepstra´lnı´ analy´zy
V roce 1963 definoval B.P. Bogert power kepstrum jako kvadra´t absolutnı´ hodnoty FT
logaritmu kvadra´tu absolutnı´ hodnoty velikosti FT signa´lu
Powerkepstrum = |F log(|F {f(t)} |2) |2.
Short time kepstrum navrhli veˇdci Schroeder a Noll pro rozpozna´va´nı´ lidske´ rˇecˇi. Pro
pevneˇ zvoleny´ cˇas n je STFT (DFT) signa´lu xn[m] = x[m]w[n −m]. STFT je funkce dvou
promeˇnny´ch, kde n je index, ktery´ oznacˇuje polohu v Hammingoveˇ okneˇ w, ktere´ se
pouzˇı´va´ jako typicka´ okennı´ funkce. Prˇi pohledu na linea´rnı´ filtr impulsnı´ charakteristiky,
ma´ dolnı´ propust frekvencˇnı´ odezvu, kde meznı´ kmitocˇet se meˇnı´ neprˇı´mo u´meˇrneˇ s
de´lkou okna. To znamena´, zˇe pro pevne´ hodnoty w, Xn(eiw) se hodnoty n meˇnı´ velmi
pomalu. STFT je definova´na jako
Xn(e
iw) =
∞
m=−∞
x[m]w[n−m]e−iwm
a STFT kepstrum je definova´no jako
cn[m] =
1
2π
 π
−π
log |Xn(eiw)|eiwmdw.
Komplexnı´ kepstrum definoval Oppenheim ve sve´ pra´ci, ktera´ se zaby´vala teoriı´ ho-
momorfnı´ch syste´mu˚. Komplexnı´ kepstrum je definova´no FT logaritmu FT signa´lu. V
neˇktery´ch literatura´ch se mu˚zˇeme setkat s pojmem spektrum spektra
Kss(x) = F {log(F (x)) + 2πim} .
Rea´lne´ pouzˇı´va´ logaritmus absolutnı´ch hodnot FFT. Rea´lne´ kepstrum vyzˇı´va´ vztahu s
power kepstrem. Pokud rea´lne´ kepstrum oznacˇı´me Rs(x) pak vztah je na´sledujı´cı´
Powerkepstrum = (4 ∗Rs(x))2.
Rea´lne´ kepstrum take´ souvisı´ s komplexnı´m kepstrem a mu˚zˇeme jej vyja´drˇit jako
Rs(x) = 0, 5 ∗ (KomplexniKepstrum+DobaOtoceniKomplexnihoKepstra).
Komplexnı´ kepstrum vyuzˇı´va´ komplexnı´ho logaritmu. Fa´zove´ kepstrum se da´ vyja´drˇit
z komplexnı´ho kepstra fa´ze jako
FazoveKepstrum = (KomplexniKepstrum−DobaOtoceniKomplexnihoKepstra)2.
Komplexnı´ kepstrum obsahuje informace o velikosti a fa´zi pocˇa´tecˇnı´ho spektra, cozˇ na´m
umozˇnˇuje rekonstrukci signa´lu. Rea´lne´ kepstum vyuzˇı´va´ pouze velikosti spektra.
V mnoho publikacı´ch mu˚zˇeme nale´zt jednoduchou definici kepstra jako FFT →
abs()→ log→ log→ IFT .
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5.2 Aplikace kepstra
Na kepstrum se mu˚zˇeme dı´vat pohledem, zˇe je to rychlost zmeˇn v ru˚zny´ch pa´smech
spektra. Pu˚vodnı´ vyuzˇitı´ bylo charakterizovat ozveˇny, ktere´ vznikaly z vy´buchu bomb
a zemeˇtrˇesenı´. Take´ se vyuzˇı´va´ k urcˇenı´ za´kladnı´ frekvence lidske´ rˇecˇi a doka´zˇeme po-
mocı´ spektra analyzovat radarove´ vysı´la´nı´. Pitch metoda je velmi efektivnı´, protozˇe zvu-
kove´ vibrace a zvukove´ rolozˇene´ kepstra jsou pomocı´ logaritmu power kepstra zrˇetelneˇ
oddeˇleny. Kepstrum vyuzˇı´va´ homomorfnı´ zpracova´nı´ signa´lu, kde prˇeva´deˇny´ signa´l je
zpracova´n kombinacı´ konvolucı´ a linea´rnı´ separacı´. Power kepstrum je velmi hodneˇ vyzˇı´-
va´no na analy´zu lidske´ rˇecˇi. V tomto prˇı´padeˇ se nejdrˇı´ve spektrum transformuje do tzv.
MFC stupnice. MFC je „mel-frequency“, ktera´ se pouzˇı´va´ pro detekci za´kladnı´ho to´nu,
hlasove´ identifikace a dalsˇı´ch veˇcı´. Kepstrum je uzˇitecˇne´ z tohoto du˚vodu, protozˇe nı´z-
kofrekvencˇnı´ periodicke´ buzenı´, ktere´ vycha´zı´ z hlasivek se da´ vycˇistit filtracı´ voka´lnı´ho
traktu, ktere´ se sˇı´rˇı´ v cˇasove´ oblasti a jeho frekvence se neusta´le meˇnı´, avsˇak v neˇktery´ch
oblastech jsou periodicke´. [10]
5.3 Kepstra´lnı´ pojmy
Neza´visle´ promeˇnne´ kepstra´lnı´ho grafu se nazy´vajı´ „quefrency“. Quefrency je mı´ra
cˇasu. Jako prˇı´klad vezmeˇme vzorkovacı´ frekvenci audio signa´lu 53200 Hz a frekvenci
spektra, ktera´ bude100vzorku˚, pakvy´sledna´ frekvencepitchmetodybude53200/100=532
Hz. Tento vrchol se vyskytuje v kepstru neˇkolikra´t, protozˇe signa´l je harmonicky´. Cˇisty´
sinusovy´ signa´l by se nikdy nemeˇl pouzˇı´vat k testova´nı´ spektra, protozˇe zˇa´dny´ signa´l
nema´ tak cˇiste´ harmonicke´ opakova´nı´ jako funkce sinus. Na testovacı´ signa´l bychommeˇli
spı´sˇe aplikovat soucˇet vı´ce funkcı´ sinus s rozdı´lny´mi argumenty [10].
5.4 Liftrova´nı´ kepstra
Pokud chceme filtrovat kepstrum, tato operace se nazy´va´ liftrova´nı´. Dolnı´ propust
liftrova´nı´ je stejna´ jako dolnı´ propust filtrova´nı´ kepstra ve frekvencˇnı´m spektru frekvencˇnı´
oblasti. Liftrova´nı´ se implementuje pomocı´ na´sobenı´moknemv„querfency“ oblasti a pote´
ihned prˇevedeme kepstrum do frekvencˇnı´ oblasti, cozˇ pak ve vy´sledku ma´ za na´sledek
nizˇsˇı´ hladinu signa´lu. [10]
5.5 Konvoluce signa´lu˚
Velmi du˚lezˇita´ vlastnost kepstra je ta, zˇe kepstrum konvoluce dvou vstupnı´ch signa´lu˚
mu˚zˇe by´t vyja´drˇena jejich komplexnı´mi kepstr [10]
x1 ∗ x2 → x′1x
′
2.
5.6 Charakter rˇecˇove´ho signa´lu
Lidska´ rˇecˇ je spojita´ s cˇasoveˇ promeˇnlivy´m procesem. Prˇena´sˇı´ informaci od rˇecˇnı´ka
k posluchacˇi a je zako´dova´na a prˇena´sˇena´ pomocı´ akusticke´ho vlneˇnı´. Rˇecˇ se vytva´rˇı´
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Obra´zek 5: Rozdeˇlenı´ signa´lu na zneˇlou a nezneˇlou cˇa´st [4]
ovlivnˇova´nı´m vy´dechu proudu vzduchu z plic hlasovy´m u´strojı´m cˇloveˇka, zacˇı´najı´cı´ho
hlasivkami a koncˇı´cı´ho rty. Rˇecˇovy´m signa´lem rozumı´me posloupnost diskre´tnı´ch vzorku˚ sig-
na´lu, ktery´ mu˚zˇeme obdrzˇet z mikrofonu. Pokud tento signa´l podrobı´me analy´ze, mu˚zˇeme si
vsˇimnout, zˇe neˇktere´ oblasti jsou vı´ceme´neˇ periodicke´, v tomto prˇı´padeˇ jde o zneˇle´ cˇa´sti,
periodu oznacˇı´me symbolem T0. Potom mu˚zˇeme nale´zt take´ oblasti, ktere´ majı´ charakter
sˇumu, tyto oblasti jsou nezneˇle´ cˇa´sti rˇecˇi. Zneˇlost a nezneˇlost je zpu˚sobena´ tı´m, jestli
vy´dechovy´ proud vzduchu z plic rozkmita´ hlasivkovou sˇteˇrbinu nebo ne.
Na obra´zku 5 si mu˚zˇeme prohle´dnout pru˚beˇh rˇecˇove´ho signa´lu prˇi promluvenı´ slova
„afe´ra“, kde obra´zek b je detailem nezneˇle´ho u´seku a obra´zek c je detail zneˇle´ho u´seku.[8]
5.7 Model vytva´rˇenı´ rˇecˇi
Za´kladnı´m modelem hlasove´ho traktu je ten, ktery´ pomocı´ co nejmensˇı´ho pocˇtu pa-
rametru˚ c(n) napodobuje prˇenosove´ vlastnosti lidske´ho hlasove´ho traktu. Hlasovy´ trakt
cˇloveˇka je tvorˇen soustavou dutin, tj. dutina hrdelnı´, u´stnı´, nosnı´, do te´to definice se
zahrnujou i zuby, jazyk a rty [8]. Tento model se da´ nasimulovat kuprˇı´kladu pomocı´
cˇı´slicove´ho filtru. Prˇi mluvenı´ se velikost dutin spojiteˇ meˇnı´, tzn. meˇnı´ se i jeho prˇenosove´
vlastnosti. Je trˇeba, aby byl filtr, ktery´modeluje hlasovy´ trakt cˇasoveˇ nestaciona´rnı´. Jelikozˇ
zmeˇna rozmeˇru˚ hlasove´ho traktu je relativneˇ mala´, mu˚zˇeme se dopustit male´ odchylky,
jestlizˇe budeme pocˇı´tat, zˇe na intervalu 10 azˇ 30 ms se vu˚bec odchylka neprojevı´. Filtr
modelujı´cı´ hlasovy´ trakt mu˚zˇe mı´t uvnitrˇ cˇasove´ho intervalu konstantnı´ parametry c(n),
ktere´ budou pro kazˇdy´ segment jine´. Typ buzenı´ hlasove´ho traktu je za´visly´ na tom,
pokud je segment rˇecˇi zneˇly´ nebo nezneˇly´. Pokud je rˇecˇ zneˇla´, modelujı´ se kmita´nı´ hlasi-
vek genera´torem pulsu˚, kde perioda odpovı´da´ za´kladnı´ hlasivkove´ perioteˇ T0. V nezneˇle´
cˇa´sti rˇecˇi je mozˇne´ vytva´rˇet buzenı´ modelu hlasove´ho traktu genera´torem bı´le´ho sˇumu s
plochy´m vy´konovy´m spektrem. V rea´lny´ch prˇı´padech nenı´ buzenı´ vzˇdy jen zneˇle´ nebo
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Obra´zek 6: Diagram postupu vy´pocˇtu rea´lne´ho spektra z segmentu rˇecˇove´ho signa´lu [4]
nezneˇle´. Pro veˇtsˇı´ prˇiblı´zˇenı´ skutecˇnosti se vyuzˇı´va´ urcˇite´ho smeˇsˇova´nı´ teˇchto zdroju˚ a
nebo take´ pokud se jedna´ o zneˇle´ buzenı´ se prˇimı´cha´va´ k pulsu˚m genera´toru barevny´
sˇum s definovany´m vy´konovy´m spektrem.
5.8 Rea´lne´ kepstrum
Definice: Necht’ S(k) je diskre´tnı´ spektrum analyzovane´ho signa´lu, ktere´ mu˚zˇe by´t urcˇeno
pomocı´ DFT
S(k) = DFT {s(n)} =
N−1
n=0
s(n)e−i
2π
N
kn,
kde k oznacˇuje frekvencˇnı´ index, ktery´ naby´va´ diskre´tnı´ch hodnot 0,1,..,N . N je pocˇet uzlu˚ v
algoritmu FFT [8]. Ke kazˇde´mu takove´mu indexu na´lezˇı´ frekvence f = kN fvz . Rea´lne´ kepstrum
pote´ dostaneme jako rea´lnou cˇa´st zpeˇtne´ DFT logaritmu modulu spektra´lnı´ funkce S(k)
c(n) = Re

DFT−1[log |S(k)|] = Re 1
N
N−1
k=0
log |S(k)|ei 2πN kn

.
5.9 Vy´pocˇet rea´lne´ho spektra
Jelikozˇ je vstupnı´ signa´l cˇasoveˇ promeˇnlivy´ a chceme tuto zmeˇnu odchytnout,musı´me
analyzovat segment takove´ de´lky, kde prˇedpokla´da´me stacionaritu signa´lu. Existujı´ dveˇ
za´kladnı´ metody segmentova´nı´ rˇecˇove´ho signa´lu:
• pitch synchronnı´ segmentace - de´lka segmentu odpovı´da´ jedne´ periodeˇ zneˇle´ rˇecˇi
• pitch asynchronnı´ segmentace -de´lka segmentu je pevna´ a neza´visla´ na za´kladnı´
periodeˇ rˇecˇi, veˇtsˇinou je rovna dvoum azˇ trˇem pitch perioda´m.
Prvnı´ metoda nenı´ moc vyuzˇı´va´na, protozˇe je jak implementacı´ tak vy´pocˇetneˇ mnohem
na´rocˇneˇjsˇı´ a touto metodou se ztratı´ informace o za´kladnı´m to´nu kepstra. Prˇi urcˇova´nı´
pitch asynchronnı´ segmentace se vzˇdy dopousˇtı´me neˇjake´ chyby z du˚vodu doho, zˇe seg-
ment neodpovı´da´ prˇesne´ periodeˇ signa´lu. V nejlepsˇı´m prˇı´padeˇ by bylo nejlepsˇı´ pouzˇı´t
de´lku periody signa´lu, ale toto je nenı´ mozˇne´, protozˇe bychom porusˇovali staciona-
ritu rˇecˇove´ho signa´lu uvnitrˇ segmentu. Jako kompromis se pouzˇı´va´ kombinace de´lky
segmentu a prˇesnosti spektra. Aby byla analy´za co nejprˇesneˇjsˇı´ pouzˇı´va´ se prˇekry´va´nı´
segmentu˚ a kazˇdy´ segment se musı´ vyna´sobit va´hovacı´ posloupnosti. Prˇi analy´ze rˇecˇi se
nejcˇasteˇji vyuzˇı´va´ Hammingovo okno. Z vlastnosti FT plyne, zˇe konvoluce dvou signa´lu˚,
20
Obra´zek 7: Diskre´tnı´ spektrum samohla´sky „a“ [4]
tj. x(n) a h(n) se prˇevede na soucˇin FT
DFT {s(n)} = DFT {x(n) ∗ h(n)} = DFT {x(n)}DFT {h(n)} = X(k)H(k) = S(k).
Jestlizˇe na tento vztah aplikujeme prˇirozeny´ logaritmus, vyuzˇijeme pravidla, zˇe logarit-
mus soucˇinu je soucˇet logaritmu˚ jednotlivy´ch cˇinitelu˚
log [|S(k)|] = log [|X(k)H(k)|] = log [|X(k)|] + log [|H(k)|] .
Na tomto obra´zku vidı´me diskre´tnı´ spektrum staciona´rnı´ho u´seku samohla´sky „a“,
ktere´ je symbolizova´nomodroubarvou. Cˇervena´ krˇivkaoznacˇujepomalouzmeˇnupru˚beˇhu
spektra, kterou urcˇuje prˇenos hlasove´ho traktu. Teˇmito operacemi se prˇevedla konvoluce
v cˇasove´ oblasti na soucˇet logaritmu˚ diskre´tnı´ch modulovy´ch spekter. V tomto prˇı´padeˇ
mu˚zˇeme pouzˇı´t zpeˇtnou FT na soucˇet signa´lu˚. Jestlizˇe budeme zobrazovat jen rea´lne´
slozˇky, dostaneme rea´lne´ kepstrum
cx(n) = Re

DFT−1 [ln|X(k)|]
ch(n) = Re

DFT−1 [ln|H(k)|]
c(n) = Re

DFT−1 [ln|S(k)|] = cx(n) + ch(n).
Slozˇky kepstra cx(n) jsou tedy ty, ktere´ nebudou jako parametry hlasove´ho traktu, jsou
vytva´rˇeny rea´lny´mbudı´cı´m signa´lem x(n). Veˇtsˇinou se vsˇak zanedba´vajı´ parametry budı´-
cı´ho signa´lu. Jestlizˇe budeme vysˇetrˇovat spektrum pouze o jedne´ periodeˇ zneˇle´ho u´seku
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Obra´zek 8: Rea´lne´ kepstrum straciona´rnı´ho segmentu zneˇle´ hla´sky „a“ [4]
(prˇi pitch synchronnı´ segmentaci), ztratı´ se informace o buzenı´. V tomto prˇı´padeˇ modu-
love´ kepstrum nebude zvlneˇne´ a nebude existovat sˇpicˇka v kepstru. Jestlizˇe se vysˇetrˇuje
nezneˇla´ cˇa´st rˇecˇi, spektrum obsahuje jak pomale´ tak rychle meˇnı´cı´ se slozˇky. Pomale´
zmeˇny se povazˇujı´ za modulove´ spektrum hlasove´ho traktu, rychle´ zmeˇny v tomto prˇı´-
padeˇ nejsou periodicke´ a chovajı´ se na´hodneˇ. Proto se u neˇzneˇly´ch cˇa´stı´ rˇecˇi nevyskytuje
sˇpicˇka.
5.10 Homomorficka´ filtrace
Jestlizˇe chceme mı´t co nejhladsˇı´ modulove´ spektrum hlasove´ho traktu, mu˚zˇeme vy-
uzˇı´t neˇkolik pocˇa´tecˇnı´ch kepstra´lnı´ch koeficientu˚ ch(n), ktere´ budeme vybı´rat metodou
pravu´hle´ho okna. Tato operace se nezy´va´ homomorficka´ filtrace [8]. V te´to metodeˇ se
vyuzˇı´va´ opacˇny´ postup, nezˇ ktery´ bychom zvolili prˇi vy´pocˇtu rea´lne´ho kepstra ze za-
dane´ho modulove´ho spektra. Nynı´ musı´me upravit rea´lne´ kepstra´lnı´ koefecienty c(n)
na minima´lnı´ fa´zovou cˇa´st komplexnı´ho spektra k(n), protozˇe jsme prˇi vy´pocˇtu spocˇetli
pouze modul rea´lne´ho kepstra
k(n) = c(n), n = 0, n = N/2
k(n) = 2c(n), 1 ≤ n ≤ N/2
k(n) = 0, N/2 < n ≤ N − 1.
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Obra´zek 9: Modulove´ spektrum staciona´rnı´ho segmentu nezneˇle´ hla´sky a jeho vyhlazenı´
[4]
Obra´zek 10: Rea´lne´ kepstrum staciona´rnı´ho segmentu nezneˇle´ hla´sky „f“ [4]
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Obra´zek 11: Sche´ma vy´pocˇtu vyhlazene´ho modulove´ho spektra metodou homomorfnı´
filtrace [4]
Pro nezneˇly´ u´sek bude hodnota c(n) vy´razneˇ za´porna´, protozˇe nezneˇly´ u´sek ma´ vy´razneˇ
mensˇı´ amplitudu nezˇ zneˇly´. Vyhlazene´ spektrum zı´ska´me jako
|H(k)| = exp {DFT [kh(n)]} = exp

N−1
n=0
kh(n)e
−i 2π
N
kn

.
Abychom optima´lneˇ zvolili pocˇet kepstra´lnı´ch koeficientu˚, rˇı´dı´me se vzorkovacı´ frek-
vencı´. Bylo zjisˇteˇno, zˇe prˇi fvz = 8 kHz je optima´lnı´ zvolit N0 = 26 kepstra´lnı´ch koefici-
entu˚. Prˇi vyuzˇitı´ jine´ vzorkovacı´ frekvence s urcˇuje N0 prˇena´sobenı´m N0/fvz = 26/8.
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6 Liftering
Liftrova´nı´ znamena´ to stejne´ jako filtrova´nı´ ve quefrency dome´neˇ, kde pozˇadovana´
analy´za frekvencˇnı´ cˇa´sti je vybı´ra´na pomocı´ na´sobenı´ zadane´ho kepstra obdelnı´kovy´m
oknem na pozˇadovane´ pozici. Existujı´ dva typy liftrova´nı´ a to low-time liftering a high-
time liftering. Low-time liftering operace se prova´dı´ extrahova´nı´m voka´lnı´ho traktu
charakteristiky v quefrency dome´neˇ a high-time liftering se prova´dı´ rozsˇı´rˇenı´ budı´cı´
charakteristiky analy´zy hlasove´ho ra´mce.
6.1 Low-time liftering
Low-time liftering se pouzˇı´va´ pro odhad pomalu meˇnı´cı´ se hodnot na hlasove´ cha-
rakteristicke´ oblati ktere´ jsou vypocˇteny kepstrem dane´ rˇecˇove´ posloupnosti. Low-time
liftering okno se pouzˇı´va´ pro extrakci charakteristiky hlasove´ho u´strojı´ a mu˚zˇe by´t repre-
zentova´na na´sledovneˇ
we[n] = 1, 0 ≤ n ≤ Lc
we[n] = 0, Lc ≤ n ≤ N
2
,
kdeLc je cˇa´st odstraneˇne´ de´lky liftrovane´ho okna aN/2 je polovina celkove´ de´lky kepstra.
Obvykle se hodnota Lc nastavuje na 15 nebo 20. Voka´lnı´ trakt charakteristiky lze zı´skat
vyna´sobenı´m kepstra c(n) s low-time liftering oknem jak je uka´za´no na rovnici nı´zˇe
ce(n) = we[n] · c(n).
Aplikacı´ DFT a low-time lifteringu vezememe jako logaritmus velikosti spektra, ktere´ je
hlasovy´m traktem kra´tke´ho za´znamu hlasu
log [|H(w)|] = DFT [ce(n)].
Du˚lezˇity´mi parametry voka´lnı´ho traktu myslı´me formant umı´steˇnı´ a sˇı´rˇku pa´sma, kterou
mu˚zˇeme spocˇı´tat z hlasove´ho spektra. Formantovane´ mı´sta lze odhadnout pomocı´ vy-
bı´ra´nı´ vrcholu˚ z hladke´ho voka´lnı´ho traktu spektra. Blokovy´ diagram nı´zˇe ukazuje, jak
postupneˇ se vyuzˇı´va´ low-time liftrova´nı´.
6.2 High-time liftering pro odhad intervalu
Jako kepstrum, ktere´ je vypocˇı´ta´va´no z analy´zy posloupnosti zvukove´ho za´znamu a je
symetricke´, je polovina de´lky kepstra povazˇova´na za liftering. Pokud rozsˇı´rˇı´me charakte-
ristiku zı´ska´me prostrˇednictvı´m high-time lifteringu operaci, ktera´ vyuzˇı´va´ tuto metodu
okna
wh[n] = 1, Lc ≤ n ≤ N
2
wh[n] = 0, jinak,
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Obra´zek 12: Diagram [10]
Obra´zek 13: Vy´pocˇet low time lifteringu [10]
Obra´zek 14: Lokalizace formantu˚ zı´skany´ch z vrcholu˚ voka´lnı´ho traktu spektra [10]
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Obra´zek 15: Blokovy´ diagram procesu vy´pocˇtu [10]
Obra´zek 16: Kepstrum hlasove´ho segmentu a lifterovane´ okno (v cˇervene´ barveˇ) a cˇa´st
voka´lnı´ho traktu kepstra zı´skane´ high-time liftering metodou oken [10]
kde Lc reprezentuje orˇezanou de´lku lifterovane´ho okna a N/2 je polovina de´lky kepstra.
Obvykle Lc se nastavuje na hodnotu 15 nebo 20. Rozsˇı´rˇenı´ charakteristiky je zı´ska´va´no
na´sobenı´m high-time lifteringu okna a kepstra
ch = wh · c(n).
Diagram na obra´zku nı´zˇe ukazuje proces jak zı´ska´me odhad intervalu pomocı´ hig-
time lifteringu. V intervalu lze odhadnout okamzˇik, ktery´ odpovı´da´ nejvysˇsˇı´mu vrcholu
v high-time liftrovane´m kepstru. Interval liftrovane´ho kepstra vyna´sobeny´ vzorkovacı´
frekvencı´ vracı´ frekvencˇnı´ roztecˇ analy´zy rˇecˇi.
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7 Numericke´ experimenty
7.1 Porovna´nı´ rychlosti algoritmu˚ FFT
Na vstupu jsme zadali vektor na´hodny´ch cˇı´slech v intervalu (0,1) o velikosti 2048
prvku˚. Pote´ jsme vzali ru˚zne´ algoritmy a ve smycˇce o 1000 opakova´nı´ jsme pocˇı´tali dobu,
jakou trva´ provedenı´ jednoho algoritmu. Z teˇchto vy´sledku˚ jsme pote´ vypocˇı´tali pru˚meˇr-
nou dobu trva´nı´. Nynı´ vyzkousˇı´me jak se lisˇı´ rychlosti algoritmu˚. Pote´ jsme provedli
stejne´ meˇrˇenı´ na vektoru o velikosti 10240.
pocˇet prvku˚ Matlabovska´ FFT [s] doprˇedna´ FFT [s] Daniel-Lanczos [s] DFT [s]
2048 0.000010 0.001160 0.000591 470.358533
10240 0.000210 1261.302 0.009189 -
Lze videˇt, zˇe bezkonkurencˇneˇ nejrychlejsˇı´ implementace je ta Matlabovska´. Take´ jde
videˇt, zˇe je o dost vhodneˇjsˇı´ pro vy´pocˇet vlastnı´ho FFTpouzˇı´t Daniel-Lancozsovumetodu,
ktera´ je o 0, 01s pro vektor velikosti 2048 rychlejsˇı´ nezˇ pu˚vodnı´ vy´pocˇet pomocı´ doprˇedne´
FFT. Nejme´neˇ nevhodne´ je pouzˇı´vat DFT metodu, ktera´ je nesktutecˇneˇ pomala´ a pro
veˇtsˇı´ vstupnı´ data ji pocˇı´tacˇ nevypocˇı´ta´. Pro veˇtsˇı´ vektory je vhodne´ vyuzˇı´vat pouze
Matlabovskou metodu nebo metodu Daniel-Lanczos.
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7.2 Spektra´lnı´ analy´za cˇeske´ abecedy
Nynı´ provedeme spektra´lnı´ analy´zu na cˇeske´ abecedeˇ.
pı´smeno vlneˇnı´ Fourierovo amplitudove´ spektrum
a
b
c
d
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pı´smeno vlneˇnı´ Fourierovo amplitudove´ spektrum
e
f
g
h
30
pı´smeno vlneˇnı´ Fourierovo amplitudove´ spektrum
ch
i
j
k
31
pı´smeno vlneˇnı´ Fourierovo amplitudove´ spektrum
l
m
n
o
p
32
pı´smeno vlneˇnı´ Fourierovo amplitudove´ spektrum
q
r
t
u
33
pı´smeno vlneˇnı´ Fourierovo amplitudove´ spektrum
v
z
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7.3 Rea´lna´ kepstra
7.3.1 Zneˇle´ hla´sky
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7.3.2 Nezneˇle´ hla´sky
7.4 Analy´za pı´smene „a“
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Obra´zek 17: Signa´l zvukove´ho za´znamu z = y(t)
Obra´zek 18: Fourierovo amplitudove´ spektrum z = |FFT (y(t))|
Obra´zek 19: Power spektrum z = |FFT (y(t))|2
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Obra´zek 20: Diskre´tnı´ spektrum z = log |FFT (y(t))|2
Obra´zek 21: Amplitudove´ spektrum diskre´tnı´ho spektra z =
FFT (log |FFT (y(t))|2)
Obra´zek 22: Power kepstrum z =
FFT (log |FFT (y(t))|2)2
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7.5 Analy´za slova „abeceda“
Obra´zek 23: Signa´l zvukove´ho za´znamu z = y(t)
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Obra´zek 24: Fourierovo amplitudove´ spektrum z = |FFT (y(t))|
Obra´zek 25: Power spektrum z = |FFT (y(t))|2
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Obra´zek 26: Diskre´tnı´ spektrum z = log |FFT (y(t))|2
Obra´zek 27: Amplitudove´ spektrum diskre´tnı´ho spektra z =
FFT (log |FFT (y(t))|2)
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Obra´zek 28: Power kepstrum z =
FFT (log |FFT (y(t))|2)2
7.6 Analy´za slova „la´ska“
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Obra´zek 29: Signa´l zvukove´ho za´znamu z = y(t)
Obra´zek 30: Fourierovo amplitudove´ spektrum z = |FFT (y(t))|
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Obra´zek 31: Power spektrum z = |FFT (y(t))|2
Obra´zek 32: Diskre´tnı´ spektrum z = log |FFT (y(t))|2
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Obra´zek 33: Amplitudove´ spektrum diskre´tnı´ho spektra z =
FFT (log |FFT (y(t))|2)
Obra´zek 34: Power kepstrum z =
FFT (log |FFT (y(t))|2)2
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7.7 Aplikace Power kepstra
Obra´zek 35: Signa´l z = sin(13t) + 0.8sin(23t) + 0.6sin(33t) + 0.4sin(53t) + 0.2sin(73t)
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Obra´zek 36: Fourierovo amplitudove´ spektrum z = |FFT (y(t))|
Obra´zek 37: Power spektrum z = |FFT (y(t))|2
48
Obra´zek 38: Diskre´tnı´ spektrum z = log |FFT (y(t))|2
Obra´zek 39: Amplitudove´ spektrum diskre´tnı´ho spektra z =
FFT (log |FFT (y(t))|2)
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Obra´zek 40: Power kepstrum z =
FFT (log |FFT (y(t))|2)2
50
8 Za´veˇr
Zjistili jsme, zˇe technik pro rozpozna´va´nı´ lidske´ rˇecˇi je hned neˇkolik. Porovnali jsme
rychlosti ru˚zny´ch implementacı´ FT algoritmu˚. Pomocı´ kepstra´lnı´ analy´zy jsme zjistili,
jak vypadajı´ ru˚zna´ kepstra ru˚zny´ch souhla´sek, samohla´sek a slov. Technika rozpona´va´nı´
slov je vsˇak natolik slozˇita´, zˇe v budoucı´m vy´voji bude trˇeba vyuzˇı´t vı´ce sofistikovany´ch
metod, ktere´ budou zarucˇovat vysˇsˇı´ pravdeˇpodobnost u´speˇchu. Mu˚zˇeme rˇı´ci, zˇe v te´to
pra´ci jsme detailneˇji rozebrali ru˚zne´ techniky rozpozna´va´nı´, ru˚zne´ algoritmy samotne´ho
vy´pocˇtu i liftrova´nı´. Tato problematika je velmi zajimava´ a chteˇli bychom se jı´ veˇnovat i
v navazujı´cı´ diplomove´ pra´ci.
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