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1. INTRODUCTION
Ehrenpreis suggested [11] that one could understand the Fabry gap
theorem for functions of one complex variable from the view point of
convolution operators. This idea was first carried through by Kawai [18],
incorporating techniques from hyperfunction theory. This result has been
extended further by Kawai [19] and Berenstein and Struppa [4, 5] in
several respects, but delicate issues inherent to higher dimensional
problems remain to be solved. In this article we show how interpolation
problems solved in Berenstein and Taylor [9, 10] can be effectively applied
to prove a Fabry-type gap theorem in Rn (n2). These results have been
announced in [2].
The method we use here is inspired by the study of R-holonomic
complexes [30]. In fact, the infinite order operators which we will use in
Section 4 for our main results were first constructed by Kashiwara and
Kawai [15] in the one-dimensional case as a realization of some abstract
properties of R-holonomic complexes.
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Before we state our main results about gap theorems, we point out some
of the features of this paper which may be of general interest. To begin
with, one should note that the ‘‘classical’’ approach to gap theorems (that
is, the one followed in [4, 5, 18, 19]) relies upon the invertibility of a single
infinite order operator; on the other hand, the approach which we propose
in this paper is based on a ‘‘new’’ theory of interpolation for discrete
varieties of infraexponential type. Such a theory, which was implicit in [4],
is now fully developed in Section 2, for the case of discrete varieties
which are, at least locally, complete intersections. This theory is useful in
Section 3 because it allows us to generalize the interpolation results to the
case of matrices defining discrete varieties. A result of this type had been
done by one of the authors in [31]; however, some extra technical conditions
were required, which made it impossible to apply those results to our case.
Finally in Section 4, we apply all these new developments to prove our
main results concerning the Riemann theta zero-value function. Specifically,
we show that the holomorphic function
(t)= :
+ # Zn
exp(?i(t+ } +)),
for t an m_m complex symmetric matrix with Im t>>0 (positive definite),
is related to its translate
(t+a)
by a differential relation
(t+a)=G \a, tjk+ (t) (1 jkm)
with G(a; t) an infinite-order differential operator.
2. LOCALLY SLOWLY DECREASING IDEALS
Let us fix the notations we will use throughout this paper. We consider
p= p(z) to be a plurisubharmonic function defined on Cn such that the
following conditions are satisfied [13]:
(i) p(z)0, log(1+|z| )=O( p(z)),
(ii) there exist positive constants K1 , K2 , K3 , K4 such that
if |z1&z2 |exp(&K1p(z1)&K2), then p(z2)K3p(z1)+K4 .
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Throughout this paper, for the sake of simplicity, we will replace (ii) with
the following stronger condition:
(ii$) there exist positive constants D1 , D2 such that if |z1&z2 |1,
then
p(z1)D1 p(z2)+D2 .
Example 2.1. The class of functions satisfying these conditions is quite
large and it includes some important examples such as p(z)=log(1+|z| )+
|Im z|, p(z)=|z|, etc. For more examples and a discussion of the meaning
of conditions (i), (ii), (ii$), the reader is referred to [10].
When these two technical conditions (i), (ii$) are satisfied, we will say
that p(z) is a weight on Cn, and we consider the space of entire functions
with growth conditions Ap=Ap(Cn) given by
Ap=[ f # H(Cn) : | f (z)|A exp(Bp(z)) for some A, B>0.]
The ideal theory for Ap is intrinsically related to the study of systems of
convolution equations. The first paper in which ideals in Ap are discussed
in a systematic way with the purpose of proving a generalization of
Ehrenpreis’ Fundamental Principle for systems of convolution equations is
[10]. This relation and its technical background is extensively documented
in the survey article [8].
The technical details of the proofs in [10] are fairly complicated but
everything relies on the notion of slowly decreasing ideals. In particular, a
key role is played by the condition that the ideals be complete intersection,
i.e., if I is the ideal generated by f1 , ..., fm in Ap , then the associated variety
V( f9 )=VI=[z # Cn : f1(z)= } } } = fm(z)=0]
must have codimension n&m. This hypothesis is fairly strong and it
implies that discrete varieties can only appear when the ideal has exactly n
generators f1 , ..., fn . It turns out that concrete examples of slowly decreasing
ideals are abundant but, still, the above restriction is not always satisfied
in some interesting examples, for instance when the fj are the minors of a
matrix with holomorphic entries. For this reason, we will show in this section
that (at least for the case of discrete varieties) one may do without this
stringent condition, as long as some local version of slow decrease is
assumed.
Let us therefore consider m functions f1 , ..., fm in Ap(Cn) with mn. For
any multiindex J=( j1 , ..., jk) of length km, j1< } } } < jk , for any =,
C>0, one can define the set
S( f9 ; J, =, C) :=[z # Cn : | fj1(z)|+ } } } +| fjk(z)|<= exp(&Cp(z))].
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This set can be thought of as the set of points of Cn where the functions
fj 1 , ..., fjk are simultaneously small. When J=(1, ..., m) we will just write
J=m .
Definition 2.1. The vector f9 =( f1 , ..., fm) of functions in Ap is said to
be locally slowly decreasing (l.s.d.) if
(a) There exist $, A>0 such that all connected components of
S( f9 ; m , $, A) are relatively compact.
(b) There are =, C, C1 , C2>0 such that V can be covered by the
disjoint union of some relatively compact connected components Ui of sets
of the form
S( f9 ; J, =, C), |J |=n,
and these components Ui are chosen such that if z, ‘ belong to the same Ui ,
then
p(z)C1p(‘)+C2 . (1)
These components are really the only ones we will care about, and we will
call them relevant components. By abuse of language we will say that the
ideal I generated by f1 , ..., fm is l.s.d.
Remark 2.1. Note that condition (a) always implies that V( f9 ) is discrete.
When m=n, this definition reduces to the usual slowly decreasing condition
[10]. If m<n then the l.s.d. condition implies that V is empty and that in
fact the closure of the algebraic ideal generated by f is all of Ap . For our
applications, this latter case is not going to be interesting. Therefore, from
now on, we will assume mn.
Remark 2.2. Condition (a) also implies that the ideal I generated by
f1 , ..., fm is localizable (see [10]). In fact, one could as well have replaced
(a) by the slightly weaker pair of conditions:
(a$) V is discrete (or empty),
(a") I is localizable.
Remark 2.3. Note that if f9 is locally slowly decreasing, and, for some
i, z0 # Ui , the boundary of Ui , then there exists a multiindex J=( j1 , ..., jn)
such that
| fj1(z0)|+ } } } +| fjn(z0)|== exp(&Cp(z0)).
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Remark 2.4. Given f9 locally slowly decreasing, and =, C as in
Definition 2.1, we denote by
S( f9 ; =, C)
the union of the relevant components Ui which appear in Definition 2.1.
It is clear that the set S( f9 ; =, C ) really depends on the choice of the
components Ui . The properties of this set that we will use are, however,
independent of such choice.
There are many ways of obtaining l.s.d. m-tuples. The ones we will
consider in Section 4 take into account p(z)=o( |z| ) and are particularly
simple and constructed according to the following scheme. Let rn and let
f1 , ..., fr be functions of a single variable. Then the functions
f1(z1), ..., fr(zr)define in the space Cr a discrete variety. We now add func-
tions fj ( j=r+1, ..., n), which are distinguished polynomials in zj and
whose coefficients are functions in z1 , ..., zj&1. These functions f1 , ..., fn
define already a discrete variety in Cn; one finally adds functions
fn+1 , ..., fm and imposes conditions on the whole family so that ( f1 , ..., fm)
is l.s.d.
Let us follow this procedure in a concrete case. Consider ‘=(z, x) with
‘ # Cn, z # Cr, x # Ct, t=n&r, and define the following polynomials:
P1(‘)=a1(z) xd11 +: a1j (z) x
j, where j=( j1 , ..., jt), j1<d1 ;
P2(‘)=a2(z) xd22 +: a2j (z) x
j, where j=(0, j2 , ..., jt), j2<d2 ;
} } }
Pt(‘)=at(z) xd tt + :
dt&1
j=0
atj (z) x jt .
Let us assume that f1 , ..., fr are functions in Ap(C), p(z)=|z|, with simple
zeros, and that each of them defines an interpolating variety V( fj). The
product variety V( f1)_ } } } _V( fr) is given by a sequence [bl]l in Cr. We
make the assumption that for any j, 1 jt, and for any l we have
aj (bl){0.
The variety V=V( f1 , ..., fr , P1 , ..., Pt) given by
V=[‘=(z, x) # Cn : f1(z1)= } } } = fr(zr)=P1(‘)= } } } =Pt(‘)=0]
is then a discrete variety, which we can denote as V=[‘k=(zk , xk)].
In order to show that the ideal I generated by f1 , ..., fr , P1 , ..., Pt is l.s.d.
(in this case really s.d., since r+t=n) we impose the extra condition that
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there are constants =1 , C1>0 such that for any s, 1st, and for any
zk # V( f1 , ..., fr),
|as(zk)|+:
j
|asj (zk)|=1 exp(&C1 |zk | ). (2)
Due to the interpolation conditions on the fj (and the fact that the zeros
are simple) we have that if fj (!)=0 then | f $j (!)|$ exp(&A |!| ) for some
$>0, A>0 [9]. It follows that given =>0, B>0 there are $1>0, A1>0
such that if
| fj (’)|<$1 exp(&A1 |’| )
there must be a point ! # V( fj) which is close to ’, in the following sense:
|!&’|<= exp(&B |’| ).
Furthermore, for 0<=<<1, B>>1, there is exactly one such zero !.
(This statement will remain true if the zeros were of bounded multiplicity.)
It follows that there exist $2>0, A2>0 such that if |z&zk |
$2 exp(&A2 |zk | ) then the estimate (2) can be replaced by
|as(z)|+:
j
|asj (z)|
=1
2
exp(&2C1 |z| ) (2$)
for s=1, ..., t.
Let us now verify that (2) implies that the ideal I is slowly decreasing.
Let 0<=<<1, C>>1, and let ‘=(z, x) # Cn be such that
| f1(z1)|+ } } } +| fr(zr)|+|P1(‘)|+ } } } +|Pt(‘)|<= exp(&C |‘| ). (3)
This implies that z1 , ..., zr are respectively close to zeros of f1 , ..., fr
and therefore (2$) holds. Let us recall now the Lojasiewicz inequality for
polynomials of one variable. Let Q be a polynomial in the single variable
! of degree m, Q(!)=mj=0 qj!
j, &Q&=mj=0 |qj |, Z=[! # C: Q(!)=0],
and
d(!)=min[1, dist(!, Z)].
Then, it is easy to see that there is a constant }=}(m)>0 such that
([1, p. 208])
|Q(!)|} &Q& d(!)m. (4)
Applying this last inequality to Q(!)=Pt(z, !), we have by (3)
=e&C |‘| } &Q& d(!)m
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for m=dt . Note that &Q& is precisely the left-hand side of (2$). So we have
=e&C|‘| }
=1
2
e&2C 1 |z| d(!)m.
In other words, for convenient =$>0, C$>>1,
d(!)=$e&C$|‘|. (5)
Hence, both z and the last component of ‘, xt , must be very close to the
last component of some points ‘k # V. We can clearly repeat this argument
for the Pt&1 , ..., up to P1 , and obtain that the point ‘ is very close to a
single point ‘k # V. This shows that the ideal is slowly decreasing.
A similar argument will work for the space of entire functions of
infraexponential type. The conditions on the fj and the bounds (2) must be
modified accordingly. We leave this verification to the reader.
Following the scheme from [10], we will now show, step by step, that
if f9 is locally slowly decreasing, then one can prove both division and
extension theorems with bounds, with respect to the variety V=V( f9 ) of
common zeros. This, in turn, will lead us to the proof of a more general
Fundamental Principle (in so doing, we take the opportunity to correct a
few misprints in [2]). Let us begin by showing how interpolation can be
proved for a variety V defined by a l.s.d. vector f9 . For this purpose, we need
to recall the Jacobi interpolation formula as described in [10]. This
formula is always reduced to the case of discrete varieties which are locally
complete intersections. In particular, see [10] for details, if h1 , ..., hn are
holomorphic functions in Cn such that the variety of their common zeros
is discrete, and if U is a relatively compact connected component of a set
of the form
[z # Cn : |h1(z)|+ } } } +|hn(z)|<=],
then one can choose functions Qij analytic on U_U (and satisfying, when
necessary, suitable bounds [10]) such that
hi (‘)&hi (z)= :
n
j=1
Qij (‘, z)(‘j&zj), 1in.
If now H(‘, z) denotes the determinant of the matrix [Qij (‘, z)], one can
define the Jacobi interpolation formula in U to be
I*(z)=\ 12?i+
n
|
1
*(‘) H(‘, z) d‘1 7 } } } 7 d‘n
>nj=1 hj (‘)
,
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where 1 is the distinguished boundary of U. When * # H(U) then I*&*
belongs to the ideal I generated by h1 , ..., hn . If * # I then I*=0. In this
sense I* interpolates the values of * in V(h9 ).
One can then prove [10]:
Theorem 2.1. Let * # H(U) and let I* denote its Jacobi interpolation
formula with respect to the variety V(h9 ). Then |I*(z)|2ALM=, where
A, L, M are positive constants such that
|*|M on U
|H(‘, z)|A on U _U
|
1
|d‘1 7 } } } 7 d‘n |L,
where the notations are the same as those above.
Moreover if, for some l=1, ..., n, it is true that
*(z)= f1(z) h1(z)+ } } } + fl (z) hl (z), z # U ,
for some analytic functions f1 , ..., fl on U , then it is also true that
*(z)=:1(z) h1(z)+ } } } +:l (z) hl (z), z # U,
with :i analytic on U, and satisfying
|:i (z)|
CAML
=1+n
where C is a constant depending only on n.
It follows from here [10] that:
Theorem 2.2. Let * # Ap(Cn) and let I*=IU * be its Jacobi interpolation
formula with respect to the variety V(h9 ) and the relevant component U of
S(h9 ; =, C). Then there are constants A, B>0 only depending on * and h9 , but
not on U, such that
|I*(z)|A exp(Bp(z)) on U.
Moreover, if * belongs to the ideal generated by h1 , ..., hn in H(Cn), then
there exists :1 , ..., :n # H(U), such that
*(z)=:1(z) h1(z)+ } } } +:n(z) hn(z) for all z # U
and |:i (z)|A exp(Bp(z)) on U.
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We can now apply these theorems to our more general situation. We
obtain
Theorem 2.3. Let * # Ap(Cn). Let f9 =( f1 , ..., fm) be a l.s.d. vector in Amp .
Then for some =, C>0 one can construct an interpolating function I*,
analytic on S( f9 ; =, C ) and such that, for some positive constants A, B,
|I*(z)|A exp(Bp(z)) on S( f9 ; =, C).
Moreover, if * belongs to the ideal generated by f9 in H(Cn), then there exist
functions :1 , ..., :m holomorphic in S( f9 ; =, C) such that
*(z)=:1(z) f1(z)+ } } } +:m(z) fm(z)
and
|:i (z)|A exp(Bp(z)) on S( f9 ; =, C).
Proof. This is a more or less immediate consequence of Definition 2.1
and of Theorem 2.2. Indeed, on each component of S( f9 ; =, C), we can
apply Theorem 2.2. We therefore obtain a collection [Ii*]i , which depends
on the choice of the multiindices Ji . One has, of course, that
|Ii *(z)|Ai exp(Bi p(z)), z # Ui ,
where the constants Ai , Bi depend on Ji . Since, however, only a finite number
of choices for Ji are possible, the statement follows by taking A=max(Ai),
B=max(Bi). Similarly, the difference *&I* belongs to the ideal generated
by fj 1 , ..., fjn in each Ui , with Ji=( j1 , ..., jn), and the coefficients satisfy on
Ui , the Ap -bounds, namely
*&I*= :
n
k=1
: (i)k fj k
on each Ui , with |: (i)k (z)|A$i exp(B$ip(z)). Because of the way S( f9 ; =, C) is
constructed, one can actually write
*(z)&I*(z)= :
m
j=1
;j (z) fj (z)
where, if z # Ui ,
;s(z)={0: (i )k (z)
if s  Ji
if s=jk , Ji=( j1 , ..., jn).
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This shows, of course, that all necessary bounds are satisfied, once we
recall that I*=0 if * belongs to the ideal generated by f1 , ..., fm . K
Theorem 2.3 is a semi-local interpolation theorem. To fully exploit this
kind of result, and to obtain a global interpolation, we need some form of
semi-local to global extension theorem.
Theorem 2.4. Let f9 =( f1 , ..., fm) be a l.s.d. vector of functions in Ap . Let
=, C>0 as in Definition 2.1. There exist =1<=, C1>C such that if we assume
that * is a holomorphic function of S( f9 ; =, C) with the property that
|*(z)|A exp(Bp(z)), for z # S( f9 ; =, C),
then there exist * # Ap(Cn) and :1 , ..., :m analytic on S( f9 ; =, C1) so that, for
any z # S( f9 ; =, C),
* (z)&*(z)=:1(z) f1(z)+ } } } +:m(z) fm(z)
and, for some A1 , B1>0, which do not depend on *, we have
|:i (z)|A1 exp(B1p(z)).
Proof. To begin with, we note that for any j=1, ..., m and i=1, ..., n,
fj
zi
# Ap(Cn).
Let us now choose =1<= e&CD2 and C1>CD1 , where D1 , D2>1 are the
constants in condition (ii$) of the definition of a weight function. It follows
that S( f9 ; =, C1)/S( f9 ; =, C). Given the ambiguity of the notation S( f9 ; =, C)
we should point out that, in the choice of the multiindices J1 , ..., Jt needed
to construct S1=S( f9 ; =1 , C1), we just take the same multiindices which
had been used to construct S=S( f9 ; =, C), so that, in our procedure, we are
just ‘‘shrinking’’ each component and not changing the way they are
defined. We can therefore estimate the distance between S1 and the comple-
ment Sc=Cn"S of S. Let us therefore take z1 # S1 and z2 # S, with
|z1&z2 |1, and assume z1 , z2 are taken in regions arising from the same
multiindex. Since, as we pointed out, the algebra Ap is closed under
differentiation, and by the definition of S and S1 , then, for some i=1, ..., m
and some positive constants A$, B$, one has
| fi (z1)& fi (z2)||z1&z2 | } A$ exp(B$p(z1)).
We now need to estimate the quantity | fi (z1)&fi (z2)| from below; for that
purpose we remark that
| fi (z2)& fi (z1)|=1 exp(&Cp(z2))&= exp(&C1p(z1))=2 exp(&C2p(z1)),
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for some convenient =2 , C2>0. We can therefore conclude that the distance
from z1 # S1 to z2 # S can be estimated by
d(z1 , z2)exp(&A"p(z1)&B"),
for some new, but explicitly computable, positive constants A", B". By
Whitney’s construction [13, 22] this immediately implies the existence of
a C function /, 0/1, with /=1 on S1 , /=0 on a neighborhood of
S, and |(/z j)(z)|A$$$ exp(B$$$p(z)) on Cn, for some A$$$, B$$$>0. One
now has that / } * is a C function on Cn, and that |=*  / is a C(0, 1)-
form which is obviously  -closed and which identically vanishes on a semi-
local neighborhood of V=V( f9 ). By our construction, for each integer k,
there exists B>0 such that
|
C n
||(z)|2 exp(&Bp(z))
(mi=1 | fi (z)|
2)k
dm<+.
If now k is taken large enough, we can apply the Koszul complex
arguments indicated in [10] or in [22] to obtain the existence of (0, 1)-
forms |1 , ..., |m such that |=|1 f1+ } } } +|m fm ,  |i=0 for i=1, ..., m,
and
|
C n
||i (z)| 2 exp(&Bp(z))
(mi=1 | fi (z)|
2)t
dm<+.
for some positive constant B and t=k&2n&1. Ho rmander’s L2-estimates
now show the existence of functions ui in L2loc , such that  ui=|i ,
i=1, ..., m, and
|
C n
|ui (z)| 2 exp(&Bp(z))
(1+|z| 2)2 (mi=1 | fi (z)|
2)t
dm<+.
We can now conclude the proof by defining
* =/ } *&u1 f1& } } } &um fm .
In fact, * # Ap(Cn), g=* &* is analytic on S1 , and there it satisfies:
|
S 1
| g(z)|2 exp(&Bp(z))
(1+|z| 2)2 (mi=1 | fi (z)|
2) t
dm<+.
for some new constant B>0. If we now have taken k2(2n+1), this
implies t2n+1, and therefore, again by the Koszul complex [10],
g=:1 f1+ } } } +:m fm ,
290 BERENSTEIN, KAWAI, AND STRUPPA
File: 607J 157612 . By:BV . Date:04:09:96 . Time:10:14 LOP8M. V8.0. Page 01:01
Codes: 3205 Signs: 2032 . Length: 45 pic 0 pts, 190 mm
with :i analytic functions on some S2 /S1 and satisfying the required
bounds. K
Remark 2.5. We observe that in the proof we never use the components
of a set of the form S( f9 ; m , =2 , C2) where there are no zeroes of the variety.
This is convenient since we are not making any assumption on how much
the weight p(z) is changing in those components.
Theorems 2.4 and 2.3 show that any discrete variety V=V( f9 ), defined
by a l.s.d. vector f9 , allows interpolation with bounds. Let us recall what we
mean by that:
Consider the ideal I generated in Ap(Cn) by the functions f1 , ..., fm ,
mn, and let I be the ideal they generate in H(Cn). Later on we will also
need what is usually called the local ideal Iloc associated with V, Iloc=
Ap(Cn) & I , which can be also described as
Iloc=[ f # Ap(Cn): for each z # Cn there exists a neighborhood U of z and
g1 , ..., gm # H(U) so that f =g1 f1+ } } } +gm fm in U].
The following result, which we need for the representation theorem, is
crucial in this direction.
Theorem 2.5. If a vector f9 =( f1 , ..., fm) with mn functions in Ap(Cn)
is l.s.d., then a function * # Ap(Cn) belongs to the closure I of I if and only
if * belongs locally to I, i.e., I =I loc .
Proof. This is a consequence of condition (a) in Definition 2.1 and the
proof can be found in [10]. K
Definition 2.2. Let V=V( f9 ) be discrete, and let * # H(V) :=H(Cn)I .
We say that * # Ap(V) if and only if there are positive constants A, B such
that for all z0 # V there exists * (z)=: # Nn a:(z&z0):, analytic in a
neighborhood of z0 such that:
(i)  |a: |A exp(Bp(z0)),
(ii) *&* # Iz0 , the ideal generated by I in the ring of germs of
holomorphic functions at z0 .
The series representing * can always be taken to have a finite number of
terms, equal to the multiplicity of z0 . When V is discrete, it is natural to
consider V as a multiplicity variety, i.e., a collection of triples (zk , mk , ?k),
with zk # Cn, mk positive integers, and ?k : Ozk Izk w
& Cmk, and then the
space H(V ) can be characterized as the space of sequences of vectors
+=[+k], where +k # Cmk. Then the map
\( f )=[\( f )k]
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with \( f )k a certain finite collection of Taylor coefficients. For n=1, it is
easy to show that
\( f )k=\f
(:)(zk)
:! +, :=0, ..., mk&1.
It is easy to see that the natural restriction map
\: Ap(Cn)  H(V )
maps Ap(Cn) into Ap(V). We can give Ap(V) a natural topology that makes
the restriction maps continuous. This topology (and some equivalent ones)
is given in [10] and in [31]. Generally speaking, the interpolation
problem consists in determining the image of \, or, for example, in determining
conditions under which \(Ap(Cn))=Ap(V). In this case we say that V is an
interpolating variety. Note that sometimes one refers to a ‘‘point in a multi-
plicity variety V ’’ to denote the first coordinate zk of the triple (zk , mk , ?k).
Sometimes, to reinforce this statement one may say a point zk in V
‘‘ignoring multiplicities’’ as in Theorem 3.2 below or even counting multi-
plicities as in [2].
In general, varieties are not interpolating and our Theorem 2.6 will give
sufficient conditions for it to be true. The problem is that the conditions
defining Ap(V ) are just too local, and to determine the image of Ap(Cn)
under the restriction map \ it is necessary to introduce a space which is
nothing but ‘‘Ap(V) with groupings.’’ For f9 l.s.d. choose values =, C such
that S( f9 ; =, C) satisfies the conditions of Definition 2.1. Given * # H(V), we
say that * # Ap(S( f9 ; =, C)) if there are constants A, B>0 such that
|I*(z)|A exp(Bp(z)), z # S( f9 ; =, C).
Let us note that, by definition, I* is well defined, despite the fact that
* # H(V ) is an equivalence class; this is so because I* vanishes when the
function * is in the local ideal generated by f9 in S( f9 ; =1 , C1). It is also
obvious that if =1<= and C1>C, then
S( f9 ; =1 , C1)S( f9 ; =, C )
and therefore
Ap(S( f9 ; =1 , C1))$Ap(S( f9 ; =, C )).
(More precisely, we consider the restriction of the right-hand side to
S( f9 ; =1 , C )). We can finally define the space Ap(V ) with groupings as
Ap, g(V ) :=.
=, C
Ap(S( f9 ; =, C )),
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where we are really considering an inductive limit of spaces. Then one can
prove the following fundamental interpolation result:
Theorem 2.6. Let f9 be l.s.d. Then \(Ap(Cn))=Ap, g(V ). Moreover,
Ap, g(V)$Ap(Cn)I . In particular, Ap, g(V)Ap(V ).
Proof. The isomorphism can be proved with exactly the same argument
as in [10]. The second observation follows from the isomorphism ofI with Iloc .
Now we can go back to interpolation varieties, and one easily proves,
using the semi-local to global interpolation theorem, the following:
Theorem 2.7. Let f9 be l.s.d., and suppose that there exist constants =,
C>0 such that each relevant component Ui contains exactly one point of V.
Then \(Ap(Cn))=Ap(V ), i.e., V is an interpolating variety.
3. A FUNDAMENTAL PRINCIPLE FOR MATRIX SYSTEMS
As is well known from [8, 10, 31], the theory of interpolation which we
have so far developed yields a Fundamental Principle for systems of
convolution equations in suitable spaces. Since this theory is fairly well
known, let us just state one such representation theorem for the case in
which p(z)=|z|. Other cases can be dealt with in a completely similar way
[10, 31].
Consider the space H(Cn) of entire functions, and analytic functionals
+1 , ..., +m # H$(Cn), mn; suppose that the vector +^ =(+^1 , ..., +^m) of their
FourierBorel transforms is l.s.d. in Ap , p(z)=|z| , and let V=V(+^ ) be the
discrete variety of their common zeros.
Theorem 3.1. Every function f # H(Cn) which satisfies the system
+1 V f = } } } =+m V f =0
can be written in the form
f (z)= :

k=1 \ :j # Jk cj (z) exp(i:j } z)+ ,
where the :j run over all the zeros in V, cj are polynomials, every Jk is finite,
and w } z is the usual bilinear product in Cn.
Proof. This is an immediate consequence of the interpolation with
groupings (Theorem 2.6). For the details we refer the reader to [10]. K
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In this paper, our main interest lies in infinite-order linear differential
operators with constant coefficients, and therefore, instead of the space
H $(Cn) of entire functions of exponential type, we need to work in the
space Exp0(C
n) of entire functions of infraexponential type. For f # Exp0(Cn)
we denote by f (D) the corresponding infinite-order differential operator,
formally obtained by replacing zj with Dj=i (zj). These operators act as
sheaf homomorphisms on the sheaf O, and a fortiori in the space of entire
functions H(Cn) as well as on the sheaves B of hyperfunctions and C of
microfunctions. We know that there is no plurisubharmonic function p
such that
Exp0(C
n)=Ap(Cn).
On the other hand, it is apparent that Exp0(C
n) has a natural projective
limit structure. Such a structure is not really well suited for the kind of
analysis which we have developed in the previous section. In [22], two of
us employed a result of Kaneko [14] to deal with this difficulty, but we
now prove the very useful and elementary lemma of Berenstein and Gay,
see [33, pp. 3136] (for a related statement see [32]), which actually
shows how Exp0(C
n) can be endowed with an inductive limit structure.
This will enable us to generalize all the previous results to the case of
Exp0(C
n).
Lemma 3.1. Let [Bn]n0 be an increasing sequence of real positive numbers
converging to + so that the values tn=(n+1) log 2+log(Bn+1&Bn),
n0, are also increasing and tn+1tn+(1+log 2). Consider for t0 the
function
8(t)= inf
n0 {
1
2n
et+Bn= .
Then there exists a positive, convex, increasing function . on [0, +) so
that
(a) 12 .(t)8(t)2.(t)
(b) .(t+log 2)28(t)
(c) .(t+e&t).(t)+k for some k>0.
Proof. We observe that the values tn are defined by the equation
1
2n
et+Bn=
1
2n+1
et+Bn+1 .
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Letting t&1=0 we get that on the interval tn&1ttn the function 8 is
equal to 8(t)=(12n)et+Bn . The function 8 is continuous and increasing
but not necessarily convex in [0, +). However, it is convex in the intervals
(tn&1 , tn), n&1. The function . will be the convex minorant of 8, which
will be considered together with 8. Choose _>0, *>0 so that _+*=
log 2 and in such a way that the line passing through the points
(tn&_, 8(tn&_)) and (tn+*, 8(tn+*)) is tangent to the graph of 8 at
these two points. In this manner we obtain the desired function
8(tn&_)+(t&(tn&_)) 8$(tn&_)
.(t)={ if t # [tn&_, tn+*], n08(t) otherwise.
This function is obviously increasing and convex. Note here that the interval
[tn&_, tn+*] is strictly contained in [tn&1&_, tn+1+*] since _+*=
log 2<1. One can verify that _=log 2+log(log 2), *=&log(log 2) and
that actually the line of equation
8(tn&_)+(t&(tn&_)) 8$(tn&_)
is tangent to the graph of 8 at the prescribed points.
The convexity and monotonicity of 8 prove that .8. For the other
inequality, we are going to show that 8e_.2. (in fact, e_1.4). For
that purpose we consider the function g=e_.&8 in the interval
[tn&_, tn] and we are going to study its behavior there;
g(t)=e_ \\ 12n etn&_+Bn++(t&(tn&_))
1
2n
etn&_+&\ 12n et+Bn+
=Bn(e_&1)+
1
2n
etn(1+(t&(tn&_))&et&tn).
Also, g$(t)=(12n) et n(1&et&t n)>0 except at t=tn . The minimum is
obtained at t=tn&_. There
g(tn&_)=Bn(e_&1)+
1
2n
etn(1&e&_)>0.
In the same manner, in the interval [tn , tn+*] we have:
g(t)=e_ \\ 12n et n&_+bn++(t&(tn&_))
1
2n
et n&_+&\ 12n+1 et+Bn+1+
=
1
2n
etn+
1
2n
(t&(tn&_)) et n&
1
2n+1
et+e_Bn&Bn+1.
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Furthermore, g$(t)=(12n) etn&(12n+1) et(12n) et n(1&1(2 log 2))>0.
That means that g is an increasing function which takes its minimum value
at t=tn and this value is equal to
g(tn)=
1
2n
et n&
1
2n+1
etn+
1
2n
_et n+e_Bn&Bn+1
=
1
2n+1
et n+
1
2n
_etn+e_Bn&Bn+1
=Bn+1&Bn+
1
2n
_et n+e_Bn&Bn+1
=(e_&1)+
1
2n
et n>0.
This proves that 8(t)e_.(t) everywhere. Since e_<elog 2=2, part of (a)
of Lemma 3.1 holds.
In order to prove (b), we remark that if tn&1ttn&log 2 then
.(t+log 2)
1
2n
et+log 2+Bn+1
1
2n&1
et+Bn28(t).
If tn&log 2ttn , then
.(t+log 2)
1
2n
et+Bn+
1
2n+1
et
1
2n
et+Bn+
1
2n+1
et+log 228(t).
Now we proceed to prove (c). Note that there exists k0>0 such that for
any integer n0,
1
2n
et+e&t+Bn
1
2n
et+Bn+k0 .
To show this, it is enough to show that exists l>0 so that et+e&t&etl.
Put x=et ; then et+e&t&et=x(e1x&1)=(e1x&1)(1x). As t  + so
does x and therefore 1x  0. Hence et+e&t&et  0. As a consequence we
have that
8(t+e&t)= inf
n0 {
1
2n
et+e&t+Bn= infn0 {
1
2n
et+Bn+k0]=8(t)+k0 .
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In order to prove the desired inequality (c) we will need to consider
several cases:
(i) If tn&_tt+e&ttn+*, then
.(t+e&t)=.(t)+
1
2n
et n&_e&t.(t)+
1
2n
ete&t.(t)+1.
(ii) If ttn+*t+e&t, then
.(t+e&t)=8(t+e&t)8(t)+k08(tn+*)+k0
.(tn+*)+k0=.(t)+
1
2n
etn&_(tn+*&t)+k0
.(t)+
1
2n
etn&_e&t+k0
.(t)+
1
2n
+k0.(t)+k0+1.
(iii) If ttn&_<t+e&t, then in this case we deduce that
.(t+e&t).(t)+
1
2n
etn&_e&t.(t)+
1
2n
et+e&te&t
.(t)+
1
2n
ee &t.(t)+e.
The remaining case is the following:
(iv) If tn&1+*ttn&_ and tn+1ttn+1+_, then
.(t)=8(t) and .(t+e&t)=8(t+e&t),
which shows that .(t+e&t).(t)+k0 .
Note that the assumption that tn+1tn+(1+log 2) and _+*=log 2
relieves us of the need to consider t<0. This proves completely the
inequality (c). K
In our applications we profit from the fact that for any . as in
Lemma 3.1 we have that
p(z)=.(log(1+|z| ))
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is a weight function in Cn. Let us assume now that we have a bounded set
B in Exp0(C
n). This means that for every 0<=<1 there is a constant
C=1 such that
| f (z)|C=e= |z| \z # Cn \f # B.
It is clear that we can assume C= is a decreasing function of =. Then for any
r>0 we have
inf
=>0
(=r+log C=) inf
n0 \
r
2n
+log C12n)+ .
We construct a sequence 0<BnZ+, with the property that Bn+1&Bn
>1+log 2, by requiring that
Bn max
0kn
(log C12k).
Then we can apply Lemma 3.1 and obtain a function . with the properties
listed in the lemma and, additionally, for any n0,
.(log(1+r))8(log(1+r))
1
2n
(1+r)+Bn
so that the weight
p(r)=.(log(1+r))=o(r) as r  .
Thus
BAp(Cn)
and it is a bounded set in the space Ap . This, in turn, makes it possible to
apply the results stated in this section to this space and then to go back to
Exp0(Cn). It may be worthwhile noting that a similar approach had been
suggested in [10] (see also [31, pp. 3640) with the purpose of understanding
better the structure of LAU-spaces. In fact, it follows that
Exp0(Cn)= .
p # P
Ap(Cn),
over the family P of all plurisubharmonic radial weights p such that
lim
r  
p(r)
r
=0
p(2r)Cp(r)+C.
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In particular, Exp0(C
n) can be given an inductive limit topology which
makes the above identification a topological isomorphism. Note that the
family P is an uncountable lattice and it could not be reduced to a direct
inductive limit since Exp0(C
n) is metrizable.
We start by reformulating the l.s.d. condition in this case. We can do this
in two different ways.
Definition 3.1. A vector f9 =( f1 , ..., fm) of functions in Exp0(Cn) is
locally slowly decreasing if there exists a weight p # P such that fi # Ap for
all i=1, ..., m, and f9 is locally slowly decreasing in Ap .
Note that the family of weights P for Exp0(C
n) is such that if f9 is l.s.d.
for a weight p # P, it is also l.s.d. for any q # P, qp.
An equivalent, more concrete, definition would be to replace condition
(b) in Definition 2.1 by the condition that there are an absolute constant
B>1, a sequence =k>0, a sequence ’k  0, and an increasing sequence of
positive numbers Rk  +, Rk+1BRk , such that no point of V lies on
|z|=Rk and each zero of V in the annulus Rk<|z|<Rk+1 lies in a component
of the set
S( f9 ; Jk , =k , ’k), |Jk |=n,
which is entirely contained in this same annulus (and is therefore relatively
compact). We finally ask that the components of S( f9 ; m , =k , ’k) which
intersect [Rk|z|<Rk+1] are contained in [ |z|Rk+1] (cf. [1, Chap. 6]).
The definition given here is more general than that given in [22].
The two definitions coincide when n=m but the present one has been
introduced in this paper because in the applications of the following section
one has more functions than the actual codimension of the variety. This is
almost always the case when dealing with varieties defined by the minors
of a given matrix. In this case we would not be able to apply the classical
notion of slowly decreasing, and we have therefore resorted to the one
given in this paper.
To simplify the notation, let us redefine the notion of interpolating
variety.
Definition 3.2. Let V=V( f9 ) be discrete and let * # H(V ). We say that
* # Exp0(V ) if and only if for every =>0 there is a positive constant C=
such that for all z0 # V there exists * (z)= a:(z&z0):, analytic in a
neighborhood of z0 such that:
(i) : |a: |C= exp(=|z0 | ) for all =>0
(ii) *&* # Iz 0 .
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In the case in which the dimension n=1, then V=[(zk , mk)] and a
sequence [ak, l] is in Exp0(V) if and only if for all =>0 and k
:
mk&1
l=0
|ak, l |C= exp(= |zk | ).
We have the following result:
Theorem 3.2. Let f9 be l.s.d. in Exp0(Cn) and V its multiplicity variety,
and suppose that each relevant component of S( f9 ; =k , ’k) contains exactly
one point of V (ignoring multiplicities). Then V is an interpolating variety for
Exp0(C
n), i.e., \(Exp0(Cn))=Exp0(V ).
Let us exemplify the application of this theorem to the Fundamental
Principle in the simplest, but very interesting, case in which the multi-
plicities of common zeroes are always one.
Theorem 3.3. Let f1 , ..., fm be entire functions of infraexponential type
and fj (D) be the corresponding infinite-order differential operators. Assume
that the vector f9 is l.s.d. in Exp0(Cn) and all the common zeroes zk are simple
(and each relevant component contains only one point). Assume g # H(Cn) is
a solution of the system
f1(D) g= } } } = fm(D) g=0.
Then g can be represented in a unique way in the form of a series
g(z)= :

k=1
ak exp(izk } z),
and the series is convergent in H(Cn).
Remark 3.1. Using the results from [7, 22], we can replace H(Cn) by
H(0), 0 a convex open set in Cn, or O, the space of germs of holomorphic
functions at a point. This result can also be used to obtain a similar result
for hyperfunctions (cf. [26] also).
Now we proceed to extend these results to the case of matrix systems. It
is clear from previous comments that we will need to understand only the
case of the spaces Ap(Cn), though we are really interested in the case of the
space Exp0(C
n). The Fundamental Principle for arbitrary systems of linear
partial differential equations with constant coefficients proved by Ehrenpreis
[11] and Palamodov [27], has already shown that there are some technical
difficulties when considering the case of matrices, due to the nature of
the Noetherian operators of the system. The study of matrix systems of
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convolution equations was started in [31]. A general Fundamental
Principle is proved there, under some slowly decreasing conditions on the
set of minors of the involved matrix. The work [31] essentially contains all
the necessary arguments, but the proofs rely on the definition of slowly
decreasing, as originally given in [10]. This leads, unfortunately, to some
rather strong restrictions linked to the need of dealing only with complete
intersection varieties. In particular, the number of columns could not
exceed the number of rows. The results that we have just proved allow us
to improve [31]. The possibility of following this approach was noted in
the last section of [31], but was never pursued.
We first analyze how to solve the ‘‘matrix’’ interpolation problem.
Roughly speaking, the problem consists in solving some equation
h9 =M } g ,
where h9 and M are, respectively, a given vector and a given matrix in the
space of entire functions with given growth, while g is a vector to be found
in the same space. There are essentially two ways to go through the process
of constructing g : a top-down approach where one starts by solving the
first equation, and then one modifies the solution to solve the first two
equations, and so on. This is the method essentially used in [25, 31]. It is
however possible to try to globally look at the matrix equation (e.g., by
using some 1-inverse or right-inverse of M). This is the approach which we
developed in [6], and it does actually perform better (see [6], where the
two methods are compared.)
As is shown in detail in [31], the proof of the Fundamental Principle for
a matrix system of convolution equations (or infinite-order differential
equations) is just a consequence of interpolation and division results. We
now sketch the proof, at least in the case in which the characteristic variety
is discrete. Let then M=[Fij] be an m_N matrix with entries Fij # Ap(Cn),
and let M1 , ..., Ms be the determinants of the maximal order minors of M.
We will assume that M9 =(M1 , ..., Ms) is an l.s.d. vector in Ap(Cn).
One further assumes that mN. Let V=V(M9 ), which is then discrete
since we are assuming M9 is l.s.d. We know from linear algebra, see [6],
that outside V there exists a right inverse R for M such that
M } R=Im .
If R=[ gij], then we can actually compute explicitly the gij , using purely
algebraic methods [6]. Indeed, one has
gij=:
: _

Fji
M:& c: , (6)
301INTERPOLATING VARIETIES
File: 607J 157623 . By:BV . Date:04:09:96 . Time:10:14 LOP8M. V8.0. Page 01:01
Codes: 2798 Signs: 1520 . Length: 45 pic 0 pts, 190 mm
where the c: satisfy, outside V, the equation
:
:
c: M:=1
and (Fij) M: is the coefficient of Fij in the determinant expression of M: .
We can now proceed to the division and interpolation in which we
are interested. First, for a column vector *9 =(*1 , ..., *m), we define its
Jacobi interpolation as the column vector I*

=(I*1 , ..., I*m), where the
interpolation is carried out with respect to the variety V=V(M9 ) (see
Theorem 2.2). Similarly, we denote by S(M9 ; =, C) the union of the relevant
components defined in Definition 2.1, with respect to the vector
M9 =(M1 , ..., Ms).
We have now the following theorem:
Theorem 3.4. Under the previous hypotheses and notations about the
matrix M:
(a) If *9 # [Ap(Cn)]m then I*

also satisfies the Ap bounds.
(b) *9 &I*

=M } h9 , for some vector h9 of functions holomorphic in the
union of the relevant components.
(c) If *9 =M } g , then I*

#0.
(d) If *9 # [Ap(Cn)]m, then the vector h9 in (b) can be chosen so that it
satisfies the same growth conditions in the union of the relevant components
of S(M9 ; =1 , C1), for some constants =1 , C1>0 independent of *9 .
Proof. Parts (a), (b) and (c) are immediate from Section 2. To prove
(d), let | =*9 &I*

. Then, by Theorem 2.3,
|j=:
:
M:v:j .
Let h9 be defined by
hk=:
:, i
M:
Fik
v:i ,
which obviously satisfies the correct growth conditions. Then the j-th
component of M } h9 is given by
(M } h9 ) j=:
k
Fjkhk=:
k
Fjk \::, i
M:
Fik
v:i+=:: :i :k Fkj
M:
Fik
=:
:
M:v:j=|j ,
where previous to the last equality is just the Laplace identity from
elementary linear algebra. K
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From [31] we also obtain:
Theorem 3.5. If M is an m_N locally slowly decreasing matrix, the
localized submodule generated by M coincides with the closure of the range
of M in Amp .
As mentioned previously, these results yield a Fundamental Principle for
systems of convolution equations, or, in the case of Exp0(C
n), for systems
of infinite-order differential equations, where the frequencies are carried by
the discrete variety V=V(M9 ). Note also that we immediately obtain the
characterization of the range of such systems, as the matrix of the adjoint
system is M8 t and therefore is still l.s.d.
For future reference we state here the respective results:
Theorem 3.6. Let M be a discrete m_N l.s.d. matrix of entire functions
of infraexponential type and let T denote the corresponding N_m system of
infinite-order differential equations (i.e., M is the symbol of T ). Let
f9 =( f1 , ..., fm) be a vector of entire functions (resp., germs of holomorphic
functions) such that
T( f9 )=0.
Then, if V=V(M)=[‘k]k=1 is the discrete variety associated with the
maximal order minors of M, one can find vectors of polynomials c k(z)=
(c (1)k (z), ..., c
(m)
k (z)) and finite sets Kt , t=1, 2, 3, ..., such that
f9 (z)= :

t=1 \ :j # K t c j (z) e
iz } ‘ j+ (7)
and the polynomials are such that the series on the right-hand side of (7)
actually converge in H(Cn) (resp., O).
A special case occurs when the zeroes of V are such that each component
of S(M9 ; =, C) contains only one of them. Then the double summation in (7)
can be eliminated and one has
f9 (z)= :

k=1
c k(z) eiz } ‘k. (8)
Finally, and this case is of particular interest to us, if all the zeroes of V
are simple (i.e., the Jacobian matrix of the functions which define the zeroes
is nonsingular), then the polynomials c ( j)k reduce to constants and the
exponential representation becomes
f9 (z)= :

k=1
c keiz } ‘ k. (9)
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Let us conclude this section by pointing out that we have formulated and
discussed results related to infinite-order differential equations in H(Cn)
and O. These same methods, with suitable modifications, provide the
same results when we consider H(0) for 0Cn an open convex set. The
interested reader may consult [7]. We will not repeat here the result since
it is completely similar to (7)(9), the only difference being that the
polynomials in c k(z) must satisfy different (weaker) bounds to ensure that
the series converges in H(0) rather than in H(Cn). An immediate topological
argument can also be used to get the same result for H(K), K a convex
compact set of Cn.
4. GAP THEOREMS
The purpose of this section is to show how Theorem 3.2 can be used to
prove Fabry-type gap theorems.
Theorem 4.1. Let al (l=1, ..., r) be r sequences of nonzero real numbers
such that:
lim
n  
n
al (n)
=0 (l=1, ..., r) (10)
and there exists a positive constant C such that, for al=1, ..., r and n, n$ # N,
|al (n)&al (n$)|C |n&n$|. (11)
Let now pr+1(‘), ..., pN(‘) be polynomials in ‘ # CN such that the variety
VCN defined by
V=\,
r
l=1
[‘ # CN : ‘2l =&(al (n(l )))
2 for some n(l ) # N]+
& \ ,
N
j=r+1
[‘ # CN : pj (‘)=0]+
is a discrete interpolating variety for Exp0(CN). Let [c&], & # V, be complex
numbers which satisfy the following condition: for each =>0, there exists a
constant C=>0 such that
|c& |C= exp(= |&| ) for all & # V & iRN. (12)
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Let f (x) denote the infinite series given by
f (x) := :
& # V & iR N
c& exp(& } x). (13)
Then f (x) is a well-defined hyperfunction on RN and for any real vector
a=(a1 , ..., aN), there exists a linear differential operator of infinite order
G(a; x1 , ..., xN) such that
f (x+a)=G \a; x+ f (x). (14)
Proof. Since the summation in (13) is over V & iRN, the assumption
(12) guarantees that f (x) and f (x+a) are well-defined hyperfunctions on
RN (see, e.g., [16, Propositions 2.4.4 and 2.4.5]). Let us now introduce the
following sequence:
c~ (&; a) :={exp(& } a)0
for & # V & iRN
for & # V & (CN " iRN).
Note that c~ (&; a) also satisfies (12) and, since V is discrete, it is well
defined. Since a is a real vector, it follows from the Interpolation
Theorem 3.2 that there exists an infraexponential entire function G(a; ‘)
whose value at any ‘=& # V is c~ (&; a). In view of the fact that a hyperfunction
is a finite sum of ‘‘boundary values’’ of holomorphic functions (cf. [16,
Proposition 2.4.4]) on which a differential operator of infinite order
naturally acts we find:
G \a; x+ f (x)= :& # V & iRN c&G \a;

x+ exp(& } x)
= :
& # V & iRN
c&G(a; &) exp(& } x)
= :
& # V & iRN
c& exp(& } a) exp(& } x)
= :
& # V & iRN
c& exp(& } (a+x))= f (x+a).
This completes the proof of the result. K
Remark 4.1. The important point of the above theorem is that G is of
local character and so the behavior of the function f (x) at distinct points
is related by a ‘‘local’’ operator. This intriguing property of f follows, as we
will show below, from the fact that f (x) satisfies a system of infinite-order
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differential equations whose characteristic variety is contained in an inter-
polating discrete variety V.
Remark 4.2. We can immediately see that f (x) satisfies the following
system of linear differential equations:
{
`

n=0 \1+
2x2l
al (n)2+& f (x)=0
pj \ x1 , ...,

xN+ f (x)=0
(l=1, ..., r)
( j=r+1, ..., N ).
Here we note that conditions (10) and (11) on the vector a guarantee that
`

n=0 \1+
2x2l
al (n)2+
is a well defined linear differential operator of infinite order (see [24, 19]).
Furthermore, Theorem 3.6 indicates that if all the zeros are simple, we can
start with an arbitrary holomorphic solution of the system, instead of starting
from the exponential sums as above.
Remark 4.3. The same conclusion as that in Theorem 4.1 can be obtained
if the condition on the reality of a is replaced by the following condition:
For each =>0 there exists a constant A=>0 such that
|exp(& } a)|A= exp(= |&| ) (15)
for every & # V & iRN.
An immediate consequence of Theorem 4.1 is the following regularity
result:
Theorem 4.2. Let the hypotheses be the same as in Theorem 4.1 and
assume that f (x) is real analytic in a neighborhood of the origin of RN. Then
f (x) is real analytic in all of RN.
Proof. Let a be a point in RN. Then it follows from Theorem 4.1 that
there exists a linear differential operator of infinite order G(a; x) which
satisfies
f (x+a)=G \a; x+ f (x). (16)
Since f (x) is real analytic on a neighborhood of the origin, say 0, the right-
hand side of (16) is a real analytic function of x on 0 because of the local
property of G (that is, the fact that G acts as a sheaf homomorphism on
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the sheaf of holomorphic functions). Hence (16) entails that f (x) is real
analytic on 0+a, the translation of 0 by a. Since a is an arbitrary point
of RN, this completes the proof. K
We also note that while Theorems 4.1 and 4.2 deal with hyperfunctions,
they may as well be formulated for holomorphic functions.
Theorem 4.3. Let V be the variety given in Theorem 4.1. Let c(&) (& # V )
be complex numbers, and let W be a subset of V. Suppose that there exist
positive constants A and $ for which the following estimate holds on an open
set |Cn:
sup
z # |
|c(&) exp(& } z)|A exp(&$ |&| ) for all & # W.
Let a be a complex n-vector, and suppose that for any =>0 there exists a
constant C= for which the following holds:
|exp(& } a)|C= exp(= |&| ) (& # W).
Then, for z in |, we have that the two series
f (z)= :
& # W
c(&) exp(& } z)
and
f (z+a)= :
& # W
c(&) exp(& } (x+a))
are well-defined holomorphic functions, and they are related by an infinite-
order differential operator G(a; z) as f (z+a)=G(a; z1 , ..., zn) f (z).
Proof. The proof of this theorem is similar to the proof of the previous
two theorems. K
As an example of applications of Theorems 4.1, 4.2, and 4.3, let us
discuss the Riemann theta zero-value, or, to be more precise, the
holomorphic function
(t)= :
+ # Zm
exp(?i(t+ } +))
where t # X+ , the space of m_m complex symmetric matrices with
Im t>>0, together with the boundary value of  from the domain X+. As
the fiber coordinate { on T*X (X=[m_m complex symmetric matrices]),
we choose the symbol _(jk) with  jk=tjk+tkj . Then the charac-
teristic set of the R-holomorphic system satisfied by (t) is a subset of the
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variety V[{=({jk)1 jkm # Cm(m+1)2] defined by {ll=in2l for some
nl # N (l=1, ..., m) and {jj{kk={2jk (1 j<km). It is then clear that V
satisfies the conditions of Theorem 3.2, in particular, it is discrete. Let
V0=[{ # V: {jk{lp={lk{jp(1 j, k, l, pm)].
Then V0 consists of matrices of the form i+$+, where +=(+1 , ..., +m) # Zm
and +$ is its transpose. Actually, the characteristic set of the system in
question is contained in V0 , rather than V (see [17, 30]).
Now, for an m_m real symmetric matrix s consider the series
f (s)= :
+ # Zm
c(+) exp(?i(s+ } +)).
Clearly the theta zero-value is a special case where c(+)#1, and it
follows from [16, 28] that f (s) satisfies a constant coefficient system whose
characteristic variety (in the sense of Section 3) is contained in V. For a
real symmetric matrix a, we define
c~ ({, a)={exp(?i(a+ } +))0
if {=+$+ # V0
if { # V"V0 .
The sequence c~ ({, a) belongs to Exp0(V) and hence we can find G # Exp0(Cn)
which satisfies
\V (G)=c~ .
Thus the same reasoning as in the proof of Theorem 4.1 applies, and the
relation (14) holds also in this case.
Although we have so far discussed theta-hyperfunctions and their related
hyperfunctions, the theta zero-values, which are holomorphic on X+ , can
be handled similarly; we use Theorem 4.3 and choose a proper subcone of
X+ as |, V0 as W, and a as a vector in |.
We have proved, therefore, that for any real symmetric matrix a there
exists a linear differential operator of infinite order G(a; t) for which
(t+a)=G \a; t+ (t). (17)
Although this is not surprising after the detailed study of R-holonomic
complexes determined by the theta zero-value [30], no one had ever
imagined such a relation before [15].
Logically speaking, this fact is a consequence of the reconstruction
theorem for R-holonomic systems [30, Theorem 1.5]) together with the
translation invariance [20] of the solution complex of the R-holonomic
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system that the theta zero-value satisfies. As the existence of such a
differential operator G(a; t) looked quite intriguing to one of us (T.K.),
he and Kashiwara confirmed this fact by hand in the one-dimensional
case ([15]); now its true nature has been understood in terms of the inter-
polation theorem, as we have expounded in this article.
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