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В статье дается теоретико–функциональное обоснование общего полиномиального
проекционного метода решения краевых задач для одного класса условно корректных
интегро–дифференциальных уравнений. Уравнения характеризуются положительно-
стью разности порядков внутреннего и внешнего дифференциальных операторов. Как
следствие, устанавливается сходимость методов Галеркина и коллокации.
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Рассматривается общая линейная краевая задача
Ri (x)= 0, i = 1,m, (1)
для интегро–дифференциального уравнения
K x ≡ x(m)(t )+
m∑
k=1
gk (t )x
(m−k)(t )+
r∑
j=0
+1ˆ
−1
h j (t , s)x
( j )(s)d s = y(t ), −1É t É 1, (2)
где {Ri } — линейно–независимые функционалы на пространстве (m−1)-раз непре-
рывно дифференцируемых на сегменте [−1,1] функций, y(t ), gk (t ), k = 1,m, и
h j (t , s), j = 0,r , – известные функции в своих областях определения.
Пусть W p Lq ≡ W p Lq [−1,1], p ∈ N,1 É q É ∞, суть пространства Соболева функ-
ций, имеющих абсолютно непрерывную производную порядка p −1, p-тая произ-
водная которых принадлежит пространству Лебега Lq ≡ Lq (−1,1) (L∞ ≡C ).
Задачу (1), (2) будем рассматривать в паре пространств (X ,Y ), где X = ◦W r Lq –
подпространство функций изW r Lq , удовлетворяющих краевым условиям (1), а Y =
W p Lq , где p = r −m Ê 1.
В пространстве Y норму задаем формулой
∥ f ∥p;q ≡ ∥ f ∥W p Lq = ∥ f ∥q +∥ f (p)∥q , f ∈W p Lq ,
а в пространстве X – формулой:
∥x∥X = ∥x(m)∥q +∥x(r )∥q , x ∈ X .
Корректная постановка задачи (1), (2) в паре пространств (X ,Y ) изучена в [1].
Запишем исходную задачу в операторном виде:
K x ≡Dx+Gx+H x = y (x ∈ X , y ∈ Y ),
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где
Dx ≡ x(m)(t ), Gx ≡ (Gx)(t )=
m∑
k=1
gk (t )x
(m−k)(t ),
H x ≡ (H x)(t )=
r∑
j=0
+1ˆ
−1
h j (t , s)x
( j )(s)d s.
Пусть Xn = IHn+m ⊂ X , Yn = IHn, Pn : Y −→ Yn – фиксированный оператор проек-
тирования.
Согласно общему проекционному методу приближенное решение
xn ∈ Xn задачи (1), (2) будем искать как точное решение уравнения
Kn xn ≡Dxn +PnGxn +Pn H xn = Pn y (xn ∈ Xn). (3)
Имеют место следующая
Теорема 1. Пусть выполнены предположения:
1) y ∈ Y ;
2) G+H : X → Y – вполне непрерывный оператор;
3) исходная задача имеет единственное решение при любой правой части из Y ;
4) P 2n = Pn и ∥Pn∥Y→Y =O(Mn), n →∞.
Если y и H таковы, что
Mn · [En(y)Y +En(Gx∗)+En(H x∗)Y ]→ 0, n →∞,
то для достаточно больших n уравнение (3) имеет единственное решение. При этом
приближенные решения сходятся к точному по норме пространства X со скоростью:
∥x∗n −x∗∥X =O(Mn · [En(y)Y +En(Gx∗)Y +En(H x∗)Y ]).
Далее, без ограничения общности, функционалы {Ri } будем считать дискретны-
ми, а именно,
Ri (x)= x(i−1)(−1), i = 1,m.
Это сделано лишь для наглядности нижеприведенных вычислительных схем кон-
кретных методов.
Метод Галеркина. Приближенное решение задачи (1), (2) ищем в виде
xn(t )=
n+m∑
k=m
αk (t +1)k , (4)
а неизвестные коэффициенты {αk }n+mm определим из условий(
K xn − y, t j
)
= 0, j = 0,n,
где скалярное произведение вводится в пространстве L2.
Эти условия эквивалентны системе линейных алгебраических уравнений (СЛАУ)
n+m∑
k=m
γk jαk = y j , j = 0,n, (5)
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где
γk j =
(
K (t +1)k , t j
)
2
, y j =
(
y, t j
)
2. (6)
СЛАУ (5), (6) эквивалентна уравнению
Kn xn ≡Dxn +SnGxn +Sn H xn = Sn y
(
xn ∈ Xn
)
,
в котором Sn – операторФурье, построенныйпо ортогональной системе полиномов
в L2, то есть системе полиномов Лежандра.
В пространстве Y =W p L2 введем класс Y˜ =W 2p H2,α функций, 2p-тая производ-
ная которых принадлежит классу Гельдера в пространстве L2 с показателем 0<αÉ
1, при этом p = r −m Ê 1.
Теорема 2. Пусть выполнены предположения:
1) gk ,k = 1,m, y ∈ Y˜ ;
2) h j ∈ Y˜ ×L1, j = 0,r −1;
3) hr ∈ Y˜ ×L2;
4) однородная задача, соответствующая (1), (2), имеет лишь нулевое решение.
Тогда система (5), (6) имеет единственное решение {α∗k }
n+m
k=m (хотя бы для всех n,
начиная с некоторого n0). Приближенные решения x∗n(t ), построенные по формуле (4)
при αk = α∗k , сходятся к точному решению x∗(t ) задачи (1), (2) в пространстве X со
скоростью:
∥x∗−x∗n∥X =O
(
n−α
)
.
Метод коллокации. Приближенное решение задачи (1), (2) по-прежнему будем
искать в виде (4). Неизвестные коэффициенты {αk }n+mm определим по методу кол-
локации из условий:
(K xn)(t j )= y(t j ), j = 0,n,
где {t j }nj=0 ⊂ [−1,1]–некоторая система различных точек. Эти условия относительно
{αk }
n+m
m дают СЛАУ вида (5), где
γk j = (K (t +1)k )(t j ), y j = y(t j ). (7)
В пространстве Y =W p L2 введем класс Y˜ =W 2p Hα функций, 2p-тая производ-
ная которых принадлежит классу Гельдера в пространстве C [−1,+1] с показателем
0<αÉ 1.
Теорема 3. Пусть выполнены предположения:
1) gk ,k = 1,m, y ∈ Y˜ ;
2) h j ∈ Y˜ ×L1, j = 0,r −1;
3) hr ∈ Y˜ ×L2;
4) однородная задача, соответствующая (1), (2), имеет лишь нулевое решение;
5) {t j }nj=0 ⊂ [−1,1] – узлы Чебышёва I-рода.
Тогда система (5), (7) имеет единственное решение {α∗k }
n+m
k=m (хотя бы для всех n,
начиная с некоторого n0). Приближенные решения x∗n(t ), построенные по формуле (4)
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при αk = α∗k , сходятся к точному решению x∗(t ) задачи (1), (2) в пространстве X со
скоростью:
∥x∗−x∗n∥r ;2 =O
(
n−α
)
.
В следующей теореме приводятся достаточные условия сходимости метода, ко-
гда задача (1), (2) рассматривается в другой паре пространств (X ,Y ), а именно
X = ◦W r L∞, Y = W p L∞, p = r −m Ê 1. Как и выше, используется класс функций
Y˜ =W 2p Hα.
Теорема 4.При выполнении предположений 1), 2), 4), 5) теоремы 3 и предположения
hr ∈ Y˜ ×L1 приближенные решения x∗n(t ) сходятся к точному решению x∗(t ) по норме
пространства W r L∞ со скоростью:
∥x∗−x∗n∥r ;∞ =O
(
lnn
nα
)
.
В заключение отметим, что доказательство этих теорем проводится с использо-
ванием предложенного Б.Г. Габдулхаевым варианта теории приближенных мето-
дов [2] и ряда результатов из теории приближения функций алгебраическими по-
линомами в пространствах Лебега (см., напр., [2,3]).
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POLYNOMIAL SOLUTION METHODS FOR CONDITIONALLY WELL-POSED
INTEGRO-DIFFERENTIAL EQUATIONS
J.R. Agachev, M.Yu. Pershagin
The article provides a theoretical and functional justification for a general polynomial projective
method for solving boundary value problems for a class of conditionally well-posed integro–differential
equations. This equations are characterized by the positivity of the difference of orders of magnitude
of internal and external differential operators. Consequently, the convergence of the Galerkin and col-
location methods is established.
Keywords: Sobolev space, integro-differential equation, general boundary-value problem, projection
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