For the iterated Boolean sums of Bernstein operators we prove global direct, inverse and saturation results.
Introduction and main result
Over the last 25 years there has been considerable interest in inverse and saturation theorems for the classical Bernstein operators defined by Kt(f, -4 := tof( X)( ;)x*(l -q-k, where f~ C [O, l] and x E [0, 11. A key role in this development is played by the important paper of Lorentz (1964) [9] ; see also [lo, Chapter 7 , Section 51 on their saturation classes, and [2] dealing with the corresponding inverse theorems. The results given there are pointwise in nature.
A generalization of Lorentz' saturation theorem [9] and the inverse theorem of Berens and Lorentz [2] , as well as the associated global inverse and saturation results for the Bernstein operators, were first given by Zhou [19] . In order to discuss his results, let us first introduce some notation. By m2(f, * >, we will denote the second-order modulus of continuity of the Here A2 denotes a symmetric second-order difference. Using this notation, the following theorem was proved in [19] .
Theorem A (Zhou [19] ). Let e(t), 0 < t < 1, be a nonnegutiue and nondecreasing fUnCtiOr~, Ud let k > 1 be a real number such that (If not otherwise indicated, in the following 11. )I will always denote the Chebyshev norm, given for f E C[O, 11 by 11 f iI:= sup{ I f(t) I: 0 < t < l]. ) We also note that the natural L, variant of o;( f, -) was used by the second author [20] to prove inverse theorems for Bernstein-Kantorovich operators. In [19, 20] , a new technique was introduced which turned out to be most efficient for the proof of inverse and saturation results using a single method; see, e.g., [8] , where this method was also used to solve a problem of Heilmann and Miiller.
In the present note, we deal with corresponding questions in regard to iterated Boolean sums of Bernstein operators, which have attracted some interest over the last years and which were investigated from a more systematic point of view in [16] (see the references given there for the pertinent historical information). We first introduce some notation.
Let P, Q be operators, P, Q : X -+X for some linear space X. Then the Boolean sum of P and Q is defined to be P@Q:=P+Q-PQ.
We will be concerned with iterated Boolean sums of the form B, @B, @ * * -@ B,, and will denote such an M-fold Boolean sum of the Bernstein operators by e"B,. The easiest way to see that BOB,, is indeed an approximation operator is to look at the error operator representation I-ce"B, = (I-B,J", which can be easily verified by introduction. From the last equality one has
The right-hand side of this equality represents a linear combination of powers of a f^vced Bernstein operator. Such combinations were investigated in the past, but mostly with B, replaced by other linear operators L,. The earliest reference in regard to such an approach which we were able to locate is [14] ; this method is sometimes attributed to Kharrik (see [13] ). In [3, Section 2.21, a proof of Jackson's second theorem is given using this technique. Numerous additional references are listed in [16] .
From a numerical point of view, the particular combination given above appears to be of interest, since in the case of discretely defined operators, it uses only the data required by the original operators. In the case of B,, this is just the set of numbers (f(O), f( $) ,..., f( G)? f(l)).
Further computational aspects are discussed in [6] .
The operators @MB,, were introduced independently in [6, 11, 12] . They were further investigated in [1, 5, 7, 13, 16] . See also [15] , [17, pp. 36 ff] for a discussion of this approximation method. Several direct, saturation and Voronovskaja-type theorems were given in the papers mentioned. However, the description of the approximation behavior of the operators @ MBn can still be completed, which is the goal of this note. To be more specific, we will generalize [12, the direct Theorem 4.41 and essentially improve [12, Theorem 4 .51 by giving a more elegant version of the saturation statement and by adding the appropriate inverse theorem. We will also obtain the o-saturation class using the special method employed here [12, Corollary 4.21. A crucial tool for our development will be the so-called Ditzian-Totik modulus mi"<f,. ), with 4(x> = (x(1 -x)P2, which is closely related to wT(f, * 1 as defined above. Among others, we shall generalize the global result of [19] . Our theorem demonstrates that the iterated Boolean sums of Bernstein operators quite naturally accelerate the degree of convergence of the underlying "mother operator".
However, for M > 1, an analogy of the pointwise saturation result of Lorentz, i.e.,
where 1) f (Jm := ess sup I f(x) I = inf{c E R: I f(x) I G c a.e.}, seems impossible, as one can show that, e.g., for f(x) =x2, Let us finally remark that all constants C figuring in this paper will be independent of f and n. Occasionally a subscript will be added in order to explicitly stress the constant's dependence on a certain quantity.
Auxiliary results
Throughout this note P(D) will denote the differential operator P(D) = 4*0*, with +(x) = Ilx(l-x).
The following lemma is the central tool for the proof of the theorem. Here C(r) does not depend on f.
(1)
Proof. Using induction, one can show that there exist polynomials (Y~, pi such that for r = 1, 2,. . . , one has II +IIfII)~q42r.f(2r)ll +llfll).
Combining these two inequalities, we obtain 
(,(,)fj)(2i'= ($2fi(2i+2) + 2i(+2)lfi(2i+2)} + i(2i -1)(42rf,(2i),
and since the second term on the right-hand side is bounded by CA4-2' due to (5), it follows from (5) and (6) Combining this with (51, we obtain
(1$2if(2i)I(<CA, j=O,l,..., r-i, i=l,..., k+l.
From (5) and (7), we see that whenever (5) holds for j = 0, 1,. . . , r -i, i = 1,. . . , k, then (7) shows that the same estimate also holds for j = 0, 1,. . . , r -i, i = 1,. . . , k + 1. Since for k = 1, (5) is (41, it foll ows from (5) and (7) recursively that 
and
(1
Pm-B,P,+ $b2Pi2) <cfllP,l,. II (10)
Proof. The proof of (8) can be found in [4, p.911 . Inequalities (9) and (10) can be verified by using (8) and Taylor's formula. 0
In the following lemma we generalize inequality (10) of Lemma 3 by proving a Voronovskaja-type theorem for certain polynomial spaces. Related results can be found in [5] , [7, Theorem 11, [15, 17] . The form given below is exactly what we need for our purposes. Proof. First we point out that for P, E IJr,, To see this, first note that for P,,, E Ifm, (Z-B,)P, EZZ,. Now, by Lemma 3, Eq. (9).
n Iterated use of (9) ( 1
Thus, by (10) and (ll), We first recall the following facts (see [4, pp. 79, 841 In the following, we assume that n = m2 and m = 2N for convenience, and now proceed to prove the theorem.
Proof of (i). Let Pm E 17, be such that II f -P,,, (1 = E,( f 1. Then Using (14) with k = A4 for the first term of the right-hand side, (1) and (13) 
2 k"-1'211f -e"4f II +Ilf II). so that Hence, it follows from (12) , (14) and (1.5) that ,',,
<c Ilf-w%,fII +tc"-l'* ( ~I~M-1/211f-@+%fII +llfll)}.
Multiplying by n"'-'I2 on both sides of the above inequality and taking the sum from n to 2n, we obtain, by the monotonicity of oi"<f, t),
~c{k~Ikw-@%fIl +llfll).
Finally, since for any linear function 1, ~$~<f -I, t> = ~$,~<f, t),
Il(f-1) -'MBn(f-z)ll =)lfe"B,fII and Ilf-e"BifII a&(f),
(ii) follows from (16).
To prove (iii), we notice that, since for any linear function f, II f -@ M~nf II = 0, we need only verify that
Ilf-@%f II = OW") (17) implies that f is a linear function. To see this, we have by (ii) that (17) implies wiM(f, t) = 0(t2M).
Thus, f E II,,_,. Taking P,,, =f in Lemma 4 and multiplying by nr (now r = 2M) on both sides of the inequality in Lemma 4, and finally letting 12 -+ m, we obtain, due to (171, that P(DI"f = 0. Denote P(D) M-lf by H. As 42H" =P(D)H = 0, H is a linear function, i.e., H = ax + b for some a and b. But, by the definition of H, if M -1 > 1, H(O) = H(1) = 0.
Hence P(DY"-'f = 0. In this way, we get P(D)jf = 0, j = 1, 2,. . . , M. Therefore, P(D)f = 0, which implies that f is a linear function.
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