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Summary
Actions are essential to visual perception. Humans and animals rely heavily on
movements of their eyes, head, and body to perceive the environment in which
they live. It has been shown that computer vision models can also use visual ac-
tions to improve their performance on visual tasks. However, the problem with
developing such active vision models is that we do not know how they should deter-
mine their actions. A typical approach to this problem is to make assumptions on
the vision process. For example, a main assumption is that visual actions have as
goal to gather information on a predefined part of the world. Such an assumption
facilitates designing an action strategy for an active vision model.
In the thesis, we employ a different approach to the problem of determining
an action strategy: we adapt active vision models to their task. Currently, there
are three main obstacles on the way towards a successful application of adaptive
active vision models in computer vision. First, it is uncertain whether such models
are able to cope with visually challenging tasks. Second, the manner in which the
models handle visual tasks is poorly understood. Third, active vision is always
associated with servo-motor systems. It is not clear whether adaptive active vision
models can also improve computer vision involving static image sets. To overcome
the three obstacles, we formulate the following problem statement.
Problem statement: How do adaptive active vision models handle challeng-
ing visual tasks?
A visual task is challenging if humans are currently still better at it than state-of-the-
art computer vision algorithms. In most of the challenging tasks studied, we use
a model that only processes local image samples. In our opinion, such a model is
most promising for the field of computer vision; it is computationally efficient and
can be applied to static images. Since the model has to direct its gaze to elements
of interest in the visual scene, we refer to it as a gaze control model. We attempt
to gain insight into the problem statement by answering four research questions
(RQs), each in a separate chapter.
RQ 1: How does the adaptive active vision approach relate to other approaches of
active vision?
RQ 2: How does a memoryless adaptive gaze control model handle an image clas-
sification task?
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RQ 3: How does an adaptive gaze control model use its gaze shifts in a control
task?
RQ 4: Can an adaptive gaze control model perform on a par with state-of-the-art
computer vision models on the task of object detection?
We start our research in Chapter 2 by studying RQ 1: How does the adaptive active
vision approach relate to other approaches of active vision? In the literature, there is
one other main approach to active vision, which we name the probabilistic approach.
This approach assumes that active vision is an iterative process of state estimation
and action selection. The central goal of the actions of probabilistic models is to
reduce uncertainty on a predetermined part of the world state. In contrast to the
probabilistic approach, the adaptive approach makes no assumptions on the active
vision process. Studies of this approach adapt a predetermined structure (such as
a neural network) to optimise performance on the task. We first describe models
from both approaches using the same notation. Then, we compare the active vision
models with each other, by applying them to a task of 3-D object classification. The
results show that the adaptive model performs as well as the probabilistic models,
despite its lack of a formal action-selection framework.
In Chapter 3 we introduce a framework for the gaze control models that we use
to answer the remaining three research questions (RQ 2, 3, and 4). We evaluate
existing gaze control models on the basis of three requirements: local processing,
task-dependency, and making no assumptions on what gaze strategy to follow. Our
gaze control framework is inspired by the group of gaze control models that fulfil
all three requirements. The main difference between our model and this group lies
in the application of the model to visually challenging tasks. As a consequence, we
use visual features that are different from the ones used by previous models.
Subsequently, in Chapter 4, we focus on RQ 2: How does a memoryless adaptive
gaze control model handle an image classification task? To answer this question, we ap-
ply our gaze control model to the task of gender recognition in static natural images
and compare it with a passive gaze control model. The active model outperforms
the passive model on the task. Our analysis shows that the gaze control model
shifts its gaze to image areas that are better for classification; the model optimises
the information that its observations contain on the image class. By using its gaze
location as a form of external memory, it can exploit multiple observations in spite
of the memoryless nature of the controller.
Then, in Chapter 5 we investigate RQ 3: How does an adaptive gaze control model
use its gaze shifts in a control task? A control task is different from a classification
task, since the goal of the task is successful behaviour, not purely the gathering of
information. Since it is well-known that humans’ gaze shifts also serve other pur-
poses than information gathering, we find it interesting to investigate whether an
adaptive model uses its gaze shifts in a control task solely for information gath-
ering. In particular, we apply an adaptive model to the task of car-driving in a
simulator. The analysis shows that the gaze shifts of an evolved agent serve the
following three functions: (1) to find relevant visual features in the beginning of a
run, (2) to keep relevant visual features in sight, and (3) to avoid disruptive visual
inputs. Where the first two functions concern the gathering of information from the
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environment, the third function does not. By avoiding disrupting visual inputs, the
model obviates the need for complex internal processing of such inputs.
In Chapter 6, we turn to RQ 4: Can an adaptive gaze control model perform on a
par with state-of-the-art computer vision models on the task of object detection? Exist-
ing object-detection methods usually perform an exhaustive scan of an image by
evaluating local samples at all positions in the image either as being an object or
being part of the background. We introduce a gaze control model that uses the in-
formation that local samples may contain on probable object locations. The goal of
employing a gaze control model for object detection is to enhance computational
efficiency, while retaining as good a detection performance as possible. We per-
form experiments on a face-detection task and a car-detection task, which show that
the gaze control model can perform on a par with state-of-the-art object-detection
methods. Our analysis demonstrates that the gaze control model is computation-
ally much more efficient than the other methods, but that the exploitation of con-
textual information leads to a reduced generality.
Chapter 7 contains the general discussion of the findings in the thesis. First,
we discuss all findings in the thesis regarding the differences between probabilistic
and adaptive active vision. Then, we estimate to what extent our results can be
generalised to other contexts. Subsequently, we address the difference between
passive vision and active vision in static images. We also discuss in what cases
adaptive active vision models can contribute to the understanding of natural vision.
In Chapter 8, we answer the problem statement on the basis of the results.
Adaptive active vision models handle challenging visual tasks by exploiting both
their internal processing and their feedback loop with their environment. This feed-
back loop allows the models to facilitate the execution of their task. They can use
the feedback loop to maximise task-specific information in their observations, by
using the environment as an external memory. They can also use the feedback
loop to avoid disruptive visual inputs. This obviates the need for complex internal
processing of such inputs.
Finally, we may conclude that adaptive active vision is a promising approach
for discovering the role of actions in vision. The approach has its restrictions and
problems, but making fewer assumptions allows the models to find strategies that
can both contribute to (1) a better understanding of the active vision process and
(2) the improvement of computer vision techniques.
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Samenvatting
Acties zijn essentieel voor visuele waarneming. Mensen en dieren gebruiken hun
ogen, hoofd, en lichaam om de wereld om hen heen te zien. Computermodellen
kunnen ook gebruik maken van acties. Het is aangetoond dat het gebruik van ac-
ties bepaalde visuele taken makkelijker kan maken. Het probleem met zulke actieve
waarnemingsmodellen is dat we voor veel visuele taken niet weten hoe ze hun acties
zouden moeten bepalen. Een standaard aanpak van dit probleem is om een aan-
tal aannames te maken over het visuele proces. Een hoofdaanname in veel actieve
waarnemingsmodellen is bijvoorbeeld dat een visuele actie (zoals een oogbeweg-
ing) als doel heeft om informatie te vergaren over de omgeving. Zo’n aanname
vergemakkelijkt het vinden van een actiestrategie voor een actief waarnemingsmo-
del.
In het proefschrift gebruiken we een andere aanpak om een actiestrategie te vin-
den. We bepalen niet op voorhand wat de modellen moeten doen, maar passen ze
aan specifieke taken aan. We noemen zulke modellen adaptieve actieve waarnemings-
modellen. Op het moment zijn er drie obstakels die verhinderen dat zulke modellen
succesvol gebruikt kunnen worden op het gebied van ‘computer vision’. Ten eerste
is het onzeker of adaptieve actieve waarnemingsmodellen succesvol kunnen wor-
den toegepast op uitdagende visuele taken. Ten tweede is het onduidelijk hoe een
aangepast model zijn acties bepaalt. Ten derde wordt actieve waarneming altijd
geassocieerd met fysieke camera’s die kunnen bewegen. Het is niet duidelijk of ac-
tieve waarnemingsmodellen ook iets zouden kunnen betekenen voor visuele taken
in statische plaatjes. Om deze drie obstakels weg te nemen, formuleren we de vol-
gende probleemstelling.
Probleemstelling: Hoe pakken adaptieve actieve waarnemingsmodellen
uitdagende visuele taken aan?
We noemen een visuele taak uitdagend als mensen nog steeds beter zijn in het uit-
voeren van de taak dan ‘state-of-the-art’ computer vision modellen. In het meren-
deel van de bestudeerde visuele taken gebruiken we een actief waarnemingsmodel
dat alleen lokale delen van een plaatje gebruikt om zijn taak te vervullen. De reden
hiervoor is dat zo’n model veelbelovend is voor computer vision: het is compu-
tationeel efficie¨nt en kan gebruikt worden in statische plaatjes. Het model maakt
virtuele oogbewegingen om de relevante delen van het plaatje op te zoeken. We
refereren naar dit model als het oogbewegingsmodel. We proberen inzicht te verkrij-
gen in de probleemstelling door vier onderzoeksvragen te beantwoorden, die elk in
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een apart hoofdstuk behandeld worden. We duiden de vragen aan met de afkorting
RQ, van het Engelse ‘Research Question’.
RQ 1: Hoe verhoudt de adaptieve aanpak van actieve waarneming zich tot andere
aanpakken?
RQ 2: Hoe pakt een geheugenloos adaptief oogbewegingsmodel een classificatie-
taak in plaatjes aan?
RQ 3: Hoe gebruikt een adaptief oogbewegingsmodel zijn oogbewegingen bij het
uitvoeren van een controletaak?
RQ 4: Kan een adaptief oogbewegingsmodel even goed zijn als state-of-the-art
computer vision modellen in het detecteren van objecten in plaatjes?
We beginnen ons onderzoek in hoofdstuk 2 met het bestuderen van RQ 1: Hoe
verhoudt de adaptieve aanpak van actieve waarneming zich tot andere aanpakken? Ons
literatuuronderzoek leidt tot het inzicht dat er twee gescheiden aanpakken van ac-
tive vision zijn. De probabilistische aanpak neemt aan dat actieve waarneming een
iteratief proces is waarin telkens eerst de toestand van de wereld geschat wordt, en
dan een actie geselecteerd wordt. Het centrale doel van de acties van probabilistis-
che modellen is het verkrijgen van meer zekerheid over de toestand van de wereld.
De adaptieve aanpak hebben we boven al kort besproken. Deze aanpak maakt geen
aannames over hoe het model zijn acties moet bepalen. In plaats van het ontwer-
pen van een actiestrategie, wordt een voorbepaald model aan een taak aangepast
met als doel het optimaliseren van de prestatie van het model. Eerst beschrijven we
de modellen van beide aanpakken in een gezamenlijke notatie. Daarna vergelijken
we de modellen met elkaar op een classificatietaak van drie-dimensionale objecten.
De resultaten tonen aan dat het adaptieve model even goed presteert als de proba-
bilistische modellen, ondanks zijn gebrek aan een formele actiestrategie.
In hoofdstuk 3 introduceren we het oogbewegingsmodel dat we zullen ge-
bruiken om de overige drie onderzoeksvragen te beantwoorden (RQ 2, 3, en 4).
We evalueren andere bestaande oogbewegingsmodellen in de literatuur met be-
trekking tot drie voorwaarden voor ons model: het uitsluitend gebruik van lokale
delen van een plaatje, het hebben van een taakafhankelijke actiestrategie, en het
niet maken van aannames over de actiestrategie. Ons oogbewegingsmodel is
geı¨nspireerd door de groep van modellen die aan de voorwaarden voldoen. Het
voornaamste verschil van ons model met deze groep ligt in de toepassing van het
model op uitdagende visuele taken. Daarom gebruiken we andere visuele ken-
merken dan voorgaande modellen.
Vervolgens richten we ons in hoofdstuk 4 op RQ 2: Hoe pakt een geheugen-
loos adaptief oogbewegingsmodel een classificatietaak in plaatjes aan? Om deze vraag
te beantwoorden, passen we ons oogbewegingsmodel toe op een taak van gen-
derherkenning (man of vrouw) in statische plaatjes. We vergelijken het actieve
oogbewegingsmodel met een passief oogbewegingsmodel om inzicht te krijgen in
de meerwaarde van de acties. Het actieve model presteert beter dan het passieve
model. Onze analyse laat zien dat het actieve model zijn observaties gebruikt om
naar delen van het plaatje te gaan die meer geschikt zijn voor classificatie; het model
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maximaliseert de informatie die een enkele observatie bevat over de klasse van
het plaatje. Hierbij gebruikt het model zijn fixatielocatie als een vorm van extern
geheugen, zodat het ondanks zijn gebrek aan intern geheugen toch meerdere ob-
servaties kan gebruiken voor classificatie.
Daarna, in hoofdstuk 5 onderzoeken we RQ 3: Hoe gebruikt een adaptief oogbe-
wegingsmodel zijn oogbewegingen bij het uitvoeren van een controletaak? In een contro-
letaak is het doel succesvol gedrag, en niet het vergaren van informatie op zich.
Aangezien het bekend is dat oogbewegingen voor mensen ook andere doelen kan
hebben dan het vergaren van informatie, is het interessant te onderzoeken hoe een
adaptief model zijn oogbewegingen gebruikt voor een controletaak. In onze expe-
rimenten passen we een adaptief model toe op een taak van autorijden in een simu-
lator. De analyse van het model toont aan dat de oogbewegingen de volgende drie
doelen dienen: (1) het vinden van relevante visuele kenmerken, (2) het in de gaten
houden van deze kenmerken, en (3) het ontwijken van verstorende waarnemingen.
De eerste twee doelen kunnen geı¨nterpreteerd worden als het vergaren van infor-
matie, maar het derde doel niet. Door verstorende waarnemingen te ontwijken,
voorkomt het model dat het een complex intern mechanisme moet ontwikkelen
om met die waarnemingen om te gaan.
In hoofdstuk 6, beantwoorden we RQ 4: Kan een adaptief oogbewegingsmodel even
goed presteren als state-of-the-art computer vision modellen op de taak van objectdetec-
tie in plaatjes? Het overgrote deel van de bestaande methodes van objectdetectie
zoeken een plaatje geheel af om alle objecten te vinden. Op alle plaatsen in een
plaatje wordt een lokaal monster van het plaatje genomen dat gee¨valueerd wordt
als (deel van) een object, of als deel van de achtergrond. In beide gevallen wordt
de zoektocht na de evaluatie van het monster voortgezet zonder de informatie in
het monster te gebruiken. Wij introduceren een oogbewegingsmodel dat de infor-
matie in de lokale monsters gebruikt om de zoektocht naar interessante objecten
te stroomlijnen. Het monster kan namelijk informatie bevatten over waar objecten
zich waarschijnlijk in het plaatje bevinden. Het doel van het model is om computa-
tioneel efficie¨nter te zijn dan bestaande methoden, terwijl de detectieprestaties zo
goed mogelijk behouden blijven. We voeren experimenten uit op een gezichtsde-
tectietaak en een autodetectietaak. De resultaten tonen aan dat ons oogbewegings-
model even goed kan presteren als bestaande modellen, terwijl het computationeel
efficie¨nter is. Deze efficie¨ntie heeft echter een prijs: omdat ons model steunt op de
visuele context van een object, is de oplossing die onze methode biedt voor object-
detectie minder algemeen dan standaardoplossingen.
In de algemene discussie in hoofdstuk 7 bespreken we de bevindingen in het
proefschrift. Eerst bediscussie¨ren we alle vindingen in het proefschrift aangaande
de probabilistische en adaptieve aanpak van active vision. Daarna bespreken we
in hoeverre de verkregen inzichten gegeneraliseerd kunnen worden naar modellen
en taken die niet specifiek bestudeerd zijn in dit proefschrift. Dan adresseren we
de verschillen tussen passieve en actieve computer vision modellen in statische
plaatjes. Uiteindelijk geven we ook aan in welke gevallen adaptieve actieve waar-
nemingsmodellen meer inzicht kunnen verschaffen in de waarneming door dieren
of mensen.
In hoofdstuk 8 geven we met behulp van de resultaten een antwoord op de
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probleemstelling. Adaptieve actieve waarnemingsmodellen pakken uitdagende
visuele taken aan door middel van hun interne mechanismen en de externe ‘feed-
back’ die bestaat tussen de acties en observaties. De modellen gebruiken deze feed-
back om de uitvoering van hun taak te vergemakkelijken. Zo kunnen de modellen
de taakspecifieke informatie in de waarnemingen maximaliseren, door de omgev-
ing als extern geheugen te gebruiken. Ook kunnen de modellen de feedback ge-
bruiken om verstorende visuele waarnemingen te ontwijken. Op die manier hoeft
het model geen complex intern mechanisme te hebben om die waarnemingen te
verwerken.
We concluderen dat adaptieve actieve waarneming een veelbelovende aanpak
is voor het ontdekken van de rol van acties in visuele waarneming. Het heeft zijn re-
stricties en problemen, maar het maken van minder aannamen kan leiden tot acties-
trategiee¨n die zowel bijdragen aan een beter begrip van actieve visuele processen
als aan het verbeteren van computer vision technieken.
