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A Dimension Reduction-Based Joint Activity
Detection and Channel Estimation Algorithm for
Massive Access
Xiaodan Shao, Xiaoming Chen, and Rundong Jia
Abstract—Grant-free random access is a promising protocol to
support massive access in beyond fifth-generation (B5G) cellular
Internet-of-Things (IoT) with sporadic traffic. Specifically, in each
coherence interval, the base station (BS) performs joint activity
detection and channel estimation (JADCE) before data transmis-
sion. Due to the deployment of a large-scale antennas array and
the existence of a huge number of IoT devices, JADCE usually has
high computational complexity and needs long pilot sequences. To
solve these challenges, this paper proposes a dimension reduction
method, which projects the original device state matrix to a
low-dimensional space by exploiting its sparse and low-rank
structure. Then, we develop an optimized design framework with
a coupled full column rank constraint for JADCE to reduce
the size of the search space. However, the resulting problem is
non-convex and highly intractable, for which the conventional
convex relaxation approaches are inapplicable. To this end, we
propose a logarithmic smoothing method for the non-smoothed
objective function and transform the interested matrix to a
positive semidefinite matrix, followed by giving a Riemannian
trust-region algorithm to solve the problem in complex field.
Simulation results show that the proposed algorithm is efficient
to a large-scale JADCE problem and requires shorter pilot
sequences than the state-of-art algorithms which only exploit the
sparsity of device state matrix.
Index Terms—B5G, grant-free, activity detection, channel es-
timation, massive connectivity, Riemannian optimization.
I. INTRODUCTION
The widespread use of IoT in smart traffic, smart city,
smart health care and factory automation spurs an explosive
growth of IoT devices in the past years [1], [2]. In general,
IoT has two prominent characteristics. First, the number of
IoT devices is very large and increasingly grows [3]. It is
predicted that the number of IoT devices will reach hundreds
of billions in 2030. Second, the data of IoT devices has
a sporadic traffic pattern [4]. In other words, only a small
fraction of huge number of potential devices are active at a
given time. The grant-based random access adopted in 5G
Narrowband Internet of Things (NB-IoT) may lead to a high
latency with the further development of IoT. To this end, the
grant-free random access protocol that allows massive IoT
devices to simultaneously access wireless network without
a grant is considered in future B5G cellular IoT [5]. In
this context, grant-free random access receives considerable
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attentions recently. In [6], the authors proposed the unsourced
massive random access. Then based on this work, [7] extended
the massive unsourced random access to the case where the
base station has a massive number of antennas and combined
a grant-free non-coherent massive multiple-input multiple-
output (MIMO) activity detection scheme.
For the grant-free random access protocol, each device is
pre-assigned with a unique pilot sequence. The BS detects
the devices’ states by processing the received pilot sequences.
Meanwhile, the BS is able to obtain channel state information
(CSI), which is used for decoding the uplink signals and
precoding the downlink signals in a time division duplex
(TDD) mode. Hence, the algorithm design for grant-free
random access has a vital impact on the performance of
B5G cellular IoT. Since inactive devices do not transmit
their pilot sequences, a device state matrix containing device
and channel state information is typically sparse, which by
nature introduces a compressed sensing (CS) problem [8].
Several CS methods were firstly employed to detect devices
activity and their data by assuming that devices’ CSI was
known in advance [9]-[11]. Afterward, in [12]-[16], a joint
activity detection and channel estimation via an approximate
message passing (AMP) algorithm was adopted for a single-
cell system. [12] proposed an AMP algorithm design that
exploits the statistics of the wireless channel and provides an
analytical characterization of the probabilities of false alarm
and missed detection by using the state evolution. [13] showed
that in the asymptotic massive MIMO regime, both the missed
device detection and the false alarm probabilities for activity
detection can always be made to go to zero by utilizing AMP
algorithm. For the payload data containing only a few bits, [14]
devised a new non-coherent transmission scheme for massive
machine-type communications (mMTC) and specifically for
grant-free random access by leveraging elements from the
approximate message passing algorithm. The authors in [17],
[18] studied the multi-cell user activity detection problem
for massive connectivity and characterized the performance
for both the massive MIMO and the cooperative MIMO
architectures. The device activity detection of a cloud-radio
access network (C-RAN) also has been studied in [19], [20].
Specifically, the authors in [19] investigated the impact of
fronthaul capacity limitations in a C-RAN architecture on the
functions of random access and active device identification
in the massive access scenario. The authors in [20] proposed
Bayesian compressive sensing-based algorithm and try to
exploit the prior channel information of path loss effects and
2the chunk sparsity structure to solve the problem of JADCE
in uplink C-RAN. In [21] and [22], a greedy CS algorithm
based on an orthogonal matching pursuit was designed for
sparse signal recovery from random measurements. In [23],
the authors proposed an expectation propagation based JADCE
algorithm for massive access networks with the aid of channel
prior-information.
These algorithms exploiting the sparsity structure of the
device state matrix have good detection and estimation perfor-
mance, but face several practically challenging issues. Firstly,
the deployment of a large-scale antenna array at the BS and
the existence of a massive number of IoT devices form a
large-dimensional device state matrix result in prohibitively
computational complexity. Secondly, the concurrent transmis-
sion of pilot sequences leads to severe interference. In order
to guarantee the accuracy of detection and estimation, long
pilot sequences have to be utilized, which decreases the
efficiency of information transmission. Some of the recent
works to solve these problems include [25], [26], where the
authors proposed a low-complexity covariance based approach
for device activity detection, whose solution depends on the
received signal through certain covariance matrix only, and
such an approach can exploit the multiple BS antennas more
effectively. Then, the authors in [27] provide an accurate per-
formance analysis, in terms of the probabilities of false alarm
and missed detection, for the joint device activity detection and
data decoding scheme using the covariance based approach.
In fact, since the traffic is sporadic, the device state matrix
is typically low-rank. Motivated by this observation, the joint
sparse and low-rank structure can be exploited to reduce the
computational complexity and the training overhead. Note
that the low-rank problem is in general NP-hard, convex
relaxations have to be utilized to solve the CS problem based
on the nuclear norm. For examples, the work [24] proposed
an iterative algorithm by replacing the rank function with
the nuclear norm. Yet, the performance of such an iterative
algorithm heavily depends on the initiation value. Furthermore,
the work [28] proposed a semidefinite programming (SDP)
solver via nuclear norm relaxation. However, the computa-
tional and memory requirements for solving an SDP problem
limit its applicability in moderate to high-dimensional data
problem. In short, the nuclear norm based convex relaxation
approaches fail to well incorporate the fixed-rank matrices for
sparse signal recovery problem due to the poor structures.
For achieving grant-free random access in B5G cellular
IoT, it is required to design a scalable computational and
efficient algorithm to robustly detect device activity and es-
timate channel information based on the sparse and low-
rank characteristics of device state matrix. In this context,
this paper first provides a dimension deduction method for
the device state matrix, such that JADCE is reduced to a
low-dimensional optimization problem with a full column
rank constraint. To decrease the search space of the JADCE
problem with the nonconvex fixed-rank constraint, this paper
proposes a Riemannian trust region algorithm by making
use of the non-compact Stiefel manifold of fixed-rank ma-
trices in complex field. Especially, by harnessing the second
order information on Riemannian manifold [29]-[31], the
proposed algorithm achieves a superlinear convergence rate
and converges to first-order and second-order KKT points
on manifolds from arbitrary initial points. As compared to
the AMP based approach, the proposed algorithm achieves
lower detection error probabilities. Moreover, the proposed
algorithm does not require the knowledge of large-scale fading
coefficients of the channel, statistics of the channel vectors
and number of active users per coherence time, which are
quite critical for deriving AMP but are difficult to have in
practice due to the sporadic traffic. Compared with coordinate-
wise descend activity detection algorithm including Multiple
Measurement Vector (MMV), Non-Negative Least Squares
(NNLS) and Maximum Likelihood (ML) estimators [25], the
activity detection performance of the proposed algorithm is
better than MMV estimator, NNLS estimator, and worse than
ML estimator. More importantly, the computation complex-
ity of the proposed manifold-related operations for solving
JADCE problem does not increase by increasing the number
of BS antennas, which can effectively reduce computational
complexity when the number of BS antennas is huge, as is
often the case for mMTC. The contributions of this paper are
as follows:
1) This paper provides a simple rank estimation method for
the interested device state matrix based on the received
signal, and then designs a dimension reduction method
for JADCE, which projects the original problem to a
low-dimensional space where the interested device state
matrix has full column rank as estimated.
2) This paper develops a novel JADCE framework with
coupled full column rank constraint thereby reducing the
size of the search space, and further designs a logarithmic
smoothing method for the resulting objective function.
3) This paper proposes a novel Riemannian trust region
algorithm for JADCE, and it is found that the proposed
algorithm is robust to the estimation error of the rank of
the device state matrix.
The rest of this paper is organized as follows: Section II
gives a brief introduction of B5G cellular IoT in a sporadic
device activity pattern scenario. In Section III, we provide a
dimension deduction method and a rank estimation method.
Based on the both methods, we present a JADCE framework.
In Section IV, we propose a Riemannian optimization algo-
rithm for the design of JADCE. Section V provides extensive
simulation results to validate the effectiveness of the proposed
algorithm. Finally, Section VI concludes the whole paper.
Notations: We use bold letters to denote matrices or vectors,
non-bold letters to denote scalars, (·)H to denote conjugate
transpose, IN to denote the identity matrix of order N , C
A×B
to denote the space of complex matrices of size A × B, and
e ∼ CN (0, σ2I) to denote that each element in e follows
the independent and identically distributed (i.i.d.) Gaussian
distribution with zero mean and variance σ2, ‖ · ‖F to denote
the Frobenius norm of a matrix, ‖a‖ to denote the l2 norm
of a vector a, | · |c to denote the cardinality of a set, A[n]
to denote the nth row of matrix A. ‖A‖2,1 is the l21 norm
defined as the sum of A[n].
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Fig. 1. A B5G cellular IoT network with sporadic traffic devices.
II. SYSTEM MODEL
We consider a B5G cellular IoT network, where a BS
equipped with M antennas serves N single-antenna IoT
devices. Note that in B5G cellular IoT, the number N of
IoT devices is usually very large. However, due to the burst
characteristic of IoT applications, only a fraction of IoT
devices are active in a coherence interval, as shown in Fig. 1.
We use a signal support K to denote the set of active devices
in a certain coherence interval and K = |K|c to denote the
number of active devices. For convenience, we define χn as
the activity indicator with χn = 1 if the nth device is active,
otherwise, χn = 0. Let εn represent the active probability of
the nth device, then we have{
Pr(χn = 1) = εn, n ∈ K
Pr(χn = 0) = 1− εn, otherwise (1)
A grant-free random access protocol is adopted, such that
a massive number of IoT devices with sporadic data traffic
can access the B5G wireless network instantaneously without
a grant to transmit or a prior scheduling assignment. The
nth IoT device is assigned a unique i.i.d. complex Gaussian
distribution pilot sequence an = [an,1, · · · , an,L]T ∈ CL×1
with unit norm, where L is the length of pilot sequences.
At the beginning of a coherence interval, active IoT devices
simultaneously send their pilot sequences over the uplink
channels for joint activity detection and channel estimation
(JADCE) at the BS. Thus, the received signal Y ∈ CL×M at
the BS can be expressed as
Y =
N∑
n=1
χn
√
ςnanh
T
n +E
= AX+E, (2)
where hn =
√
ϑh˜n denotes theM -dimensional channel vector
from the nth device to the BS, which composed of large-scale
fading ϑ and small-scale fading h˜n. The channels maintain
constant in a coherence interval and independently fade over
coherence intervals. The E = [e1, · · · , eM ] ∈ CL×M with
em ∼ CN (0, σ2I) is an additive white Gaussian noise
(AWGN) matrix at the BS, where σ2 is the variance of
noise, and ςn = Lpn is the transmit energy with pn being
the pilot transmit power at the nth device. For simplicity
of notation, we define X = [x1, ...,xN ]
T ∈ CN×M with
xn = χn
√
ςnhn ∈ CM×1 as a device state matrix and
A = [a1, ..., aN ] ∈ CL×N as a pilot sequence matrix.
Based on the received signal Y, the BS recovers X for
JADCE. Specifically, for a recovered X, the nth device is
judged as active if its elements meet a given condition, and the
corresponding CSI is given by xn/
√
ςn. Since a large portion
of IoT devices are inactive, namely χn = 0, X is a sparse
matrix. Moreover, X is low-rank due to sporadic traffic and
large BS antenna array. In what follows, we design a low-
complexity JADCE algorithm by exploiting the sparse and
low-rank structure of X.
III. DESIGN OF JOINT ACTIVITY DETECTION AND
CHANNEL ESTIMATION
In this section, we focus on the design of a JADCE
algorithm, which can be formulated as a problem of recovering
the device state matrix X from the received signal Y. In
general, the recovery of a sparse matrixX from measurements
Y in (2) is a typical multiple measurement vector problem in
compressed sensing [32]. A quite well-known technique for
recovering the row-sparse matrix X in the multiple measure-
ment vector setting is the l21 norm least square method as
below:
argmin
X∈CN×M
‖X‖2,1 +
ζ
2
‖AX−Y‖2F , (3)
where ζ is a fixed penalty parameter. The main drawback of a
MMV problem above is its high computational complexity due
to the high dimensions ofA andX. Moreover, the accuracy of
recovered X is dependent on the length L of pilot sequences.
However, a long pilot sequence leads to a short duration for
information transmission. To solve these problems, we propose
a dimension reduction-based JADCE algorithm.
A. Dimension Reduction
Prior to designing the JADCE algorithm, we first provide a
dimension-reduced equivalent model for (3). Since the device
state matrixX is row-sparse in the presence of sporadic traffic,
it is typically low-rank, namely re = rank(X)≪ min{M,N}.
Based on such a characteristic, we have the following theorem:
Theorem 1: Partition the received signal Y into a signal
space and its null spaces by singular value decomposition
(SVD), namely Y = SsdVsdD
T
sd. Let V = SreVre , where
Sre is the first r
e columns of Ssd and Vre is a square matrix
consisting of the first re rows and the first re columns of Vsd.
Moreover, let U be the first re rows of DTsd. Then, we can
construct a signal space as
VU = AX+ EX , (4)
where EX is the noise incorporated in the signal space,
V ∈ CL×re with rank(V) = re,U ∈ Cre×M withUUH = I.
We emphasize that the result (4) is a high SNR characterization
of the received data. Such a high-SNR approximation is
a reasonable assumption in B5G cellular IoT with massive
connectivity due to the interference limited. Based on the
above signal space,
41) we can construct an equivalent form to the original
problem (2) as
V = AS+ES, (5)
with S = XUH and ES = EXU
H . If L ≥
O(K ln(N/K) +Kre), the equivalent problem
argmin
S∈CN×re
‖S‖2,1 +
ζ
2
‖AS−V‖2F , (6)
can stably reconstruct a K row-sparse (having at most
K’s non-zero rows) matrix S ∈ CN×re with rank(S) =
re.
2) The originally concerned device state matrix X can be
obtained by letting X = SU.
Proof: In order to project Y into a low-dimensional
subspace while minimizing the loss of variability of Y, the
rank re of the device state matrix X under the model (2)
needs to be known in advance. We will give a rank estimation
method based on the received signal Y in Section III.B of this
paper.
1) Due to UUH = I, Eq. (5) can be achieved via right
multiplying the signal space in (4) by UH . Correspond-
ingly, S is also K-row sparse. Since the B5G cellular
IoT with massive access is usually interference limited,
V can be exactly approximated as V ≈ AXUH by
neglecting the noise term. Because of re = rank(V) ≤
rank(XUH) ≤ rank(X) = re, it is able to obtain
that rank(S) = rank(XUH) = re. Therefore, S in the
problem (6) is full column rank and block sparse. It
has been proved that if the pilot matrix A satisfies the
block restricted isometry property (Block-RIP), the block-
sparse problem (6) has the bounded estimation error and
can stably reconstruct all K row-sparse matrices [33],
[34]. For an i.i.d. Gaussian distributed matrix A, it is
sufficient to guarantee that A in (6) satisfies the Block-
RIP under the condition of L ≥ O(K ln(N/K) +Kre).
Equivalently, if the length L of pilot sequences meets
this lower bound, the K-row sparse S can be stably
reconstructed from V.
2) According to Eq. (5), we have VU = ASU + ESU.
In other words, the row support of the resulting matrix
SU corresponds to the row support of X. Thus, we can
obtain X by letting X = SU.
Remark 1: V preserves the signal space information of Y,
hence the device state matrix can be recovered completely.
When the BS is equipped with large antenna array in B5G
cellular IoT, the reduction of computational complexity is
substantial compared with the original one. Moreover, the
dimension reduction also can decrease the required length of
pilot sequences. Specifically, the lower bound on the pilot
length of unstructured sparse recovery by l1 minimization
in [35] is L ≥ O(KM ln(N/K)), and the lower bound is
L ≥ O(K ln(N/K) +KM) for joint-sparse recovery by l21
minimization in [33]. The bound of the dimension reduced
method is lower than the above ones in practice scenarios.
B. Rank Estimation
As mentioned above, to perform dimension reduction, it is
necessary to obtain the rank of the device state matrix X. In
this subsection, we design a rank estimation method according
to the characteristic of the received signal Y. First, we provide
the following proposition which is instrumental in calculating
the essential rank.
Proposition 1: Let ΣK denote the set of all matrices in
CN×M having at most K’s non-zero rows. If the pilot matrix
A in the mapping X → AX is injective on ΣK , then for
every X ∈ ΣK , we have rank (X) = rank (AX).
Proof: Please refer to Appendix A.
This paper considers the i.i.d. complex Gaussian pilot matrix
A which is injective on ΣK , thus, according to Proposition 1,
the rank of the device state matrix X is equal to that of the
matrix AX. Adopting the same SVD decomposition method
for Y as in Theorem 1, and considering AX as the target
variable, we can get the decomposition AX = ΘΞ with full
column rank matrix Θ ∈ CL×re and matrix Ξ ∈ Cre×M with
ΞΞH = I. Therefore, the problem (2) can be rewritten as a
general form Y = ΘΞ+E. Since the noise is zero mean and
independent of the signal, the covariance matrix of Y can be
expressed as
C = E[ΘΘH ] + σ2I. (7)
Let λi denote the ith eigenvalue of C ∈ CL×L. Since Θ is
full column rank, we have rank
(
E[ΘΘH ]
)
= re, and thus the
following relationship holds true: λ1 > λ2 > · · · > λre >
λre+1 = · · · = λL = σ2.
Spectral representation theorem states that in
the continuous-time case, if ǫ(t) is a wide-sense
stationary process, then for each fixed t, the
integral ǫ(t) =
∫ +∞
−∞
exp(ıtx)dζ(x) is the limit
in quadratic mean of a sequence of processes
Q(n, t) =
∑n
h=1 exp(ıtxh−1)[ζ(xh) − ζ(xh−1)] with
some limit integer parameter n, a right continuous and
orthogonal-increment process ζ(x) [37] and an imaginary
unit ı. Since E[ΘΘH ] is a wide-sense stationary process and
it is assumed that the rank of E[ΘΘH ] is the variable r, then
we can compute a family of covariance matrices model based
on Eq. (7) using the above spectral representation theorem as
follows:
C(r) =
r∑
i=1
(λi − σ2)didHi + σ2I, (8)
where λ1, · · · , λr and d1, · · · ,dr denote the eigenvalues and
eigenvectors of the C(r) at rank r respectively. Here, r ∈
{0, 1, · · · , L−1} ranges over the set of all possible rank value.
Define Q(r) = (λ1, · · · , λr, σ2,d1, · · · ,dr) as the parameter
vector of these models of covariance matrices, and assume
that the continuous random vector ym ∈ CL×M (ym denotes
the m-th column of Y) obeys the elliptical distribution, which
can provide more flexibility in modeling complex received data
at the BS with various environment due to the fact that the
elliptical family can model the Gaussian data or heavy-tailed
data [36], [38]. Since the received data at different antennas
are regarded as statistically independent elliptical distribution,
their joint probability density g(y1,y2, · · · ,yM |Q(r)) of the
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g(y1,y2, · · · ,yM |Q(r)) =
M∏
m=1
τm
∣∣∣C(r)∣∣∣−1 q(yHm(C(r))−1ym),
(9)
where q(x) is the function of density generator, | · | denotes
the determinant of a square matrix, and τm is a normalizing
parameter so as to ensure that τm
∣∣C(r)∣∣−1 q(yHm(C(r))−1ym)
integrates to one [39]. Taking the negative logarithm of prob-
ability density results in the negative log-likelihood function,
which is given by
L(Q(r)) = 1
M
(
M∑
i=1
ρ(yHi (C
(r))−1yi)−M ln
∣∣∣C(r)∣∣∣−1) ,
(10)
where ρ(x) = − ln q(x). As for convenience later on, we
divide the two terms in the right side of (10) by M , which
does not change the rank estimation. In order to stabilize the
rank estimation problem whenever the number of antennas M
and the length of pilot L are of similar order in the JADCE
problem, a diagonal loading term is introduced into Eq. (10)
as follows:
L(Q(r)) = 1
M
M∑
i=1
ρ(yHi (C
(r))−1yi)− ln
∣∣∣C(r)∣∣∣−1
+βTr((C(r))−1), (11)
where β ∈ (0, 1] is a regularization parameter, Tr represents
the trace of the matrix. The function ρ(x) can be defined as a
general form, not necessarily related to elliptical density dis-
tribution q(x) and it is usually chosen such that the derivative
of ρ(x) is non-decreasing, non-negative and continuous. In
this paper, we consider Rayleigh fading channel and Gaussian
distributed noise, thus we set ρ(x) = (1− β)x. Note that one
can flexibly design function ρ(x) for obtaining a good rank
estimation according to characteristics of the received data at
the BS. Using the property Tr(AB) = Tr(BA) and omitting
the terms that do not depend on the parameter vector C(r),
Eq. (11) reduces to
L(Q(r)) = Tr
{
((1 − β) 1
M
YYH + βI)(C(r))−1
}
− ln
∣∣∣C(r)∣∣∣−1 . (12)
Then we can obtain the estimation Q̂(r) of Q(r) by minimizing
Eq. (12), that is
λˆi = λi, i = 1, · · · , r (13)
dˆi = di, i = 1, · · · , r (14)
σˆ2 =
1
L− r
L∑
i=r+1
λi, (15)
where λ1 > λ2 > · · · > λL and the corresponding d1, · · · ,dL
denote the eigenvalues and eigenvectors of the following
matrix
Cˆ = (1− β) 1
M
YYH + βI. (16)
Note that Eq. (16) is a general linear combination estimator of
covariance matrices C elaborated in [40]. By combining the
estimation parameter in Eqs. (13) - (15), we first obtain that
∣∣∣C(r)∣∣∣ = ( 1
L− r
L∑
i=r+1
λi
)(L−r)
r∏
i=1
λi, (17)
and
Tr
{
((1 − β) 1
M
YYH + βI)(C(r))−1
}
= (σˆ2)−1(λr+1 + λr+2 + · · ·+ λL) + r
= L− r + r = L, (18)
where we use the fact that the product of the eigenvalues
of the matrix is equal to its determinant, and the sum of
the eigenvalues of the matrix is equal to its trace. Then,
substituting equations (17) and (18) into (12), the negative
log-likelihood of the parameters estimation Q̂(r) can be cast
as
L(Q̂) = L+ (L− r) ln
(∑L
i=r+1 λi
L− r
)
+
r∑
i=1
ln λi, (19)
where L can be omitted because it is independent of the
unknown parameter. Moreover, a penalty term for ensuring
an unbiased estimate of the mean Kulback-Liebler distance
between g(y1,y2, · · · ,yM |Q(r)) and g(y1,y2, · · · ,yM |Q̂(r))
is needed. Here, we adopt a penalty ur
M
(L − r−12 ) controlled
by the unspecified constant u and for a detailed account on
this penalty, we refer the reader to [41]. Thus, the rank of X
can be estimated by maximizing the following CM(r)
rˆ = argmax
r∈{1,2,··· ,L}
CM(r), (20)
where
CM(r) = −(L− r) ln
(∑L
i=r+1 λi
L− r
)
−
r∑
i=1
lnλi
−ur
M
(
L− r − 1
2
)
, (21)
which is equivalent to selecting the model Q(r) that best
fits the received data Y. The following lemma provides the
conditions that guarantee CM(r) is maximized for r = re.
Lemma 1: Assume L,M →∞ with L/M → ̺, and λ1 is
bounded. For r < re, if λre+
̺λre
λre−1
−σ2− ln(λre+ ̺λreλre−1 ) >
u̺ and λre > 1 +
√
̺ hold, Pr(CM(r
e) > CM(r)) → 1,
namely the probability that CM(re) is greater than CM(r)
tends to 1. For r > re, if u > 1−σ
2
̺
+ 1+ 2
√
1/̺− 2 ln(1 +√
̺)/̺ holds, P (CM(re) > CM(r))→ 1.
Proof: Please refer to Appendix B.
From Lemma 1, we can observe that accurate rank estima-
tion probability is affected by the transmit power λre − σ2,
and the higher the transmit power, the higher the accurate rank
estimation probability. Since r in (20) is an integer from 1 to
L, rˆ can be obtained by searching the maximum CM(r). The
computational complexity of the rank estimation algorithm
is O(L2), which is low and acceptable. In order to balance
the channel estimation error and the efficiency of information
transmission, the value of L is generally near the number of
6active devices in practice, which is not so large in B5G cellular
IoT.
C. Joint Activity Detection and Channel Estimation Frame-
work
In this section, we exploit the characteristic of full column
rank of the transformed device state matrix S for jointly
activity detection and channel estimation.
Based on the dimension reduction in Theorem 1, the full
rank information of S can be incorporated to efficiently deter-
mine the solution. Apart from this, we can further utilize the
eigenvectors [d¯1, · · · , d¯N ] of the covariance matrix estimator
obtained in the rank estimation to encourage a good activity
detection and channel estimation in the noisy environment.
Thus, the JADCE problem (3) can be reformulated as
argmin
S
N∑
n=1
[
∥∥(AHD) [n]∥∥
2
∗ ‖S[n]‖2]︸ ︷︷ ︸
G(S)
+
ζ
2
‖AS−V‖2F
s.t. S ∈ CN×re : rank(S) = re (22)
where
(
AHD
)
[n] is a weighted coefficient assigned to the
nth device. Note that the vectors d¯i in Eq. (14) can be
divided into two components, namely D˜ = {d¯1, d¯2, · · · , d¯re}
and D = [d¯re+1, d¯re+2, · · · , d¯L] corresponding to the signal
and its orthogonal spaces, respectively. In the same way,
the pilot matrix A can be divided into Aac ∈ CL×K and
Ana ∈ CL×(N−K) corresponding to active and non-active
sets. Define d∗i as the eigenvectors of real covariance matrixC
and D = {d∗re+1,d∗re+2, · · · ,d∗L}, literature [42] has proved
that AHacD = 0. Thus, when M →∞, the following relation
AHD =
[
AHacD
AHnaD
]
→
[
0
AHnaD
]
, (23)
holds true. Even with a limited number of BS antennas, the
entries ofAHnaD are usually much larger thanA
H
acD at a wide
range of SNR. Therefore, in the problem (22), we assign small
weights to the entries associated with devices that are more
likely to be active for improving the detection and estimation
accuracy.
Unfortunately, the problem (22) is non-convex due to the
fixed-rank constraint, for which the conventional convex re-
laxation approaches are inapplicable. To tackle the challenge,
we apply the Riemannian optimization method which projects
the optimization problem with a constraint rank(S) = re
in the Euclidean space onto that in a manifold space. In
general, Riemannian optimization requires that the objective
function is smooth, but the objective function in problem (22)
is nonsmooth due to the weighted l21 norm term of G(S). In
the following, we propose a logarithmic smoothing method to
smooth the objective function. Specifically, we replace ‖S[n]‖2
with J(S[n]), which is defined as
J(x) = ‖x‖2 −
1
θ
ln (1 + θ ‖x‖2) , (24)
where θ > 0 is a tunable parameter. This function can solve
the nonsmooth problem. Please refer to Appendix C for the
detail proof.
Calculating the Maclaurin series of ln (1 + θ ‖x‖2), for a
small ‖x‖2, i.e. θ ‖x‖2 ≤ 1, we seek to use the second-order
statistics of the ‖x‖2 and other terms are negligible for their
small value. Therefore, smoother (24) approaches to
J(x) = ‖x‖2 −
1
θ
(
θ ‖x‖2 −
θ2
2
‖x‖22
+
θ3
3
‖x‖32 − · · ·
)
→ θ
2
‖x‖22 , as ‖x‖2 → 0 (25)
while for a relatively large ‖x‖2, the introduced smoothing
operator intrinsically uses its lower-order statistics, due to the
decreasing weight of the logarithmic term with the increased
variable amount. Thus, smoother (24) approximates to
Jθ(x)= ‖x‖2 −
1
θ
ln (1 + θ ‖x‖2)
→ ‖x‖2 , as ‖x‖2 →∞. (26)
Fig. 2 shows a visualization of the smoothing method, where
x denotes the variable ‖x‖2. By using such a relative smooth
measure, we adjust the originalG(S) in problem (22) elegantly
and gradually based on the ‖S[n]‖2 amount. Thus, the problem
(22) can be transformed as
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Fig. 2. A visualization of smoothing method for θ = 1/0.039.
argmin
S
N∑
n=1
[∥∥(AHD) [n]∥∥
2
∗ J (‖S[n]‖2)
]
︸ ︷︷ ︸
Gθ(S)
+
ζ
2
‖AS−V‖2F
s.t. S ∈ CN×re : rank(S) = re. (27)
Note that Gθ(S) is an efficient smoothing function of G(S) in
the whole range and the following theorem states that problem
(22) can be well fitted by problem (27).
Theorem 2: Suppose that the problem (22) has a uniqueK-
sparse solution. Then, the problem (27) satisfying θ > θ0 has
a unique K-sparse solution, where θ0 is a constant, and the
solution of problem (27) will converge to that of the problem
(22) as θ →∞.
Proof: Gθ(S) and G(S) are continuous functions on
feasible region. At the same time, Gθ(S) is an increasing
sequence with respect to θ and it converges pointwise to a
function G(S), then according to Proposition 5.4 and Remark
5.5 in [43], we have Gθ(S) Γ-converges to G(S).
7Remark 2: The proposed logarithm smoothing method in-
trinsically combines the functions with different order of
powers in a continuous manner into a single update, which
avoids possible anomalies that may arise due to the breaking
point in the smooth term with piecewise-function, such as
Huber function-based smoothing method introduced in [44].
The problem (27) can be solved by a Riemannian optimiza-
tion method, which will be discussed in Section IV in detail.
Once obtaining the solution Sˆ of the problem (27), the original
device state matrix can be recovered by Xˆ = SˆU. Afterward,
we can detect the device activity by defining the following
activity detector.
Definition 1: Based on Xˆ, we define the activity detector as
follows
k =

1, if
∥∥∥Xˆ(k, :)∥∥∥2 ≥ v2M
0, if
∥∥∥Xˆ(k, :)∥∥∥2 < v2M (28)
with v = v1max(Xˆ(n,m)), ∀n ∈ N,m ∈ M , where
max(Xˆ(n,m)) is the operation extracting the maximum ele-
ment value from Xˆ, v1 = 0.1 denotes the ratio of the minimum
and maximum amplitudes of the channel coefficients.
Meanwhile, the CSI corresponding to active devices can be
estimated as
hˆk = xˆk/
√
ςk, ∀k ∈ Kˆ. (29)
In summary, the proposed dimension reduction-based JADCE
algorithm (DR-JADCE) can be described as Algorithm 1.
Algorithm 1: Dimension Reduction-Based Joint Device
Detection and Channel Estimation via Riemnnian Opti-
mization
1: Input: The pilot matrix A, the signal measurements Y,
transmit energy ςn, ∀n ∈ {1, 2, . . . , N}.
2: Dimension reduction: rˆ = argmin
r
CM(r), Y→ VU
3: Device detection: Solve (27) with the Algorithm 3 in
Section IV to obtain the estimation Sˆ of S;
Recovery the original interested signal: Xˆ = SˆU;
Threshold elements of Xˆ:
Kˆ =
{
k :
∥∥∥Xˆ(k, :)∥∥∥2 ≥ v2M}.
4: Channel estimation: Return hˆk = xˆk/
√
ςk, ∀k ∈ Kˆ
5: Output: The estimated support of active devices Kˆ and
the estimated channel vector hˆKˆ.
Remark 3: Intuitively, rank estimation error may occur,
which affects the accuracy of activity detection and channel
estimation. Fortunately, as will be verified by simulations
in Section V, activity detection error and channel estimation
error of the proposed algorithm are not sensitive to the rank
estimation accuracy when underestimating the rank in the short
pilot region. Inspired by these observations, even if the actual
rank is known, we can utilize a small rank in the proposed
algorithm to further reduce the computational complexity.
IV. RIEMANNIAN OPTIMIZATION FOR JADCE
The existing Riemannian algorithms for fixed-rank matrix
optimization problems do not work for the problem (27) with
the non-square unknown matrix on the complex manifold. In
this section, we first reformulate the resulting rank-constrained
smoothing non-convex optimization problem in a specific way,
and then develop a Riemannian trust-region algorithm to solve
the reformulated problem in the complex field.
A. Problem Reformulation
To transform the original interested matrix in JADCE to a
positive semidefinite matrix for exploiting the specific quo-
tient manifold, we propose to rephrase the problem (27).
Specifically, any rank-re positive semidefinite matrix L ∈
C(N+r
e)×(N+re) admits a factorization L = ZZH with full
column rank matrix Z ∈ C(N+re)×re . First, let us define
Z =
[
J
J˜
]
with full column-rank matrices J ∈ CN×re
and J˜ ∈ Cre×re . Then utilizing the factorization on S, i.e.
S = JJ˜H , we can lift S in a factored form as follows:
L = ZZH =
[
JJH JJ˜H
J˜JH J˜J˜H
]
.
In addition to this redefinition, we also introduce two auxiliary
matrices P and P˜ as
P = [IN 0] ∈ CN×(N+re), (30)
and
P˜ =
[
0
Ire
]
∈ C(N+re)×re , (31)
where the blocks IN and Ire denote the identity matrices of
order N and re, respectively. Upon multiplying both sides
of ZZH by P and P˜, we obtain S = JJ˜H = PZZHP˜.
Consequently, the problem (27) reduces to
argmin
Z
f(Z) =
N∑
n=1
[∥∥(AHD) [n]∥∥
2
∗ J
(∥∥∥(PZZHP˜) [n]∥∥∥
2
)]
+
ζ
2
∥∥∥APZZHP˜−V∥∥∥2
F
s.t. Z ∈ C(N+re)×re : rank(Z) = re (32)
Next, we define a non-compact stiefel manifold M ={
Z ∈ C(N+re)×re : rank(Z) = re}, which denotes the set of
all (N + re)× re matrices whose columns are linearly inde-
pendent. Then the rephrased problem (32) can be recast as a
Riemannian optimization problem over complex non-compact
stiefel manifold. Herein, we first recovery the unknown matrix
Z. After the solution Zˆ of problem (32) is obtained, the
original solution Sˆ can be extracted from Zˆ by the operation
Sˆ = PZˆ(Zˆ)HP˜. Although this operation increases the dimen-
sion of interested matrix from S ∈ CN×re to Z ∈ C(N+re)×re ,
this kind of transform involves a series of sparse matrix
multiplication which suggests that the computation complexity
is low. In the following, we shall take advantage of the
particular geometric structure of (32) to develop a Riemannian
trust-region algorithm.
8B. Manifold Geometric Structure of The Parameter Z
A key property of L = ZZH in rephrased problem (32) is
that it is invariant over the projection Z 7→ ZQ, where Q ∈
U(re) = {Q ∈ Cre×re : QHQ = QQH = I}. This symme-
try comes from the invariant relation ZZH = ZQ(ZQ)H .
This means that for a solution Z to (32), ZQ is also a feasible
solution. To address this indeterminacy, we consider a set of
equivalence classes defined as
[Z] = {ZQ : Q ∈ U(re)} , (33)
which encodes the invariance map in an abstract search space
called the quotient space, which is denoted as
M :=M/U(re), (34)
where the non-compact stiefel manifold M is regarded as
the total space. Consequently, the problem (32) is now refor-
mulated as the following unconstrained optimization problem
over the set of equivalence classes in (33)
argmin
[Z]∈M
f([Z]). (35)
Therefore, through optimizing the problem over M, the in-
variance can be well addressed.
To describe the manifold in Euclidean space, we first
linearize the search space by utilizing the tangent space.
Specifically, the tangent space to M at Z is given by TZM,
which is the set of all tangent vectors to M at Z [31].
However, due to the fact that the manifold M is an abstract
space, the elements of its tangent space TZM need a matrix
representation in the total spaceM. Thus TZM is decomposed
into the sum of two complementary spaces such that
TZM = VZ ⊕HZ, (36)
where ⊕ is the direct sum of two subspace, the vertical space
VZ denotes the directions tangential to the equivalence class
[Z], while the horizontal space HZ, which is orthogonal to
the set of equivalence classes, provides us a valid matrix
representation of the abstract tangent space TZM. In this
context, for any ξZ ∈ TZM, there exists a unique horizontal
lift ξZ ∈ HZ satisfying ξZ := ΠhZ(ξZ), where ΠhZ denotes the
projection from TZM onto the horizontal space HZ at Z.
Fig. 3 illustrates the tangent space above and Riemannian
retraction which will be discussed in the following subsection.
The black points Z and Z1 on M belong to the equivalence
class of solutions relating to Z by a unitary ambiguity. They
are represented by a single point [Z] on the quotient manifold
M.
Now the key point is to find the vertical space, horizontal
space and the horizontal projection. In detail, we first define
the vertical space VZ as follows:
VZ =
{
ZB : BH = −B,B ∈ Cre×re
}
. (37)
Correspondingly, the horizontal space can be derived from the
following definition
HZ =
{
ξ
Z
∈ TZM : g(ξZ,ηZ) = 0, ∀ηZ ∈ VZ
}
, (38)
where g(·) denotes the Riemannian metric for the manifoldM,
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Fig. 3. Illustrations of the tangent space and Riemannian retraction.
which is the smoothly varying inner product: TZM×TZM 7→
R. In this paper, we set Riemannian metric as
gZ(ξZ,ηZ)=Tr(ℜ(ξHZ ηZ)
=
1
2
Tr(ξHZ ηZ + η
H
Z ξZ), ξZ,ηZ ∈ TZM, (39)
which is equivalent to treating CN×r
e
as R2N×2r
e
with the
canonical inner product, and where ℜ(B) denotes real part
of B. Now, TZM endowed with inner product leads to a
Riemannian manifoldM. Following the results above, we can
obtain the concise expressions of HZ and ΠhZ. The horizontal
space at Z is given by
HZ =
{
ξ
Z
∈ C(N+re)×re : ξH
Z
Z = ZHξ
Z
}
, (40)
and the projection of any direction ξZ onto the horizontal
space at Z is given by
Πh
Z
(ξZ) = ξZ − ZB, (41)
where B is a complex matrix of size re × re, which is the
solution of the following Lyapunov equation
ZHZB+BZHZ = ZHξZ − ξ
H
ZZ. (42)
Please refer to Appendix D for the detail proof.
C. Riemannian Gradient and Hessian for JADCE Problem
We now use the notions developed in the previous section
to deduce Riemannian gradient and Hessian on manifolds
represented in the tangent space to minimize the cost function
f(Z) on the M.
The Riemannian gradient gradf(Z) of f(Z) is the unique
operator satisfying
gZ(gradf(Z), ξZ) = Df(Z)[ξZ], ∀ξZ ∈ TZM, (43)
where
Df(Z)[ξZ] := lim
t→0
(f(Z+ tξZ)− f(Z))/t, (44)
is the directional derivative of f(Z) in the direction ξZ.
Substituting the objective function defined in (32) and the
Riemannian metric in (39) into (43) yields
gradf(Z) =
ζ
2
P
H
AH
(
APZZHP˜−V
)
P˜HZ
9+
ζ
2
P˜
(
APZZHP˜−V
)H
APZ
+P
H
[∥∥AHD[1]∥∥
2
θΩH1
1 + θ ‖Ω1‖2
, · · · ,
∥∥(AHD) [N ]∥∥
2
θΩHN
1 + θ ‖ΩN‖2
]H
P˜HZ
+P˜
[∥∥AHD[1]∥∥
2
θΩH1
1 + θ ‖Ω1‖2
, · · · ,
∥∥(AHD) [N ]∥∥
2
θΩHN
1 + θ ‖ΩN‖2
]
PZ,
(45)
where Ωn = PnPZZ
HP˜, Pn ∈ C1×N is the row selection
matrix whose all elements are zero except the nth enetry for
n ∈ {1, 2, · · · , N}. Please refer to Appendix E for the detail
proof.
Then the Riemannian gradient can be uniquely represented
by its horizontal lift in M and the corresponding matrix
representation is given by
gradf(Z) = Πh
Z
(
gradf(Z)
)
. (46)
In order to use the second-order information of the objective
functions, which can escape from saddle points then provide
more accurate recovery solution, we need to exploit the
Riemannian Hessian of f(Z). The horizontal lift of the Rie-
mannian Hessian along given direction ηZ has the following
matrix expression
Hessf(Z)[ηZ] = Π
h
Z
(
lim
t→0
(
gradf(Z+ tηZ)− gradf(Z)
)
/t
)
.
(47)
Now, applying this formula to the vector field gradf(Z) leads
to
Hessf(Z)[ηZ]
= ΠhZ
(
ζ
2
(
P
H
AHAP
(
ZηHZ + ηZZ
H
)
P˜P˜HZ− P˜VHAPηZ
+P˜
(
AP
(
ZηH
Z
+ η
Z
ZH
)
P˜
)H
APZ−PHAHVP˜Hη
Z
+P˜
(
APZZHP˜
)H
APηZ +P
H
AHAPZZHP˜P˜HηZ
)
+
[∥∥AHD[1]∥∥
2
θP˜ΩH1
1 + θ ‖Ω1‖2
, · · · ,
∥∥(AHD) [N ]∥∥
2
θP˜ΩH1
1 + θ ‖ΩN‖2
]
PηZ
+P
H
[∥∥AHD[1]∥∥
2
θΩH1
1 + θ ‖Ω1‖2
, · · · ,
∥∥(AHD) [N ]∥∥
2
θΩHN
1 + θ ‖ΩN‖2
]H
P˜Hη
Z
+P
H [
ΓH1 , · · · ,ΓHN
]H
P˜HZ+ P˜
[
ΓH1 , · · · ,ΓHN
]
PZ
)
, (48)
where
Γn =
1
(1 + θ ‖Ωn‖2)2
(∥∥(AHD) [n]∥∥
2
θΛn(1 + θ ‖Ωn‖2)
−0.5θ ‖Ωn‖−12
(
ΩnΛ
H
n +ΛnΩ
H
n
)∥∥(AHD) [n]∥∥
2
θΩn
)
,
(49)
and
Λn = PnP(Zη
H
Z
+ ηZZ
H)P˜, (50)
where n ∈ {1, 2, · · · , N}.
D. Riemannian Trust-Region Optimization for JADCE
With the Riemannian gradient and Hessian at hand, we now
need to determine the search direction in the tangent space
TZM and a retraction that can map the search direction from
HZ to M. In the t-th iterate of the problem, the following
efficient retraction is adopted for ensuring that each update of
our search variable is located on the manifold:
Zt+1 = RZ(η
t
Z
) = Zt + αtη
t
Z
, (51)
where αt is the step size, η
t
Z
∈ HZ is a search direction.
Such a retraction can provide a computationally efficient way
to smoothly select a moving curve on a manifold. Eq. (51)
can be translated into the update [Zt+1] = [RZ(η
t
Z
)] on M
as illustrated in Fig. 3.
We now gather the Riemannian gradient and Hessian to
derive a search direction ηt
Z
in problem (51) by solving the
following trust-region subproblem
argmin
η
Z
∈HZ
mt(ηZ) = ft(Z) + gZ (gradft(Z),ηZ)
+
1
2
gZ (Hessft[ηZ],ηZ)
s.t. ‖ηZ‖g ≤ ∆t, (52)
where ‖η
Z
‖g =
√
gZ(ηZ,ηZ) and ∆t is the trust-region
radius. In this paper, we adapt the Steihaug-Toint truncated
conjugate-gradient (tCG) method from [31] to approximately
solve (52), which is summarized in Algorithm 2. Such a step
is integral to locate a critical point of f(Z) by the trust-region
Newton method, as formally stated in Algorithm 3, where the
criterion for choosing the radius of the trust region is given
by
̺t =
f(Zt)− f(RZ(ηtZ))
mt(0)−mt(ηtZ)
. (53)
Remark 4: Literature [45] has shown that the Riemannian
trust-region algorithm is globally convergent with superlinear
convergence rate, i.e. it converges to the second-order KKT
points starting from any random initialization. Since the objec-
tive function f(Z) is exactly quadratic function which satisfies
the Lipschitz gradient condition in [45], thus an approximate
second-order critical point can always be found by Algorithm
3.
E. Computational Complexity Analysis
In what follows, we analyze the computational complexity
of the proposed algorithm.
1) The objective function: the complexity of f(Z) in (32)
mainly comes from the matrix multiplication, which is in
the order of O(LNre) per iteration.
2) The Riemannian gradient: the complexity of Riemannian
gradient includes the computation of horizontal projection
Πh
Z
introduced in (41), i.e. O(N(re)2 + (re)3), and the
computation of matrix multiplication in O(LNre). Thus,
the total computational complexity of gradf(Z) in (46)
is O(LNre +N(re)2 + (re)3).
3) The Riemannian Hessian: the overall complexity of
Hessf(Z)[ηZ] in (48) is O(LNre +N(re)2 + (re)3).
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Algorithm 2: Truncated Conjugate Gradient Algorithm for
subproblem (52).
1: Input: Zt, ∆t, Parameters θ, κ > 0.
2: Initialization: η0
Z
= 0,ι0 = gradf(Zt), δ0 = −ι0,j = 0
3: while ‖ιj+1‖g > ‖ι0‖g min(‖ι0‖θg , κ) do
4: if gZ(δj ,Hessft[δj ]) ≤ 0 then
5: Compute ̟ = argmin mt(ηZ) with constraint
η
Z
= ηj
Z
+̟δj and ‖ηZ‖g = ∆t
6: return ηt
Z
:= η
Z
7: end if
Set η
j+1
Z
= ηj
Z
+£δj with
£ = ‖ιj‖2g /gZ(δj ,Hessft[δj ])
8: if
∥∥∥ηj+1
Z
∥∥∥
g
≥ ∆t then
9: Compute ̟ as the solution to ‖ηZ‖g = ∆t with
η
Z
= ηj
Z
+̟δj
10: return ηt
Z
:= ηZ
11: end if
12: ιj+1 = ιj +£Hessft[δj ]
13: βj+1 = ‖ιj+1‖2g / ‖ιj‖2g
14: δj+1 = −ιj+1 + βj+1δj
15: j = j + 1
16: end while
17: Output: ηt
Z
Algorithm 3: Signal Recovery for Joint Activity Detection
and Channel Estimation.
1: Initialization:
t← 0,Z0,∆←
√
re,∆0 ← 0.125∆, ̺′ ← 0.1, tolerance
̟1
2: while ‖gradf(Zt)‖F ≥ ̟1 do
3: Obtain ηt
Z
by approximately solving problem (52) via
Algorithm 2.
4: Set ̺t according to Eq. (53)
5: If ̺t ≤ 0.25, set ∆t+1 ← 0.25∆t.
6: If ̺t ≥ 0.75 and ‖ηtZ‖g = ∆t,
set ∆t+1 ← min
{
2∆t,∆
}
;
otherwise set ∆t+1 ← ∆t.
7: If ̺t > ̺
′, set Zt+1 = Zt + αtη
t
Z
;
otherwise set Zt+1 = Zt.
8: Update t← t+ 1
9: end while
10: Output: Sˆ = PZˆ(Zˆ)HP˜ with Zˆ = Zt.
4) The Riemannian metric: the computational complexity
of Riemannian metric gZ(·) in (39) is dominated by
the matrix multiplication, the complexity of which is
O(N(re)2).
5) The retraction: the computational complexity of retraction
introduced in (51) is O(Nre).
It follows from the analysis above that the overall computa-
tional complexity of manifold-related operations for solving
JADCE problem is O(LNre + N(re)2 + (re)3) at each
iteration, which does not grow by increasing the number M
of BS antennas. Before implementing Riemannian trust-region
algorithm, an re × re SVD and the rank estimation are com-
puted, which are not numerically expensive, since re is less
than or equal to the number of active devices. In summary, the
proposed DR-JADCE algorithm is computationally efficiency
and works well for B5G cellular IoT with massive access.
V. NUMERICAL RESULTS
In this section, we report the results of a detailed numerical
study to verify the effectiveness of the proposed DR-JADCE
algorithm. We first describe the results of experiment that
estimate the rank of the interested signal X with the additive
noise. We simulate the underdetermined B5G cellular IoT
network with N = 300 devices, the actual rank re = 30,
a pilot sequence length L = 90, the unspecified constant
u = 0.6 + 1.2
√
M/L − 1.2M ln(1 + √L/M)/L, and β
estimated from the proposed in [40], c.f. (32) and (33). When
measuring rank estimation quality, we consider the mean
value of the rank estimation and probability of the successful
recovery of the form Pr(r = re). Each simulation is repeated
500 times.
Fig. 4 suggests that, for M = 256, when the pilot transmit
power −3 ≤ p < 1 dBm, the success rate is less than 1 and the
mean value of rank estimation is increasing from 19.5 to 29.5.
However, when p ≥ 1 dBm, it is sufficient to successfully
estimate the rank of interested signal X. For M = 128, a
cut-off point for accurate rank estimation is p ≥ 3.5 dBm.
Moreover, the success rate is increased as the antennas number
M grows in the lower pilot transmit power region.
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Fig. 4. The performance of rank estimation algorithm.
Then, we present the device detection performance and
channel estimation accuracy of the proposed algorithm. As
a reference, we compare the DR-JADCE algorithm with the
original l21 minimization in (3), the covariance based detec-
tion schemes, i.e. NNLS estimator, MMV estimator and ML
estimator [25], whose solution depends on the received signal
through certain covariance matrix only, simultaneous orthogo-
nal matching pursuit (SOMP) [21] algorithm, which enhances
the detection performance by accumulating the correlation for
a group of symbols, AMP algorithm in MMV form [12] which
leverages large-scale fading coefficients and the statistics of the
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wireless channel to improve the estimation performance, and
the oracle MMSE algorithm which assumes the support set of
the device state matrix is known.
As a performance measure, we use the activity error rate
(AER) and normalized mean square error (NMSE) as well.
The AER includes missed detection probability, defined as the
probability that a device is active but the detector declares it
to be inactive, and the false-alarm probability, defined as the
probability that a device is inactive, but the detector declares
it to be active. The NMSE of the estimated channels of active
devices is defined as 10 log10
‖XˆK−XK‖2
‖XK‖
2 where XK is for
collecting the row-vectors corresponding to active support K
in X. We set the parameter θ = 1/0.039 in the logarithmic
function, ζ = 8. The large-scale fading ϑ is assumed to be
−123dB, and the elements of small-scale fading h˜n obeys
Gaussian distribution with zero mean and variance 1. The
power spectral density of the AWGN at the BS is set as −160
dBm/Hz, and the bandwidth is set as 1 MHz.
First, we conduct simulations to validate the effectiveness of
the proposed optimization algorithm for activity detection. Fig.
5 illustrates the evolution of AER when the rank estimation
r varies from 16 to 34 and the actual rank is re = 30.
Fig. 5 shows that the sensitivity of the DR-JADCE to the
rank estimation value decreases in low pilot transmit power
case compared with ones in high pilot transmit power, which
suggests that the proposed algorithm can provide better ro-
bustness to rank estimation in the low pilot transmit power
regime. Here, an important observation is that the activity error
rate of the proposed DR-JADCE algorithm is not sensitive
to the accuracy of rank estimation when the rank estimation
is less than the actual rank. Although the performance gap
between actual rank and overestimated rank in terms of AER
is relatively large, the underestimated rank area is what we
are really interested in, because even if the actual rank is
known, we can utilize a small rank in the proposed algorithm
to further reduce the computational complexity. In addition,
as discussed in more detail later in Fig. 11, the influence of
rank estimation on signal recovery error has an inflection point
along the pilot length, which motivates us to adopt different
rank setting strategies to reduce the impact of this gap.
Fig. 6 examines the AER over the different length of pilot
sequences with various rank estimation r. It is seen that the
overall activity error rate of the DR-JADCE is lower than the
l21 minimization, MMV, NNLS, AMP and SOMP algorithms.
In other words, the proposed DR-JADCE algorithm needs
shorter pilot length than other algorithms to achieve the same
detection performance. As quality parameter illustrated in
Remark 1, the dimension reduction-based approach not only
reduces the computation complexity with large antenna array,
but also decreases the required length of pilot sequence since
M is replaced by a smaller r. More importantly, after the
rank estimation and dimension reduction operations, the full
rank information of S is incorporated to form a rank aware
algorithm. The proposed Riemannian optimization algorithm
well incorporate this non-convex full column rank constraints
for efficiently decreasing the search space of the JADCE
problem. It can converge to first-order and second-order KKT
points on manifolds from arbitrary initial points with a su-
perlinear convergence rate. All of this efficiently prove the
accuracy of the recovery solution. As can be observed that the
proposed DR-JADCE performs worse than ML estimator in
terms of detection accuracy. Notice that the ML covariance-
based approach needs to detect device activity first, and then
estimate channels based on activity detection results, while
the proposed algorithm can detect device activity and estimate
channels simultaneously. Moreover, the performance degrades
as L decreases because the ratio L/N of the system decreases,
which indicates that the system becomes more underdeter-
mined.
Rank Estimation rˆ
16 18 20 22 24 26 28 30 32 34
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pp = 7.5 dBm
pp = 12.5 dBm
Fig. 5. The activity error rate for different rank estimation r with a device
access probability ε = 0.1, devices N = 300, antennas number M = 64
and pilot length L = 33.
Pilot Length L
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Fig. 6. The activity error rate for different pilot sequence lengths L with a
device access probability ε = 0.1, devices N = 400, pilot transmit power
p = 20 dBm and M = 64 antennas at the BS.
Fig. 7 demonstrates the activity detection performance of
the DR-JADCE, l21 minimization, MMV, NNLS, ML, AMP
and SOMP algorithms for different number of antennas with
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the actual rank setting. It is seen that the DR-JADCE algorithm
provides much lower AER than l21 minimization, MMV,
NNLS, AMP and SOMP algorithms over the number of anten-
nas and the performance gap becomes larger as the number
of BS antennas increases. Here, ML performs much better
than all the other algorithms and requires much less number
of antennas M . We emphasize that this paper considers the
massive MIMO regime. The reason for this setting is that when
the BS is equipped with large antenna array in B5G cellular
IoT, the reduction of computational complexity of DR-JADCE
is substantial compared with the original one. In the small
BS antenna array case, where BS antennas M goes to 1, we
would have obtained a low AER for the proposed algorithm,
which is not of practical interest. Above mentioned means that
superiority of the proposed RD-JADCE scheme is evident for
a massive MIMO system, which is widely assumed in the
current mMTC.
Antennas Number M
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Fig. 7. The activity error rate for different antennas number M with a device
access probability ε = 0.1, devices N = 400, pilot transmit power p = 15
dBm and pilot length L = 45.
Fig. 8 plots activity error rate of the three algorithms
versus different pilot transmit power with the actual rank
setting. We observe that for considered pilot transmit power,
the SOMP and l21 minimization perform worse than the
DR-JADCE algorithm. For p < 6dBm, NNLS and AMP
algorithms perform better than DR-JADCE algorithm. For
p < 9dBm, MMV algorithm perform better than the DR-
JADCE algorithm. However, the detection performance of DR-
JADCE algorithm significantly improves when pilot transmit
power increase, which shows that the proposed algorithm is
appealing for mMTC with limited interference.
Fig. 9 depicts the AER performance as a function of total
number of devices. The total number of devices varies from
200 to 1200. We set the number of active devices K = 100,
the number of antennas M = 128 and pilot length L = 105.
We can intuitively see that the performance of proposed DR-
JADCE algorithm and other compared algorithms are not
sensitive to the number of total devices, and the proposed
Transmit Power p (dBm)
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Fig. 8. The activity error rate for different pilot transmit power p with a
device access probability ε = 0.1, devices N = 400, M = 64 antennas at
the BS and pilot length L = 45.
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Fig. 9. The activity error rate for different number of potential devices with
active devices K = 100, transmit power p = 15 dBm, M = 128 antennas
at the BS and pilot length L = 105.
DR-JADCE can provide substantially better AER performance
than the l21 minimization, MMV, NNLS, AMP and SOMP
algorithms over the whole total number of devices range.
To further illustrate the performance of the proposed
method, we focus on investigating channel estimation accu-
racy of the proposed algorithm. Fig. 10 shows the channel
estimation performance when the activity probability ε varies
from 0.05 to 0.2. We observe that the proposed algorithm
outperforms SOMP, l21 over the entire activity probability
range, and the proposed algorithm and oracle MMSE have
similar performance, which indicates that the proposed DR-
JADCE algorithm can accommodate more active devices.
Furthermore, the performance of all algorithms is degraded
as ε increases. This is because the interference among devices
increases as more devices are active.
Fig. 11 shows the evolution of NMSE of DR-JADCE under
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Fig. 10. The NMSE for different activity probability ε with pilot transmit
power p = 20 dBm, devices N = 400, a pilot length L = 90 and M = 128
antennas at the BS.
various rank estimation value with the actual rank re = 40.
From this figure, we observe that the channel estimation
performance increases as pilot length increases, and the DR-
JADCE algorithm achieves a substantial performance gain
over the l21 minimization, SOMP algorithms. We can also
seen that the performance gap between the proposed method
and the Oracle MMSE is small, especially when the pilot is
longer. This is because the DR-JADCE exploits a full column
rank information via an efficient approach. Remarkably, the
proposed DR-JADCE algorithm reduces the minimum length
of the pilot for stable recovery the device state matrix.
The effect of rank estimation value is clearly observed as we
move away from underestimation to overestimation of the rank
value. It is seen that underestimating the rank has less influence
on the CSI estimation error than overestimating the rank in
short pilot length region. However, as L further increases, the
performance gap between DR-JADCE with true rank and the
case with overestimating rank is dramatically diminished. In
Fig. 11, we mark this inflection point (around the number of
active devices + 6) of the influence of the rank estimation
on the signal recovery error. In the following, we explain this
phenomenon. It is known that the signal-to-interference-plus-
noise ratio (SINR) of uplink channel estimation is proportional
to the pilot length. In the long pilot region, the high SINR
suggests that the signal strength is dominant, so even if the
rank estimation is larger than the actual value, the signal can
be recovered accurately in the long pilot region. Conversely,
underestimating the rank leads to a relatively large estimation
error. In the short pilot region, the low SINR suggests that
noise has a greater impact on the estimation accuracy, and
overestimating the rank motivates more noise to be included.
Hence, underestimating the rank leads to a lower NMSE than
overestimating the rank in the short pilot region. Hence, under-
estimating the rank leads to lower NMSE than overestimating
the rank in the short pilot region. The Fig. 5 and Fig. 6 are
drawn in the short pilot length region, and it seems that if the
estimated rank is more than actual rank, the activity detection
performance is degraded more severely.
Further, in order to achieve reasonably accurate uplink
channel estimation, pilot length L needs to be larger than
the number of active devices K in practice. Therefore, in the
short pilot region (K ≤ L < K + 6), it is mostly beneficial
to further reduce the computation complexity of joint activity
detection and channel estimation in DR-JADCE algorithm by
taking a small rank even if the actual rank is known. In the
long pilot region (K + 6 ≤ L), it is beneficial to guarantee
activity detection and channel estimation accuracy of DR-
JADCE algorithm by taking a large estimation value of the
rank.
Pilot Length L
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Fig. 11. The NMSE for different pilot sequence lengths L with a device
access probability ε = 0.1, devices N = 400, pilot transmit power p = 15
dBm and M = 128 antennas at the BS.
VI. CONCLUSION
The problem of joint activity detection and channel es-
timation was studied in this paper. A dimension reduction
model was proposed by leveraging the low-rank structure of
the received data matrix, in which the interested matrix is full
column rank. Based on this model, we developed an optimized
design framework with a logarithmic smoothing objective
function and a coupled full column rank constraint. To reduce
the computational complexity and achieve good performance,
we develop a Riemannian trust region algorithm to solve the
rank-constrained smoothed optimization problem by exploiting
the complex compact Stiefel manifold of complex fixed-rank
matrices. Simulation results shown that the proposed method
offers competitive performance in terms of device detection
and channel estimation.
APPENDIX A
THE PROOF OF PROPOSITION 1
According to the Theorem 2 in [47], if the pilot matrix A:
ΣK → CL×M is injective, we have K ≤ spark(A)−1+rank(X)2 ,
where spark(A) denotes the smallest number of linearly
dependent columns of A. Then we have
K ≤ spark(A)− 1, (54)
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which comes from the observation that rank(X) ≤ K . It
follows that
K < spark(A). (55)
Naturally we have that rank(AX) ≤ rank(X). If we assume
that rank(AX) < rank(X), then, we can obtain a K-sparse
vector x 6= 0 in the span of columns of X such that Ax = 0,
which means that there exists a non-trivial combination of K
columns of A that is equal to 0, contradicting the inequality
that K < spark(A) in (55). Therefore, rank(AX) = rank(X).
APPENDIX B
THE PROOF OF LEMMA 1
First of all, we rewrite the first term of Eq. (21) by the
following transformation
−(L− r) ln
(∑L
i=r+1 λi
L− r
)
= −(L− r) ln
((∑L
i=r+1 λi
L− r − σ
2
)
+ σ2
)
= −(L− r)
((∑L
i=r+1 λi
L− r − σ
2
)
−0.5
(∑L
i=r+1 λi
L− r − σ
2
)2 (
σ2 +O(σ2))

= −
L∑
i=r+1
(
λi − σ2
)
+O(σ2), (56)
where the last equation use (L − r)(σ2 − σˆ2)2 = O(1/M).
Then define L¯r = −
∑L
i=r+1
(
λi − σ2
) −∑ri=1 lnλi. When
r < re, we obtain
CM(re)− CM(r) = L¯re − L¯r − u
M
(re − r)
(L − (re + r)/2 + 0.5). (57)
According to the result in [46], for r < i < re, we have
λi → λi+ ̺λiλi−1 . If λre+
̺λre
λre−1
−σ2− ln(λre+ ̺λreλre−1 ) > u̺,
we get
Pr {CM(re) > CM(r)}
= Pr
{
L¯er − L¯r >
u
M
(re − r)(L − (re + r)/2 + 0.5)
}
= Pr
{
re∑
i=r+1
(
λi − σ2 − lnλi
)
>
u
M
(re − r)(L − (re + r)/2 + 0.5)
}
= Pr
{
re∑
i=r+1
(
λi +
̺λi
λi − 1 − σ
2 − ln
(
λi +
̺λi
λi − 1
))
>
u
M
(re − r)(L − (re + r)/2 + 0.5)
}
≥ Pr
{
λre +
̺λre
λre − 1 − σ
2 − ln
(
λre +
̺λre
λre − 1
)
>
u
M
(L− r
e − 1
2
))
}
→ 1. (58)
When r > re, combining the result in [46], i.e. for re < i < r,
λi → (1 +√̺)2, we can write
Pr(CM(r
e) > CM(r))
= Pr
{
re∑
i=r+1
(
λi − σ2 − ln λi
)
>
u
M
(re − r)(L − (re + r)/2 + 0.5)
}
= Pr
{
(1 +
√
̺)2 − σ2 − 2 ln(1 +√̺)
>
u
M
(re − r)(L − (re + r)/2 + 0.5)
}
= Pr
{
u >
L
L− (re + r)/2 + 0.5
M
L(
1− σ2 + ̺+ 2√̺− 2 ln(1 +√̺))}→ 1, (59)
if u > 1−σ
2
̺
+ 1 + 2
√
1/̺ − 2 ln(1 + √̺)/̺ holds. This
completes the proof.
APPENDIX C
THE PROOF OF THE SMOOTHNESS OF THE PROPOSED
LOGARITHMIC SMOOTH METHOD
Now, we prove that the method in (24) can solve the
nonsmooth problem. z = J(x) is differentiable at 0 if the
following condition holds
∆z− Jx1(0)∆x1 − Jx2(0)∆x2 − · · · − Jxre (0)∆xre
=O
(√
∆x21 +∆x
2
2 + · · ·+∆x2re
)
, (60)
where xi denotes the i-th element of the vector x, ∆xi denotes
the micro change of element xi. Jxi(0) represents the value
of the partial derivative of J to xi at point 0. Calculating the
partial derivative
Jxi(0
+) = Jxi(0
−)= lim
xi→0
‖xi‖2 − 1θ ln(1 + θ ‖xi‖2)
xi
= lim
xi→0
‖xi‖2 − 1θ θ ‖xi‖2
xi
= 0, (61)
and combining the Maclaurin series of logarithmic function,
Eq. (60) reduces to
∆z=
√
∆x21 +∆x
2
2 + · · ·+∆x2re
−1
θ
ln
(
1 + θ
√
∆x21 +∆x
2
2 + · · ·+∆x2re
)
=
√
∆x21 +∆x
2
2 + · · ·+∆x2re
−1
θ
(
θ
√
∆x21 +∆x
2
2 + · · ·+∆x2re
−θ
2
2
(∆x21 +∆x
2
2 + · · ·+∆x2re) + · · ·
)
=O
(√
∆x21 +∆x
2
2 + · · ·+∆x2re
)
. (62)
Therefore, J(x) is differentiable and (24) is a valid smoothing
method for ‖x‖2.
15
APPENDIX D
THE PROOF OF VERTICAL SPACE, HORIZONTAL SPACE
AND HORIZONTAL PROJECTION.
The vertical space at Z is by definition the tangent space to
the equivalence class [Z]. Define Z(t) = Z0Q(t) as a curve
in [Z0] through Z0 at t = 0, i.e. Q(0) = I. It follows that
Z(t)Z(t)H = Z0Q(t)Q(t)
HZH0 = Z0Z
H
0 , (63)
for all t. Differentiating Eq.(63) with respect to t yields
˙Z(t)Z(t)H + Z(t) ˙Z(t)
H
= 0. (64)
Therefore, ˙Z(0) is an element of the set
{Zˆ ∈ C(N+re)×re : ZˆZH0 + Z0ZˆH = 0}. (65)
According to Section 3.5.7 in [31], we obtain
TZM = ker (Df1(Z0))
= {Zˆ ∈ C(N+re)×re : ZˆZH0 + Z0ZˆH = 0},(66)
for the quotient spaceM defined by function f1 : Z 7→ ZZH ,
where the kernel ker(Z) of a matrix Z is the subspace formed
by the vectors x such that Zx = 0. Since Z(t) ∈ M is full
column rank, ˙Z(t) can be set as
˙Z(t) = Z(t)B(t)) : B(t) ∈ Cre×re . (67)
Substituting Eq. (67) into Eq. (64), we finally get (37).
As we show in Eq. (39), it follows that
gZ(ξZ,ZB) =
1
2
Tr
(
ξH
Z
ZB+BHZHξ
Z
)
=
1
2
Tr
((
ξH
Z
Z− ZHξZ
)
B
)
. (68)
According to the definition in Eq. (38), the horizontal space
is given by
HZ =
{
ξZ ∈ C(N+r
e)×re : ξHZZ = Z
HξZ
}
. (69)
Assume that the vertical projection of a vector ξZ ∈ TZM
is given by ZB. Accordingly, the horizontal projection is
accomplished with the operator
ξZ = ξZ − ZB. (70)
By substituting (70) into (69), we have the coupled system of
Lyapunov equation expressed as
(ξZ − ZB)HZ = ZH(ξZ − ZB). (71)
Then decomposition the equation above, we can obtain the
result in Eq. (42).
APPENDIX E
THE PROOF OF COMPUTING THE RIEMANNIAN GRADIENT
According to Eq. (32), the complex gradient of f(Z) with
respect to Z is calculated as
gradf(Z) =
ζ
2
P
H
AH
(
APZZHP˜−V
)
P˜HZ
+
ζ
2
P˜
(
APZZHP˜−V
)H
APZ
+P
H
[∥∥AHD[1]∥∥
2
θΩH1
1 + θ ‖Ω1‖2
, · · · ,
∥∥(AHD) [N ]∥∥
2
θΩHN
1 + θ ‖ΩN‖2
]H
P˜HZ
+P˜
[∥∥AHD[1]∥∥
2
θΩH1
1 + θ ‖Ω1‖2
, · · · ,
∥∥(AHD) [N ]∥∥
2
θΩHN
1 + θ ‖ΩN‖2
]
PZ,
The Riemannian gradient is derived from Eq. (43), and it is
found that
Df [Z][ξZ] =
1
2
(
N∑
n=1
θ
(
AHD
)
[n]
1 + θ ‖Ωn‖2
(
ΩnΛ
H
n +ΛnΩ
H
n
))
+
ζ
2
tr
((
APZξH
Z
P˜+APξ
Z
ZHP˜
)(
APZZHP˜−V
)H
+
(
APZZHP˜−V
)(
P˜Hξ
Z
ZHP
H
A+ P˜HZξH
Z
P
H
AH
))
= gZ(f
′(Z), ξZ). (72)
Correspondingly, we conclude that gradf(Z) = f ′(Z). The
proof completes.
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