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Kurzfassung 
Die vorliegende Dissertation untersucht in einer empirischen Analyse die 
strategische Interaktion von Tankstellen im Treibstoffeinzelhandel. Die 
Marktstruktur in diesem Sektor ist dadurch gekennzeichnet, dass es neben einer 
kleinen Anzahl großer Tankstellenketten eine beträchtliche Zahl an unabhängigen, 
sogenannten Diskonttankstellen gibt. Mit Hilfe räumlich-ökonometrischer 
Methoden wird in dieser Arbeit (a) der Einfluss von Diskonttankstellen auf die 
Preise der Markentankstellen sowie (b) die Auswirkung der räumlichen 
Verteilung der Tankstellen auf die Preise untersucht. 
Unabhängige Tankstellen könnten aufgrund niedrigerer Preise den 
Preiswettbewerb für Markentankstellen verschärfen. Wenn aber die Qualität der 
Treibstoffe an unabhängigen Tankstellen von den KonsumentInnen als schlechter 
wahrgenommen wird, könnte eine große Anzahl an Diskonttankstellen in einem 
lokalen Markt auch bedeuten, dass unter der kleineren Anzahl an 
Markentankstellen weniger starker Wettbewerb herrscht. Es werden beide Effekte 
nachgewiesen, wobei letzterer weniger deutlich ausgeprägt ist. Insgesamt wird 
festgestellt, dass Diskonttankstellen in Summe keinen signifikanten Einfluss auf 
die Preise von Markentankstellen haben. 
Es wird weiters untersucht, ob die Preise durch räumliche Differenzierung zu den 
Konkurrenten und durch räumliche Konzentration von Tankstellen der gleichen 
Marke beeinflusst werden. Räumliche Differenzierung wird als durchschnittliche 
Entfernung zu den nächstgelegenen Konkurrenten gemessen, und räumliche 
Konzentration bedeutet die lokale Häufung von Tankstellen, die zu einer Kette 
(Marke) gehören. In einer Erweiterung des theoretischen Modells von Salop 
(1979) wird gezeigt, dass eine größere räumliche Differenzierung und eine 
verstärkte räumliche Konzentration die Gleichgewichtspreise der Anbieter 
erhöhen. Die Schlussfolgerungen des theoretischen Modells werden in einer 
empirischen Analyse großteils bestätigt. 
 
 
 
Abstract 
In an empirical analysis, this dissertation investigates strategic interaction in the 
retail gasoline sector. This sector is characterized by a small number of large 
chains controlling many retail outlets, as well as a substantial number of 
independent gas stations. Using spatial econometric techniques I investigate (a) 
the influence of independent stations on the prices charged by branded gasoline 
stations and (b) the impact of the spatial distribution of gas stations on prices. 
Independent stations could heighten price competition, as they charge 
significantly lower prices. At the same time, as consumers might consider 
gasoline sold at unbranded stations to be inferior, they could also reduce price 
competition for branded stations. I find evidence for both effects, and 
independents therefore ultimately have only a small influence on the prices 
charged by branded stations. 
Furthermore the dissertation investigates whether prices are influenced by the 
degree of spatial differentiation of the location of rivalling gasoline stations and 
by spatial concentration (‘spatial clustering’) of gasoline stations of the same 
chain. Spatial differentiation is measured by the average distance to the nearest 
rivals, and spatial concentration denotes the size of the spatial clusters of stations 
that belong to the same chain (brand). In an extension to theoretical models on 
spatial competition inspired by Salop’s (1979) seminal paper it can be shown, that 
both spatial differentiation and spatial concentration increase equilibrium prices. 
The findings of the theoretical part are supported by the empirical analysis. 
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1 Einleitung 
In der theoretischen und empirischen Analyse von mikroökonomischen Zusam-
menhängen werden häufig die Annahmen eines vollkommenen Wettbewerbs-
marktes zugrunde gelegt, in denen eine große Zahl an Anbietern ein vollkommen 
gleichartiges (homogenes) Produkt anbieten. „In the real world, however, many 
market activities are performed at dispersed points in space, even though these 
activities concern the same product.” (Gabszewicz  und Thisse 1986 S. 1) 
Wenn der Standort der Anbieter und der KonsumentInnen eine Rolle spielt, sind 
die angebotenen Güter räumlich differenziert. Räumliche Produktdifferenzierung 
ist eine Form der horizontalen Produktdifferenzierung, mit der Konsequenz, dass 
ein Konsument beim nächsten gelegenen Anbieter kauft, wenn zwei Anbieter die 
gleichen Preise verlangen. Im Unterschied dazu bedeutet vertikale Produktdiffe-
renzierung, dass Güter in unterschiedlicher Qualität angeboten werden. Bei glei-
chen Preisen würden in diesem Fall alle KonsumentInnen bei dem Anbieter mit 
den qualitativ höherwertigen Gütern kaufen (siehe etwa Bester 2004 S. 16 ff.). 
Räumliche Produktdifferenzierung ist im Besonderen im Einzelhandel von großer 
Bedeutung. Da KonsumentInnen nur die Güter einer meist geringen Zahl an An-
bietern ‚in der Nähe’ bei der Kaufentscheidung berücksichtigen, konkurrieren die 
einzelnen Firmen nur mit den (wenigen) Anbietern, deren Standorte sich in gerin-
ger Entfernung befinden. Das Wettbewerbsverhalten ist daher äußerst lokal und 
Änderungen eines Anbieters (etwa Preisänderung oder Marktautritt) berühren nur 
räumlich nahe Konkurrenten. 
Im Vergleich zu anderen Sektoren des Einzelhandels, bei denen räumliche Pro-
duktdifferenzierung eine wichtige Rolle spielt (etwa Lebensmittel, Bekleidung, 
Banken) eignet sich der Treibstoffeinzelhandel außergewöhnlich gut für die Ana-
lyse von räumlichen Wettbewerbsverhalten: 
Die Unterschiede der Treibstoffe in Bezug auf deren physikalische und chemische 
Eigenschaften sind an unterschiedlichen Tankstellen verschwindend gering. Ab-
seits von räumlicher Differenzierung sind die Produkte beinahe vollkommen ho-
mogen (Clemenz und Gugler 2006 S. 293). In anderen Bereichen (Lebensmittel, 
Bekleidung) ist unterschiedliche Qualität (vertikale Produktdifferenzierung) oder 
verschieden Präferenzen nach unterschiedlichen Anbietern (etwa Markenloyalität 
bei Banken) von ungleich größerer Bedeutung. Um das räumliche Wettbewerbs-
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verhalten in diesen Bereichen zu analysieren, müsste für diese anderen Formen 
der Produktdifferenzierung kontrolliert werden. Zwar gibt es auch im Treibstoff-
einzelhandel nicht-räumliche Produktdifferenzierung, indem etwa zusätzliche 
Produkte und Dienstleistungen angeboten werden (z.B. Waschanlagen oder Tank-
stellenshops), oder weil KonsumentInnen mit unterschiedlichen Marken eine 
unterschiedliche Produktqualität assoziieren. Die Einführung von Premi-
umkraftstoffen in den letzten Jahren (Benigni und Prinz 2005) ist auch als Ver-
such zu betrachten, die eigenen Güter stärker von jenen der Konkurrenten abzu-
grenzen. Trotzdem spielt nicht-räumliche Produktdifferenzierung im Vergleich zu 
den anderen angeführten Sektoren eine untergeordnete Rolle. 
Wie in anderen Sektoren gibt es im Treibstoffeinzelhandel eine relativ kleine 
Anzahl an Ketten, die über eine große Anzahl an Verkaufsstellen verfügen. Im 
Unterschied zum Lebensmittel- und zum Bekleidungseinzelhandel werden bei den 
einzelnen Verkaufsstellen einer Kette aber unterschiedliche Preise verlangt. Da-
durch können lokale Unterschiede in der Intensität des Wettbewerbs an den ein-
zelnen Verkaufsstellen der Kette in unterschiedlichen Preisen ihren Niederschlag 
finden, wodurch zumindest die Möglichkeit besteht, entsprechende Zusammen-
hänge zwischen der Intensität des (lokalen) Wettbewerbs und der Höhe der Preise 
(an den einzelnen Verkaufsstellen) zu finden. 
Da das Wettbewerbsverhalten der einzelnen Tankstellen sehr lokal ist, konkurriert 
eine Tankstelle nur mit einer sehr kleinen Anzahl der räumlich am nächsten gele-
gen Tankstellen direkt (Clemenz und Gugler 2006 S. 293, van Meerbeeck 2003 S. 
372 ). Das Verhalten in diesen lokalen Märkten kann daher durch oligopolistische 
Interdependenzen beschrieben werden. Da dies auch in den meisten theoretischen 
Modellen unterstellt wird (siehe etwa Benson et al. 1992 S. 16), ist eine Anbin-
dung an ebendiese Modelle sehr gut möglich. 
Die letzte Begründung, warum sich dieser Sektor besonders gut für die hier 
durchgeführte empirische Analyse eignet, ist, dass die Preise im Treibstoffeinzel-
handel sehr transparent und relativ gut zugänglich sind (Clemenz und Gugler 
2006 S. 293), da unterschiedliche Organisationen regelmäßige Preiserhebungen 
durchführen. Dies ist etwa ein Unterschied zum Bankensektor, bei dem Kredit-
konditionen für Privatkunden sehr intransparent sind. 
Neben diesen Gründen, die eine räumliche Analyse des Wettbewerbsverhaltens 
begünstigen, verfügt der Treibstoffeinzelhandel über eine sehr interessante Struk-
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tur von Marktteilnehmern, die einige interessante Fragestellungen aufwirft: Wäh-
rend es eine geringe Anzahl großer Tankstellenketten (sogenannter ‚Majors’) gibt, 
die über (mehr oder weniger) dichte Vertriebsnetze verfügen, gibt es eine nicht 
unerhebliche Anzahl von ‚unabhängigen’ oder ‚Diskont’-Tankstellen. Unter dem 
Begriff der Diskonttankstellen sind kleinere Ketten (etwa Tankstellen bei Raiffai-
sen-Lagerhäusern) oder Unternehmen zusammengefasst, die über sehr wenige 
Verkaufsstellen, oder gar nur eine einzige Tankstelle verfügen. 
Fragestellungen zu dieser Branche sind auch wirtschaftspolitisch hoch interessant, 
da den ‚Majors’ häufig vorgeworfen wird, Marktmacht zu besitzen und diese auch 
zu missbrauchen. Die Marktmacht einzelner Verkaufsstellen begründet sich darin, 
dass für die KonsumentInnen Transport- bzw. Suchkosten entstehen, wenn sie von 
einem Anbieter zu einem anderen wechseln. Die Marktmacht für Tankstellenket-
ten könnte dadurch verstärkt werden, wenn es in einem lokalen Markt mehrere 
Tankstellen der gleichen Marke gibt, d.h. wenn die Standorte der Tankstellen 
einer Kette unterschiedliche stark räumlich konzentriert sind. Um die (vermutete) 
Marktmacht der Tankstellenketten zu reduzieren, wird öfters die Forderung erho-
ben, den Markteintritt von (billigeren) Diskonttankstellen zu fördern. So vertreten 
auch Benigni und Prinz (2005 S. 236) in einer Studie für das österreichische Bun-
desministerium für Wirtschaft und Arbeit die Ansicht, dass eine Erhöhung der 
Zahl der Diskonttankstellen in jenen Regionen mit vergleichsweise hohen Preisen 
für Treibstoffe die durchschnittlichen Preise senken könnte.  
In dieser Arbeit sollen zwei Aspekte der strategischen Interaktion zwischen den 
unterschiedlichen Anbietern genauer beleuchtet werden: Erstens soll der Einfluss 
von Diskonttankstellen auf die Intensität des Wettbewerbs, und dadurch auf die 
Höhe der Preise der Markentankstellen untersucht werden. Zweitens soll analy-
siert werden, ob Tankstellenketten (neben der räumlichen Differenzierung zu 
anderen Anbietern) durch eine lokale Häufung der einzelnen Verkaufsstellen 
mehr Marktmacht erlangen und dadurch höhere Preise durchsetzen können. 
Die Arbeit besteht aus zwei Abschnitten, die diese Themen behandeln. Beide 
Teile sind grundsätzlich so gestaltet, dass sie auch getrennt lesbar sind, wobei vor 
allem in methodischen Fragen im zweiten Abschnitt auf den ersten Teil zurückge-
griffen wird, um Wiederholungen zu vermeiden. 
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Abschnitt I 
Der Einfluss der Diskonttankstellen auf  
die Intensität des Wettbewerbs und die Höhe der Preise 
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2 Einführung und Fragestellung1 
Wie in der Einleitung dargestellt, ist die Struktur der Anbieter im Treibstoffein-
zelhandel dadurch charakterisiert, dass es neben großen Tankstellenketten (‚Ma-
jors’) auch sogenannte ‚unabhängige’, ‚freie’ oder ‚Diskont-’ Tankstellen2 gibt, 
denen ein beträchtlicher Anteil der Tankstellen zuzurechnen ist: So sind in der 
Stichprobe für den in diesem ersten Abschnitt der Dissertation betrachteten geo-
graphischen Markt, dem Bundesland Niederösterreich, etwa 15 Prozent aller Beo-
bachtungen Diskonttankstellen (siehe Tabelle 4). In vielen lokalen Märkten zeich-
nen sich Diskonttankstellen vor allem dadurch aus, dass sie im Vergleich zu Mar-
kentankstellen meist niedrigere Preise verlangen (siehe etwa Hastings 2004), was 
auch für den in diesem Abschnitt verwendeten Datensatz zutrifft.3 In diesem Teil 
der Dissertation soll herausgearbeitet werden, wie diese billigeren Diskonttank-
stellen die Preise von Markentankstellen beeinflussen. 
Der Einfluss der unabhängigen Anbieter auf die Tankstellen der ‚Majors’ ist so-
wohl von industrieökonomischem, als auch von wirtschaftspolitischem Interesse. 
Das wissenschaftliche Interesse an diesem Zusammenhang zeigt sich in einer 
Vielzahl an empirischen Arbeiten, die die Auswirkungen von Diskonttankstellen 
auf die Durchschnittspreise in lokalen Märkten, auf die Preise oder auf die Stand-
ortwahl der Markentankstellen untersuchen (siehe Kapitel 2.1). Das wirtschaftspo-
litische Interesse an der Rolle der unabhängigen Anbieter im Treibstoffeinzelhan-
del wird unter anderem dadurch dokumentiert, dass sich Benigni und Prinz (2005) 
in einer Studie für das Bundesministerium für Wirtschaft und Arbeit eingehend 
mit den Auswirkungen dieser billigeren Tankstellen beschäftigen und die Ansicht 
vertreten, dass „davon auszugehen [ist], dass sich […] die durchschnittlichen 
Preise in den Hochpreisregionen durch eine stärkere Verbreitung [der freien Tank-
stellen, Anm.] senken könnten“ (S. 236).  
Die oben zitierte Schlussfolgerung ist einerseits wenig überraschend: Wenn von 
räumlichem Preiswettbewerb ausgegangen wird und unabhängige Tankstellen 
üblicherweise billiger als Markentankstellen sind, erscheint es durchaus plausibel, 
                                                 
1 Dieser Abschnitt basiert auf einem Artikel von Pennerstorfer (2008). 
2 Die Begriffe ‚unabhängige’, ,freie’, bzw. ‚Diskont-’ Tankstellen werden in der gesamten Arbeit 
synonym verwendet. 
3 Eine deskriptive Darstellung über die Anzahl der Tankstellen der unterschiedlichen Marken 
sowie deren Preise finden sich ebenfalls in Tabelle 4. 
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dass die günstigeren Anbieter auch auf Markentankstellen den Preisdruck verstär-
ken. Andererseits wäre es möglich, dass (zumindest ein Teil der) KonsumentInnen 
glauben, dass Diskonttankstellen Treibstoffe schlechterer Qualität anbieten. Diese 
Vermutung findet sich auch bei Netz und Taylor (2002), mit der Konsequenz, 
dass “if gasoline supplied by independents is perceived as inferior to gasoline 
supplied by branded stations, an increase in the percentage of the market supplied 
by independents might instead represent a decline in price competition, at least for 
branded stations” (S. 172). Ein hoher Anteil an unabhängigen Tankstellen in ei-
nem lokalen Markt könnte daher bedeuten, dass es unter dem relativ kleinen An-
teil an Markentankstellen eine geringere Wettbewerbsintensität, und dadurch 
höhere Preise gibt. 
Ziel des ersten Abschnitts der Dissertation ist es, einen passenden Modellrahmen 
zu entwickeln, und diese beiden Vermutungen getrennt zu testen. 
2.1 Literaturüberblick 
Wie bereits erwähnt gibt es eine Vielzahl an empirischen Arbeiten zum Treib-
stoffeinzelhandel, welche die Rolle der unabhängigen Tankstellen (mehr oder 
weniger explizit) untersuchen. Eine aktuelle Studie dazu stammt von Sen (2005), 
der bereits im Titel die Frage stellt: „Does Increasing the Market Share of Smaller 
Firms Result in Lower Prices?“. Sen (2005) untersucht nicht die Preise einzelner 
Tankstellen, sondern versucht die Durchschnittpreise in 11 kanadischen Städten 
zu erklären. Seine Datengrundlage sind monatliche Daten von 1991 bis 1997. Die 
für diese Arbeit interessantesten Variablen zur Erklärung der Durchschnittspreise 
sind die Marktkonzentration (gemessen durch den Hirschmann-Herfindahl-
Index)4 und der Marktanteil von unabhängigen Tankstellen in den 11 unterschied-
lichen Städten. Sen (2005) findet starke empirische Evidenz, dass sowohl eine 
höhere Konzentration als auch ein größerer Marktanteil von Diskonttankstellen 
eine positive Auswirkung auf die Durchschnittspreise haben. Das zweite Ergebnis 
ist insofern überraschend, da es im Widerspruch zum theoretischen Modell jenes 
Artikels steht, die einen negativen Zusammenhang zwischen durchschnittlichem 
Marktpreis und Marktanteil von Diskonttankstellen erwarten hat lassen. Sen 
(2005) versucht diesen Widerspruch damit zu erklären, dass eine Erhöhung des 
                                                 
4 Der Hirschmann-Herfindahl-Index (auch als Herfindahl-Index bezeichnet) ist die Summe der 
Quadrate der Marktanteile der Unternehmen (siehe etwa Bester 2004 S. 144 ff.). 
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Marktanteils von Diskonttankstellen häufig zu einer Reduktion der Marktkonzent-
ration führt. Diese Verringerung der Marktkonzentration führt indirekt zu einem 
niedrigeren Marktpreis. Da dieser indirekte Effekt überwiegt, führt ein größerer 
Anteil von unabhängigen Tankstellen in Summe zu niedrigeren durchschnittlichen 
Preisen. Dieser indirekte Effekt darf aber nicht darüber hinwegtäuschen, dass – 
ceteris paribus – ein größerer Marktanteil von Diskonttankstellen zu höheren 
Durchschnittspreisen führt und das Ergebnis der empirischen Untersuchung der 
Schlussfolgerung des theoretischen Modells widerspricht. Der Artikel thematisiert 
nicht, ob die (in Summe) niedrigeren Durchschnittspreise eine Folge von höheren 
Marktanteilen unabhängiger, und damit wohl billigerer Tankstellen sind, oder ob 
dies auf eine andere Preisgestaltung der Markentankstellen zurückzuführen ist.  
Andere Studien, die sich mit dem Auswirkungen von billigen Diskonttankstellen 
auf die Preisgestaltung der Markentankstellen beschäftigen, knüpfen an den Prei-
sen einzelner Tankstellen an: 
Van Meerbeeck (2003) verwendet tägliche Preisdaten von Diesel und Eurosuper 
95 von insgesamt 477 Tankstellen in Belgien der Marke Shell und TotalFina zwi-
schen 1.1.1998 und 15.3.2001. Als relevanter lokaler Markt wird der Bezirk 
(‚district’) definiert. Van Meerbeeck kommt zu dem Ergebnis, dass die Preise für 
beide Produkte signifikant niedriger sind, wenn es in dem Bezirk zumindest eine 
unabhängige Tankstelle gibt. Der Preis für einen Liter Diesel ist in diesen Fällen 
um durchschnittlich 0,61 Belgische Francs, und der Preis für einen Liter Eurosu-
per um durchschnittlich 0,50 Belgische Franc niedriger. 
Clemenz und Gugler (2006) untersuchen den Preisaufschlag auf die Grenzkosten 
von Eurosuper 95 in Österreich. Auch dieser Artikel verwendet tägliche Daten, 
allerdings von 1.603 Tankstellen der Marken OMV, BP, Shell, Agip und Aral, 
was 54,2 Prozent aller Tankstellen in Österreich entspricht. Der Beobachtungs-
zeitraum erstreckt sich von 1.11.2000 bis zum 30.3.2001. Eine erklärende Variab-
le ist der Anteil der unabhängigen Tankstellen in jenem Bezirk, in dem eine Tank-
stelle tätig ist. Ein um 10 Prozentpunkte höherer Anteil an Diskonttankstellen 
führt dazu, dass der Preisaufschlag zwischen 0,64 und 0,95 Prozent (je nach Spe-
zifikation und Schätzmethode) abnimmt. Dieses Ergebnis ist aber in keiner Spezi-
fikation signifikant. Nur wenn die Stichprobe auf die Bezirke außerhalb Wiens 
beschränkt wird, ist dieser Koeffizient signifikant. Ein um 10 Prozentpunkte höhe-
rer Anteil an unabhängigen Tankstellen führt dann dazu, dass der Preisaufschlag 
um durchschnittliche 2,07 Prozent niedriger ausfällt. Für die Stichprobe ohne 
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Wien ist dieses Ergebnis robust, wenn Gemeinden anstatt Bezirke als die relevan-
ten lokalen Märkte definiert werden. 
Im Gegensatz zu van Meerbeeck (2003) und Clemenz und Gugler (2006) verwen-
det Hastings (2004) eine andere Marktdefinition. In diesem Artikel befinden sich 
zwei Tankstellen im selben lokalen Markt, wenn sie innerhalb einer Meile auf 
einer Straße liegen. Die verwendete Stichprobe umfasst 510 Tankstellen in Los 
Angeles und 159 Tankstellen in San Diego zu vier unterschiedlichen Zeitpunkten 
im Jahre 1997 (Februar, Juni, Oktober und Dezember), was ungefähr 20 Prozent 
aller Tankstellen in diesen beiden Städten entspricht. Interessant an diesem Daten-
satz ist vor allem, dass im September 1997 die bei weitem größte aller in der Re-
gion tätigen unabhängigen Tankstellenketten (Thrifty) von einer Markentankstel-
lenkette (ARCO) übernommen wurde. Hastings (2004) findet, dass Tankstellen, in 
deren lokalen Märkten unabhängige Konkurrenztankstellen tätig sind, um 0,05 
US-Dollar niedrigere Preise pro Gallone Normalbenzin verlangen. 
Obwohl die Ergebnisse nicht in allen Spezifikationen eindeutig sind, ist doch das 
allgemeine Bild, dass die Präsenz dieser billigeren, unabhängigen Tankstellen die 
Wettbewerbssituation in diesen lokalen Märkten verschärft. Dies führt dazu, dass 
der lokale Marktpreis sinkt (Sen 2005), dass auch Markentankstellen in diesen 
Märkten niedrigere Preise verlangen (van Meerbeeck 2003; Hastings 2004; Cle-
menz und Gugler 2006) und dass Tankstellen ihre Produkte räumlich stärker dif-
ferenzieren (Netz und Taylor 2002). 
2.2 Zielsetzungen und Fragestellungen 
Die Ergebnisse und die Schlussfolgerungen der oben zitierten Arbeiten können 
zwar damit erklärt werden, dass bei räumlichem Preiswettbewerb die geringeren 
Preise von Diskonttankstellen auch zu niedrigeren Preisen naher Konkurrenten 
führen. Andererseits kann die Anzahl und die Standorte der Tankstellen in einem 
lokalen Markt aufgrund hoher Kosten von Markteintritt, Marktaustritt und Reallo-
kation in der kurzen Frist als gegeben betrachtet werden. Wenn die Anzahl und 
die Standorte der Tankstellen exogen sind, dann führt eine größere Anzahl von 
unabhängigen Tankstellen dazu, dass es in einem lokalen Markt weniger Marken-
tankstellen gibt. Es gibt daher weniger Anbieter, die das höhere „Qualitätsseg-
ment“ bedienen. Aufgrund des geringeren Wettbewerbsdrucks können diese 
Tankstellen dann höhere Preise verlangen. In weiterer Folge wird die erste Aus-
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wirkung als ‚Wettbewerbseffekt’ und die zweite Auswirkung als ‚Struktureffekt’ 
bezeichnet. Diese beiden Effekte sollen in unten stehender Abbildung 1 nochmals 
etwas ausführlicher erläutert werden: 
Abbildung 1: Wettbewerbs- und Struktureffekt  
 
 
In diesem einfachen Beispiel befinden sich im lokalen Markt nur zwei Marken-
tankstellen (i und j), deren Reaktionsfunktionen Ri und Rj in Abbildung 1 darge-
stellt sind. Wenn die Tankstelle i in eine Diskonttankstelle umgewandelt wird, 
verschiebt sich ihre Reaktionsfunktion nach links (von Ri nach *iR ), da unabhän-
gige Tankstellen üblicherweise niedrigere Preise verlangen.5 Dies führt dazu, dass 
auch die Tankstelle j ihren Preis senkt (Wettbewerbseffekt), wenngleich nicht so 
stark wie Tankstelle i. Andererseits hat sich die Wettbewerbssituation für j inso-
                                                 
5 Den KonsumentInnen wird unterstellt, den Treibstoffen bei Diskonttankstellen eine niedrigere 
Qualität beizumessen. Ob diese Annahme zutrifft, wird in Kapitel 6.1 empirisch getestet. Die 
damit einhergehende Verschiebung der Nachfragekurve für die Markentankstelle, die in eine 
Diskonttankstelle umgewandelt wird, führt zu einer Verschiebung der Reaktionsfunktion. Ob die 
Qualität von Treibstoffen tatsächlich (von den chemischen Eigenschaften des Produkts) niedriger 
ist, oder von den KonsumentInnen lediglich als schlechter wahrgenommen wird, ist unerheblich. 
Für ‚Zusatzangebote’ (Tankstellenshop, Waschanlage etc.), die die Produktqualität beeinflussen 
können, wird in der empirischen Schätzung kontrolliert.  
pi
pj 
Rj(pi; yj; yi) 
Rj*(pi; yj; yi*) 
Ri(pj; yi; yj)Ri
*(pj; yi*; yj)
Wettbewerbs-
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fern verändert, dass sie jetzt der einzige Anbieter ist, der das hohe Qualitätsseg-
ment bedient. Folglich verschiebt sich die Reaktionsfunktion der Tankstelle j nach 
oben (von Rj nach *jR ), wodurch beide Tankstellen ihre Preise erhöhen. Diese 
Auswirkung auf die Tankstelle j wird als Struktureffekt bezeichnet, da auch die 
Zusammensetzung der Konkurrenztankstellen eine Rolle spielen könnte. Welcher 
der beiden Effekte überwiegt hängt davon ab, um wie viel Diskonttankstellen 
billiger sind (wie stark sich Ri verschiebt), wie wichtig die Zusammensetzung der 
Konkurrenzunternehmen ist (wie stark sich Rj verschiebt) und wie stark die Preis-
setzung eines Unternehmens die Preise des anderen Unternehmens beeinflusst 
(wie steil der Anstieg der Reaktionsfunktionen ist). Bei der Schätzung der beiden 
Effekte wird die Preisänderung von i nicht berücksichtigt, weil explizit die Aus-
wirkungen von Diskonttankstellen auf Markentankstellen untersucht werden soll. 
Die Zielsetzungen des ersten Teils der Dissertation sind daher, die Auswirkungen 
der Präsenz von Diskonttankstellen in lokalen Märkten auf die Preise von Mar-
kentankstellen abzuschätzen. Als Datengrundlage dient ein Querschnitt an Infor-
mationen über Preise und Produktcharakteristika von 397 Tankstellen in Nieder-
österreich im Jahr 2003. Es wird getestet, ob beide der angeführten Effekte (Wett-
bewerbseffekt und Struktureffekt) in dem verwendeten Datensatz nachgewiesen 
werden können und beurteilt, welcher Effekt tatsächlich überwiegt. Da die Aus-
wirkungen aufgrund der räumlichen Abhängigkeiten oft schwierig abzuschätzen 
sind, sollen Möglichkeiten vorgestellt werden um zu entscheiden, welcher Effekt 
stärker ist. Abschließend wird gezeigt, welche Konsequenz die Vernachlässigung 
des Struktureffekts auf den erwarteten Einfluss von Diskonttankstellen auf die 
Preise der Markentankstellen hat. 
2.3 Aufbau des Abschnitts 
Der Rest des Abschnitts ist wie folgt strukturiert: Im Kapitel 3 werden unter-
schiedliche Möglichkeiten behandelt, wie räumliche Abhängigkeit theoretisch in 
das Modell integriert werden kann. Aus diesen wird die Herangehensweise von 
Pinkse et al. (2002) und  Pinkse und Slade (2004) weiterverfolgt. 
Im 4. Kapitel werden die methodischen Grundlagen für die empirische Analyse 
erarbeitet, wobei der räumlichen Ökonometrie breiter Raum gewidmet wird, da 
diese Methode die Grundlage darstellt, wie räumliche Zusammenhänge in empiri-
schen Analysen abgebildet werden können. Das Problem fehlender Werte sowie 
 11
eine Simulationsmethode werden dagegen relativ knapp behandelt. Es wird eine 
Fülle von Möglichkeiten vorgestellt, wie räumliche Autokorrelation in die Mo-
dellstruktur integriert werden kann. Es folgt eine Klassifizierung unterschiedlicher 
räumlicher Modelle, es werden verschiedene Ausgestaltungsmöglichkeiten der 
Gewichtungsmatrix dargelegt und die gebräuchlichsten Spezifikationstests an 
jener Stelle behandelt. Es wird weiters gezeigt, welche Auswirkung das Vorliegen 
von räumlicher Abhängigkeit auf den Kleinstquadratschätzer hat, und das Maxi-
mum-Likelihood Verfahren als mögliche und geeignete Alternative vorgeschla-
gen. 
Die aus dem theoretischen Modell abgeleitete Preisreaktionsfunktion wird im 
Kapitel 5 zur Schätzgleichung konkretisiert, und Möglichkeiten zur Ausgestaltun-
gen und zur Modellierung der räumlichen Abhängigkeit werden dargestellt. Nach 
der Darstellung der erwarteten Ergebnisse soll ein einfaches Zahlenbeispiel die 
unterstellten Zusammenhänge zwischen nahen Beobachtungen verdeutlichen. Am 
Ende des Kapitels folgt die Beschreibung des verwendeten Datensatzes und die 
Darstellung der Ergebnisse von Spezifikationstests, um zu zeigen, dass das Mo-
dell – neben einem theoretischen – auch von einem statistischen Standpunkt rich-
tig spezifiziert ist. 
Im Kapitel 6 werden die Schätzergebnisse dargestellt und die Übernahmen von 
Diskonttankstellen simuliert. Am Ende dieses Kapitels werden die in Kapitel 2.2 
aufgeworfenen Fragestellungen nochmals angeführt und beantwortet. 
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3 Theoretischer Rahmen 
Wie bereits im Kapitel 1 erwähnt wurde, ist der Wettbewerb trotz vieler Anbieter 
im Treibstoffeinzelhandel sehr lokal, da KonsumentInnen Anbieter ‚in der Nähe’ 
bevorzugen (Shepard 1991; van Meerbeeck 2003). Obwohl es eine große Zahl an 
Anbieter gibt, kann die Wettbewerbssituation in diesen lokalen räumlichen Märk-
ten durch oligopolistische Interdependenzen beschrieben werden (siehe z.B. 
Benson et al. 1992). Wie der Begriff der räumlichen Nähe definiert und in das 
Modell integriert werden kann und welche Probleme aufgrund der notwendigen 
Vereinfachungen entstehen, wird in Kapitel 4 genauer erörtert. In diesem Kapitel 
soll dargestellt werden, welche Möglichkeiten grundsätzlich bestehen, diese räum-
lichen Abhängigkeiten in ein theoretisches Modell zu integrieren. Es werden in 
weiterer Folge drei unterschiedliche Ansätze vorgestellt, welche theoretischen 
Möglichkeiten es gibt, räumlichen Preiswettbewerb abzubilden. 
3.1 Intertemporaler Preiswettbewerb 
Slade (1992) geht in ihrer Arbeit über Preiskriege im Treibstoffeinzelhandel da-
von aus, dass der Preis einer Tankstelle von den Preisen der Konkurrenztankstel-
len der Vorperiode abhängt.6 
In diesem Modell gibt es n Firmen, die Verkaufsmenge qit der Tankstelle i zum 
Zeitpunkt t hängt in diesem Artikel von den laufenden Preisen pit aller Tankstellen 
ab. Monopolistische Wettbewerbsmodelle können in zwei Gruppen geteilt wer-
den, je nachdem ob es sich um ortsgebundenen (‚localized’) oder ortsungebunde-
nen (‚nonlocalized’) Wettbewerb handelt. Während bei ortsgebundenem Wettbe-
werb jeder Anbieter nur mit einer kleinen Anzahl an anderen Firmen direkt kon-
kurriert, bieten bei ortsungebundenen Modellen alle Firmen symmetrische Substi-
tute an und konkurrieren daher direkt mit allen anderen Anbietern (siehe z.B. 
Anderson et al. 1992 S. 7 f.). Die Analyse von ortsungebundenem monopolisti-
schen Wettbewerb geht auf Chamberlin (1933) zurück. 
Bei ortsungebundenem Wettbewerb kann die Nachfrage qit der Tankstelle i zum 
Zeitpunkt t  wie folgt beschrieben werden (siehe Slade 1992 S. 259): 
                                                 
6 Die folgende Darstellung dieser Form der Modellierung oligopolistischer Interdependenzen geht 
zwar auf Slade (1992) zurück, einige Formeln wurden aber vereinfacht, weil die vereinfachte Form 
des Modells für die vorliegenden Fragestellungen ausreichend ist. 
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(1) ( )mit   , 1,..., ,    1,    0 1 ,    1,...,
it t t it t jt
j i
t t
q a b p d p
i j n n n d b t T
≠
= − +
= > < − < =
∑
  
at, bt und dt sind Parameter, die die Nachfrage bestimmen und sich im Zeitablauf 
ändern können. Dass es sich um ein ortsungebundenes Wettbewerbsmodell han-
delt ist daran zu erkennen, dass die Nachfrage qit von den Preisen aller anderen 
Anbieter im gleichen Ausmaß abhängt. Die Abhängigkeit dt kann sich zwar im 
Zeitablauf verändern, sie ist aber in jeder Zeitperiode symmetrisch. Wenn unter-
stellt wird, dass der Preis eines Anbieters i zum Zeitpunkt t von den Preisen der 
anderen Anbieter zum Zeitpunkt ( )1t −  abhängt, ist die Preisänderung der Tank-
stelle i, itpΔ , daher: 
(2) 1it t jt
j i
p R p −
≠
Δ = Δ∑  
wobei Rt den Anstieg der intertemporalen Reaktionsfunktion zum Zeitpunkt t 
darstellt.  
Da es sich aber bei den Treibstoffen in diesem Sektor nicht um symmetrische 
Substitute im Sinne von Chamberlin (1933) handelt, sondern näher gelegene Beo-
bachtungen stärker miteinander konkurrieren, ist es plausibler, dass die Menge 
einer Tankstelle i nicht von allen Konkurrenztankstellen gleich stark abhängt, und 
durch folgende Gleichungen beschrieben wird: 
(3) it t t it ij jt
j i
q a b p d p
≠
= − +∑  
Die Veränderung zur Vorperiode, itpΔ , ist in diesem Fall: 
(4) 1,       mit   , 1,..., ,    1,    1,...,it ij jt
j i
p R p i j n n t T−
≠
Δ = Δ = > =∑   
Die Reaktion der Tankstelle i auf Preisänderungen einer anderen Tankstelle j ist 
zwar über die Zeit konstant, hängt aber davon ab, wie nahe Substitute die Güter 
dieser beiden Anbieter sind. 
Die Reaktion muss aber nicht notwendigerweise über die Zeit konstant bleiben 
und könnte beispielsweise bei einer Preiserhöhung der Konkurrenztankstellen 
anders ausfallen als bei einer Preissenkung. Die allgemeinste Möglichkeit, inter-
temporale Preisreaktionen abzubilden, kann daher durch folgende Gleichung 
beschrieben werden: 
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(5) 1,       mit   , 1,..., ,    1,    1,...,it ijt jt
j i
p R p i j n n t T−
≠
Δ = Δ = > =∑  
Der hier beschriebene Ansatz ist für diese Arbeit allerdings aus zwei Gründen 
nicht geeignet: In diesem Abschnitt der Dissertation wird ein Querschnittsdaten-
satz verwendet, wodurch intertemporale Reaktionen nicht abgebildet werden 
können. Aus dem theoretischen Modell geht keine exakte Zeitspanne hervor, was 
unter ‚Vorperiode’ verstanden werden kann. Obwohl ein Datensatz mit viertel-
jährlich erhobenen Preisdaten verfügbar wäre, erscheinen aufgrund der raschen 
Preisänderungen im Treibstoffeinzelhandel drei Monate als jedenfalls bei weitem 
zu lang, um intertemporale Preisreaktionen zu modellieren. 
3.2 Schätzung der Nachfragekurve 
Eine weitere Möglichkeit, oligopolistische Interdependenzen zu modellieren, 
besteht darin, Nachfragefunktionen direkt zu schätzen und Preisreaktionen zu 
berechnen. Diese Vorgehensweise wurde von Slade (1986a) gewählt, die hier 
gewählte Notation und die Darstellung geht großteils auf Slade (1998) zurück. 
Wenn es nur zwei Anbieter gibt und die Nachfragefunktion linear ist, ist die nach-
gefragte Menge qi des Anbieters i gegeben durch: 
(6) ,       mit   1, 2,    2,1i i i i i jq a b p d p i j= − + = =  
Die Eigenpreis- und Kreuzpreiselastizität εii und εij der Tankstelle i können aus 
der Nachfragefunktion berechnet werden: 
(7) i i iii i
i i i
q p pb
p q q
ε ∂= = −∂  
(8) j jiij i
j i i
p pq d
p q q
ε ∂= =∂  
Wenn dieser Ansatz auf mehr als zwei Konkurrenten erweitert wird, ist die nach-
gefragte Menge qi der Tankstelle i gegeben durch: 
(9) i i i i ij j
j i
q a b p d p
≠
= − +∑  
Aufgrund von Multikollinearität kann der Parameter dij nicht für jedes Beobach-
tungspaar geschätzt, und daher auch die Kreuzpreiselastizität sowie die Elastizität 
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der Reaktionsfunktion nicht für jedes Beobachtungspaar errechnet werden. Es 
wird für jede Tankstelle i daher ein einziger Preisindex i ij j
j i
p w p−
≠
=∑  konstruiert, 
der einen räumlich gewichteten Durchschnittspreis der Konkurrenztankstellen 
darstellt. Die zu schätzende Nachfragefunktion für die Tankstelle i ist daher: 
(10) i i i i i ij j i i i i i
j i
q a b p d w p a b p d p−
≠
= − + = − +∑  
wobei wij die Gewichte sind und 1ij
j i
w
≠
=∑  ist. Während die Eigenpreiselastizität 
unverändert bleibt, ändert sich durch die größere Zahl an Konkurrenten die 
Kreuzpreiselastizität εi,–i der Tankstelle i auf: 
 (11) , ii i i
i
pd
q
ε −− =  
Wenn die Tankstelle i Fixkosten von Fi konstante Grenzkosten von ci hat, ist der 
Gewinn πi gegeben durch: 
(12) ( ) ( )( )i i i i i i i i i i i i ip c q F p c a b p d p Fπ −= − − = − − + −   
Die Bedingung erster Ordnung ergibt folgende Reaktionsfunktion: 
(13) 
2 0
2 2 2
i
i i i i i i i
i
i i i
i i
i i
a b p d p c b
p
a c dp p
b b
π
−
−
∂ = − + + =∂
= + +
  
Die Elastizität der Reaktionsfunktion ri der Tankstelle i ist dann: 
(14) ,
2 2
i ii i i i
i
i i i i ii
p p d pr
p p b p
ε
ε
−− −
−
∂= = = −∂  
Wenn die relevanten Parameter der Nachfragefunktionen geschätzt werden, kön-
nen dann Eigen- und Kreuzpreiselastizitäten und somit die Elastizitäten der Reak-
tionsfunktionen errechnet werden. Diese Methode erfordert allerdings Informatio-
nen über die Verkaufsmengen q jeder einzelnen Tankstelle. Da diese Informatio-
nen nicht vorliegen ist es in der vorliegenden Arbeit nicht möglich, die Nachfra-
gekurve jeder Tankstelle zu schätzen. 
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Eine andere Möglichkeit, die hier weiter verfolgt werden kann, besteht in der 
Schätzung der Kreuzpreiselastizitäten. Neben dem oben erwähnten Problem der 
Multikollinearität besteht ein weiterer Nachteil dabei darin, dass es bei n Beo-
bachtungen n Eigenpreis- und n * (n – 1) Kreuzpreiselastizitäten gibt. Selbst bei 
einer relativ kleinen Anzahl an Beobachtungen ist es nicht möglich, alle Kreuz-
preiselastizitäten von einem Querschnittsdatensatz oder von einem ‚kurzen’ Panel 
(bestehend aus wenigen Zeitperioden) zu schätzen. Es muss daher, ebenso wie bei 
der in diesem Kapitel vorgestellten Berechnung der Elastizitäten, eine relative 
enge Struktur vorgegeben werden. In weiterer Folge wird ein theoretischer Rah-
men vorgestellt wie die räumlichen Abhängigkeiten zwischen den Tankstellen 
modelliert werden, damit die aufgeworfenen Fragestellungen beantwortet werden 
können und eine Schätzung mit dem in diesen Abschnitt verwendeten Datensatz 
trotzdem möglich ist. Das theoretische Modell geht auf zwei Artikel von Pinkse et 
al. (2002) und Pinkse und Slade (2004) zurück. Da dieses Modell die theoretische 
Grundlage für den ersten Abschnitt der Dissertation bildet, soll den Ausführungen 
dazu im folgenden Kapitel 3.3 breiterer Raum gewidmet werden. 
3.3 Struktur der Kreuzpreiselastizitäten 
Es gibt in diesem Modell n Anbieter, die jeweils ein (räumlich) differenziertes 
Produkt anbieten. Der Anbieter i verkauft die Menge qi zum Preis pi. Die Ver-
kaufsmengen und die Preise aller Anbieter können in den Vektoren q = (q1, ..., 
qn)T und p = (p1, …, pn)T zusammengefasst werden.7 Jedes Produkt hat ein Pro-
duktcharakteristikum yi, das zu einem Vektor von mehreren Produktcharakteristi-
ka verallgemeinert werden kann. 
Die Nachfrage in dem Modell basiert auf einer normalisierten quadratischen indi-
rekten Nutzenfunktion. Für die individuellen indirekten Nutzenfunktionen wird 
unterstellt, dass sie in der Polarform von Gorman (‚Gorman polar form’) gegeben 
sind. Dies ist wichtig, damit individuelle Nutzenfunktionen problemlos aggregiert 
und differenziert werden können,8 um die Gesamtnachfrage nach dem i-ten Gut 
                                                 
7 In der vorliegenden Arbeit werden Transponierte von Matrizen oder Vektoren immer durch ein 
hochgestelltes T gekennzeichnet. 
8 Pinkse et al. (2002) untersuchen einen Großhandelssektor, wo die Nachfrager Gewinn maximie-
rende Unternehmen, und nicht wie in Pinkse und Slade (2004) oder in der vorliegenden Arbeit 
Nutzen maximierende Individuen sind. Pinkse et al. (2002) haben daher keine Probleme, individu-
elle Profitfunktionen zu aggregieren. 
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ableiten zu können. In weiterer Folge wird dargestellt, welche Annahmen über die 
Präferenzen der Individuen getroffen werden müssen, um die individuellen Nut-
zenfunktionen aggregieren zu können. Die Darstellung beruht auf fortgeschritte-
nen Standardlehrbüchern der Mikroökonomie, wie beispielsweise Gravelle und 
Rees (2004 S. 68 ff.).9 
Wenn die Nutzenfunktion u eines Individuums homothetisch ist, hat sie die Form: 
(15) ( )1,..., ,   0nu H f q q H ′= >⎡ ⎤⎣ ⎦  
Wobei es sich bei q1,…, qn um n differenzierte Güter handelt und f eine linear 
homogene Funktion darstellt. Eine homothetische Funktion ist eine positive mo-
notone Transformation einer linear homogenen Funktion, dargestellt durch H[.]. 
Wenn die Ausgaben m eines Individuums10 für ein bestimmtes Nutzenniveau u 
minimiert werden, sind die Ausgaben in Abhängigkeit der Preise p1,…, pn und des 
Nutzenniveaus u gegeben durch: 
(16) ( ) ( )1 1,..., , ,...,n nm p p u a p p u=  
Wenn die Nutzenfunktion f durch Funktion T[.] positiv monoton transformiert 
wird, ändert das lediglich das Nutzenniveau u, nicht aber das optimale Güterbün-
del q*. Die Marschallianische Nachfrage nach dem Gut i, qi, in Abhängigkeit des 
Preisvektors p und des Einkommens M kann mit Hilfe von Roys Identität ermittelt 
werden: 
(17) ( )( )
i
i
a
q M
a
= p
p
 
Die Ausgaben für das i-te Gut sind proportional zum Einkommen, d.h. die En-
gelskurve, die den Zusammenhang zwischen den Ausgaben für das i-te Gut und 
dem Einkommen abbildet, ist eine Gerade durch den Ursprung. 
Wenn die Präferenzen nicht homothetisch, sondern lediglich quasi-homothetisch 
sind, nimmt die Ausgabenfunktion m folgende Form an: 
(18) ( ) ( ) ( )1 1, ,..., ,...,n nm p u a p p b p p u= +  
                                                 
9 Eine ähnliche Darstellung findet sich auch in Jehle und Reny (2001). 
10 ‚Individuum’ und ‚Haushalt’ werden in weiterer Folge synonym verwendet. 
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wobei a (anders als in Gleichung (16)) als ‚Subsistenzausgaben’11 bezeichnet 
werden können, die notwendig sind, um einen Nutzen von null zu erreichen. Die 
Annahmen quasi-homothetische Präferenzen führen dazu, dass Individuen zwar 
unterschiedliche Einkommensanteile für das i-te Produkt ausgeben, die margina-
len Ausgaben aber bei jeder Konsumentin gleich sind. Das bedeutet, dass zu ge-
gebenen Preisen die Engelskurven aller Individuen parallel sind. Dadurch ist der 
aggregierte Konsum unabhängig von der Verteilung des Einkommens (für eine 
ausführlichere Diskussion siehe Blackorby et al. 1978). Das bedeutet aber auch, 
dass unterstellt wird, dass alle KonsumentInnen den gleichen konstanten Grenz-
nutzen von Einkommen haben (Pinkse und Slade 2004). 
Bei quasi-homothetischen Präferenzen kann die Nachfragefunktion qi wie folgt 
abgeleitet werden: 
(19) ( )i
i i
M aa bq
p b p
−∂ ∂= +∂ ∂  
In Gleichung (19) wird nochmals deutlich, dass der Anteil der Ausgaben am ge-
samten Einkommen für das i-te Gut nicht mehr konstant ist, die Engelskurve aber 
immer noch eine Gerade ist, die allerdings nicht mehr durch den Ursprung geht 
(bzw. gehen muss). Das für diese Arbeit Entscheidende ist, dass die Annahme 
paralleler Engelskurven eine notwendige und eine hinreichende Bedingung dar-
stellt, dass individuelle Nutzenfunktionen problemlos aggregiert werden können. 
Der Beweis hierfür stammt von Gorman (1953). Unter der Annahme quasi-
homothetischer Präferenzen kann die aggregierte Nachfrage nach dem i-ten Gut, 
qi, relativ einfach abgeleitet werden (Pinkse et al. 2002 S. 1117): 
(20) ,     mit    1,..., 1, 1,...,A A B Bi i ii i ij j ii i ij j
j i j i
q a b p b p b y b y j i i n
≠ ≠
= + + + + = − +∑ ∑  
wobei die nachgefragte Mengt qi von einem Interzept ai, vom eigenen Preis pi und 
den Preisen der KonkurrentInnen pj (j ≠ i), vom Produktcharakteristikum des 
eigenen Produktes yi, sowie von dem Produktcharakteristikum der Konkurrenzun-
ternehmen yj (j ≠ i) abhängt. Aijb  (
B
ijb ) ist das Element der i-ten Zeile und der j-ten 
Spalte einer beliebigen symmetrischen, positiv semidefiniten Matrix BA (BB). 
                                                 
11 Gravelle und Rees (2004 S. 70) schreiben, dass „a could be interpreted as a level of expenditure 
required for ’subsistence’ (u = 0)”. 
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Bei konstanten Grenzkosten Ci, die durch einen Vektor von Kostenvariablen ci 
abgebildet werden, sodass Ti iC = γ c , versucht das i-te Unternehmen ihren Gewinn 
durch Setzen ihres Preises pi zu maximieren: 
(21) ( )Tmax
i
A A B B
i i i ii i ij j ii i ij j ip j i j i
p a b p b p b y b y F
≠ ≠
⎡ ⎤− + + + + −⎢ ⎥⎣ ⎦∑ ∑γ c  
wobei Fi die Fixkosten des Unternehmens i sind. Durch Lösen des Maximie-
rungsproblems kann die Reaktionsfunktion Ri von i abgeleitet werden: 
(22) ( ) T1
2
A A B B
i i i i ii i ij j ii i ij jA
j i j iii
p R a b b p b y b y
b− ≠ ≠
⎛ ⎞= = − + + +⎜ ⎟− ⎝ ⎠∑ ∑p γ c  
Das Produktcharakteristikum yi kann problemlos zu einem Vektor von Produkt-
charakteristika verallgemeinert werden: 
(23) ( ) T1 ,2
mit   , 1,..., ,    1,...,
A A Bh Bh
i i i i ii i ij j ii ih ij jhA
j i h j i hii
p R a b b p b y b y
b
i j n h H
−
≠ ≠
⎛ ⎞= = − + + +⎜ ⎟− ⎝ ⎠
= =
∑ ∑ ∑∑p γ c  
wobei ( )1 1 1,..., , ,...,i i i np p p p− − +=p , und k die unterschiedlichen Produktcharakte-
ristika darstellt. Die Matrizen BBh, 1,...,h H= , haben die gleichen Eigenschaften 
wie BB, können aber für verschiedene k unterschiedlich sein. Das bedeutet ledig-
lich, dass unterschiedliche Produktcharakteristika einen unterschiedlichen Ein-
fluss auf den Preis haben können. 
Zusammenfassend hängt der optimale Preis pi der Tankstelle i von einer Konstan-
ten, von den eigenen Kostenfaktoren und den eigenen Produktcharakteristika, 
sowie vom Preis und von den Produktcharakteristika der Konkurrenzunternehmen 
ab. Eines der Produktcharakteristika ist, ob es sich bei einem Anbieter um eine 
Diskonttankstelle handelt. Wenn Diskonttankstellen billiger als Markentankstellen 
sind, und der Anstieg der Reaktionsfunktion positiv ist, dann führt der niedrigere 
Preis von Diskonttankstellen auch zu niedrigeren Preisen naher Markentankstel-
len. Dies würde bedeuten, dass der Wettbewerbseffekt vorhanden ist. Der Preis 
einer Tankstelle kann aber auch von den Produktcharakteristika naher Anbieter 
abhängen. Ein positiver Einfluss des Charakteristikums ‚Diskonttankstelle’ auf 
benachbarte Markentankstellen würde bedeuten, dass der Struktureffekt beob-
achtbar ist. 
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Da nicht alle Parameter von einem Querschnitt an Daten geschätzt werden kön-
nen, ist es notwendig, ein gewisses Maß an Struktur für dieses allgemeine Modell 
vorzugeben, worauf im folgenden Kapitel 4 genauer eingegangen werden soll. 
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4 Methodische Vorgehensweise 
An dieser Stelle wird aus der Reaktionsfunktion des vorangegangenen Kapitels 
eine erste Schätzgleichung abgeleitet. Da sich dadurch einige grundlegende me-
thodische Fragestellungen stellen, werden bereits in diesem Kapitel die methodi-
schen Grundlagen ausführlich erörtert. Ausgangspunkt für eine erste Spezifikation 
des Modells ist Gleichung (23) aus Kapitel 3.3: 
(23) ( ) T1 ,2
mit   , 1,..., ,    1,...,
A A Bh Bh
i i i i ii i ij j ii ih ij jhA
j i h j i hii
p R a b b p b y b y
b
i j n h H
−
≠ ≠
⎛ ⎞= = − + + +⎜ ⎟− ⎝ ⎠
= =
∑ ∑ ∑∑p γ c  
Das Interzept der Reaktionsfunktion der Beobachtung i hängt von 
2
i
A
ii
a
b− , von dem 
Vektor der Kostenvariablen T1
2 i
γ c , von den eigenen Produktcharakteristika 
2
Bh
ii ih
h
A
ii
b y
b−
∑
 und von den Produktcharakteristika der Konkurrenztankstellen 
2
Bh
ij jh
j i h
A
ii
b y
b
≠
−
∑∑
 ab. Der Anstieg der Reaktionsfunktion wird durch 
2
A
ij j
j i
A
ii
b p
b
≠
−
∑
 be-
stimmt. Da nicht jeder dieser Terme geschätzt werden kann (siehe Kapitel 3.2), 
muss ein gewisses Maß an Struktur angenommen werden, wie Unternehmen mit-
einander konkurrieren.  
Einerseits – hier wird Pinkse et al. (2002) gefolgt – ist es plausibel anzunehmen, 
dass die Intensität der Konkurrenz zwischen zwei Unternehmen von der räumli-
chen Entfernung abhängt, und umso stärker ist, je geringer die Distanz zwischen 
zwei Beobachtungen ist. Wenn die Entfernung ‚sehr groß’ ist, wird die Preisges-
taltung einer Tankstelle einen sehr geringen oder gar keinen Einfluss mehr auf den 
Preis der anderen Tankstelle haben. Dies sind Fragen der räumlichen Marktab-
grenzung. 
Andererseits wäre es denkbar, dass die Intensität des Wettbewerbs auch von den 
Produktcharakteristika der Tankstellen abhängt. Wenn es bei einer Tankstelle i 
einen Tankstellenshop gibt, stellt dieser Shop eine Zusatzleistung dar. So könnte 
das Ausmaß der Auswirkungen von Preisänderungen der Tankstelle i für eine 
Konkurrenztankstelle j davon abhängen, ob j die gleiche Zusatzleistung anbietet 
oder nicht. 
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Es wäre auch denkbar, dass sogar das Charakteristikum, ob i einen Tankstellen-
shop hat, auf j eine andere Auswirkung hat, je nachdem ob j ebenfalls diese Zu-
satzleistung anbietet, da KonsumentInnen die beiden Tankstellen dadurch als 
nähere Substitute ansehen könnten. Man befindet sich hier in einem Spannungs-
feld, ausreichend Flexibilität im Modell zuzulassen, um die aufgeworfenen Frage-
stellungen beantworten zu können, und andererseits ausreichend Struktur vor-
zugeben, damit eine ökonometrische Schätzung und das Ableiten von Schlussfol-
gerungen möglich bleiben.12 
Um den Einfluss der räumlichen Differenzierung darzustellen, kann die Reakti-
onsfunktion aus Gleichung (23) mittels Matrixnotation wie folgt angeschrieben 
werden: 
(24) #( )R β γ ρ= = + + + +p p A X WY Wp u  
Wobei p der Vektor der Marktpreise und u der Vektor der Residuen ist. Beide 
Vektoren sind von der Dimension n mal 1. Zur Vereinfachung kann der Vektor 
des Interzepts A zur Matrix X# hinzu gezogen werden: 
(25) ( )R β γ ρ= = + + +p p X WY Wp u  
Das Interzept, Kosten- und Nachfrageindikatoren, sowie Produktcharakteristika 
(entsprechen für die Beobachtung i den Termen 
2
i
A
ii
a
b− , ic  und iky  in Gleichung 
(23)) sind in X zusammengefasst. Die Matrix X ist von der Dimension n mal k1 
ist, wobei k1 die Anzahl der exogenen Variablen ist. Die Matrix W (entspricht der 
für alle h gleichen Matrix BBh) ist die sogenannte räumliche Gewichtungsmatrix 
der Dimension n mal n, die die räumliche Struktur (und dadurch die Intensität des 
Wettbewerbs) zwischen Beobachtungen abbildet. Die Produktcharakteristika der 
Konkurrenten, yjh, sind in Y zusammengefasst, und werden in ihrer räumlich ver-
zögerten Form (WY) in das Modell miteinbezogen. Y ist von der Dimension n 
mal k2, wobei 2 1k k≤ . Wp ist der räumlich verzögerte Preis. β und γ sind die ent-
sprechenden Koeffizienten der exogenen Variablen und sind von der Dimension 
                                                 
12 Damit ist etwa gemeint, dass es zwischen den Variablen nicht zu starke Multikollinearität gibt 
und dass die Anzahl der Freiheitsgrade ausreichend hoch sind. Diese Diskussion soll hier nicht 
weiter vertieft werden, genaueres dazu findet sich in einführenden Lehrbüchern der Ökonometrie 
wie Hackl (2005). 
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k1 mal 1 bzw. k2 mal 1. Der Parameter der räumlich verzögerten endogenen Vari-
able, ρ, ist ein Skalar. 
In den Gleichungen (24) und (25) wird die oben angesprochene Flexibilität, dass 
ein Produktcharakteristikum einer Tankstelle auf einen direkten Konkurrenten 
unterschiedliche Auswirkungen haben könnte, je nachdem, ob der Konkurrent 
über das gleiche Produktcharakteristikum verfügt, (noch) nicht berücksichtigt. 
Trotzdem finden sich in diesen Gleichungen mit der räumlichen Gewichtungsmat-
rix W bzw. mit den räumlich verzögerten Variablen (WX und Wp) Terme, die in 
der nicht-räumlichen Ökonometrie keine Berücksichtigung finden. Dadurch wer-
den einige methodische Fragen aufgeworfen, etwa welche Form die Gewich-
tungsmatrix W überhaupt annehmen kann, welche Auswirkungen die räumlich 
verzögerte endogene Variable (Wp) auf die Kleinstquadratschätzung hat, oder 
welche anderen Möglichkeiten es (neben der Berücksichtigung der endogenen 
Variable in einer räumlich verzögerten Form) gibt, eine räumliche Struktur in den 
Daten abzubilden. Nicht zuletzt muss die Frage beantwortet werden, wie über-
haupt überprüft werden kann, ob es eine räumliche Struktur in den Daten gibt. 
Neben den ausführlicher behandelten Fragen der räumlichen Ökonometrie (‚spati-
al econometrics’), werden in diesem Kapitel der mögliche Umgang mit fehlenden 
Werten und eine Simulationsmethode thematisiert. 
4.1 Für die Schätzung relevante Aspekte der räumlichen Öko-
nometrie 
Eine ‚normale’ Kleinstquadratschätzung nimmt an, dass die Residuen u unabhän-
gig und normal verteilt sind, mit dem Mittelwert 0 und der Varianz σ² (d.h. u ~ 
N(0,σ²I)). Diese Annahme kann aus unterschiedlichen Gründen verletzt sein, z.B. 
wenn serielle Korrelation oder Heteroskedastizität vorliegt (siehe z.B. Greene 
2003). Eine für diese Arbeit wichtige Form, wie gegen diese Annahme verstoßen 
werden kann, sind räumliche Einflüsse (‚spatial effects’). Diese räumlichen Ein-
flüsse können in räumliche Heterogenität auf der einen und in räumliche Abhän-
gigkeit bzw. räumliche Autokorrelation13 auf der anderen Seite unterteilt werden. 
                                                 
13 Die Begriffen räumliche Abhängigkeit (‚spatial dependence’) und räumliche Autokorrelation 
(‚spatial autocorrelation’) werden wie etwa bei Anselin (2001) synonym verwendet. Für eine 
exakte Begriffsabgrenzung siehe Anselin (2001 Fußnote 3). 
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Räumliche Heterogenität bedeutet, dass Regressionskoeffizienten oder die Vari-
anz der Residuen nicht über den gesamten betrachteten Raum hinweg konstant 
sind (Anselin 1988b; Florax und Nijkamp 2003). Räumliche Abhängigkeit 
hingegen kann definiert werden als „the existence of a functional relationship 
between what happens at one point in space and that happens elsewhere” (Anselin 
1988b S. 11). Da die methodischen Anforderungen für räumliche Heterogenität 
üblicherweise mit ‚Standardökonometrie’ (im Sinne von nicht-räumlicher Öko-
nometrie) bewältigt werden können (Anselin 2001), soll in diesem Kapitel ledig-
lich methodische Überlegungen zu räumlicher Abhängigkeit vertiefend behandelt 
werden. 
Die Vermutung räumlicher Abhängigkeit ‚naher’ Beobachtungen14 kann statis-
tisch oder theoretisch begründet sein. Eine statistische Begründung bedeutet, dass 
– unabhängig von der theoretischen Fundierung der Schätzung – mit statistischen 
Tests eine räumliche Abhängigkeit festgestellt wird. Dadurch wird die üblicher-
weise unterstellte Unabhängigkeit der Beobachtungen verletzt, was in einer ent-
sprechenden Form in der Schätzung berücksichtigt werden muss. Eine theoreti-
sche Begründung liegt vor, wenn die Vermutung räumlicher Abhängigkeit explizit 
aus dem theoretischen Modell, auf dem eine Schätzung basiert, abgeleitet werden 
kann (LeSage und Pace 2004a). 
In der in diesem Abschnitt behandelten Fragestellung wird die räumliche Struktur 
in den Variablen aus dem zugrunde liegenden theoretischen Modell abgeleitet 
(siehe Kapitel 3.3). Die Schätzung könnte aber auch auf einem theoretischen Mo-
dell basieren, das räumliche Abhängigkeit zwischen den Beobachtungen nicht 
explizit berücksichtigt. Auch in diesem Fall müsste – aufgrund statistischer Über-
legungen – die räumliche Struktur der Daten in der Schätzung berücksichtigt 
werden. 
In diesem Kapitel 4.1 soll erörtert werden, wie diese räumliche Abhängigkeit in 
ein Regressionsmodell integriert werden kann. Nach einer Möglichkeit zur Klassi-
fizierung räumlicher Modelle werden Ausgestaltungsmöglichkeiten der Gewich-
tungsmatrix erörtert. Nach der Darstellung der am weitest verbreiteten Spezifika-
tionstests schließt das Kapitel mit Auswirkungen von räumlicher Autokorrelation 
auf und Alternativen zur Kleinstquadratschätzung. 
                                                 
14 Zu den unterschiedlichen Möglichkeiten, räumliche Nähe zwischen zwei Beobachtungen abzu-
bilden, siehe Kapitel 4.1.2. 
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4.1.1 Klassifikation räumlicher Modelle 
Die Einteilung der räumlichen Modelle kann anhand von zwei Merkmalen durch-
geführt werden (siehe Anselin 2003): Einerseits, ob es sich um globale oder um 
lokale räumliche Autokorrelation handelt, andererseits, ob räumliche Abhängig-
keit als räumlich verzögerte abhängige Variable (Wy), als räumlich verzögerte 
unabhängige Variablen (WX) und/oder als räumlich verzögerte Residuen (Wu) in 
das Modell integriert wird. 
Der Unterschied zwischen globaler und lokaler räumlicher Autokorrelation soll in 
weiterer Folge anhand der räumlich verzögerten Residuen (Wu) erklärt werden, 
bei der danach folgende Einteilung wird aufgrund der größeren Relevanz für diese 
Arbeit lediglich auf globale räumliche Autokorrelation Bezug genommen. 
4.1.1.1 Unterschied zwischen lokaler und globaler räumlicher Autokorrela-
tion15 
Wenn der räumliche Prozess in den Residuen integriert wird, kann das entweder 
als räumlicher autoregressiver Prozess (‚spatial autoregressive process’ bzw. 
SAR, Gleichung (26)) oder als räumlich gleitender Durchschnitt (‚spatial moving 
average’ bzw. SMA, Gleichung (27)) modelliert werden. Die Darstellung in 
Strukturform ist wie folgt: 
(26) λ= +u Wu ε  
(27) γ= +u Wε ε  
wobei W die Gewichtungsmatrix und ε der Vektor der unabhängigen Störgrößen 
ist, wobei ( )E 0=ε  und ( )T 2E σ= εεε I . λ ist der räumliche autoregressive Parame-
ter und γ der Parameter des gleitenden räumlichen Durchschnitts. Der Unterschied 
zwischen SAR und SMA wird besonders deutlich, wenn Gleichung (26) in redu-
zierter Form angeschrieben wird: 
(28) ( ) 1λ −= −u I W ε  
                                                 
15 Die Darstellung dieses Kapitels folgt großteils Anselin (2003). Andere Quellen werden extra 
angeführt. 
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wobei ( ) 1λ −−I W  als Leontief Inverse oder als räumlicher Multiplikator bezeich-
net werden kann (siehe z.B. Anselin 2002 S. 249), die jede Beobachtung mit jeder 
anderen Beobachtung in Beziehung setzt. Dies wird besonders deutlich, wenn eine 
Leontief Expansion durchgeführt wird, was problemlos möglich ist, wenn 1λ <  
und W reihenstandardisiert ist: 
(29) ( ) 1 2 2 3 3 ...λ λ λ λ−− = + + + +I W I W W W  
Das Element der Gewichtungsmatrix wij ist dann ungleich 0, wenn es sich bei i 
und j um benachbarte Beobachtungen handelt. Bei Wm sind die Einträge dann von 
null verschieden, wenn es sich bei einem Beobachtungspaar um Nachbarn m-ter 
Ordnung handelt. Wenn etwa die Beobachtung i nur die Beobachtung j als Nach-
bar erster Ordnung hat, dann sind alle Nachbarn erster Ordnung der Beobachtung 
j (also auch i selbst) Nachbarn zweiter Ordnung für die Beobachtung i. Eine ge-
nauere Darstellung über die Form der Gewichtungsmatrizen und unterschiedliche 
Nachbarschaftskriterien findet sich in Kapitel 4.1.2. So werden mit diesem räum-
lichen Multiplikator alle Beobachtungen miteinander verbunden, wobei die Stärke 
der Beziehung zwischen Nachbarn höherer Ordnung geringer wird, da 1λ <  ist 
und daher mλ  mit steigendem m kleiner wird. 
Ganz anders verhält es sich bei einer Modellierung mit einem räumlich gleitenden 
Durchschnitt. Wenn sich in Gleichung (27) εi ändert, hat das auf uj nur dann eine 
Auswirkung, wenn j i=  oder wenn j ein Nachbar von i ist. 
Während bei lokaler räumlicher Autokorrelation die Auswirkung einer Verände-
rung bei einer Beobachtung lediglich auf alle Nachbarn erster Ordnung lokal 
begrenzt bleibt, hat bei globaler räumlicher Autokorrelation eine Veränderung 
Konsequenzen für die Nachbarn, für deren Nachbarn, und so weiter. Die Wirkung 
nimmt zwar für Nachbarn höherer Ordnung (etwas lockerer formuliert: mit zu-
nehmender Entfernung) ab – je schneller, umso kleiner der Betrag von λ ist – ist 
aber unbegrenzt und in dem Sinne global. 
Für diesen Abschnitt der Dissertation sind beide Formen der räumlichen Autokor-
relation von Bedeutung: Wenn eine exogene Variable in einer räumlich verzöger-
ten Form im Modell berücksichtigt wird, ist das eine Form von lokaler räumlicher 
Autokorrelation, während eine räumlich verzögerte abhängige Variable in einer 
Schätzgleichung globale räumliche Autokorrelation abbildet. 
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4.1.1.2 Einteilung globaler räumlicher Autokorrelation 
Für die Einteilung globaler räumlicher Modelle wird auf Anselin (1988b) zurück-
gegriffen,16 da diese Systematik für diese Arbeit sinnvoll erscheint und in der 
Literatur üblich ist (siehe z.B. Dubin 2004; LeSage und Pace 2004a). Eine andere 
Klassifizierung findet sich in Anselin (2003), die hier aber keine Berücksichti-
gung findet. 
Das Modell in seiner allgemeinsten Form bildet räumliche Abhängigkeit in der 
abhängigen Variablen (y), in den unabhängigen Variablen (X) und in den Residu-
en (u) ab, und kann daher wie folgt angeschrieben werden (Florax und Folmer 
1992 S. 408): 17 
(30) 
#
1 3
2
ρ β γ
λ ε
= + + +
= +
y W y X W X u
u W u
 
wobei W1, W2 und W3 die (nicht notwendigerweise unterschiedlichen) Gewich-
tungsmatrizen sind und X die n mal k Matrix der unabhängigen Variablen. X# ist 
die n mal (k – 1) Matrix der unabhängigen Variablen ohne die Konstante.18 
Ein Spezialfall aus dem allgemeinen Modell ergibt sich, wenn ρ und λ gleich 0 
gesetzt werden, und daher nur die unabhängigen Variablen in räumliche verzöger-
ter Form in die Schätzgleichung miteinbezogen werden: 
(31) #3β γ= + +y X W X u  
Obwohl Florax und Folmer (1992 S. 409) nicht zu Unrecht darauf hinweisen, dass 
dieser Form der räumlichen Abhängigkeit in der Literatur nur wenig Aufmerk-
samkeit gewidmet wird, wird γ in der Klassifizierung zugunsten der Übersicht-
lichkeit gleich 0 gesetzt, da für diese Spezifikation keine speziellen Schätzmetho-
den verwendet werden müssen und die Kleinstquadratschätzung unverzerrt bleibt 
(Anselin 2002 S. 251). 
                                                 
16 Für zwei der vorgestellten Modelle werden die Begriffe ‚spatial-lag’ und ‚spatial-error’-Modell 
verwendet. Diese Bezeichnungen gehen nicht auf Anselin (1988b) zurück, sind aber in der Litera-
tur sehr gebräuchlich (siehe z.B. Dubin 2004). 
17 Falls Spezialfälle des allgemeinen Modells thematisiert werden, bei denen nur eine Gewich-
tungsmatrix vorkommt, wird das Subskript bei der Gewichtungsmatrix weggelassen. 
18 Falls W3 reihenstandardisiert ist, muss die Konstante weggelassen werden um Multikollinearität 
zu verhindern. Dieses Problem entsteht, da in diesem Fall W3e=e, wenn e ein n mal 1 Vektor aus 
lauter Einsen ist. Falls W3 nicht reihenstandardisiert ist, kann statt X# auch X verwendet werden. 
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Es bleibt daher folgende Spezifikation der Ausgangspunkt, die als räumlich auto-
regressives Modell mit räumlich autoregressiven Residuen19 bezeichnet werden 
kann: 
(32) 1
2
ρ β
λ
= + +
= +
y W y X u
u W u ε
 
Wenn beide räumliche Parameter ρ und λ gleich 0 sind, erhält man die klassische 
lineare Regression: 
(33) β= +y X u  
Wenn nur λ gleich 0 ist, erhält man ein ‚spatial-lag’-Modell, das in Strukturform 
(Gleichung (34)) und in reduzierter Form (Gleichung (35)) angeschrieben werden 
kann: 
(34) 1ρ β= + +y W y X u  
(35) ( ) ( )1 11 1ρ β ρ− −= − + −y I W X I W u  
Wenn hingegen nur ρ gleich 0 ist, erhält man ein ‚spatial-error’-Modell: 
(36) 
2
β
λ
= +
= +
y X u
u W u ε
 
(37) ( ) 121β λ −= + −y X W ε  
In empirischen Arbeiten wird meist zwischen einem spatial-lag und einem spatial-
error-Modell ausgewählt. Zwar ist auch das allgemeine Modell aus Gleichung 
(32), selbst wenn W1=W2, grundsätzlich identifiziert (Dubin 2004 Fußnote 1), 
jedoch sind die Schätzergebnisse häufig relativ instabil (zumindest wenn W1 und 
W2 ähnlich sind), die Rechenleistung, die für die Schätzung benötigt wird ist 
bedeutend höher und bereits programmierte Befehle in Statistiksoftware-Paketen 
sind seltener. In Kapitel 4.1.3 wird genauer erörtert, auf welcher Grundlage man 
sich für eine dieser Modellspezifikationen entscheiden kann. 
                                                 
19 Anselin (1988b) bezeichnet diese Spezifikation im englischen Original als „mixed-regressive-
spatial autoregressive model with a spatial autoregressive disturbance“ (S. 36). 
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4.1.2 Die Gewichtungsmatrix 
Um räumliche Abhängigkeit in Schätzgleichungen zu integrieren, muss bestimmt 
werden, (i) welche Beobachtungen sich gegenseitig beeinflussen und (ii) wie stark 
sich diese Beobachtungen beeinflussen. 
Diese Information wird in einer sogenannten räumlichen Gewichtungsmatrix W 
gespeichert. Diese ist von der Dimension n mal n und beinhaltet alle möglichen 
Beobachtungspaare. Die Struktur der Gewichtungsmatrix muss vom Forscher / 
von der Forscherin exogen vorgegeben werden. Ein Element wij bestimmt, wie 
groß der Einfluss der Beobachtung j auf die Beobachtung i ist (siehe etwa Anselin 
1988b). Durch Konvention sind alle Elemente der Hauptdiagonale wii gleich 0. 
Diese Annahme ist beliebig und stellt keine Beschränkung der Allgemeinheit dar 
(Anselin 2001 Fußnote 9). Die Elemente der Gewichtungsmatrix können wie folgt 
zusammengefasst werden: 
(38) 
0
0
0
ijw
=⎧⎪=⎨⎪>⎩
 
wenn                                                    
wenn  und  nicht  von  ist
wenn  und  von  ist         
i = j
i j j in der Nähe  i
i j j in der Nähe i
≠
≠
   
Beobachtungen, die in der Nähe sind, werden in weiterer Folge auch als Nachbarn 
bezeichnet. 
Der Rest des Kapitels 4.1.2 ist so strukturiert, dass zuerst erläutert wird, was ‚in 
der Nähe’ bedeuten kann und danach, wie die Größe der Einträge naher Beobach-
tungen definiert werden kann. Am Ende werden unterschiedliche Möglichkeiten 
zur Standardisierung der Gewichtungsmatrix erörtert. 
4.1.2.1 Definitionsmöglichkeiten von Nähe und Nachbarschaft 
Der Begriff der Nähe knüpft üblicherweise an räumlicher Entfernung an. Dies ist 
aber nicht zwingend notwendig, und Nähe kann auch nicht-räumliche Entfernung 
im Produktraum bedeuten.20 Bei räumlichen Entfernungen kann unterschieden 
werden, ob es sich bei den Beobachtungen um Punkte im Raum oder um Flächen 
bzw. Regionen handelt. Je nachdem gibt es unterschiedliche Möglichkeiten zur 
                                                 
20 Pinkse und Slade (2004) verwenden in einem Artikel über den Markt für Schankbier im Verei-
nigten Königreich die Unterschiede im Alkoholgehalt zwischen den Bieren als Maß für die Nähe 
unterschiedlicher Biermarken.20 
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Abgrenzung, welche Beobachtungspaare in der Nähe sind und dadurch einen 
strikt positiven Eintrag in der Gewichtungsmatrix erhalten. 
Bei Punktdaten (Anselin 1988b; LeSage und Pace 2004a) werden häufig alle 
Beobachtungen innerhalb einer gewissen Entfernung als Nahe bezeichnet werden. 
Das bedeutet, dass – wenn als Distanzmaß die euklidische Entfernung gewählt 
wird – um eine Beobachtung i ein Kreis gezogen. Alle anderen Beobachtungen, 
die innerhalb des Kreises liegen, sind in der Nähe und daher Nachbarn von i. 
Für eine Beobachtung i kann jene Beobachtung als nächster Nachbar bezeichnet 
werden, der die geringste Entfernung zu i aufweist, jene Beobachtung, mit der 
zweitkleinsten Entfernung zu i als zweitnächster Nachbar usw. So könnten die m 
nächsten Nachbarn als Kriterium herangezogen werden, welche Beobachtungs-
paare sich nahe sind. Dieses Abgrenzungskriterium ist aber nicht reziprok und 
daher sind die von null verschiedenen Einträge in der Gewichtungsmatrix im 
Allgemeinen nicht symmetrisch verteilt. Wenn Beobachtung j in der Nähe von i 
ist, ist i nicht zwingend Nachbar von j. Diese Form der Marktabgrenzung wird in 
der empirischen Schätzung daher nicht berücksichtigt. 
Bei Flächen werden üblicherweise jene Beobachtungen als Nachbarn definiert, die 
eine gemeinsame Grenze haben (Anselin 1988b). Dies ist bei Landes- oder Be-
zirksgrenzen eindeutig, grundsätzlich kann aber unterschiedlich definiert werden, 
was eine gemeinsame Grenze ist. Dies wird besonders deutlich, wenn die Ober-
fläche aus einer schachbrettartigen Gitterstruktur besteht, wie sie in Abbildung 2 
dargestellt ist: 
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Abbildung 2: Nachbarschaft bei regelmäßiger Gitterstruktur 
 
 Quelle: Anselin 1988b S. 18; eigene Darstellung 
 
Wenn man die Region a betrachtet, sind alle mit b gekennzeichneten Regionen 
Nachbarn, wenn eine gemeinsame Grenze als gemeinsame Kante definiert wird, 
bzw. alle mit c gekennzeichneten Regionen angrenzend, wenn als gemeinsame 
Grenze eine gemeinsame Ecke verstanden wird. Wenn eine gemeinsame Ecke 
oder eine gemeinsame Kante als Abgrenzungskriterium verwendet wird, dann 
sind alle Regionen, die mit b oder c markiert sind, Nachbarregionen von a. In 
Anlehnung an das Schachspiel werden diese Nachbarschaftskriterien auch als 
‚rook-’ (Turm), ‚bishop-’ (Läufer) und ‚queen-’ (Königin) ‚contiguity’ (Nachbar-
schaft) bezeichnet (siehe z.B. Anselin und Rey 1991 oder Kelejian und Robinson 
1995). 
Nachbarschaft höherer Ordnung bedeutet, Nachbar vom Nachbar zu sein. Wenn 
als gemeinsame Grenze in Abbildung 2 eine gemeinsame Kante festgelegt wird, 
so sind für die Region a die mit b gekennzeichneten Flächen Nachbarn erster 
Ordnung. Die Nachbarn dieser Regionen, also die Flächen, die mit c, d und a 
markiert sind, sind Nachbarn zweiter Ordnung für die Beobachtung a. 
Es besteht die Möglichkeit, Regionen so zu behandeln, als seien sie Punkte, und 
Punktdaten so zu sehen, als seien sie Flächen. So kann statt Regionen etwa deren 
Schwerpunkt (LeSage und Pace 2004a S. 4 f.) verwendet werden. Anstelle dieser 
‚mathematischen’ Herangehensweise kann von Regionen auch ein ökonomisch 
a b 
b 
d 
c
d 
c
b
b 
d 
c 
d 
c 
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relevanter Punkt herausgegriffen werden. So verwenden Egger et al. (2005) etwa 
die Hauptstädte der 22 von ihnen untersuchten Länder als die relevanten Punkte 
der jeweiligen Flächen. 
Andererseits gibt es mehrere Möglichkeiten, Punktdaten in ‚räumliche Mosaike’ 
(‚spatial tessellations’) umzuwandeln, wie in Upton und Fingleton (1995 S. 96 ff.) 
oder in Dale (2005 S. 51 ff.) genauer ausgeführt wird. An dieser Stelle sollen 
Thiessen-Polygone21 und Delaunay-Dreiecke erklärt werden, weitere Möglichkei-
ten, Punkte durch Polygone zu ersetzen (siehe etwa Upton und Fingleton 1995 S. 
103 f.), spielen in der angewandten Literatur kaum eine Rolle und werden daher 
an dieser Stelle nicht behandelt. Die Konstruktion von Thiessen-Polygonen und 
Delaunay-Dreiecken ist in Abbildung 3 dargestellt. 
 
 
 
 
 
 
 
 
 
                                                 
21 Thiessen-Polygone wurden ursprünglich von Dirichlet im Jahre 1850 vorgestellt und werden 
daher auch als Dirichlet-Mosaike (‚Dirichlet tesselations’) bezeichnet. Andere gebräuchliche 
Bezeichnungen für die gleichen Polygone sind Voronoi Polygone oder Wigner-Seitz Zellen 
(Upton und Fingleton 1995 S. 96). 
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Abbildung 3: Thiessen-Polygone und Delaunay-Dreiecke 
  
(a) Beobachtungen (b) Polygon um die Beobachtung A 
  
(c) Thiessen-Polygone (d) Delaunay-Dreiecke 
Quelle: Dale 2005 S. 53; eigene Darstellung 
 
Sieben Beobachtungen (A bis G) sind auf einer begrenzten Fläche wie folgt ver-
teilt (a). Die Beobachtung A kann mit allen anderen Beobachtungen verbunden 
und es können Streckensymmetralen zu allen anderen Beobachtungen eingezeich-
A
B
C 
D 
E 
F
G
A 
B 
C 
D
E
F 
G 
A
B
C 
G
F D 
E 
A 
B 
C 
G 
F D
E
 34
net werden (b). Für das Beobachtungspaar A und C ist aus der Darstellung ersicht-
lich, dass es in dieser begrenzten Fläche Punkte gibt, die (i) von A und C gleich 
weit entfernt sind (alle Punkte auf der Streckensymmetrale), und für die (ii) A und 
C die nächstgelegenen Beobachtungen sind (die durchgezogene Strecke auf dieser 
Streckensymmetrale). Dies gilt auch für die Beobachtungspaare A und B bzw. A 
und G, nicht aber für A und eine andere Beobachtung. So gibt es etwa keinen 
Punkt, für die die Beobachtung A und D die nächsten Beobachtungen sind. Die 
Streckensymmetralen von A mit B, C und G begrenzen (gemeinsam mit den Rän-
dern der Fläche) ein Polygon um den Punkt A. Für alle Punkte innerhalb dieses 
Polygons ist die Beobachtung A am nächsten gelegen. 
Wenn dies mit allen Beobachtungen durchgeführt wird, erhält man um jede Beo-
bachtung ein Thiessen-Polygon, die die Fläche markiert, von der die jeweilige 
Beobachtung näher ist als alle anderen Beobachtungen. Diese sind in Abbildung 3 
(c) durch die durchgezogenen Linien dargestellt. Wenn Beobachtungen benach-
barter Polygone verbunden werden, erhält man Delaunay-Dreiecke, die durch die 
durchgezogenen Linien in Abbildung 3 (d) dargestellt sind. Die Fläche könnte 
auch in andere Dreiecke unterteilt werden, Delaunay-Dreiecke zeichnen sich da-
durch aus, dass sie gleichseitigen Dreiecken am ähnlichsten sind (Dale 2005 S. 
53). Zwei Beobachtungen sind dann benachbart, wenn die von ihnen aufgespann-
ten Polygone aneinander grenzen. 
4.1.2.2 Einträge in die Gewichtungsmatrix 
Da die Einträge der Gewichtungsmatrix exogen vorgegeben werden, gibt es rela-
tiv wenig Literatur darüber, welche Form die Gewichte annehmen sollen, da diese 
in erster Linie durch ein theoretisches Modell über räumliche Interaktion begrün-
det werden sollten. Häufig werden Modellspezifikationen mit unterschiedlichen 
Gewichtungsmatrizen geschätzt, um die Robustheit der Ergebnisse zu unterstrei-
chen. Insgesamt scheinen die Schätzergebnisse aber relativ stabil gegen unter-
schiedliche Spezifikationen der Gewichtungsmatrix zu sein, und damit Anselin 
(1988b S.21) zu bestätigen, der meint, „the potential for spurious conclusions 
[from an improperly specified weights matrix] is not as great as in the functional 
specification of a model“. Für eine ausführlichere Diskussion über die Spezifika-
tion der Gewichtungsmatrix sei daher auf Anselin (1988b) verwiesen, für eine 
lose Aufzählung möglicher Ausgestaltungen sei LeSage und Pace (2004a S. 4 f.) 
empfohlen. 
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Die Einträge der Gewichtungsmatrix wij können allgemein als Funktion f der 
Entfernung dij und eines Nachbarschaftskriteriums cij formuliert werden: 
(39) ( ),ij ij ijw f d c=  
Eine Ausgestaltungsmöglichkeit wären binäre Gewichtungsmatrizen, wo alle 
Einträge bei benachbarten Beobachtungspaaren unabhängig von der Entfernung 1 
sind. Die Einträge können mit der Entfernung gewichtet werden, wobei die Ein-
träge mit steigender Distanz abnehmen. Mögliche Ausgestaltungen wären etwa 
k
ijd
− oder e ijk d⋅ , wobei k eine beliebige, strikt positive Zahl ist. Durch die Wahl von 
k wird bestimmt, wie schnell die Interaktion zweier Beobachtungen mit steigender 
Entfernung abnimmt. Bei dieser Spezifikation wäre es auch möglich, gar kein 
Nachbarschaftskriterium festzulegen, und somit alle Beobachtungen (allerdings in 
einer mit der Entfernung abnehmender Intensität) miteinander interagieren zu 
lassen. 
Die Ausgestaltung des Nachbarschaftskriteriums kann binär sein, beispielsweise 
wenn zwei Beobachtungen i und j etwa eine gemeinsame Grenze haben, weniger 
als eine vorgegebene ‚kritische Distanz’ voneinander entfernt liegen oder sich j 
unter den k nächsten Nachbarn von i befindet. Metrische Nachbarschaftsabgren-
zungen wären zum Beispiel die Länge der gemeinsamen Grenze oder bei Thies-
sen-Polygonen der Winkel, der zwischen einer Beobachtung i und der gemeinsa-
men Grenze mit j aufgespannt wird. Für die Einträge der Gewichtungsmatrix 
können Distanzmaß und Nachbarschaftskriterium kombiniert werden. So könnte 
der Eintrag wAB für die Abbildung 3 beispielsweise als Produkt aus Kehrwert der 
Distanz zwischen A und B und Länge der gemeinsamen Grenze berechnet werden. 
Im ersten Abschnitt der Dissertation werden lokale Märkte zwar unterschiedlich 
abgegrenzt (siehe Kapitel 5.1), die Einträge in der Gewichtungsmatrix werden 
aber immer mit dem Kehrwert der Entfernung gewichtet. Im Vergleich zu einer 
binären Gewichtungsmatrix werden dadurch mehr Informationen berücksichtigt. 
Wenn unterschiedliche metrische Spezifikationen verglichen werden, fällt eine 
Entscheidung mangels theoretischer Fundierung und aufgrund des Fehlens geeig-
neter statistischer Tests zwischen den unterschiedlichen Spezifikationsmöglich-
keiten allerdings schwer, und ist dadurch zwangsläufig etwas willkürlich. 
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4.1.2.3 Standardisierung der Gewichtungsmatrix 
Als Parameterraum für den autoregressiven Koeffizienten ρ22 wird üblicherweise 
das Intervall ( )1,1−  angegeben. Für alle Werte innerhalb dieses Intervalls sollte 
der Term ( )ρ−I W  nicht singulär sein, da ( )ρ−I W  sonst nicht mehr invertier-
bar und Gleichung (35) nicht mehr definiert ist. Dies trifft aber für nicht normali-
sierte Gewichtungsmatrizen nicht allgemein im gesamten Bereich ( )1,1−  zu 
(Kelejian und Prucha 2007 S.7). ( )ρ−I W  ist genau dann singulär, wenn ρ gleich 
dem Kehrwert eines Eigenwertes vi von W entspricht, d.h. wenn 
1
iv
ρ =  (Bell und 
Bockstael 2000). Wenn daher die Eigenwerte vi mit 1,2,...,i n=  im Intervall 
[ ]1,1−  liegen, dann ist ( )ρ−I W  jedenfalls nicht singulär, wenn W positiv und 
nicht singulär ist und wenn ρ im Intervall ( )1,1−  liegt. Das Ziel der unterschiedli-
chen Normalisierungen, die hier kurz vorgestellt werden, ist es, die Gewich-
tungsmatrix W so zu standardisieren,23 dass die Eigenwerte vi im Intervall [ ]1,1−  
liegen und die Schätzgleichung für jedes ρ im Intervall ( )1,1−  wohl definiert ist. 
Eine Möglichkeit besteht darin, ein Skalar τ als Normalisierungsfaktor für die 
Elemente der Gewichtungsmatrix W zu verwenden, mit * τ=
WW , wobei W* die 
standardisierte Gewichtungsmatrix ist. Wenn in der Schätzgleichung ρW durch 
ρ*W* ersetzt wird, wobei *ρ τρ= ist, so handelt es sich bei dieser Normalisierung 
um eine Re-Skalierung, wobei für ρ* in der normalisierten Version der Schätzglei-
chung ein korrespondierender Parameter ρ in der nicht normalisierten Schätzglei-
chung existiert. Als Normalisierungsfaktor kann der im Betrag größte Eigenwert 
(Gleichung (40)) oder das Minimum aus maximaler Zeilen- und Spaltensumme 
(Gleichung (41)) der Gewichtungsmatrix W verwendet werden (Kelejian und 
Prucha 2007): 
(40) { }1max ,..., nv vτ ′ =  
(41) 
1 11 1
min max , max
n n
ij iji n j nj i
w wτ
≤ ≤ ≤ ≤= =
⎧ ⎫′′ = ⎨ ⎬⎩ ⎭∑ ∑  
                                                 
22 Das Gleiche gilt analog für λ. 
23 Die Begriffe ‚standardisiert’ und ‚normalisiert’ werden in weiterer Folge synonym verwendet. 
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In der angewandten Literatur werden Gewichtungsmatrizen üblicherweise reihen-
standardisiert, d.h. dass die Summe jeder Zeile der normalisierten Gewichtungs-
matrix W* eins beträgt. Das Element *ijw  der normalisierten Gewichtungsmatrix 
errechnet sich daher wie folgt: 
(42) *
1
ij
ij n
ij
j
w
w
w
=
=
∑
 
Da für reihenstandardisierte Gewichtungsmatrizen der größte Eigenwert max =1v  
und für den kleinsten Eigenwert minv  gilt dass min 1v <  (Kelejian und Robinson 
1995), ist die Schätzgleichung für ein ρ* im Intervall ( )1,1−  jedenfalls wohl defi-
niert. Allgemein existiert aber kein Schätzer im nicht normalisierten Modell, der 
mit ρ* korrespondiert. 
Die Reihenstandardisierung hat erhebliche Auswirkungen auf die Interpretation 
der Koeffizienten und die unterstellte Struktur der Interdependenzen. Wenn die 
ursprüngliche Gewichtungsmatrix symmetrisch war, ist sie es nach der Reihen-
normalisierung im Allgemeinen nicht mehr, d.h. dass eine Beobachtung i eine 
andere Beobachtung j unterschiedlich stark beeinflusst als umgekehrt. Wenn eine 
Beobachtung weniger Nachbarn hat, führt die Reihenstandardisierung dazu, dass 
der Einfluss jedes einzelnen Nachbarn größer ist als bei Beobachtungen mit mehr 
Nachbarn (Anselin 1988b). Wenn diese Form der Standardisierung nicht vom zu 
Grunde liegenden theoretischen Modell empfohlen wird, könnte das zu einer 
Missspezifikation des Modells führen (Kelejian und Prucha 2007 S. 9). Anderer-
seits kann eine räumlich verzögerte Variable durch die Reihennormalisierung als 
räumlich gewichteter Durchschnitt interpretiert werden (Anselin 2001 S. 313). 
Wenn y der Vektor der Preise ist, so ist W*y der Vektor der gewichteten Durch-
schnittspreise aller Nachbarn. Dieser gewichtete Durchschnittspreis hängt von den 
Preisen der Nachbarn ab, steigt aber allgemein nicht mit der Anzahl der Nachbarn, 
wie dies bei Wy der Fall ist. Dadurch wird die Interpretation des autoregressiven 
Parameters ρ erheblich erleichtert. Diese Form der Normalisierung wird in empiri-
schen Arbeiten daher sehr häufig verwendet. 
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4.1.3 Spezifikationstests 
Um festzustellen, ob es räumliche Autokorrelation gibt und, falls dies der Fall ist, 
um zu entscheiden, welches der unter Kapitel 4.1.1 klassifizierten Modelle aus-
gewählt werden sollte, wurden eine Reihe von statistischen Tests entwickelt. Die 
in der angewandten Literatur gebräuchlichsten werden in weiterer Folge vorge-
stellt. 
4.1.3.1 Moran’s I und Geary’s c 
Die zwei am häufigsten verwendeten Spezifikationstests, um festzustellen, ob 
räumliche Autokorrelation vorliegt, sind Moran’s I und Geary’s c.24 Beide Test-
statistiken beruhen auf den Residuen einer Kleinstquadratschätzung eines nicht-
räumlichen Modells aus Gleichung (33): 
(33) β= +y X u  
Daraus ergibt sich der Kleinstquadratschätzer von β, βˆ , als: 
(43) ( ) 1T Tβˆ −= X X X y  
und die Residuen der Regression als: 
(44) ( ) 1T Tˆˆ β −⎡ ⎤= − = −⎢ ⎥⎣ ⎦u y X I X X X X y  
Die Kleinstquadratschätzung nimmt an, dass u unabhängig und normal verteilt ist, 
mit dem Mittelwert 0 und der Varianz σ² (d.h. u ~ N(0,σ²I)). Diese beiden Tests 
überprüfen die Annahme, dass die Residuen unabhängig sind, gegen die Alterna-
tivhypothese, dass räumliche Autokorrelation vorliegt. Die Teststatistiken für die 
Moran’s I und Geary’s c errechnen sich wie folgt: 
(45) 
T
1 1
T
2
1
ˆ ˆ
ˆ ˆ
ˆ ˆˆ
n n
i j ij
i j
n
i
i
u u w
n nI
s su
= =
=
⎛ ⎞ ⎛ ⎞= =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
∑∑
∑
u Wu
u u
 
                                                 
24 Die folgende Darstellung beruht auf Hepple (1998) und Leung et al. (2000). Zu weiterführenden 
Fragestellungen wie etwa der genauen Verteilung der Teststatistiken seien ebenfalls diese beiden 
Artikel empfohlen. 
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(46) 
( )2 T
1 1
T
2
1
ˆ ˆ
ˆ ˆ1 1
ˆ ˆˆ
n n
i j ij
i j
n
i
i
u u w
n nc
s su
= =
=
− − − −⎛ ⎞ ⎛ ⎞= =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
∑∑
∑
u (N W)u
u u
 
wobei s die Summe aller Elemente der Gewichtungsmatrix und N eine Diagonal-
matrix ist, die aus den Zeilensummen der Gewichtungsmatrix besteht. Falls die 
Gewichtungsmatrix reihenstandardisiert ist, entspricht s gleich n und N der Ein-
heitsmatrix I, womit sich die Teststatistiken vereinfachen: 
(47) 
T
1 1
T
2
1
ˆ ˆ
ˆ ˆ
ˆ ˆˆ
n n
i j ij
i j
n
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i
u u w
I
u
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=
= =
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∑
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u u
 
(48) 
( )2 T
1 1
T
2
1
ˆ ˆ
ˆ ˆ1 1
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n n
i j ij
i j
n
i
i
u u w
n nc
n nu
= =
=
− − − −⎛ ⎞ ⎛ ⎞= =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
∑∑
∑
u (I W)u
u u
 
Statistische Schlussfolgerungen basieren auf dem z-Werten von Moran’s I und 
Geary’s c (Florax und Nijkamp 2003): 
(49) E( )
SD( )I
I Iz
I
−=   bzw.  E( )
SD( )c
c cz
c
−=  
Wobei E den Erwartungswert und SD die Standardabweichung von I bzw. c dar-
stellen. E(I) entspricht 1
1n
− −  , d.h. der Erwartungswert geht gegen 0, wenn der 
Stichprobenumfang zunimmt. Moran’s I wird häufig als Korrelationskoeffizient 
interpretiert, obwohl der Wert nicht notwendigerweise im Intervall [–1,+1] liegen 
muss (Florax und Nijkamp 2003 S.7). Hohe positive Werte deuten auf positive, 
hohe negative Werte deuten auf negative räumliche Autokorrelation hin, während 
Werte nahe dem Erwartungswert (bei großem n also nahe 0) ein Indiz für keine 
räumliche Autokorrelation sind. Geary’s c nimmt den Wert 1 an, wenn die Null-
hypothese erfüllt ist, d.h. E(c)=1. Sehr hohe (sehr niedrige) Werte sind aber ein 
Indiz für negative (positive) Autokorrelation. 
In empirischen Arbeiten wird die Moran’s I Statistik häufiger verwendet. Dies 
liegt auch daran, dass der Moran’s I-Test im Allgemeinen asymptotisch effizienter 
ist als Geary’s c (Florax und Nijkamp 2003 S. 8).  
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4.1.3.2 Lagrange-Multiplier-Tests 
Moran’s I und Geary’s c spezifizieren die Form der räumlichen Autokorrelation 
nicht näher, gegen die getestet wird, d.h. sie können keine Aussage darüber tref-
fen, ob der räumliche autoregressive Prozess in der abhängigen Variable und/oder 
in den Residuen modelliert werden soll. Um zwischen einem ‚spatial-lag’ und 
einem ‚spatial-error’-Modell unterscheiden zu können, finden Anselin und Rey 
(1991 S. 130) Lagrange-Multiplier- (LM-) Tests am besten geeignet. Da diese 
auch in angewandten Arbeiten am häufigsten verwendet werden, soll auf diese 
etwas näher eingegangen werden. 
Der LM-error- (LMerr-) Test wurde von Burridge (1980), der LM-lag- (LMlag-) 
Test von Anselin (1988a) vorgeschlagen, die Darstellung in dieser Arbeit beruht 
auf Anselin (2001). Der LMerr-Test überprüft die Hypothese H0: 0λ = , unter der 
Annahme, dass 0ρ = , gegen die Alternativhypothese HA: 0λ ≠ . Der LMlag-Test 
überprüft analog dazu die Hypothese H0: 0ρ = , unter der Annahme, dass 0λ = , 
gegen die Alternativhypothese HA: 0ρ ≠ . Das heißt diese LM-Tests prüfen, ob 
ein error (lag) Modell passend ist, unter der Annahme, dass es keine räumlich 
verzögerte abhängige Variable (keine räumliche Autokorrelation in den Störgrö-
ßen) gibt. Die Tests sind asymptotisch χ²(1) verteilt und die Teststatistiken errech-
nen sich durch: 
(50) 
2T
2
ˆ ˆ
errLM T
σ
⎛ ⎞⎜ ⎟⎝ ⎠=
u Wu
  
(51) 
2T
2
ˆ
ˆ
lagLM D T
σ
⎛ ⎞⎜ ⎟⎝ ⎠= +
u Wy
 
wobei 
(52) 
( ) ( )( )( )
( )
T 1T T 2
2 T
T
2
ˆ ˆ ˆ/
ˆ
D
T tr
n
β β σ
σ
−⎡ ⎤= −⎢ ⎥⎣ ⎦
= +
=
WX I X X X X WX
W W W
u u
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wobei tr die Spur (‚trace’) der Matrix ist. Falls genau einer der beiden Tests die 
Nullhypothese verwirft, ist die Entscheidung eindeutig, welches Modell gewählt 
werden soll. Falls beide LM-Tests die jeweilige Nullhypothese verwerfen, kann 
eine allgemeinere (‚robuste’) Version dieses LMerr- bzw. dieses LMlag-Tests ver-
wendet werden. Diese wurden von Bera und Yoon (1993) vorgestellt.25 Dieser 
LMerr,robust- (LMlag,robust-) Test ist robust gegen die Existenz einer räumlich verzö-
gerten abhängigen Variablen (einer räumlichen Autokorrelation in den Störgrö-
ßen). Obwohl die Einschränkung, dass bei dem LMerr- (LMlag-) Test ρ=0 (λ=0) 
sein muss gelockert wird, bleibt der Vorteil erhalten, dass lediglich eine Kleinst-
quadratschätzung (und nicht das Schätzen eines Alternativmodells) notwendig ist, 
um die Tests durchzuführen. Die Tests sind ebenfalls asymptotisch χ²(1) verteilt, 
die Teststatistiken sind: 
(53) 
( )
( )
2T T
1
2 2
, 12
ˆ ˆ ˆ
ˆ ˆ
err robust
T D T
LM
T T D T
σ σ
−
−
⎡ ⎤− +⎢ ⎥⎣ ⎦= − +
u Wu u Wy
 
(54) 
2T T
2 2
,lag robustLM D
σ σ
⎛ ⎞−⎜ ⎟⎝ ⎠=
u Wy u Wu
 
Wenn eine der beiden robusten Versionen der LM-Tests signifikant ist, sollte 
diese Spezifikation gewählt werden. Sind beide signifikant, ist das allgemeine 
Modell mit einer räumlich verzögerten abhängigen Variablen und räumlicher 
Autokorrelation in den Residuen zu wählen (Gleichung (32)). 
Eine Alternative zu Lagrange-Multiplier-Tests stellen etwa Likelihood-Ratio- 
(LR-) Tests dar. Die Teststatistik errechnet sich als ( )2 R UL L− , wobei LR den 
Wert der Likelihood-Funktion im restringierten, und LU den Wert der Likelihood-
Funktion im unrestringierten Modell darstellt. Die Teststatistik ist χ² verteilt mit 
so vielen Freiheitsgraden wie Beschränkungen (siehe etwa Greene 2003 S. 484 
ff.). Der Nachteil bei LR-Tests besteht darin, dass sowohl das Modell als auch das 
Alternativmodell geschätzt werden müssen, und statistische Ableitungen nicht auf 
Basis der Residuen der Kleinstquadratschätzung gemacht werden können, wie das 
bei LM-Tests möglich ist. LR-Tests werden in empirischen Arbeiten nicht so 
                                                 
25 Ein etwas modifizierter robuster LM-Test findet sich in Anselin et al. (1996). 
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häufig angewandt wie LM-basierte Tests. Für die Eigenschaften der Likelihood-
Ratio-Tests bei räumlicher Autokorrelation sei auf Dubin (2004) verwiesen. 
Die Entscheidung, ob ein spatial-lag oder ein spatial-error-Modell besser geeignet 
ist, um räumliche Abhängigkeit abzubilden, kann auch aufgrund der theoretischen 
Fundierung getroffen werden. So schreibt etwa Anselin (2001 S. 316), dass ein 
spatial-lag-Modell dann geeignet ist, wenn das Forschungsinteresse in der Beur-
teilung der Existenz und der Stärke der räumlichen Abhängigkeit liegt. Ein spati-
al-error-Modell ist dann adäquat, um bei räumlichen Daten den möglicherweise 
verzerrenden Einfluss von räumlicher Autokorrelation zu kontrollieren, unabhän-
gig davon, ob das Forschungsinteresse bei räumlichen Fragestellungen liegt oder 
nicht. 
In diesem Teil der Dissertation ergibt sich die empirische Spezifikation als spati-
al-lag-Modell aufgrund des zugrunde liegenden theoretischen Modells (siehe 
Kapitel 3.3). Allerdings wird in Kapitel 5.8 gezeigt, dass die hier angeführten 
statistischen Tests ebenfalls die gewählte Modellspezifikation empfehlen. 
4.1.4 Konsequenzen von räumlicher Abhängigkeit für die Kleinst-
quadratschätzung und mögliche Alternativen 
In diesem Kapitel wird gezeigt, dass der Kleinstquadratschätzer in einem spatial-
lag-Modell verzerrt und inkonsistent, und in einem spatial-error-Modell zwar 
unverzerrt, aber ineffizient ist. Als Alternative wird eine Maximum-Likelihood- 
(ML-) Schätzung dargestellt. Da die Probleme, die mit einer ML-Schätzung ver-
bunden sind, auf diese Arbeit kaum zutreffen, werden andere methodische Ansät-
ze nur kurz behandelt. 
4.1.4.1 Auswirkung von räumlicher Abhängigkeit auf den Kleinstquadrat-
schätzer26 
Die einfachste Ausprägung eines spatial-lag-Modells erhält man, wenn in Glei-
chung (34) der Parameter β gleich 0 gesetzt wird: 
                                                 
26 Die Darstellung beruht auf Anselin (1988b S. 58 f. und S. 108 f.). Für grundlegende Eigenschaf-
ten der Momente von Schätzern und Residuen wird auf Lehrbücher der Ökonometrie wie Hackl 
(2005 S. 43 ff.) verwiesen. 
 43
(55) ρ= +y Wy u  
Der Kleinstquadratschätzer für ρ, ρˆ , ist daher: 
(56) ( ) 1T T T Tρˆ −= y W Wy y W y  
Wenn y aus Gleichung (55) in Gleichung (56) eingesetzt wird, erhält man für ρˆ : 
(57) ( ) ( ) ( )1 1T T T T T T T Tρˆ ρ ρ− −= + = +y W Wy y W Wy u y W Wy y W u  
Da der Ausdruck ( ) 1T T T T−y W Wy y W u  ungleich 0 ist, ist ρˆ  verzerrt. Es kann 
gezeigt werden, dass dieser Term auch asymptotisch ungleich 0 ist. Obwohl unter 
geeigneten Einschränkungen der Ausdruck ( )1 T Tn− y W Wy  gegen eine definite 
und nicht singuläre Matrix konvergiert, gilt für 1 T Tn− y W u : 
(58) ( ) ( ) 11 T T 1 Tlim lim
n n
n n ρ −− −→∞ →∞= −y W u u W I W u  
Dieser Term ist ungleich 0, außer im Spezialfall 0ρ = . Daher entspricht ρˆ  auch 
asymptotisch nicht ρ, der Kleinstquadratschätzer ist daher nicht nur verzerrt, son-
dern auch inkonsistent. 
Bei einem spatial-error-Modell (Gleichung (36)) ist der Kleinstquadratschätzer 
zwar nicht verzerrt, aber ineffizient. Der Vektor der Residuen u ist gegeben durch: 
(59) ( ) 1λ λ −= + = −u Wu ε I W ε  
Die Varianz der Residuen ist in diesem Fall nicht σ²I, sondern: 
(60) ( ) ( ) 1T2( )Var σ λ λ −⎡ ⎤= − −⎣ ⎦u I W I W  
Die Varianz für den Kleinstquadratschätzer von β, βˆ , ist dann nicht: 
(61) 
( ) ( ) ( ) ( )
( )
1 1T T T
12 T
ˆ
            
Var Varβ
σ
− −
−
=
=
X X X u X X X
X X
 
sondern: 
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(62) 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1 1T T T
11 1T2 T T T
ˆ
            
Var Varβ
σ λ λ
− −
−− −
=
⎡ ⎤= − −⎣ ⎦
X X X u X X X
X X X I W I W X X X
 
βˆ  ist daher ein ineffizienter Schätzer von β. 
Da der Schätzer bei einem spatial-lag-Modell verzerrt und bei einem spatial-error-
Modell ineffizient ist, wird als Alternative eine Maximum-Likelihood-Schätzung 
verwendet, im folgenden Kapitel 4.1.4.2 dargestellt wird. 
4.1.4.2 Maximum-Likelihood-Schätzung 
Eine Alternative zur Kleinstquadratschätzung ist die Maximum-Likelihood-   
(ML-) Schätzung. Wie der Name schon sagt wird die Likelihood-Funktion bzw., 
gleichbedeutend und rechentechnisch einfacher, die logarithmierte Likelihood-
Funktion maximiert. Für das allgemeine Modell aus Gleichung (32) sieht die Log-
Likelihood-Funktion wie folgt aus:27 
(63) 
( )
( ) ( ) ( )( )
2 T
1 2 2
T TT
1 2 2 1
1ln L ln 2 ln ln ln
2 2 2
n nπ σ ρ λ σ
ρ β λ λ ρ β
= − − − − − − −
= − − − − − −
I W I W ε ε
ε ε y W y X I W I W y W y X
 
Für die Spezialfälle eines spatial-lag bzw. eines spatial-error-Modells wird 0λ =  
(Gleichung (64)) bzw. 0ρ =  (Gleichung (65)) gesetzt, wodurch sich die Log-
Likelihood-Funktion vereinfacht: 
(64) 
( )
( ) ( ) ( )
2 T
1 2
TT 2
1 1
1ln L ln 2 ln ln
2 2 2
      wobei ~ 0,
n n
N
π σ ρ σ
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I W u u
u u y W y X y W y X u I
 
(65) 
( )
( ) ( ) ( )( ) ( )
2 T
2 2
T TT 2
2 2
1ln L ln 2 ln ln
2 2 2
     wobei ~ 0,
n n
N
π σ λ σ
β λ λ β σ
= − − − − −
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I W ε ε
ε ε y X I W I W y X ε I
 
                                                 
27 Die Darstellung geht auf Anselin (2001) zurück. Eine ausführlichere Diskussion findet sich in 
Anselin (1988b). In Anselin (1988b) wird neben einer räumlich verzögerten abhängigen Variablen 
und einem räumlich autoregressiven Prozess in den Störgrößen auch eine spezifizierte Form von 
Heteroskedastizität in die Schätzgleichung miteinbezogen. Auf die Berücksichtigung von Hete-
roskedastizität wird hier in weiterer Folge verzichtet. 
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Die Minimierung von Tu u  in Gleichung (64) entspricht der Kleinstquadratschät-
zung. Da aber der Term 1ln ρ−I W  bei der Kleinstquadratschätzung ignoriert 
wird, ist der OLS-Schätzer nicht konsistent. 
Die Bedingungen erster Ordnung, d.h. die partiellen Ableitungen nach den zu 
schätzenden Parametern β, ρ, λ und σ² sind nicht linear. Die Gleichungssysteme 
können daher nicht wie bei einer linearen Regression analytisch gelöst werden, 
sondern müssen durch einen iterativen Prozess ermittelt werden.28 Für die Spezi-
alfälle eines spatial-lag bzw. eines spatial-error-Modells ist das Gleichungssystem 
aus den Bedingungen erster Ordnung nur im Bezug auf einen Parameter (ρ bzw. 
λ) nicht linear, die Lösung des Gleichungssystems ist daher nicht zu komplex. 
4.1.4.3 Probleme und Alternativen zur ML-Schätzung: Instrumentvariable, 
Generalized Methods of Moments und Baysianische Ansätze 
Vom Rechenaufwand ist es bei einer großen Anzahl an Beobachtungen aber prob-
lematisch, dass bei jeder Iteration die Determinante von ( )1ρ−I W  bzw. 
( )2λ−I W  errechnet werden muss. Dieses Problem kann umgangen werden, da 
1ln ρ−I W  durch ( )1ln 1 i
i
vρ−∑  bzw.  2ln λ−I W  durch ( )2ln 1 i
i
vλ−∑  ersetzt 
werden kann, wobei vki der i-te Eigenwert der Matrix Wk ist (Kelejian und Prucha 
1999; Bell und Bockstael 2000). Da sich die Gewichtungsmatrizen nicht ändern, 
müssen die Eigenwerte nur einmal berechnet werden. Allerdings verschlechtert 
sich die Genauigkeit der Berechnung der Eigenwerte bei größeren Matrizen. Kele-
jian und Prucha (1998 Fußnote 3) berichten bei nicht-symmetrische Matrizen 
schon ab einer Dimension von 400 von deutlichen Rechenungenauigkeiten. Jeden-
falls kann die Maximierung der Likelihood-Funktion mit großen Datensätzen, wie 
sie bei mikroökonometrischen Arbeiten oftmals vorkommen, zu Problemen füh-
ren. 
Für diese Arbeit scheint das nicht zu problematisch zu sein, da nur knapp 400 
Beobachtungen verwendet werden. Zusätzlich wurde die Maximierung der Like-
lihood-Funktion einiger Modellspezifikationen mit unterschiedlichen Software-
Programmen sowohl durch das Berechnen der Determinante bei jeder Iteration als 
                                                 
28 Siehe Greene (2003 S. 492 ff.) für die generelle Anwendung der Maximum-Likelihood-
Schätzung bei linearen und nicht linearen Regressionsmodellen bzw. Anselin (1988b S. 64 f.) für 
räumlich ökonometrische Modelle. 
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auch über den Umweg der Eigenwerte durchgeführt, wobei die Unterschiede in 
den Schätzern und in den Teststatistiken marginal sind. 
Ein weiter Nachteil des ML-Schätzers ist, dass angenommen werden muss, dass 
die Residuen normal verteilt sind (Kelejian und Prucha 1999; Bell und Bockstael 
2000). 
Alternativen zur Maximum-Likelihood-Schätzung sind etwa zweistufige Verfah-
ren mit Instrumentvariablen (IV), Generalized Methods of Moments (GMM) oder 
Bayesianische Ansätze. Anselin (2001) gibt einen kurzen Überblick über andere 
Schätzverfahren, Anselin (1988b) behandelt Instrumentvariablen und Bayesiani-
sche Anstätze etwas auführlicher. Abhandlungen zu GMM Schätzer finden sich 
etwa in Arbeiten von Kelejian und Prucha (1999; Kelejian und Prucha 2007; 
2007).  
4.2 Fehlende Werte 
Es ist bei Datensätzen nicht unüblich, dass einige Variablen nicht vollständig sind, 
d.h. dass Werte dieser Variablen bei manchen Beobachtungen fehlen. Es gibt 
unterschiedliche Möglichkeiten, wie mit diesen fehlenden Werten (‚missing data’ 
oder ‚missing values’) umgegangen werden kann bzw. soll, abhängig davon, um 
welchen Typus von fehlenden Werten es sich handelt. 
Da fehlende Werte in dem für diese Arbeit verwendeten Datensatz kein großes 
Problem darstellen (siehe Kapitel 5.7), wird dieser Thematik nicht allzu viel 
Raum gewidmet. Nach einer Kategorisierung unterschiedlicher Arten von fehlen-
den Werten werden einige Optionen dargelegt, dieses Problem zu berücksichti-
gen. Für eine ausführlichere Darstellung wird auf weiterführende Literatur ver-
wiesen. 
4.2.1 Unterschiedliche Typen fehlender Werte 
Es ist in der Literatur üblich, Variablen mit fehlenden Werten nach der Zufällig-
keit dieser fehlenden Werte in ‚missing completely at random’ (MCAR), ‚missing 
at random’ (MAR) und ‚not missing at random’ (NMAR) zu unterteilen (siehe 
Little und Rubin 2002; Scheffer 2002; Horton und Kleinman 2007). 
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Wenn X die Matrix der k unabhängigen Variablen ist, die auch fehlende Werte 
enthalten kann, dann kann dazu eine Matrix M definiert werden, deren mij-tes 
Element den Wert 1, wenn der Wert xij fehlt, bzw. den Wert 0 sonst annimmt: 
(66) 
1 wenn  fehlt         
0 wenn  nicht fehlt
ij
ij
ij
x
m
x
⎧= ⎨⎩
 
Ohne Beschränkung der Allgemeinheit und aus Gründen der Übersichtlichkeit 
soll angenommen werden, dass die Variablen x1, x2,…,xk–1 vollständig sind, und 
nur xk fehlende Werte enthält. Die Wahrscheinlichkeit, dass mik den Wert 1 an-
nimmt, kann von den vollständig vorhandenen Variablen, xi1, xi2,…,xi,k–1, von dem 
fehlenden Wert, xik, und/oder von einem unbekannten Parameter φ  abhängen: 
(67) ( )1 , 1Pr 1| ,..., , ;ik i i k ikm x x x φ−=  
Wenn die fehlenden Werten ‚missing completely at random’ (MCAR) sind, dann 
hängt das Fehlen des Wertes weder vom tatsächlichen Wert der entsprechenden 
Variable, xik, noch von irgendeiner anderen Variablen, sondern ausschließlich von 
dem unbekannten Parameter φ  ab: 
(68) ( )1 , 1Pr 1| ,..., , ;ik i i k ikm x x x φ φ−= =  
Sind die fehlenden Werte ‚missing at random’ (MAR), so gibt es zwar weiterhin 
keinen Zusammenhang zwischen dem Fehlen und der Größe des Wertes der ent-
sprechenden Variablen, wohl aber zu den anderen Variablen: 
(69) ( ) ( )1 , 1 1 , 1Pr 1| ,..., , ; Pr 1| ,..., ;ik i i k ik ik i i km x x x m x xφ φ− −= = =  
Der Begriff ‚missing at random’ ist hier insofern irreführend, da die fehlenden 
Werte nicht zufällig sind, da sie teilweise durch die anderen Variablen erklärt 
werden können. Ob der Wert xik fehlt, ist aber unabhängig vom tatsächlichen Wert 
von xik. 
Wenn die fehlenden Werte aber von dem tatsächlichen Wert von xik abhängen, 
dann fallen diese Variablen in die Kategorie ‚not missing at random’ (NMAR): 
(70) ( ) ( )1 , 1 1 , 1Pr 1| ,..., , ; Pr 1| ,..., , ;ik i i k ik ik i i k ikm x x x m x x xφ φ− −= = =  
Wenn in dem in dieser Arbeit verwendeten Datensatz beispielsweise Angaben 
über einen Tankstellenshop fehlen, und diese fehlenden Werte unabhängig davon 
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sind, (i) ob es tatsächlich einen Shop gibt oder nicht, und (ii) von den Ausprägun-
gen aller anderen unabhängigen Variablen, so fällt diese Variable in die Kategorie 
MCAR. Wenn die fehlenden Werte zwar nicht davon abhängen, ob es einen Shop 
gibt, aber von anderen unabhängigen Variablen abhängen (wenn etwa manche 
Marken keine Angaben zu dieser Variable machen), dann wären die fehlenden 
Werte MAR. Wenn aber die fehlenden Werte davon abhängen, ob es einen Shop 
gibt (wenn etwa nur Tankstellen mit Shop keine Auskunft geben), dann sind die 
fehlenden Werte NMAR. 
Wenn die fehlenden Werte MCAR oder MAR sind, werden sie auch als ignorier-
bar (‚ignorable’, siehe etwa Griliches 1986; Scheffer 2002) bezeichnet. Fehlende 
Daten fallen häufig in die Kategorie NMAR wenn es bei der Erhebung Selbstse-
lektionsprobleme gibt (Griliches 1986). So wäre es beispielsweise denkbar, dass 
Personen mit großem Vermögen zu Fragen darüber überproportional häufig keine 
Auskunft geben. Dieser Fall ist für die Schätzung das größte Problem, spielt aber 
in dem in dieser Arbeit verwendeten Datensatz keine Rolle. Problematisch ist 
allerdings, dass es keine statistischen Tests gibt, ob fehlende Werte ignorierbar 
sind oder nicht (Meng 2000 S. 1326). 
4.2.2 Methoden zur Berücksichtigung fehlender Werte 
Es gibt unterschiedliche Möglichkeiten mit fehlenden Werten umzugehen. Die 
hier gewählte Klassifikation orientiert sich großteils an Scheffer (2002), wobei in 
der Literatur auch andere und umfangreichere Kategorisierungen zu finden sind 
(siehe etwa Little und Rubin 2002; Horton und Kleinman 2007): 
i) Fallausschluss: Alle Beobachtungen mit fehlenden Werten werden von der 
Analyse ausgeschlossen. Dies ist einfach durchzuführen und der Schätzer ist bei 
MCAR jedenfalls unverzerrt. Da Information verlorengeht, ist der Schätzer aber 
nicht effizient. Wenn bei mehreren Variablen wenige Werte fehlen, kann die Re-
duktion der Stichprobe und der damit verbundene Effizienzverlust in Summe aber 
erheblich sein (Scheffer 2002; Horton und Kleinman 2007). 
ii) Missing-Indikator: Ein Missing-Indikator ist in seiner einfachsten Form eine 
Dummy Variable, die den Wert 1 annimmt, wenn für eine Variable j die Ausprä-
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gung xij fehlt (Jones 1996).29 Alle fehlenden Werte werden durch 0 ersetzt und die 
Dummy-Variable wird als zusätzliche unabhängige Variable in das Modell inklu-
diert. Obwohl diese Variante den Stichprobenumfang nicht reduziert, einfach zu 
implementieren ist und u.a. von Greene (2003 S. 60) empfohlen wird, kann dies 
zu Verzerrungen führen. Die möglichen Verzerrungen sind umso größer, je größer 
der Anteil der fehlenden Werte ist und je größer die Kovarianzen zu den anderen 
unabhängigen Variablen sind (Jones 1996). 
iii) Einfache Imputation: Das Ziel der einfachen Imputation ist es, die fehlenden 
Daten durch plausible Werte zu ersetzen, um zur weiteren Analyse den aufgefüll-
ten Datensatz zu verwenden. Fehlende Daten können etwa durch den Durch-
schnitt, den Median oder den Modus der vorhandenen Daten ersetzt werden. Un-
ter einer Vielzahl anderer Möglichkeiten finden sich beispielsweise die ‚Hot 
Deck-Imputation’, die ‚Regressions-Imputation’ oder bei Längsschnitt- bzw. 
Paneldaten das LVCF-Verfahren (‚last value carried forward’). Bei der Hot Deck-
Imputation werden zu den Beobachtungen mit fehlenden Werten ähnliche Beo-
bachtungen gesucht, die keine missings haben. Die fehlenden Werte werden von 
den ähnlichen Beobachtungen übernommen. Bei der Regressions-Imputation wird 
die Variable mit fehlenden Werten auf die anderen unabhängigen Variablen 
regressiert. Die fehlenden Werte werden dann durch die vorhergesagten Werte der 
Hilfsregression ersetzt. Beim LVCF-Verfahren werden fehlende Werte einer Beo-
bachtung durch die Werte der Vorperiode ersetzt (siehe dazu Little und Rubin 
2002 S. 20 und Scheffer 2002 S. 154). 
Eine allgemeine Beurteilung einfacher Imputation ist aufgrund der Fülle der un-
terschiedlichen Verfahren schwierig. Horton und Kleinmann (2007 S. 80) etwa 
raten dezidiert vom LVCF-Verfahren oder vom Ersetzen der fehlenden Werte 
durch den Mittelwert ab. Ein Problem ist jedenfalls, dass imputierte Daten in 
weiterer Analyse wie tatsächlich erhobene Daten behandelt werden. Da die Unsi-
cherheit in der Generierung der Daten nicht berücksichtigt wird, werden die Vari-
anz und die Standardfehler unterschätzt (Scheffer 2002 S. 156). 
iv) Multiple Imputation: Bei multipler Imputation wird versucht, eben diese Unsi-
cherheit in der Erzeugung der Daten zu berücksichtigen. Die fehlenden Werte 
werden wieder durch imputierte Werte ersetzt, wobei die imputierten Werte die 
                                                 
29 Jones (1996) gestaltet die Dummy-Variable so, dass sie den Wert 1, wenn xij beobachtet wird, 
und sonst den Wert 0 annimmt. Das ändert an der Analyse freilich wenig. 
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Unsicherheit widerspiegeln sollen. So werden beispielsweise die fehlenden Werte 
bei der Regressions-Imputation nicht durch die vorhergesagten Werte ersetzt, 
sondern zufällig aus der Verteilung der vorhergesagten Werte gezogen. Dieser 
Prozess wird mehrmals wiederholt,30 wodurch mehrere vollständige, aber unter-
schiedliche Datensätze entstehen. Statistische Schlussfolgerungen basieren auf all 
diesen Datensätzen und berücksichtigen dadurch die Unsicherheit bei den impu-
tierten Werten. Für eine umfassendere Darstellung sei auf Little und Rubin 
(2002), Scheffer (2002) und Horton und Kleinmann (2007) verwiesen. 
Insgesamt dürfte multiple Imputation die ausgefeilteste Methode sein, da alle 
Daten verwendet werden und trotzdem die Unsicherheit in den imputierten Daten 
berücksichtigt wird. Da aber auch hier zahlreiche unterschiedliche Verfahren 
existieren fällt eine abschließende Beurteilung schwer. Ein Nachteil ist jedenfalls, 
dass diese Methode die rechentechnisch aufwendigste der hier beschriebenen 
Ansätze ist. 
Für welche Methode man sich entscheidet, hängt von der Zufälligkeit und der 
Wichtigkeit der Variable, vom Anteil der fehlenden Werte und von der Kovarianz 
bzw. der Korrelation mit den anderen unabhängigen Variablen ab. In dieser Dis-
sertation werden fehlende Werte durch Missing-Indikatoren (Dummy Variablen) 
berücksichtigt, da der Anteil der fehlenden Werte relativ gering ist (siehe Kapitel 
5.7). Der Effizienzverlust eines Fallausschlusses wird aufgrund der räumlichen 
Struktur in den Daten als potentiell hoch eingeschätzt und daher nicht angewen-
det. 
4.3 Simulationsmethode, Punkt- und Intervallschätzung 
Für die Interpretation der Ergebnisse und um den Einfluss von Diskonttankstellen 
auf die Preisgestaltung der Markentankstellen zu untersuchen, wird im Kapitel 6.2 
simuliert, dass Diskonttankstellen von Markentankstellen übernommen werden. 
Da sich durch die Übernahme bei mehreren Variablen Einträge ändern, und um 
die Unsicherheit der geschätzten Parameter zu berücksichtigen, wird ein Simulati-
onsansatz gewählt, um zu beurteilen, (i) wie groß die erwarteten Auswirkungen 
                                                 
30 Horton und Kleinman (2007 S. 80) und Meng (2000 S.1327) sprechen von üblicherweise 5 bis 
10 Imputationen. 
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dieser Übernahmen sind und (ii) ob die erwarteten Auswirkungen signifikant von 
null verschieden sind. Diese Simulationsmethode wird an dieser Stelle dargestellt. 
Wenn die abhängige Variable y in einem spatial-lag-Modell nur von zwei unab-
hängigen x1 und x2 abhängt, so kann die Schätzgleichung wie folgt angeschrieben 
werden: 
(71) ( ) ( )1 0 1 1 2 2ρ β β β−= − + + +y I W x x u  
Nachdem die Schätzer für iβ , iˆβ , ermittelt worden sind, erhält man die geschätz-
ten Werte für y, yˆ : 
(72) ( ) ( )1 0 1 1 2 2ˆ ˆ ˆˆˆ ρ β β β−= − + +y I W x x  
Wenn sich Einträge in den unabhängigen Variablen x1 und x2 aufgrund der oben 
beschriebenen Übernahmen zu *1x  und 
*
2x  verändern, verändern sich auch die 
prognostizierten Werte yˆ  zu *yˆ : 
(73) 
( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
1 1* * *
0 1 1 2 2 0 1 1 2 2
1 * *
1 1 1 2 2 2
1
1 1 2 2
ˆ ˆ ˆ ˆ ˆ ˆˆ ˆˆ ˆ ˆ  
ˆ ˆˆ                   
ˆ ˆˆ                   
ρ β β β ρ β β β
ρ β β
ρ β β
− −
−
−
Δ = − = − + + − − + +
⎡ ⎤= − − + −⎣ ⎦
⎡ ⎤= − Δ + Δ⎣ ⎦
y y y I W x x I W x x
I W x x x x
I W x x
 
ˆΔy  ist die Änderung des prognostizierten Wertes, d.h. die erwartete Änderung 
von y, wenn sich unabhängige Variablen ändern. Hierbei handelt es sich um eine 
Punktschätzung, bei der die Unsicherheit in den geschätzten Parametern ˆiβ  nicht 
berücksichtigt wird. Es kann somit nicht beantwortet werden, ob die erwarteten 
Änderungen, ˆΔy , signifikant von null verschieden sind. Es wäre daher wün-
schenswert, ein Intervall angeben zu können, in dem ˆΔy  mit einer spezifizierten 
Wahrscheinlichkeit liegt. 
Wenn sich bei einem linearen Modell nur eine Variable i verändert, dann ist 
( )* ˆˆ i iβΔ = Δy x . Da die Verteilung von ˆiβ  aus der Schätzung bekannt ist, kann 
beurteilt werden, ob iˆβ  und, damit gleichbedeutend, ( )iˆ iβ Δx  signifikant von 0 
verschieden ist. Wenn sich bei einem linearen Modell mehrere Variablen verän-
dern, ist die Einschätzung, ob *ˆΔy  signifikant von 0 verschieden ist zwar immer 
noch möglich, aber schwieriger, da auch die Kovarianzen der sich ändernden 
Variablen berücksichtigt werden müssen (siehe dazu Kennedy 2003 S. 61 ff. für 
einen intuitiven Zugang). 
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In einem spatial-lag-Modell, wo sich viele Einträge mehrerer Variablen durch 
diese simulierte Übernahme verändern, ist dieser Zugang allerdings nicht mehr 
möglich. Dies ergibt sich aus dem nichtlinearen Zusammenhang zwischen den 
Variablen, der durch den Term ( ) 1ρˆ −−I W  verursacht wird.  
Um die Unsicherheit in den Parametern zu berücksichtigen muss daher auf re-
chentechnisch sehr aufwendige Simulationsmethoden zurückgegriffen werden. 
Als Parameter werden nicht die Schätzer iˆβ  verwendet, sondern die Parameter 
werden zufällig aus einer zuvor spezifizierten Verteilung gezogen. Eine Einfüh-
rung in dieses Thema findet sich in Cameron und Trivede (2005 Kapitel 12), kon-
krete Anwendungen finden sich bei Davis und Espinoza (1998), Zhao et al. (2000) 
oder Salhofer und Schmid (2004). Die Verteilung der Parameter kann grundsätz-
lich auf ökonometrischen Schätzungen, auf ExpertInnenmeinungen und/oder auf 
der subjektiven Beurteilung des Forschers oder der Forscherin basieren. Salhofer 
und Schmid (2004) beispielsweise nehmen den höchsten und den niedrigsten 
Wert, die für die jeweiligen Parameter in einer Literaturrecherche gefunden wur-
den, und kombinieren diese beiden Werte in unterschiedlichen Spezifikation zu 
einer Gleich- bzw. zu einer Normalverteilung. 
In dieser Arbeit sind die Form der Verteilung der Parameter (nämlich die Normal-
verteilung), deren Mittelwerte ( iˆβ ) und Standardabweichungen aus der ML-
Schätzung bekannt. Es werden aus den Verteilungen der entsprechenden Parame-
ter zufällig Werte gezogen und ˆΔy  errechnet. Wenn dies oft31 wiederholt wird, 
bekommt man für ˆΔy  nicht eine Punktschätzung, sondern kann eine Verteilungs-
funktion generieren. Die Punktschätzung kann als Spezialfall der Simulation ge-
sehen werden, bei der für die Parameter eine Standardabweichung von 0 ange-
nommen wird. 
Aus der Verteilung von ˆΔy  können problemlos Konfidenzintervalle berechnet 
werden, die im Gegensatz zur Punktschätzung die Unsicherheit in den Variablen 
berücksichtigen. 
 
                                                 
31 Salhofer und Schmit (2004) verwenden 10.000, Zhao et al. (2000) je nach Spezifikation 5.000 
bzw. 10.000 Wiederholungen. Aufgrund des hohen Rechenaufwands werden in dieser Arbeit 
1.000 Wiederholungen verwendet. 
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5 Modellspezifikation und Datengrundlage 
In diesem Kapitel soll aus der Reaktionsfunktion von Gleichung (23) und der 
ersten Modellspezifikation aus Gleichung (25) schrittweise die Schätzgleichung 
abgeleitet werden, um den Theoriebezug des empirischen Teils zu betonen, aber 
auch um Abweichungen vom theoretischen Modell herauszuarbeiten und zu be-
gründen. Am Ende des Kapitels werden die erwarteten Ergebnisse kurz zusam-
mengefasst. Ein einfaches Zahlenbeispiel soll die Interpretation der Ergebnisse, 
welche im Kapitel 6 erfolgt, erleichtern. 
5.1 Räumliche Marktabgrenzung 
Um die Gewichtungsmatrix W zu konstruieren muss zuerst bestimmt werden, wie 
lokale Märkte abgegrenzt werden sollen. Wie in Kapitel 4.1.2 aufgezeigt wurde, 
sind unterschiedliche Möglichkeiten denkbar, wie ein Markt räumlich abgegrenzt 
und die Intensität zwischen jenen Beobachtungen innerhalb der lokalen Markt-
grenzen abgebildet werden kann. Da es kaum statistische Tests zur Marktabgren-
zung gibt32 ist es nicht überraschend, dass in empirischen Arbeiten diese Frage 
(auch aufgrund verschiedener Zielsetzungen und unterschiedlicher geographischer 
Datengrundlagen) unterschiedlich gelöst wird. An dieser Stelle werden in der 
empirischen Literatur zum Treibstoffeinzelhandel verwendete Kriterien zur 
Marktabgrenzung aufgezeigt und es wird begründet, welchen Arbeiten in dieser 
Frage gefolgt wird. Eine der zitierten Arbeiten (von Kalnins 2003) beschäftigt 
sich zwar mit einem anderen Sektor, ist aber aufgrund der verwendeten Marktab-
grenzung von Interesse. 
Eine Möglichkeit besteht darin, existierende politische Grenzen zu verwenden. So 
definiert van Meerbeeck (2003) die lokalen Märkte als Gemeinden (‚municipali-
ties’), während Clemenz und Gugler (2006) die Bezirke (‚districts’) als relevante 
lokale Märkte heranziehen und die Gemeindeebene lediglich dazu verwenden, die 
Robustheit ihrer Ergebnisse zu untermauern. 
                                                 
32 Slade (1986b) bietet einen Test an um festzustellen, ob sich die Preise eines Beobachtungspaares 
gegenseitig beeinflussen und die beiden Beobachtungen somit zum gleichen Markt gehören. Da 
dafür aber Paneldaten (in kurzen Zeitabständen) notwendig sind, kann dieser Ansatz in der vorlie-
genden Arbeit nicht weiter verfolgt werden. 
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Häufig wird der lokale Markt auch so abgegrenzt, dass eine Beobachtung j mit 
einer Beobachtung i dann direkt konkurriert, wenn die Entfernung zwischen den 
beiden nicht größer als eine (exogen vorgegebene) kritische Distanz ist. Unter 
Entfernung kann etwa die Fahrtstrecke (wie z.B. bei Hastings 2004) oder die euk-
lidische (Luftlinien-) Distanz (wie z.B. bei Shepard 1991; Netz und Taylor 2002; 
Barron et al. 2004b) verstanden werden. Wenn die euklidische Distanz als rele-
vantes Entfernungsmaß verwendet wird, bedeutet das, dass um jede Beobachtung 
ein Kreis gezogen wird. Alle anderen Beobachtungen, die innerhalb des Kreises 
liegen, befinden sich am gleichen lokalen Markt. Da es keine expliziten Regeln 
gibt, wie der Radius der Kreise bestimmt werden kann, werden üblicherweise 
mehrere Modelle mit unterschiedlich engen räumlichen Marktgrenzen geschätzt. 
Eine andere Möglichkeit ist es, den Markt einer Beobachtung i als jene Fläche zu 
definieren, innerhalb derer von jedem Punkt die Beobachtung i näher ist als jede 
andere Beobachtung. Technisch gesprochen werden Thiessen-Polygone gebildet 
(siehe Dale 2005 S. 51 ff. für eine Einführung und Kapitel 4.1.2 für eine ausführ-
lichere Darstellung). Andere Beobachtungen sind dann direkte Konkurrentinnen 
von i, wenn ihre Marktgebiete direkt an jenes von i angrenzen. Dieser Ansatz, der 
z.B. in einer empirischen Arbeit von Kalnins (2003) verwendet wird,33 hat den 
Vorteil, dass Märkte mit hoher Tankstellendichte räumlich enger abgegrenzt wer-
den. Dies ist insofern plausibel, da die Tankstellendichte sehr stark mit der Bevöl-
kerungsdichte korreliert,34 und in dichter besiedelten Gebieten die lokalen Sub-
märkte kleiner sein könnten. Weiters wird in räumlichen Modellen üblicherweise 
unterstellt, dass man lediglich mit jenen Beobachtungen direkt konkurriert, mit 
denen man eine gemeinsame Marktgrenze teilt.35 
Die erste der hier angeführten Optionen, dass Märkte als Gemeinden oder Bezirke 
definiert werden, erscheint für diese Arbeit nicht gut geeignet: Zwei Tankstellen 
aus dem selben Bezirk können relativ weit auseinander liegen, werden aber trotz-
dem zum gleichen Markt gezählt, während zwei Beobachtungen aus angrenzen-
den Bezirken in geringerer Entfernung voneinander liegen können, aber nicht zum 
                                                 
33 Kalnins (2003) beschäftigt sich in seiner Studie aber nicht mit dem Treibstoffeinzelhandel, 
sondern will in seiner räumlich-ökonometrischen Analyse Hamburgerpreise erklären. 
34 Clemenz und Gugler (2006) zeigen für den österreichischen Tankstellenmarkt, dass die Tank-
stellendichte in den Bezirken zu 95 Prozent durch die Bevölkerungsdichte erklärt werden kann (S. 
301). 
35 Siehe dazu Kapitel 8 für eine ausführliche Abhandlung. 
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gleichen Markt gezählt werden. Eine ‚flexiblere’ Marktabgrenzung, wie sie die 
beiden anderen angeführten Möglichkeiten darstellen, erscheint hier wünschens-
werter. Da es aber keine vorgegebenen Regeln gibt, wie der Markt abgegrenzt 
werden sollte, werden unterschiedliche Modellspezifikationen geschätzt: Lokale 
Märkte werden in diesem Abschnitt abgegrenzt, indem um jede Beobachtung ein 
Kreis (mit zwei unterschiedlichen kritischen Entfernungen) gezeichnet wird, bzw. 
indem durch jede Beobachtung ein Thiessen-Polygon aufgespannt wird. 
5.2 Von der Marktabgrenzung zur Gewichtungsmatrix 
Die geographische Informationen aller Beobachtungspaare i und j werden in einer 
räumlichen Gewichtungsmatrix W%  gespeichert. Mögliche Ausgestaltungen der 
Matrix wurden in Kapitel 4.1 ausführlicher dargestellt. Die Einträge in der Matrix 
sind dann von null verschieden, wenn sich beide Tankstellen innerhalb des glei-
chen lokalen Marktes befinden, d.h. wenn die beiden Tankstellen ‚Nachbarn’ sind. 
Die Einträge auf der Hauptdiagonalen der Matrix, iiw% , sind null, d.h. keine Bob-
achtung kann Nachbar von sich selbst sein. 
Die Größe der Einträge zwischen benachbarten Beobachtungen in der Gewich-
tungsmatrix ist in verschiedenen empirischen Arbeiten unterschiedlich. Anselin 
und Lozano-Gracia (2008 S. 15) halten dazu fest, dass es „little formal guidance 
in the choice of the ‚correct’ spatial weights” gibt. McMillen et al. (2007) wählen 
in ihrer Arbeit über den Wettbewerb zwischen amerikanischen Privatuniversitäten 
binäre Einträge. Kalnins (2003) untersucht den Wettbewerb zwischen Fast-Food 
Restaurants in Texas und gewichtet die Einträge in der Gewichtungsmatrix mit 
dem Kehrwert der Entfernung. Ramajo et al. (2008) analysieren die Geschwindig-
keit der Konvergenz der Regionen in der Europäischen Union und verwenden als 
Gewichte den Kehrwert der quadrierten Entfernung. Da es plausibel erscheint, 
dass innerhalb eines Marktes jene Tankstellen stärker miteinander konkurrieren, 
die näher nebeneinander liegen, werden die Matrizen in der vorliegenden Arbeit 
mit dem Kehrwert der Entfernung gewichtet. Die Elemente der Matrix, ijw% , kön-
nen daher wie folgt dargestellt werden: 
(74) 
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wobei dij die euklidische Entfernung in Kilometer zwischen den Beobachtungen i 
und j darstellt. Wie in der angewandten Literatur üblich wird die Gewichtungs-
matrix W%  reihenstandardisiert.36 Die reihenstandardisierte Gewichtungsmatrix 
wird mit W bezeichnet, ihre Elemente wij errechnen sich wie folgt: 
(75) 
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Die euklidische Entfernung weist als Maß für die räumliche Differenzierung eini-
ge Schwächen auf: So ist sie eine ungenaue Annäherung an die (eigentlich rele-
vante) Fahrtstrecke. Die Transportkosten, die die KonsumentInnen beim Tanken 
zu tragen haben, setzen sich nicht nur aus der mit der Wegstrecke verbunden Kos-
ten (durch Benzinverbrauch und Abnützung des Autos) zusammen, sondern auch 
durch die Fahrtzeit. Es kann aber durch unterschiedliche Geschwindigkeitsbe-
schränkungen oder Verkehrsüberlastung sehr unterschiedlich lange dauern, glei-
che Fahrtstrecken zurück zu legen. Zusätzlich sollten auch Verkehrsströme beach-
tet werden. Zwei Tankstellen, die an der gleichen Straße liegen, werden üblicher-
weise stärker miteinander konkurrieren, als wenn eine Tankstelle auf eine Neben-
straße liegt. Ähnliche Argumente werden auch von Netz und Taylor (2002) ange-
führt, die ebenfalls die euklidische Distanz verwenden. Ich schließe mich aber 
ihrer Schlussfolgerung an, dass „[f]or most cases, however, our measure of differ-
entiation is likely to be a good proxy for true spatial differentiation” (S. 164). 
Wenn die Marktabgrenzung so gewählt wird, dass um jede Beobachtung ein Kreis 
gezogen wird, muss eine ‚kritische Distanz’ oder ‚cut-off point’, d.h. der Radius 
des Kreises, bestimmt werden. In Studien über den Treibstoffeinzelhandel werden 
unterschiedliche Radien verwendet: Hastings (2004) verwendet etwa 1 Meile, 
Barron et al. (2004b) hingegen 1,5 Meilen. Um die Robustheit der Ergebnisse zu 
unterstreichen werden üblicherweise mehrere kritische Distanzen gewählt. So 
verwenden Netz und Taylor (2002) 0,5, 1 und 1,5 Meilen, während Shepard 
(1991) gar 0,5, 1, 1,5 und 2 Meilen verwendet. All diesen Artikeln ist gemein, 
dass sie relativ dicht besiedelte Gebiete untersuchen: Hastings (2004) analysiert 
                                                 
36 Siehe Kapitel 4.1.2.3 für eine ausführlichere Diskussion über ökonomische und statistische 
Auswirkungen der Reihenstandardisierung. 
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den Tankstellensektor in Los Angeles und San Francisco, Barron et al. (2004b) 
untersuchen die Gegenden um San Diego, San Francisco, Tucson und Phönix, 
Netz und Taylor (2002) beschäftigen sich ebenfalls mit der Region Los Angeles, 
während Shepard (1991) sich mit vier Bezirken (‚counties’) im Osten von Massa-
chusetts beschäftigt, in denen die Städte Cambridge und Boston liegen.  
Für die vorliegende Arbeit werden als kritische Distanzen 15,5 und 20 Kilometer 
gewählt, was in etwa 9,6 und 12,4 Meilen entspricht. Das liegt zum einen daran, 
dass das Bundesland Niederösterreich weniger dicht besiedelt ist und Transport-
kosten in ländlichen Gebieten wegen höherer erlaubter Geschwindigkeiten und 
weniger Verkehrsstaus geringer sind. Zum anderen ist in der hier verwendeten 
Stichprobe die größte Distanz, die eine Tankstelle zur nächstgelegenen Beobach-
tung aufweist, 15,4 Kilometer. Aus statistischen Gründen muss jede Beobachtung 
zumindest einen Nachbarn haben, da es sonst nicht möglich ist, das Modell zu 
schätzen (genaueres dazu findet sich in Kapitel 4.1.2). Da die Wahl der kritischen 
Entfernung willkürlich ist, wird der empirischen Literatur gefolgt und die lokale 
Marktabgrenzung mit unterschiedlichen kritischen Distanzen vorgenommen. 
Wenn Thiessen-Polygone um jede Beobachtung gebildet werden,37 sind all jene 
Beobachtungspaare Nachbarn, deren Marktgebiete aneinander grenzen. Hier ist es 
nicht notwendig, eine kritische Distanz (als zusätzliches Nachbarschaftskriterium) 
zu bestimmen. Die Einträge der nach diesem Kriterium benachbarten Beobach-
tungen werden in dieser Arbeit ebenfalls mit dem Kehrwert der Entfernung ge-
wichtet, und auch diese Matrix wird reihenstandardisiert. Im Treibstoffeinzelhan-
del gibt es meines Wissens keine Arbeit, die diese Form der Marktabgrenzung 
verwendet. Eine empirische Anwendung liefert aber etwa Kalnins (2003), der 
Preise für Hamburger untersucht. 
5.3 Räumlich verzögerte Variablen 
Da der Preis einer Tankstelle vom Preis und den Produktcharakteristika der Kon-
kurrenztankstellen abhängt, werden die entsprechenden Variablen in räumlich 
                                                 
37 Zur Konstruktion von Thiessen-Polygonen siehe Kapitel 4.1.2.1. 
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verzögerter Form38 in die Schätzgleichung miteinbezogen. Dies geschieht durch 
Linksmultiplikation des entsprechenden Vektors mit der Gewichtungsmatrix W. 
Da die Gewichtungsmatrix W reihenstandardisiert ist, wird dadurch ein Durch-
schnittswert gebildet. Wp kann daher als durchschnittlicher Preis interpretiert 
werden, den die direkten KonkurrentInnen der Tankstellen verlangen. Da die 
Elemente von W mit dem Kehrwert der Entfernung gewichtet sind, ist Wp daher 
der räumlich gewichtete durchschnittliche Preis.39 Die räumlich verzögerte Form 
eines Produktcharakteristikums yk, Wyk, ist der räumlich gewichtete Durchschnitt 
dieser Eigenschaft unter allen direkten Konkurrenztankstellen. 
Wenn z.B. yjk eine Dummy-Variable ist, die den Wert 1 annimmt, wenn die Tank-
stelle j einen Tankstellenshop führt, ist ij jk
j
w y∑ der räumlich gewichtete Anteil 
an direkten KonkurrentInnen von der Beobachtung i, die einen Tankstellenshop 
betreiben. Der Wert kann zwischen 0 (keiner der direkten Konkurrenztankstellen 
von i hat einen Shop) und 1 (jede Konkurrenztankstelle betreibt einen Shop) lie-
gen. Falls yjk eine Dummy-Variable ist, die den Wert 1 annimmt, wenn sich die 
Tankstelle j um eine Diskonttankstelle handelt, dann ist ij jk
j
w y∑  der räumlich 
gewichtet Anteil an Diskonttankstellen, gemessen an allen Konkurrenztankstellen 
der Beobachtung i. 
Es wäre allerdings denkbar, dass der Anteil von Diskonttankstellen an allen Kon-
kurrentInnen einen anderen Einfluss auf eine Beobachtung i hat, je nachdem, ob i 
eine Marken- oder eine Diskonttankstelle ist. Um diese Möglichkeiten in der 
Schätzgleichung zuzulassen, werden zwei Matrizen WM und WD gebildet, wobei 
das Superskript M für Markentankstelle und das Superskipt D für Diskonttankstel-
le steht. Die Matrizen werden wie folgt gebildet: 
(76) 
wenn  eine Markentankstelle ist
0 wenn  eine Diskonttankstelle ist
ijM
ij
w i
w
i
⎧= ⎨⎩  
                                                 
38 In der englischsprachigen Literatur werden Wp und Wyk ‚spatially lagged variables’ oder als 
‚spatial lags’ von p und yk bezeichnet. Siehe dazu etwa Kelejian und Prucha (2006 S. 6). 
39 Anselin (2001) formuliert sehr passend, dass „the spatial lag may be interpreted as a weighted 
average (with wij being the weights) of the neighbors, or as a spatial smoother” (S. 313). 
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(77) 
0 wenn  eine Markentankstelle ist
wenn  eine Diskonttankstelle ist
D
ij
ij
i
w
w i
⎧= ⎨⎩
 
Der i-te Eintrag von WMyk (WDyk) entspricht daher dem i-ten Eintrag von Wyk, 
wenn i eine Markentankstelle (Diskonttankstelle) ist, bzw. 0, wenn i eine Diskont-
tankstelle (Markentankstelle) ist. Wie ersichtlich ist können die beiden Matrizen 
WM und WD zu W bzw. die beiden Vektoren WMyk und WDyk zu Wyk addiert 
werden. 
5.4 Ableitung der Schätzgleichung 
Die Reaktionsfunktion aus Gleichung (23) kann mittels Matrixnotation wie folgt 
angeschrieben werden, und stellt eine Verallgemeinerung der ersten Modellspezi-
fikation aus Gleichung (25) dar: 
(78) ( ) M M D DR β γ δ δ ρ= = + + + + +p p X WY W Z W Z Wp u  
Wobei p der Vektor der Marktpreise und u der Vektor der Residuen ist. X fasst 
das Interzept, Kosten- und Nachfrageindikatoren, sowie Produktcharakteristika 
zusammen. Manche dieser Variablen, zusammengefasst in Y, werden auch in 
ihrer räumlich verzögerten Form (WY) in das Modell miteinbezogen. Die Variab-
len, für die in ihrer räumlich verzögerten Form unterschiedliche Schätzer für Mar-
ken- und Diskonttankstellen zugelassen werden, sind in Z zusammengefasst und 
Wp ist der räumlich verzögerte Preis. β, γ, Mδ  und Dδ  sind die entsprechenden 
Koeffizienten der exogenen Variablen und ρ ist der Parameter der räumlich ver-
zögerten endogenen Variable. 
In der hier verwendeten Modellspezifikation gibt es nur eine einzige Variable, die 
in Z enthalten ist, nämlich die Dummy-Variable für Diskonttankstellen.40 Für die 
räumlich verzögerte Form dieser Variable werden also unterschiedliche Schätzer 
zugelassen, je nachdem, ob es sich bei einer Beobachtung um eine Marken- oder 
eine Diskonttankstelle handelt. Durch Linksmultiplikation dieser Dummy-
Variable mit der Gewichtungsmatrix W erhält man den (räumlich gewichteten) 
                                                 
40 Es wurden alternative Modellspezifikationen geschätzt, bei denen auch andere Variablen in der 
Matrix Z berücksichtigt wurden. Da die Koeffizienten für Marken- und Diskonttankstellen meis-
tens nicht statistisch signifikant unterschiedlich sind, werden andere Spezifikationen in der vorlie-
genden Arbeit nicht berücksichtigt. 
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Anteil an Diskonttankstellen, gemessen an allen Konkurrenztankstellen. Dieser 
Wert kann zwischen 0 (es gibt keine Diskonttankstelle ‚in der Nähe’) und 1 (alle 
direkten KonkurrentInnen sind unabhängige Tankstellen) liegen. Um die Notation 
zu vereinfachen wird in weiterer Folge statt WMZ (WDZ) die Variable ANTEILMD  
( ANTEILDD ) verwendet. Das ist die entscheidende Variable, um den oben be-
schriebenen Struktureffekt zu testen: Wenn man für die Auswirkungen des – übli-
cherweise niedrigeren – Preises von Diskonttankstellen auf Markentankstellen 
kontrolliert, würde man erwarten, dass ein höherer Anteil von Diskonttankstellen 
an allen direkten Konkurrenztankstellen von einer Beobachtung i dazu führt, dass 
diese Tankstelle i einen höheren Preis verlangt. Dies sollte zumindest für Marken-
tankstellen gelten, daher wird für die Variable ANTEILMD  ein Koeffizient mit 
positivem Vorzeichen erwartet. 
Pinkse et al. (2002) schreiben, dass es sich bei der Gewichtungsmatrix W um eine 
„arbitrary symmetric positive semidefinite n by n matrix“ handelt (S. 1117). 
Durch die Reihennormalisierung ist die Gewichtungsmatrix W und somit die 
Beziehung zwischen zwei Beobachtungen im Allgemeinen nicht symmetrisch 
(siehe Anselin 1988b S. 23 oder Kapitel 4.1.2 für eine genauere Darstellung). 
Obwohl das dem theoretischen Modell widerspricht, gibt es gute Gründe, eine 
Reihennormalisierung trotzdem vorzunehmen: Wenn W nicht reihennormalisiert 
ist, dann würde Wp, und damit der Koeffizient ρ,41 nicht nur von den durch-
schnittlichen Preisen der direkten KonkurrentInnen abhängen, sondern auch von 
der Tankstellendichte (siehe z.B. Kalnins 2003 S. 609). Dieses Problem wird bei 
der Analyse dieses Sektors dadurch verschärft, da die (räumlich gewichtete) An-
zahl der direkten Konkurrenztankstellen viel stärker streut als die Preise (siehe 
Tabelle 4 bzw. Tabelle 8). Falls W nicht reihennormalisiert wäre, würde Wp 
daher fast ausschließlich durch die Anzahl der und die Nähe zu den Konkurren-
tInnen, aber kaum durch deren Preise bestimmt werden. In Spezifikationen, in 
denen W nicht reihennormalisiert ist, ist der räumlich autoregressive Parameter ρ 
nie signifikant von null verschieden. Auf die Darstellung der Ergebnisse mit Ge-
wichtungsmatrizen, die nicht reihennormalisiert sind, wird daher verzichtet. 
Durch die Reihennormalisierung wird aber die Schärfe des Wettbewerbs durch die 
Variable Wp gar nicht mehr abgebildet, da 1ij
j
w =∑ , unabhängig von der Anzahl 
                                                 
41 Das gleiche gilt auch für WY und die Koeffizienten γ. 
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der und der Nähe zu den Konkurrenztankstellen. Um dies im Modell trotzdem zu 
berücksichtigen, wird – je nach Modellspezifikation – die Anzahl der direkten 
KonkurrentInnen (ANZ) oder der Logarithmus der räumlich gewichteten Anzahl 
der KonkurrentInnen (logWANZ) als zusätzliche Variable in das Modell integ-
riert. Die räumlich gewichtete Anzahl der KonkurrentInnen (WANZ) wird kon-
struiert, indem die Zeilensumme einer nicht-standardisierten Gewichtungsmatrix 
W%  errechnet wird: 
(79) 
1
WANZ
n
i ij
j
w
=
= ∑ %  
logWANZ ergibt sich daraus: 
(80) ( )logWANZ log WANZi i=  
Da in der Literatur keine Form des funktionalen Zusammenhangs zwischen der 
Anzahl der Konkurrenzunternehmen und den Preisen vorgegeben ist, werden zwei 
Modellspezifikationen mit der Variablen ANZ oder der Variablen logWANZ 
geschätzt. WANZ beinhaltet mehr Information, da nicht nur die Anzahl der, son-
dern auch die Entfernung zu den direkten KonkurrentInnen berücksichtigt wird. 
Der Logarithmus stellt sicher, dass die Variable nicht zu stark durch einige Beo-
bachtungen mit sehr nahen KonkurrentInnen dominiert wird. 
Die beiden Modellspezifikationen können daher wie folgt angeschrieben werden: 
(81) 
Modell 1:
ANZ ANTEIL ANTEILM M D DD Dβ γ ϕ δ δ ρ= + + + + + +p X WY Wp u  
(82) 
Modell 2:
logWANZ ANTEIL ANTEILM M D DD Dβ γ ϕ δ δ ρ= + + + + + +p X WY Wp u  
Die Darstellung in sogenannter reduzierter Form42 erfolgt durch: 
(83) ( ) ( )
( )
1
1
Modell 1:
ANZ ANTEIL ANTEIL
      
M M D D
D Dρ β γ ϕ δ δ
ρ
−
−
= − + + + +
+ −
p I W X WY
I W u
 
                                                 
42 Siehe z.B. Mobley (2003) S. 503. 
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(84) ( ) ( )
( )
1
1
Modell 2:
logWANZ ANTEIL ANTEIL
      
M M D D
D Dρ β γ ϕ δ δ
ρ
−
−
= − + + + +
+ −
p I W X WY
I W u
 
5.5 Erwartete Ergebnisse 
Die für die aufgeworfenen Fragestellungen entscheidenden Variablen und deren 
erwartete Vorzeichen sind in Tabelle 1 zusammengefasst: 
Tabelle 1: Erwartete Ergebnisse 
  
  
Variable erwartetes Vorzeichen 
räumlich verzögerter Preis (Wp); 
Koeffizient ρ + 
Dummy-Variable für Marken (Diskonttank-
stellen als Referenzkategorie) + 
Anteil der Diskonttankstellen für Marken-
tankstellen ( ANTEILMD ) + 
Anteil der Diskonttankstellen für Diskont-
tankstellen ( ANTEILDD ) ? 
Anzahl der KonkurrentInnen (ANZ) - 
Logarithmus der räumlich gewichteten 
Anzahl der KonkurrentInnen (logWANZ) - 
 
Es kann davon ausgegangen werden, dass ρ ein positives Vorzeichen haben wird. 
Das bedeutet, dass die Preisreaktionsfunktionen der Tankstellen einen positiven 
Anstieg haben. Weiters wird erwartet, dass Markentankstellen teurer sind als 
Diskonttankstellen. Ein Teil der Matrix X sind Dummy-Variable für die unter-
schiedlichen Marken, wobei Diskonttankstellen die Referenzkategorie darstellt. 
Es wird erwartet, dass diese ‚Marken-Dummys’ einen signifikant positiven Koef-
fizienten haben, d.h. dass Markentankstellen höhere Preise als Diskonttankstellen 
verlangen. Falls dies zutrifft, wäre das eine Unterstützung dafür, dass es den 
Wettbewerbseffekt gibt: Diskonttankstellen sind signifikant billiger als Marken-
tankstellen, durch steigende Preisreaktionsfunktionen führt das auch dazu, dass 
räumlich nahe Markentankstellen niedrigere Preise verlangen. 
Es wird weiters erwartet, dass  der Koeffizient von ANTEILMD  ein positives Vor-
zeichen hat. Das würde bedeuten, dass Markentankstellen mit einem hohen (räum-
lich gewichteten) Anteil an Diskonttankstellen am lokalen Markt Reaktionsfunk-
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tion mit einem größeren Interzept haben. Wenn man für die niedrigeren Preise 
von Diskonttankstellen kontrolliert, führen unabhängige Tankstellen dazu, dass 
Markentankstellen höhere Preise verlangen. Wenn das der Fall ist, wäre das ein 
starkes Indiz, dass es den postulierten Struktureffekt gibt. Über das Vorzeichen 
von ANTEILDD  wird keine Vorhersage gemacht. 
Das Vorzeichen oder die Größe der Koeffizienten von ANZ oder logWANZ spielt 
für die Beantwortung der Fragestellungen nur eine untergeordnete Rolle. Oligopo-
listische Wettbewerbsmodelle mit Preiswettbewerb bei horizontal differenzierten 
Produkten lassen aber erwarten, dass bei sinkenden Transportkosten43 die Intensi-
tät des Wettbewerbs steigt und die Preise dadurch sinken (siehe z.B. Bester 2004 
S. 110). Barron et al. (2004b) liefern für den Treibstoffeinzelhandel hierfür empi-
rische Evidenz, indem sie zeigen, dass der Logarithmus der Anzahl der Tankstel-
len in einem lokalen Markt einen negativen Einfluss auf die Preise hat. 
Die Beurteilung, ob Wettbewerbs- oder Struktureffekt stärker ist, kann nicht aus-
schließlich anhand der geschätzten Koeffizienten durchgeführt werden, da dies 
auch von dem konkreten Muster des räumlichen Wettbewerbs in den unterschied-
lichen lokalen Märkten abhängt. Um diese Frage zu beantworten, wird simuliert, 
dass eine unabhängige Tankstelle bzw. dass alle unabhängigen Tankstellen von 
einer bestimmten Marke übernommen werden. 
Dass die Größe der beiden Effekte nicht nur von den Parametern abhängen, soll 
im folgenden Kapitel 5.6 durch ein einfaches Zahlenbeispiel verständlich gemacht 
werden. 
5.6 Ein Zahlenbeispiel 
In diesem einfachen Zahlenbeispiel konkurrieren in einem lokalen Markt nur drei 
Tankstellen miteinander, wobei alle Beobachtungen entlang der gleichen Straße 
liegen. Die Markentankstelle ist mit ⊗  und die Diskonttankstellen sind mit o 
markiert. Die Entfernung zwischen den Tankstellen ist in Abbildung 4 dargestellt: 
 
                                                 
43 Ob die Transportkosten sinken oder die räumliche Differenzierung abnimmt hat die qualitativ 
gleiche Auswirkung auf die Preise. 
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Abbildung 4: Beispiel für räumlichen Preiswettbewerb 
 
 
In diesem Beispiel gibt es nur ein einziges Produktcharakteristikum, nämlich ob 
es sich bei einer Beobachtung um eine Marken- oder um eine Diskonttankstelle 
handelt. Die entsprechende Dummy-Variable xi nimmt den Wert 1 an, wenn 
Tankstelle i eine Markentankstelle ist, bzw. den Wert 0, wenn es sich bei i um 
eine unabhängige Tankstelle handelt. (1 – xi) ist daher eine Dummy-Variable für 
Diskonttankstellen. Die Reaktionsfunktion pi kann daher wie folgt geschrieben 
werden: 
(85) ( )0 1 1M Mi i ij j ij j
j i j i
p x w x w pβ β δ ρ
≠ ≠
= + + − +∑ ∑  
Die räumlichen Gewichte wij sind der Kehrwert der Entfernung zwischen den 
beiden Tankstellen i und j, wobei die Matrix W reihennormalisiert ist. ij j
j i
w p
≠
∑  
ist daher der räumlich gewichtete Durchschnittspreis der beiden KonkurrentInnen. 
Die Elemente der Gewichtungsmatrix WM sind, wie in Abschnitt 5.3 beschrieben, 
gleich wij wenn Tankstelle i eine Markentankstelle ist, und 0 sonst. ( )1Mij j
j i
w x
≠
−∑  
ist daher der räumlich gewichtete Anteil von Diskonttankstellen, wenn es sich bei 
i um eine Markentankstelle handelt, und 0 wenn i eine unabhängige Tankstelle ist. 
Dieser Ausdruck entspricht der Variable ANTEILMD .  
Die Gewichtungsmatrizen W% , W und WM sehen daher wie folgt aus: 
(86) 
1
5
1
4
1 1
5 4
0 1
1 0
0
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
W% , 
0 0.83 0.17
0.80 0 0.20
0.44 0.56 0
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
W , 
0 0.83 0.17
0 0 0
0 0 0
M
⎛ ⎞⎜ ⎟= ⎜ ⎟⎜ ⎟⎝ ⎠
W  
Die Reaktionsfunktion kann auch in reduzierter Form angeschrieben werden: 
(87) ( ) ( )1 M Mρ β δ−= − +p I W X W Z  
Das Interzept der Reaktionsfunktion wird durch β0 bestimmt. Das Interzept ist für 
Markentankstellen um β1 größer, und steigt weiter, wenn es im höheren Qualitäts-
 1 km                 4 km 
 Nr. 1    Nr. 2                            Nr. 3
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segment wenig Wettbewerb gibt (d.h. dass die Markentankstelle hauptsächlich mit 
Diskonttankstellen konkurriert). Der Anstieg der Reaktionsfunktion wird durch ρ 
bestimmt. In weiterer Folge wird für zwei unterschiedliche Parameterwerte (siehe 
Tabelle 2) simuliert, dass eine der beiden Diskonttankstellen von einer Marken-
tankstelle übernommen wird. 
Tabelle 2: Parameterwerte 
 
          
  β0 β1 δM ρ 
Parameterwerte 1 10 4 8 0,8 
Parameterwerte 2 10 4 2 0,8 
 
Ein Parameterwert für δM von 2 bedeutet, dass die Reaktionsfunktion einer Mar-
kentankstelle, die nur mit Diskonttankstellen konkurriert, um 2 Einheiten weiter 
außen liegt, im Vergleich zu der Reaktionsfunktion einer Markentankstelle, die 
nur mit anderen Markentankstellen konkurriert. 
Wenn eine Diskonttankstelle von einer Markentankstelle übernommen wird, ver-
schiebt sich die Reaktionsfunktion der übernommen Tankstelle um β1 und um 
einen Teil von δM nach außen. Die Verschiebung ist umso größer, je größer der 
Anteil der Diskonttankstellen an allen KonkurrentInnen ist, d.h. je geringer der 
Wettbewerb im hohen Qualitätssegment ist. Dies hat Auswirkungen auf die bei-
den anderen beiden Tankstellen, die Höhe der Auswirkung wird durch 
( ) 1ρ −−I W  bestimmt. Diese Konsequenz für die Preise der beiden anderen Tank-
stellen stellt den Wettbewerbseffekt dar. 
Andererseits hat sich die Zusammensetzung der KonkurrentInnen für die Marken-
tankstelle verändert. Durch die Übernahme der Diskonttankstelle von einer Mar-
kentankstelle steht die ursprünglich alleinige Markentankstelle (Nr. 1 in 
Abbildung 4) jetzt einem intensiveren Wettbewerb gegenüber, wodurch sich ihre 
Reaktionsfunktion nach innen verschiebt. Dies hat wieder Auswirkungen auf die 
Preisgestaltung der beiden anderen Tankstellen. Die Auswirkung von dieser Ver-
schiebung der Reaktionsfunktion der Markentankstelle auf den Preis der Marken-
tankstelle selbst, und auf den Preis der nicht wechselnden Diskonttankstelle, stellt 
den Struktureffekt dar. 
Die Preisänderung der übernommenen Tankstelle wird weder in den Wettbe-
werbs- noch in den Struktureffekt miteinbezogen, da sich ihr Produktcharakteris-
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tikum verändert hat. Die Preisänderungen der drei Tankstellen, der Wettbewerbs- 
und der Struktureffekt sind in Tabelle 3 zusammengefasst, je nachdem, welche 
der beiden unabhängigen Tankstellen übernommen wird und abhängig davon, 
welche Parameterwerte verwendet werden. 
Tabelle 3: Erwartete Preisänderungen aufgrund der Übernahmen einer Diskont-
tankstelle 
          
  Parameterwerte 1 Parameterwerte 2 
 
Tankstelle Nr. 2 
wird übernommen
Tankstelle Nr. 3 
wird übernommen
Tankstelle Nr. 2 
wird übernommen 
Tankstelle Nr. 3 
wird übernommen
Preisänderung bei Tankstelle Nr. 1 ↓  (–5,6) ↑  (+2,1) ↑  (+4,3) ↑  (+2,4) 
Preisänderung bei Tankstelle Nr. 2 ↑  (+1,8) ↑  (+3,0) ↑  (+8,0) ↑  (+2,7) 
Preisänderung bei Tankstelle Nr. 3 ↓  (–1,2) ↑  (+10,5) ↑  (+5,1) ↑  (+7,2) 
Wettbewerbseffekt ↑  (+20,8) ↑  (+10,8) ↑  (+16,3) ↑  (+6,5) 
Struktureffekt ↓  (–27,6) ↓  (–5,7) ↓  (–6,9) ↓  (–1,4) 
 
In der Tabelle 3 werden die Preise vor der Übernahme mit den Gleichgewichts-
preisen nach der Übernahme einer Diskonttankstelle verglichen. Wenn die ersten 
Parameterwerte verwendet werden und die Tankstelle Nr. 2 übernommen wird, 
wird sich der Preise der übernommenen 2. Tankstelle um 1,8 erhöhen (siehe erste 
Spalte). Die anderen beiden Tankstellen werden ihre Preise um 5,6 bzw. 1,2 Geld-
einheiten senken. Der Wettbewerbseffekt ist der aggregierte Wettbewerbseffekt 
der nicht übernommenen Tankstellen 1 und 3. Der Struktureffekt wird in gleicher 
Weise aggregiert. Die Summe aus Wettbewerbs- und Struktureffekt ist immer 
gleich der Summe der Preisänderungen der beiden nicht übernommenen Tankstel-
len. 
Die übernommene Tankstelle verschiebt ihr Reaktionsfunktion immer nach au-
ßen, wodurch der Wettbewerbseffekt positiv ist, während der Struktureffekt im-
mer negativ ist. Dieses Ergebnis folgt aus den Vorzeichen der Koeffizienten β1, δM 
und ρ. 
Die Unterschiede zwischen den Ergebnissen ergeben sich dadurch, weil der Anteil 
an Diskonttankstelle für Markentankstellen bei den ersten Parameterwerten viel 
wichtiger ist (δM beträgt 8 statt 2). Der Struktureffekt ist daher für die ersten Pa-
rameterwerte absolut größer (–27,6 statt –6,9 wenn die zweite Tankstelle über-
nommen wird, bzw. –5,7 statt –1,4 wenn die dritte Tankstelle übernommen wird), 
weil sich die Reaktionsfunktion der Markentankstelle aufgrund der Übernahme 
einer Diskonttankstelle viel stärker nach innen verschiebt. Allerdings ist auch der 
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Wettbewerbseffekt größer als bei den zweiten Parameterwerten, weil sich die 
Reaktionsfunktion der übernommenen Tankstelle weiter nach außen verschiebt. 
Trotzdem ist der Struktureffekt bei den ersten Parametern (in absoluten Werten) 
relativ groß im Vergleich zum Wettbewerbseffekt. 
Interessant sind auch die Unterschiede die sich ergeben, wenn die zweite bzw. 
wenn die dritte Tankstelle von einer Markentankstelle übernommen wird. Für die 
1. Tankstelle ist die zweite Beobachtung die deutlich wichtigere Referenztankstel-
le. Das gleiche gilt auch umgekehrt. Für die dritte Tankstelle sind aber beide an-
deren Tankstellen relativ gleich wichtige KonkurrentInnen. Dies wird auch durch 
die Gewichtungsmatrix W abgebildet: w12 bzw. w21 sind viel größer als w13 bzw. 
w23, während w31 und w32 annähernd gleich groß sind. Wenn die zweite Tankstelle 
übernommen wird, hat die Verschiebung ihrer Reaktionsfunktion eine sehr große 
Auswirkung auf die erste, und eine mäßig große Auswirkung auf die dritte Tank-
stelle. Wenn die dritte Tankstelle übernommen wird, hat das auf die beiden ande-
ren Tankstellen nur eine vergleichsweise geringe Auswirkung. Der Wettbewerbs-
effekt ist daher in diesem Fall deutlich kleiner. Andererseits sinkt der Anteil der 
Diskonttankstellen für die erste Tankstelle viel stärker, wenn die zweite Tankstel-
le übernommen wird, verglichen mit dem Fall, wenn die dritte Tankstelle über-
nommen wird. Daher ist der Struktureffekt im ersten Fall (absolut) deutlich grö-
ßer. Das führt für die ersten Parameterwerte dazu, dass der Struktureffekt den 
Wettbewerbseffekt mehr als aufwiegt, wenn die zweite Tankstelle übernommen 
wird. 
Was mit dem Zahlenbeispiel gezeigt wurde, ist, dass (i) die Parameterwerte, aber 
auch (ii) die konkrete räumliche Situation des Wettbewerbs entscheidend ist, 
welcher der beiden Effekte – sollten es beide geben – größer ist, und dass alleine 
die Größe der Koeffizienten der Schätzgleichung nicht ausreicht um diese Frage 
zu beantworten.  
5.7 Datengrundlage 
Als Datengrundlage für diesen Abschnitt werden drei Datensätze über Tankstellen 
in Niederösterreich miteinander verknüpft: Der erste Datensatz wurde von der 
österreichischen Arbeiterkammer zur Verfügung gestellt und beinhaltet die Preise 
für einen Liter Diesel in Euro für den September 2003 für eine Stichprobe von 
397 von insgesamt 606 Tankstellen. Der zweite Datensatz stammt von der Firma 
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Catalist und wurde im August 2003 erhoben. Der Datensatz ist eine Vollerhebung 
aller Tankstellen in Niederösterreich und beinhaltet Variablen über Tankstellen-
charakteristika sowie räumliche Informationen (geographische Koordinaten) zu 
den Beobachtungen. Daten über die Anzahl der EinwohnerInnen in und die Größe 
von den Gemeinden und Bezirken stammen von der Statistik Austria und wurden 
im Rahmen der Volkszählung im Jahre 2001 erhoben. 
Als geographisches Marktgebiet wurde das Bundesland Niederösterreich gewählt, 
weil im Vergleich zu anderen Regionen die Stichprobe der Preisdaten relativ 
umfangreich ist und etwa 66 Prozent der Grundgesamtheit ausmacht, und weil in 
Niederösterreich der Anteil an Diskonttankstellen relativ hoch ist. Weiters grenzt 
sich diese Arbeit dadurch von anderen empirischen Artikeln ab, die sich mit dem 
Treibstoffeinzelhandel beschäftigen, da diese entweder ganze Länder oder dicht 
besiedelte Ballungszentren analysieren: So verwenden van Meerbeeck (2003) und 
Clemenz und Gugler (2006) Daten über Belgien bzw. Österreich, während Netz 
und Taylor (2002) den Großraum Los Angeles, Hastings (2004) Los Angeles und 
San Diego und Slade (1992; 1998) Vancouver als geographische Märkte für ihre 
Analysen verwenden. Niederösterreich dagegen ist in weiten Bereichen sehr länd-
lich strukturiert. Trotz etwa 1,5 Millionen EinwohnerInnen, verteilt auf 19.000 
km², ist die Bevölkerungsgröße der 593 Gemeinden mit durchschnittliche 1.675 
Einwohnern recht moderat, es gibt nur sieben Städte mit mehr als 20.000 und 
(zum Zeitpunkt der Erhebung 2001) keine einzige Stadt mit mehr als 50.000 Ein-
wohnerInnen. 
Tabelle 4 gibt einen Überblick über die Anzahl der Tankstellen der unterschiedli-
chen Marken innerhalb der Stichprobe, über deren Durchschnittspreise und Preis-
streuungen. Sowohl der Anteil an allen Tankstellen als auch die Durchschnitts-
preise sind nicht nach Mengen gewichtet, da Informationen zu den abgesetzten 
Mengen (v.a. in disaggregierter Form) nicht zur Verfügung stehen. Der Anteil an 
allen Tankstellen entspricht daher nicht exakt dem, was in der Industrieökonomie 
üblicherweise als ‚Marktanteil’ verstanden wird, gibt aber einen ersten Überblick 
über die Dichte der Vertriebsnetze der unterschiedlichen Marken. 
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Tabelle 4: Anzahl der Tankstellen (nach Marken) und deren Preise 
              
Marke Anzahl der Tankstellen 
Anteil an 
allen Tank-
stellen 
Durch-
schnitts-
preis1 
Standard-
abweichung Minimum Maximum 
Agip 31 7,81 % 0,7260 0,0274 0,689 0,780
Aral 14 3,53 % 0,7279 0,0215 0,684 0,754
Avanti 21 5,29 % 0,7309 0,0176 0,697 0,752
Avia 33 8,31 % 0,7444 0,0129 0,717 0,769
BP 69 17,38 % 0,7309 0,0279 0,639 0,779
Esso 21 5,29 % 0,7169 0,0265 0,639 0,753
Jet 17 4,28 % 0,7039 0,0249 0,639 0,744
OMV 69 17,38 % 0,7261 0,0235 0,689 0,779
Shell 45 11,34 % 0,7342 0,0264 0,659 0,779
Stroh 18 4,53 % 0,7272 0,0201 0,696 0,754
Diskonttankstellen 59 14,86 % 0,7141 0,0217 0,676 0,756
alle Tankstellen 397 100,00 % 0,7265 0,0253 0,639 0,780
W15,5km*Preis 397 - 0,7260 0,0198 0,644 0,765
W20km*Preis 397 - 0,7257 0,0187 0,646 0,764
WThiessen*Preis 397 - 0,7261 0,0211 0,643 0,768
1 Die Durchschnittspreise sind nicht nach Mengen gewichtet 
 
Nicht alle unterschiedlichen Marken sind im Bezug auf die Eigentümerstruktur 
eigenständig: Die Marke Stroh wurde 1994, die Marke Avanti 2003 von der OMV 
übernommen. Während sich die OMV verpflichtete, die Marke Avanti für min-
destens 4 Jahre zu erhalten, wurden nach 2003 immer mehr Tankstellen der Mar-
ke Stroh auf die Marke Avanti umgerüstet. Nachdem im Jahr 2001 BP 51 Prozent 
der Marke Aral kaufte, wurde Aral im darauf folgenden Jahr vollständig von BP 
übernommen. Während des Jahres 2003 wurden beinahe alle Aral-Tankstellen auf 
die Marke BP umgerüstet. Eine ausführliche Darstellung über die Änderung der 
Eigentumsverhältnisse findet sich in Kapitel 9.4. 
Schwieriger als die Eigentümerstruktur ist die Frage zu beantworten, inwieweit 
die einzelnen Tankstellenbetreiber in ihrer Preisgestaltung autonom sind, oder wie 
stark sich Tankstellen der gleichen Marke untereinander absprechen bzw. die 
Preise zentral festgelegt werden. KennerInnen des Sektors vermuten bei den gro-
ßen Ketten, dass die Preise zentral festgelegt werden und die Betreiber der Tank-
stellen gar keinen (oder nur einen sehr geringen) Preissetzungsspielraum haben. 
Offizielle Quellen gibt es hierfür aber keine. 
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Etwa 15 Prozent aller Tankstellen sind nicht einer der zehn angeführten Marken 
zugeordnet und werden daher unter dem Begriff ‚Diskonttankstellen’ zusammen-
gefasst. Diesen unabhängigen Tankstellen wird in der Preisfestsetzung jedenfalls 
Eigenständigkeit unterstellt. Die letzten drei Zeilen liefern Informationen zu den 
räumlich gewichteten Durchschnittspreisen. 
Hier wird nochmals verdeutlicht, warum Anselin (2001 S. 313) die räumliche 
Verzögerung einer Variable als ‚spatial smoother’ bezeichnet: Die räumlich ver-
zögerten Preise sind räumlich gewichtete Durchschnittspreise und insofern ‚ge-
glättet’, da die Streuung deutlich geringer ist. Thiessen-Polygone verwenden eine 
sehr enge räumliche Marktabgrenzung, die räumlich verzögerten Preise sind daher 
relativ wenig geglättet und die Standardabweichung ist deutlich größer als bei den 
anderen, weniger engen Konzepten zur Marktabgrenzung. 
Neben Dummy Variablen für unterschiedliche Marken werden die in den folgen-
den Tabellen dargestellten Variablen in der Schätzgleichung berücksichtigt. Aus 
Gründen der Übersichtlichkeit werden die Variablen in ‚Dummy’ (Tabelle 5), 
‚metrische’ (Tabelle 6) und ‚räumliche’ (Tabelle 8) Variablen unterteilt. 
In Tabelle 5 sind die Anzahl der fehlenden Werte, und die Anzahl und der Anteil 
der Beobachtungen mit der entsprechenden Merkmalsausprägung aufgelistet,44 die 
Unterschiede in den Produktcharakteristika abbilden. 
Tabelle 5: Deskriptive Statistik der Dummy Variablen 
          
Anzahl Anteil 
Variable 
Anzahl der 
Bebach-
tungen 
Anzahl der 
fehlenden 
Werte 
mit entsprechender  
Ausprägung 
nur Diesel 397 0 2 0,50 % 
Autowäsche 397 0 254 63,98 % 
Werkstatt 395 2 223 56,46 % 
24 Stunden 380 17 35 9,21 % 
Kreditkarte 380 17 347 91,32 % 
Benzinkarte 380 17 274 72,11 % 
Nur-Diesel-Karte 380 17 239 62,89 % 
     
                                                 
44 Der Anteil berechnet sich aus der Anzahl der Beobachtungen mit der entsprechenden Merk-
malsausprägung und der Anzahl der Beobachtungen, für die Informationen zu dieser Variablen 
vorhanden sind (d.h. die nicht fehlend sind). 
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Anzahl Anteil 
Variable 
Anzahl der 
Bebach-
tungen 
Anzahl der 
fehlenden 
Werte 
mit entsprechender  
Ausprägung 
Bankomat 380 17 6 1,58 % 
Jahr der letzten Modernisierung: 1980-89  389 8 53 13,62 % 
Jahr der letzten Modernisierung: 1990-89  389 8 222 57,07 % 
Jahr der letzten Modernisierung: seit 2000 389 8 78 20,05 % 
Tankstellenshop 395 2 312 78,99 % 
Größe: bis 800 m² 392 5 135 34,44 % 
Größe: zwischen 800 und 2.000 m² 392 5 161 41,07 % 
Geschwindigkeit: 40-60 km/h 395 2 300 75,95 % 
Geschwindigkeit: 61-80 km/h 395 2 55 13,92 % 
Geschwindigkeit: 81-100 km/h 395 2 5 1,27 % 
Geschwindigkeit: über 100 km/h 395 2 12 3,04 % 
Bedienung durch Tankwart 366 31 136 37,16 % 
Biodiesel 374 23 20 5,35 % 
Gemeinde: über 20.000 397 0 59 14,86 % 
Gemeinde: 8.000-19.999 397 0 73 18,39 % 
Gemeinde: 3.000-7.999 397 0 113 28,46 % 
 
Die Variable ‚nur Diesel’ bedeutet, dass neben Diesel keine anderen Treibstoffe 
an der Tankstelle verkauft werden, ‚24 Stunden’ heißt, dass die Tankstelle 24 
Stunden pro Tag geöffnet hat. ‚Bankomat’ gibt an, ob ein Geldautomat am Tank-
stellengelände zur Verfügung steht, während sich ‚Kredit-’, ‚Benzin-’ und ‚Nur-
Diesel-Karte’ auf die Zahlungsmöglichkeiten beziehen. ‚Größe’ ist die gesamte 
Fläche des Grundstücks und ‚Geschwindigkeit’ gibt die durchschnittliche Ver-
kehrsgeschwindigkeit an der Hauptstraße der Tankstelle an. Die Variablen zu den 
durchschnittlichen Geschwindigkeiten werden als Indikatoren für die Nachfrage 
betrachtet, wobei höhere Geschwindigkeiten mit höherer Nachfrage assoziiert 
werden. Die Variable ‚Gemeinde: über 20.000’ nimmt den Wert 1 an, wenn sich 
die Tankstelle in einer Gemeinde befindet, die über 20.000 EinwohnerInnen hat. 
Die Anzahl mit entsprechender Merkmalsausprägung bezieht sich auf die Anzahl 
der Tankstellen, die in einer dieser Gemeinden liegen, und nicht auf die Anzahl 
der Gemeinden. Die übrigen Variablen der Tabelle 5 sind selbsterklärend. 
Tabelle 6 zeigt die deskriptiven Statistiken der sogenannten ‚metrischen’ Variab-
len. Eine dieser Variablen ist die euklidische Entfernung zur nächstgelegenen 
Raffinerie, die sich (für alle Tankstellen) in Schwechat befindet. Diese Variable 
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soll mögliche Unterschiede in den Grenzkosten zwischen den Tankstellen (auf-
grund unterschiedlicher Transportkosten im Großhandel) abbilden. 
Tabelle 6: Deskriptive Statistik der ‚metrischen’ Variablen 
 
 
        
Variable 
Anzahl der 
Beobach-
tungen 
Durch-
schnitt 
Standardab-
weichung Minimum Maximum 
Entfernung zur nächstgelegenen 
Raffinerie (in 100 km) 397 0,599 0,376 0,112 1,501 
Tankstellendichte (in Tankstellen pro 
1.000 EinwohnerInnen pro Bezirk1) 397 3,849 0,540 2,914 4,821 
Bevölkerungsdichte (in 100 Einwoh-
nerInnen pro km² pro Bezirk) 397 1,157 0,856 0,291 3,840 
1 Statutarstädte werden nicht als eigene Bezirke gezählt, sondern mit den umliegenden Bezirken 
aggregiert. 
 
Die Tankstellendichte gibt die Anzahl der Tankstellen pro 1.000 EinwohnerInnen 
und die Bevölkerungsdichte die Anzahl der EinwohnerInnen (in 100) an. Diese 
beiden Variablen werden auf Bezirksebene errechnet. Es gibt vier Statutarstädte, 
die eigene politische Bezirke sind. Diese werden für die Berechnungen aber mit 
dem jeweils umliegenden Bezirk aggregiert. Die Tankstellen- und die Bevölke-
rungsdichte sollen für Unterschiede in der Nachfrage kontrollieren. Die Skalie-
rungen (in 100 km bzw. in 100 EinwohnerInnen) wurden gewählt, um die Ergeb-
nisdarstellung (siehe Tabelle 12) übersichtlicher zu gestalten. Der Durchschnitt 
der Bevölkerungsdichte45 ist – ähnlich wie bei den ‚Gemeinde’-Variablen – nicht 
die durchschnittliche Bevölkerungsdichte aller Gemeinden, sondern die Bevölke-
rungsdichte, der alle Tankstellen im Durchschnitt gegenüber stehen (d.h. der Mit-
telwert der Variable). 
Da für die Variablen ‚Tankstellendichte’ und ‚Bevölkerungsdichte’, die beide auf 
Bezirksebene errechnet werden, die EinwohnerInnenzahl herangezogen wird, ist 
der Zusammenhang zwischen der Anzahl der Tankstellen und der EinwohnerIn-
nen sowie der flächenmäßigen Größe der einzelnen Bezirke mit den beiden Vari-
ablen von Interesse. Der Zusammenhang ist in der Korrelationsmatrix in Tabelle 7 
zusammengefasst. 
                                                 
45 Analoges gilt für die Variable ‚Tankstellendichte’. 
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Tabelle 7: Korrelation zwischen Daten, die auf Bezirksebene errechnet werden 
            
Anzahl der Beobach-
tungen: 397 Tankstellen 
Einwohner-
Innen Fläche 
Bevölkerungs-
dichte 
Tankstellen-
dichte 
Tankstellen 1     
EinwohnerInnen 0,9392 1    
Fläche 0,0267 –0,0537 1   
Bevölkerungsdichte 0,2595 0,4751 –0,2872 1  
Tankstellendichte –0,0645 –0,3935 0,2333 –0,6043 1 
 
Es ist nicht überraschend, dass die EinwohnerInnenzahl mit der Anzahl der Tank-
stellen sehr hoch korreliert. Es gibt aber kaum einen Zusammenhang zwischen der 
Größe der Fläche eines Bezirks und der Anzahl der Tankstellen bzw. der Anzahl 
der EinwohnerInnen. Die Bevölkerungsdichte korreliert zwar positiv mit der An-
zahl der Tankstellen, aber negativ mit der Tankstellendichte. In dichter besiedel-
ten Gebieten gibt es mehr, aber (gemessen an der höheren Bevölkerungsdichte) 
unterproportional mehr Tankstellen. 
Einige der unabhängigen Variablen werden auch in räumlich verzögerter Form in 
die Schätzgleichung miteinbezogen. Diese finden sich, abhängig von der gewähl-
ten Gewichtungsmatrix, in Tabelle 8. Daneben finden sich die bereits in Kapitel 
5.4 beschriebenen Variablen ANZ, logWANZ, ANTEILMD  und ANTEILDD . Bei 
allen ‚räumlichen’ Variablen wird wieder deutlich, dass die Standardabweichung 
umso größer ist (d.h. die Variablen umso weniger ‚geglättet’ sind), je enger der 
Markt abgegrenzt wird. 
Tabelle 8: Deskriptive Statistik der ‚räumlichen’ Variablen 
              
Variable Marktabgrenzung 
Anzahl der 
Beobach-
tungen 
Mittelwert
Standard-
abwei-
chung 
Minimum Maximum
Kreis: 15,5 km 397 0,572 0,286 0 1 
Kreis: 20 km 397 0,570 0,262 0 1 W*Werkstatt 
Theissen Polygone 397 0,571 0,326 0 1 
Kreis: 15,5 km 397 0,088 0,117 0 1 
Kreis: 20 km 397 0,086 0,094 0 0,742W*24 Stunden 
Thiessen-Polygone 397 0,088 0,162 0 0,892
Kreis: 15,5 km 397 0,025 0,050 0 0,434
Kreis: 20 km 397 0,025 0,041 0 0,246W*Geschwindigkeit über 100 km/h 
Thiessen-Polygone 397 0,027 0,085 0 0,627
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Variable Marktabgrenzung 
Anzahl 
der Beo-
bachtun-
gen 
Mittelwert
Standard-
abwei-
chung 
Minimum Maximum
Kreis: 15,5 km 397 22,554 17,267 1 67 
Kreis: 20 km 397 33,703 22,108 4 85 ANZ 
Thiessen-Polygone 397 5,824 1,725 3 11 
Kreis: 15,5 km 397 1,235 1,177 –2,731 4,419
Kreis: 20 km 397 1,429 1,056 –1,379 4,423 logWANZ 
Thiessen-Polygone 397 0,705 1,044 –1,675 4,294
Kreis: 15,5 km 338 0,129 0,163 0 1 
Kreis: 20 km 338 0,129 0,138 0 0,924ANTEILMD  
Thiessen-Polygone 338 0,130 0,200 0 0,976
Kreis: 15,5 km 59 0,160 0,156 0 0,548
Kreis: 20 km 59 0,152 0,122 0 0,529ANTEILDD  
Thiessen-Polygone 59 0,173 0,199 0 0,786
 
Wie in Tabelle 5 ersichtlich, ist der Anteil der fehlenden Werte nicht sehr hoch 
und liegt bei allen Variablen unter 5 Prozent, mit Ausnahme der Variable ‚Bedie-
nung durch Tankwart’, wo der Anteil 7,8 Prozent beträgt. Für fehlende Werte 
werden ‚missing-Indikatoren’ oder ‚missing-Dummys’ gebildet, die den Wert 1, 
wenn der Wert der Variable fehlt, und sonst den Wert 0 annehmen. Die missing-
Dummys werden als zusätzliche Regressoren in die Schätzgleichung miteinbezo-
gen.46 Die Korrelation zwischen diesen missing-Dummys ist in Tabelle 9 darge-
stellt. Durch die Werte von 1 abseits der Hauptdiagonalen ist ersichtlich, dass für 
einzelne Beobachtungen die Angaben zu mehreren Variablen entweder alle vor-
handen sind oder alle fehlen. Wenn etwa der Wert der Variable ‚Werkstatt’ für 
einer Beobachtung fehlt, dann liegen für diese Beobachtung auch keine Angaben 
über die Variablen ‚Tankstellenshop’ und ‚Geschwindigkeit’ vor. Wenn in der 
Schätzgleichung der missing-Dummy für Werkstatt berücksichtigt wird, müssen 
die missing-Dummys für die anderen beiden Variablen weggelassen werden, um 
Multikollinearität zu vermeiden.  
Tabelle 10 zeigt die Korrelation zwischen den missing-Dummys und den Dummy 
Variablen für die unterschiedlichen Marken, da es denkbar wäre, dass etwa bei 
                                                 
46 Siehe Kapitel 4.2 für eine ausführlichere Darstellung über mögliche Herangehensweise bei 
fehlenden Werten. 
 75
Diskonttankstellen auf Grund ihrer atomistischen Struktur häufiger Werte fehlen. 
Dies ist allgemein allerdings nicht der Fall, wie aus mehreren negativen Einträgen 
in der letzten Zeile der Tabelle ersichtlich ist. Die fehlenden Werte scheinen daher 
MCAR (missing completely at random) zu sein. Da auch der Anteil der fehlenden 
Werte gering ist, kann das Problem mit missing-Dummies adäquat behandelt 
werden (siehe Kapitel 4.2). 
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Tabelle 9: Korrelationsmatrix der fehlenden Werte 
                          
Anzahl der Beobachtungen: 397 
Werkstatt
Tank-
stellen-
shop 
Geschwin-
digkeit 
24 Stun-
den 
Kredit-
karte 
Benzin-
karte 
Nur-
Diesel-
Karte Bankomat
Jahr der 
letzten 
Moderni-
sierung Größe 
Bedienung 
durch 
Tankwart Biodiesel 
Werkstatt      1            
Tankstellenshop      1     1           
Geschwindigkeit      1     1     1          
24 Stunden  0,336 0,336 0,336     1         
Kreditkarte  0,336 0,336 0,336     1     1        
Benzinkarte  0,336 0,336 0,336     1     1     1       
Nur-Diesel-Karte  0,336 0,336 0,336     1     1     1     1      
Bankomat  0,336 0,336 0,336     1     1     1     1     1     
Jahr der letzten Modernisierung  0,496 0,496 0,496 0,678 0,678 0,678 0,678 0,678     1    
Größe  0,630 0,63 0,63 0,534 0,534 0,534 0,534 0,534 0,627     1   
Bedienung durch Tankwart  0,245 0,245 0,245 0,727 0,727 0,727 0,727 0,727 0,493 0,388     1  
Biodiesel  0,135 0,135 0,135 0,800 0,800 0,800 0,800 0,800 0,502 0,359 0,571     1 
Tabelle 10: Korrelationsmatrix zwischen unterschiedlichen Marken und fehlenden Werten 
                          
Anzahl der Beobachtungen: 397 
Werkstatt
Tank-
stellen-
shop 
Geschwin-
digkeit 
24 Stun-
den 
Kredit-
karte 
Benzin-
karte 
Nur-
Diesel-
Karte Bankomat
Jahr der 
letzten 
Moderni-
sierung Größe 
Bedienung 
durch 
Tankwart Biodiesel 
Agip 0,112 0,112 0,112 –0,015 –0,015 –0,015 –0,015 –0,015 0,025 0,051 –0,015 0,048 
Aral –0,014 –0,014 –0,014 0,095 0,095 0,095 0,095 0,095 0,070 –0,022 0,046 0,070 
Avanti –0,017 –0,017 –0,017 0,006 0,006 0,006 0,006 0,006 0,046 0,074 –0,027 –0,010 
Avia –0,021 –0,021 –0,021 –0,064 –0,064 –0,064 –0,064 –0,064 –0,043 –0,034 –0,088 –0,036 
BP –0,033 –0,033 –0,033 0,100 0,100 0,100 0,100 0,100 –0,019 –0,052 0,114 0,085 
Esso –0,017 –0,017 –0,017 0,006 0,006 0,006 0,006 0,006 0,046 –0,027 –0,027 0,038 
Jet –0,015 –0,015 –0,015 –0,045 –0,045 –0,045 –0,045 –0,045 –0,030 –0,024 0,124 –0,053 
OMV –0,033 –0,033 –0,033 –0,097 –0,097 –0,097 –0,097 –0,097 –0,066 –0,052 –0,059 –0,114 
Shell –0,025 –0,025 –0,025 0,003 0,003 0,003 0,003 0,003 –0,051 0,031 0,014 0,047 
Stroh –0,016 –0,016 –0,016 0,074 0,074 0,074 0,074 0,074 0,055 –0,025 0,027 0,050 
Diskont 0,070 0,070 0,070 –0,018 –0,018 –0,018 –0,018 –0,018 0,041 0,080 –0,069 –0,073 
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5.8 Statistische Tests zur Spezifikation des Modells 
Die in Kapitel 5.4 abgeleitete Schätzgleichung entspricht einem ‚spatial-lag’-
Modell, da der Preis in räumlich verzögerter Form als zusätzlicher Regressor in 
die Gleichung miteinbezogen wird. Die Schätzgleichung ergibt sich aus dem 
zugrunde liegenden theoretischen Modell. In Tabelle 11 sind die Ergebnisse der 
Spezifikationstests zusammengefasst, um zu zeigen, dass das Modell nicht nur 
aufgrund theoretischer Überlegungen, sondern auch auf Basis des verwendeten 
Datensatzes richtig spezifiziert ist. 
Alle Spezifikationstests basieren auf den Residuen der Kleinstquadratschätzung, 
wenn bei der Schätzgleichung der räumlich verzögerte Preis Wp als Regressor 
weggelassen wird. Eine ausführlichere Abhandlung über die Spezifikationstests 
und über die Unterschiede zwischen einem ‚spatial-lag’ und einem ‚spatial-error’-
Modell finden sich in den Kapiteln 4.1.1 und 4.1.3. 
Die Moran’s I-Statistik ist in jeder Spezifikation signifikant von null verschieden. 
Die Residuen u sind daher nicht unabhängig, sondern können teilweise durch die 
räumlich verzögerten Residuen Wu erklärt werden. Der Kleinstquadratschätzer ist 
somit verzerrt bzw. ineffizient. Moran’s I bietet aber keine Entscheidungshilfe, ob 
die räumliche Abhängigkeit mit dem räumlich verzögerten Preis als zusätzlichen 
Regressor, oder durch die Modellierung eines räumlich autoregressiven Prozesses 
in den Störgrößen berücksichtigt werden soll. Dieser Test hilft daher nicht zu 
entscheiden, ob ein ‚spatial-lag’ oder ein ‚spatial-error’-Modell geeigneter ist, 
räumliche Autokorrelation in der Schätzgleichung zu berücksichtigen. 
Lagrange-Multiplier-Tests (LMerr und LMlag) können zwischen diesen beiden 
Modellen unterscheiden. Da die Teststatistiken in jeder Spezifikation signifikant 
von null verschieden sind, muss auf robuste Varianten dieser LM-Tests zurückge-
griffen werden (siehe Kapitel 4.1.3.2). Der LMerr,robust- (LMlag,robust-) Test ist robust 
gegenüber dem Vorhandensein des räumlich verzögerten Preises (einer räumli-
chen Autokorrelation in den Residuen). Der LMlag,robust-Test ist in jeder Spezifika-
tion auf dem 1 Prozent Niveau signifikant, während der LMerr,robust-Test nur mehr 
in einem Fall auf dem 5 Prozent, und in einer weiteren Spezifikation auf dem 10 
Prozent Niveau signifikant ist. 
 
 78
Tabelle 11: Spezifikationstests 
          
 Modell 1 Modell 2 
 Teststatistik p-Wert Teststatistik p-Wert 
     
Marktabgrenzung: Kreis, 15,5 Kilometer     
Moran’s I 18,999 0,000 19,714 0,000 
LMerr 301,141 0,000 325,861 0,000 
LMerr,robust 2,171 0,141 2,696 0,101 
LMlag 359,696 0,000 382,37 0,000 
LMlag,robust 60,726 0,000 59,205 0,000 
     
Marktabgrenzung: Kreis, 20 Kilometer     
Moran’s I 20,283 0,000 21,326 0,000 
LMerr 331,380 0,000 368,770 0,000 
LMerr,robust 1,099 0,295 2,417 0,120 
LMlag 398,412 0,000 434,568 0,000 
LMlag,robust 68,131 0,000 68,215 0,000 
     
Marktabgrenzung: Thiessen-Polygone     
Moran’s I 15,232 0,000 15,312 0,000 
LMerr 208,983 0,000 209,410 0,000 
LMerr,robust 4,665 0,031 3,236 0,072 
LMlag 250,165 0,000 249,290 0,000 
LMlag,robust 45,847 0,000 43,116 0,000 
 
Wenn Kreise zur räumlichen Marktabgrenzung verwendet werden, empfehlen die 
robusten Spezifikationstests – genau so wie die theoretische Grundlage – ein spa-
tial-lag-Modell. Wenn die Marktabgrenzung mittels Thiessen-Polygonen erfolgt, 
ist es nicht ganz eindeutig, ob zusätzlich zur räumlich verzögerten abhängigen 
Variable die räumliche Autokorrelation auch in den Residuen modelliert werden 
sollte. Auch hier deuten die Ergebnisse der Spezifikationstests aber in die Rich-
tung, dass ein spatial-lag-Modell geeignet ist, die räumliche Abhängigkeit adäquat 
abzubilden. 
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6 Ergebnisse und Interpretation 
6.1 Ergebnisse der Maximum-Likelihood Schätzung 
Die Ergebnisse der ML-Schätzung sind, abhängig davon, welche Marktabgren-
zung und welche Modellspezifikation gewählt wurde, in Tabelle 12 zusammenge-
fasst. Es sei darauf hingewiesen, dass dies die Schätzung der Reaktionsfunktionen 
der Tankstellen darstellt, wobei der Koeffizient für den räumlich verzögerten 
Preis,  ρ, den Anstieg, und alle anderen Variablen das Interzept bestimmen. Wenn 
der Koeffizient einer Dummy-Variablen etwa den Wert 0,05 annimmt, bedeutet 
das, dass die Reaktionsfunktion einer Beobachtung  mit dieser Eigenschaft im 
Erwartungswert um 5 Cent weiter außen liegt. Das heißt eine Tankstelle i mit 
dieser Merkmalsausprägung ist im Erwartungswert um 5 Cent teurer, solange die 
direkten Konkurrenten auf den höheren Preis nicht reagieren. Dies kann als ‚di-
rekter Einfluss’ bezeichnet werden. Da die Reaktionsfunktionen der Beobachtun-
gen ansteigen, werden auch die direkten Konkurrenten ihre Preise erhöhen, was 
als ‚indirekter Einfluss’ verstanden werden kann. Wenn die direkten Konkurren-
ten höhere Preise verlangen, hat das wiederum einen positiven Einfluss auf die 
Preise der Tankstelle i. Bei der Interpretation der Koeffizienten wird lediglich der 
‚direkte Effekt’ beschrieben, es muss aber immer beachtet werden, welche Folge-
effekte bei räumlicher Autokorrelation dadurch ausgelöst werden. Bei der in Ka-
pitel 6.2 durchgeführten Simulation werden die Folgeeffekte allerdings berück-
sichtigt. Für eine ausführliche Abhandlung über die Interpretation der Parameter 
in räumlich-ökonometrischen Modellen siehe LeSage und Fischer (2007). 
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Tabelle 12: Ergebnisse der Maximum-Likelihood Schätzung 
    
 
  
 
  
 
  
  
Gewichtungsmatrix Distanz (15,5 km) Distanz (20 km) Thiessen-Polygone 
Modell 1 2 1 2 1 2 
  
Koeffizienten 
(z-Werte) 
[standardisierte Koeffizienten] 
0,1614  0,1492 0,1321 0,1150  0,1955  0,1956  Interzept 
(5,327) *** (5,051)*** (4,074)*** (3,676)*** (6,944) *** (7,004)***
Dummy Variable für unterschiedliche Marken 
0,0133 0,0138 0,0103 0,0113 0,0135 0,0133 Agip 
(2,906) *** (3,017)*** (2,175)** (2,384)** (3,080) *** (3,071)***
0,0193 0,0188 0,0169 0,0164 0,0163 0,0152 Aral 
(3,643) *** (3,534)*** (3,080)*** (2,999)*** (3,212) *** (2,991)***
0,0197 0,0207 0,0169 0,0182 0,0198 0,0207 Avanti 
(4,438) *** (4,639)*** (3,669)*** (3,947)*** (4,645) *** (4,849)***
0,0196 0,0194 0,0168 0,0169 0,0203 0,0193 Avia 
(4,910) *** (4,849)*** (4,023)*** (4,033)*** (5,493) *** (5,213)***
0,0196 0,0202 0,0168 0,0175 0,0204 0,0201 BP 
(4,705) *** (4,857)*** (3,834)*** (4,027)*** (5,220) *** (5,163)***
0,0086 0,0094 0,0065 0,0073 0,0081 0,0085 Esso 
(1,803) * (1,981)** (1,305) (1,468) (1,770) * (1,869)* 
0,0027 0,0041 0,0005 0,0017 0,0039 0,0036 Jet 
(0,509) (0,768) (0,084) (0,304) (0,752) (0,698) 
0,0127 0,0130 0,0098 0,0102 0,0124 0,0121 OMV 
(3,074) *** (3,146)*** (2,269)** (2,367)** (3,239) *** (3,166)***
0,0197 0,0198 0,0166 0,0170 0,0194 0,0192 Shell 
(4,593) *** (4,626)*** (3,719)*** (3,824)*** (4,821) *** (4,796)***
0,0121 0,0123 0,0101 0,0105 0,0124 0,0122 Stroh 
(2,693) *** (2,751)*** (2,156)** (2,245)** (2,896) *** (2,851)***
(andere) Dummy Variable 
–0,0363 –0,0375 –0,0356 –0,0382 –0,0382 –0,0386 nur Diesel 
(–3,582) *** (–3,703)*** (–3,493)*** (–3,773)*** (–3,778) *** (–3,837)***
–0,0011 –0,0005 –0,0015 –0,0005 –0,0010 –0,0008 Autowäsche 
(–0,507) (–0,264) (–0,697) (–0,262) (–0,463) (–0,374) 
0,0004 0,0000 0,0002 –0,0003 –0,0006 –0,0006 Werkstatt 
(0,222) (–0,024) (0,126) (–0,181) (–0,353) (–0,393) 
0,0054 0,0052 0,0053 0,0049 0,0052 0,0055 24 Stunden 
(1,745) * (1,669)* (1,706)* (1,580) (1,681) * (1,782)* 
–0,0048 –0,0055 –0,0061 –0,0062 –0,0055 –0,0056 Kreditkarte 
(–1,563) (–1,788)* (–1,978)** (–2,019)** (–1,793) * (–1,839)* 
0,0019 0,0027 0,0013 0,0028 0,0024 0,0028 Benzinkarte 
(0,729) (1,080) (0,525) (1,083) (0,936) (1,095) 
–0,0005 –0,0002 0,0001 0,0001 –0,0003 –0,0003 Nur-Diesel-Karte 
(–0,244) (–0,076) (0,060) (0,071) (–0,129) (–0,150) 
0,0108 0,0131 0,0128 0,0146 0,0154 0,0163 Bankomat 
(1,842) * (2,248)** (2,180)** (2,495)** (2,643) ** (2,804)** 
0,0067 0,0070 0,0066 0,0068 0,0075 0,0082 Jahr der letzten Moderni-
sierung: 1980-89  (2,098) ** (2,189)** (2,073)** (2,115)** (2,350) ** (2,569)** 
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Gewichtungsmatrix Distanz (15,5 km) Distanz (20 km) Thiessen-Polygone 
Modell 1 2 1 2 1 2 
 Koeffizienten 
 (z-Werte) 
 [standardisierte Koeffizienten] 
0,0048 0,0051 0,0048 0,0050 0,0058 0,0065 Jahr der letzten Moderni-
sierung: 1990-89  (1,641) (1,751)* (1,659)* (1,708)* (2,000) ** (2,248)** 
0,0073 0,0071 0,0070 0,0067 0,0077 0,0080 Jahr der letzten Moderni-
sierung: seit 2000 (2,266) ** (2,205)** (2,179)** (2,085)** (2,433) ** (2,543)** 
–0,0017 –0,0019 –0,0014 –0,0019 –0,0015 –0,0018 Tankstellenshop 
(–0,653) (–0,713) (–0,516) (–0,699) (–0,580) (–0,682) 
0,0033 0,0032 0,0028 0,0026 0,0037 0,0032 Größe: bis 800 m² 
(1,325) (1,273) (1,130) (1,049) (1,522) (1,323) 
0,0024 0,0027 0,0017 0,0023 0,0020 0,0020 Größe: zwischen 800 und 
2.000 m² (1,235) (1,400) (0,880) (1,182) (1,003) (1,052) 
0,0025 0,0036 0,0025 0,0035 0,0047 0,0051 Geschwindigkeit: 40-60 
km/h (1,235) (1,400) (0,880) (1,182) (1,003) (1,052) 
0,0011 0,0018 0,0013 0,0019 0,0031 0,0036 Geschwindigkeit: 61-80 
km/h (0,310) (0,483) (0,348) (0,518) (0,847) (0,987) 
0,0050 0,0056 0,0053 0,0059 0,0064 0,0061 Geschwindigkeit: 81-100 
km/h (0,715) (0,793) (0,751) (0,834) (0,912) (0,868) 
0,0470 0,0478 0,0481 0,0490 0,0470 0,0467 Geschwindigkeit: über 
100 km/h (7,112) *** (7,257)*** (7,257)*** (7,430)*** (7,110) *** (7,108)***
0,0029 0,0035 0,0021 0,0029 0,0034 0,0034 Bedienung durch Tank-
wart (1,195) (1,446) (0,852) (1,202) (1,409) (1,423) 
–0,0014 –0,0002 –0,0032 –0,0015 –0,0012 –0,0007 Biodiesel 
(–0,384) (–0,056) (–0,865) (–0,408) (–0,329) (–0,201) 
0,0033 0,0045 0,0028 0,0042 0,0033 0,0050 Gemeinde: über 20.000 
(1,345) (1,733)* (1,136) (1,588) (1,371) (1,975)** 
0,0020 0,0031 0,0011 0,0027 0,0006 0,0020 Gemeinde: 8.000-19.999
(0,855) (1,265) (0,489) (1,105) (0,260) (0,836) 
0,0028 0,0034 0,0024 0,0029 0,0022 0,0028 Gemeinde: 3.000-7.999 
(1,559) (1,856)* (1,350) (1,626) (1,261) (1,545) 
Dummy Variable für fehlende Werte 
0,0043 0,0048 0,0065 0,0066 0,0035 0,0038 fehlend: Biodiesel 
(0,819) (0,906) (1,240) (1,247) (0,674) (0,725) 
0,0360 0,0361 0,0388 0,0374 0,0383 0,0392 fehlend: Werkstatt 
(2,663) *** (2,672)*** (2,852)*** (2,763)*** (2,841) *** (2,923)***
–0,0142 –0,0132 –0,0153 –0,0133 –0,0128 –0,0120 fehlend: Bankomant 
(–1,571) (–1,459) (–1,691)* (–1,474) (–1,435) (–1,341) 
0,0067 0,0059 0,0056 0,0047 0,0082 0,0080 fehlend: letzte Moderni-
sierung (0,867) (0,768) (0,724) (0,607) (1,065) (1,045) 
–0,0046 –0,0033 –0,0051 –0,0041 –0,0064 –0,0066 fehlend: Größe 
(–0,483) (–0,343) (–0,531) (–0,429) (–0,678) (–0,700) 
0,0066 0,0070 0,0042 0,0054 0,0063 0,0071 fehlend: Bedienung 
durch Tankwart (1,516) (1,598) (0,947) (1,216) (1,468) (1,659)* 
metrische Variable 
–0,0024 –0,0022 –0,0046 –0,0043 0,0016 –0,0002 Entfernung zur Raffinerie 
(in 100 km) (–0,798) (–0,746) (–1,481) (–1,384) (0,558) (–0,055) 
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Gewichtungsmatrix Distanz (15,5 km) Distanz (20 km) Thiessen-Polygone 
Modell 1 2 1 2 1 2 
 Koeffizienten 
 (z-Werte) 
 [standardisierte Koeffizienten] 
0,0357 0,0387 0,0366 0,0417 0,0292 0,0420 Tankstellendichte (pro 
1.000 EinwohnerInnen) (1,876) * (1,986)** (1,921)* (2,135)** (1,587) * (2,195)** 
0,0037 0,0025 0,0040 0,0028 0,0010 0,0014 Bevölkerungsdichte (in 
100 pro km²) (2,555) ** (1,969)** (2,746)** (2,137)** (0,822) (1,172) 
räumliche Variable 
–0,0002 –0,0018 0,0013 –0,0016 0,0019 0,0017 W*Werkstatt 
(–0,061) (–0,593) (0,370) (–0,471) (0,765) (0,712) 
0,0008 –0,0021 0,0014 –0,0027 0,0011 0,0019 W*24 Stunden 
(0,112) (–0,297) (0,151) (–0,295) (0,219) (0,364) 
–0,0142 –0,0145 –0,0009 –0,0027 –0,0212 –0,0240 W*Geschwindigkeit: 
über 100 km/h (–0,866) (–0,887) (–0,043) (–0,132) (–2,148) ** (–2,423)** 
–0,0002 –0,0020 –0,0002 –0,0029 0,0004 –0,0020 
(–2,557) ** (–2,238)** (–2,894)*** (–2,759)*** (0,873) (–2,211)** ANZ bzw. logWANZ 
[–0,0032] [–0.0024] [–0,0040] [–0,0030] [0,0006] [–0,0021] 
0,0087 0,0087 0,0073 0,0068 0,0075 0,0063 
(1,702) * (1,699)* (1,171) (1,097) (1,843) * (1,534) ANTEILMD  
[0,0014]1  [0,0014] 1 [0,0010] 1 [0,0009] 1 [0,0015] 1 [0,0013] 1 
0,0186 0,0224 0,0048 0,0102 0,0202 0,0183 
(1,538) (1,875)* (0,303) (0,659) (2,164) ** (1,957)* ANTEILDD  
[0,0029]1 [0,0035] 1 [0,0006] 1 [0,0012] 1 [0,0040] 1 [0,0036] 1 
räumlich verzögerter Preis 
0,7292 0,7415 0,7788 0,7964 0,6736 0,6706 W*Preis 
(17,378) *** (18,125)*** (17,248)*** (18,212)*** (17,404) *** (17,351)***
***  signifikant auf dem 1 % Niveau 
**  signifikant auf dem 5 % Niveau 
*  signifikant auf dem 10 % Niveau 
1  Da ANTEILMD  ( ANTEIL
D
D ) für alle Diskonttankstellen (Markentankstellen) gleich 0 ist, werden zur Berech-
nung der Standardabweichungen für die standardisierten Koeffizienten nur jene Beobachtungen miteinbezo-
gen, bei denen die Variable von 0 verschieden sein kann. 
 
Fast alle Markentankstellen sind signifikant teurer als Diskonttankstellen. Ledig-
lich der Parameter der Dummy-Variable der Marke Jet ist nicht signifikant größer 
als bei unabhängigen Tankstellen. Bei der Marke Esso sind die Ergebnisse nicht 
eindeutig, je nach Spezifikation ist der Koeffizient der Variable auf dem 5 Prozent 
Niveau, auf dem 10 Prozent Niveau, oder gar nicht signifikant von null verschie-
den. Beiden Marken sind aber in Summe nur etwa 11 Prozent aller Markentank-
stellen zuzuordnen. Da ρ in jeder Spezifikation signifikant positiv und mit Werten 
zwischen 0,67 und 0,80 relativ hoch ist, führen die niedrigeren Preise der unab-
hängigen Tankstellen dazu, dass auch Markentankstellen in ihrer Nähe niedrigere 
Preise verlangen. Die Ergebnisse können als starke Unterstützung interpretiert 
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werden, dass es den vermuteten Wettbewerbseffekt gibt, d.h. dass der Wettbewerb 
in der Nähe von (durchwegs) billigeren Diskonttankstellen schärfer und die Preise 
auch bei Markentankstellen geringer sind. 
Wichtig ist zu erwähnen, dass ρ in allen Spezifikationen nicht nur signifikant von 
null, sondern auch signifikant von eins verschieden ist. Wenn ρ größer als eins 
wäre, würden sich die Reaktionsfunktionen im relevanten Bereich 
( 0 für alle 1, 2,...,ip i n≥ = ) nicht schneiden. Für die statistischen Probleme, die 
durch ein 1ρ >  verursacht werden, siehe Kapitel 4.1.2.3. 
Tankstellen, die nur Diesel verkaufen, sind signifikant günstiger, die Signifikanz 
und der betragsmäßig sehr große Wert von etwa 0,037 muss aber vorsichtig inter-
pretiert werden, da es in der Stichprobe lediglich zwei Tankstellen gibt, die neben 
Diesel keine anderen Treibstoffe verkaufen. Ob eine Waschanlage (‚Autowä-
sche’) zur Verfügung steht oder die Tankstelle über Einrichtungen zur Autorepa-
ratur (‚Werkstatt’) verfügt, hat keine signifikanten Auswirkungen. Tankstellen, 
die 24 Stunden am Tag geöffnet sind, sind teurer und jene, wo mit Kreditkarten 
bezahlt werden kann, sind billiger. Beide Variablen sind aber nicht in jeder Spezi-
fikation signifikant von null verschieden. Ob es Benzin- oder Nur-Diesel-Karten 
gibt, beeinflusst die Preisgestaltung nicht signifikant. Tankstellen mit einem Ban-
komat sind signifikant und deutlich teurer, wobei bei nur 6 Beobachtungen ein 
Geldautomat zur Verfügung steht.  
Beim ‚Jahr der letzten Modernisierung’ sind im Großen und Ganzen alte Tank-
stellen mit der letzten Modernisierung vor 1980 (die Referenzkategorie) signifi-
kant billiger. Die Existenz eines Tankstellenshops und die Größe der Tankstellen 
scheinen keinen Einfluss auf die Preisgestaltung zu haben. Die Verkehrsge-
schwindigkeit an der Hauptstraße hat nur dann einen signifikanten Einfluss auf 
die Preise, wenn sie über 100 km/h liegt, d.h. Autobahntankstellen sind signifikant 
teurer. Ob es eine Bedienung durch einen Tankwart gibt oder ob auch Biodiesel 
angeboten wird, hat keinen signifikanten Einfluss auf die Lage der Reaktionsfunk-
tionen. 
Die Missing-Dummys, gekennzeichnet durch ‚fehlend’, sind meist nicht signifi-
kant von null verschieden. Es sei darauf hingewiesen, dass die Variable ‚fehlend: 
Werkstatt’ auch die fehlenden Werte für ‚Tankstellenshop’ und ‚Geschwindig-
keit’, und die Variable ‚fehlend: Bankomant’ auch die fehlenden Werte der Vari-
ablen ‚24 Stunden’, ‚Kredit-’, ‚Benzin-’ und ‚Nur-Diesel-Karte’ abbildet. Ledig-
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lich die Variable ‚fehlend: Werkstatt’ ist in jeder Spezifikation selbst auf dem 1 
Prozent Niveau signifikant von null verschieden. Es gibt aber nur zwei Beobach-
tungen im verwendeten Datensatz, bei denen diese Werte fehlen. 
Die ‚Entfernung zur Raffinerie’ Schwechat hat keine signifikanten Auswirkungen 
auf die Preisgestaltung. Eine höhere Tankstellendichte führt zu höheren Preisen, 
die entsprechenden Koeffizienten sind auf dem 10 Prozent Niveau (bei Modell 1) 
bzw. auf dem 5 Prozent Niveau (bei Modell 2) signifikant von null verschieden. 
Wenn alle EinwohnerInnen gleich viel Diesel konsumieren würden, würde eine 
höhere Tankstellendichte geringere Verkaufsmengen pro Tankstelle bedeuten. 
Informationen über die Verkaufsmengen der einzelnen Tankstellen sind allerdings 
leider nicht verfügbar. 
Eine höhere Bevölkerungsdichte im Bezirk führt, außer wenn als Marktabgren-
zung Thiessen-Polygone verwendet werden, zu signifikant höheren Preisen. Dies 
könnte damit zusammenhängen, dass in dichter besiedelten Gebieten die gleiche 
euklidische Distanz mit höheren Transportkosten verbunden ist und durch das 
gewählte Distanzmaß die räumliche Marktmacht in dichter besiedelten Gebieten 
unterschätzt wird. Die Bevölkerungsgröße der Gemeinde hat aber meistens keine 
signifikanten Auswirkungen auf die Preise, obwohl alle Koeffizienten im Ver-
gleich zu ‚kleinen’ Gemeinden (unter 3.000 EinwohnerInnen), die als Referenzka-
tegorie gewählt wurden, ein positives Vorzeichen aufweisen. 
Die räumlich verzögerten Formen der Variablen ‚Werkstatt’ und ‚24 Stunden’ 
sind nie, jene der Variablen ‚Geschwindigkeit: über 100 km/h’ nur dann signifi-
kant von null verschieden, wenn als Marktabgrenzung Thiessen-Polygone ver-
wendet werden. Bei der letzten Variablen kann ein negatives Vorzeichen damit 
erklärt werden, weil bei geringer euklidischer Entfernung zwischen einer Auto-
bahntankstelle und einer Konkurrenztankstelle aufgrund der Modellkonstruktion 
unterstellt wird, dass die beiden Tankstellen in einem intensiven Wettbewerb 
miteinander stehen. Die Schätzergebnisse führen dazu, dass die hochpreisige 
Autobahntankstelle einen positiven Einfluss auf den Preis der Konkurrenztank-
stelle hat. Es wäre aber denkbar, dass KonsumentInnen eine Tankstelle an der 
Autobahn und eine Tankstelle abseits davon trotz geringer euklidischer Entfer-
nung nicht als nahe Substitute ansehen, und daher der höhere Preis der Autobahn-
tankstelle keinen bzw. nur einen sehr kleineren Einfluss auf den Preis der Konkur-
renztankstelle hat. Dass die räumlich verzögerte Variable nur bei der Marktab-
grenzung mit Thiessen-Polygonen signifikant negativ ist könnte damit zusam-
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menhängen, dass bei einer engeren Marktabgrenzung und einer damit verbunde-
nen höheren Varianz der Variablen (siehe Tabelle 8) die Ableitung signifikanter 
Ergebnisse begünstigt wird. 
Wie erwartet führt eine größere Anzahl bzw. ein höherer Logarithmus der räum-
lich gewichteten Anzahl an Konkurrenzunternehmen zu niedrigeren Preisen. Die-
se Variable ist in jeder bis auf einer Spezifikation zumindest auf dem 5 Prozent 
Niveau signifikant negativ. Lediglich bei der Marktabgrenzung mit Thiessen-
Polygonen hat die Anzahl der Konkurrentinnen keinen signifikanten Einfluss. 
Dies ist insofern nicht überraschend, als die Anzahl der Beobachtungen mit an-
grenzenden Thiessen-Polygonen nicht mit der Entfernung der Nachbarn zusam-
menhängt. Bei dieser Form der Marktabgrenzung ist die Anzahl der Nachbarn 
kein Indikator für die Wettbewerbsintensität. Die Variable ‚logWANZ’ ist eine 
Kombination aus Anzahl und Entfernung der Nachbarn. Da zwar nicht die Anzahl 
der, wohl aber die Entfernung zu den Nachbarn bei Thiessen-Polygonen ein Maß 
für die räumliche Produktdifferenzierung ist, ist es auch nicht überraschend, dass 
diese Variable im Modell 2 wieder signifikant negativ ist. 
Die Variable ANTEILMD  hat wie erwartet ein positives Vorzeichen, schwankt aber 
um die 10 Prozent Signifikanzgrenze: In drei der sechs Spezifikation ist die Vari-
able signifikant positiv, in drei Fällen nicht, obwohl die Koeffizienten mit Werten 
zwischen 0,0063 und 0,0087 relativ stabil sind. Die geringere Signifikanz bei 
Marktgrenzen von 20 km kann damit erklärt werden, dass durch die größeren 
Marktgrenzen die Anteilsvariable mehr ‚geglättet’ ist, d.h. weniger stark streut, 
und es daher schwieriger ist, signifikante Ergebnisse abzuleiten.  
Ein Koeffizient von 0,0087 würde bedeuten, dass die Reaktionsfunktion einer 
Markentankstelle, die nur von unabhängigen Tankstellen umgeben ist, im Erwar-
tungswert ein um 0,87 Cent weiter außen liegt, als eine Markentankstelle, die nur 
von Markentankstellen umgeben ist. Obwohl die Ergebnisse nicht in allen Spezi-
fikationen statistisch signifikant sind, deuten sie in die Richtung, dass es den oben 
beschriebenen Struktureffekt gibt. Dies bedeutet, dass Diskonttankstellen, wenn 
man für deren niedrigere Preise kontrolliert, die Intensität des Wettbewerbs für 
Markentankstellen reduzieren und einen positiven Effekt auf deren Preise haben. 
Die Parameter scheinen zwar sehr klein zu sein, es muss aber berücksichtigt wer-
den, dass die Preisstreuung im Treibstoffeinzelhandel generell sehr niedrig ist. 
Wenn aber die Variable ANTEILMD  um eine Standardabweichung erhöht wird, ist 
der Effekt auf die Preise immerhin zwischen 25 und 60 Prozent der Auswirkung, 
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wenn die Anzahl der Konkurrenztankstellen um eine Standardabweichung gesenkt 
wird.47 Die Variable ANTEILDD  ist zwar meist größer als ANTEILMD  und eben-
falls in drei Spezifikationen zumindest auf dem 10 Prozent Niveau signifikant von 
null verschieden, der Wert der Variable ist aber vergleichsweise wenig stabil. 
Abschließend kann festgehalten werden, dass die Schätzergebnisse eine sehr star-
ke Unterstützung für den Wettbewerbseffekt liefern. Bezüglich des Strukturef-
fekts sind die Ergebnisse weniger deutlich, sie zeigen aber in die erwartete Rich-
tung. Diskonttankstellen haben daher aufgrund (großteils) niedrigerer Preise einen 
preisdämpfenden Einfluss auf Markentankstellen (Wettbewerbseffekt). Wird für 
die niedrigeren Preise der Diskonttankstellen aber kontrolliert, führt ein höherer 
Anteil von Diskonttankstellen eher dazu, dass Markentankstellen höhere Preise 
verlangen (Struktureffekt). 
6.2 Simulierte Übernahmen 
Wenn man davon ausgeht, dass es den Struktureffekt gibt, ist es schwierig abzu-
schätzen, welcher ob der Wettbewerbseffekt oder der Struktureffekt größer ist. Es 
wird daher in weiterer Folge simuliert, dass (i) eine Diskonttankstelle bzw. (ii) 
alle Diskonttankstellen von einer Marke übernommen werden. Dazu wird ein 
Simulationsansatz verwendet, der in Kapitel 4.3 ausführlicher beschrieben wurde. 
Um die Unsicherheit der Koeffizienten zu berücksichtigen, werden die Parameter 
zufällig aus einer Verteilung gezogen, wobei Mittelwert und Varianz der Vertei-
lung aus der ML-Schätzung abgelesen werden können. Da der Prozess 1.000 Mal 
wiederholt wird, erhält man statt einer Punktschätzung eine Verteilung der erwar-
teten Auswirkungen der Übernahmen. Da die Ergebnisse nicht immer normal 
verteilt sind,48 werden Konfidenzintervalle angegeben, anstelle auf Basis von 
Erwartungswert und Standardabweichung Schlussfolgerungen zu ziehen. Die 
Übernahmen werden beispielhaft für die Marktabgrenzung mit 15,5 km für das 
Modell 1 angegeben. 
                                                 
47 Bei der Marktabgrenzung mit Thiessen-Polygonen in Modell 1 ist der standardisierte Koeffi-
zient von ANTEILMD  sogar mehr als doppelt so groß. Da die Variable ANZ in dieser Spezifikation 
nicht signifikant und auch schwierig zu interpretieren ist, wird dieser Vergleich im Text nicht 
angeführt. 
48 Dies wurde mit dem Shapiro-Wilk-Test überprüft. Siehe Groß (2004) für eine ausführlichere 
Darstellung. 
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Um zu beurteilen, welche Auswirkung die Vernachlässigung des Struktureffekts 
hat, wird das Modell ohne den Variablen ANTEILMD  und ANTEIL
D
D  geschätzt. 
Die Ergebnisse für die Marktabgrenzung mit 15,5 km für das Modell 1 sind in 
Tabelle 13 aufgelistet. An den übrigen Koeffizienten und deren Signifikanz-
schwellen ändert sich fast nichts. 
Tabelle 13: Ergebnisse der Maximum-Likelihood Schätzung ohne den Variablen 
ANTEILMD  und ANTEIL
D
D  
   
 
    
 
Gewichtungsmatrix Distanz (15,5 km)    
Variable Koeffi-zienten (z-Werte)
 Variable Koeffi-zienten (z-Werte)
 
Interzept 0.1701 (5.645)*** Größe: zwischen 800 und 2,000 m² 0.0024 (1.216) 
Agip 0.0120 (3.026)*** Geschwindigkeit: 40–60 km/h 0.0023 (0.707) 
Aral 0.0180 (3.712)*** Geschwindigkeit:  61–80 km/h 0.0007 (0.178) 
Avanti 0.0188 (4.569)*** Geschwindigkeit:  81–100 km/h 0.0050 (0.717) 
Avia 0.0176 (5.245)*** Geschwindigkeit:  über 100 km/h 0.0472 (7.078)***
BP 0.0181 (5.144)*** Bedienung durch  Tankwart 0.0025 (1.035) 
Esso 0.0072 (1.722)* Biodiesel –0.0012 (–0.332) 
Jet 0.0006 (0.120) Gemeinde: über 20.000 0.0022 (0.903) 
OMV 0.0113 (3.317)*** Gemeinde 8.000-19.999 0.0011 (0.476) 
Shell 0.0182 (4.970)*** Gemeinde: 3.000-7.999 0.0022 (1.240) 
Stroh 0.0111 (2.767)*** fehlend: Biodiesel 0.0037 (0.709) 
nur Diesel –0.0368 (–3.599)*** fehlend: Werkstatt 0.0349 (2.556)** 
Autowäsche –0.0009 (–0.423) fehlend: Bankomant –0.0137 (–1.511)* 
Werkstatt 0.0003 (0.205) fehlend: letzte  Modernisierung 0.0064 (0.814) 
    
24 Stunden 0.0056 (1.771)* fehlend: Größe –0.0052 (–0.545) 
Kreditkarte –0.0048 (–1.537) fehlend: Bedienung durch Tankwart 0.0059 (1.353) 
Benzinkarte 0.0017 (0.651) Entfernung zur Raffi-nerie (in 100 km) 0.0000 (–1.097) 
Nur-Diesel-Karte –0.0006 (–0.307) Tankstellendichte 0.0435 (2.307)** 
Bankomat 0.0110 (1.858)* Bevölkerungsdichte 0.0041 (2.860)***
Jahr der letzten Moder-
nisierung: 1980-89 0.0068 (2.123)** W*Werkstatt 0.0005 (0.158) 
Jahr der letzten Moder-
nisierung: 1990-89 0.0052 (1.769)* W*24 Stunden 0.0032 (0.449) 
Jahr der letzten Moder-
nisierung: seit 2000 0.0076 (2.357)** 
W*Geschwindigkeit: 
über 100 km/h –0.0157 (–0.947) 
Tankstellenshop –0.0022 (–0.829) ANZ –0.0002 (–3.067)***
Größe: bis 800 m² 0.0032 (1.269) W*Preis 0.7185 (17.149)***
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***  signifikant auf dem 1 % Niveau 
**  signifikant auf dem 5 % Niveau 
*  signifikant auf dem 10 % Niveau 
 
Abbildung 5 zeigt alle Bebachtungen, die für diese Arbeit verwendet werden. Die 
Markentankstellen sind durch durchsichtige Kreise, die Disktonttankstellen durch 
schwarze Dreiecke dargestellt.  
Abbildung 5: Markentankstellen und Diskonttankstellen in Niederösterreich 
 
Quelle: ArcData Austria, WIGeoGIS GmbH Wien (Geodaten, lizenziert für das Institut für Wirt-
schaftsgeographie und Geoinformatik WU Wien), ArcGIS (Campus Software Lizenz WU 
Wien); eigene Darstellung 
 
Das schwarze Dreieck in der Mitte des Kreises in Abbildung 5 ist eine Diskont-
tankstelle, die von einer Markentankstelle übernommen werden könnte. Wenn der 
relevante räumliche Markt so abgegrenzt wird, dass um jede Bebachtung ein Kreis 
mit einem Radius von 15,5 km gezogen wird, stellt der Kreis in Abbildung 5 die 
räumliche Marktgrenze dar. Der Preis der Diskonttankstelle hängt direkt vom 
Preis der direkten Konkurrenzunternehmen ab, das sind all jene Beobachtungen, 
die sich innerhalb der Marktgrenzen (d.h. innerhalb des Kreises) befinden. Indi-
rekt hängt der Preis auf Grund des räumlichen Multiplikators ( ) 1ρ −−I W  von den 
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Preisen aller Tankstellen ab. Alle direkten Konkurrentinnen der Diskonttankstelle 
sind in diesem Fall Markentankstellen. 
Wenn diese unabhängige Tankstelle von einer Markentankstelle übernommen 
wird, verschiebt sich ihre Reaktionsfunktion nach außen. Wie weit sie sich nach 
außen verschiebt hängt von der übernehmenden Marke ab. Die Reaktionsfunktio-
nen der direkten Konkurrenztankstellen werden sich nach innen verschieben, da 
für sie der Anteil der Markentankstellen unter den Konkurrenzunternehmen zu-
nimmt. Die Verschiebung wird für die meisten Tankstellen nicht sehr groß sein, 
da für sie andere Tankstellen wichtigere Konkurrentinnen sind, weil diese näher 
als die übernommene Diskonttankstelle liegen. Die Auswirkungen der Übernahme 
durch eine relativ teure (Shell), eine durchschnittlich teure (Agip) und eine relativ 
billige Marke (Esso) sind in Tabelle 14 dargestellt. Obwohl die übernommene 
Tankstelle den Preis bei den beiden teureren Marken signifikant erhöht, bleiben 
die aggregierten Preisänderungen aller anderen Tankstellen insignifikant. 
Wenn jedoch die aggregierten Preisänderungen (ohne der Diskonttankstelle) in 
Wettbewerbs- und Struktureffekt unterteilt werden, wird deutlich, dass höhere 
Preise der übernommenen Tankstelle sehr wohl zu signifikant höheren Preisen bei 
den umliegenden Tankstellen führen (Wettbewerbseffekt). Obwohl der Strukturef-
fekt nur auf dem 10 Prozent Niveau signifikant negativ ist, ist er stark genug, um 
den Wettbewerbseffekt aufzuwiegen. 
Tabelle 14: Ergebnisse der Übernahme einer Diskonttankstelle 
               
Preisänderung bei der übernommenen Tankstelle 
 95% Konfidenzintervall 90% Konfidenzintervall 
  
Durch-
schnitt 
Standard-
abweichung Minimum Maximum Minimum Maximum 
Signifi-
kanz 
Shell 0,0204 0,0047 0,0115 0,0296 0,0128 0,0287 ** 
Agip 0,0134 0,0051 0,0033 0,0234 0,0047 0,0216 ** 
Esso 0,0082 0,0054 –0,0024 0,0186 –0,0009 0,0167  
Aggregierte Preisänderung, ohne der übernommenen Tankstelle 
 95% Konfidenzintervall 90% Konfidenzintervall 
  
Durch-
schnitt 
Standard-
abweichung Minimum Maximum Minimum Maximum 
Signifi-
kanz 
Shell 0,0135 0,0154 –0,0142 0,0466 –0,0109 0,0402  
Agip 0,0023 0,0153 –0,0304 0,0317 –0,0225 0,0275  
Esso –0,0062 0,0155 –0,0361 0,0247 –0,0315 0,0202  
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Aggregierter Wettbewerbseffekt 
 95% Konfidenzintervall 90% Konfidenzintervall 
  
Durch-
schnitt 
Standard-
abweichung Minimum Maximum Minimum Maximum 
Signifi-
kanz 
Shell 0,0354 0,0093 0,0197 0,0567 0,0222 0,0527 ** 
Agip 0,0241 0,0088 0,0073 0,0427 0,0094 0,0395 ** 
Esso 0,0158 0,0094 –0,0021 0,0354 0,0009 0,0311 * 
Aggregierter Struktureffekt 
 95% Konfidenzintervall 90% Konfidenzintervall 
  
Durch-
schnitt 
Standard-
abweichung Minimum Maximum Minimum Maximum 
Signifi-
kanz 
Shell –0,0219 0,0132 –0,0481 0,0039 –0,0445 –0,0005 * 
Agip –0,0218 0,0133 –0,0497 0,0031 –0,0442 –0,0002 * 
Esso –0,0220 0,0129 –0,0477 0,0039 –0,0438 –0,0007 * 
***  signifikant auf dem 1 % Niveau 
**  signifikant auf dem 5 % Niveau 
*  signifikant auf dem 10 % Niveau 
 
Ein ähnliches Bild ergibt sich, wenn alle Diskonttankstellen von einer Marke 
übernommen werden, was in Tabelle 15 und Tabelle 16 dargestellt ist. Da es kei-
ne großen Ketten unabhängiger Tankstellen gibt, ist dies zwar nicht sehr wahr-
scheinlich, unterstreicht aber die Ergebnisse der Schätzung. 
Wie in Tabelle 15 (a) ersichtlich ist, werden die Preise bei den übernommenen 
Tankstellen zwar bei neun von zehn Marken im Erwartungswert steigen, aller-
dings ist das Ergebnis nur bei 5 Marken signifikant positiv. Wenn die ‚ANTEIL’-
Variablen aus der Schätzgleichung weggelassen werden, d.h. wenn der Strukturef-
fekt nicht berücksichtigt wird, ist der Preisanstieg der übernommenen Tankstellen 
bei acht von zehn Marken auf dem 5 Prozent Niveau signifikant positiv (Tabelle 
15 (b)). Die Unterschiede sind damit zu begründen, dass bei den übernommenen 
Tankstellen in Tabelle 15 (b) die intensive Konkurrenz im höheren Qualitätsseg-
ment nicht berücksichtigt wird. 
Wenn der Struktureffekt nicht berücksichtigt wird führen die Übernahmen dazu, 
dass in acht von zehn Fällen die Preise bei den Markentankstellen signifikant 
steigen (Tabelle 15 (d)). Die Erhöhung liegt in diesen 8 Fällen zwar nur zwischen 
0,35 und 0,55 Cent, allerdings muss berücksichtigt werden, dass sich nichts geän-
dert hat außer die Marke von knapp 15 Prozent der Tankstellen, und dass die 
Preisstreuung in dem Sektor generell niedrig ist. Wenn jedoch der Struktureffekt 
berücksichtigt wird (Tabelle 15 (c)), dann ist die durchschnittliche Preisänderung 
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bei den Markentankstellen nie signifikant von null verschieden, egal welche Mar-
ke die Diskonttankstellen übernimmt. 
Die Auswirkungen auf die anderen Markentankstellen kann wieder in Wettbe-
werbs- und Struktureffekt aufgeteilt werden, was in Tabelle 16 ersichtlich ist. 
Tabelle 16 (a) zeigt den Wettbewerbseffekt, der sich daraus ergibt, dass sich die 
Reaktionsfunktionen der übernommenen Tankstellen nach außen verschieben. 
Dieser ist bei acht Marken signifikant positiv. Der Wettbewerbseffekt wird aber 
wieder durch den negativen Struktureffekt konterkariert, da sich die Reaktions-
funktionen der Markantankstellen aufgrund der verschärften Konkurrenz im ho-
hen Qualitätssegment nach innen verschieben. Der Struktureffekt ist aufgrund der 
Konstruktion des Modells unabhängig von der übernehmenden Marke, Unter-
schiede in der Signifikanz sind daher zufällig. Der Struktureffekt ist am 10 Pro-
zent Niveau entweder knapp oder knapp nicht signifikant von null verschieden, er 
ist aber groß genug, um den Wettbewerbseffekt aufzuwiegen. 
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Tabelle 15: Ergebnisse der Übernahme aller Diskonttankstellen: Auswirkungen auf übernommene und andere Tankstellen 
                                
 (a) Durchschnittliche Preisänderung bei den übernommenen Tankstellen,  
mit der Variable ‚ANTEIL’ 
(b) Durchschnittliche Preisänderung bei den übernommenen Tankstellen,  
        ohne der Variable ‚ANTEIL’ 
95% Konfidenzintervall 90% Konfidenzintervall 95% Konfidenzintervall 90% Konfidenzintervall Durch-
schnitt
Standard-
abweichung Minimum Maximum Minimum Maximum
Signifi-
kanz 
Durch-
schnitt 
Standard-
abweichung Minimum Maximum Minimum Maximum
Signifi-
kanz 
Agip 0,0110 0,0080 –0,0047 0,0261 –0,0021 0,0239  0,0182 0,0061 0,0062 0,0301 0,0080 0,0279 ** 
Aral 0,0209 0,0095 0,0025 0,0408 0,0056 0,0363 ** 0,0276 0,0074 0,0127 0,0424 0,0153 0,0399 ** 
Avanti 0,0212 0,0081 0,0047 0,0367 0,0078 0,0342 ** 0,0287 0,0066 0,0159 0,0416 0,0177 0,0398 ** 
Avia 0,0216 0,0074 0,0079 0,0369 0,0098 0,0346 ** 0,0268 0,0053 0,0161 0,0370 0,0179 0,0351 ** 
BP 0,0213 0,0076 0,0058 0,0359 0,0086 0,0340 ** 0,0274 0,0057 0,0165 0,0394 0,0183 0,0371 ** 
Esso 0,0038 0,0083 –0,0119 0,0191 –0,0100 0,0171  0,0110 0,0064 –0,0017 0,0233 0,0001 0,0213 * 
Jet –0,0048 0,0096 –0,0240 0,0149 –0,0207 0,0107  0,0012 0,0072 –0,0131 0,0150 –0,0110 0,0134  
OMV 0,0103 0,0076 –0,0056 0,0251 –0,0024 0,0230  0,0173 0,0054 0,0068 0,0279 0,0084 0,0265 ** 
Shell 0,0218 0,0077 0,0073 0,0379 0,0094 0,0356 ** 0,0276 0,0058 0,0162 0,0388 0,0180 0,0368 ** 
Stroh 0,0096 0,0079 –0,0064 0,0248 –0,0038 0,0225   0,0169 0,0063 0,0045 0,0300 0,0069 0,0273 ** 
                               
  (c) Durchschnittliche Preisänderung ohne den übernommenen Tankstellen,  
mit der Variable ‚ANTEIL’ 
(d) Durchschnittliche Preisänderung ohne den übernommenen Tankstellen, 
        ohne der Variable ‚ANTEIL’ 
95% Konfidenzintervall 90% Konfidenzintervall 95% Konfidenzintervall 90% Konfidenzintervall Durch-
schnitt
Standard-
abweichung Minimum Maximum Minimum Maximum
Signifi-
kanz 
Durch-
schnitt 
Standard-
abweichung Minimum Maximum Minimum Maximum
Signifi-
kanz 
Agip –0,0001 0,0024 –0,0048 0,0049 –0,0040 0,0041  0,0035 0,0013 0,0011 0,0063 0,0015 0,0057 ** 
Aral 0,0020 0,0028 –0,0030 0,0075 –0,0024 0,0067  0,0053 0,0016 0,0024 0,0087 0,0027 0,0081 ** 
Avanti 0,0020 0,0025 –0,0026 0,0068 –0,0019 0,0060  0,0055 0,0016 0,0028 0,0088 0,0031 0,0081 ** 
Avia 0,0021 0,0023 –0,0022 0,0070 –0,0016 0,0062  0,0051 0,0013 0,0028 0,0080 0,0032 0,0075 ** 
BP 0,0020 0,0024 –0,0026 0,0069 –0,0019 0,0061  0,0052 0,0014 0,0030 0,0084 0,0032 0,0078 ** 
Esso –0,0015 0,0025 –0,0064 0,0033 –0,0056 0,0027  0,0021 0,0013 –0,0003 0,0047 0,0000 0,0042 * 
Jet –0,0031 0,0027 –0,0087 0,0019 –0,0076 0,0012  0,0002 0,0014 –0,0026 0,0030 –0,0021 0,0025  
OMV –0,0002 0,0024 –0,0046 0,0044 –0,0040 0,0036  0,0033 0,0012 0,0012 0,0058 0,0015 0,0053 ** 
Shell 0,0021 0,0024 –0,0022 0,0072 –0,0016 0,0063  0,0053 0,0014 0,0028 0,0084 0,0033 0,0078 ** 
Stroh –0,0003 0,0024 –0,0051 0,0045 –0,0044 0,0037   0,0032 0,0013 0,0008 0,0062 0,0012 0,0055 ** 
***  signifikant auf dem 1 % Niveau 
**  signifikant auf dem 5 % Niveau 
*  signifikant auf dem 10 % Niveau 
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Tabelle 16: Ergebnisse der Übernahme aller Diskonttankstellen: Wettbewerbs- und Struktureffekt 
                           
  (a) Durchschnittlicher Wettbewerbseffekt, ohne den übernommenen Tankstellen (b) Durchschnittlicher Struktureffekt, ohne den übernommenen Tankstellen 
95% Konfidenzintervall 90% Konfidenzintervall 95% Konfidenzintervall 90% Konfidenzintervall Durch-
schnitt
Standard-
abweichung Minimum Maximum Minimum Maximum
Signifi-
kanz 
Durch-
schnitt 
Standard-
abweichung Minimum Maximum Minimum Maximum
Signifi-
kanz 
Agip 0,0036 0,0016 0,0008 0,0069 0,0011 0,0063 ** –0,0037 0,0022 –0,0082 0,0006 –0,0073 –0,0001 * 
Aral 0,0055 0,0020 0,0018 0,0102 0,0025 0,0089 ** –0,0036 0,0022 –0,0080 0,0007 –0,0074 0,0001  
Avanti 0,0056 0,0018 0,0026 0,0095 0,0029 0,0088 ** –0,0037 0,0022 –0,0083 0,0007 –0,0075 –0,0002 * 
Avia 0,0057 0,0017 0,0028 0,0094 0,0032 0,0088 ** –0,0036 0,0021 –0,0081 0,0005 –0,0075 –0,0002 * 
BP 0,0056 0,0017 0,0026 0,0094 0,0030 0,0086 ** –0,0036 0,0023 –0,0082 0,0007 –0,0075 0,0000  
Esso 0,0022 0,0016 –0,0007 0,0053 –0,0003 0,0047  –0,0037 0,0022 –0,0082 0,0006 –0,0073 –0,0001 * 
Jet 0,0004 0,0018 –0,0032 0,0041 –0,0025 0,0033  –0,0036 0,0022 –0,0080 0,0007 –0,0074 0,0001  
OMV 0,0035 0,0015 0,0007 0,0067 0,0011 0,0062 ** –0,0037 0,0022 –0,0083 0,0007 –0,0075 –0,0002 * 
Shell 0,0057 0,0017 0,0027 0,0096 0,0031 0,0089 ** –0,0036 0,0021 –0,0081 0,0005 –0,0075 –0,0002 * 
Stroh 0,0033 0,0016 0,0003 0,0067 0,0008 0,0060 **  –0,0036 0,0023 –0,0082 0,0007 –0,0075 0,0000  
***  signifikant auf dem 1 % Niveau 
**  signifikant auf dem 5 % Niveau 
*  signifikant auf dem 10 % Niveau 
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6.3 Schlussfolgerung 
Das Ziel des ersten Abschnitts der Dissertation war es, die Auswirkung von Dis-
konttankstellen auf die Preise der Markentankstellen zu untersuchen. Ein großer 
Anteil unabhängiger Tankstellen in einem lokalen Markt könnte zwei unterschied-
liche, gegenläufige Auswirkungen haben: Da unabhängige Tankstellen üblicher-
weise niedrigere Preise verlangen, könnten sie den Preisdruck auf Markentank-
stellen verschärfen (‚Wettbewerbseffekt’). Wenn aber KosnumentInnen mit Treib-
stoffen von Diskonttankstellen schlechtere Qualität assoziieren, könnte ein großer 
Anteil von Diskonttankstellen auch bedeuten, dass in einem lokalen Markt nur 
wenige Markentankstellen im hohen Qualitätssegment konkurrieren, und dadurch 
ein größerer Anteil an Diskonttankstellen die Intensität des Wettbewerbs für Mar-
kentankstellen reduziert (‚Struktureffekt’). 
Die Größe des Wettbewerbseffekts hängt von den Koeffizienten der Dummy-
Variablen für die unterschiedlichen Marken und vom Parameter der räumlich 
gewichteten Durchschnittspreise, ρ, ab. Die Parameter von acht (von isgesamt 
zehn) Dummy-Variablen sind in jeder Spezifikation auf dem 5 Prozent Niveau 
signifikant positiv. Für diese acht Marken beträgt der Preisaufschlag im Vergleich 
zu Diskonttankstellen (je nach Marke und Modellspezifikation) zwischen 1 und 
etwa 2 Cent pro Liter. Der Parameter des räumlich verzögerten Preises, ρ, ent-
spricht dem Anstieg der Reaktionsfunktion. Dieser Koeffizient ist in allen Mo-
dellspezifikationen signifikant positiv und beträgt zwischen 0,67 und 0,80. Da fast 
alle Marken-Dummy-Variablen und der Parameter ρ signifikant von null ver-
schieden sind, kann aus der empirischen Analyse eine sehr starke Unterstützung 
für den Wettbewerbseffekt abgeleitet werden.  
Die Variable ANZAHLMD  hat zwar immer ein negatives Vorzeichen, ist aber nur 
in drei von sechs Spezifikationen auf dem 10 Prozent Niveau signifikant von null 
verschieden. Obwohl diese Schlussfolgerung hier nicht so deutlich ausfällt, zeigen 
die Ergebnisse doch in die Richtung, dass die Zusammensetzung der Wettbewer-
ber eine Rolle spielt und dass es daher den vermuteten Struktureffekt gibt. 
Da es aufgrund der Größe der Koeffizienten schwierig ist zu beurteilen, welcher 
der beiden postulierten Effekte stärker ist, wurden Übernahmen der Diskonttank-
stellen simuliert. Um die Unsicherheit in den Koeffizienten zu berücksichtigen, 
wurden die Parameter zufällig aus der (durch die Schätzergebnisse bekannten) 
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Verteilung der Koeffizienten gezogen. Durch das 1.000malige Wiederholen des 
Vorgangs konnten für den Wettbewerbs- und den Struktureffekt nicht nur Punkt-
schätzungen, sondern auch Konfidenzintervalle angegebene werden. Der Wettbe-
werbseffekt liegt im Durchschnitt (abhängig von der Marke) zwischen 0,04 und 
0,57 Cent und ist bei acht von zehn Marken signifikant positiv. Durch die Um-
wandlung von Diskont- in Markentankstellen erhöhen diese Tankstellen ihre Prei-
se, wodurch auch andere Tankstellen höhere Preise verlangen können.  
Der Struktureffekt liegt unabhängig von der Marke bei etwa –0,36 Cent und ist 
auf dem 10 Prozent Niveau entweder knapp signifikant oder knapp nicht signifi-
kant von null verschieden. Markentankstellen, die vor der Umwandlung der unab-
hängigen Tankstellen mit Diskonttankstellen direkt konkurriert haben, stehen 
nach der Umwandlung nur noch mit Markentankstellen im Wettbewerb. Dadurch 
hat sich der Wettbewerb im höheren Qualitätssegment verschärft, wodurch jene 
Markentankstellen, die vor der Übernahme mit Diskonttankstellen konkurriert 
haben, niedrigere Preise verlangen. 
Wenn beide Effekte berücksichtigt werden hat die Präsenz von Diskonttankstellen 
nie statistisch signifikante Auswirkungen auf die Preise der Markentankstellen. 
Die Ergebnisse unterstützen daher die Schlussfolgerungen anderer empirischer 
Arbeiten von Netz und Taylor (2002), van Meerbeeck (2003) und Hastings 
(2004), dass unabhängige Tankstellen generell den Preiswettbewerb verschärfen, 
nicht. Wenn der Struktureffekt vernachlässigt wird, d.h. wenn die ‚ANTEIL’-
Variablen nicht in die Schätzgleichung miteinbezogen werden, hat das zwar kaum 
Auswirkungen auf die Schätzergebnisse der anderen Koeffizienten, allerdings 
wird die preisdämpfende Auswirkung von Diskonttankstellen auf Markentankstel-
len deutlich überschätzt. 
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Abschnitt II 
Die Auswirkung von räumlicher Konzentration und räumlicher 
Differenzierung auf die Höhe der Gleichgewichtspreise 
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7 Einführung und Fragestellung49 
Den großen Ketten im Treibstoffeinzelhandel (den sogenannten ‚Majors’) wird 
häufig vorgeworfen, Marktmacht zu besitzen und diese auch auszunutzen. Um 
dies beurteilen zu können, ist es zuerst notwendig, den geographisch relevanten 
Markt bzw. geographisch relevante Teilmärkte abzugrenzen. Während in Öster-
reich die Bundeswettbewerbsbehörde davon ausgeht, dass es einen nationalen 
Markt gibt, hält die Wettbewerbskommission fest, dass der räumlich relevante 
Markt „für den Einzelhandel mit Kraftstoffen mit Sicherheit nicht auf das gesamte 
Bundesgebiet abgestellt werden kann, vielmehr regionale Teilmärkte auszugren-
zen sein werden" (Bundeswettbewerbsbehörde 2003 o. S.). Hier wird der Argu-
mentation der Wettbewerbskommission gefolgt und von regional sehr eng be-
grenzten Teilmärkten ausgegangen. Es erscheint sinnvoll, neben dem bundeswei-
ten Marktanteil der Ketten auch die räumliche Verteilung einzelner Tankstellen zu 
berücksichtigen: Wenn alle 90 Tankstellen in Vorarlberg zu einer Kette gehören, 
wird diese Kette eine höhere Marktmacht besitzen, als wenn diese 90 Tankstellen 
im gesamten Bundesgebiet verstreut sind.50 Diese (relativ) enge Marktabgrenzung 
verfolgen auch andere empirische Arbeiten, die sich mit dem Treibstoffeinzelhan-
del beschäftigen (siehe etwa van Meerbeeck 2003; Barron et al. 2004a; Hastings 
2004; Clemenz und Gugler 2006). 
Lokale Marktmacht entsteht für einzelne Anbieter51 dadurch, dass es strikt positi-
ve Transportkosten gibt, die von den KonsumentInnen getragen werden müssen. 
Ein Wechsel zwischen unterschiedlichen Anbietern ist für die KonsumentInnen 
daher nicht kostenlos. Die Kosten sind umso höher – und dadurch ist die Markt-
macht umso größer – je höher die Transportkosten und je geringer die Dichte an 
Tankstellen ist (siehe etwa Gabszewicz  und Thisse 1986 für eine Einführung). 
Bei gegebenen Transportkosten kann eine größere ‚räumliche Differenzierung’ 
(gleichbedeutend mit einer geringeren Dichte an Anbietern) zu höherer Markt-
macht und somit zu höheren Preisen führen.  
                                                 
49 Dieser Abschnitt basiert auf einem unveröffentlichten Artikel von Pennerstorfer und Weiss 
(2008). 
50 Siehe Benigni und Prinz (2005 S. 110 Tabelle 17) für einen Überblick über die Anzahl der 
Tankstellen in den Bundesländern. 
51 Die Begriffe ‚Anbieter’, ‚Firma’ und ‚Tankstelle’ werden in weiterer Folge synonym verwendet. 
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Ein weiterer Grund für lokale Marktmacht ist in der Marktstruktur dieses Sektors 
begründet: Eine relativ kleine Anzahl an Tankstellenketten (‚Majors’) verfügt 
über eine große Anzahl von Tankstellen. Wenn die Anbieter einer Kette ihr Preis-
setzungsverhalten koordinieren, um den Gesamtgewinn dieser Kette zu maximie-
ren, führt eine lokale Häufung von mehrer Tankstellen einer Kette zu größerer 
Marktmacht und daher zu höheren Preisen. Die lokale Häufung von Tankstellen 
der gleichen Ketten wird in weiterer Folge als ‚räumliche Konzentration’ bezeich-
net. 
Ziel des zweiten Abschnitts der Dissertation ist es, ein geeignetes theoretisches 
Modell zu konstruieren, welches die vermuteten Ursachen für lokale Marktmacht 
in geeigneter Form abbildet, geeignete Indikatoren für räumliche Differenzierung 
und räumliche Konzentration zu finden, und empirisch zu überprüfen, ob der 
vermutete positive Zusammenhang zwischen den beiden Variablen und den 
Gleichgewichtspreisen nachgewiesen werden kann. In diesem Kapitel wird zuerst 
ein Überblick über relevante empirische Literatur gegeben und danach ausführli-
cher auf die Zielsetzungen dieses Abschnitts hingeführt. Am Ende dieses Kapitels 
findet sich ein Überblick über den Aufbau dieses Abschnitts. 
7.1 Motivation und Literaturüberblick  
An dieser Stelle wird ein Überblick über relevante empirische Arbeiten gegeben 
und beschrieben, in welcher Form die räumliche Differenzierung zwischen den 
Anbietern und die räumliche Konzentration von Verkaufsstellen einzelner Ketten 
in den unterschiedlichen Beiträgen zum Treibstoffeinzelhandel berücksichtigt 
werden. Während Indikatoren für die räumliche Konzentration nur in wenigen 
Arbeiten Eingang finden, werden Indikatoren für räumliche Differenzierung häu-
fig, allerdings in sehr unterschiedlichen Ausprägungen berücksichtigt. Dieser 
Literaturüberblick dient daher auch dazu, eine andere Ausgestaltung dieser Vari-
ablen, und somit die Arbeit selbst, zu motivieren. 
Clemenz und Gugler (2006) untersuchen – wie bereits in Kapitell 2.1 dargelegt – 
den Preisaufschlag auf die Grenzkosten für Eurosuper 95 in Österreich. Die Beo-
bachtungseinheiten sind allerdings nicht Tankstellen, sondern Regionen (Bezirke 
bzw. Gemeinden), die endogene Variable ist daher der Durchschnittspreis in einer 
Region. Als Maß für die räumliche Differenzierung wird die Anzahl der Tankstel-
len pro Quadratkilometer jeder Region berechnet, wobei eine größere Tankstel-
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lendichte in einer Region als Indikator für eine geringere durchschnittliche Dis-
tanz zwischen den Tankstellen interpretiert werden kann.52 Als Maß für die räum-
liche Konzentration wird (je nach Spezifikation) der Marktanteil der größten Kette 
(als Variable ‚C1’ bezeichnet), der Marktanteil der vier größten Ketten (‚C4’) 
oder der Herfindahl-Index in einer Region verwendet.53 Die Tankstellendichte hat 
in allen Spezifikationen einen negativen Einfluss auf den Preisaufschlag auf die 
Grenzkosten, d.h. einen geringere durchschnittliche Entfernung zwischen den 
Tankstellen führt wie erwartet zu niedrigeren Preisen. Der Zusammenhang zwi-
schen räumlicher Konzentration und den Preisen ist weniger deutlich: Wenn als 
Regionen Bezirke verwendet werden, haben die Konzentrationsmaße unterschied-
liche Vorzeichen und sind nie signifikant von null verschieden. Wenn die Regio-
nen als Gemeinden abgegrenzt werden, haben die Koeffizienten der Variablen 
‚C4’ und ‚Herfindahl-Index’ ein signifikant positives Vorzeichen. Zusammenfas-
send ist der positive Zusammenhang zwischen räumlicher Differenzierung und 
dem durchschnittlichen Preisaufschlag auf die Grenzkosten sehr robust, die posi-
tive Auswirkung höherer räumlicher Konzentration auf die Preise ist jedoch weni-
ger deutlich. 
Ähnlich wie in oben genannten Artikel werden von van Meerbeeck (2003) Bezir-
ke als lokale Märkte betrachtet, wobei nicht die Durchschnittspreise in den Bezir-
ken, sondern die Preise der einzelnen Tankstelle erklärt werden. Wie in Kapitel 
2.1 dargestellt, werden täglich erhobene Preisdaten für Diesel und Eurosuper 95 
von Tankstellen der Marken Shell und TotalFina als abhängige Variable verwen-
det. Eine der unabhängigen Variablen ist die Anzahl der Konkurrenten von ande-
ren Marken in dem Bezirk, in dem sich eine Tankstelle befindet. Eine große An-
zahl an Tankstellen von anderen Ketten kann als Indikator für geringe räumliche 
Differenzierung gesehen werden. Zusätzlich wird in die Schätzgleichung eine 
Dummy-Variable berücksichtigt, die den Wert 1 annimmt, wenn es in diesem 
Bezirk zumindest eine weitere Tankstelle gibt, die zur gleichen Tankstellenkette 
wie die entsprechende Beobachtung gehört. Diese Variable könnte als Indikator 
für räumliche Konzentration interpretiert werden. Wie von van Meerbeeck (2003) 
                                                 
52 Wenn Firmen mit gleichem Abstand an einem Kreis mit dem Umfang eins verteilt sind, ist die 
Entfernung zwischen zwei Firmen gleich dem Kehrwert der gesamten Anzahl der Firmen am 
Markt (siehe Kapitel 8.1). 
53 Der Herfindahl-Index ist die Summe der Quadrate der Marktanteile der Unternehmen, während 
bei Konzentrationsmaßen die Marktanteile der m größten Unternehmen aggregiert werden (siehe 
etwa Bester 2004 S. 144 ff.). 
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erwartet, führt eine größere Anzahl an Tankstellen von anderen Marken in einem 
Bezirk zu niedrigeren Preisen, während (zumindest) eine weitere Tankstelle von 
der gleichen Marke zu höheren Preisen führt. Die entsprechenden Koeffizienten 
sind für beide Treibstoffarten signifikant von null verschieden. 
In einer Arbeit von Barron et al. (2004a) wird explizit der Zusammenhang zwi-
schen der Anzahl der Firmen in einem lokalen Markt und den Preisen untersucht. 
In dem Artikel werden vollständige Querschnittsdatensätze aus dem Jahr 1997 für 
vier unterschiedliche Städte in den USA (Phönix, Tucson, San Diego und San 
Francisco) verwendet. Als Indikator für räumliche Differenzierung wird die An-
zahl der Tankstellen in einem Radius von 1,5 Meilen verwendet, zusätzlich wird 
in 12 von 16 Spezifikationen die Entfernung zum nächstgelegenen Anbieter als 
erklärende Variable berücksichtigt. Die Schätzungen werden für die vier Städte 
getrennt durchgeführt und für jede Stadt werden vier verschieden Modelle ge-
schätzt, die sich durch eine unterschiedliche funktionale Form der Variablen un-
terscheiden. Die Anzahl der Tankstellen innerhalb des vorgegebenen Radius hat 
in allen Spezifikationen einen signifikant negativen Einfluss auf den Preis. Ob-
wohl die Ergebnisse sehr robust sind, weisen Barron et al. (2004a S. 1053) darauf 
hin, dass die Größe der Koeffizienten relative klein ist: So führt ein Anstieg der 
Anzahl der Tankstellen um 50 Prozent innerhalb von 1,5 Meilen in einem Modell 
zu einer Reduktion der Preise von lediglich (je nach Stadt) 0,3 bis 0,6 Prozent. 
Die Entfernung in Luftlinie zum nächstgelegenen Anbieter hat zwar in 11 von 12 
Spezifikationen das erwartete positive Vorzeichen, allerdings sind die Koeffizien-
ten nur in vier Fällen (auf dem 5 Prozent Niveau) signifikant von null verschie-
den. 
Ning und Haining (2003) untersuchen Preise im Treibstoffeinzelhandel in Shef-
field zu unterschiedlichen Zeitpunkten in den Jahren 1995 und 1997. Als Maß für 
räumliche Differenzierung werden in der Kleinstquadratschätzung die gewichtete 
Anzahl der Tankstellen innerhalb eines Radius von 2,5 Kilometer (Luftlinie) be-
rücksichtigt. Die willkürliche Gewichtung erfolgt mit drei Punkten für Tankstellen 
bei Supermärkten, zwei Punkten für Tankstellen großer Ketten und einen Punkt 
für Tankstellen kleiner Ketten. Ein signifikanter Zusammenhang mit dieser Vari-
able und den Preisen konnte in keiner Zeitperiode gefunden werden. 
Zusammenfassend kann festgehalten werden, dass es eine sehr gute empirische 
Evidenz gibt, dass eine größere räumliche Differenzierung (eine geringere Anzahl 
oder Dichte an Anbietern) zu höheren Preisen führt. Es gibt zwar sehr wenige 
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Arbeiten, die den Zusammenhang zwischen räumlicher Konzentration und den 
Preisen untersuchen (lediglich Clemenz und Gugler 2006 und eventuell van Meer-
beeck 2003), allerdings ist auch hier der Zusammenhang meistens wie erwartet 
positiv. 
7.2 Zielsetzungen und Fragestellungen 
An den in den oben zitierten empirischen Arbeiten verwendeten Variablen, die als 
Indikatoren für räumliche Differenzierung verwendet werden, kann kritisiert wer-
den, dass diese die tatsächliche räumliche Verteilung der Anbieter nicht exakt 
abbilden. Die hier folgende kritische Betrachtung der empirischen Literatur, sowie 
die fehlende Verfügbarkeit eines geeigneten theoretischen Modells, das die Zu-
sammenhänge zwischen Preisen und der räumlichen Differenzierung bzw. der 
räumlichen Konzentration abbildet, münden am Ende dieses Kapitels in den Ziel-
setzungen für den zweiten Abschnitt der Dissertation. 
Die in der Arbeit von van Meerbeeck (2003) verwendete Anzahl der Tankstellen 
innerhalb eines Bezirks ist von der Bezirksgröße abhängig. Ein doppelt so großer 
Bezirk mit doppelt so vielen Konkurrenztankstellen würde den Wert dieser Vari-
able verdoppeln, ohne dass sich die räumliche Differenzierung verändern würde. 
Außerdem ist die Marktabgrenzung nach Bezirken relativ willkürlich. Bei einer 
Tankstelle, die an der Grenze zu einem anderen Bezirk liegt, erstreckt sich das 
Marktgebiet dieser Tankstelle (zumindest teilweise) über zwei Bezirke, was durch 
die Marktabgrenzung aber nicht berücksichtigt wird. 
Wenn die lokalen Submärkte für jede Tankstelle so abgegrenzt werden, dass um 
die Beobachtung ein Kreis gezogen wird (wie bei Barron et al. 2004a und Ning 
und Haining 2003), sind die oben angesprochenen Probleme gelöst. Wenn die 
Anzahl der Konkurrenztankstellen innerhalb der lokalen Märkte als Indikator für 
räumliche Differenzierung gewählt wird, dann wird aber die Verteilung der Kon-
kurrenztankstellen innerhalb eines lokalen Marktes nicht berücksichtigt. 
Sinnvoll und theoretisch fundiert erscheint die Bestimmung der Konkurrenten – 
und dadurch die räumliche Differenzierung zu den Konkurrenten – durch die 
Marktabgrenzung mittels der Konstruktion von Thiessen-Polygonen. Diese Form 
der Abgrenzung der lokalen Märkte wird meines Wissens in keiner empirischen 
Arbeit zum Treibstoffeinzelhandel angewendet. Arbeiten zu anderen Sektoren, die 
diese Form der Marktabgrenzung anwenden, sind etwa Kalnins (2003) oder Fik 
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(1991). Kalnins (2003) untersucht Preise für Hamburger und Hamburger Menüs 
der vier größten Fast-Food Ketten in Texas (USA), während Fik (1991) den Wett-
bewerb zwischen den fünf größten Ketten im Lebensmitteleinzelhandel in Tucson 
(USA) betrachtet. Die auf diese Weise konstruierte Variable der räumlichen Dif-
ferenzierung kann die Entfernung zu allen direkten Konkurrenten berücksichtigen. 
Dies stellt eine Verbesserung gegenüber Barron et al. (2004a) und Ning und Hai-
ning (2003), bei denen die Entfernung zu den Konkurrenten, sobald sie eine ge-
wisse kritische Entfernung unterschreiten, irrelevant ist. 
Distanzmaße, die durch eine Marktabgrenzung mittels Thiessen-Polygonen ermit-
telt werden, könnten im Vergleich zu Kalnins (2003) und Fik (1991) weiter ver-
bessert werden, wenn nicht die Luftlinienentfernung, sondern die Entfernung in 
Straßenkilometern zwischen den Tankstellen als Maßzahl für die Berechnung 
durchschnittliche Entfernung herangezogen wird.54 
Bei empirischen Arbeiten zu räumlicher Produktdifferenzierung wird selten be-
rücksichtigt, dass nicht alle Anbieter eigenständig sind, sondern zu großen Ketten 
gehören, die die Preise zentral festlegen (bzw. eine zentrale Preissetzung zumin-
dest denkbar wäre). Dies ist insofern überraschend, da sehr viele Sektoren mit 
räumlich differenzierten Produkten – etwa im Einzelhandel (z.B. Lebensmittel, 
Kleidung) oder in anderen Branchen (z.B. Banken) – gibt, die dadurch gekenn-
zeichnet sind, dass es eine kleine Anzahl von Ketten gibt, die über eine große 
Anzahl von Vertriebsstellen (die hier als Anbieter oder Firmen bezeichnet wer-
den) verfügen. In den im vorangegangenen Kapitel 7.1 zitierten Arbeiten wird die 
Häufung von Anbietern einzelner Ketten kaum in den Modellen berücksichtigt: 
Die Schätzung von van Meerbeeck (2003) beinhaltet eine Dummy-Variable, die 
angibt, ob es in einem Bezirk zumindest eine andere Tankstelle von der gleichen 
Marke gibt. Ob es eine oder mehrere Tankstellen der gleichen Kette gibt und wie 
weit diese entfernt sind, kann in dieser Variable allerdings nicht abgebildet wer-
den. Am ausführlichsten wird die Frage der Häufung von Anbietern einzelner 
Ketten bei Clemenz und Gugler (2006) thematisiert, die unterschiedliche Indikato-
ren für die Konzentration einzelner Ketten berücksichtigen (C1, C4, HHI). Bei 
                                                 
54 Es zeigt sich allerdings, dass die Entfernung zwischen zwei Tankstellen in Luftliniendistanz und 
in Straßenkilometer sehr hoch korreliert. Wenn etwa die Variable RD (siehe Kapitel 9.2.2) für die 
gesamte Stichprobe mit beiden Distanzmaßen berechnet wird, weisen diese beiden Variablen eine 
Korrelationskoeffizienten von 0,92 auf. 
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beiden Arbeiten kann aber die (willkürliche) Marktabgrenzung in politische Ein-
heiten (Gemeinden bzw. Bezirke) kritisiert werden. 
Es muss aber weiters festgehalten werden, dass auch in theoretischen Modellen 
diese Form der räumlichen Konzentration wenig Berücksichtigung findet (siehe 
Kapitel 2. für eine ausführlichere Analyse), wodurch eine theoriegeleitete empiri-
sche Forschung erschwert wird. 
Ziel dieses Abschnitts ist es daher, ein geeignetes theoretisches Modell der räum-
lichen Produktdifferenzierung zu konstruieren, aus dem ein Zusammenhang zwi-
schen räumlicher Differenzierung bzw. räumlicher Konzentration und den 
Gleichgewichtspreisen abgeleitet werden kann. Weiters sollen geeignete Indikato-
ren für die beiden Variablen konstruiert werden, in denen die hier geäußerte Kritik 
an den empirischen Arbeiten ihre Berücksichtigung findet. Dieser vermutete und 
theoretisch fundierte Zusammenhang zwischen den beiden Variablen und den 
Gleichgewichtspreisen soll in einer empirischen Analyse überprüft werden. Wäh-
rend des Beobachtungszeitraums kam es durch die Übernahme zweier Ketten zu 
beachtlichen Veränderungen in der räumlichen Konzentration der Tankstellen. 
Abschließend sollen die Auswirkungen dieser Veränderung der Eigentümerstruk-
tur und der Markenpolitik auf die Preise abgeschätzt werden. 
7.3 Aufbau des Abschnitts 
Der Rest des zweiten Abschnitts der Dissertation ist wie folgt strukturiert: 
Im Kapitel 8 wird die für diese Arbeit relevante theoretische Literatur zu räumli-
chem Preiswettbewerb aufgearbeitet. Ausgangspunkt ist das Modell der räumli-
chen Produktdifferenzierung von Salop (1979), das verallgemeinert wird, um 
Aussagen zwischen räumlicher Differenzierung bzw. räumlicher Konzentration 
und den Gleichgewichtspreisen ableiten zu können. 
Die im eindimensionalen theoretischen Modell verwendeten Variablen werden im 
Kapitel 9 für die zweidimensionale Ebene adaptiert. Bei den Variablen, die die 
räumliche Differenzierung und die räumliche Konzentration abbilden, wird die 
oben vorgebrachte Kritik entsprechend berücksichtigt. Nach einer Beschreibung 
der verwendeten Datensätze werden Änderungen in der Eigentümerstruktur und in 
der Markenpolitik, die während des Beobachtungszeitraumes stattfanden, aufge-
arbeitet. 
 104
Obwohl die methodische Vorgehensweise an den ersten Abschnitt der Dissertati-
on anknüpft, entstehen durch die Verwendung von Paneldaten und durch die Be-
rücksichtigung jener Tankstellen mit fehlenden Preisbeobachtungen neue Heraus-
forderungen, denen sich das Kapitel 10 widmet. 
Da die Schätzung des Modells mit unausgeglichenen Paneldaten (‚unbalanced 
panel’)55 aufgrund der großen Anzahl an Beobachtungen mit der vorhandenen 
Rechenleistung der Computer nicht lösbar ist, wird im Kapitel 11 die allgemeine 
Spezifikation des Modells in unterschiedliche Richtungen eingeschränkt. In zwei 
der drei verwendeten Modelle wird auf ein Schätzverfahren einer aktuellen Arbeit 
von Pfaffermayr (2007) zurückgegriffen, für die es noch keine Umsetzung in 
Statistik- bzw. Ökonometriesoftwarepakten gibt. Es wird daher auch beschrieben, 
wie der Schätzer im Programm ‚MatLab’ programmiert wurde. 
Im Kapitel 12 werden die Ergebnisse vorgestellt und die Auswirkung der Verän-
derung der Eigentümerstruktur und der Markenpolitik der Tankstellenketten abge-
schätzt. Am Ende des Kapitels werden die wesentlichen Ergebnisse unter Berück-
sichtigung der in Kapitel 7.2 formulierten Zielsetzungen zusammengefasst. 
8 Theoretischer Hintergrund56 
Ausgangspunkt für ein Modell der räumlichen Produktdifferenzierung, aus dem 
Aussagen über den Zusammenhang zwischen räumlicher Differenzierung bzw. 
räumlicher Konzentration und den Gleichgewichtspreisen abgeleitet werden, ist 
das Modell der Produktdifferenzierung von Salop (1979). In diesem Modell sind 
N Firmen an einem kreisförmigen Markt angesiedelt und bieten räumlich (hori-
zontal) differenzierte, ansonsten aber homogene Güter an. Die Firmen sind sym-
metrisch verteilt, d.h. der Abstand zwischen zwei benachbarten Anbietern ist für 
alle Anbieter gleich groß (siehe Abbildung 6). 
 
 
                                                 
55 Für den englischen Begriff ‚unbalanced panel’ gibt es meines Wissens keinen allgemein akzep-
tierten deutschen Ausdruck. In weiterer Folge wird für ‚unbalanced’ der Begriff ‚unausgeglichen’ 
verwendet. 
56 Um die Lesbarkeit der Arbeit zu erleichtern, wird beim Aufarbeiten anderer theoretischer Bei-
träge eine konsistente und daher von der Originalliteratur teilweise abweichende Notation verwen-
det. 
 105
Abbildung 6: Kreismodell mit symmetrisch verteilten Anbietern 
 
Quelle: Salop 1979, S. 144; eigene Darstellung 
 
Um die aufgeworfenen Fragestellungen beantworten zu können, wird dieses Mo-
dell in zwei Richtungen verallgemeinert: (i) Die Verteilung der Firmen am Kreis 
kann auch nicht-symmetrisch sein und (ii) einzelne Firmen können der gleichen 
Kette angehören. Wenn Firmen einer Kette angehören wird unterstellt, dass die 
Kette den gemeinsamen Gewinn aller Firmen der Kette maximiert und der Preis 
von den Firmen der Kette zentral (durch die Kette) bestimmt wird. 
Da das Kreismodell von Salop (1979) Ausgangspunkt für viele theoretische Bei-
träge ist, wird dieses Modell im folgenden Kapitel ausführlich beschrieben. Da-
nach werden Erweiterungen des Modells diskutiert, in denen Firmen asymmet-
risch am Kreis verteilt sind bzw. wo nicht alle Firmen eigenständig über ihre Prei-
se entscheiden. Im letzten Teil dieses Kapitels wird ein Modell vorgestellt, indem 
die Anbieter nicht-symmetrisch verteilt sind und in dem Firmen zu Ketten gehö-
ren, die die Entscheidung der Preise zentral treffen. 
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8.1 Symmetrische Verteilung eigenständiger Firmen 
Wie in Abbildung 6 dargestellt, gibt es im Kreismodell von Salop (1979) N Fir-
men, die im gleichen Abstand von 1d
N
=  an einem Kreis mit dem Umfang eins 
verteilt sind und räumlich differenzierte, ansonsten aber homogene Güter anbie-
ten.57 Alle Firmen haben die gleiche Produktionstechnologie mit fixen Kosten F 
und konstante Grenzkosten c. L KonsumentInnen sind gleichmäßig am Kreis 
verteilt58 und haben eine Zahlungsbereitschaft von s. Die KonsumentInnen kon-
sumieren entweder eine Einheit des Gutes, oder sie konsumieren nichts. Wenn ein 
Konsument eine Strecke x zurücklegt, fallen (lineare) Transportkosten der Höhe tx 
an, die vom Konsumenten getragen werden müssen. Der für die KonsumentInnen 
relevante Gesamtpreis (‚delivered price’) ist daher p + tx. Jede Firma kann nur 
einen Verkaufspreis setzen, d.h. Preisdiskriminierung jeglicher Art ist nicht mög-
lich. Obwohl es zwischen den Firmen Interdependenzen gibt, ist jeder Anbieter in 
der Preisentscheidung eigenständig. Ein Ausschnitt des Kreises ist in Abbildung 7 
dargestellt. 
Abbildung 7: Ausschnitt des kreisförmigen Marktes 
 
                                                 
57 Der Kreis bildet den Produktraum ab und muss nicht notwendigerweise als räumlich differen-
zierter Markt betrachtet werden. Wenngleich nicht-räumliche, horizontale Produktdifferenzierung 
denkbar wäre, besitzt diese Form der Produktdifferenzierung im Treibstoffeinzelhandel nur eine 
untergeordnete Relevanz. 
58 Da der Umfang des Kreises eins ist, ist L sowohl die Anzahl als auch die Dichte der Konsumen-
tInnen. 
*
,C Bx  
1d
N
=  
CBC ptxs −− ,  BBC pxdts −−− )( ,  
C D E B A 
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Ein Konsument, der zwischen zwei Firmen (etwa B und C) angesiedelt ist, kauft 
bei einer dieser beiden Firmen eine Einheit des Gutes. Dadurch konkurrieren 
einzelne Firmen nur mit den jeweils nächstgelegenen Firmen an beiden Seiten der 
Straße.59 Der Konsument entscheidet sich für Firma C, wenn gilt: 
(88) ( ), ,C B C C B Bs tx p s t d x p− − ≥ − − −  
wobei ,C Bx  die Entfernung eines Konsumenten zur Firma C und , ,B C C Bx d x= −  
die Entfernung eines Konsumenten zur Firma B darstellt. * ,C Bx  ist jene Entfernung 
von C (in Richtung B), bei der Gleichung (88) mit Gleichheit erfüllt ist: 
(89) ( )* , 12C B B Cx p td pt= − −  
Wenn beide benachbarten Firmen von C den gleichen Preis B Dp p p= =  verlan-
gen, ist das Marktgebiet der Firma B in beide Richtungen gleich groß: 
(90) ( )* *, , 12C B C D Cx x p td pt= = − −  
Die Nachfrage für die Firma C ist daher: 
(91) ( )C CLq p td pt= − −  
Um die Gleichgewichtspreise p* berechnen zu können, müssen Annahmen über 
die konjekturale Variation60 getroffen werden. Salop unterstellt dabei die Bert-
rand-Nash-Annahme (‚Bertrand-Nash conjecture’), was einer konjekturalen Vari-
ation für die Preise von null entspricht. Das heißt, dass etwa Firma C glaubt, wenn 
sie den Preis ändert, dass die benachbarten Firmen B und D ihre Preise nicht än-
                                                 
59 Salop (1979) unterscheidet (abhängig von der Größe der Parameter) ein Monopol-, ein geknick-
tes und ein Wettbewerbsgleichgewicht. Solange 3
2
tFs c
L
− ≥  gelten die Ergebnisse des Wettbe-
werbsgleichgewichts, was u.a. bedeutet, dass alle KonsumentInnen eine Einheit des Gutes kaufen. 
Es wird hier angenommen, dass s groß genug ist, damit diese Ungleichung erfüllt ist. Die Auswir-
kungen, wenn diese Annahme nicht erfüllt ist und nicht alle KonsumentInnen bedient werden, 
werden z.B. in Sanner (2007) diskutiert. 
60 Die konjekturale Variation ist die Vermutung (‚conjecture’) einer Firma i, wie eine andere Firma 
j bei einer Preisänderung von i reagieren wird: j
i
p
p
∂
∂  (siehe Tirole 1999 S. 536). 
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dern und daher gilt 0B D
C C
p p
p p
∂ ∂= =∂ ∂ .
61 Unter dieser Annahme können die Gleich-
gewichtspreise p* bei einer gegebener Anzahl an Firmen N, bzw. – da die Firmen 
symmetrisch am Kreis verteilt sind – bei gegebener Entfernung d zwischen den 
jeweils nächsten Nachbarn wie folgt berechnet werden: 
(92) *p c td= +  
Wenn Firmen in den Markt eintreten können und die Veränderung des Standorts 
(Reallokation) kostenlos ist, sind das Gleichgewicht der Anzahl der Firmen am 
Markt N* und die entsprechenden Gleichgewichtspreise p* gegeben durch: 
(93) 
*
*
tLN
F
tFp c
L
=
= +
 
Man bemerke, dass, wenn Anzahl und Standort der Firmen gegeben sind, die 
Gleichgewichtspreise p* unabhängig von den Fixkosten F und der Anzahl der 
KonsumentInnen L sind. Bei freiem Marktzutritt und kostenloser Reallokation 
führen niedrigere Fixkosten und eine größere Anzahl an KonsumentInnen zu mehr 
Anbietern, einer geringeren räumlichen Differenzierung, und somit zu höheren 
Gleichgewichtspreisen. 
Für die hier aufgeworfenen Fragen weist das Kreismodell von Salop (1979) zwei 
Unzulänglichkeiten auf: Erstens werden alle Firmen als in ihrer Preissetzung ei-
genständig betrachtet. Trotz Interdependenzen zwischen benachbarten Beobach-
tungen gibt es keine Form der Preisabsprachen, wie dies etwa bei Ketten mit meh-
reren Verkaufsstellen (Firmen) denkbar wäre. 
                                                 
61 Räumlichen Wettbewerb wird unter dieser Annahme auch als ‚Hotelling-Smithies Wettbewerb’ 
bezeichnet. Andere in diesem Gebiet unterstellte Wettbewerbsannahmen führen zu ‚Lösch Wett-
bewerb’ 1j
i
p
p
∂⎛ ⎞=⎜ ⎟∂⎝ ⎠
 bzw. zu ‚Greenhut-Ohta Wettbewerb’ 1j
i
p
p
∂⎛ ⎞= −⎜ ⎟∂⎝ ⎠
, wobei j ein Nachbar von i 
ist. Für eine ausführlichere Darstellung der Auswirkungen dieser unterschiedlichen Wettbewerbs-
annahmen sei auf Capozza und Van Order (1978) oder Greenhut et al. (1987) verwiesen. In weite-
rer Folge wird bei der Analyse räumlichen Wettbewerbsverhaltens – falls nichts Anderes explizit 
angeführt wird – die Bertrand-Nash-Annahme unterstellt, da die beiden anderen Annahmen in der 
Literatur eine eher untergeordnete Rolle spielen. 
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Zweitens sind in diesem Modell alle Firmen in gleichem Abstand am Kreis ver-
teilt. Eine gleichmäßige Verteilung der Anbieter kann in vielen räumlich differen-
zierten Märken allerdings nicht beobachtet werden. Die symmetrische Verteilung 
der Firmen wird bei Salop (1979) aber exogen vorgegeben und nicht durch das 
Modell bestimmt. Es wird in weiter Folge erläutert, warum eine endogene Be-
stimmung der Verteilung der Anbieter am Kreis schwierig ist, und daher die An-
nahme der (asymmetrische) Verteilung der Firmen in der Weiterentwicklung des 
theoretischen Modells in Kapitel 8.4 berechtigt ist. 
Wenn die Verteilung endogen bestimmt werden soll, müssen die Firmen den Preis 
und den Standort frei wählen, wobei die Entscheidungen simultan oder sequentiell 
getroffen werden könnten und im sequentiellen Standort-Preis-Spiel die Entschei-
dung über den Standort zuerst getroffen wird. Wenn die Entscheidungen simultan 
getroffen werden, ist ein Nash-Gleichgewicht nie möglich (siehe Gabszewicz  und 
Thisse 1986 S. 39 ff.). In einem sequentiellen Spiel kann zwar ein Gleichgewicht 
existieren, allerdings lässt sich dieses Gleichgewicht nicht auf breite Gruppen von 
Transportkostenfunktionen ausweiten. Für lineare Transportkosten existiert ein 
Gleichgewicht auch im sequentiellen Standort-Preis-Spiel nicht (Gabszewicz  und 
Thisse 1986 S. 52). 
Bei Salop (1979) wird die symmetrische Verteilung auch in einem dynamischen 
Kontext aufrecht erhalten, da bei Marktein- oder -austritten Firmen ihre Standorte 
kostenlos verändern können (S. 145). Der Eintritt einer neuen Firma trifft daher 
nicht nur die beiden benachbarten Anbieter, sondern alle Anbieter in einem glei-
chen, allerdings sehr geringen Ausmaß. Eine kostenlose Reallokation der Anbieter 
mag bei Eisverkäufern realistisch erscheinen, bei Tankstellen sind diese Kosten 
der Standortverlagerung aber – zumindest in der kurzen Frist – prohibitiv hoch. 
Zusammenfassend kann festgehalten werden, dass die theoretische Grundlage für 
gleichmäßig verteilte Anbieter relativ schwach ist und in vielen Fällen (wie etwa 
bei Salop 1979) angenommen wird.62 In einem dynamischen Kontext kann die 
symmetrische Verteilung nur durch die – für den hier behandelten Sektor unrealis-
tischen – Annahme kostenloser Reallokation aufrecht erhalten werden.  
                                                 
62 Gabszewicz  et al. (1986 S. 48, Fußnote 59) fassen zusammen, dass die meisten Arbeiten zu 
diesem Thema lediglich zeigen, dass (bei symmetrischer Verteilung) Firmen ihren Gewinn nicht 
erhöhen können, wenn sie ihre Standorte marginal verändern. Dies bedeutet aber nicht notwendi-
gerweise, dass es sich dabei um ein absolutes Gewinnmaximum handelt. 
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In den nächsten beiden Kapitel 8.2 und 8.3 werden Artikel rezipiert, die das Ba-
sismodell von Salop (1979) in den oben beschriebene Richtungen (asymmetrische 
Verteilung und nicht eigenständige Preissetzung) erweitern. 
8.2 Asymmetrische Verteilung eigenständiger Firmen 
Arbeiten, die sich mit gegebenen, nicht-symmetrischen Verteilungen von Firmen 
beschäftigen, bleiben meist auf Einzelfälle beschränkt. Die ausführlichste Ab-
handlung dazu findet sich in Fik (1991 S. 1549 ff.), der vier unterschiedliche, 
kreisförmige Märkte A, B, C und D betrachtet (siehe Abbildung 8).63 Die Länge 
des Kreises beträgt 80 Einheiten, die Lage einer Firma i ist durch die Entfernung 
von der Firma 1 (gegen den Uhrzeigersinn), 1,id , eindeutig bestimmt. 
Abbildung 8: Kreisförmige Märkte mit asymmetrisch verteilten Firmen 
 
Quelle: Fik 1991 S. 1550; eigene Darstellung 
 
                                                 
63 Ein anderes Einzelbeispiel findet sich etwa Gabszewicz  et al. (1986, S. 52 ff.). 
Markt A 
Markt D 
Markt B 
Markt C 
1 
1 1 
1 
2 
2
2 2
3
3
3
3
4
4
4
4
5 
5
5
5
[ ]1, 0,  10,  20,  60,  70id =  
[ ]1, 0,  5,  20,  60,  75id =  [ ]1, 0,  5,  35,  45,  75id =  
[ ]1, 0,  5,  10,  70,  75id =  
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Für konstante Transportkosten von t = 1, konstanten Grenzkosten von c = 3 und 
unterschiedliche konjekturale Variationen werden in diesem Artikel die Gleich-
gewichtspreise in jedem dieser Teilmärkte berechnet. Mit den Ergebnissen dieser 
Simulation wird mittels Kleinstquadratschätzung versucht, einen Zusammenhang 
zwischen den Preisen und der durchschnittlichen Entfernung zu den nächsten 
Nachbarn in jede Richtung nachzuweisen. Als abhängige Variable für die Regres-
sion wird die Abweichung des Gleichgewichtspreises einer Tankstelle i in einem 
Markt von dem Durchschnitt der Gleichgewichtspreise von den vier anderen 
Tankstellen in diesem Markt verwendet. Fik (1991) findet in dieser Schätzung 
einen signifikant positiven Zusammenhang zwischen dem Gleichgewichtspreis 
einer Firma und der durchschnittlichen Entfernung zu dem jeweils nächsten Nach-
barn in beide Richtungen. 
Obwohl in dieser Arbeit auch unterschiedliche konjekturale Variationen der An-
bieter thematisiert werden, werden die Firmen in ihrer Preissetzung als eigenstän-
dig betrachtet. 
8.3 Symmetrische Verteilung nicht eigenständiger Firmen 
Eine Arbeit von Levy und Reitzes (1992) liefert einen für diese Arbeit wichtigen 
Beitrag. Zwar werden nicht Ketten mit mehreren Firmen in einem räumlich diffe-
renzierten Markt betrachtet, sondern es werden die Auswirkungen von Fusionen 
von zwei Anbietern untersucht.64 Die beiden fusionierenden Firmen können auch 
als eine Kette mit zwei Anbietern betrachtet werden. 
Die Arbeit basiert ebenfalls auf dem Kreismodell von Salop (1979), wobei n Fir-
men ebenfalls symmetrisch am Kreis verteilt sind, die Transportkosten aber mit 
dem Quadrat der Entfernung steigen. Levy und Reitzes untersuchen bei gegebe-
ner, symmetrischer Verteilung der Firmen am Kreis die Auswirkungen von Fusi-
onen von zwei (oder mehreren) Anbietern auf die Gleichgewichtspreise. 
                                                 
64 Ein Beispiel eines kreisförmigen Marktes mit drei Firmen findet sich in Götz und Gugler (2006). 
Wenn zwei Firmen fusionieren erhöhen alle Anbieter den Preis, die fusionierenden Firmen aber in 
einem größeren Ausmaß. Da der Fokus der Arbeit von Götz und Gugler (2006) aber darauf gerich-
tet ist, den Zusammenhang zwischen Fusionen und Produktvielfalt (gemessen als die Anzahl der 
Anbieter in pro Quadratkilometer) zu untersuchen, wird hier nicht näher auf dieses Papier einge-
gangen. 
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Aufgrund der quadratischen Transportkosten unterscheiden sich die Gleichge-
wichtspreise p* (auch vor der Fusion einiger Firmen) von der Lösung bei Salop 
(1979) (siehe Gleichung (92)) und sehen wie folgt aus: 
(94) * 2p c td= +  
Wenn sich zwei Firmen zusammenschließen, die nicht Nachbarn sind, ändert sich 
am Ergebnis nichts, da nur Nachbarn direkt miteinander konkurrieren. Wenn 
allerdings m = 2 Firmen fusionieren, deren Marktgebiete aneinander grenzen, 
werden diese Firmen im Gleichgewicht höhere Preise verlangen. Die Intuition 
dabei ist, dass eine Preiserhöhung einer Firma den Gewinn der beiden 
angrenzenden Anbieter erhöht. Wenn sich eine Firma mit einem der beiden 
Nachbarn zusammenschließt um den gemeinsamen Gewinn zu maximieren, dann 
wird dieser Gewinnanstieg aufgrund einer Preiserhöhung einer Firma für die 
benachbarte Firma in der Preisentscheidung berücksichtigt. Die 
Gleichgewichtspreise *0p  der fusionierten Anbieter können berechnet und wie 
folgt angeschrieben werden: 
(95) * 2 20
KBp c td td
V
= + +  
wobei 12 K KV B B −≡ −  ist. 
2
n mK −≡  wenn (n – m) gerade ist bzw. 1
2
n mK + −≡  
wenn (n – m) ungerade ist. Die Notation in Gleichung (95) stellt eine sehr 
kompakte Schreibweise dar, die wie folgt aufgelöst werden kann: Für 1,...,h K=  
gilt 1 24h h hB B B− −≡ − , für { }1,0h∈ −  gilt 0 1B =  und 1 1B− =  wenn (n – m) 
gerade ist bzw. 1 2B− =  wenn (n – m) ungerade ist. So kann KB  in Gleichung (95) 
durch 1 24 K KB B− −−  und 1KB −  durch 2 34 K KB B− −−  ersetzt werden. Dies wird so 
oft wiederholt, bis der Ausdruck 
KB
V
 nur mehr aus 0B  und 1B  besteht. Diese 
Terme können – wie beschrieben – durch Zahlen ersetzt werden. 
Die Gleichgewichtspreise der anderen Anbieter, *kp , können wie folgt 
angeschrieben werden: 
(96) * 2 2
K k
k
Bp c td td
V
−
= + +  
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wobei k bedeutet, dass dieser Anbieter in einer Entfernung von kd zur 
nächstgelegenen fusionierenden Firma liegt (bzw. Nachbar k-ter Ordnung ist).65 
Levy und Reitzes (1992) zeigen, dass 1 1 0 0K KB B B B−> > > > >K  und daher 
* * * * *
0 1 1K Kp p p p p−> > > > >K . Die fusionierten Firmen erhöhen ihre Preise am 
stärksten, die anderen Anbieter erhöhen ihre Preise im Gleichgewicht zwar in 
einem schwächeren Ausmaß, der Preisanstieg ist aber umso größer, je näher die 
Anbieter bei den fusionierenden Firmen liegen.  
Wenn zum Beispiel sechs Firmen A bis F im Uhrzeigersinn am Kreis angeordnet 
sind und die Anbieter A und B fusionieren, ergeben sich – im Vergleich zum 
Gleichgewichtspreis p* vor der Fusion – folgende Gleichgewichtspreise: 
(97) 
* * 2
* * 2
* * 2
* 2
11
684
3
684
684
A B
C F
D E
tp p c dt
tp p c dt
tp p c dt
p c dt
= = + +
= = + +
= = + +
= +
 
wobei die Subskripte die jeweilige Firma bezeichnen.  
8.4 Asymmetrische Verteilung nicht eigenständiger Firmen 
Obwohl es Beiträge gibt, die entweder von einer asymmetrischen Verteilung der 
Firmen am Kreis ausgehen (Fik 1991), oder wo nicht alle Anbieter eigenständig 
über die Preise entscheiden (Levy und Reitzes 1992), gibt es meines Wissens 
keine Arbeiten, die sowohl eine nicht-symmetrische Verteilung der Anbieter als 
auch eine nicht eigenständigen Preissetzung der Firmen unterstellen. Daher wird, 
wie bereits erwähnt, das Kreismodell von Salop (1979) so weiterentwickelt, dass 
ein Zusammenhang zwischen den Gleichgewichtspreisen und der räumlichen 
Differenzierung bzw. der räumlichen Konzentration hergestellt werden kann. Wie 
im ursprüngliche Kreismodell gibt es N Firmen, die an einem kreisförmigen 
Markt mit einem Umfang der Länge eins verteilt sind. Alle Firmen haben die 
gleiche Kostenstruktur mit fixen Kosten F und konstanten Grenzkosten c. Die 
KonsumentInnen sind mit einer Dichte L gleichmäßig am Kreis verteilt. Unter der 
                                                 
65 Siehe Kapitel 4.1.2.1 für eine Definition von Nachbarschaft höherer Ordnung. 
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Annahme dass die Zahlungsbereitschaft s der KonsumentInnen groß genug ist, 
konsumiert jeder Konsument genau eine Einheit. Die Transportkosten t sind linear 
und müssen von den KonsumentInnen getragen werden. 
Anders als im Ausgangsmodell sind die Anbieter aber nicht gleichmäßig am Kreis 
verteilt66 und gehören zu unterschiedlichen Ketten. Die Preisentscheidung wird 
nicht durch die Firmen selbst, sondern durch die Ketten zentral bestimmt, wobei 
die Ketten die Preise simultan bestimmen. Preisdiskriminierung ist nicht möglich, 
d.h. alle Anbieter einer Kette verlangen den gleichen Preis. Eine weitere Unter-
scheidung ist, dass die KonsumentInnen für unterschiedliche Ketten verschieden 
Präferenzen – und somit unterschiedliche Zahlungsbereitschaften – haben können. 
Ein Ausschnitt des Kreises ist in Abbildung 9 dargestellt. 
Abbildung 9: Asymmetrisch verteilte, nicht eigenständige Firmen  
 
 
Der Aufbau des Modells ist so gestaltet, dass es eine Anzahl von 2H ≥  Ketten 
gibt, wobei die Ketten mit Elementen der Menge { }, ,...,H A B H=  bezeichnet 
werden. nh gibt an, wie viele direkt aufeinander folgende Anbieter zur gleichen 
Kette h H∈  gehören. nh ist die Größe der Cluster, die die Anbieter der Kette h 
                                                 
66 Die Verteilung der Firmen wird auch hier als exogen betrachtet. Es ist nicht das Ziel, eine 
asymmetrische Verteilung der Standorte zu erklären, sondern Zusammenhänge einer asymmetri-
schen Verteilung der Firmen und den Gleichgewichtspreisen zu untersuchen. Ähnlich argumentie-
ren auch Pinkse und Slade (1998 S. 136), die die Wahl des Standorts als vorgelagerte Entschei-
dung betrachten, und diese ebenfalls als gegeben annehmen. 
A3 B1 B2  A2  A1  
xA+ ,2
M
Ad  
K
Ad +  
,1
M
Bd  
( ) BAKAB pxdts −−− ++  AAA ptxs −− +  
,1
M
Ad  
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bilden, und misst die räumliche Konzentration dieser Kette. Es wird angenom-
men, dass alle H  Ketten so angeordnet sind, dass nach den nA Anbietern der 
Kette A die nB Firmen der Kette B, bis zu den Hn  Anbietern der Kette H  folgen. 
Diese Abfolge der H  Ketten, d.h. die Abfolge von 
H
h
h A
n
=
∑  Anbietern, wird als 
Sequenz bezeichnet. In Abbildung 9 ist eine Sequenz mit mit { },H A B= , nA = 3 
und nB = 2 dargestellt. Es wird angenommen, dass sich diese Sequenz an Ketten r 
Mal am Kreis wiederholt. Die gesamte Anzahl der Anbieter N wird durch 
H
h
h A
n r
=
⎛ ⎞⎜ ⎟⎝ ⎠∑  bestimmt, zur Kette h zählen am gesamten Kreis daher nhr Firmen. 
Der Abstand zwischen zwei Anbietern wird mit d (‚distance’) bezeichnet, das 
Superskript kennzeichnt, ob die beiden Anbieter zur gleichen Kette (M, wie 
‚Monopolmacht’) oder zu unterschiedlichen Ketten (K, wie ‚Konkurrenz’) 
gehören. Die Entfernung zwischen der i-ten und der ( )1i + -ten Firma der Kette h 
wird mit ,
M
h id  bezeichnet. Die durchschnittliche räumliche Differenzierung 
zwischen den Anbietern der Kette h ist 
1
,
1
1
hn
M
h i
M i
h
h
d
d
n
−
== −
∑
. Die Distanzen zwischen 
den Anbietern an den ‚Rändern’ einer Kette (den Firmen i = 1 und i = nh) und den 
Konkurrenten auf den beiden Seiten werden mit Khd −  und 
K
hd +  bezeichnet, die 
durchschnittliche räumliche Differenzierung der Kette h zu den Konkurrenten ist 
daher 
2
K K
K h h
h
d dd − ++= .67 
Das Marktgebiet (und dadurch die Nachfrage) der Kette h in einer Sequenz setzt 
sich aus drei Teilen zusammen: Einerseits wird die gesamte Nachfrage zwischen 
den Anbietern der gleichen Kette bedient, andererseits zählen auch Teile der 
Strecken zwischen den Firmen an den Rändern und den benachbarten Ketten h– 
und h+ zum Marktgebiet der Kette h. 
Wenn nun der Teil des Kreises berücksichtigt wird, der zwischen den beiden 
Ketten h und h+ liegt,68 so zieht eine Konsumentin, die in einer Entfernung von 
xh+ vom nächstgelegenen Anbieter der Kette h entfernt ist, aus dem Kauf einer 
                                                 
67 Die an die Kette h angrenzenden Ketten werden in weiterer Folge mit h– und h+ bezeichnet. 
68 Das Gleiche gilt analog für den Teil des Kreises zwischen den Ketten h und h–. 
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Einheit von dieser nächstgelegenen Firma der Kette h den Nutzen h h hs tx p+− − . 
Wenn diese Konsumentin bei dem nächstgelegenen Anbieter der Kette h+ eine 
Einheit kauft, zieht sie daraus einen Nutzen von ( )Kh h h hs t d x p+ + + +− − − . Jene 
Konsumentin ist zwischen den beiden Ketten indifferent, für die gilt:69 
(98) ( )Kh h h h h h hs tx p s t d x p+ + + + +− − = − − −  
Diese Konsumentin befindet sich in einer Entfernung von *hx +  von dem Anbieter 
der Kette h und in einer Entfernung von *Kh hd x+ +−  von dem Anbieter der Kette h+: 
(99) 
*
*
2
2
K
h h h h h
h
K
K h h h h h
h h
s s p p tdx
t
s s p p tdd x
t
+ + +
+
+ + +
+ +
− − + +=
− + + − +− =
 
Die Nachfrage der Kette h am gesamten Kreis, Qh, setzt sich aus dem Marktgebiet 
einer Sequenz, aus der Anzahl der Sequenzen r und der Dichte der 
KonsumentInnen L zusammen: 
(100)
 
( )
( )
*
Marktgebiet zwischen den
Marktgebiet zwischen den Marktgebiet zwischen den Anbietern der Kette 
Ketten  und  Ketten  und 
1
2 2
h
K K
Mh h h h h h h h h h
h h h
h
h h x h h
s s p p td s s p p tdQ n d
t t
−
− − − + + +
− =
− − + + − − + += + − +1424314444 44443
( )* 
Marktgebiet der Kette  innerhalb einer Sequenz
hx
h
rL
++ =
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
14444 44443
144444444444442444444444444443
 
Der Gewinn für die Kette h ist daher: 
(101) ( ) ( )( )* *1 Mh h h h h h hp c x n d x Lr Fn rπ − += − + − + −  
Um die Reaktionsfunktion der Kette h zu bestimmen, muss die Bedingung erster 
Ordnung 0h
hp
π⎛ ⎞∂ =⎜ ⎟∂⎝ ⎠  nach ph aufgelöst werden: 
                                                 
69 Hier wird unterstellt, dass der Preis der Kette h, ph, klein genug ist, dass gilt 
K
h h h h hp p td s s+ + +< + + − . Dadurch wird sichergestellt, dass jeder Anbieter eine strikt positive 
Menge absetzt und es werden Unstetigkeiten in der Nachfrage der Ketten ausgeschlossen. 
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(102) ( ) ( ) ( ) ( )1 1 1 1 1 11
2 4 4 4 2 2
M K
h h h h h h h h h hp c p p s s s s n td td− + − += + + + − + − + − +  
Um Gleichgewichtspreise für alle Ketten berechnen zu können, muss die Anzahl 
der Ketten H  festgelegt werden. Für 2H =  vereinfachen sich die 
Gleichgewichtspreise zu:70  
(103) 
( ) ( )
( ) ( )
1 1 1 1 11
2 2 2 2 2
1 1 1 1 11
2 2 2 2 2
M K
A B A B A A
M K
B A B A B B
p c p s s n td td
p c p s s n td td
= + + − + − +
= + + − + − +
 
Die Gleichgewichtspreis *Ap  und 
*
Bp  sind daher: 
(104) 
( ) ( ) ( )
( ) ( ) ( )
*
*
1 2 11 1
3 3 3
1 2 11 1
3 3 3
M M K
A A B A A B B
M M K
B B A B B A A
p c s s n td n td td
p c s s n td n td td
= + − + − + − +
= + − + − + − +
 
Es liegt keine räumliche Konzentration vor, wenn nA = 1 und nB = 1. Wenn immer 
auf eine Firma der Kette A ein Anbieter der Kette B folgt, vereinfachen sich die 
Gleichgewichtspreise zu: 
(105) 
( )
( )
*
*
1
3
1
3
K
A A B
K
B B A
p c s s td
p c s s td
= + − +
= + − +
 
Wenn die KonsumentInnen keine unterschiedlichen Präferenzen für die Güter der 
beiden Ketten haben (sA = sB) und die Anbieter symmetrisch am Kreis verteilt 
sind, erhält man die selben Gleichgewichtspreise wie in Kapitel 8.1: 
(92) *p c td= +  
Zwei Punkte sind hier besonders erwähnenswert: Erstens wird deutlich, dass das 
Kreismodells von Salop (1979) als Spezialfall in dem allgemeineren Modell ent-
halten ist. Zweitens wird gezeigt, dass der aggregierte Marktanteil bei lokalem 
Wettbewerb ein schlechtes Maß für die Messung der Marktmacht ist: Bei ledig-
                                                 
70 Wenn { },H A B= , dann konkurriert die Kette A an beiden Seiten mit der Kette B (und umge-
kehrt), und es gilt A A Bp p p− += =  , A A Bs s s− += =  und K K KA Bd d d= = , wodurch sich die Reakti-
onsfunktion in Gleichung (102) entsprechend vereinfacht. 
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lich zwei Ketten mit jeweils 
2
N   Firmen unterscheidet sich das Ergebnis nicht von 
N unabhängigen Anbietern, solange die Anbieter der beiden Ketten nicht räumlich 
konzentriert sind. 
Die Gleichgewichtspreise ph aus Gleichung (104) nähern sich den Grenzkosten c 
an, wenn die räumliche Differenzierung sehr gering wird ( 0d → ) oder wenn die 
Transportkosten sehr klein werden ( 0t → ). Falls es in einem Markt räumliche 
Differenzierung und strikt positive Transportkosten gibt, lassen sich folgende 
Zusammenhänge zwischen den Gleichgewichtspreisen und der räumlichen Diffe-
renzierung bzw. der räumlichen Konzentration ableiten:71 
(106) 
( )
*
*
*
*
0
2 1 0 für 1
3
2 0
3
1 0
3
A
K
A
A AM
A
MA
A
A
MA
B
B
p t
d
p n t n
d
p td
n
p td
n
∂ = >∂
∂ = − > >∂
∂ = >∂
∂ = >∂
 
Die Gleichgewichtspreise einer Kette A hängen positiv mit der räumlichen Diffe-
renzierung zu den Konkurrenten Kd , mit der räumlichen Differenzierung zu den 
Tankstellen der gleichen Kette MAd , mit der räumlichen Konzentration der Kette 
selbst nA, sowie mit der räumlichen Konzentration der benachbarten Kette nB 
zusammen. Der Zusammenhang zwischen den Preisen und anderen im Modell 
verwendeten Variablen ist wie folgt: 
                                                 
71 Die abgeleiteten Zusammenhänge gelten analog für pB. 
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(107) 
( ) ( )
*
*
*
*
*
1 0
3
2 11 1 0
3 3
0
1 0
0
A
A
M M KA
A A B B
A
A
A
p
s
p n d n d d
t
p
L
p
c
p
F
∂ = >∂
∂ = − + − + >∂
∂ =∂
∂ = >∂
∂ =∂
 
Eine größere Präferenz für eine Kette sowie höhere Transportkosten führen zu 
höheren Preisen. Ein Anstieg der Grenzkosten wird in vollem Umfang auf die 
Preise aufgeschlagen, während fixe Kosten und die Dichte der KonsumentInnen 
keinen Einfluss auf die Preise haben. Die (vielleicht überraschende) Schlussfolge-
rung aus dem Modell, dass die Gleichgewichtspreise nicht von der Bevölkerungs-
dichte abhängen und dass ein Anstieg der Grenzkosten vollständig von den Kon-
sumentInnen getragen wird, liegt darin begründet, dass die Nachfrage eines ein-
zelnen Konsumenten völlig unelastisch ist. 
Das folgende Kapitel 9 beschäftigt sich ausführlich damit, wie die Variablen der 
räumlichen Differenzierung und der räumlichen Konzentration gebildet werden. 
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9 Spezifikation des Modells und Datengrundlage 
Dieses Kapitel beschäftigt sich mit der empirischen Umsetzung des theoretischen 
Modells. Zuerst wird die Schätzgleichung spezifiziert, im Anschluss werden die 
Variablen, die im theoretischen Modell verwendet werden, für den empirischen 
Teil adaptiert. Es folgt eine Beschreibung der Daten und deskriptive Statistiken 
aller verwendeten Variablen. Am Ende dieses Kapitels werden die Veränderungen 
der Eigentümerstruktur und der Markenpolitik thematisiert und beschrieben, wie 
diese Veränderungen in den Variablen abgebildet werden. 
9.1 Die Schätzgleichung 
Für die Überprüfung der in Kapitel 8.4 abgeleiteten Zusammenhänge wird ein 
Paneldatensatz verwendet, der aus N = 2.814 Tankstellen über T = 18 Zeitperio-
den besteht (siehe Kapitel 9.3 für eine genauere Beschreibung der verwendeten 
Daten). Es handelt sich bei dem Datensatz um ein typisches ‚Mikropanel’ 
(‚Querschnittspanel’) mit großem N und kleinem T. Je nach Periode liegen bei 
595 bis 1.370 Beobachtungen Informationen zu den Preisen vor. Beobachtungen 
einer Zeitperiode, bei denen die Preisinformation fehlt, werden als ‚unvollständige 
Beobachtungen’ bezeichnet. Bei dem verwendeten Datensatz handelt es sich da-
her um ein unausgeglichenes Panel. 
In der ökonometrischen Schätzung werden Individual- und Zeiteffekte als zufälli-
ge Individualeffekte und als fixe Zeiteffekte modelliert. Die Gründe dafür sind 
vielfältig: Der Verlust an Freiheitsgraden durch die Modellierung der Zeiteffekte 
als fixe Parameter ist mit (T – 1) sehr gering und es ist fraglich, ob die charakteris-
tischen Eigenschaften dieser geringen Anzahl an Zeitperioden als ‚zufällig’ ange-
sehen werden können.72 Umgekehrt verhält es sich bei den Individualeffekten: 
Durch die große Zahl an Tankstellen ist die Annahme der Zufälligkeit berechtigt, 
während ein großer Verlust an Freiheitsgraden, der die Modellierung von fixen 
Individualeffekten bedingen würde, vermieden werden kann. Ein weiterer, für 
diese Arbeit wichtiger Vorteil der zufälligen Individualeffekte besteht darin, dass 
auch die Koeffizienten der zeitinvarianten exogenen Variablen geschätzt werden 
                                                 
72 Ein weiterer Nachteil von zufälligen Zeiteffekten gegenüber fixen Zeiteffekten liegt darin, dass 
die konzentrierte Log-Likelihood-Funktion bei zufälligen Zeiteffekten von einer zusätzlichen 
Variable abhängt. Dadurch wird die Optimierung der Log-Likelihood-Funktion noch aufwendiger 
(siehe Kapitel 10.5). 
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können. Bei fixen Individualeffekten müssten die zeitinvarianten exogenen Vari-
ablen auf Grund von Multikollinearität aus der Schätzgleichung eliminiert wer-
den. Die zufälligen Individualeffekte und der restliche Störterm werden so model-
liert, dass sie einem räumlich-autoregressiven Prozess folgen. Die genaue Form 
der Modellierung wird in Kapitel 10 ausführlich beschrieben. 
Während die Modellierung der fixen Zeiteffekte jedenfalls unproblematisch ist, 
bedarf die Modellierung der Individualeffekte als zufällige Individualeffekte ge-
nauerer Ausführungen, da diese Modellierung nicht durch statistische Tests be-
gründet werden kann. Wie oben beschrieben erscheint die gewählte Modellierung, 
die in weiterer Folge als Random-Effects- (RE-) Modell bezeichnet wird, als plau-
sibel und im Vergleich zum Fixed-Effects- (FE-) Modell als vorteilhaft (siehe 
auch Baltagi 2005 S. 14 f. und Kunst 2006 S. 10 für eine ähnliche Argumentati-
on). Im RE-Modell wird angenommen, dass der Störterm von den exogenen Vari-
ablen unabhängig ist (Baltagi 2005 S. 14). Diese Annahme ist an sich nichts Un-
gewöhnliches und findet sich etwa auch bei der Kleinstquadratschätzung (Hackl 
2005 S. 64) oder im FE-Modell. Im Unterschied zum FE-Modell beinhaltet der 
Störterm im RE-Modell – neben einem restlichen Störterm – auch die zufälligen 
Individualeffekte. Falls diese Individualeffekte mit den exogenen Variablen korre-
liert sind, dann sind die Parameter des RE-Schätzers verzerrt (siehe Kennedy 2003 
S. 305 ff. für eine intuitive Erklärung). 
Der Hausmann-Test ist ein in der empirischen Literatur häufig verwendeter Test, 
um die Unabhängigkeit zwischen den zufälligen Individualeffekte und den exoge-
nen Variablen zu überprüfen (siehe Kunst 2005 S. 4 f. für einen intuitive und 
Baltagi 2005 S. 66 ff. für einen formalere Beschreibung des Tests). Die Idee des 
Hausmann-Tests basiert darauf, dass der Schätzer des FE-Modells mit den Para-
metern des RE-Modells verglichen wird. Während der FE-Schätzer unverzerrt, 
aber ineffizient ist, ist der RE-Schätzer zwar immer effizient, aber nur dann un-
verzerrt und konsistent, wenn zufällige Individualeffekte und exogene Variablen 
unkorreliert sind. Die meisten der in der vorliegenden Arbeit verwendeten Variab-
len weisen aber keine Variation über die Zeit auf. Aufgrund von Multikollinearität 
können die Parameter dieser Variablen im FE-Modell nicht geschätzt werden, die 
Variablen ohne zeitliche Variation können in der Schätzung daher nicht berück-
sichtigt werden. Wenn die exogenen Variablen, die über die Zeit variieren, nicht 
vollkommen unkorreliert mit den zeitinvarianten Variablen sind, dann unterschei-
den sich die Schätzer zwischen FE- und RE-Modell schon allein deshalb, weil im 
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FE-Modell viele Variable nicht berücksichtigt werden können. Es ist daher nicht 
möglich, etwaige Unterschiede zwischen den Parametern des FE- und des RE-
Modells der entweder geringeren Anzahl der Regressoren oder dem (möglicher-
weise) verzerrten Schätzern des RE-Modells zuzuordnen. Eine Begründung auf 
Basis des Hausman-Tests ist daher nicht möglich. 
Der Paneldatensatz kann entweder zuerst nach den Individuen (bzw. in diesem 
Fall Tankstellen) oder zuerst nach der Zeit sortiert werden. Im ersten Fall werden 
unter die T Beobachtungen der ersten Tankstelle die T Beobachtungen der zweiten 
Tankstelle usw. gereiht, d.h. der Zeitindex ist der ‚schnelle’, und der Index über 
die Individuen der ‚langsame’ Index. Im zweiten Fall werden unter die N Beo-
bachtungen der ersten Periode die N Beobachtungen der zweiten Periode usw. 
gesteckt. 
Wenn Matrizen als Kronecker-Produkte anderer Matrizen dargestellt werden ist es 
notwendig zu wissen, wie die Daten sortiert sind. Während es in der Panelliteratur 
üblich ist, dass zuerst nach Individuen sortiert wird (siehe z.B. Baltagi 2005 S.11), 
ist es hier zweckmäßiger, zuerst nach der Zeit zu sortieren. Der Grund hierfür 
liegt darin, dass es räumliche Abhängigkeiten ausschließlich zwischen Beobach-
tungen der gleichen Zeitperiode gibt. Eine Matrix der Dimension NT mal NT, 
welche die räumliche Struktur abbildet, ist daher in jedem Fall blockdiagonal, was 
die Darstellung erheblich erleichtert. Für die Ergebnisse der Schätzung ist die 
Frage, wie die Daten gereiht werden, freilich unerheblich. 
Um die in den Gleichungen (106) und (107) abgeleiteten Zusammenhänge zu 
überprüfen, wird die Schätzgleichung wie folgt angeschrieben:73 
(108) ti ti i t tip uβ γ ϕ= + + +X Y Z%% % %% %  
Die Darstellung in Matrixnotation sieht wie folgt aus: 
(109) β γ ϕ= + + +p X Y Z u%% % %% %  
p ist der Vektor der Preise als abhängige Variable und ist von der Dimension NT 
mal 1. X%  ist die Matrix der Beobachtungen der unabhängigen Variablen, wobei 
auch die Konstante in der Matrix X%  enthalten ist, und ist von der Dimension NT 
                                                 
73 Bei zwei Subskripts zeigt das erste an, ob zuerst nach Individuen, oder – wie in dem Fall – 
zuerst nach der Zeit sortiert ist. 
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mal k1. Alle Variablen außer der Konstanten, die in X%  enthalten sind, variieren 
über die Zeit und über die Individuen. Y%  ist die Matrix der Beobachtungen der 
unabhängigen Variablen, die über die Beobachtungen, nicht aber über die Zeit 
variieren. Die Größe dieser Matrix ist NT mal k2. β%  und γ%  sind die dazu gehöri-
gen Regressionskoeffizienten der Dimension k1 mal 1 bzw. k2 mal 1. 
In den Matrizen X%  und Y%  sind Variablen enthalten, die als Indikatoren für die 
räumliche Differenzierung, die räumliche Konzentration oder für Unterschiede in 
den Transportkosten angesehen werden. Zusätzlich dazu finden sich in diesen 
Matrizen unterschiedliche tankstellenspezifische Eigenschaften (wie die Marke 
der Tankstelle oder Zusatzangebote) oder regionale Charakteristika. 
Die Matrix Z%  ist von der Dimension N mal (T – 1) und bildet die fixen Zeiteffek-
te ab, wobei die letzte Periode die Referenzkategorie darstellt. Die Einträge der 
Matrix Z%  sind: 
(110) ,
1 wenn ,  für alle 1 
0 wenn ,  für alle 1 ti s
t s t T
z
t s t T
= ≤ −⎧= ⎨ ≠ ≤ −⎩
%  
ϕ%  ist der dazu gehörige (T – 1) mal 1 Vektor der Regressionskoeffizienten. u ist 
der Vektor der Residuen von der Dimension NT mal 1. In dem Vektor der Residu-
en werden die zufälligen Individualeffekte berücksichtigt, und die Residuen fol-
gen einem räumlich-autoregressiven Prozess. Eine ausführliche Darstellung zu der 
Modellierung der Residuen findet sich in Kapitel 10. 
Um die Notation zu vereinfachen, werden alle exogenen Variablen in der Matrix 
X zusammengefasst: 
(111) 
TT T T   mit   , ,    und   , ,β β β γ ϕ⎡ ⎤⎡ ⎤= + = =⎣ ⎦ ⎣ ⎦p X u X X Y Z %% % % % %   
X besteht aus k = k1 + k2 + (T – 1) Spalten und der dazugehörige Vektor der Reg-
ressionskoeffizienten β ist von der Dimension k mal 1. Da nur zu etwa 37 Prozent 
aller Beobachtungen Informationen zu den Preisen vorliegen, reduziert sich die 
gesamte Anzahl der Beobachtungen in der Stichprobe von NT = 50.652 auf nO = 
18.708 vollständige Beobachtungen, wobei das Subskript O Beobachtungen mit 
vorhandenen (‚observed’) Preisdaten anzeigt. Die Schätzgleichung für die voll-
ständigen Beobachtungen reduziert sich folgendermaßen auf: 
(112) O O Oβ= +p X u  
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Die Dimension der Vektoren pO und uO ist nO mal 1, die Dimension von XO ist nO 
mal k, während die Dimension des Vektors der Regressionskoeffizienten β mit k 
mal 1 unverändert bleibt. 
Obwohl die unvollständigen Beobachtungen nicht in die Schätzgleichung einge-
hen, werden diese in der Modellierung des autoregressiven Prozesses in den Resi-
duen berücksichtigt. Für eine ausführliche Diskussion zu diesem Thema sei auf 
das Kapitel 10 verwiesen. In diesem Kapitel werden in weiterer Folge die Variab-
len und die für die Schätzung verwendeten Daten ausführlicher beschrieben. 
9.2 Spezifikation der räumlichen Variablen 
In diesem Kapitel wird genau beschrieben, wie die für die Beantwortung der Fra-
gestellungen wichtigsten Variablen (räumliche Differenzierung und räumliche 
Konzentration) gebildet werden. Davor werden die lokalen Märkte räumlich ab-
gegrenzt und spezifiziert, welche Tankstellen miteinander direkt konkurrieren, da 
diese räumliche Marktabgrenzung für die Berechnung der räumlichen Differenzie-
rung und der räumlichen Konzentration von zentraler Bedeutung ist. 
9.2.1 Räumliche Marktabgrenzung 
Bei der räumlichen Marktabgrenzung und der Bestimmung der direkten Konkur-
renten (‚Nachbarn’) besteht die Herausforderung, das (eindimensionale) Kreismo-
dell auf die (zweidimensionale) Ebene umzulegen. Das Marktgebiet einer Tank-
stelle hängt im Kreismodell zwar von den Preisen der Tankstelle und deren beiden 
Nachbarn ab, in jedem Fall grenzt das Marktgebiet dieser Tankstelle aber an die 
Marktgebiete der beiden Nachbarn, wodurch jede Beobachtung mit der nächstge-
legenen Tankstelle in beiden Richtungen konkurriert. Wenn alle Tankstellen am 
Markt den gleichen Preis verlangen, umfasst das Marktgebiet dieser Tankstelle 
jeweils die halbe Strecke zu den beiden Nachbarn. 
Bei der empirischen Umsetzung wird im Wesentlichen einer Arbeit von Fik 
(1991) gefolgt, der ebenfalls Schlussfolgerungen aus einem Kreismodell empi-
risch testet. Die Marktabgrenzung erfolgt mittels einer Kombination aus Thiessen-
Polygonen (siehe dazu Kapitel 4.1.2.1) und kritischer Entfernung. Thiessen-
Polygone teilen den gesamten Markt in Submärkte, die die Marktgebiete der ein-
zelnen Beobachtungen darstellen. Für alle Punkte in einem Submarkt, der von 
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einer Tankstelle aufgespannt wird, ist diese Tankstelle die nächstgelegene Beo-
bachtung. Als zusätzliches Merkmal der räumlichen Marktabgrenzung wird eine 
kritische Entfernung von 30 Straßenkilometer festgelegt. Zwei Tankstellen sind 
daher direkte Konkurrenten, wenn ihre beiden Marktgebiete aneinander grenzen 
und die Entfernung zwischen den beiden Tankstellen nicht größer als 30 Straßen-
kilometer ist. Eine Marktabgrenzung durch die Konstruktion von Thiessen-
Polygonen findet sich (unter mehreren unterschiedlichen Modellen) auch in Pink-
se et al. (2002 S. 1133 f.) oder in Kalnins (2003 S. 600 ff.). 
Die Marktabgrenzung durch die Konstruktion von Thiessen-Polygonen wird ge-
wählt, um die Divergenz zwischen dem zugrunde liegenden theoretischen Modell 
(siehe Kapitel 8.4) und der empirischen Umsetzung möglichst gering zu halten: 
Wie im theoretischen Modell konkurriert jede Tankstelle mit den nächstgelegenen 
Tankstellen in alle Richtungen, die Anzahl der nächstgelegenen Tankstellen ist 
allerdings größer als zwei. Es gibt wie im theoretischen Modell scharfe Mark-
grenzen und nicht sich überlappende lokale Märkte.  
Ein weiterer Vorteil dieser Form der Marktabgrenzung besteht darin, dass Unter-
schiede in der Tankstellendichte in der Konstruktion von Marktgrenzen und 
Marktgebieten berücksichtigt werden, was durch die alleinige Festlegung einer 
kritischen Entfernung nicht der Fall wäre (Kalnins 2003 S. 600). Das Zusatzkrite-
rium einer kritischen Entfernung wird deshalb verwendet, weil ab einer gewissen 
Entfernung zwischen zwei Tankstellen, die Thiessen-Nachbarn sind, die Wahr-
scheinlichkeit sehr groß ist, dass eine tatsächliche Konkurrenzsituation zwischen 
den beiden Beobachtungen durch natürliche Gegebenheiten (etwa Gebirgszüge 
oder Flüsse) verhindert wird. Die Wahl einer kritischen Entfernung von genau 30 
Kilometer ist allerdings etwas willkürlich. Da die Schätzergebnisse aber sehr 
robust gegenüber Änderungen der kritischen Entfernung sind, wird auf eine Dar-
stellung der Ergebnisse mit anderen kritischen Entfernungen verzichtet. 
Diese Marktabgrenzung spiegelt sich auch in der räumlichen Gewichtungsmatrix 
W wider, die zur Modellierung des räumlich-autoregressiven Prozesses in den 
Residuen (siehe Kapitel 10) verwendet wird. Der i,j-te Eintrag der Gewichtungs-
matrix ist genau dann von null verschieden, wenn die Marktgebiete der Beobach-
tungen i und j aneinander angrenzen und die kritische Entfernung nicht mehr als 
30 Kilometer beträgt (d.h. wenn die beiden Beobachtungen Nachbarn sind). Die 
Einträge sind mit dem Kehrwert der Entfernung gewichtet und die Matrix ist rei-
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henstandardisiert. Der i,j-te Eintrag der Matrix W, wij, ist daher wie folgt defi-
niert: 
(113)
 
1
wenn die Thiessen-Polygone von  und  aneinander grenzen und 30 Kilometer 
0 sonst                                                                                                    
ij
ijN
ijij
j
d
i j d
dw
=
≤
= ∑
                          
⎧⎪⎪⎨⎪⎪⎩
 
wobei dij die Entfernung der Tankstellen i und j in Straßenkilometer darstellt. Eine 
ausführlichere Beschreibung von dij findet sich im folgenden Kapitel 9.2.2. 
9.2.2 Räumliche Differenzierung 
Die räumliche Differenzierung, RD, wird als durchschnittliche Entfernung zu den 
Nachbarn modelliert und entspricht der Variablen d  des theoretischen Modells 
(siehe Kapitel 8.4). Während bei der Berechnung der räumlichen Differenzierung 
in einigen Spezifikationen des Modells74 zwischen Tankstellen der gleichen Mar-
ke (RDM, entspricht Md ) und Tankstellen unterschiedlicher Marke (RDK, ent-
spricht Kd ) unterschieden wird, wird in anderen Spezifikationen nur die durch-
schnittliche Entfernung zu allen Nachbarn berücksichtigt (RD).75 Es werden die 
gleichen Nachbarschaftskriterien wie in Kapitel 9.2.1 verwendet: Zwei Tankstel-
len sind Nachbarn, wenn die von ihnen aufgespannten Thiessen-Polygone anein-
ander grenzen und die beiden Tankstellen nicht weiter als 30 Straßenkilometer 
voneinander entfernt sind. 
Die Entfernung zwischen benachbarten Anbietern wurde ermittelt, indem die 
Tankstellen – deren geographische Lage durch Koordinaten gegeben ist – mit dem 
Programm ‚ArcGIS 9’ auf eine österreichische Karte projiziert wurden. Mit dem 
Programm ‚WIGeoNetwork’ (Version 3.0), einer Erweiterung für ‚ArcGIS 9’, 
wurden die Beobachtungen am Straßennetz verortet und die Entfernung zwischen 
                                                 
74 Siehe Kapitel 11 für die unterschiedlichen Modellspezifikationen. 
75 Da über 70 Prozent aller Tankstellen keinen Nachbar von der gleichen Marke haben (siehe 
Kapitel 9.3), nimmt diese Variable häufig den Wer null an. Ein kleiner Wert der Variable RDM 
kann daher bedeuten, dass die Entfernung zu Nachbarn der gleichen Marke sehr klein ist, oder 
dass es gar keine Nachbarn der gleichen Marke gibt. Daher wird in drei von sechs Modellspezifi-
kationen nur eine Maßzahl für die räumliche Differenzierung berücksichtigt. 
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den Nachbarschaftspaaren berechnet, wobei bei der Optimierung und der Berech-
nung der Entfernung Verkehrsregeln wie Einbahnstraßen oder Abbiegeverbote 
berücksichtigt werden.76 Die Entfernung zwischen zwei Beobachtungen ist (auf-
grund der Verkehrsregeln) nicht zwingend reziprok, die Entfernung dij bedeutet 
daher die Entfernung von der Beobachtung i zur Beobachtung j.77 
Die räumliche Differenzierung für die Tankstelle i wird wie folgt berechnet: 
(114) 
wenn 1          
0  sonst             
          
M
K i
i
i
ijij
j Nachbar Mj NachbarK M iMi iK
ii
ij
j Nachbar
i
i
dd
aRD RD aa
d
RD
a
∈∈
∈
⎧⎪⎪ ≥= = ⎨⎪⎪⎩
=
∑∑
∑
 
Es werden zur Berechnung der räumlichen Differenzierung die Entfernungen zu 
all jenen Tankstellen berücksichtigt, die Nachbar und von einer andere anderen 
Marke als i ( KiNachbar ), Nachbar und von der gleichen Marke wie i 
( MiNachbar ), bzw. Nachbar (Nachbari) von Beobachtung i sind. Die Summe der 
Entfernungen wird durch die Anzahl der Nachbarn von einer anderen Marke 
( Kia ), von der gleichen Marke (
M
ia ), bzw. durch die gesamte Anzahl der Nach-
barn ( K Mi i ia a a= + ) geteilt. Jede Tankstelle hat zumindest einen Nachbarn von 
einer anderen Marke, sollte eine Beobachtung aber keinen Nachbar, von der glei-
chen Marke haben, nimmt die Variable RDM den Wert null an. 
9.2.3 Räumliche Konzentration 
Im theoretischen Modell aus Kapitel 8.4 wurde die Clustergröße einer Kette (in 
einer Sequenz) bestimmt, indem die nachfolgenden Tankstellen, die zu dieser 
Kette gehören, abgezählt wurden. In der empirischen Spezifikation der räumli-
chen Konzentration (RK) werden zwei Tankstellen zum selben Cluster gezählt, 
wenn sie zur gleichen Kette gehören und die Thiessen-Polygone der beiden Tank-
                                                 
76 Ausführlichere Information zu diesem Programm finden sich im Benutzerhandbuch (Natter 
2006; WIGeoGIS 2006). 
77 Die Geodaten ArcData Austria und die Software WIGeoNetwork (beide WIGeoGIS GmbH 
Wien) sind für das Institut für Wirtschaftsgeographie und Geoinformatik WU Wien lizensiert, 
ArcGIS ist als Campus Software Lizenz der WU Wien verfügbar. 
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stellen aneinander grenzen.78 Die Bestimmung der Clustergröße und der räumli-
chen Konzentration der Kette, der die Tankstelle angehört (RKM, entspricht nA für 
die Kette A) bzw. die räumliche Konzentration der Konkurrenten (RKK, entspricht 
nB für die Kette A) wird in Abbildung 10 illustriert: 
Abbildung 10: Thiessen-Polygone, Clustergröße und räumliche Konzentration 
 
 
In dieser vereinfachten Darstellung gibt es nur drei unterschiedliche Ketten (A, B 
und C) sowie Diskonttankstellen (D). Wenn zwei Tankstellen zum gleichen 
Cluster gehören, sind die Marktgrenzen durch eine strichlierte Linie dargestellt, 
ansonsten durch eine durchgezogene Linie. Zwei angrenzende Diskonttankstellen 
werden nicht zur gleichen Kette gezählt, da unterstellt wird, dass unabhängige 
Diskonttankstellen ihre Preisgestaltung untereinander nicht koordinieren. Die 
Clustergröße von Diskonttankstellen ist daher immer gleich 1. 
                                                 
78 Hier wird das (oben verwendete) zusätzliche Nachbarschaftskriterium von 30ijd ≤ Kilometer 
nicht verwendet, da sonst Reziprozität in der Nachbarschaftsbeziehung nicht zwingend gewähr-
leistet ist. Es wäre in dem Fall fehlender Reziprozität unklar, ob zwei Tankstellen i und j der 
gleichen Marke zum gleichen Cluster zu zählen wären, wenn i Nachbar von j, aber j nicht Nachbar 
von i wäre. 
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Die Clustergröße der Tankstelle der Marke B, die durch ein fett gedrucktes B 
gekennzeichnet ist, beträgt 2, weil zwei Thiessen-Polygone der Marke B aneinan-
der grenzen. Die räumliche Konzentration der Kette, der die Tankstelle angehört 
(RKM), ist daher 2. An diese Tankstelle grenzen vier weiter Cluster an: Links ein 
Cluster der Marke A mit der Größe 2, unten ein Cluster der Marke C mit der Grö-
ße 3, und zwei Diskonttankstellen mit einer Clustergröße von jeweils 1. Die 
durchschnittliche Clustergröße der Konkurrenten (RKK) beträgt für diese Tankstel-
le daher 74 . 
Die Programmierung und die Berechnung der Clustergröße wird in Appendix A 
ausführlicher erklärt. 
9.3 Datengrundlage 
Die in diesem Abschnitt verwendeten Daten stammen aus vier unterschiedlichen 
Quellen: Informationen über die Preise wurden von der Arbeiterkammer zur Ver-
fügung gestellt. Daten über tankstellenspezifische Charakteristika und geographi-
sche Informationen (Koordinaten) der Tankstellen stammen von der Firma Cata-
list und wurden im August 2003 erhoben. Diese Daten wurden durch regionale 
Informationen der Statistik Austria (aus unterschiedlichen Erhebungen) und der 
Wirtschaftskammer ergänzt. 
Die in diesem Abschnitt verwendeten Preisdaten wurden von der Arbeiterkammer 
vierteljährlich zwischen Dezember 2000 und März 2005 erhoben. In diesen T = 18 
Zeitperioden schwankt der Umfang der Stichprobe zwischen 595 und 1.370 Beo-
bachtungen pro Zeitperiode (von insgesamt N = 2.814 Tankstellen). Es stehen in 
Summe nO = 18.708 von insgesamt NT = 50.652 möglichen Beobachtungen zur 
Verfügung. Zu 1.639 Tankstellen liegt zumindest eine Preisinformation vor. Da 
für verschiedene Modellspezifikationen unterschiedliche Teile der Stichprobe 
verwendet werden, finden sich deskriptive Statistiken der endogenen Variablen 
erst in Kapitel 11.4. 
Die exogenen Variablen werden in drei unterschiedliche Kategorien eingeteilt: 
Unter ‚räumlichen Charakteristika’ sind die Variablen der räumlichen Differenzie-
rung und der räumlichen Konzentration zusammengefasst. Diese in Kapitel 9.2 
spezifizierten Variablen sind die wichtigsten und für die Beantwortung der Frage-
stellung notwendigen Variablen. ‚Lokale und regionale Charakteristika’ bilden 
Eigenschaften der Umgebung ab, in der eine Tankstelle verortet ist. Die ‚Tank-
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stellencharakteristika’ fassen unterschiedliche Eigenschaften der einzelnen Tank-
stellen zusammen, wie z.B. Zusatzleistungen (Waschanlage oder Tankstellen-
shop). Die in den letzten beiden Kategorien zusammengefassten Variablen sind in 
der empirischen Literatur häufig verwendete Kontrollvariablen. Zusätzlich zu den 
hier beschriebenen Variablen wird für unterschiedliche Marken sowie (wie im 
ersten Abschnitt) für fehlende Werte durch Dummy-Variable kontrolliert. Da 
einige Variablen keine Variation über die Zeit aufweisen, werden in diesen Fällen 
deskriptive Statistiken nicht nur für das (unausgeglichene) Panel, sondern auch für 
den (vollständigen) Querschnitt ausgewiesen. 
Deskriptive Statistiken zu den räumlichen Charakteristika finden sich in Tabelle 
17. Die einzige zeitliche Variation in diesen Daten während des Beobachtungs-
zeitraumes entsteht durch die Übernahme von Aral durch BP Ende 2002 (siehe 
Kapitel 9.4.1). Es werden daher zu jeder Variable neben der deskriptiven Statistik 
des Panels je eine deskriptive Statistik für den Querschnitt vor, und eine ab 2003 
ausgewiesen. Die ‚räumliche Differenzierung zu allen Ketten’ ändert sich durch 
die erwähnte Übernahme nicht, daher ist nur eine deskriptive Statistik des Quer-
schnitts angegeben. 
Tabelle 17: Deskriptive Statistik der räumlichen Charakteristika 
            
Variable Anzahl der  Beobachtungen Durchschnitt
Standard-
abweichung Minimum Maximum
18.708 5,59 4,42      0,04 29,94 
2.8141) 6,54 4,64      0,20 29,94 Räumliche Differenzierung zu anderen Ketten, in km (RDK) 
2.8142) 6,52 4,63      0,04 29,94 
18.708 2,45 5,00 0 29,83 
5.2233) 7,30  6,38       0,03      29,83 
2.8141) 2,51 5,04 0 29,88 
Räumliche Differenzierung 
der gleichen Kette, in km (RDM
2.8142) 2,74 5,20 0 29,88 
18.708 5,67 4,35      0,23 25,38 Räumliche Differenzierung 
allen Ketten, in km (RD) 2.814 6,59 4,57      0,23 26,93 
18.708 1,76 1,00 1 15 
2.8141) 1,67 0,88 1 15 Räumliche Konzentration der Konkurrenten (RKK) 
2.8142) 1,83 1,07 1 15 
18.708 2,10 2,37 1 16 
2.8141) 1,97 2,07 1 15 Räumliche Konzentration der gleichen Kette (RKM) 
2.8142) 2,22 2,56 1 16 
1) vor 2003 (t = 1, …, 9) 
2) ab 2003 (t = 10, …, 18) 
3) nur jene Beobachtungen, bei denen zumindest ein Nachbarn von der gleichen Marke ist 
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Die räumliche Differenzierung ist zwischen Tankstellen der gleichen Marke für 
die gesamte Stichprobe deutlich geringer als die räumliche Differenzierung zu 
Tankstellen der anderen Marken. Dies ergibt sich allerdings daraus, dass sich 
unter den Nachbarn von weniger als 30 Prozent aller Beobachtungen zumindest 
eine Tankstelle der gleichen Marke befindet. Wenn keiner der Nachbarn zur glei-
chen Kette gehört, hat RDM den Wert null. Werden nur jene Tankstellen mit zu-
mindest einem Nachbar der gleichen Marke berücksichtigt, ist die räumliche Dif-
ferenzierung zwischen diesen Nachbarn mit durchschnittlich 7,30 km größer als 
die räumliche Differenzierung zu Nachbarn anderer Marken, mit durchschnittlich 
5,59 km. Per Definition haben die räumliche Konzentration der Kette, der eine 
Tankstelle angehört, sowie die durchschnittliche Konzentration der konkurrieren-
den Ketten zumindest den Wert eins. Große zusammenhängende Cluster sind 
relativ selten zu beobachten. Hier ist auch deutlich sichtbar, dass die Variablen 
RKK und RKM durch die Übernahme von Aral durch BP merklich ansteigen. Die 
Streuung (gemessen durch die Standardabweichung) ist bei der Konzentration der 
gleichen Kette viel höher als bei der Konzentration der Konkurrenten, da es sich 
bei der Variable RKK um die durchschnittliche Größe der angrenzenden Cluster 
und daher um eine räumlich geglättete Variable handelt. 
Unter dem Begriff ‚regionale und lokale Charakteristika’ sind die in Tabelle 18 
zusammengefassten Variablen subsumiert. Die Variablen ‚Pendler’, ‚Tourismus’ 
und ‚Bevölkerungsdichte’ werden auf Ebene der Gemeinden, die Variable 
‚Grundstückspreise’ auf Ebene der Bezirke errechnet, was – aufgrund der Daten-
verfügbarkeit – der räumlich weitestgehend disaggregierten Form entspricht. Eine 
flexiblere regionale Abgrenzung, die sich mit der in Kapitel 9.2.1 beschriebenen 
Marktabgrenzung der Tankstellen deckt, wäre wünschenswert, Daten sind in die-
ser Form allerdings nicht verfügbar. Die Variablen wurden so konstruiert, dass die 
Größe der Gemeinde bzw. des Bezirks einen möglichst geringen Einfluss auf die 
Größe der Variable hat. 
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Tabelle 18: Deskriptive Statistik der lokalen und regionalen Charakteristika 
              
Variable 
Anzahl der 
Beobach-
tungen 
Anzahl der 
fehlenden 
Werte 
Durch-
schnitt 
Standard-
abweichung Minimum Maximum
18.708 0 0,515 0,109 0,192 0,829 
Pendler 
2.814 0 0,528 0,106 0,177 0,829 
18.708 0 1,733 7,192   0 302,177 
Tourismus1)  2) 
15.764 2.944 2,056 7,792      0,0003 302,177 
Bevölkerungsdichte1)  
(in 1,000 Einwohner pro km²) 18.708 0 1,300 2,930 0,004 25,589 
18.605 103 0,133      0      1 
Geschwindigkeit: 61-80 km/h 
2.762 52 0,142       0      1 
18.605 103 0,018      0      1 
Geschwindigkeit: 81-100 km/h 
2.762 52 0,022      0      1 
18.605 103 0,023      0      1 Geschwindigkeit: über 100 km/h 
2.762 52 0,028       0      1 
17.791 917 107,506 66,204 13,100 280,800 Preis Betriebsgrundstück3)  
(in Euro) 1.626 1.188 101,297 64,635 13,100 280,800 
1) Die Variablen ‚Tourismus’ und ‚Bevölkerungsdichte’ variieren über die Zeit, daher sind deskriptive 
Statistiken des Querschnitts nicht ausgewiesen. 
2) Die Variable ‚Tourismus’ wird durch eine Konzentrationserhebung erhoben (siehe unten). Fehlende 
Werte sind daher klein und werden mit 0 approximiert. 
3) Der Preis der Grundstücke konnte nur mit jenen Variablen verknüpft werden, zu denen zumindest eine 
Information über die Preise vorliegt. Daher ist die Anzahl der fehlenden Werte über den gesamten Quer-
schnitt relativ hoch. Für die Schätzergebnisse ist der Anteil der fehlenden exogenen Variablen bei Beo-
bachtungen ohne eine einzige Preisinformation allerdings unerheblich. 
 
Die Variable ‚Pendler’ in einer gewissen Gemeinde setzt sich aus der Anzahl der 
Erwerbstätigen, die in einer anderen Gemeinde wohnen und mit dem eigenen 
Auto in diese Gemeinde einpendeln (‚Einpendler’) und der Anzahl der Erwerbstä-
tigen, die in dieser Gemeinde wohnen und mit dem eigenen Auto in eine andere 
Gemeinde auspendeln (‚Auspendler’) zusammen. Die Summe aus Aus- und Ein-
pendler wird durch die Summe aus Auspendler, Einpendler und jenen Erwerbstä-
tigen dieser Gemeinde, die in dieser Gemeinde wohnen und in dieser Gemeinde 
erwerbstätig sind (entweder ‚Nichtpendler’ oder ‚Gemeinde-Binnenpendler’), 
geteilt. Die Variable kann Werte zwischen 0 (es gibt weder Aus- noch Einpendler) 
und 1 (es gibt weder Nichtpendler noch Gemeinde-Binnenpendler) annehmen. Die 
Daten stammen aus der Volkszählung der Statistik Austria von 2001.79 
                                                 
79 Eine weiterführende Darstellung zu diesen Daten findet sich in STATISTIK AUSTRIA (2007b). 
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Zur Berechnung der Variable ‚Tourismus’ wird ebenfalls auf Daten der Statistik 
Austria zurück gegriffen. Jede Gemeinde mit mehr als 1.000 Gästenächtigungen 
pro Jahr ist berichtspflichtig und muss die Anzahl der Nächtigungen an die Statis-
tik Austria übermitteln. Es handelt sich daher um keine Vollerhebung, sondern um 
eine Konzentrationsstichprobe. Im Jahr 2003 etwa waren 1.538 der 2.359 Ge-
meinden berichtspflichtig. Die relativ große Zahl an nicht berichtspflichtigen 
Gemeinden soll aber nicht darüber hinwegtäuschen, dass über 84 Prozent aller 
Tankstellen in berichtspflichtigen Gemeinden liegen. Die Nächtigungen werden 
getrennt nach Monaten ausgewiesen, daher variiert (im Vergleich zur Variable 
‚Pendler’) die Zahl der Nächtigungen auch über die Zeit (siehe STATISTIK 
AUSTRIA 2004). Bei der Variable ‚Tourismus’ wird die Anzahl der Nächtigun-
gen durch die Zahl der Einwohner einer Gemeinde geteilt.80 
Daten zur Bevölkerungsdichte stammen ebenfalls von der Statistik Austria. Der 
Bevölkerungsstand wurde zu zwei Zeitpunkten, bei der Volkszählung am 15. Mai 
2001 und mit 1. Jänner 2005 erhoben.81 Für die Zeitpunkte zwischen Mai 2001 
und Jänner 2005 wurden die Bevölkerungsstände interpoliert, indem die (je nach 
zeitlichen Abstand zu den beiden Erhebungszeitpunkten) gewichteten Durch-
schnitte aus den beiden Werten gebildet wurde. Die zeitliche Variation dieser 
Variable ist allerdings sehr gering. Eine hohe Bevölkerungsdichte wird als Indika-
tor für hohe Nachfrage betrachtet. 
Informationen zu Betriebsgrundstücken wurden vom Fachverband der Immobi-
lien- und Vermögenstreuhänder der Wirtschaftskammer Österreich zur Verfügung 
gestellt. Die Preise sind Durchschnittswerte der im Jahr 2005 verkauften Be-
triebsgrundstücke.82 
                                                 
80 Bei Daten, die auf Ebene der Gemeinden vorliegen, werden die Werte für die Gemeinde Wien 
üblicherweise (wie bei den Variablen ‚Pendler’, ‚Bevölkerungsdichte’ oder ‚Grundstückspreise’) 
für die einzelnen Bezirke getrennt angegeben. Bei der Variable Tourismus liegen die Daten für die 
Gemeinde Wien allerdings nicht auf Bezirksebene aufgeschlüsselt vor. 
81 Durch die Einführung eines register-basierten Datenbanksystems können ab dem Berichtsjahr 
2002 jährliche Bevölkerungsstände für alle Gemeinden erstellt werden, was davor nur bei Volks-
zählungen möglich war (STATISTIK AUSTRIA 2007a S. 3). Dadurch ist der Bevölkerungsstand 
mit Jänner 2005 zu einem zusätzlichen Zeitpunkt verfügbar. 
82 Ausführlichere Informationen finden sich in der jährlich erscheinenden Broschüre ‚Immobilien-
preisspiegel’ vom Fachverband der Immobilien- und Vermögenstreuhänder der Wirtschaftskam-
mer Österreich. 
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Die Dummy Variablen ‚Geschwindigkeit’ geben die durchschnittliche Verkehrs-
geschwindigkeit an der Hauptstraße an, an der die Tankstelle liegt, und sind ein 
Indikator für unterschiedlich hohe Nachfrage. Informationen dazu stammen von 
der Firma Catalist und wurden im August 2003 erhoben. 
Informationen zu den Tankstellencharakteristika stammen ebenfalls von der Firma 
Catalist. Die meisten hier verwendeten Variablen wurden bereits im ersten Ab-
schnitt der Arbeit verwendet (siehe dazu Kapitel 5.7) und sind in Tabelle 19 auf-
gelistet. Bei allen Tankstellencharakteristika handelt es sich um Dummy-Variable, 
die den Wert 1 annehmen, wenn eine entsprechende Tankstelle über diese Merk-
malsausprägung verfügt. Da die Variabeln nur zu einem Zeitpunkt erhoben wur-
den, verändern sie sich über die Zeit nicht. Daher werden deskriptive Statistiken 
zu diesen Variablen für das (unausgeglichene) Panel und den (vollständigen) 
Querschnitt ausgewiesen. 
Tabelle 19: Deskriptive Statistik der Tankstellencharakteristika 
          
Anzahl Anteil Variable Anzahl der  Beobachtungen 
Anzahl der  
fehlenden Werte mit entsprechender Ausprägung 
18.412 296 5.161 28,03 % Dealer Owned  
2.717 97 961 35,37 % 
18.605 103 10.621 57,09 % Werkstatt  
2.762 52 1.391 50,36 % 
18.145 563 2.812 15,50 % 24 Stunden  
2.682 132 534 19,91 % 
18.605 103 16.099 86,53 % Tankstellenshop  
2.762 52 2.150 77,84 % 
     
Anzahl Anteil Variable Anzahl der  Beobachtungen 
Anzahl der  
fehlenden Werte mit entsprechender  Ausprägung
18.708 0 13.279 70,98 % Autowäsche  
2.814 0 1.713 60,87 % 
18.524 184 8.000 43,19 % Größe: 800-2.000 m²  
2.752 62 935 33,98 % 
18.524 184 5.710 30,82 % Größe: über 2.000 m²  
2.752 62 749 27,22 % 
17.696 1.012 4.235 23,93 % mit Bedienung 
  2.618 196 766 29,26 % 
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Die Variable ‚Dealer Owned’ gibt an, ob sich die Tankstelle im Eigentum des 
Betreibers befindet,  ‚24 Stunden’ bedeutet, dass die Tankstelle 24 Stunden pro 
Tag geöffnet hat, und ‚Größe’ beschreibt die gesamte Fläche des Grundstücks, auf 
dem die Tankstelle steht. Die übrigen Variablen in Tabelle 19 sind selbsterklä-
rend. 
9.4 Marktüberblick und Marktdynamik 
In diesem Kapitel wird eine Aufstellung über die Anzahl bzw. die Veränderung 
der Anzahl der Tankstellen der unterschiedlichen Marken gegeben (siehe Tabelle 
20) und analysiert, welche Marken als in der Preissetzung eigenständig betrachtet 
werden können. Es wird an dieser Stelle auch auf die Eigentümerstruktur der 
unterschiedlichen Marken eingegangen: Während die Marke Stroh während des 
gesamten Beobachtungszeitraums im Eigentum der OMV AG war, kam es durch 
die Übernahme von Aral (durch BP) und von Avanti (durch die OMV) während 
des Beobachtungszeitraums (zwischen Dezember 2000 und März 2005) zu ent-
scheidenden Veränderungen in der Eigentümerstruktur. In diesem Kapitel werden 
diese Übernahmen aufgearbeitet und begründet, ob bzw. wie diese Veränderungen 
in den Variablen abgebildet werden. Da die Entscheidung, wie diese Veränderun-
gen berücksichtigt werden sollen, nicht ganz eindeutig ist, werden die Übernah-
men sehr ausführlich beleuchtet. 
In Tabelle 20 findet sich die Anzahl der Tankstellen von 10 unterschiedlichen 
Marken zwischen Ende 1997 und Ende 2006. Alle Tankstellen, die nicht einer 
dieser 10 Marken angehören, werden unter ‚Diskonttankstellen’ zusammenge-
fasst. In diesem Teil der Arbeit werden Preisdaten zwischen Dezember 2000 und 
März 2005 verwendet. Dieser Beobachtungszeitraum ist in Tabelle 20 hellgrau 
unterlegt. Die auffälligsten Veränderungen sind einerseits das Wachstum der 
Marke Jet und die Reduktion der Marke Stroh über den gesamten Zeitverlauf, 
sowie der sprunghafte Anstieg von BP auf Kosten von Aral zwischen Ende 2002 
und Ende 2003. 
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Tabelle 20: Anzahl der Tankstellen in Österreich 
 
  Ende 1997 
Ende 
1998
Ende 
1999 
Ende 
2000 
Ende 
2001
Ende 
2002 August 2003
Ende 
2003
Ende 
2004
Ende 
2005 
Ende 
2006 
Ende 
2007
Agip 176 177 172 172 181 178 180 175 175 171 182 181 
Aral 182 178 167 166 154 152 98 →     0  0 0 0 0 0 
Avanti 104 140 138 133 119 116 120 109 139 142 150 150 
Avia 101 90 115 112 110 110 85 94 98 98 98 100 
BP 453 447 395 386 453 448 482 → 580 579 569 567 543 488 
Esso 273 259 242 229 177 177 202 180 178 184 182 179 
Jet 55 61 62 69 70 100 97 111 115 134 139 141 
OMV 466 466 466 465 457 450 463 457 413 409 407 405 
Shell 431 376 361 353 344 342 359 338 331 322 312 295 
Stroh 108 100 92 83 77 67 76 59 28 21 6 5 
Diskont 905 847 780 775 736 739 652 750 769 785 793 866 
gesamt 3.254 3.141 2.990 2.943 2.878 2.879 2.814 2.852 2.815 2.833 2.812 2,810 
Quelle: Fachverband der Mineralölindustrie 2008; eigene Darstellung 
 
Die verwendeten Informationen über die Marke der Tankstelle stammen von dem 
Datensatz der Firma Catalist aus dem August 2003. Da diese Daten nur zu einem 
einzigen Zeitpunkt vorliegen, kann in den verwendeten Daten die – für die meis-
ten Marken allerdings sehr moderate – Änderung der Anzahl der Tankstellen nicht 
abgebildet werden. Allerdings konnten von den 152 Aral-Tankstellen, die Ende 
2002 von BP übernommen wurden, 98 identifiziert werden (all jene, zu denen für 
die Zeitperioden vor der Übernahme Preisdaten vorliegen) und für die Zeit vor 
2003 der Marke Aral zugeordnet werden. Verglichen mit der Gesamtzahl der 
Tankstellen Ende 2002 und Ende 2003 scheinen bei der ‚Vollerhebung’ im Au-
gust 2003 etwa 2 Prozent der Tankstellen zu fehlen, wobei im Besonderen die 
Anzahl der Diskonttankstellen zu niedrig erscheint. 
9.4.1 Übernahme von Aral durch BP 
Die Marke Aral wird von Veba Oel & Gas GmbG betrieben, die bis 2001 eine 
hundertprozentige Tochter des Unternehmens E.ON war. Veba Oel ist zwar 
hauptsächlich in Deutschland, aber neben Luxemburg und einigen Ländern in 
Osteuropa auch in Österreich aktiv (siehe Case No COMP/M.2761 – BP/VEBA 
OEL, N.N. 2002), wo Ende 2001 unter der Marke Aral 154 Tankstellen betrieben 
wurden (Fachverband der Mineralölindustrie 2002 S. 21). Am 15. Juli 2001 unter-
zeichneten die Deutsche BP AG und die E.ON AG ein ‚Participation Agreement’, 
wonach BP 51 Prozent von Veba Oel erwirbt. E.ON wird in diesem Vertrag eine 
Verkaufsoption (‚Put-Option’) zu einem fixierten Verkaufspreis für die restlichen 
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49 Prozent eingeräumt. Da in der Vereinbarung E.ON ein „Vetorecht hinsichtlich 
strategischer Entscheidungen für die Geschäftspolitik von Veba Oel“ eingeräumt 
wurde (Fall Nr. COMP/M.2533 – BP/E.ON, N.N. 2001b S. 3), erlangte BP damit 
nicht die alleinige Kontrolle über Veba Oel. Das deutsche Bundeskartellamt ge-
nehmigte am 19. Dezember 2001 das Vorhaben unter gewissen Auflagen, u. a. 
dass sich BP verpflichtete, BP- und/oder Aral-Tankstellen „mit einem Absatzvo-
lumen, das insgesamt einem Marktanteil von 4 Prozent entspricht, an Dritte zu 
veräußern“ (B 8 - 50500-u-130/01, N.N. 2001a S. 4). Spezielle Auflagen zu Tank-
stellen des österreichischen Marktes finden sich in dem Beschluss des Bundeskar-
tellamtes allerdings nicht. Da sich auch die österreichische Bundeswettbewerbs-
behörde nicht mit diesem Fall beschäftigte, gab es keine expliziten Auflagen für 
den österreichischen Markt. 
Nachdem E.ON im Jahr 2002 von dem Verkaufsrecht gebraucht machte, ent-
schied die Europäische Kommission im Case No COMP/M.2761 – BP/VEBA 
OEL (N.N. 2002), die vollständige Übernahme durch BP ohne weitere Auflagen 
zu ermöglichen. Die juristische Zusammenführung erfolgte am 30. September 
2002, die gesellschaftliche Integration des Kraft- und Brennstoffbereichs wurde 
mit 31. Dezember 2002 abgeschlossen. In Österreich begann die Umrüstung der 
Aral-Tankstellen im Frühjahr 2003 (Fachverband der Mineralölindustrie 2003 S. 
23) und wurde noch 2003 abgeschlossen (Fachverband der Mineralölindustrie 
2004 S. 26). Im Datensatz vom August 2003 finden sich nur noch drei Tankstellen 
der Marke Aral. 
Da genaue Informationen nicht verfügbar sind, ab wann jede einzelne Aral-
Tankstelle in eine BP-Tankstelle umgewandelt wurde, werden Aral-Tankstellen 
ab der ersten Preisbeobachtung nach der gesellschaftlichen Integration (im Bezug 
auf die Marke als auch im Bezug auf die Berechnung der räumlichen Differenzie-
rung und der räumlichen Konzentration) als BP-Tankstellen betrachtet.83 
9.4.2 Übernahme von Avanti durch OMV/Stroh  
Das Unternehmen OMV ist über den gesamten Beobachtungszeitraum nicht nur 
durch die Marke OMV, sondern nach der Übernahme von etwa 100 Tankstellen 
im Jahr 1994 (Götz und Gugler 2006 S. 226) auch durch die Marke Stroh auf dem 
                                                 
83 Die erste Preiserhebung nach dem 31. Dezember 2002 fand im März 2003 statt. 
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österreichischen Markt präsent. Weiters wurde im Jahr 2003 Avanti übernommen. 
Nach der Zusammenschlussanmeldung (24 Kt 142, 174/03) von OMV und Avanti 
am 24. April 2003 stellte die Bundeswettbewerbsbehörde am 26. Mai 2003 einen 
Antrag vor dem Kartellgericht auf Prüfung des Zusammenschlusses. Nach Rück-
sprache zwischen Bundeswettbewerbsbehörde, OMV und Avanti wurde die An-
meldung auf Zusammenschluss zurückgezogen und am 12. Juni 2003 eine modi-
fizierte Anmeldung (27 Kt 200/03) eingebracht. In dieser neuen Anmeldung wur-
de zugesichert, dass die Marke Avanti für einen Zeitraum von vier bis sechs Jah-
ren (d.h. jedenfalls für den restlichen Beobachtungszeitraum) auf dem österreichi-
schen Markt erhalten bleiben wird (Bundeswettbewerbsbehörde 2003). 
Da Avanti ebenso wie Stroh während des gesamten Beobachtungszeitraumes als 
eigene Marken weitergeführt wurden, erscheint es sinnvoll, sie auch als getrennte 
Marken zu modellieren und für jede Marke eine unterschiedliche Dummy-
Variable zu generieren. Die Frage, ob die Marken OMV, Stroh und Avanti ihr 
Preissetzungsverhalten so abstimmen, dass sie in Bezug auf die räumliche Diffe-
renzierung und die räumliche Konzentration zur gleichen Ketten zu zählen sind, 
ist schwieriger zu beantworten. In Tabelle 21 werden die Durchschnittspreise von 
Tankstellen der Marke OMV und Avanti vor (t ≤ 11) und nach der Übernahme (t 
> 11) miteinander verglichen.84 Es zeigt sich, dass Avanti-Tankstellen um durch-
schnittlich 0,55 bzw. 0,30 Cent niedrigere Preise verlangen als OMV-
Tankstellen.85 
Tabelle 21: Durchschnittspreise (in Cent pro Liter) von OMV und Avanti 
           
Marke Zeitperioden Anzahl der  Beobachtungen 
Durchschnitts-
preis 
Standard-
abweichung 
Differenz zwischen 
OMV und Avanti 
OMV t ≤ 11 2.128 75,677 5,369 0,552 
Avanti t ≤ 11 582 75,125 5,627  
OMV t > 11 1.244 79,365 7,090 0,295 
Avanti t > 11 349 79,070 7,198  
 
                                                 
84 Der Zusammenschluss ereignete sich zwischen der 11. und der 12. Zeitperiode des Paneldaten-
satzes, daher wird der Datensatz zwischen 11t ≤  und 11t >  geteilt. 
85 Dieser Unterschied zwischen OMV- und Avanti-Tankstellen bleibt auch in den Schätzergebnis-
sen erhalten. Im RE-Modell ist der Preis der OMV-Tankstellen – wenn für regionale, lokale und 
tankstellenspezifische Charakteristika kontrolliert wird – um durchschnittlich 0,423 Cent (Version 
1) bzw. 0,418 Cent (Version 2) höher (siehe Kapitel 12.1). 
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Obwohl sich der Unterschied in den Durchschnittspreisen nach der Übernahme 
geringer wurde, scheint es, dass die Marke Avanti eine andere Preissetzungsstra-
tegie als OMV verfolgt und die Positionierung als relativ billige Markentankstelle 
beibehalten hat. Dieser Eindruck wird durch eine Kooperation von Avanti mit den 
beiden großen österreichischen Autofahrerklubs ÖAMTC und ARBÖ verstärkt, 
der es Besitzern einer ‚ÖAMTC-Clubkarte mit Kreditkarten-Funktion’ bzw. einer 
‚ARBÖ-MasterCard’ ermöglicht, bei Avanti-Tankstellen um 3 Cent billiger zu 
tanken (ARBÖ 2008; ÖAMTC 2008). Avanti und Stroh werden daher in Bezug 
auf die räumliche Differenzierung und die räumliche Konzentration als eigenstän-
dige Ketten betrachtet, da keine Anzeichen gefunden werden konnten, dass die 
Kette OMV ihre Preissetzung mit den anderen beiden Marken koordiniert. 
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10 Methodische Vorgehensweise: Räumliche Ökono-
metrie mit Paneldaten 
Dieser Abschnitt knüpft in der methodischen Vorgehensweise an den ersten Ab-
schnitt der Dissertation an, da ebenfalls ein räumlich-ökonometrisches Modell 
geschätzt wird, wenngleich die räumliche Struktur der Daten in diesem Abschnitt 
in den Residuen abgebildet wird. Im Unterschied zum ersten Teil gibt es hier 
allerdings zwei zusätzliche methodische Herausforderungen: Erstens wird ein 
Paneldatensatz anstelle eines Querschnittsdatensatzes analysiert. Zweitens zeich-
net sich der verwendete Datensatz dadurch aus, dass die exogenen Variablen voll-
ständig vorhanden sind (bzw. nur ein sehr kleiner Teil fehlt, siehe Kapitel 9.3), 
während ein deutlich größerer Anteil an Preisbeobachtungen als abhängige Vari-
able unbeobachtet bleibt. So werden in den unterschiedlichen Zeitperioden nur 
zwischen 21 Prozent und 49 Prozent der Preise beobachtet, wobei unterstellt wird, 
dass das Fehlen der endogenen Variable unabhängig vom tatsächlichen Wert der 
endogenen Variable ist.86  
Das unausgeglichenes Panel (‚unbalanced panel’) ist in zweierlei Hinsicht unvoll-
ständig: Erstens gibt es Beobachtungen, zu denen gar keine Preisinformationen 
vorliegen. Zweitens liegen bei all jenen Beobachtungen, bei denen zumindest ein 
Preisdatum vorhanden ist, nie für alle T = 18 Zeitperioden Preisdaten vor. In wei-
terer Folge werden jene Beobachtungen einer Zeitperiode, zu denen Preisdaten 
vorliegen, als ‚vollständige Beobachtungen’, jene, wo Informationen zu den Prei-
sen fehlen, als ‚unvollständige Beobachtungen’ bezeichnet. Wenn eine Beobach-
tung zu einem Zeitpunkt, zu mehreren oder zu allen Zeitpunkten unvollständig ist, 
hat die Beobachtung aufgrund der räumlichen Struktur in den Daten aber trotzdem 
Einfluss auf die Varianz-Kovarianz-Matrix. Wenn die vorhandenen Informationen 
über die Standorte der unvollständigen Beobachtungen verwendet werden, kann 
dies die ökonometrische Schätzung verbessern. 
Das Kapitel ist so strukturiert, dass zuerst unterschiedliche Möglichkeiten aufge-
zeigt werden, wie räumliche Autokorrelation in den Residuen eines Paneldaten-
satzes modelliert werden kenn, wenn die Residuen aus zufälligen Individualeffek-
ten und einem restlichen Störterm bestehen. Der unausgeglichenen Panelschät-
                                                 
86 Die Beobachtungen mit fehlenden Preisdaten sind ‚missing at random’ (MAR). Siehe Kapitel 
4.2.1 für eine Begriffsbestimmung. 
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zung wird sich angenähert, indem zuerst ein ausgeglichenes Panel (‚balanced 
panel’) und danach ein unvollständiger Querschnitt betrachtet werden. Abschlie-
ßend werden rechentechnische Hürden und Begrenzungen thematisiert. 
10.1 Räumliche Autokorrelation in den Residuen 
Die allgemeinste Form der Berücksichtigung des räumlich-autoregressiven Pro-
zesses in den Störgrößen findet sich in Pfaffermayr (2007 S. 4):87 
(115) 
( )
1 2
1 1 1
2 2 2
N
T N
μ
λ
λ
= +
= +
= ⊗ +
u Z u u
u W u μ
u I W u v
 
Der Fehlerterm u beinhaltet räumlich korrelierte zufällige Effekte, 1u , wobei 
( )T1,... Nμ μ=μ  die zufälligen Individualeffekte sind. Da die Daten so sortiert 
sind, dass nach den N Beobachtungen der ersten Zeitperiode die N Beobachtungen 
der zweiten Zeitperiode usw. folgen (siehe Kapitel 9.1), gilt T Nμ = ⊗Z e I . eT ist 
ein Einheitsvektor der Dimension T und IN ist eine Einheitsmatrix der Dimension 
N. Der räumlich-autokorrelierte restliche Störterm wird mit 2u  bezeichnet, v stellt 
den restlichen (räumlich nicht autokorrelierten) Störterm dar. 
Die in der Literatur üblicherweise verwendeten Spezifikationen sind in dieser 
allgemeinen Formulierung enthalten (siehe etwa Anselin 1988b; Baltagi 2005; 
Kapoor et al. 2007): Wenn es keine räumliche Autokorrelation gibt, d.h. wenn 
1 2 0λ λ= = , erhält man den ‚normalen’ Paneldatenschätzer mit zufälligen Indivi-
dualeffekten (siehe z.B. Baltagi 2005). Wenn 1 0λ = , dann gibt es keine räumliche 
Autokorrelation in den zufälligen Individualeffekten, sondern lediglich im restli-
chen Störterm 2u . Diese Einschränkung wählen z.B. Anselin (1988b, S. 150 ff.) 
oder Baltagi (2005 S. 198 f.). Kapoor et al. (2007) treffen die Einschränkung, dass 
1 2λ λ λ= = . Es gibt in diesem Fall räumliche Autokorrelation in den zufälligen 
Individualeffekten und im restlichen Störterm, lediglich die Größe des Effekts 
wird als gleich angenommen.  
                                                 
87 In weiterer Folge wird bei Paneldaten die Gewichtungsmatrix WN mit dem Subskript N versehen 
um zu verdeutlichen, dass es sich um die Gewichtungsmatrix des Querschnitts der Dimension N 
mal N handelt. 
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Insgesamt wird die Frage, in welcher Form räumliche Autokorrelation in den 
Residuen berücksichtigt wird, in der ökonometrischen und in der angewandten 
Literatur wenig thematisiert. Eine Ausnahme stellt ein Artikel von Baltagi et al. 
(2006) dar, in dem LM- und LR-Tests vorgestellt werden, um für die allgemeine 
Spezifikation der Residuen (wie in Gleichung (115)) die Einschränkungen 1 0λ = , 
1 2λ λ λ= =  oder 1 2 0λ λ= =  zu testen. Da der in Baltagi et al. (2006) vorgestellte 
Test nur für ausgeglichene Paneldaten konzipiert ist, können die Tests für die 
Entscheidung über die Arte der Modellierung der Residuen in dieser Arbeit nicht 
verwendet werden. 
Es wird hier der Ansatz von Kapoor et al. (2007) weiter verfolgt, da es in dem 
verwendeten Datensatz nicht plausibel erscheint, dass die zufälligen Individualef-
fekte keine räumliche Struktur aufweisen. Die Annahme, dass die Stärke der 
räumlichen Autokorrelation bei den zufälligen Individualeffekten und dem restli-
chen Störterm gleich groß ist, erscheint vergleichsweise wenig einschränkend. 
Von der allgemeinen Modellierung der Residuen wird abgesehen, weil es in der 
angewandten Literatur dazu keine Anknüpfungspunkte gibt und die Optimierung 
der Log-Likelihood-Funktion (siehe Kapitel 10.5) aufgrund eines zusätzlichen 
Parameters noch aufwendiger werden würde. 
Durch die Einschränkung von 1 2λ λ λ= =  ergibt sich folgende Vereinfachung: 
(116) 
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da gilt: 
(117) ( )( ) ( )( )1 1T N N T N Nλ λ− −⊗ − = ⊗ −I I W I I W  
Bei der räumlichen Gewichtungsmatrix WN handelt es sich um eine dünn besetzte 
(‚sparse’) Matrix, d.h. sie besteht vorwiegend aus Einträgen mit dem Wert null. 
( ) 1N Nλ −−I W  ist aber ‚aufgefüllt’, d.h. wenn es nicht mehrere räumlich voll-
kommen getrennte Märkte gibt und 0λ ≠ , sind alle Einträge in der Matrix von 
 143
null verschieden. Trotzdem ist die Matrix ( )( )1T N Nλ −⊗ −I I W  immer noch rela-
tiv dünn besetzt: Hierbei handelt es sich um eine blockdiagonale Matrix, wo alle 
Einträge abseits der T Blöcke der Dimension N mal N den Wert null haben. 
Die Varianz-Kovarianz-Matrix der Residuen, uΩ , kann wie folgt gebildet werden: 
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mit  
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da μ und ε per Annahme unabhängig voneinander sind (Baltagi 2005 S. 14; 
Pfaffermayr 2007 S. 6). Es gilt daher (siehe Kapoor et al. 2007 S. 101): 
(120) 
( )
( )
2 2
2
0
wenn ;  
wenn ;  
0 sonst
ti
v
ti sj
E
i j t s
E i j t s
μ
μ
ε
σ σ
ε ε σ
=
⎧ + = =⎪= = ≠⎨⎪⎩
 
Nachdem in diesem Kapitel die Modellierung der Residuen und damit die Struk-
tur der Varianz-Kovarianz-Matrix erörtert wurde, wird im folgenden Kapitel ein 
ausgeglichenes Panel mit vollständigen Beobachtungen betrachtet. 
10.2 Ausgeglichenes Panel 
In diesem Kapitel wird davon ausgegangen, dass ein ausgeglichenes Panel vor-
handen ist. Ausgeglichen bedeutet einerseits, dass zu jedem Individuum, zu dem 
eine Beobachtung zu einem Zeitpunkt vorliegt, diese auch für alle anderen Zeit-
punkte vorliegt. Weiters handelt es sich nicht nur eine Stichprobe, sondern um 
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eine Vollerhebung. Die Untersuchung eines ausgeglichenen Panels soll zur Ana-
lyse eines unausgeglichenen Paneldatensatzes in Kapitel 10.4 hinführen. 
Die Log-Likelihood-Funktion für einen vollständigen Paneldatensatz sieht wie 
folgt aus (siehe Baltagi 2005 S. 199; Anselin 1988b S. 153):88 
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Im Vergleich mit dem spatial-error-Modell im Querschnitt (siehe Kapitel 4.1.4.2) 
ist ersichtlich, dass dies eine allgemeinere Formulierung ist. Setzt man in Glei-
chung (121) T = 1, erhält man Gleichung (65). Dies wird insbesondere deutlich, 
wenn 1 ln
2 u
− Σ  für diesen Fall vereinfacht wird:89 
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Die numerische Optimierung der Log-Likelihood-Funktion wirkt auf den ersten 
Blick sehr aufwendig, da die Determinante und die Inverse der NT mal NT Matrix 
uΣ  berechnet werden muss. Allerdings hat diese Matrix eine spezielle Struktur: 
(123) u
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
C D D D
D C D D
Σ D D C D
D D D C
L
L
L
M M M O M
L
 
Bei C und D handelt es sich um Matrizen der Dimension N mal N, wobei gilt: 
                                                 
88 Es sei darauf hingewiesen, dass die beiden Autoren die räumliche Autokorrelation in den Resi-
duen anders modellieren, als dies hier der Fall ist. 
89 Für entsprechende Rechenregeln mit Matrizen siehe etwa Böker (2007 S. 179). 
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(124) 
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Es sei darauf hingewiesen, dass die Matrix uΣ  nun nicht mehr dünn besetzt ist. 
Wenn es sich nicht um mehrere räumlich voneinander getrennte Märkte handelt, 
und wenn gilt 0λ ≠  und 2 0μσ ≠ , dann ist jeder Eintrag in der Matrix von null 
verschieden, allerdings werden die Werte in den meisten Fällen nahe bei null 
liegen. Die Matrix uΣ  kann aber folgendermaßen umgeformt werden:
90 
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wobei alle Elemente von TJ  gleich 
1
T
 sind, und T T T= −E I J . Die Determinante 
und die Inverse von uΣ  können daher wie folgt geschrieben werden: 
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Zur Berechnung der Determinante reicht es daher aus, die Inverse und die Deter-
minante einer N mal N Matrix zu berechnen, was die Rechenzeit deutlich redu-
                                                 
90 Die Darstellung orientiert sich an Pfaffermayr (2007 S. 6 f.) bzw. Baltagi (2005 S. 198). Pfaf-
fermayr (2007) verwendet jedoch ein allgemeineres Modell, die Spezifikation von Baltagi (2005) 
und die hier verfolgte Ausgestaltung sind nicht hierarchisch (‚non-nested’). In Kapoor et al. (2007 
S. 100 ff.) werden die Residuen wie hier modelliert, die Autoren verwenden aber einen generali-
sierten Momentenschätzer (‚generalized methods of moments’, GMM) anstelle eines Maximum-
Likelihood-Schätzers. 
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ziert. Bei der Berechnung der Inversen ist keiner dieser aufwendigen Rechen-
schritte notwendig. 
10.3 Unvollständige Beobachtungen im Querschnitt 
Bevor unvollständige Beobachtungen im Panel genauer erörtert werden, werden 
Möglichkeiten betrachtet, wie Informationen über fehlende Beobachtungen im 
Querschnitt berücksichtigt werden können.  
Es gibt nur sehr wenige Arbeiten, die sich mit unvollständigen Beobachtungen 
räumlich-autokorrelierter Daten beschäftigen. Neben Haining et al. (1989) stammt 
ein Beitrag zu diesem Thema von LeSage und Pace (2004b), in der Preise von 
Eigenheimen (‚residential property’) untersucht werden. Während die Eigenschaf-
ten aller Eigenheime (die exogenen Variablen) bekannt sind, sind die Preise (die 
endogene Variable) für einen Großteil der Beobachtungen unbekannt, da pro Jahr 
nur ein sehr kleiner Teil der Eigenheime verkauft wird und nur für diesen Teil 
Preise vorliegen. Der gesamte Datensatz besteht daher aus vollständigen und 
unvollständigen Beobachtungen, die in weiterer Folge mit den Subskripten O wie 
‚observed’ und M wie ‚missing’ bezeichnet werden. LeSage und Pace (2004b) 
entwickeln eine Methode, die vorhandene Information der unvollständigen Stich-
probe zu berücksichtigen, und somit die Effizienz der Schätzung zu verbessern. 
Wenn die Daten so sortiert werden, dass zuerst die beobachteten Werte, pO, und 
danach die fehlenden Werte, pM, aneinander gereiht werden, kann ein spatial-error 
Modell wie folgt angeschrieben werden: 
(127) 
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pO (pM) ist ein NO (NM) mal 1 Vektor, wobei NO und NM die Anzahl der vollstän-
digen und der unvollständigen Beobachtungen darstellen, wobei gilt: NO + NM = N. 
Eine andere Möglichkeit anstelle des Sortierens der Daten, um die entsprechenden 
Subvektoren von p, u und ε bzw. Submatrizen von X und W zu erhalten, ist die 
Verwendung von Selektormatrizen (siehe etwa Pfaffermayr 2007). Wenn man von 
einer Einheitsmatrix der Dimension N all jene Zeilen streicht, in denen die Beo-
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bachtungen unvollständig sind, erhält man eine Selektormatrix SO. Wenn man von 
einer Einheitsmatrix all jene Zeilen streicht, in denen die Beobachtungen voll-
ständig sind, erhält man die Selektormatrix SM. Mit diesen Matrizen können Teile 
von Vektoren und Matrizen ‚herausgeschnitten’ werden. So ist O O=p S p , 
O O=X S X , O O=u S u  und O O=ε S ε . Die Subvektoren und Submatrizen der un-
vollständigen Beobachtungen können analog dazu gebildet werden. Die Gewich-
tungsmatrix W kann wie folgt partitioniert werden: 
(128) 
T T
T T
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MO MMM O M M
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Die Varianz-Kovarianz-Matrix uΩ  kann ist wie folgt beschrieben werden:
91 
(129) ( )( ) 1T 2 Tu σ λ λ −⎡ ⎤= = − −⎣ ⎦Ω uu I W I W  
Es ist ersichtlich, dass sich der Teil der Varianz-Kovarianz-Matrix mit vollständi-
gen Beobachtungen, T,u OO O u O=Ω S Ω S , im Allgemeinen von der Varianz-
Kovarianz-Matrix ,u OOΩ%  unterscheidet, die gebildet wird, indem lediglich die 
vollständigen Beobachtungen berücksichtigt werden: 
(130) ( )( ) 12 T,u OO OO OOσ λ λ −⎡ ⎤= − −⎣ ⎦Ω I W I W%  
,u OOΩ  und ,u OOΩ%  unterscheiden sich dann, wenn 0λ ≠  und es sich bei den voll-
ständigen und unvollständigen Beobachtungen nicht um völlig voneinander ge-
trennte Märkte handelt, d.h. wenn nicht alle Einträge der Submatrizen WOM und 
WMO den Wert null annehmen. Je weiter λ von null abweicht und je stärker die 
beiden Stichproben räumlich verbunden sind, desto mehr unterscheiden sich die 
beiden Matrizen, und desto schwerwiegender sind die Folgen des Ignorierens der 
unvollständigen Daten. 
LeSage und Pace (2004b) imputieren die fehlenden Werte pM, d.h. sie ersetzen pM 
durch die erwarteten Werte von pM, gegeben pO:92 
                                                 
91 LeSage und Pace (2004b S. 235) schreiben, dass die Varianz-Kovarianz-Matrix gleich 
( )( ) 12 Tσ λ λ −⎡ ⎤− −⎣ ⎦I W I W  sei. Dies ist meiner Einschätzung nach aber nicht richtig. Obwohl die 
Varianz-Kovarianz-Matrix symmetrisch ist, bedeutet das nicht, dass gilt: 
( )( ) ( )( )T Tλ λ λ λ− − = − −I W I W I W I W , solange T ≠W W  und 0λ ≠ . 
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(131) 
( ) ( ), ,
1 T
ˆ ˆ ˆ|
ˆ
ˆ
OO OO
M O M u MO u O O M u MO u O
M M
O O
OO
u O u O
E
β
β
−
= + − = +
=
=
=
p p p Ω Ω p p p Ω Ω u
p X
p X
Ω S Ω S
 
Es werden zusätzlich zu den vollständigen Beobachtungen Informationen (i) über 
die exogenen Variablen der unvollständigen Beobachtungen, XM, und (ii) über die 
Standorte der unvollständigen Beobachtungen (mittels Spezifikation der Varianz-
Kovarianz-Matrix) verwendet.93 Dies wird nochmals deutlich, wenn man die 
Likelihood-Funktion des gesamten Datensatzes wie folgt betrachtet: 
(132) ( ) ( ) ( )2 2, | , , , , | , , , ,O M M O M O O Mf f fβ σ λ β σ λ= ⋅p p p p X p X X  
Wenn pM heraus integriert wird, reicht es aus, lediglich ( )2| , , , ,O O Mf β σ λp X X  
zu maximieren. Auch hier ist ersichtlich, dass nicht die Berücksichtigung der 
(fehlenden) pM zum Effizienzgewinn der Schätzung beitragen, sondern – neben 
der Berücksichtigung der Struktur der Varianz-Kovarianz-Matrix – die Berück-
sichtigung von XM. 
In einer ähnlichen Form wie im Querschnitt werden auch im unausgeglichenen 
Panel die Standorte der unvollständigen Beobachtungen in der Varianz-
Kovarianz-Matrix berücksichtigt. 
                                                                                                                                     
92 Einen sehr ähnlichen Ansatz verwenden auch Haining et al. (1989). Beim Vergleich ist zu 
beachten, dass die Gleichung der imputierten fehlenden Werte bei Haining et al. (1989 S. 1878) 
nicht der entsprechenden Gleichung von LeSage und Pace (2004b S. 236) entspricht, da gilt (siehe 
Schmidt und Trenkler 2006 S. 47 für entsprechende Rechenregeln):  
( ) ( )( )
( )
1 11 1 1
, , , , , , , , , ,
1 1 1 T
, , , , , ,
MM MO
u u u MM u MO u OO u OM u MM u MO u OO u OM u MO u OO
OO
u MO u OO u MO u OO u MO u u MO O u O
− −− − −
− − −
− = − −
= = ≠ =
Σ Σ Σ Σ Σ Σ Σ Σ Σ Σ Σ Σ
Σ Σ Ω Ω Ω Ω Ω S Ω S
 
93 Die Ansicht von LeSage und Pace (2004b S. 236), dass MX  zur Likelihood-Funktion beiträgt, 
teile ich nicht. Der Vektor der Residuen u aus Gleichung (121) kann ersetzt werden durch: 
O O O
M M M
β
β
−⎛ ⎞ ⎛ ⎞= =⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠
u y X
u
u y X
 
Wenn, wie in Gleichung (131), Mp  durch ,
OO
M u MO u Oβ +X Ω Ω u  ersetzt wird, dann gilt: 
, ,
O O O
OO OO
M u MO u O M u MO u O
β
β β
−⎛ ⎞ ⎛ ⎞= =⎜ ⎟ ⎜ ⎟+ −⎝ ⎠ ⎝ ⎠
y X u
u
X Ω Ω u X Ω Ω u
 
MX  beeinflusst natürlich die Vorhersagen für die fehlenden Werte der abhängigen Variable, Mp , 
trägt aber nicht zur Verbesserung der Likelihood-Funktion bei. 
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10.4 Unausgeglichenes Panel 
Obwohl, wie Baltagi (2005 S. 165) feststellt, unausgeglichene Paneldaten „more 
likely to be the norm in typical empirical settings“ sind, ist meines Wissens nach 
Pfaffermayr (2007) der erste, der sich mit unausgeglichenen Paneldaten mit räum-
lich-autokorrelierten Störgrößen befasst. 
Die Schätzgleichung der nO Beobachtungen ist durch Gleichung (112) gegeben: 
(112) O O Oβ= +p X u  
Die Residuen werden wie in Gleichung (116) modelliert:  
(116) 
( )
( )( )
( ) ( )( )
( )( ) ( )
1 2
1
1 1 1
1
1
1
2 2 2
1
      
      
   mit   
N N N
T N N
T N T N N
T N N
μ
μ μ
μ
λ λ
λ
λ λ
λ
−
−
−
−
= +
= + ⇔ = −
⊗ = ⊗ −
= ⊗ + ⇔ = ⊗ −
= ⊗ − = +
u Z u u
u W u μ u I W μ
Z u I I W Z μ
u I W u v u I I W v
u I I W ε ε Z μ v
 
Der Vektor der Residuen der vollständigen Beobachtungen, uO, ist der entspre-
chende Subvektor des oben spezifizierten Vektors u. Die Log-Likelihood-
Funktion hat eine ähnliche Form wie die Log-Likelihood-Funktion des ausgegli-
chenen Panels (Gleichung (121)) und sieht wie folgt aus (Pfaffermayr 2007 S. 
10): 
(133) ( ) 2 T 1, ,21 1ln L ln 2 ln ln2 2 2 2O OO v u OO O u OO Ov
n nπ σ σ
−= − − − −Σ u Σ u  
uΣ  kann wie folgt partitioniert werden: 
(134) 
T T
, ,
T T
, ,
u OO u OMO u O O u M
u
u MO u MMM u O M u M
⎛ ⎞ ⎛ ⎞= =⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠
Σ ΣS Σ S S Σ S
Σ
Σ ΣS Σ S S Σ S
 
Pfaffermayr (2007) zeigt in Monte-Carlo Simulationen, dass der Schätzer so gut 
wie unverzerrt ist und lediglich die Wurzel der mittleren Fehlerquadrate (‚root 
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mean square error’, RMSE)94 durch die fehlenden Werte beeinflusst wird. Meis-
tens ist dieser bei einem größeren Anteil an unvollständigen Beobachtungen ein 
wenig höher. 
Die zu optimierende Log-Likelihood-Funktion kann aus Gleichung (133) umge-
formt werden: 
(135) 
( ) ( )
( ) ( )
2 2
,
T 1
,2
1ln L , , , ln 2 ln ln
2 2 2
1                                    
2
O v v u OO
O O u OO O O
v
n nλ σ φ β π σ
β βσ
−
= − − −
− − −
Σ
p X Σ p X
 
mit 
(136)
 
( ) ( ) ( ) ( )
( ) ( )( )( ){
( )( )( ) }
11 T T T
,
1T
1T T
2
2
,
                  1
                                   
u OO O T N N NT T N N O
O T N N N N
T N N N N O
v
T
μ
λ φ λ φ λ
φ λ λ
λ λ
σφ σ
−−
−
−
⎡ ⎤⎡ ⎤= ⊗ − + ⊗ −⎢ ⎥⎣ ⎦ ⎣ ⎦
⎡ ⎤= ⊗ + − −⎢ ⎥⎣ ⎦
+ ⊗ − −
=
Σ S I I W ZZ I I I W S
S J I W I W
E I W I W S
  
Die Gleichungen (135) und (136) sind ausreichend, um die Log-Likelihood-
Funktion in dem Programm ‚MatLab’ zu spezifizieren und mit dem Befehl ‚fmin-
search’ zu optimieren.95 Der Schätzer für β , βˆ , ist wie folgt verteilt (siehe 
Pfaffermayr 2007 S. 14):96 
                                                 
94 Der mittlere quadratische Fehler (‚mean square error’, MSE) eines zu schätzenden Parameters 
θ , kann durch die Formel ( ) ( ) ( ) 22ˆ ˆ ˆE Var Eθ θ θ θ θ⎡ ⎤ ⎡ ⎤− = + −⎢ ⎥ ⎣ ⎦⎣ ⎦  beschrieben werden und ent-
spricht somit der Summe der Varianz des Schätzers θˆ  und dem Quadrat der Verzerrung. Ist der 
Schätzer unverzerrt, entspricht der mittlere Quadratische Fehler der Varianz (siehe Bleymüller et 
al. 2004 S. 96). 
95 Da es meines Wissens keinen Befehl gibt, eine Funktion zu maximieren, wird die negative 
Funktion minimiert. 
96 Beachte im Vergleich zu Pfaffermayr (2007), dass hier gilt: 1 2 ˆˆ ˆρ ρ λ= =  
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(137) ( )( ) 12 T 1,ˆ ˆ ˆˆˆ~ , ,v O u OO ONβ β σ λ φ −−⎛ ⎞Σ⎜ ⎟⎝ ⎠X X  
Für die Funktion gibt es keine analytische Lösung, die numerische Optimierung 
der Funktion ist sehr komplex und führt zu hohen Anforderungen an den Compu-
ter. Im folgenden Kapitel werden Möglichkeiten aufgezeigt, wie einige Vereinfa-
chungen für die Berechnung vorgenommen werden können. 
10.5 Rechentechnische Hürden und Begrenzungen 
Die hohen Anforderungen an die Rechenleistung eines Computers zur Optimie-
rung von Gleichung (135) begründen sich dadurch, dass (i) nach einer relativ 
großen Anzahl (k + 3) an Parametern optimiert wird, dass (ii) die Berechnung der 
Determinante und der Inversen von ,u OOΣ  sehr aufwendig ist, und dass (iii) es sich 
bei den Matrizen uΣ  und ,u OOΣ  um voll besetzte Matrizen
97 der Dimension NT 
mal NT bzw. nO mal nO handelt, die sehr viel Arbeitsspeicher benötigen. Bei dem 
vorhanden Datensatz von N = 2.814 Tankstellen und T = 18 Zeitperioden ist die 
Matrix uΣ  von der Dimension 50.652 mal 50.652 und hat daher über 2,5 Milliar-
den von null verschiedene Einträge. Die Matrix ,u OOΣ , von der die Determinante 
und die Inverse berechnet werden muss, ist von der Dimension 18.708 mal 
18.708. Die Log-Likelihood-Funktion kann für den gesamten Datensatz mit den 
zur Verfügung stehenden Mitteln nicht optimiert werden. Wenn räumliche Auto-
korrelation in den Residuen abgebildet werden soll, muss der Datensatz daher 
regional und/oder zeitlich begrenzt werden. 
Um die Beschränkung der Stichprobe möglichst gering zu halten, werden im Fol-
genden die rechentechnischen Herausforderungen aufgelistet und Möglichkeiten 
ausgelotet, die Log-Likelihood-Funktion zu vereinfachen. 
10.5.1 Anzahl der Variablen und Konzentration der Funktion 
Bei k unabhängigen Variablen muss die Funktion nach (k + 3) Variablen optimiert 
werden ( )2, , ,vλ σ φ β . Die Anzahl der Regressoren kann bei vielen Kontrollvariab-
len und der Berücksichtigung von (T – 1) fixen Zeiteffekten relativ groß werden. 
                                                 
97 ‚Voll besetzte’ Matrizen bedeuten im Gegensatz zu ‚dünn besetzten’ Matrizen, dass im Allge-
meinen alle Einträge der Matrizen von null verschieden sind. 
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Es empfiehlt sich daher, die Log-Likelihood-Funktion zu konzentrieren. Das be-
deutet, dass Parameter durch ihre Lösungswerte (abhängig von den anderen Pa-
rametern) ersetzt werden (siehe Kennedy 2003 S. 545 für eine Begriffsbestim-
mung, Greene 2003 S. 940 f. für eine allgemeine Erläuterung und Appendix A für 
eine genauere Ableitung). Wenn λ und φ  bekannt wären, dann könnten β und 2vσ  
analytisch gelöst werden, indem man die Bedingungen erster Ordnung der Funk-
tion in Bezug auf β und 2vσ  berechnet: 
(138) 
( ) ( ) ( )( )
( ) ( )( ) ( )
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( ) ( ) ( )( )
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−
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1T 1 1 1
, , ,
2
, , ,
,
O u OO n O O u OO O O u OO O
v n
λ φ λ φ λ φ
λ φ
−− − −⎡ ⎤−⎢ ⎥⎣ ⎦=
T Tp Σ I X X Σ X X Σ p
 
βˆ  und 2ˆvσ  hängen nur von den Parametern λ  und φ  ab. Wenn β  und 2vσ  der 
unkonzentrierten Log-Likelihood-Funktion (Gleichung (135)) durch obige Terme 
substituiert werden, ist die Funktion nur mehr von den beiden Parametern λ  und 
φ  abhängig. 
Es sei explizit auf den Zielkonflikt hingewiesen, den die Konzentration der Log-
Likelihood-Funktion mit sich bringt: Einerseits wird in dem iterativen Prozess, 
durch die Optimierung nach einer kleineren Anzahl an Parametern, nach wesent-
lich weniger Versuchen ein Maximum gefunden, andererseits braucht ein Ver-
such, d.h. die einmalige Errechnung des Funktionswertes, viel länger. Den größ-
ten Teil des Rechenaufwandes bei der Berechnung der Funktion verursachen die 
Berechnung der Determinante und der Inversen von ,u OOΣ , einer Matrix der Di-
mension nO mal nO. In der nicht-konzentrierten Log-Likelihood-Funktion muss 
die Inverse von ,u OOΣ  einmal berechnet werden. Wenn β heraus konzentriert wird, 
muss die Inverse fünf Mal berechnet werden, während sich die Anzahl der Para-
meter, nach denen optimiert wird, um k reduziert. Wenn zusätzlich noch 2ˆvσ  her-
aus konzentriert wird, muss die Inverse bei einer Iteration elf Mal berechnet wer-
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den, die Zahl der Parameter reduziert sich aber nur mehr um eins. Ob es sinnvoll 
ist, ob bzw. welche Parameter heraus konzentriert werden, hängt in erster Linie 
von der Anzahl der Regressoren k und der Anzahl aller vollständigen Beobach-
tungen nO ab. In der hier verwendeten Schätzgleichung wird β heraus konzentriert, 
2ˆvσ  aber nicht. 
10.5.2 Rechenaufwand der Rechenoperationen 
Die Matrix ,u OOΣ  hat keine spezielle Struktur wie bei einem ausgeglichenen Pa-
neldatensatz (siehe Kapitel 10.2), wodurch analytische Vereinfachungen nicht 
durchführbar sind. Es ist lediglich folgende Umformung möglich (siehe 
Pfaffermayr 2007 S. 10): 
(139) 
( ) 11,
1 T 1 T
1
1 T 1 T
OO OM MM MO
u OO u u u u
OO OM
O u O O u M u u
u MO MM
M u O M u M u u
−−
− −
−
− −
= −
⎛ ⎞ ⎛ ⎞= =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
Σ Σ Σ Σ Σ
S Σ S S Σ S Σ Σ
Σ
S Σ S S Σ S Σ Σ
 
1
u
−Σ  kann ohne großen Rechenaufwand errechnet werden (siehe Gleichung (126)), 
d.h. in der Berechnung von 1,u OO
−Σ  entfällt der größte Teil der Rechenzeit auf 
( ) 1MMu −Σ . Man beachte, dass MMuΣ  von der Dimension nM mal nM ist (mit nM = NT 
– nO), und die Berechnung daher schneller ist, wenn weniger als die Hälfte der 
gesamten Beobachtungen unvollständig sind. Wenn dies, wie in der hier behan-
delten Schätzgleichung nicht der Fall ist, gibt es meines Wissens nach keine Mög-
lichkeiten, 1,u OO
−Σ  zu vereinfachen und den Rechenaufwand zu reduzieren. 
10.5.3 Begrenzungen des Arbeitsspeichers 
Wie bereits in Kapitel 10.2 erwähnt, sind im Allgemeinen alle Einträge der Matri-
zen uΣ  und ,u OOΣ  von null verschieden. Diese Matrizen benötigen daher daher 
sehr viel Arbeitsspeicher.98 ,u OOΣ  braucht abhängig vom Anteil der unvollständi-
gen Beobachtungen weniger Speicherplatz als uΣ : Wenn die Hälfte der Beobach-
tungen unvollständig sind, reduziert sich der Speicherplatz auf 1
4
, sind nur ein 
                                                 
98 In ‚MatLab’ benötigt ,u OOΣ  etwa 155 MB Speicherplatz. 
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Drittel der Beobachtungen vollständig, sogar auf 1
9
. Es kann Speicherplatz ge-
spart werden, indem nicht die gesamte Matrix uΣ  berechnet und 
T
,u OO O u O=Σ S Σ S  
herausgeschnitten wird, sondern indem immer ein Block von uΣ  berechnet und 
der relevante Teil des Blocks herausgeschnitten wird. Erst danach werden die 
einzelnen Teile zur Matrix ,u OOΣ  zusammen gesetzt. Dazu muss die Selektor-
matrix OS  in Selektormatrizen für jeden einzelne Zeitperiode ,1 ,2 ,, ,...O O O TS S S  
geteilt werden, wie in Gleichung (140) dargestellt: 
(140) 
,1
,2
,
0 0
0 0
0 0
O
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O
O T
⎛ ⎞⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
S
S
S
S
L
L
M M O M
L
 
,u OOΣ  wird dann wie folgt zusammen gesetzt 
(141) 
T T T
,1 ,1 ,1 ,2 ,1 ,
T T T
,2 ,1 ,2 ,2 ,2 ,
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T T T
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Σ
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wobei C und D die gleichen Matrizen wie in Gleichung (123) und (124) sind. 
Obwohl durch diese Methode bei einem großen Anteil von fehlenden Werten die 
notwendigen Größe des Arbeitsspeichers beträchtlich reduziert wird, steht dem 
der Nachteil gegenüber, dass dadurch die Matrix ( )( )( )TN Nλ λ− −I W I W  nicht 
nur zwei Mal, sondern 2T  mal invertiert werden muss, was einen beträchtlichen 
Zusatzaufwand darstellt. 
10.6 Zusammenfassende Überlegungen zur Methode 
In diesem Kapitel wird beschrieben, wie die Panelstruktur des Datensatzes best-
möglich ausgebeutet werden kann. Veränderungen über die Zeit, die alle Beo-
bachtungen in einem Querschnitt gleichermaßen betreffen, werden durch fixe 
Zeiteffekte abgebildet, was keine weiteren methodischen Probleme aufwirft. 
Individualspezifische Effekte werden demgegenüber als zufällige Individualeffek-
te, und dadurch als Teil der Residuen modelliert. Dies ist aufgrund der Plausibili-
tät der Annahme einer zufälligen Verteilung möglich, und um die Schätzung der 
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Parameter zeitinvarianter Variablen zu ermöglichen und um die Zahl der Frei-
heitsgrade nicht zu stark zu reduzieren auch sinnvoll. Da es für unausgeglichene 
Paneldaten keinen Test gibt, auf dessen Basis entschieden werden kann, wie die 
räumliche Struktur in den Residuen am besten abgebildet werden soll, wird unter-
stellt und begründet, dass die zufälligen Individualeffekte und der restliche Stör-
term dem gleichen räumlich-autoregressiven Prozess folgen. 
Um den relevanten Teil der Varianz-Kovarianz-Matrix, ,u OOΩ , zu bestimmen, 
reicht es aus, 2vσ und φ  zu kennen, sowie die räumliche Gewichtungsmatrix W für 
alle Beobachtungen spezifizieren zu können. Da geographische Informationen zu 
allen Tankstellen vorhanden sind, kann die Gewichtungsmatrix für alle Beobach-
tungen bestimmt und somit die Matrizen uΩ  und ,u OOΩ  abhängig von den Para-
metern 2vσ  und φ  spezifiziert werden. Kenntnisse über die endogenen Variablen 
oder über die exogenen Variablen sind dafür nicht notwendig. Wenn es räumliche 
Autokorrelation in den Residuen gibt, kann durch die Berücksichtigung der 
Standorte der unvollständigen Variablen die Varianz-Kovarianz-Matrix, bzw. der 
relevante Teil der Varianz-Kovarianz-Matrix, richtig spezifiziert und die Effizienz 
der Schätzung verbessert werden. 
Die Berücksichtigung der Standorte der unvollständigen Variablen ist in zweierlei 
Hinsicht aufwendig: Der Artikel, in dem dieser Schätzer vorgestellt wurde, 
stammt von Pfaffermayr (2007), entsprechende Schätzverfahren finden in Statis-
tiksoftwarepakten (noch) keine Berücksichtigung und müssen programmiert wer-
den. Andererseits muss die Log-Likelihood-Funktion numerisch optimiert wer-
den, was bei einem unausgeglichenen Paneldatensatz dieser Größe rechentech-
nisch sehr aufwendig ist. 
Die Berücksichtigung von unvollständigen Beobachtungen in einer Schätzung mit 
unausgeglichenen Paneldaten und räumlich-autokorrelierten Residuen erscheint 
aber trotzdem sinnvoll und stellt meines Wissens einen in der empirischen Litera-
tur neuartigen Ansatz dar. 
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11 Modellspezifikation und Schätzverfahren 
Die Schätzgleichung für alle nO = 18.708 vollständigen Beobachtungen wurde in 
Gleichung (112) des Kapitels 9.1 spezifiziert: 
(112) O O Oβ= +p X u   
uO ist der Vektor der Residuen der vollständigen Beobachtungen und ein entspre-
chender Subvektor des Vektors aller Residuen u. Der Vektor u beinhaltet zufälli-
ge Individualeffekte μ und einen restlichen Störterm v, die beide einem, in Glei-
chung (116) im Kapitel 10.1 spezifizierten, räumlich-autoregressiven Prozess 
folgen: 
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Das führt zu folgender, in Kapitel 10.4 formulierten Log-Likelihood-Funktion: 
(135) 
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Die Log-Likelhood Funktion kann mit den bestehenden Rechenkapazitäten, selbst 
bei Konzentration nach β bzw. nach β und 2vσ , nicht maximiert werden (siehe 
Kapitel 10.5). Es werden daher drei unterschiedliche Einschränkungen getroffen 
und drei alternative Modelle geschätzt: 
Im ersten Modell wird angenommen, dass es keine räumliche Autokorrelation in 
den Residuen gibt ( 0λ = ). Dieses Modell ist ein nicht-räumliches Random-
Effects-Modell und wird als ‚RE-Modell’ bezeichnet. 
In der zweiten Spezifikation wird die Anzahl der Zeitperioden von T = 18 auf 
* 4T =  reduziert ( * 1,  6,  13,  18t = ). Dadurch reduziert sich die Dimension von 
,u OOΣ  auf 4.467, wodurch die Optimierung der Log-Likelihood-Funktion möglich 
wird. Dieses Modell wird als ‚räumliches RE-Modell’ bezeichnet. 
Für die dritte Spezifikation werden die Durchschnittspreise für alle Tankstellen 
berechnet, wobei die Preise um den Mittelwert jeder Periode bereinigt wurden. 
Für dieses Modell wird der Begriff ‚räumliches Querschnittsmodell’ verwendet. 
In diesem Kapitel werden die unterschiedlichen Spezifikationen und die 
verwendeten Schätzverfahren genauer ausgeführt. 
11.1 RE-Modell 
Im RE-Modell wird unterstellt, dass es keine räumliche Autokorrelation in den 
Residuen gibt ( 0λ = ). Dadurch vereinfacht sich die Matrix ,u OOΣ  zu: 
(142) 
( ) ( )
( ) ( )
T T
,
2 2 2 T 2 T
, 2
1,
u OO O NT O
u OO v O v NT O
v
μ μ
φ φ
σ σ σ σσ
= +
= +
Σ S ZZ I S
Σ S ZZ I S
 
Die Kovarianz der Residuen der Beobachtung eines Querschnitts ist, durch die 
einschränkende Annahme, gleich null. Die Schätzgleichung reduziert sich dadurch 
auf ein ‚normales’ (d.h. nicht-räumliches) Modell mit einem unausgeglichenen 
Paneldatensatz (siehe z.B. Baltagi 2005 S. 165 ff.) und kann mit verbreiteten 
Statistiksoftwarepaketen geschätzt werden.99 
                                                 
99 Dieses Modell wurde mit StataSE 9.2 mit dem Befehl ‚xtreg’ geschätzt. 
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11.2 Räumliches RE-Modell 
Beim räumlichen RE-Modell entspricht die Spezifikation der Residuen der 
Gleichung (116), lediglich die Anzahl der Beobachtungszeiträume wird von T = 
18 auf * 4T =  beschränkt. Dadurch reduziert sich die Anzahl aller möglichen 
Beobachtungen von 50.652NT =  auf * 12.256NT =  und die Anzahl aller 
beobachteten abhängigen Variablen (und dadurch die Dimension von ,u OOΣ ) von 
18.708On =  auf * 4.467On = . Im gleichen Ausmaß reduziert sich die Anzahl der 
Zeilen des Vektors der Preise, *Op , und der Matrix der exogenen Variablen, 
*
OX . 
Die (negative) Log-Likelihood-Funktion wird mit dem Programm ‚MatLab 7.2’ 
spezifiziert und mit dem Befehl ‚fminsearch’ nach den Variablen 
var ( )2 2, , , Tv μλ σ σ β=  optimiert: 
(143) minusloglikelihood = @(var) -  (  -  (no/2) * log(2*pi)  -  
(no/2) * log(var(2))  -  (1/2) * log (det (SIGMAuoo) )  -  
(1/(2*var(2))) * ((yo-Xo*beta)' * SIGMAuoo^-1 * (yo-
Xo*beta))  ) 
wobei no *n= , SIGMAuoo ,u OO= Σ , yo *O= p , Xo *O= X  und beta β= . Die 
Befehle log bzw. det berechnen den natürlichen Logarithmus bzw. die 
Determinante. ,u OOΣ  wird durch folgenden Ausdruck ersetzt: 
(144) SIGMAuoo = ( So* (kron(It,((In-var(1)*W)^-
1))*((var(3)/var(2))* (Z*Z')+Int)*kron(It,((In-var(1)*W')^-
1)) ) * So')  
wobei I eine Einheitsmatrix der Dimension t * 4T= = , n 2.814N= =  bzw. 
nt * 12.256NT= =  ist. So entspricht der Selektormatrix OS , W der Gewichtungs-
matrx WN und Z der Matrix der fixen Zeiteffekte μZ . Der Befehl kron berechnet 
das Kronecker-Produkt der beiden (in nachstehender Klammer) folgenden Matri-
zen. 
Die Log-Likelihood-Funktion kann durch Konzentration (siehe Kapitel 10.5.1) 
nach β vereinfacht werden. β wird durch folgenden Ausdruck ersetzt: 
(145) beta =  ( (Xo'* ( So* ( kron(It,((In-var(1)*W)^-1))* 
((var(3)/var(2)) * (Z*Z')+Int)*kron(It,((In-var(1)*W')^-1)) 
) * So')^-1 * Xo)^-1* Xo'* (( So* ( kron(It,((In-var(1)*W)^-
1))* ((var(3)/var(2))* (Z*Z')+Int)* kron(It,((In-
var(1)*W')^-1)) ) * So') ^-1) *yo ) 
Dadurch ist die Log-Likelihood-Funktion nur mehr von drei Variablen (λ, 2vσ  und 
2
μσ ) abhängig: 
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(146) minusloglikelihood = @(var) -  (  -  (no/2) * log(2*pi)  -  
(no/2) * log(var(2))  -  (1/2) * log (det (( So* 
(kron(It,((In-var(1)*W)^-1))* 
((var(3)/var(2))*(Z*Z')+Int)*kron(It,((In-var(1)*W')^-1)) ) 
* So')) )  -  (1/(2*var(2))) * ((yo-Xo*( (Xo'* ( So* ( 
kron(It,((In-var(1)*W)^-1))*((var(3)/var(2))*(Z*Z')+Int) 
*kron(It,((In-var(1)*W')^-1)) ) * So')^-1 * Xo)^-1* Xo'* (( 
So* ( kron(It,((In-var(1)*W)^-
1))*((var(3)/var(2))*(Z*Z')+Int)* kron(It,((In-var(1)*W')^-
1)) )* So') ^-1 )  *yo ))' * ( So* (kron(It,((In-var(1)*W)^-
1))*((var(3)/var(2))* (Z*Z')+Int)* kron(It,((In-var(1)*W')^-
1)) ) * So')^-1 * (yo-Xo*( (Xo'* ( So* ( kron(It,((In-
var(1)*W)^-1))*((var(3)/var(2))*(Z*Z')+Int)* kron(It,((In-
var(1)*W')^-1)) ) * So')^-1 * Xo)^-1* Xo'* (( So* ( 
kron(It,((In-var(1)*W)^-1))*((var(3)/var(2))*(Z*Z')+Int)* 
kron(It,((In-var(1)*W')^-1)) ) * So') ^-1) *yo )))  ) 
Eine Konzentration der (negativen) Log-Likelihood-Funktion wird aus den in 
Kapitel 10.5.1 angeführten Gründen nicht durchgeführt. 
11.3 Räumliches Querschnittsmodell 
Für das räumliche Querschnittsmodell werden die Durchschnittspreise für alle 
Tankstellen berechnet.100 Da bei den Preisen im Treibstoffeinzelhandel die 
Variation der Preise (innerhalbe einer Tankstelle) über die Zeit größer ist als die 
Variation der Preise (zwischen den Tankstellen) im Querschnitt (siehe Tabelle 22 
unten), würde der Durchschnittspreis einer Tankstelle zu einem großen Ausmaß 
dadurch beeinflusst, zu welchen Zeitperioden Informationen zu den Preisen einer 
Tankstelle vorliegen. Um dies zu vermeiden, wird von allen Preisbeobachtungen 
einer Tankstelle der Durchschnitt der jeweiligen Zeitperiode  tp  abgezogen. Von 
diesen – um den Durchschnittspreis der jeweiligen Zeitperiode – bereinigten 
Preisen einer Tankstelle wurden danach die Durchschnittspreise ip  gebildet. Der 
Durchschnittspreis einer Tankstelle i ergibt sich daher wie folgt: 
(147) 
( )
i
it t
i t
i
i
p p
p
T
∈
−
=
∑
 
wobei pti der Preis der Tankstelle i zum Zeitpunkt t ist. ti sind all jene 
Zeitperioden, zu denen für die Tankstelle i Preisdaten vorhanden sind. Ti ist die 
                                                 
100 Eine andere Arbeit, in der der Durchschnitt des gesamten Beobachtungszeitraums für jedes 
Individuums  berechnet wurden, ist etwa in Anderson und Betancourt 2002. 
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Anzahl der Preisinformationen der Tankstelle i. Der Durchschnittspreis der 
Zeitperiod t, tp , berechnet sich folgendermaßen: 
(148) t
it
i n
t
t
p
p
N
∈=
∑
 
wobei nt die Tankstellen bezeichnet, zu denen Preisdaten vorliegen und Nt der 
Anzahl aller vollständigen Beobachtungen zum Zeitpunkt t entspricht. Es kann 
daher für all jene Tankstellen ein Durchschnittspreis berechnet werden, zu denen 
zumindest eine Preisbeobachtung vorliegt. Dies ist bei 1.639 Tankstellen der Fall. 
Für die exogenen Variablen wird ebenfalls der Durchschnitt über alle 
Zeitperioden gebildet. Der Durchschnitt der Variable j für die Tankstelle i, ,i jx , 
wird wie folgt gebildet:101 
(149) 
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1
,
T
it j
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T
==
∑
 
Die Matrix ,u OOΣ  ist im räumlichen Querschnittsmodell lediglich von der 
Dimension 1.639 und vereinfacht sich zu:102 
(150) 
( ) ( ) ( )
( )( )( )
11 T T
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1T T              
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Die zu optimierende (negative) Log-Likelihood-Funktion sieht, nach der 
Konzentration im Bezug auf β, wie folgt aus: 
(151) minusloglikelihood = @(var) -  (  -  (no/2) * log(2*pi)  -  
(no/2) * log(var(2))  -  (1/2) * log (det ( So* (((In-
var(1)*W') *(In-var(1)*W))^-1) *So') )  -  (1/(2*var(2))) * 
((yo-Xo*((Xo'* ( So* (((In-var(1)*W')*(In-var(1)*W))^-1) 
*So')^-1 * Xo)^-1* Xo'* ( So* (((In-var(1)*W')*(In-
var(1)*W))^-1) *So')^-1 *yo))' * ( So* (((In-var(1)*W')*(In-
var(1)*W))^-1) *So')^-1 * (yo-Xo* ((Xo'* ( So* (((In-
var(1)*W')*(In-var(1)*W))^-1) *So')^-1*Xo)^-1 * Xo'*( So* 
(((In-var(1)*W')*(In-var(1)*W))^-1) *So')^-1 *yo)))) 
                                                 
101 Es sei an dieser Stelle nochmals darauf hingewiesen, dass fast alle Variablen keine oder nur 
eine geringe Variation über die Zeit aufweisen (siehe Kapitel 9.3 für genauere Ausführungen). 
102 Der Vollständigkeit halber sei darauf hingewiesen dass die Selektormatrix SO im räumlichen 
Querschnittsmodell von einer anderen Dimension ist als im räumlichen RE-Modell. 
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Die Funktion ist nur von 2 Variablen (λ, 2vσ ) abhängig und kann wie beim räum-
lichen RE-Modell optimiert werden, wobei die Rechenzeit deutlich kürzer ist. 
11.4 Deskriptive Statistik der Preise 
Wie in Tabelle 22 dargestellt gibt es von insgesamt NT = 50.652 Beobachtungen 
zu nO = 18.708 Daten zu den Preisen. Zu 1.639 Tankstellen liegt zumindest eine 
Preisinformation vor (d.h. es gibt 1.639 ‚Gruppen’ im RE-Modell in Tabelle 22). 
Bei jenen Tankstellen mit mindestens einer Preisbeobachtung liegen Preise zu 
durchschnittlich 11,41 T =  Zeitperioden vor. 
Tabelle 22: Deskriptive Statistik über den Preis für Diesel (in Cent pro Liter) 
                 
Modell Zeit-perioden Anzahl der Beobachtungen 
Durchschnitts-
preis 
Standard-
abweichung 
Mini-
mum 
Maxi-
mum 
18.708 gesamt 76,72 6,55   gesamt 58,90 99,50 
1.639 Gruppen  3,66   between 64,00 90,11 
RE-Modell t = 1, …, 18 
  
       11,41 T    5,89   within 57,42 94,02 
4.467 gesamt 77,41 8,27   gesamt 61,90 97,90 
1.602 Gruppen  5,37   between 62,90 91,20 
Räumliches  
RE-Modell 
*t  = 1, 6, 
        13, 18 
            2,79 T    6,97   within 62,07 92,74 
Räumliches Quer-
schnittsmodell Durchschnitt 1.639   -0,07 2,49   –8,68 10,39 
 
Die Streuung der Preise kommt daher, weil sich Preise innerhalb (‚within’) einer 
Tankstelle über den Zeitablauf verändern, und weil sich Preise in einer Zeitperio-
de zwischen (‚between’) den Tankstellen unterscheiden.103 Obwohl die Streuung 
innerhalb der Tankstellen größer ist, liegt das Interesse der Arbeit darin, die 
Streuung zwischen den Tankstellen zu erklären. Wenn wie im räumlichen RE-
Modell nur die Zeitperioden *t  = 1, 6, 13, 18 berücksichtigt werden, reduziert sich 
die Anzahl der Beobachtungen auf * 4.467On = . Im ‚Querschnittsmodell’ reduziert 
sich die Anzahl an Preisinformationen auf die Anzahl der Tankstellen, zu denen 
zumindest eine Preisinformation vorliegt, was der Anzahl der ‚Gruppen’ des RE-
Modells entspricht. Da die Preise im Querschnittsmodell um die Mittelwerte der 
jeweiligen Periode bereinigt wurden, liegt der (bereinigte) Durchschnittspreis 
nahe bei null. 
                                                 
103 Für eine intuitive Erklärung zu der Unterscheidung zwischen der Variation ‚within’ eines 
Individuums und ‚between’ Individuen bei Paneldaten siehe etwa Kennedy (2003 S. 307). 
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12 Ergebnisdarstellung und Interpretation 
12.1 Schätzergebnisse 
Die Schätzergebnisse sind in Tabelle 23 dargestellt. Wie im vorangegangenen 
Kapitel 11 beschrieben, wurden drei unterschiedliche Modelle (RE-Modell, räum-
liches RE-Modell und räumliches Querschnittsmodell) geschätzt. Bei jedem Mo-
dell wird bei der Spezifikation der räumlichen Differenzierung RD einmal zwi-
schen Tankstellen der gleichen Marke und Tankstellen von unterschiedlichen 
Ketten unterschieden (Version 1) und einmal ein einziges Maß der räumlichen 
Differenzierung verwendet (Version 2). Der Parameter der räumlichen Autokorre-
lation in den Residuen ist mit Werten von etwa 0,84 in den räumlichen RE-
Modellen bzw. etwa 0,75 in den räumlichen Querschnittsmodellen relativ groß. 
Tabelle 23: Schätzergebnisse 
                          
Modell RE–Modell1 räumliches RE–Modell räumliches Quer-schnittsmodell 
Version 1 2 1 2 1 2 
         Koeffizienten 
          (z–Werte) 
86,4607   86,3507   85,0515   85,0855   –1,1724   –1,1876   Interzept 
(209,788) *** (208,551) *** (162,578) *** (162,616) *** (–2,631) *** (–2,665) ***
räumliche Charakteristika 
0,0744    0,0373    0,0389    KRD  
(6,181) ***   (3,309) ***     (3,511) ***     
0,0058       0,0005     –0,0002       MRD  
(0,568)       (0,068)     (–0,032)       
    0,0847     0,0358       0,0408   RD  
    (6,786) ***   (3,030) ***     (3,592) ***
0,1100  0,1157  0,0596   0,0651  0,0478  0,0498  KRK  
(2,776) *** (2,928) *** (1,215)   (1,328)   (0,963)  (1,004)   
0,0576   0,0540   0,0201  0,0193  0,0214   0,0185  MRK  
(3,075) *** (3,073) *** (0,969)  (0,977)  (0,979)  (0,886)  
lokale und regionale Charakteristika 
–3,5708  –3,5327  –0,9415  –0,9797  –1,6583  –1,6560  Pendler 
(–7,573) *** (–7,491) *** (–1,500)  (–1,560)   (–2,851) *** (–2,848) ***
0,0046   0,0044   0,0017   0,0018   0,0154   0,0153   Tourismus 
(1,179)   (1,122)   (0,427)   (0,447)   (1,930) * (1,924) * 
–0,2093  –0,2056  –0,0292  –0,0305  –0,0883  –00882Bevölkerungsdichte 
(–12,429) *** (–12,179) *** (–1,073)  (–1,121)  (–3,482) *** (–3,476) ***
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Modell RE–Modell1 räumliches RE–Modell räumliches Quer-schnittsmodell 
Version 1 2 1 2 1 2 
         Koeffizienten 
           (z–Werte) 
0,1996   0,1857   –0,0214   –0,0244   0,1151   0,1107   Geschwindigkeit:     
61–80 km/h (1,383)   (1,286)   (–0,205)   (–0,233)   (1,105)   (1,062)   
1,6696  1,6455  1,5333  1,5385  1,7059  1,7105  Geschwindigkeit:     
81–100 km/h (4,570) *** (4,501) *** (6,036) *** (6,041) *** (6,801) *** (6,821) ***
4,4177   4,4056   5,5957   5,6172   4,8449   4,8591   Geschwindigkeit: 
über 100 km/h (12,635) *** (12,606) *** (21,508) *** (21,560) *** (18,787) *** (18,878) ***
0,0091   0,0093   0,0076   0,0075   0,0060   0,0061   Preis Betriebs-
grundstück (10,448) *** (10,606) *** (4,418) *** (4,401) *** (4,262) *** (4,301) ***
Tanstellencharakteristika 
–0,0781   –0,0843   –0,2018   –0,1995   –0,0483   –0,0479   Dealer Owned  
(–0,568)   (–0,614)   (–2,269) ** (–2,237) ** (–0,545)   (–0,540)   
–0,2689  –0,2692  –0,0074  –0,0058  –0,0769  –0,0756  Werkstatt  
(–2,662) *** (–2,664) *** (–0,109)  (–0,085)  (–1,113)  (–1,095)  
0,0367   0,0456   0,3432   0,3433   0,2315   0,2296   24 Stunden 
(0,247)   (0,307)   (3,503) *** (3,496) *** (2,323) ** (2,306) ** 
–0,0629  –0,0645  0,1100  0,1066  0,0008  –0,0017  Tankstellenshop 
(–0,354)  (–0,364)  (0,946)  (0,915)  (0,007)  (–0,015)  
–0,2047   –0,1938   –0,1088   –0,1121   –0,1207   –0,1213   Autowäsche  
(–1,585)   (–1,500)   (–1,288)   (–1,324)   (–1,418)   (–1,424)   
0,3347  0,3322  0,1175  0,1199  0,1321  0,1341  Größe: zwischen 
800 und 2,000 m²  (2,590) *** (2,573) *** (1,327)  (1,353)  (1,484)  (1,510)  
0,4395   0,4374   0,1712   0,1699   0,0720   0,0709   Größe: über 2,000 
m²  (2,924) *** (2,914) *** (1,619)   (1,602)   (0,679)   (0,668)   
–0,1092  –0,1104  0,4650  0,4622  0,2598  0,2572  Bedienung durch 
Tankwart (–0,715)  (–0,723)  (4,394) *** (4,356) *** (2,490) ** (2,467) ** 
1,0145   1,0291   1,0044   1,0035   0,9418   0,9412   Agip  
(3,999) *** (4,071) *** (6,441) *** (6,442) *** (6,002) *** (6,022) ***
1,3469  1,3440  1,2766  1,2720  1,4702  1,4588  Aral 
(5,887) *** (5,889) *** (7,429) *** (7,413) *** (4,992) *** (4,961) ***
0,7578   0,7756   0,5303   0,5284   0,4115   0,4082   Avanti 
(2,759) *** (2,837) *** (3,160) *** (3,164) *** (2,492) ** (2,494) ** 
1,1853  1,2016  0,8833  0,8802  1,0400  1,0324  Avia 
(4,213) *** (4,336) *** (3,546) *** (3,554) *** (4,645) *** (4,666) ***
1,2493   1,2709   1,3907   1,3873   1,3420   1,3394   BP 
(6,369) *** (6,554) *** (10,725) *** (10,753) *** (10,377) *** (10,448) ***
1,3700  1,3793  1,1912  1,1884  1,1696  1,1665  Esso 
(5,869) *** (5,943) *** (8,002) *** (8,023) *** (7,867) *** (7,905) ***
–0,4715   –0,4503   0,3296   0,3282   0,0003   –0,0015   Jet 
(–1,529)   (–1,464)   (1,811) * (1,807) * (0,002)   (–0,008)   
1,1810  1,1935  1,4804  1,4756  1,2566  1,2490  OMV 
(5,545) *** (5,721) *** (10,486) *** (10,617) *** (8,892) *** (9,025) ***
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Modell RE–Modell1 räumliches RE–Modell räumliches Quer-schnittsmodell 
Version 1  2  1  2  1  2  
 Koeffizienten 
  (z–Werte) 
1,3746   1,3858   1,3190   1,3177   1,1835   1,1785   Shel 
(6,222) *** (6,379) *** (9,125) *** (9,228) *** (8,177) *** (8,299) ***
0,7091  0,7159  0,3896  0,3893  0,5024  0,5002  Stroh 
(2,463) ** (2,488) ** (1,871) * (1,868) * (2,468) ** (2,462) ** 
Dummy Variable für fehlende Werte 
0,8699  0,8771  0,6862  0,6796  0,5090  0,5172  fehlend: Preis Be-
triebsgrundstück (3,647) *** (3,673) *** (1,822) * (1,804) * (1,536)  (1,561)  
3,6212   3,6113   2,1341   2,1548   2,4437   2,4621   fehlend: Werkstatt  
(4,440) *** (4,427) *** (3,690) *** (3,720) *** (4,467) *** (4,503) ***
–0,0057  0,0119  0,6764  0,6694  0,4758  0,4688  fehlend: 24 Stun-
den (–0,010)  (0,022)  (1,856) * (1,833) * (1,409)  (1,389)  
–0,6311   –0,6540   –1,0108   –1,0296   –1,0191   –1,0386   fehlend: Größe 
(–1,143)   (–1,187)   (–2,309) ** (–2,348) ** (–2,553) ** (–2,603) ***
–0,8240  –0,8282  –0,1498  –0,1443  –0,5493  –0,5466  fehlend: Bedienung 
durch Tankwart (–2,428) ** (–2,440) ** (–0,606)  (–0,582)  (–2,370) ** (–2,358) ** 
0,9189   0,9399   0,1761   0,1851   0,6960   0,7114   fehlend: Dealer 
Owned  (1,946) * (1,993) ** (0,539)   (0,565)   (2,461) ** (2,514) ** 
fixe Zeiteffekte 
–0,8943  –0,8940  –0,9050  –0,9058      Zeitdummy 1 
(–7,881) *** (–7,881) *** (–3,455) *** (–3,496) ***     
–11,0187   –11,0178                   Zeitdummy 2 
(–104,239) *** (–104,291) ***                 
–8,7335  –8,7332          Zeitdummy 3 
(–73,284) *** (–73,320) ***         
–11,6828   –11,6824                   Zeitdummy 4 
(–93,949) *** (–93,994) ***                 
–14,9104   –14,9104                 Zeitdummy 5 
(–126,268) *** (–126,348) ***         
–15,7768   –15,7762   –15,6874   –15,6867           Zeitdummy 6 
(–124,512) *** (–124,543) *** (–62,185) *** (–62,863) ***         
–13,1629  –13,1622          Zeitdummy 7 
(–102,901) *** (–102,941) ***           
–13,1825   –13,1821                 Zeitdummy 8 
(–102,513) *** (–102,538) ***               
–14,8412  –14,8427            Zeitdummy 9 
(–110,049) *** (–110,066) ***           
–6,8906   –6,8918                 Zeitdummy 10 
(–48,396) *** (–48,422) ***               
–15,7995  –15,8008            Zeitdummy 11 
(–113,372) *** (–113,448) ***           
–13,7081   –13,7096                 Zeitdummy 12 
(–125,102) *** (–125,178) ***               
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Modell RE–Modell1 räumliches RE–Modell räumliches Quer-schnittsmodell 
Version 1 2 1 2 1 2 
         Koeffizienten 
           (z–Werte) 
–15,5868  –15,5885  –15,3630   –15,3659       Zeitdummy 13 
(–120,179) *** (–120,284) *** (–61,005) *** (–61,684) ***     
–11,4214   –11,4228                   Zeitdummy 14 
(–101,152) *** (–101,207) ***                 
–5,7314  –5,7331          Zeitdummy 15 
(–45,135) *** (–45,177) ***         
–1,2313   –1,2316                   Zeitdummy 16 
(–10,649) *** (–10,655) ***                 
2,3884  2,3880          Zeitdummy 17 
(21,682) *** (21,686) ***                
λ          0,8360   0,8343   0,7490   0,7487   
2
vσ  2,5195  2,5194  1,5812  1,5756  1,4408  1,4411  
2
μσ  1,6529   1,6520   0,6928   0,7034           
***  signifikant auf dem 1 % Niveau 
**  signifikant auf dem 5 % Niveau 
*  signifikant auf dem 10 % Niveau 
1 Die t-Werte des RE-Modells basieren auf einer Kovarianzmatrix, die ‚heteroscedastcixity consistent’ ist 
(White 1980) 
 
Der Koeffizient der räumlichen Differenzierung zu den benachbarten Tankstellen 
von anderen Ketten ist in allen drei Modellen – wie erwartet – signifikant positiv. 
Eine um durchschnittlich 10 Kilometer größere Entfernung zu benachbarten 
Tankstellen anderer Ketten führt zu einem um 0,74 Cent (RE-Modell), 0,37 Cent 
(räumliches RE-Modell) bzw. 0,39 Cent (räumliches Querschnittsmodell) höheren 
erwarteten Gleichgewichtspreis. Die räumliche Differenzierung zu Tankstellen 
der gleichen Marke hat keinen signifikanten Einfluss auf die Preise, in einem 
Modell hat der Koeffizient auch nicht das erwartete positive Vorzeichen. Wenn 
nur ein Maß für die räumliche Differenzierung verwendet wird (Version 2) ist der 
Schätzer in allen Modellen positiv und signifikant von null verschieden. Die Grö-
ße des Koeffizienten und des t-Wertes ist in allen drei Modellen ähnlich wie die 
Schätzergebnisse zur Variablen RDK. Das ist nicht überraschend, da über 70 Pro-
zent der Beobachtungen keine Nachbarn der gleichen Marke haben (siehe Kapitel 
9.2.2). In diesen Fällen nimmt RDM den Wert null an und RDK unterscheidet sich 
nicht von RD, was zu einer hohen Korrelation zwischen RDK und RD – und da-
durch zu ähnlichen Schätzergebnissen – führt. 
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Die Parameter der Variablen der räumlichen Konzentration (RKK und RKM) haben 
in allen sechs Spezifikation das erwartete positive Vorzeichen, jedoch sind die 
Koeffizienten nur in den (nicht-räumlichen) RE-Modellen signifikant von null 
verschieden. Wenn die durchschnittliche räumliche Konzentration der benachbar-
ten Ketten um eine Einheit zunimmt, wird (den RE-Modellen zufolge) erwartet, 
dass eine Tankstelle um 0,11 Cent (Version 1) bzw. um 0,12 Cent (Version 2) 
höhere Preise verlangt. Wenn die Konzentration der Kette selbst um eine Tank-
stelle größer wird, führt dies zu einer erwarteten Preissteigerung von 0,06 Cent für 
die Tankstellen dieses Clusters. Ähnlich wie bei den Schätzern zur räumlichen 
Differenzierung ist die Größe der Koeffizienten und der t-Werte in den räumli-
chen Modellen deutlich kleiner als in den nicht-räumlichen RE-Modellen. Dies 
hat zur Folge, dass keiner der Schätzer signifikant von null verschieden ist. 
Bei den Variablen zur räumlichen Konzentration wirkt auf den ersten Blick über-
raschend, dass der Koeffizient für RKK in jeder Spezifikation deutlich größer ist 
als jener für RKM. Das bedeutet aber nicht zwingend, dass ein größerer Cluster an 
Tankstellen einer Kette eine größere Auswirkung auf die Preise benachbarter 
Tankstellen anderer Ketten hat, als auf die Kette selbst. Dies liegt daran, dass an 
eine Tankstelle üblicherweise mehrere unterschiedliche Cluster angrenzen. Ange-
nommen an eine Tankstelle i grenzen vier Cluster, und die Clustergröße einer 
dieser angrenzenden Ketten erhöht sich um eine Tankstelle. Dann wird (nach dem 
RE-Modell Version 1) erwartet, dass die Tankstellen dieser Kette ihre Preise um 
0,06 Cent erhöhen, während die Tankstelle i ihre Preise nur um 0,03 Cent anhebt. 
Die durchschnittliche Konzentration der angrenzenden Ketten, RKK, erhöht sich in 
diesem Fall nur um 0,25. 
In alternativen Modellspezifikationen wurden auch Interaktionsterme zwischen 
Variablen zu räumlicher Differenzierung und räumlicher Konzentration berück-
sichtigt. Solche Interaktionsterme finden sich auch in den Gleichgewichtspreisen 
des theoretischen Modells (siehe Gleichung (104)). Da diese aber selten signifi-
kant von null verschieden waren und mit den Variablen der räumlichen Differen-
zierung und der räumlichen Konzentration stark korrelieren, wurden diese alterna-
tiven Spezifikationen in der Ergebnisdarstellung nicht berücksichtigt. 
Auffällig an den Ergebnissen ist, dass die Koeffizienten der räumlichen Charakte-
ristika in den räumlichen Modellen im Vergleich zu den nicht-räumlichen RE-
Modellen nur etwa halb so groß sind. Dies hat auch entsprechende Auswirkungen 
auf die t-Werte und die Signifikanz der Schätzer. Dies ist insofern überraschend, 
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da räumliche Autokorrelation in den Residuen zwar zu ineffizienten, aber unver-
zerrten Schätzern führen sollte (siehe etwa Anselin 2001 S. 316), und dadurch 
kein Unterschied in den Regressionskoeffizienten zu erwarten wäre. Die Koeffi-
zienten für RDK und RD der räumlichen Modelle sind aber verglichen mit den 
nicht-räumlichen RE-Modellen signifikant größer. 
Hier kann eingeworfen werden, dass Modelle verglichen werden, die sich nicht 
nur durch die Modellierung der Residuen unterscheiden: Bei den räumlichen RE-
Modellen werden lediglich vier von 18 Zeitperioden verwendet, bei den räumli-
chen Querschnittsmodellen fließen zwar Informationen aus allen Zeitperioden ein, 
allerdings werden diese im Vergleich zu den nicht-räumlichen Modellen anders 
gewichtet (siehe Kapitel 11). Da sich die Koeffizienten der räumlichen RE-
Modelle und der räumlichen Querschnittsmodelle – sowohl in der Größe der 
Schätzer als auch in deren Signifikanz – nur sehr geringfügig unterscheiden, kön-
nen Unterschiede zwischen den Parametern der nicht-räumlichen und der räumli-
chen Modelle durch die Reduktion der Zeitperioden bzw. durch die Bildung von 
Durchschnittswerten allerdings nur sehr ungenügend erklärt werden. 
Eine andere Erklärung ergibt sich dadurch, dass die räumlichen Variablen durch 
ihre Konstruktion eine räumliche Struktur aufweisen: Wenn etwa RKM für eine 
Tankstelle sehr groß ist, dann ist dieser Wert für eine benachbarte Tankstelle der 
gleichen Marke genauso groß. Es wäre daher naheliegend zu vermuten, dass ein 
Teil der räumlichen Struktur in den Preisen durch die Modellierung der räumli-
chen Autokorrelation in den Residuen abgebildet wird, wodurch nur ein geringe-
rer Teil der räumlichen Struktur durch die räumlichen Variablen abgebildet wer-
den kann. 
Unter den ‚lokalen und regionalen Charakteristika’ hat der Schätzer der Variable 
‚Pendler’ (als Indikator für niedrige Suchkosten) ein negatives Vorzeichen und 
der Koeffizient der Variable ‚Tourismus’ (als Indikator für hohe Suchkosten) ein 
positive Vorzeichen. Die Variable Pendler ist in vier der sechs Spezifikationen auf 
dem 1 Prozent Niveau signifikant von null verschieden. Im räumlichen RE-
Modell ist dieser Koeffizient nicht signifikant von null verschieden, wobei der t-
Wert relativ knapp unter der Schwelle für das 10 Prozent Signifikanzniveau von 
1,645 liegt. Bei der Variable Tourismus ist der Zusammenhang zu den Preisen 
viel weniger deutlich. Hier konnte nur beim räumlichen Querschnittsmodell ein 
signifikanter und positiver Zusammenhang gefunden werden, und selbst in diesem 
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Fall ist der Koeffizient nur auf dem 10 Prozent Niveau signifikant von null ver-
schieden. 
Die Variablen ‚Bevölkerungsdichte’ und die Dummy-Variablen für höhere Ge-
schwindigkeiten werden als Indikatoren für hohe Nachfrage betrachtet. Während 
sich die Preise von Tankstellen an Straßen mit durchschnittlichen Verkehrsge-
schwindigkeiten von 61 bis 80 km/h nicht signifikant von den Preisen jener Tank-
stellen unterscheiden, die an Straßen mit erlaubten Geschwindigkeiten unter 61 
km/h liegen (der Referenzkategorie), verlangen Tankstellen an Straßen mit Ge-
schwindigkeiten über 80 km/h signifikant höhere Preise. Bei Geschwindigkeiten 
zwischen 81 und 100 km/h beträgt der Preisaufschlag zur Referenzkategorie (je 
nach Spezifikation) zwischen 1,53 und 1,71 Cent, bei einer durchschnittlichen 
Geschwindigkeit von über 100 km/h104 beträgt der erwartete Preisaufschlag zwi-
schen 4,41 und 5,62 Cent. 
Überraschend ist der negative, und in vier von sechs Spezifikationen signifikante 
Zusammenhang zwischen der Bevölkerungsdichte und den Preisen. Es könnte 
erwartet werden, dass eine höhere Bevölkerungsdichte entweder keine oder eine 
positive Auswirkungen auf die Gleichgewichtspreise hat. Eine Erklärung wäre, 
dass die Bevölkerungsdichte ein schlechter Indikator für hohe Nachfrage ist, da 
eine höhere Bevölkerungsdichte üblicherweise zu einer höheren Tankstellendich-
te, und somit nicht systematisch zu einer höheren Nachfrage für eine einzelne 
Tankstelle führt.105 Ein anderes Argument für den überraschenden Zusammen-
hang ist, dass eine hohe Bevölkerungsdichte auch mit anderen lokalen Eigen-
schaften korreliert, die preisdämpfende Wirkungen haben könnten. So könnte eine 
hohe Bevölkerungsdichte etwa auch ein Indikator für ein gut ausgebautes öffentli-
ches Verkehrsnetz, und somit für niedrigere und/oder elastischere Nachfrage sein. 
Der Preis für Betriebsgrundstücke hat in allen Spezifikationen einen positiven und 
statistisch signifikanten Einfluss auf die Preise. Diese Variable kann als Indikator 
für unterschiedliche Fixkosten gesehen werden, und sollte bei gegebenen Standor-
ten keinen Einfluss auf die Preise haben. Es wäre aber denkbar, dass ein hoher 
                                                 
104 Straßen mit einer durchschnittlichen Verkehrsgeschwindigkeit von über 100 km/h sind vor 
allem Autobahnen, aber teilweise auch vierspurig ausgebaute Autostraßen. 
105 Clemenz und Gulger (2006 S. 294) beobachten, dass mehr als 95 Prozent der Variation der 
Tankstellendichte zwischen den Bezirken durch Unterschiede in der Bevölkerungsdichte erklärt 
werden können. 
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Preis für Betriebsgrundstücke mit hohem Einkommen der Bevölkerung korreliert, 
und daher ein Indikator für hohe bzw. wenig elastische Nachfrage ist. Bei dieser 
Interpretation der Variable ist ein positiver Zusammenhang mit den Preisen nicht 
überraschend. 
Bei den ‚lokalen und regionalen Charakteristika’ findet sich bei jenen Variablen, 
die auf Ebene der Gemeinden oder der Bezirke berechnet werden und (dadurch) 
eine sehr starke räumliche Struktur aufweisen (‚Pendler’, ‚Tourismus’, ‚Bevölke-
rungsdichte’ und ‚Preis Betriebsgrundstück’), ein ähnliches Muster wie bei den 
‚räumlichen Charakteristika’. Mit Ausnahme der Variable ‚Tourismus’ sind die 
Koeffizienten und dadurch die t-Werte in den nicht-räumlichen Modellen bei all 
diesen Variablen im Betrag größer als die entsprechenden Schätzer der räumli-
chen Modelle. Auch dies könnte damit erklärt werden, dass die räumliche Struktur 
in den Preisen teilweise durch die Modellierung eines räumlich-autoregressiven 
Prozesses in den Residuen, und dadurch in geringerem Ausmaß durch die hier 
verwendeten lokalen und regionalen Charakteristika abgebildet wird. 
Die Dummy-Variablen für die unterschiedlichen Marken sind durchwegs signifi-
kant von null verschieden und positiv. Dies kann als Indiz gesehen werden, dass 
KonsumentInnen, ceteris paribus, eine Präferenz für Marken- im Vergleich zu 
Diskonttankstellen (der Referenzkategorie) haben. Lediglich die Parameter der 
Marke ‚Jet’ und (in den räumlichen RE-Modellen) der Marke ‚Stroh’ sind auf 
dem 5 Prozent Niveau nicht von null verschieden. 
Fehlende exogene Variable werden durch Dummy-Variable berücksichtigt, die 
den Wert eins annehmen, wenn die Variable für eine Beobachtung nicht vorhan-
den ist. Es sei darauf hingewiesen, dass für jede Beobachtung die drei Variablen 
‚Werkstatt’, ‚Tankstellenshop’ und ‚Geschwindigkeit’ entweder alle vorhanden 
sind oder alle fehlen. Die Variable ‚fehlend: Werkstatt’ zeigt daher ein Fehlen von 
allen drei soeben angeführten Variablen an. 
Da die Variablen zu den fehlenden Werten, zu den übrigen Tankstellencharakte-
ristika und zu den fixen Zeiteffekten für diese Arbeit nicht von besonderer Bedeu-
tung sind, werden die Parameter nicht explizit beschrieben, sie sind aber in 
Tabelle 23 ersichtlich. 
Zusammenfassend kann festgehalten werden, dass der vermutete positive Zu-
sammenhang zwischen den Preisen und der räumlichen Differenzierung zu Tank-
stellen der gleichen Marke nicht nachgewiesen werden konnte. Demgegenüber ist 
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das Ergebnis, dass eine größere räumliche Differenzierung zu den Konkurrenten 
zu höheren Preisen führt, sehr robust. Der Einfluss der räumlichen Konzentration 
auf die Preise ist im Gegensatz dazu nicht ganz so deutlich: Während in den nicht-
räumlichen RE-Modellen ein auf dem 1 Prozent Niveau signifikanter positiver 
Zusammenhang gefunden werden konnte, haben die entsprechenden Parameter in 
den räumlichen Modellen zwar das erwartete positive Vorzeichen, sind allerdings 
nicht signifikant von null verschieden. 
12.2 Erwartete Auswirkungen durch die Übernahme von Aral 
durch BP 
Im ersten Teil wurde die Übernahme von Diskonttankstellen simuliert, da auf-
grund der Schätzergebnisse nicht beurteilt werden konnte, welcher der postulier-
ten Effekte (Wettbewerbs- und Struktureffekt) stärker war. In diesem Teil ist die 
Zielsetzung eine andere: Es handelt sich hierbei nicht um eine simulierte Ände-
rung, sondern es gab durch die Übernahme von Aral durch BP (siehe Kapitel 9.4) 
tatsächlich eine beachtliche Veränderung in der Eigentümerstruktur und in der 
Markenpolitik der Tankstellen. Weiters ist die Auswirkung dieser Übernahme in 
der Tendenz aus den Ergebnissen leicht abschätzbar, da die relevanten Parameter 
RKK und RKM in allen Spezifikationen ein positives Vorzeichen aufweisen. Ziel 
dieses Kapitels ist es, die Größe der erwarteten Preisänderungen durch diese Ver-
änderung in der Eigentümerstruktur abzuschätzen. Diese hängt nicht nur von der 
Anzahl, sondern auch von den Standorten der übernommenen Tankstellen ab: 
Wenn eine Tankstelle übernommen wird, wird die Auswirkung auf die Preis hö-
her sein, wenn dadurch ein Cluster an BP-Tankstellen vergrößert wird, als wenn 
dies nicht der Fall ist. Die Information über die Standorte der übernommenen 
Tankstellen können hier explizit berücksichtigt werden, was bei aggregierten 
Konzentrationsmaßen oder bei nicht-räumlichen Modellen nicht der Fall ist. 
Um die Unsicherheit in den Parametern zu berücksichtigen, werden – wie in Ka-
pitel 4.3 beschrieben und in ähnlicher Form in Kapitel 6.2 durchgeführt – die 
Parameter der sich ändernden Variablen zufällig aus einer Verteilung gezogen. 
Der Mittelwert und die Varianz der Verteilung der entsprechenden Parameter sind 
durch die Schätzung bekannt (siehe Tabelle 23). Die Simulation wird nur für die 
beiden Versionen des nicht-räumlichen RE-Modells durchgeführt, da in den räum-
lichen Modellen die Parameter der räumlichen Konzentration nicht signifikant 
sind. 
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Durch die Markenänderung der Aral-Tankstellen ändern sich für alle diese Anbie-
ter die Einträge in den entsprechenden Dummy-Variablen. Für Tankstellen der 
Marke Aral oder BP können sich sowohl RKM als auch RKK ändern. In der Versi-
on 1 kann diese Veränderung auch Auswirkungen auf die räumliche Differenzie-
rung (RDM und RDK) haben, in der Version 2 ändern sich die Einträge in der Vari-
able RD nicht, da nicht zwischen Tankstellen der gleichen bzw. anderen Marken 
unterschieden wird. Für Tankstellen aller anderen Marken und für Diskonttank-
stellen ist nur eine Änderung in der Variable RKK möglich. 
Da die Simulation 10.000 Mal wiederholt wurde, können für die erwarteten Ände-
rungen nicht nur eine Punktschätzung, sondern auch die Verteilung angegeben 
werden. Da die Ergebnisse nach einem Joint-Test auf Schiefe und Kurtosis106 
normal verteilt sind, werden statt Konfidenzintervalle die Werte der t-Statistik 
ausgewiesen. Die erwarteten Auswirkungen dieser Übernahme sind in Tabelle 24 
für die beiden Versionen des nicht-räumlichen RE-Modells dargestellt. Bei einer 
Simulation mit den Ergebnissen der räumlichen Modelle sind die Auswirkungen 
(in Größe und Signifikanz) deutlich geringer. 
Tabelle 24: Erwartete Änderungen durch die Übernahme (in Cent pro Liter) 
 
RE-Modell   Version 1 Version 2 
Anzahl erwartete Änderung 
Std. 
Abw. t-Wert 
erwartete 
Änderung 
Std. 
Abw. t-Wert 
alle Tankstellen 2.814 0,0289 0,0134 2,152 ** 0,0297 0,0131 2,267 ** 
Aral-Tankstellen 98 0,0635 0,3094 0,205  0,0646 0,3044 0,212  
BP-Tankstellen 482 0,0527 0,0185 2,855 *** 0,0514 0,0163 3,145 ***
Tankstellen anderer Marken 
(mit Änderung von KRK ) 585 0,0849 0,0303 2,799 *** 0,0897 0,0310 2,893 ***
Tankstellen anderer Marken 
(ohne Änderung von KRK ) 1.649 0 0 --   0 0 --   
***  signifikant auf dem 1 % Niveau 
**  signifikant auf dem 5 % Niveau 
*  signifikant auf dem 10 % Niveau 
                                                 
106 Anders als im Kapitel 6.2 wird zur Überprüfung der Normalverteilung  nicht der Shapiro-Wilk 
Test  herangezogen, da ‚STATA’ diesen Test ab 2.000 Beobachtungen nicht mehr empfiehlt 
(StataCorp 2005 S. 345). Der Joint-Test auf Schiefe und Kurtosis (der entsprechende Befehl in 
Stata lautet ‚sktest’ StataCorp 2005 S. 241 ff.) stammt von D’Agostino et al. (1990), wobei die von 
Royston (1991) vorgebrachten Änderungen berücksichtigt wurden. Die Hypothese der Normalver-
teilung für keinen der relevanten acht Fälle von Tabelle 24 auf dem 5 Prozent Signifikanzniveau 
verworfen werden. Da bei Tankstellen anderer Marken als Aral oder BP, bei denen sich KRK  
nicht ändert, die erwartete Änderung immer null ist, kann in diesem Fall der Test nicht durchge-
führt werden. 
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Die durchschnittliche erwartete Preisänderung liegt in beiden Versionen bei etwa 
0,03 Cent. Die Änderung ist zwar signifikant von null verschieden, der Wert ist 
aber sehr klein. Man muss aber bedenken, dass sich die Marke von ‚nur’ 3,5 
Prozent aller Tankstellen geändert hat, und dass die Preisstreuung zwischen den 
Tankstellen innerhalb einer Zeitperiode relativ gering ist (siehe Tabelle 22). Die 
Preiserhöhung ist für Aral-Tankstellen mit 0,06 Cent und für BP-Tankstellen mit 
0,05 Cent deutlich höher, wobei der Preisanstieg der Aral-Tankstellen nicht 
signifikant positiv ist. Von den über 2.200 Tankstellen, die von einer anderen 
Marke als Aral oder BP sind, ändert sich nur für 585 Tankstellen die räumliche 
Konzentration der Konkurrenten. Für diese Tankstellen ist der durchschnittliche 
Preisanstieg mit 0,085 bzw. 0,09 Cent am größten, dieser Anstieg ist ebenfalls 
signifikant von null verschieden. Der durchschnittliche Preisanstieg ist deswegen 
größer als etwa bei den Tankstellen der Marke BP, da sich unter den BP-
Tankstellen auch viele Tankstellen befinden, für die sich die Konkurrenzsituation 
nicht ändert. 
Aufschlussreiche Erkenntnisse über die Änderung der räumlichen Konzentration – 
und die dadurch erwarteten Auswirkungen auf die Preise – sind auch durch einen 
geographisch engen Ausschnitt einer Landkarte ersichtlich, der an dieser Stelle 
etwas ausführlicher erklärt wird: Relativ im Zentrum der Abbildung 11 befindet 
sich eine Tankstelle der Marke Aral, die seit 2003 als Marke BP geführt wird. 
Diese Tankstelle ist durch einen (verglichen mit den anderen Tankstellen) etwas 
größeren, schwarzen Punkt dargestellt und befindet sich in Fladnitz in der 
Steiermark. Zu jeder Tankstelle finden sich Angaben zur Marke und die durch die 
Übernahme erwartete Preisänderung, wobei die Unsicherheit der Parameter hier 
aus Gründen der Übersichtlichkeit nicht vermerkt wird und lediglich 
Punktschätzungen angegeben sind. Falls keine Zahl angegeben ist, ist die 
erwartete Änderung gleich null. Neben den Tankstellen sind auch die 
Hauptverkehrswege berücksichtigt, das niedriger rangige Straßennetz bleibt in der 
Abbildung 11 ausgeblendet. 
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Abbildung 11: Erwartete Auswirkung der Übernahme auf einzelne Tankstellen (in 
Cent pro Liter) 
 
Quelle: ArcData Austria, WIGeoGIS GmbH Wien (Geodaten, lizenziert für das Institut für Wirt-
schaftsgeographie und Geoinformatik WU Wien), ArcGIS (Campus Software Lizenz WU 
Wien); eigene Darstellung 
 
Der erwartete Preisanstieg bei der Aral-Tankstelle ist mit 0,14 Cent relativ groß. 
Dies liegt daran, dass die beiden BP-Tankstellen südwestlich der Aral-Tankstelle 
mit zwei anderen Tankstellen der Marke BP weiter südlich (nicht mehr in 
Abbildung 11 ersichtlich) einen Cluster der Größe 4 bilden. Da die Aral-
Tankstelle die Marke zu BP ändert, erhöht sich der Wert von RKM für diese 
Tankstelle 1 auf 5, was eine Preisänderung von 0,23 Cent erwarten ließe. Der 
Anstieg wird abgemildert, weil die durchschnittliche räumliche Konzentration der 
Konkurrenten, RKK, von 2,5 auf 2 zurückgeht, da der angrenzende Cluster der BP-
Tankstellen ab 2003 in die Berechnung dieser Variable nicht mehr miteinbezogen 
wird. 
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Die beiden BP-Tankstellen südwestlich der Aral-Tankstelle erhöhen ihre Preise, 
weil sich RKM von 4 auf 5 erhöht. Der Anstieg ist bei einer Tankstelle etwas 
größer, da sich für diese Tankstelle auch RDK etwas erhöht (um etwa 0,6 km): Die 
Aral-Tankstelle war vor der Übernahme ein Konkurrent, der unterdurchschnittlich 
weit von der BP-Tankstelle entfernt war, und fließt ab 2003 nicht mehr in die 
Berechnung der Variable RDK ein. 
Von den Tankstellen in der Abbildung 11 verzeichnen die beiden Tankstellen 
(OMV und Shell) östlich von der Aral-Tankselle mit 0,09 und 0,11 Cent ebenfalls 
einen relativ starken Anstieg. Da die beiden Tankstellen relativ wenig 
Konkurrenten haben (5 bzw. 4) und die räumliche Konzentration eines 
Konkurrenten sehr stark ansteigt, erhöht sich die Variable RKK für die OMV-
Tankstelle von 1,6 auf 2,4 und für die Shell-Tankstelle von 1,25 auf 2,25, mit 
entsprechender erwarteter Auswirkung auf deren Preise. 
Auffällig sind die starken Preisanstiege der beiden Tankstellen im Nordosten der 
Abbildung 11, der aber ausschließlich (BP) oder teilweise (OMV) durch 
Tankstellen außerhalb des Kartenausschnitts erklärt werden kann. Für die BP-
Tankstelle erhöht sich RKM aufgrund von des Markenwechsels einer Aral-
Tankstelle außerhalb der Karte von 1 auf 3. Für die OMV-Tankstelle erhöht sich 
die durchschnittliche räumliche Konzentration der Konkurrenten von 1,67 auf 
2,75, da sich der Cluster von zwei Nachbarn (der BP-Tankstelle und der Aral/BP-
Tankstelle) deutlich erhöht. 
Durch die in Abbildung 11 ersichtlichen Preisänderungen werden auch die 
Schwächen des Ansatzes ersichtlich, Nachbarschafts- bzw. Konkurrenz-
beziehungen durch die Konstruktion von Thiessen-Polygonen zu bestimmen, 
wenn die Ebene durch ein Straßennetzwerk begrenzt ist: Wenn jede Tankstelle, 
wie in dem zugrundeliegenden theoretischen Modell (siehe Kapitel 8.4), mit dem 
nächstgelegenen Nachbarn an der Straße in beiden (besser: in allen) Richtungen 
konkurriert, dann dürfte die Aral/BP-Tankstelle nicht mit der östlich davon 
gelegenen Shell-Tankstelle konkurrieren, da dazwischen eine andere Tankstelle 
(jene der Marke OMV) liegt. 
Es stellt sich aber als ungemein schwierig heraus, dies in geeigneter Form zu 
berücksichtigen: In Abbildung 11 scheint die Bestimmung relativ einfach zu sein. 
Dies liegt aber daran, dass nur Hauptverkehrswege abgebildet sind. Wenn auch 
niedriger rangiges Straßennetz abgebildet wird, ist die Beurteilung, ob es sich bei 
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Beobachtungspaaren um Konkurrenten handelt, viel schwieriger. Tankstellen 
abseits der Hauptverkehrswege in der Analyse nicht zu berücksichtigen erscheint 
allerdings nicht sinnvoll, da der Wettbewerb sehr lokal ist, und dadurch wichtige 
Konkurrenzbeziehungen vielleicht ausgeblendet werden würden. Selbst wenn die 
Beurteilung der Konkurrenzbeziehung theoretisch einwandfrei gelöst werden 
könnte, bliebe die tatsächliche Umsetzung (d.h. die Entwicklung eines geeigneten 
Algorithmus) sehr schwierig. Die Bestimmung der Nachbarn von Einzelfall zu 
Einzelfall stellt bei über 2.800 Tankstellen jedenfalls keine gangbare Alternative 
dar. 
12.3 Schlussfolgerungen und Beantwortung der Fragestellungen 
Die in Kapitel 7.2 aufgeworfenen Fragestellungen bzw. Zielsetzungen der Arbeit 
werden an dieser Stelle nochmals zusammengefasst und entsprechend beantwor-
tet. 
Eine Zielsetzung der Arbeit war, geeignete Variable zu finden bzw. zu konstruie-
ren, die räumliche Differenzierung und räumliche Konzentration adäquat abbilden 
und vorgebrachte Kritik an den entsprechenden Variablen in anderen empirischen 
Arbeiten (siehe Kapitel 7.2) berücksichtigen. Durch die Marktabgrenzung mittels 
Thiessen-Polygone wurde für jede Tankstelle ein eigener Submarkt abgegrenzt. In 
der Bestimmung der Nachbarschaft (und dadurch der Konkurrenzbeziehungen) 
konnten dadurch lokale Unterschiede berücksichtigt werden. So wurden Submärk-
te in Regionen mit hoher Tankstellendichte enger abgegrenzt als in Regionen mit 
großen Entfernungen zwischen den Konkurrenten. Wie in den (eindimensionalen) 
theoretischen Modellen konkurrieren zwei Beobachtungen, wenn deren Marktge-
biete aneinander grenzen. Bei der Berechnung der räumlichen Differenzierung 
wurde die Entfernung zu allen benachbarten Konkurrenten berücksichtigt. Bei der 
Konstruktion einer Variablen für die räumliche Konzentration von Tankstellen 
einer Kette gibt es relativ wenige Anknüpfungspunkte in anderen empirischen 
Beiträgen. Es wurde daher ebenfalls auf eine Marktabgrenzung mittels Thiessen-
Polygone zurückgegriffen, und so konnten Marktgebiete ganzer Clustern an be-
nachbarten Tankstellen einer Kette identifiziert werden. 
Eine weitere Absicht dieses zweiten Abschnitts der Dissertation lag darin, ein 
theoretisches Modell so zu konstruieren, damit ein Zusammenhang zwischen den 
Gleichgewichtspreisen und der räumlichen Differenzierung bzw. der räumlichen 
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Konzentration abgleitet werden kann. Es wurde unterstellt, dass der Preis der 
Anbieter einer Kette von der Kette, und nicht von den einzelnen Anbietern festge-
legt wird. Dafür wurde das Kreismodell von Salop (1979) verallgemeinert, sodass 
die Anbieter nicht eigenständig in ihrer Preisentscheidung, und die Standorte der 
einzelnen Firmen nicht zwingend in gleichem Abstand an einem Kreis verteilt 
sind. 
Die Schlussfolgerungen des theoretischen Modells wurden anhand eines unausge-
glichenen Paneldatensatzes überprüft und großteils bestätigt: Der positive Zu-
sammenhang zwischen der durchschnittlichen Entfernung zu Tankstellen von 
anderen Marken bzw. der durchschnittlichen Entfernung zu allen Nachbarn ist in 
jeder der Modellspezifikationen auf dem 1 Prozent Niveau statistisch signifikant 
von null verschieden. Wenn die durchschnittliche Entfernung für eine Tankstelle 
um 10 Kilometer zunimmt, erhöht sich der erwartete Gleichgewichtspreis (je nach 
Modellspezifikation) zwischen 0,36 und 0,85 Cent. Ein statistisch signifikanter 
Einfluss der räumlichen Differenzierung zu Tankstellen der gleichen Marke konn-
te nicht nachgewiesen werden. Der Parameter der räumlichen Konzentration der 
Kette, zu der eine Tankstelle gehört, und der räumlichen Konzentration der Kon-
kurrenten hat zwar immer das erwartete, positive Vorzeichen, die Koeffizienten 
sind aber nur in den (nicht-räumlichen) RE-Modellen signifikant von null ver-
schieden. Wenn der Cluster an Tankstellen der gleichen Marke um eine Tankstelle 
größer wird, ist die erwartete Preisänderung der Tankstellen dieses Clusters (in 
den RE-Modellen) etwa 0,06 Cent. Wenn die durchschnittliche Größe der an das 
Marktgebiet einer Tankstelle angrenzenden Cluster von konkurrierenden Marken 
um eine Einheit zunimmt, ist die erwartete Preisänderung mit etwa 0,11 fast dop-
pelt so groß. In den räumlichen Modellspezifikationen sind (wie bei der Variable 
der räumlichen Differenzierung) die Koeffizienten verglichen mit den nicht-
räumlichen Modellen in etwa halb so groß und statistisch nicht signifikant von 
null verschieden.  
Im Anschluss an die Schätzergebnisse wurden (mit den Ergebnissen eines nicht-
räumlichen RE-Modells) die Auswirkungen der Übernahme von Aral durch BP 
(und der damit verbundenen Änderung der Marke der Aral-Tankstellen) berech-
net. Es zeigt sich, dass dadurch ein Anstieg der Gleichgewichtspreise erwartet 
werden kann, dass das erwartete Ausmaß der Preiserhöhung aber moderat ist. 
Obwohl die Auswirkungen von Unterschieden in der räumlichen Differenzierung 
und der räumlichen Konzentration auf die Preise nicht sehr groß sind, können 
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durch die hier vorgestellten theoretischen und empirischen Modelle Auswirkun-
gen von weiteren Zusammenschlüssen (unterschiedlicher Tankstellenketten) auf 
die Preise abgeschätzt werden. Hier ist es wichtig, dass nicht nur die Anzahl der 
Tankstellen, sondern auch die Standorte der übernommenen Tankstellen berück-
sichtigt werden, da es (auch) von den Standorten der Tankstellen abhängt, in wel-
chem Ausmaß die (übernehmende) Tankstellenkette ihre Marktmacht in den un-
terschiedlichen lokalen Märkten ausbauen kann. Genau in diesem Punkt greifen 
viele Modelle der Industrieökonomie zu kurz, die die räumliche Dimension der 
übernommenen Tankstellen vernachlässigen. Die Auswirkungen von möglichen 
Fusionen auf die Preise können daher nicht korrekt wiedergegeben werden. Durch 
die Berücksichtigung der räumlichen Dimension stellt die vorliegende Arbeit eine 
wesentliche Weiterentwicklung gegenüber ‚klassischen’ industrieökonomischen 
Modellen dar. 
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13 Zusammenfassende Schlussbetrachtung und Ausblick 
Ziel dieser Dissertation war es, die strategische Interaktion zwischen den unter-
schiedlichen Anbietern (Tankstellenketten und Diskonttankstellen) im Treibstoff-
einzelhandel zu analysieren. Da sich die Treibstoffe an den unterschiedlichen 
Tankstellen vor allem dadurch unterscheiden, dass sie an unterschiedlichen Orten 
angeboten werden, ist die Berücksichtigung der räumlichen Struktur in der Analy-
se wesentlich. Um den Wettbewerb dieser räumlich differenzierten Produkte ent-
sprechend abzubilden, wird die räumliche Dimension in der Konstruktion der 
Variablen und durch die Verwendung räumlich-ökonometrischer Methoden be-
rücksichtigt. Dadurch stellt die vorliegende Dissertation eine wichtige Weiterent-
wicklung zu anderen industrieökonomischen Arbeiten dar, bei denen die räumli-
chen Strukturen des analysierten Sektors unterbelichtet bleiben. 
An dieser Stelle sollen die Arbeit und deren wichtigste Ergebnisse nochmals zu-
sammengefasst, und ein Ausblick auf mögliche weitere, an diese Arbeit anknüp-
fende Fragestellungen gegeben werden. 
13.1 Schlussbetrachtung 
Die Struktur der Anbieter im Treibstoffeinzelhandel ist dadurch gekennzeichnet, 
dass es neben einer kleinen Zahl großer Tankstellenketten, die eine große Anzahl 
an Tankstellen kontrolliert, Diskonttankstellen gibt, die nur über wenige Tankstel-
len verfügen. Letztere konkurrieren üblicherweise, indem sie den lokal niedrigsten 
Preis verlangen. Da etwa 23 Prozent aller Anbieter in Österreich diesen unabhän-
gigen Tankstellen zuzurechnen sind (siehe Tabelle 20), sind Diskonttankstellen in 
vielen lokalen Märkten präsent und in der Analyse daher von entsprechend großer 
Relevanz. In dieser Arbeit wurden unterschiedliche Aspekte der strategischen 
Interaktion zwischen den unterschiedlichen Gruppen von Anbietern genauer un-
tersucht. 
 
Im ersten Abschnitt der Dissertation wurden die Auswirkungen von billigen, un-
abhängigen Tankstellen auf das Wettbewerbsverhalten der Markentankstellen 
analysiert. Ausgangspunkt war einerseits die Überlegung, dass billigere Diskont-
tankstellen durch die (üblicherweise) niedrigeren Preise den Wettbewerb für Mar-
kentankstellen verschärfen. Andererseits äußerten Netz und Taylor (2002) die 
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Vermutung, dass KonsumentInnen Treibstoffe von Diskonttankstellen mit niedri-
gerer Produktqualität assoziieren könnten, wodurch eine größerer Anteil an Dis-
konttankstellen in einem lokalen Markt zu einem weniger intensiven Wettbewerb 
für Markentankstellen (und dadurch zu höheren Preisen) führen könnte. Unabhän-
gige Tankstellen könnten daher aufgrund der niedrigen Preise einen negativen, 
und aufgrund der von Netz und Taylor (2002) geäußerten Vermutung einen posi-
tiven Einfluss auf die Preise naher Markentankstellen haben. Im ersten Abschnitt 
wurden diese beiden Auswirkungen als Wettbewerbs- und als Struktureffekt be-
zeichnet, und die Schätzgleichung wurde so konstruiert, dass beide Effekte expli-
zit getestet werden konnten. 
In den letzten Jahren gab es mehrere empirische Arbeiten, die sich mit dem Ein-
fluss unabhängiger Tankstellen auf die Schärfe des Wettbewerbs im Treibstoff-
einzelhandel beschäftigt haben (Netz und Taylor 2002; van Meerbeeck 2003; 
Hastings 2004; Sen 2005; Clemenz und Gugler 2006). Das breite Bild dieser Ar-
beiten ist, dass Diskonttankstellen billiger sind und dadurch den Wettbewerb 
verschärfen, und dass lokale Märkte, in denen unabhängige Tankstellen von Mar-
kentankstellen übernommen werden, ihre Preise im Vergleich zu anderen lokalen 
Märkten erhöhen. Die Auswirkungen von Diskonttankstellen auf die Preise von 
Markentankstellen sind aber meist nicht in allen Spezifikationen signifikant 
und/oder nicht sehr groß. 
Die Spezifikation der Schätzgleichung als ‚spatial-lag’-Modell ergab sich aus dem 
zugrunde liegenden theoretischen Modell von Pinkse et al. (2002) und Pinkse und 
Slade (2004). Spezifikationstests stellten sicher, dass das Modell auch aus einer 
statistischen Perspektive richtig spezifiziert war. Der erste Abschnitt kommt zu 
dem Ergebnis, dass es Indizien für beide der vermuteten Effekte gibt, wobei die 
empirische Unterstützung für den Wettbewerbseffekt viel deutlicher ausfällt, und 
der Struktureffekt nicht in jeder Spezifikation auf einem statistisch signifikanten 
Niveau nachgewiesen werden konnte. 
In spatial-lag-Modellen ist die Interpretation und der Vergleich der Koeffizienten 
nicht ohne weiteres möglich, da die Änderung einer exogenen Variablen einer 
Beobachtung den Preis dieser Tankstelle ändert (direkter Effekt), aber auch die 
Preise aller anderen Tankstellen beeinflusst (indirekter Effekt, siehe LeSage und 
Fischer 2007 S. 14 ff.). Um die Größe der Auswirkungen trotzdem vergleichen zu 
können, wurden Übernahmen von Diskonttankstellen durch Markentankstellen 
simuliert. Wettbewerbs- und Struktureffekt sind zwar in einigen Fällen (abhängig 
 180
von der übernehmenden Marke) signifikant von null verschieden, da die beiden 
Effekte aber in die entgegengesetzte Richtung wirken, ist der Gesamteffekt bei 
keiner der übernehmenden Marken signifikant von null verschieden. Der erste 
Abschnitt kommt daher zu dem Schluss, dass Diskonttankstellen keinen signifi-
kanten Einfluss auf die Preise der Markentankstellen haben. In der empirischen 
Literatur, im wirtschaftspolitischen Diskurs und in der medialen Berichterstattung 
wird in erster Linie der positive Effekt von Diskonttankstellen auf den Wettbe-
werb betont, während mögliche Qualitätseffekte nicht berücksichtigt werden. Es 
konnte gezeigt werden, dass eine Vernachlässigung des Struktureffekts dazu führt, 
dass die preisdämpfende Wirkung von Diskonttankstellen auf Markentankstellen 
überschätzt wird. 
 
Der zweite Abschnitt der Dissertation beschäftigte sich mit den Ursachen für 
lokale Marktmacht von einzelnen Tankstellen. Bei räumlichem Wettbewerb be-
gründet sich lokale Marktmacht für alle Tankstellen in der räumlichen Differen-
zierung zu den nahen Konkurrenten. Zusätzlich wurde vermutet, dass Tankstel-
lenketten durch eine lokale Häufung ihrer Vertriebsstellen ihre Marktmacht erhö-
hen und höhere Preise durchsetzen können. Der zweite Teil der Dissertation be-
schäftigte sich daher mit Unterschieden in der strategischen Interaktion zwischen 
nahen Tankstellen unterschiedlicher Ketten und Tankstellen gleicher Ketten. Ver-
einfachend kann zwischen konkurrierenden Anbietern (von unterschiedlichen 
Marken) und kolludierenden Anbietern (der gleichen Kette) unterschieden wer-
den. 
Wenn in empirischen Arbeiten ein statistisch signifikanter Zusammenhang zwi-
schen der räumlichen Differenzierung zu den Konkurrenten und den Preisen 
nachgewiesen werden kann, ist dieser immer positiv (Fik 1991; van Meerbeeck 
2003; Barron et al. 2004a; Clemenz und Gugler 2006). Obwohl die Spezifikatio-
nen der entsprechenden Variablen in den unterschiedlichen Beiträgen kritisiert 
werden können (siehe Kapitel 7.2) und die Größe des entsprechenden Parameters 
oft nicht sehr hoch ist, ist der Zusammenhang zwischen einer größeren Entfernung 
zu den Konkurrenten und höheren Preisen sehr robust. Indikatoren für die räumli-
che Konzentration, d.h. die räumliche Häufung einzelner Anbieter einer Kette, 
werden in diesen Arbeiten allerdings kaum berücksichtigt. Dies ist insofern über-
raschend, da die Struktur der Anbieter (wenige große Ketten mit vielen Vertriebs-
stellen) auch in vielen anderen Sektoren des Einzelhandels (Bekleidung, Banken, 
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Lebensmittel) zu beobachten ist. Die Auswirkungen der räumlichen Konzentrati-
on von Vertriebstellen großer Ketten sind daher in vielen Sektoren von industrie-
ökonomischem und wirtschaftspolitischem Interesse. 
Neben einer Konstruktion der Variablen, die die vorgebrachte Kritik an anderen 
empirischen Beiträgen berücksichtigt, wurden Modelle aus der theoretischen 
Literatur (Salop 1979; Fik 1991; Levy und Reitzes 1992) eigenständig weiterent-
wickelt. In diesem in Kapitel 8.4 vorgestellten Modell wurde berücksichtigt, dass 
die  Standorte der Firmen auch in unterschiedlichen Abständen voneinander ver-
teilt sein können, und dass die einzelnen Anbieter zu Ketten gehören, welche die 
Preise für die zu dieser Kette gehörenden Firmen zentral festlegen. Es konnte 
gezeigt werden, dass das Kreismodell von Salop (1979) mit symmetrischen und 
eigenständigen Firmen als Spezialfall in diesem allgemeineren Modell enthalten 
ist. Durch die Konstruktion des Modells konnte ein (positiver) Zusammenhang 
zwischen der Größer der räumlichen Differenzierung bzw. dem Grad der räumli-
chen Konzentration und den Gleichgewichtspreisen hergestellt werden. 
Die aus dem Modell abgeleiteten Zusammenhänge wurden empirisch mit einem 
unausgeglichenen Paneldatensatz überprüft, wobei (in einer allgemeinen Spezifi-
kation) räumliche Autokorrelation in den Residuen abgebildet wurde und die 
Standorte der Beobachtungen, bei denen keine Preisinformationen vorliegt, be-
rücksichtigt wurden. Aufgrund begrenzter Rechenkapazität und aufgrund fehlen-
der Möglichkeiten der analytischen Vereinfachungen musste die allgemeine Mo-
dellspezifikation so reduziert werden, dass drei in unterschiedlicher Weise einge-
schränkte Modelle – ein nicht-räumliches Modell mit allen Beobachtungen, ein 
räumliches Modell mit Beobachtungen von lediglich vier Zeitperioden und ein 
räumliches Modell mit Durchschnittspreisen – geschätzt wurden. 
Es kann in allen Modellen ein positiver und statistisch signifikanter Zusammen-
hang zwischen den Preisen und der räumlichen Differenzierung zu Konkurrenz-
tankstellen von unterschiedlichen Marken nachgewiesen werden, während die 
Parameter der durchschnittlichen Entfernung zu benachbarten Tankstellen der 
gleichen Marke nie signifikant von null verschieden sind. Eine größere räumliche 
Konzentration der Kette, zu der eine Tankstelle gehört, sowie eine größere räum-
liche Konzentration der benachbarten, konkurrierenden Ketten, hat in allen Mo-
dellen einen positiven Einfluss auf die Preise, wobei dieser Zusammenhang nur in 
den beiden nicht-räumlichen Modellspezifikationen signifikant von null verschie-
den ist. Die Ergebnisse anderer empirischer Arbeiten, wonach eine größere räum-
 182
liche Differenzierung zu höherer lokaler Marktmacht und daher zu höheren Prei-
sen führt, können hier deutlich bestätigt werden. Obwohl der Zusammenhang 
zwischen räumlicher Konzentration und den Preisen statistisch nicht so deutlich 
ausfällt, wird dieses Ergebnis als (wenn auch nicht ganz so eindeutiges) Indiz 
dafür gesehen, dass es auch hier einen positiven Zusammenhang mit den Preisen 
gibt. Man bemerke, dass der Einfluss der räumlichen Differenzierung und der 
räumlichen Konzentration auf die Preise in den räumlichen Modellen deutlich 
geringer ausfällt als in den nicht-räumlichen Modellspezifikationen. 
Die Größenordnung der Ergebnisse wurde veranschaulicht, indem die Auswir-
kungen der in dem Beobachtungszeitraum stattgefunden Veränderung der Mar-
kenpolitik (durch die Übernahme der Marke Aral durch BP, siehe Kapitel 9.4.1) 
abgeschätzt wurden. Obwohl die Größe der Auswirkung relativ gering ist, wird 
die Richtung der Auswirkung von Zusammenschlüssen deutlich. Wenn die räum-
liche Konzentration, wie in vielen anderen industrieökonomischen Beiträgen, 
nicht berücksichtigt wird, wären die Auswirkungen von Fusionen gar nicht ab-
schätzbar. Aus wettbewerbspolitischer Sicht ist bei der Beurteilung von Zusam-
menschlüssen das Abschätzen der Auswirkungen aber entscheidend. Eine Berück-
sichtigung der räumlichen Struktur der einzelnen Standorte ist daher notwendig 
und stellt eine im Vergleich zu anderen wissenschaftlichen Beiträgen wichtige 
Weiterentwicklung dar. Weiters lassen sich durch die Schätzergebnisse neben den 
Folgen von Zusammenschlüssen auch die Auswirkungen einer weiteren Redukti-
on des Tankstellennetzes auf die Preise abschätzen. 
13.2 Ausblick 
Wie im einleitenden Kapitel 1 ausgeführt, eignet sich der Treibstoffeinzelhandel 
ausgezeichnet, um Fragen des räumlichen Preiswettbewerbs oder, allgemeiner 
formuliert, Fragen der horizontalen Produktdifferenzierung zu behandeln. Es 
überrascht wenig, dass diese beiden, in dieser Arbeit behandelten Fragenkomple-
xe, nicht die einzigen sind, die in diesem Kontext analysiert werden hätte können. 
Vielmehr könnten viele andere, weiterführende Fragestellungen anhand dieses 
Sektors und mit der verwendeten Methode der räumlichen Ökonometrie gefunden 
und beantwortet werden. Obwohl hier nicht der Ort ist, abschließende Antworten 
für diese weiterführenden Fragestellungen zu liefern, sollen einige mögliche, 
weiterführende Forschungsgebiete aufgezeigt werden. Das Kapitel und damit die 
vorliegende Arbeit schließt mit einem allgemeinen Ausblick 
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13.2.1 Preisstreuung 
Eine naheliegende weiterführende Fragestellung zu diesem Sektor wäre eine Ana-
lyse der Preisstreuung. Mehrere theoretische Beiträge zeigen, dass Heterogenität 
der Anbieter oder der KonsumentInnen zu (im Gleichgewicht) unterschiedlichen 
Preisen und somit zu Preisstreuung führen können: So haben bei Reinganum 
(1979) die Anbieter unterschiedliche Grenzkosten, während sich bei Salop und 
Stiglitz (1977) die Suchkosten der KonsumentInnen unterscheiden, und Varian 
(1980) zwischen informierten und nicht informierten NachfragerInnen differen-
ziert. In einer empirischen Studie zum Treibstoffeinzelhandel finden Barron et al. 
(2004a) einen negativen Zusammenhang zwischen der Anzahl der Anbieter und 
der Preisstreuung. Eine größere räumliche Differenzierung führt daher nicht nur 
zu höheren Preisen, sondern auch zu einer höheren Preisstreuung. 
Die Untersuchung der Preisstreuung wäre ein sinnvoller nächster Schritt: Einer-
seits wird im zweiten Abschnitt dieser Arbeit die Preishöhe geschätzt. Wenn man 
Lach (2002) und Bahadir et al. (2007) folgt, können die Residuen dieses Modells 
als Preise für homogene Produkte, frei von tankstellenspezifischen, regionalen, 
zeitlichen und räumlichen Effekten interpretiert werden. Zweitens gibt es eine 
Fülle von theoretischer Literatur über Wettbewerb mit räumlich differenzierten 
Produkten, die zu unterschiedlichen Schlussfolgerungen über den Zusammenhang 
zwischen dem Grad der räumlichen Differenzierung und der Höhe der Preisstreu-
ung kommen. Drittens kann die empirische Arbeit von Barron et al. (2004a) durch 
eine genauere Messung der räumlichen Differenzierung107 und durch die Berück-
sichtigung der räumlichen Struktur der Daten in der ökonometrischen Schätzung 
verbessert werden. Abschließend könnten durch die Analyse der Preisstreuung, 
viertens, zusätzliche Erkenntnisse über das Wettbewerbsverhalten im Treibstoff-
einzelhandel abgeleitet werden. 
13.2.2 Zentrale und periphere Anbieter mit unterschiedlichen Reakti-
onsfunktionen 
Die beobachtete geographische Verteilung der Firmen ist häufig dadurch gekenn-
zeichnet, dass in einem lokalen Markt ein Anbieter eine räumlich relativ (zu den 
                                                 
107 Für eine ausführlichere Kritik an dem von Barron et al. (2004a) verwendeten Maß siehe Kapitel 
7.2. 
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anderen Anbietern) zentrale Position einnimmt. Zwar wird, wie an mehreren Stel-
len dieser Arbeit beschrieben, räumliche Differenzierung in empirischen Arbeiten 
in unterschiedlicher Weise berücksichtigt, Informationen, ob ein Anbieter in ei-
nem lokalen Markt eine räumlich zentrale oder periphere Position einnimmt, blei-
ben aber meist unbeachtet. Es wäre aber denkbar, dass die Tankstelle, die eine 
zentrale Position einnimmt, die einzige Referenztankstelle für alle anderen Tank-
stellen dieses lokalen Marktes ist. Das würde bedeuten, dass die oligopolistischen 
Interdependenzen zwischen den Anbietern nicht symmetrisch sind und dass jene 
Anbieter in der Nähe des ‚Zentrums’ anders auf das Verhalten der Firmen abseits 
des Zentrums reagieren, als dies umgekehrt der Fall ist. So schreibt Fik (1991 S. 
1545), „the spatial structure of a market can create context-specific price-reaction 
functions that are sensitive to the relative locations of firms”. 
Die fehlende Berücksichtigung unterschiedlich zentraler Positionen der Anbeiter 
in empirischen Arbeiten ist insofern wenig überraschend, da viele theoretische 
Beiträge auf dem Kreismodell von Salop (1979) aufbauen, bei dem die Firmen 
symmetrisch verteilt sind. Einen theoretischen Rahmen für diese Analyse liefert 
das ‚Spokes’- (‚Speichen’-) Modell von Chen und Riordan (2007): Alle Anbieter 
sind gleich weit von der einen zentralen Kreuzung in einem lokalen Markt ent-
fernt (siehe Abbildung 12, links). 
Abbildung 12: Symmetrische und nicht symmetrische Verteilung im Spokes-
Modell 
 
Quelle: Chen und Riordan 2007 S. 899; eigene Darstellung 
h i 
j 
k 
h 
i 
k 
j 
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Wenn das Spokes Modell für den nicht-symmetrischen Fall erweitert wird (siehe 
Abbildung 12, rechts), lassen sich für die zentrale Tankstelle und für die anderen 
Anbieter in einem lokalen Markt unterschiedliche Preisreaktionsfunktionen ablei-
ten. 
Methodisch für diese Erweiterung relevante Ansätze finden sich etwa in Fischer 
und Stirböck (2006), wo in einem räumlich-ökonometrischen Rahmen für zwei 
Ländergruppen unterschiedliche Koeffizienten für die exogenen Variablen ge-
schätzt werden, sowie in Mur et al. (2006), wo der räumlich autoregressive Para-
meter (d.h. der Anstieg der Reaktionsfunktion) für zwei Ländergruppen unter-
schiedliche Werte annehmen kann. 
13.2.3 Standortwahl und Exit-Option 
Ein weiterer möglicher Anknüpfungspunkt an diese Arbeit wäre, die Auswirkung 
der Intensität des Wettbewerbs nicht auf die Höhe oder die Verteilung der Preise, 
sondern im Bezug auf die Wahl des Standorts zu untersuchen. Da die Anzahl der 
Tankstellen bundesweit in rückläufig ist (siehe Tabelle 20), wäre es interessant zu 
analysieren, welche der in dieser Arbeit angeführten Indikatoren für die Intensität 
des Wettbewerbs (etwa die Höhe der räumlichen Differenzierung oder der räumli-
chen Konzentration, die Zentralität einer Tankstelle, oder die Existenz einer Dis-
konttankstelle in einem lokalen Markt) die Wahrscheinlichkeit beeinflussen, dass 
(i) sich die Marke einer Tankstelle verändert, oder dass (ii) die Tankstelle den 
Markt verlässt. Im Vergleich zu der vorliegenden Dissertation, bei der die Preise 
bei gegebenen Standorten untersucht wurden, wäre die Analyse von Marktein- 
und Marktaustritten eine langfristigere Analyse über die Struktur der Vertriebs-
netze in diesem Sektor. 
Für diese Weiterentwicklung wäre es allerdings notwendig, dass Informationen 
über die Standorte und die Marken der Tankstellen über zwei oder mehrere Perio-
den zugänglich sind. Weiters sollte der zeitliche Abstand zwischen den Perioden 
groß genug sein, damit ein relevanter Anteil der Tankstellen die Marke ändert 
oder den Markt verlässt. In der methodischen Vorgehensweise müssten auf räum-
liche Probit- oder räumliche Tobit-Modelle zurückgegriffen werden (siehe dazu 
etwa LeSage und Pace 2004c oder Smith und LeSage 2004). 
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13.2.4 Allgemeines 
Obwohl wissenschaftliche Beiträge zu räumlichem Wettbewerbsverhalten bis zur 
wegweisenden Arbeit von Hotelling (1929) zurückreichen, ist die 
Berücksichtigung von Raum, Nähe und Nachbarschaft in empirischen Arbeiten 
der Industrieökonomie eine relativ aktuelle Entwicklung. Neben den in den 
vorangegangenen Kapiteln skizzierten konkreten Forschungsprojekten gibt es 
daher noch eine Vielzahl von anderen Erweiterungsmöglichkeiten: 
Eine wirtschaftswissenschaftliche und wettbewerbspolitisch wichtige Frage ist die 
der räumlichen Marktabgrenzung, d.h. abzuschätzen, welche Beobachtungen in 
welcher Intensität miteinander konkurrieren. Abhängig davon, wie die räumlichen 
Märkte abgegrenzt werden, kann die Beurteilung von 
Unternehmenszusammenschlüssen unterschiedlich ausfallen. In der methodischen 
Umsetzung bedeutet die Form der Marktabgrenzung, welche Einträge in der 
Gewichtungsmatrix von null verschieden sind, und wie der funktionale 
Zusammenhang zwischen direkt konkurrierenden Beobachtungen ist. 
Da verschiedene Modelle mit unterschiedlichen Gewichtungsmatrizen nicht 
hierarchisch sind, können alternative Modell nicht mit den bei Maximum-
Likelihood-Schätzungen üblichen Testverfahren (Likelihood-Ratio-, Wald- oder 
Lagrange-Multiplier-Tests) verglichen werden (siehe LeSage und Fischer 2007 S. 
4). In der angewandten Literatur ist es daher üblich, unterschiedliche 
Gewichtungsmatrizen zu verwenden, um die Robustheit der Ergebnisse 
abschätzen zu können. Versuche, Nachbarschaftsbeziehungen oder die 
funktionale Form der Interaktion endogen zu bestimmen, greifen oft auf 
bayesianische Ansätze zurück (siehe LeSage und Fischer 2007), da die Auswahl 
an statistischen Verfahren in der klassischen Ökonometrie bescheiden sind (siehe 
dazu etwa Slade 1986b oder Aldstadt und Getis 2006). Eine allgemein anerkannte 
statistische Vorgehensweise findet sich in der Literatur nicht. 
Neben einer zuverlässigen Vorgehensweise bei der Auswahl der 
Gewichtungsmatrix, ist die Form der Modellierung der räumlichen 
Autokorrelation bei unausgeglichenen (‚unbalanced’) Paneldaten statistisch 
schlecht abgesichert: Ökonometrische Testverfahren etwa zur Beurteilung, ob die 
räumliche Struktur in den Störgrößen in den zufälligen Individualeffekten 
und/oder im restlichen Störterm abgebildet werden soll, gibt es lediglich für 
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ausgeglichene (‚balanced’) Paneldatensätze, und selbst das erst als Working Paper 
(siehe Baltagi et al. 2007). 
Wie in fast allen empirischen Arbeiten muss auch hier festgehalten werden, dass 
die Datengrundlage verbesserungsfähig ist: Einerseits wäre es (im Längsschnitt) 
wünschenswert, Preisinformation in kürzeren Zeitabständen sowie mehr exogene 
Variable, die Veränderungen über den Zeitablauf aufweisen, zur Verfügung zu 
haben, um Preisanpassungen genauer beobachten zu können. Andererseits wären 
räumlich enger abgegrenzte Variable für das Verständnis über die Marktdynamik 
und für ein genaueres Abschätzen der Nachfrage günstig: Von Interesse wären 
etwa die verkaufte Menge oder Informationen über das Verkehrsaufkommen an 
jeder einzelnen Tankstelle. 
Die teilweise lückenhaften räumlich-ökonometrischen Methoden, die oftmals sehr 
rudimentäre Umsetzung ökonometrischer Verfahren in Statistik-Software-
Paketen, und das Fehlen von Daten in einer räumlich möglichst disaggregierten 
Form mögen Gründe sein, warum räumliche Komponenten in der Analyse von 
strategischer Interaktion zwischen den Marktteilnehmern in der 
Industrieökonomie oftmals unterbelichtet bleiben. Diese Vernachlässigung 
erscheint aber problematisch, da die räumliche Entfernung zu den nächsten 
Konkurrenten in vielen Bereichen des Einzelhandels (neben Treibstoffen etwa bei 
Kleidung oder Nahrungsmittel) bei der Analyse des Wettbewerbsverhaltens 
zentral ist. Ziel dieser Arbeit war es daher, diesen in der Industrieökonomie oft 
etwas vernachlässigten Bereich theoretisch, methodisch und in der Konstruktion 
der Variablen in angemessener Weise zu berücksichtigen. 
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Appendix A: Berechnung der Clustergröße 
Die Programmierung der Berechnung der Clustergröße soll anhand von 
Abbildung 13 erklärt werden. Wenn nur die Cluster der Kette A betrachtet wer-
den, so gibt es je einen Cluster der Größe 2 (Tankstellen A1 und A2) und der Größe 
4 (Tankstellen A3, A4, A5 und A6). 
Abbildung 13: Berechnung der Clustergrößen 
 
 
Zu einem Cluster gehört eine Tankstelle, deren Nachbarn (sofern sie von der 
gleichen Kette sind), sowie die Nachbarn der Nachbarn (sofern sie von der 
gleichen Kette sind) usw.. Zum Cluster, zu der Tankstelle A3 gehört, gehört daher 
deren Nachbar A4, dessen Nachbar A5 und dessen Nachbar A6. Der i,i-te Eintrag 
der Matrix DiagA ist 1, wenn i von der Marke A ist. DiagA zeigt daher keine 
Nachbarschaftsbeziehungen an, sondern lediglich, ob eine Tankstelle zur Marke A 
gehört. Der i,j-te Eintrag der Nachbarschaftsmatrix WA, ,A ijw  ist 1, wenn i und j 
Nachbarn sind und wenn beide zur Kette A gehören. Die Beobachtungen i und j 
sind Nachbarn 1. Ordnung. Die Matrizen DiagA und WA sehen daher wie folgt 
aus: 
A6
A5
D7 
A5
A2 
D8
A1 
A3
A4
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1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
A
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
Diag    
0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 1 0 0 0
0 0 0 1 0 1 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
A
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
W  
m
AW  liefert Informationen über die Nachbarschaftsbeziehung m-ter Ordnung. ,
m
A ijw  
ist dann von null verschieden, wenn Tankstelle j in m Schritten von Tankstelle i 
erreicht werden kann, wobei ein Schritt immer nur auf eine benachbarten 
Tankstelle der gleichen Kette gesetzt werden kann. 2AW  und 
3
AW  sehen in diesem 
Beispiel wie folgt aus:108 
2
A
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 1 0 0 0
0 0 0 2 0 1 0 0
0 0 1 0 2 0 0 0
0 0 0 1 0 1 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
W    3A
0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 2 0 1 0 0
0 0 2 0 3 0 0 0
0 0 0 3 0 2 0 0
0 0 1 0 2 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
W  
3
,3,6 1Aw =  bedeutet, dass es eine Möglichkeit gibt, A6 ausgehend von A3 in drei 
Schritten zu erreichen (nämlich über A4 und A5). 3 ,5,6 2Aw =  bedeutet, dass es zwei 
Möglichkeiten gibt, A6 ausgehend von A5 zu erreichen (nämlich über A4 und A5 
bzw. über A6 und A5). Da es hier keine Beobachtungen innerhalb eines Clusters 
gibt, die mehr als drei Schritte voneinander entfernt sind, kann die 
Vorgehensweise hier abgebrochen werden. Wenn diese vier Matrizen addiert 
werden, sind in der i-ten Zeile dieser Matrix (wenn die Tankstelle i zur Kette A 
gehört) alle Einträge größer als null, deren Tankstellen  zur gleichen Kette 
gehören: 
                                                 
108 Für eine ausführlichere Aufbereitung zu Nachbarschaftsmatrizen höherer Ordnung siehe etwa 
Anselin (1988b S. 16 ff.). 
 190
2 3
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
A A A A
⎛ ⎞⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟+ + + = ⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
2 2
2 2
2 3 1 1
3 3 4 1
Diag W W W
1 4 3 3
1 1 3 2
 
Durch die Anordnung sieht man in obiger Gleichung sehr gut den Cluster der 
ersten beiden und den Cluster der vier folgenden Tankstellen. 
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Appendix B: Konzentration der Log-Likelihood-Funktion 
( ) ( ) ( ) ( )
( )
T2 2 1
, ,2
2
,
1 T 1 T T 1
, , ,2
1 1ln L , , , ln 2 ln ln
2 2 2 2
1                          ln 2 ln ln
2 2 2
1                                    
2
O v v u OO O O u OO O O
v
v u OO
O u OO O O u OO O O u OO O
v
n n
n n
λ σ φ β π σ β βσ
π σ
β βσ
−
− − −
= − − − − − −
= − − −
− − − +
Σ p X Σ p X
Σ
p Σ p p Σ X X Σ p{ }T T 1,O u OO Oβ β−X Σ X
 
Zur Vektordifferentiation finden sich in Schmidt und Trenkler (2006 S. 199 f.) 
folgende, für die hier verwendete Ableitung relevante Rechenregeln: 
( )
( )
T
T
T
,  n n nR R×∈ ∈
∂ =∂
∂ = +∂
A a
a x
a
x
x Ax
Ax A x
x
 
Wenn A symmetrisch ist, gilt: 
( )T T
2
∂ =∂
x A x
Ax
x
 
Die Ableitung der Log-Likelihood-Funktion ist daher: 
( ) { }
{ }
2
T 1 T 1 T 1
, , ,2
T 1 T 1
, ,2
ln L , , , 1 0 2
2
1                            2 2 0
O v
O u OO O O u OO O O u OO O
v
O u OO O O u OO O
v
λ σ φ β ββ σ
βσ
− − −
− −
∂ = − − − +∂
= − =
X Σ p X Σ p X Σ X
X Σ p X Σ X
 
Es sei darauf hingewiesen, dass 1,u OO
−Σ  und somit auch T 1,O u OO O
−X Σ X  symmetrisch 
sind (siehe etwa Hackl 2005 S. 415): 
( ) ( )
( ) ( )
T T1 1 T 1 T 1
, ,
T T1 T 1 T 1 T 1
, ,
u OO O u O O u O u OO
O u OO O O u O O u O u OO
− − − −
− − − −
= = =
= = =
Σ S Σ S S Σ S Σ
X Σ X X Σ X X Σ X Σ
 
Das Auflösen der Gleichung ergibt: 
( ) 1T 1 T 1, ,O u OO O O u OO Oβ −− −= X Σ X X Σ p  
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