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Abstract 
This paper presents a summary of a six year study into the design, 
implementation and evaluation of a computer-adaptive test (CAT) for the 
assessment of Computer Science undergraduates in a UK university. In the 
first part of this project, a series of empirical studies were carried out in order 
to evaluate the contribution that the CAT approach could make to the 
assessment of Computer Science undergraduates. A brief summary of this 
research is presented in this paper. It was found in this research that the 
developed CAT was effective at tailoring the level of difficulty of the test to the 
ability of individual students. The two main groups of stakeholders, students 
and academic staff, both exhibited a positive attitude towards the CAT 
approach and the user interface. In the main part of this paper, the validity 
and reliability of the CAT approach is assessed. Two empirical studies were 
undertaken in order test the CAT’s validity and reliability and the results of 
these studies are presented here. Findings from this research are interpreted 
to show that in the context of assessment in Higher Education, the CAT 
developed in this research was valid and reliable. In the concluding section 
these findings are discussed in relation to other research in this area. 
1.0 Introduction 
In Higher Education today, increasing reliance is being placed upon the use of 
online systems for learning and assessment. At the University of 
Hertfordshire, Computer Based Testing (CBT) is used extensively for 
formative and summative testing on undergraduate modules. One of the main 
characteristics of a CBT is that all students are presented with the same set of 
predefined questions. This static approach, however, is likely to pose 
problems for individual students. For example, what might seem a difficult and 
therefore frustrating question to one student could seem too easy and thus 
uninteresting to another. A key factor in determining the usefulness of an 
assessment strategy is student engagement. If students are faced with 
assessment tasks that are de-motivating, the expected benefits of 
assessment could be lessened.  
One potential way to address this issue would be the inclusion of computer-
adaptive tests (CATs) as part of student assessment. In a CAT, the sequence 
and level of difficulty of the questions administered during the test are 
dynamically selected based on performance during the test. In other words, 
the proficiency level of individual students is estimated during the test so the 
questions can be tailored to match each student’s proficiency level within the 
subject domain. Brusilovsky (2004) cites the CAT approach as one of the 
elements of a paradigm shift within educational software development, from 
"one size fits all" to one capable of offering higher levels of interaction and 
personalisation.  
1.1 Computer-adaptive testing 
Computer-adaptive tests (CATs) are based on Item Response Theory (IRT). 
IRT is a family of mathematical functions that attempts to predict the 
probability of a student correctly answering a question. The CAT software 
application developed at the University of Hertfordshire comprised a graphical 
user interface, a database of questions and an adaptive algorithm. The 
adaptive algorithm was based on the Three-Parameter Logistic (3-PL) model 
from IRT. Equation 1 shows the 3-PL function used to estimate the probability 
of a user with an unknown proficiency level  correctly answering a question 
of difficulty b, discrimination a and pseudo-chance c.  
Equation 1: The Three-Parameter 
Logistic Model 
Equation 2: The Likelihood Function 
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A typical CAT starts with a question of average difficulty. In general terms, a 
correct response will cause a more difficult question to be administered next. 
Conversely, an incorrect response will cause a less difficult question to follow. 
For each question answered, the mathematical function shown in Equation 1 
is used to estimate the student’s proficiency level. The question to be 
administered next as well as the final score obtained by any given user is 
computed using the Likelihood function shown in Equation 2. A fuller account 
of IRT can be found in Lord (1980) and Wainer (2000). 
1.2 Development of the prototype 
The development of the prototype employed in this research has been the 
subject of much research over a six year period. Empirical studies were 
undertaken in order to determine the most appropriate test conditions. Using 
an iterative prototyping software development method in conjunction, 
empirical studies were used to establish the following parameters for the CAT. 
• Starting Condition (Lilley et al., 2004) 
• Test duration (Lilley et al., 2004) 
• Stopping condition: (Lilley et al., 2002; Lilley et al.,2004)   
• Effect of question review (Lilley & Barker, 2005) 
• Calibration of database: (Barker et al., 2006)  
 
In addition, it was important to show that student and staff attitude to the CAT 
approach was positive. Several studies were undertaken to this end. 
• Test-taker evaluation of the CAT approach (Lilley & Barker, 2003; 
Lilley & Barker, 2006) 
• Academic staff evaluation of the CAT approach (Barker & Lilley, 
2006) 
 
In summary, this research was instrumental in setting up the test conditions 
for the CAT application and was able to show that the CAT approach was 
acceptable to students and staff both in a formative and summative context. 
2.0 Validity and Reliability of the CAT approach 
Validity and reliability are of crucial importance to all stakeholders in the 
student assessment process, including students, academic staff, educational 
institutions and prospective employers. In previous research, testing 
conditions for the CAT prototype were established and student and academic 
staff attitude towards, and acceptance of, the computer-adaptive test (CAT) 
approach were examined. Dunn and colleagues (2003: p17) caution us 
however, that “it is important for all stakeholders in the assessment process 
that the measurement of performance is valid and reliable”. 
2.1 Validity of the approach  
The American Psychological Association (1999) states that “validity refers to 
the degree to which evidence and theory support the interpretation of test 
scores entailed by proposed uses of tests”. This definition applies to a wide 
range of tests, such as tests constructed to measure depression as well as 
tests devised to measure academic achievement. Definitions of validity within 
the context of student assessment in Higher Education are largely available in 
the related literature. Miller et al. (1998), for instance, state that “a test is said 
to be valid when it measures the extent to which the objectives of the teaching 
programme have been achieved”. In a similar vein, Dunn et al. (2003) 
describe a valid assessment as one that is meaningful, useful, and measures 
“the performance of the intended learning outcomes specified”.  
There are different types of validity (Miller et al., 1998), and the types that 
were considered to be of interest to this research are face validity, content 
validity and construct validity. These are discussed next.  
Face validity  
Miller et al. (1998) state that “an assessment task is said to have face validity 
if a number of judges – ranging from experts in the field to students – agree 
that the test item is valid”. Face validity is concerned with the extent to which, 
academic staff and students alike, agree that a test is a valid method to 
measure what it is intended to measure.  
Reports from students in focus group studies, such as (Lilley & Barker, 2002) 
support the view that a test based on the CAT approach "looked valid" to 
them. Furthermore, Lunz et al. (1992) suggest that CATs where the review of 
previously entered responses is allowed, such as the CAT software prototype 
developed for this research (Lilley & Barker, 2004), are likely to have greater 
face validity than those CATs where review is not permitted. This is important 
in terms of face validity, since CBTs usually have this facility and tests that do 
not are likely to be considered less valid in a real context. 
Findings from the academic staff evaluation reported in Lilley & Barker (2006), 
were taken to indicate that the CAT approach was valid in both formative and 
summative assessment settings, with a greater face degree of validity in the 
former. Although Miller et al. (1998) amongst others recognise the importance 
of face validity, doubts have been expressed about its rigour. Anastasi (1988), 
for instance, argues that face validity is “not validity in the technical sense” 
and proposes that other forms of validity testing, such as content validity, are 
required.  
Content validity 
Content validity is concerned with the extent to which the content of a test 
satisfactorily represents the subject domain (or syllabus) being assessed 
(American Psychological Association, 1999). One way to evaluate whether a 
test has sufficient content validity for a given purpose, would be the analysis, 
by subject domain experts, of the relationship between the test content and 
the intended learning outcomes. Hambleton & Rogers (1991) state that 
“expert judgement is the main mode of investigation of a test’s content 
validity”. Content validity is of particular importance in order to avoid the 
inclusion of irrelevant elements, the under-representation of core components, 
and the overemphasis of certain elements within the subject domain being 
tested.  
Validity based on test content is often a laborious task in the context of CATs, 
as the recommended number of questions required in the question bank is, at 
least, 4 times the number of questions to be administered in a test sitting. It 
should be noted that questions should be evenly distributed across the 
different ability levels. Validity based on test content is a well established 
technique, and it is often part of the regular internal and external moderation 
processes in Higher Education institutions (Miller et al., 1998; Rhodes & 
Tallantyre, 2003).  
The CAT approach, as implemented as part of this research, was based on 
the use of objective questions such as multiple-choice and multiple-response. 
Ward (1981) identified contributing factors that relate to the validity of 
objective tests in general, such as: “good syllabus coverage”, “consistent 
syllabus coverage from year to year”, “compulsory questions”, “results less 
influenced by irrelevant abilities” and “precise questions”. Such factors can 
also be applied to support the view that the CAT approach, as implemented in 
this work, has content validity.  
2.2 Construct validity: empirical study. 
Construct validity is “the measure of the underlying theory or construct of a 
particular test or examination” (Brown, 1997). Construct validity is concerned 
with the degree to which a test assesses the underlying theoretical construct it 
is intended to measure. In this research, construct validity is concerned with 
the extent to which CAT proficiency level estimates are interrelated to scores 
obtained by other traditional assessment methods intended to measure 
similar learning outcomes. To investigate the construct validity of the CAT 
approach, an empirical study was conducted in which a group of test-takers 
participated in three different assessment methods, namely computer-
adaptive test, computer-based test and practical programming test. The 
questions employed in this study were analysed by two subject experts with 
the purpose of ensuring content validity. 
Method. As part of their regular assessment for a programming module, a 
group of 125 Level 2 Computer Science undergraduates participated in three 
assessments. The assessments are summarised in Table 1. All assessments 
took place in computer laboratories, under supervised conditions.  
Assessment  Brief description 
Computer-based test 
(CBT) 
Test-takers were asked to answer 10 predefined 
questions 
Computer-adaptive test 
(CAT) 
Test-takers were asked to answer 30 
dynamically selected questions  
Programming Test Test-takers were asked to write a computer 
program using Visual Basic, based on an 
unseen program specification.  
Table 1: Summary of assessments undertaken by participants 
Summary of test-taker performance. Test-takers’ performance in three 
assessments is summarised in Table 2. In this table it can be seen that the 
possible scores for the CBT and practical programming test ranged from 0 
(lowest) to 100 (highest). The possible scores for the computer-adaptive test 
ranged from -3 (lowest) to +3 (highest). 
 
Assessment Mean Std. Dev.  
Computer-based test 36.96 18.41 
Computer-adaptive test 0.16 1.23 
Practical programming test 44.52 25.38 
 
Table 2: Summary of test-taker performance (N=125) 
Findings. In order to investigate the correlations between CAT proficiency 
level estimates and other assessment methods intended to measure similar 
learning outcomes (i.e. CBT and programming test), the results shown in 
Table 2 were subjected to a Pearson’s Product Moment correlation. This is 
shown in Table 3 below. 
Assessment  Practical 
programming 
test 
CBT 
CAT  Pearson 
Correlation 
0.428 0.548 
 Sig. (2-tailed) 0.000 0.000 
CBT Pearson 
Correlation 
0.221 * 
Test Sig. (2-tailed) 0.013  
 
 Table 3: Pearson’s Product Moment correlation results (N=125) 
The significant correlation observed between the CAT and the practical 
programming test (r=0.43, p<0.001) and between the CAT and the CBT 
(r=0.55, p<0.001) are an important finding, and were taken to support the 
claim that the CAT approach has construct validity. The results shown in 
Table 3 show that those performing well on the CAT test also performed well 
on the other two test formats. The correlation between the CBT and the 
practical programming test, although significant was smaller than either 
correlation with the CAT (r=0.22, p<0.01). This supports the view that the test-
takers were not disadvantaged by the CAT approach.  
Up to this point, this chapter has focused on validity issues. However, a test 
that is valid is not necessarily reliable and vice-versa. Reliability issues were 
also of importance to this research, and the next section of this chapter is 
concerned with these issues.  
2.3 Reliability of the approach 
Reliability is “the degree to which test scores for a group of test-takers are 
consistent over repeated applications of a measurement procedure and hence 
are inferred to be dependable, and repeatable for an individual test-taker” 
(American Psychological Association, 1999). Ward (1981) adds that an 
assessment is reliable when “it applies a consistent standard of measurement 
to all students and in all years”. In general terms, one can argue that reliability 
refers to the extent to which assessments are consistent. On the topic of test 
reliability, Miller et al. (1998) warn that “it is unrealistic to expect to achieve 
100 percent reliability” and that the aim should be to construct tests that are 
“as reliable as possible”.  
In a similar vein to test validity, there are factors that contribute towards test 
reliability that are generic to objective tests rather than exclusive to the CAT 
approach. These factors are explored next.  
Contributing factors   
Ward (1981) identified three factors that contribute to the reliability of objective 
tests. Two of these: “reliable marking” and “assessment of student’s own 
work” are of relevance to this research. These factors are discussed next.  
Reliable marking. In the implementation of the CAT approach employed for 
this research, all questions are marked consistently and objectively by the 
software application.  
Assessment of student’s own work. Ward (1981) argues that objective 
tests are often conducted under supervised conditions, and this can increase 
assessment reliability. The reason for this is that such a scenario would 
involve some form of authentication, and therefore it would be relatively 
straightforward to ensure that results obtained by test-takers were based 
solely on their own work.  
The two factors above both contribute to reliability rather than measuring it. 
The next section of this chapter, discusses how one approach to measuring 
reliability, namely test-retest reliability, was applied to this work.  
2.4 Test-retest reliability: empirical study  
In a test-retest reliability study, the same group of participants are subjected 
to two different forms of the same test. The reliability is considered to be the 
correlation between the scores of both tests. In order to investigate the 
reliability of the CAT approach, an empirical study was performed as part of 
this work.  
Method. A group of 133 Level 2 Computer Science undergraduates enrolled 
on a programming module took part in two sessions of summative 
assessment using the CAT software prototype developed for this research. 
The characteristics of these two sessions are summarised in Table 4. 
The CAT software prototype developed for this research was modified to 
include a traditional computer-based test (CBT) component, in order to 
administer a predefined set of questions to all participants. Prior to the first 
session of assessment using the modified CAT software prototype, test-takers 
were given a brief introduction to the use of the software, but were not 
informed of the existence of two sections within the test (i.e. CBT followed by 
CAT). In both sessions of assessment, the order in which the CBT questions 
were presented was randomly selected, as an attempt to minimise 
unauthorised collaboration amongst test-takers.  
In addition to the two computer-delivered assessments, participants were 
required to undertake two additional assessments as part of their 
programming module. These two assessments are summarised in Table 4. 
Assessment Brief description 
1. In-Class Test 1 10 predefined questions (i.e. CBT mode) followed by 
10 questions dynamically selected (i.e. CAT mode).  
2. In-Class Test 2 10 predefined questions (i.e. CBT mode) followed by 
20 questions dynamically selected (i.e. CAT mode).  
3. In-Class 
Programming Test 
Test-takers were asked to write a computer program 
using Visual Basic, based on an unseen program 
specification.  
4. Practical project Participants were asked to produce a straightforward 
high fidelity software prototype, according to a brief, 
over a period of 4 weeks.  
 
Table 4: Summary of assessment employed for the group of participants 
With exception of the practical project (i.e. Assessment 4), all assessment 
sessions listed in Tables 4 & 5 were conducted under supervised conditions in 
computer laboratories.  
Summary of test-taker performance. A summary of the test-takers’ 
performance in each of the assessments is presented in Table 5 below.  
Assessment  Mean score 
Assessment 1  CBT 1  51.5% 
 CAT 1 (proficiency 
level) 
-0.832 
Assessment 2  CBT 2 42.3% 
 CAT 2 (proficiency 
level) 
-0.909 
Assessment 3   
In-Class Programming Test  49.7% 
Assessment 4   
Practical project   71.7% 
 
Table 5: Summary of test-taker performance (N=133) 
In Table 5, the potential CAT scores ranged from -2 (lowest) to +2 (highest). 
The remaining scores ranged from 0% (lowest) to 100% (highest).  
Findings. An Analysis of Variance (ANOVA) was performed on the data 
summarised in Table 5, in order to test the significance of any differences in 
the means. The results of this ANOVA are shown in Table 6 below.  
Between groups Probability (p) 
CBT Assessment 1 and Assessment 
2 
0.001 
CAT Assessment 1 and Assessment 
2 
0.607 
Assessment 3 (Programming Test) 
and Assessment 4 (Coursework) 
0.001 
 
Table 6: ANOVA results relating to the data summarised in Table 5 
(N=133) 
The results presented in Table 6 show that there was a significant difference 
between the number of questions answered correctly in the CBT element of 
assessments 1 and 2 (p=0.001). However, there was no significant difference 
between the CAT levels obtained by test-takers in assessments 1 and 2 
(p>0.60). This is an interesting result, especially in consideration of the finding 
that the mean CBT performances in assessment 1 and 2 were significantly 
different (p<0.001). These results were taken to indicate that the CAT level is 
a reliable measure of test-taker ability, and possibly a better and more 
consistent measure than a simple test score.  
There was also a significant difference observed in the performance of 
students on the two off-computer assessments (assessments 3 and 4, 
p=0.001). In order to further understand the implications of these findings, a 
Pearson’s Product Moment correlation was also performed on the data 
collected from the four assessments, and the results of this analysis are 
shown in Table 7 below. 
  CAT 1 
CBT 
1 
CAT 
2 
CBT 
2 
Programming 
test 
Practical 
project 
CAT 1 Pearson Correlation * .849(**) .617(**) .548(**) .552(**) .377(**) 
  
Sig. (2-
tailed) 
 
 .000 .000 .000 .000 .000 
CBT 1 Pearson Correlation * * .552(**) .467(**) .445(**) .300(**) 
  
Sig. (2-
tailed) 
 
  .000 .000 .000 .000 
CAT 2 Pearson Correlation * * * .816(**) .571(**) .407(**) 
  
Sig. (2-
tailed) 
 
   .000 .000 .000 
CBT 2 Pearson Correlation * * * * .527(**) .398(**) 
  
Sig. (2-
tailed) 
 
    .000 .000 
Programming 
test 
Pearson 
Correlation * * * * * .528(**) 
 
Sig. (2-
tailed) 
 
     .000 
 
Table 7: Pearson’s Moment Correlation results (N=133) 
(**)  Correlation is significant at the 0.01 level (2-tailed). 
The results of the Pearson’s test shown in Table 7 are taken to indicate that 
the scores obtained by participants This was interpreted as indicating that a 
score obtained by a participant in one assessment is a reasonable and fair 
predictor of performance in any other. It can also be seen that there is a high 
correlation between scores in the CBT and the CAT sections of assessments 
1 and 2. On average, participants who performed well in the CBT sections 
also performed well in the CAT sections and vice versa (p<0.001). It was also 
found that the CAT proficiency levels achieved by the participants in 
assessment 1 were highly correlated with the CAT levels in assessment 2. 
This was taken to indicate that: 
• the CAT test was a fair reflection of participants’ ability in the 
assessment; 
• the CAT assessment was at least as good an indicator of the ability 
of a test-taker as the CBT component of the prototype;  
• no participant was disadvantaged by the CAT approach.  
3.0 Conclusion 
This paper presented a range of issues related to the validity and reliability of 
the CAT approach: face validity, content validity, construct validity and test-
retest reliability. It was of relevance to this work to show that the CAT 
approach complies with these well-established standards since it is crucial to 
all stakeholders in the student assessment process that assessment methods 
are both valid and reliable. As part of this work, two empirical studies were 
carried out are and reported in this chapter. Both studies were performed in a 
real educational context, as recommended by Laurillard (1993) and Barker & 
Barker (2002). The findings from these two empirical studies provided 
evidence to support the claims that: 
• the CAT approach is, at least, as fair and accurate as other 
traditional computer-assisted assessment methods in measuring a 
test-taker’s proficiency level within a subject domain,  
• test-takers are not disadvantaged by the CAT approach, 
• the CAT approach is both valid and reliable.  
 
Furthermore, it was shown that several factors that contribute to the validity 
and reliability of objective tests can also be applied to the CAT approach. 
There is an increasing body of research supporting the validity and reliability 
of the CAT approach; for instance, Segall (2001), Wolfe et al. (2001b) and 
Segall et al. (2001) report on the validity of the CAT approach. Other 
research, such as the work by Schoonman (1989) and Moreno & Segall 
(2001), report on the reliability of the approach. Such research, however, 
focuses mostly on the validity and reliability of the CAT approach when 
compared with traditional objective tests using a paper-and-pencil format. The 
studies reported here are a useful addition to this body of research since they 
examined test interrelations between CAT proficiency level estimates and 
scores obtained using other forms of computer-assisted assisted 
assessments, rather than paper-and-pencil tests.  
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