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Abstract
Universal high fidelity coherent control over large Hilbert spaces is essential for quan-
tum information processing to become a useful tool in science, engineering, commu-
nications and computation. The development of methods for coherent control are
however still in their infancy. In particular, very little is known about the efficiency
of quantum control subject to limitations in resources such as drive power, drive
bandwidth and system decoherence. Here we report the results of numerical simu-
lations to investigate the influence of limited resources. We introduce the curvature
of fidelity as a measure of robustness. We apply these ideas to strongly modulating
NMR pulse sequences and study the effects of increasing resources on the fidelity and
curvature.
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Chapter 1
Introduction
Since the advent of Quantum Mechanics at the beginning of the last century, scien-
tists have dreamed of controlling the behavior of systems at the atomic or molecular
scale. To this day, very little of that dream has been realized to different extents,
but recent advances in the theoretical work and experimental realizations of quan-
tum control have generated much excitement in the scientific community recently.
Its important applications include the control of chemical reaction selectivity and of
molecular motion [22], excitation of specified molecular states [6, 16], molecular struc-
ture determination by means of nuclear and electron magnetic resonance spectroscopy
as well as microwave and optical spectroscopy [23], laser cooling [7], and quantum
information [3], have significant implications to the future technologies.
1.1 Quantum vs Classical Behavior?
Quantum mechanics has only been postulated less than a century ago, and yet there
has been no experiment that falsified its predictions. A natural question is, if quantum
mechanics indeed governs the behavior of the physical universe, why does it take so
long for us to discover it? What makes a system 'quantum'? The answer is that
non-classical, i.e. quantum behavior can only be observed under special laboratory
conditions. Quantum behavior arises when a relative small physical system (with
only a few dynamical degrees of freedom) can be well isolated from environmental
13
disturbances and dissipative couplings. This may be achieved by cooling down an
experimental setup to temperatures on the order of a few mK. Quantum mechanics is
believed to be a correct microscopic theory of non-relativistic physics, but the reduced
dynamics of sybsystems nearly always corresponds closely to models that fall within
the domain of classical mechanics. Hence strongly non-classical behavior can only
be observed in a system on timescales short compared to those that characterize its
couplings to its environment [15].
1.1.1 Quantum States
A state is a complete description of a physical system. In quantum mechanics, a state
of a closed system is represented by a ray in a Hilbert space, whose dimensionality
is specified according to the physical system under consideration. A ray is an equiv-
alence class of vectors that differ by a non-zero multiplicative scalar. We choose a
representative of the class to have unit norm
(01) = 1
which, for a state in a finite-dimensional Hilbert space expressed as a linear com-
bination of orthonormal basis states |0) = E., cal|a') is Ea, ca,' 2 = 1, and for a
state in an infinite-dimensional Hilbert space, for example, the position of a particle,
la) = f cx|x)dx, then f IcxI 2 dx = 1.
We can represent the joint state of several smaller systems using by the tensor-
products of the rays. For example, if we have 2 two-level systems A and B, l/)A =
(aia 2 )+ and I4)B - (b b2)+, we can write
= (aibi a1 b2 a2bi a2b2 )+
1.1.2 Observables
An observable is a property of a physical system that can in principle by measured.
In quantum mechanics, each observable has a corresponding Hermitian operator. An
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operator is a linear map taking a vector (repesenting a state) to another vector.
A : IV)- > Ak0), A(al) + bI4)) = aAj4) + bAI4)
The Hermitian conjugate of the operator is defined by (#$AO) = (A+04) for all
vectors 1), 14). A is a Hermitian operator if A = A+.
A Hermitian operator in a Hilbert space H has real eigenvalues, and its eigenvec-
tors form a complete orthonormal basis in H. We can express a Hermitian operator
A as
A = Zn aP,
where a, is an eigenvalue of A, P., is the projection operator onto the subspace of
eigenvectors with eigenvalue a,. It can be shown that the eigenvalues A, are purely
real and that the Pa's satisfy
PnPm= n,mPn
P+ = Pn =In)(nI
1.1.3 Quantum Measurements
Quoting from Dirac, 'A measurement always causes the system to jump into an
eigenstate of the dynamical variable that is being measured.'[19] In classical dynamics,
if we measure the position of a particle along a line, we obtain the value of the x-
coordinate without affecting its position. However, measurements usually change the
state of a quantum system. Before the measurement of an observable is made, the
system is assumed to be a coherent superposition of the eigenstates:
I a) = E, calIa') = Ea, Ia')(a'Ia)
When a measurement is performed, the system is 'thrown into' one of the eigentstates,
for example, la') . Therefore, unless the system was already in an eigenstate of the
observable being measured prior to the measurement, the state of the system is always
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changed. This is a postulate of quantum mechanics and cannot be proven. We do
not know which eigenstate would result after the measurement, but the probability
of obtaining a certain value is given by
P(a') = ICa' 2 = I(a'|a)l 2
Moreover, thus the quantum system remains in that particular eigenstate im-
mediately after the measurement. Repeated measurements therefore yield the same
result.
In order to determine this probability empirically, we need to consider a great
number of measurements performed on a pure ensemble, i.e. a collection of system
all identically prepared in state ja > and estimate the probability from the frequency
of occurrance of various results.
We define the expectation value of A taken with respect to state 1a) as
(A) = (alAla)
since
(A) = (a") (a"IAla') (a'ja)
a/ a//
a/
agrees with the classical notion of 'average' measured value.
The commutator of two operators A and B are defined to be
[A, B] = AB - BA
Since A and B are operators and not scalars, the commutator may not be zero. If
we have two observables A and B, they will have the same eigenstates if and only if
[A, B] = 0. In other words, after a measurement of A on a system, a measurement
of B will change the state of the system by throwing it into one of the eigenstates of
B. Therefore, only when A and B are compatible observables, i.e., [A, B] = 0, will a
16
second measurement of A following the measurement of B give the same answer as
the first A measurement. It can be shown that for any state we have the following
inequality:
((A A)2) ((AB)2) ;> 1I ([A, B]) 12
The above is known as the Uncertain Relation and tells us that in general, there is a
limit to how precise our measurements of incompatible observables can be made.
1.1.4 Unitary Quantum Dynamics
The dynamics of any quantum system is governed by the Schr6diner equation, which
is given by
ih Hlg,) = (t)1,0(t))
where h is Planck's constant, and H, the Hamiltonian, is a linear Hermitian oper-
ator that describes the total energy of the system. When the Hamiltonian is time-
independent, the information on the state of the sytem is captured in the wavefunction
)(t)) = e-i [0(0)).
We see that U(t) = e " is a unitary operator since H is Hermitian. In general,
10(t)) = U(t)10(0))
Factoring out 10(0)) on both sides, we obtain
ihU = H(t)U
and the propagator is given by
U(t, to) = Te- Todt'"t'I
where T is the Dyson time-ordering operator.
The expectation value of a time-independent observable A is
d(A) = 1 [A, H]
dt ih ~
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1.1.5 Density Operator Formalism
In general, we do not have a pure ensemble, but instead, we have a mixed ensemble
in which every system has a random state. Suppose we make a measurement on a
mixed ensemble of some observable A. [19] The ensemble average of A is given by
[A] = Zpi(cei|Alai)
P |I(a'ai)I2 a'
2 at
where |a') is an eigenstate of A. The above can be rewritten using a more general
basis, b'):
[A] = Zp ZZ( {aI|b')(b'|Alb")(b"ai)
i b' b"
-El; (ZPb"\ai)(aib') (b'jAlb")
b' b" \ i
-S (b"Iplb')(b'IAlb")
b' b"
- Tr(pA)
We define the density operator
P = i Zp I e) (01i I
where Ei pi = 1 and pi > 0. It is a generalization of a ray to represent the state
of a mixed ensemble.The density operator of a pure state is just IV)) (4' since all but
one of the pi's are zero.
The density operator is Hermitian, positive and:
Tr(p) = 1
In general,
Tr(p2) < 1
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Note that Tr(p2 ) = 1 if and only if p is a pure state. As with the ray representation
of a pure state, tensor products of density matrices represent the density matrix of
the extended system.
1.1.6 Decoherence
We can describe the dynamics of an open quantum system as arising from an interac-
tion between the system of interest and an environment, which together form a closed
quantum system. [24]
Pout = E(Pin) Trenv[U (pin & Penv) U+]
= (ekIU (Pin 0 Penv) U+Iek)
k
= AkpinAk
k
where U is a unitary evolution on the joint Hilbert space of the system and the
environment, and 0 represents a Kronecker product. In the second line we have
assumed that the environment is initially in a pure and separable state Penv = jeo) (eol
and the |ek)'s form an orthonormal basis for the environment.
The operators {Ak} = (eklUleo) are known as the operation elements of the quan-
tum operation, or superoperator, c. From the unitarity of U, the operation elements
satisfy the completeness relation
AkA+
The linear map £ satisfies the following:
1. It preserves Hermiticity: p+t = Zk AkpiAj = pou
2. It is trace-preserving: tr(pOut) =Z Tr(piflA(Ak) = 1 = Tr(pn)
3. It is completely-positive: (k'pot14) = Zk ((4'Ak) pjn (AfI4))
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Since
9(pin) = ZTr(ApinA +) A kPinA
k Tr(AkpinAj)
The above is true of the Kraus operator-sum representation but may not be true
for superoperators in general. The action of the quantum operation is equivalent to
taking the state p and taking it to the state k - with probability Tr(AkpinAt)
and can be interpreted as doing a measurement in the computatonal basis of the
environment basis. Note that unitary evolution of system alone is the special case in
which there is only one term in the operator sum.
Quantum decoherence, which is the process by which quantum systems in com-
plex environments exhibit classical behavior, can be understood by the operator-sum
formatlism or this 'tracing over the degrees of freedom' of the environment. Decoher-
ence occurs when a system interacts with its environment in such a way that different
parts of its wavefunction can no longer interfere with each other by invalidating the
superposition principle. In the Copenhagen interpretation of quantum mechanics, de-
coherence is responsible for the appearance of wavefunction collapse. The off-diagonal
entries of the system density matrix represent the quantum correlations or phase re-
lationships in a coherent superposition, and when a system decoheres or dephases,
these entries decay in a specific basis. The application of quantum mechanics to in-
formation processing has changed the nature of interest in the study of decoherence.
Decoherence used to be just the solution to the interpretation of measurement. In
quantum information processing, it is the major problem to be combated since it
destroys the 'quantumness' of quantum information. The time-scales of decoherence
varies from system to system.
Due to a distribution of external experimental parameters, the system undergoes
non-unitary behavior as with decoherence,, which is known as decoherence. This is
known as incoherence. It can be described by the operator-sum formalism, but since
the spread of these parameters is often continuous, we present the corresponding form
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as follows:
Pout = f p(r)(U(r)pinU+(r))dr
An alternative way to express the above [5] is
Ipout) = Slpin)
where 1p) is the columnized density matrix, U is the complex conjugate of U and
p(r) is a classical probability function. The input state jpin) is thus transformed into
the output state put by the superoperator
S = f p(r)U(r) 0 U(r)dr
Here, p(r) is a classical probability distribution and we can understand it in the
context of the original operation elements as Ak = yi5Uk. We therefore see that
decoherent and incoherent processes are the same mathematically, except that the
operation elements on a decoherent process are not functions of external parameters.
The distinction is therefore practical and depends on the correlation time of the vari-
ation of experimental parameters. If the latter is larger than the typical modulation
frequency, the process falls into the class of incoherent noise. While correcting for
decoherent errors, we need to utilize the full power of quantum error-correction, but
incoherent errors can in principle be refocussed and thus can often by reduced by
careful design of the time dependence of control fields. This is possible since the
operators underlying the incoherence are assumed to be time independent over the
length of the expectation value measurement. Common approaches for instance in
NMR include composite and adiabatic pulses [2] .
Removing the restriction that the operation elements arise from a unitary on the
overall Hilbert space, the completeness relation does not have to be specified, but the
following still holds
Ek AkA+ ; 1
This corresponds to processes in which extra information about the processes is ob-
tained by measurement.
21
1.2 Optimal Control Theory applied to Quantum
Systems
One of the main goals for theoretical research in quantum control will be further
to integrate what is known from the physics of open quantum systems with core
engineering methodologies. Much progress in the field has been made both experi-
mentally and theoretial. In particular, optimal control theory (OCT) has been applied
to analyze quantum systems in small Hilbert spaces in order to find upper bounds
of control performance as well as derive control sequences to approach these bounds
[15, 8, 9, 11]. OCT-based algorithms have also been developed to search for control
sequences in NMR applications to maximize coherence transfer in given time for both
uncoupled and coupled spin systems and have shown promising results for use in
an ensemble of quantum systems with parameter variations, both in the presence of
absence of relaxation [14, 10, 121. Quantum filtering equations, which are stochas-
tic differential equations (SDE's) describing the evolution of density matrices under
weak measurements have also been developed and verified in some systems[20, 21].
Assuming controllability and the absence of decoherence, it has been shown that
the extrema of fidelity of quantum control correspond to either perfect control or no
control [18]. In other words, the control landscape of the same dimensions have the
same structure and as we search for fidelity maxima, there are no 'traps' of inferior
solutions of 'false maxima'. In other words, in the absence of relaxation and with
unrestrictions amount of resources, every control is perfect [17]. We also know that
a universal set of quantum gates can be constructed in an n-spin Hilbert space from
one-qubit and two-qubit operations [13].
22
Chapter 2
Quantum Control in the NMR
context
We will discuss how unitary control is achieved in Nuclear Magnetic Resonance
(NMR) spectroscopy. An introduction to NMR spectroscopy is therefore worthwhile
and will be the subject of this chapter.
In 1946, Purcell and Bloch observed the magnetic induction of nuclear spins. This
opened up a new field of research leading to important applications such as molecular
structure determination, the study of fluids flows in system and magnetic resonance
imaging (MRI) for medical diagnostics. Recently, NMR has been proposed to imple-
ment quantum information processing devices. NMR is a physical phenomenon based
up the magnetic property of an atom's nucleus. All nuclei that contain odd numbers
of nucleons and some that contain even numbers of nucleons have an intrinsic mag-
netic moment. The most often-used isotopes are hydrogen-1 and carbon-13. NMR
studies a magnetic nucleus by aligning it with a very powerful external magnetic field
and perturbing the nuclear spin state using a usually oscillating electromagnetic field.
The response to this perturbing field allows us to detect a time-domain signal known
as the free induction decay (FID), which is the data we obtain in nuclear magnetic
resonance spectroscopy and magnetic resonance imaging. Before we go into the de-
tails of NMR spectroscopy, we shall introduce a quantum mechanical concept with
no classical counterpart: spin angular momentum.
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2.1 Spin, Magnetic Moment and Angular Momen-
tum
Classically, the angular momentum of a particle about some origin is
L=rxp
where r is the position of the particle and p is the linear momentum of the particle.
Classical angular momentum generates mechanical rotations about the origin. Defin-
ing angular momentum as the generator of rotations, we find in quantum mechanics
that there exists spin angular momentum, which does not depend on the position
or linear momentum of the particle, but is an intrinsic property of particles. This
degree of freedom was clearly shown by Stern and Gerlach in 1920 [19]. A beam of
silver atoms were sent through a magnetic field and a continuum of vertical positions
of screen was expected. However, they witnessed that all particles were deflected ei-
ther up or down by the same amount and postulated that there must be a quantized
angular momentum associated with the nucleus.
Nuclear spin angular momentum is a quantum phenomenon with no classical
counterpart. It is a vector quantity that can be specified along the (x, y, z) directions
by (IX, Iy, IW). Ik is the generator of rotation about the kth axis. The fundamental
commutation relations of angular momentum are as follows:
[I, Il| = ihEijkIk
where Eijk is the Levi-Civita symbol, a completely antisymmetric tensor.
The lowest number of dimensions in which the angular momentum commutation
relation is realized is N=2, corresponding to spin-! systems. The operators are defined
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by
Ix = - | ) - + -( |2
ih
I= + I-)(+}2
Iz = -{+)-| - I-)(+|}2
The above spin operators have matrix representations Ik = 12u, where ck are the
Pauli matrices
(X0
1
1
0
0i0U-, =
Ori =
(0
When we measure the spin along the x, y or z axis, we obtain one of the eigenstates
of the operator corresponding to the axis we measure along.
Defining
I -h = nxIx +n.I + nzIz
we can write a rotation operator
R(h, e) = h
Let i, j, k E x, y, z. Expanding R(f, #) is a Taylor series and using the commutation
relations,
e r Ije R = Ijcosq + ijkIksino
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2.2 Nuclear spin and resonance
The Hamiltonian of a spin in a magnetic field along the positive z direction is
H = - eS -B = -BI = wI
mec
where
leiB 
-
_yB
mec
The frequency w is the Larmor frequency of precession and we shall discuss it again
in the next section. We know from the non-zero commutators of the Ij's that only
one of the three components of I can be specified. The value of the z component of
I is given by
I =hm
where m E {-I, -1+ 1, ... , I-1, I}. A nucleus with spin I has 21+1 possible values of
Iz as specified by the magnetic quantum number m. [4] We can detect the presence of
these energy levels by observing transitions between them. This is achieved in NMR
by irradiating the sample with an electromagnetic radiation, the details of which will
be described in the next section.
The time-evolution operator based on our Hamiltonian is
-it -ilzwt
U(t,)=e =e
We can show that
(S.(t)) = (Sx(O))cos(wt) - (S,(O))sizn(wt)
(S,(t)) = (S,(O))cos(wt) + (Sx(O))sin(wt)
(S(t)) = (SZ(O))
The above equations describe the spin-precession of the nuclear spin of an atom
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corresponding to the classical Bloch model.
2.3 The Bloch model and the single-pulse NMR
experiment
Classically, the rate of change of angular momentum is equal to the torque on the
system.
dL
=t p x B
where M is the magnetic moment. Letting y be the gyromagnetic ratio of the
particle, [t is given by
p = yL
Therefore, we see that
dL
where w = -- yB is the Larmor frequency. In the case of a static field BO along the
z-axis, we see that, surprisingly, the energy difference between the levels is exactly
equal to the classical Larmor freqency of precession.
The coupling between energy levels to stimulate an observable response is com-
monly produced by an alternating magnetic field applied perpendicular to the static
field.
Hf = -'IhB 1 (Icos(wft + 0) + Iysin(wrft + 0))
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To see the effect of this oscillating field on the bulk magnetization, which is pro-
portional to the magnetic moment, we can make a change of coordinates to a frame
rotating with respect to the fixed axis with angular frequency Wrf and obtain
dM(t) 
- M(t) x (-yB(t) + Wrf)
dt
The effect field is therefore
Beff = B(t) +
For B(t) = Bo0 and Wrf = -- yBo,the magnetization
dMr(t) = Mr(t) x yBr(t)
dt
and the magnetic field in the rotating frame is
Br = B 1cosox- + B1 sin#9^ + (wo - wr )Z
When w o W f,, B, lies entirely on the transverse plane and the radiation is said
to be applied on-resonance. Without losing generality, if we set # = 0, the bulk
magnetization M, precesses around the x-axis at the angular frequency wi = -B 1 .
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Chapter 3
Methodology
3.1 Strongly Modulating Pulses as an efficient im-
plementation of unitary transformations
In the standard model of quantum computing, an algorithm can be expressed as
a series of unitary transformations on the quantum states. We would like to have
a quantum system with a Hamiltonian that contains a sufficient set of externally
controlled parameters to allow for the generation of a universal set of gates, such that
any arbitrary unitary can be achieved. The task of control is to find a time-dependent
sequence of values of these control parameters to generate each particular unitary to
the precision required for fault-tolerance. A metric of a gate's performance should
describe how closely our solution implements the desired unitary operation. Two such
useful metrics are the state correlation and gate fidelity. The correlation measures
the closeness between our simulated or experimentally obtained output state, Pout,
and the desired output state Pideal resulting from a particular input state pi, through
evolution of different propagators , where
Pideal = UidealpinUleal
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In order to describe the fidelity and correlation measures we must first explore the
complex dynamics that the physical system undergoes. We will use liquid state NMR
as a model physical implementation. In liquid-state NMR, the homonuclear internal
Hamiltonian for a molecule containing N spin- nuclei is
Hint = Zl WkI -i k Z 1 JjIk -. I,
where Wk represents the chemical shift frequency of the kth spin, Jj is the coupling
constant between the spins k and j and Ik denotes the kth spin's angular momentum
operator. The first term, the nuclear Zeeman interaction, dominates the internal
Hamiltonian. The mapping between the physical spin system and the qubits is to
take the eigenstates of the Zeeman interaction as the computational basis states. the
scalar coupling slightly mixes the states.
The control sequences consist of a time ordered series of intervals during which a
simple RF field is applied. The external Hamiltonian of the time dependent RF field
is
ex~() Z~ 1 eiwrft~t~~t))~ (W 1 (t) Jk) ei(wrf (t)t+0p(t))Ik
where Wrf is the transmitter's angular frequency, 0(t) the phase, the w, the power.
Control sequences of this form have the advantages of being simple to simulate (by
moving into the interaction frame of Het during each interval) and of being straight-
forward to experimentally implement. For complex propagators in large Hilbert
spaces they are inefficient to find and alternative schemes based on OCT may be
preferred. For the study reported here we are interested in only small Hilbert spaces
and SMP suffice. We expect the conclusions to be true also for OCT methods since
the control limitations reflect the structure of the underlying Hamiltonians. Note
also that the combination of Hint and Hext(t) is sufficient to provide universal control
unless there are accidental symmetries in Hint (such as Wk = Wk,, where k - k').
This universality has been well described and demonstrated in the literature and it
is easily seen that the commutator of Hint and Hext(t) span the entire Hilbert space.
Given that we have universality we will focus our attention on control sequences in
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the class of strongly modulating pulses (SMP) [5]. These have been shown to provide
compact high fidelity coherent control even in the presence of incoherence. (ref).
Excluding decoherence, the evolution generated by several periods of RF pulses
with different parameters is
Ugate l=iU. 1 (fm, rm)exp[-iHemf (wrf,m, fm, OM)rm],
where U; 1 (fm, Tm) executes the rotating-frame transformation of the mth period and
Hef f is the effective, time-independent Hamiltonin in the new frame of reference. [4]
However, due to decoherence and incoherence, the actual evolution on the system
is non-unitary and is instead given in terms of the Kraus operators Ak.
Pout = AkPinAt
k
where
ZkAkA+ < 1
The primary sources of incoherence in our system are the spatial variation in the
power of the RF frequency wi, and the spatial variation in the Zeeman frequency, wo.
Since the power of the RF field (in frequency units), w1, is in practice a function of
position in the spectrometer due to RF field variations in space within the sample,
we actually have
Pout = f p(r)U(r)pi.U+(r)dr
and
Ipout >= f p(r)U(r) 0 U(r)drlpin >
where Ip > is the columnized density matrix, U is the complex conjugate of U and X
is the Kronecker product of the matrices. The input state lpin > is thus transformed
into the output state pout by the superoperator
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S = f p(r)U(r) 0 U(r)dr
Note that the superoperator is also capable of characterizing decoherence. Similar
processes may be used to characterize the spatial variation in the Zeeman interaction.
Experimental imperfections are characterized by a spatially or temporally 'inco-
herent variation' in the sytem's Hamiltonian. Experimental reality presents an im-
portant set of challenges to achieving precise control over quantum systems. Spatially
incoherent errors have been a recurring topic of interest in the field of NMR, where
they arise as inhomogeneities in the static and radio-frequency (RF) fields involved.
The spatially incoherent evolution caused by the inhomogeneities dephases the spins
in the NMR ensemble, attenuating and rotating the final state away from the desired
state. The main difference between incoherent errors and decoherent errors lie in the
fact that incoherent errors can in principle be refocused, while decoherence represents
information lost to the environment or to inaccessible degrees of freedom.
The state correlation is the normalized overlap between two quantum states and
quantifies how similar they are. It is a function of pi, Uideal and the experimental
output state Pout and is given by
C (Pideal, Pout) Tr(PidealPout)
iTr(pdeaI)Tr(p2 t)
Due to non-unitary operations, there is a loss of information. We insert an attenuation
factor to obtain the attenuated correlation, which includes the loss of purity during
the evolution.
CA (Pideal, Pout) = C (Pideal, Pout) T(P2ot)
Tr(pideal pout)
Trf(pd i)t ip )
The gate fidelity F is a measure of the precision of the operation
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F = CA(Pi~ead, Pout)
where the overline notation CA represents the average attenuated correlation over
a complete basis of orthonormal Hermitian matrices pj. In the case of incoherent
processes, it is often convenient to use the equivalent expression for F directly in
terms of Uidea and the Kraus operators {Ak},
F = ||Tr(U eal ]VI22
where N = 2" and n being the number of qubits.
With these backgrounds in mind, we pose the following questions:
1. How do we quantify the robustness of a given control sequence? Do we need
additional resources to engineer robustness into our quantum control systems?
2. We are limited by available resources, for instance, finite power, bandwidth,
and decoherence. Taking resources into account, can we generate any effective
Hamiltonian we desire with arbitrary fidelity?
Quantum Control Theory has yet to develop to the level to answer such questions in
complete generality analytically beyond SU(2), and we therefore rely on numerical
simulations to shed light on these issues.
Here we take the simplest non-trivial system and one that has been well studied
experimentally. Consider the following real system: the two coupled proton spins of
dibromothiophene. The Hamiltonian of the system is given by
Htft = Aw(IA - I) + 27r JIA IA
where Aw = 27r65Hz, J = 5.75Hz. There are many possible operators in the 2-spin
Hilbert space of the dibromothiophene molecule. However, much can be learned by
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focussing on the implementation of the following two operators U and U12 , where
U 1 = e 2
and
U1 2 = e _2 ±IX
Here, U1 is a selective E rotation of spin A about the x-axis; spin B is left unchanged.2
In contrast, U1 2 is a non-selective transformation and rotates both spins A and B by
about the x-axis. We choose these for their computation importance and since the
conditional gates can be constructed from these and periods of free evolution under
the internal Hamiltonian.
For these simple pulses and in this small Hilbert space it is sufficient to achieve
high fidelity to have SMP of only 2 time intervals. We search the space of the 8
parameters for a 2 period pulse to achieve U1 and U12 . First, a random number in a
typical range for each parameter is generated. For U1 , the range for ti and t 2 was [0,
lms]; the range for fi and f2 was [0, 60kHz]; the range for w, and w 2 was [0, 1MHz
and the range for q1 and #2 was [0, 27r]. These 8 parameters are then fed into a search
function that is aimed at maximizing the fidelity of the unitary propagator Urea in
implementing the desired operation Uideal, given by
F(Uideal, Ureai) = Tr(UieaiUreal)
The fidelity F measures how closely Ureai, the unitary propagator on the system
generated by the 2-period RF magnetic pulse implements Uideal. For a given desired
operation Uideal, the search function used is a non-derivative method set to minimize
the cost g(x) = 1 - F(Uideal, Ureal(x)) over the vector x, where Ureai(x) is the unitary
propagator that results from the RF pulse with parameters x. For our 2-period case,
x would be an 8 by 1 vector containing the time durations, RF frequencies, magnetic
field strengths and the initial phases for the two pulses. It is a member of the family
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of coordinate descent methods, more specifically, the Nelder-Mead simplex search
method. This direct search method is particularly convenient since the analytic form
of the fidelity F is unknown. For a function to be optimized with respect to n
parameters, the algorithm randomly generates n+1 convex points, xo, x1, X2,..., 1 n
and goes through iterations until F converges.
At each iteration, we start with a simplex of n+1 points and end up with another
simplex. Let xmin and xmax denote the best and worst vertices of the simplex, that
is,
g(xmin) = Mini=O,1,2...,n 9(Xi)
g(xmax) = g(xi)
Let x denote the centroid of the face of the simplex formed by all vertrices by xmaa.
X = - (-Xmax + xn 1 i)
The iteration replaces the worst vertex Xmax by a better one. A typical iteration
consists of the following steps (1]:
1. Step 1: Reflection step
Compute the reflection point
X =ef - xmax
Then compute Xnew to replace xmax according to three cases:
(a) Xref has minimum cost: If g(xmin) > g(xref), go to Step 2.
(b) Xref has intermediate cost: If max{g(x)Ix # Xmax} > g(xref) >= g(xmin),
go to Step 3.
(c) Xref has maximum cost: If g(x,ef) >= max{g(xi)Ix / Xmax}, go to Step
4.
2. Step 2: Attempt Expansion Compute
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Xexp ~ 2 xref - X
The new point Xnew is given by
xexp, if g(xexp) < g(xref),
Xnew ~
Xref otherwise
3. Step 3: Use Reflection Use the Reflection point as the new coordinate.
Xnew ~ref
4. Step 4: Perform Contraction Define{ (Xmax + i), if g(Xexp) < g(xref),
Xnew
' (Xref + s) otherwise
and form the new simplex by replacing Xmax with Xnew
Using the above algorithm, 25 pulses for U1 and 33 pulses for U12 at fidelity
maxima were generated for the real system. We will next discuss the characterization
of robustness of these pulses.
3.2 Control Curvature: a measure of robustness of
control
It has been our experience in implementing control schemes in larger Hilbert spaces
that occasionally the experimental implementation fails to provide the expected fi-
delity. The reason for this rare event is unknown but we associate it with the effects of
small errors in the control fields. There is imprecision in the control of RF magnetic
fields strength, frequencies, phases and the duration for which these pulses are ap-
plied, as well as variations of field strength within the sample (lack of homogeneity).
All of these factors mean that depending on how sensitive the fidelity of our pulse is
with respect to variations of control parameters, the fidelity would suffer to different
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extents. For example, pulse durations can be controlled to the order of 12.5ns; on top
of that, since we are driving a high Q RF circuit, transient effects may decrease the
precision. Phases can be controlled well to the order of 0.01 degrees, while frequencies
can be controlled to 0.005Hz, but bandwidths for frequency changes are on the order
of 3MHz. We therefore wish to have a measure to characterize the robustness of these
control pulses. One such measure is the curvature C with respect to parameter a (e.g.
one dimension of the vector x) below:
Ca =| 2 |
The higher the value of Ca is, the more vulnerable the fidelity is with respect to
changes in the parameter a. For the pulses we found, we calculate the curvature with
respect to each of the 8 parameters using the finite difference method. For a being the
ith coordinate of the x vector, the second derivative of the fidelity f is approximated
by
& 2 = 1 (F(xk + Axej) + F(xk - Axej) - 2F(xk)
Values of F(xk + nAxei), where n = 0, 1 or -1, are obtained by simulating the
effective unitary propagator for the corresponding parameters and calculating the
fidelity F(Uideal, Ureai(Xk + nAxei)). The choice of the interval Ax is tricky, since
pulses with different sensitivities would naturally require different values to give an
accurate estimate. When Ax is too large, the approximation would be inaccurate.
However, if we reduce it too much, the roundoff errors that occur when quantities
of similar magnitude are subtracted gives a large relative error size in the gradient
approximation. Our results were arrived at by trial and error and by ensuring that
the curvature at neighboring points agree to 2 significant figures.
In order for fair comparison between parameters of different units (for example, sec-
onds for time and radians/s for RF strength), we calculated the second derivature
with respect to fractional changes in the parameters, so that C is unitless.
To more meaningfully explore the relationship between fidelity and curvature,
we have integrated the the curvatures with respect to individual parameters such
as t1 and f2 to form curvatures with respect to quantities representative of a class
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of parameters such as time duration of the sequence and strength of RF power. We
report such quantities for four classes of parameters, time, control field power, control
field frequency and control field phase. The following quantities have been chosen:
1. Total time of the pulse sequence
t =t +t 2
2. Average power (in frequency units)
Wave _ wlt+w2t2
ave tl+t 2
3. Maximum power
Wmax max{wl,w2}
4. Frequency bandwidth
f Ifi - f2
The frequency bandwidth f =|f, - f21, measures the range of RF frequencies
used to excite our system.
5. Phase bandwidth
#= 101 -#21
The phase bandwidth 0 = 101 - #2 1, measures the jump in the phase of the
pulse between the two different time periods.
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Chapter 4
Results and Analysis
4.1 Fidelity vs Curvature
Scatter plots of pulse sequence fidelity versus curvatures with respect to the param-
eters we have chosen are shown in Figures 4-1 through 4-5. We label sequences with
the highest fidelity pulses in the diagrams. Sequence a, b and c correspond to the
three modulation sequences with the highest fidelities.
The first thing we note from all the plots is that the fidelities for the non-selective U12
pulses are consistently higher than those for the selective U1 pulses. The U1 pulses also
have a larger spread in fidelities. This was expected and illustrates an important point
for controls to achieve different operators in the Hilbert space, namely, that different
unitary operators will have implementations or controls of different performance.
The second thing we learn is that in all 5 plots, the selective pulses have, on av-
erage, higher curvatures with respect to the integrated parameter concerned, i.e.,
C(U) > Ca(U12). These two results have important implications, that in order for
us to achieve a certain fidelity and robustness, selective operators require more re-
sources to implement than a non-selective operator due to the differences in tensor
product structures.
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Fidelity vs curvature with respect to total time (t1 +t2), Ct
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Figure 4-1: Scatter plot of pulse fidelity verses curvature with respect to fractional changes
in total time, t = t1 + t 2, of the pulse. Each blue diamond corresponds to a U12 pulse and
each circle corresponds to a U1 pulse. Ct for the non-selective rotation U12 are in the range
[10, 1041, whereas values for the selective rotation U1 lie mostly in the range [105, 108]. This
indicates that the selective pulses are less robust to variations in the durations of applied
RF pulses.
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Figure 4-2: Scatter plot of fidelity vs the curvature with respect to the average power
Wave = w~tw2t. CaP for the non-selective rotation U12 axe in the range [10, 104], whereas
values for the selective rotation U1 lie mostly in the range [103,108]. This again indicates
that the selective pulses are less robust to variations in pulse parameters: this time the
strength of applied RF fields. For average power, all the three selective U1 pulses with
highest fidelities have very low Cap, which means that they are very good pulses with
respect to both fidelity and robustness to RF power.
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Figure 4-3: Scatter plot of fidelity vs the curvature with respect to the maximum power
Wmax = max{wl, w2} is expected to be similar to that of the average power. CmaxP for the
non-selective rotation U12 are mostly in the range [1, 103], whereas values for the selective
rotation U1 lie mostly in the range [104, 107]. These values are smaller, and within a narrower
range than the average power. The reason is likely that the influence of higher power period
is more dominant, and is thus less vulnerable to variations.
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Figure 4-4: The Cj for the non-selective rotation U12 are mostly in the range [10-1, 103,
whereas values for the selective rotation U, lie mostly in the range [104, 107]. This is
consistent with the results about the other parameters. Pulse sequences )3 and E are both
robust with respect to variations in frequency bandwidth. However, pulse a, which has the
highest fidelity, has the largest Cf and hence the worst robustness.
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Figure 4-5: The C for the non-selective rotation U12 are mostly in the range [10-6,106],
whereas values for the selective rotation U1 lie mostly in the range [102,108]. This is
consistent with the results about the other parameters. All the three highest fidelity U1
pulses have the lowest CO values and are thus both robust with respect to variations in 0.
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Comparison of fidelity against detuning of the t2 parameter
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Figure 4-6: This is a plot of fidelity versus curvature with respect to fractional changes in
the duration of the second period, t 2 for two given pulses-one selective and one non-selective.
The fidelity of the non-selective is higher than that of the selective pulse, and by inspection,
the curvature is lower, showing more robust behavior.
To further examine the truth of the above two points, we plot the behavior of fidelity
versus detuning from a maximizing parameter value. Figures 4-6 and 4-7 show the
comparison between the highest fidelity non-selective pulse sequence and the highest
fidelity selective pulse sequence, labelled 'nonselective pulse a' and 'selective pulse a'
in Figures 4-13 through 4-16. Figure 4-8 shows a comparison between another pair
of pulse sequences labelled 'nonselective pulse b' and 'selective pulse b'.
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Figure 4-7: This is a plot of fidelity versus curvature with respect to fractional changes
in the RF frequency of the first period, fi for two given pulses-one selective and one non-
selective. Again, the fidelity is higher and the pulse is more robust for the non-selective
case.
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Comparison of fidelity against detuning of the 01 parameter
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Figure 4-8: This is a plot of fidelity versus curvature with respect to fractional changes in
the phase of the first period, 01 for two given pulses-one selective and one non-selective.
Again, the fidelity is higher and the pulse is more robust for the non-selective case.
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The following figures show the trajectories of the two periods of the four modula-
tion sequences we considered. The red and blue arrows show the motion of the spin
A and spin B on the Bloch's respectively. The final position of the spin A for U1 is
positive x, while spin B is to return to the equilibrium positive z eventually. From the
trajectories it can be seen that there is motion of spin B along the Bloch sphere to
a non-equilibrium point, which is unnecessary since we did not intend its state to be
changed. Therefore, we would expect the selective operation U1 to be less efficient,
having a lower fidelity and higher curvature.
Non-selective rotation, pulse a
1 -1 1 1
o10
-1 -1
ly
0.5.
a.
-05
-1
IX
ly
Non-selective rotation, pulse b
0 0.50
-1 -1 -.
Ix
Figure 4-9: The trajectory of non-selective
pulse a is shown. The red and blue arrows Figure 4-10: The trajectory of non-selective
show the motion of the spin A and spin B on pulse b is shown. As with non-selective pulse
the Bloch's respectively. The motions of both a, the motions of both spins during the two
spins during the two periods are very direct. periods are very direct.
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Figure 4-11: The trajectory of selective pulse Figure 4-12: The trajectory of selective pulse
a is shown. The motions of both spins from b is shown. Spin B moves to negative z during
the initial to final state during the two periods the first period and returns to positive z dur-
are still very direct. ing the second, thus we have used resources
to generate unnecessary rotation.
We would like to have robust control sequences with high fidelity. Therefore,
pulses at the top left corners of our plots are desirable. The pulse sequence with the
highest fidelity are not the ones with the lowest curvature: there is a tradeoff between
finding the pulse with the highest fidelity and lowest curvature C. However, there do
exist reasonably good pulses with both good fidelities and lower C values.
From Figures 4-1 through 4-5, we have observed that any given pulse has very
different sensitivities with respect to different parameters. For example, sequence a,
the pulse with the best fidelity, has a high Ct value, but has very low values of Cap,
CmaxP and CO. This fact invites us to define a scaled measure of the overall robustness
of a pulse. A natural way to achieve this is to have a weighted average of the different
Ca values according to the degree of precision of control we have of that parameter.
For example, in our case, due to limited RF field homogenity in the spectrometer, we
can control the RF field strength to an accuracy or homogeneity of only 10 - 15%,
whereas all the other parameters can be controlled very precisely. Therefore, we can
assign values to wt, w,, wf and wo and define the mean curvature C as follows:
C = wiC where i E {t, p, f, }
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Fidelity vs Mean Curvature for Selective Rotation U1
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Figure 4-13: The mean curvature is calulated using Ct, Cap, Cf and Cph.
As an example, I will assign wt = 0.05, w, = 0.85, wf = 0.0 5 and wo = 0.05 and
integrate the results of the above plots. Figures 6 and 7 show results calculated using
Cap and CmaxP as a measure of robustness with respect to RF power respectively.
The Curvature C, as shown in the two plots, agree to a large extent with each
other. With the above investigations, we see that the curvature C is a good measure
to quantify the robustness of a sequence. Experimental characterization of various
uncertainties can be used to assign these weights to scale different C, and combine
them to form the Curvature to measure the robustness of a control sequence. Al-
though we focus on NMR RF pulses, this can be straightwardly extended to other
means of quantum control as well. Including the Curvature C into a cost that puts
a penalty on a sequence that is long in time and high in power, and rewards high
fidelity, would greatly improve the quality of our solutions in practice.
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Figure 4-14: The mean curvature is calulated using Ct, C, P,, Cj and Cph.
Fidelity vs Mean Curvature for Non-selective Rotation U12
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Figure 4-15: The mean curvature is calulated using Ct, Cap, Cf and Cph.
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Figure 4-16: The mean curvature is calulated using Ct, CmaxP, C1 and Cph.
4.2 The effect of varying coupling strength between
spins
Our next investigation is to vary the parameters of the real system and observe
differences in fidelity of pulses found. Given the form of our internal Hamiltonian
e=(w^wB) ) + (wA wB) (IA _ IB) + 27rjIA . IA
if Aw # 0, then we have universal control over SU(4), but if Aw = 0, then the
system collapses into a spin-1 and a spin-0 subspace. The RF field does not break
this symmetry, so without adding another qubit, or spin-i particle, we cannot achieve
universal control. Therefore, as long as there is some chemical shift difference, we can
achieve an ideal selective rotation, if we don't take resources into account. Now we
study the behavior when our resources (in this case, number of periods in the control
sequence) are limited. The use of number of periods scales roughly linearly with time
duration of the pulse sequence. The chemical shift difference Aw was varied to give
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specified values of the coupling strength S = 2j. It is expected that the fidelity
would decrease with increasing coupling strength. This is because as the chemical
shift difference decreases, it takes more time to selectively address the spins. When
Aw vanishes, two spins are no longer distinguishable, and by symmetry it is impossible
to achieve selective rotation. More rigorously, let U be transformation between the
Zeeman basis and the eigenbasis, i.e.
1 0 0 0
010 1
0 1 0 1
0 1 0 -10 0 1 0
U+OuAU = - 010
S 0 1 0 1
-1 0 1 0
U+UAU is not a member of the direct sum space, and thus it is impossible for us to
achieve this selective operation when there is no chemical shift difference. By this, we
can deduce that the higher the coupling strength between the two spins, the closer
we get to this limit of the direct sum space, and thus the harder it is to achieve this
addressibility. Given the same number of allowed periods, we expect a monotonically
decreasing fidelity as we increase the coupling strength S. However, the functional
form or rate of the decay is not known.
4.3 Expanding available resources
With the form of pulse sequences we utilize here, a good measure of resources is the
number of periods allowed in the control. As the number of periods increases, we
expect the average fidelity of the selective operation to increase. For example, let
P2 be the 2-period pulse with parameters {t1 , w1, fi, 1;t22,J 2, f2, 42} and P3 be the
3-period pulse with parameters {ta, Wa, fa, 4a; tb, Wb, fA, 'b; tc, wc, fe, Oe}. If we set the
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Figure 4-17: As expected, the fidelity decreases monotonically as we increase coupling
strength. When the chemical shift difference is set to 0, f = 0.720. The trend indicates an
asymtotic value that the fidelity approaches for each of 2-period and 3-period pulses.
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Figure 4-18: The result is indeed what we predicted, that fidelity increases as the number
of periods allowed. In the limit of the number of period going to infinity, we will expect to
achieve perfect fidelity in universal control as has been shown by Khaneja without regards
to limitations in resources. (ref 76)
parameters of P3 such that ti = t,+tb, fi = fa = fA, W1 = Wa = Wb, and #1 = Oa = #b,
then P2 is actually the same as P3. Therefore, we see that an n-period pulse can do
as least as well as an m-period pulse for m < n. We expect the n-period pulse would
do better because we have more flexibility on the control of the pulse shape, like we
have more 'knobs to turn' in lab. Extending our discussions in the above section,
since there is universality and controllability in a system of n coupled spin-! particles
with non-zero chemical shift difference, if we allow more resources in our control, we
would expect an improvement in the fidelity.
From our numerical results, we can answer the second question we posed: we
would like to address: taking resources into account, can we generate any effective
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Hamiltonian we desire with perfect fidelity? The answer is no as long as we don't
have an infinite amount of resources. However, in the limit of an infinite amount of
resources, we are reduced to the previously studied cases, where perfect control can
be achieved. Our discussion on resources can be generalized to for instance, RF power
and frequency bandwidth in NMR and laser power and linewidth in optical control.
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Chapter 5
Conclusions
We have numerically explored some aspects of coherent control in the presence of
limited resources. These resources could include the classical control fields (strength
and bandwidth), and quantum resources (coherence time and addressibility). As
expected, the amount of available resources is important. We find that resources
can be used to improve fidelity and robustness. We suggest that a local curvature
may be a useful parameter for robustness. Finally we briefly looked at the additional
resources needed when the addressibility is reduced.
This work is the beginning of an exploration into the effects of non-ideal control to
fidelity of control. There are many more issues that we have not yet studied. Some of
the future directions we see are for instance analytic work on the effects of limited RF
frequency bandwidth on control on SU(2) and SU(4). For example, in SU(4), what is
the analytic expression for the ideal pulse sequences to achieve U1 and U12 , and the
average Hamiltonian resulting from these pulse sequences. How are the fidelities and
curvatures degraded as we limit the available resources to implement these sequences?
As the coupling of between the two spins increase, how do decreased resources impact
the fidelity and curvature of selective and non-selective operations?
Another area of relevant possible research is a comparison between different ap-
proaches of control sequence search methods. The two main different types are
Strongly Modulating Pulses (SMP, based on simplex search) [5] and search methods
based on OCT, such as the Gradient Ascent Algorithm (GRAPE)[12]. The former
57
optimizes for the time duration, RF power and frequency and incorporates simula-
tions of system dynamics into the calculation of fidelity, and minimizes a cost which
is aimed at maximizing the fidelty and penalizing very high RF powers and very long
pulse sequences. It increases the number of periods of the sequence if a certain crite-
rion on a cost is not yet met and repeats the process. The latter is based on OCT and
fixes the total duration and number of piecewise constant intervals of the pulse and
just calculates the forward propagated initial density matrix and the back-propagated
target state. It would be interesting to look into how effectively the latter strongly
modulates the dynamics of systems, especially if the systems have strong couplings,
since the simulations of the actual dynamics are not carried out.
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