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rln obstruction theory is developed to decide when an isomarphism of 
rational cohomology can be reaked by a rational homotopy equivalence (either 
between rationally nilpotent spaces, or between commutative graded differential 
algebras). This is used to show that a cohomology isomorphism can he so 
rcalizcd whenever it can be realized over some field extension (a result obtained 
independently by Sullivan). 
In particular an algorithmic method is given to decide when a c.g.d.a. has 
the same homotopy type as its cohomology (the c.g.d.a. is called formal in this 
GW). 
The chief technique is the construction of a canonically filtered model for a 
commutative graded differential algebra (over a field of characteristic zero) by 
perturbing the minimal model for the cohomology algebra. This filtcrcd modei 
is also used to give a simple construction of the Eilenherg-Moore spectral 
sequence arising from the bar construction. An example is given of a c.p.d.3, 
whose Eilenberg-Moore sequence coHapses, yet which is not formal. 
I. INTR~IIU~TT~~Y AND TOPOLOGICA~~ THEOREMS 
A central problem in algebraic topology is to cnnsidcr two path-connected 
topological spaces S and T with isomorphic integral homology, and ask 
(1 .I) When can a given isomorphism H,(S; Z) - 1[,(7’; Z) be realized by 
a continuous map from S to T? 
(Throughout this paper, homology and cohomology of spaces is singular.) 
I f  S and T were simply connected CLV-complexes, a solution to (1.1) would 
bc a homotopy equivalence between S and T; hence a method for solving (1.1) 
would enable us to decide if S and T had the same homotopy type. But it 
would yield more, since it would decide which isomurphisma of homology 
were “geometric.” 
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One of the main results of this paper is to answer the analogue of (1 .l) in 
the rational homotopy category; viz., 
(1.2) When can a given isomorphism f: H*(S; Q) 5 H*(T; Q) of rational 
cohomology algebras be realized by a rational homotopy equivalence between 
S and T? 
We use the following definition of rational homotopy equivalence (cf. Quillen 
[27], Bousfiefd and Gugenheim [5]). C 11 a an elementary equivalence between 
topological spaces S and T a continuous map either from S to T or from T 
to S which induces an isomorphism of rational cohomology. 
Then define a rational homotopy equivalence between S and T to be a sequence 
of elementary equivalences Si N S,+l such that S,, = S and S, +1 = T, (If S 
and T are nilpotent spaces, this is the same as requiring the Iocalizations S, 
and T, to have the same homotopy type-cf. [27, 29; Chap. III, 7, 221.) 
Each rational homotopy equivalence induces a well defined isomorphism 
H*(S; Q) w H*( T; Q); the isomorphism is said to be realized by the equiva- 
lence. If  there is at least one rational homotopy equivalence between S and T, 
they are said to have the Same ratio& homotopy type. 
We shalf answer (1.2) only for rationally nilpotent spaces. A space S is called 
rationally nilpotent if its Sullivan minimal model (see below and Section 2) 
has only finitely many generators in each degree. Such spaces have finite dimen- 
sional rational homology in each degree. On the other hand, nilpotent path 
connected spaces with finite dimensional rational homology in each degree 
are rationally nilpotent. 
To solve (1.2), we construct a “sequence of obstructions” O,(f) which are 
computable, and prove 
1.3. THEOREM. Assume 5’ and T me rationally niZpotent. The isomorphism f 
can be realized by a rational homotopy equivalence if and only if the obstructions 
O,(f) all vanish. 
Now Sullivan’s theory of minimal models, as described in his fundamental 
paper 1301, gives a complete irredundant algebraic invariant for rational homo- 
topy type: rationally nilpotent spaces have the same rational homotopy type 
if and only if their minimal models are isomorphic (cf. [30, p. 2901). 
But if H*(S; Q) and H*(T; Q) are known a priori to be isomorphic then 
Theorem I.3 provides a computational method for deciding whether or not 
S and T have the same rational homotopy type, and the calculation is frequently 
much faster than a direct attempt to determine if the minimal models are 
isomorphic (cf. Example 6.5). 
In addition, the theorem enables us to decide which (if any) cohomology 
isomorphisms are geometric (again cf. Example 6.5). 
Next observe that in the category of commutative graded differential algebras 
(c.g.d.a.‘s) over a field k of characteristic zero, there is a completeIy analogous 
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notion of homotopy equivalence (again cf. Quillen [27]). I f  (A, dA) and (B, d,) 
are c.g.d.a.‘s, call an elementary equivaknce between them a homomorphism of 
c.g.d.a.‘s (in either direction) inducing an isomorphism H(A) e H(B). Then 
a homotopy equizaknce between (A, dA) and (B, d,) is a sequence of cIementary 
equivalences (Ai , di) N (iii, r , dicJ, 0 < i .$ n, whore (iI,, , dO) y  (A, dR) and 
(iln-~, , d,, r) : (B, dB). I f  there is at least one homotopy equivalence, (A, d,J 
and (B, La,) have the same homotupq’ type. (A homotopy equivalence is called 
a c-equivalence in [9; Sect. O.IO]). 
A homotopy equivalence induces a well defined isomorphism H(A) m m(B), 
which is said to be realized by the equivalence. The isomorphism realized by 
an elementary equivalence 4: (-4, dA) -+ (B, &) is just +*. 
Now consider a fixed isomorphism f: H(iZ) % H(B), and assume that H(i1) 
is connected and has finite type. 
5.10. THEOREM. There is a sequence of computable obstructions, O,(f), which 
vanish if and on/iv iff can be realized by a homotopy equivalence. 
We shall USC the results of SuIlivan (see [5] for detailed proofs) to show that 
Theorem 5.10 implies Theorem 1.3. In [30; p. 2981 he defines a contravariant 
functor (which we denote by d,,) from simplicial sets ([21]) to c.g.d.a.‘s 
defined over Q: if R is a simplicial set, an element of A:,(K) is a function 
@ which assigns to each element of K” (n = 0, I, 2,...) a polynomial p-form 
on the standard n-simplex, such that @ commutes w-ith the face and degeneracy 
operators. In [30; p. 3003 hc defines the adjoint contmz~ariant functor .J -p <A> 
from c.g.d.a.‘s to simpficia1 sets. 
I f  S is a topological space, let Sing S be the simplicial set of singular simplices 
on S; we shal1 denote .qPL(Sing S) simply by (JPL(S), 4). Integration provides 
a natural isomorphism 11(/l,,(S), d,J % IZ*(S; Q) (singular cohomology) 
cf. [30, p. 2971. It follows that -dPL converts a rational homotopy equivalence 
into a homotopy equivalence of c.g.d.a.‘s; the induced isomorphisms of coho- 
mology are identified by integration. 
On the other hand assume S and 7’ are rationally nilpotent spaces and an 
isomorphism fi H*(S; Q) t H+( T; Q) can be realized by a homotopy equiva- 
lence between Apl,( T) and ,ilyL(S). By Proposition 2.9 it can then be realized 
by an equivaIence of the form 
APL(S) += 7d.y A ATT 2% A,,(T), 
where iV18 and Mr are the minimal models. 
The model homomorphisms m, , q define simplicial maps Sing S + <Mq}, 
Sing T+ {Mu). It follows from [5; Section 101 that 
S-ISingS]---+ l(Ms>~ ---% [(M,>~I +--- 1 Sing T I---+ T 
is a rational homotopy equivalence inducing f. We have thus proved 
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1.4. PROPOSITION. Let S and T be rationally nilpotent spaces. An isomorphism 
fi H*( S; Q) 1 H*( T; Q) can be realized by a rational homotopy equivalewe if 
and on& if the corresponding isomorphism H(APL(S)) % H(APL( T)) can be realized 
by u Aomotopy equivalence of c.g.d.a.‘s. 
In particular, Theorem 5.10 implies Theorem 1.3. 
Theorem 5.10 also permits an effective study of formality. A c.g.d.a, (A, d ) 
is called formal ([30; p. 3151, [6]; c-split in the terminology of [13; Sec- 
tion 0.101) if it has the same homotopy type as (H(A), 0). Because every auto- 
morphism of H(A) is a homotopy equivalence of (H(A), 0), (A, d ) is formal 
if and only if the identity isomorphism H(A, d ) = H(H(A), 0) can be realized 
as a homotopy equivalence between (A, d ) and (H(A), 0). Thus Theorem 5.10 
yields a sequence of obstructions which vanish if and onIy if (A, d ) is formal 
(cf. 6.1). 
Notice that while for most c.g.d.a.‘s, their homotopy type is a much finer 
invariant than their cohomology, formal c.g.d.a.‘s are those whose “homotopy 
type is a formal consequence of their cohomology” 130; Section 121. 
A topological space S is called formal if (A&S), ds) is formal; formal spaces 
abound in topology. They include spheres, projective spaces, Lie groups, 
symmetric spaces and indeed a wide class of homogeneous spaces (cf. [13; 
Theorem IV, Chap. XI] for a complete description). Compact Ktihler manifolds 
are formal ([30; Section 121). A bouquet of formal spaces is formal (Lemma 1.6 
below). Finally, if for some I > 1, H”(S; p) = 0 unless p = 0 or 1 < p < 31+ 2, 
then S is formal (Corollary 5.16). 
1.5. THEOREM. Let S be a rationally niEpo&-nt space. Assume that 
H2”(S; Q) = 0, p = 1, 2,... . 
Then S is formal, and has the rational homotopy type of a bouquet of odd sphwes. 
(This result is originally but independently due to Baues [I], cf. [33].) 
Proof. Choose odd spheres Ski so that H*(S; $2) G H*(Vj Ski). By 
Lemma 1.6, Vi 9s is formal, while in Theorem 7.10 we show that S is formal. 
Hence APL(S) and A,,( Vi S”‘) have the same homotopy type. Hence by 
Proposition 1.4 so do S and Vi S’~~. Q.E.D. 
Next, suppose {&JafI is a collection of path connected, pointed topological 
spaces such that each inclusion * C-+ S, is a cofibration. Their bouquet V, Sa 
is the space obtained by identifying the base points. 
1.6. LEMMA. I f  each S, is formal, then so is V, S, . 
Proof. For augmented c.g.d.a.‘s &+&define VA, to be k @ na ker(A,-+K). 
For path connected pointed spaces with * 4 S, a cofibration, there is an 
equivalence A4PL(V S,) -+ V ApL(SJ. The minimal model for APL(Sa) is (among 
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other things) a connected c.g.d.a. (flfU, d,) together with an equivalence 
m,: (Ma, dJ + (APL(&), d,,) [30; p. 2883. Because (ilpL(S,), d,,) is formal, 
there is also an equivaIence n,: (M, , d,) -+ (H(&), 0) (cf. Proposition 2.5). It 
follows that we have equivalences V ApL(Sa) +- V M, - V H(S,) = H(V SE). 
QED. 
We also apply Theorem 5.10 to obtain an elementary proof of a theorem 
discovered independently by Sullivan [30; remark in Section 121 and proved 
by him via the theory of algebraic groups and torsors. The theorem reads 
6.8. THEOREM. Suppose (A, d,,) and (B, da) are c.g.d.a.‘s defined over k 
with connected cohomology algebras ofjnite type. Let K be an extension field of k. 
Assume j-: H(,4) 2 H(B) . zs an &morphism suck that f  @ 1: H(A @ k’) + 
II(B @ K) can be realized by a homotopy equivalence between (A @ K, dA @ 1) 
and (B @ K, dB @ 1). Then f  can be realized b.y a homotopy equivalence between 
(A dA) aad (B, 4). 
6.9. COROLLARY. (A, dA) is formal ;f  and only ;f  (A @ K, dA 13 1) is formal. 
Theorem 6.8 shows that the rational homotopy type of a Cm-manifold M 
is determined by the homotopy type of the c.g.d.a. (A(M), d,M) of Cm differential 
forms on M, together with the isomorphism H(A(M)) s H*(M; Q) @ Ii, 
(cf. [30; Section 131). The corollary, together with the principal theorem 
of [lo], implies that compact Klhler manifolds are formal (cf. [30; Section 121). 
This paper is organized as follows: In Section 2 we recall definitions and 
collect together (without proof) the results from Sullivan’s theory of minimal 
models which will be needed in the seque1. (A minimal model of a c.g.d.a. 
(A, dA) is an elementary equivalence (AX, D) -+ (A, dA) where .4X is the free 
commutative graded algebra over a graded vector space X and (AX, D) satisfies 
a niIpotence condition and a minimality condition, cf. 2.2 and 2.8 for a precise 
statement.) 
In Section 3 we give a construction of the minimal model of a c.g.d.a. of the 
form (II, 0) which exhibits it in the form p: (LIZ, d) + (H, 0) where 2 carries 
a canonical second gradation. The first two steps of the construction, influenced 
by J. C. Moore, are implicit in an article of Tate [31; Section 61 who obtains 
there (Theorem 6) a special case of our Theorem 7.14. 
The dimensions of the bigraded components of 2 determine the dimensions 
of the spaces HP (when H has finite type) via a “Hirsch formula” (Proposi- 
tion 3.10); this generalizes a result of Koszul [18]. 
In Section 4 we construct a canonical filtered model r: (/lZ, D) -3 (A, d,.,) 
for a c-connected c.g.d.a. by perturbing the differential in the higraded model 
(AZ, d) for (H(A), 0). This is in the spirit of Gugenheim et al [14, 151 that 
differential homologica1 algebra is obtained from homological algebra by 
perturbing bigraded objects to graded filtered objects. This also identifies the 
607132’3-5 
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set of homotopy types with the set of homology preserving deformations of 
(AZ, 4 
In general (AZ, D) satisfies the nilpotence condition, but not always the 
minimahty condition for a minimal model. Thus projecting .4+Z onto 2 (with 
kernel /l+Z * ll+Z) yields a differential D, in Z. D, is zero if and only if (AZ, 0) 
is minimaI. The filtered differential space (Z, DE) yields a spectral sequence 
converging form Z to H(Z, DE). 
If (4 4) = (-MS), 4) w ere h S is a l-connected C.W. complex and 
H*(S; Q) has finite type, then (cf. [30; Section SJ) we can write H(Z, D,) = 
space of generators for minimal model = HomJn*(S); Q). In this case our 
spectral sequence appears to be dual to a spectral sequence of Bousfield and 
Kan [6], established by them in a far more general setting, but traceable 
through Quillen [27] to Curtis [34], 
In Section 5 we build the obstruction theory, using filtered models, and prove 
Theorem 5.10. Section 6 contains the applications for formality and field 
extensions. 
In Section 7 we show that the Eilenberg-Moore spectral sequence arising 
from the bar construction for a c.g.d.a. can be computed directly from its 
filtered model, without passing to the bar construction, and that the cohomology 
of the construction can be calculated (trivially) from any nilpotent model. In 
particular, we show that the Eilenberg-Moore sequence collapses if and only 
if the filtered model is minimal. 
If (A, 44) = vbL(~), 4, where S is a l-connected C.W. complex, then 
the bar construction has cohomology equal to the cohomology of the loop 
space SZS. This was shown (dually for the cobar construction and homology) 
by Adams [l] and generalized by Eilenberg and Moore [12]. A complete exposi- 
tion for cohomology is given by Smith [2X; part I] -except that for our purposes 
C* has to be replaced by APL(S) everywhere in his paper. 
(Historically the bar construction was invented for graded differential algebras 
where the differential had degree - 1, e.g. chains on an associative H-space. 
It was used to calculate the homology of K(rr, n)‘s and more general classifying 
spaces, cf. Eilenberg-Maclane [1 1; Chap. II], Cartan [9], Maclane [19; p. 306- 
p. 315-j). 
Finally, in Section 8 we discuss spherical cohomology and use examples to 
show that neither of the implications: 
(A, d,J formal =- E.M.s.s, collapses 3 H(A) spherically generated 
can be reversed. We end with the 
Problem. Construct a filtered model for a homomorphism (Sullivan constructs 
the minimal model for a homomorphism) which will give a compatible version 
of the general EiIenberg-Moore spectral sequence. 
This has been solved by Micheline V&u&-Pourier in her thesis (Lille, 1978). 
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2. ALGEBRAIC PRELIMINARIES AND MINIMAL MODELS 
2.1. DEFINITION AND NOTATION. Our field k will always be of charac- 
teristic zero and all vector spaces and algebras will be considered to be defined 
over k unIess we explicitIy say otherwise. 
The identity map of any set wilI be denoted by t. 
A graded space X = x, ..Y* is said to have finite type if each Xv has finite 
dimension. In this case the formal series C, (dim ,V’) bP is called the PoincarC 
series for X. 
A commutative graded algebra (c.g.a.) is an associative graded algebra 
H = Lo HP such that Ho contains an identity 1 and such that ab = (- I)pq ba, 
a E HP’, b E Hq. If A, I3 C H are subsets, A . B denotes the subspace spanned 
by the elements ab, a E A, b E B. H is connected if Ho = K * 1. We denote 
z,>,, HP by Hf. A derivation 0 of degree p in H is a linear map of degree p 
such that O(ab) = O(a) * b + (-l)pde@ a . O(6). 
If 2 = &,, 29 is a graded space, we denote by LIZ the free c.g.a. generated 
by Z; it is the tensor product of the exterior algebra over Zodd and the symmetric 
algebra over Zeven and is graded by the rule 
Note that “A” denotesfree, and loot (as is often the case) exterior. 
If 2 is given a second gradation, we use exactly the same rule to extend the 
gradation to LIZ. 
A commutative graded differential algebra (c.g.d.a.) is a pair (A, dA), where 
A = &s A” is a c.g.a., d is a derivation of degree 1, and d2 = 0. The coho- 
mology of (A, HA) is the c.g.a. H(A) g’ rven by R(A) = Ker d/Im d; if H(A) is 
connected, (A, d,) is called c-comzected. A homomorphism F: (A, dA) -+ (B, dB) 
is a degree zero homomorphism of algebras preserving the identity such that 
qd, = d,F,. It induces a homomorphism v*: H(A)-+ H(B). Note that 
(WY* = P)*+*. 
An augmented c.g.d.a. is a c.g.d.a. (A, dA) together with a homomorphism 
E: (A, dA) + (K, 0). 
If x E (A, dA) satisfies dAz = 0 (resp. z = dAa), then z is called a cocycle 
(resp. a coboundary). The element in H(A) represented by a cocycle z is calIed 
its cohomology class and denoted by cl(x). 
2.2. Minimal models. We collect some results of Sullivan [30], although 
our terminology is different. A detailed exposition is given in [16]. A connected 
Kosxul-Sullivan (K-S) complex is a c.g.d.a. of the form (AX, D) where 
A- x Lo Xp is a strictly positive graded space and D satisfies the condition: 
(2.3) (“Nilpotence”) There is a homogeneous basis {xJ,,~ for X, indexed 
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by a well ordered set [, such that Dx, is a polynomial in those x0 with /3 < cy. 
The K-S complex is called minimal if it satisfies 
(2.4) (Minimality) D(X) C (/l+X) * (/l+X). 
Given a connected K-S complex (AX, D), we denote by {AX, D)’ the c.g.d.a. 
(AX @ Ax @ Ax, D) where 
(i) B / AX = D. 
(ii) X is the graded space defined by XP = X3+1. (We denote this 
isomorphism by x++ x.) 
(iii) 8 is a graded space isomorphic with X. (We denote the isomorphism 
by it-t x.) 
(iv) Bz = 4; m = 0. 
These conditions uniquely determine B. 
A derivation i of degree -1 in (AX, D)’ is given by ix = 5, ig = 0 = i$ 
x E X. If we set y = i% + iD then an automorphism ol of the c.g.d.a. (AX, D)’ 
is defined by 
a(u) = $ f y”(a). 
(The right band side is always a finite sum!) Let h,: (-4X, 0) --+ (-4X, D)’ be 
the inclusion. Set h, = orA,, .
Now let yO: (AX, D) -+ (A, dA) b e a homomorphism of c.g.d.a.‘s. A homotopy 
start@ at v,, is a homomorphism of c.g.d.a.‘s @: (AX, D)I+ (A, dA) such 
that @ 1 AX = ~~ . The homotopy is said to end at the homomorphism 
n: (AX, D) + (A, dA) defined by 
and 9s and ~~ are called homotopic, We write pls N 91~ , Note that @ o pi = vr . 
In 130; Corollary 3.41 it is shown that homotopy is an equivalence relation. 
Next suppose 9): (A, dA) + (B, t&J and #: (AX, D) + (B, dB) are homomor- 
phisms of c.g.d.a.‘s such that p* is an isomorphism, and (/lx, 0) is connected 
and satisfies condition (2.3), then [30; Corollary 3.61 can be stated as 
2.5. PROPOSITION. There is a homomorphism x: (AX, 11) -+ (A, d,), uniquely 
determiwd up to homotopy, such that ‘p o x N 4. 
Finally, [30; Theorem 5.11 reads 
2.6. THEOREM, Let (A, dA) be a c-connected c.g.d.a. Then there is a minimal 
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connected K&Y complex (&I,, , 6,) and a homomorphism rnA: (illA , 6,) + (J, d,d) 
such that m; is an isomorphism. 
If m]4: (MA , 8:) -• (A, d,i) is another such, then there is an isomorphism 
‘p: (ML , S>) % (M,, , S,), unique@ determiued up to homotopy, such that 
rnAoyNm>. 
2.7. COROLLARY. 9 homomorphism between minimal connected h--s’ com- 
plexes is an &morphism if and on@ if it induces an isomorphism of cokomology. 
2.8. IhFINITION. m,: (n/r,, a,)-+(.'& dA) is called the minimal model for 
(14, d.4. 
2.9. Homotopv equivalences. Let 
be the minimal models of c-connected c.g.d.a.‘s A and B. A special homotopy 
equivalence between (A, dA) and (B, dB) is a sequence of elementary equivalences 
of the form mA , p), ms where 
(cf. Section 1). The induced isomorphism is WE: 0 CJJ* 0 (mT)-I. 
It follows at once from Proposition 2.5 and Corollary 2.7 that an okmentary 
equivalence (A, dA) +Q (B, ds) determines a special equivalence nz,, , F, WZ~ , 
where me c v  ‘v 4 0 WZ,,, . Since p) is an isomorphism, nzlg , F--I, mA is also a 
special cyuivalence. This implies that any homotopy equivalence between 
(A, dA) and (B, ds) determines (uniquely up to homotopy) a special equivalence 
which realizes the same isomorphism of cohnmology. In other words we have 
2.10. PROPOSITION. An &morphism f: H(A) % H(B) can be realized by a 
homotopy equivalence if and only zfthere is an isomorphism y: (MA , 8,) 3 (iE.18 , S,) 
such thatf = rni 0 v* 1) (rnz)pl. 
Finally we have for r-connected c.g.d.a.‘s (A, d,), (B, 6) and (C, c&): 
2.11. PROPOSITION. (i) 1f f :  H(A) % H(B) and g: H(B) S f-I(C) are iso- 
morphisms of cohomology realizable by homotopy equivalences, then g 0 f and f-l 
are realizable. 
(ii) If G(A, d,,) denotes the group of automorphisms of H(A) realizabIe by 
homotopy equivalences andjz H(A) % H(B) is realizable, then a group isomorphism 
G(A, dA) 7 G(B, dB) isgiven bygrf og of--‘. 
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3. THE &GRADED MODEL FOR A C.G.A. 
3.1. Construction. Let H be a connected c.g.a. (later to be thought of as 
H(A)). We can regard H as a c.g.d.a. by setting d = 0. As such we know it has 
a minimal model 
p: (AZ, d) + (H, 0). 
In fact (AZ, d) is a purely aIgebraic construct closely related to a resolution 
of H by free commutative algebras, sometimes called the Tate resoltuion [3 I], 
(and extended to the graded case by Jozefiak [35] as we learned after this paper 
was accepted). We construct (AZ, d) f rom this point of view. As pointed out 
by the referee, the analogous construction resolving H by free associative 
algebras is due to Lemaire [36, pp. 78-791. In this construction we exhibit 
a second natural gradation carried by /lZ, to be called the lower gradation. 
(The lower gradation *appears in another form in [30; proof of Theorem 12.71 
and dually for coalgebras in work of J. C. Moore [23, 241 and in the associative 
setting in Lemaire.) 
In fact we construct graded spaces Z, , Z, , Z, ,,.. so that Z = z:tip=, 2, and 
d is homogeneous of lower degree -1 with respect to the induced lower grada- 
tion of rlZ. The map p will be defined on Z, (below) and extended to be zero 
onZ,,n>,l. 
We shall write 
Z(,) =Z,@**-@Z, 
then each llZ,j will be d stable, and the lower gradation of llZt,l will induce 
a lower gradation in H(/lZtnj , d): 
WA-%, 14 = C 4p(AZt,, ,4- 
WJ 
W 
The &‘s and p and d will be constructed so the following conditions hold: 
(3.21, p: AZ,,-+H is surjective. 
(34 p*: H,(AZ~,, , d) -% H. 
(3.2~ /I*: H,(AZ(,, , d) z+ H, and H&W,) , d) = 0, 
l<i<n, ?aB2. 
It will be convenient to write at times 
(3.3) Z,” = z--- and (AZ): = (AZ)-nJ+n* 
Now we give the construction of the Z, , p and d, and then prove uniqueness. 
OBSTRUCTIONS TO HOMOTOPY EQUIVALENCES 243 
The space 2, . Set 2, = H+/H+ * H+; it is the space of indecomposables 
for H. Set d = 0 in 2,. Define p: AZ, + H so its restriction to Z, splits the 
projection H+ * Z, , thus giving “a space of generators 2, for H.” Then p is 
surjective; denote its kerne1 by K. Clearly K” = $7 = 0. 
The space Z, . Set Z, = K/(K . A+.&) with a shift downward by one of 
degrees: 
ZIP = (K/K . A+z,)‘-~‘. 
ZI is the “space of generators for the relations in H.” Since Ka -= K1 = 0, 
z1 = xD>1 ZIP. 
Extend d to 2, (and hence to ilZ(,,) by requiring that it be a linear map 
2, -+ K splitting the projection. Then d: Z, -+ AZ, and so d is homogeneous 
of lower degree -1 in AZQ, . Extend p to be zero on Z, . Clearly (3.2), holds. 
We have now to kill of? the higher Hi’s. 
The spaces Z, . Suppose (AZ{,, , d) has been constructed for some n > 1 
so that d is homogeneous of lower degree -1. Define Zasl by 
Z,, = (K(~Z(,) 7 4/K(4,) 74 * f&+Wh , W’+1 
and extend d so that d: Znll -+ (ilZ~,,r)~ I-I ker d splits the projection of 
(AZ(,)), f~ ker d onto Z,,, _ Extend p to be zero on Z,,, . 
Now let (AZ, d) --Q (H, 0) be the homomorphism of c.g.d.a.‘s constructed 
in this way, with Z = I:=, Z, , 
3.4. PROPOSITION. The c.g.d.a. (AZ, d) has the following properties: 
(i) p*: H,(AZ, d): H. 
(ii) H+(AZ, d) = 0. 
(iii) (AZ, d) --Q (H, 0) is the minimal model. 
Moreover, suppose (C, dJ +” (H, 0) is a homomorphism of c.g,d,a,‘s such that 
c = Lo>o.n>o CID is a bigraded algebra, dc is homogeneous of lower degree - 1, 
VT(C ,) = 0, and conditions (i)-(iii) hoEd; then there is an isomorphism 
F: (AZ, d) y+ (C, d,) 
homogeneous of bidegree zero, and such that ry = p. 
3.5. DEFINITION. p: (AZ, d)- (H, 0) is called the bigraded model for H, 
Before proving the Proposition, we establish some preliminaries. 
3.6, LEMMA. (i) (AZ), n ker d C A+Z * AfZ, n > 1. 
(ii) Z, = &, Z,p, n Z 0. 
(iii) Conditions (3.2)., hold, n > 0. 
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Proof. (i) We prove this for rz > 2. (The case it = 1 is proved by a similar 
argument, which is left to the reader.) Suppose n > 2, let u E (AZ), n ker d, 
and write 
where ui F 2, (0 < i < m), zri E A+Z, (1 < d < m), and w E (AZ), * (AZ), . 
Then, in particular, w E .4Z(,-,, . 
Apply d to obtain 
0 = du, + f (dq) vi + dw. 
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Thus du, represents an element in II+,(~Z~,-,,) * H,+(&‘Q-,I). Hence by 
definition u0 = 0, and u E A+Z * A+Z. 
(ii) This is already done for tz = 0, 1. We induct on n. Assume it holds 
for some n 2 1 and apply part (i) of the lemma to obtain 
(AZ), n ker d C (AZ)+ * (AZ)+ C c (flZ)*. 
*>z 
Lowering degrees by one yields Z,,l = &r ZE, . 
(iii) We have already verified (3.2)s and (3.2), . Conditions (3.2)n (n > 2) 
follow from the definition of d and (ii). Q.E.D. 
3.7. Proof of Propotitioa 3.4. (i) and (ii) f 11 o ow from part (iii) of the lemma. 
Since d is homogeneous of lower degree -1, condition (2.3) is satisfied. Part (i) 
of the lemma implies that (AZ, d) is minimal. 
To prove uniqueness, note that because r*: H,(C) 5 H, there is a linear 
map v: Z,, -+ C, with np, = p. Extend 9) to AZ,. Then mp = p on AZ, hence 
F(dZ,) C p(ker p) C ker 7. 
Since x* is an isomorphism, QJ extends to a Iinear map 2, + C, so that 
pdz = dcpz, z E Z, . Extend v to LlZuj , and continue in this way to get a 
homomorphism v: (AZ, d) + (C, d,), h omogeneous of bidegree zero. Since 
r(C+) = 0 we have at once that r’p = p. Since # and p* are isomorphisms, 
so is p*. But because (AZ, d) and (C, dc) are both minimal models, this implies 
that F is an isomorphism (cf. Theorem 2.6). Q.E.D. 
3.X. Remarks. (1) --- 4d (L!Z),,~ -4 (AZ), +Q ... -+a (AZ), +p H is a 
resolution of H by free flZ,,-modules (note (AZ), = AZ,,!). Thus it may be 
used to caIculate Tor,z,(H, .). 
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(2) H is finiteIy generated as an algebra if and only if each 2, has finite 
dimension. Indeed, since ~(2~) generates H, if dim 2, < 00 then H is finitely 
generated. Conversely, if 1-I is finitely generated, then dim Z,, < co, and so 
ker p, as an ideal in the noetherian algebra AZ,, , is finitely generated. Hence 
dim 2, < 0~. 
If  dim Z(,) < a3, then each (ilZ,,m,), is a finitely generated AZ,,-module, and 
so the same holds for H,(AZt,j). In particular, Z,-,, , being the generating 
space for H,(J!Z~,~), is finite dimensional. Thus dim Zn < co, all n. 
(3) H has finite type (as a graded vector space) if and only if each Zrr 
has finite type (by the same argument as in the previous remark). 
(4) TfHP=O, 1 <p.<IandH’)-K,then 
Indeed, this is obvious for n = 0. Assume it is proved for Zh , k :g n. Then 
clearly (AZt,j)F = 0, I < p :< (i + 1) I Hence 
[n-+z(,) * A+z(,)]; = 0, p < (n -t 2) I+ 2. 
But by Lemma 3.6(i), d(Z,,,,) C A; Zc,, . il+Zt,, , Since d has degree 1, this 
yields Zz.,., = 0, 0 -< p < (n -1. 2) I. 
3.9. Poincad series. Suppose that H has finite type. We shall show how to 
calculate dim HP from the integers dim Zn2. 
Recall from [13; p. 671 that the Poi~~ca~&Koszul series of a bigraded space 
c := Cn>o.n>o C,p (with dim C,” < m) is given by 
Moreover (cf. [13; Lemma III, p. 671) U,,,,, = U, -1 I.!,, and Ucsc, I.-= 
UcUc, _ If C ‘;= cl(x) with x E C:, n (C is exterior or symmetric as p is odd or 
even!) then 
UC = (1 - (-QmylF. 
Now write dim Z,* = b,r. Then 
u ~ 
I 
(1 - (-t)p+n)b,“, p odd 
ntz,q - (1 - (-t)p+n)-bn’, p even. 
246 
It follows that 
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On the other hand, because d is homogeneous of degree 1 and lower degree 
-1, the spaces C, (rlZ)tpn are d-stable, for each p, and 
go (-l)” dim(flZ)Y = i. (- 1)” dim H~-“(Az, d) 
= dim HP. 
We have thus proved 
3.10. PROPOSITION. The PoincarC series for H is give by 
3. Il. Remark. Proposition 3.10 generalizes the “Hirsch formula” of Cartan- 
Koszul (cf. [8, 18, 13; Corollary III, p. 691) for the cohomology of certain 
homogeneous spaces. Morever the argument above is essentially the same as 
their proof of the special case, 
As noted by the referee, Poincare series of a related nature appear in Lemaire 
[36, (A.2.4), p. 1301 and in Quillen [37, (11.3), p. X6]. 
4. THE FILTERED MODEL FOR A C.G.D.A. 
4.1. Mroduction. Let (A, dA) be a c-connected c.g.d.a. We shall construct 
a canonical “filtered model” for (A, dA) by perturbing the bigraded model 
(AZ, d) ---to (H(A), 0) of Section 3. 
Filter dZ by 
(4.2) ~?IVZ) = 1 wan ?z = . . . . -2, -l,O, I,... 
me 
This is an increasing filtration with FJAZ) = 0 for n < - 1. 
A linear map y: AZ + &’ will be called $Ztvarion decreasing if 
dww) c ~m-,w-) for each 11. 
If 4p is a derivation, this is equivalent to 
d&J CFn-,(-4Z) 
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or 
Our idea is to model (A, dA) by a c.g.d.a. (AZ, D) such that 
(D - d): 2, + F,~,(AZ), 
so that D is genuinely a perturbation of d in the sense of Gugenheim et al. 
[14, 1.51. Said differendy, D can be written as D = dl + d, + d3 + *.a , where 
dj / Z, C (AZ),-i. Before proceeding with the general theory, we give an 
example of such a perturbation. 
4.3. EXAMPLE. Consider the algebra H = A(x, , X, , x3, x4)/I, where 1 x, / = 
1 X~ 1 -- 1 X, 1 = 3, 1 xq / = 5, and 1 is the ideal generated by xlxz , ~rx~x~, 
x$&x4 * (( x ( denotes the degree of x.) Let (AZ, d) ---PO (H, 0) be the bigraded 
model. 
A simple calculation shows that 2, , Zr and 2, have bases given respectively 
by: 
with 
Morever, Z, contains an element w such that 
We now perturb (AZ, d) to a c.g.d.a. (AZ, D) so that D - d: 2, +P’FnPz(AZ), 
all 4~. Indeed we set D = don Z, and on Z, and define D on Z, by 
and Dzi = dzc , i > 2. 
We then use induction on n to show that D can be extended to a11 of AZ. 
Suppose D has been extended to Zc,i , some n 2 2. For ZJ E Z,,, , 
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Iqdu) EF,&Z). I-l ence Lemma 4.5 below, applied to the D-cocycle D(du) in 
(AZ,,-,, , II), shows that 
D(du) = Dv + 7(a) 
for some 01 E H and some n EJ’,+~(AZ), where o may be chosen to depend 
linearly on u. (The map 7: H(A) --+ AZ,, satisfies py = 1.) 
Since H1 = Hz = 0, Remark 3.8.4 applies, and shows that Zz,, E 0, 
p < 2(n + 2). Since n + I > 3, we have 1 u 1 > 9 and so 1 a 1 = 1 Ddu 1 2 11. 
But H contains only elements of degrees 0, 3, 5, 6 and 8; hence 01 = 0. 
Now we have D(du - +J) = 0 and so we may extend D to Z,,, by setting 
D(u) = du - w, so that D2 = 0 and (D - d): Zn+l -F,+,(AZ). 
Next observe that Dw is a D-cocycle of degree 10 such that Dw-x,x, EF,(AZ). 
The elements of degree 10 in Fl(AZ) have yr~e, , ys , ys as basis; hence 
Thus 
It follows that A, = A3 = 0 and A, = - 1; i.e., 
This equation shows that the perturbation (AZ, D) is no longer minimal: 
D(Z) Q A+Z . A+Z. Hence it is not possibly isomorphic with (AZ, d). 
We now return to the general theory of 4.1. 
4.4, THEOREM. Let (A, dA) b e a c-connected c.g.d.a. alld Eet p: [AZ, d) -+ 
(H(A), 0) be the bigraded model for H(A). Then there is u c.g.d.a. (AZ, D) and a 
homomorphism 71: (AZ, D) ---f (A, dA) such that 
(E,) (D - d): Z, -F&42), ti > 0. 
w 4~4 = P z, z E AZ, , (Note that (E,) implies that Dz = 0.) 
(Ed T? is an isomorphikn. 
Moreover, suppose m’: (AZ, D’) -+ (A, dA) also satisfies these conditions. Then 
there is an isomorphism p: (AZ, D) s (AZ, D’) such that 
(U,) (p’ - I) is3fZtrution decreusiq, 
(U,) “‘9 N 7~: (AZ, D) + (A, dA). 
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4.5. LEMMA. Let (AZ, d) --+D (H, 0) be the bigruded model for a connected 
c.g.a. H, and let 2: H + AZ,, be a linear map such that pq :L 1. Suppose (AZ(,) , D) 
is a c.g.d.a. such that (D - d): Z, -+F,&Z), 0 < I < n. 
Assume u E F+l(AZ) satis$es L)u = 0. Then for some v  E F.JAZ) and some 
a E H, we have 
u : Dv + 7(a). 
Remark. If  H = k, this is the usual statement of acyclicity. 
.Proof. By induction on n. If  n = 1, then u E AZ, and we can write zc .e 
dv j- ~(01) = D;v + T(B) as follows from (3.2), , 
Suppose the lemma holds for 12 - 1 (2 1). Write u = ~~~~ uj , ui E (IIZ)~. 
Then du, -r = 0. Hence by formula (3.2), , u,-~ = dv, , some v,& E (LIZ),~ . 
Applying the induction hypothesis to the ikocycle 
we obtain V’ EF,-r(ilZ), (Y E H(A) so that 
24 - Dw, rz Dw’ + 7&x). 
Now set 21 = v, + v’ to obtain e) as asserted. Q.E.D. 
4.6. Proof of Theorem 4.4. Existence. Fix a linear map ‘I: H(A) + LIZ,, 
such that pi = c. We define D and 71 inductively on Z, , Z, ,... . The argument 
is a modification of the usual comparison of resolutions construction. Set 
2) = 0 in /lZ, . Define m on 2, so that dAm(Z,) = 0 and so cl(~) = pz, z E Z, . 
Then extend n to a homomorphism n: (AZ, , D) --, (A, d,); it necessarily 
satisfies i?, . 
Set D = d on Z, (and hence on L!IZ,,). Then for z E Z, , 
cl(a Dx) -I cl(r dz) = ,r~ dz = 0. 
Thus rr extends to a degree zero linear map rr: Z, -+ A such that d,srz = n dz, 
z E Z, . This defines a homomorphism m: (L5’(,~ , D) + (A, dA). 
S uppose x E Z, . Then dz E AZ(,) , and so D dz = d?z = 0. Hence dAr dx = 0. 
Extend D to 2, by setting 
Dz = dz - q(cl(n dz)), ZfZ2, 
and extend this D to a derivation (of degree one) in AZl,, , Since 0% = d Dz = 0, 
x E Z, , we have D2 = 0. 
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Since cl[qa) = pp = a, 01 E H(A), we have 
cl(rr Dz) = cl(Yr dz) - cl(Trq(cl 7T d2)) 
zrz 0, 2EZz. 
Thus we can extend VT to a degree zero linear map Z, -+ A so that dAm = ?r Dz, 
x E 2,. TT then extends to a homomorphism P: (rlZc,j , D) -+ (A, dA). 
Next, suppose D and r have been extended to AZ(,) (some n 2 2) so that 
El hoIds. For x E Z,,, , D dz is a D-cocycle inF,&AZ), Hence by Lemma 4.5 
we can find w EF+~(~Z) and cx E I-r(a) so that 
D(dz) = Dw + q(m). 
AppIying v yields dp dz = dp-w + mp or 
0 = cl(3T++) = ol; 
i.e., D(& - w) = 0. 
Evidently w may be chosen to depend linearly on x. Extend D to Z,,, by 
setting 
Dz=dz-w - ~(cl vr(da - w)), 2EZz,+1- 
Then cl(rr Dz) = 0, and so we may extend 71 to a homomorphism 
r: (AZ(,,,) > D) -+ (4 d/J. 
This completes the construction of (AZ, D) and of x. I?, and E, are satisfied 
by definition. Lemma 4.5 implies that T*: H(A) -+ H(rlZ, D) is surjective. 
Since Es implies that ,*T* = 1, ‘I* must be an isomorphism and x* the inverse 
isomorphism. This proves E3 . 
Uniqueness. Recall from Section 2 that a homotopy starting at rr: (AZ, D) + 
(A, dA) is a homomorphism 
@: (AZ @ A.2 @A DZ, D) -+ (A, dA) 
such that @ 1 JU = x. The correspondence @ ---+ 0 1 2 defines a bijection 
between homotopies starting at n and degree zero linear maps Z--+ A. 
We must therefore construct v: (AZ, D) + (AZ, D’) to satisfy U, (p’ is then 
automatically an isomorphism) and a linear map @: Z+ A whose unique 
extension to a homotopy CD starting at r satisfies Qs 0 XI = n’ 0 9. 
Before beginning the construction we note (as immediate from the definitions) 
that the linear map 0: Z - AZ @ AZ @ n D-i? defined by 
X,s - x = Ds+ B(a), 2EZ (4.7) 
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satisfies B(Z,,) C llZ(,-,) @ ilZ(,,-,j @ d Dzt,-,, , n 5 0. Applying D, we find 
A, Dz - Dx = Df?(z), x E z. (4.8) 
Continue to fix ~7: H(A) -+ &.?,, as at the start of the existence proof. We 
construct p) and dr inductively. Set @ = m on AZ. Set 4p = c on Z,, , Then for 
XEZO, cl(dp ~ TX) = pplx - pz = 0. Extend @ to ilZ 62~ A.!?,, @ 11 DZ,, so 
that d,G% = TT’~ - TX, z E 2, . Then @X,(z) = r’pl(z), z E Z,, _ 
Next, let z E Z, . Then since D = D’ = d on Z, , 
dA(rr’a - nx - @8x) = T’D’x - r Dz - @ DB(z) 
= (kp, - m) Dx - CD D&s) 
= @A,Dx- @ Dz - @ DB(z) = 0, 
as follows from (4.8). Thus we may write 
z-‘x - r.z - @d(x) = x’+t) + dAw, x E Z, , where (YE H(A) (4.9) 
and w E A depends linearly on z. 
Now extend v to llZ(,) and Qi to dZ @ dzu, @ /1 D,2?tI,, by setting 
~z = z - q(a) and @B= w and of course 0 Df=dAm, ZE&. Then 
D’p = d(z - ~(a)) = 93 Dx, while 
(@ o A,) x = @x + @ D5 + @0(x) by (4.7) 
= TX + d,,w + @0(z) 
= xrpv, by (4.9), z E 2, . 
Finally, suppose F is extended to AZ cn) and 0 is extended to flZ @ ilz,,, @ 
A DZ(,,) , some n > 1. For z E Z,,, , 
D’pDz = qD% = 0. 
Thus q~ Dz - D’z is a D’ cocycle in F,-,(dZ). 
Hence Lemma 4.5 shows that for some u EF,(/~Z) and some ,Q E H(A), 
9) Dx = D’z + D’v + v@) 
where v can be chosen to depend linearly on z E Z,,, . Applying r’ at this level 
where ~‘p = di 0 h, already, we obtain 
m’@) + dA(z-‘x + T’O) = v’p Dz = @A1 Dz 
= @ Dz + 0 De(z) by (4.X) 
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It follows that fl = cl(&q(B)) = 0; hence 
‘p Dz = D’(z + ?I), 
and 
dA(kz + T’PI - Tr,z - @B(x)) = 0, .z f Gz+, - (4.10) 
Thus we may write 
x’z + T’U - aa - @O(z) = &j(a) + dAw, 
where cy E H(A) and w E A depend Iinearly on x f Z,,, . 
Now extend F to AZ,,,,, and extend @ to AZ @ rlz~,+~) @ A DZcn+l) by 
setting 
It is easy to verify that y,D = D’v and @ 0 h, = X’ 0 v. This completes the 
inductive step, and the proof of the theorem. Q.E.D. 
4.11, DEFINITION. (AZ, D) --v (A, dA) is called thefiltered model for (A, dA). 
(The differential D respects filtration but is not in general bihomogeneous.) 
4.12. Remarks. (1) Condition $ shows that D(AZ,,) = 0, while D((dZ),) = 
d((dZ),). Thus the inclusion A: AZ,, 4 AZ induces a homomorphism h*: 
AZ,/d((AZ),) --f N(AZ, D). Condition E, implies that the diagram 
commutes. Hence A* is an isomorphism. 
(2) Condition El implies that (AZ, D) satisfies condition (2.3). It need 
not, however, be minimal as is shown in Example 4.3. Indeed it is minimal if 
and only if the Eilenberg-Moore spectral sequence for (A, dA) collapses, as we 
show in Theorem 7.16. 
4.14, The homotopy spectral sequence. The usua1 conventions for diagram- 
ming a spectral sequence associated to a bigraded object assume the total 
differential lowers (or raises) both indices, To conform to this convention and 
since our underlying topology leads us to consider cohomoIogy, when we fiIter 
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(AZ, D) and related objects we will define Z% 8 to have total degree p and define 
IT:* so E,“-(m) = (AZ); when we use filtration (4.1). Then the E1 term 
of the spectral sequence is (AZ, d), and so the &-term is given by 
E;JJ : H”(A), g* :z 0 
(cf. formula (3.2),). Thus the spectral sequence collapses at the &-term. 
On the other hand the projection I: A-12 + 2 with kernel A i-2 . n I-2 deter- 
mines a differential U, in Z via D, 0 5 = 1: 0 R. Filtering Z by the spaces 
F7z = Cm<* zn , WC obtain, with the convention above, a second quadrant 
spcctrsl sequence. Since (AZ, d) . 1s minimal (Proposition 3.4), 5 0 d -= 0. Thus 
the $,-term of this spectral sequence is simply Z. 
According to [30; Section 81, the space of generators for the minimal 
model of (A, d.+) can he identified with H(Z, De) (because (AZ, D) satisfies (2.3)). 
In particular, (112, D) is minimal if and only if 13, 2 0. 
Now the space of generators of the minimal model for (A, dA) is called the 
pselcllo drcaZ homotop?l of (A, dA) and written ~$(4, d,,J. Thus 
z = TT,T(H(A), 0) and H(Z, II,) 7 $(A, dA). 
Hence the spectral sequence above starts at rt(H(A), 0) and converges to 
?rz(A, dA), collapsing if and only if (AZ, D) is minimal. It will be called the 
homotopy spectral sequence and will be denoted by ,E:74. [The pseudo and 
$ may often be omitted; x~(A~~-(S), dpL) w Hom(rr,(S), Q) if S is a simply 
connected C.W.-complex of finite type rationally.] 
5. OBSTRUCTION THEORY 
5.1. In this section, we consider a fixed isomorphism of graded algebras 
“fr H(A) - H(B), 
where (A, dA) and (B, HB) are c-connected c.g.d.a.‘s, and develop an obstruction 
theory to decide when f  is realizable by a homotopy equivalence (Section I). 
Let pA: (AZ, d) + (H(A), 0) be the bigraded model (Definition 3.5). Then 
f  o pA: (AZ, d) + (H(B), 0) satisfies the conditions of Proposition 3.4; hence 
we may (and do) choose it as the bigraded model for H(B), writingfo pA = pe . 
Fix linear maps qA: H(A) -+ /I&, and y  a: H(B) + AZ, (of degree zero) so that 
pA o ~1~ = L and pB o 71~ = 1. 
These bigraded models may be perturbed (Theorem 4.4) to filtered models 
for (A, dA) and (B, d,); these will be denoted by 
607/343-6 
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All of this notation is now fixed for the rest of the section. In particular, 
the filtration (4.2) of llZ is the same, whether we work with (A, dA), (H(A), 0), 
P, 44 or VW% 0). 
5.3. THEOREM, f can be realized by a homotopy equivalence ;f and only ;f  
there is an isomorphism 9]: (LIZ, DA) + (AZ, I&) such that 9 - c decreases 
fdtrations. 
Proof. Given y, then the sequence TV, F, nB is a homotopy equivalence. 
If 01 E H(A) then vAa E LIZ,, has the property that cl(rApAol) = LY, (cf. condition ES 
of Theorem 4.4). By hypothesis, p is the identity on AZ,. Hence 
Thus the equivalence rrA , q, rB realizesj. 
Conversely, suppose f can be realized by a homotopy equivalence. According 
to Proposition 2.10, there is an isomorphism 
between the minimal models, such that m$ o #* o (mf)-’ =f. Because (AZ, DA) 
satisfies (2.3) Proposition 2.5 implies that there is a homomorphism 
y: (AZ, DA) -+ (MA ,a,) such that mA 0 y N wA . 
Now consider me o #I o y: (AZ, DA) - (B, dB). We have VI.: 0 $I* 0 y* = 
f 0 3~5 _ Hence for z E Z, , cl(m, 0 1c, 0 y(z)) = f(c1 f142) =f 0 pA(X) = p&Z. It 
follows that naB o 4 o y: (AZ, D,) + (B, d,) satisfies conditions El, Es and E3 
of Theorem 4.4. Hence, by that theorem, there is an isomorphism F: (AZ, DA) 1 
(AZ, I),) such that 9 - I decreases fihrations. Q.E.D. 
Theorem 5.3 motivates: 
5.4. DEFINITION, The isomorphism f: H(A) 1 H(B) is n-realizable if there 
is an isomorphism pl: (LlZt,+,j , DA) + (nZ(,,,) , D,) such that 9) - c decreases 
filtrations. Such a p? will be called an n-realizer for f. 
If q is an n-realizer for f, the degree 1 Iinear map 
given by o(v) z = cl(~~plD,z), z E 2,s , will be called the obstruction element 
determined by F. We shaI1 write 
O,,(f) = {O(F) 1 F is an n-realizer for f}. 
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5.5, Remarks. (1) Theorem 5.3 shows that if f can be realized by a 
homotopy equivalence, then f is n-realizeable for all n. The converse (although 
not obvious) is true if H(A) has finite type, as we show in Theorem 5.10. 
(2) f is always 0-realizeable by the identity map of AZ(,) , since 
D, = D, = d on AZo, . 
(3) On,l(f) is a subset of Homl(Z,,, ; H(B)), where the superscript 
denotes maps of degree 1. If H(A) has finite type so does each 2, (cf. 
Remark 3.3.4) and we may regard O,,,(f) as a subset of C, (Z&)* @I Hp+l(B). 
Recall from 4.14 that 2~ = r&a(H(A), 0), and write n,b(H(A)) = x., (Zap)*, 
Then we have 
(4) Problem: Find a topological description of n-realizeability. 
Let M% be the space of filtration decreasing derivations, 8, of degree zero in 
AZ,,, which satisfy D,B = On, . Define a linear map y: AZ, -+ Homr(Z,+,; H(B)) 
by 
YW(4 = edD,~)> ZEZ?a+1, d E Mn . 
The following two propositions set up our obstruction theory. 
5.6. PROPOSITION. Suppose v  is some (n - 1) realizer for f. Then 
o,(f) = 4~) -t- r@&J. 
5.7. PROPOSITION. ,4n (n - 1) realizer, p, for f extends fo an n-realizer IY 
and onzy if o(cp) = 0. 
5.8. COROLLARY. Assume f  is (n - l)-realizeable. Then f  is n-realizeable if 
and only if 
092(f) = Yw4J 
5.9. Remark. Proposition 5.6 shows that O,(f) may be regarded as a singIe 
element O,(f) in the quotient space Hom’(Z,,, ; H(B))/y(M& We call O,(f) 
the nth obstruction class to realizeability. Corollary 5.X asserts that O,(f) = 0 
if and onIy if f is n-realizeable, in which case, of course, O,,,(f) is defined. 
We thus have a “sequence of obstructions” to realizeability. Our obstruction 
theory is completed by 
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5.10. THEOREM. Assume H(A) has finite type, then f can be realized by a 
homotopy equivalence if and only ;f  all the obstruction classes O,(f) vanish. 
We proceed as follows, We first prove Proposition 5.6 and Proposition 5.7. 
Then, as a corollary, we establish a special case of Theorem 5. IO (Theorem 5.15) 
in which the conclusion is in fact stronger. Finally, we prove Theorem 5.10. 
5.11. Proof of Proposition 5.6. The (a - 1) realizers for f are the isomor- 
phisms (AZ,,, , DA) -+ (AZ,,, , DB) of the form q1 = #F, where # is an automor- 
phism of (AZ,,, , D,) such that 4 - c decreases filtrations. 
Given such a $ define log $I by 
(Because 4 - L is filtration decreasing, the right hand side is always a finite 
sum!) It is easy to check that log I/J EM, . Conversely, if 0 E M, then ee = 
zizO (1 /p!) 0” is an automorphism of (AZ(,) , DB), and L - I decreases filtra- 
tions. Since el”sG = # and log es = 8, it f o 11 ows that the (n - 1) realizers off 
are the isomorphisms ot the form 893, 0 E A&. 
Thus O,(f) = {o(t?v) [ 0 E A!&}, and the proposition will follow from the 
formula 
To prove (5.12), note first that for z E Z,,, , qD,z - D,z is a D,-cocycle 
in F,-,(AZ). Hence by Lemma 4.5 
for some w EF,(AZ) and IY. E H(B). It follows at once from the definition that 
a = o(q) z; thus 
Next observe that OD,x is a D,-cocycle in F,-i(AZ). Hence, again by 
Lemma 4.5, 
W+ = DBV + TB(B) 
for some fl E H(B) and o EF,(AZ)+ By definition 6 = ~(O)(Z) so 
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Substituting this in (5.13), we find 
It follows at once that 
whence (5.12). Q.E.D. 
5.14. Proof of Proposition 5.7. Suppose pl extends to an n-realizer, q. Then 
for XEZ n+I , FD,Z = @D,z = DB@. Thus ~l(z-~+~z) = 0, z E Z,,, ; i.e., 
o(v) = 0. 
Conversely, assume o(v) = 0. Then (5.13) reads 
where w EF,(AZ) can be made to depend linearly on z. Extend cp to 
q: V-4+w~ > DA) z (AZ,,,,, , D,) by setting $%z = z -(- w, z F Z,,, , QED. 
5.15. THEOREM. Assume HP(A) = 0 for 1 < p < I and for p > m. Then f  is 
realizeable by cs homotopy equiuzlence if and only if 
5.16. COROLLARY. Let H be a connected c.g.a. suck that HP = Ojo~ 1 < p ,< 1 
and for p > 31f 1. S’uppose g: H(C) - H is an isomorphism of c.g.a.‘s for Some 
c.g.d.a. (C, d,). Then g can be realized by a homotopy equivaleence between (C, d,) 
and (H, 0). 
In particular, H is realized as the cohomology of one and only olae komotopy type. 
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5.17. Proof oj Theorem 5.15. Recall first from Remark 3.8.4 that since 
W(A) -0,l <p<z, 
(5.18) 
Now if f is realizeable, then it is n-realizeable for all n (Theorem 5.3) and 
hence O,(f) = 0 for all a (R emark 5.9). Conversely, suppose O,(f) = 0, 
YZ < (m - 2)/E ~ 2. Then for each such 7a there is an n-realizer. In particular, 
let y be an N-realizer for f, where N is the largest integer such that 
N < (m - 2)/l - 2. 
Then O(q) E Homl(ZN+z ; H(B)). But (N + 1) > (m - 2)/l- 2, and (5.18) 
implies that Homl(Z,+, , H(B)) = 0, n > (~fl - 2)/E - 2, because HP(B) M 
F(A) = 0, p > m. Hence O(F) = 0. Thus Proposition 5.7 shows that v extends 
to an (N + I)-realizer v1 . 
Iterating this argument yields a sequence (F,},=~,~,... such that vS is an 
(N + p)-realizer for f extending F~-~. Define 7: (AZ, DA) + (AZ, DB) by 
~04 = P)&), u E ~ZPJ+~~+~I . Th eorem 5.3 now shows that f can be realized 
by a homotopy equivaIence. Q.E.D. 
Notice that Theorem 5.15 asserts that if W(R) = 0 and HP(A) = 0, p > m 
(some na) then the realizeability off is afiniteproblem; i.e., there are only finitely 
many obstructions that have to vanish. 
This is not the case in the general situation of Theorem 5.10, to which we 
now turn our attention. 
Before proving the theorem, we establish some notation (always assuming 
H(A) has finite type). Let ME,n+nz C HomO(Zz , AZ(,)) denote the space of 
those degree zero linear maps Zg + AZ(,) which extend to elements of JW~+~ .
Clearly 
(5.19) M:,,3M:,,+,3 -*3M&+,3 .“. 
Since H(A) has finite type, so does each Z,, (cf. Remark 3.8.3), and so 
dim HomO(Z$ , AZc,,,) < m. Hence each Mz,ntm has finite dimension. In 
particular, the sequence (5.19) is finite: for some integer N(p, n) > n, 
5.20. LEMMA. Suppose cp is an N( p, n)-realizer for f  and that f  is Z-realizeable 
for some I > N(p, n). Then f Aas an I-realize q such that 
Proof. Denote N(p, rz) simply by N. Let $ be an l-realizer for f; denote 
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its restriction to ll.Z’c,, by $I. Then 4 0 v-1 is an automorphism of (.42(,, , DB), 
and ($0 v-l) - c d ecreases filtrations. Hence (cf. Proof of Proposition 5.6) 
II, 0 q-1 = 8, some SE~VF~. 
Since (by definition) ML, = Mi,, , we can find 0 E Ml such that 
(5.21) Qzg = Uz$. 
Set 91 = e-$L 
Then P) is an Z-realizer for f.  Moreover, on JJZ,,, we have 
Now (5.21) implies that 9) coincides with 9) on A(.?$$). Q.E.D. 
5.22. Proof of Theorem 5.10. Suppose J is realizeable by a homotopy equiva- 
lence. Then f  is n-realizeable for all n and so all the obstruction classes vanish 
(cf. Remark 5.9). 
Conversely if all the obstruction classes vanish thenf is n-realizeable for all 11. 
Let m, < m, < **I satisfy m, 2 N(n, n). Suppose vn is an lax-realizer for f.  
Since m, 2 N(n, n) and since f  is m,+,- realizeable, Lemma 5.20 yields an 
m,,l-realizer, va+, , such that 
(5.23) ~PaSl ln(z$:,) = %I hz$ - 
In this way we obtain a sequence 91~ ,..., vn ,... of m,-realizers satisfying (5.23) 
for all 71. 
Set 9) = lim vn ; it is a we11 defined isomorphism (AZ, DA) 5 (AZ, DB). 
Clearly F - L decreases filtrations. Thus Theorem 5.3 implies that f  is realizeable 
by a homotopy equivalence. QED. 
6. APPLICATIONS 
6.1. Formality. Recall from Section 1 that a c-connected c.g.d.a. (A, dA) is 
formal if it has the same homotopy type as (H(A), 0). A connected c.g.a. H is 
called intrinsically formal if all c.g.d.a.‘s with cohomology algebras isomorphic 
with H are formal, i.e., if H is realized by only one homotopy type. 
In Section 1 we observed that (A, d,4) was formal if and only if the identity 
map 
f: H(R, dJ =I H(H(A), 0) 
could be realized by a homotopy equivalence. We can thus apply Section 5 
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tof, with (H(A), 0) playing the role of (B, (a,). This yields (cf. Theorem 5.10) 
a sequence of obstructions to formality, which vanish if and only if (A, dA) is 
formal, assuming H(A) has finite type. Notice that DB = d and pA = pB = rB. 
We write pA = p. 
Recall that the nth obstruction class for the realizeability of an isomorphism 
f: H(A) + H(B) is an eIement O,(f) in Homl(Z,,, ; H(B))MM,), where 
y(M,J is quite complicated to understand. The obstructions to formality, 
however, live in a simple space. 
In fact let (A, dA) b e a c-connected c.g.d.a., with bigraded model (AZ, d) 
for H(A). Define a linear map A: Homs(Z, ; H(A)) + Hom’(Z,,, ; H(A)) as 
follows. Let 7: N(A) + AZ, be a linear map such that pq = c. Given an element 
4 E HomO(Z, ; N(A)), let k$, be the derivation of AZ(,) defined by 
Then dS, = &d, and so we can form r(&) E Homl(Z,+, , H(A)): 
Define A by 
WI = YPd $ E Hom*(Z, ; H(A)). 
6.2. PROPOSITION. With the notation abooe, Im X = Im y, and so the nth 
obstruction to formality is an element (if defined) 0, E Homi(Z,+, ; H(A))/Im A. 
Proof. Let 8 E M, ; thus B is a filtration decreasing derivation in AZ(,) 
such that d8 = 8d. Define (G E Hom*(Z, ; H(A)) by $z = p&r, z E Z, . We 
show that 
In fact write u = E ~$3~ + C ojwul , where u1 E AZ, , xi E Z, , wj, w, e (AZ), . 
Then puj = pzuj = pzi = 0, and so, since 0 is a derivation, 
PO(U) = c puipezl = c pz$pe,x< = p&u. 
E * 
This implies that for z E Z,,, 
y(B) x = pB dz = p& dz = y&)(z) = A($)(z). 
Hence y(B) = r(8,) = A($), and Im y = Im h. Q.E.D. 
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6.4. hAMPLE. Let H : H*(P v  S2; K) then H has elements 1, X, , x2 as 
basis (with ( x1 1 = 1 xz 1 = 2) and xl2 = x1x9 = ~~2 = 0. It follows from 
Corollary 5.16 that H is intrinsically formal (cf. also Lemma 1.6). 
6.5. EXAMPLE. Let H = A(x, , x2 , 3 x )/I, where ( x1 ( = ( xp ( = 2, j xg ( = 3, 
and I is the ideal generated by xix*, ~~2 and xz2. Thus H =H*(P x (S2 v S2); K) = 
H*(P; k) (2~ H*(P v S2; k). 
We shall show that there are exactly two homotopy types with cohomoIogy H 
(so that H, although the tensor product of intrinsically formal c.g.a.‘s, is not 
intrinsically formal). 
First, let (AZ, d) be the bigraded model for H. Then 2, , 2, , and Z2 have 
bases given by 
zo: Xl , x2 , x3 ; 
where 
The degrees are given by 
I Xl I = I x2 I = 2, 
and 
dz, = X& - s,y3 
dz, = Xl-Y2 - x,y,. 
I X3 1 = I yi I = 3, [ zi 1 = 4. 
Since H1 = 0, Remark 3.8.4 yields 
z,* = 0, p<n+J. 
Now we present one way to perturb d to obtain a c.g.d.a. (AZ, D) with 
D - d: 2, -Pa-,(AZ). (It follows that the inclusion AZ, 4 il.7 induces an 
isomorphism 
H = AZ&((&),) p_‘_ H(AZ, D).) 
D is constructed as follows. We set D = d on AZ6, and define 
The argument of Example 4.3 shows that we can extend D to all of AZ. 
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To see that (AZ, d) and (AZ, D) do not have the same homotopy type, we 
have only to show that the identity isomorphism 
f: f&42, d) = T-I = H(dZ, D) 
cannot be realized (cf. 6.1). We show that O,(f) + 0. 
In fact, identify Homl(Z, : H) with k4 via cl- (01~ , cx2 , a, , c~q), where 
Identity HomO(Z, ; H) with A3 via p t-, (/$ , is, , &), where 
isYi = Bix3 > i = 1,2,3. 
Then the Iinear map A: Homa(Z, ; N) + Homl(Z, ; a) defined in 6.1 is given, 
in terms of these identifications, by 
Hence Im h = ((cL~ ,01~ , as , CQ) 1 01~ = LQ}. 
Finally, let ?0 = L: (AZ(,) , D) z (AZ(,) , d); it is a O-realizer forf. Calculating, 
we find that 
PVO l% = x1x3 and ppoDx, = 0. 
Thus o(qO) E Homl(Z, , H) g 1s ive n under the identification by o(ypo) = (1, 0, 0,O). 
Hence o(vO) $ Im(h) an d so O,(f) # 0 (Proposition 6.2). Thusfis not realizeable 
and (AZ, d) and (AZ, D) have distinct homotopy types. 
Next, consider automorphisms, 9, of H. Each automorphism p, must satisfy 
and each such set of equations determines a unique automorphism, QL 
Because (AZ, d) is formal, any automorphism of H can be realized by a 
homotopy equivalence of (AZ, d), (cf. Section 1). On the other hand an argument 
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identical with that given above shows that CJI can be realized by a homotopy 
equivalence of (AZ, D) if and only if 
Finally we show that any c,g.d.a. (A, dA) with H(A) M W has the homotopy 
type of either (AZ, d) or (LIZ, D). Since H(A) w H, there is a filtered model 
(AZ, D’) for (A, dA) such that (D’ - d): ZYL -F&AZ). In particuIar, (AZ, D’) 
and (A, tjA) have the same homotopy type. 
Note that (D’ - d): Z, -+ (AZ$ and that the pair of elements X,X, , X~X~ is 
a basis for (AZ,)“. Thus 
We distinguish twa cases: 
Case 1. p1 - uz + 0. In this case (AZ, D’) has the same homotopy type as 
(AZ, 0). In fact, define 
Extend F inductively (on n) to a homomorphism ‘p: (AZ(,) , D’) + (AZ, D) 
as follows: if 9 is defined in AZ(,) and z E Z, k1 then ~D’z is a D-cocycle. 
Moreover 
IpD’xl =Isl+l 26, 
since Zl+l = 0, p < A + 2, and here n 2 2. But Hp(fZ, D) w HP = 0, 
p 2 6. It follows that pD’z = Du; extend F by setting TX = U. 
In the limit we obtain a homomorphism v: (AZ, D’) -+ (AZ, 0). It induces 
an isomorphism of AZ,,/d((AZ),); hence p? * is an isomorphism. Thus (AZ, 0’) 
and (AZ, D) have the same homotopy type. 
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Case Il. pI - a, = 0. Define an isomosphismf: H(.JZ, D’) - H by 
f&,-E D) + /lZ,/d((AZ),) + H. 
The same argument as given above to show that (AZ, d) and (AZ, D) had 
distinct homotopy types, now shows that O,(f) = 0. Hence Theorem 5.15 
(with 1 = 1 and m = 5) shows that f can be realized by a homotopy equivalence 
between (AZ, D’) and (AZ, d). 
6.6. EXAMPLE. Let H be H*(Se v Sa v S5; K) with basis x, , X, , X, of 
degrees 2, 2 and 5, respectively. Again there are exactly two homotopy types 
realizing Hi Up through dimension 5, Z,, , Z, and Z, have bases given by 
with 
4: Xl Y x2, x3 zl:Yl ,Yz PY3 z,: 3 I 3 
dy, = x12 d% = wJ2 - XZYl 
dy, = x,x, dz, = ~1~3 - XZYZ - 
dy3 = x,2 
The degrees are: 1 y6 1 = 3, 1 z’i 1 = 4. 
First observe that any perturbation, D, of d satisfies 
Dz~ = dZi -t- ~*X3 for some coefficients pi , i = 1,2. 
If (PI I tc2) # 0 and Co1 , g ) 2 is also #0 we will show that (AZ, D) has the same 
homotopy type as (AZ, II’), where D’ is a perturbation of d with 
D’q = dq + uix3 , i = 1,2. 
Indeed, choose a 2 x 2 matrix (bL,) of determinant #O such that C bijcrj =pi, 
i = 1,2. Define an automorphism II, of H by 
Extend $ to an automorphism of the bigraded c.g.d.a. (AZ, d) (cf. Proposi- 
tion 3.4). Thus D’ = 4 Q-r satisfies the above equation. 
On the other hand, suppose D, and D, are two perturbations which agree 
on /iZo, and D,z, = D,z, , i = 1,2. Let ‘p = I: (llZ(,), 4) -+ (rlZ(,l, 0.J. Then 
O(F) z, = 0 by hypothesis, while if z E Zap (p 2 5) then o(v) z E Ha6 = 0. 
Hence o(v) = 0; i.e., the identity isomorphism of H is l-realizeable as a homo- 
topy equivalence between (AZ, DJ and (AZ, D,). 
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Now Theorem 5.15 applies (with I= 1 and 111 = 5) and thus the identity 
is realizeable; i.e., (AZ, D,) and (M, D,) have the same homotopy type. 
On the other hand, if B E Ml then B(yJ E (AZJ3 = 0, i = I,& 3. It follows 
that y(B)(z,) = y(B) z2 = 0, and so r(M1) = 0. (Note that Ml is independent 
of the perturbation.) 
Hence, the obstruction to formality of (AZ, D) is given by 
which for (pul , p2) # (0,O) is non-trivial. (The indeterminacy UMn I’S zero in 
the relevant dimensions because iWn is.) 
Of course, in the non-formal case, the homotopy type is represented by 
SL v  s” v  rb with es attached by, e.g., [tl , [cI , _ I.,]] so that the 5-ccl1 carries 
the nontrivial Massey product <x1 , x1 , x2>. Since Massey products are invariants 
of homotopy type (moduIo indeterminacy which here is 0), the Massey product 
distinguishes the two rational homotopy types. It also reminds us how much 
more subtle the integral problem will be; cf. [4, final paragraph]. 
6.7. Field extemiotas. Let (A, dA) and (B, dB) bt: c-connected c.g.d.a.‘s 
whose cohomology has finite type, and suppose j: m(,q) + H(B) is an isomor- 
phism of graded algebras. Let K be a field extension of k. 
Then .f carz be real&d by a homotop-y equivalence between (A4, dA) and (B, dB). 
6.9. C:OROI,I,ARY. (A, dA) is formal if and only if (,,I @ K, cl, :a I) is formal. 
As we observed in Section 1, Theorem 6.8 has been obtained independently 
by Sullivan using techniques from algebraic groups. An independent proof 
along those lines in the simply connected case has been obtained by Neisen- 
dorfer [25]. 
6.10. Proof nj Theorem 6.8. Consider the filtered models defined in 5.1: 
~~43 (r’lZ, U,) -‘+ (A, dA) and ~~8: (AZ, DB) + (B, dB). Tensoring with K gives 
the filtered models for (A @ K, dA (3 1) and (B ir, K, JR 5;) I). 
Recall the standard k-linear inclusion 
i: Homl(Z,+, ; U(B)) -+ Homl(Z,,l &) K; H(B) 0 K), 
where the right hand side denotes K-linear maps. A simple calculation shows 
that 
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where M, (resp. &&J is the space of filtration decreasing derivations of n.Z,, 
(rev. ~-%I 0 K) commuting with DB (resp. DB @ 1). 
Finally, we show by induction on n that f is n-realizeable for all 7a; in view 
of Theorem 5.10 it will then follow that f is realizeable by a homotopy equiva- 
Ience. 
Assume f is (n - I)-realizeabIe, and let q be an (n - l)-realizer. Then 
v @ 1 is an (n - 1)-realizer for f @ 1. Hence by Corollary 5.8, (since f @ 1 
is n-realizeable), 
On the other hand, clearly 
Thus o(p @ 1) E r(m,J n Im i. Now formula (6.11) shows that o(rp 0 1) == i(f, 
#E y(lM,). Hence i(#) = i(o(p)); since i is injective, # = o(p). Thus 
4T) E YUKJ 
Now Proposition 5.6 implies that O,(f) = y(M,) and so Corollary 5.X shows 
that f is n-realizeable. This completes the induction, and the proof. Q.E.D. 
7, THE EILENBERGMOORE SPECTRAL SEQUENCE 
7.1. DEFINITION. Let E: (A, dA) + k be an augmented, c-connected c.g.d.a. 
We recall the definition of the bar construction (BA, V) and the Eilenberg- 
Moore spectral sequence (E.M.s.s.) converging from Tor,(,,(k, k) to H(BA, V), 
as given in [2X; part I]. 
Let I = ker E and set BA = En>,, @“I. If ai EP has degree piI denote 
a, @ .*a @ a, by [a, 1 ... 1 a,] and bigrade BA so this element has bidegree 
(-n, ‘&pi), and total degree (xi pi) - n (= xi (pi - 1)). 
The usual bar construction is for d.g.a.‘s (A, dA) with dA of degree - 1. In 
that context, n rather than --n appears in the above formulas, The d.g. module 
BA is always and naturally a d.g. coalgebra with diagonal 
For our present purposes, this structure is unimportant, We focus instead on 
the fact that if A is commutative, BA inherits the structure of a c.g.a. with 
where the sum is over all shuffles (permutations D such that u-1( 1) < ... <c+(m) 
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and o(m + 1) < 1.1 < o(nz + n)). The map c - E, is the 2, representation of 
the permutation group which assigns to the transposition jdj + 1 the sign 
(-1)(rwm,4.1-11~ 
Set s(i) - &l (pj - 1) and define two differentials dA (the internal d$jken- 
tial) and 6 (the combinatorial differential) in BA by 
and 
They are derivations of bidegrees (0, 1) and (1,O) and satify dAS f Sd, = 0. 
Hence a c.g.d,a. (BA, V) is defined by V = dA + 6; it is called the bar comtrtu- 
tion for (A, dA) and sometimes written (@A, dA), V). Note: If .A is not connected, 
(~34, V) will contain elements of negative degrees! 
Filtering BA by the left degree (xj2, B,4j**), we obtain a second quadrant 
spectral sequence, called the Eilenberg-Moore spectraE sequence. Because it is a 
second quadrant sequence, the I?,, term is defined (ZZZ” =lailarge EF,*) and 
equal to the associated bigraded algebra of H(B(A, dA), 0) although the filtration 
is in general infinite. The l?a term is given by 
E, = H*(.B(H(A), 0), 6) = Tol-,,(,,(k, k). 
If YJ: (4 d,A --, (4 4) is a homomorphism of augmented c.g.d.a.‘s then p 
extends to the homomorphism B(q): BA -+ BB defined by B(q)(fa, j ... ) a,& = 
[~a, ] b** ] ya,J. Thus B(p) induces a homomorphism of spectral sequences, 
Bb).i 3 with B(v), = B(q*). If q* is an isomorphism, so is B(v), and hence so 
is B(F)“. 
7.2. The bar construction for (.4X, D). Suppose (AX, D) is a connected 
c.g.d.a. satisfying condition (2.3). We will obtain a’simple form of H(B(AX), D)). 
Define the suspension of X to be the graded space fi given by x9 = XP+’ 
and denote the (identity) degree -1 isomorphism by 6: ,Ys x. Recall from 
4.14 that the projection 5: /1+X--+ S with kernel rl+*Y * A+X determines a 
differential D, in X via D, o 5 = 5 o D; D, is the linear part of D. Define D 
inz~byDoG=5~DC. 
Extend D to a derivation in AX (necessarily D2 = 0) and define the squish 
homonzo~phism (of c.g.d.a.‘s), 
0: (B(AX, D), V) + (AX, D) 
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7.3. THEOREM. With the notation and hypotheses above, u induces an isomor- 
phism of cohomology: 
u*: H(B(AX), V) -% 
-- 
H(AX, D). 
7.4. COROLLARY. H(B(AX), V) M AH(x, 6). In particular, if (AX, D) is 
minimal (so that D = 0), then H(B(AX)) M Ax. 
7.5. COROLLARY. Let (A, d,J be a c-connected augmented c.g.d.a. with minimal 
model (AX, 0) + (A, dA). Then H(BA, V) m AX. 
7.4. LEMMA. Theorem 7.3 is correct when D = 0. 
Proof. In this case the differential V in B(dX) is just 8. Define a homomor- 
phism X: (Ax, 0) -+ (B(rlX), 6) by A(%) = [G-%], ZE x. Clearly u 0 h = L and 
so we need only show that h* is an isomorphism. 
Two right AX-f ree resolutions of k (the bar and Koszul resoIutions) are 
given by 
. * * 2% B-“+ *(nx) @ AX 2% B-n+l- *(Ax) (g AX a, ” - (bar) 
and 
and 
(Here 5-l: X2 X is denoted by x 3x1 s(n) is as defined in 7.1; ci is the sign 
of the permutation %I ,..., x, -+ %I ,..., gi ,..,, %n , & defined as in 7.1). 
A straightforward check shows that h @ L: AX @ AX -+ B(AX) @ AX is 
a morphism of resolutions. Hence (by standard homological algebra, cf. eg. [I4]) 
if we tensor by K (over /IX) on the right and pass to homology, h @ L induces 
an isomorphism. This isomorphism is precisely hr: llxa H(B(IIX)). Q.E.D. 
7.7. Proof of Theorem 7.3. Since IS is surjective, we have to prove that 
H(ker U, V) = 0; Lemma 7.6 shows that H(ker a; 6) = 0. Now condition (2.3) 
implies that (AX, D) =b(AX, , 0) w h ere the limit is over finite dimensional 
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graded subspaces Xa C X such that Ali, is D-stable. It is thus sufficient to 
consider the case dim X finite, say dim X := m. Fix a homogeneous basis 
x1 ,..., x, of 9 such that J)3ci G Ll(x, ,..., xi&, i = l,..., m. 
Multigrade .4X by assigning xi1 A ... A xty the multidegrec k = (k, ,,.,, k,). 
Multigrade a(AX) by assigning [a, 1 ... 1 a,,,] the multidegree k, f  ... + k, if 
a, has multidegree ki Finally, multigrade Ax by assigning $1 A ... A $km the 
multidcgree k = (k, ,..., A,,,). Note that u is homogeneous of multidegree zero, 
hence ker D is multigraded. Moreover u: B(II;Y)“J’ - (il-~J&=)~+~. 
Thus 
where @ E (ker cr)i*” if @ E @AX) flak and has multidegree k. Since 6 is 
homogeneous of multidegrcc zero and of bidcgree (1, 0), we obtain from the 
fact that H(ker u, 8) = 0 the equations 
(7-V H((ker D):,“, 6) := 0, all y  and k. 
Next well order the muhidegrees (lexicographic ordering) by setting 1 < k 
if for some p, I, < Is, and I+; = Iz,,+~ , i ;? I. Set 
(ker u)“,! = C (ker G);“,” 
l/k 
and 
We shall show that any V-cocpcle @ E (ker CJ)<~ is cohomologous to a cocycle 
in (ket o)<~ ; this clearly establishes the theotcm. 
To prove this, write @ = GD + .‘. + DP,.@ , where Qi E B(ilX’)-i~“fi 
(s --_ deg @), Then for each i 
CDi E (ker 0&k”+‘, 
and 8@,, = 0. It follows from (7.8) that Qp = 6P, where 
YE (ker u),::;-“~ ’ 
and 
(7.9) fil$I t (ker u)$l.” 1 i+l 
since D decreases multidegrees. 
Thus @ - VY = (Grill - LN’) + ... + (P,?, is again in (ker u& . Pro- 
cecding in this way (decreasing q), we reduce to the case @ = ~0~ . But then 
@ - V’Y :y -LW-’ E [ker u),,~ _ This completes the proof. Q.E.D. 
7.10. THEOREM. Let N be a connecterZ c.g.a. offfinite type such that lP = 0, 
P 2 I. Then H is intrinsically formal and ry(H, 0) = 0, p = 1, 2 ,... . 
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Proo$ Observe first that BH is evenly graded: [(BH)p = 0,~ odd] and so 
H(BH, V) m BH is also evenly graded. Let p: (AZ, d) + (H, 0) be the bigraded 
model (Definition 3.5). Since it is minimal (Proposition 3.4), Corollary 7.5 
shows that AZ M BH. Hence Z is evenly graded, and so Z2p = 0, p = 1,2,... . 
This proves that ny(H, 0) = 0. 
Let (AZ, D) be a c.g.d.a. such that (D - d): 2, -+F,-,(nZ). Let 
f:  H(LlZ, D) w H be the isomorphism 
H(AZ, I)) c=- AZ,~d((AZ),) = H. 
The obstructions to realizing f  by a homotopy equivalence between (AZ, D) 
and (AZ’, d) lie in quotient spaces of the spaces Homr(Z,+, ; H). Since Zi,, - 0, 
p even and HP = 0, p even, it follows that Homl(Z,+, ; H) = 0, n = 0, 1,2 ,,., _ 
Hence all the obstructions are zero and so Theorem 5.10 (or Proposition 5.7 
applied directly) implies that (AZ, D) and (AZ, d) have the same homotopy 
type* 
Finally, suppose (il, dA) satisfies H(A) w H. By Theorem 4.4, (A, dA) has 
the homotopy type of some (AZ, II); by the argument above it has the homotopy 
type of (AZ, d) and hence of (H, 0). Thus H is intrinsically formal. Q.E.D. 
7.11. Remark. I f  H is any connected c.g.a. with trivial multiplication, 
(H+ * H+ = 0) then clearly the differential in B(I-I, 0) is zero and so BH :- Ai?, 
where (AZ, d) is the minimal model for (H, 0). 
An explicit description of the generators Z C BH is given by Hilton in [17], 
for H can be realized by a wedge of spheres. 
7.12. FiZtered mod.&. Let (A, dA) be an augmented, c-connected c.g.d.a. 
Let (AZ, d) + (H(A), 0) be the bigraded model (3.5) and let (AZ, D) + (A, d,.,) - - 
be the filtered model (4.11). We have just shown that H(AZ, D) w 
H(B(AZ, D), V) M H(BA, V). N ow we show how to use the extra filtered 
structure on (RZ, D) to recover the E.M.s.s. for (A, d,J. (A related result on 
commutative coalgebras has been known to J. C. Moore 123, 24].) 
First, bigrade Z by setting Znp = Zzf: and extend this lower gradation to 
a gradation of the algebra ilZ. In order to make our indexing conform to that 
of Eilenberg-Moore, we write 
In particular 
Note that a: Z-n** --+ zmn+l** (see (4.14). 
Our old filtration F-,(nZ), with corresponding change of notation is 
P(AZ) = Ej>, (Azp*, which makes (AZ, D) into a filtered c.g.d.a., whose 
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spectral sequence will be denoted by (I$., dJ. It will be shown to be isomorphic 
with the E.M.s.s. 
7.13. I&ma&. (I) Since FO(AZ) = A02 = K, while F”(AZ) = 0, 7~ ‘;> 0, 
(Ei , di) is a second quadrant spectral sequence. 
(2) Recall (Th eorem 4.4) that (D - d): Zvi -+F-x a(AZ), and (Proposi- 
tion 3.4) that d(Z) C A+Z Al-Z. It follows that D o 0 = 0 o D -2 o u (D - d) 
and so 
D(Z,) = 0 0 (U ~ d)(Z& 
c op.” / 3(AZ)) 
CPyA%). 
It follows that I& F(A%‘) -+Fz+2(AZ), all I; whence 
(3) Since D maps Z into itself, (AZ, rj) is the direct sum of the filtered 
differential spaces (A”%, D). Thus (Ei , &) is the direct sum of the corresponding 
spectral sequences. In particular the spectral sequence for (Z, II) is included 
into the spectral sequence (Ei , LI?). 
On the other hand, the isomorphism 6: Zc Z of 7.2 is in fact an isomor- 
phism 5: (2, Dl;) 1 (Z, II) which maps F’“(Z) * P’(Z), cf. 4.14. Thus 6 
identifiies the homotopy spectral sequence with the spectral sequence for (Z, II), 
with a shift in degrees. Hence we have an inclusion nf spectral sequences: 
which restricts to inclusions gEr*P 4 ET- I’*. kvhen IZ = 0 these are (obviously) 
isomorphisms 
7.14. ‘I’HEOREM. Let (A, dA) be an augmented c-connected c.g.d.a., with 
filtered model (AZ, D). Then the E.M.s.s. for (A, d,) can he r~aturall~v identified 
(as a spectraE sequence of b&vaded algebras) with the spectral sequence (EdI dJ, 
for i 25 2. 
There is, mmovc~, an isonaorphism of graded algebras 
7.15. COROLLARY. The homotopy spectral sequence can be identified (with a 
degree shift) with a sub spctraE sequence of the EN1.s.s. 
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7.16. COROLLARY. There is an isomorphism of bigraded algebras, Tor,(,,(k,k)= 
AZ. 
Proof. Observe that Tor,(,,(k, k) is the .&-term of the E.M.s.s., while 
by Remark 7.13.2, E, = AZ. 
7.17. COROLLARY. The structure of TorH(A)(k, k) as a bigraded aZgebra 
determines the “Betti numbers” dim HP(A), if A has finite t-vpe. 
Proof. By Corollary 7.16, if we know Tor,t,,(k, k) as a bigraded algebra, 
we also know AZ as a bigraded algebra, In particular, we know the numbers 
Now Proposition 3.10 shows that the Betti numbers for (A, dA) are determined. 
Q.E.D. 
7.18. Proof of Theorem 7.14. Because r*: H(AZ, D) 4 H(A), B(r) induces 
an isomorphism of EilenberggMoore spectral sequences, (i > 2), and of coho- 
mology. We are thus reduced to the case 
(A, dA) = k’K D) and ?I = 1; 
we assume this henceforth. Thus in particular Theorem 7.3 shows that 
U: (B(AZ), V) + (AZ, D) induces a cohomology isomorphism. 
Denote the E.M.s.s. by (& , ai). We shall define a new filtration, Pn, of 
B(AZ) such that 
and Pn c Pn, 
where fin is the Eilenberg-Moore filtration. The proof will be completed by 
showing that the induced homomorphisms of spectral sequences, 
i’$ -3 Ei and 
are isomorphisms. It is, of course, sufficient to prove this for i = 2. Trigrade 
B(AZ) by setting 
B(AZ) = c B(AZ)+-n,“, 
Ipl.?L,O.Q>O 
where if ai E (A+Z)-ni*ui, then [Q1 1 +*a 1 @J is assigned tridegree (--I, XI - tii , 
xi qi). Then the Eilenberg--Moore filtration is defined by 
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Now define the filtration pm by 
(Then pm = 0, 112 > 0). Observe that (& , $) = (B(AZ), 0) and (& , d,) = 
(fWZ), d + 81, w h ere d is the extension of d from AZ to B(AZ). In particular 
(8,, & is the bar construction for the c.g.d.a. (AZ, d). 
It is obvious that 0: B(AZ) + AZ is filtration preserving: u: Em -+P(AZ). 
If ai: Ei -+ Ei is the induced homomorphism of spectral sequences, then 
aI: (B(AZ), d + 8) -+ (A-?, 0) 
is precisely the squish homomorphism for the c.g.d.a. (AZ, d). Thus Theo- 
rem 7.3 shows that 0: is an isomorphism; i.e., 
ui: Et LB,, i 3 2. 
Since B(AZ)**n** = 0, n > 0, it follows that Ez CPZ, all 2. Thus the identity 
map of B(AZ) induces a homomorphism 
of spectral sequences. We complete the proof of this theorem by showing that 
us is an isomorphism. 
Let #: (AZ, 0) + (AZ, D) be the h omomorphism defined by first projecting 
onto AZ, (with kernel (AZ),) and then including into AZ. Then P)~: (& , %) -+ 
(goI 8,) can be identified as ~~ = B(#): (B(AZ), 0) + (B(.4Z), D). 
Next, denote W(AZ, D) simply by H. Then +* = p: AZ-+ H. It follows that 
q$ = B(p): B(AZ) + B(H). 
Hence we may identify 
or = B(p): W~Z), d + 8) + PVf), 6); 
i.e., q1 = B(p): (B(dZ, d), V) + (B(H, 0), 6). Since p* is an isomorphism so is 
B(p)*. Thus ve = J& is an isomorphism. Q.E.D. 
7.19. Collapse of the E.M.s.s. We show how the (potential) failure of the 
filtered model to be minimal exactly explains the (potential) failure of the 
E.M.s.s. to collapse at the &-term. 
7.20, THEOREM. Let (A, dA) be an augmented, c-connected c.g.d.a. Then the 
following cond~tio7lS are equivalent: 
607!32/3-8 
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(i) The j&red model (AZ, D) -+ (A, d,.J is minimal. 
(ii) The E.M.s.s, collapses at the E,-term. 
(iii) The homotopy spectral sequence collapses at the I?,-term. 
(iv) D, = 0 (cj. 7.2). 
If, moreover, ?r,(A, dA) has finite type, these conditions are equivalent to 
(v) dim r$p(A, d,J = dim rr,P(H(A), 0), p > 1. 
- - 
Proof. Recall from 7.2 that 5: (2, D,) -% (2, 0) Now apply the results of 
4.14 and Theorem 7.14. Q.E.D. 
8. SPHERICAL COHOMOLOGY 
8.1. Topology. Let S be a simpIy connected C.W. complex. The spherical 
cohomology of S is the cohomology “which pulls back non-trivially to spheres.” 
It is the image of the linear map H+(S; Q) -+ Homz(rr*(S); Q) dual to the 
Hurewicz homomorphism. 
On the other hand, the cohomology suspension f&’ for S is the degree -1 linear 
map H+(S) -+ H*(DS) given by 
H+(S) -% H(PS, QS) + H(QS), 
where m: PS-+ S is the path space fibration, and IRS is the loop space. It is 
well known (and easy to check) that 
H+(S; 8) 
52 
cohomology suspension’ H+(os; 9) 
(8-2) 1 
Hurewicz 
1 
mrewlcz 
Hom&*P); PI b+ - Horn &*GW ; Q) 
commutes, and that the Hurewicz and cohomology suspension maps have the 
same kernels, [Here 6 denotes the standard isomorphism m,(S) m rr,,-,(S2S).j 
Now let (AZ, D) be the fihered model for APL(S). Then (cf. 4.14) we write 
$(Az D) = H(Z, D,). If (AX, d,) is the minimal model for APL(S) then 
there is a commutative diagram . 
H+(dZ, D) ‘* - H(Z 4) 
1 
% 
1 
a 
H+(Ax, dx) 5* A-. 
Hence (cf. [30; Section 8]), H(Z, DC) is identified with Hom,(n,(S); Q) 
and <* with the Hurewicz map. 
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On the other hand [2X; Proposition 4.51 the cohomnlogy suspension for S 
is identified with the linear map. 
given by zApL(s)(u) :-- [a]. Using the equivalence K (AZ, D)-tA,,(S), we can 
identity this with 
z*: zz ’ (flZ, D) 3 H(B(AZ), 0) 
(again E(z) = [z], z ELlZ). 
Finally, recall the isomorphism 6: (Z, DE) z (2, D) and the squish homomor- 
phism O, defined in 7.2. Then the following diagram (cf. Theorem 7.3) com- 
mutes by definition: 
HqlZ, D) -- 6* H(B(AZ), G) 
(8.3) Sf 23 CT* 
? 
wz, 41 b* H(AZ, D); 
it is aImost the algebraic analogue of (X.2). Since 6* maps H(Z, DC) isomor- -- 
phically onto H(Z, D) C H(AZ, D), we obtain in fact that ker <* = ker E*. 
8.4. Remarks. (1) These constructions and conclusions still hoId if APL(S) 
is replaced by any augmented c-connected c.g.d.a. (A, dA) over k. 
(2) According to [20; p. 5331 ker -‘,” is generated 1inearIy by matrix 
Massey products (including ordinary ones) of arbitrary orders in He(A). 
8.5. Spherical cotaomo20~~. Let (AZ, D) be the filtered model for a c-con- 
nected augmented c.g.d.a. (A, dJ over K. As in [30], we cal1 <* the Hu~ezuicz 
map and Im [* the spherical cohomoZogy. 
It is immediate that: Jf’(L?) . Hl(AZ) C kcr {*. Choose graded spaces 
KC ker {* and I; C H’(/lZ) so that K complements H’-(LIZ) H+(AZ) in 
ker <*, and [* mapsL isomorphically onto Im 5”. Then 
and K 0 L is a minimal set of generators for H(L!Z). Hence I, generates H(L?) 
if and onIy if 
8.8. DEFINITION. H(AZ) is called s~Ae&uZly generated if (X.7) holds. 
Next, recall (3.1) that Z,, = Hlm(rZ)/JFk(Ll) . H+(a), and so we have a canonical 
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projection H+(A) + 2, e Using the commutative diagram (4.13), we find that 
H+(A) ?r* - H+(Az, D) 
(8.9) 
1 1 
5* 
zo i’ l w-z 4) 
commutes, where i: 2, -+ Z is the inclusion. This shows that Im I* = Im i*, 
and so we have the canonical identifications: 
(8.10) Spherical cohomology = Im d* = $2 * 
(because 2, = ,,@* and i is the edge homomorphism, cf. 4.14). 
This yields a result of Thorn [32; Theorem 51 (see also [28; Corollary 4.71). 
8.11. PROPOSITION. Suppose HP(A) = 0, 1 <p < 1. Then 
(ker z;)” = [H+(A) * H+(A)]“, 1 <m<3z+1. 
Proof. Since ker ,X* = ker [*, (in terms of (8.6)) we have to show that 
I(” = 0, 1 < m < 31+ 1 (see 8.6). But K can be identified easily with ker i*; 
hence we must show i* is injective in degrees <3E + 1. 
Now D,(Z,) = <(dZ,) = 0. On the other hand, for 71 >, 2, Remark 3.8.4 
shows that Z,,* = 0, p < 31. Thus Im D, C CJ,sl+s ZP, and so a’* is injective 
in degrees <31+ 1. Q.E.D. 
8.12. THEOREM. The following are equivalent conditions on a c-connected, 
augmented c.g.d.a. (A, dA) with j&red model (AZ, 0): 
(i) H(il.7, D) is spherically generated. 
(ii) ker JY,* = H+(A) - H+(A). 
(iii) The map i*: 2, -+ H(Z, DC) is injectiwe. 
(iv) ,,@* = ,,E:*. 
(v) In the E.M.s.s.for (A, d/J, E,-lp* = E-,19*. 
Proof. (i) o (ii) by definition; (ii) o (iii) by (8.3) and (8.9); (iii) o (iv) by 
(8.10); (v) restates (iv) by Remark 7.13.3, Q.E.D. 
8.13. EXAMPLES. Let (A, dA) be a c-connected c.g.d.a. with filtered mode1 
(AZ, D). We have just seen (cf. Theorem 812(v)) that 
(A, d,J formal * the E.M.s.s. collapses at the E, term 
* H(rlZ, D) is spherically generated. 
Now we shall see that neither of these implications can be reversed. 
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First consider the c.g.d.a. of Example 4.3, (AZ, D). We observed there that 
(AZ, D) was not minimal; hence by Theorem 7.20(i), the E.M.s.s. does not 
collapse. [Indeed, it is easy, using Theorem 7.14 to find the non-trivia1 differ- 
ential.] On the other hand Z$l 1 0, p < 2(n + 2). Since ZOp = 0, p > 6 
and since D,: Z-t Z raises degrees by 1, DC(Z) n Z, = 0. Thus i*: Z, - 
H(Z, DE) is injective, and so Theorem 8.12 shows that H(AZ, D) is spherically 
generated. 
Next recall the c.g.d.a. (AZ, D) of E xample 6.5. We showed in Example 6.5 
that (AZ, D) was not formal. Now we show that the E.M.s.s. collapses at the 
Es-term. 
In fact, let f1i := H*(S2 v  5’“; k) and H, = H*(P; k) = .4(x3). Then as we 
remarked in Example 6.5, 
It follows that 
where (AZ, a) is the bigraded model for H1. 
Thus with this identification we may write (noting 
where (A?, B) is a c.g.d.a., and 0 is a degree -2 derivation of A2 such that  ^eD = DB. Moreover 
By Example 6.4, JJ1 is intrinsically formal. Since B is a perturbation of 8, 
H(A.2, rj) z-z H(A2, S) M Ill. Hence (AZ,@ is formal, and its E.M.s.s. 
collapses. In particular Theorem 7.20 shows that a(Z) C A-i-8 4 A+2. 
On the other hand, since Z,* = 0, p < n + 1, x1 , X, are the only elements 
of degree 2 in Z. Since Dxi == 0, B(xJ = 0. Thus 0: z- A+Z. Equation (8.14) 
now shows that D(Z) CA+Z. A+Z and so Theorem 7.20 imphes that the 
E.M.s.s. collapses at the Es-term. 
These examples involve ordinary Massey products {x, y, 2,‘. In Example 6.5, 
(*r, I Xl I x2j contains X,X, and so vanishes as a cuset although the obvious 
representative xzpl ~ jclys is not cohomologous to zero. This first hint of 
subtlety in the statement “all Massey products vanish” is reflected in Sullivan’s 
statement [lo; p, 2471: “a minimal model is a formal consequence of its coho- 
mology ring if and only if all the higher order products vanish in a uniform 
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way.” It indicates why we have found our present obstruction theory much 
more useful than a version closer to the folk statement: (A, dA) is formal if 
and only if all matrix Massey products vanish. 
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