Abstract-This paper is concerned with the sign detection problem in residue number systems. The proposed solution is applicable only to nonredundant systems. It is shown that under rather general conditions an explicit, closed formula for the sign function can be obtained. In a special case, when one of the moduli is 2, the sign function becomes an EXCLUSIVE-OR function. A sign detection algorithm is proposed and methods of implementing the algorithm are presented.
INTRODUCTION
RESIDUE number systems have been of interest to mathematicians for a very long time. However, the use of the system to carry out machine computation has attracted attention quite recently [1], [2 ] , [4 ] , [5 ] , [7 ] - [9 ] . The most desirable feature of the residue number system is that in the operations of addition, subtraction, and multiplication, any digit of the result is determined solely by the corresponding digits of the operands. This results in the elimination of carries from one residue position to another. However, one of the drawbacks of the system is the fact that the algebraic sign of any number in an arbitrary residue code is a function of all the residue digits. This makes the sign detection process complicated, slow, and expensive.
It is the purpose of this paper to investigate the sign detection problem, which deserves special attention be- cause it is also closely related to the problems of relative magnitude comparison and overflow detection.
RESIDUE CODES
Residue codes and their properties have been widely discussed in literature [1], [5] - [8] , and for this reason they will not be dealt with in detail here. Only the essentials will be briefly reviewed.
Definition 1: Let M = {mI, M2, * , mn} be an ordered set of positive integers, where mi>2 for i = 1, 2, n. The mi are called "moduli" or "radices," and the corresponding ordered set (x1, x2, * -*, x.) of least positive residues of a natural number X, with respect to the moduli, forms the residue representation or code for that number, where the least positive residue of X with respect to mi is denoted by IX 1, = xi. For In order to avoid redundancy (unless redundancy is desirable), the moduli of a residue number system must be pair-wise relatively prime i.e., the greatest common divisor of each pair of moduli must be unity. If this is so, the number of integers that can be coded uniquely in a system with moduli {m1, M2, M m, n} equals the product m1m2 . mn,,. This is a direct consequence of the Chinese Remainder Theorem [6] . In the case = {2, 3, 5 }, therefore, a total of 30 integers can be coded uniquely. These can correspond to the natural numbers 0 through 29.
The most convenient way of representing negative integers is as follows. The residue number range is divided into two parts. One part is assigned to positive integers, and the other to negative integers. The negative in-tegers are then represented in radix complement form, defined in terms of additive inverse. Thus -X is represented by X' ,where X' is the additive inverse of X, and is defined as follows. If X= (xl, x2, * *,xI,), then X'= (xl', X21, * , x,') where xi'=mi-xi for i=1, 2, * * * , n. Thus for r= {2, 3, 5}, -14 is represented by (0, 1, 1) .
SIGN DETERMINATION The problem of sign determination is a major problem encountered in using residue arithmetic for computation. Attaching a sign bit to a residue number is of little help because the magnitude of a residue number is not readily available, and therefore, after adding a positive and a negative number, for instance, the sign of the result is not immediately known. We have seen earlier how the whole range of representation in a residue system is divided into two parts to represent positive and negative integers. One obvious way, therefore, is to convert a given residue number to its natural number form which will fall either in the positive or the negative region of the representation. However, this is not an attractive solution for the problem because it is slow, and therefore offsets the advantage of speed in a residue computer.
We consider a sign function S which has a value 0 for positive integers and 1 for negative integers.
In considering the sign detection problem, it could be expected that to get one bit of information (sign) all the residue information is not required. Szabo [8 ] has proved that such a scheme is impossible and in the general case no reduction of information from any residue digit is possible without loss of sign information.
In his coding theorem, Szabo has proved that all the information from a residue digit must be used in any sign determination process, provided the modulus mp of the digit is smaller than VM, where
In the corollary of his coding theorem, Szabo 
The corollary yields a positive result. It shows that it is possible to reduce the information from a residue digit but only within a certain limit. This limit is fixed by the modulus whose information is to be reduced and by the other moduli of the system. For example, if we consider a system with moduli m1 and m2 with m1 <iM2, then ml is the lower limit on the reduction of information from M2 since Ml m1m2 To determine XI N, we use the mixed-radix conversion process for the set of moduli mj+1, -, mn [5] , [8] :
|X |N = rnmj+lm3+2 * Mn-1 + * * * + rj+2mj+l+ rj+l, k =j+ 1,* * , n. It is well-known how the mixed-radix digits rk can be determined from the corresponding residue digits [10] . Fig. 4 and 5.
The output in each case is 1 only for identical inputs. It is interesting to study the case when in a system of n mutually prime moduli, the even modulus is 2. Then the following corollary can be used to establish the sign of a residue number. If we just had two moduli, m1=2 and the composite modulus N, then we could use Corollary 1 for sign detection. We can still use it because N consists of (n-1) "component moduli." X| N is given by XIN = r.M2-m3.* --Mn-1 + -* * + r3M2+ r2, ri being the mixed-radix digits corresponding to the residue representation (x2, * * *, x). which is the EXCLUSIVE-OR sum of xi and the least significant bits of ri. This completes the proof.
If binary coded residues are used for carrying on residue arithmetic, the mixed-radix digits r2, * * *, rn will be in binary form and their least significant bits will be readily available. Therefore, wires from least significant positions of xi and all the ri 2 can be fed as inputs to an EXCLUSIVE-OR gate whose output is the sign function S.
Binary to Residue Translation
We shall now consider the problem of converting the input data into modular form. The input will be in a fixed-radix form, with radix m. Any number X can be represented by a polynomial X = C.mn + Cn_m'±1 +* + Clm + CO, 0 < Cj < m, j = 0,1, *,n. XI m, can be determined using a mod mi adder.
Let us consider binary inputs for a system with moduli 2, 3, 5, and 7. This system can uniquely represent 210 integers. For binary coding of 210 integers, the number of bits required is equal to (log2210) = 
CONCLUSIONS
In this paper, within the limitations imposed by Szabo's Coding Theorem, we have found an explicit formula for the sign function S. In the special case when one of the two moduli is 2, S is the EXCLUSIVE-OR sum of two bits. The theorem for two moduli has been extended to the general case of n moduli and it has been shown that in the special case when one of the n moduli is 2, S is the EXCLUSIVE-OR sum of n bits.
It slhould be pointed out that the use of the mixedradix translation process has been previously suggested for sign detection, where it is used as an intermediate step in translating from the residue code to binary or decimal form. However, we have shown that sign detection is possible by using partial mixed-radix conversion and additional combinational circuitry or software, as desired, without translating to decimal or binary form. Our approach provides a degree of flexibility in implementation. It has been shown that varying amounts of hardware and software can be used, depending on the system requirements and design.
A very simple solution for the binary to residue translation problem has been found. It has been shown that this requires modular adders only. There is no need for modular multiplication in this process and this certainly reduces the complexity and time required for binary to residue translation.
First, a technique is described whereby a statistical delay model for a single circuit is developed from measurements on many circuits. The total delay through logic chains of various lengths is predicted by successive application of this model to the elements of the chain. The accuracy of the prediction was checked experimentally, and agree. the system at a given time, since its failure to do so will cause marginal operation or will generate a system malfunction. On the other hand, if an overly conservative design is made to achieve the desired level of confidence, one must accept the penalty of lower system performance.
The method of using delay equations to predict delay is one of the most widely used approaches. This equation is a mathematical expression which describes qualitatively as well as quantitatively the effects of environment and of loading on the circuit performance. It takes into account factors such as variations of power supply voltages, shape characteristics of input pulses, temperature, etc., and also takes into consideration the geometry associated with logic configuration, such as distribution of loads along the main line, length of stubs, etc. This approach has an advantage over other methods such as simulation techniques, equivalent circuit methods, etc., in that it is simple to develop and easy to use. There are, however, several disadvantages which cannot be ignored.
1) The delay equation is empirically determined. Consequently, in order to generate a delay model which gives meaningful results, a large number of experiments
