In the latest years, 3GPP has added short-range cellular-vehicle-to-anything (C-V2X) to the features of LTE and 5G to allow vehicles, roadside devices, and vulnerable users to directly exchange information using the same chipset as for classical long-range connections. C-V2X is based on the use of advanced physical layer techniques and orthogonal resources, and one of the main aspects affecting its performance is the way resources are allocated. Allocations can be either managed by the network or in a distributed way, directly by the nodes. The latter case, called Mode 4, is required in those situations where the network cannot be involved in the scheduling process, for example due to a lack of coverage, but could also be adopted in order to reduce the processing burden of eNodeB. An algorithm, defined in the standards, makes nodes sense the medium and identify the best time-frequency combination to allocate their messages. Focusing on C-V2X Mode 4, in this work we analyse the parameters of the algorithm designed by 3GPP and their impact on the system performance. Through simulations in different large-scale scenarios, we show that modifying some parameters have negligible effect, that the proper choice of others can indeed improve the quality of service, and that a group of parameters allows to trade-off reliability with update delay. The provided results can also be exploited to guide future work.
I. INTRODUCTION
Everyone is agreed that cooperative and automated vehicles (CAVs) are coming on our roads in the next few years, completely changing the way mobility is conceived today. As often remarked, full automation is not enough and wireless technologies will play a key role.
In this scenario, as an alternative to the well known and widely tested IEEE 802.11p (and related standards), 3GPP has added new dedicated features to the cellular ecosystem to enable short range communications in the so-called cellularvehicle-to-anything (C-V2X). More specifically, by the end of 2016, advanced features have been added in Release 14 to enable direct device-to-device (D2D) communications for the specific scenario of vehicular networks [1] . Such technology will enable short-range vehicle-to-vehicle (V2V), vehicle-toinfrastructure (V2I), and vehicle-to-pedestrian (V2P) communications, integrated with classical long-range coverage.
Distinctive characteristics of short-range C-V2X with respect to IEEE 802.11p are its advanced physical (PHY) layer and the use of orthogonal resources at the medium access control (MAC) layer. In principle, different users can transmit in fully separate time-frequency slots, thus avoiding reciprocal interference. However, this beneficial effect strictly depends on the ability to identify those resources that are not occupied. In addition, the available spectrum is scarce and space diversity becomes a third optimization dimension in order to minimize the reciprocal interference.
In short-range C-V2X, two different approaches are defined for resource allocation, one under the control of the network, called Mode 3, and the other where decisions are VOLUME fully distributed among nodes, denoted as Mode 4. Although Mode 3 is expected to outperform Mode 4 given the more information available at the scheduler [2] , [3] , still problems could arise at the cellular boundaries (especially with different operators) and the latter remains the only option when coverage is intermittent or not available.
Given its crucial importance and in order to make products from different vendors interoperable, a Mode 4 algorithm is defined by 3GPP in [4] , [5] . Outside 3GPP, still few works have investigated its performance and the impact of the various parameters. A study is presented for example in [6] , where the authors compare Mode 4 to a random selection of resources. Results, in terms of delivery rate, are provided in a Manhattan grid scenario. The same authors extend the investigation to a highway environment in [7] , while in [8] an analytical model is proposed in simplified scenarios. Furthermore, in [9] Nguyen et al. compare Mode 4 with a controlled allocation scheme and with IEEE 802.11p. All these works assume fixed and arbitrary settings of the parameters. Some very recent works have focused on the impact of the parameters, limiting their studies to specific aspects and showing that the settings can significantly affect the performance [10] , [11] .
Although several papers have recently concentrated on Mode 4, they have all posed the attention on specific aspects and one or few parameters. To cope with this limitation and to provide an in-depth discussion of Mode 4, here we focus on the main parameters defined at the PHY and MAC layers, considering both those that can be adjusted by specification and those that are instead mandate to a given value. The study will focus on the semi-persistent scheduling (SPS) related to the cooperative awareness service, which is the periodic broadcast of updated information by all vehicles about their status and movements and is at the basis of most of the applications foreseen for connected vehicles [12] , [13] . The impact of each parameter and its optimal setting is derived through large-scale simulations in three realistic scenarios with hundred of nodes, using LTEV2Vsim [14] .
In summary, the contribution of the paper is as follows.
• The performance of C-V2X Mode 4 is shown in realistic urban and highway scenarios, varying all main parameters at PHY and MAC layers; • We evaluate the impact of each parameter, starting from, but not constrained to, the values indicated by 3GPP, and identify the optimal settings; • Based on the results, guidelines for future improvements of the C-V2X Mode 4 algorithm are provided.
The rest of the paper is organized as follows: in Section II, the main characteristics of short-range C-V2X are summarized and the Mode 4 algorithm is briefly introduced; in Section III, the models and settings adopted for numerical results are detailed; Sections IV and V then focus on the impact of parameters at the PHY and MAC layer, respectively, followed by summary results and discussion in Section VI; finally, in Section VII we provide our conclusions.
II. LTE-V2V AND MODE 4 IN BRIEF

A. LTE-V2V
The concept of D2D communications was initially introduced in Release 12 of LTE using the term sidelink to differentiate from downlink and uplink. The new interface for this scope, called PC5, was explicitly designed for proximity services, and has been enhanced in Release 14 to address also vehicular scenarios, where the high mobility of nodes and the possibly high carrier frequency make the channel estimation more challenging.
The new technology, hereafter denoted as LTE-V2V to highlight the reference to the present release of the standards (i.e., LTE) and the case of car-to-car communication, is part of the C-V2X, which promises to cover all use cases in a single chipset and to provide a continuous evolution with backward compatibility in the following releases.
Like LTE uplink, LTE-V2V adopts single carrierfrequency division multiple access (SC-FDMA) at the PHY and MAC layers, with the time-frequency domains organized into orthogonal resources called resource blocks. Resource blocks are allocated in pairs, corresponding to 180 kHz bandwidth (12 subcarriers with 15 kHz space) and 1 ms duration (14 OFDM symbols, of which 9 carry data, 4 are used for channel estimation, and one for timing adjustments and possible tx-rx switch). The minimum allocation time interval is 1 ms and is also denoted as transmission time interval (TTI). In LTE-V2V, resource blocks are also grouped in the frequency domain into subchannels, which are all of a given size (set by the network, with the constraints detailed in [15] ). Each subchannel can carry at most one data packet, although one data packet can span over more than one subchannel. More specifically, each data packet, also known as transport block (TB), has an associated control message, called sidelink control information (SCI), which requires 2 pairs of resource blocks. A TB and the associated SCI must be transmitted in the same subframe, but can be allocated on adjacent or non-adjacent resource blocks. In the former case (adjacent), subchannels carry both TBs and SCIs, with the SCI transmitted in the first allocated subchannel. In the latter case (non-adjacent), specific resources are reserved for SCIs and subchannels are only occupied by TBs. The number of subchannels allocated to carry a packet depends on the kind of allocation, the subchannel size, the TB size, and the adopted modulation and coding scheme (MCS).
As mentioned, LTE-V2V has two possible approaches to allocate the resources for transmissions, namely Mode 3, where the network is in charge of performing the allocation and communicating it to the vehicles via signalling channels, and Mode 4, not requiring any intervention by the network. In both cases, a key traffic flow to be allocated is given by the cooperative awareness service, which means the broadcasting from each vehicle of periodic messages, hereafter called bea- cons 1 , detailing their status and movements. This service will play a key role in future CAV networks for both safety applications and data routing, since it allows each node to have continuously an updated knowledge of its neighbourhood. Given the periodic nature of the transmissions, allocations are in such case performed on an SPS basis, where the same subchannels are periodically reserved for some time in order to reduce the associated signalling.
The algorithm detailed by 3GPP for Mode 4 is divided into a PHY layer part [4] and a MAC layer part [5] . Hereafter, we provide a brief overview, whereas details on each of the mentioned parameters will be given later in Sections IV and V. An example, including most of the described parameters, is shown in Fig. 1 .
Before entering in the description of the algorithm, we will introduce the concept of beacon resource (BR), largely used in the further.
1) Beacon resources (BRs)
The objective of the algorithm is to identify an appropriate group of subchannels to allocate one beacon, with the aim to maximize the probability of correct reception by neighbour-VOLUME xxxx, 2018 ing vehicles. Given the periodicity (a message every beacon period T B ) and adopting the SPS approach, once a beacon is allocated, the same subchannels are kept every T B for a given time. This implies that the selection process focuses on the next time window lasting T B and on all the groups of subchannels able to carry the beacon during that interval. Such groups are hereafter denoted as BRs and correspond to the single-subframe resources of 3GPP in [4] .
Given the size of the beacon, its generation periodicity, the used MCS, the size of subchannels, and the adjacent/nonadjacent allocation of SCIs, the generic node can calculate the number of messages that can be allocated in each subframe and create the time-frequency grid of BRs in one beacon period T B . The number of BRs in one T B will be denoted as R. Please remark that the BRs are in principle orthogonal to each other (they do not interfere), except for some in-band emission (IBE) when they share the same TTI.
2) PHY layer
At the PHY layer, the node continuously reads decodable SCIs and measures the average interference in each BR, with the aim to estimate the occupation of the BRs in the next T B . Measurements older than a given period T sense are discarded, thus T sense represents a sensing interval.
Given this information, the node focuses on the portion of BRs in the next T B that lay in an interval T 1 to T 2 TTIs, where T 1 and T 2 are parameters. Within this portion, the node considers as candidates only those that 1) have been monitored; e.g., due to half duplex limitations, a node cannot sense during a TTI if it transmits; 2) are estimated as not used, either because known as not occupied by the associated SCI or since the average measured reference signal received power (RSRP) is below a given threshold P th . The node then sorts the candidate BRs in terms of average sidelink-received signal strength indicator (S-RSSI) and selects the portion n R with the lowest value, where n R = R sel · R , R sel is a parameter, and · is the ceiling function. If the number of candidates is smaller than n R , then P th is increased by 3 dB and the previous steps are repeated. Once the required number of BRs is reached, those selected are passed to the MAC layer.
3) MAC layer
At the MAC layer, a BR is randomly selected among the received n R . Given SPS, the BR is then reserved for a certain number of beacon periods, randomly selected within n min and n max .
Once this time interval expires, a new resource allocation is performed with probability 1 − p k . If a reallocation is commanded, the new BR is again randomly selected within the n R received from the PHY layer. If a reallocation is not commanded (i.e., with probability p k ), the same BR is kept. Both if a new allocation is performed or not, a new random duration is set following the described rules and the process continues. 
III. MODELLING AND SIMULATION SETTINGS
The results shown in the further have been obtained using the LTEV2Vsim simulator [14] , which was designed for the investigation of resource allocation algorithms in C-V2X. In this section, a brief description of the main models and settings used for the simulations is provided. The main settings are also summarized in Tables 1 and 2 , together with the values adopted if not differently specified.
A. COOPERATIVE AWARENESS SETTINGS AND DEFINITION OF NEIGHBOUR
To simplify the scenario, we assume that all nodes have messages of the same size, generated at the same frequency, and transmitted using the same MCS. Given these assumptions, the BR grid and the number of beacon resources R is the same for all vehicles. Please note that adopting the same size for all messages is equivalent to assume different sizes transmitted using the same number of resource blocks (as done for example in [9] ) and focus the performance investigation on the largest one as the worst case. 
B. OUTPUT METRICS
The following output metrics will be used.
• Packet reception ratio (PRR): the average ratio between the number of neighbours correctly decoding a beacon and the total number of neighbours; • Update delay (UD): given a destination and source couple, it is the time difference between the instant a message is correctly received and the instant the last of the previous messages was correctly received. The UD quantifies how long a node does not receive any update from one neighbour and implicitly gives information about the correlation among errors.
C. SCENARIOS
Results are provided in the following three scenarios.
• Cologne -Urban, medium density: The scenario is a 1.85×1.85 km 2 portion, at 7:30, of the urban trace detailed in [19] ; on average, there are 925 vehicles, each with 14.8 neighbours within 100 m (standard deviation 8.8), thus the network is moderately dense; Table 1. highway scenario have a similar number of neighbours, even if the considered range is the half; this implies that in Bologna there is a relevant portion of nodes that are subject to heavy interference conditions. In addition, whereas all links are in line of sight (LOS) conditions in the Highway scenario, communications are often affected by non-LOS (NLOS) conditions in the urban cases.
D. PROPAGATION AND SETTINGS AT THE PHY LAYER
All devices are assumed transmitting with 23 dBm power and using antennas with 3 dB gain. As for the propagation, the WINNER+ model, scenario B1, is adopted as recommended by 3GPP in [18] . The model also includes log-normal correlated shadowing, with variance 3 dB in LOS and 4 dB in NLOS and with decorrelation distance 10 m in urban and 25 m in highway scenarios. A packet is assumed to be correctly received if the corresponding signal to noise and interference ratio (SINR) is larger than a minimum threshold. All details about the calculations, which take into account cochannel interference and IBE, are provided in Appendix A. The typical channel bandwidth of 10 MHz is assumed, which corresponds to 50 pairs of resource blocks per subframe. A non-adjacent allocation of SCIs, with four subchannels of 10 pairs (and the remaining used by the SCIs) are assumed.
Preliminary simulations have been then performed to set the MCS per each scenario. With the given assumptions, the options are to either allocate in each subframe one beacon occupying four subchannels with MCS 4, or two beacons occupying two subchannels each with MCS 7, or four beacons, one per subchannel, with MCS 14 (all the other MCSs would reduce the reliability without reducing the occupation of subchannels).
In Fig. 3 , the PRR is shown for MCS 4, 7, and 14 in the three scenarios. In general, the PRR is higher in the Highway scenario since there are no buildings impairing the communication and all links are in LOS. Comparing the various VOLUME xxxx, 2018
MCSs, it can be noted that the results are the consequence of a trade-off: on the one hand, a higher value implies more available BRs, thus a lower collision probability, while on the other, increasing the MCS raises the required minimum SINR, thus causing a higher probability that the received power is insufficient. As observable, the best performance is provided by MCS 4 in the lightly loaded scenario of Cologne, where there are on average less competing nodes, and by MCS 7 in the other two. For this reason, these MCSs are adopted in the further and it follows that R = 100 in the Cologne scenario and R = 200 in the Bologna and Highway scenarios.
E. PRELIMINARY CONSIDERATIONS: HIDDEN NODE PROBABILITY
Before discussing the impact of the various parameters, it is interesting to estimate how frequent is the event that an interfering signal is not revealed by a node, thus making the sensing procedure ineffective. To this aim, we calculate the probability that an interferer is not sensed, hereafter called hidden node probability, as detailed in Appendix B.
The hidden node probability varying the sourcedestination distance d sd is shown for the three scenarios in Fig. 4 . As expected, the hidden node probability is negligible when the source is near to the destination and then increases when the distance rises. Some differences can be observed in the three scenarios, due to the peculiar road topologies. In particular, especially for short distances, the absolute values vary among all scenarios and a non-monotonic behaviour can be noted in Cologne and Bologna. This is a direct consequence of the LOS/NLOS conditions, that strictly depend on the length of the road segments and the number of intersections.
As the main derivation from Fig. 4 , it is important to note that the hidden node probability remains limited within reasonable distances. In particular, it results below 10% up to 50 m in the urban scenarios and almost 150 m in the Highway and do not exceed 30% as a worst case within the distances considered hereafter (i.e., 100 m in urban, 200 m in Highway). This implies that the sensing procedures are indeed potentially effective against most interferers.
IV. IMPACT OF MODE 4 PHY SETTINGS
As discussed in Section II-B and summarized in Table 1 , the algorithm is characterized by several parameters at both PHY and MAC layers. In this section, the possible values of those at the PHY layer and their impact will be detailed. Since PRR and UD lead to the same conclusions, curves are shown only in terms of PRR to limit the number of figures; comments to UD are provided only when relevant.
1) Sensing period
T sense is the time interval during which the node decodes the SCIs and measures the average interference power per each BR. Since the nodes are mobile and reallocations are continuously performed, averaging over long periods increases the risk of inaccurate or outdated measurements. In principle, the lower it is and the better is the estimation for the next future. At the same time, however, it must be long enough to individuate at least one transmission from all neighbouring vehicles, i.e., it should be longer than their beacon period. In the standard, the value is fixed by specifications, depending on the duplexing type, and normally corresponds to 1 s. Please note that 1 s allows to sense at least one transmission from any node having a beacon periodicity of 1 Hz, which should be the lowest value under normal operation conditions. The impact of a variation of T sense in the investigated scenarios is provided in Fig. 5(a) . As expected, except for Cologne, where the sparsity of the network makes results negligibly dependent on T sense , PRR reduces increasing T sense . What is interesting to notice is that a high impact on PRR is observable when T sense gets lower than 1 s (up to 10% higher PRR). As explained previously, this is indeed coherent with the presence of a beacon period of 100 ms. For the same reasons and given that higher beacon periods are possible, simply reducing T sense below 1 s is not a viable solution in general. However, the significance of the improvement suggests that some effort could be posed to enhance the algorithm, for example by either making it variable with the settings of the neighbours or adding mechanisms that better identify and discard the outdated information.
2) Power threshold P th defines a power level below which a BR is assumed as available, independently on what inferred from the decoded SCI. This allows to control the interference level that is considered acceptable and make the selection process more or less stringent. P th is set by the upper layers, depending on the priority a of the transmitter and b of the receiver (both within 0 and 7). Specifically, it is set to a value in the range [−128, −2] dBm following the formula
The impact of P th is shown in Fig. 5(b) . As observable, the Table 1 are used for those settings not explicitly indicated.
impact is irrelevant in both Cologne and Highway. Only in Bologna, a small P th is shown to improve the performance of about 5% compared to a high P th . In this case, there are a few congested intersections, where vehicles have more than 70 neighbours in a range of 100 m. To better understand these results, please recall that only a portion of the resources assumed available will be then passed to the MAC, starting from those that have less interference. This implies that P th is relevant only if a very large number of resources is affected by an interference higher than P th , thus in very dense scenarios. Summarizing, the lower is P th and the higher is the PRR, although some impact is only observable in crowded conditions.
3) Portion of resources
The parameter R sel is then set to control the number of BRs passed to the MAC layer. R sel is fixed to 0.2 by specifications.
Apparently, the lower is R sel , the higher is the probability to select a resource with negligible interference, thus a smaller R sel might be expected to perform better. Indeed, this effect can be observed in Fig. 5(c) , even if the variation of PRR is very small: if we look at Bologna and Highway, a slight decrease while increasing R sel can be noted, especially with R sel ≥ 0.1. However, with simulations not shown here for brevity, it was noted that a too low R sel causes a slight increase in some cases. 3 With a smaller set of resources for the random selection of the BR, in fact, the risk of a collision increases if the choice is performed by two nodes at the same time from the same pool. And having the same pool is rather frequent for nodes that are located near to each other and thus sense similar interference. This condition becomes (4), whereas dots correspond to simulations used to validate the analysis.
anyway relevant only when the number of neighbours is very high compared to the number of resources. To summarize, the value 0.2 given by the standard appears as an acceptable compromise, even if 0.1 brought us to a small improvement (2-3% in our experiments).
4) Time window
T 1 and T 2 are two further parameters at the PHY layer that allow to restrict the interval of the allocation. The former, which must be between 1 and 4, indicates the first TTI where the allocation can be performed and gives a time margin to the device for the selection process. The latter, between 20 and 100, sets the last possible TTI and is used in the case of stringent delay requirements.
The results, shown in Fig. 5(d) for three combinations of T 1 and T 2 , show a negligible difference in terms of PRR. In terms of UD we noted a very slight increase only with T 1 = 4 and T 2 = 20, confirming the intuitive conclusion that a larger time window better randomizes the resource selection among the various users. The value of T 1 and T 2 should thus be reasonably set to maximize the window, once the constrains on processing and delay are applied.
V. IMPACT OF MODE 4 MAC SETTINGS
In this section, the attention is moved to the MAC layer. The main parameters, summarized in Table 1 , are:
• Time before evaluation. Parameters n min and n max define the minimum and maximum number of beacon periods before a reallocation is considered (only considered and not always performed, as later clarified). Such an interval will be hereafter denoted as time before evaluation (TBE). The actual duration is randomly selected with uniform distribution within n min and n max . By standard, they are respectively fixed to 5 and 15 for a beacon periodicity of 10 Hz (higher values are defined for smaller frequencies); this means that the same RB is allocated for a duration that ranges between 0.5 and 1.5 seconds; • Keep probability. Once the selected number of beacon periods has expired, a new allocation is performed with probability 1 − p k . Equivalently, with keep probability p k , the same allocation is maintained for another random number of beacon periods. The value of p k can be chosen between 0 and 0.8. Parameters n min , n max , and p k together determine the distribution of the duration of an SPS allocation before a different scheduling is performed, hereafter denoted as time before change (TBC). Directly related to p k , one TBC is composed of a variable number of TBE; each TBE is in turn of variable duration, which depends on n min and n max .
It must be noted that an increase of TBC has two opposite effects: on the one hand, it makes the use of the channel more stable, thus making the sensing from neighbouring nodes less affected by outdated information (recall the discussion on T sense ); on the other hand, possible wrong selections are maintained for more time (for example, if two nearby nodes select the same resource they remain invisible for longer).
These two opposed effects are hereafter better highlighted, first focusing on specific metrics in a simplified scenario, and then showing PRR and UD in the realistic ones. With the sake of focusing on relevant cases, we compare five representative combinations: three with n min = 5 and n max = 15, varying p k from 0 to 0.4 and 0.8; the other two, assuming n min = 10, n max = 20, p k = 0.4 or n min = 10, n max = 30, p k = 0.
A. FOCUS ON SPECIFIC METRICS.
Let us first focus on the average duration before a reallocation is performed. Following the algorithm at the MAC layer, the Table 1 are used for all the other settings.
probability that the duration of one TBE is equal to a number n > 0 of beacon intervals T B is
which can be re-written in the form of vector P TBE (P TBE (1), P TBE (2), ...).
As a consequence, the probability distribution P TBC (n) that the same allocation is kept for a given number n of beacon periods is then obtained as
where F d {·} denotes the discrete Fourier transform and the power raised to the vector denotes its application to each element. The demonstration is in Appendix C.
P TBC (n) quantifies the duration before reallocation and should not be too large to avoid that unfortunate allocations last for too long. With trivial elaborations from P TBC (n), in Fig. 6(a) it is shown the complementary cumulative distribution function (ccdf) of the time before reallocation. Simulation results that validate the analysis are also shown. As observable, if n min = 5, n max = 15, and p k = 0.8, the probability that the same resource is maintained for more than 10 seconds is approximately 0.1. This could be extremely dangerous, since it implies that two neighbouring vehicles simultaneously selecting a resource of the same TTI (recalling the half duplex limitation) will remain hidden to each other for more than 10 s in 1 case every 100.
Looking now at the negative effect of a short time before reallocation, from (3) we also derive the probability to observe a change during the sensing interval, which causes a wrong view of the occupied resources. To this aim, the probability that a change is performed within a given interval of n * beacon periods P r (n * ) is obtained as
The proof is in Appendix D. Assuming T sense is a multiple of T B , the probability that a change is performed during the sensing interval is P r (T sense /T B ), which should be obviously as close as possible to zero: in fact, all measurements performed during T sense before the change alter the correct view of the interference. Results varying T sense are shown in Fig. 6(b) . Simulations that validate the analysis are also shown. As observable, if the standard [5, 15] is assumed with p k = 0, the probability to have a change during T sense = 1 s is 0.9, which means that 90% of the sensed nodes have changed their allocation during the sensing interval. This very high probability reflects on an inaccurate estimation of the interference and thus a reduced efficiency of the sensing process.
B. SIMULATIONS IN THE INVESTIGATED SCENARIOS.
Simulation results in the considered scenarios are then shown in terms of PRR and 99.99% of UD in Fig. 7 .
As observable, again the impact of different combinations of n min , n max , and p k have opposed effects on PRR and UD. Whereas increasing any of the values have a positive impact on PRR due to an higher stability on the resource usage and thus a more efficient sensing process, the impact is negative on the update delay, because the duration of wrong allocations is statistically longer. This effect makes plain that the optimal definition of the parameters at MAC layer is subject to an unavoidable trade-off.
Another interesting point is that acting on the window does not lead to significant improvements. This means that the VOLUME xxxx, 2018 modification of p k is enough to control the trade-off between PRR and UD and there is no necessity to modify n min and n max .
VI. SUMMARY RESULTS AND DISCUSSION
In Fig. 8 and Fig. 9 , the PRR and UD are respectively shown for all the addressed scenarios. The former shows the PRR varying the source-destination distance d sd , while the latter provides the UD correspondent to a target percentile, varying such target. In each sub-figure, five curves are compared, corresponding to the following allocations:
• IEEE 802.11p (with CSMA/CA, hidden terminals, capture effect, and so on), adopting QPSK with 1/2 coding rate, which corresponds to 6 Mbps raw data rate and is the MCS normally used by default; • Random, meaning that each vehicle changes allocation every T B , selecting one of the R BRs at random; • Standard protocol, with p k = 0 (the minimum) and the other parameters set as in Table 1 ; • Standard protocol, with p k = 0.8 (the maximum) and the other parameters set as in Table 1 ; • An optimized Mode 4 where p k = 0.8, P th = −128 dBm, and some parameters are changed outside the specifications, with particular reference to T sense = 0.1 s and R sel = 0.1.
IEEE 802.11p is considered as a benchmark technology for this application. The random allocation is also used as benchmark, since it is the simplest way to allocate resources in LTE-V2V. Then, in addition to considering the standard protocol with the two extremes of p k , the last item corresponds to the maximum PRR obtainable with the detailed algorithm by modifying all parameters. From Fig. 8 and Fig. 9 , the following observations can be derived.
1) LTE-V2V vs. IEEE 802.11p
Focusing on the PRR in Fig. 8 , thanks to the more advanced PHY and MAC protocols LTE-V2V Mode 4 is shown to outperform IEEE 802.11p in almost all situations, especially if p k = 0.8 is assumed in LTE. It is however to note that the gap between the technologies is not as large as presumable. The superiority of LTE-V2V is more debatable if we now focus on the UD in Fig. 9 . In some cases, such as with target 0.999 in Bologna, the update delay of IEEE 802.11p is indeed lower than with LTE; this is due to a significantly lower correlation between errors that follow the CSMA/CA protocol.
2) Random allocation
Using the random allocation as a reference, all curves in Fig. 8 give evidence that Mode 4 is effective in the identification of the free resources and the consequent spacial reuse. At the same time, Fig. 9 illustrates how this comes at the cost of a higher correlation in the errors. If we focus as an example on the Highway scenario, when a target 0.999 or Table 1 are used for those settings not explicitly indicated.
more is considered, Mode 4 has an update delay which is double or more than with the random allocation. 
3) Standard Mode 4
Restricting the observation to Mode 4, it can be noted that p k = 0.8 allows to improve PRR at the cost of a higher UD. The improvement in terms of PRR (Fig. 8) is negligible in Cologne, where the scenario is sparse, but becomes clear in both Bologna and Highway. The impact in terms of UD (Fig. 9 ) requires a more careful discussion: it can be noted, in fact, that p k = 0.8 allows also a lower UD until for values of the target percentile below a given threshold (between 0.997 and 0.998), but causes a higher UD above it. As discussed in Section V, this behaviour is a consequence of longer intervals with the same allocation when p k is higher; with p k = 0.8, wrong estimation of occupied resources is less probable, with lower UD at low target percentile, but an error causes longer bursts of errors, implying higher UD at higher target percentiles.
4) Mode 4 with Optimized Parameters
In Fig. 8 and Fig. 9 , we also show the performance obtained by optimizing the Mode 4 parameters as discussed in the previous sections and summarized in Table 1 . The clear result is that some margin for optimization in terms of PRR is possible, even if small and limited to very crowded situations (i.e., in Bologna). The impact to the UD is not remarkable, with a slight improvement compared to the standard Mode 4 with p k = 0.8 in the congested scenarios and a negligible worsening in the Cologne scenario.
5) Comparison with related work
The discussed results appear consistent with those presented in the related work. Specifically, focusing on a highway scenario, in [11] the authors show that PRR improves increasing p k , which is in total agreement with Fig. 8(c) . In [9] , LTE-V2V is shown to outperform IEEE 802.11p both in urban and highway scenarios; the gap is doubled in the latter case; these results are fundamentally coherent with Figs. 8(a), Figs. 8(b) , and Figs. 8(c), especially if a high p k is assumed. Finally, in [6] , the authors show that with p k = 0 in a not congested urban scenario, Mode 4 provides a delivery rate not too much higher than a random allocation. Although we observed some improvement also in the (least loaded) Cologne scenario, the cited results appear compatible with the fact that reducing the density of vehicles from Highway to Bologna to Cologne, the gap between Mode 4 and a random allocation reduces (Fig. 8) .
VII. CONCLUSION
In this work we have described the various parameters affecting the performance of the 3GPP Mode 4 algorithm of LTE-V2X. Results have been shown separating those acting at the PHY and MAC layer and performing simulations in three different realistic scenarios. The main conclusions, which also lead to the specific indications reported as the last column of Table 3 , can be summarized as follows.
• The modification of all parameters appears almost irrelevant in scenarios with a low to medium number of vehicles, whereas it might become significant when congestions occur; • Most parameters at the PHY layer have a minor impact on the performance and should be set to the extremes allowed by the specifications: specifically, the threshold power to sense the resource as occupied and the first TTI for the next allocation should be set to the minimum, whereas the last TTI for the next allocation should be set to the maximum; • A minimum improvement is possible by reducing the portion of beacon resources passed to the MAC layer, presently fixed to 20% by the specifications; it has also been observed that the best number slightly varies with the density of vehicles; • Again at the PHY layer, some performance improvement can be achieved acting on the sensing period, which is currently fixed to 1 s; it however requires to rethink the way the channel is sensed, since just reducing it is against the fact that some nodes may be transmitting at 1 Hz; • At the MAC layer, by modifying the keep probability it is possible to trade-off between a higher packet reception probability and a lower update delay; the variation can be relevant; • The variability of the keep probability appears sufficient to control the system performance; thus, as defined in the specifications, it appears acceptable to have fixed values for the minimum and maximum number of beacon periods before a reallocation.
APPENDIX A: SINR CALCULATION
Given a generic node a, S a and B a will be respectively used to denote the set of subframes (we define a set for generality, although it will be always of one element in our case) and the portion of bandwidth where a transmits. Given the generic transmitter i and the generic receiver j, if S i ∩ S j = ∅, i cannot decode the message from j due to half duplex limitations. Otherwise, the message is correctly decoded if the average SINR, denoted as γ ij , is higher than a given threshold γ min . The average SINR is calculated as
where ψ ab is the power received by b from a, P n is the average noise power, V is the set of all the vehicles in the scenario, 
APPENDIX B: CALCULATION OF THE HIDDEN NODE PROBABILITY
The hidden node probability shown in Fig. 4 is calculated as follows. We denote the set of all nodes at a given time instant as N . Then, any node in the scenario a ∈ N is a potential source and we define as a generic destination b any node that receives from a with sufficient signal to noise ratio (SNR), thus any b ∈ D a , with
where ψ x,y is the power received by y when x is transmitting, P n is the noise power, and γ min is a suitable threshold. Furthermore, we denote as c the generic interfering node, which is any node that causes the SINR to become lower than the given threshold γ min (this excludes the nodes that are too far), which can be written as c ∈ I a,b , with I a,b = c ∈ N − {a, b} ψ a,b P n + ψ c,b < γ min .
Among all interfering nodes, we call hidden any node h that the source cannot hear, using the same threshold γ min as a discriminator. In formulas, h ∈ H a,b , where H a,b = h ∈ I a,b ψ h,a P n < γ min .
At a given instant, the hidden node probability P hn is calculated as
where #X is the cardinality of set X . Finally, the overall hidden node probability is given by the average of P hn over all considered instants, which in our case correspond to periodic samples of period equal to the beacon interval, i.e., T B = 100 ms.
APPENDIX C: DEMONSTRATION OF EQUATION (3)
Equation (3) gives the probability that the same allocation is kept for a given number of beacon periods, i.e., the probability that a TBC lasts for a given number of T B . Let us denote as N TBE the number of TBE of which the generic TBC is composed. The probability distribution P cond TBC (n, 1) that the same allocation is kept for a given number n of beacon periods, conditioned to the fact that the TBC is composed by a single TBE, is simply P cond TBC (n, 1) = P{P TBC (n)|N TBE = 1} = P TBE (n) . (6) Since the length of each TBE is independent to the others and given the definition of P TBE , the probability distribution P TBC (n|2) that the same allocation is kept for a given number n of beacon periods, conditioned to the fact that the TBC is composed by two TBE, becomes P cond TBC (n, 2) = P{P TBC (n)|N TBE = 2} = P TBE (n) * P TBE (n) = F −1
where the symbol * denotes the convolution operation and the symbol · means the multiplication element-by-element of the vectors. The use of discrete Fourier transformations allows to convert convolutions into products. Straightforwardly, (7) can be generalized, for a generic number of TBE composing the TBC as
where the exponent to the vector denotes its application to each element. Then, the probability that the TBC includes k TBE, denoted as P kTBE (k), is equal to the probability to keep it k − 1 times and do not keep it the last one, i.e.,
Using (8) and (9) and summing up for a variable number of TBE, it follows (3).
APPENDIX D: DEMONSTRATION OF EQUATION (4)
Equation (4) corresponds to the probability that a change occurs within a given number of beacon intervals, i.e., the probability that a TBC ends within an interval of the given number of T B .
Let us focus on the last TBC that starts before the given observation interval. The probability to be calculated is indeed exactly equal to the probability that such TBC ends within the observation interval. Let us use l to denote the length (in number of beacon intervals) of the TBC and w that of the observed interval. The probability that a change occurs within w is obviously 1 if l ≤ w. If l > w, it depends on when it started: the change occurs if the interval does not start in the last l − w beacon intervals, which means, assuming equal probability that it started on a generic beacon interval before the observation interval not farther than w beacon periods, that a change occurs with probability (l − w)/l. Summarizing, the probability P cond r (w, l) to observe a change within the observation interval of length w, conditioned to having the length of TBC, denoted as D TBC and expressed in beacon intervals, equal to l is P cond r (w, l) = P{P r (w)|D TBC = k} = 1 w ≤= l l−w l otherwise .
(10) The probability that a change occurs within the observation interval can then be easily calculated, using (10) and (3), as the probability that no change occurs later than the given observation interval, leading to (4).
