Supporting Information

A Details of the Models
In each system, selected kinetic parameters are randomly chosen from a range centered around the original parameter sets specified in the following subsections. Those sets whose outputs fail to reach steady state within the duration of stimulus are removed from the data.
Given a signal u with noise frequency ω, we choose a sufficiently large T (T ≫ 1/ω) and compute NAR on = 
where c is the output; u is the input;c a andc 0 are the steady state outputs at the ON and the OFF states, respectively.
Denote byc low andc high the corresponding steady states to a constant input of u low and u high , respectively. Given a step function, from u low to u high , as the input to the system, the activation time scale t lowրhigh is calculated as the time it takes for the output to reach c low + (c high −c low )/e. The deactivation time scale t highցlow is calculated similarly. The iSAT is calculated as iSAT = (t highցlow − t lowրhigh ) · ω.
A.1 The single positive feedback module
The following differential equations,
describe the dynamics of a simple single positive feedback module with two components and one upstream stimulus u ( Figure 1a and Figure S1a , inside the red box). Here, c and b represent the concentrations of C and B, respectively; (1 − c) and (1 − b) denote the concentration for C' and B', the inactive form of C and B respectively. The output C is activated by B, and B is triggered by a stimulus u and regulated by C. The stimulus u drives the output of the system with a high (or low) stimulus that corresponds to an ON (or OFF) state of C.
In simulations, k 1 , k 2 , k c and τ b are chosen randomly following a log uniform distribution within a 20-fold range of their base values listed in Table S1 . The polymyxin B resistance model in enteric bacteria [5] . (c) The yeast cell polarization system [2] . Table S1 : Base parameter values used for the single positive feedback module. In the simulations, the input u varies from 0 to 0.1 at the OFF state and 0.9 to 1.1 at the ON state, with an autocorrelation time of 20 unit time. The output c is simulated from time 0 to 6000. All initial conditions are set to zero.
A.2 The double positive feedback module
The double positive feedback module is established by adding a second regulatory component A to the single positive feedback module:
Here a represents the concentration of A, and the time scale of component A is controlled by τ a . Please see Table S2 for parameters used in the simulations. 
A.3 The polymyxin B resistance model in enteric bacteria
We use the following equations from [5] to describe the polymyxin B resistance model in enteric bacteria,
Here, x 1 , ..., x 5 denote the concentrations of pbgP mRNA, the PmrD protein, the PmrA protein, phosphorylated PmrA (PmrA-P), and PmrA-P/PmrD (the protein complex), respectively; all parameter values are the same as in [5] except that we used k p and k −p instead of k max p , k max −p , and the factor f ( Table S3) . The values of k p and k −p correspond to k max p = 1, k max −p = 2, and f = 0.05 in [5] , that is, mild activation from the second input. 
A.4 The yeast cell polarization system
Removing the spatial parts in the model in [2] , we have the following system of equations [8] :
Here, [·] denotes the concentration of the corresponding protein; [L] is the input signal, and [Cdc42a] is the output; the concentrations of Gβγ, Gd, the inactive form of Cdc42, the cytoplasmic Cdc24, and the cytoplasmic Bem1 are derived from conservation relations:
where V is the volume of the cell; SA is the surface area of the cell; G 0 , Cdc24 t , Cdc42 t and Bem1 t are the total numbers of molecules per cell of the corresponding proteins. The two Hill functions h 1 and h 2 are defined as
These two functions represent two different ways of bringing Cdc24 to the membrane [2] . Please see Table S4 for parameter values used in simulations. 
A.5 The three-node networks
To search for the network motifs that attenuate noise both at the ON and the OFF state, we explore all the three-node networks that have no feedback to the input node:
Here, I, O, and A stand for the input node, the output node, and the intermediate node, respectively. The γs and βs take boolean values 0 or 1; the ECs represent the EC50 values (i.e., half of the maximum effective concentration) of interactions between the output and the intermediate node; the ns are hill coefficients of the interaction between the output and the intermediate node and are restricted to be 1 or 2; the ks, ds, and ss are the activation rate, the degradation, and synthesis rate for the output and intermediate node, respectively. Parameter values are varied with log uniform distributions within three-fold around values given in [1] ( Table S5 ).
In Figure 5 and Figure 6bc in the main Text, the red dotted line separating the "good iSAT region" is defined as
The green dotted line quantifying the boundary of "low noise region" is defined as In Figure S2 , we list the diagrams of all 33 networks with switch-like outputs.
parameter Table S5 : Base parameter values used for the three-node network exploration. In the simulations, the input I varies from 0 to 0.8 for the OFF state and 0. 
B Analytical Estimates of NAR, iSAT and Sensitivity
All estimates in this section are carried out for the single positive feedback module.
B.1 s on , sensitivity at ON state
Recall that sensitivity of the output c with respect to the input u is defined as
At the steady state, the left hand sides of Equation (3) are set to 0. Taking implicit differentiation with respect to u and solving for dc du and db du , we get
Plugging into Equation (4), we obtain the exact formula of sensitivity at the steady states,
whereb u (respectively,c u ) denotes the steady state values of b (respectively, c) corresponding to the constant input u. At the ON state, i.e., u = 1, under the conditions k 1 k c > k 2 and
Setting u = 1 in Equation (6) and using the approximation in Equation (7), we get
B.2 iSAT on , the signed activation time at the ON state
Let us denote the Jacobian matrix of the single positive feedback module described by Equation (3) with
During the deactivation process around the ON state, the signal starts from u = 1 + ε and then switches to u = 1 − ε. We approximate this process by linearizing Equation (3) at the steady state corresponding to u = 1 − ε, for ε ≪ 1,
To compute the deactivation time scale, we start the system from the steady state corresponding to u = 1 + ε, i.e., (γ 0 , β 0 ) = (c 1+ε − c 1−ε , b 1+ε − b 1−ε ), and then apply the signal u = 1 − ε. The dynamics of δc := c − c 1+ε is approximately
where λ 1 and λ 2 are eigenvalues of the Jacobian matrix J(1 − ε, c 1−ε , b 1−ε ), with |λ 1 | > |λ 2 |; l 1 and l 2 are determined by the eigenvectors of J(1 − ε, c 1−ε , b 1−ε ) and the initial conditions together. If |λ 1 | ≫ |λ 2 |, the dynamics of δc(t) is dominated by a slow time term,
The deactivation time, i.e., the time δc takes to drop from γ 0 to γ 0 /e, can thus be estimated by
where
If ε ≪ 1, b 1−ε and c 1−ε can be replaced by the approximation in Equation (7). Assuming τ b is sufficiently small, so that
then the deactivation time scale at the ON state is approximately
In the case of t lowրhigh ≪ t highցlow , we can use t highցlow to approximate iSAT on , that is,
B.3 The relation of NAR on , iSAT on and s on
In [8] , we had
using the Fluctuation Dissipation Theorem (FDT) under the assumption of the linear noise approximation [6, 4, 3, 7] . Even though the linear assumption rarely holds in complex biological systems, in our experience it works well for small disturbance in the input signal ( Figure S9 ).
From Section B.1 the sensitivity at ON state is estimated by
Combining Equations (11)- (13), we obtain
B.4 NAR off , the noise amplification rate at the OFF state We can rewrite NAR off as
Whenc 1 ≫c 0 , the above can be approximated by
The steady state at u = 0 was computed in [8] as
To calculate the second term under the square root sign of Equation (15), we need to estimate the average of c. When u ≪ 1, it is straightforward to solve from the steady state,
The approximation above requires the average stimulus u to be sufficiently small
To the first term under the square root sign of Equation (15), we perform a similar analysis as demonstrated in [8] . The same processes are taken except that we consider the stimulus u ≪ 1 instead of u = 1. With the basal activation constant k 3 , k 4 ≪ 1 and the autocorrelation time in noise τ 0 ≫ 1, we have
Using Equation (17) and Equation (18), we have
where A = K a k 4 and B = K a k c u.
B.5 iSAT off , the signed activation time at the OFF state During the activation process around the OFF state, the signal starts from u = 0 and then switches to u = ε. We approximate this process by linearizing Equation (3) at the steady state corresponding to u = ε, for ε ≪ 1,
To compute the activation time scale, we start the system from the steady state corresponding to u = 0, i.e., (γ 0 , β 0 ) = (c 0 −c ε ,b 0 −b ε ), and then apply the signal u = ε. The dynamics of
where λ 1 and λ 2 are eigenvalues of the Jacobian matrix J(1 − ε, c 1−ε , b 1−ε ), with |λ 1 | > |λ 2 |; l 1 and l 2 are determined by the eigenvectors of J(1 − ε, c 1−ε , b 1−ε ) and the initial conditions together. If |λ 1 | ≫ |λ 2 |, the dynamics of δc(t) is dominated by slow time term,
The activation time, i.e., the time δc takes to increase from γ 0 to γ 0 /e, can thus be estimated by
For ε ≪ 1, using Equation (17) with u = ε, we can approximateb ǫ andc ǫ , and then the activation time scale at the OFF state is approximately
Focusing on systems with t lowրhigh ≫ t highցlow at the OFF state, the iSAT is then approximated by
B.6 The relation of NAR off , iSAT off and s off
Recall Equation (19) in section B.4
and Equation (22) Notice that the two have the same monotonicity in A and B, which demonstrates a weak positive relation between the NAR off and iSAT off around the OFF state.
The sensitivity at OFF state, can be derived by an expansion of Equation (6) around u = 0 and b 0 , c 0 :
A weak positive relation between the s off and iSAT off around OFF state also exists.
B.7 The relation of NAR, iSAT, and sensitivity under different inputs
When varying the input noise frequency ( Figure S6 ) or replacing the uniformly distributed noise by the white noise ( Figure S7 ), the relations among NAR, iSAT, and Sensitivity are conserved in the single positive feedback module. 
