Abstract
INTRODUCTION
Crude oil is a key commodity for the economy. However, a major characteristic of crude oil markets is significant price fluctuations. This volatility of oil prices could be attributed to three main factors:
• Supply/demand imbalance, possibly caused by:
Economical growth. Oil producing countries behaviors.
• Exogenous events (war, extreme weather...etc).
• Endogenous factors (speculation in the markets). The effect of increasing price and its daily fluctuations affect not only the economies and financial markets but extend to reach individuals. This is because an increase in oil prices has a direct effect on petrol prices, in addition, it also affects the prices of other goods and services. Therefore, forecasting crude oil is very important task to reduce the impact of price fluctuations, and help investors, hedgers, and individual to make informed decisions when dealing with energy markets. However, for the above reasons forecasting crude oil is not an easy task.
In this paper, we present an ANN model for crude oil price prediction for the short-term. In addition we test whether crude oil futures prices 1 contain newer information about spot price direction on the short-term. This paper proceeds as follows, Section 2 represents short literature review, Section 3 presents data description, and preprocessing along with our methodology. Section 4 details the results and discussion, and finally the paper is concluded in Section 5.
LITERATURE REVIEW
The importance of crude oil to the economy is reflected by the number of studies in this area. There are large and rich literature related to every aspect of crude oil. However, until recently the majority of studies were based on either analytical or linear models. While analytical models has failed completely in producing good forecast for crude oil [2, 3] linear models such as Box-Jenkins model (ARMA) have provided better results [3] . Nevertheless, it is been believed that crude oil prices are nonlinear time series, hence nonlinear models such as ANN should be superior to other linear models .
Moshiri and Foroutan [3] compared linear and nonlinear models for forecasting crude oil futures prices. The authors compared ARMA and GARCH, to ANN, and found that ANN is superior and produced a statistically significant forecast.
Xie, et al [4] proposed SVM model for monthly crude oil prices prediction, the authors claimed that SVM outperformed feedforward network with backprorogation 1 Futures contracts are defined as: 'A firm commitment to make or accept delivery of specified quantity and quality of commodity during a specific month in the future at price agreed upon at the time the commitment is made' [1] Liu et al [5] present hybrid model based on fuzzy neural model to forecast Brent crude oil prices. Three forecasting models were used viz. Redial Based Network, Markov chain based semi parametric model and wavelet analysis based forecasting model. The output of the three methods was used as an input to fuzzy neural network, while the target was the actual Brent crude oil price. The authors concluded that the nonlinear combination outperformed any single model tested. However, the authors based this conclusion on one performance metric only, the root mean square error.
In a related study Yu et al [6] proposed a decomposing method for time series before training with ANN. Empirical Mode Decomposition (EMD) was applied on daily crude oil spot price which decomposes the original time series into a number intrinsic mode components and a residual. Only six of these signals were selected as input to feedforward network along with the original series. The authors concluded that this method of decomposing outperformed using the original series solely.
Wang et al [7] presented a hybrid methodology to forecast crude oil monthly prices. The model consists of combination of three separate components, Web mining from which the authors extract rule based system, in addition ANN, and ARIMA models. These three components work disjointedly, and then intergraded together to get the final results. They claimed that nonlinear integration of these three models has outperformed any single one. However, in our opinion there are several issues in this system. For example, the rule base system of the text mining model 2 depends on the knowledge base which developed by human experts. This process is not only controversial, but also unreliable, because experts' opinions vary on the same problem. Moreover, neither the rules nor the knowledge base was made available to the public.
Most of the studies above were based on monthly prices. On one hand using monthly prices reduces the noise in the data, however, on the other hand, it also limits the data size significantly, and force to use old data form the 70's which could be irrelevant to the current economical situations. Beside, limited data also will affect the conclusion as the testing set is barely statistically significant. Most of the studies were concentrated on developing new techniques, but little attention was paid in testing different inputs. The output of any model (linear or nonlinear) is affected significantly by how much information the input contains.
Of course using the historical price of the time series itself is valid (as most of the studies have done) however, it is by no 2 For a survey of text mining for financial prediction see [8] means enough. In this context, our model is based on multivariate inputs to forecast the short term-direction of crude oil prices aiming to cover a gap in nonlinear forecasting of crude oil.
METHODOLOGY
Our objective is to build a model for short-term forecast of the crude oil price direction. Backpropgation feedforward networks BFFNN was selected as nonlinear mapping model as it does not make any assumption about the problem; rather it try to find the appropriate function from the data itself [9] . Furthermore, ANN is considered as general function approximator method [10] . Nevertheless, ANN has some limitations such as, the tendency to over fit the data. Therefore, in order to build effective model careful attention was paid on finding the optimal network architecture, as well as selecting informative inputs for training the network. However, in order to detriment whether ANN class models are suitable for the crude oil data or not, the structure of the data need to be confirmed.
A. Testing for normality and nonlinearity
We tested the distribution of the crude oil spot data, and the existence of nonlinearity. If the data are not normally distributed and more importantly not linear then modelling with linear model such as ARMA is not appropriate. Table 1 presents the results of Jarque-Bera (J-B) test. Under the null hypothesis the data is normally distributed. Based on the results in Table 1 , we can reject the null hypotheses of normal distribution. The Brock, Dechert and Scheinkman test (BDS) was conducted for nonlinearity 3 . BDS test is by far the most used test for nonlinearity in the data. We apply the test on crude oil spot relative change. Linear regression was applied on the original return to remove the linearity from the data and the BDS test was applied on the residuals. The test was used for the embedded dimension of N= 2 to 20 and two different values of e were selected 1, and 1.5 of the stranded deviation with e=1 equals to the stranded deviation of the data. For e= 1 the data reject the null hypothesis of independently identically distributed which indicates the existence of nonlinear structure in the data. The same conclusion can be obtained for e=1. 5 and for all value of N tested. Moreover, the results show that the evidence of nonlinearity in the data has increased with higher dimensions as the W (N)e increased with larger values of N and e. In light of these results nonlinear models such as ANN can be used for modeling with this data. 3 The MATLAB code for BDS test used in this section was written by Ludwig Kanzler 1998 and retrieved from: http://ww61.tiki.ne.jp/~kanzler/#L.%20Kanzler:%20Software 
B. Features Selection:
The choice of inputs-outputs is crucial for BFFNN training process; if the inputs contain no information about the target market then it will disadvantage the learning process and could generate poor generalization. The outstanding problem for crude oil short-term forecast is that fundamental variables such as supply, demand inventory, are not available on daily frequency. Thus, based on our understanding of the energy market dynamics, two groups of features were considered as inputs. Group A consists of crude oil futures prices, and group B inter-market data. The fundamental idea of using futures prices to forecast spot price is based on the assumption that it is much more convenient for market participants to react to new information by taking a position in futures rather than spot prices [11] . This is because futures contracts require low transaction cost, easy to sell and low credit risk [11] . Figure 1 shows a plot of spot price and futures contracts 1, 2, 3 and 4 months to maturity 4 . Although the literature body on using futures prices to predict spot price is substantial [11] [12] [13] [14] [15] , however, there is no consistent evidence of reliability of futures as spot predictors. Further some economists believe that futures prices should not contain any new information otherwise it will violate the market efficiency condition and create an arbitrage opportunity [16] . While others believe that futures prices will not continue to have more information about spot price longer than half-hour, and therefore modeling with daily prices is not sufficient [17] . Therefore, our approach is to consider other features as inputs and compare the performance. 4 For illustration purposes only the last 70 data point were plotted. Group B of features consist of S&P 500 to represent the market performance, gold spot price, as important commodity that less volatile than crude oil and could reflect the real trend in the commodity market rather than the noise. In addition, the dollar index, to show the strength of the USD compared to a basket of international currencies 5 . And finally, the heating oil #2 spot price, as indication of seasonality in the energy market.
The overall strategy is to create a benchmark based on current and lagged value of crude oil spot price solely, and then compare it to the performance of each group when added to the benchmark as an input. Energy data used in this study consists of West Texas Intermediate (WTI) light sweet crude oil spot price and futures contracts 1, 2, 3 and 4 months to maturity traded at NYMEX, In addition to US heating oil #2 spot price. These data sets were retrieved from US Department of energy: Energy Information Administration: http://www.eia.doe.gov/. On the other hand, gold spot price and US dollar index purchased from Normans Historical Data from: http://www.normanshistoricaldata.com. Finally the S&P500 data was downloaded from yahoo finance from http://finance.yahoo.com/. All datasets represent daily closing price from 1996 to Aug 2007, it includes 2912 data points for each time series. The data was divided chronologically into training and testing sets, we use 90% of the data for training and 10% for out-of-sample testing (approximately one financial year). Further, as early stopping was used to control the training process, the training data was divided into 60% training and 20% for testing and 20% for validation.
C. ANN Design Considerations:
In the broadest sense, there are three main requirements for any successful ANN model [9] p.15:
• In-sample accuracy.
• The ability of the model to perform with new data.
• Stability, consistency of the network output. To insure the above points are successfully met, a large number of considerations need to be taken into account. Our tests included data pre-processing techniques the number of layers, the choice of activation function, learning rate, training time, optimization algorithms (first, and secondorder) and the number of hidden neurons. After several combinations of experiments, the architecture was finalized for all the main experiments. The most critical issue when dealing with neural networks is to determine the number of hidden neurons as too many hidden neurons will result in over fitting and too few could result in under fitting. The goal is to use the least amount of neurons which generate the best results for out-of-sample [18] . There are no formal rules to solve this dilemma. Heuristics algorithms and evolutionary computing methods are often used. Each of these methods has its advantages and disadvantages. A simple approach due to [19] is based on starting with very small numbers of neurons and training and testing the networks to a fixed number of iterations. The hidden neurons increased gradually until the optimal number of neurons is found. This method was also implemented by [20] to successfully develop an ANN trading system for the Australian stock market. A similar approach was used in this paper; every time a new input (or lagged value of the same variable) was added, we started with 1 hidden neuron and added one each time up to 10. Moreover, each network for each number of neurons was tested three times with different sets of weights to ensure stability. Then the results from the three trials were averaged to get a representative conclusion about each models performance.
D. Performance Measures:
The ultimate goal of this study is to forecast the direction of the price, since it is very difficult, if not impossible, to correctly predict the magnitude of the price for financial data. Besides, our aim is not profitability rather risk management, hence predicting the direction is sufficient to fulfill this goal. The success ratio for direction prediction (or the hit rate) was considered [21] . The RMSE is by far the most used metric for ANN performance regardless of the network goal. Furthermore, the correlation coefficient R and R 2 was also used; as a measure of the linear correlation between the forecasted value and the actual one [9] . Mean squared error, means absolute error, and sum squared error were also calculated. Finally, the information coefficient given by equation 2 was used [9] . (2) where: y is the predicted value, and x is the actual value. This ratio provides an indication of the prediction compared to the trivial predictor based on the random walk, whereas Ic≥ 1 indicates poor prediction, and Ic> 1 means the prediction is better prediction than the random walk [9] .
RESULTS AND ANALYSIS

A. The Benchmark
For the benchmark several data preprocessing was considered, namely, first order difference eq 3 and second order difference eq 4 and combination of both as an input and output [22, 23] .
Starting from one lag up to 20 lagged value of the spot price was tested. The results obtained from input transformed by eq 3 were very poor the hit rate was around 53% for out-ofsample. While the results generated by eq 4 was much better around 65% (eq 4 contains 2 steps differencing) the combination of eq 3 and 4 as input with eq 4 alone as output seems to produce much better results. Table 2 shows the results of the best performance. Furthermore, in an attempt to improve the results and reduce the noise in the oil data, 3 days moving average was applied on the raw data then the data was transformed into firs order difference. Once gain the performance was tested with respect to the number of lags (1-20 lags). The network structure for the benchmark consisted of three layers feedforward with 6 hidden neurons and 0.01 learning rate. The network was trained with Levenberg-Marquardt algorithm. Table 3 shows the results obtained by the moving average transformation for 13 lags. It is evident that moving average transformation has improved the results for (in) and out-ofsample. For the benchmark the Ic is 0.58 for in-sample and 0.69 for out-of-sample which means the network is outperforming the trivial predictor. Adding futures to the benchmark (1 lag of futures to 13 lag of transformed spot) did not outperform the benchmark in term of hit rate for in-sample. While for out-of-sample networks contain futures 1 and networks contain futures 2 has outperformed the benchmark (Table 4) . Furthermore, there is no significant improvement for RMSE for in-sample, however, it did improve for out-of-sample for each of the futures compared to the benchmark, and futures 1 preformed the best. The R 2 was noticeable better for out-of-sample futures contract 1 compared to the benchmark indicating better fit, while for in-sample was less than the benchmark.
B. Inputs Group A
The information coefficient ratio Ic did not change for insample for all of the contracts, however, it was improved for out-of-sample for all futures contracts especially contract 1 and 2. Overall the performance was improved for out-ofsample and did not change for in-sample. Finally, adding all the contracts 1, 2, 3, and 4 together to the benchmark has disadvantaged the model. It is safe to conclude that futures contracts 1 and 2 months to maturity have improved the out-of-sample prediction, however, this improvement is not significant enough to make concrete conclusion.
C. Inputs Group B
As can be seen from Table 5 none of the inputs in group B has outperformed the benchmark the benchmark. In the mater of fact none of the inputs has matched the benchmark. 
D. Multi steps forecast
Since moving average transformation is used, then it is important to test the model ability to forecast for the median point of the moving average. For example if the data transformed into 10 days moving average then it is important to test the model ability to forecast 5 days in the futures. In this paper the data was transformed by three days moving average therefore, the model performance for t+2 is very important for evaluating the real performance of the model. Tables 6, 7 and 8 show the results of 3 steps forecast. For inputs group A, futures contracts 1, 3, and 4 have improved the performance for t+3. On the other hand for inputs group B it is evident that heating oil spot return added to the benchmark has significantly improved the forecast for time t+3. The out-of-sample hit rate was 60% which is by far the best hit rate obtained for t+3.
CONCLUSION
In this paper we presented a forecasting model for crude oil spot price for the short-term. The model is based on three layer feedforward network with backpropagation algorithm. The network structure was selected after systematic rigors tests involved large number of experiments on the crude oil data. In addition, two groups of inputs were tested , crude oil futures data, and market data which include S&P500, gold price, Dollar index and heating oil price. The results show that using futures data mainly contracts 1, 2 months to maturity has outperformed all other inputs tested for one step forecast. Moreover, strong evidence was found in support of heating oil spot price to forecast crude oil spot price for multiple steps prediction.
