Traditionally, the use of Bayes factors has required the specification of proper prior distributions on model parameters implicit to both null and alternative hypotheses. In this paper, I describe an approach to defining Bayes factors based on modeling test statistics. Because the distributions of test statistics do not depend on unknown model parameters, this approach eliminates the subjectivity normally associated with the definition of Bayes factors. For standard test statistics, including the 2, F, t and z statistics, the values of Bayes factors that result from this approach can be simply expressed in closed form.
Introduction
Bayes factors are the cornerstone of Bayesian hypothesis testing (e.g., Jeffreys 1961) . In contrast to classical p values, the value of a Bayes factor has a direct interpretation in terms of whether or not a hypothesis is true: It represents the factor by which data modify the prior odds of two hypotheses to give the posterior odds. Unfortunately, the values of Bayes factors often depend critically on the prior densities assigned to the model parameters inherent to null and alternative hypotheses. In addition, the calculation of Bayes factors usually involves the evaluation of high dimensional integrals. For this reason, Bayes factors are employed less frequently than they otherwise would be, although progress in developing methodology to reduce both the computational burden and the subjectivity of Bayes factors is proceeding rapidly.
The volume of research on Bayes factors makes it impractical to review here.
However, readers interested in a recent review of this topic can consult Kass and Raftery (1995) . Controversies surrounding the use of Bayes factors and comparisons of p values to Bayes factors are described by, among others, Edwards, Lindman and Savage (1963), Berger and Sellke (1989) , and Sellke, Bayarri, and Berger (2001) .
In this article, I propose a new approach towards defining Bayes factors. My approach eliminates most of the subjectivity associated with the definition of Bayes factor, and it drastically simplifies their computation. This innovation is achieved by modeling the sampling distributions of test statistics rather than the sampling distribution of individual observations. Because the distribution of a test statistic under the null hypothesis is completely specified-that is, it does not depend on unknown parameters-no prior specification on model parameters is required. When the alternative hypothesis is only vaguely specified as representing the negation of the null hypothesis, this approach leads to a convenient and parsimonious parameterization of the distribution of the test statistic under a reasonably broad class of alternative models. In such cases, I show that minimum bounds on the Bayes factor in favor of the null hypotheses can be determined by maximizing over the marginal likelihood of the data under the alternative hypothesis (see also , Good 1986 , who explores maximization over Bayes factors in more traditional settings).
For standard test statistics, including χ 2 , F, t and z statistics, maximization of the http://biostats.bepress.com/umichbiostat/paper30 marginal likelihood under the alternative hypothesis can be achieved analytically, leading to simple, closed form expressions for the associated Bayes factors.
The primary objection that might be raised to this formulation involves the manner in which models for the original data are circumvented. However, the practice of modeling transformations of data is not uncommon in statistics: Analysis of principal components, binning data to intervals, modeling reconstructed images rather than raw image data, and performing cluster analysis and statistical tests on processed probe cell intensities in bioinformatics are but a few of the many examples in which raw data are discarded in order to simplify subsequent analyses. Still, modeling test statistics rather than raw data is a cause for concern, and it becomes an important issue if the test statistic selected to test a hypothesis does not capture most of the information contained in the data for that purpose. Of course, similar comments apply also to p values. Whether this methodology is more useful than traditional Bayes factors in a particular application ultimately depends on whether the loss of information incurred by modeling the distribution of the test statistic is offset by the elimination of the requirement to specify prior distributions on model parameters when default or subjective choices for these priors are not available.
A more serious concern that stems from modeling the distribution of test statistic rather than raw data involves the potential loss of coherence. That is, the Bayes factor between, say, models 1 and 2 does not necessarily equal the Bayes factor between models 1 and 3 multiplied by the Bayes factor between models 3 and 2. This is so because the test statistics used to compute these Bayes factors may represent different transformations of the data. The extent to which coherency is violated by using "similar" test statistics is not examined in this article. Instead, Under the assumption of multinomial sampling, suppose that data have been binned into K predefined cells, and let n = (n 1 , . . . , n K ) denote the observed frequencies in the K cells. Let p = (p 1 , . . . , p K ) denote the probabilities of these cells under the null hypothesis, and let q = (q 1 , . . . , q K ) denote the multinomial probability vector under the alternative hypothesis. Define µ = {p i −q i } and assume that the elements of µ, {µ i }, are O p (1/ √ n), where n = n i . From a practical perspective, this is the case of primary interest, as it is neither feasible to detect smaller deviations from the null as the sample size becomes large, nor is it challenging to detect larger ones. Let κ denote the vector with components µ i / √ p i and define
Hosted by The Berkeley Electronic Press
Under these assumptions, Lemma 1 follows from standard results on the distribution of quadratic forms. Here and for the remainder of the article, I adopt notation similar to that used in Rao (1973 
, that of a χ 2 distribution on K − 1 degrees of freedom and non-centrality parameter nκ κ.
Of course, under the null hypothesis, the asymptotic distribution of x is
Because the distribution of x under the null hypothesis is completely specified, we need only specify a prior distribution on the non-centrality parameter of the χ 2 distribution under the alternative hypothesis to calculate a Bayes factor between the two models.
To motivate a model for the non-centrality parameter nκ κ, I assume that under the alternative hypothesis the probability vector q is drawn from a Dirichlet distribution with parameter c p. That is, the prior mean of q is p and the variance of the components of q is inversely proportional to c + 1. To maintain the constraint that µ = O p (1/ √ n), I assume also that c = O(n). This assumption follows the general philosophy espoused by Jeffreys (1961) and subsequently used by many others, including, in this context, Albert (1990) . According to it, the value of a parameter in a vaguely specified alternative model is assumed to be distributed near its value under the null hypothesis for the simple reason that the null hypothesis would not be subjected to testing if it was not at least considered plausible.
Under these assumptions, the asymptotic distribution of κ κ is specified in Lemma 2.
Lemma 2. For large c, the distribution of (1 + c)κ κ is χ 2 K−1 , a central χ 2 distribution on K − 1 degrees of freedom.
This result does not rely heavily on the assumption that q is drawn from a Dirichlet distribution; that assumption is made only to facilitate the conceptual modeling of q in what follows. Other distributions that approach a multivariate normal distribution for large values of their parameter and having the same first and second order moments lead to the same result.
With these facts in hand, the strategy for defining a Bayes factor in this context can be summarized as follows. The null hypothesis that the multinomial probability is equal to p has been operationalized by recasting the null hypothesis as the statement that x is distributed as a χ 2 random variable on K − 1 degrees of freedom. The alternative hypothesis that the multinomial probability vector is not equal to p has been recast as the statement that x is distributed as a non-central 
Here, the function g(· | a, b) represents a gamma density with shape parameter a and scale parameter b.
Coupled with the simple form of the marginal density of x under the null hypothesis-a chi-squared probability density function-we can use (1) to express the Bayes factor between the null and alternative hypothesis as
Recalling that c = O(n) and letting c = αn − 1, α > 1/n, (2) can be re-written as (3) Bayes factor = α + 1 α
.
Several approaches can be taken to handling the nuisance parameter α in this equation. Guidance regarding plausible choices found through a consideration of the sampling properties of the maximum likelihood estimate of p, sayp, under the null hypothesis. In large samples, the distribution of (p − p) (p − p) under the null is distributed as 1/n times a χ 2 K−1 random variable. According to the alternative hypothesis, the distribution of (q−p) (q−p) is distributed as 1/(αn) times a χ 2 K−1 random variable. From a substantive perspective, it seems reasonable to assume Hosted by The Berkeley Electronic Press that the distribution of q under the alternative hypothesis should be more dispersed around p than the maximum likelihood estimate is, which leads to a preference for values of α smaller than one. For example, a value of α = 1/9 reflects an assumption that the standard deviation of the distribution of q around p under the alternative hypothesis is 3 times greater than the standard error of the maximum likelihood estimate. By varying α appropriately, the probability that (q−p) (q−p) is greater than (p − p) (p − p) can be subjectively fixed at any pre-selected level.
With these considerations in mind, the most objective approach towards assigning a value to α is marginal maximum likelihood estimation, possibly under the constraint that α ≤ 1. That is, α can be determined so as to maximize the marginal likelihood of the data under the alternative hypothesis. If no constraint is imposed on the value of α, then the resulting Bayes factor has the simple interpretation as representing the minimum amount of evidence contained in the test statistic against the null hypothesis. However, because the alternative hypothesis collapses onto the null hypothesis as α → ∞, values of the Bayes factor close to or equal to one should be interpreted only as providing no evidence against the null hypothesis when the marginal maximum likelihood estimate of α is large. Note that the minimum Bayes factor against the null hypothesis cannot exceed 1.0 if α is left unconstrained.
A better approach towards setting the value of α is marginal maximum likelihood estimation under the constraint that α ≤ 1. Under this constraint, the distribution of q under the alternative hypothesis is forced to be more dispersed than the sampling distribution of the maximum likelihood estimate of p under the http://biostats.bepress.com/umichbiostat/paper30 null hypothesis. Imposing this constraint on α eliminates the constraint on the Bayes factor, permitting it to assume any value on the positive real line.
The value of α that maximizes the marginal density of the data under the alternative hypothesis is
provided that the chi-squared statistic x exceeds its expectation under the null hypothesis (i.e., x > K − 1). At this value of α, the Bayes factor equals
This value represents a lower bound on the weight of evidence in favor of the null hypotheses and is explored further in Section 2.2. When x < K − 1, the minimum value of the Bayes factor is one. As stated previously, this value is achieved by letting α → ∞, or when the alternative hypothesis concentrates its mass on p. The constrained maximum likelihood estimate for α is obtained by taking the minimum of (4) and 1.0; the corresponding value of the Bayes factor is obtained by substituting this value of α and x into (3).
Finally, a subjective view can be adopted and the value of α (or a prior distribution on α) can be specified on the basis of scientific considerations and available prior knowledge regarding the nature of plausible alternatives. 
where the dependence on data has been suppressed in both densities. If V is now redefined to represent the vector
and µ is redefined to be the vector with components {p i (θ 0 )−q i }, then the following lemma applies.
Specifying an appropriate alternative model for the deviation of q from p(θ 0 ) is somewhat more complicated here than it was in the case of a simple null hypothesis.
The difficulty arises from the constraint that q be "close" to a probability vector http://biostats.bepress.com/umichbiostat/paper30 satisfying the functional constraints p(θ). However, a natural way to view this problem is to assume that both q and p(θ 0 ) are generated jointly from the following sampling procedure. First, a point p * (θ) satisfying the constraints imposed by the null model is selected at random. (The prior distribution from which the given value of θ is drawn is arbitrary and does not affect the asymptotic results that follow.) Under the alternative hypothesis, the true multinomial probability q is then drawn from a Dirichlet distribution with parameter c p * (θ). For large c, the error term µ can be written
and J = M M. Here, a = denotes asymptotic equivalence. Given this alternative model for the generation of q, we obtain the following result.
Lemma 4. Under the assumptions stated above, if κ denotes the vector with com-
Noting that p(θ 0 ) maximizes the Kullback-Leibler information to q among probability vectors satisfying the given constraints, the proofs of these lemmas follow directly from results given in Rao (1973) .
The similarity of Lemmas 3 and 4 to Lemmas 1 and 2 implies that the results of Section 2.1 can be applied to composite hypotheses by simply substituting (K−s−1)
for (K − 1) in (1-5) (when x > K − s − 1).
In current statistical practice, the value of Pearson's χ 2 statistic is used to calculate a p value against a null hypothesis. Usually, the null hypothesis is rejected when a p value less than 0.05 is observed. It is therefore of some interest to examine the probability that the null hypothesis is true (as calculated from (5) and (3) maximized with respect to the parameter α, the probabilities displayed in Figure 2 represent the minimum probability that the null hypothesis is true when the alternative hypothesis takes the form specified above. For one degree of freedom, the probability that the null hypothesis is true is 0.32; at 100 degrees of freedom, the probability that the null hypothesis is true is 0.22. The value of α at 100 degrees of freedom is 4.1. Figure ? ? displays the probability that the null hypothesis is true when the χ 2 statistic is equal its .95 quantile under the null when values of α are estimated using marginal maximum likelihood estimation under the constraint that α < 1.
The compliment to Figure 2 is provide in Figure 3 . In Figure 3 , p values of the χ 2 statistics that lead to a 5% probability that the null is true are displayed.
Perhaps not surprisingly, these p-values are substantially smaller than 0.05. Degrees of freedom P−value required for probability of null to be 0.05 The particular contingency table considered here is taken from White and Eisenberg (1959) and is also discussed in Albert (1990 The prior models underlying the computation of the Bayes factors proposed in Albert (1990) and Good and Crook (1987) Both of these Bayes factors also agree well with the Bayes factor based on the χ 2 statistic, suggesting that little information has been lost by modeling the distribution of the test statistic directly.
F, t and z tests
Consider now the problem of testing the validity of a linear constraint on a regression parameter. Suppose that
where y is an n × 1 observation vector, β is an r × 1 regression parameter, X is a n × r matrix of rank r, and σ 2 is a scalar variance parameter. Assume further that under the null hypothesis, H β = ξ, where H is an m × k matrix of rank k whose range space is contained in the range space of X . As Rao (1973. page 191) notes, there then exists a matrix C such that H = X XC where the rank of XC is k.
If we define R 2 1 by
minimized over all β subject to the condition H β = ξ, and R 2 0 to be the corresponding minimum when β is unconstrained, then under the null hypothesis the
is distributed as F k,n−r , a central F distribution on (k, n − r) degrees of freedom.
Now suppose that under the alternative hypothesis, β is generated by the following mechanism. First, a value of the regression parameter satisfying the null hypothesis is selected. Denote this value by β * . Next, β is drawn from a r-variate normal distribution centered on β * and having covariance matrix τ σ 2 (X X) −1 .
Again, this is the case of practical interest because values of β not drawn from a distribution similar to this will either be accepted or rejected with probability close .
For large f , the minimum Bayes factor is approximately f −(m/2) .
Following the discussion of Section 2, in applications it usually makes sense to constrain the value of τ to be greater than 1.0. Under such a constraint, the dispersion of the regression parameter specified in the alternative model is forced to be as great as the dispersion of the least squares estimate of the regression parameter under the null. With this further assumption, the constrained marginal likelihood estimate of τ is equal to the maximum of 1 and f − 1, and the corresponding Bayes factor is given by
The case k = 1 is of particular interest as it corresponds to the t-test for a normal mean when the variance is unknown. In this case, the minimum Bayes factor against the null reduces to The one-sample z statistic can be obtained from (9) by taking the limit as m → ∞. Taking this limit, we find that the Bayes factor for testing the value of a normal mean is
This is the same as the result derived in Section 2 based on a χ 2 1 distribution. (7) . The third and fourth columns provide the arithmetic intrinsic Bayes factors based on reference and modified Jeffreys priors, respectively. The fifth column lists the Bayes factors proposed in Zellner and Siow, and the sixth column the Bayes factor obtained from the F statistic with τ = 9. Values of AIBF1, AIBF 2, and ZS are taken from Berger and Pericchi (1996) . To facilitate comparison with results cited in Berger and Percchi, Bayes factors reflecting the odds of the alternative to the null hypothesis (rather than null to alternative) are provided.
As expected, the values of BF max displayed in Table 2 Table 2 .
Extensions to other test statistics
Conclusions from Section 2 can be extended to other χ 2 statistics, like the score test, likelihood ratio test, and Wald's test, although the motivation for the probability models underlying the alternative hypotheses is less natural for those statistics than it is for Pearson's statistic. To see why, consider as an example the score test.
If the efficient score is denoted by V and the information matrix by J, then the score statistic is V J −1 V. The most direct line of reasoning leading to a "conjugate hypothesis" under which the distribution of the score statistic has a non-central χ 2
distribution is an assumption that the distribution of V under the alternative hypothesis is Gaussian with a non-zero mean, say λ, and covariance matrix J. If λ is assumed to follow a Gaussian distribution, then the results of Section 2 can also be extended to the score statistic. However, the specification of an alternative probability model on the score vector itself, rather than on a parameter in a data model, seems less intuitive than the specification of a Dirichlet prior on a multinomial probability vector. Still, the specification of a scaled χ 2 distribution on the noncentrality parameter, with degrees of freedom equal to that of the test statistic, appears to work well for other χ 2 statistics, and makes subsequent analyses tractable. As a "conjugate" alternative, this approach seems to offer many advantages. The Bayes factor in favor of the null, when log(φ) is assumed drawn from a N (0, σ 2 ) distribution and the marginal density of the alternative is maximized with respect to σ, is .90. The maximum marginal likelihood of the data is achieved when σ = 1.3. Thus, there is some evidence against the null, but its posterior probability (assuming equal prior odds) is relatively high, equalling .47.
Summary
By modeling the distribution of test statistics directly, Bayes factors can be computed in many standard problems without the specification of subjective prior In this article, attention has focused on the calculation of Bayes factors using classical test statistics. Similar methodology can also be adapted for application to Bayesian test statistics, as described in, for example, Johnson 2003. In that context, a sequence of correlated χ 2 test statistics are generated from the posterior distribution on the parameter space. However, further methodological developments are http://biostats.bepress.com/umichbiostat/paper30 needed to combine information across such sequences to obtain an overall Bayes factor for the test.
Bayes factors based on test statistics are numerically easy to compute, and require neither the specification of prior densities on model parameters nor the explicit specification of alternative models. For normal-theory test statistics, they are actually easier to compute than p values, and so can be applied routinely to common testing problems. The methodology proposed here thus provides practitioners with an alternative to p values for summarizing evidence against null hypotheses.
Because the value of a Bayes factor represents the modification of the probability that a hypothesis is true based on test data, routine use of these default Bayes factors would reduce the confusion that often occurs when p values are reported to non-statisticians, who then interpret the p value as the probability that the null hypothesis is true.
