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Abstract
Let ∆ be a connected, pure 2-dimensional simplicial complex embedded in R2
and let Cr(∆ˆ) be the homogenized spline module of ∆ with smoothness r as in [7].
To study Cr(∆ˆ), Schenck and Stillman developed in [7] the spline complex S•/J•.
In [8], Schenck and Stiller conjectured that the regularity of H1(S•/J•) is less than
2r+1. In this article, we first consider the case when ∆ has only one totally interior
edge, because it is the simplest non-trivial case. Then we may apply the formula
we find here to get an upper bound on some more general cases.
1 Introduction
1.1 Spline modules
Let ∆ be a connected, pure 2-dimensional simplicial complex embedded in R2. Through-
out this article, we assume that the genus of ∆ is 0. Let r ≥ 0 be an integer. We define
Cr(∆) to be the set of Cr-differentiable piecewise polynomial functions on ∆. These
functions are called splines. More explicitly:
Definition. Cr(∆) is the set of functions f : ∆→ R such that:
1. For all facets σ ∈ ∆, f |σ is a polynomial in R[x, y].
2. f is differentiable of order r.
Therefore, Cr(∆) is a module over R[x, y]. For each integer d ≥ 0, we define
Crd(∆) := {f ∈ Cr(∆) : deg(f |σ) ≤ d, for all facets σ ∈ ∆}.
It is a finite dimensional R-vector space. One of the key problems in spline theory is the
determination of the dimensions of Crd(∆) for all d.
Assume that S = R[x, y, z]. Let ∆ˆ be the cone of ∆, i.e., embed ∆ in R3 by sending
(x, y) to (x, y, 1) and define ∆ˆ to be the cone of ∆ over the origin of R3. Then Cr(∆ˆ),
the so-called homogenized spline module of ∆, is a graded S-module and dimRC
r
d(∆) =
dimRC
r(∆ˆ)d = HF(C
r(∆ˆ), d), where HF stands for the Hilbert function of a graded
S-module.
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1.2 The homological algebra tools
Billera introduced the use of homological algebra in spline theory in [3]. Following this
path, Schenck and Stillman[7] defined a chain complex J• to deal with the problem
of freeness of Cr(∆). Consider S• as the relative simplicial complex C•(∆, ∂∆) with
coefficients in S. Denote by lτˆ a linear form vanishing on τˆ ∈ ∆1. The authors of [7]
define the ideal complex J• to be
J• : 0→
⊕
τ∈∆◦1
J(τ)
∂−→
⊕
v∈∆◦0
J(v)→ 0, (1)
where
J(τ) = 〈lτˆ 〉r+1
J(v) =
∑
v∈τ
J(τ)
are ideals of S, and ∂ is induced by the differential in S•. So J• is a subcomplex of S•, and
we may consider the quotient complex S•/J•. It has a lot of good features. First of all, as
an S-module, Cr(∆ˆ) is isomorphic to H2(S•/J•). Second the Hilbert function of Cr(∆)
may be obtained from local data of ∆ and the Hilbert function of H1(S•/J•). So the
problem is to calculate HF(H1(S•/J•), d). In particular, since we know that the length
of H1(S•/J•) is finite, we’d like to know the least d such that (H1(S•/J•))d = 0. More
precisely, we ask for an estimate for the Castelnuovo-Mumford regularity of H1(S•/J•).
Definition (Castelnuovo-Mumford regularity). AssumeM is an S-module of finite length.
Then the Castelnuovo-Mumford regularity may be defined as
reg M := max{Md 6= 0, d ≥ 0}.
1.3 Known upper bounds and the ”2r + 1” conjecture on regu-
larity of H0(J•)
In [1], Alfeld and Schumaker show that the regularity of H1(S•/J•) is less than 4r + 1.
They improve the result to 3r + 1 in a later paper[2]. Schenck and Stiller conjectured in
[8]:
Conjecture 1 (Schenck-Stiller).
reg H1(S•/J•) ≤ 2r.
They call it the ”2r + 1” conjecture, because there is an equivalent statement saying
that H1(S•/J•) vanishes at degrees greater than or equal to 2r+1. Work of Tohaneanu[10]
shows that this guess is optimal by finding a ∆ such that reg H1(S•/J•) = 2r.
Note that in our case, the genus of ∆ is 0, it is always true that H0(J•) = H1(S•/J•).
So we will alway compute H0(J•), instead of H1(S•/J•).
In order to state our results, first we need to introduce some notions. We call an edge
ε = [v1v2] totally interior edge if both v1 and v2 are interior vertices of ∆. If either v1
or v2 is interior but not both, then we call ε a paritial interior edge. We also adopt the
notations from [8]: For an interior vertex v ∈ ∆◦0, let f1(v) denote the number of edges
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Figure 1: Tohaˇneanu’s ∆ such that reg H1(S•/J•) = 2r.[10]
incident to v, k(v) the number of those edges of distinct slope. Let f 001 (v) denote the
number of totally interior edges incident to v, and k00(v) be the number of those edges
of distinct slope. Let f 0∂1 (v) be the number of edges incident to v with one boundary
vertex and one interior vertex, and k0∂(v) be the number of those edges of distinct slope.
And we assume that if ε1 ∈ ∆0∂1 (v) and ε0 ∈ ∆001 (v), then they have different slopes. Let
α(v) = b r+1
k0∂(v)
c.
Figure 2: A configuration with 2 totally interior edges
Example 1. For the configuration in figure 2, the numbers of totally interior edges
incident to a vertex are f 001 (v1) = f
00
1 (v2) = 1 and f
00
1 (v0) = 2. The number of partial
interior edges f 0∂1 (v1) = 4, but the number of slopes k
0∂(v) = 2 is different from f 0∂1 (v1).
The number of slopes k(v1) = 3.
In this example, α(v1) = α(v2) = b r+12 c.
With these notations, the main theorem of this article may be state as following:
Theorem 1 (Main theorem). If ∆ has only one total interior edge ε = [v1v2], then
α(v1) + α(v2) + r − 1 ≤ reg H0(J•) ≤ α(v1) + α(v2) + r. (2)
As applications, we also show that
Theorem 2. Let ∆ be a simplicial complex with genus 0. If ∆ has only one totally
interior edge, then reg H0(J•) ≤ 2r.
3
and
Theorem 3. If f 0∂1 (v) 6= 0 for each v ∈ ∆◦0, then
max
ε=[vivj ]∈∆001
{b r + 1
k(vi)− 1c+b
r + 1
k(vj)− 1c+r−1} ≤ reg H0(J•) ≤ maxε=[vivj ]∈∆001
{α(vi)+α(vj)+r}.
2 Proof of the main theorem
Without loss of generality, we only need to consider the case when ∆ is indecomposable,
that is, when the first differential map ∂1 of S•
∂1 :
⊕
τ∈∆◦1
S →
⊕
v∈∆◦0
S
is indecomposable. This is because if ∆ is decomposable, we may just consider all its
indecomposable components. From now on, if not otherwise claim, we will assume all ∆
we consider is indecomposable.
2.1 Results on ∆ = star(v)
If there is only one interior vertex v in ∆, we will say ∆ is a star of v and denote
∆ = star(v). After a change of coordinates, we may move v to the origin. Then J(v) is
an ideal in 2 variables, and since each vertex we have at least two edges with different
slopes, so S/J(v) has projective dimension 2. In [9], Schmaker gave a dimension formula
for the star, from which it follows that
Theorem 4 (Schumaker). A free resolution of S/J(v) is given by
S(−r − 1− α(v))a1 ⊕ S(−r − 2− α(v))a2 → S(−r − 1)k(v) → S → S/J(v)→ 0, (3)
where α(v) = b(r+1)/(k(v)−1)c, a1 = (k(v)−1)α(v)+k(v)−r−2 and a2 = k(v)−1−a1 =
r + 1− (k(v)− 1)α(v).
2.2 A presentation of H0(J•)
Let
F• : ⊕S(−r − 1),
G• : ⊕S(−r − 1−m)a1 ⊕ S(−r − 2−m)a2 → ⊕S(−r − 1)a.
be free resolutions of ⊕J(τ) and ⊕J(v), respectively. Then the map ∂ : ⊕J(τ)→ ⊕J(v)
induces a map between their free resolutions:
d• : F• → G•. (4)
The mapping cone P• of d• has
H0(P•) = H0(J•). (5)
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2.3 The 1-total-interior-edge case
If there is only one total interior edge ε = [v1v2] in ∆, then v1 and v2 are the only
interior vertices in ∆. To simplify the notation, we assume the number of distinct slopes
k(v1) = a, k(v2) = b and a ≤ b in this case.
Lemma 1. If ∆ has only one total interior edge ε = [v1v2], let
J ′(v1) =
∑
v1∈τ,τ 6=ε
J(τ),
J ′(v2) =
∑
v2∈τ,τ 6=ε
J(τ).
Then
H0(J•) ' S/(J ′(v1) : J(ε) + J ′(v2) : J(ε)). (6)
Proof. By choosing coordinates, we may assume that
G2 → G1 =
[
(gij)a×(a−1) 0
0 (hij)b×(b−1)
]
, (7)
hence
P1 → P0 =

I(a−1)×(a−1) 0 (gij)1≤i,j≤a−1 0
0 1 0 (gaj)1≤j≤a−1 0
0 1 0 0 (h1≤j≤b−1)
0 I(b−1)×(b−1) 0 (hij)1≤j≤b−1,2≤i≤b
 . (8)
Therefore, coker(P1 → P0) is isomorphic of the cokernel of[
(gaj)1≤j≤a−1 (h1≤j≤b−1)
]
. (9)
The image of
[
(gaj)1≤j≤a−1
]
is J ′(v1) : J(ε) and that of
[
(h1≤j≤b−1)
]
is J ′(v2) : J(ε).
Therefore,
coker(P1 → P0) ' S/(J ′(v1) : J(ε) + J ′(v2) : J(ε)). (10)
Definition (Initial ideal). After choosing a monomial order of the ring R[x, y, z], we
denote by in(g) the leading term of a polynomial g. The initial ideal of I is defined as
In(I) = {in(g)|g ∈ I}.
The initial ideal has many good properties. It is a monomial ideal with the same
Hilbert function as that of I.
Lemma 2. By choosing coordinates, we may assume that v1 = [0, 1, 0] and v2 = [1, 0, 0],
and therefore
J(ε) = 〈zr+1〉,
J ′(v1) = 〈(x+ α0z)r+1, (x+ α1z)r+1, . . . , (x+ α(a−2)z)r+1〉,
J ′(v2) = 〈(y + β0z)r+1, (y + β1z)r+1, . . . , (y + β(b−2)z)r+1〉,
where we can always choose α0 = β0 = 0. Take the monomial order x > y > z. Then
In(J ′(v1) : J(ε) + J ′(v2) : J(ε)) = In(J ′(v1) : J(ε)) + In(J ′(v2) : J(ε)), (11)
and
In(J ′(v1) : J(ε)) = In(J ′(v1)) : J(ε). (12)
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Proof. In fact
In(J ′(v1)) = 〈xr+1,xrz, . . . , xr−(a−2)+1za−2,
xr−(a−2)za, . . . , xr−2(a−2)+1z2a−3,
. . .
xr−j(a−2)zj(a−1)+1, . . . , xr−(j+1)(a−2)+1z(j+1)(a−1)−1,
. . .
xr−b
r
a−2 c(a−2)zb
r
a−2 c(a−1)+1, . . . , zr+1+b
r
a−2 c〉.
Let n = b r+1
a−1c, then
In(J ′(v1) : (zr+1)) = 〈xn, . . . , xr−(n+1)(a−2)+1z(n+1)(a−1)−r−2,
xr−(n+1)(a−2)z(n+1)(a−1)−r, . . . , xr−(n+2)(a−2)+1z(n+2)(a−1)−r−2,
. . .
xr−b
r
a−2 c(a−2)zb
r
a−2 c(a−1)−r, . . . , zb
r
a−2 c〉
= In(J ′(v1)) : (zr+1).
This proves (12).
Following Gruson and Peskine’s convention[5], we denote
In(J ′(v1)) = 〈xr+1, xrzλr , xr−1zλr−1 , . . . , xzλ1 , zλ0〉,
and
In(J ′(v2)) = 〈yr+1, yrzηr , yr−1zηr−1 , . . . , yzη1 , zη0〉,
and let
υi := λr−i − λr−i+1,
i := ηr−i − ηr−i+1.
Then
λr = ηr = 1,
and
υi =
{
2, if i ≡ 0 mod a− 2,
1, otherwise.
i =
{
2, if i ≡ 0 mod b− 2,
1, otherwise.
Let
λ′i := max{0, λi − r − 1},
η′i := max{0, ηi − r − 1},
and i0( j0 resp.) be the least i such that λi ≤ r + 1( ηi > r + 1 resp.), so
i0 = br + 1
a− 1c,
j0 = br + 1
b− 1c.
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Then
In(J ′(v1) : (zr+1)) = 〈xi0zλ′i0 , xi0−1zλ′i0−1 , . . . , xzλ′1 , zλ′0〉,
In(J ′(v2) : (zr+1)) = 〈yj0zη′j0 , yj0−1zη′j0−1 , . . . , yzη′1 , zη′0〉,
where i0 = j0 = 0. Notice that for 0 ≤ i < r − i0,
λ′i − λ′i+1 = λi − λi+1 = υr−i.
Denote J ′(v1) : J(ε) and J ′(v2) : J(ε) by Q(v1) and Q(v2), respectively.
Now let g ∈ Q(v1) and h ∈ Q(v2) be homogeneous elements, then g is in x and z and h
is in y and z. So gcd(f, g) = gcd(In(f), Ing), and hence
gcd(In
g
gcd(g, h)
, In
h
gcd(g, h)
) = 1.
This means that the S-pair of g and h reduces to 0. This proves (11).
Let Q = Q(v1) +Q(v2) and l0 be the smallest i such that λ
′
i < η
′
0. Then
InQ = 〈xi0 , xi0−1zλ′i0−1 , . . . , xl0zλ′l0 ,
yj0 , yj0−1zη
′
j0−1 , . . . , yzη
′
1 , zη
′
0〉.
Remark. Here is an estimation of l0: The inequality
br − l0
a− 2 c − l0 − r − 1 = λ
′
l0
< η′0 = b
r
b− 2c − r − 1
implies
r − l0
a− 2 −
a− 3
a− 2 − l0 ≤
r
b− 2 .
Therefore we get a lower bound,
l0 >
b− a
(a− 1)(b− 2)r −
(a− 3)
(a− 1) .
Next, we want to describe the higher syzygies of InQ. First, let’s illustrate how they
look like with an example. Recall from [6] that a Buchberger graph Buch(I) of a
monomial ideal I = 〈m1, . . . ,mn〉 has vertices i = 1, . . . , n assigned with mi and an edge
(i, j) whenever there is no monomial mk divides lcm(mi,mj). The k-face (i1, . . . , ik) of
the graph is assigned with the monomial lcm(mi1 , . . . ,mik).
Example 2. Assume that (a, b) = (3, 4) and r = 8. Then i0 = 4 and j0 = 3,
In(J ′(v1)) = 〈x9, x8z, x7z3, x6z5, x5z7, x4z9, x3z11, x2z15, z17〉
and
In(J ′(v2)) = 〈y9, y8z, y7z2, y6z4, y5z5, y4z7, y3z8, y2z10, yz11, z13〉.
Therefore,
InQ = 〈x4, x3z2, y3, y2z, yz2, z4〉.
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Figure 3: Buchberger graph of InQ when (a, b) = (3, 4) and r = 8
Its Buchberger graph is in Figure 3. We can read all its higher syzygies from the graph.
The second syzygy is generated by the edges,
x4z2, x3z4, y3z, y2z2, yz4, x4y3, x4y2z, x3yz2.
The third syzygy is generated by the faces,
x4y3z, x4y2z2, x3yz4.
The regularity of InQ is measured at the third syzygy.
reg InQ = deg(x4y3z)− 3 = 5.
What we observed from the example can be generalized as following:
Lemma 3. The second syzygy of InQ is generated by the union of the following set:
1. {xizλ′i−1 : l0 < i ≤ i0} ∪ {xl0zη′0};
2. {yjzη′j−1 : 1 ≤ j ≤ j0};
3. {xiyjzη′j : for all (i, j) such that λ′i ≤ η′j < λ′i−1};
4. {xiyjzλ′i : for all (i, j) such that η′j ≤ λ′i < η′j−1}.
Proof. Each of the elements listed above is an l.c.m. of two elements of the first syzygy.
And it cannot be divided by other elements of the first syzygy. We only need to show
that they generate the second syzygy.
If xlzt ∈ Syz2, then it must be l.c.m. of two adjacent elements, i.e. xizλ′i and xi−1λ′i−1. The
only exception is the l.c.m. of xl0zλl0 and zη
′
0 . Similar reasoning applies to ylzt ∈ Syz2.
They form the list 1. and 2.
Now we consider elements xiyjzt ∈ Syz2 with i, j 6= 0. If η′j ≥ λ′i−1, then the l.c.m. of
xizλ
′
i and yjzη
′
j can be divided by xi−1zλ
′
i−1 . Similar reasoning applies to λ′i ≤ η′j−1. So
elements of the form xiyjzt with nonzero i and j must fall in either list 3. or 4.
So the above list is a full list of elements in Syz2.
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Corollary 1. The Buchberger graph of InQ is planar.
Lemma 4. Any two monomial generators of the third syzygy of InQ are in different
degree of z. If we order them by the degree of z:
h0(x, y)z
ζ0 > h1(x, y)z
ζ1 > · · · > ht(x, y)zζt ,
where ζ0 < ζ1 < · · · < ζt, then the total degree has the following property:
deg h0(x, y)z
ζ0 ≥ deg h1(x, y)zζ1 ≥ · · · ≥ deg h(x, y)tzζt .
So
reg H0(J•) = deg h0(x, y)zζ0 − 3 + (r + 1).
In other words, the regularity of H0(J•) is always measured at the ”bottom” face of its
Buchberger graph.
Proof. We only need to prove the first statement. In fact, the degree of z in the mono-
mial assigned to a face is determined by the highest vertex of that face. So we may order
the faces by the height of thier highest vertex. The order is strict, because if we have
ζ = ζ ′ = t, the situation can only be the one in figure 4.
Notice that i′ > i. This type ofBuch(Q) cannot exist, because xizt divides lcm(xi
′
zt
′
, yjzt),
Figure 4: This type of Buchberger graph Buch(Q) does not exist
which is a contradiction to the definition of the Buchberger graph.
Proposition 1. Let (a, b) be the number of slopes at two interior vertices (including the
totally interior one). The regularity of H0(J•) is bounded by
br + 1
a− 1c+ b
r + 1
b− 1c+ r − 1 ≤ reg H0(J•) ≤ b
r + 1
a− 1c+ b
r + 1
b− 1c+ r. (13)
Proof. Because H0(J•) is Artinian, so the regularity is measured at its last syzygy (for a
more general statement, c.f. [4], 4E.5). By Lemma 4,
reg H0(J•) = deg h0(x, y)zζ0 − 3 + (r + 1),
where h0(x, y) = x
i0yj0 and ζ0 = min{λ′i0−1, η′j0−1} ∈ {1, 2}.
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Figure 5: Case (a, b) = (3, 3)
3 Proof of Theorem 2
We may apply the main theorem to prove that, for a ≥ 3 and b ≥ 4, Theorem 2 holds,
because we can see that
br + 1
2
c+ br + 1
3
c+ r ≤ 2r,
for all positive integer r. We know that b ≥ a ≥ 3, because the cases we consider are
triangularization. So we only need to check the case when (a, b) = (3, 3).
Proposition 2. Assume that (a, b) = (3, 3). Then
reg H0(J•) = 2r.
Proof. • If r is even, then let r = 2p.
InQ(v1) = 〈xp, xp−1z2, . . . , xz2p−2, z2p〉
InQ(v2) = 〈yp, yp−1z2, . . . , yz2p−2, z2p〉
By lemma 4,
reg H0(J•) = deg h0(x, y)zζ0 − 3 + (r + 1) = 2p+ 2− 3 + 2p+ 1 = 4p = 2r.
• If r is odd, then let r = 2p− 1.
InQ(v1) = 〈xp, xp−1z, xp−2z3 . . . , xz2p−3, z2p−1〉
InQ(v2) = 〈yp, yp−1z, yp−2z3 . . . , yz2p−3, z2p−1〉
By lemma 4,
reg H0(J•) = deg h0(x, y)zζ0 − 3 + (r + 1) = 2p+ 1− 3 + 2p = 4p− 2 = 2r.
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