ABSTRACT Oil chromatography data together with its variation trend provide the key basis for the evaluation of the transformer health state. The existing studies on deep belief network (DBN) and support vector machine (SVM) have reported a few results in the field of oil chromatography data prediction. However, the above-mentioned methods are proposed for the classification problem, so there is no theoretical basis for applying the above-mentioned methods to the time-series prediction. The wrong usage limits the accuracy of the predicted results, which is observed as the obvious ''time-shift'' error in the prediction curve, leading to the predicted state inconsistent with the actual situation. To fill the gap, a deep recurrent belief network (DRBN) model for the transformer state prediction was proposed based on the time-series theory and oil chromatography data characteristics. In this model, the construction shortage of DBN in time-series prediction was analyzed as a prototype pattern to structure the stereoscopic mapping relation. The selfadaptive delay network based on the principle of autocorrelation, together with the corresponding error feedback network, realized the stereoscopic flow of data in multi-dimensional space and, thus, ensured the model's valid expression of the time-domain correlation. In addition, the cross-entropy loss function, based on the Kullback-Leibler divergence and the Weibull distribution with an obvious characteristic of DGA, was constructed to eliminate the uncertainty of initialization process and also effectively control the direction and step size of the error gradient. The examples in the field were used to verify the method to find that the model proposed in this paper can availably overcome the ''time-shift'' error, and its prediction accuracy can reach more than 95.16%.
I. INTRODUCTION
Transformer is key equipment in the power system. Its operating state directly affects the reliability of the regional power network [1] , [2] . Dissolved Gas Analysis (DGA) is among the most reliable methods for state estimation and fault diagnosis of oil-immersed transformer [3] . International Electrotechnical Commission (IEC) recommended it as the main test method for the state evaluation of oil-immersed power equipment [4] . The analysis results of oil chromatography online monitoring data can be used to effectively predict the development trend of equipment state, so as to timely avoid the The associate editor coordinating the review of this manuscript and approving it for publication was Dong Wang.
occurrence of irreversible insulation damage, and thus ensure and improve the safety and stability of the power system.
In recent years, the Deep Belief Network (DBN) has been widely used in trend prediction thanks to its advantages in dealing with complex nonlinear problems. The network is composed of Restricted Boltzmann Machine (RBM) based on the energy model. In order to enhance the network's performance over complex dynamics, the RBM unit was closely combined with the error feedback process that could help to eliminate the error [5] , [6] . In addition, the Comparison Divergence algorithm has been adopted to optimize the original Gibbs sampling process, which would improve the computational efficiency of the network and realize the accurate expression of complex scenarios. As the DGA data has strong nonlinear properties, it is difficult for the conventional mathematical model to grasp its fluctuation trend. Unexpectedly, DBN is incorrectly in the prediction of time series such as oil chromatography.
A large number of studies have been carried out on timeseries prediction with the application of DBN, but with the prediction error manifested as the ''time-shift'' error on the time scale and the ''amplitude'' error on the amplitude scale [7] - [10] . Liang applied DBN to power system load prediction, and then the predicted values were optimized and reconstructed by particle swarm algorithm. However, the predicted results were found with ''time-shift'' error [7] . Dai et al. applied DBN in the prediction of transformer oil chromatography. Despite that the prediction accuracy of DBN has been improved in comparison with the Back Propagation Neural Network (BPNN), there still witnessed the same error as mentioned above in the previous study [8] . In other fields, an obvious ''time-shift'' error has also been found in the DBN network prediction results, as shown in Figure 1 . Surprisingly, the similar ''time-shift'' error was found in the DGA prediction model based on SVM [10] . The main reason for this error is that DBN has limited ability to express time-series data. At present, there have been few studies on the source of the error and the suppression method.
In order to address the ''time-shift'' error, a series of mathematical models including the Grey Model (GM), Recurrent Neural Network (RNN) and Long Short Term Memory Network (LSTM) has been proposed successively [11] - [13] . The RNN, among others, is a model structure with historical memory [14] , [15] . Compared with the multilayer perceptron, this network increases the feedback path of the time dimension, so it is especially suitable for modeling sample data with strong correlation time-series information. The prediction of temporal sequence for oil chromatography data is a typical application of strong correlation time-series information processing, which determines that RNN can effectively overcome the ''time-shift'' error in complex nonlinear timeseries prediction.
Therefore, the Deep Recurrent Belief Network (DRBN) was proposed for transformer state prediction in the present research. This model constructed a deep network structure with time-series correlation characteristics, eliminated the ''time-shift'' error in the prediction results, and corrected the error's iterative update process, ensuring that the error flows simultaneously between and within the network layers. In addition, a cross-entropy loss function based on KullbackLeibler divergence was proposed to deal with the uncertainty in the initialization process, which effectively controlled the direction and step size of the error gradient.
II. TYPES OF TIME-SERIES DATA OF DGA
The dissolved gases constantly generated alongside insulation cracking, namely the CH 4 , C 2 H 6 , C 2 H 4 , C 2 H 2 , H 2 , CO, CO 2 , O 2 , are affected by such environmental factors as temperature, pressure, moisture, cavity material, etc. The absolute value of the gas concentration at the current time is called the cross-sectional data, which can only represent the states or parameters at the current time. As time goes on, different cross-sectional data are sequentially arranged on the time scale, which constitutes the time-series data of oil chromatography [16] , [17] .
The temporal sequence prediction for oil chromatography data is fundamentally different from the classification of the data. Compared with data classification, the oil chromatography data prediction not only contains the mapping relation between gas concentration and the corresponding states, but also includes the mapping relation between the same gas at different times and the same states at different times. On this basis, the time prediction adds a time dimension path, through which data at different times can be mapped to each other. The mapping relation of oil chromatography temporal sequence prediction is shown in Figure 2 .
III. COMPARING THE PERFORMANCE OF COMMON MODELS IN TIME-SERIES PREDICTION OF DGA A. DBN MODEL
The training process of DBN consists of two parts, including the local optimization of the RBM and the global error updating from the output layer to the input layer. As the iterative calculations go on, the model output gets closer to the label value [18] , [19] . The network topology is shown in Figure 3 .
With the time-series regression, DBN weakens the correlation of data in the time dimension and thus the ''time-shift'' error is inevitably generated. The error is expressed as ''timeshift'' of 1-5 time units, and the uncertainty mentioned above is difficult to be eliminated by moving data coordinates. Especially for the oil chromatography data with strong nonlinear characteristics, this error has more obvious interference to the prediction results. It can be seen from the model topology diagram that DBN can only be used to address cross-sectional data, as is determined by the network structure itself.
The input layer of DBN is an RBM unit. The structure of the unit shows that the neurons in the same layer are not connected whilst those in the adjacent layers are fully connected. In this structure, the input variables are independent and the correlation between the input variables is ignored. Therefore, the main error type of DBN is ''time-shift'' error, which comes from structural defects. In order to eliminate the prediction error, a model with a strengthened ability to indict time-series data should be proposed by building a network model that can significantly express the influence of historical data.
B. RNN MODEL
The most outstanding structural characteristic of RNN is its feedback loop with time delay function, which constructs the channels with variable long memory function and has the ability to deal with time-series data. The topology of RNN is shown in Figure 4 . The output value of the hidden layer unit at the previous time will be delayed to participate in the network operation at the next time. This kind of network with delay units takes into account the correlation of data to data in the cross-sectional data and that of time to time in the time dimension. It can, therefore, achieve good application effect in the processing of stable time-series data.
The oil chromatography data has extremely strong nonlinear properties. Though RNN has limited ability to express complex laws, there is no delay error generated in the model. The time-series curve of its predicted results is shown in Figure 5 . With the DBN model, the prediction accuracy can reach more than 90%. But there remains the ''time-shift'' error which could affect the state prediction. In comparison, the prediction accuracy with RNN is not as high, whilst the ''time-shift'' error of the result is rather minor. Therefore, RNN has a strong ability to express the temporal correlation of data.
The performance of other mathematical models in the prediction of oil chromatography data is shown in Table 1 . Due to the big influence of kernel function, SVM is not good at expressing nonlinear problems, and there is no clear rule for the construction of kernel function [11] . GM is a short-term prediction model, which performs poorly in long-term trend prediction [13] . RNN model can significantly eliminate the ''time-shift'' error, thanks to its time-domain path reflecting the flow of historical data. The main error of BPNN and DBN in the prediction problem is the ''time-shift'' error [20] .
IV. DRBN FOR TRANSFORMER STATE PREDICTION
The topology of DRBN is shown in Figure 6 . Its model structure is mainly composed of three parts: the forward generation network, the self-adaptive delay network and the error feedback network.
The forward generation network consists of the input layer, the multiple hidden layers, and the output layer. After it is reconstructed by multiple RBM units, the oil chromatography data will finally be transferred to the label layer, as is shown by the grey arrow in Figure 6 . The self-adaptive delay network is composed of the last hidden layer and the multiple time dimension pathways, which can realize the intercommunication between relevant time and current time data to represent the correlation of time-series, as is shown by the shaded arrow. The error feedback network is made up of the error feedback processes of the time dimension and the crosssectional dimension. As is shown in the white arrow and the reverse shadow arrow, the network can guarantee the stereo network correction and ensure both efficiency and accuracy of the calculation.
A. CONSTRUCTION OF FORWARD GENERATION NETWORK
The network consists of n RBM units. The oil chromatography historical data were input into the model through the input layer. The input data underwent continuous reconstruction in each RBM unit. When the reconstruction error reached the set threshold value, the training of the current RBM unit terminated. Different from DBN, the feedback loop with delay parts was established in each RBM units in this paper, which has the function of short-term historical memory. The historical memory data and the current time data extracted by the deep energy model served as the model input, which improves the fitting ability of the network to the complex time-series relations. The output layer is the label corresponding to the data. Network errors were obtained by comparing the labels with the model output. The network parameters were adjusted through the improved fine-tuning process. The list of notations used in the paper is shown in Table 2 .
The training process of RBM is basic and obvious. In order to clear the reasoning and emphasize information transfer between layers in this paper, the section of RBM was deliberately ignored during the formula derivation.
The forward generation calculation process is expressed as follows: Assuming the hidden layer (i-1) contains n neurons and the hidden layer (i-2) contains m neurons, the forward generation process without bias can be expressed as follows:
B. CONSTRUCTION OF SELF-ADAPTIVE DELAY NETWORK
Based on the above analysis, it is inferred that the oil chromatography data has a distinct correlation on the time domain. The self-adaptive delay network was constructed to represent the impact of historical data on the current time, which is mainly composed of the module of self-adaptive discriminating, the module of conditioning output and the module of time delay units group. Its network topology is shown in Figure 7 . The dark arrow represents the process of output and input, the white arrow represents the process of internal information collection, and the shaded arrow represents the process of internal information forward propagation. Finally, the information was collected by the module of conditioning output and passed to the hidden layer. At present, the commonly used time-domain network construction methods mostly adopt the fixed-length time-scale to determine the number of delay parts. However, the chromatography data of transformer oil under different voltage levels and different stages are obviously different. The fluctuation of different gases under different environmental factors is also significantly different. It is therefore difficult to reflect the actual state of the present moment with historical data of a fixed-length time scale. In this paper, a variable-length timescale selection method based on the autocorrelation of timeseries theory was proposed.
The autocorrelation of time-series theory refers to the correlation degree between the values of the same data set at any different times, which can be used to evaluate the correlation between discrete sampling points within the sequence. If the current oil chromatography is x(t), the Autocorrelation Coefficient r(k) can be obtained through the following function: where, k is the number of delay units, x(t + k) is the oil chromatography before k time units,x is the sample average of the time series, c 0 is the sample variance of the time series. This index represents the gas concentration correlation between the current time and several delayed times. The autocorrelation coefficients of oil chromatography data of 1-20 delay units were calculated, and the result of CO gas was shown in Figure 8 . In this figure, the horizontal axis shows the number of delay parts whilst the vertical axis marks the Autocorrelation Coefficient (AC). The higher the AC is, the stronger the correlation between the two series on the time dimension will be.
In order to ensure the validity of the temporal sequence prediction, this paper holds that when the AC is bigger than 0.85, there is a significant correlation between the same data at different times. The selection of this threshold is the empirical value by carrying out a large number of tests, which has instructive significance for the prediction of the DGA time series. In this paper, six-time delay pathways were constructed, representing the influence of the first unit until the first 6 units of historical data on the current time. This modeling technique has realized the dynamic length selection of the time-scale historical data.
C. CONSTRUCTION OF ERROR FEEDBACK NETWORK
The construction of the error feedback network ensures that the network can approach the optimal direction to obtain the global superior solution finally. Compared with the simple classification, the error feedback network of prediction based on time-series data was carried out simultaneously in the cross-sectional dimension and time dimension. If the output value of the model is set asÔ(t), the model error at time t is as follows:
The error gradient δ i (t) is the derivative of the error. In the feedback processing, the error was extended in two different directions:
1) Error E 1 (t) is extended in the cross section. Suppose the error gradient along this direction is δ i−1 (t), according to equation (2) , this part of error is only related to the weight U (t). The error gradient δ i−1 (t) can be obtained as follows:
Its error gradient is as follows:
The chain rule is presented as follows:
The error gradient that is extended in the cross section is as follows:
2) Error E 2 (t) is extended along the direction of the time axis, and the error gradient along this direction is set as δ i (t-1). Similarly, according to equation (2) , this part of error is only related to weight W (t). The error gradient δ i (t-1) can be obtained as follows:
Similarly, the error gradient is presented as follows:
D. LOSS FUNCTION OF OIL CHROMATOGRAPHY BASED ON CROSS-ENTROPY PRINCIPLE
There are obvious Weibull distribution characteristics for oil chromatography data. The characteristics mentioned above can be used for reference to the loss function, which provides the basis for the convergence procedure. Therefore, a loss function based on the cross-entropy principle is used in this paper. By comparing the distribution of the model output and the original gas concentration data set, this loss function calculates and optimizes the information increment in the time domain [21] , [22] . Suppose the oil chromatography data sample obeys the Weibull distribution P and the model output obeys the sample Q, the formula of Kullback-Leibler (KL) divergence is expressed as follows.
where, the p(x i ) is the Weibull distribution value of actual oil chromatography data, q(x i ) is the distribution value of predicted oil chromatography data. The equation (12) consists of 2 parts. Its constant part could be ignored as it does not VOLUME 7, 2019 participate in the calculation of cross-entropy increase. The remaining part is taken as the loss function, called the crossentropy function H (p, q).
The H (p, q) reflects the mapping ability of the network model to the label distribution. If the value is close to 0, it indicates that the network model can effectively express the data rules.
E. MULTIDIMENSIONAL EVALUATION INDEX SET OF TIME-SERIES OF OIL CHROMATOGRAPHY
Based on the oil chromatography data, the time-series multidimensional evaluation index set was proposed. This index set contained 4 indexes including the Mean Absolute Percent Error(I MAPE ), the 95% Confidence Interval of Error(I CIE ), the Coefficient of Determination(I CD ), and the Cross Correlation Coefficient(I CCC ).
1) The I MAPE is one of the most commonly used prediction evaluation index. Its mathematical definition is presented as follows:
2) The I CIE is the 95% interval estimation of the sample population. This index is used to characterize the dispersion degree of gas concentration prediction error. Suppose the mean value of error is µ e , and the standard deviation of error is σ e , the I CIE of the overall mean will be (µ e − Z 0.025 σ e , µ e + Z 0.025 σ e ).
3) The I CCC is used to measures the similarity between a time series and lagged versions of another time series as a function of the lag. This index can express the correlation degree between the model output and the label value in the frequency domain, and can be used to determine the similarity degree between adjacent signals. Its mathematical definition is presented as follows:
where, the s O is the square root for the coefficient of variation of O(t), the sÔ is the square root for the coefficient of variation ofÔ t . The cross-spectrum is shown in Figure 9 . The origin value of I CCC is used as the reference of the current time.
The numerical meaning of I CCC can be expressed as follows in Table 3. 4) The I CD is used to judge the ratio of the model variance to the total variance. If the value is close to 1.0, it indicates that the model mapping is the main factor of the total variance. The mathematical expression is as follows:
where, SS reg is the regression sum of variance and SS res is the residual sum of variance.
F. THE PROCESS OF TRAINING
The oil chromatography data collected on the experiment site usually has a large number of empty values, continuous values, and singular values. If the original oil chromatography data are not preprocessed, there is a huge risk of divergence in the model. Therefore, the oil chromatography data optimization method described in reference [23] was adopted to correct the abnormal data points existing in the original data. The preprocessing reduces the possibility of model divergence that could be caused by data anomaly. The neural network has many parameters which are the source of its fine regression ability. The initial value of these parameters has an obvious influence on the iterative process of the model. If it is not properly selected, the model divergence is also likely to occur. At present, random initialization is often used to set initial values for network parameters. Consequently, the network is at risk of extreme conditions such as local optimization or iterative divergence at the initial moment. If the initial value of the parameters is not selected properly, the network will easily fall into local optimization and therefore reduces the prediction accuracy.
Moreover, due to the error feedback process of time dimension introduced in the algorithm, the time delay part is initial at the incomplete establishment stage, which also poses risks of model divergence at the initial stage [24] . Therefore, before the training started, the initialization process had been introduced in this paper to initialize the network (weight and bias). The specific method of initialization was DBN, and the setting of key parameters is shown in Table 4 .
As described above, a DRBN was then established on the basis of the initialized network. The preprocessed oil chromatography time-series data was input into the network model. The network training flow chart is shown in Figure 10 . After multistep iteration processes, the network reached the exit condition and the multi-dimensional evaluation was performed.
V. CASE VALIDATION
Taking a series of oil chromatography data from 110kV and 220kV substation main transformer as the sample. Some basic information about the equipment and monitoring data is shown in Table 5 .
A. NORMAL CONDITION
In this section, case A data is used to verify the performance of DRBN model under normal condition, and the predicted results are shown in Figure 11 . 50 consecutively predicted values of H 2 , CH 4 , C 2 H 4 , and C 2 H 6 were captured in the figure respectively. The key parameters of the network were set as shown in Table 4 . The multi-dimensional evaluation indexes output by the model are shown in Table 6 . The I MAPE of the oil chromatography samples of the four different groups was observed to be at a low level, ranging between 1.8% and 2.5%. The I CIE was between +2.5% to −2.5%. It is inferred from these two indicators that there is a low probability of singular prediction value and hence the error of the prediction result is minimal. The I CD of the samples was between 0.72 and 0.87, indicating that the network mapping error (white noise) on the cross section was tiny. The I CCC was between 0.85 and 0.94, which indicates that there is a high accuracy of the network in the time dimension.
Taking the above parameters as an example, the proposed algorithm was compared with the LSTM, DBN, GM and SVM algorithms. The comparison results are shown in Table 7 . It informs that the prediction results of DRBN are more sensitive and accurate to the variation trend of oil chromatography data.
In order to test that the self-adaptive DRBN model based on the autocorrelation of time-series theory has achieved the global optimum, the prediction results of the different number of delay units DRBN was listed in Table 8 . The model structure with the 0 delay unit is the same as the DBN. Verification results, which are consistent with theory, show that the DRBN with 6 delay units has the optimal evaluation index and competitive efficiency. The results are consistent with the theory.
B. FAULT CONDITION
In this section, case B data is used to verify the performance of the DRBN model under fault condition. This case collected the online monitoring data of a 220kV substation #1 main transformer from June 3, 2013 to July 3, 2014. By consulting the analysis report on the operation of the main transformer, it was found that the transformer had two high-temperature overheating faults on March 16 and May 25, and both of them adopted the method of reducing load as fault disposal. Limited by load requirements and line planning, the disposed of transformers continue to operate.
The raw data was divided into 310 groups, each group containing 34 pieces of data. The first 248 groups were taken to form the training set, and the remaining 62 groups were taken to form the test set. The predicted results are shown in Figure 12 . The prediction accuracy under the fault state was about 98%, and the high-temperature fault caused by overload on May 25 (around the 315th day) was accurately predicted. The proposed DRBN model effectively predicted the trend of DGA data in the fault process, and there was no obvious ''time-shift'' error in the predicted results. 
C. MODEL PERFORMANCE UNDER DIFFERENT APPLICATION REQUIREMENTS
To simulate the scenario where higher accuracy is required, the network training times were increased to capture the prediction results. Using the C 2 H 4 concentration data as an example, the training was iterated for 100,000 times and the prediction effect at this time is shown in Figure 13 and Table 9 . The training under such parameters took 7 hours, and the prediction results were evaluated as shown in Table 10 . All the indexes of the network model were improved, and the prediction ability of the network model was further enhanced.
When greater computational efficiency is required, the network should be initialized before the training process so as to achieve the high-precision convergence in a short time. Figure 14 shows the loss function value of the initialized network during the first 15,000 cycles of the training process in comparison with that of the uninitialized network. Under the same training period of about 1 hour, the initialized network could achieve better convergence, and its convergence process appeared to be more stable, especially in the first 4500 cycles.
VI. CONCLUSION
In order to address the ''time-shift'' error in the oil chromatography for the power transformer state prediction, the present research proposed a DRBN model. This paper concludes that: 1) Oil chromatography data prediction involves multidimensional time-series. However, the DBN modeling process does not contain time dimension pathways, and hence the time-domain correlation of oil chromatography data cannot be expressed, which results in an obvious ''time-shift'' error.
2) The proposed DRBN algorithm established a multidimensional time domain pathway based on the autocorrelation principle, reconstructed the error feedback network, added the network initialization process, and eliminated the inaccuracy of DBN in time-series prediction.
3) Verification tests in the field showed, when the iteration number of training reached 100,000 times, the prediction accuracy could reach 99% and the I CCC could reach 0.95. The proposed transformer state prediction method based on the DRBN model had strong generalization performance, which can provide a useful reference for transformer state prediction and fault prediction. 
