In this chapter, we introduce an architecture for rapid serial visual presentation (RSVP)-based brain-computer interface (BCI) systems that use electroencephalography (EEG). Hereafter, we will refer to the coupling of the RSVP protocol with EEG to support a target-search BCI as RSVP-EEG. Our focus in this chapter is on a review of feature extraction and classification algorithms applied in RSVP-EEG development. We briefly present the commonly deployed algorithms and describe their properties based on the literature. We conclude with a discussion on the future trajectory of this exciting branch of BCI research.
Introduction
The rapid serial visual presentation (RSVP) is a method that can be used to extend the brain-computer interface (BCI) approach to enable high throughput target image recognition applications [1] [2] [3] . Using electroencephalography (EEG) signals to label or rank images is of practical interest as many types of images cannot be automatically labeled by a computer [2] . A common example here is to enhance the performance of satellite imagery analysts, by performing selection to get a smaller number of images for later and more detailed inspection [1] . In the RSVP target-search paradigm (see Figure 12 .1), there is a rapid succession of images presented on screen, in which only a small percentage contain target images. Images are typically presented to participants at a very fast speed on a monitor (5-12 images per second). These infrequent target images are known to elicit the P300 event-related potential (ERP), a type of brain response that has a well-established history of study [4] . The idea is that the participant is unaware when a target stimulus is going to appear; hence, its presentation on screen elicits the P300 ERP reflecting the orientation of participant's attention to the stimulus. These brain activity related responses, when extracted, can be used through application of signal processing and machine-learning techniques to enable labeling and/or ranking of images. In order to use an RSVP-EEG BCI in this way, a user must be capable of responding with brain activity patterns that can be identified automatically. In this regard, the use of an "oddball" paradigm to elicit P300 ERP responses is ideal as targets searched for tend to be infrequent in many datasets and the response has characteristic features. Figure 12 .2 shows the stages of a typical BCI system. Preprocessing, feature extraction, classification and postprocessing are classification system components. Changes in any one of these components can alter the performance of a BCI system. Preprocessing refers to denoising signals, i.e., filtering, artifact rejection, normalization, etc. Feature extraction and classification both belong to the machine-learning section and are essential elements of BCI systems. Postprocessing refers to the use July 11, 2018 16: 38 Page 247
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To date, a number of thorough reviews of classification techniques for BCI have been published [5, 6] , but none have been specifically dedicated to the review of feature extraction and classification algorithms used for RSVP-BCI research. More broadly, the RSVP target-detection problem is part of a wider field of study that investigates single-trial detection methods [1, 2, 7] .
In Section 12.2, we give a brief introduction to the RSVP-EEG experimental setup. We then show several spatiotemporal signals that are typically present in RSVP-EEG, which have discriminative properties, e.g., the P300 and N200. It should be noted that the common objective of all BCI systems is to maximize classification accuracy rather than providing an interpretation of the underlying neurophysiology.
Finally, we describe the preprocessing step and the problems of RSVP-EEG data availability in the literature which has impact on algorithm development, reproducibility and benchmarking.
In Section 12.3, we outline common strategies used to extract useful features from RSVP-EEG data, namely, spatial filters achieved using (un)supervised techniques such as independent component analysis (ICA) which aims to find a linear representation of non-Gaussian data so as to maximize a statistical independence metric, time-frequency representation which decomposes RSVP-EEG to the time-frequency domain and some other feature extraction methods. Spatial filtering allows for dimensionality reduction by transforming high spatial dimension EEG to a subspace according to different optimization objectives, e.g., improving the signal-to-noise ratio (SNR). Reducing data dimensionality in this way is often essential to overcoming issues with having relatively fewer training examples than there are a high number of features-a scenario commonly referred to as the "curse of dimensionality."
In Section 12.4, we explore a number of commonly used classification strategies which covers both linear and nonlinear techniques. Linear classification techniques include linear discriminant analysis (LDA), Bayesian linear regression (BLR), logistic regression (LR) and support vector machine (SVM). Nonlinear classification approaches are mainly focused on artificial neural networks (NNs).
Therefore, and overall, this paper aims to survey the different feature extraction and classification techniques used in RSVP-based BCI research and to identify their critical properties, shortcomings and advantages. It also provides newcomers to the RSVP-BCI area with an introduction-a framework within which an analysis of RSVP-EEG data can be understood.
Overview of RSVP experiments and EEG data

RSVP experiment for EEG data acquisition
Data acquisition for RSVP-EEG experiments is typically carried out using two computers. One computer is used for stimulus presentation and the other for recording and monitoring of EEG data from participants. A typical setup is shown in Figure 12 The EEG amplifier is used for recording the EEG signals measured from the participant. When displaying the image sequence to participants, a timestamp for each image must be recorded and aligned with the multichannel time-series EEG captured on the acquisition computer. These are commonly referred to as triggers. In RSVP-based BCI research, triggers are normally sent from the presentation software (e.g., PsychoPy, E-prime) either to the EEG acquisition device directly [7, 8] via a physical port or to the acquisition software [9] . Due to the fast presentation speeds involved with RSVP-EEG, careful attention should be given to ensure that stimulus presentation timings are as expected. We suggest the validation of software triggers in an RSVP experiment against triggers captured using an optical sensor exposed to the presentation screen as this can help to resolve subtle timing issues that may be present [10] .
Brief introduction to RSVP-EEG pattern
The most widely used pattern in the EEG signals acquired during RSVP-BCI is the P300 ERP. The P300 is a complex endogenous response that can be subdivided into a novelty-related P3a component and a posterior occurring component commonly encountered in RSVP-search referred to as the P3b. The discovery of the P300 arose from the confluence of increased technological capability for signal averaging applied to human neuroelectric measures and the impact of information theory on psychological research [11] . The P300 is often characterized by its amplitude and latency, where it is defined as the largest positive-going peak in the time range of 300-800 ms following a stimulus presentation. Its latency and amplitude can vary depending on stimulus modality, task conditions, subject age and other factors [4] . Figure  12 .4 shows an example of a P300 (P3b) response at channel Pz in one RSVP search task. It can be seen that the P300 peak occurs at around 480 ms. The periodic oscillation that can be seen in the ERP average for standard images is due to a steady-state visual evoked potential response [12] . To facilitate presentation of the concepts involved in RSVP-EEG, we make use of the neurally augmented image labeling strategies (NAILS) dataset [13] . This EEG dataset is part of an open data challenge carried out in 2017 [14] . 1 It is worth noting that not all participants display the stereotyped P300 response, with some displaying characteristics such as low amplitude components leading to unfavorable SNR properties. Reasons for this will not be explored here, but further information can be found in [15] .
The P300 is not the only ERP that is commonly encountered when using an RSVP target search paradigm. Earlier, ERPs (notably the N200) are often present alongside the P3 [16] and can be useful in providing discriminative information for classification. In Figure 12 .5, it can be seen that both early-and later-time regions generate discriminative ERP-related activity across participants [13] . 1 EEG data from 1 to 9 participants in NAILS was used in this work. Data collection was carried out with approval from Dublin City University's Research Ethics Committee (DCU REC/2016/099). Each participant completed six different tasks (INSTR, WIND1, WIND2, UAV1, UAV2 and BIRD). For each task, participants were asked to search for specific target images from the presented images (i.e., an airplane has the role of target in UAV1 and UAV2 tasks, a keyboard instrument is the target for the INSTR task, while a windfarm is the target in WIND1 and WIND2 tasks, parrot being the target in BIRD task). Each task was divided into 9 blocks, where each block contains 180 images (9 targets/171 standards); thus, there were 486 target and 9,234 standard images available for each participant. Images were presented to participants at a 6-Hz presentation rate. EEG data was recorded using a 32-channel BrainVision actiCHamp at 1,000 samples/s sampling frequency, using electrode locations as defined by the 10-20 system. Single-trial detection methods are not restricted solely to BCI-related contexts and are often found as part of a researcher's toolkit in developing an analysis pipeline when working with neuroscientific data. What such methods typically strive to accomplish is striking a balance between the neurophysiological interpretability of a model and its complexity. Transparent models are more likely to lend themselves to meaningful interpretations. While a strategy of enforcing simplistic models with few parameters may aid in interpretability, the purpose of RSVP-EEG is to maximize information throughout as defined by some performance metric.
In reality, a BCI can make use of nonneural signal sources present in the EEG. For example, some participants may, without realizing, blink their eyes upon seeing a target in an RSVP experiment, where the eye-blink will impart a large voltage deflection in the EEG. We are primarily concerned, however, with direct neural signal sources in this chapter and strategies to utilize these.
RSVP-EEG data preprocessing and properties
Preprocessing of some kind is generally a required step before any meaningful interpretation or use of the EEG data can be realized. Preprocessing typically involves re-referencing (changing the referencing channel), filtering the signal (by applying a bandpass filter to remove environmental noise or to remove activity in nonrelevant frequencies), epoching (extracting a time epoch typically surrounding the stimulus onset), trial/channel rejection (to remove those containing artifacts), etc. See [17] for further information. In RSVP-EEG, a common average reference or mastoid reference is often used. A bandpass filter (e.g. 0.1-30 Hz) is commonly applied in RSVP-EEG. The EEG signal is preferably analyzed as epochs (i.e., the whole EEG data is cut by using a fixed time window (e.g., 0-1,000 ms) corresponding to each trigger onset) and each segment is named as an epoch. These epochs can then be used for analysis (e.g., feature extraction, classification).
The presence of many artifacts such as those related to muscle movements in the EEG signal can be sometimes removed by using a bandpass filter as the frequencies of interest in RSVP-EEG do not always detrimentally overlap. During RSVP-EEG experiments, it can be very common for eye-blink behavior to occur in response to target images. This perhaps arises as a result of the participant withholding eye-blinks until a target is seen. While this may be favorable for improving the detection rate of targets, without inspection of the data it may lead to erroneous conclusions on what discriminative information is actually driving the performance of a classifier. One common strategy to investigate this involves identifying a spatial component in the EEG signal related to eye-blinks via ICA to determine if it is trial-locked to targets in any way. Additionally, ICA allows for such activity to be in part attenuated. An investigation of commonly used strategies (and subtle pitfalls) can be found in [18] .
Before extracting features from RSVP-EEG data, some critical properties of EEG signals have to be considered concerning the design of an RSVP-based BCI system:
• Low SNR: EEG in noninvasive BCI has an inherently poor SNR and task-related ERPs are typically overwhelmed by strong ongoing EEG background activity in single trials; • Overlapping epochs: There is substantial overlap between adjacent target epochs and standard epochs because of the short interstimulus interval used in the RSVP paradigm;
• Imbalanced datasets: Target images are overwhelmed by standard images in an RSVP application which leads to an imbalanced classification problem.
These critical properties have to be considered before feature extraction. The last one can be overcome through cost-sensitive learning [19] , while the first three are inherent challenges in the design of an RSVP-based BCI system. Two main differences between the RSVP-EEG paradigm and other ERP paradigms are that the former requires single-trial detection in the presence of overlapping epochs. Traditional ERP analysis typically computes a grand average ERP where phase-locked activity in the signal remains after averaging, whilst other nonlocked background activity increasingly attenuates as more trials are averaged. For example, the P300 speller is an ERP paradigm that has been a benchmark for P300 BCI systems. In this paradigm, each desired symbol is spelt several consecutive times by a participant where the epochs corresponding to each row/column are averaged over the trials. This averaging process is able to improve the EEG SNR for the system because averaging reduces the contribution of random background EEG oscillations [20] . This repetition of an image stimulus is not always applicable in the RSVP-EEG paradigm because it can introduce unintentional behaviors such as a participant attending to an image due it being a salient repetition rather than it being a target. In single trial detection, low SNR is a challenge for the detection of discriminating ERP activity. Furthermore, the overlapping epoch's problem may contribute to overfitting when training a machine-learning model [21] . In summary, low SNR and overlapping epochs are two challenging problems for RSVP-EEG when compared to other ERP paradigms.
Performance evaluation metrics
A machine-learning model's performance can be evaluated by a variety of evaluation metrics. Area under the receiver operating characteristic (ROC) curve (AUC) is widely used as it illustrates the discriminative ability of a binary classifier system as its discrimination threshold is varied [22] . One may want to adjust this threshold for example to optimize for fewer false positives at the cost of more false negatives. ROC-AUC is the most widely used evaluation metric in RSVP-EEG research [1, 2, 7] . However, ROC-AUC score may not be suitable when evaluating some real-world systems because it gives an unified measure of the performance of a classifier across all potential thresholds and in effect sidesteps the issue of the impact of threshold selection. July 11, 2018 16: 38 Page 253
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Balanced accuracy (BA) is well suited for evaluating RSVP-EEG systems that utilize binary classifications [23] . BA can be calculated as below:
where sensitivity = (TP/(TP + FN )) and specificity = (TN /(TN + FP) ).
Choosing evaluation metrics critically depends on the application. For example, if the classification system is used to rank target above standard images, then AUC would be the preferred evaluation metric. If the classification system is designed to give a binary classification (target vs standard), then BA can be a good evaluation metric. Both ROC-AUC and BA are robust to targets/standards ratio imbalances in dataset.
Feature extraction methods used in RSVP-based BCI research
The challenge for feature extraction methods is to find intrinsic characteristics of the EEG signals that relate to certain cognitive responses. Feature extraction in BCI systems plays an important role since it can greatly affect the SNR and the classification strategy used, which in turn determines the performance of the BCI. This section focuses on extracting RSVP-EEG from three aspects: (1) spatial filtering (supervised and unsupervised); (2) time-frequency representation; (3) other feature extraction methods.
Spatial filtering
Supervised spatial filtering
As mentioned in the previous section, RSVP-EEG data suffers from low SNR and often high spatial dimensionality. Spatial filtering is an efficient technique for mitigating these concerns. In the area of BCI research, xDAWN [24] , beamformer [25] and common spatial pattern (CSP) [26] are widely used for generating supervised spatial filters. In this chapter, we focus on three methods for generating spatial filters: xDAWN, CSP and LDA beamformer. For xDAWN, the goal is to maximize the signal-to-signal-plus-noise ratio (SSNR), whereas for CSP, the goal is to maximize the ratio between the discriminative activity and the common activity, leading to optimal variances for the discrimination of two types of stimulus EEG signals. LDA beamformer is used for source signal reconstruction where it maximizes the SNR.
Problem formulation: Let X ∈ R C×T be EEG epochs corresponding to each image stimulus, where C is channel number and T is epoch time length. The problem of spatial filtering is to find a set of projection vectors (each comprised of weights for each channel) w ∈ R C×n (n is the number of components) to project X to a subspace, where w is calculated by different algorithms, i.e., xDAWN, beamformer, CSP, etc. CSP: CSP generates sets of channel weightings that can be used to project multichannel EEG data into a low-dimensional subspace, where this transformation can maximize the variance of two-class signal matrices. Let X + (i) ∈ R C×T and X − (i) ∈ R C×T be the ith event locked EEG epochs (C is the channel number and T is the time length) in two experimental conditions, i.e., X + (i) for the target image condition and X − (i) for the standard image condition. Covariance matrices in the two conditions can be estimated as
where " " denotes the matrix transposition and c ∈ R C×C . The CSP optimization problem can be formulated as
This optimization problem is given by the simultaneous digitalization of the two covariance matrices. This can be achieved by solving the generalized eigenvalue problem:
Note: The objective of CSP is to maximize the variance in one class while minimizing the variance in the other class. Maximizing the variance in this way corresponds to maximizing the frequency-power of target-related activity in the signal. When using CSP, multiple spatial filters will be obtained and crossvalidation is normally deployed to choose a spatial filter(s). This strategy can be adapted to use multiple different band-passed versions of the same EEG signal epoch to leverage different sources of discriminative information present across different frequencies (that often also differ in spatial characteristics). CSP is widely applied in motor imagery-based BCI [27] . In Yu's work, CSP has been applied for producing spatial filters for RSVP-based BCI [8] .
xDAWN:
The xDAWN algorithm has been successfully applied in the P300 speller BCI application [24] . The basic goal of xDAWN is to enhance the SSNR of the responses corresponding to the target stimulus. Let recorded signals be X X X ∈ R Nt ×Ns , where N t is the time length of recorded EEG signals and N s is the number of channels. It considers the following model: where D ∈ R Nt ×Ne (N e is the number of temporal samples of ERP corresponding to the target stimulus) is the real Toeplitz matrices and A is the ERP response to the target. D has its first column elements set to zero except for those that correspond to a target stimulus onset and H is the on-going EEG activity.
The problem statement for xDAWN becomes how to estimate the spatial filter for (12.6) such that the synchronous response is enhanced by spatial filtering:
where U ∈ R Ns×N f (N f is the number of spatial filters). The optimized solution can be achieved bŷ
Trace(U X XU) (12.8) whereÂ is the least squares estimation of response A. More details about the computation method can be found in [24] .
Note: Separately from CSP, the numerator in xDAWN in (12.8) is the ERP response rather than target EEG epochs, i.e., ERP response being the mean value of target EEG epochs. xDAWN aims to enhance the SSNR of the response corresponding to the target stimulus and it is originally designed for enhancing the P300 evoked potential for the P300 speller BCI [24] . Similar to CSP, xDAWN generates multiple spatial filters as well. It is suggested to use crossvalidation to determine the number of spatial filters. In recent published work, xDAWN has been applied to RSVP-based BCI for spatial filtering [28] .
LDA beamformer: LDA beamformer has been proposed to maximize the SNR of EEG in a way which is robust to correlated sources [29] . The generation of a spatial filter using LDA beamformer is comprised of three steps: (1) spatial pattern estimation; (2) covariance matrix estimation; (3) spatial filter optimization. Let column vectors p 1 ∈ R C×1 and p 2 ∈ R C×1 be the spatial pattern of a specific component in two different experimental conditions, where C is the number of channel. We denote the difference pattern as p := p 1 − p 2 and the covariance matrix ∈ R C×C . The optimization problem for the LDA beamformer can be stated as 256 Signal processing and machine learning for brain-machine interfaces Note: Separately from the previous two methods, the LDA beamformer method generates an optimal spatial filter (only one spatial filter) that maximizes the SNR. One optimal projection vector may not be able to fully capture all available information from the original EEG epoch due to the sources of variability such as different spatial characteristics of early and late target-discriminative ERPs across tasks and participants. Therefore, multiple time window LDA beamformers (where the researcher trains the LDA beamformer in multiple time windows) are often applied for improved performance with RSVP-based EEG data.
So far we have introduced three supervised approaches to generate useful spatial filters. After applying the spatial filter(s) to the original epoch, it can be appreciated that the dimensionality of the projected subspace has been reduced significantly and that this subspace signal may have different properties (optimized SSNR for xDAWN, optimized SNR for LDA beamformer, maximum difference of variance between two classes for CSP) depending on which algorithm has been used for generating the spatial weightings. This projected subspace can then be used as the basis of a feature set for training a practical classifier. It is worth noting that the overall effect of employing spatial filtering methods is an improvement in the SNR, a reduction in computation cost and a more favorable situation for many classification algorithms that suffer issues with high-dimensional feature vectors (particularly when few training examples are available). These are desirable properties of a signal processing pipeline for RSVPbased BCI.
Unsupervised spatial filtering
ICA: EEG source activity refers to the time-varying far-field potentials arising within an EEG source and volume-conducted to the scalp electrodes. The recorded EEG signals are then, according to this interpretation, the summation of neural activity, contributions of nonbrain sources such as scalp muscle, eye movement and cardiac artifacts, plus (ideally small) electrode and environmental noise [30] . Successful separation of contributions from these nonneural activity related sources can improve the SNR of the signals of interest. ICA is a technique that can aid here and can be used to find linear representations such that time-series signals obtained via its components' projections are statistically independent from each other (or as independent as possible). Such a representation is capable of capturing the essential structure of the data in many applications, including feature extraction and signal separation [31] . Essentially, ICA produces a matrix of spatial filters. ICA has been widely applied to EEG signal fields for denoising [32] and artifact removal [33] . Figure 12 .6 illustrates the characteristics of three independent components (ICs) corresponding to eyeblinks, P300 activity and other trial locked ERP activity, respectively. From the IC plots (left), it is noticeable that different signal sources have different IC localizations, i.e., eyeblink is distributed frontally while the P300 is localized posteriorly. From an ERP image and [34] . For multivariate datasets, notably data in a high-dimensional space, PCA can be particularly effective for dimensionality reduction. PCA has been applied in EEG signal analysis for dimensionality reduction [35] and the production of spatial filters [36] . In RSVPbased BCI literature, PCA has only been applied for feature dimension reduction to date [1, 37] .
Figure 12.6 Examples of ICA components (left) and ERP images (right) in Section 12.3.1.2 for eye blink related activity (a), posterior P300 activity (b) and other trial-locked EEG activity (c). The results are generated using one participant's dataset (from NAILS) and only includes only RSVP target related trials
Time-frequency representation
Feature extraction in BCI can be achieved in the time domain, the frequency domain and the combined time-frequency domain. In the time domain, time regions coinciding with ERPs such as the P300 are used when extracting features for singletrial event detection [3] . Frequency domain features such as the amplitudes of μ (8-13 Hz) and β (14-26 Hz) are widely used in sensorimotor control BCI as it has been shown changes occur in these when a participant imagines (or engages) in certain types of movements. However, frequency domain features have not been used in the image RSVP paradigm in the literature to date. Time-frequency representations can be generated using methods such as short-time Fourier transform (STFT) and wavelet transforms. The wavelet transform method is often preferred over STFT in many instances as it produces a time-frequency decomposition of a signal over a range of characteristic frequencies that separates individual signal components more effectively than the STFT method does. A number of other properties of the source signal such as stationarity assumptions should be considered when utilizing one approach over another [38] .
A set of common types of time-frequency features found in RSVP-based EEG has been proposed in Meng's work [39] . In Figure 12 .7, we show the time-frequency mean power generated using target EEG epochs from the NAILS dataset. It can be seen that both high power and strong ITC appear in low frequencies (0-6 Hz) and in two time regions (200-400 and 600-800 ms). The discriminative ERSP-related activity appears in both an early time region and a later time region. The time-frequency representation strongly depends on the type of the image stimulus and the experimental environment.
Other feature extraction methods
In Huang's work, EEG signals from the stimulus onset to 500 ms poststimulus were extracted for each channel and concatenated to form a feature vector [7] . This resulted [40] , where this method estimates EEG signatures of target detection events using multiple linear discriminators, each trained at a different time window relative to the image onset. Since EEG signals contain both spatial and temporal information, a spatiotemporal representation for RSVP-based EEG data has been proposed by Alpert [37] . This representation is divided into two steps: (1) LDA is applied at each timestamp to produce the spatial weights and a spatial weight matrix is then used for mapping original epoch to a new space, and (2) PCA is then used for dimensionality reduction based on the temporal domain, i.e., for each independent channel.
Summary
Feature extraction is an essential step when designing a BCI system because pertinent features can significantly improve performance of the resulting classifier and additionally it can significantly reduce the computational cost. In RSVP-based BCI, discriminative ERP-related activity often occurs in both early and late time region. Feature extraction for RSVP-based BCI is best designed by considering these ERPs' properties.
Survey of classifiers used in RSVP-based BCI research
This section surveys the classifiers used for recognition of target and standard events in RSVP-based BCI systems. Due to the fact that the nonlinear problem has not been well explored in RSVP-based EEG data in the literature so far, this section is divided into linear and NN classifiers. Since deep-learning technology is very popular currently in other application domains such as computer vision and natural language processing, we introduced some deep-learning methods in the NN section.
Linear classifiers
Linear classifiers are widely used for designing BCI applications due to their good performance, often simple implementation and low computational complexity. Four main linear classifiers will be in introduced in this section, namely, LDA, BLR, LR and SVM. In this section, we consider our model as
where y is classifier output, x is the feature vector and b is the threshold.
Linear discriminant analysis
LDA is a supervised subspace learning method which is based on the Fisher criterion, and it is equivalent to least squares regression (LSR) if the regression targets are set Tanaka Ch012.tex [43] to N /N 1 for samples from class 1 and −(N /N 2 ) for samples from class 2 (where N is the total number of training samples, N 1 is the number of samples from class 1 and N 2 is the number of samples from class 2) [41] . It aims to find an optimal linear transformation w that maps x to a subspace in which the between-class scatter is maximized while the within-class scatter is minimized in that subspace. The optimization problem for LDA is to maximize the cost function as below:
where S B is the between-class scatter and S W is the within-class scatter. Regularization is often applied in order to avoid the singular matrix problem of S W [42] . Figure 12 .8 shows the LDA implementation on two different classes with equal covariance and different mean values. The solid line is the projected subspace w where these two classes will be projected by LDA. This transformation enables the best separation between two classes on the subspace w. Details of the method can be found in Duda's book [43] . LDA has very low computational complexity which makes it suitable for online BCI systems. As mentioned earlier, classification of RSVP-based EEG data suffers from the imbalanced data set problem. In Xue's work [44] , he showed that there is no reliable empirical evidence to support that an imbalanced data set has a negative effect on the performance of LDA for generating the linear transformation vector. Consequently, LDA is suitable and has been successfully used in RSVP-based BCI
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Bayesian linear regression
BLR, also named Bayesian linear discriminant analysis, can be seen as an extension of LDA or LSR. In BLR, regularization for parameters is used for preventing overfitting caused by high dimensional and noisy data. BLR assumes the parameter distribution and target distribution are both Gaussian [41] . We introduce LSR as a starting point for the description of BLR. Given the linear model in (12.11), the solution of LSR can be stated as
Note that y = (N /N 1 ) for class 1 and y = −(N /N 2 ) for class 2 here (threshold can be determined by adding a column with all one as the first column in X). LSR does not consider the parameter distribution in this case, and it maximizes the likelihood. For BLR, it considers the parameter distribution and maximizes the posterior. Given the prior target distribution p(y) ∼ N (μ, β −1 ) and parameter distribution p(w) ∼ N (0, α −1 I) (where β and α are the inverse variance), BLR gives the optimized estimation for the parameter:
14)
It can be seen that the optimization of BLR is added with the prior information of parameter and data. Hence, the optimization depends on the hyperparameters β and α. In real-world applications, the hyperparameters can be tuned using crossvalidation or the maximum likelihood solution with an iterative algorithm [41, 45] . BLR has been proven to have very good performance in BCI research [46, 47] .
Logistic regression
LR models the conditional probability as a linear regression of feature inputs. Considering the linear regression model of RSVP-based EEG data in (12.11), the logistic model can be constructed as (12.15) The optimization problem of an LR can be constructed by minimizing the cost function as below: where y ∈ {0, 1} and m is the sample number of two classes. Similar to SVM mentioned earlier, LR can be modified by penalizing different cost terms to each class and the cost function can be modified as below:
where n 0 and n 1 are the numbers of standard and target image clips, respectively.
LR is part of a broader family of generalized linear models (GLMs), where the conditional distribution of the response falls in some parametric family, and the parameters are set by the linear predictor. LR is the case where the response is binomial and it can give the prediction of the conditional probability estimation. LR is easily implemented and has been successfully applied for RSVP-based BCI research [48, 49] .
Support vector machine
An SVM aims to select the hyperplane which maximizes the margins (i.e., the distance from the nearest training samples). In order to overcome the imbalanced classification problem, a weighted support vector machine is proposed [50] . An SVM can be used for linear and nonlinear classification by using the "kernel trick." This consists of mapping data to other spaces using a kernel function κ(x i , x j ). For linear classification, kernel function can be chosen as κ(
2 )), is widely used in the classification area.
SVM has a small number of hyperparameters which need to be tuned manually and this is often done by using crossvalidation. There is already considerable use of SVMs in RSVP-based BCI research [8, 51, 52] .
Other machine-learning algorithms
Here, we have introduced four linear classification algorithms that are widely used in the RSVP-based BCI research area. There are numerous machine-learning algorithms available currently, and we encourage readers to experiment with them. Scikit-learn is a machine-learning library in Python, and it provides lots of machinelearning algorithm implementations. Linear classification methods can be found in the GLMs list.
Note: For the four classifiers above, every method involves hyperparameters except LDA (unless using a regularized version that relies on some parameter selection). We suggest using grid search or maximum likelihood estimation to determine these hyperparameters. K-fold validation can be used for the evaluation of each set of tuned hyperparameters. Importantly, classifier performance should be evaluated on a withheld testset such as an experimental block that does not overlap with the data used for model training or hyperparameter selection.
Summary
To summarize, we have introduced four types of linear classifier from the viewpoints of different optimization objectives. LDA aims to find the subspace which gives the best separation between two classes after projection. BLR uses prior information about data distribution and weights, constraining the estimated weights closer to zeros, which helps to stop overfitting. SVM finds the optimal hyperplane maximizing the margins and it can be applied to nonlinear cases by using the "kernel trick." LR can predict the conditional probability. We recommend using LDA (a regularized form) and BLR for RSVP-based BCI because of their low computational cost and good performance. Recent work in RSVP-based BCI research shows that BLR outperforms LDA and SVM [47] .
Neural networks
NNs is yet another category of classifiers that are increasingly used in BCI research. NN comprises several artificial neurons that can enable nonlinear decision boundaries.
This section is divided into two parts. The first describes the multilayer perceptron (MLP), the most widely used NN, and then some deep-learning techniques are introduced.
Multilayer perceptron
An MLP is minimally comprised of three layers of neurons, namely an input layer, one or several hidden layers and an output layer [53] . In each hidden layer, each neuron is connected to the output of each neuron in the previous layer and its output is the input of each neuron in the next layer. Considering RSVP-based BCI, there is only one output in the output layer. Parameters in MLP can be updated by the BackPropagation algorithms which involve computing partial derivatives to update parameters in the direction of a gradient which decrease the overall loss function [54] .
A number of what are called gradient descent optimization algorithms exist for this purpose [55] .
NN and MLP are very flexible classifiers that can be applied to a great variety of problems because they are universal approximators [5] . Hence, MLP can be applied for almost all machine-learning problems including binary classification or multiclass classification or modeling. The main disadvantage of MLP is overfitting [56] due to the limited training samples especially for targets in RSVP-based EEG data. Therefore, one has to be careful when designing a MLP architecture and regularization is often required [57] .
Some deep-learning techniques
Modern deep learning provides a powerful framework for supervised learning [58] . With more layers and more neurons in layers, a deep network can represent increasingly complex nonlinear patterns, and it has been successfully applied to many fields including computer vision [59] , natural language processing [60] , etc. Since deep-learning implementations in the area of EEG is still rare, we will introduce three representative methods in the deep-learning field, namely, convolutional neural networks (CNNs), recurrent neural networks (RNN) and deep belief nets (DBN).
Convolutional neural networks
CNN is a type of NN that employs a mathematical operation called convolution specialized for processing a grid of values where the arrangement of the values is not arbitrary such as is the case with an image where pixels near to any one pixel tend to be correlated in a meaningful way [61] . Convolutional networks are simply NNs that use convolutions in place of general matrix multiplications in at least one of their layers [58] . CNN has been tremendously successful in many practical applications [62] [63] [64] . CNN leverages three properties that improve learning, namely sparse interactions, parameter sharing and equivariant representations [58] . Sparse interactions are accomplished by the convolution operation while choosing the kernel smaller than the input size. This property enables meaningful features to be extracted from input data. Parameter sharing refers to the fact that each member of the kernel is used at every position of the input with the same parameters. Equivariant representations means that if the input changes, the output changes in the same way [58] .
Since a CNN is capable of extracting features from the input data automatically, CNN has become the most widely used deep-learning architecture in RSVP-EEG research [28, [65] [66] [67] . All of these works have shown that CNN is effective in combining the spatial filtering and the classification steps in an unified way. CNN is also the winning solution to the NAILS competition in the 13th NTCIR conference [21] which shows better performance than traditional methods.
Recurrent neural networks
Different from CNN specialized for processing a grid of values, an RNN is a family of NNs which is designed for processing sequential data such as speech signals [68] . RNN processes the sequence which contains vectors x(t) with the time step index t ranging from 1 to τ [58] .
There are several implementations of RNN in EEG signal analysis and classification [69] [70] [71] . However, RNN implementations on RSVP-based BCI have not been stated in the literature thus far. Since EEG is sequential and the P300 has a temporal property, it is an open question if an RNN can be used effectively in RSVP-based BCI.
Deep belief nets
A deep belief network (DBN) is a generative graphical model which comprises multiple layers of latent variables ("hidden units"), with connections between the layers but not between units within each layer [72] . It provides an efficient way to learn a multiple-layered restricted Boltzmann machine [73] .
A DBN has shown efficacy in RSVP-based BCI from Ahmed's work and it can extract discriminant features from RSVP-based EEG data as well [74] . 
Summary
In this section, we have introduced the use of NN techniques for classification. The first part introduced an MLP framework which is the most classically used NN framework. The MLP has a simple implementation and it is flexible but easily suffers from issues related to overfitting. Deep learning is very popular and has had great success in many real-world applications but often requires very large volumes of data. With better data acquisition and more advanced generative models [75] , it is possible to train better deep network models for RSVP-EEG leveraging very large datasets.
The main difficulty with EEG signals is the potentially very large feature dimensionality when considering all combinations of channel, frequency and time features. This makes feature extraction a very complex step that must cater to inter-subject and intertask variability. In traditional RSVP-based BCI systems, feature extraction and classification are always separated. Deep learning provides a potentially unified way to accomplish this.
Conclusion
In this chapter, we have introduced the main parts in a typical RSVP-based BCI system including RSVP data acquisition, data preprocessing, feature extraction and classification. We focused on the machine-learning architecture (feature extraction and classification) as it is the most important part of a typical BCI system.
We have shown that discriminative patterns in RSVP-based EEG data can appear in different time regions (both early and late), i.e., the P300 is not the only ERP being elicited in the RSVP paradigm. Therefore, we suggest designing a feature extraction method that takes into account the properties of the discriminative ERPs for a given task. A good feature extraction method can not only improve the classifier's performance in the later stage but also reduce the computational cost. In this chapter, we introduce existing feature extraction methods used in the literature so far. We stated the objective of each method and a direct comparison between those methods will be part of future work.
The other part of the machine-learning architecture in an RSVP-EEG BCI system is the classifier. We divided our discussion on classifiers into both linear classifiers and NNs. The choice of the classifier remains difficult and depends mainly on the number of available trials and feature vector dimensionality. Linear classifiers remain popular as they have low computational complexity, are easy to implement and have good performance in classification accuracy. NNs possibly outperform linear classifiers with a large number of trials as deep NNs are able to capture high level features related to the variability of the EEG signals across participants and over time. However, acquiring EEG data is time consuming and the variability in the EEG of a specific participant can change over time, which indicates that the number of trials in RSVPbased BCI is limited. Therefore, the choice of classification method should be capable of training a model with a limited amount of available data. In this aspect, linear classifiers are more preferable than NNs due to fewer parameters in the model which July 11, 2018 16: 38 Page 267
Image RSVP-based BCI 267 in turn can help to prevent overfitting on the noisy and limited RSVP-based EEG data. Here, we suggest to use LDA and BLR in RSVP-based BCI research as they are easy to implement, efficient and have good performance. The area of RSVP-EEG stretches back well over a decade and there has been significant progress in this time. With the emergence of deep-learning approaches, computer vision recognition applications are able to perform at or even above a human level raising questions about whether people are still needed to perform image labeling tasks. We believe that when labeled image datasets are limited, these computer vision system may not perform very well as a typical component to their success is the availability of very large labeled image datasets. In this way, RSVP-EEG may assist in more efficiently labeling large datasets of image content to support this process. Similarly, many image labeling tasks may require subjective (or expert) knowledge about the image that cannot be easily learned by a deep-learning architecture but that may be readily detected when using an RSVP-EEG system. We see these systems as being able to work in a synergistic manner rather than competitively.
