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SMALL SOLUTIONS OF QUADRATIC FORMS WITH CONGRUENCE
CONDITIONS
PRASUNA BANDI AND ANISH GHOSH
Abstract. We consider a system of homogeneous quadratic forms with congruence condi-
tions in n ≥ 3 variables and prove the existence of two linearly independent integral solutions
of bounded height. We also show the existence of small height integral zeros of this system
avoiding a given set of hyperplanes.
1. Introduction
Small integral solutions of quadratic forms have been studied extensively beginning with
work of Thue [12]. A well-known result of J. W. S. Cassels [2] states that, given an isotropic
integral quadratic form Q in n ≥ 2 variables, there exists x ∈ Zn \ {0} such that
Q(x) = 0 and ‖x‖ ≪ H
n−1
2 .
Here and henceforth, H denotes the maximum of the absolute values of the coefficients of
Q and ‖ · ‖ denotes the Euclidean norm on Rn. The implied constant above depends only
on n. Subsequently, there have been many extensions and generalizations of Cassels’s result
along different directions, see for instance [1, 11, 10, 13], and [4] for a recent survey.
In [5], Davenport proved that given an isotropic integral quadratic form in n ≥ 2 variables,
there exists two linearly independent solutions a, b ∈ Zn to
Q(x) = 0
such that
‖a‖‖b‖ ≪ Hn−1.
In ([8],[9]), Kornhauser proved a variation of Cassels’s result for an inhomogeneous quadratic
form in n = 2 and n ≥ 5 variables. Dietmann [6] improved these results and extended them
to 3 and 4 variables. He used the circle method for n ≥ 5 variables and geometry of numbers
techniques for 3 and 4 variables. The proof involves an argument that finding integral solu-
tions of bounded height to inhomogeneous quadratic forms is equivalent to finding integral
solutions of bounded height to quadratic form without linear part along with certain congru-
ence conditions. Also, there have been several results about the distribution of small height
zeros of quadratic forms. In particular Fukshansky [3] proved the existence of small height
zeros of a quadratic form avoiding a given set of hyperplanes. In [7], Dietmann improved
these bounds.
In this paper, we consider a homogeneous quadratic form with a congruence condition in
n ≥ 3 variables and prove the existence of two linearly independent integral solutions of
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bounded height and also small height zeros of this system avoiding a given set of hyper-
planes.
2. Main results
The following Theorem is Proposition 1 of [6] when κ = 0.
Let Q be a nondegenerate quadratic form in n ≥ 3 variables with integral coefficients and
let ∆ = detQ. Let ξ ∈ Zn and η ∈ N. For a prime p, define λ(p) and ν(p) to be largest
positive integers such that pλ(p) | ∆ and pν(p) | η respectively. Let pi(p) = 1 when p = 2 and
pi(p) = 0 otherwise. Define
Θ :=
∏
p:ν(p)>λ(p)+pi(p)
p(s−1)ν(p)−2(s−1)λ(p)
Theorem 2.1. ([6], Proposition 1) let ε > 0. Assume there exists an integral solution to the
system
Q(x) = 0
x ≡ ξ(mod η)
(2.1)
then there exists x ∈ Zn satisfying (2.1) with
(2.2) ‖x‖ ≪


max{η3|∆|2H2, η3H3} if n = 3
max{η9|∆|4H5, η20H8} if n = 4
η1+ε+
n
n−4Θε+
2
n−4Hε+
n2−3n+2
n−4 |∆|ε+
3n+1
n−4 if n ≥ 5
The following Theorem proves the existence of two small linearly independent integral
solutions of system (2.1).
Theorem 2.2. Let Q be a nondegenerate quadratic form in n ≥ 3 variables with integral
coefficients. Let ξ ∈ Zn, η ∈ N and ε > 0. Assume that there is a non-zero integral solution
to the system
Q(x) = 0
x ≡ ξ(mod η)
(2.3)
Then there exists two linearly independent integral vectors a and b satisfying (2.3) such that
(2.4) ‖a‖‖b‖ ≪


max{η34|∆|20H3n+18, η34H3n+28} if n = 3
max{η94|∆|40H3n+48, η204H3n+78} if n = 4
η14+ε+
10n
n−4Θε+
20
n−4Hε+
13n2−44n+28
n−4 |∆|ε+
10(3n+1)
n−4 if n ≥ 5
where the implied constants depends only on n.
In the case of n = 3 we can get much better bounds.
Theorem 2.3. Let Q be a nondegenerate quadratic form on R3 with integral coefficients.
Let ξ ∈ Z3 and η ∈ N. Assume that there is a non-zero integral solution to the system (2.3).
Then there exists two linearly independent integral vectors a and b satisfying (2.3) such that
(2.5) ‖a‖‖b‖ ≪ H4η6| detQ|4
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where the implied constants depends only on n.
The following Theorem proves the existence of small height integral zeros of system (2.3)
avoiding a given set of hyperplanes.
Theorem 2.4. Let Q be a nondegenerate quadratic form and L1, . . . , Lk be non zero linear
forms in n ≥ 3 variables with integral coefficients. Let ξ ∈ Zn, η ∈ N and ε > 0. Assume
that there is a non zero integral solution to the system (2.3). Then there exists a ∈ Zn
satisfying (2.3) and such that Li(a) 6= 0 for 1 ≤ i ≤ k and
(2.6) ‖a‖ ≪


η3H4max{η3|∆|2H2, η3H3} if n = 3
η3H4max{η9|∆|4H5, η20H8} if n = 4
η4+ε+
n
n−4Θε+
2
n−4H4+ε+
n2−3n+2
n−4 |∆|ε+
3n+1
n−4 if n ≥ 5
where the implied constants depends only on n and k.
The proof of this Theorem closely follows the proof of case 1 of Theorem from [7].
3. Preliminary Lemmas
Lemma 3.1. Let {x1, x2, . . . , xn−1} be a linearly independent subset of R
n. Let z ∈ Zn and
M ∈ N. Then there exists xn ∈ Z
n such that {x1, x2, . . . , xn} are linearly independent and
(3.1) xn ≡ z(modM) and ‖xn‖ ≪ M.
where the implied constant depends only on n.
Proof. Let r ∈ Zn be such that r ≡ z(modM) and ‖r‖ ≪ M . If {x1, x2, . . . , r} are linearly
independent, then we are done. So assume {x1, x2, . . . , xn−1, r} are linearly dependent. Then
r ∈ span{x1, . . . , xn−1}. Since {x1, x2, . . . , xn−1} are linearly independent, there exists i ∈
{1, . . . , n} such that {x1, x2, . . . , xn−1, ei} are linearly independent where ei is a standard unit
vector. Let xn = r + eiM . Then {x1, x2, . . . , xn} are linearly independent and xn satisfies
(3.1). 
The following Lemma is an analogue of Theorem 3.1 of [3] with congruence conditions.
Lemma 3.2. Let f(x1, . . . , xn) ∈ R[x1, . . . , xn] be a polynomial of degree m which is not
identically 0. Let z ∈ Zn and M ∈ N. Then there exists q ∈ Zn such that f(q) 6= 0,
(3.2) q ≡ z(modM) and ‖q‖ ≪M.
where the implied constant depends only on m.
Proof. We proceed by induction on n. Suppose n = 1. Then f(x1) is a non-zero polynomial of
degree m and hence has atmostm roots. Let r ∈ Z be such that r ≡ z(modM) and |r| < M .
Consider the set
S = {r, r +M, r + 2M, . . . , r +mM}.
Then |S| = m+ 1. Hence there exists an element q of S such that f(q) 6= 0. It can be seen
easily that q also satisfies (3.2). This proves the Lemma when n = 1.
Now suppose that the Lemma holds for all polynomials in k variables for 1 ≤ k < n. Let f
be a non zero polynomial in n variables. Then there exists q(1) ∈ Zn−1 such that f(q(1), xn)
is a non zero polynomial in xn. From the case of n = 1, there exists qn ∈ Z such that
f(q(1), qn) 6= 0, qn ≡ zn(modM) and |qn| ≪ M .
Now, define
g(x1, . . . , xn−1) = f(x1, . . . , xn−1, qn).
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Then g is a non zero polynomial in n − 1 variables since f(q(1), qn) 6= 0. By the induction
hypothesis, there exists q(2) ∈ Zn−1 such that g(q(2)) 6= 0, q(2) ≡ (z1, . . . , zn−1)(modM) and
‖q(2)‖ ≪ M . Let q = (q(2), qn). Then f(q) 6= 0 and q satisfies (3.2). 
4. Proofs of Theorems 2.2 and 2.3
Theorem 2.2 follows from the following Proposition by observing that (m, η) = 1 implies
there exists m′ ∈ Z such that mm′ ≡ 1(mod η) and |m′| ≤ η,
Proposition 4.1. Let Q be a nondegenerate quadratic form in n ≥ 3 variables with integral
coefficients. Let ξ ∈ Zn and η ∈ N. Let ε > 0. Assume that there is a non-zero integral
solution to the system
Q(x) = 0
x ≡ mξ(mod η)
(4.1)
for some m ∈ Z with (m, η) = 1. Then there exists two linearly independent integral vectors
a and b satisfying (4.1) such that
(4.2) ‖a‖‖b‖ ≪


max{η32|∆|20H3n+18, η32H3n+28} if n = 3
max{η92|∆|40H3n+48, η202H3n+78} if n = 4
η12+ε+
10n
n−4Θε+
20
n−4Hε+
13n2−44n+28
n−4 |∆|ε+
10(3n+1)
n−4 if n ≥ 5
where the implied constants depend only on n.
Proof. Suppose 0 is a solution of (4.1). This implies η | ξ. Since Q(x) = 0 has a non-zero
integral solution, by Theorem 1 of [5] there exist two linearly independent integral solutions
u, v of Q(x) = 0 such that
‖u‖‖v‖ ≪ Hn−1
Let a = ηu, b = ηv. Then a, b are two linearly independent integral vectors satisfying (4.1)
and
‖a‖‖b‖ ≪ η2Hn−1
Thus (4.2) holds.
Now assume that 0 is not a solution of (4.1). Then ξ 6= 0. Without loss of generality, we
may assume that ξ is primitive. Let a be an integral vector satisfying (4.1) such that ‖a‖ is
least. Then by Theorem 2.1, we have
(4.3) ‖a‖ ≪


max{η3|∆|2H2, η3H3} if n = 3
max{η9|∆|4H5, η20H8} if n = 4
η1+ε+
n
n−4Θε+
2
n−4Hε+
n2−3n+2
n−4 |∆|ε+
3n+1
n−4 if n ≥ 5
Since a 6= 0, we get that a is primitive. Indeed, for a prime p if p | a, then (p, η) = 1 since ξ
is primitive. This implies that (1/p)a satisfies (4.1) contradicting the minimality of ‖a‖.
Let E be the n− 1 dimensional space through origin perpendicular to the vector a. Denote
by Γ the projection of Zn onto E. Then Γ is a lattice in E of determinant ‖a‖−1. Denote
by q1, . . . , qn−1 the successive minima of the n− 1 dimensional lattice Γ. Then
‖q1‖ = min{‖q‖ : q ∈ Γ \ {0}}
‖qi‖ = min{‖q‖ : q ∈ Γ and q, q1, . . . , qi−1 are linearly independent} for 2 ≤ i ≤ n− 1
(4.4) ‖q1‖ ≤ ‖q2‖ ≤ . . . ≤ ‖qn−1‖.
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By Minkowski’s second theorem, we have
(4.5) ‖q1‖ · · · ‖qn−1‖ ≪ ‖a‖
−1
By definition of Γ, for 1 ≤ i ≤ n− 1 there exists ti ∈ Z
n such that
(4.6) ti = qi + αia for some αi ∈ R with |αi| ≤ 1.
Since a, qi are linearly independent, we have
(4.7) ‖ti‖
2 ≤ ‖qi‖
2 + ‖a‖2.
Since {a, q1, . . . , qn−1} are linearly independent, we get that {a, t1, . . . , tn−1} are linearly
independent. Now, consider the linear subspace
S := {x : Q(a, x) = 0}.
Since Q is nondegenerate, ti /∈ S for some i. Denote by r the least positive integer such that
tr /∈ S. Then Q(a, ti) = 0 for all 1 ≤ i ≤ r − 1 and Q(a, tr) 6= 0.
Case 1: Suppose there exists i ∈ {1, . . . , r − 1} such that Q(ti) = 0.
Let j be the least such that Q(tj) = 0. Then Q(tk) 6= 0 for 1 ≤ k ≤ j−1. Since Q(a, tk) = 0,
we have Q(qk) = Q(tk). Therefore
H‖qk‖
2 ≫ |Q(qk)| = |Q(tk)| ≥ 1
which implies
(4.8) ‖qk‖ ≫ H
−1/2 for 1 ≤ k ≤ j − 1.
Using (4.4), (4.5) and (4.8), we get
(H−1/2)j−1‖qj‖
n−j ≪ ‖a‖−1
which implies
(4.9) ‖qj‖ ≪ H
j−1
2(n−j) ‖a‖
−1
n−j .
Now, let b = a+ ηtj . Then b satisfies (4.1) and a, b are linearly independent.
‖a‖‖b‖ = ‖a‖‖a+ ηtj‖ ≤ ‖a‖
2 + η‖a‖‖tj‖
≤ ‖a‖2 + η‖a‖(‖qj‖+ ‖a‖) ( by 4.6)
≪ η‖a‖2 + ηH
j−1
2(n−j) ‖a‖1−
1
n−j ( by 4.9)
≪ η‖a‖2 + ηH
n−3
4 ‖a‖1−
1
n−1
which gives
‖a‖‖b‖ ≪
{
ηH(n−3)/4‖a‖2 if ‖a‖ > 1,
ηH(n−3)/4 if ‖a‖ ≤ 1.
Using (4.3) to bound ‖a‖, it is easy to see that (4.2) holds.
Case 2: Suppose that Q(ti) 6= 0 for all 1 ≤ i ≤ r − 1.
Then
H‖qi‖
2 ≫ |Q(qi)| = |Q(ti)| ≥ 1
which implies
(4.10) ‖qi‖ ≫ H
−1/2 for 1 ≤ i ≤ r − 1.
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Using (4.4), (4.5) and (4.10), we get
(H−1/2)r−1‖qr‖
n−r ≪ ‖a‖−1
which implies
(4.11) ‖qr‖ ≪ H
r−1
2(n−r)‖a‖
−1
n−r .
Hence,
(4.12) ‖qr‖ ≪
{
H(n−2)/2‖a‖−1/(n−1) if ‖a‖ > 1,
H(n−2)/2‖a‖−1 if ‖a‖ ≤ 1.
Case 2.1 Assume that Q(tr) 6= 0.
Let
x(1) = Q(tr)a− 2Q(tr, a)tr.
Then Q(x(1)) = 0 and a, x(1) are linearly independent.
By (4.6), we have
x(1) = Q(qr)a− 2Q(qr, a)qr
and hence,
(4.13) ‖x(1)‖ ≪ H‖qr‖
2‖a‖.
For a prime p | η, define l(p) to be the largest integer such that pl(p) | Q(tr). Then
(4.14)
∏
p|η
pl(p) ≤ |Q(tr)|.
Let
M = η
∏
p|η
p2l(p) and N =
∏
p|η
p2l(p).
By Lemma 3.1, there exists z′ ∈ Zn such that z′ ≡ tr(mod M), {a, x
(1), z′} are linearly
independent and
(4.15) ‖z′‖ ≪ M.
Now, define
x(2) = Q(z′)x(1) − 2Q(z′, x(1))z′.
Then Q(x(2)) = 0 and
x(2) ≡ Q(tr)
2a (mod M).
This implies that
N−1x(2) ≡ ma (mod η)
for some m ∈ Z with (m, η) = 1. Since a satisfies the congruence condition in (4.1), we get
N−1x(2) ≡ mξ (mod η)
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for some m ∈ Z with (m, η) = 1. Let b = N−1x(2). Then b is an integral solution of the
system (4.1). This implies b 6= 0; hence both Q(z′), Q(z′, x(1)) cannot be zero. This shows
that a, b are linearly independent since {a, x(1), z′} are linearly independent. Now,
‖a‖‖b‖ = N−1‖a‖‖x(2)‖
≪ HN−1‖a‖‖x(1)‖‖z′‖2
≪ H2N−1M2‖qr‖
2‖a‖2 (by (4.13), (4.15))
≪ H2η2|Q(tr)|
2‖qr‖
2‖a‖2 (by (4.14))
≪ H4η2‖tr‖
4‖qr‖
2‖a‖2.
Using (4.7), we get
‖a‖‖b‖ ≪
{
η2H3n−2‖a‖
6n−8
n−1 if ‖a‖ > 1
η2H3n−2‖a‖−4 if ‖a‖ ≤ 1
which gives
‖a‖5‖b‖ ≪
{
η2H3n−2‖a‖10 if ‖a‖ > 1
η2H3n−2 if ‖a‖ ≤ 1.
Using (4.3) to bound ‖a‖, it is easy to see that (4.2) holds.
Case 2.2: Assume that Q(tr) = 0.
Let z = a + tr. Then Q(z) = 2Q(a, tr) 6= 0. For a prime p | η, define l(p) to be the largest
integer such that pl(p) | Q(z). Then
(4.16)
∏
p|η
pl(p) ≤ |Q(z)|.
Let
M = η
∏
p|η
pl(p) and N =
∏
p|η
pl(p).
By Lemma 3.1, there exists z′ ∈ Zn such that z′ ≡ z(modM), {a, tr, z
′} are linearly inde-
pendent and
(4.17) ‖z′‖ ≪ M.
Now, define
x(2) = Q(z′)tr − 2Q(z
′, tr)z
′.
It is easy to check that Q(x(2)) = 0 and
x(2) ≡ −Q(z)a (modM).
This implies
N−1x(2) ≡ ma (mod η)
for some m ∈ Z with (m, η) = 1. Since a satisfies the congruence condition in (4.1), we get
N−1x(2) ≡ mξ (mod η)
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for some m ∈ Z with (m, η) = 1. Let b = N−1x(2). As in Case 2.1, it follows that b is an
integral solution of the system (4.1) and a, b are linearly independent. Now,
‖a‖‖b‖ = N−1‖a‖‖x(2)‖
≪ HN−1‖a‖‖tr‖‖z
′‖2
≪ HN−1M2‖a‖‖tr‖ (by (4.17))
≪ Hη2|Q(z)|‖a‖‖tr‖ (by (4.16))
≪ H2η2‖z‖2‖a‖‖tr‖.
Hence, by (4.7) we get
‖a‖‖b‖ ≪
{
η2H
3n−2
2 ‖a‖4 if ‖a‖ > 1
η2H
3n−2
2 ‖a‖−2 if ‖a‖ ≤ 1
which further gives
‖a‖5‖b‖ ≪
{
η2H
3n−2
2 ‖a‖9 if ‖a‖ > 1
η2H
3n−2
2 if ‖a‖ ≤ 1
and now using (4.3) it can be checked that (4.2) holds.

Now, we prove Theorem 2.3. It is easy to see that it follows from the Proposition below.
The main difference in the proof of Proposition 4.2 from that of Proposition 4.1 is we get
better bounds in (4.24) in place of (4.14), following the proof of Proposition 3 from [6].
Proposition 4.2. Let Q be a nondegenerate quadratic form on R3 with integral coefficients.
Let ξ ∈ Z3 and η ∈ N. Assume that there is a non-zero integral solution to the system
Q(x) = 0
x ≡ mξ(mod η)
(4.18)
for some m ∈ Z with (m, η) = 1. Then there exists two linearly independent integral vectors
a and b satisfying (4.18) such that
(4.19) ‖a‖‖b‖ ≪ H4η4| detQ|4
Proof. Suppose 0 is a solution of (4.18). Then by following the same proof as in Proposition
4.1 we get that there exists two linearly independent integral vectors a, b satisfying (4.18)
and
(4.20) ‖a‖‖b‖ ≪ η2H2.
Now assume that 0 is not a solution of (4.18). Without loss of generality assume that ξ is
primitive. Let a be an integral vector satisfying (4.18) such that ‖a‖ is least. Then
(4.21) ‖a‖ ≪ η2| detQ|2H2 ( by Proposition 3 of [6]).
Let E be the plane through the origin perpendicular to a. Denote by Γ the projection of Z3
onto E. Since a is primitive, Γ is a lattice in E of determinant ‖a‖−1. Denote by q1, q2 the
successive minima of the lattice Γ. By Minkowski’s second theorem, we have
(4.22) ‖q1‖‖q2‖ ≪ ‖a‖
−1.
By definition of Γ, there exists t1, t2 ∈ Z
3 whose projections onto E are q1, q2 respectively.
Then {a, t1, t2} are linearly independent. Denote by S := {x : Q(a, x) = 0}. Since Q is
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nondegenerate both t1, t2 cannot lie in S.
Case 1 (t1 /∈ S): Then Q(a, t1) 6= 0.
For a prime p, let λ(p) be largest positive integer such that pλ(p) | detQ. Now choose α ∈ Z
such that pλ(p)+pi(p)+1 ∤ Q(z) for all primes p | η where z = αa + t1, pi(p) = 1 when p =
2 and pi(p) = 0 otherwise (see page 572 of [6]). Since Q(a, t1) 6= 0, we have Q(a, z) 6= 0. Let
x(1) = Q(z)a− 2Q(z, a)z.
Then Q(x(1)) = 0 and a, x(1) are linearly independent. But x(1) may not satisfy the congru-
ence condition in (4.18). Denote by L the line joining 0 and a. Then
dist(z, L) = dist(αa+ t1, L)
= dist(t1, L) = ‖q1‖
≤ ‖a‖−1/2 (by 4.22)
which implies
3∑
i,j=1
(aizj − ajzi)
2 ≤ ‖a‖.
Now, by Lemma 20 of [6] we get
(4.23) ‖x(1)‖ ≪ H.
For a prime p | η, define l(p) to be the largest integer such that pl(p) | Q(z). Since pλ(p)+pi(p)+1 ∤
Q(z) for all p | η, we get l(p) ≤ λ(p) + pi(p). Hence
(4.24)
∏
p|η
pl(p) ≤ 2| detQ|.
Let
M = η
∏
p|η
p2l(p) and N =
∏
p|η
p2l(p).
By Lemma 3.1, there exists z′ ∈ Z3 such that z′ ≡ z(modM), {a, x(1), z′} are linearly
independent and ‖z′‖ ≪M . Now, define
x(2) = Q(z′)x(1) − 2Q(z′, x(1))z′.
Then Q(x(2)) = 0 and
x(2) ≡ Q(z)2a (modM)
which implies
N−1x(2) ≡ mξ (mod η)
for some m ∈ Z with (m, η) = 1. Let b = N−1x(2). Then b satisfies (4.18) and a, b are
linearly independent. Now, using (4.21), (4.23) and (4.24) it can be checked that
(4.25) ‖a‖‖b‖ ≪ H4η4| detQ|4.
Case 2(t1 ∈ S): Then t2 /∈ S. Hence Q(a, t1) = 0 and Q(a, t2) 6= 0.
As in Case 1, choose α ∈ Z such that pλ(p)+pi(p)+1 ∤ Q(z) for all primes p | η where z = αa+t2,
pi(p) = 1 when p = 2 and pi(p) = 0 otherwise. Let
x(1) = Q(z)a− 2Q(z, a)z.
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Then Q(x(1)) = 0 and a, x(1) are linearly independent since Q(a, z) 6= 0. Now,
dist(z, L) = dist(αa+ t2, L)
= dist(t2, L) = ‖q2‖
which gives
3∑
i,j=1
(aizj − ajzi)
2 ≤ ‖a‖2‖q2‖
2
and by Lemma 20 of [6] we have that
‖x(1)‖ ≪ H‖q2‖
2‖a‖
≪ H‖q1‖
−2‖a‖−1 ( by 4.22).
(4.26)
In order to bound x(1), we need to find a lower bound for q1.
Claim: Q(q1) 6= 0.
If not, since Q(a, q1) = 0 and Q(a) = 0, we get that Q vanishes on the space spanned by
a, q1 which is 2 dimensional. But the dimension of any totally isotropic subspace in a 3 di-
mensional quadratic space has to be less than or equal to 1 which is a contradiction. Hence
Q(q1) 6= 0
Since Q(a, q1) = 0, we get that Q(t1) = Q(q1) 6= 0. Since Q(t1) ∈ Z, we have |Q(q1)| ≥ 1.
This implies H‖q1‖
2 ≫ 1 which further gives ‖q1‖ ≫ H
−1/2. Hence
‖x(1)‖ ≪ H2‖y‖−1 ( by 4.26).
By proceeding as in Case 1, we find an integral vector b satisfying (4.18), such that {a, b}
are linearly independent and
(4.27) ‖a‖‖b‖ ≪ H3η2| detQ|2.
Now by (4.20), (4.25) and (4.27) proposition follows.

5. Proof of Theorem 2.4
Proof. By Theorem 2.1, there exists x ∈ Zn satisfying (2.1) and (2.2).
Case 1: Suppose x = 0.
This implies η | ξ. By Case 1 of Theorem of [7], there exists b ∈ Zn such that Q(b) = 0,
Li(b) 6= 0 and
‖b‖ ≪ H
n+1
2 .
Let a = ηb. Then a satisfies (2.3), Li(a) 6= 0 for 1 ≤ i ≤ k and
(5.1) ‖a‖ ≪ ηH
n+1
2 .
From (5.1) it can be easily seen that a satisfies (2.6).
Case 2: Suppose x 6= 0.
By Lemma 3.2, there exists t ∈ Zn such that Q(t) 6= 0 and ‖t‖ ≪ 1. Let
z = Q(t)x− 2Q(x, t)t.
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Then Q(z) = 0 and by Lemma 19 of [6] we get that z 6= 0.
For a prime p | η, define l(p) to be the largest positive integer such that pl(p) | Q(t). Then
(5.2)
∏
p|η
pl(p) ≤ |Q(t)|.
Let
(5.3) M = η
∏
p|η
p2l(p) and N =
∏
p|η
p2l(p).
For y ∈ Rn, define
uy := Q(y)z − 2Q(y, z)y.
Claim: There exists y ∈ Rn such that Li(uy) 6= 0.
If not, then Li(uy) = 0 for all y ∈ R
n. If Li(z) 6= 0, we get
Q(y) =
2Q(y, z)Li(y)
Li(z)
for all y ∈ Rn.
Thus Q is a product of two linear forms, which is a contradiction.
If Li(z) = 0, then Q(y, z)Li(y) = 0 for all y ∈ R
n which is not possible since z 6= 0 and Li is
a non zero linear form.
Now, define f(y) := L1(uy) . . . Lk(uy). Then by the above Claim, it follows that f(y) is a
non zero polynomial. By Lemma 3.2, there exists q ∈ Zn such that f(q) 6= 0, q ≡ t(modM)
and ‖q‖ ≪M . Hence
uq = Q(q)z − 2Q(q, z)q
≡ Q(t)2x (modM).
It follows that N−1uq ≡ mξ(mod η) for some m ∈ Z with (m, η) = 1. Let m
′ ∈ Z be such
that mm′ ≡ 1(mod η) and |m′| ≤ η. Let a = m′N−1uq. Then a satisfies (2.3) and since
f(q) 6= 0 we have Li(a) 6= 0 for 1 ≤ i ≤ k. Finally,
‖a‖ = ‖m′N−1uq‖ ≤ ηN
−1‖uq‖
≪ ηN−1H‖q‖2‖z‖
≪ ηM2N−1H2‖t‖2‖x‖
≪ η3H4‖x‖ (by (5.2), (5.3)).
Now, by using (2.2) to bound ‖x‖ it can be seen that a satisfies (2.6).

References
[1] B. J. Birch and H. Davenport, Quadratic equations in several variables, Proc. Cambridge Philos. Soc. 54
(1958), 135–138.
[2] J. W. S. Cassels, Bounds for the least solutions of homogeneous quadratic equations, Proc. Cambridge
Philos. Soc. 51, 262–264.
[3] L. Fukshansky, Small zeros of quadratic forms with linear conditions, J. Number Theory 108 (2004),
29–43.
[4] L. Fukshansky, Heights and quadratic forms: on Cassels theorem and its generalizations, In W. K. Chan,
L. Fukshansky, R. Schulze-Pillot, and J. D. Vaaler, editors, Diophantine methods, lattices, and arithmetic
theory of quadratic forms, Contemp. Math., 587, 77–94. Amer. Math. Soc., Providence, RI, 2013.
[5] H. Davenport, Homogeneous quadratic equations, Mathematika 18, 1–4.
SMALL SOLUTIONS OF QUADRATIC FORMS WITH CONGRUENCE CONDITIONS 12
[6] R. Dietmann, Small solutions of quadratic diophantine equations, Proc. London Math. Soc. (3) 86, 545–
582.
[7] R. Dietmann, Small zeros of quadratic forms avoiding a finite number of prescribed hyperplanes, Canad.
Math. Bull., 52(1), 63–65, 2009.
[8] D. M. Kornhauser, On small solutions of the general nonsingular quadratic Diophantine equation in five
and more unknowns, Math. Proc. Cambridge Philos. Soc. 107, 197–211.
[9] D. M. Kornhauser, On the smallest solution to the general binary quadratic equation, Acta Arith. 55,
83–94.
[10] H. P. Schlickewei and W. M. Schmidt, Quadratic geometry of numbers, Trans. Amer. Math. Soc. 301
(1987), no. 2, 679–690.
[11] R. Schulze-Pillot, Small linearly independent zeros of quadratic forms, Monatsh. Math. 95 (1983), 241–
249.
[12] A. Thue, Eine Eigenschaft der Zahlen der Fermat’schen Gleichung, Skr. VidenskSdsk., Christ., (Mat.-
naturv. Kl.), 1911.
[13] J. D. Vaaler, Small zeros of quadratic forms over number fields, Trans. Amer. Math. Soc. 302(1987),
no. 1, 281–296.
PB and AG: School of Mathematics, Tata Institute of Fundamental Research, Mumbai,
400005, India
E-mail address : prasuna@math.tifr.res.in, ghosh@math.tifr.res.in
