Abstract. The communication power of the one-way and two-way edgedisjoint path modes for broadcast and gossip is investigated. The complexity of communication algorithms is measured by the number of communication steps (rounds). The main results achieved are the following:
Introduction and De nitions
This paper is devoted to the problem of information dissemination in interconnection networks. We investigate the three basic communication tasks, broadcast, accumulation, and gossip which can be described as follows. Assume that each vertex (processor) in a graph (network) has some piece of information.
The cumulative message of G, Cum(G), is the set of all pieces of information originally distributed in all vertices of G. To solve the broadcast accumulation] problem for a given graph G and a vertex u of G, we have to nd a communication strategy (using the edges of G as communication links) such that all vertices in G learn the piece of information residing in u that u learns the cumulative message of G]. To solve the gossip problem for a given graph G, a communication strategy must be found such that all vertices in G learn the cumulative message of G. Since the above stated communication problems are solvable only in connected graphs, we note that from now on we use the notion \graph" for connected undirected graphs. The meaning of a \communication strategy" depends on the communication One round can be described as a set fP 1 ; : : :; P k g for some k 2 IN, where P i = x i;1 ; : : :; x i;`i is a simple path of length`i ? 1, i = 1; : : :; k, and the paths are vertex-disjoint. fP 1 ; : : :; P k g is called the set of active paths of this round. The executed communication of this round in one-way mode consists of the submission of the whole actual knowledge of x i;1 to x i;`i via path P i for any i = 1; : : :; k. x i;1 is called the sender of P i , and x i;`i is called the receiver of P i . The executed communication of this round in two-way mode consists of the complete exchange of the actual knowledge between x i;1 and x i;`i for any i = 1; : : :; k.] The inner nodes of path P i (nodes di erent from the end-points x i;1 and x i;`i ) do not learn the message submitted from x i;1 to x i;`i exchanged between x i;1 and x i;`i ], they are only used to realize the connection between x i;1 and x i;`i .
2. Farley's edge-disjoint paths mode (FEDP mode) One round can be again described as a set of active paths fP 1 ; : : :; P k g, P i = x i;1 ; : : :; x i;`i for i = 1; : : :; k, satisfying the following conditions:
(2.1) 8i; j 2 f1; : : :; kg; i 6 = j: P i and P j are edge-disjoint, (2.2) fx i;1 j i = 1; : : :; kg \ fx i;`i j i = 1; : : :; kg = ;, i.e. no node may simultaneously be sender and receiver in one round, (2.3) jfx i;1 j i = 1; : : :; kgj = jfx i;`i j i = 1; : : :kgj = k, i.e. no node may be the sender (receiver) for more than one path.
The executed communication is interpreted in the same way as in 1VDP mode.
3. One-way Two-way] edge-disjoint paths mode (1EDP mode 2EDP mode]) One round is again described as a set of active paths P = fP 1 ; : : :; P k g for some k 2 IN, where P i = x i;1 ; : : :; x i;`i for i = 1; : : :; k. P must satisfy the above conditions (2.1), (2.2), (2.3), and additionally the next one:
(2.4) fx i;1 ; x i;`i j i = 1; : : :; kg \ fx r;sr j r 2 f1; : : :; kg; s r 2 f2; : : :;`r ? 1gg = ;, i.e. the nodes of the paths of P can be partitioned into three disjoint sets: the set of senders, the set of receivers, and the set of connectors, where a connector v is only used to transfer the pieces of information via the paths involving v. The executed communication is interpreted in the same way as in the VDP modes.
The VDP modes were introduced and investigated in FHMMM92, HKS93, HKSW93]. The FEDP mode was introduced by Farley in Fa80] , where the complexity of broadcast in this mode was investigated. The EDP modes are introduced here as a mode which communication power lies between VDP modes and FEDP mode. But the main reason to consider the EDP modes for information dissemination is not the fact that EDP modes are modes between some known communication modes. The main reason to consider them is that EDP modes are realistic for some models of parallel computers (some of the algorithms designed here were implemented on Transputer systems supporting exactly this kind of communication). The main aim of this paper is to study the gossip and broadcast complexity of interconnection networks in EDP modes as well as to compare these modes with FEDP and VDP modes. Now, let us x the notation used in this paper. For any graph G = (V; E), V (G) = V denotes the set of vertices of G, and E(G) = E denotes the set of edges of G. In what follows, we denote the complexity of broadcast, accumulation and gossip as B, A and R. For any given graph G and a vertex u of G, let B u (G) A u (G)] denote the number of rounds (complexity) of the optimal broadcast accumulation] algorithm from to] u in G in 1EDP mode. Because each accumulation algorithm for u and G can be \reversed" (the sequence of rounds is reversed and also the direction of information ow in each round) to obtain a broadcast algorithm for u and G (and vice versa), we have B u (G) = A u (G) for any u and G, u 2 V (G). For any graph G, we de ne
Furthermore, let R(G) and R 2 (G) denote the number of rounds of the optimal gossip algorithm for G in the 1EDP and 2EDP mode respectively. Let also b = (1 + p 5)=2 throughout the paper.
The paper is organized as follows. Section 2 is devoted to the broadcast problem in 1EDP mode (note that the complexity for broadcast is the same in 1EDP and 2EDP mode). The only result known about the FEDP mode is the fact that one can broadcast in any graph G of n nodes from any v 2 V (G) in dlog 2 ne rounds.
The whole paper Fa80] is devoted to the proof of this rather technical result. We note that the method used in Fa80] does not work in our weaker 1EDP mode. So, we develop a new method designing a communication algorithm broadcasting in dlog 2 ne + 1 rounds in any graph G of n nodes from some v of G. Thus, we get (1) dlog 2 ne B min (G n ) dlog 2 ne + 1 for any G n of n nodes. Furthermore, we prove that (1) cannot be improved by showing that complete binary trees have broadcast complexity exactly dlog 2 ne+ 1. Section 3 is devoted to the gossip problem in EDP modes. (Note that the gossip complexity was not investigated in any edge-disjoint paths mode till now.) Using (1) and the known lower bound results about gossiping in complete graphs in standard modes EM89, Kn75], we get (2) dlog 2 ne R 2 (G n ) 2 dlog 2 ne + 1, (3) 1:44 : : :log 2 n = log b (bn=2c) + 2 R(G n ) 2 dlog 2 ne + 2 for any graph G n of n nodes in Subsection 3.1. Here, we also show that the upper bounds of (2) and (3) are tight. The gossip in 2-dimensional grids Gr 2 n of n = m 2 nodes and in planar graphs is investigated in Subsection 3.2. We establish (4) R 2 (Gr 2 n ) = 1:5 log 2 n ? log 2 log 2 n O(1).
The most interesting observation connected with (4) is that the best known gossip algorithm in Gr 2 n (even in any planar graph) in two-way vertex-disjoint mode takes 1:5 log 2 n rounds. This supports the conjecture that for the 2-dimensional grids (planar graphs) the edge-disjoint mode may be more powerful than the vertex-disjoint mode. Furthermore, we prove (5) R 2 (Pl(n; h)) 1:5 log 2 n ? log 2 log 2 n ? 0:5 log 2 h ? 2 for every planar graph Pl(n; h) of n nodes and degree h. Thus, the 2-dimensional grid belongs to the best gossip structures in the 2EDP mode among all planar graphs of bounded degree. We also extend the technique used above in order to derive improved upper bounds on the gossip complexity in the 1EDP mode for the 2-dimensional grid and for all planar graphs. These bounds are again closed (up to O(1)), but only if we restrict the class of all one-way gossip algorithms to some special subclass of "regular" gossip algorithms HKSW93]. Subsection 3.3 is devoted to gossiping in some fundamental interconnection networks. Extending the technique from Subsection 3.2, optimal (up to an additional constant) gossip algorithms for d-dimensional grids are designed. Applying methods developed in HKSW93] for the vertex-disjoint paths modes, some fundamental bounded-degree interconnection networks are presented with the gossip complexity di ering at most by 2 log 2 log 2 n from the gossip complexity of the complete graph of n nodes. Concluding the introduction, we call attention to the fact that the main contributions of this paper are (a) the general broadcast strategy for each graph (Section 2), and (b) the gossip algorithm in 2-dimensional grids (Subsection 3.2).
The main reason for this claim is not only the fact that (a) and (b) lead to optimal communication algorithms, but that in order to get these results some essentially new ideas in design (proof) methods for the study of disjoint-path communication algorithms have been developed in this paper. Moreover, the proof method developed to get (b) provides a technique enabling to essentially improve some gossip algorithms for vertex-disjoint path modes HKSW93], but we omit the formulation of these consequences in this extended abstract.
Accumulation and Broadcast in 1EDP Mode
In this section we investigate the communication complexity of accumulation and broadcast in 1EDP mode. Note that the more powerful FEDP mode enables to broadcast (accumulate) in dlog 2 ne rounds in any graph of n nodes Fa80], and that the weaker VDP modes require even (n) broadcast (accumulation) complexity for some families of graphs of n nodes HKS93]. Now, we prove the (somewhat surprising) upper bound dlog 2 ne + 1 on B min (G) for any graph G of n nodes, which shows that the power of 1EDP mode is much closer to the power of FEDP mode than to the power of 1VDP mode. When considering arbitrary graphs G, we can restrict our attention to trees, because accumulation as well as broadcast can be performed by applying an appropriate algorithm to some spanning tree of G. Note also that the problems of broadcasting and accumulation are dual to each other, i.e. reversing the communication pattern for accumulation results in a communication pattern for broadcasting. Thus we will concentrate on the accumulation problem for trees. Recall that in the accumulation problem each vertex has some piece of information and a communication strategy has to be found for collecting all these pieces in some vertex v. The following notation is convenient for representing our communication strategy.
De nition1. Let G = (V; E) be any graph. A set of vertices K V is called knowledge set, if the pieces of information residing in the vertices of K form the cumulative message, i.e. all pieces of information are collected in K. The size of minimal knowledge sets measures in a natural way the progress of an accumulation algorithm. Let T = (V; E) be some tree, we will refer to any vertex of degree > 2 in T as a critical vertex, while all other vertices are called non-critical.
Our communication strategy for a tree of n vertices consists of two principal phases:
Phase 1: Collect all pieces of information in a subset S of non-critical vertices with jSj dn=2e. That is, S fv 2 V j degree(v) 2g becomes a knowledge set. Next, we will give the details of the two phases. In the rst phase, the algorithm sends all information from critical nodes to non-critical ones, and additionally produces a knowledge set of size dn=2e. This initial phase takes at most two steps. Outline of the Proof. Let T be a tree with n vertices. We show by induction on n that there exists a communication pattern, such that within two rounds 1. a knowledge set S with jSj = dn=2e is produced, 2. each critical vertex acts as sender in one of the rounds, and is a connector or idle in the other round, 3. each non-critical vertex is idle in at least one round, and eventually acts as either receiver or sender in the other round, 4. each edge is used in at most one communication path, 5. in case that n is odd, an arbitrary leaf can be chosen that is not involved in any communication. We call such a leaf free vertex.
These properties immediately imply that the communication can be implemented in 1EDP mode. Since all critical nodes are senders, and never receive any message, all these vertices can be excluded from any knowledge set. This shows that S fv j v is a non-critical vertex of Tg holds. For n = 1 the statement trivially holds. Let us assume that it holds for n ? 1. If n is odd, we remove an arbitrary leaf`. The communication pattern for T nf`g producing a knowledge set S 0 is used for T, and S 0 f`g clearly forms a knowledge set for T of size dn=2e. If n is even, we remove a leaf`of maximal depth from T. The pattern for T nf`g is modi ed and extended. Actually we distinguish three cases:`has no sibling in T,`has one sibling in T, and`has 2 siblings in T. To show some of the technical details we discuss here case 3.
In this case we remove`from T and choose a sibling s(`) in T n f`g as the free vertex. Note that p(`) is critical in this case and thus acts as a sender in one round. For the other round, where p(`) is idle or acts as connector, we schedule the additional path P = (s(`); p(`);`). The new knowledge set is obtained by substituting s(`) by`. The invariants can easily be checked now. Note that both initial rounds may be performed simultaneously, i.e. in one round, if only FEDP mode is requested, since any edge is used in at most one communication path.
u t
The crucial task in Phase 2 is the reduction of a knowledge set by a factor of two. The following lemma shows that such a reduction is always possible with one round of communication. Proof. C2T h is a graph of degree 3, which means that each 1EDP is a 1VDP algorithm too. For 1VDP mode, this assertion was established in FHMMM92].
u t 3 Gossip
In this section we consider gossiping on planar graphs, BF k ; CCC k and ddimensional grids. We omit all proofs in this section.
General Bounds
Following the fact that one one-way gossip algorithm in a graph G can be constructed as the concatenation of an accumulation algorithm to some node v and a broadcast algorithm from v in G, we get
Note that the broadcast algorithm in this concatenation can be always taken as the \reverse" of the preceding accumulation algorithm. For the two-way mode, we get in this way that the last round of the accumulation algorithm is the same as the rst round of the broadcast algorithm and therefore can be omitted from the communication scheme. Thus, we obtain
Applying the results of Section 2, we have the following result.
Theorem6. For any graph G n of n nodes, n 2, (i) dlog 2 ne R 2 (G n ) 2 dlog 2 ne + 1, (ii) log b (bn=2c) + 2 R(G n ) 2 dlog 2 ne + 2.
The lower bound of (i) and (ii) are tight because one can gossip in the complete graph of n nodes in this number of rounds. The fact that the upper bounds are tight is provided by the following theorem.
Theorem7. For each complete binary tree C2T h of depth h 3 (and n = 2 h+1 ? 1 nodes), (i) 2h + 3 = 2 dlog 2 ne + 1 R(C2T h ) 2h + 4, (ii) 2h + 2 = 2 dlog 2 ne R 2 (C2T h ) 2h + 3.
The aim of the next subsections is to search for the gossip complexity of concrete interconnection networks in the interval given by Theorem 6.
Gossiping in 2-Dimensional Grids and Planar Graphs
This subsection contains technically the most interesting result of this section. First, the following result for the 2-dimensional grid Gr 2 n of size m m = n is established.
Theorem 8. For each n = m 2 , m 2 IN, R 2 (Gr 2 n ) = 1:5 log 2 n ? log 2 log 2 n O(1):
The optimality of the above stated result is still underlined by the following theorem claiming that Gr 2 n is an optimal gossip structure in the class of all planar graphs of bounded degree. The proof is based on the bisection result of Diks et al. DDSV93] and on some generalization of the lower bound proof technique working for vertex-disjoint path communication HKSW93].
Theorem 9. For any planar graph Pl(n; h) of n nodes and degree bounded by h, R 2 (Pl(n; h)) 1:5 log 2 n ? log 2 log 2 n ? 0:5 log 2 h ? 2.
Note that the quickest gossip algorithm in 2VDP mode in planar graphs takes 1:5 log 2 n rounds, and we conjecture that the real di erence between the 2VDP and the 2EDP mode in planar graphs is of order log 2 log 2 n. We are able to extend the above stated results for one-way mode.
Theorem 10. For every n = m 2 , m 2 IN, R(Gr 2 n ) (1 + (log b 2)=2) log 2 n ? (2 ? log b 2) log 2 log 2 n + O(1) = 1:72::: log 2 n ? 0:56::: log 2 log 2 n + O(1):
Although we are not able to get a corresponding closed lower bound (up to O(1)) for general gossip strategies, we have obtained such matching lower bounds for some special subclass of "regular" gossip algorithms. This lower bound holds not only for grids but for all planar graphs. We omit the exact formulation of this lower bound in this Extended Abstract, because of the technicalities involved in the de nition of "regularity" of gossip algorithms. Note that nontrivial lower bounds for unrestricted one-way gossip algorithms are known only for very simple structures as cycles and complete graphs EM89, KCV92, HJM90].
Gossiping in Fundamental Interconnection Networks
In this subsection, we establish some estimations on the gossip complexity of some fundamental interconnection networks. Extending the design and proof technique used in the previous subsection, the optimal gossip algorithms for d-dimensional grids Gr d n of size n = m d can be constructed. Note that we can show that our algorithms work also in VDP modes, which means that the 2EDP mode is not essentially more powerful than the 2VDP mode for d-dimensional grids, d 3. Clearly, this contrasts to the two-dimensional case, where the di erence seems to be of order log 2 log 2 n. Since the next results are completely based on the proof techniques developed in HKSW93], we omit the proofs. For k 2 IN, let BF k denote the butter y network, CCC k the cube-connected-cycles network, and Q k the hypercube network of dimension k.
Theorem12. For every X k 2 fBF k ; CCC k ; Q k g of n nodes and dimension k, R(X k ) R(K n ) + O(log 2 log 2 n):
Theorem13. For every Y k 2 fBF k ; CCC k g of n nodes and dimension k, R 2 (Y k ) R 2 (K n ) + O(log 2 log 2 n):
The above theorems show that some of the fundamental networks of constant degree have a gossip complexity very close to the gossip complexity of complete graphs. Obviously, this is a very positive observation. An interesting consequence of Theorems 12 and 13 is that BF k and CCC k are much better constant-degree structures for gossiping in EDP modes than d-dimensional grids.
Conclusion
In this paper, we gave an optimal broadcast strategy in 1EDP mode and some rst results (some of them optimal) about the gossip complexity in edge-disjoint path modes. Note that all our results proved for 2EDP mode can be simply transformed into FEDP mode of Farley, too. There are several problems left open here, and we formulate some of them which are of our main interest.
Problem 4.1. Prove or disprove our conjecture that the gossip complexity of planar graphs in 2VDP mode is at least 1:5 log 2 n. This would show that 2EDP mode is more powerful than 2VDP mode for planar graphs, and especially for two-dimensional grids.
Problem 4.2. Prove a lower bound on the gossip complexity in the 1EDP mode for the 2-dimensional grid and all planar graphs for more general classes of oneway algorithms than the class of all "regular" algorithms.
