Tablet defects encountered during the manufacturing of oral formulations can result in quality concerns, timeline delays, and elevated financial costs. Internal tablet cracking is not typically measured in routine inspections but can lead to batch failures such as tablet fracturing. X-ray computed tomography (XRCT) has become well-established to analyze internal cracks of oral tablets. However, XRCT normally generates very large quantities of image data (thousands of 2D slices per data set) which require a trained professional to analyze. A user-guided manual analysis is laborious, time-consuming, and subjective, which may result in a poor statistical representation and inconsistent results. In this study, we have developed an analysis program that incorporates deep learning convolutional neural networks to fully automate the XRCT image analysis of oral tablets for internal crack detection. The computer program achieves robust quantification of internal tablet cracks with an average accuracy of 94%. In addition, the deep learning tool is fully automated and achieves a throughput capable of analyzing hundreds of tablets. We have also explored the adaptability of the deep learning analysis program toward different products (e.g., different types of bottles and tablets). Finally, the deep learning tool is effectively implemented into the industrial pharmaceutical workflow.
Introduction
The large-scale manufacture of pharmaceutical tablets is a highly complicated process. Manufacturing problems can result in high financial costs, quality concerns, and timeline delays. 1 However, not all of these challenges can be diagnosed using conventional tests, for example, appearance testing of surface defects, tensile strength, friability, and tablet hardness measurements. 2 Internal tablet defects may be overlooked in these tests and can cause instability of tablets during manufacturing and handling (e.g., capping and lamination), packaging, and transportation. 1, 2 More importantly, appearance testing can be qualitative and subjective, and thereby does not provide an objective quantitative illustration of risks for tablet breakage.
X-ray microcomputed tomography (XRCT) is a threedimensional (3D) nondestructive imaging tool that has been widely used to characterize the density distribution of powder compacts in various fields. [3] [4] [5] In the realm of pharmaceutical sciences, XRCT is commonly used to identify and analyze dosage forms that have a different density between adjacent regions, such as tablet coating and its thickness 6 relative to the tablet core, porosity of granules, 7 and the structure of solid dispersions prepared by hotmelt extrusion. 8 Owing to the inherent density difference between internal tablet cracks and tablet matrices, XRCT is well suited for the identification of these internal tablet defects in a nondestructive fashion.
However, only limited studies have been reported that focus on the internal structure of tablets using XRCT, 1 which is partly because it requires time-consuming data analysis. Pharmaceutical XRCT data requires repetitive and labored manual analysis, which limits the throughput to only a small number of tablets. The low throughput of XRCT analysis is a major concern in industrial pharmaceutical tablet manufacture, where many batches are routinely manufactured, and good statistical representation is needed which requires analysis of hundreds of tablets per batch.
In addition, the manual analysis of these XRCT images is usually qualitative or semiquantitative and may be subject to analyst bias, resulting in a poor statistical representation and variable results. To achieve quantitative and accurate characterizations of internal tablet cracks, a sophisticated identification of their relevant features is required, which is very difficult to practically implement using either manual analysis or rudimentary computerization. 9 This inability to precisely and quantitatively identify and characterize internal tablet cracks has hindered the application of XRCT toward analyzing internal tablet defects in an automated fashion, as well as the efforts to address manufacturing problems for quality control of finished products in an industrial setting. 1, 10 In recent years, convolutional neural networks (CNNs) for deep learning data analytics have become a promising area of research and have applications toward visual inspection and appearance testing. Owing to a combination of improvements in mathematical algorithms, advancements in computer hardware, and increasing amounts of digital data, the applications of CNNs in various fields have grown exponentially, which can significantly improve the efficiency and accuracy of industrial analytics processes. 11 In some cases, CNNs are capable of matching or even exceeding human performance and possess the potential to transform real-world applications that rely on accurate image analyses. 11, 12 In the field of pharmaceutical sciences, researchers have utilized artificial intelligence to successfully predict the performance of various pharmaceutical products. Zhuyifan et al. developed an integrated transfer learning and multitask learning approach to predict pharmacokinetic parameters for small molecule drugs on the market. 13 Compared with other machine learning approaches, Yilong et al. demonstrated that deep learning methods can achieve the highest accuracy to predict the in vitro performances of pharmaceutical formulations. 14 Run et al. established a prediction model for the disintegration time of oral disintegrating tablets, and the model achieved 80% accuracy. 15 Recently, applications of artificial intelligence engines, derived from the random forest algorithm, were demonstrated toward the analysis of internal tablet defects. 1 In this study, quantitative analyses of internal tablet crack severity were achieved based on the machine learning program. 1 Classical machine-vision methods, such as decision trees, random forest, and k-nearest neighbor algorithms, incorporate various filter banks, histograms, morphological operations, and other techniques, to manually extract appropriate features. These extracted features are sometimes specific to a particular product and may need to be manually adapted to different products. 16 On the other hand, CNN-based deep learning image analytics hold the potential to be quickly adapted to a new product and do not have limitations for a large-scale inspection, which is necessary for industries to generalize these methods into the production line rapidly. 9 CNNs can directly learn features from complex structures and are capable of being adapted to a new product, 17 thereby holding the potential to replace handcrafted feature-based learning programs with automated processes. 9, 18 In addition, automatic inspection and defect detection based on deep learning CNNs have been widely adopted in many fields. 19 CNN methods have been shown to achieve high throughput quality control during the manufacture of metallic rails 20 and steel surfaces, 21 demonstrating their widespread adoption.
In our work, we developed an analysis program based on deep learning CNNs that can dramatically improve the throughput of the XRCT image analysis of tablets while also achieving a highly robust quantitative analysis. Most importantly, the program can be rapidly adapted to a new product and, thanks to the utilized architecture, 22 achieves excellent results with smaller quantities of annotated data.
Materials and Methods

Materials
Mannitol (PEARLITOL® 200SD) was obtained from Roquette America Inc. (Geneva, IL). Microcrystalline cellulose (Avicel® PH102) was purchased from Danisco USA Inc. (New Century, KS). Magnesium stearate from Mallinckrodt Pharmaceuticals (Dublin, Ireland) was used as a lubricant. All chemicals used in this study were of reagent grade or higher.
Tablet Compression
Blends of 89.5% (w/w) mannitol, 10% (w/w) microcrystalline cellulose were prepared using a Turbula mixer for 10 min (Glen Mills Inc., Clifton, NJ). Then, 0.5% (w/w) magnesium stearate was added and mixed for 3 min. Tablets were manufactured using a custom-build tableting machine (Merck & Co., Inc., Rahway, NJ) with a 0.72 Â 0.36 Â 0.05" capsule-shaped tooling. Based on preliminary studies, the tablet press was set at 2 different compression forces, low (15 kN) and high (35 kN), with the same compression time of 100 ms, to manufacture the tablets without or with internal cracking, respectively. The tablet target weight was 1000 mg. All tablets were subject to XRCT characterization, as described in the following sections.
Bulk Tablet Preparation
We prepared 39 tablets using 35 kN compression force. Those tablets were placed in an either clear high-density polyethylene (HDPE) bottle (125 mL), clear HDPE bottle (60 mL), brown HDPE bottle (125 mL), or white HDPE bottle (125 mL). Another 6 batches of 53-55 tablets containing tablets prepared under 2 compression forces were placed in a clear HDPE bottle (125 mL). All batches are summarized in Supporting Information Table S1 .
X-ray Microcomputed Tomography (XRCT)
For XRCT imaging, every batch of bulk tablets was analyzed. The imaging was performed on a SkyScan 1275 micro-CT (Bruker Corporation, Manning Park, MA) at MRL, Merck & Co., Inc. (Rahway).
Each data set is comprised 1536 slices with a voxel size of 35 mm. All samples prepared aforementioned (Table S1 ) were scanned using the following parameters: 100 kV, 100 mA, 38 ms exposure time, camera bin 1 Â 1, rotation step 0.25 , 360 rotation, 8-frame averaging, flat-field correction, and an aluminum 1 mm filter. Each data set took 50 min to complete the acquisition. Images were saved as .tif files. All data sets were reconstructed using NRecon reconstruction software (Bruker Corporation, Manning Park, MA) with parameters of postalignment of À4.5, no beam hardening correction, level 5 ring artifact correction, no smoothing, and angular range of 360 . The reconstruction of each data set took 10 min. Reconstructed gray scale images were saved as .bmp files. The raw data are available on computers at Merck & Co. Inc.
Convolutional Neural Network (CNN)-Based Deep Learning Analysis Program
The CNN-based deep learning analysis program was developed using the DragonFly 4.1 software equipped with a deep learning plugin licensed by Object Research Systems Inc. (Quebec, Canada). Briefly, this analysis program consists of the following 3 modules that can be executed automatically (an overview of which is provided in Fig. 1 ):
Module 1: A trained deep learning neural network (UNet A) to allow a computer to distinguish the tablets from the bottle in which they reside; Module 2: An automated analysis by which a computer can take a collection of 39-55 tablets and identify and distinguish each individual tablet; Module 3: Finally, and most importantly, a second trained deep learning neural network (UNet B) to identify cracks in each tablet for quantitative crack analysis.
Convolutional Neural Networks Structure
As mentioned previously, 2 convolutional neural networks, UNet A and UNet B, were constructed and trained for modules 1 and 3, respectively. Here, we will provide an overview of the structure of the UNet CNNs and the process by which the networks segment image data. For a more in-depth review, refer to a study by Olaf et al., 23 or recent developments in UNet CNNs. 24 Briefly, UNet CNN consists of a contracting path (feature extraction) and an expansive path (prediction), which gives it the U-shaped architecture. The contracting path typically contains a repeated application of convolutional layers of two 3 Â 3 convolutions, each followed by a rectified linear unit (ReLu) and a 2 Â 2 max pooling operation with stride 2 for downsampling. The expansive path consists of an upsampling of the feature map followed by a 2 Â 2 upconvolution, a concatenation layer, and two 3 Â 3 convolutions to include the feature and spatial information. Notably, to prevent information loss due to the cropping of the images and to amplify the features corresponding to internal tablet cracks, we set a dilation rate of (3, 3) for the convolutional layers (Conv2d, Conv2d_1, Conv2d_16, and Conv2d_17) in UNet B. This setting can ensure that after several layers of convolution and downsampling, the features of the cracks will be retained, in another word, the dilated neural network has a larger view. 25 This enables the UNet B to learn and capture not only the local information of cracks but also the general features in a large area of the image. 26 The full UNet A and B architecture and additional implementation details can be found in the Supporting Information.
Convolutional Neural Networks Computations for UNet A and UNet B
UNet A computations: Reconstructed XRCT images of a collection of 39-55 tablets in a bottle were used, each of which has an image size of 1632 Â 1632 pixels. Owing to the memory limitation of the graphical processing unit, reconstructed XRCT images needed to be cropped into a set of smaller-sized images (input images). The input images have a patch size of 432 Â 432 pixels. The cropping process has a stride-to-input ratio of 0.5 and a CNN batch size of 8 (i.e., the number of examples used for training before updating the neural network parameters). UNet A contains a total of 21,958,050 trainable parameters. Five iterations were performed for training. UNet B computations: To improve the training and computing performances of UNet B, all images of the individual tablet were preprocessed using contrast limited adaptive histogram equalization algorithm (CLAHE) 27 with parameters of clip 0.02, kernel size 30, and bins 256. This preprocessing step using the CLAHE algorithm can significantly improve the learning efficiency and performance of UNet B compared to nonpreprocessed images (results not shown). These preprocessed images were then subjected to cropping and computation. A comparison of the crack in the original image versus a preprocessed image is shown in Figure 2 . The input images have a size of 192 Â 192 pixels. The cropping process has a stride-to-input ratio of 0.18 and a batch size of 16. Three iterations were performed for training. Both UNet A and UNet B perform a binary segmentation and use a loss function of categorical cross-entropy and an optimization Adam algorithm (for both functions the Object Research Systems software implementation was utilized). To prevent overfitting and ensure the robustness of the models, 20% of the training data set was randomly selected and reserved as a validation data set, which allowed us to evaluate the performance of the model on the validation data set at the end of each epoch. The same metric of the categorical cross-entropy loss function was implemented for the validation data set. In addition, an early stopping algorithm and model checkpoint were deployed to prevent overfitting. Additional computational details are provided in Supporting Information.
All CNNs and computations were implemented in DragonFly 4.1 with a deep learning plugin. Computations were carried out in a Windows 10 Pro environment on a machine equipped with an Intel i9 9980XE 18-core processor, an Nvidia Titan RTX 24 gigabytes graphics processing unit, and 128 gigabytes system memory.
Module 1: Segmenting Tablets From the Bottle Using UNet A
In the first module of our analysis program, UNet A was trained to perform the segmentation of a collection of 39-55 tablets from a plastic bottle container in which the tablets were stored. To be noted, UNet A had been developed and implemented for a Merck internal product (different tablets and bottle) previously, and in this study, it was retrained using the images of the prepared mannitolbased tablets which serve as a model system. In another word, a pretrained CNN was used in this study. In this study, we developed 3 versions of UNet A by using different training data. All versions of UNet A that were trained and implemented in this study were summarized in Table 1 . First, UNet A V1 was trained using 58 2D images (XY plane, as shown in Fig. 3a ) from batch 1, and the tablets in those images were manually labeled ( Fig. 3b ). UNet A V2 was trained using 58 2D images from batch 1 and 58 2D images from batch 2. UNet A V3 was trained using 58 2D images from each batch 1, 3, and 4. All 3 versions of UNet A were implemented to test its accuracy and flexibility. Each batch contains 1536 2D images in total. In addition, a manual thresholding method was performed on 4 batches (batch 1-4) to compare with the CNNs based segmentation.
Module 2: Identifying Each Individual Tablet Using Watershed Transformation
We utilized a watershed transformation algorithm 28 to identify and separate each individual tablet from a collection of 39-55 tablets that were segmented by UNet A. Briefly, for a collection of tablets that are touching each other, a seed will be placed in each tablet based on a distance map of each tablet. All seeds are separated and are initially not touching each other. Based on the tablet size and area, those seeds will grow at the same speed until they meet. Then, the boundary between the 2 seeds will be drawn. These boundaries are used to separate each tablet. 28 
Module 3: Internal Tablet Crack Detection by UNet B and Its Quantitative Analyses
In the last module of our analysis program, UNet B was trained to perform segmentation-based internal tablet crack detection. Notably, UNet B had been previously developed (trained by 16 tablets) and implemented for a Merck internal product, and in this study, we retrained UNet B with the prepared mannitol-based tablets to study the program's accuracy and demonstrate its adaptability. In our study, 2 tablets were used as training data. A 30 kN tablet consisting of 284 images (XY plane as shown in Fig. 3c ) was selected, and tablet cracks were manually labeled ( Fig. 3d ). Preliminary tests showed that reconstructed XRCT images contained some scanning artifacts (e.g., ring artifacts and other beam hardening artifacts). Therefore, to enable UNet B to differentiate scanning artifacts from real cracks, a 15 kN tablet, which has scanning artifacts present but no internal cracks, was also selected for training UNet B, and it consists of 289 images. In DragonFly 4.1, 3D Quantitative analyses were performed on internal tablet cracks segmented by UNet B. Quantitative results such as tablet volume, tablet max Feret diameter, crack volume, crack max Feret diameter, crack/tablet volume ratio, crack/tablet max Feret diameter ratio, and crack location were computed.
Because the weight of each tablet may not be exactly the same for all tablets, the volume of each tablet is individually determined and then used to calculate the crack/tablet volume ratio. To assess the distance of the crack from the tablet surface, a distance map of the inner tablet was generated. Based on this map, the location of the cracks was computed using the minimum distance between the crack and the table surface. If the minimum distance is less than 200 mm, the crack will be classified as "surface crack," otherwise, the crack will be classified as "center crack." Because standards related to visual appearance classification of tablet internal cracks were ambiguous, we developed a classification system using the crack/tablet max Feret diameter ratio. In detail, the volume-biggest crack in each tablet was selected, and its crack/tablet max Feret diameter ratio was computed. Based on this ratio, the tablet was classified as a tablet with major crack (the ratio is larger than 1/4), tablet with minor crack (the ratio is between 1/10 and 1/4), and tablet with no crack (the ratio is below 1/10). These results are then automatically exported into a summary spreadsheet. 
Pretrained Models
As mentioned previously, UNet A and UNet B were originally developed for detecting tablet cracks in a Merck internal product and were subsequently retrained using a smaller additional training data set in the present study for mannitol-based tablets. The same training protocol as the 1 described in the previous sections was implemented for both the original development of UNet A and UNet B as well as the new samples. However, a larger data set was used for the original development of UNet A and UNet B. After data augmentation, 39,592 and 127,832 2D images (1010 and 1682 images before augmentation) were used for training UNet A and UNet B, respectively. An average accuracy of 97% was achieved for crack detection in 16 tablet batches of the Merck internal product. As compared to the mannitol-based tablets emphasized in the present study, tablets of the Merck internal product had a smaller volume, a more complex formulation composition, and tablet embossing. The difference in tablet size and presence of tablet embossing did not interfere with the ability to retrain the deep learning algorithms. However, the different tablet compositions resulted in different X-ray intensities for the mannitol-based tablets in this work versus the tablets from the Merck internal product. Regardless, owing to the implementation of the preprocessing step CLAHE, the intensities of all images were equalized and normalized to a range of 0-255 in pixel intensity values. This step served to eliminate significant variabilities between the images of the Merck internal product versus the mannitol-based tablets in this study, and also reduced variances within each data set. Therefore, the learning transfer of the models can be achieved by retraining using a smaller new data set for a new type of tablet.
Validation Strategy
In this study, we want to demonstrate the performance and flexibility of our CNN-based deep learning analysis program. For the purpose of testing and validating the method, we used our program to analyze 10 batches of bulk tablets that were scanned by XRCT, which were also manually analyzed. The automated workflow performed much faster than manual analysis. Furthermore, the program can achieve high accuracy for all batches to ensure a robust quantitative analysis. Second, to demonstrate the flexibility of our program, 2 core components, UNet A and UNet B, which had been previously trained and implemented for a Merck internal product, were retrained again in this study by incorporating only a small number of new training data sets for the new batches. This flexibility of our CNN program can significantly improve the efficiency of data analysis and reduce the time needed to redeploy the method for new product development. In another case (not included in this study), our program can be modified to perform a different analysis task rather than looking for internal tablet cracks.
Results and Discussions
Module 1: Tablets-Bottle Segmentation Using UNet A
In this study, we tested the performance of UNet A for the tabletsegmentation task compared to a manual thresholding approach. Notably, as described in Pretrained Models section, UNet A had been developed and implemented for a Merck internal product (different tablets and bottles) before use in this study. As shown in Figures 4a, 4e, 4i and 4m, the manual thresholding approach (purple) resulted in the inaccurate segmentation of tablets from the bottle for all 4 batches. Some parts of the bottles were mistakenly segmented as being part of the tablets. However, UNet A achieved a more accurate segmentation of tablets compared to the manual thresholding approach. As shown in Figure 4b , UNet A V1, which was trained using 58 images from batch 1 (with a larger and clearcolored HPDE bottle type), achieved accurate tablets-bottle segmentation compared to the manual thresholding method.
To investigate the applicability of UNet A toward different bottle sizes, we tested UNet A V1 on batch 2, which uses a smaller-sized bottle type. Results (Fig. 4f ) showed that UNet A V1 can still perform precise tablets-bottle segmentation without retraining it with images from batch 2 using a different bottle size. This demonstrates the flexibility of UNet A V1 to segment tablets from the same type of bottle (clear HDPE), but different sizes.
We also investigated the effect of the bottle material on the UNet A analysis. Applying UNet A V1 on batch 3 (Fig. 4j ) that has a brown HDPE bottle (resulting in a different contrast of the bottle as compared to the tablets), without further training data from the new type of bottle, resulted in the inaccurate segmentation of tablets (i.e., some parts of the bottle were recognized as tablets). UNet A V1 could not accommodate different types of bottles (e.g., clear, white, brown color). UNet A was retrained by using new training data from the new type of bottle. UNet A V2 was obtained by retraining UNet A V1 with 58 images from batch 3. UNet A V2 achieved more accurate segmentation compared to UNet A V1 on batch 3 (Figs. 4j and 4k) .
In addition, we tested UNet A V2 on batch 4, which uses a white HDPE bottle, to study if UNet A V2 gained the ability to accommodate new types of bottles. Results (Fig. 4o ) demonstrate that UNet A V2 still could not recognize different types of bottles without retraining with the new white bottle data set. Thus, we further trained UNet A V2 by using 58 images from batch 4 to obtain UNet A V3. As shown in Fig. 4p , UNet A V3 successfully segmented tablets from the bottle without errors compared to UNet A V2 on batch 4 (Fig. 4o) .
Moreover, UNet A V3, the most trained CNN, was retested on batch 1. Results illustrated that by adding more training data to UNet A, it did not lose the ability to perform accurate segmentation on previous batches (Figs. 4d, 4h , 4l, and 4p) but became more powerful to be able to segment the tablets from all different types of bottles.
We demonstrated that by using a CNN-based deep learning approach to segment pharmaceutical tablets from the bottle in which they reside, more accurate segmentation could be achieved compared to the manual thresholding method. More importantly, the deep learning approach exhibits certain flexibility to analyze different sizes of bottles without further training data. Although new training data are required to retrain neural networks to recognize previously unseen types of bottles, only a small amount of training data are needed to adapt the neural network to another type of sample. This flexibility and rapid adaptation can greatly reduce the time and the cost to analyze XRCT images and ensures correct identification of individual tablets, which is required for module 2 and further quantitative analyses. By retraining the neural network with more training data from different batches, UNet A not only gained the ability to perform segmentation on different bottles but also kept the segmentation accuracy for previous samples while significantly outperforming the traditional analysis approach. 29 Therefore, a CNN-based deep learning approach is more suited for pharmaceutical industrial product development and large-scale manufacturing, which requires flexibility and quick adaptation of the analysis programs for new products in a short amount of time. 17 
Module 2: Identification of Individual Tablets by Watershed Transformation
After the tablets had been separated from the bottle container using module 1, we used watershed transformation algorithms to identify and distinguish individual tablets from the bulk mass of all tablets to analyze internal cracks for each tablet. As shown in Figure 5 , the identification of individual tablets through watershed transformation depends on the accurate segmentation of bulk tablets from the bottle container in module 1. Watershed transformation resulted in more accurate identification of tablets utilizing bulk tablet data segmented by CNN deep learning segmentation (Figs. 5b, 5d , 5f and 5h) as compared to the manual thresholding approach (Figs. 5a, 5c, 5e and 5g ). Watershed transformation failed for 3 batches of manually segmented bottles but succeeded for all 4 batches using the CNN method. Only for batch 2, which has a small-sized clear HDPE bottle, did both the manual thresholding approach and UNet A method result in the accurate identification of each tablet. This is due to the relatively accurate segmentation of bulk tablets in module 1 performed by the manual thresholding approach. However, this is case-specific and only worked for batch 1. In addition, to achieve accurate segmentation manually, users need to spend a large amount of time and work to develop new methods or algorithms for each batch. This labored workflow significantly reduces the throughput of XRCT imaging analyses, and it cannot be applied to a larger-scale manufacturing inspection. In addition, compared to the manual thresholding approach, accurate tablets segmentation using UNet A resulted in less variability among different batches for the identification of individual tablets. This accuracy achieved in module 2 is required to ensure correct and precise quantitative analyses of the internal tablet cracks in module 3.
Module 3: Detection and Quantitative Analysis of Internal Tablet Cracks
After each tablet had been identified and extracted using module 2, UNet B was used to perform crack segmentation for each tablet in module 3. As the results in Figure 6 show, UNet B exhibited unparalleled performance on detecting internal tablet cracks, as compared to an attempt to apply directly a manual thresholding approach which resulted in an extremely inaccurate segmentation of cracks ( Figs. 6c and 6e) .
As compared to CNN methods, classical machine-vision methods to detect internal cracks require custom algorithms for different types of tablets and require a prolonged amount of time or substantial computing power to perform the analysis on only a small number of tablets. 1 UNets are able to run on much larger sample sizes in a relatively short amount of time and with limited efforts, which makes them particularly well-suited for automated large-scale sample preparation and recording setups. 22 Our CNN deep learning analysis program is able to be automatically executed without the user's intervention and to process a bulk of tablets at once (39 to 55 tablets at a time). We tested our analysis program on 7 batches (batch 1 and 5 through 10). The results are shown in Table 2 .
The CNN deep learning analysis program achieved an average of 94% accuracy for 7 batches with the highest accuracy of 97% for batch 1 and the lowest accuracy of 89% for batch 6. Accuracy is calculated as the total number of tablets minus the number of tablets that exhibited false readings (either false positives or false negatives), divided by the total number of tablets. The false positives and false negatives are further discussed in the next section. Overall, the CNN deep learning analysis program showed superior accuracy and flexibility compared to a manual thresholding approach. Notably, UNet B had been developed and implemented for a Merck internal product (different tablets and bottles) before this study. UNet B implemented in this study was retrained using only 2 tablets from the prepared mannitol-based tablets, requiring 1-2 h to complete the training process. This rapid adaptability can significantly reduce deployment time. For manually labeling the cracks, because UNet B had been trained previously for a Merck internal product, we first used the original UNet B to process these 2 tablets and then manually modified the segmented cracks to obtain the training data for the prepared mannitol-based tablets. It is to be noted that the original UNet B, which was implemented for a Merck internal product, also achieved an average of 97% accuracy and 2% variation for 10 batches. Moreover, quantitative analyses of those internal cracks can be performed based on the accurate segmentation of cracks. As shown in Table 3 , an example of all quantitative results of cracks and tablets were computed to provide more objective information to facilitate manufacturing inspection.
Interferences and Artifacts
Although the CNN deep learning program has a high accuracy adequate for pharmaceutical work, a thorough discussion of the minor population of false negatives and false positives is warranted. Several factors can interfere with the detection of cracks 1  39  39  0  0  0  1  97%  5  54  1  1  52  2  0  96%  6  54  2  1  51  6  0  89%  7  55  3  1  51  4  0  93%  8  53  5  4  44  5  0  91%  9  53  15  3  35  2  0  96%  10  54  15  3  36 3 0 94% Average 94% Standard Deviation 3% a All cracks were determined to be near the surface of the tablets in these studies ("Surface Cracks"), but the software also has a function to determine when cracks are located near the center of the tablets ("Center Cracks").
using UNet B. We calculated false-positives and false-negatives for 7 batches.
The CNN deep learning analysis program exhibits more false positives compared to false negatives ( Table 2 ). It was found that most false positives were due to the presence of low-density regions inside tablets, which possess similar features as internal cracks (Figs. 7a and 7b) . These low-density regions likely represent a different local physical density of components. The low-density region (dark gray spot in Fig. 7a ) on slice 110 of the tablet shrinks to a line-like feature on slice 91, which possesses similar features of real cracks. Owing to the limitation of UNet B, which can only analyze 2D images, the crack-like feature on slice 91 may be recognized as a crack because it highly resembles a real crack in 2D. This problem can be solved by implementing a 3D UNet to incorporate the spatial information of cracks, which will be a dark line on all slices along the Z-axis ( Fig. 6b ). 30 We plan to develop a 3D UNet analysis program to further improve the efficiency and accuracy of internal tablet crack detection. Regarding the false positives, the potential for a small population of false positives is likely unavoidable because even trained human operators cannot always agree whether a tiny small low-density feature is truly a crack or merely a local region of nonuniform physical density. Furthermore, the small-sized false-positive features can be removed by the software in the final quantification output step and are believed to be less likely to be major players in tablet fractures.
The only false negative observed in batch 1 was caused by the presence of a large scanning artifact (Fig. 7d) , which disrupted the crack detection of UNet B (Fig. 7e ). It is of note that human trained operators can also sometimes miss a few cracks in the tablets, particularly if they were at angles that could not be easily observed in the standard 2D XY/XZ/YZ coordinate planes. This issue can be better addressed by the 3D UNet approach. Nevertheless, in the case of UNet B, most of the scanning artifacts can be differentiated from the internal tablet cracks. This is achieved by selecting different training data that incorporate different features. Many researchers found that by adding noises to the training data, the performance of CNNs can be significantly improved. 31, 32 In the training data sets for this study, we utilized a tablet prepared at 15 kN compression force, which contained only scanning artifacts rather than internal cracks. This training data (noise) significantly enhanced the ability of UNet B to distinguish real cracks from other interferences. In addition, a currently underdevelopment 3D UNet B can address this problem by taking the spatial features (Z-axis) of internal cracks into consideration.
Training Data Set and Efficient Learning of UNet B
In this study, 2 mannitol-based tablets were used to train UNet B (a total of 573 2D images). We note that while this data set may seem small, the algorithm was pretrained using a larger data set 33 CLAHE is also used to equalize the range of pixel intensity values across different data sets to the same range, minimizing large variabilities in total intensity between data sets. 34, 35 Second, owing to the limited number of training images from the tablets, a data augmentation strategy was implemented. 36 For each original image, we implemented an augmentation strategy by which multiple images of size 192 Â 192 were extracted from each original image through setting a stride-to-input ratio of 0.18. This augmentation strategy enlarged the number of training images from 573 images to 43,548 images. This training process ensured that there was a sufficient quantity of training data for UNet B to properly learn the crack features. Third, and more importantly, we modified the first-level convolutional layers of UNet B by setting a dilation rate of (3, 3) to maintain the resolution of the cracks. This dilation approach greatly expands the receptive field of UNet B without losing the resolution or coverage of the cracks after several downsampling layers to facilitate the learning of UNet B. 37 Fourth UNet possesses intrinsic qualities that are amenable toward enhanced training efficiency. UNet has a particular structure, involving a skip connection between the downsampling and prediction steps. This skip connection helps the recovery of full spatial information at the network output, which favors the training of UNet B. 38 Fifth, all the training and testing data sets were obtained in a materials laboratory setting, in which the sample preparation and XRCT image data acquisition setup and parameters were precisely controlled. Consequently, the collected raw data exhibit fewer intrinsic variabilities. With all the features and modifications of UNet B collectively, we achieved high accuracy of 94% by using only 2 tablets and a few hundred images as training data in conjunction with a pretrained model.
Workflow Comparison: Manual Analysis and CNN-Based Deep Learning Analyzing Approach
In Table 4 , we summarized the advantages and disadvantages of manual analysis and the CNN deep learning analysis program. First, the CNN approach can enable the automation of the analysis to a point that only minimal user intervention is needed. The program can process a large number of samples at once, which is suited for large-scale manufacturing inspection. Also, the automated program can be executed during off-hours, which is more efficient. This significantly reduces the time and the cost of XRCT image analysis. We estimate that the total hands-on time spent by an employee (including sample preparation, time spend preparing the instrument for data acquisition, copying data, and data analysis) to prepare a report of 16 representative batches was normally around 24 h, whereas the deep learning assisted process reduced this to only approximately 6 h of employee time. Second, robust quantification can be achieved based on the accurate segmentation of internal cracks using neural networks. The CNN method is much more reliable and less variable across large numbers of batches tested, as compared to a human-guided manual analysis. Moreover, our program can be quickly adapted to different products by using only a small amount of training data to retrain the convolutional neural networks, which is necessary to improve and shorten the product development cycle.
Conclusions
In this study, a convolutional neural network-based deep learning analysis program was developed for pharmaceutical applications in solid dosages. We demonstrate the program's performance for analyzing XRCT images and detecting internal tablet cracks. UNet neural networks significantly improved the accuracy and throughput of the analysis. We achieve an average of accuracy 94% for 7 batches of 39-55 tablets while reducing the employee time to analyze batches by a factor of 3 compared to manual user analyses. In addition, the analysis program can be rapidly adapted for different products, such as different bottle types and tablets. We demonstrate that a CNN deep learning approach is suited for a large-scale manufacturing inspection, which holds the potential to significantly reduce the time cost and financial cost.
