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THE BGK EQUATION AS THE LIMIT OF AN N -PARTICLE SYSTEM
DAWANMUSTAFA(1) AND BERNT WENNBERG(2,3)
ABSTRACT. The spatially homogeneous BGK equation is obtained as the limit of a model
of a many particle system, similar to Mark Kac’s charicature of the spatially homogeneous
Boltzmann equation.
1. INTRODUCTION
The BGK equation is named after P.L. Bhatnagar, E.P. Gross, and M. Krook, who first
presented it in an influential paper published in 1954 [3]. In its original form it is
∂f
∂t
+ v · ∇f − eE
m
∂f
∂v
= −n
σ
f +
n2
σ
Φ .(1)
Here f = f(x, v, t) gives the number density of particles in phase-space (x, v) ∈ R3×R3.
The constant σ > 0 controls collision rate of particles, and Φ = Φq,T is the Maxwellian
distribution
Φ(x, v, t) = Φq,T =
m
(2πkT (x, t))
3/2
exp
(
− m
2kT (x, t)
(v − q(x, t))2
)
,(2)
where n(x, t), q(x, t), and T (x, t) represent the local number density, mean velocity and
temperature respectively:
n(x, t) =
∫
f(v, x, t) dv ,
q(x, t) =
1
n(x, t)
∫
vf(v, x, t) dv ,(3)
3kT (x, v)
m
=
1
n(x, t)
∫
(v − q(x, t))2f(v, x, t)dv .
The same kind of equation was formulated independently by Welander [25]. In [3], one
considers charged particles, and E is the electric field computed from the particle density.
It is a model of the kinetic Boltzmann equation with the purpose of providing a numeri-
cally tractable model, while retaining the most important aspects of the original Boltzmann
equation: conservation of mass, momentum and energy, convergence to a unique equilib-
rium state, monotonicity of entropy, etc. And while easier from a computational point of
view, it is considerably more difficult to analyse mathematically, and most theoretical re-
sults concerning existence and uniqueness of solutions to the BGK eqution actually hold
for a modified version where the right hand side is replaced by
− 1
σ
f +
n
σ
Φ ,(4)
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i.e. where the collision frequency is constant [20, 21]. There are also results concerning
solutions close to a global equilibrium, which hold also for density and temperature depen-
dent collision frequencies [27, 28]. There is a rather large litterature concerning various
aspects of the BGK-equation dealing, for example, with methods for numerical treatment
of rarefied gases (some recent examples are [13, 2, 26]), their fluid dynamical limits (see
for example [22, 10, 9]), or models accounting for polyatomic gases or mixtures of differ-
ent gases (for example in [1, 12, 4]), to give a few examples. A paper attempting to find a
well-motivated approximation of the collision frequenecy 1/σ can be found in [23].
The BGK equation is a fenomenological equation in the sense that it is derived explicitly
to satisfy certain physical properties of a dilute gas, but until very recently there are very
few published works attempting to justify the equation directly from the dynamics of an
N -particle system. This is in contrast with the Boltzmann equation, for which there is now
a rigorous derivation starting from the Liouville equation for hard sphere dynamcis, or for
short range potentials, of an N -particle system [11, 18].
The BGK equation without electric field can be interpreted as a model of a large system
of particles, where each particle moves independently with its own velocity. The velocity
jumps at exponentially distributed intervals but remains constant in between the jumps.
The jump rate is proportional to the local density of the gas, and after the jump the particle
velocity is a normally distributed random variable, independent of the initial velocity, but
with mean and variance determined by the local temperature and mean velocity of the gas.
One can make a similar interpretation of the Boltzmann equation for hard spheres, but with
two important differences. First, in (1), the collision rate only depends on the local density,
and not on the velocity of the particles. In fact, equation (1) corresponds to a system of
so-called Maxwellian molecules and not to hard spheres. The second, and more important,
difference lies in the distribution of velocities of particles after a jump. The Boltzmann
equation for Maxwellian molecules, which in similar notation is
∂f
∂t
+ v · ∇f = −n
σ
f +
1
σ
Q+(f, f) ,(5)
represents a process in which the velocity of a particle after the jump is given by the
outcome of a random collision with a second particle drawn from the distribution with
density v 7→ f(x, v, t)/ ∫
R3
f(x,w, t) dw. The solutions to (5) converge to a Maxwellian
distribution when t→∞, or equivalently, when the average number of velocity jumps that
one particle has made, goes to infinity. In the BGK model, the velocity of a particle has a
normal distribution after only one jump, and a particle system that converges to a solution
of the BGK model must achieve that in the limit of infinitely many particles.
The particle system that we propose consists of particles that can have two states, active
and passive, where only the active particles participate in collisions with other particles.
The BGK equation will describe the evolution of passive particles in the limit of infinitely
many particles. One may think of the active particles being ions, that interact at a high rate
with each other, the passive ones being neutrals that do not interact. On the other hand,
a neutral particle and an ion may encounter and interchange state by the transfer of an
electron, so that the result is similar to allowing the velocity of a neutral particle to jump to
a random velocity given by the distribution of the acitve particles. And if the collision rate
for active particles is very high, then the active particles will have time to come close to an
equilibrium distribution before the next exchange with the passive particles takes place.
At a formal level, one may actually pursue these ideas to derive a BGK equation of the
form (1), or a hard sphere version of the same, but to make a completely rigorous derivation
along the lines of for example [11] seems to be difficult [16].
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An alternativ approach has been developed in [7], where an N -particle system is con-
structed in which the particles are given a normal velocity distribution after a jump, with
moments computed from the empirical distributions. The authors prove rigorously that the
N -particle model converges to the BGK model in the limit of N going to infinity.
Long before a rigorous result on the validity of the Boltzmann equation had been ob-
tained for a real particle system, Mark Kac [17] proposed a Markov jump process for the
velocities of an N -particle distribution, and proved that in the limit as N →∞, the veloc-
ity distribution of one particle converges to the solution of a Boltzmann-like equation for a
spatially homogenous gas of Maxwellian molecules with one-dimensional velocities.
In this paper we construct a Kac-type model of a system of N passive and M active
particles, and a jump process involving collisions between active particles and the switch
between active and passive state, as described above. We then prove that the one-particle
distribution for passive particles converges to a BGK equation of the form
∂tf(v, t) =M(v, t)− f(v, t)(6)
whereM is the standard normal distribution in one dimension. This limit can be obtained
in a scaling whereM/N → 0 when N → ∞, that is, when the fraction of active particles
vanishes in the limit of infinitely many particles.
The paper is based on the results in the doctoral thesis of the first author [19]. A very
similar model, with two different kinds of particles, has been presented by Bonetto et. al.
in [6], and also in [5]. The authors are in general interested in kinetic models coupled with a
thermostat, and in the cited papers the larger set of particles (N in our paper) is considered
as a thermostat acting on the smaller set of particles, and they prove that indeed, when
N → ∞ the large N -particle system is a good approximation of a Gaussian thermostat.
Related results can also be found in [24].
The paper is organised as follows: In Section 2, we discuss Markov jump processes
that give BGK-like equations in the limit of infinitely many particles, and present in full
detail our final model. In Section 3 we introduce some further notation, and present the
initial steps of the proof. An important step of the proof is to show that the energy partition
between the passive and active particles in the limit is such that the mean energy for the
active particles is one. This is proven in Section 4 by performing very explicit calculations
of certain moments of the solutions. The proof is then concluded in Section 5.
2. THE PARTICLE SYSTEM, AND ITS LIMITING KINETIC EQUATION
We consider a particle system consisting of N +M particles, where N is number of
passive particles represented by V = (v1, . . . , vN ) ∈ RN , and M is number of active
particles represented by W = (w1, . . . , wM ) ∈ RM . One active particle is assumed to
have the same mass as one passive particle, and here that mass is set to 1. The total
kinetic energy, which thefore is 12
(
v21 + · · ·+ v2N + w21 + · · ·+ w2M
)
, is assumed to be
conserved, and therfore the state space of the particle system is SN+M−1(
√
N +M), the
N+M−1-dimensional sphere of radius√N +M . Throughout the paper we also assume
thatN > M .
The dynamics of the system consist of two independent jump processes. The first one
is the so-called Kac walk, which mimics the pairwise collisions of a rarefied gas. This
process involves only the active particles. The second process involves a pair consisting of
one active and one passive particle, and leads to an exchange of state: the passive particle
becomes active, while retaining its velocity, and the active particle becomes passive. In
this way there is an exchange of energy between the two sets of particles.
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The Kac walk on the set of active particles is defined as follows:
• the jumps occur at exponentially distributed intervals with rate λ2NM .
• in a jump, a pair (wi, wj) is is chosen uniformly among the active particles, and
and θ ∈ [−π, π[ is drawn from an even distribution. Then (wi, wj) 7→ (wi cos θ−
wj sin θ, wi sin θ+wj cos θ). WithW = (w1, ..., wN ), this jump is denotedW 7→
Ri,j(θ)W .
The jump rate for exchange between active and passive particles is chosen as λ1N , which
means that the jump rate for a given indexed passive particle vj is λ1, independently ofN ,
and that the rate at which active particles become passive is λ1NM−1 per active particle.
Therefore the subsystem of active particles on average experience λ2λ1M jumps of Kac-type
between two exchange jumps. Without loss of generality we set is λ1 = 1, and denote the
parameter λ2 simply as λ in what follows.
The intuitive picture is this: consider a time interval [t1, t2[, where the end points are
given by two consecutive exchange events. In this interval the vector V = (v1, ..., vN ) is
unchanged, and the vectorW = (w1, ..., wM ) will make on the order of λMN(t2− t1) ∼
λM steps in the Kac walk. The energy of the set of active particles is conserved by this
process, and hence |W |2 = w21 + . . . + w2M is constant. If λ is very large, the Kac walk
will drive the distribution ofW to an almost uniform distribution on the sphere defined by
|W (t1)|2. At t2 a new exchange event takes place, when a randomly chosen active particle
becomes passive, and hence the set of passive particles will gain a particle drawn from
a distribution which is the marginal of the uniform distribution of anM − 1-dimensional
sphere. But this marginal distribution is close to a Gaussian whenM is large, and therefore,
looking only at the distribution of passive particles, this will loose particles at exponential
rate λ1 = 1 per passive particle, and gain particles drawn from a Gaussian distribution
with the same rate; this is the BGK-process for a spatially homogenous gas.
All of this can be quantified, but some notation is needed in order to formulate a the-
orem. First of all we define the master equation, or forward Kolmogorov equation, corre-
sponding to the jump process. Let FNM (V,W, t) be the probability density with respect to
the induced measure σ 1 on SN+M−1(
√
N +M) for the velocities of the particles at time
t. The time evolution of FNM is given by the equation:
(7)
∂
∂t
FNM (V,W, t) = (LNMλ + UNM )FNM (V,W, t),
where
(8)
LNMλFNM (V,W ) =
2Nλ
M−1
∑
1≤j<k≤M
∫ 2π
0
(FNM (V,Rjk(θ)W ) − FNM (V,W )) dθ
2π
,
and
(9) UNMFNM (V,W ) = 1M
N∑
j=1
M∑
k=1
(
FNM (V
j
wk
,W kvj )− FNM (V,W )
)
.
The operator LNMλ defined in (8) is the generator of the original Kac master equation
acting on theW -variables, but with a factor λN in front, to give the jump rate as described
1The symbol σ is used throughout the paper to denote the measure on the sphere Sn−1(r) induced from the
Euclidian measure in Rn, and therefore it is defined only in combination with the domain of integration.
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above. The operator UNM defined in (9), with
(10) (V jwk ,W
k
vj ) = (v1, . . . , vj−1, wk, vj+1, . . . , vN︸ ︷︷ ︸
V jwk
, w1, . . . , wk−1, vj , wk+1, . . . , wM︸ ︷︷ ︸
Wkvj
)
is the generator of the exchange process, when a passive and an active particle exchange
their state.
An essential assumption here, just like in Kac’s orginal work, is that FNM is symmetric
with respect to permutations of the coordinates of V and of the coordinates of W . This
is to say that all passive particles are identical, and identically distributed, and that the
same holds for the active particles. Hence any choice of n passive particles is equivalent
to choosing the first n. The following notation will be useful:
Vn = (v1, ..., vn) and V n = (vn+1, ..., vN )(11)
Wm = (w1, ..., wm) and Wm = (wm+1, ..., wm) .
Definition 2.1. The (n,m)-marginals f (nm)NM (Vn,Wm) of FNM (V,W ) are given by the
equation ∫
SN+M−1(
√
N+M)
g(Vn)h(Wm)FNM (V,W )dσ
=
∫
Rn
∫
Rm
g(Vn)h(Wm)f
(nm)
NM (Vn,Wm) dVn dWm,
(12)
where g(Vn) and h(Wm) are any bounded continuous functions on Rn, Rm, respectively,
and we assume that f (nm)NM has support in {V 2n +W 2m ≤ N +M}.
The objective of this paper is to prove that whenN,M →∞ the density of one passive
particle, f (10)NM (v, t) converges to a function f(v, t) that satisfies the spatially homogeneous
BGK equation (5). This is formulated in the following theorem:
Theorem 2.2. Let {FNM (V,W, t)}N,M be the solutions of a family of master equations
(7) with 1 ≤M < N <∞, with initial data FNM (V,W, 0) satisfying
∫
Ω0,0
|FNM (V,W, 0)|2 dσ(V,W ) ≤ C2NM ,
∫
Ω0,0
FNM (V,W, 0)v
4
1 dσ(V,W ) <∞,
and
1
M
∫
Ω0,0
FNM (V,W, 0)
(
1
M
M∑
k=1
w4k
)
dσ(V,W )→ 0 when M →∞ .
(13)
Let M = M(N), λ = λ(N) be such that N/M → ∞, N/M2 → 0 and λ/CNM → ∞
when N →∞. Then, for 0 < t0 ≤ t ≤ T , T <∞
(14) lim
N→∞
∂
∂t
∫
v21<N+M
f
(10)
NM (v1, t)g(v1) dv1 =
∫
R
(M(v1)− f(v1, t)) g(v1) dv1,
where
(15) f(v1, t) = lim
N,M→∞
f
(10)
NM (v1, t) ,
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and where f(v1, t) solves the homogeneous BGK equation,
∂
∂t
f(v1, t) =M(v1)− f(v1, t) .(16)
So, at least weakly, the one-particle marginal of the N +M dimensional particle sys-
tem converges to the solution of a BGK equation, as announced in the introduction. The
theorem is stated to hold uniformly for t ≥ t0 > 0, but to achieve convergence uniformly
for all t > 0 one must make stronger assumptions on initial data. If the initial data are
chaotic, i.e. meaning that the many-particle marginals are close to products of functions of
the coordinates, the L2-norm in the theorem grows exponentially inN +M , and choosing
CNM ∼ cN+M in equation (13) gives natural class of inital data for which the theorem
holds.
Remark 2.3. An important notion in kinetic theory is that of propagation of chaos, which
was made precise in Kac’s paper [17]. In the present context we would say that {FNM} is
a chaotic family if the marginals {f (nm)NM } satisfy
lim
N,M→∞
f
(n0)
NM (v1, ..., vn) =
n∏
j=1
lim
N,M→∞
f
(10)
NM (vj) ,(17)
and that propagation of chaos holds if the same property holds for all times provided it
holds initially. Here only marginals with respect to the v variables are included because the
limiting equation only involves the distribution of passive particles. These do not interact
directly, but jump almost independently. When N and M are bounded, some correlation
is created because each jump of a passive particle changes the distribution of the active
particles, the effect of this vanishes when the number of active particles, M , increase to
infinity. A more rigorous statement can be made from the observation that the proof of
Theorem 2.2 with very small changes shows that equation (14) also holds for the marignals
f
(20)
NM , whith the MaxwellianM(v1) replaced by a bivariate MaxwellianM(v1, v2), which
itself factorizes.
3. INITIAL STEPS OF THE PROOF
To prepare for the proof of Theorem 2.2, we first present a few well-known formulae
concerning spheres. A first observation is that although the V - andW -variables represent
particles in different states, they behave exactly as variables for integration over the sphere
Ω0,0 = {|V |2 + |W |2 = N +M}, and therefore, for any functionG(V,W ), we have∫
Ω0,0
G(V jwk ,W
k
vj ) dσ(V,W ) =
∫
Ω0,0
G(V,W ) dσ(V,W ) .(18)
The area of an n− 1 dimensional sphere of radius r,
Sn−1(r) =
{
(x1, ..., xn) ∈ Rn
∣∣ x21 + x22 · · ·+ x2n = r2} is given by
(19) ∣∣Sn−1(r)∣∣ = rn−1 2π n2
Γ
(
n
2
) = rn−1 ∣∣Sn−1∣∣ .
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For any function f defined on Sn−1(r) one may write
∫
Sn−1(r)
f(x1, ..., xn) dσ(x1, ..., xn) =
(20)
∫
x21+···+x2k≤r2
(
r2
r2 − x21 − · · · − x2k
)1/2 ∫
Sn−k−1
(√
r2−x21−···−x2k
)
f(x1, . . . , xn) dσ(xk+1, . . . , xn) dx1dx2 . . . dxk .
Therefore the marginals defined in Definition 2.1 may be written explicitly as
(21) f (nm)NM (Vn,Wm) = Γn,m
∫
Ωn,m
FNM (V,W ) dσ(V
n,Wm) ,
where we introduce the notation
Γn,m =
(N +M)1/2
(N +M − |Vn|2 − |Wm|2)1/2 , and(22)
Ωn,m = S
N+M−n−m−1
(√
N +M − |Vn|2 − |Wm|2
)
.
We also define the average with respect to theW -variables as follows:
Definition 3.1. Let FNM (V,W ) ∈ L1
(
SN+M−1(r)
)
. Then
F¯NM (V ) =
∣∣∣SM−1 (√r2 − |V |2)∣∣∣−1 ∫
SM−1
(√
r2−|V |2
)
FNM (V,W ) dσ(W ) .(23)
Finally we compute the marginal of the first coordinate of a point chosen uniformly on
an M -dimensional sphere of radius
√
M . The uniform density is given by the constant
function
∣∣SM−1∣∣−1M−(M−1)/2, and hence the marginal of the first coordinate is
MM (x1) =
(
M
M − x21
)1/2 ∫
SM−2
(√
M−x21
)
∣∣SM−1∣∣−1M−(M−1)/2 dσ(x2, ..., xM )
=
(
M
M − x21
)1/2 ∣∣SM−2∣∣
|SM−1|
(M − x21)(M−2)/2
M (M−1)/2
=
1√
M
∣∣SM−2∣∣
|SM−1|
(
1− x
2
1
M
)(M−3)/2(24)
−→
M→∞
1√
2π
e−x
2
1/2 = M(x1) .
The first step in our proof of Theorem 2.2 is to integrate over theW -variables in Equa-
tion (7), to find an evolution equation for the V -marginal of FN,M . It is
∂
∂t
f
(N0)
NM (V, t)
= ΓN,0
∫
ΩN,0
(LNMλ + UNM )FNM (V,W, t) dσ(W )
=
N∑
j=1
ΓN,0
∫
ΩN,0
(
FNM (V
j
w1 ,W
1
vj , t)− FNM (V,W, t)
)
dσ(W ) .
(25)
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The integral of LNMλFNM (V,W, t) vanishes because the generator of the Kac walk
conserves mass, and we also use the symmetry with respect to permutations of the W -
coordinates to replace the sum over k in (9) with M terms, all involving w1. Adding and
subtracting F¯NM (V jw1 ) we obtain
∂
∂t
f
(N0)
NM (V, t)
=
N∑
j=1
ΓN,0
∫
ΩN,0
(
F¯NM (V
j
w1 , t)− FNM (V,W, t)
)
dσ(W )
+
N∑
j=1
ΓN,0
∫
ΩN,0
(
FNM (V
j
w1 ,W
1
vj , t)− F¯NM (V jw1 , t)
)
dσ(W )
= I1(V ) + I2(V ) .
(26)
We will show that by a suitable choice of λ, which is hidden here because it only affects the
Kac operator LN,M,λ, the term I2(V ) vanishes in the limit, and hence that the evolution
of f (N0)NM (V ) essentially is governed by I1(V ), which in turn will reproduce the righthand
side of the BGK equation in the limit when N,M →∞.
We denote theN terms of I1(V ) as I1,j(V ), so that I1(V ) =
∑N
j=1 I1,j(V ). For j 6= 1,
and for any function g ∈ C(R),∫
|V |2≤N+M
g(v1) I1,j(V ) dV =
∫
|V |2+|W |2=N+M
g(v1)
(
F¯NM (V
j
w1
j
, t)− F¯NM (V, t)
)
dσ(V,W ) = 0 ,
by the argument in equation (18), and therefore it is sufficient to consider the first term,
I1,1(V ). Using Equation (21) and Definition 3.1, the integral in this term is∫
ΩN,0
F¯NM (V
1
w1 , t)dσ(W ) − |ΩN,0| F¯NM (V, t)
= |ΩN,0| 1
SM−1
(√
M
) ∫
SM−1(
√
M)
F¯NM (V
1
w˜1
√
τ(V )
, t) dσ(W˜ )− |ΩN,0| F¯NM (V, t) ,
where we have made the change of variablesW 7→
√
τ(V )W˜ , with
τ(V ) =
N +M − |V |2
M
,(27)
the average energy per active particle. The integral is then the marginal distribution of the
uniform density over anM − 1-dimensional sphere, as in Equation (24), so that finally the
I1,1(V ) becomes
ΓN,0 |ΩN,0|
√
M∫
−√M
F¯NM
(
V 1
w
√
τ(V )
, t
)
ΨM (w) dw − ΓN,0 |ΩN,0| F¯NM (V, t) =
√
N+M−|V |2∫
−
√
N+M−|V |2
ΨM
(
v1/
√
τ(V 1w1 )
)√
τ(V 1w1 )
f
(N0)
NM (V
1
w1 , t)dw1 − f
(N0)
NM (V, t) .
THE BGK EQUATION AS THE LIMIT OF AN N -PARTICLE SYSTEM 9
This integral can now be written as a sum of three terms as follows:
√
N+M−|V |2∫
−
√
N+M−|V |2
M(v1)f (N0)NM (V 1w1 , t) dw1 − f
(N0)
NM (V, t)
+
√
N+M−|V |2∫
−
√
N+M−|V |2
(MM (v1)−M(v1)) f (N0)NM (V 1w1 , t) dw1
+
√
N+M−|V |2∫
−
√
N+M−|V |2
(
MM
(
v1/
√
τ(V 1w1 )
)√
τ(V 1w1 )
−MM (v1)
)
f
(N0)
NM (V
1
w1 , t) dw1
:= a(V, t) + b(V, t) + c(V, t).
(28)
Consider the first of these terms, a(V, t). For arbitrary g(v) ∈ C(R),∫
|V |2≤N+M
a(V, t)g(v1) dV =
∫
v21≤N+M
(
M(v1)− f (10)NM (v1, t)
)
g(v1) dv1 ,(29)
which converges to the right-hand side of equation (14) in Theorem 2.2. Therefore the
proof can be concluded by proving that the other terms vanish.
The second term, an integral of b(V, t), converges to zero, because
∫
|V |2≤N+M
g(v1)b(V, t) dV =
∫
|V |2+w21≤N+M
g(v1) (MM (v1)−M(v1)) f (N0)NM (V 1w1 , t) dw1dV
=
∫
|V |2≤N+M
√
N+M−|V |2∫
−
√
N+M−|V |2
(MM (u)−M(u)) g(u) du f (N0)NM (V, t) dV ,
(30)
and we know that theMM (w)→M(w) pointwise, whenM →∞.
Of the three terms a(V, t), b(V, t), and c(V, t), the last one is the most difficult to anal-
yse. This is the subject of Section 4, where it is proven that on the domain of integration,
we have τ(V )→ 1 when N,M →∞ under the constraints given in Theorem 2.2.
The proof of Theorem 2.2 can be concluded with these three estimates, together with
a proof that
∫
g(v1)I2(V ) dv → 0 when N,M → ∞. The remainig part of this section
is devoted to proving that I2(V ) converges to zero with suitable choices of N,M and λ.
The result is largely due to Lemma 3.2 below, which in turn follows from a result on the
spectral gap for the generator LNMλ of the Kac walk. Without the operator UNM , the
generator for the exchange between passive and active particles, equation (7) becomes
∂
∂t
FNM (V,W, t) = LNMλFNM (V,W, t) ,
which is the original Kac master equation in the M variables (w1, ..., wM ), with the V -
variables appearing only as parameters. Kac conjectured that the spectral gap ∆M of
−LM = −(λN)−1LNMλ is bounded away from 0, uniformly in the number of particles
M . The parameter V is of course not present i Kac’s work, but it doesn’t have an influence
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on the spectral gap, because this gap does not depend on the total energy of the system, and
λN only serves to increase the jump rate. Kac’s conjecture was first proved by Janvresse,
[15], and an exact formula for the gap of−LM was later obtained by Carlen, Carvalho and
Loss in [8]:
(31) ∆M =
1
2
M + 2
M − 1 ≥
1
2
,
and the corresponding eigenfunction is
φ∆M =
M∑
j=1
(
w4j −
3M
M + 2
(
r2
M
)2)
,(32)
where r is the radius of theM − 1-dimensional sphere. In fact, this eigenvalue and eigen-
function were computed also in [14], but without a proof that this is also determines the
spectral gap.
It follows that in an interval t1 < t < t2 defined by two consecutive exchange events,
(33) ||FNM (V, ·, t)− F¯NM (V, t)||2 ≤ e−Nλ2 (t−t1)||FNM (V, ·, t1)− F¯NM (V, t1)||2 .
With λ very large, the term UNMF can be considered to be a small perturbation, which is
expressed in the following lemma:
Lemma 3.2. LetFNM (V,W, t) be a solution to equation (7), and let F¯NM (V, t) be defined
by Definition 3.1. Then, for all t ≥ 0 and V ∈ RN ,
‖FNM (V, ·, t)− F¯NM (V, t)‖2 ≤ e− tNλ2 ‖FNM (V, ·, 0)− F¯NM (V, 0)‖2
+
1− e− tNλ2
2Nλ
sup
0≤s≤t
‖UNMFNM (V, ·, s)− UNMF (V, s)‖2,
(34)
where the norm is in L2 (ΩN,0, dσ(W )).
Proof. By the Duhamel formula we can write
(35) FNM (V,W, t) = etLNMλFNM (V,W, 0)+
∫ t
0
e(t−s)LNMλUNMFNM (V,W, s) ds .
Because etLNMλ acts only in theW variables, and conserves mass and leaves the uniform
density on the sphere invariant, an integration over ΩN,0 gives
F¯NM (V, t) = e
tLNMλF¯NM (V, 0) +
∫ t
0
e(t−s)LNMλ
1
|ΩN,0|
∫
ΩN,0
UNMFNM (V,W, s) dσ(W ) ds ,
and so
FNM (V,W, t)−F¯NM (V, t) = etLNMλ
(
FNM (V,W, 0)− F¯NM (V, 0)
)
+
∫ t
0
e(t−s)LNMλ
(
UNMFNM (V,W, s)− UNMF (V,W, s)
)
ds .
(36)
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The formula for the spectral gap for the Kac model yields
||FNM (V,W, t)− F¯NM (V, t)||L2(SM−1(√N+M−|V |2),dσ)
≤ e− tNλ2 ||FNM (V,W, 0)− F¯NM (V, 0)||L2(ΩN,0),dσ)
+
∫ t
0
e−
(t−s)Nλ
2 ||UNMFNM (V,W, s)− UNMF (V,W, s)||L2(SM−1(ΩN,0),dσ) ds .
(37)
A simple computation concludes the proof. 
The desired estimate of I2(V ) is a direct consequence of Lemma 3.2:
Lemma 3.3. Assume that FNM (V,W, 0) ∈ L2(Ω0,0, dσ(V,W )). Let FNM (V,W, t) be
the solution of equation (7) and F¯NM (V, t) be given by Definition 3.1 (equation (23)).
Then, for every bounded function g : R→ R and all t ≥ 0
(38)
∣∣∣∣∣∣∣
∫
|V |2≤N+M
I2(V ) g(v1) dV
∣∣∣∣∣∣∣
2
≤
(
2e−λNt +
4
λ2
)
‖g‖2∞‖FNM (·, ·, 0)‖2L2(Ω0,0)
Proof. Multiplying equation (7) by FNM (V,W, t) and integrating over Ω0,0 with respect
to σ(V,W ), and using that LMNλ is a non-positive operator, it follows that
(39)
d
dt
∫
Ω0,0
|FNM (V,W, t)|2 dσ(V,W ) ≤
∫
Ω0,0
FNM (V,W, t)UNMFNM (V,W, t) dσ(V,W ) .
According to the definition of UNM (equation (9)), the righthand side of this expression is
a sum of terms of the form FNM (V,W, t)
(
FNM (V
j
wk
,W kvj , t)− FNM (V,W, t)
)
, which
due to the inequality 2ab ≤ a2+b2 is smaller than or equal to 12
(
FNM (V
j
wk
,W kvj , t)
2 − FNM (V,W, t)2
)
.
After integration all these terms give a non-positive contribution, and hence the L2-norm
of F is non increasing. Therefore the righthand side of the inequality (39) is non-positive,
and we have
(40)
∫
Ω0,0
|FNM (V,W, t)|2 dσ(V,W ) ≤
∫
Ω0,0
|FNM (V,W, 0)|2 dσ(V,W ) ,
and FNM (V,W, t) ∈ L2(Ω0,0) for all t ≥ 0. The function I2(V ) is defined as the second
sum in the right hand side of equation (26). When multiplying that expression with a
function g(v1) (a function depending only on one variable), only the term with j = 1
remains, and therefore∫
|V |2≤N+M
I2(V )g(v1)dV =
∫
|V |2≤N+M
ΓN,0g(v1)
∫
ΩN,0
(
FNM (V
1
w1 ,W
1
w1 , t)− F¯NM (V 1w1 , t)
)
dσ(W ) dV
=
∫
Ω0,0
g(v1)
(
FNM (V
1
w1 ,W
1
w1 , t)− F¯NM (V 1w1 , t)
)
dσ(V,W ) .
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Using the Cauchy-Schwartz inequality, and Lemma 3.2 we get∣∣∣∣∣∣∣
∫
|V |2≤N+M
I2(V )g(v1) dV
∣∣∣∣∣∣∣
2
≤ ‖g‖2∞
∫
|V |2≤N+M
ΓN,0
∫
ΩN,0
∣∣FNM (V, ·, t)− F¯NM (V, t)∣∣2 dσ(W )dV
≤ 2‖g‖2∞e−λNt
∫
|V |2≤N+M
ΓN,0
∫
ΩN,0
∣∣FNM (V, ·, 0)− F¯NM (V, 0)∣∣2 dσ(W )dV
+
2‖g‖2∞
N2λ2
∫
|V |2≤N+M
ΓN,0 sup
0≤s≤t
∫
ΩN,0
∣∣UNMFNM (V, ·, s)− UNMF (V, s)∣∣2 dσ(W )dV .
A calculation using (9) shows that
(41)∫
Ω0,0
∣∣UNMFNM (V, ·, s)− UNMF (V, s)∣∣2 dσ(W )dV ≤ 2N2 ∫
Ω0,0
|FNM (V,W, s)|2 dσ(V,W ) ,
and so, collecting all the inequalities we finally obtain the inequality (38), which concludes
the proof. 
4. EVOLUTION OF MOMENTS AND ENERGY PARTITION
The average energy per active particle is∫
Ω0,0
FNM (V,W )
1
M
|W |2 dσ(V,W ) =
∫
Ω0,0
FNM (V,W )
1
M
(
N +M − |V |2) dσ(V,W )
and the main purpose with this section is to prove that, for largeN,M , the density FNM is
concentrated near the set
{
(V,W ) ∈ Ω0,0
∣∣∣∣ 1M |W |2 = 1
}
. The proof goes by estimates
of moments of the form∫
Ω0,0
FNM (V,W )H(V ) dσ(V,W ) or
∫
Ω0,0
FNM (V,W )H(W ) dσ(V,W ) ,(42)
one of them being
ψ(t) =
∫
Ω0,0
FNM (V,W )
(
1
M
|W |2 − 1
)2
dσ(V,W ) .(43)
We prove that for all t > 0, ψ(t)→ 0 whenN,M, λ→∞ in a suitable way.
The starting point is equation (35),
Ft = e
tLF0 +
∫ t
0
e(t−s)LUFs ds ,(44)
where, simplifying notation, Ft = FNM (V,W, t), and the operators L = LN,M,λ, and
U = UN,M are given in equation (8) and (9). The two operators U and L are self adjoint,
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but they don’t commute. Multiplying the terms in (44) withH(V ) and integrating gives∫
Ω0,0
Ft(V,W )H(V ) dσ
=
∫
Ω0,0
(
etLF0(V,W )
)
H(V ) dσ +
∫ t
0
∫
Ω0,0
(
e(t−s)L [UFs] (V,W )
)
H(V ) dσ ds
=
∫
Ω0,0
F0(V,W )e
tLH(V ) dσ +
∫ t
0
∫
Ω0,0
[UFs] (V,W )e
(t−s)LH(V ) dσ ds
(45)
=
∫
Ω0,0
F0(V,W )H(V ) dσ +
∫ t
0
∫
Ω0,0
[UFs] (V,W )H(V ) dσ ds
=
∫
Ω0,0
F0(V,W )H(V ) dσ +
∫ t
0
∫
Ω0,0
Fs(V,W ) [UH ] (V,W ) dσ ds
because L acts only in theW -variables, and constants are left invariant by L.
The calculations for moments of the form H(W ), are much simplified when H(W ) is
an eigenfunction of the operator L with eigenvalue λH . In this case∫
Ω0,0
Ft(V,W )H(W ) dσ
=
∫
Ω0,0
F0(V,W )e
tLH(W ) dσ +
∫ t
0
∫
Ω0,0
[UFs] (V,W )e
(t−s)LH(W ) dσ ds
(46)
= eλHt
∫
Ω0,0
F0(V,W )H(W ) dσ +
∫ t
0
e(t−s)λH
∫
Ω0,0
Fs(V,W ) [UH ] (V,W ) dσ ds .
In all the integrals we need to compute [UH ](V,W ), where the functionsH(V ) andH(W )
are given by expressions of the form
H(V ) =
1
N
N∑
j=1
h(vj) , or
H(V ) = Φ(|V |2) ,
(47)
or combinations of these, and similar with functions depending only onW . Then [UH ](V,W )
is given by the sum in (9) as
1
M
N∑
j=1
M∑
k=1
(
H(V jwk)−H(V )
)
, or
1
M
N∑
j=1
M∑
k=1
(
H(W kvj )−H(W )
)
.(48)
WhenH(V ) andH(W ) are of the form (47), then
H(V jwk) = H(V ) +
1
N
(h(wk)− h(vj)) , and H(V jvk) = Φ(|V |2 + w2k − v2j )
(49)
respectively.
The mean energy per active particle in a given configuration (V,W ) is
τ(V ) =
|W |2
M
=
1
M
(
N +M − |V |2) = 1 + N − |V |2
M
,(50)
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and in addition to τ(V ) we introduce the notation
m4(W ) =
1
M
M∑
k=1
w4k and m4(V ) =
1
N
N∑
j=1
v4j ,(51)
as well as
(52) m˜4(V ) =
1
|ΩN,0|
∫
ΩN,0
m4(W ) dσ(W ) ,
the average of m4(W ) over the sphere ΩN,0 . This average can be expressed in terms of
the radius of ΩN,0, |W |, which in turn is a function of |V |. We have
m˜4(V ) =
3M
M + 2
( |W |2
M
)2
=
3M
M + 2
(
N +M − |V |2
M
)2
=
3M
M + 2
(
(τ(V )− 1)2 + 2(τ(V )− 1) + 1) .(53)
Using this notation, we define the following moments:
η(t) =
∫
Ω0,0
FNM (V,W, t) (τ(V )− 1) dσ ,
ψ(t) =
∫
Ω0,0
FNM (V,W, t) (τ(V )− 1)2 dσ , (already defined in eq. (43))
ζ(t) =
∫
Ω0,0
FNM (V,W, t) (m4(W )− m˜4(V )) dσ , and
ξ(t) =
∫
Ω0,0
FNM (V,W, t)m4(V ) dσ .
(54)
The expressionm4(W ) − m˜4(V ) is the eigenfunction of the operator L corresponding to
the eigenvalue λN∆M . We now obtain expressions for these moments using the equations
(45) and (46)2.
First settingH(V ) = τ(V )− 1 = N−|V |2M gives
−N
M
(
1
M
|W |2 − 1
N
|V |2
)
= −N
M
(
1
M
(
N +M − |V |2)− 1
N
|V |2
)
= −
(
1 +
N
M
)
(τ(V )− 1) ,
and therefore, with νN,M = 1 +N/M ,
η(t) = η(0)− νN,M
∫ t
s=0
η(s) ds ,(55)
which means that the mean energy per active particle converges exponentially to 1 as
N/M →∞ .
2Some of the calculations are rather messy, and we have used a computer algebra system for checking these
calulations as well as for analysing the linear system for the moments. The code showing all operations are
available upon request from the corresponding author.
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Similarly, to find an expression for ψ(t), we take H(V ) = (τ(V )− 1)2 =
(
N−|V |2
M
)2
and obtain the expression
H(V jwk)−H(V ) =
(
N − |V |2 + v2j − w2k
M
)2
−
(
N − |V |2
M
)2
=
2
M
(
N − |V |2
M
)(
v2j − w2k
)
+
(
v2j − w2k
M
)2
.(56)
Using
1
M
∑
j,k
(v2j − w2k) = −νN,MM(τ(V )− 1) and
1
M
∑
j,k
v2jw
2
k =
1
M
|V |2|W |2 = −M(τ(V )− 1)2 + (N −M)(τ(V )− 1) +N
(57)
and evaluating the sum in (48) gives
[UH ](V,W ) = −2
(
νN,M − 1
M
)
(τ(V )− 1)2 −
(
2N
M2
− 2
M
)
(τ(V )− 1)− 2N
M2
(58)
+
N
M2
(m4(V ) +m4(W )) .
Because
m4(W ) = m4(W )− m˜4(V ) + 3M
2 +M
(
(τ(V )− 1)2 + 2(τ(V )− 1) + 1)(59)
it follows that ψ(t) satisfies
ψ(t) = ψ(0) +
∫ t
0
(
−2
(
νN,M − 1
M
)
ψ(s)−
(
2N
M2
− 2
M
)
η(s)− 2N
M2
)
ds
+
∫ t
0
N
M2
(
ξ(s) + ζ(s) +
3M
M + 2
(ψ(s) + 2η(s) + 1)
)
ds .(60)
Next, takingH(V ) = m4(V ) in (45) gives an expression for ξ(t). With
[UH ](V,W ) = m4(W )−m4(V ) = −m4(V ) + (m4(W )− m¯4(V )) + 3M
M + 2
τ(V )2 ,
(61)
and integrating over V andW results in
ξ(t) = ξ(0)+∫ t
0
(
−ξ(s) + ζ(s) + 3M
M + 2
(ψ(s) + 2η(s) + 1)
)
ds .(62)
And finally, withH(W ) = m4(W )− m˜4(V ) = 1M
∑M
k=1 w
4
k − 3M(M+2) |W |4, we get
H
(
W kvj
)
−H(W ) = 1
M
(
v4j − w4k
)−
3
M(M + 2)
(
2|W |2 (v2j − w2k)+ v4j + w4k − 2v2jw2k) ,(63)
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and summing over j and k as before
[UH ](V,W ) =
N
M
(
1− 3
M + 2
)
m4(V )− N
M
(
1 +
3
M + 2
)
m4(W )
− 6
M(M + 2)
(
1− 1
M
)
|W |2|V |2 + 6N
M2(M + 2)
|W |4 .
(64)
After some manipulations, one then gets an equation for ζ(t):
ζ(t) =e−Nλ∆M tζ(0)+∫ t
0
e−Nλ∆M(t−s)
(
N(M − 1)
M(M + 2)
ξ(s)− N(M + 5)
M(M + 2)
ζ(s)
− 6(M − 1)(2N −M
2 − 2M)
M(M + 2)2
η(s)
+
3(N + 2M + 4)(M − 1)
(M + 2)2
ψ(s) +
3N(4− 3M −M2)
M(2 +M)2
)
ds .
(65)
Differentiating these expressions, we find a linear system of differential equations for
Ψ(t) = (ψ(t), ξ(t), ζ(t))t ,
d
dt
Ψ(t) = AΨ(t) + b1 + b2η(t) .(66)
The initial values depend on the moments of the initial density FNM (V,W, 0), and are
bounded by
|η(0)| ≤ N/M ,
0 ≤ ψ(0) ≤ (N/M)2 ,
|ζ(0)| ≤ N2/M, and(67)
0 ≤ ξ(0) ≤ 2N .
These bounds may be achieved, and hence the momentes are not bounded uniformly in
N and M unless further hypothesis are made on intial data. As we shall see, this is not
very critical for η(t), ψ(t), and ζ(t), because after an initial interval of length∼M/N , the
transient part of the solution will be small for these variables. However, this is not the case
for ξ(t), and to conclude our proof of convergence to the BGK-equation, we shall have to
assume the initial data FNM (V,W, 0) are such that ξ(0)/M → 0 whenM →∞.
We continue with an asymptotic analysis of the system of equations (66). The matrix
A and vectors b1 and b1 are expressions involving N andM . We have A = A0 + Ar,
where
A
0 =
−2NM NM2 NM23NM −NM −Nλ∆M NM
3 1 −1
 ,(68)
where in the third element of the third row, we have taken the exponential factor in (65)
into account, and the components of A0 and Ar satisfy arij/a0ij = O (M/N + 1/M),
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or smaller, when N,M →∞. And similarly for the constant vector b = b0 + br, we get
b
0
1 =
 NM2−3NM
3
 and b02 =
 4 NM26− 12 NM2
6
 .(69)
The components of br are dominated by the components of b0 in the same way as the
elements of A. And because η(t) ≤ NM−1e− NM t, we see that for any fixed t0 > 0,
b2η(t) will be negligible compared to b1, uniformly in t > t0, when N/M is sufficiently
large. For large values of N,M , and λ, all but the last line ofA0 will be dominated by the
diagonal elements. The eigenvalues ofA are asymptotically
ℓ1 = −2N
M
(
1 +O
(
1
M
))
,(70)
ℓ2 = −Nλ∆M
(
1 +O
(
1
M
))
and
ℓ3 = −1 +O
(
1
M
)
,
and we set ℓ0 = −(1 +N/M), the decay rate of η(t). The O-terms also contain terms of
the form O(1/N) and O(1/λ∆M ) but we will need λ∆M >> N >> M , and therefore
all remainder terms can be absorbed in one term that is O(1/M).
The solution to Equation (66) is explicitly given by
Ψ(t) = exp (tA)Ψ(0) +
∫ t
0
exp ((t− s)A)) (b1 + b2η(s)) ds .(71)
We use Sylvester’s formula to compute the exponential exp(tA):
etA =
3∑
j=1
eℓjtAj ,(72)
where
Aj =
∏
k,k 6=j
1
ℓj − ℓk (A− ℓkI) .(73)
Therefore
Ψ(t) =
3∑
j=1
(
eℓjtAjΨ(0) +
1
ℓj
(1 − eℓjt)Ajb1 + 1
ℓ0 − ℓj
(
eℓ0t − eℓjt)Ajb2η(0)) ,
(74)
and this expression can be evaluated at least asymptotically asN/M ,M , and λ increase to
infinity. For the purpose of this paper we need to prove that for any t > 0 (and uniformly for
t ≥ t0 > 0), ψ(t) → 0 when N/M ,M , and λ → ∞ as stated below, but all components
of Ψ(t) are needed to obtain a closed system.
The components of the matrices are all rational expressions of N/M , M , and λ∆M ,
therefore all terms involving a eℓjt, j = 0, 1, 2 vanish whenM , N/M and λ∆M increase
to infinity and for t > 0, uniformly for t ≥ t0 > 0. It is therefore enough to study the
terms that are constant in t or with an exponential factor eℓ3t (we recall that ℓ3 ∼ −1 in
the limit of interest).
18 DAWANMUSTAFA(1) AND BERNTWENNBERG(2,3)
The matricesAj , j = 1, 2, 3 are, asymptotically,
A1 =

1 1M2λ∆M − 12M
3
Mλ∆M
− 94M 94M2λ∆M
− 3M2N 34MNλ∆M 34N
 A2 =

3
M3λ2∆2
M
− 1M2λ∆M 1M3λ2∆2M
− 3Mλ∆M 1 − 1Mλ∆M
3
MNλ2∆2
M
− 1Nλ∆M 1MNλ2∆2M

and
(75)
A3 =

− 34M2 − 94M3λ∆M 12M
24
M2
9
4M
1
Mλ∆M
3M
2N
1
Nλ∆M
1
 .
The constant terms, which also absorb the exponential factors which are related to the
term b1 in equation (66), are 1ℓjAjb1, and asymptotically these expressions have magni-
tudes
j = 1 :
M
2N
(
N
M2
+
1
M2λ∆M
3N
M
+ 3
1
2M
)
≤ C
M
j = 2 :
1
Nλ∆M
(
3
M3λ2∆2M
N
M2
+
1
M2λ∆M
3N
M
+ 3
1
M3λ2∆2M
)
≤ C
M3λ2∆2M
(76)
j = 3 :
3
4M2
N
M2
+
9
4M3λ∆M
3N
M
+ 3
1
2M
≤ C
(
N
M4
+
1
M
)
.
It remains to look at the exponential terms multiplying the initial data. The relevant
term is bounded by
3
4M2
ψ(0) +
9
4M3λ∆M
ζ(0) +
1
2M
ξ(0) .(77)
Already the constraints on the initial data stated in (67) imply that the three terms are
bounded by a constant multiplied by
N2
M4
,
N2
M4λ∆M
, and
N
M
,(78)
respectively, and imposing that N/M2 → 0 when N → ∞ the first two terms of (77)
vanish in the limit. The condition that N/M2 → ∞ may be relaxed to N/M4 → 0
if instead we require ψ(0)/M2 → 0 when M → 0. And we do need to impose that
ξ(0)/M → 0 whenN,M →∞.
Summarizing these estimates we obtain the following result:
Lemma 4.1. Let η(t), ψ(t), ζ(t), and ξ(t) be moments of solutionsFNM (V,W, t) to equa-
tion (7), as defined in equation (54). Directly from the definition it follows that η, ψ, ζ, and
ξ are bounded by N/M, (N/M)2, N2/M , and 2N , respectively. Assume that N , M and
λ increase to infinity in such a way thatN/M →∞, N/M2 → 0, and assume in addition
that
ξ(0)
M
=
1
M
∫
Ω0,0
FNM (V,W, 0)
(
1
M
M∑
k=1
w4k
)
dσ → 0.(79)
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Fix t0 > 0. Then for t ≥ t0 there is a constant depending on t0 such that
ψ(t) =
∫
Ω0,0
FNM (V,W, 0) (τ(V )− 1)2 dσ ≤ C
(
N2
M4
+
ξ(0)
M
)
(80)
when N,M , and λ go to infinity.
Remark 4.2. The lemma states that the mean energy per active particle converges to one
when the number of particles increase as stated in the lemma. As presented here this is
only certain for strictly positive times, but with further assumptions on the initial data
FNM (V,W, 0) the same result could be achieved uniformly in time.
We are ready to prove the main result of this section, which says that when N ,M , and
λ go to infinity as in the previous lemma, the first marginal of
(81) c(V ) =
∫
R
 1√
τ(V jw1 )
MM
 vj√
τ(V jw1 )
−MM (vj)
 f (N0)NM (V jw1 , t) dw1
from equation (28) converges to zero.
Lemma 4.3. For all bounded functions g ∈ C(R) ,
(82)
∣∣∣∣∫
RN
c(V )g(v1) dV
∣∣∣∣ ≤√ψ(t) ,
and this converges to zero whenN,M , and λ increase to infinity according to Lemma 4.1.
Proof. Multiplying c(V ) with g(v1) and integrating gives
∫
RN
c(V )g(v1) dV =∫
RN
∫
R
(
1√
τ(V 1w1 )
MM
(
v1√
τ(V 1w1 )
)
−MM (vj)
)
f
(N0)
NM (V
1
w1 , t) dw1g(v1) dV
=
∫
RN
∫
R
(
1√
τ(V )
MM
(
u√
τ(V )
)
−MM (u)
)
g(u) du f
(N0)
NM (V, t) dV .
(83)
This integral may be estimated by noting that∣∣∣∣1sMM (us)−MM (u)
∣∣∣∣ ≤1|s2−1|≥ 12
(
1
s
MM
(u
s
)
+MM (u)
) |s− 1|
1/2
+ 1|s−1|< 12 sup|s¯−1|< 12
∣∣∣∣ 1s¯2MM (us¯ )+ us¯3M′M (us¯)
∣∣∣∣ |s− 1|
We haveMM (x) → 1√2π exp
(−x2/2) whenM → ∞ (see equation (24)), and simi-
larlyM′M (x)→ − x√2π exp
(−x2/2), and therefore that
∣∣∣∣1sMM (us)−MM (u)
∣∣∣∣ ≤(2s e−(u/s)2/2 + 2e−u2/2 + 32(1 + u2)e−u2/8
)
|s− 1|
(84)
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when M is large enough. In equation (83) we may then estimate g(v1) with ‖g‖∞, and
then carry out the integral over u to get
∣∣∣∣∫
RN
c(V )g(v1)dV
∣∣∣∣ ≤ C‖g‖∞ ∫
RN
f
(N0)
NM (V )|
√
τ(V )− 1| dV
≤ C‖g‖∞
∫
RN
f
(N0)
NM (V )|τ(V ))− 1| dV
≤ C‖g‖∞
(∫
RN
f
(N0)
NM (V )(τ(V ))− 1)2 dV
)1/2
= C‖g‖∞
√
ψ(t)
(85)
The constant C here is obtained by integrating the expression (84). Then Lemma 4.1
provides the needed bounds for ψ(t)

5. PROOF AND CONCLUSIONS
The goal of this section is to prove Theorem 2.2. Recall from equation (28) that the
equation for the (N, 0)-marginals can be written
(86)
∂
∂t
f
(N0)
NM (V, t) = a(V ) + b(V ) + c(V ) + I2(V ),
and hence that, for any bounded, continuous function g(v1),
∂
∂t
∫
|V |2≤N+M
f
(N0)
NM (V, t)g(v1) dV =
∂
∂t
√
N+M∫
−√N+M
f
(10)
NM (v1, t)g(v1) dv1 =
∫
|V |2≤N+M
a(V )g(v1) dV +
∫
|V |2≤N+M
b(V )g(v1) dV +
∫
|V |2≤N+M
c(V )g(v1) dV a+
∫
|V |2≤N+M
I2(V )g(v1) dV ,
(87)
These terms have been analysed above in this paper, and it only remains to put the pieces
together. The first term, the integral of a(V ),∫
|V |2≤N+M
a(V )g(v1) dV =
∫
v21≤N+M
(
M(v1)− f1,0N,M(v1)
)
g(v1) dv1 .(88)
converges to the righthand side of equation (14) ( see eq. (29)),
The second term, the integral of b(V ), converges to zero becauseMM (w) converges
pointwise to the MaxwellianM (see eq. (30)).
That the third term converges to zero is exactly the content of Lemma 4.3, and finally
Lemma 3.3 states that ∫
|V |2≤N+M
I2(V ) g(v1) dV
converges to zero if ‖FNM (·, ·, 0)‖L2(Ω0,0)/λ → 0. By hypothesis (see equation (13)),
‖FNM (·, ·, 0)‖L2(Ω0,0) ≤ CNM for a family of constansts CNM and we may the choose
λ = λNM accordingly. .
Now let f(v, t) be the solution of
∂tf(v, t) =M− f(v, t) .(89)
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Then
∂
∂t
∫
R
g(v1)
(
f
(10)
NM (v1, t)− f(v1, t)
)
dv1 = −
∫
R
g(v1)
(
f
(10)
NM (v1, t)− f(v1, t)
)
dv1
+
∫
|V |2≤N+M
b(V ) g(v1) dV +
∫
|V |2≤N+M
c(V ) g(v1) dV +
∫
|V |2≤N+M
I2(V ) g(v1) dV ,
(90)
and it follows that ∫
R
g(v1)
(
f
(10)
NM (v1, t)− f(v1, t)
)
dv1(91)
converges to zero under the assumptions of the theorem.
This concludes the proof of Theorem 2.2.
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