Introduction
The structure of a biological molecule provides valuable information about its function and regulation. Although we can infer useful information with analysis of sequence information alone, knowledge of the three-dimensional structure allows us to look at molecular interactions at a much more fundamental level. The primary experimental techniques for determining biological structure have been X-ray crystallography and nuclear magnetic resonance (NMR) (Blundell and Johnson, 1976; Wuthrich, 1986) . Unfortunately, there are some technical barriers to applying these techniques to all structures of interest. Large, multi-subunit, flexible structures are more difficult to study than small, globular, rigid structures. In addition, molecules that do not exist in aqueous solution, but which sit inside cell membranes, are more difficult to study. Thus, in some cases, we must rely on an eclectic combination of data sources in order to build structural models. These data sources include experimental measurements [such as the distances determined by crosslinking (Baranov et al., 1997 ) and fluorescence energy transfer (Czworkowski et al., 1991) , overall shape provided by hydrodynamic measurements (Serdyuk et al., 1983) and surface exposure information from chemical protection experiments (Moazed et al., 1986) ] as well as theoretical predictions of structural features [such as secondary structure (Di Francesco et al., 1996; Rost, 1996; Salamov and Solovyev, 1997) , folding topology (Ortiz et al., 1998) and active site geometry (Zvelebil et al., 1987) ]. The sources are variable in the type of information they provide, as well as their abundance and quality, and so we need robust methods for combining them.
We have previously reported a probabilistic least squares method for combining diverse, sparse and noisy data in order to compute estimates of molecular structure (Pachter et al., 1990 Liu et al., 1992; Altman, 1995) . Our method represents the structure as a collection of points. A constraint (experimental or theoretical) on the structure is represented as a function of the atomic coordinates that has a measured target value and an associated uncertainty. For example, a fluorescence experimental measurement may provide information that two atoms are 10 Å apart with a variance of 4 Å 2 . The method assumes that the measurement clusters in a Gaussian distribution around a 'true' mean value, with a variance reflective of its expected precision. Thus, our measurement would be interpreted as follows: the expected value of the distance between the two atoms in a computed structure is 10 Å, but values near 10 Å (i.e. within 1 or 2 SD, or 2-4 Å) are also consistent with this measurement. In addition to distances, we have shown that other types of measurements can be used as constraints on the estimated locations of the atoms within a molecule, including bond angles, torsion angles, estimates of overall volume and estimates of the surface proximity for individual atoms (Pachter et al., 1990; Chen et al., 1996; Schmidt et al., 1998) . If a sufficiently large set of constraints is available, they can be used to estimate the Cartesian coordinates for each atom such that these coordinates are compatible with the information contained within the provided constraints.
Our probabilistic least squares algorithm has been used to estimate the structures of proteins, small molecules, and molecular ensembles consisting of protein and nucleic acid components (Arrowsmith et al., 1991; Pachter et al., 1991; Altman, 1993) . We have validated the method on synthetic data (Altman, 1995) , and conducted a comparison of the method with distance geometry and restrained molecular dynamics Liu et al., 1992) . The primary limitation of our method is the requirement that measured values have a single target mean value, and Gaussian noise around this value. For most constraints, this is a reasonable assumption. Experimental constraints, in particular, usually provide a single value with a distribution of uncertainty that is normally distributed around the mean value. However, some information sources clearly provide information that is multimodal and can be considered 'disjunctive' in the sense that one mode or another (but not both and not an average of the two) should be selected in a final solution (we call these constraints 'disjunctive' because the possible values are related by a logical disjunction). Disjunctive constraints often arise when the expected value of a constraint is conditioned on a piece of information that is not available, and so there are multiple, mutually exclusive, possible values. We can consider two examples of disjunctive constraints: amino acid side chain torsion angles and secondary structure predictions.
Amino acid side chain torsion angles
The conformation of a protein amino acid side chain can be described by providing the value of the dihedral angle formed between the atoms along the side chain backbone (e.g. the dihedral angle created by the α, β, γ and δ carbons is referred to as χ 1 ). The empirical distribution of values for the χ 1 side chain dihedral angle is trimodal, with peaks at -60_, +60_ and +180_ (Bower et al., 1997) . The actual value of χ 1 for a particular side chain is determined by the surrounding side chains and their interactions. Without knowledge of the factors that determine a particular χ 1 angle, we must represent the distribution as having three peaks, each with an associated spread (variance).
Secondary structure predictions
Most formulations of the secondary structure prediction problem aim to assign each amino acid to one of three states: α helix, β strand or coil. Current methods for predicting these classes have an accuracy of ∼70%, and so each individual amino acid has a 70% probability of being assigned the correct secondary structure (Di Francesco et al., 1996; Rost, 1996; Salamov and Solovyev, 1997) . Thus, 30% of the density should be assigned to the other two choices. Recently, there has been an increasing stress on evaluating the accuracy of individual parts of a secondary structural prediction. Certain areas of structure can be predicted with >90% accuracy, whereas other areas are very difficult to predict with any accuracy above that expected from random guesses. Some methods are now reporting confidences in predictions by assigning weights or probabilities to each of the three states. These therefore form a multimodal prediction of secondary structure. In the absence of perfect secondary structure prediction programs, we must represent the predictions as trimodal distributions on the secondary structure for each amino acid.
The problem of using these multimodal or disjunctive constraints in structural computations is a difficult one because many methods require single target values in their objective function. Multimodal constraint values may not fit well into these formalisms, because they require some sort of branching logic to check whether either one mode or another is satisfied. If the number of disjunctive constraints is small, then a set of problems can be formulated in which one mode from each distribution is chosen. This strategy is not tenable if there are tens or hundreds of such observations, because of the exponential number of combinations that would have to be tested.
We have extended our probabilistic least squares algorithm to handle disjunctive constraints. We have modeled each constraint as a mixture of one or more Gaussian modes, each assigned a weight (so that total density sums to one). Each mode is associated with a variance to describe how the values are distributed locally around its mean. Our modified algorithm uses a strategy of branching the computation as permitted by resources, followed by recombination.
In order to demonstrate the performance of our method, and show the power of using these disjunctive constraints, we have tested it in the context of using secondary structural predictions. In particular, we have created synthetic data sets composed of subsets of short-range inter-residue distances for several proteins from the Protein Data Bank (Bernstein et al., 1977) : the L7/L12 ribosomal protein (1CTF; Leijon-marck and Liljas, 1987) , surfactant associated polypeptide C (1SPF; Johansson et al., 1994) , scorpion insectotoxin (1SIS; Lomize et al., 1991) and tick anticoagulant peptide (1TCP; Lim-Wilby et al., 1995) . In each test case, the baseline set of short-range distances is not sufficient to determine the structure uniquely, and so the incremental information content of the secondary structure prediction can be evaluated in a controlled manner. Accordingly, we have taken secondary structural predictions for these proteins, and represented them as disjunctive distance constraints between atoms. Thus, for example, if two amino acids are predicted to be part of the same helix, the distance between their α carbons is set to the corresponding distance within a standard helix (with an appropriate weight), and the rest of the probability density assigned to the two distances associated with a β strand and some averaged coil structure, respectively. The task of the disjunctive algorithm, then, is to determine which distance is actually most compatible with the rest of the data provided to the program.
Methods
The probabilistic least squares algorithm has been described previously and can be summarized here (Gelb, 1984; Altman, 1995) . A structure is represented as a state vector x, whose elements are the Cartesian coordinates of the atoms (or pseudoatoms) comprising the structure:
The covariance matrix of x, C(x), is also maintained. Its diagonal elements are the estimated variances of the elements of x. Its off-diagonal elements are the estimated covariances between elements of x, and therefore represent a linear approximation of how the elements change in concert. This feature is important for the optimization search because when some coordinates are updated, all other coordinates have changes made, based on their correlation with the changed coordinates.
Constraints in the system are represented as values z that are the sum of a deterministic function h(x) of the state vector and a noise variable v, assumed to have zero mean (i.e. no systematic errors in the measurement) and Gaussian distribution of uncertainty.
The function h(x) varies based on the type of measurement (distance, angle, surface, volume), and v represents the uncertainty in the measurement (usually dependent on the type of technology used to make the measurement-NMR provides more precise distances than fluorescent energy transfer). Hence, z has a Gaussian distribution with a mean value and a variance provided by the measurement.
The initial value of x is usually random within some bounding box, along with an initially uncorrelated covariance matrix (with diagonal elements set to large values to capture the uncertainty in the random values). Alternatively, a more informed prior structure can be used with known variances, if these are available from previous model building. A structure is refined by using the constraints to update our estimates of x and C(x).
where K is called the Kalman filter matrix:
H is the Jacobian of the function h(x), and R is the variance of the random variable v. If h(x) is linear in x, then these update equations are exact; otherwise, they represent linear approximations, and the updates must be iterated. The details of this iteration and the convergence properties of the method have been published previously (Gelb, 1984; Altman, 1995) . Given a structure, x est , we compute the error e for a particular constraint with observed mean value z and estimated variance σ 2 (v) as:
Extending the algorithm for multimodal constraints
If z has a more complicated distribution of values, then the update equations are no longer valid. We model the distribution of z as a mixture of Gaussians, each associated with a mean value, a variance, and a weight.
Thus, for example, m 1 may be the distance associated with a helix, m 2 the distance associated with a β strand and m 3 that associated with a coil. The parameter a 1 is the prior weight for helices and would be high if a secondary structure prediction program predicted a 'helix', but would be lower (not zero-unless the prediction is expected to be perfect) if the prediction was 'strand' or 'coil'. In the next section, we outline a set of plausible strategies for assigning the weights. When computing a new structure, we start with a current structure estimate x curr and C(x curr ), branch the computation n ways (one subcomputation for each mode of the constraint), and compute an updated structure {x i , C(x i )} for each Gaussian mode contained in the mixture. We then combine the resulting structures back into a new estimate {x new , C(x new )} by computing a weighted average:
where w i is the posterior weight associated with the corresponding constraint mode, based on how well the distribution of that constraint mode fits the prior distribution x curr :
In equation (11) above, a i is the prior weight assigned to constraint mode i, f x (m i ) is the probability density function of x evaluated at the mean value m i of constraint mode i, and σ x 2 and σ i 2 are the variances of x and constraint mode i, respectively. The quantity on the right-hand side is closely related to the relative entropy from the current state distribution to the constraint mode distribution, with factors common to all modes removed. For simplicity, the equation assumes that the state vector x (and its covariance matrix) are scalar; analogous formulas apply to general state vectors. Finally, all the posterior weights are normalized so that they sum to one.
With this new formulation, the error of a particular constraint is the minimum error, in standard deviations, over all the modes. Thus, our multimodal algorithm tests each possible mode value and then creates an improved estimate by computing posterior weights that favor the modes that lead to the best errors. By iterating this scheme over multiple cycles (where a cycle constitutes the introduction of all constraints once into the refinement procedure), we converge on a good minimum. The initial formulation of this algorithm, and its performance on simple synthetic test problems, have been reported (Altman et al., 1994) .
Synthetic data sets and tests performed
Test data were generated for 1CTF, 1SPF, 1SIS and 1TCP. For each molecule, α carbons were extracted, and a subset of short-range distances (ranging from 20 to 60% of all distances in the structure less than 10 Å) was selected. These distances serve as independent, baseline data upon which proper selection (more precisely, a posteriori weighting) of secondary structure constraint modes can be based. Although such data might come from partial NMR data sets, their real purpose is to provide a background of data against which to measure the incremental information contained in the secondary structure prediction. All calculations were performed from a random starting structure.
Secondary structure predictions were obtained in four ways. Actual predictions were generated with the PHD (Rost, 1996) and SSPAL (Salamov and Solovyev, 1997) programs; perfect prediction was derived from the PDB file structure annotations and DSSP (Kabsch and Sander, 1983) ; and finally constructed prediction was created by hand to have a relatively large number of errors (for testing the method with poor predictions). The errors in the constructed prediction are similar to prediction errors that we have seen in some other proteins (such as the performance of the PHD program on the 1SPF molecule). Secondary structure predictions were translated into distance constraints as follows, S For the α helix state, the distance d between Cα atoms i and j is taken from an idealized structure and the associated variance σ 2 given as:
S For the β strand state:
S Finally, for the coil state, we measured inter-Cα distances within coils from several proteins. After data fitting, we settled on the following formulas:
The range of distances that are compatible with a coil prediction is very large, and so these imprecise distance constraints (with large variances) alone are not sufficient to reconstruct a coil structure. They do, however, provide a mean value that biases the conformational search away from helix and strand structures, and thus increases the likelihood that the algorithm produces a non-helical, non-strand structure.
The following tests were performed. 1. BASELINE: the short-range distance data set alone was used to compute a structure, with no secondary structural prediction information. We refer to the set of short-range distances as the baseline data. We varied the number of such distances used in the experiments, from 20 to 60% of all possible short-range distances. The other tests (PERFECT, MULTIMODAL, UNIMODAL, etc., below) augmented the baseline data settings with additional constraints derived from secondary structure information. 2. PERFECT: the baseline distance data set was augmented by the model-derived distance distributions for helices, strands and coils associated with a perfect prediction of secondary structure. 3. MULTIMODAL: the predicted secondary structure is used to generate multimodal constraints, in which the weight applied to each prediction is proportional to the confidence provided by the prediction method (PHD or SSPA). In both prediction programs, each secondary structure state (A, B or C) is assigned a confidence measure from 0 to 9. For constructed prediction, we assigned 9 to the primary predicted configuration and 0 to the other two. We transform those numbers to probabilities by normalizing a confidence of 0 to a weight of 0.083 and a confidence of 9 to 0.83, with a linear scale for intervening values. 4. CAUTIOUS: the predicted secondary structure is used to generate multimodal constraints, in which the weight applied to the primary prediction is only slightly more than the weight assigned to other modes. This strategy is referred to as 'cautious' because our confidence in the prediction programs is low, and so the predicted mode is only given slight preference. A program-reported confidence of 0 is normalized to 0.33 and a confidence of 9 is set to 0.48, with a linear scale for intervening values. 5. CONFIDENT: the predicted secondary structure is used to generate multimodal constraints, in which the weight applied to the primary prediction is large. This strategy is referred to as 'confident' because our confidence in the prediction programs is high, and so the predicted mode is given strong preference. A program-reported confidence of 0 is normalized to 0.01 and a confidence of 9 is given a weight of 0.98, with a linear scale for intervening values. 6. NAIVE: the predicted secondary structure was used to generate distance constraints with all weight on the predicted mode, without regard for the degree of certainty in the prediction. This is referred to as the naive strategy because the secondary structure predictions are accepted as perfect. It is, therefore, the ultimate confident strategy. 7. UNIMODAL: the prediction is used to generate a single unimodal distance constraint by averaging the three predicted distances according to weights used for the MULTIMODAL strategy. This strategy recognizes that there are three weighted possibilities, but creates a single prediction that considers the likelihood of each possibility to get a weighted average. The distance used is a weighted combination of the expected distance in helices, strands and coils, with an appropriately large variance which spans the three conformations. 8. COMPROMISING: this strategy is a variation of UNI-MODAL, with the corresponding weights the same as those for the CAUTIOUS strategy. Thus, the BASELINE, PERFECT, NAIVE, UNIMODAL and COMPROMISING data sets all involved single modes (with the latter four using prediction information in different ways). The MULTIMODAL, CAUTIOUS and CONFI-DENT data sets all involved using multiple modes, but different a priori weighting strategies for the secondary structure predictions. For each strategy, we ran the algorithm 200 times from different, random starting structures in order to help ensure that the true error minima were found by the program, and to be sure that competing minima were also sampled. Figure 1 shows the sequences and the secondary structures (constituting PERFECT predictions) of the molecules (1CTF, 1SPF, 1SIS and 1TCP) along with secondary structure predictions used in the experiments. It is clear that there is a spectrum in the quality of the predictions we use for 1CTF: from PERFECT (the gold standard) to SSPAL (almost exactly correct) to PHD (moderately accurate) to CON-STRUCTED (fairly poor). For 1CTF, we have performed comprehensive tests covering the cross-product of all secondary structure predictions, all prediction interpretation strategies, and all baseline data abundances. For the other three molecules, we performed a basic comparison of baseline, unimodal and multimodal strategies with predictions of varying quality. Figures 2-4 show the average deviation between the crystal structure of 1CTF and the computed results, varying the prediction interpretation strategy (naive, multimodal and unimodal) between the figure sets. To help illustrate whether the addition of secondary structure information coupled with a particular prediction interpretation strategy adds to or detracts from the baseline data, all secondary structure computations are plotted against the corresponding baseline results.
Results
The set of figures in Figure 2 shows the results for the NAIVE strategy, with the particular prediction data (PER-FECT, SSPAL, PHD and CONSTRUCTED) indicated in each figure. Not surprisingly, NAIVE interpretation of PER-FECT and SSPAL data leads to great increases in the quality of the computed structures (up to 2.0 Å improvement over BASELINE). The secondary structure information is es- pecially useful at improving the computed results using 20-40% of possible short-range distances. At baseline data abundance above 40%, the prediction-augmented runs actually perform worse than BASELINE. At this high data abundance, the BASELINE computations have enough distances to compute a very good structure, while the constraints from the prediction data, derived from model averages, are less accurate and detract from the quality of the computed structure. This phenomenon is even more noticeable for the NAIVE interpretation of PHD data, which contain some runs of incorrect predictions. Finally, NAIVE interpretation of CONSTRUCTED data performs uniformly worse than BA-SELINE because of the poor prediction quality.
The set of figures in Figure 3 compares the results of the three multimodal strategies (MULTIMODAL, CAUTIOUS and CONFIDENT). These three strategies differ only in how much, a priori, they weigh the predicted major mode relative to the minor modes. As these figures show, all three strategies lead to very similar results under all three data sets (SSPAL, PHD and CONSTRUCTED predictions) . With 20-40% baseline data abundance, multimodal interpretations of all three prediction data sets are able to improve upon the base- line results (above 40% baseline data, multimodal results worsen for the reason outlined in the previous paragraph). This indicates that the multimodal algorithm is able to compute, a posteriori, correct weights for the secondary structure modes with supporting baseline data. For the excellent SSPAL prediction, multimodal strategies perform almost the same as NAIVE interpretation, while for the PHD data, multimodal outperforms NAIVE. For CONSTRUCTED data (representing a poor prediction), whereas NAIVE leads to worse structures than BASELINE, multimodal computations result in better ones.
The set of figures in Figure 4 compares the results of two unimodal strategies (UNIMODAL and COMPROMIS-ING). Under unimodal interpretation, the corresponding distances from the three states (α, β, coil) are weight averaged into a single distance constraint between a pair of atoms within the predicted secondary structure segment. UNIMODAL weighs the predicted state more strongly than COMPRO-MISING and so performs well for the highly accurate SSPAL prediction. As the prediction data quality decreases, the difference in performance between the two strategies diminishes (PHD data), until finally COMPROMISING out-performs UNIMODAL for the poor CONSTRUCTED data. These results demonstrate that although unimodal interpretations of the predictions can reveal valuable data, the precise weighting scheme for interpreting these predictions can drastically affect the quality of the resulting structures. This contrasts with the relative insensitivity of the multimodal strategies to the precise a priori weighting schemes. Figure 5 juxtaposes the results of the multimodal interpretation of secondary structure predictions with those of the other two schemes (NAIVE and the better of the two unimodal variations in each case). For the excellent SSPAL prediction, all three types of interpretation strategies produce structures of roughly equal quality. For the PHD data, MULTI-MODAL interpretation performs slightly better than NAIVE in the range of 20-30% of baseline data abundance, but significantly better with 40% or more. For the PHD data again, MULTIMODAL consistently yields 0.5 Å improvement in mean deviation over UNIMODAL (the better of the two unimodal strategies in this case) with 20% or more of the baseline data. Finally, for the poor CONSTRUCTED prediction, MULTIMODAL produces significantly better structures than either NAIVE or COMPROMISING (again, the better of the two unimodal strategies in this case). Figure 6 shows the actual three-dimensional crystal structure of 1CTF superimposed with the computed structures of the CONSTRUCTED prediction using the BASELINE, NAIVE and MULTIMODAL strategies at the baseline data abundance of 30% of short-range distances. The quality of the information extracted from this apparently poor prediction is evident. The RMS to the crystal structure is 3.27 Å for the BASELINE structure, 5.8 Å for the NAIVE structure and only 1.8 Å for the MULTIMODAL structure. Table 1 . Mean deviation (in Å) between the experimentally determined structures as given in the PDB and the computed structures using different strategies. For each protein, the PDB identifier and percentage of short-range distances used in each data set are indicated. The mean deviation from the experimentally determined structure is reported for the baseline computation (short-range distances only), the 'compromising' computation (a unimodal strategy augmenting the baseline data with information derived from an imperfect secondary structure prediction) and the multimodal computation (using the baseline data and the same imperfect secondary structure prediction). In all cases, the multimodal solution is significantly closer to the experimental structure than the baseline and the compromising solutions Table 1 shows the results for the other three molecules (1SPF, 1SIS and 1TCP) over a variety of data abundances. All cases show superior results with the multimodal intepretation over baseline and compromising strategies. The computation time for the multimodal algorithm ranges from three to four times that required for the unimodal algorithm.
Discussion
The secondary structure predictions we used for the four test molecules contain a variety of prediction errors, including α to β, β to α, coil to α, coil to β and α to coil, as demonstrated in Figure 1 . However, our results over all four test proteins at different baseline data levels (and over a variety of predictions for 1CTF) consistently demonstrate the superiority of the multimodal strategy. We tested four relatively small molecules so that we could run our algorithm repeatedly to ensure that robust and reproducible solutions were found by both the multimodal and unimodal algorithms.
It is not surprising that good predictions lead to improvement and poor predictions lead to little improvement or even marked worsening of the computed structure. Our results show, however, that even poor predictions consistently produce improved structures using a multimodal interpretation of the prediction data. Such an interpretation recognizes that the prediction has shifted probabilities between modes, but not ruled any out. The match of the multimodal result to the crystal structure shown in Figure 6D is quite good. The same prediction interpreted naively ( Figure 6C ) produces a poorly matching structure. Although unimodal interpretations of secondary structure predictions (which use a weighted average of the three states) can produce good-quality structures (as shown in Figure 4) , our results suggest that the resulting structures are quite sensitive to the precise details of the interpretation. Thus, COMPROMISING and UNIMODAL strategies individually sometimes perform well, but sometimes perform very poorly. The multimodal algorithm, on the other hand, is much more robust and shows relative insensitivity to the exact strategy for interpreting the data. Since the accuracy of any individual prediction is not known at the time of structure computation, the multimodal strategy seems to be a more prudent choice.
Our results with the poorest (CONSTRUCTED) prediction show that a prediction that is deleterious when used naively can provide valuable information when used with multiple modes. We see the same improvement (though to a lesser extent) with the structures computed using the PHD prediction, which is quite good, and contains only a few errors. Finally, our results are reassuring because the multimodal interpretation of a very good prediction (such as provided by SSPAL) does not dilute the information content of this prediction. We take these results to be strong evidence that three-dimensional structural computations can benefit from secondary structure predictions at current rates of accuracy, and do not need to wait for marked improvements in overall prediction accuracy. The synthetic distance data sets that we generated were created to mimic roughly data sets such as might be obtained from NMR or other experiments that provide proximity information. We consistently see that 20-40% of short-range distances is the range where auxiliary data (such as from secondary structure predictions) are the most useful. Data sets with >40% short-range distances tend to be very well determined and do not benefit from additional, secondary structure information. We have shown in other work that these data sets also do not tend to benefit from information about overall volume or the surface/ buried status of individual atoms (Schmidt et al., 1998) . On the other hand, data sets with <20% short-range distances are difficult to augment with secondary structure information, because there are simply not enough independent distances to help guide the proper posterior weighting of modes in the multimodal cases. It would be useful to test the combined information content of secondary structure predictions in the context of constraints on surface/buried information and overall volume information, to see whether the required abundance of shortrange distances can be further reduced.
Our experiments are not intended to evaluate the relative merits of the SSPAL, PHD or any other secondary structure prediction method. We used these predictions (along with the PERFECT and CONSTRUCTED predictions) only to show a range of performance on the same data sets, and to examine how important it is to interpret secondary structure predictions with an understanding that they are inherently multimodal. As secondary structure prediction methods continue to improve, it is likely that they will still have variable performance on individual proteins, and so we anticipate that a multimodal strategy for using the predictions will remain a valuable tool. Because the information content in coil predictions is quite low, proteins with a high predicted fraction of coil are not likely to benefit as much from secondary structure predictions. Our multimodal strategy allows coil regions which are incorrectly predicted to be α helices or β strands to ignore the predictions and choose the coil mode.
We have demonstrated the value of multimodal interpretations of secondary structure predictions only in the context of our probabilistic least squares algorithm. However, the idea of allowing a weighted set of alternative values may be transferable to other computation methods, such as restrained molecular dynamics (Brunger, 1992) and distance geometry (Crippen, 1981; Blaney et al., 1990) . Structure determination methods that rely on stochastic or systematic sampling of the conformational space can use the multimodal constraint representation we employ here directly, because they rely only on the evaluation of an objective function. Disjunctive constraints can also be introduced into molecular dynamics by creating energy terms that have two or more minima, with weights (depth of energy wells) determined empirically (M. Levitt, personal communication) . In addition, there are some methods for protein threading that depend on the statistical analysis of distance distributions (Sippl et al., 1996; Subramaniam et al., 1996) . These distance distributions are clearly multimodal and could be decomposed into mixtures of Gaussians, as we have done here. Recent work on using ambiguous distance constraints in the reconstruction of multi-subunit ensembles also faces the problem of multiple distance modes (Wang et al., 1998) .
We are not the first to demonstrate the value of imperfect secondary structure predictions in the prediction of three-dimensional protein structure. In the 1996 meeting for Critical Assessment of Structure Prediction (CASP-1997; Levitt, 1997) , a number of protein threading algorithms used secondary structure predictions as evidence in the selection of protein folds. In addition, some ab initio methods also use secondary structure predictions (Ortiz et al., 1998) . Our results are novel because they show a general method for using disjunctive constraints, and provide a quantitative mechanism for specifying the level of belief in the predictions.
We have not addressed the issue of multimodal solutions to structural computational problems (as opposed to multimodal constraints). Multimodal structural solutions arise in the context of experimental data that are collected on a heterogeneous set of structures, when the data reflect multiple conformations and the most appropriate 'answer' is a weighted set of structures, each of which reflects a subset of the data. This is a particularly problematic situation because most methods for structure determination use a principle of parsimony to assume that a single structure should be found satisfying all constraints. It is very difficult to identify self-consistent subsets of data, because there are no reliable criteria for determining how many structures should be allowed. At one end of the extreme, each individual distance or angle constraint could arise from an entirely different structure. In reality, we expect that one or a few structures satisfy the bulk of the data. In this context, it is important to mention the use of 'multicopy' sampling in the refinement of X-ray crystallographic and NMR structure determination algorithms. In order to account for possible heterogeneity in the observed data, multiple side chain conformations are modeled and averaged in order to try to approximate better the observed underlying data (Zheng et al., 1994; Podjarny et al., 1997) .
