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Abstract 
 
Augmented Reality applications use explicit cuing to support visual search. Explicit cues can 
help improve visual search performance but they can also cause perceptual issues such as 
attentional tunneling. An experiment was conducted to evaluate the relationship between 
directing attention and attentional tunneling, in a dual task structure. One task was tracking a 
target in motion and the other was detection of non-target elements. Three conditions were 
tested:  baseline without cuing the target, cuing the target with the average scene color, and using 
a red cue. A different color for the cue was used to vary the attentional tunneling level. The 
results show that directing attention induced attentional tunneling only the in red condition and 
that effect is attributable to the color used for the cue. 
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DIRECTING ATTENTION IN AN AUGMENTED REALITY ENVIRONMENT: AN 
ATTENTIONAL TUNNELING EVALUATION 
 
 In an effort to improve human performance technology has been incorporated in our daily 
activities. As new technology appears new challenges for its application and usability arise. This 
is the case for a series of technologies that utilize virtual elements, such as augmented reality 
(AR), to enhance performance. As humans, we are exposed to a large amount of information but 
we fail to perceive all we are able to sense. A person’s performance relies directly on the ability 
to perceive the environment, understand it, and use that information for behavior. 
 Today AR technology presents a variety of applications in multiple fields, with growing 
use, and could be a powerful technique to improve human performance. As the incorporation of 
AR in human activities expands it is important to understand how well this technology meets 
expectations and how well the human cognitive system interacts with AR.  
 
 
 
 
 
 
 
 
 
 
 
 
  
Figure 1. Mixed reality continuum describing different environments according to 
their level of artificial and/or real elements composition with real world and 
virtual world as extremes. Interpretation from (Milgram, & Kishino, 1994).  
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There is a continuous line, defined as the virtual continuum, which merges the real world and 
virtual environments and is better known as Mixed Reality (Figure 1). Mixed reality is a 
continuum with the real world on one end and virtual worlds on the other. In between those 
worlds, different degrees of combinations of physical and artificial elements that create new 
perceptual environments exist (Millgram & Kishino, 1994).  
 Within this virtual continuum we can identify two important areas of virtualization, each 
having a specific spectrum of real and artificial component integration. Augmented Virtuality is 
one of them. Augmented virtuality is predominantly virtual spaces where real world elements, 
people or objects, are incorporated. Complementary to this, AR is real environments artificially 
augmented with the addition of computationally inserted digital features overlaying perfectly 
with the real physical environment (Millgram & Kishino, 1994). 
Augmented Reality: Previous Research and Implementations 
 AR is a relatively new area of research. One of the earliest multimodal immersive 
environments is Sensorama (Heilig, 1962). Sensorama is a simulator that enhances user 
experience combining vision, audio, vibrating chair, and smell in a one-person module. Using a 
short film Sensorama recreated the actions on the film projecting 3D images, rendering stereo 
sound, incorporating aromas, and body movements in a chair with a vibrating system. 
 After Heilig research and implementation of AR improved in quantity and quality. 
Significant works will be reviewed here. Sutherland (1968) in his pioneer work on head-mounted 
displays (HMD) developed the first binocular see-through system. With the appearance of a 
bulky mechanical binocular pair of glasses, the HMD was attached to a mechanical arm, which 
was attached to the ceiling. Using simplistic graphics and not fully integrated components the 
HMD rendered a set of wireframe rooms. Rosenberg	  developed	  one	  of	  the	  earliest	  AR	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applications	  called	  Virtual	  Fixtures	  (Rosenberg, 1992).	  Virtual	  Fixtures	  superimposes	  computer-­‐generated	  fixtures,	  haptic	  and	  auditory,	  on	  a	  reflection	  of	  a	  distant	  workspace.	  The	  application	  looked	  to	  guide	  manual	  operations	  in	  an	  element	  insertion	  task	  to	  improve	  human	  performance. There is also KARMA (Knowledge-based Augmented Reality for 
Maintenance Assistance) developed by, a system created to describe a simple end-user printer 
system utilizing augmented reality through a HMD (Feiner, Macintyre, and Seligmann, 1993).  
 Zhou, Duh and Billinghurst (2008) classified the research in AR between 1998 and 2007 
by analyzing papers from four conferences. They identified 11 categories of research as most 
representative. Five of these were most studied: (1) Tracking techniques; (2) Interaction 
techniques; (3) Calibration and registration; (4) AR applications; and (5) Display techniques. 
Those categories accounted for 3/4 of the papers. The second group of 6 categories was 
categorized as emerging research: (6) Evaluation/testing; (7) Mobile/wearable; (8)AR authoring; 
(9) Visualization; (10) Multimodal AR; and (11) Rendering. Those categories accounted for 25% 
of the papers in the sample. These results suggest an important research tendency in technical 
issues rather than in usability during the decade from 1998 to 2007. It appears that technical 
developments required to deploy a stable and reliable AR application were more important than 
considerations of usability.   
Domain-specific Implementations 
 Improvements in AR technical characteristics have motivated people in different areas to 
use AR as a tool to improve performance on specific tasks. Collaborative product design is an 
example of a field where AR has grown quickly. Collaborative design systems are human-
centered and include person-to-person communication during the design process improving 
realism and interaction. These types of systems can be split into two categories: visualization-
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based systems allowing people to interact remotely while performing tasks like adjusting 
viewpoint, height, and scales of models (Fjeld, Lauche, Bichsel, Voorhorst, Krueger, & 
Rauterberg, 2002; Shen, Ong, & Nee, 2010) and co-design systems where users can remotely 
visualize and also modify features of the product (Shen et al., 2010).  The AR version of these 
systems requires users to use a HMD to visualize a 3D representation of the product and the 
virtual tools for design. Shen, Ong, and Nee (2010) developed an example of an AR co-design 
system. Using a computer-based distributed data replication architecture geographically 
separated users interact and manipulate the product’s features. A virtual panel displays buttons 
with options to manipulate features (like edit, add, or remove). To perform a change the user 
interacts with a 2D representation of the feature-area stored in a centralized database. Once the 
change is accepted the database is updated and specialized software reconstructs the new 3D 
representation of the product so all the users can see the change. 
 Education and learning is a relatively new area of implementation. One early example is 
in the area of helping to teach and to enhance topics where students have physical restrictions 
like astronomy (Shelton & Hedley, 2002). In an undergraduate class of 34 students they taught 
concepts related to the earth and sun like light, temperature and rotation using an AR application. 
Each student saw between three to six 3D models of earth and sun dynamics through a HMD. 
Using a pre-test, training, post-test schema each student was evaluated on topics related to 
rotation and revolution, solstice and equinox, and seasonal variations of light and temperatures. 
Results showed positive effects where the students were more aware about the material presented 
and they experienced fewer misunderstandings (Shelton & Hedley, 2002) compared with regular 
material (books and infographics).  
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 Some of the recent applications in learning settings are on the emphasis of roles: 
engaging learners to develop roles in an environment where each of them has a function in a 
participatory simulation (Wu, Lee, Chang, & Liang, 2013). For example TimeLab 2100, where 
players pretend to be part of MIT Lab in 2100 A.D. and they are assigned to travel back to 2010 
A.D. to solve global climate changes. The players were paired and one player used a hand-held 
display. This device provided a view of places in the future allowing players to suggest changes 
like raising a highway that in the future is underwater, and provided two avatars that deliver 
information to make the decisions (Klopfer & Sheldon, 2010). Learning systems supported by 
AR where different players or students interact as components or elements of the same system 
influencing the final outcome of that system are referred to as multiplayer AR, game-based AR, 
or mobile-AR (Wu et al., 2012).  
 Construction is a field where AR has been explored from different angles including: 
orienting workers through assembly tasks (Feiner, Webster, MacIntyre, & Höllerer, 1999); 
enhancing abilities of workers performing a task (Wang & Dunston, 2006); exploring perceptual 
incompatibilities between different displays (Wang & Dunston, 2006); and, automating 
construction (Golparvar-Fard, Peña-Mora, & Savarese, 2009). This is a field where technology 
can substantially improve productivity and safety. One example of indoor implementation is a 
system named InfoSPOT (Irizarry, Gheisari, Williams, & Walker, 2012).  InfoSPOT 
(Information Surveyed Point for Observation and Tracking) is an AR-based system to support 
the decision-making process of facility managers in complex environments, mainly indoor 
procedures. The system provides access to information about facilities by rendering virtual 
images in a mobile device about objects and structures previously incorporated into the system 
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through building information modeling, a digital blue-print of the structures (Irizarry et al., 
2012).  
 Industrial activities, like fabrication, are based on repeated actions where AR is used in 
training for manual or assembly tasks. Manual tasks like sorting elements in a predetermined 
fashion or assembling them in a specific sequence and position are tasks that require 
concentration and accuracy. These could be affected if the set of steps or instructions are not well 
presented or the level of complexity of these instructions is challenging for a human. The ‘Mixed 
Reality Assembly Instructor’ is an AR system solution for furniture assembly (Zauner, Haller, 
Brandl, & Hartman, 2003). BMW developed the ‘Doorlock Assembly Task’, where workers 
using a HMD were asked to install a car door lock following the instructions presented with AR 
(Reiners, Stricker, Klinker, & Müller, 1998).  A different case is a system developed with AR for 
training and assistance in maintenance (Schwald & De Laval, 2003), where using a HMD, a 
microphone, headphones, and 3D-positioning system for tracking elements in the visual field the 
system helped to train workers. Principally, the industrial sector has focused AR as a tool for 
training, assembly tasks, evaluation, and assisting design in the last two decades. 
 Environmental orientation is another field with AR solutions. AR provides geo-location 
and contextual information to guide users to navigate physical areas orienting them to reach 
particular places. Campus touring is an example where AR enriches users’ experiences and 
increases interest of learning. Chou and ChanLin (2012) tested a prototype touring system that 
helps visitors of Fu-Jen Catholic University to explore a variety of locations at the university. 
The system, supported by AR on a mobile device, provides contextual information about 
directions and buildings allowing the user to be more familiar with the University (Chou & 
ChanLin, 2012). A similar solution is Archeoguide. This application is based on a differential 
6	  
DIRECTING	  ATTENTION	  AND	  ATTENTIONAL	  TUNNELING	  IN	  AR	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
Global Positioning System technology, a Global Positioning System signal improved by a 
beacon installed on the object of interest such as a building or a sculpture. This system provides 
an enhanced experience in archeological tourism rendering contextual information and images of 
reconstructed ruins. The system can be used with different hand-held displays like laptops, 
smartphones, and PDAs (Vlahakis, Ioannidis, Karigiannis, Tsotros, Gounaris, Stricker, & 
Almeida, 2002).  
 AR is used in Military settings where accuracy and availability of information are crucial 
for command and control activities to support decision-making. The BARS (Battlefield 
Augmented Reality System) developed by the Naval Research Laboratory is a system meant to 
supply digital information to warfighters involved in military ground operations in urban terrain 
(Livingston, Rosenblum, Julier, Brown, Baillot, Swan, Gabbard, & Hix, 2002). BARS includes a 
wearable computer, a see-through head-mounted display, and a wireless network system. The 
system provides augmented information about building descriptions, sniper locations, and 
landmarks of surroundings providing tactical information to the warfighter in real time. 
Surveillance and tracking objectives are regular practices for military units and therefore 
improving accuracy and performance in this area is valuable. Surveillance in open fields like 
deserts, highways, oceans, or skies is less complicated and less cognitively demanding than 
doing so in urban settings or other cluttered environments. Using AR to help maintain gaze on a 
moving target researchers from the Human Performance Wing in Wright Patterson Air Force 
Base tested tracking objectives in urban settings using a Vigilant Spirit Control Station, and a 
simulator (Venero, Rowe & Boyer, 2012). The target, a high value individual, was cued by a 
virtually augmented solid ray in one condition, a virtually augmented dashed ray in another 
condition, and no AR in the control condition. The results showed that AR increased objective 
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performance and successfully assisted the operator in the decision making process (Venero et al., 
2012). 
 The automotive industry places significant value on user experience, so manufactures are 
constantly searching for new implementations that expand the possibilities to improve the user’s 
comfort and interaction (Rao, Tropper, Grunler, Hammori, & Chakraborty, 2014). One example 
is In-Vehicle AR development, which is a solution to render meaningful information about 
driving situations to drivers. Mercedes Benz presented a conceptual AR architecture for In-
Vehicle Infotainment solutions, called AR-IVI (Rao et al., 2014). Using a modified Mercedes 
Benz R-class car the research tested feasibility of the AR-IVI architecture. They added two 
displays: one in the middle of the dash under the rear-view mirror, and a rear-seat touch screen, 
behind the driver’s seat. Some of the tested functionalities were: navigation; rear-seat 
entertainment; and driver assistance. The test revealed technical and conceptual issues that 
helped the researchers to improve the architecture. 
 In a driving simulator, Medenica at al. (2011) compared three personal navigation 
devices to test an AR heads-up solution for navigation. The devices used were: a street view 
personal navigation device; a standard personal navigation device; and an augmented reality 
personal navigation device. The street view provides previously captured, still images of the 
streets enhanced with artificial elements incorporated to guide the driver, and usually displayed 
in a head down, or hand-held, display (using an IPad or smartphones). An example of a street 
view personal navigation device is Google Maps with street view 
(www.google.com/mobile/maps/). The standard personal navigation device is the most common 
system for navigation with map information displayed and voice instructions as used in most 
GPS systems. The AR personal navigation device incorporates the artificial elements in the 
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visual field of the driver displaying them on the windshield (a heads-up-display, HUD). The 
results showed that participants spent more time looking at the road exhibiting better driving 
performance, using the augmented reality device. Also, the participants preferred the augmented 
reality device to the other two applications. AR implementations are in a development stage in 
this industry (Gabbard, Fitch, & Kim, 2014). Only a few examples of stable and integral optical 
see-through AR solutions, such as rendering on cars’ windshield, are available for users today, 
like BMW HUD models and Toyota Hybrid HUD technology models. Most of the solutions are 
supported by sophisticated technical assumptions that preclude implementation in real settings, 
so they must be viewed as conceptual studies (Rao et al., 2014). A lack of understanding of 
perceptual challenges is probably as important as the early stage of technical development of in-
vehicle AR solutions, (Gabbard et al., 2014). 
Augmented Reality: Current Research 
 In the last few years, research in AR has shown a trend towards application of the 
technology rather than merely dealing with technical issues. One example of that is the 
increasing researches in mobile AR. Mobile AR systems are user interfaces developed using AR 
technology implemented in mobile devices (Höllerer & Feiner, 2004). Hand-held displays 
increase accessibility to AR technology to potential users. Multiple solutions for hand-held 
devices have expanded the scope of AR. For example, consumer oriented solutions such as: 
restaurants ratings with Yelp (www.yelp.com), customizable embedded content with Aurasma 
(www.aurasma.com), mobile tour guide with Field Trip (www.fieldtripper.com), and personal 
driving assistant with iOnRoad (www.ionroad.com). Also, marketing and advertising companies 
have entered the AR world with dynamic contextual advertisement. Dynamic contextual 
advertising is the development of applications for mobile devices that display offers based on 
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location and profile of the mobile device user. For example, an Android user could receive 
different information, according to his or her profile, than an Apple iOS user.  
 One of the most eye-catching applications in the last three years was Google Glass. A 
wearable computer system with an optical head-mounted display able to connect to the Internet 
using voice recognition, take pictures, record movies, share images, overlay information about 
places over the scene and videos of social media contacts along with others features 
(www.google.com/glass). Given issues like privacy and overheating hardware the explorer 
program was taken off the market. 
 The newest solution is a prototype presented by BMW in their MINI Cooper car. The 
augmented vision glasses are an AR solution that provides driving and contextual information to 
the driver and gives x-ray vision when parking. The glasses are portable; the driver can use them 
outside the car. These are prototypes but show the increasing interest of the automotive industry 
in AR (Griffiths,	  2015) 
 In the near future AR applications will be ubiquitous and easy to use for most of the 
population. One example is ARGON an AR web browser created with standard web 
technologies making it portable by multiple operating systems in laptops, PC’s and mobile 
devices (MacIntyre, Hill, Rouzati, Gandy, & Davidson, 2011) presented in ISMAR 2011. 
 At some point, as shown by this emerging research, AR applications will be part of many 
human activities. The ubiquitous characteristic of mobile devices is a rich platform for AR so the 
importance of evaluating all the aspects of this technology is vital. For example, visualization is 
an essential area of evaluation in AR directly related to human perception. Visualization is 
described as the visual representation of data fostering interaction supported by computer-based 
systems augmenting human cognition (Card, Mackinlay, & Shneiderman, 1999). Most of the 
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body of research in AR has been built around technical concepts, specifications, and 
implementations; it is understandable due to the complexity of its configuration. But AR 
solutions still have some issues that affect human perception, as reviewed next. 
 
 
 
 
 
 
 
 
 
 
 
Perceptual Issues in AR: Technical and Human Related  
 Perceptual issues arise when the user has difficulties understanding the stimuli in the 
environment. Perception is defined as the process of capturing elements and incidents in the 
environment to sense, understand and identify them, and finally respond to them (Levitin, 2002). 
AR environments can present a diverse set of perceptual problems, some of them of a technical 
origin and some from human sources.  
 One common technical problem is related to calibration errors to determine visual angle, 
perspective, and binocular parallax of the image related to the viewer (Drasic & Milgram, 1996). 
These can create distortions when virtual elements are superimposed imperfectly on a real scene. 
The result is that virtual elements distort depth perception or create occlusions. Depth distortion 
Figure 2. Shows depth distortion on the scene. The green android crossing the 
street, well designed, using shadow to enhance the depth relationship with 
pedestrian and its relative position on the scene. On the other hand, the rest of the 
artificial elements do not provide cues to interpret their 3D position. 
(http://www.androidauthority.com/best-augmented-reality-android-apps-93950/) 
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is usually a result of technical limitations or errors in implementation. Depth distortions perturb 
the spatial relationships between the user perspective, the elements in the visual field, and the 
virtual elements added to the scene (Figure 2). This means the user is unable to match the virtual 
elements added with the real world scene (Kruijff, Swan, & Feiner, 2010). Tracking problems 
are also technical issues, usually related to technology limitations. Tracking refers to the 
localization and orientation of the user’s device with respect to its environment. Tracking 
accuracy is related to the complexity of the environment and the distance of the elements in the 
visual field (Kruijff, et al., 2010) and to the motion of the objects being tracked and their 
representation (Zhou, Duh, & Billinghurst, 2008). Low tracking accuracy could lead to deficient 
rendering of the artificial elements provoking distortions that induce perceptual issues. 
 Perceptual issues are more complex to understand than technical issues and they are also 
related to human limitations. For example, change blindness is described as the inability to 
identify changes in a scene due to attention allocation (Rensink, O'Regan, & Clark, 1997). This 
issue can be disruptive for AR applications in complex visual and highly dynamic environment 
including by a significant number of elements. The inability to identify changes can be induced 
by occlusion of the area where the change is being produced, the flicker paradigm, or by the 
observer’s attention being drawn toward high-level interest areas of the visual field (Rensink et 
al., 1997).  The cost of change blindness is missing significant events, meaningful information, 
and changes in the visual field at a moment when the information could be crucial for overall 
awareness, task completion, and for self-safeness. Also, the perception of artificial elements 
presented on a display could be afected by natural differences between observers, such as visual 
acuity and spatial ability (Linn, & Petersen, 1985).  
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 How much the observer is able to perceive determines his or her understanding of the 
environment and it will influence decision-making. These decisions are predictors of 
performance. There are at least three inter-related aspects that can give us information about how 
and why human performance could be affected. These are human factors, task, and environment; 
and they are defined in the context of this study in the following sections. 
Human Performance: Human Factors  
 Human performance can be measured by accuracy, efficiency, speed or response time, 
and attentional demand (Wickens, Hollands, Banbury, Parasuraman, 2013). In this thesis human 
performance is measured in terms of a combination of accuracy and attentional demand. In this 
context better performance means higher accuracy with less attentional demand. 
 The human factors are defined as the behaviors during task performance reflecting 
cognitive processes that could affect the final outcome. This aspect of human performance will 
be presented segmented in its most important aspects for this thesis: (a) The description of a 
model that will serve as a framework to explain the interaction within the human cognitive 
system, in particular attention and perception, (b) a description of a technology, eye tracking, that 
will help to understand and measure attentional resource allocation, (c) a description of a visual 
technique, target cueing commonly used in AR applications and focus of the analysis in this 
thesis, and (d) a description of a perceptual issue caused by the visual technique used in (c). 
 Cognitive resources are limited for humans. Complex environments expose natural 
limitations in cognitive processing like differences between sensory and perceptual system 
capacities and memory limitations. To establish a framework of analysis of those processes, this 
study will appeal to the human information-processing model (Figure 3). 
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 The Human information-processing model (Wickens et al., 2013) evaluates different 
psychological processes representing how information flows between stages when a human is 
performing a task. The first stage of this model is sensation. It is a very brief stage where the 
senses receive all the stimuli from the environment and the stimuli are stored for a short time. 
We have a high capacity in the sensory system for capturing information from the environment 
(Wickens et al., 2013) but bottlenecks in processing the information coming from the same 
sensory system (Styles, 2006). For example, much of the detail in the scene is lost because of the 
low resolution outside the fovea. Only a few degrees of the visual field are processed with high 
acuity by the foveal area (Jenkin & Harris, 2001).   
Figure 3. Human Information Processing Model based on (Wickens, Hollands, 
Banburry, & Parasuraman, 2013) 
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 The second stage is perception where only a part of the information captured by the 
senses is perceived (Wickens et al., 2013). In the perception stage, once the person is able to 
have some understanding of the environment, the information can take one of two paths. One 
path is a fast response to the environment. The person will select one option to be executed 
rapidly from a set of alternatives (response selection) and this option will be executed (response 
execution). This response to the environment could have the effect of changing the 
characteristics of that environment, creating new information and feedback. If we are in a public 
place like a train station full of people and we see a fire and trigger the alarm, the whole dynamic 
of the environment suddenly will change: people will be walking in different directions; there 
will be security personnel running toward the exits; and as a result, our environment has 
changed.  
 The other path the information could take is related to memory, where information could 
be temporarily stored in working memory and subsequently in long-term memory for future 
processing. Suppose we are in the same train station and the arrivals and departures board 
indicates the train leaves in 25 minutes from track 4. That information can be stored, and other 
actions can be executed until you understand the time has passed and you decide to walk toward 
track 4 and board the train. 
 This model has an important interaction with two memory components: working memory 
and long-term memory. Both working-memory and long-term memory provide a medium for 
information storage and retrieval essential for different kind of processing. Working memory 
keeps the perceived information only for a few seconds allowing processes like language 
comprehension, reasoning and learning (Baddeley, 1992). Long-term memory preserves the 
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information for an extensive period, arguably for life, serving as a vast repository of information 
to be retrieved (Levitin, 2002). 
 Part of perceptual processing is related to attention. Attention plays the role of filtering 
information, where a person selects only certain elements of the environment and simply does 
not attend to something else (Jenkin & Harris, 2001, p. 1). Wickens et al. (2013) argue that 
attention is a fuel providing cognitive resources to other stages of human information processing 
as shown in Figure 3. In particular, attention is the process of directing cognitive resources to a 
specific sensory stimulus so the person can focus on the relevant information that the stimulus is 
providing (Biocca, Owen, Tang, and Bohil, 2007). 
 Visual attention can be directed by stimulus characteristics, known as exogenous control 
(Klein & Pontefract, 1994; Theeuwes, 1991), or by goal oriented, endogenous control (Klein & 
Pontefract, 1994). The nature of the elements in the visual field and their particular features 
define their saliency attracting attention. Abrupt changes in peripheral vision are able to reorient 
attention almost automatically due to the sensitivity of the visual system to those abrupt onsets 
(Yantis & Jonides, 1984). Alternatively the process of voluntary allocation of visual attention, 
due to goals or specifications is known as endogenous control (Klein et al., 1994; Theeuwes, 
1991). Virtual elements artificially incorporated can change the order of saliency in the visual 
field and they can also help to cue objects manipulating the visual attention. 
  Having control of attention is controlling the orientation, focus and location of cognitive 
resources. Thus, controlling attention means controlling perception to some extent. Texting while 
driving is a good example of what happens with perception when controlling attention. A sample 
of seventeen people in the UK was exposed to a driving simulation test, one group driving 
undistracted and one performing a texting task. Results showed the impairment caused by 
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reading and texting while driving were a 35% reaction time increment and a decline in the ability 
to maintain lateral vehicle control (Reed & Robbins, 2008). One objective in AR applications is 
to capture the observer’s focus of attention and to reorient it to areas of interest in the visual 
field. Eye-tracking technology can be used to understand and to measure the effect of directing 
attention. 
 Eye tracking and Eye movements. Eye movements are a conjunction of different events 
happening almost simultaneously that allow humans to process visual information. Three pairs of 
muscles control motion of each eye. Those muscles allow the eyes to perform movements in 
different directions: horizontal, vertical, and torsional (Holmqvist et al., 2011, p.21). The 
direction of gaze will depend on unconscious movements motivated by a stimulus or by a 
consciously programed movement. In both cases, the brain controls the muscles and directs the 
gaze of the eyes toward a particular area of interest in the visual field.  
 The most common measures for eye movements are, ironically, not when the eye is 
executing a movement (saccades), but when it remains still (fixations). Fixations are defined as 
pauses between eye movements (Salvucci & Goldberg, 2000), and saccades, are defined as a 
rapid eye movement that change the point of fixation (Purves, Augustine, Fitzpatrick, Katz, 
LaMantia, McNamara & Williams, 2001); both are measures that can reveal visual attentional 
behavior and they are a simple way to describe eye movement (Babcock, Pelz, and Peak, 2003).  
A third movement is called smooth pursuit and it is a slow movement observed when the eye is 
following a stimulus; a smooth pursuit needs an element to track (Holmqvist et al., 2011).  
 As described earlier attention can act as a filter, a selective process where only certain 
elements of the environment are chosen for later processing over all possible available 
information (Jenkin & Harris, 2001; Styles, 2004). Previous research on eye movements has 
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explored attentional and saccade selection mechanisms and their relationship (Deubel, and 
Schneider, 1996; Kowler, 2011; Kowler, Anderson, Dosher, and Blaser, 1995). Attentional 
orientation provides information that the saccade mechanism utilizes to responds to the stimulus.  
 Saccades are associated with the process of selective attention, meaning that for a saccade 
to be precise, it needs a previous focus of attention or pre-selection of the saccadic target 
(Kowler, 2011). The essential purpose of a saccade is to bring information to the fovea (Deubel, 
& Schneider, 1996) so a saccadic target by definition is the location where the eyes will fixate. 
Research exploring attentional and saccade selection mechanisms has found that target 
identification or recognition is better when the target is located and coincides with the saccadic 
target location (Deubel, & Schneider, 1996; Kowler, 2011; Kowler et al., 1995). Although it is 
possible to divert attention in lab settings from the saccadic target location, in natural situations 
this almost never occurs (Kowler et al., 1995). Given that the focus of attention is directly related 
to foveation, fixations can be used as a measure of attentional demand. Attentional demand can 
be understood as the level of attentional resources allocated in a particular task. With this in 
mind, the total time of fixations associated to a particular task will represent the level of 
attentional resources allocated in that task thereby it means the level of attentional demands of 
that task. 
 The relationship between fixations and the focus of attention is important for this study 
because part of the study relies on measuring attentional demands. Visual behavior evaluation is 
necessary to analyze changes in attention due to elements in the environment. Visual attention 
can be cued by those elements and it can also be guided or directed by virtual elements 
augmented in the real world scene (Biocca et al., 2007; Yeh & Wickens, 1998). 
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 Directing Attention. Directing attention is a technique utilized to simplify and support 
visual search commonly used by AR applications. Previous research has split opinions in terms 
of the costs and benefits of this technique (Ball & Sekuller, 1981; Biocca et al., 2007; Merlo, 
1989; Yeh, & Wickens, 1998; Yeh, Wickens, & Seagull, 1999; Yeh, & Wickens, 2000). For 
example, an early experiment conducted by Yeh and Wickens (1998) tested two types of 
displays, Head-mounted and Hand-held, in a military terrain mission. The task was to identify 
elements on the visual field: enemies, friends, and dangerous devices. The results showed that 
cuing targets, friendly elements, in a HMD helped detection of the cued targets but observers 
failed to identify dangerous elements appearing in the visual field. 
 Biocca and colleagues (2007) cued targets in a 360-degree omnidirectional workspace 
looking for improvements in visual search. They developed a solution to support target 
identification named  the ‘omnidirectional attention funnel.’ In a room set with four tables and 
different real elements arranged on them and using a HMD they superimposed a virtual tunnel 
similar to the “Tunnel-in-the-sky” (Heilein, 2005), indicating the path to the target. They found 
that the ‘omnidirectional attention funnel’ solution decreased visual search time by 22 percent 
overall. This AR solution was designed to guide visual attention to any location in a real world or 
virtual scene over a defined target (Biocca et al., 2007). 
 AR applications frequently seek to grab or direct attention over real objects using explicit 
cuing and different methods to increase object saliency. In a task supported by AR, knowing the 
exact location of a desired target can range from important to critical (Biocca et al., 2007) 
depending on the risk level of the task. For example, military settings and automotive solutions 
present complex task interactions in terms of risk in contrast to environmental orientation 
applications with a low risk. 
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 Research testing different cuing techniques to orient observers’ attention has found a 
similar effect on target detection either using subtle or explicit cues. For example, a study that 
explored subtle cuing as an alternative for explicit cuing (Lu, Duh, Feiner, and Zhao, 2014) 
asked participants to detect the absence or presence of a target (a cross) in a static image. The 
cues differed in shapes, sizes, and opacity. The results showed that cuing the target enhanced 
visual search decreasing response time across the different cue characteristics.  
 Attentional Tunneling. Even when directing the observer’s attention can help the user to 
improve visual search performance and object detection accuracy there can be perceptual costs 
(Lu, Duh, Feiner, & Zhao, 2014). An example is a study in aviation that tested eight commercial 
pilots in 31 approaches for landing, 18 cuing the path in a HUD and 13 with standard 
instrumentation (Fischer, and Haines, 1980). The results showed a delay in detecting unexpected 
elements when using the HUD. Cognitive tunneling and attentional tunneling have been used 
interchangeably to describe this effect. Wickens (2005) described attentional tunneling as a 
problem of allocation of attention responsible for ignoring events outside of the area of attention. 
Crawford and Neal (2006) in their review of perceptual issues in HUDs in commercial aviation 
mentioned cognitive tunneling as a persistent perceptual issue.  In that review, cognitive 
tunneling was associated with delay of pilots to switch attention between HUD symbology 
information and real world elements. Wickens and Alexander (2009) defined attentional 
tunneling as the process of focusing attentional resources on a particular task, event, object or 
information channel for an excessive period of time at the cost of ignoring other elements or 
information channels, negatively affecting the overall performance. 
 Consider two visual tasks being performed at the same time when landing an airplane at 
an airport. The first task involves following the path the airplane needs for landing; a task 
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supported by a HUD with an AR application that, using artificially incorporated explicit cues, 
indicates the correct path. The second task is to monitor the surface of landing and take off at the 
airport and identify any possible runway incursions. Runway incursions are a dangerous situation 
like the presence of an aircraft, vehicle or person at the area of landing and take off 
(http://www.faa.gov/airports/runway_safety/news/runway_incursions/) that could put the landing 
at risk. In this example, the allocation of attention in each task is a critical variable for the final 
result of this operation. If the pilot pays more attention to the HUD, it is possible this could affect 
the identification of potential runway incursions on the landing area. On the other hand, too 
much attention on the airport’s surface could jeopardize the successful landing of the airplane.  
 Wickens and Alexander (2009) examined the detection of runway incursions and found 
that pilots using a HUD failed to detect runway incursions at a higher rate than pilots using a 
head-down panel; failures were enhanced when a pathway in the sky was rendered on the HUD 
to describe the path to follow. They failed even when the HUD kept the runway in foveal vision 
making the elements in that incursion evident to visual perception (Wickens & Alexander, 2009). 
The failures were directly attributable to the level of attention captured by the virtual elements 
rendered on the HUD. 
 It is evident that the human factors (attention and perception) affect human performance. 
However attention and perception do not occur in a vacuum, they happen in a context or 
environment and in the course of performing actions related with some task configuration.  
Human Performance: Task Configuration 
 This aspect of human performance is essential in nature and it can, in many situations, 
moderate the performance of human factors and impact final outcomes. The final performance 
will depend on the number of tasks performed, the modalities involved in those tasks, and the 
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natural limited resources of the human cognitive system.  
 Performing one task allows a person to deploy all resources toward this task; under 
normal circumstances, that person will be able to reach the highest performance. Performing two 
tasks simultaneously changes resource allocation and performance. Previous research has 
examined factors that mediate interference in dual task performance like limited resources and 
modality conflicts.  
 Theories of Dual Task Performance. Three stages represent each task: a perceptual 
stage where the stimulus is processed; response selection or the transitional phase where the 
perception of a stimulus triggers a decision; and response execution or the action performed 
reflecting the decision. The psychological refractory period paradigm serves as an introduction to 
the theories (Pashler, 1994). Two stimuli are presented requiring response. The second stimulus 
is presented after the stimulus onset asynchrony (SOA) period, the lapse of time between first 
stimulus onset and second stimulus onset. The processing of the first stimulus slows the response 
to the second stimulus compared to each task completed separately. Delays in responses are 
moderated by the SOA; the shorter the SOA, the longer the time to respond to the second 
stimulus (Logan, & Gordon, 2001). The psychological refractory period presents a conflict in 
processing indicating the possibility of a perceptual bottleneck (Pashler, 1994). This paradigm 
connects two important theories of dual task performance: bottleneck theory and capacity theory.  
 Bottleneck theory is based on the idea of serial processing where only one task is 
processed at a time. When two tasks need to be processed at the same time, one will suffer delays 
as a result of the processing of the other task. Some disagreement on the location of the 
bottleneck was expressed in previous research. One position is early selection. It proposes that 
attention controls perception, locating the bottleneck before perceptual processing. Here the 
22	  
DIRECTING	  ATTENTION	  AND	  ATTENTIONAL	  TUNNELING	  IN	  AR	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
sensory system receives the information from multiple stimuli but only one stimulus can be 
processed at a time (Luck et al., 1994). In late selection, the entire set of stimuli are perceived, 
therefore the bottleneck is located after perception and before the response. As a result, only one 
response is made (Deutch & Deutch, 1963; Duncan, 1980).  
 Capacity theory supports the premise that cognitive resources are scarce. So, as a task 
demands resources, the availability of resources will decrease (Wickens, 1981). In a dual task 
setting, the demand of resources from the primary task will negatively affect performance of the 
secondary task (Wickens, 1981). Another factor that could deteriorate performance is peripheral 
interference. Peripheral interference is when two tasks being performed simultaneously are not in 
foveal vision, affecting detection due to physical constraints that force the observer to divide 
attention (Wickens, 1981). 
 Single Resource theory is a refined version of the capacity theory. Its premise is that a 
function exists able to predict allocation of resources and performance, the performance resource 
function (Wickens, 1981). In a single-task scenario, as more resources are invested in that task, 
performance should increase. In a dual task scenario, this theory assumes that top-down control 
of attention will modulate the allocation of resources so the performance of each task will be 
predicted by explicit instructions or implicit instructions according to a pre-defined schedule 
(Wickens, 1981). Changes in performances due to changes in allocation of resources, whether 
added or lowered is a resource-limited effect (Wickens, 1981). 
 Structural theory bases its premises on structural limitations, like the bottleneck model. 
The premise is that two tasks will compete for the same processing mechanism (structure) and, 
as a result, they will interfere with each other (Wickens, 1981). Specifically, there is a limited 
capacity central processor that receives demands for each task. When the processor is addressing 
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demands from one task, it is unavailable for the second task, thereby lowering performance on 
that task (Wickens, 1981).  
 Wickens (1981, 2002) proposed Multiple Resources Theory as an evolution of structural 
theory given experimental data suggesting the existence of more than a single structure with 
available resources. The premise is that there is more than one structure in the human processing 
system, each with a limited capacity. This is directly related with the concept of modalities, each 
modality being a unique structure providing resources. When two tasks demand separate 
resources (distinct modalities) they will be able to share resources efficiently with performances 
close to that observed for each task alone. When two tasks share common resources or the same 
modality, the decrement in performance should be gradual according to resource demand. Also, 
if a task’s demand for resources coincides with a concurrent task using the same resources the 
concurrent task’s performance will be affected, but if the resources are different the concurrent 
task’s performance should be unaffected (Wickens, 1981, 2002).  
 There are some important take-away premises to consider when designing a dual task 
study. The brief summary of the literature shows us that: first, the human processing system has 
multiple structures (modalities) that are independent repositories of perceptual resources (Alais 
et al., 2006; Navon & Gopher, 1979; Wickens, 1981, 2002); second, there is no central 
bottleneck (Logan, & Gordon, 2001), there is a bottleneck in each of these modalities; and third, 
in each case, the resources are limited. Performance of two tasks competing for resources in the 
same modality is worse than two tasks in different modalities (Alais, Morrone, & Burr, 2006; 
Morrone, Denti & Spinelli, 2002; Wickens, 2002). 
 At this point, it is clear that cognitive resources, in particular attentional resources, and 
the structure of the task are related. A more demanding single task will require more attentional 
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resources. In a dual-task versus single-task scenario, the balance and distribution of attentional 
resources depends on the modalities and limited cognitive resources. But the combinations 
between attentional resources and task could be altered by the last factor: the environment.  
Human Performance: Environment  
 In visual tasks the features of the elements forming the visual field are a factor that could 
moderate cognitive demands and performance. For example, a target that is seamlessly blended 
with the background or with multiple elements in the environment will have a higher cost in 
cognitive demands and performance. This occurs because the observer will need to do a serial 
search, element by element, to detect the target (Bergen & Julesz, 1983; Treisman & Gelade, 
1980; VanRullen, Reddy, & Koch 2004). On the other hand a target with a large visual 
difference between background and distractors will have a lower cost in cognitive demands and 
produce faster and more accurate performance. This is because the visual search could be 
simplified by the saliency of the target. The observer has to select between few elements to 
detect it, or in some cases the target will pop-out from the other elements allowing the observer 
to do a parallel search (Bergen & Julesz, 1983; Treisman & Gelade, 1980; VanRullen, Reddy, & 
Koch 2004). 
 Although the features of the elements and the features of the background are a predictor 
of visual search time the arrangement of elements in the visual field also impacts response (Yeh, 
Merlo, Wickens, & Brandenburg, 2003). Yeh et al., (2003) explored the cost of clutter, in terms 
of cognitive resources. Clutter refers to the number of elements in a visual field (Beck, Lohrenz, 
& Trafton, 2010) where more elements increase the amount of information to sense and process.  
The experiments compared a visual search task over an open field using a HMD and a hand-held 
display respectively. The results showed that clutter disrupted target detection when a low 
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salience target was non-cued and the cost of clutter was higher than the cost of scanning when 
the level of irrelevant information added to the background increased.  
 The concept of clutter has been incorporated in research as part of the analysis and design 
of displays and visualization (Rosenholtz, Li, & Nakano, 2007) involving visual search and 
object recognition. Clutter affects perceptual processes by complicating target selection and the 
focus of attention (Wickens et al., 2013). Also it decreases target identification when the 
desirable target is in the clutter (Yeh & Wickens, 2003) or surrounded closely by distractors 
(Beck et al., 2010). 
 Each of these factors - human factors, task and environment- can be relevant depending 
on the configuration of each situation. In any case, to design a study seeking to evaluate any of 
those factors alone or in combination it is necessary to consider the interactions among them.  
Thesis Framework 
 AR applications are being incorporated in a variety of fields to enhance human 
performance. Some fields of implementation are more sensitive to a bad solution and perceptual 
problems than others, and failed designs or implementations will have different costs. For AR 
solutions in commercial environments, a failure could mean an impact no more extensive than a 
bad user experience; a situation that has to be addressed. AR is also being deployed in more 
complex and risky environments like military command and control, in-vehicle solutions for 
driving assistance, and aviation. Errors introduced in those areas can cost lives. One cost of AR 
could be the production of attentional tunneling. Thus, research needs to be conducted to 
evaluate multiple aspects of AR technology.  
 This thesis explores how a common practice in AR solutions (directing the observer’s 
attention using explicit cuing) could induce attentional tunneling. To satisfy the definition of 
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attentional tunneling, three requirements had to be met: (1) the participant’s allocation of 
attentional resources in one task has to be excessive (the difference from baseline has to be 
significant), (2) there has to be a cost of ignoring other elements in the environment (a decrease 
in accuracy in a non-target detection task), and (3) the overall performance has to decrease. In 
addition, this research evaluates differences in cue color as a moderator of cueing attention. 
Controlling for task definition and environment composition, this research evaluates attention 
and perception as predictors of performance interference.  
 Previous research in AR (Biocca et al., 2007) and solutions supported by AR (Foyle, 
McCann, Sanford, & Schwirzke, 1993; Foyle, McCann, & Shelden, 1995; Medenica et al., 2011; 
Wickens & Alexander, 2009; Yeh & Wickens, 1998) have agreed that artificial explicit cues 
used to direct the observer’s attention simplify visual search, improving response time on 
detecting expected targets. These cues could induce attentional tunneling. Previous research on 
attentional tunneling has focused on HUDs (Foyle, McCann, & Shelden, 1995; Yeh et al., 1999; 
Yeh & Wickens, 1998).  
 The objective of this study is to evaluate attentional tunneling induced by directing 
attention. To achieve that, three conditions were created. Two of them used a cue to direct the 
attention over a target and one condition without cue as the baseline or control. Color of the cue 
was changed between the two cued conditions to manipulate the strength of attentional tunneling. 
Two tasks were defined to test attentional allocation. The first one was a tracking task where the 
participant had to follow a pre-assigned target. The secondary task was an element detection 
task. Three different kinds of elements (non-target) appeared on the stimulus and had to be 
reported after viewing the video. The stimulus was an indoor soccer game with two teams and 
four players per team.  
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This study also predicts that cueing the target will increase allocation of attentional 
resources in that task (tracking the target) therefore hindering the detection task; as dual task 
theories predict. In a dual task scenario interference between tasks is expected, with greater 
interference when the two tasks share the same modality.  
 It is necessary to underline the rationale behind the color selection on the primary task. 
Differences in the color used for the explicit cue were tested keeping shape of the cue constant. 
One condition used a red cue and the other used the average scene color for the cue. The red 
color was selected because a considerable number of AR applications use red to cue objects, in 
annotations, and to frame areas of the visual field. There was also little red in the video. The 
average color was calculated using the chromatic average of the background of the video. Even 
when the stimulus presented in this study includes elements in motion, the background of the 
scene is static, so the chromatic composition during stimulus presentation was stable. The red 
cue was easily differentiated from the background and the elements in motion. For these reasons 
the red color is considered the most salient cue. During a significant part of the video the average 
color cue is chromatically close to the background but easily visible. 
It is assumed that cuing the target will induce attentional tunneling and this is due to the 
amount of attention captured by that cue. Saliency of an element determines its chance to grab 
the observer’s attention: the more salient the cue, the more likely it is to attract attention (Itti, & 
Koch, 2000; Wickens, McCarley, & Steelman-Allen, 2009). Therefore, differences in color 
saliency should produce differences in attracting observer’s attention. Measures of accuracy and 
visual behavior were utilized as dependent variables to estimate performance in a dual task 
scenario. 
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 The experiment tested two hypotheses. The first hypothesis proposed that: Directing 
attention using an explicit cue to cue the target on the primary task will induce attentional 
tunneling, thereby lowering overall performance compared with baseline. The second hypothesis 
proposed that: Using a more salient color of the explicit cue will induce higher levels of 
attentional tunneling compared to a less salient color. 
 In the primary task the participant had to trace the trajectory of one particular player 
during the game with the objective to report certain behaviors later. While the participant was 
performing the primary task, a series of game-irrelevant elements appeared briefly. The 
secondary task required the participant to identify and recall those elements later. Primary and 
secondary performance was assessed based on responses to questions given after the video. Eye 
tracking was used to capture visual behavior to compare with the responses to the questions 	  
Methods 
Participants 
 Participants from Rochester Institute of Technology (RIT) were recruited using a two-
step process, a flyer and an online screener questionnaire. Given the use of an eye-tracker, vision 
correction using contact lenses was an exclusion criterion. From a total of 44 participants 
recruited, 14 were excluded (Table 1); so a total of 30 participants, 15 males and 15 females (M= 
25.1 years, SD= 7.7 years) were tested. Participants were assigned to one of three conditions 
according to a pseudo-random sequence to have 10 participants per group. Participants were 
compensated ($10 each) for taking part in this study.  
Apparatus & Stimuli 
 Testing was done in a classroom equipped with a 2.54-meter (diagonal) screen and a 
Ceiling-Mounted Panasonic model FW430 projector set at 1280 x 800 pixels (Appendix A). 
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Participants were tested standing 1.78 meters from the horizontal center of the screen. A third 
generation Positive Science model METL eye tracker was used to capture visual behavior of 
each participant during the experiment. The eye tracker includes two IR-sensitive CMOS 
cameras to record the scene and the eye. An off-axis infrared illuminator illuminated the eye. 
The Positive Science METL system records eye and scene videos to a MacBook Air. PowerPoint 
for Mac 2011 version 14.4.8 was used for training and QuickTime Player to run the video files. 
Responses were made on paper using the questions listed in Appendix B. Eye-tracking video was 
analyzed offline using Positive Science Yarbus version 2.2.6 for Mac OS software, a MacBook 
Pro 2.9 Ghz intel i7, was used to run the software for the different needs in the experiment.  
 
 
 
 
 
 
 
 
 
Each participant saw an 8-minute video of an indoor soccer game (the stimulus) 
involving two teams of 4 players each (Figure 4). To standardize the segment of this stimulus to 
be analyzed across all participants, the movie was cut to 7 minutes and 14 seconds. The 
beginning of the stimulus is marked by the first appearance of the target on the visual field 
(avoiding participant’s differences due to the onset of the stimulus at the beginning) and the end 
Figure 4. Shows the visible portion of the field, hiding 
the black team’s area and net (down on the figure). 
Also it shows the players of both teams. 
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is marked by the last moment when the target was visible on the field (excluding a segment used 
as transition to stop stimulus presentation). The quality of tracking is represented by the total 
time of the stimulus effectively tracked (Table 2).  
One player was the target and participants were instructed to follow him. An ellipse cued 
the target in two of the three conditions; the other was the non-cued condition (NON). An 
average color was used for the AVG condition (Figure 5c) and a red color for the RED condition 
(Figure 5d). 
 
 
 
 
 
 
 
 
 
 
 
 
 
5b	  
5d	  5c	  
5a	  
Figure 5. Stimulus presentation. (5a) Arrow indicating target position when it is not visible, (5b) 
None-cued condition (NON). (5c) Average color condition (AVG). (5d) Red color condition (RED). 
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The black team’s net and area of valid goal were not visible so the video covered only 
75% of the field (Figure 4). Given this field of view, the target disappeared in some moments 
during the game. When this happened, a virtual arrow with the same color of the cue marked the 
target’s location (Figure 5a).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 During the game, unexpected elements appeared on the visual field. Three categories of 
non-target elements appeared in different positions and times: A bench (Figure 6a), extra players 
(Figure 6b and 6c), and bystanders (Figure 6d). The bench appeared two times in the same 
Figure 6. Snapshot of the stimulus the elements expected to be detected in the secondary task, the bench 
(6a), extra players (6b and 6c), and Bystander (6d). A white arrow has cued the elements only for the 
purposes of this figure (this cue is not part of the experiment’s stimulus).   
6a	   6b	  
6c	   6d	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position on the visual field, on the left side at the midline of the field (vertically), for 19 seconds 
each time (at 2:24 and 3:40). Two images, one next to the other, of a duplicated player from the 
white team appeared once on the left side of the white team’s net for 16 seconds (at 6:06). An 
image of a duplicated player from the black team appeared once near the bottom of the visual 
field and at the center of the field (horizontally) for 16 seconds (at 6:53). Three bystanders 
appeared walking from right to left, crossing behind the white team’s net near the top of the 
scene for 12 seconds bystander 1 (at 4:24), 14 seconds bystander 2 (at 4:42), and 13 seconds 
bystander 3 (5:48). 
Criteria for Target and Non-target Fixation  
 To recognize and assign fixations to the areas of interest (target and non-target elements), 
it was necessary to establish a standard. The cue was used to assign fixations to the target, in the 
cued conditions, where all the fixations inside the limits of the cue were associated to the target. 
The diameter (d) of the cue was applied as the baseline to create the standard for target fixations 
in NON condition and non-target elements. The d (in degrees of visual angle) was calculated in 
three positions on the visual field; they are described according with the target position on the 
visual field respect to the depth of the field: (1) Front position or the closest point of the target to 
the participant and the biggest d (6.32°), (2) Middle position or the middle point with a d equal to 
5.5°, and (3) Back position or the furthest point of the target and the smaller d (3.3°). Those 
positions are related with the offset location of the non-target elements in secondary task (Table 
3). Considering the area of interest (the target or non-target elements) as the center point in an 
imaginary circumference with a d equal to the diameter calculated for that specific position. The 
radius (d/2) is the maximum distance (in degrees) of a fixation respect to the area of interest for 
being assigned to that particular area of interest. 
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Procedure 
 Participants gave informed consent first. They then completed a training session, were 
calibrated, and then tested. Each step is described below.   
 Training. The participant was instructed on the field (layout, elements, and specific areas 
of actions), players involved in the game (two teams, one white and other black, and roles like 
forward and defender), rules of the game (areas of valid scores), and description of the tasks 
(Appendix C). 
 
 
 
 
 
 
 
 
 During training, a diagram was presented representing the field, with four white dots 
characterizing the white team, and four black dots characterizing the black team (Figure 7a and 
7b). The target was described highlighting one black dot by a red ellipse, in the RED condition 
(Figure 7a) and an average color ellipse, in the AVG condition (Figure 7b). For the non-cued 
condition, the image of the target was shown to the participant until the participant was 
confortable with the target identification (Figure 7c). 
7a	   7b	   7c	  
Figure 7. Showing primary target during training process (7a) in RED condition, (7b) in AVG condition, 
and (7c) in NON condition. 
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 Calibration. A two-part 17-point calibration was run. The first part was a full screen 
distribution of 9 calibration points (Figure 8a), all the points (α=0.05) were arranged 15.2 cm 
(4.37°) of separation from the limit of the screen, except for the middle point. The second part 
was 8 points closer to the center of the screen 45.7 cm (13.14°) away from the outer limits of the 
screen, and the same the center point (Figure 8b). 
 Primary Task. Participants had to follow a target (one specific player, the same for all 
conditions) during the game. This is a tracking task to observe actions and behavior of the target 
and report them later. There were specific moments when the target disappeared from the visual 
field and during these intervals a virtual arrow, on cued conditions only, pointed to the horizontal 
location of the target, even during its motion until the target came back to the visual field (Figure 
5a). 
 Secondary Task. This involved detecting a specific set of non-target elements out of the 
scope of the game. The elements were described earlier in Figure 6. Some elements were static 
(the bench and extra players), and others in motion (bystanders). 
8a	   8b	  
Figure 8. Shows calibration technique. (8a) Full screen calibration (8 points to 
the borders and the center point), and (8b) Center screen calibration (8 points 
close to the center point). 
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Figure 9. Manipulation check in survey (post-test questionnaire) created to test reliability 
of participants’ answers in element recognition (question 10). (9a) Shows question 10.4 of 
survey and (9b) shows question 10.5 of survey.   
 After the stimulus presentation the eye-tracker was removed and the participant 
completed the post-test questionnaire (Appendix B) where each participant was asked about 
these non-target elements and target behavior. After the participant finished the questionnaire, 
the researcher executed the debriefing process and compensated the participant. 
Results 
 The results are presented in two sections: the first section comprises answers to the 
questions about the video, and then the eye-tracking data are described. 
 
 
 
 
 
 
 
 
Survey - Performance Analysis  
 The Primary task originally included 8 questions (1, 1.1, 1.2, 2, 3, 4, 5, 6, Appendix A) 
for analysis. Some questions were excluded for different reasons. All participants but one 
answered Question 1 correctly so it contributed nothing to the analysis. Question 1.1 and 1.2 
were excluded for the same reason. Questions 5 and 6 were excluded because answers were 
ambiguous and not related directly with either task. This left 3 questions (2, 3, & 4) for primary 
task analysis. The secondary task performance was evaluated using questions 7 to 10. Question 
10, measured element recognition for 6 different elements leading to a total of 9 scores for 
9a	   9b	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analysis (Appendix A). Question 10.4 and 10.5 were used as a manipulation check, because the 
elements shown (Figure 9a and 9b) were not included in the video. No participant responded to 
recognizing those elements, so they were not included in the total. 
 
 
 
 
 
 
 
 
 
 
 
  
 
 The total correct answers in the post-test survey were analyzed (Figure 10) using a one-
way ANOVA by condition, which revealed a significant difference (F [2,29]=4.3, p<. 05). The 
NON condition (M=56.7, SD=14.6, 95% CI [46.2, 67.1]) showed significantly higher accuracy 
(p<. 05) compared to RED (M=39.2, SD=17.2, 95% CI [26.9, 51.4]) but did not differ (p=. 859) 
from the AVG condition (M=53.3, SD=9.8, 95% CI [46.3, 60.3]) (p= .083).There were no 
significant differences between cued conditions.  
 
Overall Performance (by conditions) 
Figure 10. Mean overall performance by condition expressed on 
percentage over the total correct answers (sum of Primary and 
Secondary tasks). Error bars indicate 95% confidence interval 
(CI). Asterisk indicates significant differences between 
conditions, *p< .05. 
37	  
DIRECTING	  ATTENTION	  AND	  ATTENTIONAL	  TUNNELING	  IN	  AR	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
 
 
 
 
 
 
 
 
 
 
 
 A One-way ANOVA for primary task (Figure 11) did not show significant differences 
between conditions (F [2,29]= .3, p= .762). Average performance between the three conditions 
was NON (M=56.7, SD= 31.6, 95% CI [34.0, 79.3]), AVG (M=66.7, SD= 31.4, 95% CI [44.2, 
89.2]), and RED (M=63.3, SD= 29.2, 95% CI [42.5, 84.2]). 
 There was a significant difference in accuracy for the secondary task (F [2,29]= 6.2, p< 
.05), as shown in Figure 12. On a Tukey post-hoc test, significant differences were found 
between NON condition (M=56.7, SD=16.1, 95% CI [45.2, 68.2]) and RED condition (M= 31.1, 
SD= 17.2, 95% CI [18.8, 43.4]), and no significant differences of AVG condition (M=48.9, SD= 
16.7, 95% CI [36.9, 60.9]) with respect to the other two. 
Visual Behavior - Eye-Tracking 
 To standardize the analysis of gaze information, each eye tracking video was cut using 
the same starting point (first target appearance on the visual field) and ending point (last target 
Figure 12. Mean performance in secondary 
task by condition expressed in correct answers. 
Error bars indicate 95% confidence interval 
(CI). Asterisk indicates significant differences 
between conditions, *p< .05. 
 
Performance Task 1 (by conditions) Performance Task 2 (by conditions) 
Figure 11. Mean performance in primary task 
by condition expressed in correct answers. 
Error bars indicate 95% confidence interval 
(CI). 
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appearance on the visual field). As a result, gaze information was analyzed for a period of 7 
minutes and 14 seconds per participant. Two measures were considered: total fixation time and 
number of fixations.  
 
Total Fixation Time  
 
 
 
 
 
 
 
 
 
 
 
  
 
Fixation time on the target player showed significant differences (ANOVA, F [2,29]= 
5.2, p< .05) between conditions (Figure 14): NON (M= 131.2, SD= 47.4, 95% CI [97.3, 165.1]), 
AVG (M=163.1, SD=55.1, 95% CI [123.7, 202.4]), and RED (M=206.4, SD= 54.9, 95% CI 
[167.1, 245.6]). A tukey post hoc test revealed a significant difference (p< .05) between the NON 
and RED conditions for total fixation time in the primary task. 
 
Primary Task (by conditions) 
Figure 14. Shows mean fixation time on target in 
each condition. Error bars indicate 95% confidence 
interval (CI). Asterisk indicates significant 
differences between conditions, *p< .05. 
Secondary Task (by conditions) 
Figure 15. Shows mean fixation time on element 
detection by condition. Note the time scale is 
different from Figure 14. Error bars indicate 95% 
confidence interval (CI). 
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 A one-way ANOVA was used to evaluate element detection by condition (Figure 15) for 
the secondary task. The test found no significant effect (F [2,29]=2.3, p= .122) on fixation time 
in secondary task between conditions: NON condition (M= 5.5, SD= 3.4, 95% CI [3.10, 7.9]), 
AVG condition (M=3.8, SD= 4.8, 95% CI [.33, 7.3]), and RED condition (M= 1.7, SD=3.5, 95% 
CI [-.74, 4.2]). This is not surprising given so few fixations to secondary items compared to the 
target. 
 
Number of Fixations  
 
 
 
 
 
 
 
 
 
 
 
  
 
The number of fixations on primary task (Figure 16) were analyzed using a One-way 
ANOVA test that revealed a significant effect (F [2.29]= 6.7, p< .05) between conditions: NON 
condition (M=186.3, SD= 45.6, 95% CI [153.7, 218.9]), AVG condition (M=191.1, SD=40.3, 
Primary Task (by conditions) 
Figure 16. Shows number of fixations on target tracking 
in each condition. Error bars indicate 95% confidence 
interval (CI). Asterisks indicate significant differences 
between conditions, *p< .05. 
Secondary Task (by conditions) 
Figure 17. Shows sum of number of fixations on 
element detection in each condition. Note that the scale 
is different from Figure 16. Error bars indicate 95% 
confidence interval (CI). 
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95% CI [162.7, 219.9]), and RED condition (M=296.4, SD= 117.3, 95% CI [212.5, 380.3]). 
There was a significant difference (p< .05) between the AVG and RED conditions and also a 
significant difference (p< .05) between the NON and RED condition. 
 On secondary task analysis, the numbers of fixations of the three elements involved in 
that task were summed to represent the total number of fixations in element detection (Figure 
17). Using a One-way ANOVA test, the results exposed no significant effect (F [2,29]= 2.6, p= 
.091) between conditions: NON condition (M=14.3, SD= 9.0, 95% CI [7.9, 20.7]), AVG 
(M=11.3, SD= 14.3, 95% CI [1.1, 21.6]), and RED (M=3.9, SD= 6.5, 95% CI [-.7, 8.5]).  
Plotting the number of fixations by participant and condition, it is possible to see that 
most of the participants in the RED condition failed to detect the secondary task elements 
(Figure 18). Also when the number of fixations is compared with the reported accuracy, 
participants in the RED condition had the lowest accuracy associated with low number of 
fixations (Figure 19). 
 
 
 
 
 
 
 
 
 
 
Secondary	  Task	  (by	  participants)	  
Figure 18. Shows numbers of fixations on secondary task (element detection) by participant. Most of the 
participants in the RED condition (6 out of 10) did not detect any of the elements. On the other hand, most 
of the participants in the AVG condition detected at least one of the elements (9 out of 10) and all the 
participants in the NON condition detected at least one of the elements. 
Participants 
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Accuracy vs. Number of Fixations in Secondary Task (by participants) 
Figure 19. Shows accuracy reported in the post-test questionnaire (lower number expressed in percentage) 
vs. number of fixations (upper number) identified by the eye tracker by participant. 
Figure 20. Shows accuracy on detection of all the non-target elements from secondary task, 
aggregated by group according with time of appearance on the stimulus. 	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Figure 20 is describing accuracy across all non-target elements and their time of onset. 
This graph gives relevant information to understand the impact of fatigue and vigilance on 
performance.  The onset of most of the non-target elements was separated by at least 31 seconds 
with the offset of the previous element, with only one exception of 6 seconds between bystander 
1 (offset 4:36) and bystander 2 (onset 4:42). The results show that accuracy to detect bystander 2 
was worst for the NON and RED conditions suggesting that vigilance was not a factor. Also this 
graph reveals that fatigue did not affect the performance. The last non-target element presented 
better detection accuracy than the first non-target element and better than one showed in the 
middle of the stimulus (Bystander 2). 
Discussion 
 Previous research on directing attention has been done using static targets. This study 
explored the effects of directing attention using a moving target in a dual-task situation. The 
result was a similar pattern of outcomes for a moving target compared with static targets. The 
results indicate both cued conditions decreased overall performance compared to baseline. The 
red cue produced the lowest accuracy, attributable to missing secondary targets. Although the 
average color cue exhibited a fall in accuracy, it was not significant.  
 The cued conditions presented increments in primary task performance (Figure 11), 
demonstrating in accordance with previous research (Biocca et al., 2007; Yeh, & Wickens, 1998) 
that the cuing technique helps to boost performance in tracking the target. Participants spent 
more time looking at the target when it was cued, and this effect was significant when the cue 
was more salient. Visual behavior data support the findings and they indicate that the 
improvements in the primary task performance are due to increments in total fixation time 
(Figure 14). Those increments suggest a different visual behavior, a slower movement called 
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smooth pursuit (Holmqvist et al., 2011, p.23), in particular during the RED condition. The 
assumption was that the most salient color will capture the participant’s attention thereby, most 
of the fixation time on target would be due to participants visually following the target. In 
contrast to this assumption, the visual behavior showed by the participants in the RED condition 
was very different to a smooth pursuit. They divided attention between the target and other 
locations over the visual field by making multiple saccades and fixations. The results revealed 
that the number of fixations (Figure 16) in the AVG condition was almost the same as baseline, 
but the RED condition count was significantly higher. This effect is indicating that participants 
in the RED condition perhaps were tracking the target closely while also monitoring the game, 
behavior that could explain the significant difference in number of fixations in that condition. 
 The increments in primary task performance were not enough to overcome the decrease 
in secondary task performance, explaining the fall in overall performance. In the secondary task 
both cued conditions revealed an interference effect resulting in decreased performance. 
Participants were much less likely to look at non-target items when the target was cued versus 
non-cued (Table 4). This effect was greater when the color of the cue was more salient. The red 
cue exhibited the lowest time on fixations (Figure 15), the lower number of fixations (Figure 17), 
and the worst performance (Figure 12) for the secondary task. Participants in the red cue 
condition failed to detect non-target elements at a higher rate than participants in the average 
color condition. In the average cue condition, almost every participant was able to detect non-
target elements and 6 of 10 participants were able to detect all of the elements (Figure 18). One 
concern about the performance in secondary task was that fatigue or vigilance could be factors 
moderating the performance. However a closer analysis of the results showed that accuracy was 
not affected by fatigue. It was demonstrated by the high accuracy on the last non-target element 
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(onset at 6:53), compared to the other non-target elements across the conditions (Figure 20). Also 
vigilance was not a factor. Vigilance is the act of keeping close observation in a particular area of 
visual field expecting for an event to occur. This state of observation called vigilance level is 
expected to decline over time (Wickens et al., 2013). Vigilance could be present on target 
tracking task where participants were observing the target expecting to see any particular 
interaction, but results in number of fixations showed that participants were more willing to 
tracking the target while they monitoring actions associated with other elements in the visual 
field. In secondary task, the participants did not know the characteristics, location or timing of 
onset for the non-targets before stimulus, so they were not able to expect them. They were 
instructed to report elements or situations out of the context of the game (described in training). 
The variety of locations, the different timing for non-target onsets and the demand on target 
tracking task avoided any vigilance level. Only one exception was present on the stimulus with 
chances to be affected by vigilance, between bystander 1 (offset 4:36) and bystander 2 (onset 
4:42) with 6 seconds of difference. Analyzing this case, it is possible to see that in two 
conditions (NON and RED), participants were less likely to detect bystander 2 compared to 
bystander 1 (Figure 20). 
 This decrease in element detection is in accordance with the task interference described 
by Wickens, (1981). It is evident that increments in attentional resource allocation in the primary 
task interfered with secondary task performance. The interesting finding was that the red cue and 
the average color cue exhibited a difference between them in the primary task and a significant 
difference in the secondary task. It supports the premise that salience of the color makes a 
perceptual difference and the more salient color has a stronger effect on capturing the observer’s 
attention. 
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 In this study the first hypothesis posited that directing attention using an explicit cue 
would induce attentional tunneling thereby lowering overall performance. There is evidence that 
the red cue met all the requirements for attentional tunneling as this condition had a significant 
increment in fixation time and number of fixations on the primary task, a significant drop in 
accuracy in secondary task, and a significant decrease in overall performance. 
 On the other hand, the average color cue did not show excessive allocation of attentional 
resources in any of the tasks. Although it presented an increment in primary task it was not 
significantly higher than baseline. Performance in the secondary task decreased for the average 
cue along with the number of fixations and fixation time, but none of these were significant. As a 
result, it is clear that the average color did not induce attentional tunneling. So, the first 
hypothesis is partially supported. 
 The case is different for the second hypothesis which posited that a more salient color on 
the explicit cue will induce higher levels of attentional tunneling compared with a less salient 
color. The red cue effectively induced attentional tunneling. Also, that analysis concluded that 
the average color cue, considered the less salient color, did not induce attentional tunneling. 
Unfortunately the definition of attentional tunneling lacks a scale. Assuming that absence of 
attentional tunneling is a valid measure for this construct, the second hypothesis could be 
supported by the results. 
 The results showed that a less salient color is less likely to produce attentional tunneling 
than a more salient one; to the extent of my knowledge there is no previous evidence of that 
effect. In previous work, researchers explored directing the observer’s attention looking for the 
least perceptual cost possible. An example is research in the area of subtle cueing, an effort to 
improve the results obtained with explicit cuing. Researchers using different techniques like 
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luminance modulations (McNamara, Bailey, & Grimm, 2008), warm-cool modulation (Bailey, 
McNamara, Sudarsanam, & Grimm, 2009), increasing contrast (Lu, Duh, & Feiner, 2012), and 
opacity (Lu, Duh, & Feiner, 2014) have found benefits in target identification with a less 
intrusive cue. Thus, there is evidence to conclude that the average color cue presented the 
advantages of cuing the target with less perceptual cost. This effect is desirable for AR 
implementations and this technique could be an improvement in surveillance tasks, in-vehicle 
developments and complex visual search activities. 
Limitations and Future work  
 This study was not without limitations. First, the study relied on a stationary camera to 
record the scene and the evaluation of a full dynamic visual field remains unknown. Future work 
should evaluate this effect in more dynamic visualizations. For example by evaluating the 
direction of attention in in-vehicle solutions where data is presented over the windshield of a car. 
The average color used to cue targets should be calculated dynamically according to changes in 
the chromaticity of the visual field. Second, this study was a simulation of an AR application. It 
raises the need to test these findings in a real AR setting. Also, the simulation is based on a video 
see-through display. Future work needs to address the configuration of this study in an optical 
see-through display. Lastly, the sample size could be a factor limiting close analysis of the 
results given the lack of variability. It is important to consider repeating the experiment with 
more participants to reevaluate the findings. 
 Given the results obtained with the less salient color, future work should be oriented in 
the same line of research. It could be interesting to test the same effect under different 
conditions. For example, testing variations and levels of clutter or different distribution of 
elements on the visual field. Some areas like military settings, automobile, or aviation where AR 
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has been implemented are very sensitive to errors such as missing the presence of elements in the 
visual field. An extension to this thesis could be testing different chromatic combination on the 
cue to understand the thresholds were a color could affect detection of those non-target elements 
and establish a baseline for future designs in AR applications. 
Conclusion 
 Directing attention is without doubt a technique that simplifies a visual search task and 
improves target detection. The same way, this technique exhibits a risk that must be considered 
at the moment of designing visualization interactions in AR applications. There is evidence that 
this technique can induce attentional tunneling with a decline in overall performance. It has been 
shown that subtle cuing using a less salient color helped minimize the effects of directing 
attention, thereby avoiding attentional tunneling.  
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Participant Calibration exclusion Final list Comment 
AV001 Excluded Out Multiple head movements (Poor scene quality) 
AV002 
 
In 
 AV003 
 
In 
 AV004 
 
In 
 AV005 Excluded Out Bad calibration 
AV006 Excluded Out Bad calibration 
AV007 
 
In 
 AV008 
 
In 
 AV009 
 
In 
 AV010 
 
In 
 AV011 
 
In 
 AV012 
 
In 
 AV013 
 
In 
 AV014 Excluded Out Poor scene quality 
NA001 
 
In 
 NA002 
 
In 
 NA003 Excluded Out Bad calibration 
NA004 Excluded Out Bad calibration 
NA005 
 
In 
 NA006 
 
In 
 NA007 
 
In 
 NA008 
 
In 
 NA009 
 
In 
 NA010 Excluded Out Bad Calibration 
NA011 Excluded Out Poor scene quality 
NA012 
 
In 
 NA013 
 
In 
 NA014 
 
In 
 RD001 Excluded Out Poor scene quality 
RD002 
 
In 
 RD003 Excluded Out Bad calibration 
RD004 Excluded Out Bad calibration 
RD005 Excluded Out Bad calibration 
RD006 
 
In 
 RD007 
 
In 
 RD008 
 
In 
 RD009 
 
In 
 RD010 Excluded Out Bad calibration 
RD011 
 
In 
 RD012 
 
In 
 RD013 
 
In 
 RD014 
 
In 
 RD015 
 
In 
 RD016 Excluded Out Human error - video lost 
TOTAL Excluded = 14 Included = 30 Total recruitment = 44 
 
Table 1: Total Participant Recruitment and Exclusions. 	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Participant 
Stimulus 
duration 
(sec) 
Good 
tracking 
(sec) 
Lost 
tracking 
(sec) 
Good 
tracking 
(min) 
Lost 
tracking 
(min) 
Good 
tracking 
(%) 
Lost 
Tracking 
(%) 
RD002 434 361.4 72.6 6.02 1.21 83.27 16.73 
RD006 434 397.8 36.2 6.63 0.60 91.67 8.33 
RD007 434 424.6 9.4 7.08 0.16 97.84 2.16 
RD008 434 335.9 98.1 5.60 1.64 77.39 22.61 
RD009 434 392.4 41.6 6.54 0.69 90.42 9.58 
RD011 434 309.9 124.1 5.17 2.07 71.41 28.59 
RD012 434 297.1 136.9 4.95 2.28 68.45 31.55 
RD013 434 325.9 108.1 5.43 1.80 75.09 24.91 
RD014 434 382.4 51.6 6.37 0.86 88.11 11.89 
RD015 434 346.2 87.8 5.77 1.46 79.77 20.23 
AV002 434 412.9 21.1 6.88 0.35 95.15 4.85 
AV003 434 375.3 58.7 6.26 0.98 86.48 13.52 
AV004 434 396.3 37.7 6.61 0.63 91.32 8.68 
AV007 434 360.0 74.0 6.00 1.23 82.96 17.04 
AV008 434 368.4 65.6 6.14 1.09 84.89 15.11 
AV009 434 401.7 32.3 6.70 0.54 92.56 7.44 
AV010 434 291.5 142.5 4.86 2.37 67.18 32.82 
AV011 434 400.3 33.7 6.67 0.56 92.23 7.77 
AV012 434 394.5 39.5 6.57 0.66 90.90 9.10 
AV013 434 362.2 71.8 6.04 1.20 83.45 16.55 
NA001 434 382.5 51.5 6.37 0.86 88.12 11.88 
NA002 434 377.1 56.9 6.28 0.95 86.89 13.11 
NA005 434 389.3 44.7 6.49 0.74 89.70 10.30 
NA006 434 299.0 135.0 4.98 2.25 68.90 31.10 
NA007 434 269.5 164.5 4.49 2.74 62.10 37.90 
NA008 434 362.4 71.6 6.04 1.19 83.51 16.49 
NA009 434 381.8 52.2 6.36 0.87 87.98 12.02 
NA012 434 369.5 64.5 6.16 1.07 85.15 14.85 
NA013 434 375.6 58.4 6.26 0.97 86.55 13.45 
NA014 434 364.0 70.0 6.07 1.17 83.88 16.12 
Average 434 363.6 70.4 6.06 1.17 83.78 16.22 
 
 
 
 
Table 2: Eye tracking Data Quality (Good tracking vs. Lost tracking) 	  
60	  
DIRECTING	  ATTENTION	  AND	  ATTENTIONAL	  TUNNELING	  IN	  AR	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
  
 
Position Diameter d 
(inches) 
Diameter d 
(cm) 
Diameter d 
(degrees) 
Radius r 
(degrees) 
Area of Interest (Elements) 
Front 7.74 19.66 6.32 3.16 Extra player (single) 
  
 
  
Target (NON condition) 
Middle 6.73 17.10 5.50 2.75 Bench 
  
 
  
Target (NON condition) 
Back 4.04 10.26 3.30 1.65 Extra player (double) 
  
 
  
Bystanders (1,2 and 3) 
  
 
  
Target (NON condition) 
 
* Fixation duration was accepted over 200ms considering that value as the minimum (Widdel & 
Kaster, 1981). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 3:  Criteria for assigning Target and Non-target fixations	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Table 4: Percentage of fixations by non-target elements. 
 
 
Fixation Time 
(Percentage %) 
Number of Fixations 
(Percentage %) 
Participant Target Bench Extra players Bystanders Target Bench Extra players Bystanders 
RD002 61.43 0.00 0.00 0.00 47.40 0.00 0.00 0.00 
RD006 71.99 0.00 0.00 0.00 61.47 0.00 0.00 0.00 
RD007 54.26 0.00 0.00 0.00 48.18 0.00 0.00 0.00 
RD008 53.18 0.00 0.22 0.00 44.10 0.00 0.36 0.00 
RD009 60.19 0.00 0.00 0.00 46.74 0.00 0.00 0.00 
RD011 41.35 0.00 0.63 0.65 36.91 0.00 0.55 0.66 
RD012 35.95 0.46 0.00 0.14 31.68 0.40 0.00 0.20 
RD013 70.65 0.00 0.00 0.00 50.37 0.00 0.00 0.00 
RD014 52.07 0.33 1.26 1.26 31.98 0.75 1.95 0.15 
RD015 70.97 0.00 0.00 0.00 62.68 0.00 0.00 0.00 
AV002 67.37 0.00 0.00 0.00 53.42 0.00 0.00 0.00 
AV003 43.13 0.07 0.40 0.09 32.59 0.17 1.20 0.17 
AV004 45.90 0.07 0.22 0.20 33.76 0.37 0.55 0.73 
AV007 42.73 0.00 0.00 0.15 32.19 0.00 0.00 0.31 
AV008 22.02 0.82 0.04 0.07 16.02 0.99 0.12 0.12 
AV009 48.88 0.07 0.00 0.00 43.10 0.42 0.00 0.00 
AV010 48.35 0.66 0.04 0.00 37.12 1.16 0.15 0.00 
AV011 47.20 0.00 0.33 0.75 26.40 0.00 0.67 0.89 
AV012 38.25 0.63 0.47 0.72 29.14 0.85 0.42 0.85 
AV013 26.62 1.15 1.96 1.34 19.71 1.53 1.91 1.34 
NA001 44.13 0.63 0.83 0.14 25.69 1.31 1.31 0.15 
NA002 23.99 0.23 0.69 1.45 18.39 0.34 0.80 0.92 
NA005 31.76 0.21 0.00 0.78 21.50 0.67 0.00 0.83 
NA006 26.45 0.16 0.83 1.23 23.79 0.42 0.42 1.05 
NA007 38.39 0.00 0.23 0.00 32.11 0.00 0.39 0.00 
NA008 31.31 0.13 0.08 0.00 21.04 0.20 0.10 0.00 
NA009 32.66 0.00 0.00 0.98 19.81 0.00 0.00 0.63 
NA012 25.04 0.39 1.55 0.74 18.54 0.83 1.77 0.59 
NA013 56.00 0.00 1.41 1.12 31.80 0.00 2.00 1.12 
NA014 56.39 0.00 0.14 1.23 35.63 0.00 0.59 2.76 
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Appendix A 
 
 	  	   	  	  	  	  	  	  	  	  	  
	  	  
 
 
 
 
 
 
 
 
 
 
 
 
Testing room and materials used during experiment 
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Appendix B 
 
 
Q# Question Task 
1 Did the target switch position (role) during the game? Excluded 
1.1 If your answer in (1) was yes. 
How many times did the target switched position (role) during the game? 
Excluded 
1.2 In which moment of the game did the target switch position (role) for the first time?  
 
Excluded 
2 What position (role) did the target start the game as? Primary 
3 What position (role) did the target finish the game as? Primary 
4 How many valid goals did the target scored? Primary 
4.1  If you answer in (4) is at least 1. 
In which moment of the game did the target scored the firs valid goal? 
 
 
  
 
 
 
5 Was the target the only one in his team to score a valid goal? Excluded 
6 White team scored 2 goals. What was the final result of the game? Excluded 
7 If the game could be played again and we substitute the target player by another player who 
has never scored in a game (the rest of events and conditions in the game remain the same), 
which will be the potential final result of this game? (Considering that white team scored 2 
times) 
Secondary 
8 How many people crossed the field (NOT considering the players of the game) from behind 
the goal (net) of the white team? 
Secondary 
9 How many extra players appeared during the game? Secondary 
10 Please mark all of the elements that you noticed appearing during the game and 
how many times (#)? 
 
 
Secondary 
 
 
List of survey’s questions utilized for analysis in Primary task and Secondary task. 
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11.       How familiar are you with soccer games and rules? 
65	  
DIRECTING	  ATTENTION	  AND	  ATTENTIONAL	  TUNNELING	  IN	  AR	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
	  
Appendix C 
 
Training Instructions 
 
[INTRODUCTION FOR ALL PARTICIPANTS] 
Now I am going to show you a series of images representing the field and instructions about this 
indoor soccer game.  You will see and learn about the layout of the field, the areas, the teams, the 
number of players and how they are distributed in two teams, the role or position associated with 
the players and how to identify the target (the key for your primary task). 
 
[ALL PARTICIPANTS] 
[Researcher shows image of the field pointing the net of one side] 
This is the net. Here the players score the goals (if the ball enter in it) 
 
[ALL PARTICIPANTS] 
[Researcher shows image of the field with the areas in blue and a text explaining that it is the 
area of valid goals] 
This is the area of valid goals. If a player kick the ball and the ball enter in the net, the goal is 
valid. Otherwise, the goal is not valid (either the player kick the ball outside of the area or the 
ball do not enter in the net) 
[Researcher ask to participant if he or she is understanding or he or she has a question] 
 
[ALL PARTICIPANTS] 
[Researcher shows image of the field with four black dots] 
Those dots represent the players of the black team.  
 
[ALL PARTICIPANTS] 
[Researcher shows image of the field with four black dots and four white dots] 
Those white dots represent the players of the white team. Each team has four players. 
 
[ALL PARTICIPANTS] 
[Researcher shows same image of the teams with two arrows (one white pointing down and one 
black pointing up)] 
Those arrows are showing you the direction of the attack for each team (white team attack going 
down and the black team attack going up according how you will see the game) 
 
[ALL PARTICIPANTS] 
[Researcher shows image with the teams and numbers on the black team (from 1 to 4) and text 
describing roles or position] 
Those are the names of the roles or position related to the game and location of the players on the 
field. Forward means the players that play attacking the other team and they are usually located 
from the middle of the field toward the net of the other team. Defender means the players that 
play defending their own net and they usually are located from the middle of the field toward 
their own net. In order to identify the role or position, the player has to be in the described 
position more than one play (Example: a player that run to the other net and come back but he 
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stay playing (mostly) close to his net is not a forward, he is a defender). In this case, player 1 and 
2 are defenders and 3 and 4 forwards [referencing the image on screen]. 
 
[ALL PARTICIPANTS] 
[Researcher shows image with the 8 players on the field but this time player 2 switches position 
with player 4] 
This is the same distribution of the teams but now player 2 switched position with player 4. This 
could happen during the game and you have to be aware if that happens. The condition to 
identify the role or position is the same; the player has to stay more than one play in the position. 
 
[FOR PARTICIPANTS IN CUED CONDITIONS ONLY] 
[Researcher shows image of the players on the field and this time one player from the black team 
is enclosed inside an ellipse and a text ‘Target’] 
This is the target. Your primary task is to locate and follow this target (the player cued by the 
ellipse). Your primary task consist in identify all the behaviors of this target during the game 
(touches of the ball, scores, possible change of role or position during the game and every action 
that the target performs). The color of the ellipse is the same color that will appear on the real 
game. 
The video was recorded considering only ¾ of the field. You will see only one net (the white 
team net). Therefore, there is a blind area (the black net and area) where sometimes players will 
disappear, including the target. When the target enters in the blind area, an arrow (with the same 
color of the ellipse) will indicate the exact location of the target until the target comes back to the 
visible part of the field. 
 
[FOR PARTICIPANTS IN NON-CUED CONDITION ONLY] 
[Researcher shows image of one player, the target] 
This is the target. Your primary task is to locate and follow this target. Your primary task consist 
in identify all the behaviors of this target during the game (touches of the ball, scores, possible 
change of role or position during the game and every action that the target performs). 
The video was recorded considering only ¾ of the field. You will see only one net (the white 
team net). Therefore, there is a blind area (the black net and area) where sometimes players will 
disappear, including the target. When the target enters in the blind area, you will have to wait 
until the target comes back to the visible part of the field. 
[Researches mentions to the participant that he or she can watch the image of the target until he 
or she feels confortable with the identification of the target] 
 
[ALL PARTICIPANTS] 
In addition to your primary task, you will have to pay attention to any situation or element, out of 
the scope of the rules and instructions described for this game [Researcher rehearses the 
instructions summarized]. Remember, there is one net and one area of valid goals, also one target 
and two teams with four players each team.  
[Finally, the researcher ask the participant if he or she has any questions about the training] 
[2 minutes for extra questions] 
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