Abstract-Hybrid living-artificial neural networks are an efficient and adaptable experimental support to explore the dynamics and the adaptation process of biological neural systems. We present in this paper an innovative platform performing a real-time closed-loop between a cultured neural network and an artificial processing unit like a robotic interface. The system gathers bioware, hardware, and software components and ensures the closed-loop data processing in less than 50 µs. We detail here the system components and compare its performances to a recent commercial platform.
electrodes, is weaker (~ 10-100 µV peak-to-peak), and the noise level (~1 mV at low frequencies) is higher. Such an interface requires the use of carefully designed filters and amplifiers stages to process the neural signal.
We describe in this paper a setup designed to run experiments on hybrid neural networks. The "HyNNet" platform includes a real-time closed-loop, in which the activity of a neuron culture plated on a MEA is analyzed and controlled by an artificial apparatus (hardware and software material, see Fig. 1 ). We will detail each one of the constituting blocks of the closed-loop, present their performances, and conclude on the whole system. II. THE CLOSED-LOOP SETUP "Closed-loop" means that the two parts of the hybrid network communicate in bidirectional mode with each other, and that each one receives controlling inputs from the other. The artificial parts of the system (hardware + software) run the "bioware" data acquisition, its processing, and the generation of feedback stimulation patterns. We detail in this section the three HyNNet's components: bioware, hardware, and software (Fig. 2) .
A. Bioware
The first component of the system supports the biological material, and provides the access for the signal acquisition and the electrode stimulation. It includes: a) the cell cultures (dissociated cultures of rat embryonic cortical cells [4] ), placed on a MEA circuit. b) the MEA: a 60-electrode (planar electrodes with a 30µm diameter) device from MultiChannelsSystems (MCS, [5] ). The MEA provides a parallel access for the acquisition and the stimulation of all the electrode sites. c) a breakout box (BBMEA from MCS) that separates the acquisition (MEA outputs) and stimulation (MEA inputs) channels for the 60 electrodes. A MEA1060 amplifier with a fixed gain of 1200 amplifies the MEA outputs [5] [6] [7] . The 60-electrode signals are finally available as analog outputs of the bioware stage. In parallel, 30-analog input channels are available for stimulation. The distribution of the stimulation channels among the 60 electrodes is configured by the user, using on-board switches. The number of stimulation channels is intentionally limited, as single stimulations are proven to have an effect on a population of neurons distributed over more than one electrode.
B. Hardware
The second stage of the system, which is implemented on hardware, represents the bridge between the bioware and the software. The different hardware elements were specifically designed for the HyNNet system, with the objective of providing to the user an entirely tunable system. Hardware elements are a series of boards plugged in a modular and autonomous rack that conveys buses of shared data. All boards are configurable. The parameters are: the number of channels, the gain of individual signals for acquisition; the individual shapes, patterns, and triggers of stimulation signals. The hardware constituting elements are listed here:
1) Acquisition (ACQ) Boards: they filter (high-pass filter with a 0.1 Hz cut-off frequency), isolate optically, and amplify the analog signals output by the bioware. They drive them on the racks' analog bus. Each ACQ board manages 4 channels with an individually controlled gain tunable between 1 and 127,000. The gain's control signal uses an i2c protocol (Inter-Integrated Circuit, [8] ). For a complete 60-channel recording system, 15 ACQ boards are necessary.
2) Stimulation (STIM) Boards: they generate analog stimulation signals applied to the MEA electrodes. Each board controls individually 4 stimulation channels. For a complete 30-channel stimulation system, 8 boards are necessary. Stimulation patterns are configurable voltage signals, with a bipolar and biphasic pulse (see Fig. 3 ), starting by the positive phase. It is considered as an efficient and safe protocol [9] , among the classically used ones: unipolar or bipolar, rectangular, current or voltage stimulations [10] . The parameters of each pulse are configured using the i2c local bus. The positive (TV+) and negative (TV-) pulse's widths are between 50 µs and 3.27 s, with a 50 µs step. The positive (V+) and negative (V-) pulse's amplitudes are between 0 and 10 V, with a 4 mV step. 
4) Rack's Control Board (DATANUM):
it controls a set of rack's channels. More precisely, it is in charge of:
(a) the digitalization of the biological signals. The board is equipped with a Xilinx® FPGA (configurable digital circuit) that controls 2 Analog-to-Digital Converters (ADC). Each ADC converts 8 channels with a resolution of 12 bits and sampling frequency of 40 kHz. This sampling rate is specified to ensure a high quality reconstruction of the neurons dynamics for offline processing. Furthermore, as the A/D conversion is implemented within the rack, no analog signal is conveyed inside the digital environment of the computer, limiting the noise.
(b) the data transfer between the rack boards and the computer PCI (Peripheral Component Interconnect) board. The acquisition data is transferred in parallel mode, as it corresponds to a great data flow; stimulation data, much more sparse, is transferred serially. Both are sampled at 16MHz.
(c) the control of the i2c bus, that manages the data, control and clock signals for the ACQ, STIM and STT boards.
Each DATANUM board controls 16 acquisition channels and 8 stimulation channels. For the 60-acquisition and 30-stimulation channel HyNNet system, 4 boards are necessary. 
5) PCI Interface board (CALICE):
The communication between the DATANUM boards and the PCI bus of the computer is controlled by a custom PCI interface board (CALICE).
This board is plugged into the computer and connected to the 4 DATANUM boards using DVI (Digital Visual Interface) ports. The functions of the CALICE board are: (a) to acquire the sampled data of the 60 channels (40 kHz, 12 bits); (b) to program the ACQ, the STIM, and the STT boards through DATANUM boards, (c) to ensure real-time processing in the closed-loop. In this topic, other computer's tasks can occupy the PCI bus for long time, enough to compromise real-time. So, 1 MiB (2 20 Bytes) of RAM memory is used to buffer acquisition samples, to avoid data losing, and to indicate other tasks' damage to data delay. Globally, the data transfer rate is imposed by the acquisition of data from 60 channels: with a 12 bit, 40 kHz sampling, this acquisition necessitates approximately 5 MiB/s, quite under the 33 MiB/s of the PCI transfer protocol. The CALICE driver module is written in C++ and compatible with Windows XP TM .
C. Software
The last part of the HyNNet system is the software running the Real-Time Application (ReTA). Its functions are to:
1) Configure the experiment: a user-friendly interface allows the control of all the experiment parameters on the boards described in section II-B.
2) Monitor the acquisitions: the 60-channel raw data are monitored in real-time, on 1-second long windows (Fig. 4) .
3) Detect events: spikes and bursts are detected and visualized online. Spikes are recognized from the raw signal and from the stimulation artifacts using a threshold technique. Each channel threshold can be set as an absolute voltage value or as a function of the signal's standard deviation. Bursts are defined as a series of spikes with a high instantaneous frequency.
4) Process online statistics: the stimuli, spikes, and bursts time stamps can be analyzed online. The software computes: the instantaneous firing rate (IFR), the inter-burst interval histogram (IBIH), the inter-spike interval histogram (ISIH) and the post-stimulus-time histogram (PSTH).
5) Store the acquired data: raw data, as well as the timing of spikes and bursts and the associated statistics, are stored on external files for any offline analysis [11] .
6) Close the loop: conditions on the timing and patterns of events (spikes, bursts) can be combined to trigger the stimulation patterns. For example, the user can specify that a stimulation pattern is launched on one electrode if the instantaneous spike frequency is higher than 50Hz. The conditional rules are coded in C; in the next version of the system, they will be described using a graphical user interface.
7) Close the loop by including a robot: an alternative to the previous configuration (direct control of the stimulation patterns by the acquired signal) is to include a sensory-motor system in the loop. The neuron culture activity controls the displacement of a real or virtual robot in a predefined or flexible environment. The robot sensors encode for example its distance to obstacles and translate this sensory information in stimulation patterns for the cultures. In that case, the system tries to "teach" the culture an avoiding-obstacle task. These functions are currently coded in C, and the system has been tested using a Kephera™ robot model (VKephera) written in VPython®. It communicates with the ReTA core functions using a TCP/IP protocol. Benchmark experiments exploiting and validating the software features are shown in [4] . 
D. Performances
We compared the specifications and performances of the HyNNET hardware elements with a recent commercial apparatus from MCS [5] [6] [7] . Results are presented in Table I . The HyNNET hardware is globally competitive with the MCS system; individual boards process less channels, but the modular architecture and the boards configurability allows the user to customize the system for its experiments.
The real benefit of the HyNNet system lies in the realtime features of the whole system (including the software).
III. REAL-TIME IN HYNNET "Real-time" in the HyNNet system is a strict constraint: it implies that within the time step between 2 acquisitions, all the online processing on the data available has been executed (and has generated the consequent stimulation). The "closed-loop period" is the time taken by the system between the acquisition and the related feedback stimulation. This period should not bypass the maximal sampling period, and so, imposes the minimal sampling frequency. In extracellular measurements, as is the case of MEA ones, the typical bandwidth is about 3 kHz [12] , which implies a minimum sampling rate of 6 kHz. We chose to run the HyNNET system with a 10 kHz sampling rate, to ensure a correct reconstruction of biological signals.
The propagation times across the modules of HyNNet are given in Fig. 5 . A 10 kHz sampling frequency corresponds to a 100 µs period available for the loop. By summing the digital modules delays (as the analog ones are negligible), we obtain a closed-loop period of 46 µs. So, more than 50 µs are then available for the software at each time step, to be used by the robot or by any processing unit. 
IV. CONCLUSION
A real-time closed-loop system for studying the dynamics of neural networks has been presented. It realizes a bidirectional communication between a cell culture and an artificial system. The transmission delay in the closed-loop is low enough to allow a good sampling rate and to leave time for processing the reaction stimuli, while ensuring real-time. The multielectrode interface gives the possibility to address complex neural networks. The noise issue is partly resolved by an optimized analog processing of the acquisition signals. Finally, the HyNNet system is designed to cover a wide range of experiments, as the user can set parameters on all the processing stages of the system. We are currently running experiments to address specific neuroscience questions that exploit at best the system features.
Two additional developments are in progress: (a) Due to the small closed-loop period, the system is able to handle the processing of complex learning algorithms in real-time. A complete software interface is being developed to easily design experimental protocols that will address the widely discussed issue of the existence of plasticity in cultured neural networks [13] ; (b) To allow the system to support novel higher density MEAs, we are in the process of integrating the hardware stage (acquisition [14] + stimulation) on a single silicon die [15] . 
