Abstract-In this paper, we consider the output synchronization problem for a network of heterogeneous diffusively-coupled nonlinear agents. Specifically, we show how the (heterogeneous) agents can be controlled in such a way that their outputs asymptotically track the output of a prescribed nonlinear exosystem. The problem is solved in two steps. In the first step, the problem of achieving consensus among (identical) nonlinear reference generators is addressed. In this respect, it is shown how the techniques recently developed to solve the consensus problem among linear agents can be extended to agents modeled by nonlinear d-dimensional differential equations, under the assumption that the communication graph is connected. In the second step, the theory of nonlinear output regulation is applied in a decentralized control mode, to force the output of each agent of the network to robustly track the (synchronized) output of a local reference model. Simulation results are presented to show the effectiveness of the design methodology.
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I. INTRODUCTION
T HE problem of achieving consensus (among states or outputs) in a (homogeneous or heterogenous) network of systems has attracted a major attention in the last decade. An exhaustive coverage of the literature, which is beyond the scope of the present paper, can be found, e.g., in the recent dissertation [25] and in all references cited therein. We limit ourselves to mention that the case of a network of linear systems connected through a time-invariant graph has been fully addressed in the papers [11] , [20] , [21] , [26] , while the analysis of a network of linear systems connected through a time-varying graph reposes on a fundamental convergence result established in [17] , [18] . Major results concerning the consensus problem in a network of nonlinear systems can be found in [1] , [9] , [12] , [19] , [22] . The purpose of this paper is to present further contributions to the problem of output synchronization in a network of heterogeneous diffusively-coupled (see [9] ) nonlinear agents. A. Isidori is with DIS-"Sapienza"-Università di Roma, Roma, Italy (e-mail: albisidori@dis.uniroma1.it).
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As shown in [26] for linear systems and in [25] for nonlinear systems, if the outputs of the agents of a heterogenous network achieve consensus on a nontrivial trajectory, the trajectory in question is necessarily the output of some autonomous (linear or, respectively, nonlinear) system. This is the equivalent, in the context of the consensus problem, of the celebrated internal model principle of control theory [7] . Motivated by this, we consider in what follows the problem of controlling a set of networked (heterogeneous) nonlinear agents in such a way that their outputs asymptotically track the output of a prescribed nonlinear exosystem. The problem is solved in two steps. In the first step, a network of N identical copies of the given nonlinear exosystem is considered, the k-th of which is to be seen as "local reference generator" for the k-th agent, and it is shown how certain "coupling gains" can be chosen in such a way that these local generators synchronize on a common consensus trajectory. To this end, we extend existing techniques (see [20] , [21] ) recently proposed for the synchronization of a homogeneous network of linear systems exchanging information through a connected (time-invariant) communication graph. The arguments used in this part are inspired by the literature on high-gain stabilization of nonlinear systems by output feedback, and specifically by the design of high-gain observers (see, e.g., [8] ). In the second step, the problem of controlling the individual agent in such a way that its output tracks a reference output generated by the "local exosystem" is addressed as a "classical" problem of nonlinear output regulation. In this respect, it is shown how the theory of nonlinear output regulation proposed in [14] (see also [2] , [4] , [13] ), can be successfully adopted to design robust internal model-based local regulators if the dynamics of the local agents fulfill a (weak) minimum-phase assumption. The result presented in the paper can be seen as a kind of "separation principle," in which the tools used to design local regulators having the internal model property with respect to a local nonlinear exosystem in steady state, and the tools for synchronizing a set of networked nonlinear homogenous exosystems to reach a common steady state, can be combined to achieve consensus of the outputs of heterogenous networked nonlinear systems.
The paper is organized as follow. In the next Section the problem is precisely formulated and the structure of the controllers is specified. Section III presents the solution for the first of the steps mentioned above, namely consensus in a network of diffusively-coupled identical nonlinear systems. The problem of reaching a consensus between heterogenous systems by means of nonlinear internal model-based regulator is addressed in Section IV, while Section V presents some simulation results, concerning the theory presented in Section III and Section IV.
II. PROBLEM STATEMENT

A. Communication Graphs
In what follows, the communication between individual systems (agents) is encoded by a time-invariant directed communication graph. The latter is a triplet G = {V, E, A} in which:
• V is a set of N nodes V = {v 1 , v 2 , . . . , v N }, one for each of the N agents in the set.
• E ⊂ V × V is a set of edges that models the interconnection between nodes, according to the following convention: (v k , v j ) belongs to E if there is a flow of information from node j to node k.
• the flow of information from node j to node k is weighted by the (k, j)-th entry a kj ≥ 0 of the adjacency matrix A ∈ R N ×N .
It is assumed that there are no self-loops, i.e., that
A graph G is said to be connected if there is a node v such that, for any other node v k ∈ V \ {v}, there is a path from v to v k .
In what follows, we will consider cases in which the information available for control purpose at the k-th agent at time t has the form
in which ϑ i , for i = 1, . . . , N, is a measurement taken at agent i. Letting L denote the so-called Laplacian matrix of the graph, defined by
a ki for k = j the expression (1) can be re-written as
By definition, the diagonal entries of L are non-negative, the off-diagonal entries are non-positive and, for each row, the sum of all entries on this row is zero. A matrix with these properties is usually referred to as a Metzler matrix [27] . As a consequence, the all-ones N -vector 1 N = col(1, 1, . . . , 1) is an eigenvector of L, associated with the eigenvalue λ = 0. Let the other (possibly nontrivial) N − 1 eigenvalues of The proof of this result can be found, for instance, in [23] , [24] .
B. Problem Formulation
We consider in what follows the problem of inducing consensus between the outputs of N non-identical nonlinear systems, which exchange information through a communication graph G. The control system is decentralized, i.e., there is no leader sending information to each individual system, but rather each system exchanges information only with a set of neighboring systems, the information in question concerning only the relative values of the respective controlled outputs. The N nonlinear agents are described bẏ
where u k and y k are the local control input and output, with the inputs u k that must be designed in such a way that the outputs y k of the N systems asymptotically reach consensus on a nontrivial common trajectory y * (t). Each agent is controlled by a local output-feedback controller of the forṁ
in which ϑ k and ν k are outputs and inputs that characterize the exchange of relative information between individual (controlled) agents, which takes the form (1). In general terms, the control problem can be cast as follows. Let X k ∈ R n k , k = 1, . . . , N, be fixed compact sets of admissible conditions for (3). The problem is to find N local controllers of the form (4), exchanging information as in (1) , and compact sets Σ k ∈ Rn k , k = 1, . . . , N, of admissible initial conditions for all such controllers, so that the positive orbit of the set of all admissible initial conditions is bounded and output consensus is reached, i.e., for each admissible initial
uniformly in the initial conditions. With the results of [25] in mind, we expect that the consensus trajectory y * (t) can be thought of as generated by a nonlinear autonomous system, which could be modeled as an ordinary differential equation of order d
or in the equivalent state-space form of a d-dimensional system with outputẇ
in which
and (S, B, C) is a triplet of matrices in prime form, that is S is a shift matrix (all 1's on the upper diagonal and all 0's elsewhere),
Since we are seeking nontrivial consensus trajectories, in what follows we will consider the case in which (6) possesses a nontrivial compact invariant set W . Moreover, we will assume that the function φ(·) is globally Lipschitz. In presence of systems of the form (7) in which the φ(·) is only locally Lipschitz, this assumption can always be enforced by properly modifying the function outside the compact set W by using appropriate extension theorems, such as Kirszbraun's Theorem (see, for instance, Theorem 2.10.43 in [5] ).
C. Structure of Local Controllers and Communication Protocol
Bearing in mind the possibility of modeling all solutions of (5) as outputs of the autonomous system (6), (7), in what follows, we consider for the local controllers (4) a structure of the formẇ
It is readily seen that this structure consists of a set of N local reference generatorsẇ
coupled via
each one of which provides a reference y
driven by the local tracking error
This control structure enables us to solve the problem in two stages. In the first stage, the vector K of design parameters is chosen in such a way as to induce consensus among the N local generators (9) . In the second stage, the local regulators are designed in such a way that each of the outputs y k tracks its own reference y ref k . It goes without saying that in the second step we ought to be able to use-off the shelf-a large amount of existing results about the design of output regulators for nonlinear systems in the presence of exogenous signals generated by a nonlinear exosystem.
In this framework, we address first the problem of achieving consensus among the N local generators (9) . Similar problems have received a large attention in recent literature (an exhaustive coverage of all such literature is beyond the scope of this paper, excellent surveys can be found in [20] , [21] , [25] ) but, to the best of our knowledge, a solution to the problem in the general terms considered here, i.e., for a network of N nonlinear systems of dimension d > 1, with information exchange in terms of relative values of 1-dimensional outputs (other than relative values of their d-dimensional states), has not been proposed yet. We will address this problem in the following section.
III. ACHIEVING CONSENSUS IN A HOMOGENEOUS NETWORK OF NONLINEAR SYSTEMS
As anticipated, we consider in what follows the problem of achieving state consensus in a network of N identical nonlinear systems of the form (9) coupled as in (10), in which s(w) and c(w) are the map and the function defined in (7) .
The problem will be solved under the following assumptions.
The function φ(w) in (7) is globally Lipschitz and there exists a compact set W ⊂ R d invariant for (6) such that the systemẇ
is input-to-state stable with respect to v relative to W , namely there exist a class-KL function β(·, ·) and a class-K function
.
Remark 1:
Note that the existence of a compact set W satisfying the property above for v = 0 is guaranteed by the assumption that the trajectories of (6) are ultimately bounded (see, e.g., [10] ). Assumption 2, in addition, considers the effect of a perturbance v for which an ISS property is required. If system (6) does not have the property of ultimate boundedness and W is just a compact invariant set, the property in question could be achieved by properly modifying the function s(·) in (6) by adding appropriate dissipative terms outside the compact set W of interest. This is, for instance, the case of an harmonic oscillator with frequency Ω > 0 in which d = 2, the function φ(w) = −Ω 2 w 1 , and the set W is a set of the form W = {w ∈ R 2 : diag(Ω, 1)w ≤ r} with r an upper bound of the amplitude of the oscillations. In this case a possible modification of the function s(·) in (6) could be of the form
where f : R ≥0 → R ≥0 is a smooth function such that f (R) = 0 for R ≤ r, and f (R) strictly increasing and radially unbounded for R > r. Simple computations show that the set W is globally asymptotically stable for the previous dynamics with the ISS property in Assumption 2 that is fulfilled. A similar technique could be used in the case of nonlinear oscillators, such as the Duffing oscillator.
To the purpose of inducing consensus in the network (9), (10), we choose the vector K in (9) as
with g a "gain" parameter and K 0 a vector to be designed.
Due to Assumption 1, it is known that the Laplacian matrix L has only one trivial eigenvalue and all remaining eigenvalues have positive real part. Hence there exists a μ > 0 such that
With this in mind, let T ∈ R N ×N be defined as
and note thatL
. Then, the following result holds.
Lemma 1: Let P be the unique positive definite symmetric solution of the algebraic Riccati equation
with a > 0, S and C as in (7) and μ as in (12) . Take K 0 as
Then, the matrix
is Hurwitz. The proof of this Lemma can be found in [21] or in [25] . Using this, we can now proceed with the proof of the main result of this Section.
Proposition 1: Suppose Assumptions 1 and 2 hold. Consider the network of N coupled systemṡ
with k = 1, . . . , N. Let K 0 be chosen as in (14) . Then, there exists a number g * > 0 such that, for all g ≥ g * , the compact invariant set
is globally asymptotically stable.
Proof: By the definition of Laplacian, the k-th controlled agent of the network (15) can be written aṡ
Thus, setting w = col(w 1 , . . . , w N ) entire set of N controlled agents can be rewritten aṡ
Consider the change of variablesw = (T −1 ⊗ I d )w, in which T is the matrix introduced in (13) . The system in the new coordinates reads aṡ
Observing that
. . , N, and z) . Then, it is readily seen that the system above exhibits a triangular structure of the forṁ
where
Note that ΔΦ(w 1 , z) is globally Lipschitz in z uniformly in w 1 and ΔΦ(w 1 , 0) ≡ 0 for all w 1 ∈ R n . Consider now the rescaled state variable
By using the definition of S, B, C and D g , observing that
it follows thaṫ
It is known from Lemma 1 that the proposed choice of K 0 guarantees that the matrix
Hurwitz. As a consequence, standard high-gain arguments lead to the conclusion that, if g is chosen sufficiently large, the equilibrium ζ = 0 of the lower subsystem is globally exponentially stable, uniformly in w 1 , and actually with a quadratic Lyapunov function that is independent of w 1 . The ISS property in Assumption 2 thus guarantees that w 1 converges to the invariant set W . Since
. . , N, and z k → 0 as t → ∞, the result follows.
Remark 2: Proposition 1 shows that, under Assumption 1-2, if g is large enough the set W is globally asymptotically stable. One may wonder under which extra conditions the set in question would also be locally exponentially stable. Standard arguments show that this is the case if, in Assumption 2, the function β(r, t) is bounded-for small r-by a function of the form Me −αt r for some positive M and α and the function γ(r) is locally Lipschitz at the origin.
The following corollary, is a straightforward consequence. Corollary 1: Let the hypotheses of the previous Proposition hold and let K 0 be chosen as in (14) . There is a number g * > 0 such that, if g ≥ g * , the states of the N systems (15) reach consensus, i.e., for every
Remark 3:
The proof of Proposition 1 shows that, in the proposed setting, consensus is achieved if the gain parameter g exceeds a minimum value g * . As suggested by an anonymous reviewer, one may wonder how the value g * scales with number N of agents. In this respect, it can be shown that the number g * is not influenced by the number N per se, but rather by parameters related to the Jordan form of the Laplacian matrix L. More precisely, let M be a matrix such that ML 22 M −1 is in Jordan form. Then, parameters which determine the value of g * are: an upper bound on the dimension of the Jordan blocks of L 22 , a lower bound on the real parts of the eigenvalues of L 22 (which is positive since the graph is connected), lower and-respectively-upper bounds on the minimal and-respectively-maximal eigenvalue of the real part of the Hermitian matrix M * M . So long as such bounds remain independent of N , so does the value g * . The proof of this claim is deferred to the Appendix.
IV. ACHIEVING CONSENSUS IN A HETEROGENOUS NETWORK OF NONLINEAR SYSTEMS
We proceed now with the second step of the design, i.e., we design local regulators for each agent. In what follows, we assume that the vector K 0 and the values of g have been fixed such that the conclusion of Proposition 1 holds, i.e., such that the set (16) is globally asymptotically stable for (15) .
In what follows, we assume that each individual agent has a well defined relative degree r between input u k and output y k and possesses a globally defined normal form, see [3] . To streamline the exposition, we consider the special case in which r = 1. The case of higher relative degree only entails heavier notational complexity and no conceptual differences. Thus we assume that the individual agent (3) is modeled, with a mild abuse of notation, by equations of the forṁ
where z k ∈ R n k −1 and where b k (z k , y k ), which is the highfrequency gain of the k-th agent, is bounded away from zero. In particular, we assume that, for all k = 1, . . . , N, there exists
More complex dynamic uncertainties can clearly be included in a similar fashion.
As anticipated, with this system we associate a local tracking error of the form
The problem is to design a robust local regulator, driven by the regulation error e k , to the purpose of steering e k to zero. In this respect, it should be borne in mind that w k is a "portion" of the state of the coupled system (15) and hence the entire dynamics of the latter should be taken into account in the analysis. To this end, recall the arguments used in the proof of Proposition 1 to obtain (17) . Let T k be a matrix in which all the elements on the diagonal and those on the k-th column are 1's, while all other elements are 0, and consider the change of variables
In the new coordinates, the entire set of the N networked local reference generators can be seen as a system modeled by equations of the forṁ
in which 22 , ΔΦ k (·) are suitably defined. These can be written in compact form aṡ
in which ψ(0, w k ) = 0. By assumption, the upper subsystem is input-to-state stable, with respect to the input ζ k , to the set W . Moreover, as observed in the proof of Proposition 1, the equilibrium ζ k = 0 of the lower subsystem is globally exponentially stable. As a consequence, the set
is a globally asymptotically stable compact invariant set of (19) [16] .
In view of this, we can represent the aggregate of (18) and of (19) as a standard "exosystem-plant" interconnectioṅ
As usual, we change variables replacing y k by e k and obtain a system of the forṁ
This system is ready for the design (under appropriate hypotheses) of a local regulator of the form (11), which will now be written-with a mild abuse of notation-aṡ
according to the procedures suggested in [2] or in [14] . The basic assumption needed to make the design possible is that the zero dynamics of (21) namely, those oḟ
possess a compact invariant set which is asymptotically stable with a domain of attraction that contains the prescribed set of initial conditions. To make this assumption precise, let W k be the set of admissible initial conditions of w k , let S k be the set of admissible initial conditions of ζ k and Z k the set of admissible initial conditions of z k . Then, the standing assumption can be formulated as follows. Assumption 3: There exists a (possibly set-valued) map π k :
is an asymptotically stable invariant set for (23) with a domain of attraction containing
We note that this assumption is the natural formulation, in the current framework of a networked system, of the (weak) minimum-phase assumption that one would assume in solving a problem of output regulation for the k-th agent if high-gain arguments were to be used for stabilization purposes.
We proceed now with the design of the functions (ϕ k (·), γ k (·), G k ) in (22) , whose key properties are captured in the following definition, taken from [13] .
Definition (Asymptotic Internal Model Property): The triplet
such that the following holds:
(ii) the set
is locally asymptotically stable for the systeṁ
with a domain of attraction containing
where M k is the compact set of initial conditions of (22) . If a triplet with the asymptotic internal model property can be designed then the problem of steering the regulation error e k of the k-th agent to zero is solved as claimed by the following theorem proved in [14] .
m k be compact sets of initial conditions for the closed-loop system (21), (22) . Let the triplet (ϕ k (·), γ k (·), G k ) be designed so that it has the asymptotic internal model property. Then there exists a continuous function κ k : R → R such that the trajectories of the closed-loop system originating from A triplet having the asymptotic internal model property always exists as detailed in the next result coming from a slight adaptation of the results presented in [14] .
Proposition 2: Let m k ≥ 2(d + n k − 1) + 2. Then there exists a λ * k < 0 and, for almost all the possible choices of controllable pairs (
such that all eigenvalues of F k have a real part which is less then or equal to λ * k , there exists a continuous
has the asymptotic internal model property.
The previous results, although conceptually interesting, is not constructive in the design of the function γ k (·). The reader is referred to [15] for practical numerical design of the function.
As shown in [2] , it turns out that a constructive design procedure can be given if an extra assumption is invoked. In particular, assume that there exists a m k > 0 and a locally Lipschitz function k : R m k → R with the property that, for all
is such that the function
If this assumption holds then the following result can be proved, by means of a slight adaptation of the results presented in [13] . 
Implicit in the proof of Theorem 2 above is the fact that the choice of the gain function κ k (·) in the "local" controller of agent k depends on the choice of compact sets W k , S k , Z k , E k , M k of admissible initial conditions of the various components of (21), (22) . In this respect, it should be observed that, while W k , Z k , E k , M k are sets associated with the k-th agent and its local controller, the set S k depends by definition on all compact sets W j , j = 1, . . . , N, that is on the sets of admissible initial conditions of all "local reference generators". If all sets W j are known a priori, and so is therefore S k , then the function κ k (·) is determined only by the choice of the sets W k , Z k , E k , M k of admissible initial conditions of the k-th agent and its local controller. However, if this is not the case, i.e., if at the time of the design of the "local" controller of agent k the sets S k are not directly available, the previous design strategy must be enhanced, for instance in the following way.
The reason why the knowledge of the compact set S k is needed for the choice of κ k (·) resides in the high-gain arguments used in the proof of Theorem 2. In fact, κ k (·) is expected to dominate the influence of q k (·) in the dynamics of e k , so as to make the set A k × {0} locally asymptotically stable for system (21) . Since the function q k (·) depends on ζ k , directly through the term CΥζ k and "indirectly" through the influence of ζ k on the dynamics of w k , it turns out that the knowledge of S k is crucial in enforcing the asymptotic properties of the closed-loop system. In order to avoid the necessity of knowing S k , a possibility would be to define a reference signal for the output of the k-th agent, to the purpose of asymptotically recovering the "true" reference signal Cw k but that, in the initial transient, is bounded along with its time derivative by a bound not dependent on the initial conditions of ζ k .
By following this intuition, consider a controller of the form (15) and (22) but with the error e k defined as
with ξ k generated bẏ
where θ s : R d → R is a smooth bounded function such that, for somec > 0
with h a positive design parameter. It turns out that it is possible to choose the design parameters of (25) in such a way that Cξ k (t) asymptotically converges to the local reference signal Cw k (t), uniformly with respect to the initial conditions of ζ k . This is detailed in the next proposition, in which by Ξ k ⊂ R d we denote the compact set of initial conditions for ξ k . 
, the trajectories of system (19) and (25) 
Proof:
in which (S − GC) is a Hurwitz matrix. From this, the existence of the constants d 1 and d 2 follows from standard high-gain arguments by using boundedness of θ s (·) and the fact that φ is globally Lipschitz. To prove (26) , note that, by Proposition 1, there exists a time t
The result then follows by the same high-gain arguments above, using the fact that ζ k converges asymptotically to zero. Using the reference signal Cξ r instead of Cw r in the definition of the error e k guarantees that the overall closed loop system in the error coordinates is still written as in (21) but with q k (·) defined as This, in turn, is a locally Lipschitz function with a bound on the Lipschitz constant that is uniform with respect to the initial condition of ζ k . This fact makes it possible to continue the analysis as we did in the first part of the section and to claim a result similar to the one of Theorem 2, with a gain function κ k (·) depending only on the sets of admissible initial conditions of ξ k , z k , e k , η k and not affected by the set of initial conditions of (w k , ζ k ). Details are omitted, since the analysis follows, with simple adaptations, the one presented above.
V. SIMULATION RESULTS
A. Consensus Between Homogenous Nonlinear Oscillators
In this section we present simulation results about the theory in Section III by considering the case in which system (6) is a Van der Pol oscillator of the forṁ
Let W be the (compact) set consisting of all points lying on the limit cycle of the oscillator and in its interior. 4 Then this set is globally uniformly attractive for (27) and has the properties required in Assumption 2.
We consider the case of three agents (N = 3) that exchange information on a communication network. In order to test the consensus algorithm with different network topologies, we focus on a scenario in which the network switches at a time t s > 0 between two different topologies (see Fig. 1 ) described by two adjacency matrices A 1 and A 2 defined as
We observe that the eigenvalues of the corresponding Laplacians fulfill (12) with μ = 1.4. Fig. 2 shows the simulation results obtained with the three oscillators initialized at t = 0 respectively at w = (1, 1), w = (2, 2) and w = (3, 3) and with the coupling terms fixed as in Lemma 1 and Proposition 1 with g = 10 and a = 1. The switch in the network topology occurs at time t s = 15 sec. At t = t s an additive impulsive disturbance is also applied to the three oscillators in order to force a loss of output synchronization.
B. Heterogenous Network of Nonlinear Systems
In this section, we consider the case in which consensus needs to be achieved among non-identical nonlinear systems. We consider the case of three uncertain heterogenous systems described bẏ
with states (x k1 , x k2 ) ∈ R × R, control input u k ∈ R, output y k ∈ R, and uncertain parameter μ k ∈ R, k = 1,2,3. It is readily seen that the three agents are respectively given by an uncertain harmonic (k = 1), Van der Pol (k = 2) and Duffing (k = 3) controlled oscillator. In the following we assume that the uncertainties μ k are constant, i.e., they fulfillμ k = 0, and their value ranges in a known compact set P k , k = 1,2,3. Our goal is to control the three agents so that their outputs achieve a consensus on a trajectory y (t) generated by an exosystem of the form (6) and (7) with d = 2 and φ(w) = 2(1 − w 2 1 )w 2 − w 1 . The reference output is thus generated by a Van der Pol oscillator. The controllers exchange information through a connected communication network described by an adjacency matrix of the same form considered in the previous subsection. In particular a change in the network topology is simulated at a certain time t s (see Fig. 1 ). By following the theory in Section II-C, the three controllers are given by "local reference generators," which in this case take the form
with K designed according to Lemma 1 and Proposition 1, and "local regulators" that process a local regulation error e k = x k1 − w k1 . As shown in Section IV, by changing coordinates in the appropriate way for each k = 1,2,3, the local reference generator (30) can be written as in (19) with
T a vector of R 2 suitably defined and with ζ k an asymptotically vanishing state variable that depends on the state of all local reference generators.
In order to give the expressions of the local regulators some preliminary steps are necessary since the three heterogenous systems (29) have relative degree 2 from the input u k to the output y k and thus they are not in the class of systems considered in Section IV. To fit in the class of the relative-degree 1 systems considered above, consider the change of variables
by which the dynamics associated to the k-th agent are given by (19) ,μ k = 0, anḋ
It is readily seen that this system is formally equivalent to (21) by replacing the state variables z k and e k in (21) respectively with (μ k , e k1 ) and e k 2 and with the function
In particular, we observe that Assumption 3 is fulfilled with W given by the (compact) set consisting of all points lying on the limit cycle of the Van der Pol oscillator and in its interior, and
By following Theorem 2 and Proposition 2, we thus concentrate on an internal model-based regulator of the forṁ
in which (
is a suitably defined nonlinear function designed so that the previous system has the "asymptotic internal model property," and κ k (·) is a suitably defined "high-gain" stabilizer. Since, by definition, e k2 =ė k + e k with e k = x k1 − w k1 the "true" regulation error, a pure "error feedback" regulator can be always obtained from (32) by substituting e k2 with an estimateê k2 provided by a "dirty derivatives observer" of the form (see [6] )
in which is a design parameter and the c i 's taken so that the polynomial λ 2 + c 0 λ + c 1 is Hurwitz. The simulation results that follows have been thus obtained by considering local controllers of the form (30), (32) with e k2 substituted byê k2 , and (33). The design parameters of this controller have been fixed in the following way. The K in (30) has been fixed as K = D g K 0 with g = 10 and K 0 as in Lemma 1 with a = 1. The triplet (F k , G k , γ k (·)) in (32) has been fixed so that it has the "asymptotic internal model property" (see the definition in Section IV). Since F k is Hurwitz, by bearing in mind the expression of π k (w k ) in (31), it follows that the requirements (i) and (ii) in the definition are fulfilled if γ k (·) is designed so that
By following the results in [14] , which are at the basis of Proposition 2, a γ k (·) and a τ k (·) fulfilling the above relations can be always designed if the dimension m k of (30) is taken m k ≥ 6. In the simulation we have thus chosen m k = 6 with F k and G k in prime form with the eigenvalues of F k taken as {−1, −2 + j, −2 − j, −3, −4 + 2j, −4 − 2j} for all the agents. The expression of γ k (·) has been then obtained by using the approximated numerical formula presented in [15] . The tuning of the internal model-based regulator (32) has been achieved by taking the stabilizer as κ k (s) = −κs with κ that has been fixed, after a few numerical tests, to κ = 15. Finally, the dirty derivatives observer (33) has been tuned by taking c 0 = c 1 = 1 and = 20. The simulation results obtained by taking the uncertainties and the initial conditions of the three agents at the values μ 1 = 2, μ 2 = 3, μ 3 = 1 and x 1 = (5, 5), x 2 = (7, 10), x 3 = (1, 1) and zero initial conditions for (32) and (33). We observe that the value of μ 2 has been fixed so that the Van der Pol dynamics of the system (29) with k = 2 is different from the Van der Pol oscillator that generates the reference output. The change in the network topology occurs at t = t s = 16.5 sec. At this time an impulsive disturbance is also applied to the three agents in order to simulate a loss of output synchronization. The simulation are shown in Fig. 3 in which the outputs y k and the control input u k of the three agents are plotted.
VI. CONCLUSION
The problem of reaching a consensus among the outputs of a set of networked nonlinear systems was considered. The output reference signal is thought of as generated by the autonomous nonlinear exosystem of the form (5) . A first result of the paper is presented in Section III where it is shown how N diffusivelycoupled exosystems of the form (9) reach a consensus over a trajectory of (5). This result is instrumental to the theory presented in Section IV where the nonlinear output regulation theory is adopted to design local regulators that make the outputs of N heterogenous systems to track a common reference signals solution of (5). Recall that the crucial step in the proof of Proposition 1 is to establish, via high-gain arguments, the global asymptotic stability of the equilibrium ζ = 0 of the lower subsystem of (17), rewritten here for conveniencė
To investigate the influence of N on g * , we begin by finding an explicit (quadratic) Lyapunov function for the linear systeṁ
which, for large g, determines the "dominant" part of (34). Suppose, for the time being, that the Laplacian matrix L has a purely diagonal Jordan form: hence, also L 22 has a purely diagonal Jordan form. Let M be a matrix that diagonalizes L 22 , i.e., such that
(note that M is in general a matrix of complex numbers) and consider-in (35)-the change of variables ξ = (
where we have set
Recall now the definition of P given in Lemma 1 and observe that, since
and aP −2 is positive definite, we deduce the existence of a numberā > 0 (possibly depending on P ) such that
As a consequence
Consider now, for the full system (34) the candidate Laypunov function
The matrix M * M , which is Hermitian and positive definite, can be expressed as So long as the first term is concerned, observe that
This yieldṡ
δφ(ζ). (36)
Since H R is positive definite, there exists a unitary matrix Q such that
where Λ is a diagonal matrix of positive real numbers. Setting
and observing that
T (I N −1 ⊗P B)δφ(ζ)
Setting x = T ζ the latter is rewritten aṡ
Let's now discuss the two terms separately. Let λ i (H R ), with i = 1, . . . , N − 1, be the eigenvalues of H R and, in particular, let λ min (H R ) and λ max (H R ) denote the minimal andrespectively-maximal of such eigenvalues. Split x in N − 1 vectors x 1 , . . . , x N −1 each of dimension d and observe that
For the second term, set v = (Q ⊗ P B)δφ(ζ), which we partition in N − 1 vectors v i , each of dimension d. Then, we have
Finally, observe that
where Υ is the Lipschitz constant of the function φ(·). Therefore, since ζ = T T x and T is a unitary matrix, we have
It remains to estimate the norm of (Q ⊗ P B). Bearing in mind the fact that |A| = λ max (A T A) we see that
|(Q ⊗ P B)| = λ max ((Q ⊗ P B) T (Q ⊗ P B))
= λ max ((Q T ⊗ (P B) T ) (Q ⊗ P B)) = λ max (I n ⊗ (P B) T P B)) = λ max (B T P P B)
Putting all these estimate together, it is seen thaṫ V ≤ −gāλ min (H R ) + λ max (B T P P B)Υλ max (H R ) |x| 2 from which it is concluded thatV is bounded by a negative definite function so long as g > g * , with
In this formula, Υ is the Lipschitz constant of the function φ(·), P andā depend solely on the value of μ, a lower bound on the real part of the eigenvalues of the Laplacian matrix L, while λ max (H R ), λ min (H R ) are the maximal and minimal eigenvalues of the matrix H R , the real part of the matrix M * M , where M is a matrix that diagonalizes L 22 . Thus, this estimate proves the claim in Remark 3. A similar result can be shown also if the Jordan form of the matrix L 22 is not purely diagonal, provided that the dimension of the Jordan blocks remain bounded, so long as N varies. A detailed proof uses arguments pretty similar to those presented above.
