We present a new efficient sampling method for approximating r-dimensional Maximum Constraint Satisfaction Problems, MAX-rCSP, on n variables up to an additive error n r . We prove a new general paradigm in that it suffices, for a given set of constraints, to pick a small uniformly random subset of its variables, and the optimum value of the subsystem induced on these variables gives (after a direct normalization and with high probability) an approximation to the optimum of the whole system up to an additive error of n r . Our method gives for the first time a polynomial in −1 bound on the sample size necessary to carry out the above approximation. Moreover, this bound is independent in the exponent on the dimension r. The above method gives a completely uniform sampling technique for all the MAX-rCSP problems, and improves the best known sample bounds for the low dimensional problems, like MAX-CUT. The method of solution depends on a new result on the cut norm of random subarrays, and a new sampling technique for high dimensional linear programs. This method could be also of independent interest.
INTRODUCTION
Suppose r is a fixed integer. In the MAX-rSAT problem, we are given a Conjunctive Normal Form Boolean formula on n variables, with each clause being the OR of precisely r literals. The objective is to maximize the number of clauses satisfied by an assignment to the n variables. The exact problem is NP-hard for r ≥ 2. This paper has two main results -the first concerns general r, and the second the special case of r = 2. The first result is that for any > 0, there is a positive integer q ∈ O(log(1/ )/ 12 ) such that if we pick at random a subset of q variables (among the n) and solve the "induced" problem on the q variables (maximize the number of clauses satisfied among those containing only those variables and their negations), then the answer multiplied by n r /q r is, with high probability, within an additive factor n r of the optimal answer for the n variable problem. The q needed here will be called the "(vertex) sample complexity" of the problem for obvious reasons.
In fact, we show the same result for all MAX-rCSP problems. (MAX-rCSP problems, also called MAX-rFUNCTION-SAT, are equivalent to MAX-SNP [3] ). We note that while, normally, sampling is used to estimate certain specific quantities, here the result actually says that the sample estimates an optimal solution value well. We do not know of any such optimizing results in statistics prior to this work.
The MAX-rSAT and other MAX-rCSP problems all admit fixed factor relative approximation algorithms which run in polynomial time. For some MAX-SNP problems, there have been major breakthroughs in achieving better factors using semi-definite programming and other techniques [9] . More relevant to our paper is the line of work started with the paper of Arora, Karger and Karpinski [3] which introduced the technique of smooth programs, and designed the first polynomial time algorithms for solving MAX-SNP problems (of arity r) to within additive error guarantee n r , for each fixed > 0. Frieze and Kannan [7] proved an efficient version of Szémeredi's Regularity Lemma and used it to get a uniform framework to solve all MAX-SNP and some other problems in polynomial time with the same additive error. In [8] , they introduced a new way of approximating matrices and more generally r-dimensional arrays, called the "cut-decomposition" and using those, proved a result somewhat similar to the main result here (for each fixed r), but with two important differences -(i) the sample complexity was exponential in 1/ and (ii) their result did not relate the optimal solution value of the whole problem to the optimal solution of the random sub-problems in their original setting; instead it related it to a complicated computational quantity associated with the random sub-problem. We will make central use of cut-decompositions in this paper.
For the special case of r = 2, Goldreich, Goldwasser and Ron [10] designed algorithms, where the sample complexity was polynomial in 1/ ; indeed, by exploiting the special structure of individual problems like the MAX-CUT problem they improved the polynomial dependence. Their results relate the optimal solution value of the whole problem to a complicated function of the random sub-problems like [7] (see also [7] , [5] and [2] for higher dimensional cases, or for cases in which our only objective is to decide if we can satisfy almost all constraints). Thus they differ from our new uniform method. Our second main result is a reduction of the sample complexity for all MAX-2CSP problems to O(1/ 4 ). We must remark here that both our main results are derived by general arguments about approximating multi-(and 2-) dimensional arrays by some simple arrays and then using Linear Programming arguments. Unlike previous papers, we do not use problem-specific arguments which dwelve into the special structure of individual problems. The MAX-CUT problem (a special MAX-2CSP problem) has received much attention in this context. Indeed, independently of the papers so far cited, Fernandez de la Vega [6] developed a different algorithm for this problem which within polynomial time, produced a solution with additive error n 2 .
[10] used the special structure of the problem to derive an algorithm with the best up to now sample complexity O(1/ 5 ) (in the sense of (ii) above). Our improved sample complexity argument uses a tightened cut-decomposition argument as well as a better Linear Programming argument.
The global view of our method is the following. We represent MAX-rCSP problems by r-dimensional arrays. In the first stage we use the main result of Section 3 on cut norm of random subarrrays to transfer a cut decomposition of the whole array to a random sample. We use then a cut decomposition of a sample to approximate the value of the objective function. Then, in the second stage, we use linear programs to relate it to the value of the objective function on the whole array by using the main result of Section 4.
For arbitrary dimension r, the sample size for the first stage is O We notice, that in order to approximate any problem from MAX-rCSP, it is enough to give a good absolute approximation to the optimum of an induced random subsystem. As a consequence, our sample bound above gives, by a direct application of an approximation method of [3] , the running times 2Õ 1 2 for approximating all MAX-rCSP problems. This improves on the best known up to date bound of the form 2Õ
for the problems of dimension r ( [8] ).
The paper is organized as follows. Section 2 proves the existence of a Cut Decomposition for arrays of dimension r ≥ 2. Section 3 gives the basic result on the Cut Decomposition induced on a random sub-array. In Section 4 we derive an upper bound for the sample size using Linear Programming. 
Notation
Note that P is with reference to an array A. It will be clear from context which array P is in reference to.
Main Results
We formulate now the main results of the paper. We denote by MAX-rCSP the class of all r-ary (r-dimensional) Maximum Constraint Satisfaction Problems (i.e. the problems defined by the collections of r-ary boolean functions f : {0, 1} r → {0, 1} for r given variables out of the set of n variables with the objective to construct an assignment s ∈ {0, 1} n which maximizes the number of satisfied constraints, cf., e.g., [12] ). Given a problem P from MAX-rCSP for a given dimension r ≥ 2, we call a (randomized) algorithm A an (absolute) n r -approximation algorithm for P , if for any instance I of P with n variables, the value c(A(I)) produced by A on I satisfies, with high probability,
where OP T (I) is the value of the optimum. The sample complexity of an r-dimensional n r -approximation algorithm (defined for all > 0 ) is the number of variables (nodes) in a random sample required by the algorithm as a function of 1 . We are interested in cases in which this complexity is independent of the size of the input size, and is bounded by a function of 1 only; when this is not the case we say that the the sample complexity is infinite. We call a sample complexity fully polynomial if it is ( 1 ) 0(1) . For a fixed dimension r, a problem P from MAX-rCSP is said to have (an absolute) fully polynomial sample complexity S = 1 0(1) , if for every fixed > 0, there exists a constant time n r -approximation algorithm for P with a sample complexity S. A class of problems X will be said to have a sample complexity S if all problems P in X have sample complexity S.
We formulate now our main results. The rest of the paper is devoted to the proofs of the above results.
Constant Time Bounds
We show now that the fully polynomial sample size bounds of Theorem 1 (and more explicitly of Theorem 8) entail the existence of n r -approximation algorithms for arbitrary MAX-rCSP problems running, for any fixed > 0, in time 2Õ 1 2 and using sample size O log( 1 )
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. This improves on the best known so far running time bounds for approximating those problems which were of the form 2Õ
for r the dimension of a problem [8] , and making them asymptotically equal to that of the MAX-CUT. The argument used in the proof of the following theorem is based on a technique of smooth programs and the approximation result of Arora, Karger and Karpinski [3] . The crucial point here is the independence of the exponent of 1 in the running times of smooth programs approximations, on a dimension r. Proof. Let P be a problem on n variables from MAXrCSP for a given r. We denote by OPT its optimum value. We consider subsystem S of constraints of P induced by a random sample of its variables of size q = Θ log( 1 )
. We denote by OPTS the optimum value of a subsystem S. We have, by Theorem 8, w.h.p., the following inequality
We consider now only a new problem defined by a random subsystem S, and represent it, by using a standard "arithmetization", as a degree-r Smooth Integer Program, see for details [3] . We apply now Theorem 1.10 of [3] to get an q r -approximation algorithm A for an induced subproblem computing a solution Y which satisfies
, with an explicit constant hidden in our O-notation upstairs depending polynomially on a dimension r, see [3] .
By (1) we have, for all , > 0,
and
We have also 
EXISTENCE OF CUT DECOMPOSITION
In this section, we prove the existence of a certain approximation to any matrix. The approximation will be the sum of a small number of cut-arrays. The sum is taken entrywise. The proof is elementary and essentially drawn from [8] . 
This upper estimate on the number of cut arrays is tight up to the dependence on the dimension r.
Proof. For an existence argument, we are going to find cut arrays D (1) , D (2) , . . . D (t) one by one always maintaining the condition:
We start with t = 0. At a general stage, suppose we already have 
...
We now have (5) satisfied with t one greater. Note that (5) implies that we must stop before t exceeds 2 2r / 2 . The upper bound on the sum of the d 2 t follows from adding up the inequalities (7) which yields
The proof of the tightness of the upper estimate is included in the full version of this paper. ✷
CUT NORM OF RANDOM SUBARRAYS
The main purpose of this section is to show that if an array on V r (where |V | = n is large) has small cut-norm, then so does the array induced by a random subset J of V of cardinality O(1/ 6 ). The outline of the proof is as follows : Suppose G is the array on V r , and B is the array on J r . Suppose Q1, Q2, . . . Qr are random subsets of J r−1 , each of cardinality Ω(1/ 2 ). Then, lemma (7) asserts that with high probability, there are subsets
In other words, we need to consider only 2
O(1/
2 ) candidate subsets of J to find the S1, S2, . . . Sr ⊆ J approximately maximizing B(S1, S2, . . . Sr) (not all 2 O(|J |) of them.) Next Lemma (8) shows that if we had already fixed, say X1 = P (Q 1 ), X2 = P (Q 2 ), . . . Xr = P (Q r ), and then we pick J (independently of Xi), we will have that with high probability
Multiplying the failure probability with the number of possible subsets of the Qi (which is 2
2 ) ), we also get that with high probability, this holds for every subset Q 1 of Q1, Q 2 of Q2 etc. If this holds rigorously, we would then clearly be able to infer from (8) and (9) that
A similar inequality also will follow (along the same lines) for (−G) + and this would finish the proof.
The major problem is that J is not independent of Q1, Q2, . . . Qr; if it were (8) will not hold. To tackle this, we adopt a method of proof reminiscent of the argument of Vapnik and Chervonenkis [15] . We consider a set J which is J minus all the end points of r− tuples in Q1, Q2, . . . Qr.
Noting that |J| − |J | ∈ O(1/
2 ), we argue that we get roughly the same probability distributions if we pick, as we described already, J first and then Q1, Q2, . . . Qr as random subsets of J r−1 , whence (8) holds as if we first pick J and then Q1, Q2, . . . Qr as random subsets of V r−1 , whence we have that (9) holds. Thus, we may actually use both (8) and (9) to get our result. 
We have,
B(P (Q1 ∩S), S) = B(P (S), S)−B(B1, S)+B(B2, S), (10)
where 
where the second line is a standard inequality (for example, it follows from Theorem 4 of [11] ). Hence, for any ξ > 0,
and so applying (11) with ξ = pB(z, S)/l we get that for each fixed z,
B(z, S)
1 So, each of the
subsets is equally likely to be picked to be Q1.
By an identical argument we obtain
Hence, (using the Cauchy-Schwartz inequality),
E(B(P (Q1 ∩ S), S)) ≥ B(P (S), S)
− z∈R 1 l u B(u, z) 2 p ≥ B(P (S), S) − |R1||R2| . . . |Rr| √ p ||B||F .
Now, B(P (S), S)−B(P (S ∩Q1), S) is a nonnegative random
variable with expectation at most
||B||F , as argued above. So using Markov inequality, the lemma follows. ✷
. Rr of cardinality p. Then with probability at least 1 − r/(40(4r)
r ), we have :
Proof. Let S1 ⊆ R1, S2 ⊆ R2 . . . Sr ⊆ Rr satisfy B(S1, S2, . . . Sr) = B + . Applying Lemma (6) r times, we get the current lemma. ✷ We first need one more simple technical lemma. 
Proof. Note that changing any one element of I changes the random variable G (I, I, . . . I) by at most Mt r−1 . Thus the lemma follows by standard Martingale inequalities ( [4] ). (7) to B. So, with probability at least 7/8 (using (13))
[Here, we mean by P (Q 1 ) the set {z ∈ V : G(z, Q 1 ) > 0}.] Let J be obtained from J by removing the at most r(r −1)p end points of the elements of Q1 ∪ Q2 ∪ . . . Qr. We will make crucial use of the fact that the following two different methods of picking J, Q1, Q2, . . . Qr produce nearly the same joint probability distribution on them :
(i) As above, pick J to be a random subset of V of cardinality q and then pick Q1, Q2, . . . Qr to be independent random subsets of J r−1 each of cardinality p. Let Define E2 to be the event that all pr(r − 1) end points of the elements in Q1, Q2, . . . Qr are all distinct and let E3 be the event that all the end points ofQ1,Q2, . . .Qr are distinct and none of them is in J . It is easy to see by direct calculation that conditioned on the events E2, E3 P (i) and P (ii) are exactly equal. It is also easy to see that
and P (ii) (E3) ≥ 99/100; so we have that the following inequality which we will use shortly :
Consider one particular collection of subsets Q 1 ⊆ Q1, Q 2 ⊆ Q2, . . . Q r ⊆ Qr. We will apply Lemma (8) to the array G on V r obtained by setting 
we get (using also (15)) : 
Thus, we get that with probability at least 79/80 :
By an exactly identical argument applied to −G, we get also that with probability at least 79/80,
From the last two statements, the Theorem follows.
UPPER BOUND ON THE SAMPLE COM-PLEXITY OF MAX-RCSP
The purpose of this section is to prove the following theorem. 
with probability at least 2/3.
Note that our Ω hides a factor exponential in r Proof. For each 0, 1 sequence z of length r, z = (z1, z2, 
Suppose that we have cut decompositions of all the A (z)
Using (19), we see that the number of functions which are true in the assignment S and with weights given by the arrays
r , is equal to v * (ν), say, where
with ν [This is because if LP(V, ν) was feasible, then it would have a basic feasible solution which would have at most N = sr2 r+1 fractional components; setting the fractional xi to zero will yield a 0-1 vector realizing ν. We use the obvious fact that for large n, we have that sr2 r+1 ≤ 3 8 r s n]. So, by Linear Programming duality, we see that there exists one inequality obtained as a nonnegative combination of the first N inequalities of LP(V,ν) for which there is no solution x satisfying the bounds 0 ≤ xi ≤ 1. It is easy to see that the combination need not involve both the upper bound and the lower bound on any of the sets S i | ≤ γ (ν) , we have from (22), using the Theorems of Hoeffding [11] , simultaneously for all z ∈ {0, 1}
