Abstract. Data Mining explanatory models must deal with relevance: how values of different data items are relevant to the values of other data items. But to be able to construct explanatory models, and in particular causal explanatory models, we must do so by first understanding irrelevance and exactly how irrelevance plays a role in explanatory models. The reason is that the conditional irrelevance or conditional no influence relation defines the boundaries of the ballpark within which an explanatory model lives. This paper reviews the theory of no influence in the mathematical relation data structure. We discuss the relationship this theory has to graphical models and we define a coefficient of no influence and give a method for the estimation of its p-value.
Introduction
Informally, A is irrelevant to B, or A has no influence on B, means A is unrelated, extraneous and not pertinent to B. Formally, a set of variables A has no influence on a set of variables B in the context of a set of variables C if and only if for each tuple of values for C, every tuple of values taken by A can co-occur with every tuple of values taken by B. This is equivalent to the qualitative independence of Shafer et. a. [8] and the multivalued dependence of Fagin and Vardi [3] and it bears a direct similarity to the causal irrelevance definition of Galles and Pearl [4] . Lauritzen (1996) [6] states it this way: knowing C, reading A is irrelevant for reading B. Consider a causal context in which C is the direct cause of A. If B is a non-descendant of A, then A has no influence on B given C. This is called the causal Markov condition. [5] Other phrases for this is that C shields B from A [9] or that C screens off B from A.
When A has no influence on B in the context of C, then the observed data relation can be decomposed into two factor relations whose relational join is the observed data relation. Each factor relation is a projection of the observed data relation. One factor is the projection on A ∪ C and the other factor is the projection on B ∪ C. With many no influences, there will be multiple factors. Each factor relation will be a projection of the observed data relation. Then a relation join decomposition can be computed in which the factor relations of the join take on the role similar to prime factors in an arithmetic prime factor decomposition and all the tuples of the observed relation are determined by the relation join of the factor relations.
The relation join decomposition can lead to explanatory models. If the small factor relations are metaphorically thought of as little stories, the relation join of the small factor relations creates that big story consistent with all the small stories. This process essentially threads or chains the small stories together. This chaining or threading is, in fact, equivalent to propositional logic reasoning. The small factor relations are essentially relational constraints and the tuples that belong to the join decomposition are tuples that satisfy all the constraints.
Real observed data relations typically would not have perfect decompositions, the same way that in multi-variate analysis it would be rare to observe a sample correlation coefficient to be zero or a sample regression coefficient to be zero. The way this is handled is for approximate models to be set up in which the correlation coefficients or regression coefficients that are statistically insignificantly different from zero are set to zero. We follow the analogous methodology with relation decomposition.
The first four sections define the concepts we will need, the notation we use and the theory. The last section explains how we use the theory to form relation decompositions.
Preliminary Concepts

Index Sets and Indexed Relations
Let X 1 , . . . , X N be the N variables associated with a relation. Let L n be the set of possible values variable X n can take. Let R be a data set to be mined. As our methodology does not deal with probability, we can assume that each data tuple is unique: it occurs precisely once. Hence the observed data can be represented as a relation R.
We will be working with many relations associated with different and overlapping variable sets and therefore over different domains. For this purpose we will carry an index set along with each relation. The index set indexes the variables associated with the relation. An index set is a totally ordered set.
For a natural number N, we use the convention that [N] = {1, . . . , N} and |A| designates the number of elements in the set A. Next we need to define Cartesian product sets with respect to an index set. Definition 2. If I = {i 1 , . . . , i K } is an index set, we define the Cartesian product
The definition tells us that the order in which we take the Cartesian product i∈I L i is precisely the order of the indexes in I.
Now we can define the relation with its index set as a pair called the indexed relation.
Definition 3. If I is an index set with |I| = N and R ⊆ i∈I L i , then we say (I, R) is an indexed N-ary relation on the range sets indexed by I. We also say that (I, R) has dimension N. We take the range sets to be fixed. So to save writing, anytime we have an indexed relation (I, R), we assume that that R ⊆ i∈I L i , the sets L i , i ∈ I, being the fixed range sets. ♠
We can perform the usual set operations of union and intersection with the structures (I, R) and (J, S ) and when I = J:
The subset relation also has the usual meaning. If R ⊆ i∈I L i and S ⊆ i∈I L i , then R ⊆ S if and only if (I, R) ⊆ (I, S )
Projection
Next we need the concept of projection. If (J, R) is an indexed relation and I ⊆ J, the projection of (J.R) onto the ranges sets indexed by I is the indexed set (I, S ) where a tuple (x 1 , . . . , x |I| ) is in S whenever for some |J|-tuple (a 1 , . . . , a |J| ) of R, x i is the value of that component j of (a 1 , . . . , a |J| ) where the variable associated with place i of the tuple (x 1 , . . . , x |I| ) is the same as the variable associate with place j of (a 1 , . . . , a |J| ). The projection operator defined here is the same as the projection operator in the relational database world. Let I and J be index sets with I ⊆ J. The projection operator projecting a relation on the range sets indexed by J onto the range sets indexed by I is written as
Relation Join
It follows from the definition of join that the join of projections of an indexed relation (K, R) must be a superset of (K, R) when the union of the index sets of the projections equals the index set K.
There is an join absorption law. If (M, R) is an indexed relation and I ⊆ J ⊆ M are index sets, then
The relation join has a number of properties as stated in the following proposition.
This makes the relation join operator one which is an operation of an idempotent commutative groupoid and as well it is union preserving on both its left and right operands. The union preserving property makes it increasing on both its left and right operands.
We now define the restriction operator on indexed relations. This is the same as the selection operator in the relational database world.
Definition 4. Let (I, R) be an indexed relation with R ⊆ i∈I L i . Let J ⊆ I and a ∈ j∈J L j . Then the restriction of (I, R) to (J, a) is denoted by (I, R)| (J,a) and is defined by
Having the concept of restriction, we can state the Join Representation Theorem.
The representation of an indexed relation join can be completely expressed in terms of the join of projections as stated in the following corollary.
No Influence
The idea of no influence of an index set I on an index set J in an indexed relation (K, R) is that the tuple values in (K, R) taken on the domain indexed by I do not constrain or limit in any way the tuple values in (K, R) taken on the domain indexed by J in each block (K, R). 
We also use the language that I has no influence on J.
♠ Figure 1 shows a simple relation ({1, 2, 3}, R in which 1 has no influence on 2 given 3. a 1 must be different from a 2 and a 3 must be different from a 4 . c 1 must be different from c 2 . b 1 , b 2 , b 3 must all be different and b 4 and b 5 must be different. In the context of the block defined by ({3}, c 1 ), i.e. ({1, 2, 3}, R)| {3},c 1 ) each occurring value for the variable of index 1 pairs with each occurring value for the variable of index 2. Based on corollary (1) we have a specialization when both sets of a join decomposition are projections of the same indexed relation. Proposition 2. Let {I , J , M} be a partition of K. Then,
The definition of no influence immediately leads to the no influence theorem.
Theorem 2. No Influence Theorem
Let (K, R) be an indexed relation and {I , J , M} be a non-trivial partition of K. Then I has no influence on J if and only if
In the database world, the relation join decomposition of the no influence theorem is called a lossless decomposition. The concept of a relation being a join decomposition of two relations is related to the generalization of functional dependency in the database world. The generalization is called multivalued dependency. 
We adopt the notation that Dawid [1] uses for conditional independence to indicate no influence. If the context is the indexed relation (K, R) and if I, J, M are mutually exclusive subsets of K that do not cover K, then we will write I J | M : (K, R) to mean
There are some additional properties of the no influence relation: it satisfies the properties of what has been called a semi-graphoid (Pearl and Paz [7] called it a graphoid). A semi-graphoid is a set of triples in which each component is an index set and satisfies the properties stated in the following definition.
3 . G is a semi-graphoid if and only if -Exclusivity: (A, B, C) ∈ G implies A, B, C are mutually exclusive sets M -Symmetry:
Now we begin the development of the full join decomposition of a relation. Each of the component relations in the join decomposition we call a factor relation. When the join of two factor relations equals a given relation we say that the given relation is factored. The index set on which a factor relation is defined we call its index factor set. In this section we develop the properties relating to this kind of factoring. The first property is that if the join of two factor relations equals the given relation, then any factor relations defined on supersets of the index factor sets will also factor the given relation. 
If a given relation is factored into a decomposition of N factor relations, then grouping these factor relations into two possibly overlapping groups will also factor the given relation.
Because of the relationship between relation join decomposition and no influence, we can see that in any possibly overlapping grouping of the factor relations, where U is the union of the index factor sets in the first group and V is the union of the index factor sets in the second group, U − V V − U | U ∩ V.
Corollary 2. No Influence Corollary
Now we begin to explore the relationship between a join decomposition of a indexed relation (M, R) and the various no influence relationships it implies. Suppose that M 1 , . . . , M N are the index factor sets of the factoring so that M = ∪ N n=1 M n , and I, J ⊂ M, I ∩ J = ∅. If I has a nonempty intersection with some index factor set implies that J's intersection with that index factor set is empty, then this forces I to have no influence on J given the remaining index set: The next proposition states that the Cartesian product of the two set differences between the index factor sets of a join decomposition must constitute a block of the no influence relation. 
Clearly, if ∪
is a block cover of the influence relation E. Then M × M − ∪ N n=1 M n × M n is a block cover of the no influence relation E c . And if (M, R) is factored with index factor sets A and B, then M n ⊆ A or M n ⊆ B.
Proposition 9. Let (M, R) be an indexed relation and {M n } N n=1 be a cover for M satisfying
, then for every n ∈ {1, . . . , N}, M n ⊆ A or M n ⊆ B. ) shows what happens when an indexed relation is join decomposed into factors whose index factor sets are the cliques of the influence graph. When the factor relations are grouped into two factor groups, each factor must be in at least one of the groups. Each of the two group index factor sets is a superset of the union of the factor sets they contain. 
Theorem 4. No Influence Decomposition Theorem
The collection of cliques of an influence graph of an indexed relation (M, R) cover M. There is a relationship that can be defined between covers of a set. Let C be a collection of covers of a set M. Define a binary relation P ⊆ C × C by
When (C 1 , C 2 ) ∈ P we say that C 1 is a refinement of C 2 or equivalently, that C 2 is a coarsening of (C 1 .
It is easy to see that the binary relation P is reflexive and transitive and is therefore a pre-order. However, if the cover has the property that no two sets in the cover can be in a subset relation, then the binary relation P is antisymmetric and therefore a partial order.
Definition 13. Let C be a cover of a set M. C has the Subset Property if and only if A, B ∈ C and A ⊆ B imply A = B.
Notice that any collection of cliques of a graph constituting a cover has the subset property.
Proposition 10. Let C be a collection of covers of a set M where each cover in C has the subset property. Define a binary relation P ⊆ C × C by P = {(C 1 , C 2 ) ∈ C × C | A ∈ C 1 implies that for some B ∈ C 2 , A ⊆ B} Then P is a partial order.
Definition 14. Let P be a partial order on a set C. C M is called a Largest Element if and only if for every C 1 ∈ C, (C 1 , C M ) ∈ P.
Proposition 11. Largest elements of a partial order are unique. Now it is clear that if P is defined on the collection of all block covers of the influence graph having the subset property, the cover defined by the set of cliques of the influence graph is the unique largest element. Since it is the case that the larger the index sets are in a join composition, the smaller the resulting join. Therefore, the smallest resulting join composition is the join composition resulting from projections using index sets that are the cliques of the influence graph. Therefore, if the collection C is the collection of the cliques of the influence graph of (M, R), then it must be the case that for any other block cover B of the influence graph of (M, R),
Even though ⊗ C∈C π C (M, R) produces the smallest possible decomposition, it still may even properly contain (M, R). So the strongest statement that can be made is (M, R) ⊆ ⊗ C∈C π C (M, R). In arithmetic, irreducible numbers are numbers that cannot be further factored. Such numbers are called prime. We might think that like in arithmetic, a prime factor decomposition of relations is unique up to the order of the factors. But for relation decomposition this is not the case. There can be multiple irreducible factor decompositions of the same composite relation.
When (M, R) = ⊗ N n=1 π M n (M, R), we say that the M n sets are the index factor sets. If for the same relation π A (M, R) ⊗ π B (M, R) = (M, R) we say that A and B are group factor sets. As stated in the next proposition, the group factor sets are bounded above by unions of the index factor sets. takes the value 0 when i j | M − {i, j} and takes a value greater than 0 otherwise. To determine the statistical significance of ρ i j we do a permutation test. Thinking of the tuples of (M, R) arranged as a matrix with each row representing one tuple, we can take the column associated with the index i and randomly shuffle all the values of the column. Similarly, we can take the column associated with the index j and randomly
