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Motivation und Zielstellung
Viele physikalische Probleme fu¨hren zu Randwertproblemen. Dabei gilt es
die Lo¨sung einer Differentialgleichung zu finden, so dass auf dem Rand
vorgegebene Funktionswerte, die so genannten Randbedingungen, angenommen
werden. Differentialgleichungen ko¨nnen nur in wenigen Spezialfa¨llen analytisch gelo¨st
werden. Man muss also auf numerische Verfahren zuru¨ckgreifen.
Ein Problem aus der Praxis ist in der Regel von zu hoher Komplexita¨t. Wir
ko¨nnen daher nicht davon ausgehen ein Black-Box-Verfahren zu finden, welches
jede Differentialgleichung innerhalb akzeptabler Zeit lo¨st. Deshalb brauchen wir auf
die Problemklassen zugeschnittene Verfahren, welche ihre speziellen Eigenschaften
ausnutzen.
Wir beschra¨nken uns hier auf elliptische Randwertprobleme. Sie werden zu
Integralgleichungen umformuliert, mittels Randelementmethode diskretisiert
und damit in ein lineares Gleichungssystem u¨berfu¨hrt. Zur Behandlung des
Gleichungssystems bedienen wir uns Hierarchischer Matrizen.
Obwohl diese bereits effektive Hilfsmittel darstellen, wollen wir versuchen ihre Effizienz
durch Verwendung gemeinsamer Basen weiter zu steigern.
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Wir werden in dieser Arbeit sehen, wie Randwertprobleme in Integralgleichungen
umgeformt werden, die mit Hilfe der Randelementmethode diskretisiert und somit
approximativ durch lineare Gleichungssysteme gelo¨st werden ko¨nnen.
Da die Zahl der Freiheitsgrade im Allgemeinen zu groß ist, als dass ihre herko¨mmliche
Lo¨sung in annehmbarer Zeit zu erwarten ist, beno¨tigen wir angepasste Algorithmen
und Datenstrukturen.
Hierarchische Matrizen erlauben das Speichern einer Vielzahl von Problemen, die
normalerweise quadratische Komplexita¨t ha¨tten, mit fast linearem Aufwand. Daru¨ber
hinaus ermo¨glichen sie oft die Durchfu¨hrung algebraischer Operationen auf den
Approximanten in einem Bruchteil der urspru¨nglich no¨tigen Zeit. Ihre Erzeugung
beinhaltet die Zerlegung des diskretisierten Berechnungsgebietes in approximierbare
Bereiche und die anschließende Berechnung der zu speichernden Eintra¨ge des
Approximanten. Wir werden verschiedene Varianten fu¨r beides vorstellen.
Besonderes Augenmerk wird auf dem speziell an das ACA-Verfahren angepasste
Rekompressionsverfahren RACA liegen, welches mit Hilfe gemeinsamer Basen den
schon sehr guten Speicheraufwand weiter verringert. Wir werden theoretisch und
experimentell seine Effizienz auf der Steifigkeitsmatrix des Doppelschichtpotentials
des Laplaceoperators untersuchen. Die Schwierigkeit im Vergleich zum
Einfachschichtpotential wird in der Abha¨ngigkeit der Glattheit des Operators von der
Beschaffenheit der Geometrie liegen.
Eine weitere Herausforderung, der wir uns in dieser Arbeit stellen werden, ist die
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Kompression von Steifigkeitsmatrizen, die vom Helmholtzoperator stammen. Dieser
Differentialoperator beschreibt Schwingungen und ist in seiner Behandlung sehr
aufwendig, da seine Singularita¨tenfunktion stark oszilliert. Der Grad der Oszillation
steigt mit der Frequenz. Wir untersuchen eine Mo¨glichkeit der Zerlegung der Geometrie,
die Konvergenz der Approximanten unabha¨ngig von der Wellenzahl garantiert, ihre
Komplexita¨t und ihre Kompatibilita¨t mit Verfahren zur Berechnung der Eintra¨ge.
1.2 Hilfsmittel
1.2.1 Multiindexschreibweise
Der U¨bersichtlichkeit halber werden wir ha¨ufig mehrere Indizes j1, j2, ..., jd ∈ N
zu einem Multiindex j zusammenfassen. Er ist ein d−Tupel natu¨rlicher Zahlen,
j = (j1, j2, ..., jd) ∈ Nd, wobei die folgenden Notationen gelten:
j = n⇔ j1 = n, j2 = n, ..., jd = n,
j < n⇔ j1 < n, j2 < n, ..., jd < n,
|j| = j1 + j2 + ...+ jd,












Aufgrund ihrer guten numerischen Eigenschaften werden wir Tschebyscheffpolynome
als Basis bei Interpolation und Matrixapproximation verwenden. Das














, i = 0, ..., p− 1,
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Abbildung 1.1: Lage der Tschebyscheffknoten fu¨r p = 5 und p = 9
welche Tschebyscheffknoten genannt werden. Sie liegen am Rand des Intervalls dichter
als in seiner Mitte, siehe Abbildung 1.1.
Tp(τ) kann auch rekursiv durch die folgende Iterationsvorschrift bestimmt werden:
T0(τ) = 1,
T1(τ) = τ,
Ti+1(τ) = 2τTi(t)− Ti−1(τ) fu¨r i = 1, 2, ... .
(1.2)
Man kann diese Tschebyscheffpolynome (1.1) bei der Interpolation einer Funktion
f(t) ∈ C[a, b] als Basis wa¨hlen, wenn man f(t) durch die Variablentransformation
τ = 2 t−a
b−a − 1 ,∀t ∈ R in eine Funktion in C[−1, 1] umwandelt. Es ist jedoch handlicher
diese Transformation in die Formel fu¨r die Polynominterpolation zu integrieren. Die
Tschebyscheffknoten vom Grad p ∈ N auf einem Intervall [a, b] ⊂ R liegen somit fu¨r






















Wir betrachten die Tschebyscheffpolynominterpolation als Operator
Ip : C[a, b] → Πp−1, Ip(f(t)) = q(t), mit einem Polynom q(t) ∈ Πp−1 vom Grad
p − 1, das in den Tschebyscheffknoten (1.3) mit den Funktionswerten von f(t)








b− a − 1), (1.4)













Funktionen in ho¨herer Dimension f(t) ∈ C(D), t =
t1...
td




[aν , bν ] Tensorprodukt von eindimensionalen Intervallen sein soll,






wobei j ∈ Nd ein Multiindex mit 0 ≤ jν < p, fu¨r ν = 1, ..., d, ist. Sie entsprechen in
jeder Dimension dem jν-ten, eindimensionalen Tschebyscheffknoten (1.3).
Abbildung 1.2: Lage der Tensortschebyscheffknoten fu¨r p = 5 in einer, zwei und drei
Dimensionen
Den zugeho¨rigen Interpolationsoperator erha¨lt man durch Nacheinanderanwenden der
oben definierten 1D-Operatoren (1.4) auf jede der d Koordinaten, also
Ip : [a, b]d → Πdp−1, Ipf(t) = I(1)p ... I(d)p f(t).
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Obwohl es der 2d-dimensionale Fall in einer Variable schon impliziert, wollen wir aus
Bezeichnungsgru¨nden ganz kurz die d-dimensionale Tschebyscheffpolynominterpolation










ν ] angeben. Seien







byν − ayν − 1,





















ν = 1, ..., d, der Tschebyscheffknoten auf die Bereiche Dx, bzw. Dy, dann ist






























als Eintra¨ge einer Koeffizientenmatrix C ∈ Cpd×pd interpretiert werden sollen.
Die bereits erwa¨hnten guten Eigenschaften dieser Polynome sind einerseits die
Mo¨glichkeit sie mit Hilfe der Rekursionsformel (1.2) sehr schnell aufzustellen,
andererseits numerische Stabilita¨t.
Satz 1.2.1. Sei f ∈ Cp[a, b], so ist die Polynominterpolation Ipf auf den
Tschebyscheffknoten eindeutig durch (1.4) gelo¨st und der Fehler durch




beschra¨nkt. Außerdem ha¨ngt die Operatornorm ‖Ip‖ = max‖f‖C[a,b]=1 ‖Ipf‖C[a,b] mit
‖Ip‖ ≤ 1 + 2
pi
log p
nur logarithmisch von p ab.
Satz 1.2.2. Der Interpolationsfehler bei der mehrdimensionalen Tschebyscheff-
interpolation Ip : C(
d⊗
ν=1
[aν , bν ])→ Πdp−1 ist durch








‖f − I(ν)p f‖C(D)
nach oben begrenzt.
Fu¨r Beweise und mehr Informationen sei auf [1] und [2] verwiesen.
6
1.2.3 Gaußkubatur auf Dreiecken
Zur numerischen Berechnung von Integralen werden wir, aufgrund ihrer Effektivita¨t, die
Gaußquadratur benutzen. Sie bietet in Abha¨ngigkeit der Freiheitsgrade g eine optimale
Approximation. Das eindimensionale Integral wird dabei durch die Summe u¨ber g, mit








Die Stu¨tzstellen xi sind die Nullstellen des Legendre-Polynoms vom Grad g und die







xi − xj dx, i = 1, ..., g.
Bei der Approximation mehrdimensionaler Integrale kann man auch auf
Tensorproduktknoten zuru¨ckgreifen. Wir mu¨ssen aber Integrale u¨ber dreieckigen
Grundfla¨chen berechnen, weshalb diese Variante nicht von großem Nutzen ist.
Fu¨r uns sind speziell auf Dreiecke zugeschnittene Stu¨tzstellen sinnvoll und wir benutzen






Abbildung 1.3: Verteilung von g = 7 Gaußknoten in einem Dreieck
Damit folgt fu¨r ein Dreieck τ mit den Eckpunkten P,Q,R, den Bezeichnungen





























































































Die meisten physikalischen Pha¨nomene werden durch Differentialgleichungen
beschrieben. Ihre Behandlung ist fu¨r die Modellierung der Welt unumga¨nglich.
Eine wichtige Klasse sind die elliptischen Differentialgleichungen, die zum Beispiel
die Ausbreitung akustischer Signale, Wirbelstro¨me oder Wa¨rmeleitung beschreiben
ko¨nnen.
Sei Ω ⊂ Rd ein d-dimensionales Lipschitz-Gebiet oder dessen Komplement, f ∈ L2(Ω)
eine Funktion und gD, sowie gN die Beschreibungen der Dirichlet- bzw. der
Neumann-Randbedingungen ΓD,ΓN auf dem Rand ∂Ω = Γ = ΓD ∪ ΓN , dann suchen
wir Lo¨sungen u : Ω→ Rn der partiellen Differentialgleichung
L u = f in Ω,
so dass gilt:
γ0u = gD auf ΓD,
γ1u = gN auf ΓN .
Dabei ist L ein partieller Differentialoperator zweiter Ordnung







mit reellen Koeffizientenfunktionen aij, ai, a, so dass alle Eigenwerte der d× d
Koeffizientenmatrix A = (aij) das gleiche Vorzeichen besitzen und von Null verschieden




u(x˜) fu¨r x ∈ Γ,
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ni(x)aij∂ju(x˜) = 〈An, γ0∇u〉 fu¨r x ∈ Γ,
die Konormalenableitung.
Das eben beschriebene Problem heißt gemischtes elliptisches Randwertproblem.
Beispiel 2.0.3. Der bekannteste elliptische Differentialoperator ist der
Laplaceoperator




Mit Hilfe der Laplacegleichung
∆u = 0
ko¨nnen viele wichtige physikalische Pha¨nomene, wie zum Beispiel elektrische und
gravitative Felder, beschrieben werden.
Beispiel 2.0.4. Der Helmholtzoperator
−∆− κ2 (2.2)
mit der Wellenzahl κ dient der Beschreibung von Wellen. Die Helmholtz-
Differentialgleichung
∆u+ κ2u = 0
ist ein Spezialfall der allgemeinen Wellengleichung und kann beispielsweise
die Schwingungen auf einer Trommel beschreiben. Dabei entspricht eine reine
Dirichletbedingung
u = 0 auf Γ
der Tatsache, dass die Membran am Rand eingespannt ist.
2.1 Randintegralgleichungen
Wir betrachten in dieser Arbeit homogene Randwertprobleme der Form
L u = 0 in Ω,
γ0u = gD auf ΓD,








mit symmetrischer, positiv definiter d × d Matrix A = (aij). Fu¨r viele
Anwendungsbereiche ist es nu¨tzlich (2.3) in eine Randintegralgleichung
umzuformulieren. Dazu multiplizieren wir den Operator (2.4) mit einer hinreichend
glatten Testfunktion v und integrieren anschließend u¨ber Ω:∫
Ω


















Satz 2.1.1 (Erste Greensche Formel). Seien u ∈ H2(Ω), v ∈ H1(Ω) und A ∈ Rd×d
positiv definit, dann gilt:∫
Ω







Wir wenden die Greensche Formel aus Satz 2.1.1 auf (2.5) an.∫
Ω












Wenn wir zusa¨tzlich u ∈ H2(Ω) fordern, ko¨nnen wir die Rollen von u und v vertauschen
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und (2.6) vom Ergebnis abziehen. Das ergibt die zweite Greensche Formel.∫
Ω





































Dabei wurde die Symmetrie der Matrix A benutzt.
Definition 2.1.2. Die Fundamentallo¨sung oder Singularita¨tenfunktion S eines
partiellen Differentialoperators ist die Funktion, die folgende Bedingung erfu¨llt:∫
Ω
(L S)(x− y)u(y) dy = u(x), ∀x ∈ Ω.
Das entspricht der distributionellen Lo¨sung der Gleichung (L S)(x) = δ(x) mit der
Delta-Distribution δ(x).
Beispiel 2.1.3. Die Singularita¨tenfunktion des Laplaceoperators (2.1) im








Ist die Fundamentallo¨sung bekannt, erha¨lt man die Darstellungsformel des
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Definition 2.1.5. Die linearen Integraloperatoren, das Newtonpotential N , das













Diese Definitionen erlauben uns die Darstellungsformel kompakt als
u(x) = N (L u) + V (γ1u)−K (γ0u)
zu schreiben.
Aufgrund der speziellen Form der von uns betrachteten Randwertprobleme entfa¨llt das
Newtonpotential.
Es wird deutlich, dass u nun allein durch die Dirichlet- und die Neumannbedingungen,
jeweils auf dem gesamten Rand ∂Ω, eindeutig bestimmt ist.
u = V (γ1u)−K (γ0u) (2.9)
Leider kennen wir beim gemischten Randwertproblem beide nur auf einem Teil des
Randes. Wir wenden die Spuroperatoren auf (2.9) an
γ0u = γ0V (γ1u)− γ0K (γ0u),
γ1u = γ1V (γ1u)− γ1K (γ0u)
und fu¨hren den adjungierten Doppelschichtpotentialoperator K ?, sowie den
hypersingula¨ren Integraloperator D ein:










Der Einfachschichtpotential- und der hypersingula¨re Operator lassen sich stetig von Ω
und R3 \ Ω¯ auf den Rand Γ fortsetzen. Fu¨r K und K ? treten fu¨r jeden Punkt x0 ∈ Γ,
in dem f stetig ist, die folgenden Spru¨nge auf:
lim
x→x0
(K f)(x) = (K f)(x) +
1
2
f(x0), fu¨r x ∈ Ω,
lim
x→x0
(K f)(x) = (K f)(x)− 1
2
f(x0), fu¨r x ∈ R3 \ Ω¯,
lim
x→x0
(K ?f)(x) = (K ?f)(x) +
1
2
f(x0), fu¨r x ∈ Ω,
lim
x→x0
(K ?f)(x) = (K ?f)(x)− 1
2
f(x0), fu¨r x ∈ R3 \ Ω¯.
(2.11)
Mit den Bezeichnungen aus (2.10) und Definition 2.1.5 erha¨lt man unter Benutzung
















Siehe dazu [4], [5] sowie [6].
Es sei noch eine wichtige Eigenschaft aller Fundamentallo¨sungen S(x − y)
elliptischer Differentialoperatoren genannt, na¨mlich asymptotische Glattheit. Na¨here
Informationen und der Beweis sind in [7] zu finden.
Definition 2.1.6. Eine Funktion κ(x, y) : Rd × Ω → C, κ(·, y) ∈ C∞(Rd \ {y},C),
heißt asymptotisch glatt bezu¨glich x, wenn Konstanten c und γ existieren, so dass fu¨r
alle Multiindizes α und alle y ∈ Rn, alle x ∈ Rn \ {y},




Dadurch ist die Kernfunktion κ(x, y) = S(x− y) des Einfachschicht- und auch die des
Doppelschichtpotentials κ(x, y) = 〈An,∇yS(x−y)〉, welche nur die Normalenableitung
von y entha¨lt, asymptotisch glatt bezu¨glich x, was uns ihre Approximation durch
Hierarchische Matrizen ermo¨glicht.
Die Unterblo¨cke der Form λ Id +A von (2.12) werden wir im Folgenden getrennt
voneinander behandeln. Durch Diskretisierung werden wir Matrizen λM + A
aus den Operatoren erhalten, wobei die so genannte Massematrix M eine
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Diagonalmatrix und somit unproblematisch ist. Unser Hauptaugenmerk liegt daher
auf den Steifigkeitsmatrizen A, insbesondere fu¨r den Fall des Einfach- und des
Doppelschichtpotentials V ,K , da der adjungierte Doppelschichtpotentialoperator
K ? und der hypersingula¨re Operator D auf diese zuru¨ckgefu¨hrt werden ko¨nnen.
Die betrachteten Integralgleichungen lassen sich in den seltensten Fa¨llen analytisch
lo¨sen, weshalb wir die Randelementmethode benutzen. Ihre Grundidee ist es, den
unendlichdimensionalen Funktionenraum der Test- und Ansatzfunktionen durch einen
geeigneten, endlichdimensionalen Raum und die Integralgleichung durch ein lineares
Gleichungssystem zu ersetzen.
2.2 Randelementmethode
Da fu¨r Randwertprobleme im Allgemeinen keine analytischen Lo¨sungen
existieren, beno¨tigen wir ein Diskretisierungsverfahren zur numerischen Lo¨sung.
Beispielhaft stehen verschiedene zur Auswahl: die Finite Differenzenmethode, die
Finite-Elemente-Methode oder die Randelementmethode, wobei unser Augenmerk auf
der letzteren liegt.
Sie unterscheidet sich gravierend von den anderen, weil nicht das gesamte Gebiet
Ω sondern ausschließlich dessen Rand ∂Ω diskretisiert werden muss. Dies bringt
den Vorteil, dass zur Lo¨sung des Rd-Randwertproblems nur die Triangulierung einer
(d − 1)-dimensionalen Mannigfaltigkeit no¨tig ist. Das verringert den Aufwand der
Netzverwaltung und die Anzahl der Freiheitsgrade. Es hat aber den Nachteil, dass
entstehende Matrizen, im Gegensatz zu den anderen Verfahren, vollbesetzt und
damit komplizierter zu bearbeiten sind. Außerdem muss fu¨r die Umformulierung die
Fundamentallo¨sung des Differentialoperators bekannt sein. Weitere Vorteile liegen
in der Mo¨glichkeit partielle Differentialgleichungen auf unbeschra¨nkten Gebieten zu
behandeln, was bei Außenraumproblemen no¨tig ist, sowie in der generisch ho¨heren
Konvergenzordnung.
Wie im vorigen Abschnitt gezeigt, wird das Randwertproblem mit Hilfe der zweiten
Greenschen Formel in ein System von Integralgleichungen umgeformt. Durch
Diskretisierung erhalten wir dann ein lineares Gleichungssystem, das gelo¨st werden
muss.
Beim Galerkin-Verfahren multiplizieren wir die Integralgleichung zum Operator
A : V → W ,
(A u)(x) = f(x) (2.13)
15
mit einer Testfunktion v, integrieren u¨ber den Rand∫
Γ




und suchen eine schwache Lo¨sung u ∈ V , so dass (2.14) ∀v ∈ W erfu¨llt ist.
Satz 2.2.1. Besitzt (2.13) eine Lo¨sung, so stimmt diese mit der Lo¨sung von (2.14)
u¨berein.
Zuerst beno¨tigen wir eine Partition T = {τ1, ..., τn} des Randes Γ =
n⋃
i=1
τi von Ω. Wir
gehen von einer zula¨ssigen Zerlegung in Dreiecke τi aus. Deren Erzeugung soll jedoch
nicht Teil dieser Arbeit sein. Anschließend betrachten wir Test- und Ansatzfunktionen
auf den Randelementen τi, zum Beispiel stu¨ckweise polynomielle oder konstante
Funktionen, die die endlichdimensionalen Unterra¨ume, den Ansatzraum Vh ⊂ V und
den Testraum Wh ⊂ W bilden. Jetzt suchen wir eine Lo¨sung uh ∈ Vh von∫
Γ
(A uh)(x)vh(x) dsx =
∫
Γ
f(x)vh(x) dsx, ∀vh ∈ Wh. (2.15)
Da uh ∈ Vh in einem Unterraum liegt, stimmt es im Allgemeinen nicht mit der Lo¨sung
u ∈ V u¨berein. Dass uh allerdings eine quasi optimale Na¨herung auf dem Raum Vh
darstellt, garantiert das Ce´a-Lemma.
Satz 2.2.2. Sind u ∈ V Lo¨sung von (2.14) und uh ∈ Vh ⊂ V Lo¨sung von (2.15), dann
gilt:





Fu¨r die Beweise der Sa¨tze 2.2.1 und 2.2.1 sei auf [8] oder [4] verwiesen.
Sei BV = {ϕ1, ..., ϕn} eine Basis des endlichdimensionalen Raums Vh, so hat uh eine
Darstellung bezu¨glich BV , uh(x) =
n∑
i=1
αiϕi. Das heißt, die gesuchte Lo¨sung uh ist
eindeutig durch ihre Koeffizienten αi bestimmt. Analog hat jedes vh eine Darstellung zu









f(x)ψj(x) dsx, j = 1, ...,m
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Aufgrund der Linearita¨t der Operatoren A erhalten wir ein lineares (m × n)-
Gleichungssystem










dessen Lo¨sung uns die gesuchten Koeffizienten fu¨r die Lo¨sung uh von (2.15) liefert.
Sei A der Einfach- oder der Doppelschichtpotentialoperator wie in Definition 2.1.5, so




κ(x, y)u(y) dsy = f(x) (2.17)
schreiben. Dabei ist κ(x, y) eine Kernfunktion, die nur aus der Fundamentallo¨sung,
beziehungsweise im letzteren Fall aus deren Normalenableitung besteht.













Eine weitere Mo¨glichkeit der Diskretisierung ist das Kollokationsverfahren. Dabei gehen
wir a¨hnlich vor wie beim Galerkinverfahren und wa¨hlen eine Basis im Ansatzraum




wir, dass sie an ausgewa¨hlten Kollokationspunkten xj, j = 1, ..., n, zum Beispiel
an den Mittelpunkten der Dreiecke, mit der Lo¨sung des Ausgangsproblems (2.13)
u¨bereinstimmt, also dass fu¨r j = 1, ..., n gilt:







Wir erhalten dadurch wieder ein lineares Gleichungssystem Aα = b, mit
aij = (A ϕi)(xj),
bj = f(xj).









Eine dritte, erwa¨hnenswerte Methode zur Diskretisierung ist das Nystro¨mverfahren.
Hierbei fordern wir nicht nur die Gleichheit an den Kollokationspunkten xj, j = 1, ..., n
wie bei (2.19), sondern ersetzen auch das Integral aus dem Operator A durch eine
Quadraturformel. Also fu¨hren wir Stu¨tzstellen yi, i = 1, ..., n und Gewichte wi ein und
erhalten schließlich das folgende lineare Gleichungssystem fu¨r unsere Operatoren der
Form (2.17):
Aα = b,
aij = wiκ(xj, yi),
bj = f(xj).
(2.21)
Die Gleichungssysteme (2.20) und (2.21), die als Ergebnis des Kollokations-,
beziehungsweise des Nystro¨mverfahrens auftreten, ko¨nnen als Spezialfa¨lle von
(2.18), dem Galerkinverfahren, interpretiert werden. Man betrachtet dabei die
Delta-Distribution als Basisfunktionen ϕj(x) = δxj und im Nystro¨mfall zusa¨tzlich
ψi(y) = wiδyi .
Mit den entstandenen Systemen werden wir uns in dieser Arbeit bescha¨ftigen.
Genauer gesagt mit der Frage, wie wir die Steifigkeitsmatrizen A platzsparend
speichern ko¨nnen, so dass mit geringen Kosten auf ihnen gearbeitet werden kann, um
das Gleichungssystem (2.18) zu lo¨sen. Dafu¨r gibt es verschiedene Ansa¨tze, zum Beispiel
Waveletverfahren, bei denen Wavelets als Basisfunktionen der endlichdimensionalen





Wie wir gesehen haben, ergeben durch elliptische Differentialgleichungen beschriebene
physikalische Pha¨nomene nach ihrer Diskretisierung lineare Gleichungssysteme. Da
in tatsa¨chlichen Anwendungen die Zahl der Freiheitsgrade, also die Gro¨ßen m,n
einer Steifigkeitsmatrix A ∈ Cm×n, mehrere Millionen betra¨gt, ist es notwendig eine
Lo¨sungsmo¨glichkeit zu finden, die fast lineare Komplexita¨t hat.
Eine Variante fu¨r logarithmisch lineare Komplexita¨t liefert die Anna¨herung durch
Hierarchische Matrizen, siehe [9] und [10]. Dabei wird die Ausgangsmatrix in geeignete,
niedrigrangapproximierbare Unterblo¨cke zerlegt. Ihr großer Vorteil gegenu¨ber anderen
Methoden ist, dass auf dem Ergebnis der Kompression immernoch algebraische
Operationen wie Addition und Multiplikation durchgefu¨hrt werden ko¨nnen, teilweise
sogar schneller als auf der Originalmatrix.
3.1 Niedrigrangmatrizen
Definition 3.1.1. Die Menge der komplexen (m × n)-Matrizen mit einem Rang von
maximal k bezeichnen wir mit Cm×nk , das heißt C
m×n
k = {A ∈ Cm×n, rang(A) ≤ k}.
Wenn eine Matrix keinen vollen Rang k hat, so ko¨nnen ihre Zeilen, beziehungsweise
Spalten durch Linearkombinationen von je k erzeugt werden. Das ist Hintergrund des
folgenden Theorems.
Satz 3.1.2. Eine Matrix A ∈ Cm×n geho¨rt zur Menge Cm×nk genau dann, wenn zwei
Matrizen U ∈ Cm×k und V ∈ Cn×k existieren, so dass
A = UV H . (3.1)
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Dabei ist V H die hermitesche Transposition von V .
Falls k im Vergleich zu m und n klein ist, lohnt es sich die Matrix nicht eintra¨geweise,
sondern als Produkt zu speichern.
Definition 3.1.3. Eine Niedrigrangmatrix ist eine Matrix A ∈ Cm×nk mit
k(m+ n) < mn.
Die Darstellung einer Niedrigrangmatrix in a¨ußerer Produktform ist nicht nur aus
Speichergru¨nden sinnvoll. Es lassen sich außerdem u¨bliche Matrixoperationen direkt
auf diese Form anwenden.
Beispiel 3.1.4. Bei der Matrix-Vektor-Multiplikation Av = w, v ∈ Cn, w ∈ Cm,
beno¨tigen wir O(mn) Operationen. Liegt A = UV H in a¨ußerer Produktform vor,
berechnen wir erst V Hv und multiplizieren das Ergebnis anschließend mit U , was
uns zusammen O(k(m + n)) Operationen kostet und damit bei Niedrigrangmatrizen
schneller ist.
Diese guten Eigenschaften gelten zwar vorerst nur fu¨r Niedrigrangmatrizen,
allerdings lassen sich einige Matrizen mit vollem Rang durch Niedrigrangmatrizen
approximieren. Damit meinen wir, dass der no¨tige Rang k nur logarithmisch von einer
vorgegebenen Genauigkeit ε abha¨ngt. Diese Bedingung erfu¨llen geeignete Unterblo¨cke
der Steifigkeitsmatrizen elliptischer Differentialoperatoren, wie in (2.5).
Die beste k-Rang-Na¨herung erha¨lt man aus der Singula¨rwertzerlegung einer Matrix.
Satz 3.1.5. Sei A = UΣV H die Singula¨rwertzerlegung einer Matrix A ∈ Cm×n,m ≥ n,
dann gilt fu¨r alle k ≥ n:
min
M∈Cm×nk
‖A−M‖ = ‖A− Ak‖ = ‖A− Σk‖,
wobei Ak := UΣkV
H ∈ Cm×n und Σk := diag(σ1, ..., σk, 0, ..., 0) ∈ Rk×k sei.
Um die gewo¨hnliche a¨ußere Produktform zu erhalten, muss Σk noch auf eine der beiden
anderen Matrizen multipliziert werden. Da die Berechnung der Singula¨rwertzerlegung
jedoch zu teuer ist, werden wir uns anderer Techniken bedienen.
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3.2 Partitionierung
Fu¨r gewo¨hnlich lassen sich Matrizen nicht ga¨nzlich niedrigrangapproximieren, oft treten
jedoch Matrizen mit approximierbaren Unterblo¨cken auf. Wir beno¨tigen also Hilfsmittel
zur Beschreibung einer geeigneten Zerlegung.
Definition 3.2.1. Seien I, J ⊂ N. Eine Teilmenge P ∈ P(I × J) des kartesischen
Produktes von I und J heißt Partition, wenn




und wenn aus b1 ∩ b2 6= ∅ stets b1 = b2 fu¨r alle b1, b2 ∈ P folgt.
Die Einschra¨nkung der Matrix A auf eine dieser Indexteilmengen b = t×s, t ⊂ I, s ⊂ J
bezeichnen wir mit Ats oder Ab und nennen sie Unterblock oder nur Block von A.
Unter all den potenziellen Zerlegungen suchen wir nun eine, die mo¨glichst große
Blo¨cke mit mo¨glichst kleinem Rang erzeugt, denn das wu¨rde fu¨r uns geringen
Speicher- sowie Berechnungsaufwand in der a¨ußeren Produktform bedeuten. Leider
ist die Suche nach der optimalen Partition in Anbetracht der einander diametral
gegenu¨berliegenden Kriterien sehr komplex. Wir geben uns daher mit einer Partition
zufrieden, die uns Approximationen logarithmisch-linearer Komplexita¨t ermo¨glicht
und in logarithmisch-linearer Zeit erzeugbar ist. Eine solche erhalten wir durch das
Einhalten so genannter Zula¨ssigkeitsbedingungen. Je nach Problemstellung gibt es
verschiedene. Sie haben jedoch alle, um eine ausreichend gute Partitionierung zu
erzeugen, Folgendes gemeinsam:
(i) ist b zula¨ssig, so fallen die Singula¨rwerte von Ab exponentiell,
(ii) die Zula¨ssigkeitsbedingung kann auf jedem Block t×s ∈ P(I×J) mit O(|t|+ |s|)
Operationen gepru¨ft werden,
(iii) ist b zula¨ssig, so auch jede seiner Teilmengen b′ ⊂ b.
Wir werden uns in dieser Arbeit besonders mit Zula¨ssigkeitsbedingungen bescha¨ftigen,
die auf die Struktur von Steifigkeitsmatrizen elliptischer Differentialoperatoren
angepasst sind, zum Beispiel mit der Fernfeldbedingung. Wie in Kapitel 2 beschrieben,
entha¨lt jeder Eintrag aij einer solchen Matrix A ∈ Cm×n die Auswertung einer
Kernfunktion κ(xi, yj) an den beiden Stellen xi, yj ∈ Ω ⊂ Rd im Raum. Eine Partition
wie in Definition 3.2.1 von Indizes entspricht hier also ebenso einer Zerlegung des
Raumes Rd.
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Definition 3.2.2. Seien Xi = supp(ϕi), Yj = supp(ψj), i = 1, ..., n, j = 1, ...,m, die
Tra¨ger der Test- und Ansatzfunktionen bei der Randelementmethode, so nennen wir










Beispiel 3.2.3. Ein Block b = t × s der Steifigkeitsmatrix eines elliptischen
Differentialoperators, wie zum Beispiel des Laplaceoperators, kann als zula¨ssig gelten,
wenn das Cluster Ys zum Cluster Xt die Fernfeldbedingung
diam(Xt) ≤ η dist(Xt, Ys) (3.2)
erfu¨llt. Dabei ist diam(Xt) = max
x1,x2∈Xt
‖x1 − x2‖ der Durchmesser des Clusters Xt,
dist(Xt, Ys) = min
x∈Xt,y∈Ys
‖x− y‖ der Abstand der Cluster und η > 0 ein Parameter. Wir
sagen dann Ys liegt im Fernfeld von Xt. Es gibt auch symmetrische Varianten dazu,
bei denen gefordert wird, dass sich wenigstens eines der beiden oder aber beide Cluster
im Fernfeld des jeweils anderen befinden.
Das bedeutet, dass die beiden Cluster Xt und Ys im Vergleich zu ihrer Gro¨ße weit




diam(Xt)dist(Xt, Yr) dist(Xt, Ys)
Abbildung 3.1: Das Cluster Yr liegt im Fernfeld von Xt mit η = 1, Ys dagegen nicht
Diese Bedingung ist speziell auf die von uns betrachteten Kernfunktionen κ(x, y),
die eine Singularita¨t ausschließlich bei x = y aufweisen, angepasst. Die Eintra¨ge der
Unterblo¨cke t × s mit großem Abstand zur Hauptdiagonalen unterscheiden sich nur
geringfu¨gig. Man kann zeigen, dass die Eigenwerte dieser Matrixblo¨cke exponentiell
fallen. Also erfu¨llt (3.2) die erste Eigenschaft einer Zula¨ssigkeitsbedingung, jedoch nicht
die zweite, da die Berechnung von dist(Xt, Ys) O(|t||s|) Operationen beno¨tigt. Deshalb
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rt ≤ dist(mt, Ys). (3.3)
Hier sind rt der Radius und mt der Mittelpunkt des Clusters Xt.
Um Cluster mit mo¨glichst kleinem Durchmesser zu erzeugen und damit die
Zula¨ssigkeitsbedingung (3.3) zu erfu¨llen, teilen wir den Raum Ω sukzessive, zum
Beispiel mittels Hauptkomponentenanalyse, siehe [11], bis die Einzelteile eine gegebene
Gro¨ße nmin unterschreiten und speichern die Partition in einem so genannten
Clusterbaum, vergleiche Definition 3.2.4 sowie Abbildung 3.2.
Abbildung 3.2: Beispiel fu¨r einen Clusterbaum
In einem Baum B = (V,E) mit Knoten V und Kanten E bezeichnen wir den
graphentheoretischen Abstand eines Knotens t ∈ V zur Wurzel als Tiefe von t
und die Menge B(l) = {t ∈ V, t hat die Tiefe l} als l-te Ebene. Weiter seien
S(t) := {t′ ∈ B(l+1) : (t, t′) ∈ E} die Menge aller So¨hne eines Knotens t ∈ V ,
deg(t) = |S(t)| sein Grad und L(B) := {t ∈ V : deg(t) = 0} die Menge der Bla¨tter.
Definition 3.2.4. Ein Baum TI = (V,E) heißt Clusterbaum zur Indexmenge I ⊂ N,
wenn er folgende Bedingungen erfu¨llt:
(i) I ist die Wurzel von TI ,
(ii) ∀t ∈ V \ L(TI) : t 6= ∅, t =
⋃
t′∈S(t)
t′, ∀t1, t2 ∈ S(t) : t1 ∩ t2 = ∅,
(iii) ∀t ∈ V \ L(TI) : deg(t) ≥ 2.
Ein Clusterbaum TI kann die Zerlegung des Raumes, also der zugrunde liegenden
Geometrie, speichern. Um aber die Zerlegung der Matrix in ihre Unterblo¨cke zu
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verwalten, beno¨tigen wir eine Struktur auf I × J . Das kartesische Produkt von zwei
Clusterba¨umen eignet sich dafu¨r leider nicht, weil es zu quadratischem Speicheraufwand
fu¨hren wu¨rde und damit unseren Forderungen nicht nach ka¨me. Wir benutzen
daher hierarchische Strukturen, die mit logarithmisch-linearem Speicherbedarf
auskommen, na¨mlich Blockclusterba¨ume. Streng genommen ist ein Blockclusterbaum
die Erweiterung eines Clusterbaums auf eine Indexmenge I × J ⊂ N × N, wir
beschra¨nken uns aber auf zwei spezielle Arten, die jeweils durch die ihnen zugrunde
liegenden Zerlegungsalgorithmen bestimmt sind.
So kann ein Blockclusterbaum TI×J = (V,E) aus zwei Clusterba¨umen TI , TJ aufgebaut
werden, indem man fordert, dass I × J seine Wurzel ist und dass die So¨hne S(t × s)
jedes Knotens t× s ∈ V eindeutig durch die Vorschrift
SI×J(t× s) =
{
∅, falls t× s zula¨ssig ∨ S(t) = ∅ ∨ S(s) = ∅,
S(t)× S(s), sonst, (3.4)
festgelegt sind.
Wir zerlegen die Matrix also rekursiv und testen fu¨r jeden Unterblock, ob er die
Zula¨ssigkeitsbedingung erfu¨llt. Ist dies der Fall, speichern wir ihn approximiert in
a¨ußerer Produktform, anderenfalls teilen wir ihn erneut und untersuchen seine So¨hne,
bis die Gro¨ßen der Indexmengen nmin unterschreiten.
Die Partition P besteht dann aus den Bla¨ttern des Blockclusterbaums.
Abbildung 3.3: Beispiel fu¨r einen Blockclusterbaum aus zwei Teilclusterba¨umen wie
in Abb. 3.2 mit resultierender Matrixpartitionierung rechts. Die
dunkelblauen Blo¨cke sollen dabei zula¨ssig sein, die hellblauen dagegen
nicht.
Eine andere Mo¨glichkeit einen Blockclusterbaum TI×J = (V,E) zu erzeugen besteht
darin, von nur einem zugrunde liegenden Clusterbaum TI auszugehen, die Wurzel I×J
zu setzen und seiner Hierarchie folgend, zu jedem Knoten t ∈ TI die maximale, zula¨ssige
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Indexmenge zu wa¨hlen. Der nicht zula¨ssige Rest wird mit den So¨hnen S(t) zu neuen
Bla¨ttern des Blockclusterbaums zusammengefu¨gt, bis die Unterblo¨cke zu klein werden.
Seien also z(t) ⊂ J ,
z(t) = {j ∈ J : t× s zula¨ssig nach Fernfeldbedingung (3.3)}
die Menge aller Indizes, die die jeweilige Zula¨ssigkeitsbedingung zusammen mit t
erfu¨llen und t1, ..., tn ∈ S(t) die Kindknoten von t im Clusterbaum TI , dann bestimmt
die folgende Vorschrift die So¨hne zu einem Knoten t× s:
SI×J(t× s) =

∅, falls t× s zula¨ssig ∨ |s| < nmin,
{t× (z(t) ∩ s)), t× (s \ z(t))}, falls S(t) = ∅ ∨ |s \ z(t)| < nmin,
{t× (z(t) ∩ s), t1 × (s \ z(t)), ..., tn × (s \ z(t))}, sonst.
(3.5)
Gegenu¨ber der ersten Variante haben wir den Vorteil, eine Zerlegung mit
minimaler Anzahl an Blo¨cken und maximal ausgenutzter Zula¨ssigkeit zu erhalten,
vergleiche Abbildungen 3.4 und 3.5, die mit gleicher Zula¨ssigkeitsbedingung aber
verschiedener Konstruktionsvariante erzeugt wurden. Da zula¨ssige Blo¨cke in der
a¨ußeren Produktform platzsparender gespeichert werden ko¨nnen, beno¨tigt die
Partitionierung in Abbildung 3.5 weniger Speicher als die in Abbildung 3.4.
Nachteilig ist allerdings, dass diese im Allgemeinen nicht mehr zusammenha¨ngend
und in ihrer Behandlung daher komplexer sind. Außerdem ko¨nnen zwar
Matrix-Vektor-Multiplikation und Addition mit Matrizen noch durchgefu¨hrt werden,
aber die zweite Konstruktionsvariante (3.5) erlaubt die Anwendung einiger ho¨herer
Matrixoperationen wie der Matrizenmultiplikation nicht mehr.
Es ein noch angemerkt, dass der Blockclusterbaum in Abbildung 3.3 in dem Sinn
optimal ist, als dass die Anwendung der Partitionierung (3.5) mit gleichem η zur exakt
selben Zerlegung gefu¨hrt ha¨tte.
Abbildung 3.4: Beispiel fu¨r einen Blockclusterbaum aus zwei Clusterba¨umen mit
strengerer Zula¨ssigkeitsbedingung durch kleineres η
Es ist in Abbildung 3.5 besonders zu beachten, dass die dunkelblauen, zula¨ssigen
Teile der Matrixpartitionierung, die nur zwei Eintra¨ge beinhalten, keine eigensta¨ndigen
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Blo¨cke sind. Sie geho¨ren zu dem Teil mit vier Eintra¨gen in der gleichen Zeile und bilden
damit ein anschauliches Beispiel fu¨r nicht zusammenha¨ngende Blo¨cke. Hier mu¨ssen alle
Indizes gespeichert werden, bei zusammenha¨ngenden nur Anfang und Ende. Deshalb
werden wir, wann immer es die Komplexita¨t zula¨sst, letztere Variante benutzen. Das
wird bei der Fernfeldbedingung der Fall sein.
Abbildung 3.5: Beispiel fu¨r einen Blockclusterbaum, aus einem Clusterbaum konstruiert
In [7] sind Abscha¨tzungen des Speicher- und Berechnungsaufwands fu¨r die Varianten
(3.4) und (3.5) zum Aufstellen eines Blockclusterbaums bewiesen. Die Ergebnisse
werden in Tabelle 3.1 kurz zusammengefasst. Dabei sind L(TI) wie oben die
Bla¨tter eines Clusterbaums, |L(TI)| ∼ |I| deren Anzahl und csp die so genannte
Sparsity-Konstante. Sie beschreibt, wie viele Knoten es zu einer gegebenen Indexmenge
maximal gibt. Ihre Definition unterscheidet sich je nach Konstruktionsvariante.
Definition 3.2.5. Fu¨r die Partitionierung (3.5) aus einem Clusterbaum TI ist die
Sparsitiy-Konstante csp(TI) definiert durch:
csp(TI) = max
t∈TI
|{s ∈ J : t× s ∈ TI×J}|.
Fu¨r den Blockclusterbaum TI×J aus zwei Clusterba¨umen (3.4) ist die
Sparsitiy-Konstante csp(TI×J) als Maximum der zeilenweisen
crsp(TI×J) = max
t∈TI
|{s ∈ J : t× s ∈ TI×J}|
und der spaltenweisen Sparsity-Konstante
ccsp(TI×J) = max
s∈TJ
|{t ∈ I : t× s ∈ TI×J}|
definiert, also
csp(TI×J) = max{crsp(TI×J), ccsp(TI×J)}.
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zwei Clusterba¨ume ein Clusterbaum
Operationen zum Aufstellen csp(TI×J)(|I| log |I|+ |J | log |J |) η−d−1|I| log |I|
Anzahl der Blo¨cke 2csp(TI×J) min{|L (TI)|, |L (TJ)|} csp(TI)|L (TI)|
Tabelle 3.1: Komplexita¨tsklassen der verschiedenen Konstruktionsvarianten von
Blockclusterba¨umen im Vergleich
Bei Konstruktionsvariante (3.4) ist csp(TI×J) eine von |I| und |J | unabha¨ngige und von
η abha¨ngige Konstante, siehe [7]. Fu¨r die Konstruktion aus nur einem Clusterbaum
la¨sst sich sogar sofort ablesen, dass csp(TI) = 2 gilt, da zu jedem t ∈ I maximal
der gro¨ßtmo¨gliche zula¨ssige Teil und der kleine nicht zula¨ssige Rest als potentielle
Kandidaten zur Blockbildung in Frage kommen.
Definition 3.2.6. Eine Partition P heißt zula¨ssig, wenn jeder Block t×s ∈ P zula¨ssig
oder klein, das heißt |t| < nmin ∨ |s| < nmin, ist.
Definition 3.2.7. Die Menge der Hierarchischen Matrizen auf einem Blockclusterbaum
TI×J mit zula¨ssiger Partition P und blockweisem Rang k wird definiert als
H (TI×J) = {A ∈ C|I|×|J |,∀b ∈ P : rang(Ab) ≤ k}.
Ein Element dieser Menge nennen wir kurzH -Matrix. Die zula¨ssigen Blo¨cke speichern
wir in a¨ußerer Produktform, die kleinen, unzula¨ssigen eintra¨geweise.
3.3 Multiplikation mit Vektoren
Die Matrix-Vektor-Multiplikation spielt fu¨r uns eine besonders wichtige
Rolle. Die linearen Gleichungssysteme, die durch die Diskretisierung aus den
Differentialoperatoren entstehen, werden selten direkt gelo¨st. Direkte Verfahren sind
in Anbetracht der großen Zahl von Freiheitsgraden im Allgemeinen zu langsam.
Viele iterative Methoden ko¨nnen lineare Gleichungssysteme durch wiederholte
Matrix-Vektor-Multiplikation lo¨sen. Es ist also wichtig, diese algebraische Operation
zur Verfu¨gung zu stellen und effizient zu gestalten.
Die Multiplikation einer Hierarchischen Matrix A ∈ H (TI×J) mit einem Vektor
x ∈ C|J | erfolgt durch Multiplikation der einzelnen Blo¨cke mit den jeweiligen Teilen des
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mit xs ∈ C|J |,
(xs)j :=
{
xj fu¨r j ∈ s,
0 sonst,
und yt ∈ C|I|,
(yt)i :=
{
(Atsxs)i fu¨r i ∈ t,
0 sonst.
Wie beschrieben ko¨nnen wir von einer Menge zula¨ssiger oder kleiner Blo¨cke Ats
ausgehen. Fu¨r die zula¨ssigen sind die Zahl der zu speichernden Eintra¨ge und die
der Operationen bei der Matrix-Vektor-Multiplikation Atsxs = UtsV
H
ts xs in a¨ußerer
Produktform durch
O(k(|t|+ |s|))
beschra¨nkt, siehe Beispiel 3.1.4 sowie [7]. Fu¨r die kleinen beno¨tigt man, da sie
eintra¨geweise gespeichert werden,
O(|t||s|)
Eintra¨ge sowie Operationen. Einen Block hatten wir klein genannt, wenn wenigstens
einer der Indexmengen eine Konstante nmin unterschreitet, also folgt
|t||s| ≤ max{|t|, |s|} · nmin ≤ nmin(|t|+ |s|).
Sind k und nmin gegebene Konstanten und c = max{k, nmin}, ko¨nnen die Kosten
von blockweise anwendbaren Operationen auf hierarchischen Matrizen mit c(|t| + |s|)
no¨tigen Berechnungsschritten pro Block abgescha¨tzt werden. In [7] findet man fu¨r die
Blockclusterba¨ume aus zwei zu Grunde liegenden, balancierten Clusterba¨umen TI , TJ ,
vergleiche Definition 3.3.1,∑
t×s∈TI×J
c(|t|+ |s|) ∼ |I| log |I|+ |J | log |J |.
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Wir gehen davon aus, dass I und J von der gleichen Gro¨ßenordnung sind, also
|J | = O(|I|), woraus ∑
t×s∈TI×J
c(|t|+ |s|) ∼ |I| log |I|
folgt. Der Aufwand fu¨r die Multiplikation einer Hierarchischen Matrix
aus zwei Clusterba¨umen mit einem Vektor betra¨gt also O(n log n). Die
Matrix-Vektor-Multiplikation auf einer unkomprimierten Matrix liegt in der
Komplexita¨tsklasse O(n2). Das heißt diese Operation ist auf eben betrachteten
H -Matrizen nicht nur durchfu¨hrbar sondern auch noch schneller als auf gewo¨hnlichen.
Wir werden zeigen, dass diese hervorragende Eigenschaft nicht von der Art der
Konstruktion abha¨ngt und auch die Partitionierungsvariante (3.5) aus einem
Clusterbaum eine Matrix-Vektor-Multiplikation in O(n log n) Schritten erlaubt.
Definition 3.3.1. Ein Baum TI heißt balanciert, wenn fu¨r alle Knoten t ∈ TI eine von
|I| unabha¨ngige Konstante R > 0 existiert, so dass
R ≤ |t1||t2|
fu¨r alle So¨hne t1, t2 ∈ S(t) von t gilt.
Satz 3.3.2. Sei A ∈ H (TI×J) eine hierarchische Matrix auf einem Blockclusterbaum
TI×J , der aus einem balancierten Clusterbaum TI mit konstanter, von |I| unabha¨ngiger,
maximaler Anzahl |S| = max
t∈TI
|S(t)| an So¨hnen pro Knoten durch (3.5) mit der
Fernfeldbedingung (3.3) konstruiert wurde. Weiter gelte fu¨r alle Cluster Xi, i ∈ I:
max
i∈I
diam(Xi) ≤ cs min
i∈I
diam(Xi).
Dann ist die Anzahl der no¨tigen Operationen bei der Matrix-Vektor-Multiplikation mit
einem Vektor x ∈ C|J | von der Ordnung
η1−d|I| log |I|.
Beweis: Wir betrachten einen Knoten t ∈ TI mit So¨hnen t1, ..., tn ∈ S(t). Sei
|tmax| = max
ti∈S(t)
|ti|, die maximale Anzahl an Indizes in einem der Kindknoten, dann
gilt
|t| = |t1|+ ...+ |tn| ≤ |S(t)||tmax|.
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Da der Clusterbaum balanciert ist, gilt zusa¨tzlich |ti| > R|tmax| ∀ti ∈ S(t) und damit






Wenn man einen Knoten t × s aus dem Blockclusterbaum und dessen aus (3.5)
konstruierten So¨hne betrachtet, ist offensichtlich, dass fu¨r den zula¨ssigen Teil die
Hierarchie sofort endet. Der Vater eines jeden, von der Wurzel verschiedenen, Knotens
ist also nicht zula¨ssig. Die Indizes s \ z(t), die mit den So¨hnen s(t) weiter gepaart
werden, sind nur die, die nicht im Fernfeld von t liegen. Fu¨r einen nicht vollsta¨ndig
zula¨ssigen Knoten t× s 6= I × J , der einen Vater tˆ× sˆ hat, gilt also
|s| = |sˆ \ z(tˆ)| ≤ |J \ z(tˆ)|.
Die Menge J \ z(tˆ) nennt man das Nahfeld und aus [7] Lemma 1.33 ist bekannt, dass
seine Gro¨ße durch




Damit folgt fu¨r alle nicht zula¨ssigen Knoten t× s.
|s| ≤ |J \ z(tˆ)| ≤ c1(1 + 1
η






Schließlich ergibt sich daraus mit (3.6) fu¨r alle zula¨ssigen Knoten t × s ∈ B(l), l ≥ 2
mit einer Tiefe von wenigstens 2 als Kinder nicht zula¨ssiger Knoten tˆ× sˆ
|s| ≤ |sˆ| ≤ c1(1 + 1
η






Da R, S, c Konstanten sind, folgt mit c2 = c
|S|2
R2
fu¨r aller Knoten t× s ∈ B(l), l ≥ 2
|s| ≤ c2(1 + 1
η
)d−1|t|.
Fu¨r die Wurzel und ihre direkten Kinder benutzen wir |s| ≤ |J | und erhalten maximal
c(|I| + |J |) + c(|I| + |J |)|S|, also O(I) Operationen. Zusammen mit Lemma 1.21 aus




folgt fu¨r alle u¨brigen Knoten bei der Matrix-Vektor-Multiplikation, die maximal





























≤ cspcc2(1 + (1 + 1
η
)d−1)L(TI)|I|.
















und weil TI balanciert ist, gilt L(TI) = O(log |I|).
Die verschiedenen Teile zusammen ergeben:∑
t×s∈TI×J
c(|t|+ |s|) ≤ cspcc2(1 + (1 + 1
η
)d−1)L(TI)|I|+ c(|I|+ |J |) + c(|I|+ |J |)|S|
= O(η1−d|I| log |I|).
Bemerkung 3.3.3. Wir haben im Beweis nicht benutzt, dass die Matrix-Vektor-
Multiplikation nur auf zula¨ssigen Blo¨cken, also auf den Bla¨ttern des Blockclusterbaums,
arbeitet. Die Abscha¨tzung gilt also auch fu¨r beliebig andere Algorithmen, die nur
c(|t|+ |s|) Operationen auf jedem Knoten t× s ∈ TI×J beno¨tigen.
3.4 Berechnung der Eintra¨ge
Im letzten Abschnitt haben wir die Matrix in Blo¨cke zerlegt, die
niedrigrangapproximierbar oder klein sind. Wir wollen Blo¨cke Ats ∈ Cm×n der
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Steifigkeitsmatrix eines elliptischen Differentialoperators approximieren und erinnern






κ(x, y)ϕi(x)ψj(y) dsx dsy, i ∈ I, j ∈ J.
Die kleinen Blo¨cke haben auch genau diese Eintra¨ge. Jetzt fehlen uns fu¨r die anderen
noch die jeweiligen Approximanten, also die tatsa¨chlichen Matrixeintra¨ge von U und
V . Die optimale Na¨herung erha¨lt man aus der Singula¨rwertzerlegung, die leider viel zu
aufwendig ist. Fu¨r eine schnelle Berechnung gibt es zwei Mo¨glichkeiten. Zum einen wa¨re
hier die Anna¨herung der Kernfunktion des Integraloperators mittels einer degenerierten
Kernfunktion, zum Beispiel durch Interpolation und zum anderen die Berechnung aus
den originalen Matrixeintra¨gen mit Hilfe des ACA-Verfahrens zu nennen.
3.4.1 Interpolation
Definition 3.4.1. Seien D1, D2 ⊂ Rd zwei Gebiete. Eine Kernfunktion
κ : D1 × D2 → C heißt degeneriert, wenn ein k ∈ N und Funktionen ul : D1 → C





In [7] wird gezeigt, dass man durch Anwenden desselben Diskretisierungsverfahrens
bei der Randelementmethode auf ul und vl statt auf κ eine Niedrigrangmatrix UV
H
vom Rang k erha¨lt. Also reicht es nach einem degenerierten Approximanten fu¨r die
Kernfunktion zu suchen.
Eine Mo¨glichkeit dafu¨r ist Interpolation nach einer Variablen. Wir werden die









ablesbar, da cj nur von den Auswertungen der Funktion an der Stelle x und den
Tensortschebyscheffknoten, also nicht von y abha¨ngt. Außerdem ist ν = 2
yν−ayν
byν−ayν − 1
von x unabha¨ngig und man kann k = pd ablesen.
Bei der Interpolation mit Tschebyscheffknoten gilt folgende Fehlerabscha¨tzung.
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Satz 3.4.2. Seien D1 ⊂ Rd, D2 =
d∏
ν=1
[aν , bν ] ⊂ Rd Gebiete, die die Fernfeldbedingung
η dist(D1, D2) ≥ max
ν=1,...,d
bν − aν fu¨r ein η > 0 erfu¨llen und κ : D1 × D2 → C eine
bezu¨glich y asymptotisch glatte Funktion, so dass fu¨r die Konstanten cγη < 1 gilt,
dann folgt fu¨r alle x ∈ D1, y ∈ D2











Fu¨r den Beweis und detailliertere Informationen, siehe [7], [1].
Um mit Interpolation arbeiten zu ko¨nnen, muss man allerdings die Kernfunktion
kennen und auch oft auswerten. Außerdem kann man ein Gebiet nicht immer als
Tensorprodukt von Intervallen schreiben. In diesem Fall leidet die Qualita¨t der
Approximation gravierend.
3.4.2 Das ACA-Verfahren
Besonders wenn Matrizen schon vorliegen oder eine Kernfunktion nicht bekannt ist,
bietet sich das Verfahren der Adaptive Cross Approximation (ACA) an, bei dem nur
die originalen Matrixeintra¨ge beno¨tigt werden.
Hier werden so lange geeignete Zeilen i ∈ {1, ...,m} und Spalten j ∈ {1, ..., n} aus der
Matrix ausgewa¨hlt und deren gewichtetes a¨ußeres Produkt von ihr abgezogen, bis die
Norm der verbleibenden Matrix Rk klein genug ist.
R0 := A,
Rk+1 := Rk − 1
(Rk)ikjk
(Rk)1:m,jk(Rk)ik,1:n.
Die Wahl der Pivotzeilen wird in [7] beschrieben. Innerhalb einer Zeile bestimmt das
gro¨ßte Element den zugeho¨rigen Spaltenindex.
Diese Beschreibung des Algorithmus soll nur die grundlegende Wirkungsweise
verdeutlichen. Die Berechnung der Matrizen A oder Rk ist nicht wu¨nschenswert,
da sie zu quadratischer Komplexita¨t fu¨hren wu¨rde, und auch nicht notwendig.
Der Algorithmus benutzt tatsa¨chlich nur wenige der originalen Eintra¨ge, um die
Niedrigrangapproximation, also U ∈ Rm×k und V ∈ Rn×k mit A ≈ UV H zu berechnen.
Im k-ten Schritt wird nur die jk-te Spalte und die ik-te Zeile der Matrix Rk+1 benutzt
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fu¨r k = 1, 2, ... ko¨nnen U und V spaltenweise aus den Vektoren uk ∈ Cm und vk ∈ Cn
mit einer Zeitkomplexita¨t von O(k2(m + n)) bestimmt werden. Dabei entspricht uk
der Spalte (Rk−1)1:m,jk und v˜k der transponierten Zeile (Rk−1)ik,1:n aus den oben
beschriebenen Matrizen Rk.
Zusammenfassend ergibt sich der folgende Algorithmus.
Vorgabe: k = 1 und Z = ∅
repeat
wa¨hle ik wie in [7] beschrieben
v˜k := Aik,1:n
for l = 1, ..., k − 1 do v˜k := v˜k − (ul)ikvl
Z := Z ∪ {ik}




vk := (v˜k)−1jk v˜k
uk := A1:m,jk
for l = 1, ..., k − 1 do uk := uk − (vl)jkul
k:=k+1
endif
until Abbruchbedingung erfu¨llt oder Z = {1, ...,m}
Algorithmus 3.1: ACA-Verfahren.
Ein mo¨gliches Abbruchkriterium ist







l ‖F , (3.7)
wobei η die Konstante aus der Fernfeldbedingung ist. Seine U¨berpru¨fung geht sehr
schnell, weil nur die zuletzt hinzugefu¨gte Zeile und Spalte betrachtet werden mu¨ssen.
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Trotzdem garantiert es die Einhaltung einer vorgeschriebenen Genauigkeit fu¨r die
ganze Matrix. Die Anzahl k der Zeilen und Spalten, die beno¨tigt werden um die
Abbruchbedingun zu erfu¨llen, ha¨ngt nur logarithmisch von der geforderten Genauigkeit
ε ab.
Der Fehler bei der Approximation durch ACA ist fu¨r einen fernfeldzula¨ssigen
Block und eine asymptotisch glatte Kernfunktion mit dem bei der Interpolation
auf einem beliebigen Funktionensystem vergleichbar, insbesondere mit dem bei der
Polynominterpolation, vergleiche Satz 3.4.2. Fu¨r Details und Beweise sei auf [7]
verwiesen.
Es wird von Nutzen sein eine alternative Formulierung das ACA-Algorithmus zu
betrachten. Dabei sollen statt U und V die Matrizen AU ∈ Rm×k, A−1k ∈ Rk×k und
AV ∈ Rk×n gespeichert werden, so dass
A ≈ UV H = AUA−1k AV (3.8)
gilt. Dabei besteht AU = A1:m,j1:k aus den selben Spalten der Originalmatrix A,
die in der urspru¨nglichen Version von ACA fu¨r die Konstruktion von U gewa¨hlt
wurden, AV = Ai1:k,1:n aus den selben Zeilen wie fu¨r V und Ak = Ai1:k,j1:k aus den
Pivotelementen. Die Zerlegung A ≈ AUA−1k AV in (3.8) wird auch als Pseudoskelett
bezeichnet, vergleiche [12].
Zur effizienten Behandlung der Matrix Ak verwenden wir ihre LU -Zerlegung, die im
Verlauf des Algorithmus einfach schrittweise mit aufgebaut werden kann, fu¨r Details
siehe [7] und [1].
Die alternative Form von ACA kann ebenfalls in O(k2(m + n)) Schritten berechnet
werden. Die Pseudoskelttdarstellung beno¨tigt O(k(m + n + k)) Speichereinheiten.
Das sind k2 mehr als bei der a¨ußeren Produktform (3.1). Da k klein ist, stellt
dies aber keinen großen Nachteil dar. Der haupsa¨chliche Vorteil der alternativen
Darstellung ist, dass die Matrizen AU , Ak und A
V ausschließlich aus originalen
Matrixeintra¨gen bestehen und somit wichtige Eigenschaften von A erben, insbesondere




Obwohl das ACA-Verfahren, siehe Algorithmus 3.1, sehr gute Niedrigrangapproxima-
tionen fu¨r die Unterblo¨cke Ats ∈ Cm×n von Steifigkeitsmatrizen elliptischer
Differentialoperatoren liefert, kann der Approximant immernoch Redundanzen
enthalten. Dies kann in der speziellen Form der zu Grunde liegenden Geometrie
oder des Operators begru¨ndet sein. In [1] wurde daher ein effizientes Verfahren zur
Rekompression der NiedrigrangmatrixAts ≈ AUA−1k AV in der Pseudoskelettdarstellung
(3.8) mit der kurzen Bezeichnung RACA fu¨r Recompression for Adaptive Cross
Approximation vorgestellt.
Wir betrachten anfangs nur die Matrix AU = A1:m,j1:k ∈ Cm×k,m := |t|, da
A−1k ∈ Ck×k mit Ak = Ai1:k,j1:k klein und AV = Ai1:k,1:n ∈ Ck×n, n := |s|,
a¨hnlich wie AU behandelbar ist. AU entha¨lt nach dem alternativen ACA-Verfahren
ausschließlich ausgewa¨hlte, originale Matrixeintra¨ge von Ats und ist damit ebenfalls
asymptotisch glatt (2.1.6), wenn Ats es ist. Diese Eigenschaft hat die Steifigkeitsmatrix
des Einfachschichtpotentialoperators und damit ihre Unterblo¨cke, da ihre Eintra¨ge nur
Auswertungen der Singularita¨tenfunktion entha¨lt, welche nach Kapitel 2 asymptotisch
glatt ist.
4.1 RACA beim Einfachschichtpotential
Sei S(x, y) die Singularita¨tenfunktion eines elliptischen Operators, dann haben die






S(x, y)ϕi(x)ψj(y) dsx dsy,
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wobei i = 1, ...,m, j = 1, ..., k die Indexmengen des Unterblocks beschreiben sollen,
auch falls diese nicht zusammenha¨ngend sind oder nicht mit der urspru¨nglichen
Nummerierung in der gesamten Matrix u¨bereinstimmen. ϕi, ψj sind die Test- und
Ansatzbasisfunktionen der Randelementmethode, mit suppϕi ⊂ D1, suppψj ⊂ D2.
Wir erinnern uns, dass D2 im Fernfeld von D1 liegt, da Ats sonst nicht zula¨ssig wa¨re
und demnach nicht ha¨tte approximiert werden ko¨nnen.
Die Eintra¨ge von AU ko¨nnen bezu¨glich x oder y durch Tschebyscheffpolynome
interpoliert werden, wenn die Funktionswerte von S an den Tschebyscheffknoten
bekannt sind.
Satz 4.1.1. Seien D1 konvex, S eine asymptotisch glatte Funktion, die cγη ≤ 1 mit den






IxpS(x, y)ϕi(x)ψj(y) dsx dsy,
dann ist der Approximationsfehler bezu¨glich der Frobeniusnorm durch












Fu¨r den Beweis des Satzes sei auf [1] verwiesen.











Tαν (ξν)ϕi(x)ψj(y) dsx dsy.
























Die Matrix BU la¨sst sich aufgrund der Rekursionsformel (1.2) mit nur O(mk′)
Operationen sehr schnell aufstellen, wann immer man sie beno¨tigt und muss
daher nicht gespeichert werden. Das Integral tritt nur bei der Diskretisierung mit
dem Galerkinverfahren auf. Wie in Kapitel 1 beschrieben, wird es wa¨hrend der
Implementation, durch eine Summe u¨ber Gaußknoten ersetzt.
Die Verwaltung von Xch ist ein gro¨ßeres Problem. Hier beno¨tigt man die Auswertungen
der Singularita¨tenfunktion an den Tschebyscheffknoten, die nur mit großem Aufwand
oder mo¨glicherweise gar nicht zu berechnen sind. Dabei ist noch nicht einmal garantiert,




Eine Rang-k-Bestapproximation liefert die Methode der kleinsten Quadrate mit
X ls := VBΣ
+UHB A
U , dabei entstehen BU = UBΣV
H




σ−1i , falls i = j ∧ σi 6= 0,
0, sonst.
Da X ls zusammen mit BU die Matrix AU am besten anna¨hert, demnach besser als
Xch, gilt mit steigendem Polynomgrad p wegen Satz 4.1.1:
‖AU −BUX ls‖F ≤ ε‖AU‖F . (4.2)
Die Spalten von BU sind je nach Geometrie mo¨glicherweise fast linear abha¨ngig. Mit
einer QR-Zerlegung BUΠU = QR ermitteln wir die Anzahl rB der Spalten, die no¨tig
sind um weiterhin eine Fehlerabscha¨tzung der Gro¨ßenordnung wie in (4.2) garantieren
zu ko¨nnen. Hier sind ΠU ∈ Ck′×k′ eine Permutationsmatrix, Q ∈ Cm×m unita¨r und







mit mo¨glichst großem R22, das immernoch
‖ [0 R22]X ls‖F ≤ ε‖AU‖F
erfu¨llt. Sei rB die Gro¨ße der verbleibenden, quadratischen Untermatrix R11 und B
UΠUrB
die Reduzierung von BU auf die zu R11 geho¨rigen Spalten, dann gilt:
min
X∈CrB×k
‖AU −BUΠUrBX ls‖F ≤ 2ε‖AU‖F .
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Abha¨ngig von der Form der Matrix AU ko¨nnen mehr Einsparungen gemacht werden.




, Q1 ∈ Cm×r mit einem mo¨glichst kleinen
r, dass gerade noch
‖QH2 AU‖F ≤ 2ε‖AU‖F
erfu¨llt. In [1] wird gezeigt, dass ein solches r die Existenz einer Matrix XU ∈ Cr×k
garantiert, fu¨r welche
‖AU −BUΠUr XU‖F ≤ 2ε‖AU‖F
gilt. BUΠUr ist die Reduktion von B
U auf die r zu Q1 geho¨renden Spalten. Man erha¨lt
besagtes XU durch Ru¨ckwa¨rtssubstitution aus RˆX = QH1 A
U , wobei Rˆ die linke, obere
r × r Untermatrix von R11 ist.
Da wir nur die Matrix XU und die Permutation ΠUr speichern mu¨ssen, reduziert
sich der Speicherbedarf von O(mk) auf O(r(k + 1)), wobei r ≤ rB ≤ k′ = pd < m
gilt.
Bemerkung 4.1.2. Die Interpolation bezu¨glich y ha¨tte nicht das gewu¨nschte Ergebnis
zur Folge gehabt, da die Faktorisierung zu A˜U = XchBU gefu¨hrt ha¨tte. Dabei wa¨re











mit ν = 2
yν−ayν
byν−ayν −1, ν = 1, ..., d, und die Matrix XU , die letztendlich gespeichert werden
muss, wa¨re um ein Vielfaches gro¨ßer.
Ebenso wu¨rde die Interpolation bezu¨glich x bei AV ∈ Ck×n von Nachteil sein, dafu¨r
erhalten wir hier durch Tschebyscheffpolynominterpolation bezu¨glich y die gewu¨nschte












die erstrebenswerten Dimensionen mit dem kleinen, zu speichernden XV .
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Zur Unterscheidung bezeichne rU das r von eben und rV das r, das sich bei
der Rekompression der Matrix AV ergibt. Wenn XU ∈ CrU×k, XV ∈ Ck×rV und
die Permutationen ΠUrU ,Π
V
rV
wie beschrieben bestimmt worden sind, so dass fu¨r




BUr ∈ Cm×rU , BVr ∈ CrV ×n gilt:
‖AU −BUr XU‖F ≤ ε‖AU‖F ,
‖AV −XVBVr ‖F ≤ ε‖AV ‖F ,
erhalten wir fu¨r den ganzen Matrixblock:
Ats ≈ AUA−1k AV ≈ BUr XUA−1k XVBVr = BUr CBVr .
Da die Basismatrizen BU , BV fest sind und schnell erzeugt werden ko¨nnen, mu¨ssen nur
die Matrix C = XUA−1k X
V ∈ Cr×r und die Permutationen gespeichert werden um die
Approximation an Ats ∈ Cm×n zu beschreiben. Fu¨r na¨here Informationen siehe [1].






hier ist ny der Normalenvektor an der Stelle y, hat nicht ganz so scho¨ne Eigenschaften
wie das eben behandelte Einfachschichtpotential.
Abbildung 4.1: Kernfunktionen, links des Einfach-, rechts des Doppelschichtpotentials
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Zum einen war die diskretisierte Steifigkeitsmatrix symmetrisch und zum anderen
asymptotisch glatt bezu¨glich beider Variablen. Wir verlieren die Symmetrie und die
asymptotische Glattheit bezu¨glich y durch den Normalenvektor ny, da wir keine
weiteren Forderungen an die Oberfla¨chenbeschaffenheit der zu Grunde liegenden
Geometrie stellen wollen. Schon eine Kante zersto¨rt jede Glattheit, weil der
Normalenvektor dort springt.
Zur Verdeutlichung betrachten wir in Abbildung 4.1 die Kernfunktionen des
Einfach- (2.8) und des Doppelschichtpotentials (4.3) vom Laplaceoperator im Bereich
x, y ∈ R3, x = 0, y1, y2 ∈ [−10, 10], y3 = 0 u¨berall mit dem gleichen Normalenvektor
(1, 0, 0)T .
Nun stellen wir uns als zu Grunde liegende Geometrie eine kleine Treppe vor. Fu¨r
alle y1 < 2 habe sie den Normalenvektor (1, 0, 0)
T und fu¨r die u¨brigen (0, 1, 0)T .
Das Einfachschichtpotentiel beha¨lt seine glatte Form unabha¨ngig von der Treppe.
Beim Doppelschichtpotential fu¨hrt es jedoch zu dem in Abbildung 4.2 dargestellten
Funktionsverlauf.
Abbildung 4.2: Kernfunktion des Laplace-Doppelschichtpotentials an einer Stufe aus
verschiedenen Perspektiven
Wir betrachten wieder einen zula¨ssigen Block Ats ≈ AUA−1k AV . Fu¨r das Galerkin-, und
damit implizit auch fu¨r das Nystro¨m- und das Kollokationsverfahren, erha¨lt man bei






〈Any,∇yS(x− y)〉ϕi(x)ψj(y) dsx dsy.
Nach dem alternativen ACA-Verfahren bestehen AU = A1:m,j1:k ∈ Cm×k,m := |t|,
Ak = Ai1:k,j1:k und A








〈Any,∇yS(x− y)〉ϕi(x)ψj(y) dsx dsy.
Wie beim Einfachschichtpotential wollen wir bezu¨glich x eine Tschebyscheffpolynom-
interpolation durchfu¨hren. Da die Kernfunktion κ(x, y) = 〈Any,∇yS(x − y)〉 in
dieser Variable asymptotisch glatt ist, erlaubt uns Satz 4.1.1 AU analog zum
Einfachschichtpotential zu behandendeln.
4.2.1 Die Basis
Um einen Approximanten fu¨r AV zu finden, mu¨ssen wir bezu¨glich y interpolieren,
vergleiche Bemerkung 4.1.2. Da wir dabei wegen des Normalenvektors allerdings keine
asymptotische Glattheit haben, ko¨nnen wir keine Fehlerabscha¨tzung wie in Satz 4.1.1
erwarten.
In vielen Fa¨llen la¨sst sich der Normalenvektor jedoch durch geschickte Zerlegung vom
asymptotisch glatten Teil, welcher polynomapproximierbar ist, trennen. Wir betrachten
wieder unsere Standardbeispiele.





|x− y|3 u(y) dsy. (4.3)





〈x− y, ny〉 eiκ|x−y|(1− iκ |x− y|)
|x− y|3 u(y) dsy (4.4)
Neben (4.3) und (4.4) gibt es weitere elliptische Differentialoperatoren, deren
Kernfunktionen sich als Produkt von 〈x− y, ny〉 mit einer bezu¨glich beider Variablen
asymptotisch glatten Funktion g(x, y) schreiben lassen. Wir nehmen ku¨nftig an, wir




〈x− y, ny〉 g(x, y)u(y) dsy (4.5)
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〈x− y, ny〉 g(x, y)ϕi(x)ψj(y) dsx dsy.
Nach der Zerlegung, interpolieren wir nur den asymptotisch glatten Teil g(x, y) und


















Tαν (ν)ϕi(x)ψj(y) dsx dsy.
Schreiben wir das Skalarprodukt 〈x− y, ny〉 als




xlnyl − 〈y, ny〉 ,
wird a¨hnlich wie oben eine Faktorisierung der Matrix mo¨glich, da die transformierten
Tschebyscheffknoten ν = 2
yν−aν






























































〈y, ny〉Tαν (ν)ψj(y) dsy
)






xlcαϕi(x) dsx, falls l = 1, ..., d,∫
Γ
cαϕi(x) dsx, falls l = d+ 1,
(4.6)














Tαν (ν)ψj(y) dsy, falls l = d+ 1.
(4.7)
Es ist wichtig zu beachten, dass k′ = (d+1)pd in diesem Fall um den konstanten Faktor
d+ 1 gro¨ßer ist als in allen bisher betrachteten Fa¨llen. Es wird jedoch im u¨berna¨chsten
Abschnitt gezeigt, dass die große Matrix BV immernoch sehr schnell mit Hilfe der
Rekursionsvorschrift fu¨r Tschebyscheffpolynome aufgestellt werden kann und deshalb
nicht gespeichert werden muss.
Die Matrizen BV und Xch werden u¨ber den Multiindex α ∈ Nd und den zusa¨tzlichen
Index l = 1, ..., d + 1 angesprochen. Zur Veranschaulichung soll Abbildung 4.3 dienen.
Hier ist die genaue Indizierung von BV fu¨r den Fall d = 2 und p = 2 dargestellt.
Abbildung 4.3: Beispiel fu¨r die Indizierung der Matrix BV ∈ C22·3×n, hier blau dargestellt
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4.2.2 Diskretisierung
Je nachdem fu¨r welches Diskretisierungsverfahren man sich entscheidet, a¨ndert sich das
Aussehen der Matrizen B. BU ist wie oben die Matrix, die nach der Faktorisierung der
Interpolation bezu¨glich x entstanden ist und der Approximation von AU dient, BV die
Matrix aus (4.7), die AV approximieren soll.
Beim Nystro¨mverfahren gilt der Spezialfall ϕi(x) = δ(x − xi), ψj(y) = δ(y − yj),
dabei sind die xi, yj ∈ Rd spezielle Kollokationspunkte, in unserem Fall jeweils die
Dreiecksmittelpunkte der Dreiecke τi, beziehungsweise τj. Damit haben die Matrizen














ν), falls l = 1, ..., d,




ν), falls l = d+ 1
(4.8)
Dabei sind ξiν = 2
xiν−aν
bν−aν −1 die ν-te Koordinate des auf [−1, 1]d transformierten Punktes
xi und jν = 2
yjν−aν
bν−aν − 1, ν = 1, ..., d, die Transformation von yj und n
j
yl die l-te
Koordinate des Normalenvektors im Punkt yj.
Beim Galerkinverfahren bleiben die Integrale. Im Programm mu¨ssen wir sie deshalb
numerisch berechnen. Wir integrieren hier der Einfachheit halber jeweils nur u¨ber ein
Dreieck τ .








1, wenn y ∈ τj
0, sonst
Das Integral simulieren wir mit Hilfe der Gaußquadratur. Dabei ist g ∈ N die Anzahl










































ν ), falls l = d+ 1.
(4.9)
Hier sind xiq der q-te Gaußknoten im Dreieck τi, y





ν deren Transformationen auf das Einheitsintervall in Richtung der
Koordinate ν.
Bei bVαlj ko¨nnen wir n
jq
y durch njy, die Normale am Mittelpunkt des Dreiecks, ersetzen,











, weil die Verschiebung vom Dreiecksmittelpunkt zu den
Gaußpunkten senkrecht auf der Normalen steht.
Beim Kollokationsverfahren werden die Basisfunktionen des diskreten Raumes
unterschiedlich behandelt. Die einen werden wie beim Nystro¨mverfahren ersetzt und die
anderen wie im Galerkinfall. Je nachdem wie man sich entscheidet, haben die Matrizen
das Aussehen BU ∈ Cm×pd , bUiα wie in (4.8), BV ∈ C(d+1)pd×n, bVαlj wie in (4.9) oder
umgekehrt.
4.2.3 Generierung der Matrizen
Analog zum Einfachschichtpotentialoperator ko¨nnen auch diese Matrizen sehr effektiv
aufgestellt werden. Da BU die gleiche Form hat wie im ersten Abschnitt, kann es analog
mit O(mpd) Operationen aufgestellt werden, vergleiche [1].















njyl, falls l = 1, ..., d,
− 〈yj, njy〉 , falls l = d+ 1.
Satz 4.2.3. Die Matrix BV ∈ C(d+1)pd×n la¨sst sich im Nystro¨mfall (4.8) mit
O((d+ 1)pdn) Operationen aufstellen.




























































Auf diese Weise hat der jeweilige Faktor cjl nur an (d + 1)2
dn Stellen Einfluss auf
die Berechnung der Matrix BV . Diese sind dunkelblau in Abbildung 4.4 dargestellt.
Jeder Eintrag wird entweder aus cjl und den transformierten Koordinaten oder aus
zwei bereits berechneten Eintra¨gen bestimmt. Die gesamte Matrix kann dadurch
spaltenweise von oben nach unten mit einem Aufwand von O((d + 1)pdn) aufgestellt
werden.
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Abbildung 4.4: Beispiel fu¨r die Generierung des ersten pd × n Teils von BV ∈ C(d+1)pd×n
durch die Rekursionsformel (1.2) mit d = 2 und p = 3
Satz 4.2.4. Die Matrix BV ∈ C(d+1)pd×n la¨sst sich im Galerkinfall (4.8) mit
O((d+ 1)pdgn) Operationen aufstellen.
Beweis: Wir interpretieren die Gaußknoten als eigensta¨ndige Punkte und stellen die


















ν ), falls l = d+ 1.
(4.10)
Das geschieht nach Satz 4.2.3 mit O((d + 1)pdgn) Operationen. Noch einmal so viele
sind no¨tig, um BV ∈ C(d+1)pd×gn daraus zu berechnen, indem man die jeweils g Zeilen,
die zum gleichen Dreieck geho¨ren, aufaddiert.
Korollar 4.2.5. Die Matrix BV ∈ C(d+1)pd×n la¨sst sich in jedem der drei betrachteten
Diskretisierungsverfahren mit O((d+ 1)pdn) Operationen aufstellen.
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Beweis: Aus Satz 4.2.3 und Satz 4.2.4 folgt die Behauptung auch fu¨r das
Kollokationsverfahren, da die Matrizen eine der beiden Formen annehmen und die
Anzhal g der Gaußknoten konstant ist.
4.2.4 Bewertung der Approximation
Die Gu¨te der Approximation von AU und AV ist von der gleichen Ordnung
wie beim Einfachschichtpotential. Fu¨r den Beweis im Fall von AU sei auf
[1] verwisen, denn wie gesagt verla¨uft die Approximation analog zu AU beim
Einfachschichtpotentialoperator.






〈x− y, ny〉 g(x, y)ϕi(x)ψj(y) dsx dsy.
mit einer asymptotisch glatten Funktion g : D1×D2 → C, siehe Definition 2.1.6, sowie






〈x− y, ny〉Iypg(x, y)ϕi(x)ψj(y) dsx dsy.
Satz 4.2.6. Seien D1 =
⋃
i∈t
Xi ⊂ Rd, D2 =
d∏
ν=1
[aν , bν ] =
⋃
j∈s
Xj ⊂ Rd Gebiete, die die
Fernfeldbedingung η dist(D1, D2) ≥ max
ν=1,...,d
bν − aν fu¨r ein η > 0, cγη < 1 erfu¨llen, dann
gilt fu¨r die Matrix AV aus Ats = A
UA−1k A
V









Beweis: Wegen Satz 3.4.2 gilt fu¨r das asymptotisch glatte g(x, y):







































































































Die Aussagen fu¨r den Nystro¨m- und Kollokationsfall folgen analog. Wenn wir BU
und BV aufgestellt haben, verfahren wir genau so wie beim Einfachschichtpotential.
Da ihre Berechnungen in derselben Komplexita¨tsklasse liegen, ko¨nnen wir die
Aufwandsabscha¨tzungen aus [1] auf das Doppelschichtpotential erweitern.
4.3 Der Algorithmus und seine Komplexita¨t
Wenn man die unterschiedlichen Varianten fu¨r das Erstellen der jeweiligen Matrix B
bei der Implementierung unterscheidet, dient der folgende Algorithmus der Erzeugung
der rekomprimierten Matrix X fu¨r alle drei Diskretisierungsverfahren, den Einfach-
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sowie den Doppelschichtpotentialoperator und sowohl fu¨r die Matrix AU als auch fu¨r
AV . Er ist hier mit der Bezeichnung A = AU formuliert. Damit er fu¨r A = AV gilt,
mu¨ssen nur m durch n ersetzt und einige Matrizen komplex konjugiert werden. Die
Gro¨ße k′ der Matrix B nimmt bei der Matrix BV im Fall des Doppelschichtpotentials
den Wert k′ = (d+ 1)pd und sonst k′ = pd an.
Eingabe: A ∈ Cm×k, gewu¨nschte Genauigkeit ε und k′
1: Matrix B ∈ Cm×k′ aufstellen
2: Singula¨rwertzerlegung durchfu¨hren B = UBΣV HB
3: Matrix X ls := VBΣ+UHB A ∈ Ck
′×k berechnen
4: QR-Zerlegung ΠB = QR




X ls‖F ≤ ε‖A‖F erfu¨llen
6: berechne QHA ∈ Cm×k
7: finde das kleinste 0 < r < rB, s. d. die k − r hinteren Spalten ‖QH2 A‖F ≤ 2ε‖A‖F erfu¨llen
8: berechne X ∈ Cr×k, das RˆX = QH1 A lo¨st
Ausgabe: Rang r, Permutation Πr und Koeffizientenmatrix X
Algorithmus 4.1: RACA
In [1] wird des Weiteren beschrieben, wie die Matrix-Vektor-Multiplikation einer mit
RACA komprimierten Matrix durch ein Verfahren, a¨hnlich dem Clenshaw-Algorithmus,
durchgefu¨hrt werden kann, ohne dass man die Matrix B explizit berechnen muss.
Fu¨r den Clenshaw-Algorithmus sei auf [13] und fu¨r die abgewandelte Form in zwei
Dimensionen auf [1] verwiesen.
Insgesamt ergeben sich die Aufwandsabscha¨tzungen in Tabelle 4.1 fu¨r einen zula¨ssigen
(m× n)-Block Ats.
Kompression beno¨tigter Speicher Matrix-Vektor-Multiplikation Berechnungszeit
keine mn mn mn
ACA k(m+ n) k(m+ n) k2(m+ n)
RACA kk′ k′(m+ n+ k) (k2 + k′2)(m+ n)
Tabelle 4.1: Vergleich der Komplexita¨tsklassen der Kompressionsverfahren
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4.4 Numerische Ergebnisse
Fu¨r numerische Ergebnisse beim Einfachschichtpotential sei auf [1] verwiesen. Beim
Doppelschichtpotential sind allgemein schlechtere Werte zu erwarten. Da dieH -Matrix
nicht symmetrisch ist, mu¨ssen wir sie komplett speichern und die Ausgangsdimension
von B ist um den Faktor d + 1, also im R3 vier mal gro¨ßer. Die Algorithmen wurden
in C++ implementiert. Fu¨r elementare, algebraische Operationen haben wir Routinen
aus den Fortranbibliotheken BLAS1 und LAPACK2 verwendet. Zum Speichern und
Verwalten der Hierarchischen Matrizen wurde die Bibliothek AHMED3 benutzt.
Alle Experimente wurden auf einem Rechner mit einer CPU aus zwei Intel Xeon
Quad-Core X5482, einer Taktrate von 3.2 GHz und einem Arbeitsspeicher von 64
GB, durchgefu¨hrt. Die Algorithmen sind sehr effektiv parallelisierbar, siehe [7], die
Zeitangaben sind allerdings fu¨r die sequentielle Implemetation angegeben.
Abbildung 4.5: Erzeugung einer geoda¨tischen Kuppel aus einem Ikosaeder mit
N = 1280 Freiheitsgraden (Quelle: http://www.3d-meier.de/)
Die Werte in Tabelle 4.2 sind Ergebnisse der Approximation des
Doppelschichtpotentials des Laplaceoperators durch ACA und RACA auf einer
Kugel. Diese wird durch eine geoda¨tische Kuppel u¨ber einem Ikosaeder approximiert.
Dabei werden die 20 Dreiecksseiten des Ikosaeders in mehrere gleichseitige Dreiecke





dient Abbildung 4.5. Hier ist eine geoda¨tische Kuppel mit acht Dreiecken an jeder
Kante einer urspru¨nglichen Dreiecksfla¨che dargestellt, was der kleinsten Auflo¨sung
mit N = 1280 Freiheitsgraden entspricht. Die ho¨heren haben 16 und 32 Dreiecke pro
Ikosaederkante und a¨hneln mehr und mehr der Kugel.
Tabelle 4.2 vergleicht den Speicherbedarf von ACA und RACA mit dem der
unkomprimierten Matrix und ist wie folgt aufgebaut. Die Zeilen entsprechen den drei
verschiedenen Auflo¨sungen. In der ersten Spalte ist die Anzahl der Dreiecke in der
Geometrie und damit die Zahl der Freiheitsgrade N angegeben. Die Spalten 2 und
5 enthalten den relativen Speicherbedarf in Bezug auf die komplette Matrix mit N2
Eintra¨gen in Prozent. In den Spalten 3 und 6 befindet sich der Speicheraufwand pro
Freiheitsgrad in KB und schließlich in den Spalten 4 und 7 die Zeit zur Berechnung
der Kompression in Sekunden.
Wir haben mit dem Kollokationsverfahren diskretisiert. Bei der Matrix AV wurde
die Gaußquadratur auf Dreiecken mit g = 7 Knoten aus Kapitel 1 verwendet.
Fu¨r den Parameter aus der Fernfeldbedingung haben wir η = 1.1 gewa¨hlt, die
Tschebyscheffpolynome sind vom Grad p = 4 und die Approximationsgenauigkeit liegt
bei ε = 0.001.
ACA RACA
N rel. Speicher Speicher/N Zeit rel. Speicher Speicher/N Zeit
1280 25.69% 2.57 0.31 19.21% 1.92 0.76
5120 8.98% 3.59 1.74 5.38% 2.15 4.56
20480 2.89% 4.63 8.72 1.47% 2.36 24.42
Tabelle 4.2: Ergebnisse der Kompressionsverfahren auf der Kugel
Die Zeit zur Berechnung steigt wie erwartet quadratisch an. Das ist jedoch akzeptabel,
da die Approximation nur ein Mal durchgefu¨hrt werden muss.
In Abbildung 4.6 wurde der Speicherbedarf der unkomprimierten Matrix des durch
ACA und des durch RACA erzeugten Approximanten am Beispiel der Kugel im
Vergleich dargestellt.
Da der beno¨tigte Speicher bei der unkomprimierten Matrix mit quadratisch und
damit zu stark steigt und ACA schon sehr gute Ergebnisse liefert, haben wir zur
Verdeutlichung der Speicherersparnis durch RACA eine logarithmierte Darstellung der
Daten gewa¨hlt.
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erhalten wir durch Fouriertransformation nach t den zeitunabha¨ngigen
Helmholtzdifferentialoperator
L u = −∆u− κ2u.





des Helmholtzoperators ist, da er ein elliptischer Differentialoperator der Form (2.4)
ist, asymptotisch glatt bezu¨glich y, aus Symmetriegru¨nden natu¨rlich auch bezu¨glich x.
Das heißt, es existieren Konstanten c und γ, so dass fu¨r alle Multiindizes α, alle x ∈ Rn
und alle y ∈ Rn \ {x},
|∂αy S(x, y)| ≤ c|α|!γ|α|
|S(x, y)|
‖x− y‖|α| (5.2)
gilt, vergleiche Definition 2.1.6. Daraus folgt, dass sie lokal durch eine degenerierte
Kernfunktion approximiert und somit blockweise als Niedrigrangmatrix gespeichert
werden kann.
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Allerdings ist γ linear von der Frequenz, also von der Wellenzahl κ abha¨ngig, was
zur Folge hat, dass die Abscha¨tzungen fu¨r hohe Frequenzen wertlos werden. Die
Singularita¨tenfunktion oszilliert zu stark. Es kann zwar ein degenerierter Kern gefunden
werden, der S(x, y) approximiert, doch der Grad der Degeneriertheit wa¨chst mit
steigender Frequenz. Dies u¨bertra¨gt sich direkt auf die Anzahl k der Spalten von Uund
V , die letztendlich gespeichert werden mu¨ssen. Fu¨r Details siehe [7] und [14].
Abbildung 5.1: Singularita¨tenfunktion des Laplaceoperators




fu¨r x = 0, y ∈ R3, y1, y2 ∈ [−10, 10], y3 = 0 dargestellt.
Abbildung 5.2: Singularita¨tenfunktion
des Helmholtzoperators
mit κ = 1
Abbildung 5.3: Singularita¨tenfunktion
des Helmholtzoperators
mit κ = 5
Hier kann man sehr gut erkennen, warum die Zerlegung des Raumes mit Hilfe der
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Fernfeldbedingung zu approximierbaren Blo¨cken fu¨hrt. Die Matrixeintra¨ge in einem
zula¨ssigen Block unterscheiden sich kaum voneinander, da S(x, y) nur in der Na¨he der
Singularita¨t x = y hohe Werte annimmt und sonst sehr glatt verla¨uft.
Die Singularita¨tenfunktion des Helmholtzoperators (5.1) verha¨lt sich vo¨llig anders. In
Abbildung 5.2 wurde ihr Realteil im gleichen Bereich fu¨r κ = 1 und in Abbildung 5.3
fu¨r κ = 5 dargestellt. Man kann sich gut vorstellen, dass eine derartig oszillierende
Funktion nur sehr schwer approximierbar ist. Wenn man aber reale Problemstellungen
betrachten mo¨chte, handelt es sich im Allgemeinen um noch viel ho¨here Frequenzen,
zum Beispiel im ho¨rbaren Bereich von 20 bis 20000 Hz in der Akustik.
5.1 Einschra¨nkung der Zula¨ssigkeit
Bisher gibt es noch keine zufriedenstellende Lo¨sung fu¨r das Problem der Approximation
des Helmholtzoperators im Hochfrequenzbereich. Es gibt jedoch die Mo¨glichkeit, die
Singularita¨tenfunktion teilweise zu gla¨tten. Dies erlaubt es uns, S(x, y) immerhin
in einem kleinen Gebiet anna¨hernd zu beschreiben. Da wir die zu Grunde liegende
Geometrie sowieso in zula¨ssige Bereiche zerlegen wollten, bereitet es auch nicht zu
große Umsta¨nde. Diese Bereiche sehen jetzt nur etwas anders aus.
Abbildung 5.4: Singularita¨tenfunktion
des Helmholtzoperators




mit κ = 5 entlang der
x-Achse gegla¨ttet





multiplizierten Singularita¨tenfunktion fu¨r x, y ∈ R3, x = (0, 0, 0)T , y1, y2 ∈ [−10, 10], y3 = 0
mit κ = 1 und Abbildung 5.5 mit κ = 5.
Abbildung 5.6: Singularita¨tenfunktion
des Helmholtzoperators




mit κ = 5 entlang der
x-Achse gegla¨ttet
In Richtung der Gla¨ttung, hier also (1, 0, 0)T , entsteht ein nur leicht gewo¨lbter Ru¨cken,
der gut approximiert werden kann. Die Abbildungen 5.6 und 5.7 verdeutlichen dies.
Hier wurde x = 0, y ∈ R3, y1 ∈ [0, 200], y2 ∈ [−50, 50], y3 = 0 betrachtet. Alle u¨brigen
Bereiche bleiben stark oszillierend. Es fa¨llt auf, dass dieser glatte Ru¨cken schmaler
wird, wenn κ wa¨chst.
Wir betrachten fu¨r die Partitionierung die Hochfrequenzfernfeldbedingung
κmin{(diam(Xt))2, (diam(Ys))2} ≤ β dist(Xt, Ys) (5.3)
zusammen mit der Winkelbedingung
∃e ∈ Sd−1∀x ∈ Xt, y ∈ Ys : sin(y − x, e) < 1
cκmin{diam(Xt), diam(Ys)} . (5.4)
Hier sind Sd−1 die Einheitsspha¨re und c, β > 0 Parameter.
Wir werden sehen, dass die Bedingungen (5.3) und (5.4) in den Blo¨cken, die sie erfu¨llen,
die Mo¨glichkeit garantieren, die Singularita¨tenfunktion unabha¨ngig von der Frequenz
zu gla¨tten. Die U¨berpru¨fung ist allerdings zu komplex. Wir arbeiten deshalb mit den
Zula¨ssigkeitsbedingungen
κr2t ≤ β dist(mt, Ys) (5.5)
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und
∃e ∈ Sd−1∀y ∈ Ys : sin(y −mt, e) < 1
cκrt
, (5.6)
die mit O(|t| + |s|) Operationen pru¨fbar sind. Dabei sind rt der Radius und mt der
Mittelpunkt des Clusters Xt.
Die Beschra¨nkung des maximalen Winkels zwischen den Punkten aus Xt und Ys geht
mit der Idee konform, dass kreisfo¨rmige Wellen auf einem schmalen Winkel durch ebene
Wellen angena¨hert werden ko¨nnen, siehe [15].
Lemma 5.1.1. Sei Ys ⊂ R3 ein Cluster, das die Zula¨ssigkeitsbedingungen (5.5)
und (5.6) mit einem Cluster Xt erfu¨llt. Weiter existiere eine Konstante β
′ > 0 mit
β′ dist(Xt, Ys) ≤ κ(diam(Xt))2 und es gelte κ diam(Xt) ≥ 43β + 13
√
3 + (4β + 3)2 sowie
〈y − x, e〉 > 0,∀x ∈ Xt, y ∈ Ys. Dann gibt es eine Zerlegung
‖x− y‖ = 〈y − x, e〉+ g(x, y)
fu¨r x ∈ Xt, y ∈ Ys, so dass κ|g| bezu¨glich κ beschra¨nkt ist.
Der Beweis und weitere Informationen sind in [14] zu finden. Lemma 5.1.1
verallgemeinert die Beobachtungen aus den obigen Abbildungen auf beliebige











Da κ|g| bezu¨glich κ beschra¨nkt ist, stellt uˆ(x, y) eine asymptotisch glatte Funktion auf
Xt×Ys dar, wobei die Konstanten in (5.2) ga¨nzlich von κ unabha¨ngig sind. Der Grad der
Degeneriertheit des Approximanten an die Kernfunktion und damit der no¨tige Rang k
des zu speichernden Blocks wird somit ebenfalls nicht von der Frequenz beeinflusst.
Das genaue Aussehen von g(x, y) sowie seine Berechnung sind kompliziert. Wir ko¨nnen










Wir werden also nicht S(x, y), sondern ausschließlich uˆ(x, y) = S(x, y)eiκ〈x−y,e〉
interpolieren, da es in den zula¨ssigen Bereichen nicht oszilliert und somit
approximierbar ist. Wann immer Funktionsauswertungen der tatsa¨chlichen
Kernfunktion S(x, y) gebraucht werden, muss das Interpolationspolynom zu uˆ(x, y)
ausgewertet und das Ergebnis anschließend mit eiκ〈y−x,e〉 multipliziert werden.
Mit der Zerlegung der Singularita¨tenfunktion (5.7) haben wir die





〈x− y, ny〉 eiκ|x−y|(1− iκ |x− y|)
|x− y|3 u(y) dsy
stu¨ckweise durch
eiκ|x−y|(1− iκ |x− y|)
|x− y|3 =
eiκ(〈y−x,e〉+g(x,y))(1− iκ |x− y|)
|x− y|3
= eiκ〈y−x,e〉





Wie wir gesehen haben, kann ein Block b = t×s der Steifigkeitsmatrix eines elliptischen
Differentialoperators im Hochfrequenzfall zula¨ssig genannt werden, wenn die Cluster




dist(Xt, Yr) dist(Xt, Ys)
α
Abbildung 5.8: Das Cluster Yr erfu¨llt die Winkelbedingung mit Xt, Ys dagegen nicht.
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Ein Beispiel fu¨r zula¨ssige und nicht zula¨ssige Cluster wurde in Abbildung
5.8 dargestellt. Dabei soll fu¨r die dunkelblau gezeichneten Winkel α gelten:
sin(α) = (cκrt)
−1.
Leider hat die Aufteilung nach dem Winkel zur Folge, dass sehr viel mehr
Blockcluster entstehen, als bei der einfachen Fernfeldbedingung, so dass wir
u¨ber einen Zerlegungsalgorithmus nachdenken mu¨ssen, der die Anzahl der Blo¨cke
minimiert. Ein solcher Algorithmus wurde in (3.5) vorgestellt, er sucht absteigend
im Clusterbaum zu jedem Cluster die gro¨ßte Menge zula¨ssiger Dreiecke und fasst
sie zu einem Blockcluster zusammen. Dadurch erhalten wir im Allgemeinen keine
zusammenha¨ngenden, allerdings minimal viele Blo¨cke.
Dieser Algorithmus kann Grundlage fu¨r den sein, der unser Problem bearbeitet, wenn
man den zur Fernfeldbedingung (5.5) zula¨ssigen Bereich weiter in Teile zerlegt, die
jeweils die Winkelbedingung (5.6) erfu¨llen.
Die rechte Seite der Winkelbedingung wird, da κ im Nenner steht, im Hochfrequenzfall
sehr klein werden. Dies bedeutet, dass auch eine sehr feine Partition notwendig sein
wird, was zwangsla¨ufig zu einer riesigen Zahl von Blo¨cken fu¨hrt.
Hinzu kommt, dass man im Gegensatz zur reinen Fernfeld- (3.3) bei der
Winkelbedingung (5.6) nicht von einer zula¨ssigen Indexmenge z(t) sprechen kann, da
es im Allgemeinen zu verschiedenen Richtungen e ∈ Sd−1 auch verschiedene zula¨ssige
Cluster gibt. Auf der rechten Seite in Abbildung 5.9 sind sieben zula¨ssige Bereiche
erkennbar. Abha¨ngig von maximaler Winkelgro¨ße und Dimension ko¨nnen mehrere









Abbildung 5.9: Beispiel fu¨r maximale zula¨ssige Bereiche z(t), dunkelgrau
gekennzeichnet, links mit der Fernfeld- und rechts mit der
Winkelbedingung, η = 1
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Des Weiteren kann man in den Abbildungen 5.6, 5.7 und 5.9 erkennen, dass die optimale
Form, die ein Cluster in einem mo¨glichen zweiten Clusterbaum zur Indexmenge J
haben sollte, ein schmaler, langer, d−dimensionaler Kegelstumpf ist. Wie schmal und
in welche Richtung orientiert er letztendlich sein muss, um tatsa¨chlich zusammen mit
einer Indexmenge t die Zula¨ssigkeitsbedingung zu erfu¨llen, ha¨ngt vom Cluster Xt,
dessen Lage und dessen Gro¨ße ab. Insbesondere sind diese Eigenschaften in Betrachtung
verschiedener t1, t2 ⊂ I vo¨llig unterschiedlich und stehen einander teilweise sogar
diametral gegenu¨ber. Wir ko¨nnten mit der ersten Partitionierungsvariante (3.4) aus
Kapitel 3 die Informationen u¨ber die Form der Cluster Ys also nicht nutzen und uns
bliebe nichts anderes u¨brig, als viele kleine Cluster zu erzeugen.
Aufgrund der zahlreichen Vorteile entscheiden wir uns fu¨r die zweite Art der
Blockclusterbaumerzeugung (3.5), beziehungsweise fu¨r eine davon leicht abgewandelte
Form.
Die Zusammensetzung der einzelnen Cluster ist nicht eindeutig festgelegt. Es bietet
sich daher aus Komplexita¨tsgru¨nden an, den Raum um das gegebene Xt vorab
in geeignete, mo¨glicherweise unendlich lange Kegel, beziehungsweise Pyramiden zu
zerlegen, so dass alle Tra¨ger der Testfunktionen, die in einem dieser Bereiche liegen,
automatisch die reine Winkelbedingung (5.6) zusammen mit Xt erfu¨llen. Das jeweilige
e ∈ Sd−1 entspricht damit den Ho¨hen der Pyramiden. So kann jeder Index in J , der
die Fernfeldbedingung (5.5) erfu¨llt, ganz einfach seinem nach der Winkelbedingung
maximal zula¨ssigen Cluster zugeordnet werden.
Im Allgemeinen bleiben viele der Bereiche leer, dennoch ist die Anzahl der zula¨ssigen
Cluster nicht zu unterscha¨tzen. Im 2D-Fall gibt es zu jedem Knoten t ∈ TI bis zu
c2κrt
und im Dreidimensionalen sogar
c3κ
2r2t (5.9)
solcher Pyramiden, wobei c2, c3 ∈ R von c abha¨ngige Konstanten sind. Wir betrachten
den 3D-Fall genauer. Man stelle sich im R3 vor, wie in Kugelkoordinaten der Raum
entlang ϕ und θ in gleich große Teile zerlegt wird und jede Pyramide aus dem
kartesischen Produkt je eines ϕ- und eines θ- Teils entstehen, r beliebig. Ihre enorme
Zahl im Hochfrequenzbereich unterstreicht noch einmal die Notwendigkeit der zweiten
Partitionierungsart (3.5).
Um mehrere zula¨ssige Bereiche beru¨cksichtigen zu ko¨nnen, wandeln wir sie allerdings
etwas ab. Seien ei ∈ Sd−1, i = 1, ..., w, die Ho¨hen der vorab gewa¨hlten Pyramiden,
w = dc3κ2r2t e deren Anzahl,
zi(t) = {j ∈ J : t× j zula¨ssig nach (5.5) und (5.6) mit e = ei}
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die Menge der Indizes aus dem Fernfeld, die zusammen mit ei keinen gro¨ßeren
Winkel als arcsin((cκrt)
−1) einschließen. Weiter seien t1, ..., tn ∈ S(T ) die So¨hne und
n(t) := s \
w⋃
i=1
zi(t) das Nahfeld von t, also die zu t nicht zula¨ssigen Indizes, dann hat
die Zerlegung folgende Form:
SI×J(t× s) =

∅, fu¨r t× s zula¨ssig ∨ |s| < nmin,
{t× (z1(t) ∩ s)), ..., t× (zw(t) ∩ s)), t× n(t)}, fu¨r S(t) = ∅ ∨ |n(t)| < nmin,
{t× (z1(t) ∩ s)), ..., t× (zw(t) ∩ s)), t1 × n(t), ..., tn × n(t)}, sonst.
Wir nennen sie Hochfrequenzpartitionierung.
Die Beweise zur Zeitkomplexita¨tsabscha¨tzung, siehe Tabelle 3.1, aus [7] lassen sich
analog auf die neue Variante der Blockclusterbaumkonstruktion u¨bertragen. Wir
beno¨tigen O(n log n) Operationen fu¨r die Berechnung der Partitionierung. Leider
nimmt csp(TI) hier vo¨llig andere Ausmaße an. Wenn wir nicht nur die Abha¨ngigkeit
von n sondern auch von κ betrachten, ist csp(TI , κ) nicht einmal mehr eine Konstante.
Aus (5.9) folgt fu¨r den 3D-Fall, dass es zu jeder Indexmenge enorm viele zula¨ssige und
wieder einen nicht zula¨ssigen Teil geben kann:
csp(TI , κ) = max
t∈TI




und das liefert die folgende Speicherkomplexita¨t.
Satz 5.2.1. Sei TI×J ein Blockclusterbaum, der die Zerlegung der Oberfla¨che einer
dreidimensionalen Geometrie nach der Hochfrequenzpartitionierung beinhaltet. Fu¨r den
zu Grunde liegenden Clusterbaum TI existiere eine Konstante C die fu¨r alle t1, t2 ∈ T lI
einer Ebene
rt1 ≤ Crt2
erfu¨llt. Dann ist die Anzahl der Bla¨tter |L (TI×J)| dieses Blockclusterbaums von der
Ordnung O(n log n).
Beweis: Die zweidimensionale Oberfla¨che der 3D-Geometrie hat eine feste Gro¨ße g.
Wenn man sie mit Kugeln vom Radius r u¨berdecken mo¨chte, beno¨tigt man
g
r2




zula¨ssige Bereiche gefunden werden. Sei rlmin der kleinste und r
l
max der gro¨ßte Radius,
den ein Cluster in der l-ten Ebene T lI des Clusterbaums hat. Dann gilt nach
Voraussetzung
rlmax ≤ Crlmin.
























Bla¨tter im Blockclusterbaum und schließlich O(κ2 log n) viele fu¨r TI insgesamt.
Fu¨r die Randelementmethode muss κh ∼ 1 gelten. Die Oberfla¨che der Geometrie wurde
beim Triangulieren in n Dreiecke mit Fla¨cheninhalt der Gro¨ßenordnung O(h2) zerlegt,
deshalb gilt weiter nh2 ∼ g. Daraus folgt k2h2 ∈ O(1), nh2 ∈ O(1) und somit k2 ∼ n.
Die Anzahl der Blo¨cke betra¨gt also
O(κ2 log n) = O(n log n).
5.3 Berechnung der Eintra¨ge
5.3.1 Kompression mit ACA
Das Verfahren der Adaptive Cross Approximation kann wie gewohnt, auf die bereits
partitionierte Geometrie angewendet werden. Da die asymptotische Glattheit von
uˆ unabha¨ngig von κ auf den zula¨ssigen Blo¨cken garantiert ist, liefert es gute
Approximanten an die tatsa¨chliche Matrix. Es sei an Kapitel 3 erinnert.
Fu¨r die neue Partitionierungsvariante und ACA gilt weiterhin die Abscha¨tzung aus
Satz 3.3.2, dass die Matrix-Vektor-Multiplikation in O(n log n) Schritten durchfu¨hrbar
ist.
64
Die Berechnung der Eintra¨ge eines Blocks mit ACA beno¨tigt die Auswertung der
gegla¨tteten Kernfunktion fu¨r k Zeilen und Spalten also O(k(|t| + |s|)). Fu¨r jeden
Block mu¨ssen letztlich auch k(|t| + |s|) Eintra¨ge gespeichert werden. Was schließlich,
da |t|, |s| linear von |I| = n abha¨ngen, zusammen mit Satz 5.2.1 zu einer Zeit- und
Speicherkomplexita¨tsklasse von O(n2 log n) fu¨hrt.
Zeitlich ist der quadratische Aufwand verschmerzbar, da die Approximation nur ein
Mal durchgefu¨hrt werden muss. Aber fu¨r den Speicher ist das inakzeptabel. Wenn wir
fu¨r jeden Block nur eine konstante Anzahl von Eintra¨gen speichern mu¨ssten, ha¨tten wir
das gewu¨nschteO(n log n). Um dies zu erreichen, gibt es verschiedene Mo¨glichkeiten. Es
sei auf [14] fu¨r eine Variante mit ACA auf H 2-Matrizen verwiesen. Wir betrachten die
Approximation durch gemeinsame Basen am Beispiel der Tschebyscheffpolynome.
5.3.2 Approximation durch gemeinsame Basen
Nach Zerlegung der Kernfunktion des Helmholtzoperators mu¨ssen wir nur noch die
Funktion uˆ approximieren. Auf den zula¨ssigen Bereichen ist sie asymptotisch glatt
bezu¨glich beider Variablen mit Konstanten unabha¨ngig von der Frequenz κ. Dort kann
sie also interpoliert werden. Wegen ihrer guten numerischen Eigenschaften benutzen wir
auch hier Tschebyscheffpolynome. Es sei jedoch darauf hingewiesen, dass jede andere
Basis an ihrer Stelle denkbar wa¨re.
Wir betrachten stellvertretend den per Nystro¨mverfahren diskretisierten Einfach-




‖xi − yj‖ ,
finden. Alle Ergebnisse lassen sich jedoch analog auf die anderen
Diskretisierungsvarianten und das wie in (5.8) gegla¨ttete Doppelschichtpotential
u¨bertragen.
In Kapitel 3 wurde die Interpolation zum Erzeugen degenerierter Kerne vorgestellt.
Es war ausreichend entlang einer Variable zu interpolieren um die Degeneriertheit zu
garantieren. Damit wir nur eine konstante Anzahl an Eintra¨gen speichern mu¨ssen,
werden wir jetzt bezu¨glich x und y interpolieren.
Mit den Bezeichnungen der Tschebyscheffinterpolation auf zwei Variablen aus Kapitel
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Die p2d Koeffizienten ko¨nnen als Koeffizientenmatrix C ∈ Cpd×pd interpretiert werden.









Es genu¨gt die Koeffizienten C ∈ Cpd×pd des Polynoms zur gegebenen Basis zu kennen,
um es eindeutig zu beschreiben. Dies bedeutet, dass fu¨r jeden zula¨ssigen Block nur
konstant viele Eintra¨ge gespeichert werden mu¨ssen. Nach Satz 5.2.1 folgt, dass der
Speicheraufwand fu¨r die ganze Matrix in der von uns angestrebten Komplexita¨tsklasse
O(n log n) liegt.
Die Matrizen Bx und By ko¨nnen mit Hilfe der Rekursionsrelation (1.2) sehr schnell
aufgestellt werden und mu¨ssen demnach auch nicht gespeichert werden, um die
Matrix-Vektor-Multiplikation zu ermo¨glichen. Ihre Berechnung erfolgt analog zu
denen in Kapitel 4 in O(npd) Schritten, was die Komplexita¨t von O(n log n) diser
algebraischen Operation nicht vera¨ndert.
Fu¨r die Eintra¨ge eines Blocks beno¨tigen wir jeweils O(|t| + |s|) Operationen zur
Bestimmung der Gla¨ttungsrichtung e, der transformierten Koordinaten und der
Intervallgrenzen. Außerdem mu¨ssen wir p2d Koeffizienten berechnen, von denen jeder
einzelne mit d2p2d Schritten ermittelt werden kann. Da der Polynomgrad p und die
Dimension d als konstant betrachtet werden und |t|, |s| linear von n abha¨ngen, ergeben
die O((|t| + |s|)d2p4d) = O(n) Operationen pro Block zusammen mit Satz 5.2.1 eine
Gesamtzeitkomplexita¨t in der Klasse von O(n2 log n).
Die Fehlerabscha¨tzung fu¨r die Tschebyscheffpolynominterpolation asymptotisch glatter
Funktionen aus Satz 3.4.2 beno¨tigte ein Gebiet, welches ein kartesisches Produkt von
66
Intervallen ist. Damit die Pyramiden, in welche die Geometrie zerlegt werden muss,
diese Bedingung erfu¨llen, ist eine Transformation auf Kugelkoordinaten sinnvoll.
Abbildung 5.10: Beispiel fu¨r die Verteilung der Tensortschebyscheffknoten auf einem
zula¨ssigen Bereich, links in kartesischen und rechts in Polarkoordinaten
In Abbildung 5.10 links ist die Verteilung der zweidimensionalen Tensortschebyscheff-
knoten auf einem typischen hochfrequenzfernfeld- und winkelzula¨ssigen Gebiet
dargestellt.
Es ist offensichtlich, dass hier keine Fehlerabscha¨tzung halten kann, da die Knoten
teilweise in ungegla¨tteten, stark oszillierenden Bereichen liegen, in denen die
Kernfunktion unvorhersehbare Werte annimmt. Auf der rechten Seite von Abbildung
5.10 ist die Anordnung der Knoten in Polarkoordinaten dargestellt. Sie befinden sich
nur im glatten Bereich.
5.3.3 Numerische Ergebnisse
Die folgenden Werte sind Ergebnis numerischer Experimente auf demselben Rechner
und der selben triangulierten Kugel wie in Kapitel 4. Wir haben wieder drei
verschiedene Auflo¨sungen. Tabelle 5.1 entha¨lt die Ergebnisse der Approximation mit
ACA und ist wie folgt aufgebaut. In der ersten Spalte ist die Anzahl der Freiheitsgrade
N angegeben. Spalte 2 entha¨lt den relativen Speicherbedarf in Bezug auf die komplette
Matrix mit N2 Eintra¨gen in Prozent. In Spalte 3 befindet sich der Speicheraufwand pro
Freiheitsgrad in KB und schließlich in Spalte 4 die Zeit zur Berechnung der Kompression
in Sekunden. Hierzu sei angemerkt, dass die Implementierung nicht zeitoptimiert ist.
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Wir haben das Einfachschichtpotential des Helmholtzoperators mit dem
Nystro¨mverfahren diskretisiert. Der Parameter aus der Fernfeldbedingung betra¨gt
β = 1.1, der aus der Winkelbedingung c = 2 und die Approximationsgenauigkeit
ε = 0.001. Um bei der Randelementmethode Konvergenz zu garantieren muss κh . 1
gelten, wobei h die Gro¨ße der Dreiecke ist. Bei den Experimenten in Tabelle 5.1 wurde
κh = 0.3 gewa¨hlt.
N κ rel. Speicher Speicher/N Zeit
1280 3.15% 99.95 19.98 0.64
5120 6.28% 77.93 62.34 5.21
20480 12.55% 41.17 131.75 37.37
Tabelle 5.1: Ergebnisse von ACA auf der Kugel
Die erzielten Ergebnisse genu¨gen wie erwartet nicht unseren Forderungen. Zwar steigt
der Speicherbedarf nicht so stark wie bei der unkomprimierten Matrix mit der Anzahl
der Freiheitsgrade, doch offensichtlich auch nicht quasilinear.
Die Triangulationen der Kugel sowie die Blockclusterba¨ume fu¨r die H -Matrizen aus
Tabelle 5.2 stimmen identisch mit denen aus Tabelle 5.1 u¨berein. Lediglich bei der
Bestimmung der Eintra¨ge wurde statt mit ACA mit Tschebyscheffbasen gearbeitet.
In der ersten Spalte ist die Anzahl der Freiheitsgrade in den drei verschiedenen
Auflo¨sungen und in der zweiten die Frequenz, also κ gegeben. Es gilt auch hier
κh = 0.3. Anschließend folgen drei gleich aufgebaute Tabellenblo¨cke, einer fu¨r jeden
der Polynomgrade eins, zwei und drei.
Die erste Spalte jedes Blocks entha¨lt den relativen Speicherbedarf im Verha¨ltnis
zu dem der unkomprimierten Matrix in Prozent. Der Speicher pro Freiheitsgrad
in KB befindet sich jeweils in der zweiten. In Spalte drei jedes Blocks ist der
durchschnittliche, relative Fehler an den Dreiecksmittelpunkten, die bei unserer
Wahl der Diskretisierung sowohl Kollokationspunkte als auch Stu¨tzstellen fu¨r die
Quadraturformel beim Nystro¨mverfahren darstellen, aufgefu¨hrt. Jeder Block endet mit
der Angabe der Zeit in Sekunden, die fu¨r die Berechnung der Koeffizienten beno¨tigt
wurde.
Da die Matrixblo¨cke nach der Partitionierung voneinander unabha¨ngig sind und diese
nur einen Bruchteil der Rechenzeit ausmacht, ko¨nnen Einsparungen sehr effektiv




N κ Srel S/N Frel Zeit Srel S/N Frel Zeit Srel S/N Frel Zeit
1280 3.2 21% 4.2 0.45 0.07 34% 6.74 0.19 4.5 93% 18.6 0.02 80.9
5120 6.3 6.7% 5.36 0.47 0.41 9.6% 7.71 0.28 17.9 34% 27.4 0.08 1509
20480 12.6 1.7% 5.36 0.54 2.01 2.2% 7.1 0.33 55.1 7.5% 23.9 0.1 5767
Tabelle 5.2: Ergebnisse der Tschebyscheffinterpolation auf der Kugel
Gegenu¨ber dem ACA-Verfahren sind deutliche Verbesserungen beim Speicherbedarf zu
erkennen.
Abbildung 5.11 vergleicht den Speicherbedarf der unkomprimierten Matrix mit dem
von ACA mit ε = 0.001 und der Approximation mit gemeinsamen Basen mit dem
Polynomgrad p = 3.







In Abbildung 5.12 sind zur Verdeutlichung fu¨r dieselben Kompressionsarten der
Speicher pro Freiheitsgrad angegeben, der bei der Approximation mit gemeinsamen
Basen quasi konstant ist.
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Die Ergebnisse spiegeln exakt unsere theoretischen U¨berlegungen wider.
Kritisch ist das Anwachsen des Approximationsfehlers bei steigender Frequenz zu
betrachten. Dies ist angesichts der theoretischen Fehlerabscha¨tzung verschmerzbar.
Außerdem ist das Wachsen der Fehler eher gering. Ausgehend von der kleinsten
Auflo¨sung steigt der Fehler durch Vervierfachung der Frequenz deutlich weniger an,




In dieser Arbeit wurden verschiedene Methoden zur Steigerung der Effizienz bereits
existierender Verfahren zur Erzeugung Hierarchischer Matrizen vorgestellt. Sie dienen
der Kompression von Steifigkeitsmatrizen elliptischer Differentialoperatoren, so dass
auf den Approximanten algebraische Operationen durchfu¨hrbar bleiben.
Unsere Algorithmen bauen auf der Randelementmethode auf, die ein Randwertproblem
in ein lineares Gleichungssystem u¨berfu¨hrt. Da diese Systeme bei praktischen
Anwendungen enorm viele Freiheitsgrade haben, ist fu¨r ihre Speicherung und Lo¨sung
ein effizientes Verfahren von großer Bedeutung.
Hierarchische Matrizen ermo¨glichen die Behandlung dieser Matrizen mit fast linearem
Speicheraufwand. Auch die Matrix-Vektor-Multiplikation ist in logarithmisch-linearer
Zeit durchfu¨hrbar. Viele iterative Verfahren zum Lo¨sen linearer Gleichungssysteme
ko¨nnen damit sogar schneller auf einer H - Matrix arbeiten als auf einer
unkomprimierten.
Die Eintra¨ge ko¨nnen effizient durch den Adaptive Cross Approximation Algorithmus
aus originalen berechnet werden.
Das Verfahren Recompression for Adaptive Cross Approximation wurde in
Kapitel 4 vorgestellt. Erstmals wurde detailliert beschrieben, wie es auf
Doppelschichtpotentialoperatoren angewendet werden kann. Es wurde gezeigt, dass
der zusa¨tzliche Speicher- und Berechnungsaufwand nichts an der Komplexita¨tsklasse
a¨ndert.
Kapitel 5 beschreibt Ideen zur Behandlung des Helmholtzoperators. Obwohl er als
elliptische Differentialoperator eine asymptotisch glatte Singularita¨tenfunktion besitzt,
unterscheidet er sich massiv von den meisten anderen. Im Hochfrequenzfall werden alle
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Abscha¨tzungen, die die Konvergenz der Eintra¨ge berechnenden Verfahren garantieren
sollen, unbeschra¨nkt und damit wertlos. Neue Partitionierungsvarianten und partielle
Gla¨ttung ermo¨glichen den Nachweis der Konvergenz unabha¨ngig von der Frequenz.
Wir haben gesehen, dass die Hochfrequenzzerlegung als Grundlage fu¨r ACA zu einer
fu¨r uns inakzeptablen Speicherkomplexita¨t fu¨hrt. Eine mo¨gliche Lo¨sung wurde in der
Interpolation der Kernfunktion mit Tschebyscheffpolynomen gefunden.





Zur Weiterfu¨hrung dieser Arbeit ko¨nnte man Versuche machen, bei denen RACA
auf dem Helmholtzoperator arbeitet. Zumindest die Speicherkomplexita¨t sollte unsere
Anforderungen erfu¨llen.
Es wa¨re denkbar mit anderen gemeinsamen Basen als denen der Tschebyscheffpolynome
zu arbeiten.
Natu¨rlich bietet es sich an weitere Berechnungen an anderen Geometrien durchzufu¨hren
und die momentanen Quellcodes zu optimieren.
In Kapitel 5 wurde nur kurz darauf eingegangen, dass die Partitionierung und
Gla¨ttung theoretisch auch fu¨r das Doppelschichtpotential und fu¨r die anderen
Diskretisierungsverfahren funktioniert. Zur Kontrolle ko¨nnten dazu numerische
Experimente durchgefu¨hrt werden.
Das Testen der Algorithmen beinhaltete bisher nur die Kompression der
Steifigkeitsmatrizen. Es wa¨re wu¨nschenswert einmal ein praktisch relevantes Beispiel
mit tatsa¨chlichen Randwerten zu lo¨sen. Ein Vergleich mit gemessenen Werten in
Zusammenarbeit mit Physikern oder Forschungsgruppen anderer Fachbereiche, die mit
elliptischen Differentialoperatoren arbeiten, wa¨re aebenfalls interessant.
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