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ABSTRACT
Mohammad, Zahiduddin. M.S., Department of Computer Science and Engineering, Wright
State University, 2021. A Rebellion Framework with Learning for Goal-Driven Autonomy.

Modeling an autonomous agent that decides for itself what actions to take to achieve its
goals is a central objective of artificial intelligence. There are various approaches used to
build autonomous agents including neural networks, state machines, utility functions,
learning agents, and cognitive architectures. In this thesis, we focus on cognitive
architectures. Our approach uses specific knowledge of the world, the goals they pursue,
and the actions being performed. Most agents do what they are told (i.e., achieve the goals
given to them by a human), but a genuinely autonomous agent does more. It can formulate
its own goal or change the goals given to it. Sometimes an agent should even refuse to
accept a given goal because of issues that violate its preferences or motivations. Rebellion
(the refusal of an autonomous agent to accept a goal) is a vital trust requirement if critical
conditions are not met, such as ethics, safety, and behavioral correctness. We will exploit
rebellion to realize an agent framework that is both goal-driven and adaptive.
Using an existing cognitive architecture, we implemented a rebel agent that rejects
goals having undesirable effects. In particular, the agent uses explicit expectations about
its goals and reasons about the positive and negative interactions between them to make
such decisions. We also implemented a learning version of this agent, which learns from
iii

its mistakes and seeks to avoid similar mistakes in the future. In this work, we seek the
maximum achievement of goals when actions have both desirable and undesirable effects
and demonstrate improved goal achievement by incorporating learning algorithms within
a goal-driven rebel agent framework.
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1. Introduction
1.1. Overview
Modeling an autonomous agent that decides for itself what actions to take to achieve its
goals is a central objective of artificial intelligence. A significant part of this work
corresponds to the field of artificial intelligence called cognitive systems, and to be more
specific, goal driven autonomy. It is a goal reasoning method where agents do not just plan
for the given goals. Instead, agents change their goals, formulate new goals and perform
other operations on goals in a complicated world.
The autonomous agent is tasked to achieve all the goals assigned to it. Furthermore,
we argue that an agent should be capable of dropping goals when it is given improper (e.g.,
unethical) goals or goals which would deteriorate performance. Such agents that reject
allocated goals and plans or oppose other agents' behavior and attitude are called rebel
agents. The term was first used in a more limited sense of storytelling context (Coman,
Gillespie & Munoz-Avila, 2015) and later defined as agents who may reject, protest, or
grow resistance or opposition to objectives or courses of action given to them by other
agents, as well as to other agents' general actions or attitudes (Coman & Aha, 2018). In a
rebellion scenario, an alter (Coman & Aha, 2018) is a human or an agent or a group of
agents against which the agent rebels and is a powerful figure in the rebel agent's life. A
human operator, for example, may be the alter or a mixed group of human or synthetic
agents. A rebel agent is not supposed to consistently oppose the alter(s) by default. These
agents have a potential for a rebellion that may or may not occur depending on the situation.
1

When we take a close look at human behavior for saying no, the most common
reasons might be safety, health, and dignity. To decide when to say no, we usually
anticipate the consequences of an action before performing it and decide to say no if the
consequences are not desirable. Let us take an example of a person driving a car and is
accompanied by a friend. Suppose the driver is given the action of going the wrong way
down a one-way street by his friend. In that case, the driver anticipates the repercussions
and posits no, as this is violating safety norms. Now the next issue which arises is how
exactly to say no. Two different ways of saying no are (1) by explicitly stating the rejection
of actions (2) implicitly with a change in behavior. There are several types of rebellion.
Most of the below-mentioned types are from social psychology (Wright, Taylor &
Moghaddam, 1990; Cialdini & Goldstein, 2004; van Stekelenburg & Klandermans, 2013;
Coman & Aha, 2018).
The current approach to creating rebel agents requires hand authored expert
knowledge. This is time consuming and inefficient. Instead, an agent should learn from its
experiences which is still an open question. Here we use a standard relational learning
algorithm (described in section 2.4). Thus, the problem statement of the thesis is as follows.
•

What is the criterion for an autonomous agent to reject a goal from an alter?

•

Can a rebel agent learn from its mistakes to avoid similar future mistakes?
Our solution for this problem statement implies the following empirical hypothesis.

•

Hypothesis: The combination of rebellion and learning leads to increased
agent performance.

2

Autonomous agents that can reject a goal should have a proper criterion for which
it is rejecting the goals. As such, we introduce the concept of a goal expectation. That is, a
goal achieved in a previous state should always stay as achieved in future states.
Autonomous agents should also be able to learn from the discrepancies that occur. We
address this issue by generating a learning goal in the metacognitive cycle of the agent and
performing relational learning on examples observed during agent performance. The
current work is implemented in the Metacognitive Integrated Dual Cycle Architecture
(MIDCA)1 (Cox et al., 2016; Paisner, Cox, Maynord & Perlis, 2013). MIDCA’s
architecture and functionality are explained in chapter 2.

1.2. Contributions
This thesis work makes the following technical contributions:
1) A new approach to agent rebellion with the novel concept of a goal expectation
failure;
2) Extends the MIDCA interpretation module with goal expectations being
implemented;
3) Integrates rebellion with agent learning using goal expectations;
4) Extends the MIDCA metacognition cycle by formulating a learning goal,
generating a meta-level plan for it and then achieving that goal.
Rebel agents with and without learning were evaluated in the plant protection domain. The
domain consists of native plants, invasive plants, a human operator, and an agent. The rebel

1

https://github.com/COLAB2/midca
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agent checks for expectations in the Interpret module. If the expectation is not met, then
the agent will check whether the goal is desirable or not. Similarly, the learned agent will
perform learning when the expectations are not met. The MIDCA Interpret module's
extension is achieved by implementing a first-order requested predicate (a minor
contribution). The creation of a learning goal and planning to achieve the learning goal
were the contributions made to the metacognitive cycle. This is the first time learning has
been integrated with rebel agents in the literature.

1.3. Outline of Thesis
The topics for the thesis will be presented in the following order. Chapter 2 provides an
overview of the implementation of goal-driven rebellion and the approach we adopted to
learning within a rebellion. Chapter 3 describes the experiments carried out and discusses
the results. Chapters 4 and 5 contain related research and a concluding discussion
respectively.

4

2. Implementation of Rebellion and Learning in an Agent
Framework
This chapter discusses the MIDCA architecture followed by the planning algorithm used
in this study. Then, the chapter describes the plant protection domain, a rebellion
framework in MIDCA, and a first-order learning algorithm. It concludes with a discussion
of our rebellion framework with learning in MIDCA.

2.1. The Metacognitive Integrated Dual-Cycle Architecture (MIDCA)
The cognitive architecture used to implement rebellion and learning in an agent framework
is MIDCA. Figure 1 illustrates dual processing cycles in MIDCA. The lower cycle is
cognitive, while the other is metacognitive. Each cycle has six phases, and each phase
performs functional operations. The cognitive cycle interacts directly with the environment
through action and perception; the action side performs problem solving and the perception
side involves comprehension. In contrast, the metacognitive cycle monitors and controls
the cognitive layer. There is no fixed order in which the phases are arranged, but there is a
default order as shown in Figure 1; the developer can add or remove phases according to
his/her priority. The phases of the cognitive layer are:
•

Perceive: This module observes the state of the world 𝜑, detects the changes
happened in that world, and keeps track of those changes in its representation of
the world state 𝑠𝑗 .

5
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Figure 1. The MIDCA component phase structure and major knowledge elements. Cognitive and metacognitive
cycles contain six different modules (adapted from Cox et al (2016)).
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•

Interpret: This module is responsible for identifying goal discrepancies and
formulating new goals 𝑔𝑛 if necessary

•

Evaluate: This module tracks agent’s progress on the current goals 𝑔𝑐 , including
dropping goals that have been achieved or have failed.

•

Intend: This module decides the current goal set 𝑔𝑐 that the agent should be
pursuing from its agenda Ĝ.

•

Plan: This module takes the selected goals 𝑔𝑐 from the Intend phase and checks if
a plan 𝜋𝑘 already exists to achieve the goal set. If not, a new plan is generated for
that specific goal set.

•

Act: This module executes the actions 𝛼𝑖 ϵ 𝜋𝑘 to achieve the goal 𝑔𝑐 by changing
the state of the world. Each time Act is invoked through the cycle, the next action
in the plan executes.
In MIDCA, we have a data structure called a goal graph which manages all goals.

The Perceive phase obtains the knowledge of the world. The Interpret phase receives the
goals from a user or generates the goals and inserts them into the goal graph. Here it also
checks if there is a distinguished predicate called requested. The current syntax of
requested is (requested alter1 agent1 (agent-at pos6-6)). It means alter1 is
requesting agent1 to achieve (agent-at pos6-6), so the goal (agent-at pos6-6) will be
added to the goal graph. The Evaluate phase checks whether the goal is achieved or not. If
it is achieved, then it is removed from the goal graph. The Intend phase gets the goal graph
from memory and selects a goal from the goal graph. The Plan phase generates a sequence
of actions to achieve the selected goal. Here we use the fast-downward planner with a lazy
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greedy process for searching of the solution. The Act phase gets the respective plan and
iterates to achieve the goal.
The phases of the meta layer are as follows:
•

Monitor: This phase is similar to the Perceive phase, but it obtains the knowledge
from the cognitive layer. It obtains the most recent trace of cognition from memory.

•

Interpret: This phase detects anomalies in the cognitive cycle and performs
learning goal (𝑔𝑛𝑀 ) generation.

•

Evaluate: This phase evaluates whether the meta-level goal has been achieved or
not.

•

Intend: This phase performs the goal selection from the available set of meta-level
goals.

•

Plan: This phase performs the planning to achieve the metacognitive goal.

•

Control: This phase performs the actions described in the plan.

2.2. The Fast-Downward Planner
MIDCA is modular and can use various planners as a “plug-in.” Existing planners include
Pyhop, SHOP2 (Nau et al., 2003; Nau, Munoz-Avila, Cao, Lotem & Mitchell, 2001) and a
heuristic search planner (Bonet & Geffner, 2001). We use the fast-downward planner2
(Helmert, 2006) in both the cognitive and metacognitive cycles of MIDCA. As the fastdownward stone soup planner (Helmert, Roger & Karpas, 2011) was the winner of the
international planning competition, we use fast-downward (an open-source version of fastdownward stone soup) for its efficiency. It is a classical planning system based on heuristic

2

http://www.fast-downward.org/ObtainingAndRunningFastDownward
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search. It deals with a propositional fragment of the Planning Domain Definition Language
(PDDL) 2.2 (Edelkamp & Hoffmann, 2004), including advanced features like action
description language conditions and effects. It is a progression planner that looks at the
world state of planning in the forward direction.
The planner is given a domain file and a problem file (i.e., file containing the initial
state and goal). In the domain file, we have types, predicates and actions defined. An action
is modeled as a set of parameters, preconditions, and effects and is called an operator (see
Table 1). The parameters of an operator consist of types, constants, static facts, and many
other things. Preconditions are the set of conditions that are supposed to be true to perform
the effects of an action. A precondition may be an atomic formula, combination of atomic
formulas, general negation, or a quantified formula. In PDDL, the effects of an action are
not represented by add or delete lists; instead, delete lists are denoted by negation. The
predicates are defined as (agent-at ?x – mapgrid) where agent-at is the predicate name
and ?x is a variable of type mapgrid.
Let us consider an example move operator (see Table 1) and look at how the
parameters, preconditions, and effects are defined. Here map grid and direction are among
the different types we use. The precondition of the operator move is (agent-at ?from),
which means to perform the move action of agent to reach location ?to, the agent checks
whether the precondition predicate is true in the current state. The other precondition we
have is (isadj ?dir ?from ?to), which means location ?from and ?to should be adjacent
in one of the eight directions (i.e., north, south, east, west, north-east, north-west, southeast, south-west). The effects of the move operator are the conjunction of (agent-at ?to)
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and (not (agent-at ?from)), which means add agent at location ?to and remove the agent
from the location ?from.
Table 1. Action model of operator move.

(:action move
:parameters (?dir - direction
?from - mapgrid
?to - mapgrid )
:precondition
(and
(agent-at ?from)
(isadj ?dir ?from ?to)
)
:effect
(and
(agent-at ?to)
(not(agent-at ?from))
)
)

2.3. The Plant Protection Domain
The plant protection domain consists of harmful invasive plants, endangered native plants,
a human supervisor, and an agent which navigates to a target cell and deploys herbicides
(Boggs, Dannenhauer, Floyd & Aha, 2018). When an agent deploys herbicides, it will
affect the neighboring cells as well. The world in which agents act is a map grid of size
10x10, as shown in Figure 2. It consists of tiles where a plant occupies a single tile, and
the tiles containing plants cannot be moved by agents. Plants are static fixtures that cannot
be moved or replanted and can only be placed on tiles between (2,2) and (7,7). In this
domain we do have 2 action models: the move operator from Table 1 and a spray operator.
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A walkway around the planting area exists for the ease of agent to remove the plants along
the edges and corners as well.
Figure 2 represents Problem 1 with an agent at location (0,0). The agent is provided
with goals to preserve all native plants and remove all invasive ones, i.e., (native-at pos33) ∧ ¬(invasive-at pos2-5). Therefore, the agent’s plan is to move to location (2,5) and
then spray the invasive plant. Given that the native plant already exists at location (3,3) in
the initial state, nothing needs to be done to achieve the goal to have a native plant at (3,3).
Here the Perceive phase of cognitive cycle inputs the requested expression for the goals,
Interpret adds these goals to goal graph and Intend makes all goals current. Finally, the
Plan phase takes the current goal and generates a plan to move to location (2,5) and spray
the invasive plant.

Figure 2. Problem 1: A simple problem in the plant protection domain (native and invasive plants are
represented by NAT and INV respectively).

2.4. A Rebellion Framework in MIDCA
Goal-Driven Autonomy (GDA) (Cox, 2007; Klenk, Molineaux & Aha, 2013; Munoz-Avila,
Jaidee, Aha & Carter, 2010; Paisner, Cox, Maynord & Perlis, 2014) revolves around the
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notion that an agent iteratively checks its own decisions to decide which goal to perform
next. One of the critical steps of GDA is expectations. Expectations focus the reasoning
process and reduce the computation of an agent. Immediate expectations (Munoz-Avila,
2018) are when an agent checks the preconditions before performing an action and checks
whether the effects are satisfied after performing the action. Informed expectations
(Dannenhauer & Munoz-Avila, 2015) are different expectations where an agent validates
all the effects achieved by previous plan steps executed so far.
This thesis introduces the notion of a goal expectation (Mohammad, Cox &
Molineaux, 2020). A goal expectation leads an agent to believe that once a goal is achieved,
it will remain achieved unless the agent does something to change the goal state (at least
for relatively short intervals of time). Note that as a boundary case, if a goal is already
satisfied in the initial state, it will also remain achieved. Goal expectations are captured by
maintaining a list of goals that were true in the previous state. When an agent has such an
expectation and observes that the goal becomes unsatisfied, a goal expectation failure
occurs. The goal expectation failure is detected in the Interpret phase of MIDCA’s
cognitive layer. Once the goal expectation has failed, the agent updates its memory. When
it enters the Evaluate phase, it checks whether the current goal is desirable or not (see
Figure 3). If it is undesirable, it then rebels against that specific goal by dropping the goal
from the goal graph. A goal is undesirable if achieving that goal is negatively affecting
already achieved goals.

12

Figure 3. A rebellion framework for intelligent agents.

Consider the example (Problem 2) in Figure 4. As before, the agent is given the
goals of preserving all the native plants and removing all invasive plants. The agent then
generates an 11-step plan as shown below.
1) move(noes,pos0-0,pos1-1)
2) move(noes,pos1-1,pos2-2)
3) move(north,pos2-2,pos2-3)
4) move(north,pos2-3,pos2-4)
5) spray(pos2-4)
6) move(east,pos2-4,pos3-4)
7) move(east,pos3-4,pos4-4)
8) move(east,pos4-4,pos5-4)
9) move(north,pos5-4,pos5-5)
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10) move(noes,pos5-5,pos6-6)
11) spray(pos6-6)

Figure 4. Problem 2: A more complex problem in the plant protection domain.

In the above-generated plan, move and spray are the actions, and north represents
north direction, pos0-0 represents the location (0,0) in the map grid. The action
move(noes,pos0-0,pos1-1) represents that the agent moves from location (0,0) in the
north-east direction to reach the location (1,1). Similarly, the action spray(pos2-4)
represents the agent spraying herbicide at the location (2,4). Once the spray is performed,
the agent detects a goal expectation violation as the agent did kill the native plant at the
location (3,3).
The agent believes that spraying only affects the cell sprayed, but it also removes
plants in adjacent cells including the cell sprayed. The agent then continues with the
execution of the plan's remaining actions. Once the agent reaches location (6,6), it rebels
against the goal of removing an invasive plant at (6,6) as shown in Figure 5 because it

14

observes a native plant adjacent to the invasive plant. We have an agent which has the
broken operator spray and that is the reason why the agent did remove the native plant at
location (3,3) even though it sprayed herbicide in location (2,4). Here as the agent detects
the goal expectation failure when it performs spray action. The agent should be capable of
learning about its broken operator and should modify its action model of spray.

Figure 5. A working example of rebellion during the execution of the plan for Problem 2.

2.5. First-Order Relational Learning
Suppose we want an agent to learn to determine whether a plant is “invasive” based on its
characteristics. One approach is to create a set of positive and negative examples of plants
that are represented using ground facts represented in the first-order predicate logic.

15

Table 2. Examples of training instances.

Conjunctive Description

Classification

Plant(P1) ∧ consume-water(more) ….. ∧ kills(P3)

Invasive(P1)

Plant(P2) ∧ consume-water(optimal) ….. ∧ kills(None)

¬ Invasive(P2)

For example, Table 2 shows two training instances (first column) that refer to two
plants denoted P1 and P2. Their classifications (second column) are invasive or not. Here
the predicates Plant, consume-water, and kills are relations that represent knowledge about
whether a specified object is a plant, the quantity of water it consumes, and the capability
of killing other plant species, respectively. From this information, a relational learning
algorithm could infer (for example) that any plant that consumes more water and kills other
plants is invasive. It would learn the following definition of predicate φ(x) =
∃ 𝑝1, 𝑝2 [𝑃𝑙𝑎𝑛𝑡(𝑝1) ∧ 𝑃𝑙𝑎𝑛𝑡(𝑝2) ∧ 𝑐𝑜𝑛𝑠𝑢𝑚𝑒 ̵𝑤𝑎𝑡𝑒𝑟(𝑝1, 𝑚𝑜𝑟𝑒) ∧ 𝑘𝑖𝑙𝑙𝑠 (𝑝2)]. Given a combination

of such examples, we would like to learn a general formula φ(x) which satisfies the training
examples.
The problem of learning logical formulas is to find a hypothesis H that satisfies
D ∧ B ∧ H |= L, where D is a Knowledge base that describes the positive and negative
examples (Mitchell, 1997). D is also known as horn clause. Horn clauses are used to do
efficient inference in logic. For example, one rule for Invasive might be IF
Plant(P1) ∧ consume-water(more) ….. ∧ kills(P3) THEN Invasive(P1). B is a Knowledge
base that provides background knowledge about the problem. In the above example
consume-water is one of the knowledge bases that provides the characteristic about the
invasive plant. L is a Knowledge base that has classified training examples into positive
16

and negative. For example, {Invasive(P1), ¬Invasive(P2), . . }. Here given a combination
of D, B and L the algorithm can be used to learn an operator. This is done by considering
the preconditions and effects of an action model. In other words, the preconditions for a
plant to be invasive might be “Plant(P1) ∧ consume-water(more) ….. ∧ kills(P3)” and the
effects will be “Invasive(P1)”.

2.6. A Rebellion Framework with Learning in MIDCA
As the agent has incorrect knowledge about its actions, it will continue to underperform.
Thus, the agent should be capable of learning about its operators over a period. Many
relational learners exist such as HYDRA (Ali & Pazzani, 1993), DOGMA (Hekanaho,
1998) and FOIL3 (Quinlan, 1990). For the agent to learn, we use the FOIL algorithm. So,
the next question which arises is ‘When should the agent start learning?’ Our rebellion
agent performs learning whenever an agent observes a metacognitive expectations failure
(Dannenhauer, Cox & Munoz-Avila, 2018). A metacognitive expectation is an expectation
about an agent’s cognition rather than its behavior in the world. One type of metacognitive
expectation failure is when an agent is unable to give explanations for a goal expectation
failure that occurs in the cognitive cycle. One of the reasons for the agent not giving the
explanation is having the incorrect knowledge about the world or about its operators. Here
we assume that no external factors influence the effects of the action such as the behavior
of other agents.

3

https://github.com/johntrimble/foil-python
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Figure 6. Rebellion framework with learning (adapted from Mohammad, Cox & Molineaux (2020)).

Once the metacognitive expectation failures are detected, it starts the learning
process in the metacognitive cycle of MIDCA, as shown in Figure 6. A discrepancy is
detected in the Interpret phase of the cognitive cycle. After this phase, we have a complete
metacognitive cycle, as shown in Figure 7, which starts with the Monitor phase, where it
obtains the most recent trace of cognition from memory. The cognitive trace is constructed
by recording what each module in each phase takes as input and produces as an output
(Dannenhauer, Cox & Munoz-Avila, 2018). Specifically, the cognitive trace is composed
of an ordered dictionary (list of key, value pairs) that can be indexed via the phase and
cycle. Here from the cognitive trace, a set of background knowledge about a problem (B
from section 2.5), a knowledge base that describes training examples (D from section 2.5),
and the knowledge base that provides labels for training examples (L from section 2.5) are
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recorded. The Interpret phase of the metacognitive layer is responsible for detecting
failures in the cognitive level process. In this phase, learning goals are generated, which
will be passed to the meta layer's subsequent phases. Here, the learning goal is 𝑔𝑛𝑀 =
(learned spray 𝑆𝑐 ) where spray is the operator and 𝑆𝑐 is the state at which expectation
failure is observed. The Evaluate phase of the metacognitive layer is responsible for
monitoring the metacognitive goals. The Intend phase will then select the goals which are
supposed to be achieved. The current implementation of Intend selects all the goals which
are pending. The planning phase runs the fast-downward planner to produce a plan 𝜋 𝑀 to
achieve learning goal. In the Control phase, the Intend phase's goal will be achieved.

Figure 7. Implemented modifications to the metacognitive layer of MIDCA. Changes to all six phases in
metacognitive cycle.

Here the FOIL algorithm is given a few positive and negative examples which
satisfy the rule we try to detect. It returns with the actual rule for the operator. The
modification of the agent’s knowledge about the operator is carried out in the Control
phase. In the Control phase, it compares the rule generated by the learning algorithm with
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the agent’s knowledge of the operator, then it does the necessary changes to the operator.
The modification in the agent’s memory is done so that it satisfies the rule generated by
the learning phase. After the agent’s memory is updated with the rule in the Control phase,
the metacognitive cycle ends.
Let us consider an example learning operator run-foil (see Table 3) and look at how
the parameters, preconditions, and effects are defined. Here the preconditions of the
learning operator are has-discrepancy ?current-state, outdated ?op, causeddiscrepancy ?op, which means to perform run-foil action, the agent checks whether it
has a discrepancy in the current state, it has an outdated operator and did the same
operator caused discrepancy. If all the preconditions are met then it starts the learning of
the operator.
Table 3. Action model of operator run-foil.

(:action run-foil
:parameters (?op - operator ?current-state - state)
:precondition
(and
(has-discrepancy ?current-state)
(outdated ?op)
(caused_discrepancy ?op )
)
:effect
(and
(learned ?op ?current-state)
)
)

After the completion of a metacognitive cycle, it continues with the cognitive
Evaluate phase which checks whether given goals are completed or not. Reconsider
Problem 2 in the plant protection domain as shown in Figure 4. The agent then generates
an 11-step plan as shown below.
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1) move(noes,pos0-0,pos1-1)
2) move(noes,pos1-1,pos2-2)
3) move(north,pos2-2,pos2-3)
4) move(north,pos2-3,pos2-4)
5) spray(pos2-4)
6) move(east,pos2-4,pos3-4)
7) move(east,pos3-4,pos4-4)
8) move(east,pos4-4,pos5-4)
9) move(north,pos5-4,pos5-5)
10) move(noes,pos5-5,pos6-6)
11) spray(pos6-6)
After performing action five from the above-generated plan, an agent detects a goal
expectation failure and starts learning in the metacognitive layer. The Interpret module of
the metacognitive layer generates a learning goal such as learned(spray, 𝑆𝑖), where
learned is the predicate and spray is the action model which it is supposed to learn. Once a
learning goal is generated, it enters Evaluate module to evaluate whether the learning goal
is achieved. In the Intend phase, it does select the learning goal which is supposed to be
achieved. In the Planning module, it does generate a single-step plan such as runfoil(spray,𝑆𝑖+1 ). It means to start FOIL to learn the action model of spray. In the Control
phase, the FOIL algorithm runs and returns with rules for spray such as
isadj_time(var_11, Param_1), spray(VAR_53, VAR_11), isadj_soes(VAR_53,
PARAM_0). Here isadj_time, spray, isadj_soes are the rule-based predicates.
isadj_time has two-time arguments, the spray has one position and one time arguments,
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isadj_soes has two positional arguments. We add effects in the spray action model from
the FOIL-generated rule. The agent knows that it kills the plants in the southeast direction
if it sprays at a location.
After the completion of learning in the metacognitive layer, when it enters the
planning phase of the cognitive layer, it replans with the updated action model. Here the
agent generates the 7-step plan below:
1) move(east,pos2-4,pos3-4)
2) move(east,pos3-4,pos4-4)
3) move(east,pos4-4,pos5-4)
4) move(north,pos5-4,pos5-5)
5) move(north,pos5-5,pos5-6)
6) move(north,pos5-6,pos5-7)
7) spray(pos5-7)

Figure 8. A working example of rebellion with learning during the execution of the plan for Problem 2.
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As shown in Figure 8, the agent instead of moving to (6,6) reaches (5,7). It then performs
a spray action to remove the invasive plant at location (6,6) without killing the native
plants.
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3. Experimental Setup and Results
The experiments we have conducted provide a baseline for determining how rebellion with
learning affects the performance of an agent in the plant protection domain. Our tests were
run in a 10 × 10 world (as discussed in section 2.2) with a rebellious agent, standard agent,
and a learning agent. The standard agent does not perform rebellion or learning. The
learning agent learns a more accurate model of the operator over the range of goals given
and can reject goals accordingly. The rebel agent performs the rejection of goals and does
no learning. We randomly place invasive and native plants in the map grid.
We use different ratios of invasive and native plants in the domain to see how the
performance varies. One of the other reasons for selecting different ratios of native and
invasive plants in the domain is that there are few scenarios where even the learning agent
will not remove all invasive plants. For example, suppose we have an invasive plant at
location (6,6) and native plants at locations (5,5) and (7,5) (see Figure 9). Even if the agent
did learn a more accurate model of the operator spray, it cannot generate a solution that
will remove the invasive plant and preserve the native plants around it.
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Figure 9. Problem 3: One of the edge cases where the learning agent also fails.

For the experiments, we ensure that no two plants are in the same map grid and that
all plants are situated between location (2,2) and location (7,7). Experiments were carried
out by varying goals from 1 to 20. At each fixed number of goals, we generate 100 random
trails thus leading to a total of 2000 random trails. The density of the invasive and native
plants on the grid changes in every trail as the number of goals increase. Initial goals for
this domain will be to remove all the invasive plants and preserve all native plants.

3.1. Native and Invasive Plants with a Ratio of 75:25
In the first experiment, we set the ratio of native to invasive plants at 75:25. In Figure 10,
the blue line represents the learning agent, the orange line represents the rebel agent, and
the green line represents the standard agent. The red line represents the percentage of goals
rebelled. Figure 10 depicts three different agents' comparison to the percentage of goals
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achieved. Here it is clear that a rebel agent performs better than a standard agent because a
standard agent removes all adjacent plants to achieve one of its assigned goals. However,
the rebel agent rejects goals if there are any native plants adjacent to invasive ones. The
learning agent performs better than the rebel agent because, after a given number of
scenarios, the learning agent would have fixed its broken spray operator. As the operator
is fixed, a learning agent will generate better plans to remove invasive plants and preserve
the native ones.

Figure 10. Performance as a function of problem complexity. Results with a ratio of 75:25 native to invasive
plants.

For three different points along the x-axis in Figure 10, we are going to show more
details in a box plots. A box plot is a standardized way of displaying data such as minimum,
first quartile, median, third quartile and maximum. The box is drawn from first quartile to
third quartile. The lower line below the box is the minimum value (first quartile value -1.5
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* interquartile range) and the upper line is the maximum value (first quartile value +1.5 *
interquartile range). In Figures 11, 12 and 13, the orange line represents the median of the
distribution and on y-axis we have number of goals instead of percentage of goals. The
black circles represent the outliers for the distribution of the data. In Figure 11, it is clear
that the median of the standard agent and rebel agent are similar, however, the median of
the learning agent is more. The reason is that an average of 0.5 goal was rebelled.

Figure 11. Box plots of different agents with native
and invasive plants with ratio of 75:25 with 15 goals.

Figure 12. Box plots of different agents with native
and invasive plants with ratio of 75:25 with 10 goals.

In Figure 12, the median of learning agent is similar as the rebel agent. However,
the standard agent is having a lower median value compared to rebel agent . The
interquartile range is very less for the learning agent which means large part of data is
around 12 number of goals. In Figure 13, the median of learning agent is more than median
of rebel agents. The median of rebel agent is higher than the median of standard agent.
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Figure 13.Box plots of different agents with native and invasive
plants with ratio of 75:25 with 20 goals.

3.2. Native and Invasive Plants with a Ratio of 60:40
In Figure 14 as with Figure 10, the blue line represents the learning agent, the orange line
represents the rebel agent and the green line represents the standard agent. The red line
represents the percentage of goals rebelled. We restrict the ratio of native to invasive at
60:40. Figure 14 depicts three different agents comparisons to the percentage of goals
achieved. Here it is clear that a rebel agent performs better than a standard agent because a
standard agent removes all adjacent plants to achieve one of its goal s (removal of an
invasive plant) assigned. However, it does reject goals with the rebel agent if there are any
native plants adjacent to invasive ones. Here learning agent did perform better than the
rebel agent until the number of goals is 14, after which the performance deteriorates. This
decline is due to the fact that the agent is currently using a planner (fast-downward) where
even if one of the goals is not achievable, the planner would not generate any plan. As the
planner is not generating any plan the agent will be idle and thus achieve less goals overall.
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Figure 14. Performance as a function of problem complexity. Results with a ratio of 60:40 native to invasive
plants.

In Figure 15, 16 and 17, the orange line represents the median of the distribution.
The black circles represent the outliers for the distribution of the data. In Figure 15, the
median of the learning agent is greater than the median of the rebel agent. This is due to

Figure 16. Box plots of different agents with native
and invasive plants with ratio of 60:40 with 10 goals.

Figure 15. Box plots of different agents with native
and invasive plants with ratio of 60:40 with 15 goals.
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average of percentage of goals achieved in Figure 14 for 10 given goals is more for learning
agent than the rebel agent.
In Figure 16 and Figure 17, the median of the learning agent is less than the median
value of rebel agent, this is because the learning agent is not generating the plan even if
one goal is not achievable.

Figure 17. Box plots of different agents with native and
invasive plants with ratio of 60:40 with 20 goals.
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4. Background and Literature Review
In general, autonomous agents are designed to achieve all the goals given. However, rebel
agents can drop/reject some of the goals when they can. Once these agents detect any
discrepancies causing them to reject goals, they should learn from those discrepancies to
avoid similar ones in the future. Let us now look at some of the rebel agents, discrepancies,
learning methods, and how they were implemented.

4.1. Different Approaches for Performing Rebellion
Boggs, Dannenhauer, Floyd & Aha, (2018) did create rebel agents, which maximize the
achievement of goals when the goal states contain both positive and negative effects. It is
the first implementation performing rebellion in MIDCA. They implemented a MIDCA
agent that identifies the ideal amount of rebellion. Their agent performs rebellion by
communicating with the alter that it would like to rebel. The alter may approve or reject,
as shown in Figure 18. If the alter approves the request, the agent performs the rebellion,
and the rebellion cycle ends. If the alter rejects the request, the agent then decides whether
to rebel or not by rolling a weighted dice where the probability of agent being rebellious is
the weight factor. Their results indicate that agents operating with an ideal rebellion rate
will achieve higher overall scores for the given metric. However, they did not provide a
criterion for when to rebel as we have. Instead, the agent rebels randomly, and it examines
the effects rebellion has on performance.
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Figure 18. Flow of agent’s rebelliousness in Boggs, Dannenhauer, Floyd & Aha
(2018).

Briggs & Scheutz (2015) introduced initial work that has been done in the
DIARC/ADE (Distributed Integrated Cognition Affect and Reflection / Architecture
Development Environment) cognitive robotic architecture to put forth the rejections and
explanation mechanisms for rebellion. They describe five felicity conditions: 1)
knowledge, 2) capacity, 3) goal priority and timing, 4) social role and obligation, and 5)
normative permissibility. In this work, if a robot is given a goal by an alter, it then
undergoes the reasoning process, as shown in Figure 19.
Their agent first considers whether it is permissible to do the given goal considering
the social relationship between the alter and the robot. Next, it considers whether there is a
particular reason such that it is not allowed to do the given goal which is permissibility.
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The first stage considers the social information regarding the robot’s roles and
relationships. In the second stage, it checks for the ethical/normative principles.

Figure 19. Directive acceptance/rejection reasoning process in the DIARC/ADE NL architecture (adapted
from Briggs & Scheutz (2015)).

Coman, Gillespie & Munoz-Avila, (2015) is a prototype for rebel agents on
eBotworks, a cognitive agent framework and a simulation platform. They achieve this by
performing (1) a case-based reasoning approach to motivation discrepancy perception and
(2) user inputs for creating the agent’s emotional baggage leading to rebellion. In this work,
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motivation discrepancy is considered when there is any inconsistency between the agent’s
motivation and assigned goals. Depending on the inconsistency, the agents may generate
new goals that safeguard their motivation. They also populated a case base consisting of
memories of percepts and associated emotions. Based on these percepts and associated
emotions, the agent will be motivated for the rebellion.
Aha & Coman (2017) introduced a rebellion framework to support discussion,
implementation, and agent’s deployment as protagonists of positive narratives. Here they
classify rebellion based on types, stages, and rebellion factors. In this work, they have
rebellion types based on the three dimensions of expression, focus, and interaction
initiation. With respect to stages of rebellion, the stages are pre-rebellion, rebellion
deliberation, rebellion execution, and post-rebellion.
Gregg-Smith & Mayol-Cuevas (2015) consider the handheld personal robot that
operates in tool space by cooperating with a user to solve the tasks and improve
performance. Here rebellion is performed by a handheld robot, where the robot provides
feedback to the user by avoiding action and/or avoiding pointing when it conflicts with the
task assigned.

4.2. Learning Methods
Many examples exist of learning of in Goal-Driven Autonomy (GDA). For example,
Molineaux & Aha (2014) implemented an approach to detecting surprises, evaluating
different surprise forms, and generating new models for the unseen events that caused the
surprise. In their work, the agent tries to explain all observations in the environment in the
process of finding inaccuracies. Here the agent generates explanations to (1) understand
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that specific known events has occurred (2) recognize when unknown events have occurred
through explanation failures. Here explanations are made about the sequence of
observations, actions, and exogenous events. When an inconsistent explanation is found, it
is recorded as an unknown event. Once an unknown event occurs, creating a model with
preconditions for states triggers them. In this thesis work, this is the first time where rebel
agents are combined with learning in GDA.

4.3. Metalevel Expectations
Dannenhauer, Cox & Munoz-Avila (2018) addresses anomalies within an agent's cognition
by managing cognition-level expectations. These expectations allow agents to identify
discrepancies and adapt their knowledge or cognitive process to solve complex problems.
They introduced a new type of expectation called metacognitive expectations and
introduced these expectations into the MIDCA architecture. Their results show that agents
with such capabilities will outperform agents with no such structure, i.e., when faced with
novel situations that cause these metacognitive expectations to fail . This work's vital
contribution is the ability to detect the problem at a cognitive level and address the
problems in the metacognitive level, which positively affect the agent’s overall
performance. We base our work partially on these results.
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5. Discussion
This thesis focuses on implementing a novel framework for rebellion with learning in goaldriven autonomy in the MIDCA cognitive architecture. We showed that the combination
of rebellion with learning increases agent performance over a wide range of scenarios in
the plant protection domain. The core idea behind this framework is goal expectations. A
goal expectation leads an agent to believe that once a goal is achieved, it will remain
achieved unless the agent does something to change the goal state.
A rebellion is performed in the Interpret phase of the cognitive cycle of the MIDCA.
When an agent has a goal expectation and observes that the goal is unsatisfied, a goal
discrepancy occurs. Goal expectation failures are detected in the Interpret phase of the
cognitive layer of MIDCA. Once a goal discrepancy occurs, the agent updates its memory.
When it enters the Evaluate phase, it checks whether the current goal is desirable or not. If
it is undesirable, then the agent performs rebellion by dropping the goal from the goal
graph.
Similarly, the rebellion framework with learning has also been implemented. When
an agent detects a knowledge discrepancy, it starts the learning process in the
metacognitive cycle of MIDCA. In the metacognitive cycle, obtaining recent cognitive
trace, generating the learning goal, monitoring the learning goal, selecting the learning
goal, learning, and modifications to the agent’s knowledge occur in every phase.
The percentage of goals achieved was chosen as the performance metric. The
evaluation is performed for two different ratios of invasive and native plants: 75:25, 60:40
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in the plant protection domain. A comparison has been made between a learned agent, a
rebel agent, and a standard agent.

5.1 Conclusion
A rebellion framework with and without learning has been implemented. As
percentage of goals achieved is considered as the performance metric, rebel agent did
perform better than the standard agent in both the different ratios of invasive and native
plants.
I see artificial intelligence proliferating in the world with innovations such as
crewless vehicles and personal assistants. It fascinates me to watch the field's growth and
its future developments. It is gaining importance in wide range of situations from helping
humans in day-to-day activities to reduce health and life risks. For example, it is better to
send an agent into space for research instead of training a human. If anything happens, we
will be a losing an agent rather than a human life. One of the main goals of artificial
intelligence is to create an agent that acts like humans. One of the approaches to creating
an intelligent agent is through cognitive systems.

5.2 Future Research
This thesis work is relevant to many areas of AI research and can be further continued in a
variety of directions, some of which are as follows:
•

The research work can be extended by adding more agents in the domain.
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•

The research work can be improved by having an oversubscription version of fastdownward planner such that planner should plan to achieve the maximum number
of goals from the given set of goals.

•

Giving importance to each goal from the given set of goals. We did consider each
goal with the same importance in the current work.

•

Enabling communications between agents in the domain so the agent who is close
to the target can achieve the goal.

•

Implementing goal monitors in the current framework.
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