Abstract: Carbon fiber fabrics are important engineering materials. However, it is confusing to classify different carbon fiber fabrics, leading to risks in engineering processes. Here, a classification method for four types of carbon fiber fabrics is proposed using artificial neural networks (ANNs) and support vector machine (SVM) based on 229 experimental data groups. Sample width, breaking strength and breaking tenacity were set as independent variables. Quantified numbers for the four carbon fiber fabrics were set as dependent variables. Results show that a multilayer feed-forward neural network with 21 hidden nodes (MLFN-21) has the best performance for classification, with the lowest root mean square error (RMSE) in the testing set.
Introduction
Carbon fiber is a new engineering material, which has become popular in aerospace, missile and rocket development [1] [2] [3] [4] [5] . In recent years, these materials have been developed rapidly in the field of civil construction, including in architecture and sports [6, 7] . The resin composite sheet of carbon fiber fabrics is an enhanced product with unidirectional (UD) carbon fiber, which is frequently used because of its excellent mechanical properties and easy repairability [8] . Due to these superior properties, it is currently becoming a promising material in construction industries.
However, because the appearances of different carbon fiber fabrics have no significant difference, different types of carbon fabric fibers are very easy to confuse during productions [9, 10] , causing a large number of issues related to applications and construction. Also, there is a huge potential risk of compromised security in engineering processes using the resin composite sheet of carbon fiber fabrics without an exact classification [9] . So far, a direct classification approach for different fabrics is to measure the density [10] . However, this measurement is complicated and has high requirements with relevant instruments. Thus, there is still no study that reports an effective solution.
To classify different types of resin composite sheets of carbon fiber fabrics in a simpler way, we should firstly note that differences in density may lead to differences in tensile strength and relevant properties, which can be easily measured by fabric strength machines. Therefore, we can rationally assume that measuring the fabric of carbon fiber using a fabric strength machine can help us obtain a method for classification. Then the question becomes simpler: how do we find out the relationship between the properties acquired from the fabric strength machine and the classification result? Theoretical studies have offered several equations that describe relevant 2 of 9 testing processes. Nevertheless, there is still a lack of an available method that can quantify different carbon fiber fabrics. Here, we successfully classify four different carbon fiber fabrics using a simple, defined quantification method with the strong classification capacity of machine learning techniques. Knowledge-based machine learning models were developed after the training process based on a large number of experimental data groups. To acquire enough experimental results, tensile stress and strain performances of four different types of carbon fiber fabrics were tested. All experimental data were measured from 231 samples in four different sample sizes. Based on the experimental data, novel machine learning techniques including artificial neural networks (ANNs) and support vector machine (SVM) were developed, respectively, for the classification of the four types of carbon fiber fabrics. This study, as an application research, aims at using user-friendly modeling techniques to help people classify different fabrics quickly based on the experimental data of tensile tests in research and practical applications. Therefore, the requirements of tensile strength can influence the selection of carbon fabrics by using our modeling techniques in practical applications.
Materials and Methods

Experimental
Preparation of a Resin Composite Sheet of Carbon Fiber Fabrics
To acquire an experimental database for model training, four typical carbon fiber fabrics were used during the experiments (Table 1) . It can be apparently seen that the significant difference among the four fabrics is the density, ranging from 24 to 27. To prepare resin composite materials, carbon fiber fabrics were impregnated with epoxy resin for 72 h. Specifications of epoxy resin were in accordance with the practical applications of the four kinds of carbon fiber fabrics respectively [9] . Afterwards, 30 cm of the carbon fiber fabric was extracted from the samples. The glass pane, polyester resin sheet and related tools were cleaned by absolute ethyl alcohol and dried. A polyester resin sheet was placed on a 10-cm-thick glass plane. Four-fifths of uniform epoxy resin was poured out and shaved to the polyester resin sheet. Carbon fiber laminates were placed on the uniform epoxy resin and rolled by a metal drum. The fiber should be kept being straight and epoxy resin should be kept transferring from the bottom to the surface of the fiber. Then the remaining one-fifth of epoxy resin was poured out to the surface of fiber uniformly. Afterwards, the samples were covered with polyester resin sheets. Bubbles and redundant resin were shaved away by a blade. A 5-mm-thick glass sheet was covered and all the samples were dried for seven days.
Sampling
In order to avoid data distortion caused by uneven fabric of carbon fiber itself and to ensure the randomness of samples, the central fabrics of carbon fiber were selected randomly from the whole width of 2~2.5 m. Then 30 cm of the fabric being perpendicular to the edge was cut from the distance of the first 5 cm of the end of the fabric. The fabric defect and the joints of the carbon fiber were avoided. After being stuck during impregnations, the end of the reinforced sheet of fabrics could be drawn by testing machines. The shapes of all tested samples were long rectangular (Figure 1 ). of the first 5 cm of the end of the fabric. The fabric defect and the joints of the carbon fiber were avoided. After being stuck during impregnations, the end of the reinforced sheet of fabrics could be drawn by testing machines. The shapes of all tested samples were long rectangular (Figure 1 ). The lengths of the tested samples referred to the standards of both China and Japan [11] [12] [13] , which were 230 mm. The widths of samples were designed as four specifications at the interval of 5 mm, including 15, 20, 25 and 30 mm.
Measurement
All samples were tested by the electronic universal testing machine (Shimadzu Co. Ltd., Kyoto, Japan, AG-10TA) for acquiring the breaking strengths and breaking tenacities. The environmental temperature was 14 °C and the humidity was 76%. The stretching speed was 5 m/min, which is in accordance with the standard GB/T1447-1983 [13].
Machine Learning Models
ANNs
ANNs are statistical learning tools for predictions and classifications in practical applications [14] [15] [16] [17] [18] [19] , which were invented from the inspiration of human brains. In an ANN, neurons in one layer are connected with all neurons in the next layer. Inter-connected neurons can tune the weight values combining the inputs in order to approximate the actual outputs. Therefore, ANNs are able to classify different objects with the same types of independent variables. Figure 2 is a schematic structure of a typical ANN for the classification of four carbon fiber fabrics, which contains the input, hidden and output layers. 
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SVM is a powerful machine learning method based on the statistical learning theory [20] [21] [22] . With limited information of samples between the complexity and learning ability of models, this theory is capacity of global optimization. In the basic principle of SVM, the target of a SVM is to find the optimal hyper-plane, a plane that separates all samples with the maximum margin [16, 17, 19, 20] . This plane not only helps improve the predictive ability of the model, but also helps reduce the error which occurs occasionally when classifying. Figure 3 is the main structure of a typical SVM [16, 22] . The letter "K" represents kernels. Small subsets extracted from the training data by relevant algorithm help develop the SVM. For applications, choosing suitable kernels and parameters is of great crucial to get a good classification result. With the development of programming, the use of software packages is able to help us solve this problem in a relatively reliable way [21] .
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Results and Discussion
Model Development
Since machine learning models are developed based on the existing database acquired from experiments, here all the experimental results were used for the model training and testing. Statistical descriptions of the experimental results are shown in Table 2 . Due to the powerful learning capacity of ANNs and SVM, we can define the corresponding quantified values by ourselves to classify the four different carbon fiber fabrics, respectively. Here, we define the samples numbers 1-4 as 200, 400, 600 and 800, respectively. Sample width, breaking strength and breaking tenacity were set as the independent variables, while the defined quantified classification for the four kinds of typical samples were set as the dependent values. Then, 85% of the data groups were set as the training set, while the remaining 15% were set as the testing set. ANNs were developed by NeuralTools ® software (trial version, Palisade Corporation, Ithaca, NY, USA) [22, 23] . A general regression neural network (GRNN) [24, 25] and multilayer feed-forward neural networks (MLFNs) [26, 27] were used from the software. The SVM model was developed by Matlab software (Libsvm package [21] ). The computer for model development was a Lenovo G480 (laptop). To find out the best results of the MLFNs, the nodes in the hidden layer were set from 2 to 50. To measure the performance of different machine learning models, root mean square error (RMSE) and 
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Model Analysis
To analyze the performance of MLFN-21, its non-linear fitting process should be firstly discussed. In the model training process (Figure 5 ), the predicted values are generally close to the actual values (Figure 5a) . Residual values are generally close to zero except for several discrete points (Figure 5b,c) . The results of the training process show that the non-linear fitting process of MLFN-21 for classifying the four carbon fiber fabrics is decent. In terms of the model testing process (Figure 6 ), the predicted values in the testing set are very close to the actual values (Figure 6a) , with comparatively low residual values (Figure 6b,c) . The results of the testing process show that the MLFN-21 has a strong capacity for classifying the four carbon fiber fabrics, with the use of the four quantified dependent values: 200, 400, 600 and 800. 
To analyze the performance of MLFN-21, its non-linear fitting process should be firstly discussed. In the model training process (Figure 5 ), the predicted values are generally close to the actual values (Figure 5a) . Residual values are generally close to zero except for several discrete points (Figure 5b,c) . The results of the training process show that the non-linear fitting process of MLFN-21 for classifying the four carbon fiber fabrics is decent. In terms of the model testing process (Figure 6 ), the predicted values in the testing set are very close to the actual values (Figure 6a) , with comparatively low residual values (Figure 6b,c) . The results of the testing process show that the MLFN-21 has a strong capacity for classifying the four carbon fiber fabrics, with the use of the four quantified dependent values: 200, 400, 600 and 800.
To evaluate the reproducibility of the ANNs, it should be firstly noted that the initial values of the weights are chosen randomly at the beginning of training. Then the initial weights are tuned according to the errors between the actual and desired outputs. 
To analyze the performance of MLFN-21, its non-linear fitting process should be firstly discussed. In the model training process (Figure 5 in the dependent training process have a stable fluctuation. To test the reproducibility of the MLFN-21 of this study, we repeated the training 100 times using the same component of the training and testing sets (Figure 7) . It shows that MLFN-21 has a very stable fluctuation in the RMSE in testing during all repeated experiments. All RMSEs in testing are in the range between 21.1 and 41. The repeated experiments show that MLFN-21 has very good reproducibility for classifying the four carbon fiber fabrics. 
Conclusions
Here, ANNs and SVM are developed for classifying four types of carbon fiber fabrics. Results show that using four different numbers to represent the outputs of the four different fabrics with the use of the MLFN-21 model can help us classify different carbon fiber fabrics in real applications. With the inputs of sample width, breaking strength and breaking tenacity, this study successfully shows that machine learning methods, such as the MLFN-21, can effectively help us classify different carbon fiber fabrics based on the training of experimental data. It can be seen that ANNs are powerful tools to make good classification results due to their strong non-linear data-learning capacity. Also, it 
Here, ANNs and SVM are developed for classifying four types of carbon fiber fabrics. Results show that using four different numbers to represent the outputs of the four different fabrics with the use of the MLFN-21 model can help us classify different carbon fiber fabrics in real applications. With the inputs of sample width, breaking strength and breaking tenacity, this study successfully shows that machine learning methods, such as the MLFN-21, can effectively help us classify different carbon fiber fabrics based on the training of experimental data. It can be seen that ANNs are powerful tools to make good classification results due to their strong non-linear data-learning capacity. Also, it should be noted that in this study, the most important thing we were concerned with was the classification of carbon fiber fabrics, not the production. For classification, according to the principle, the ANN model is a "black box" non-linear training model. Thus, the determination of weights between different neuron layers was trained according to the iterations, not the exact correlations between independent and dependent variables. Therefore, it is uncertain to say which production factor will greatly affect the results in this study. Further research can be undertaken to develop a wider model for the determination of the correlation between the production factor and the types of carbon fabric fibers.
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