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Abstract
Decision Fusion in Distributed Detection and Bioinformatics
Yingqin Yuan
Moshe Kam, Ph.D.
This thesis describes decision fusion architectures and demonstrates decision fusion
applications in bioinformatics.
In the first part of the thesis, we investigate a new architecture for distributed binary
hypothesis detection where all local detectors share a common channel to communicate
with the decision fusion center. This architecture is important in the design of sensor fields,
where a large number of distributed detectors share a single “emergency” channel. Two
window-based algorithms were devised to process the output of the channel and these are
analyzed and compared. we then study M -ary hypothesis testing with binary local deci-
sions, a topic of growing interest in the field of distributed detection. We apply genetic
algorithms to design local decision rules for such architectures.
In the second part of the thesis, we study classification and clustering of large biological
datasets. We propose and test a new, fast feature ranking method, and propose a support
vector machine (SVM) based classifier fusion scheme. Our methods are demonstrated on
surface enhanced laser desorption/ionization time of flight mass spectrometry (SELDI TOF
MS) datasets, nuclear magnetic resonance (NMR) spectra, and microarray gene expression
profiles.

Part I
Decison Fusion
1Chapter 1. Introduction to Two Decision Fusion Problems
The interest in distributed detection with multiple local detectors (LDs) was fueled
by several studies initiated by the US Army in the 1970s (e.g. [85]). Since then, many
algorithms and applications were proposed (see [20] and [93] for overviews). Among many
decision fusion architectures, the parallel decision fusion configuration shown in Figure 1.1
has attracted the most attention. The system consists of three components: local detectors
(LDs), a decision fusion center (DFC), and a communication link between the LDs and
the DFC. Typically, the task of this system is binary hypothesis testing [13], though in
this thesis we study also M -ary hypothesis testing where M > 2. By this we mean that
the DFC, based on the local decisions u1, u2, . . ., un as they emerge from the LD-DFC
channels, “accepts” one of several hypotheses H0, H1, . . . , HM−1 about the phenomenon
surveyed by the local detectors. Typically, the local decision ui is a compressed version of
the observation zi, and the compression is needed in order to save bandwidth and storage.
In the extreme case the local decisions are compressed into one-bit messages, although
multi-bit messages were also studied [56].
The emergence of wireless sensor networks (WSNs) [1, 41, 42] in recent years has
opened a new, important application area for decision fusion. A WSN consists of a large
number of small, low-power microsensors that are randomly deployed in an area of in-
terest to sense the environment, process sensory data, and make decisions on the obser-
vations. Applications of WSNs include military surveillance, patient monitoring in hos-
pital and at home, inventory management, etc.. Bandwidth and power efficiency consid-
erations favor the formation of clusters of battery-driven microsensors within these net-
works [4, 17, 38, 41, 42]. Each cluster has a cluster head (functions as the DFC in Figure
1.1) which integrates information received from all other sensors (function as the LDs in
Figure 1.1).
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Figure 1.1: Parallel decision fusion structure
Recently, several researchers have addressed decision fusion in WSNs. In [14], the
authors investigated optimal sensor configuration for detecting deterministic signals in ad-
ditive Gaussian noise, taking into consideration the constrained wireless channel capacity.
A distance-based decision fusion scheme was proposed in [24] to classify moving vehicles
using WSNs. The authors of [18] compared two data fusion algorithms, “value fusion”
and “decision fusion”, in fault-tolerant sensor networks. In [15] the effect of the wireless
fading channel on decision fusion was considered and several sub-optimal decision rules
were compared.
In this study, we analyze two potential schemes of decision fusion to WSNs. The first
scheme requires binary hypothesis testing, but all LDs share a single random access com-
munication channel (Figure 1.2). When multiple detectors wish to report that they detected
a target, collisions of messages are highly likely to occur, and questions about collision
resolution and decision delays are always relevant. This common-channel architecture is
3typical to early warning sensor networks. They are typically “dormant” for long periods
and spring to life only when a target of interest is detected in the volume of surveillance.
The second scheme allows only one-bit local decisions to be transmitted from each LD to
the DFC for each observation, though M > 2 hypotheses are to be distinguished. This a
particular example of lossy compression, needed in extreme case of energy shortage (see
Figure 1.1) [72].
1.1 Problem 1: parallel decision fusion with a shared random access channel (see
Figure 1.2)
L D   1
L D   2
L D  N
DFC
u1
u 2
u N
u 0
1z
2z
N
(Observations) (Binary local decisions)
(Binary global decision)
z
Random access
     channel
Figure 1.2: Parallel decision fusion with a common LD-DFC channel
The system illustrated in Figure 1.2 employs a single time-slotted communication
channel between all LDs and the DFC. Based on the outputs from this channel, the DFC
performs a binary ‘target/no target’ hypothesis test. The LDs employ a simple random
access protocol to access the common channel. Due to the randomness of the access proto-
4col, the channel is in one of three possible states during each time slot, namely success (a
single message was transmitted successfully), idle (no transmissions were attempted) and
collision (more than one transmission was attempted). The state of the channel depends on
the number of LDs transmitting simultaneously in the current time slot. We assume that all
LDs and the DFC are able to detect the channel state at each time slot. The DFC detects
the true hypothesis based on the channel state statistics over W successive time slots (a “W
window”), using two different methods.
In the first method, all LDs that detected the ‘target’ at the beginning of a W window
try to transmit their decisions in the subsequent W time slots with the same, pre-specified
transmission probability, with no regard as to whether or not any past transmissions have
been successful. The DFC counts the occurrences of success, idle, and collision events in
the W window and uses a likelihood ratio test to determine the true hypothesis.
The second method employs a simple dynamic collision resolution algorithm (CRA).
As before, during each W window, only those LDs that detected the ‘target’ at the begin-
ning of the window have the right to access the communication channel. However using
this method LDs who were successful in transmitting messages would cease further trans-
mission attempts. Moreover, in order to maximize the probability of success in the next
attempt, every transmitting LD would update its retransmission probability at each time
slot by estimating the number of total LDs who hold a hitherto non-transmitted target mes-
sage. The estimation is conducted recursively using the past channel states. On the DFC
side, the DFC uses the same channel state information to estimate the number of LDs
initially attempting to transmit their decisions, i.e., the number of LDs that detected the
‘target’ at the beginning of the W window. It makes its ‘target/no target’ decision based on
this estimated number. Since the DFC produces a new estimate after each time slot, it can
make a decision anytime, not necessarily only at the end of the W window.
51.2 Problem 2: distributed M -ary hypothesis testing with binary local decisions
In [103], Zhu et al. studied the effects of the lossy compression on distributed M -ary
hypothesis testing in parallel distributed detection architectures. The LDs in this archi-
tecture (see Figure 1.1) are limited to binary local decisions, obtained by comparing local
observations (or a statistic derived from the observations) to a local threshold. The DFC
in [103] employs a Maximum A Posterior probability (MAP) criterion to detect the true
hypotheses. With large number of identical local detectors and with several additional
conditions, the overall probability of error tends to be zero asymptotically at least at an
exponential rate.
We expand on [103] in providing a design algorithm for the local decision rules. With
limited number of LDs in the system, the adoption of non-identical LDs has the poten-
tial to increase the detection performance of the system. However the design problem is
NP complete [89] and a closed-form solution is not available. Here we employ a genetic
algorithm (GA) to address the local detector design problem and demonstrate how local
detector designs outperform the identical decision rules assumed in [103].
The decision rules for a multiple-detector system with a random access channel are de-
rived and compared in chapter 2. The local detector design in distributed M -ary hypothesis
is presented in chapter 3.
6Chapter 2. Distributed Decision Fusion with a Random Access Channel for Sensor
Network Applications
The envisioned use of sensor networks for military and civilian applications calls for
the deployment of a large number of sensors for extended periods over wide geographical
areas. Due to energy and bandwidth constraints, most sensor fields would be “dormant,”
initiating communication only when a threat is detected. Many architectures under con-
sideration call for compression of locally sensed data into binary “target/no target” deci-
sions. These schemes use a common channel for communication between local detectors
(LDs) and the decision fusion center (DFC) that integrates the multiple detector data. Un-
like most parallel fusion schemes, which use a dedicated communication channel between
every LD and the DFC, sensor fields would employ a single shared, time-slotted commu-
nication link for all LDs to transmit decisions to the DFC. In this chapter, we introduce
two window-based methods for managing traffic over this channel. The first allows si-
multaneous messages to collide. The DFC uses the statistics of the channel states (i.e.,
the numbers of successful transmissions, idle slots, and collisions during a specified time
period) to make its global target/no target decision. The second method uses a simple col-
lision resolution algorithm (CRA), similar to slotted-ALOHA, with dynamically updated
retransmission probability. With this scheme, the DFC makes its decision based on some
estimates within a specified time window. Overall performance of the two approaches are
presented and compared. Simple rules are developed for assessing the conditions under
which each one is preferred.
2.1 Introduction
Tactical military needs along with progress in sensor design have given rise to new
designs of large sensor networks and sensor fields [1,14,28–30,42,58,64,81,97]. Typically
7such designs call for deployment of hundreds or even thousands of devices, which then
cluster themselves and select local cluster leaders (e.g., [42]). Under normal circumstances
sensor fields would be dormant, but upon the detection of external threats (such as a hostile
target) the danger-sensing sensors would alert the cluster leader, and a group of cluster
leaders may then alert higher level leaders in hierarchical order [101]. Assuming that the
local sensors act as binary “target/no target” detectors, we can view the cluster leader as a
DFC, operating in a parallel data fusion architecture. Such parallel decision fusion schemes
[9, 13, 26, 36, 48, 73, 94] consist of a bank of local sensors/detectors, a DFC, and dedicated
communication links between the LDs and the DFC. The DFC receives the LD decisions
and integrates them into a global decision, according to some performance index, such as a
Bayesian cost or a Neyman-Pearson criterion [48, 94]. To save bandwidth, the local sensor
readings are often compressed, in the extreme into a 1 bit decision (target/no target).
In [36], Gini et al. studied the relation between bandwidth and performance of dis-
tributed detection schemes of this kind. Rago et al. [73] investigated a specific low-
bandwidth scheme, where local likelihood ratios were transmitted to the DFC. Duman
and Salehi [26] explored the effects of noise and inter-channel interference in decision fu-
sion architecture over multiple-access channels. In this chapter, we consider an additional
complication, namely the need of sensor field architectures to use a shared channel for
communication between multiple LDs and the DFC. In large sensor fields, one can not
dedicate a separate communication channel for each sensor, and typically all LDs share the
same channel. Since this single channel serves a bank of asynchronous uncoordinated LDs,
messages would occasionally collide with each other, and the use of a collision resolution
algorithm (CRA) becomes necessary.
In our application, all LDs are connected to the common communication channel and
access it using a random access protocol. At each time slot, the common channel is in
one of three possible states, namely, success, idle, or collision. By success we mean
that during the time slot one and only one local detector tried to transmit its local decision
8across to the DFC and the transmission was successful. By idle we mean that no LD
attempted to transmit its local decision to the DFC during that time slot. By collision
we mean that two or more LDs have attempted transmission of messages simultaneously
during the time slot, and thus the transmitted local decisions collided with each other. The
role of a collision resolution algorithm (CRA) is to control the traffic and determine how
transmission attempts that failed due to collisions should be retried so as to maximize
the channel throughput [78]. However, before we turn to CRA design, we examine here
what the DFC could do on the basis of knowing only the number of success, idle, and
collision time slots in a time window, without a CRA. This base case would provide an
upper bound on the performance of the common channel decision fusion architecture. A
lower bound can be developed by considering the standard architecture, which dedicates a
separate channel to each LD (e.g., [13,48]). The performance of a system with a CRA will
reside between these two bounds.
This chapter is organized as follows. Following this introduction, we describe in section
2.2 the system architecture and the main assumptions. In section III, we describe the DFC
computations for the two architectures (with or without CRA). We present the performance
of the two schemes and compare it to that of a fully connected parallel decision fusion
architecture ( [48]). In section IV we conclude that in general the scheme with a CRA is
preferred, but identify special circumstances where the system operates better without one.
2.2 System structure
The decision fusion structure studied here is shown in Figure 2.1. The task of this
scheme is binary hypothesis testing. H0 and H1 denote the two hypotheses. H0 represents
null hypothesis and H1 represents the alternative hypothesis. The a priori probabilities
of H0 and H1 are assumed constant and known, and denoted P0 and P1, respectively. As
shown in Figure 2.1, there are N local detectors in the system, all connected to the same
9channel. The local decision rules are fixed and every local sensor is characterized by its
known false alarm probability Pfi = P (detector i acceptsH1|H0) and its missed detection
probability Pmi = P (detector i acceptsH0|H1) (i = 1, 2, . . . , N). We use the time slot of
the communication channel as the time unit of the system. One slot is considered long
enough for each sensor to sample the environment, make a local decision, and transmit
this decision to the DFC if the channel is available. W successive time slots constitute a
“W window”. All LDs are synchronized so that they sample the environment and make
decisions at the beginning of each W window.1 In our scheme every LD that decided
in favor of H1 tries to transmit its decision to the DFC by picking up a random number
between 0 and 1 at the beginning of each time slot during this W window. If the random
number happens to be less than or equal to a certain r ∈ [0, 1], called the retransmission
probability, then the LD sends its decision at this time slot to the multiple access channel.
The parameter r is tunable and could depend on feedback from the channel.
When we do not use a CRA, the LDs repeat this process regardless of their success or
failure in previous time slots. When we use a CRA, LDs, that were successful in transmit-
ting their decisions at any time slot within the window, become inactive until the end of
that current W window. In either method, LDs that favor H0 make no attempt to transmit
their opinions.
The DFC updates its global decision at the end of the W window based on all available
information. Earlier updates are also possible, using all available information up to that
point.
In Figure 2.1, zi, i = 1, 2, . . . , N , is the observation made by the ith local sensor at
the beginning of a W window. Temporal and spatial statistical independence are assumed
here for all observations of all N sensors, conditioned on the hypothesis. We use ui(i =
1The problem of synchronization of sensor networks has been studied intensively, with promising results
[29, 30, 81].
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1, 2, . . . , N) to denote the local decision made by the ith LD at the beginning of the W
window. ui = 1 is used to represent acceptance of H1 and ui = 0 to represent acceptance
of H0 by the ith LD. We use uo to denote the global decision made by the DFC at the end
of the W window.
L D   1
L D   2
L D  N
DFC
u1
u 2
u N
u 0
1z
2z
N
(Observations) (Binary local decisions)
(Binary global decision)
z
Random access
     channel
Figure 2.1: Parallel decision fusion with a common LD-DFC channel
2.3 DFC decision rule
2.3.1 Decision rule based on the channel states; no CRA
To derive the DFC decision rule when no CRA is employed, we have to determine
the distribution of the channel states within a W window under the two hypotheses. For
simplicity, we assume in this paper that all sensors have the same false alarm probability
denoted Pf , and the same missed detection probability, Pm.
We define the state RTT ki (Ready to Transmit) for the ith LD at the beginning of time
11
slot k. RTT 1i = 1 if ui = 1 (the LD accepts H1) in the beginning of a W window.
Otherwise RTT 1i = 0. For 2 ≤ k ≤ W , RTT ki = 1 if RTT 1i = 1. Otherwise, RTT ki = 0.
We note that
P (RTT 1i = 1|H0) = Pf , and
P (RTT 1i = 1|H1) = 1− Pm = Pd. (2.1)
We denote KRTT (k) =
∑N
i=1RTT
k
i and note that
P (KRTT (1) = n|H0) =
 N
n
P nf (1− Pf )N−n,
P (KRTT (1) = n|H1) =
 N
n
P nd (1− Pd)N−n. (2.2)
Given that there are n LDs in state RTT = 1 at the beginning of a W window, the
probabilities that any of the W time slots will be a success, idle or collision slot (PS|n,
PI|n and PC|n, respectively) are,
PS|n = nr(1− r)n−1,
PI|n = (1− r)n, and
PC|n = 1− PS|n − PI|n. (2.3)
Now, if we let NS , NI and NC be the number of success slots, idle slots and collision
slots in a W window, then the probability that NS = nS , NI = nI and NC = nC , given
that KRTT (1) = n (namely n LDs wanted to transmit at the beginning of the window), is
P (nS , nI , nC|n) =
 W
nS

 W − nS
nI
 ∗ P nSS|nP nII|nP nCC|n, (2.4)
where nS + nI + nC = W . The joint probabilities that NS = nS , NI = nI and NC = nC
in a W window, under the hypotheses H0 and H1 (which we denote as P0(nS , nI , nC) and
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P1(nS , nI , nC), respectively), are
P0(nS , nI , nC) =
N∑
n=0
P (nS , nI , nC|n)P (KRTT (1) = n|H0),
and
P1(nS , nI , nC) =
N∑
n=0
P (nS , nI , nC|n)P (KRTT (1) = n|H1). (2.5)
The DFC rule for minimizing the probability of error 2 is
L(nS , nI , nC) = P0(nS , nI , nC)
P1(nS , nI , nC)
H0
>
<
H1
P1
P0
= τ, (2.6)
where L(nS , nI , nC) is the likelihood ratio and τ is the decision threshold. We partition
the set Ω = (nS , nI , nC|0 ≤ nS ≤ W, 0 ≤ nI ≤ W − nS , nC = W − nS − nI) into two
subsets, Ω0 = (nS , nI , nC|L(nS , nI , nC) > τ) and Ω1 = (nS , nI , nC|L(nS , nI , nC) ≤ τ).
The DFC will make a decision of uo = 0 if (nI , nS , nC) ∈ Ω0 and uo = 1 otherwise. The
global false alarm probability and the missed detection probability of the DFC, (PF )0 and
(PM)0, are
(PF )0 =
∑
(nS ,nI ,nC)∈Ω1
P0(nS , nI , nC),
(PM)0 =
∑
(nS ,nI ,nC)∈Ω0
P1(nS , nI , nC). (2.7)
The global error probability, (Perr)0, is,
(Perr)0 = P0(PF )0 + P1(PM)0. (2.8)
The re-transmission probability r is a design parameter, ideally set to
r = arg min
r∈[0,1]
(Perr)0.
2Can be adjusted for a general Bayesian cost.
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Figure 2.2 shows the relationship between the error probability and the window length
W for the simple case P0 = P1 = 12 , Pf = Pm = 0.1 and N = 5, 10, 20, and 30.
As expected, the error probability decreases as the window length W and the number of
sensors N increase.
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Figure 2.2: Global performance of a system with no CRA and with Pf = Pm = 0.1,
P0 = P1 = 1/2.
In Figure 2.3 we show the probability of error versus the number of LDs, N , for a
system with P0 = P1 = 12 , Pf = Pm = 0.1. From Figure 2.2 and 2.3 (especially 2.3a),
we note that unless W (window length) is increased with N (number of sensors), the per-
formance does not continue to improve with N . This is understandable because for large
N and small W , the system is unable to distinguish between LD transmission attempts on
account of (a) observing H1; and (b) observing H0 but experiencing false alarm in multiple
LDs. To avoid this situation, we need NPf << W .
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Figure 2.3: Global performance of a system with no CRA and with Pf = Pm = 0.1,
P0 = P1 = 1/2; (a) short window, W = 5; (b) intermediate window, W = 20.
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2.3.2 Dynamic collision resolution based scheme
The performance of the decision rule based on channel states just described is expected
to be limited. It does not converge (as W → ∞) to the performance of a system with
dedicated LD-DFC channels (which is calculated in [48]). To improve performance, we
need to employ a collision resolution algorithm (CRA), that provides the DFC with actual
LD decisions, not just transmission attempts.
There are several CRAs to select from [78]. Here we follow slotted ALOHA, one of
the simplest random access protocols available.3
As before, at the beginning of every W window, all sensors are synchronized, they
sample the environment, and make their decisions, ui. Those LDs making the decision of
ui = 1 at the beginning of a W window are in state RTT 1i = 1 and will try to transmit
their decisions to the DFC within this window. All others are in state RTT 1i = 0. Once a
LD was able to transmit its decision successfully, it moves to RTTi = 0 for the remaining
duration of the window. We assume that there are three kinds of channel feedback available
to all LDs and to the DFC at the end of each time slot. They are S for success, I for idle,
and C for collision. All LDs with RTT ki = 1 will try to transmit at the kth time slot with
probability r (the retransmission probability). We assume r is updated at each time slot,
and its value, as well as the total number of detectors (N ), the local error probabilities (Pf ,
Pm) and the number of successful transmissions so far (S(k)) are known to all LDs and
the DFC. Similar to slotted ALOHA, we set the retransmission probability to be the
reciprocal of the expected number of transmitting LDs (ideally 1/KRTT (k)). Since the true
value of KRTT (k) is unknown, each LD and the DFC in our system estimate the number
of LDs who wish to transmit at the beginning of the W window (KRTT (1), the number of
3The ALOHA network was developed in the early 70s for radio communication between a central com-
puter and data terminals at the University of Hawaii. Slotted ALOHA was subsequently suggested - the basic
idea is that “each unbacklogged node simply transmits a newly arriving packet in the first slot after the packet
arrival, thus risking occasional collisions but achieving very small delay if collisions are rare” [6, pp. 277]
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LDs who decided uTi = 1 at k = 1) and update their estimates of KRTT (k) by subtracting
the number of the successful transmissions between time slot 1 and time slot k from the
estimated KRTT (1). In order to estimate KRTT (1), we employ an approximate Bayesian
maximum a posteriori (MAP) estimator [91].
Let Xl, l = 1, 2 . . .W denote the random state of the lth time slot in a W window with
realization xl ∈ {S, I, C}. Let xl:m = (xl, xl+1, . . . , xm), 1 ≤ l ≤ m ≤ W denote a real-
ization of a sequence of states from the lth time slot to the mth time slot inside a W window.
KˆkRTT (1) is the estimate ofKRTT (1) after k time slots. Moreover, the estimate of KRTT (k),
KˆRTT (k) = Kˆ
k
RTT (1)− S(k), where S(k) is the number of successful transmissions from
time 1 up to the kth time slot. We try to find (for k ≥ 1)
KˆkRTT (1) = argmax
n
{P (KRTT (1) = n|x1:k)}
= argmax
n
{(P (x1:k|KRTT (1) = n) ∗ P (KRTT (1) = n))} ,
where n ∈ {1, 2, . . . , N}, we note that the a priori estimate of KRTT (1) is Kˆ0RTT (1) =
N(P0Pf + P1Pd). The term P (x1:k|KRTT (1) = n) denotes the probability that, given that
n LDs accepted H1 at the beginning of the W window, the channel state sequence is x1:k.
For k ≥ 2 we have
P (x1:k|KRTT (1) = n) = P (x1:k−1, xk|KRTT (1) = n)
= P (xk|x1:k−1, KRTT (1) = n) ∗ P (x1:k−1|KRTT (1) = n),
with
P (x1:1|KRTT (1) = n) = P (x1|KRTT (1) = n) =
n ∗ r(1) ∗ [1− r(1)]n−1; x1 = S
[1− r(1)]n; x1 = I
1− [1− r(1)]n − n ∗ r(1) ∗ [1− r(1)]n−1; x1 = C
(2.9)
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and
P (KRTT (1) = n) = P (KRTT (1) = n|H0)P0 +
P (KRTT (1) = n|H1)P1. (2.10)
The value of r(1) is 1/N(P0Pf+P1Pd), the reciprocal of the initial estimate ofKRTT (1).
We now have a recursive form of estimating KˆkRTT (1) (see equation (2.2) for P (KRTT (1) =
n|Hi), i = 0, 1).
The multiplicative updating term in equation (2.9) is 0 if n− S(k − 1) < 0. Otherwise for
k ≥ 2
P (xk|x1:k−1, KRTT (1) = n) =
P (xk = S|x1:k−1, KRTT (1) = n) = PS|n(k)
P (xk = I|x1:k−1, KRTT (1) = n) = PI|n(k)
P (xk = C|x1:k−1, KRTT (1) = n) = PC|n(k),
(2.11)
with
PS|n(k) = [n− S(k − 1)] ∗ r(k) ∗ [1− r(k)]n−S(k−1)−1
PI|n(k) = [1− r(k)]n−S(k−1)
PC|n(k) = 1− PS|n(k)− PI|n(k). (2.12)
In (2.12) we use r(k) to indicate that the retransmission probability is time-varying. Using
the estimate of KˆRTT (k) from equations (2.9)-(2.12), every LD updates the retransmission
probability as
r(k + 1) = min(1,
1
KˆRTT (k))
), k = 1, 2, . . . ,W (2.13)
We note that r(k) tends to 1 after a long string of idle slots.
Our estimation algorithm is summarized in Table 2.1. At every time step, the DFC
uses the standard Bayesian decision rule with all available LD decisions (see [13]). The
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Table 2.1: Estimating KRTT (k)
1. Initialization (k = 1, the first time slot)
• Set r(1) = 1/N(P0Pf + P1Pd);
• Calculate P (x1:1|KRTT (1) = n) from equation (2.9);
• Estimate KˆRTT (1) from equations (2.2), (2.9), (2.9) and (2.10);
• Set KˆRTT (1) = Kˆ1RTT (1)− S(1);
• Calculate r(2) from equation (2.13).
2. For k = 2, 3, . . . ,W
• Obtain P (xk|x1:k−1, KRTT (1) = n) from (2.11) and (2.12);
• Calculate P (x1:k|KRTT (1) = n) from equation (2.9);
• Get KˆRTT (k) using P (x1:k|KRTT (1) = n), (2.2) and (2.10);
• Set KˆRTT (k) = KˆkRTT (1)− S(k);
• Update r(k + 1) according to equation (2.13).
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Table 2.2: Convergence of the estimation algorithm for KRTT (1) (N = 10, Pf = Pm =
0.1)
KRTT (1) Average Time Slots Standard Deviation
0 1.0000 0
1 2.0000 0
2 3.1733 1.8971
3 7.0793 2.9657
4 12.1090 3.8936
5 17.3867 4.5305
6 18.5600 4.3923
7 18.5410 4.8195
8 18.7030 5.2940
9 16.8377 7.9970
10 16.0647 7.8765
sufficient statistic for the DFC is the weighted sum of the local decisions. The weights are
determined by the values of Pd and Pf of the corresponding LD that makes this decision.
If all LDs have the same Pd and Pf , the decision rule becomes a “K out of N” rule of the
form
KˆkRTT (1)
H1
≥
<
H0
N ∗ [log(1− Pd)/(1− Pf )] + log(P1/P0)
log(Pf (1− Pd)/Pd(1− Pf )) , (2.14)
(where we assumed Pf < Pd). We note that rule (2.14) can be used at every time slot (we
need not wait to the end of the window, namely to k = W ). Performance of the DFC can
be calculated using results from [48].
Table 2.2 shows simulation results of our KRTT (1) estimator. In this simulation, N =
10, Pf = Pm = 0.1. We achieved convergence to the correct KRTT (1), which is listed
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in the first column in the table, in all cases. The second and third column are the average
length and standard deviation (in time slots) required for convergence. The results are based
on 3000 simulation runs for each line. Figure 2.4 presents two typical simulation runs for
KRTT (1) = 6 and KRTT (1) = 10. The retransmission probabilities shown in Figure
2.4 go to 1 as our estimates get better and more LDs are successful in transmitting their
messages.
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retransmission probability vs. time with N = 10,Pf = Pm = 0.1
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Figure 2.5: Parallel decision fusion with a common LD-DFC channel
In Figure 2.5 we show the probabilities of error against the window length W for a
system with N = 10, Pf = Pm = 0.1 and P0 = P1 = 1/2. In this case NPf = 1.
Probabilities of error are shown for the system without CRA (calculation), with a CRA
(simulation) and with dedicated LD-DFC channels (calculation based on [48]). We observe
that for window length smaller than 14, the use of CRA did not improve the performance of
the system, and it is better to simply count success, idle and collision slots without a CRA.
However as the time window becomes wider, the system with the CRA starts showing an
advantage. Moreover, the system with CRA eventually converges in performance to that of
a system with dedicated LD-DFC channels (since eventually all LDs with H1 preference
are able to communicate this preference to the DFC). Without a CRA, the system does not
converge to the optimum.
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2.4 Conclusion
We have presented two decision fusion schemes for binary distributed detection struc-
ture with a common LD-DFC channel. These schemes are geared towards sensor field
applications where alerts are sent over the shared channel only when a threat is detected,
and a centralized communication controller is not practical. The LDs in our architecture
use a random access protocol to transmit their decisions to the DFC. The first scheme does
not employ any collision resolution algorithm; the DFC makes its global decision on the
basis of the statistics of the channel states within a time window. This scheme requires that
the window is long enough with respect to the number of detectors and their false alarm
probability (W >> NPf ). The second scheme uses a simple CRA with dynamic retrans-
mission probability. The DFC makes its decision based on the messages of those LDs that
were able to transmit messages successfully during a time window. For short windows
(which are larger than NPf ), the first scheme (no CRA) performs better than the second
(with CRA). However the performance of the system with a CRA becomes better than
the non-CRA scheme as the window length grows, and further it converges to the optimal
performance as W → ∞. In general, the performance of the system without CRA does
not converge to the optimal performance (viz. the performance of a system with dedicated
LD-DFC channels).
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Chapter 3. Local Detector Design for Distributed M-ary Hypothesis Testing with
Binary Local Decisions
3.1 Introduction
The distributed binary hypothesis testing problem has been studied widely for the last
two decades [13,48,76,77,85–87,96,104]. Generally, the optimal design of local detectors
and fusion centers is untractable [89]. To simplify the problem, one often assumes that the
observations in LDs are independent, conditioned on the hypothesis. With this assumption,
the necessary condition for system-wide optimality is that every local detector and the DFC
conduct a likelihood ratio test with an appropriate threshold.
Unfortunately, the thresholds for different LDs are in general distinct. For parallel
architectures, such as Figure 1.1, they require a solution of a set of coupled nonlinear
equations whose number is N + 2N [93, pp. 80-81], where N is the number of LDs.
One way to further simplify the design problem (or at least to get a closed-form solution
for a tractable case) is to assume identical LDs in the system though this assumption may
decrease performance. Sometimes interpretable results also require that N be sufficiently
large [16, 88].
Several results are available for distributed parallel M -ary hypothesis testing (see sec-
tion 3.2). In [70], the authors provided an optimal solution to a very restricted case when
the number of sensors tends to infinity. Numerical studies of more general cases were pre-
sented in [84,105]. In [102], a hierarchical structure was used to break the complex M -ary
decision problem into a set of much simpler binary decision fusion problem, requiring a
detector at each node of the decision tree. In [21], the author studied a structure where
multiple binary decisions are fused into an overall single M -ary decision and processing
time constraints are to be met.
As expected, the determination of local decision rules for the distributed M -ary hypoth-
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esis testing problem is harder, compared to the binary counterpart. As indicated in [93, pp.
80-81], the number of coupled nonlinear equations needed to solve to satisfy the necessary
condition of its optimality is (M − 1)N +MN . This number assumes that each LD trans-
mits log2M bits for each new observation. To approximate the optimal local decision, the
Gauss-Seidel iterative algorithm was employed in [84, 105].
In [70] and [84] the observation was made that with identical sensors, it is better to have
a large number of short and independent messages than a smaller number of relatively long
ones. Zhu et al. [103] used this observation to study parallel decision fusion architectures
that employ binary LDs though the observations pertain to M > 2 hypotheses. Here we
extend [103] from identical LDs to non-identical LDs. A genetic algorithm is employed to
design the distinct local decision rules.
This chapter is organized as follows. In 3.2, we describe the main results from Zhu’s
work. The application of GAs to search for the optimal local decision rules is given in 3.3,
and is illustrated with two examples.
3.2 Main results from previous work [103]
The scenario we study uses the architecture shown in Figure 1.1. It employs N binary
LDs to detect M hypotheses ({Hi}M−1i=0 ). Each LD is restricted to make a decision of “1”
or “-1” based on its observation, and the DFC uses the local decisions u = {uj}Nj=1 ∈
{−1, 1}N to make a global decision D in favor of one of the M hypotheses. The jth LD,
j ∈ {1, 2, . . . , N}, is described by a set of transition probabilities R = {Rij}M−1i=0 , where
Ri
j = P{uj = 1|Hi} (3.1)
is the probability that the jth LD transmits “1” to the DFC when the hypothesis Hi presents.
The probability of error Pe is defined as
Pe =
M−1∑
i=0
P (Hi)βi, (3.2)
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where P (Hi) is the a priori probability of the hypothesis Hi and βi is the probability that
the DFC makes an erroneous decision when Hi is true, namely,
βi =
M−1∑
k=0,k 6=i
P{D = Hk |Hi}. (3.3)
The DFC employs Maximum A Posterior Probability (MAP) decision rule to minimize Pe,
D = argmax
Hi
{P (Hi|u)}
= argmax
Hi
{logP (u|Hi) + logP (Hi)} . (3.4)
With the assumption that the LD observations are conditionally independent (conditioned
on the hypothesis),
P (u|Hi) =
N∏
j=1
P (uj|Hi)
=
N∏
j=1
(
Ri
j
)(1+uj)/2 (1−Rij)(1−uj)/2
=
N∏
j=1
[
Ri
j(1−Rij)
]1/2( Rij
1−Rij
)uj/2
.
we set
Qi = logP (u|Hi) + logP (Hi) (3.5)
Under the independence assumption
Qi = logP (Hi) +
1
2
N∑
j=1
log
[
Ri
j(1−Rij)
]
+
1
2
N∑
j=1
uj log
(
Ri
j
1−Rij
)
= w0i +
N∑
j=1
wjiuj,
where for i = 0, 1, . . . ,M − 1, we have set
w0i = logP (Hi) +
1
2
N∑
j=1
log
[
Ri
j(1−Rij)
]
and
wji =
1
2
log
Ri
j
1−Rij
j = 1, 2, . . . , N.
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Using the optimal DFC decision rule, it is also possible to rewrite βi in (3.3) as
βi =
M−1∑
k=0,k 6=i
P{D = Hk |Hi}
=
M−1∑
k=0,k 6=i
{∑
u∈U
P (u|Hi)
[
M−1∏
m=0,m 6=k
U−1
{
w0k − w0m +
N∑
j=1
(wjk − wjm)uj
}]}
, (3.6)
where U = {−1, 1}N is the set of all possible values of u, and U−1 {·} is the unit-step
function,
U−1 {x} =
 1 x > 00 otherwise. (3.7)
Thus we possess an optimal (min-Pe) decision rule for the DFC (equation (3.4)), and
an expression (equations (3.2) and (3.6)) for the global performance of this architecture.
If all the LDs are identical, i.e., Ri = Rji for j = 1, 2, . . . , N , βi becomes
βi =
M−1∑
k=0,k 6=i
{∑
u∈U
P (u|Hi)
[
M−1∏
m=0,m 6=k
U−1
{
w0k − w0m + (wk − wm)
N∑
j=1
uj
}]}
, (3.8)
where
w0i = logP (Hi) +
N
2
log [Ri(1−Ri)] and
wi =
1
2
log
Ri
1−Ri .
And, if L out of N LDs make the decision “1”, while the other N − L LDs make the
decision “-1”, Qi from (3.5) becomes
Qi = log(P (Hi)) + L logRi + (N − L) log(1−Ri). (3.9)
It is shown in [103] that if
R0 < R1 < . . . < RM−1, (3.10)
the probability of error of the DFC, Pe =
∑M−1
i=0 P (Hi)βi, converges to zero at least expo-
nentially as N →∞.
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3.3 Local decision rule design
For many decentralized detection problems, including the one studied here, determina-
tion of the optimal local decision rules was shown to be NP-complete [89]. The necessary
conditions of the optimum are often described as a set of coupled nonlinear equations that
are difficult to solve [44, 85, 102]. Several numerical methods were proposed to approxi-
mate the optimal local decision rules for such systems, including variants of Gauss-Seidel
algorithm [84,104,105], and the use of genetic algorithms (GA) [57]. Though “most of the
problems analyzed in the literature have been found to have globally optimal solutions in
which each sensor uses the same threshold” [45], this is not the general case. In this sec-
tion we demonstrate how the local decision rules for our architecture can be approximated,
using a genetic algorithm search. The best solutions that we found are for non-identical
LDs.
We assume that the local detector compares each scalar local observation zi, i = 1, 2,
. . . , N , to a threshold ti (or thresholds) in order to determine the local decision ui (see [45],
Section III). We search numerically for a minimum probability of error Pe (as defined
in Equation (3.2)) in terms of the threshold(s) of each LD, assuming that we know the
probability density function of the local observation zj and the a priori probabilities of
the hypotheses. In general, Pe is a non-continuous non-differentiable function of the local
thresholds which makes gradient-based optimizing algorithms ineffective. We therefore
used genetic algorithms (GAs) for the optimization task [57, 83]. The GA sought a local
minimum of Pe in N thresholds, where N is the number of LDs.
In the following, we demonstrate the design of local decision rules in two senarios. The
calculations were made for different numbers of sensors (2 − 7), using numerical search
for the decision thresholds. Our GA [10] used a varying crossover rate no less than 0.20,
and a constant mutation rate of 0.12. The search was terminated either when the number of
iterations reached 20, 000 or the improvement in the probability of error over the last 100
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iterations was less than 10−4.
3.3.1 Example 1: Gaussian populations - same variance, different means
The hypothesis testing problem has four equi-probable hypotheses. Under hypothesis
i (i = 1, . . . , 4), the observations are Gaussian with mean mi and standard deviation σi.
Specifically, m1 = −1,m2 = 0,m3 = 5 and m4 = 7, and σi = 1 for all i. Following [45]
we assume that the ith LD uses the following rule.
ui =

1 zi > ti
−1 otherwise.
(3.11)
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Figure 3.1: Probability of error (Pe) vs. thresholds in a two-sensor case (example 1)
Figure 3.1 shows the global probability of error for the case of two (2) LDs. Not sur-
prisingly the optima occur when the LDs are not identical, and we find two distinct global
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minima (we can permute the values of the two thresholds between LDs). Table 3.1 presents
the calculated thresholds for 2−7 LDs. The table also shows the solution for identical LDs.
Clearly, identical LDs perform much worse than non-identical LDs
3.3.2 Example 2: Gaussian populations - different variance, same means.
Following the notation in example 1, we tested four Gaussian hypotheses. Here, m1 =
m2 = m3 = m4 = 0 and σ1 = 1, σ2 = 4, σ3 = 10, σ4 = 20. The local decision rule is
defined by
ui =

1 z2i > ti
−1 otherwise.
(3.12)
Figure 3.2 shows the probability of error versus the number of sensors, using the local
thresholds found by the GA. Again, non-identical sensors provide better performance than
identical sensors. However, threshold search for a large number of sensors can become
computationally expensive. In this case, the use of identical LDs is a good choice.
3.4 Conclusion and future work
In this chapter, we expanded a previous study on distributed M-ary hypothesis testing
with binary local detectors. We have applied genetic algorithm to the design of local de-
cision rules. Our two examples have shown that system performance can be significantly
improved with non-identical LDs.
GA search may not be feasible when N becomes large due to size of the search space.
In this case, one possible approach is a hierarchical clustering structure, such as the one
proposed for sensor networks [4]. In this structure, a small number of LDs at the lowest
level form a cluster in which the GA search is feasible. The cluster head could integrate
the local binary decisions into a multi-bit decision and relay the decision to a higher level
DFC, where a final decision will be made.
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Table 3.1: Optimization results using identical and non-identical thresholds
No. of LDs Identical thresholds Non-identical thresholds
(N) Threshold Error Probability Thresholds Error Probability
2 4.880 0.3846 1.9750, 6.0281 0.3300
3 4.880 0.3267 -0.5065, 2.4871 0.2356
0.3267 5.9247
4 4.850 0.2993 -0.5348, 3.1490 0.2149
5.1615, 5.6864
5 4.800 0.2865 -0.0628, 0.3386 0.1935
2.0482, 5.3941
5.3941
6 5.200 0.2767 -0.2424, 0.2868 0.1748
0.4751, 2.5893
5.7135, 6.1509
7 5.150 0.2671 -0.7008, -0.6992 0.1572
-0.0608, 0.9873
5.5744, 6.1316
6.2272
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Figure 3.2: Probability of error vs. number of sensors (example 2)
Part II
Analysis of
High Dimensional Biological Datasets
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Chapter 4. Classification and Clustering of Large Dimensional Datasets in
Bioinformatics
Bioinformatics is “research, development, or application of computational tools and ap-
proaches for expanding the use of biological, medical, behavioral or health data, including
those to acquire, store, organize, archive, analyze, or visualize such data” [66]. According
to this definition, data acquisition and data analysis are two essential aspects of bioinfor-
matics. Various types of data, including gene expression profiles, mass spectrometry (MS)
and nuclear magnetic resonance (NMR) spectra, have been the subject bioinformatics stud-
ies [37, 47, 65, 69]. Multivariate statistical methods, including classification and clustering
techniques, were employed to perform class discovery and class prediction based on the
datasets. Examples of applications are cancer diagnosis [37, 69], protein-protein interac-
tion prediction [47], and drug toxicity study [65].
Classification of biological data is often achieved using a supervised learning method
that takes advantage of the availability of labelled samples for training. During the training
stage, some of the labelled training samples are used to develop a classification rule. During
the testing stage, the trained classifier is presented with new testing samples and assigned
labels to these samples according to a previously designed rule. Once the two stages are
complete, the accuracy of the classifier can be estimated by comparing the true labels of
the testing samples with the assigned labels (if the former are known).
Without the sample label information, clustering, an unsupervised learning method, is
often the tool of choice for classification. Clustering separates the samples into groups
based on some similarity criterion, such as Euclidean or Mahalanobis distance.
In bioinformatics, classification of samples and clustering are often challenging due to
sample sparsity (the number of samples in each data is limited), and the high dimensionality
(each sample is described by a large number of features) [82]. Sample sparsity often limits
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the statistical significance of the data analysis results. The high dimensionality imposes
heavy computational burden and also tends to blur the distinction among samples since
some of the features are redundant or irrelevant [52]. These limitations make classification
and cluttering results sensitive to noise and susceptible to over-fitting [25]. The redundant
features tend to decrease the signal to noise ratio of the signal available to detectors and
classifiers.
Much effort was expended to counter the negative effects incurred by the small size
of the sample set and the large dimension of the samples. To increase the robustness and
the reliability of classification and clustering with small sample sets, various re-sampling
methods including bagging and boosting were devised, and applied to construct classifier
ensembles and cluster ensembles [5, 22, 31, 61]. To reduce the high dimensionality and
at the same time identify the subset of informative features, several feature selection and
feature extraction methods have been investigated [8, 23, 39, 46, 55, 71, 100].
In our study, five different datasets from thirty-five (35) animals were used to study the
gene/protein/metabolite differences between differently treated animals in a drug toxicity
study. More specifically, we were provided with one microarray genomic dataset for gene
expression study, three surface enhanced laser desorption/ionization time of flight mass
spectrometry (SELDI TOF MS) datasets (including SELDI TOF MS of liver, serum and
urine) for protein expression study and one NMR dataset for metabolite study. The 35
animals belong to two different groups, with 25 in the control group and 10 in the non-
control group. We knew in advance which animals belonged to the control group and
which belonged to the non-control group. Within both groups, there are some subgroups
(see section 4.1).
We classified the samples into control and non-control groups, obtained the classifica-
tion accuracy and extracted as much information as was available about the differences of
the groups. In the process we proposed several new approaches for classification of samples
of this kind, and revisited several existing approaches.
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We took the following measures to deal with the sample sparsity and high dimension-
ality when classifying and clustering the five datasets.
1. We selected linear support vector machines (SVMs) as classifiers of choice. SVMs
have been proven to be very effective and efficient in avoiding the over-fitting prob-
lem which often occurs due to the high ratio of the number of features to the number
of available samples [12,19,63,92]. For this reason, SVMs are considered appropri-
ate for analyzing biomedical datasets [11, 33, 67]. In addition, the linear SVM was
shown in [62] to perform as well as some non-linear SVMs in classifying benchmark
microarray gene datasets and was demonstrated to be efficient for recursive feature
elimination method, used to rank features [40]. (Chapter 4).
2. (New) We proposed a new, margin-distribution based feature ranking method with
recursive feature elimination technique, called M-RFE, to speed up SVM-RFE [40].
We compared this method to E-RFE [34]. (Chapter 5).
3. (New) We proposed a confidence level based SVM decision fusion rule to increase
the classification accuracy and reliability, and compared the method to two traditional
Bayesian fusion rules. (Chapter 6).
In Chapter 4, we describe the data (in section 4.1), introduce SVM (section 4.2) and
SVM-RFE (section 4.3). M-RFE is described in Chapter 5. The new decision fusion rule
is described in Chapter 6.
4.1 Data description
4.1.1 Animal distribution
There are 35 animals in the toxicity study. Animals 1, 2, 3, 4, 6, 10, 11, 12, 14, 15, 16,
17, 19, 21, 22, 23, 24, 26, 28, 29, 30, 31, 32, 33, 35 belong to the control group; animals 5, 7,
8, 9, 13, 18, 20, 25, 27, 34 belong to non-control group. The two groups were distinguished
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by the extent of their diet restrictions. Within the control group, there were 5 subgroups
and animals in different subgroups were fed with different compounds and/or for different
durations; while within the non-control group, there were 2 subgroups which were further
differentiated by the amount of food they were fed with. Each subgroup has 5 animals.
4.1.2 Microarray genomic dataset
This dataset contains 35 samples, one from each of the 35 animals. Each sample has
8891 gene expressions, or features. A segment of a typical sample is shown in Figure 4.1.
The x-axis is the gene number and the y-axis represents the intensity of each gene.
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Figure 4.1: Part of a microarray gene expression sample
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4.1.3 SELDI-TOF MS datasets
A segment of a typical SELDI-TOF MS sample is shown as Figure 4.2. The x-axis
represents the mass-to-charge ratio (m/z) and the y-axis represents the intensity at various
m/z values. Each m/z is considered a feature.
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Figure 4.2: Part of a typical SELDI TOF MS sample
The three SELDI TOF MS datasets are:
1. SELDI TOF MS of animal liver. This dataset contains 140 samples, 4 from each of
the 35 animals. Each sample has 1687 features.
2. SELDI TOF MS of animal serum. This dataset contains 140 samples, 4 from each of
the 35 animals. Each sample has 683 features.
3. SELDI TOF MS of animal urine. This dataset has 115 samples, 3 from each of 5
animals and 4 from each of the other 25 animals. Samples from a control subgroup
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of 5 animals are not available. Each sample has 1737 features.
4.1.4 NMR urine dataset
The dataset has 30 samples, one from each of the 30 animals. A segment of a typical
NMR sample is shown in Figure 4.3. The x-axis is in frequency unit of parts per million
(ppm), a unit for the relative frequency shift over the operating frequency of the nucleid
being observed. The y-axis is the relative intensity at each ppm value with respect to the
intensity integral of whole ppm range. Each reading (in resolution of 1 ppm) is a feature.
Each sample has 154 ppm points.
0 1 2 3 4 5 6 7 8 9 10
−0.02
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
ppm
R
el
at
iv
e 
In
te
ns
ity
Figure 4.3: Part of a typical NMR sample
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4.2 Linear binary SVM classifiers [12]
Consider l training sample and label pairs,
{x1, y1}, {x2, y2}, . . . , {xl, yl},
where
xi = [x
1
i , x
2
i , . . . , x
n
i ],
is an n dimensional vector representing the ith sample, and the vector elements x1i , x2i , . . .,
xni are its features. The ith class label is yi ∈ {−1,+1}. The SVM tries to find an optimal
hyperplane to separate the samples by maximizing the margin, i.e., the minimum distance
between the samples from the two different classes. The training samples that are closest to
the separating hyperplane are called support vectors. A simple training sample distribution
with a trained SVM is illustrated in Figure 4.4. The resultant optimal hyperplane, or the
discriminative function of an arbitrary sample x, is of the form
f(x) =
l∑
i=1
αiyi < xi,x > +b
=< w,x > +b, (4.1)
where <> represents the inner product; αi, i = 1, 2, . . . , l and b are weight coefficients and
bias, respectively, obtained during the training stage; and w =
∑l
i=1 αiyixi is called the
weight vector, which has the same length as x. Notice that only those coefficients αi that
correspond to support vectors are not zero. The separating hyperplane is fully characterized
by the support vectors, which are also the hardest samples to separate. The number of the
support vectors is an indication of the generalization ability of a trained SVM. In [92], the
relationship between the generalization ability of a support vector machine and the number
of the support vectors was described through error bound,
E[P (error)] ≤ E[Number of support vectors]
Number of training samples , (4.2)
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Figure 4.4: A simple SVM training scenario [12]
where P (error) is the actual testing error for a SVM trained with l − 1 samples and
E[P (error)] is the expectation taken over all possible choices of l−1 samples. E[Number
of support vectors] is the expected number of support vectors over all all choices of training
size l. This estimate is obtained by the procedure of leaving out one training sample at a
time. The SVM is trained with the remaining l − 1 samples, and is tested with the sample
that was left out. This procedure is repeated for every training sample. Since the separating
hyperplane obtained with l samples is fully determined by the support vectors, leaving out
any samples other than the support vectors will not have any effect on the hyperplane. The
worst case is that all support vectors, when left out for testing, are classified incorrectly.
Taking the expectation over all such training samples gives the upper bound. The inequal-
ity (4.2) provides a justification for our SVM decision fusion scheme discussed in chapter
6.
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The decision function of a trained SVM, D(x) is as follows:
D(x) =

1, f(x) > 0
−1, Otherwise,
(4.3)
which assigns the label +1 to the sample x if the discriminative function value f(x) > 0
and assigns −1 to the sample otherwise. The magnitude of f(x) reflects the confidence
level of the label assignment. The larger the magnitude, the more confidence we have in
the label assignment.
For the labeled ith training sample, i = 1, 2, . . . , l, yif(xi) > 0 means the sample was
correctly labeled and yif(xi) < 0 means the opposite. In [60, 79], l values of yif(xi)
are called the margin distribution of the classifier trained with the l samples. This margin
distribution was shown to reflect the generalization ability of a classifier. Intuitively, we
expect a classifier with most of its training samples far away from its separating hyperplane
to have good generalization performance; two classifiers with similar margin distributions
would have comparable performances. This observation motivated us to propose a new
approach to accelerate the SVM-RFE method (see the next section). The new approach,
M-RFE, is presented in Chapter 5.
4.3 SVM-RFE
SVM-RFE is a feature ranking algorithm that takes advantage of the inherent ranking
mechanism of SVMs. The algorithm was first proposed in [40]. With the weight vector in
equation (4.1) w =[w1, w2,. . . , wn], the discriminative function becomes
f(x) =
n∑
i=1
wixi + b, (4.4)
which is a biased weighted sum of the features of the sample x. The magnitude of the
weight wi thus reflects the relative importance of the ith feature, given that all features are
comparable, with the larger magnitudes corresponding to more important features. Thus,
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one can rank the features by simply sorting the weight magnitudes. However, ranking
the features based on only one run of a SVM does not take into account the correlation
among the features. As a result, it is possible that all top ranked features are statistically
very similar and as a whole are not a good feature subset for classification. To avoid this
problem, SVM-RFE ranks all features in a recursive way: it retrains the SVM each time
the least significant feature is removed until all the features are eliminated. The feature that
was last removed is regarded most important.
The usefulness of the SVM-RFE can be illustrated with the following simple example
taken from [40]. Suppose that we have a training sample set with 5 features, but only with
2 distinct features that are equally important. The features are x1, x1, x2, x2, x2. The weight
vector obtained by one time training of a SVM might be x1(1/4),x1(1/4),x2(1/6),x2(1/6),x2(1/6),
if the ranking criterion gives equal weight magnitudes to identical features. If we select a
subset of 2 top ranked features to construct a SVM for future testing use, we will ignore
the usefulness of the feature x2. In contrast, a typical run of SVM-RFE would produce:
• First iteration: x1(1/4),x1(1/4),x2(1/6),x2(1/6),x2(1/6);
• Second iteration: x1(1/4),x1(1/4),x2(1/4),x2(1/4);
• Third iteration: x2(1/2),x1(1/4),x1(1/4);
• Fourth iteration: x1(1/2),x2(1/2);
• Fifth iteration: x1(1).
Therefore, both x1 and x2 will be selected if we select a subset of 2 features. This
property of SVM-RFE was validated again in [34] with two synthetic large datasets.
SVM-RFE eliminates only one feature in each iteration and thus is very time-consuming
when the number of features is large. This is common in biomedical datasets.
The remainder of this thesis is organized in the following way. We present our new
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approach to accelerate the SVM-RFE in Chapter 5. In Chapter 6, the classification of the
five datasets is reported, respectively.
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Chapter 5. Speed up Recursive Feature Ranking Procedure Using Margin
Distribution
In this chapter, a new method is introduced to speed up the recursive feature ranking
procedure by using the margin distribution of a trained SVM, which was defined in section
4.2. The method, M-RFE, continuously eliminates features without retraining the SVM
as long as the margin distribution of the SVM does not change significantly. Synthetic
datasets and two benchmark microarray datasets were tested on M-RFE. Comparison with
original SVM-RFE shows that our method speeds up the feature ranking procedure con-
siderably with little or no performance degradation. Comparison of M-RFE to a similar
speed up technique, E-RFE, provides similar classification performance, but with reduced
complexity.
Although tested only with microarray gene expression datasets in this chapter, M-RFE
is also applicable to other biological datasets, as can be seen later (Chapter 6).
5.1 Introduction
The advent of microarray technology makes it possible to measure simultaneously the
expression of thousands or even tens of thousands of genes. One of the most interesting
applications of microarray is in cancer class discovery and prediction [2, 37, 75]. It has
been shown [40,59,74,95] that feature selection, through which a subset of available genes
that are relevant to the class separation is selected to construct the predictors, is always es-
sential for accelerating the classification procedure and increasing the prediction accuracy.
Support vector machines (SVMs) have been demonstrated to be very efficient classifiers
for this purpose [11, 33].
Several approaches were proposed to conduct the feature selection with an SVM. In
[95], the authors used a gradient algorithm to search the features that minimize bounds
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on leave-one-out (LOO) error. Guyon et al. [40] used SVM-RFE to recursively rank the
features according to their importance in the classification. SVM-RFE was further extended
in [74] to integrate more ranking criteria. In [32], the authors suggested to use ten-fold
cross validations to improve the reliability of the top feature subsets selected with SVM-
RFE. Another approach was presented in [59] to conduct SVM-based feature selection by
taking advantage of the linear nature of the discriminative function of a SVM. The author
developed a method called discriminative function pruning analysis (DFPA).
SVM-RFE retrains SVM after every single feature elimination. This is obviously a
heavy burden when the sample features are in the thousands (sometimes even tens of thou-
sands). The problem becomes worse when k-fold cross validations or bootstraps are needed
to improve the feature selection reliability [32] or to predict the generalization ability with-
out introducing bias [3]. It is thus desirable to discover ways to speed up the ranking
procedure in these cases.
Speeding up the SVM-RFE can be accomplished by eliminating simultaneously a num-
ber of features, instead of only one feature at a time. The price for accelerating the process
would be some degradation in ranking accuracy. The extent of the performance degrada-
tion generally depends on the number of features that are eliminated in each iteration and
their relevance. Hence, it is of interest to find a trade-off between the number of features to
be eliminated and the performance degradation that follows under different circumstances.
To this end, Furlanello et al. [34] proposed to eliminate different numbers of features ac-
cording to the different weight distributions of a trained SVM. They used the observation
that different combinations of informative features and irrelevant features have different
weight distributions. In this method, called E-RFE, the weights obtained through training
a SVM are first projected into the range [0, 1]. Then the entropy and the mean value of
the projected weights, denoted H and M , respectively, are calculated. Different distribu-
tions are differentiated by comparing H and M with an entropy threshold, Ht, and a mean
value threshold, Mt. Both thresholds have to be set empirically in advance. In addition,
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to guarantee the accuracy of the top most ranked features, E-RFE is forced to eliminate
one feature in each iteration when the number of remaining features falls below another
accuracy guaranteeing threshold Rt. Overall three thresholds need to be calculated before
the technique can be applied. The pseudocode for E-RFE is given in Appendix A.
We propose an alternative approach to speed up SVM-RFE by using the margin distri-
bution of a trained SVM. We call the technique M-RFE. As described in section 4.2, given
l training samples xi, i = 1, 2, . . . , l and their corresponding labels yi, a linear SVM has
an optimal separating hyperplane of the form f(x) =< w,x > +b (see equation (4.1)).
The l values of yif(xi) from the training samples constitute the SVM’s margin distribution
which reflects the generalization ability of the SVM. M-RFE keeps removing features as
long as the 2-norm change of the margin distribution vector caused by feature removals
is not significant, which is decided by checking the change with a pre-specified threshold.
Beyond the threshold, the SVM is retrained. M-RFE automatically starts to eliminate one
feature at a time when the number of remaining features falls below some number. We test
the efficiency of the proposed algorithm with synthetic datasets and two public microar-
ray datasets. Performance comparisons between M-RFE, E-RFE and SVM-RFE are made.
Specifically, using synthetic datasets with variable number of significant features, we com-
pare the final ranked results obtained with the three ranking methods and their execution
time. Using the two real world datasets, we compare their average classification accuracies
and execution time (the real knowledge of significant features is not available).
5.2 Description of M-RFE
From the observations in [35, 60, 79, 80] we conclude that the margin distribution is
a good indicator of the generalization of a trained classifier. Therefore features whose
removal does not cause sharp margin distribution shift of a trained SVM do not represent
significant discriminative power (performance of the SVM before and after removing these
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features is expected to remain almost the same). This assumption constitutes the basis of
the following algorithm, M-RFE.
We consider l training samples with n features each and their corresponding class la-
bels. We denote the ith sample as x[n]i = [x1i ,x2i , . . ., xni ], i = 1, 2, . . . , l and its label
as yi ∈ {−1,+1}, where we have used the superscript [n] to indicate the sample is n-
dimensional. After training an SVM with these l sample and label pairs, we obtain the
following discriminative function value of the ith sample:
f(x
[n]
i ) =< w
[n],x
[n]
i > +bn, i = 1, 2, . . . , l, (5.1)
where w[n] and bn are the optimal weight vector and bias of the SVM, respectively. We
further useG[l]n to denote the 1×l vector containing the l values of yif(x[n]i ), i = 1, 2, . . . , l,
which is the margin distribution of the SVM. That is
G[l]n = [y1f(x
[n]
1 ), y2f(x
[n]
2 ), . . . , ylf(x
[n]
l )].
M-RFE starts by removing the least significant feature. After k features have been
removed, where k = 1, 2, . . . , n−1, without retraining the SVM, the approximate discrim-
inative function value of the ith sample becomes,
f(x
[n−k]
i ) =< w
[n−k],x[n−k]i > +bn, i = 1, 2, . . . , l, (5.2)
with the understanding that w[n−k] is obtained by removing k corresponding components
from w[n]. The discriminative value in equation (5.2) is an approximation because it is
obtained without retraining the SVM; we use w[n−k] and the same bn after the k features
have been removed. Subsequently, we have the approximate margin distribution vector
G
[l]
n−k = [y1f(x
[n−k]
1 ),y2f(x
[n−k]
2 ), . . ., ylf(x
[n−k]
l )]. We use the following equation to
measure the change of the margin distribution due to the removal of k features.
∆Gk = ||G[l]n −G[l]n−k||, (5.3)
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where || • || represents 2-norm of a vector. We compare ∆Gk with a predefined threshold
to decide on the number of features to be removed.
In real implementation, we use the following bi-sectioning method to determine k, the
number of features to be eliminated, in each iteration before retraining the SVM. Given
the initial number of features to be ranked as n, we first let k = n
2
and check the margin
distribution change ∆Gk (equation (5.3)) caused by removing the k features with a thresh-
old, denoted as T∆G. If ∆Gk > T∆G, we reduce k by half, i.e., let k ← k2 and perform
the threshold check again. This procedure is repeated until ∆Gk ≤ T∆G happens. The
first value of k that satisfies the condition is the number of features to be eliminated in this
iteration. The flowchart of the M-RFE is provided in Figure 5.1 and its implementation
includes the following steps.
1. Initialization.
• An empty ranked feature list Rlist.
• A set of features to be ranked F = {1, 2, . . . , n}.
2. Train the SVM with the n features and obtain its optimal weight vector w[n]= [w1,
w2, . . . ,wn] and bias bn.
3. Rank the n entries in w[n] according to their amplitudes. Without loss of generality,
we assume that |w1| < |w2| < . . . < |wn| (it can always be achieved by permuta-
tions).
4. Obtain G[l]n = [y1f(x[n]1 ),y2f(x
[n]
2 ), . . ., ylf(x
[n]
l )] using f(x
[n]
i ) =< w
[n],x
[n]
i >
+bn.
5. Set w[n−k] = [wk+1,wk+2,. . . ,wn] and x[n−k]i = [xk+1i , xk+2i , . . . , xni ], i = 1, 2, . . . , l.
6. Obtain G[l]n−k = [y1f(x
[n−k]
1 ), y2f(x
[n−k]
2 ), . . ., ylf(x
[n−k]
l )] using f(x
[n−k]
i ) =<
w[n−k],x[n−k]i > +bn.
48
7. Calculate ∆Gk with equation (5.3), i.e., ∆Gk = ||G[l]n −G[l]n−k||.
8. If ∆Gk > T∆G, let k ← k2 and go to 5.
9. Otherwise, remove k least significant features put them on the top of Rlist;
10. set n← n− k
11. if n > 1, go to step 2, otherwise output Rlist and stop.
It is easy to see that M-RFE reduces to the na¨ive ranking [40], which ranks all the
features by running the SVM once, when T∆G → ∞; it becomes the original SVM-RFE,
which eliminates one feature at a time, when T∆G → 0. Hence, the trade-off between the
ranking speed and the accuracy can be achieved by adjusting only one threshold T∆G.
5.3 Simulations
In the following simulations, SVM-RFE, M-RFE and E-RFE are coded based on the
linear SVM routine of MATLAB based OSU-SVM ( [68]). The reported execution time is
based on an Intel Celeron CPU of 2.40 GHz. Table 5.1 shows the thresholds tuned for E-
RFE (finely tuned values from [34]) and M-RFE. Recall that E-RFE uses three thresholds,
namely, entropy threshold Ht, weight threshold Wt and accuracy guaranteeing threshold
Rt; M-RFE uses only one threshold, i.e., the margin distribution change threshold, T∆G.
The thresholds of M-RFE in all simulations were tuned so that its measured performance,
(the ranking accuracy in synthetic datasets and the classification accuracy in real world
datasets), were comparable to SVM-RFE, since our goal was to observe how much M-RFE
can speed up SVM-RFE while maintaining the performances.
In Table 5.1, nint is the number of features to be ranked initially in each iteration.
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Figure 5.1: Flow chart of M-RFE
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Table 5.1: Thresholds tuned for E-RFE and M-RFE
Synthetic datasets Real world datasets
Ht
1
2
log2 nint
1
2
log2 nint
E-RFE Wt 0.2 0.2
Rt 5 100
M-RFE T∆G 0.1 0.3
5.3.1 Experiments with synthetic datasets
We generate the synthetic datasets as proposed in [34]. Each dataset consists of 50
samples with 1000 features each. Among these features, ns are significant and the remain-
ing 1000 − ns are not. The ns significant features are generated from two ns-dimensional
Gaussian distributions centered around 1 = (1, . . . , 1) and −1, respectively. Both Gaus-
sian distributions have diagonal covariance matrices, with each diagonal entry in the matrix
generated from a uniform distribution ranging from 0.1 to 1. We select 25 samples from
each of the two Gaussian distributions, assigning label 1 to samples from Gaussian distri-
bution with the mean vector 1 and label −1 to samples from the Gaussian distribution with
the mean vector−1. Each one of the remaining 1000−ns non-significant features consists
of 50 values sampled from a uniform distribution ranging between −1 and 2.
In [34], the authors tested the E-RFE with four different datasets, each with a distinct
ns value. They reported how many features out of the nS significant features were cor-
rectly ranked as the top ns features with E-RFE and the number of steps needed to rank
all 1000 features in each case. In our experiments, for each value of ns ranging from 100
to 900 in an increment of 200, we randomly generated 20 datasets. To each one of these
datasets, we applied SVM-RFE, E-RFE and M-RFE to obtain three ranked feature lists.
We then checked the top ns features in these lists and found out what portion of the real ns
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significant features were correctly ranked. Mathematically, if we define R[ns]SVM , R
[ns]
M and
R
[ns]
E as the set of ns top features in the ranked lists obtained with SVM-RFE, M-RFE and
E-RFE, respectively, and R[ns]S as the set of ns real significant features, we use the quan-
tities card{R
[ns]
S ∩R
[ns]
SVM}
ns
,
card{R[ns]S ∩R
[ns]
M }
ns
and card{R
[ns]
S ∩R
[ns]
E }
ns
, where card{·} represents the
cardinality of a set and “∩” is an intersection operator, to measure the ranking accuracies
of SVM-RFE, M-RFE and E-RFE.
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Figure 5.2: Ranking accuracies with synthetic datasets
Figure 5.2 and 5.3 show the ranking accuracies and the execution time needed to rank all
features at each ns, averaged over 20 datasets. The results are shown against the number of
significant features. As can be seen, both E-RFE and M-RFE are capable of considerately
speeding up SVM-RFE while maintaining the ranking accuracy. E-RFE and M-RFE are
comparable in terms of both ranking accuracy and execution time. However, M-RFE is
simpler in that it has only one threshold while E-RFE requires three.
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Figure 5.3: Average running time with synthetic datasets
5.3.2 Experiments on real world datasets
I. Data description
A. AML-ALL dataset
AML-ALL dataset [37] is a microarray gene expression profile that contains 72 samples
of which 47 were from patients diagnosed as acute lymphoplastic leukemia (ALL) and 25
were from patients diagnosed as acute myeloid leukemia (AML) [37]. Each sample has
7129 genes. We randomly split the samples into training and testing sets and in every split,
the training set contains 25 ALL cases and 13 AML cases and the testing set 22 ALL cases
and 12 AML cases. The training sets were used for feature ranking and to train SVMs with
different number of ranked features. The testing sets were used to predict the accuracy of
the trained SVMs. Before the feature ranking, all features were normalized to have zero
mean and unit length. The accuracy was averaged over 50 random splits.
B. Colon cancer dataset
The colon cancer dataset [2] consists of 62 samples, each with 2000 genes. The 62
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samples include 22 normal and 40 colon cancer samples. As before, we randomly split
the 62 samples into training and testing sets and maintain that both the training set and
the testing set hold 11 normal samples and 20 cancer samples. The feature ranking was
conducted with the training set and the classification with the testing set. The final results
are averaged on 50 splits. The preprocessing with this dataset include: taking the logarithm
of all values, normalizing sample vectors, and normalizing feature vector.
II.Results
In Figure 5.4 and 5.5, accuracies associated with three different ranking methods, M-
RFE, E-RFE and SVM-RFE, are compared for AML-ALL dataset and colon cancer dataset,
respectively. Figure 5.6 shows the number of the features (in log2 scale) that were elimi-
nated in each iteration in a typical run with the AML-ALL dataset. In this run, the number
of iterations needed for M-RFE to rank 7129 genes was 118. Table 5.2 shows the average
time in seconds needed to rank all features for the two benchmark datasets using the three
ranking methods.
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Table 5.2: Average time to rank features
Ranking Methods AML-ALL Colon cancer
M-RFE (s) 2.02± 0.25 1.25± 0.11
E-RFE (s) 13.16± 5.49 0.81± 0.09
SVM-RFE (s) 836.52± 50.17 38.91± 2.44
From figures 5.4, 5.5, 5.6, and Table 5.2, we conclude that in our studies,
• both M-RFE and E-RFE considerably accelerated the ranking procedure;
• while E-RFE was a little faster with colon cancer dataset of 2000 features, compared
with M-RFE, it was much slower with AML-ALL dataset of 7129 features. This
may indicate that M-RFE is more advantageous when the feature vectors have large
cardinality;
• the performance loss due to the speedup with both E-RFe and R-RFE was negligible;
and
• as shown in Figure 5.6 with the AML-ALL dataset, the number of eliminated features
with M-RFE was large at the early iterations and became gradually smaller as the
iteration goes on. After 90 iterations, only one feature was eliminated at a time.
5.4 Conclusion
We propose a new approach to speed up the SVM-RFE. Results with both synthetic and
real microarray datasets give indications that our method may be efficient in speed while
maintaining almost the same performance as SVM-RFE. In our experiments, M-RFE and
E-RFE were comparable in terms of ranking performance and execution time in most cases,
but M-RFE is simpler to tune since it has only one tunable threshold. Furthermore, from
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the simulation results with two real world datasets, it appears that M-RFE may be faster
than E-RFE when the number of features to be ranked is very large. In Chapter 6, we will
further test M-RFE with SELDI TOF MS and NMR datasets.
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Chapter 6. Fusion of SVMs
In this chapter, we propose the use of linear SVMs to conduct binary classification on
the five studied datasets, with the goal of assessing classification performance samples.
Further, we propose a confidence-level based SVM fusion scheme to integrate the classifier
outputs. This approach is first compared with two popular distributed decision fusion rules
[13, 49] using two datasets, and then applied to combine the leave-one-out (LOO) testing
results from all five datasets. During the first comparison study, M-RFE was used to rank
the features and the classification was performed with various number of ranked features.
In the LOO study, both M-RFE and SVM-RFE were used to rank features, and the testing
results were compared.
The chapter is organized as follows. In section 6.1, we present an overview on classifier
fusion. Confidence-level based fusion is described in section 6.2. Two Bayesian fusion
rules (under an independence assumption and with correlated decisions) are presented in
section 6.3. The above three fusion rules, namely, the confidence-level based fusion rule,
the Bayesian fusion rule with an independence assumption and the Bayesian fusion rule
without an independence assumption, are compared in section 6.4. In section 6.5, we report
on leave-one-out (LOO) testing results for each of the five datasets, and on the overall fused
results.
6.1 Classifier fusion
Classifier fusion was discussed at length in the pattern recognition literature [7, 43, 51,
54,98,99]. The basic idea is to combine the outputs of several classifiers in order to achieve
a more reliable decision on the class membership of a given sample. Several algorithms are
available for classifier fusion, depending primarily on the information format of the clas-
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sifier outputs. For example, if the fused classifiers provide only hard class labels, voting
methods and their variants were proved to be powerful fusion tools [99]. If the classi-
fiers assign ordered label ranks to a given testing sample, methods including highest rank
method, Borda count and logistic regression method [43] can be applied. When classifiers
outputs are a posteriori probabilities, fusion rules such as max, min, median, and average
are good candidates [51].
In the parallel decision fusion architectures discussed shown in Figure 1.1, LDs send
hard label decisions to the DFC. Accordingly, the decision fusion rules are in many cases in
the form of voting methods, with LDs whose decisions are of better quality assigned larger
weights for their opinions. For example, under the standard Bayesian or Neyman-Pearson
formulation, with spatial and temporal independence assumption, the final decisions in
the parallel decision fusion scheme are made by comparing a weighted sum of the local
decisions with a threshold [93, pp. 63 and pp.185]. A similar classifier fusion scheme was
studied in [99] where a confusion matrix replaced the false alarm and missed detection
probabilities as a measure of performance for a classifier. Classifier fusion can also be
viewed as a non-parametric distributed hypothesis testing structure: the various hypotheses
are not described with parametric probability density functions (pdfs), but are learned in a
supervised way. In sections 6.3 and 6.4, we show how to formulate and solve a classifier
fusion problem using concepts from distributed detection theory.
6.2 Confidence level based SVM classifier fusion rule
SVMs generally assign a hard label to a testing sample according to the decision func-
tion given in equation (4.3) and its discriminative value can be viewed as the confidence
level, as described in section 4.2. Several schemes were explored to combine the hard label
decisions from different SVMs [50, 90].
Here we propose to fuse the discriminative function values of a given testing sample
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from multiple SVMs (a similar idea to fuse detection probabilities in parallel decision fu-
sion can be found in [53]). Suppose there are m trained SVMs and nt testing samples, x1,
x2, . . ., xnt . The ith SVM has Si support vectors, and its optimal weight vector and bias is
wi and bi, respectively. The discriminative function value of the jth testing sample assigned
by the ith SVM is fi(xj) =< wi,xj > +bi, where i = 1, 2, . . ., m and j = 1, 2, . . ., nt. We
first normalize the nt discriminative values output from every SVM to the range of [−1, 1]
so that discriminative values from different SVMs are comparable. Denote the normalized
values as f¯i(xj). We suggest to assign a fused label, DF , to the jth testing sample xj ac-
cording to the weighted sum of its normalized discriminative values from different SVMs.
As shown in the inequality (4.2), the SVMs with fewer support vectors are expected to have
better generalization abilities and thus assigned bigger weights. The decision function is:
DF(xj) =

1,
∑m
i=1Oif¯i(xj) > 0
−1, Otherwise,
(6.1)
where Oi is the weight of the ith SVM, which is assigned as:
Oi = δi∑m
q=1 δq
(6.2)
with δi =
∏
k=1,2,...,m,k 6=i
Sk. Obviously,
m∑
i=1
Oi = 1. For example, if there are three SVMs
with 10, 15, 20 support vectors, respectively, then we have δ1 = 15 ∗ 20 = 300, δ2 = 10 ∗
20 = 200, δ3 = 10 ∗ 15 = 150 and the weights are O1 = δ1∑3
j=1 δj
= 6
13
, O2 = δ2∑3
j=1 δj
= 4
13
and O3 = δ3∑3
j=1 δj
= 3
13
.
6.3 Bayesian fusion rules
We define the following two hypotheses in testing a sample.
H0 : the sample is from the control group;
H1 : the sample is from the non-control group.
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We assume that these hypotheses have the a priori probabilities P0 and P1, respectively.
Also we use the following conventions from the field of bioinformatics and clinical trials.
Type I error : PErr1 = Pr(H1 is declared true| H0 is true),
Type II error : PErr2 = Pr(H0 is declared true| H1 is true),
Specificity : PSpe = Pr(H0 is declared true| H0 is true),
Sensitivity : PSen = Pr(H1 is declared true| H1 is true).
PErr1 and PErr2 are equivalent to the false alarm probability and missed detection proba-
bility in detection theory, respectively; PSpe = 1− PErr1, PSen = 1− PErr2.
The risk that the Bayesian rule tries to minimize is in the form
R =
1∑
i=0
1∑
j=0
CijPjPr(Hi is declared true| Hj is true), (6.3)
where Cij is the cost to accept Hi when Hj is actually true. With C00 = C11 = 1 and
C10 = C01 = 0, the risk reduces to the total error probability
PErr = P0PErr1 + P1PErr2. (6.4)
For a classifier fusion system with N classifiers, we further denote P iErr1 and P iErr2,
i = 1, 2, . . . , N as the type I and type II error of the ith classifier, respectively, and Di its
decision. Di = 1 means that the ith classifier thinks H1 is true; Di = −1 means that the ith
classifier thinks H0 is true. The optimum Bayesian decision function Do, which minimizes
the total error probability (6.4) becomes,
Do =

1,
Pr(D1,D2,...,DN | H1)
Pr(D1,D2,...,DN | H0) >
P0
P1
−1, otherwise.
(6.5)
If we assume that all N sensors are statistically independent, conditioned on the hy-
potheses, then
Pr(D1,D2, . . . ,DN | Hj) =
N∏
i=1
Pr(Di| Hj), j = 0, 1,
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and the decision rule (6.5) becomes
Do =

1,
N∑
i=1
log
(1− P iErr1)(1− P iErr2)
P iErr1P
i
Err2
Di > T
−1, otherwise,
(6.6)
where T = 2 ∗ log P0
P1
+
N∑
i=1
log
P iErr1(1− P iErr1)
P iErr2(1− P iErr2)
is the threshold. If the independence as-
sumption does not hold, the correlation among the classifiers should be taken into account.
In this case, the decision rule can be expressed as,
Do =

1,
N∑
i=1
log
(1− P iErr1)(1− P iErr2)
P iErr1P
i
Err2
Di + TCorrel > T
−1, otherwise,
(6.7)
where we denote TCorrel as the term accounting for the correlation. Using Bahadur-Lazarfeld
expansion, this term is calculated with [49]
TCorrel = log
1 +
∑
i<j
γ1ijz
1
i z
1
j +
∑
i<j<k
γ1ijkz
1
i z
1
j z
1
k + . . .+ γ
1
12...Nz
1
1z
1
2 . . . z
1
N
1 +
∑
i<j
γ0ijz
0
i z
0
j +
∑
i<j<k
γ0ijkz
0
i z
0
j z
0
k + . . .+ γ
0
12...Nz
0
1z
0
2 . . . z
0
N
, (6.8)
where zhi =
Di+1−2∗Pr(Di=1|Hh)
2∗
√
Pr(Di=1|Hh)(1−Pr(Di=1|Hh)
is a normalized random variable with 0 mean
and unit variance, and
γhij =
∑
D
zhi z
h
j Pr(D | Hh)
γhijk =
∑
D
zhi z
h
j z
h
kPr(D | Hh)
.
.
.
γh12...N =
∑
D
zh1 z
h
2 . . . z
h
NPr(D | Hh),
are called correlation coefficients, where h = 0, 1, and D contains all possible combina-
tions of classifier fusions in corresponding cases. For N classifiers, the number of possible
coefficients is 2(2N − 2− 1).
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From the above description, we know that in order to implement a Bayesian fusion rule,
we have to posses the following information:
• the a priori probabilities of the two hypotheses; P0 and P1;
• the costs for correct and incorrect decisions; Cij , i, j = 0, 1;
• the performance of each classifier in terms of type I and type II errors, PErr1 and
PErr2, and;
• the correlation coefficients in the dependent case; γh12...N , h = 0, 1.
Of these, the a priori probabilities can be taken as the sample proportions from different
groups and the costs are often chosen as 0 for correct decisions and 1 for incorrect decisions.
The performance of each classifier and the correlation coefficients have to be estimated
using training samples.
The three fusions we have described can be summarized as
• Confidence-level based fusion rule:
DF(xj) =

1,
∑m
i=1Oif¯i(xj) > 0
−1, Otherwise,
• Bayesian rule under the independence assumption:
Do =

1,
N∑
i=1
log
(1− P iErr1)(1− P iErr2)
P iErr1P
i
Err2
Di > T
−1, otherwise,
• Bayesian rule for correlated decisions:
Do =

1,
N∑
i=1
log
(1− P iErr1)(1− P iErr2)
P iErr1P
i
Err2
Di + TCorrel > T
−1, otherwise,
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6.4 Comparison of fusion methods
6.4.1 Description of the datasets
We selected two datasets, the SELDI TOF MS of liver dataset and the SELDI TOF MS
of serum dataset (4.1), for the purpose of comparing the confidence-level based fusion rule
(equation (6.1)) with the two Bayesian fusion rules (equations (6.6) and (6.7)).
As described in section 4.1, both datasets contain 140 samples with 4 samples from
each of the 35 animals. Among these samples, 25 ∗ 4 = 100 are from the control group and
10 ∗ 4 = 40 samples are from the non-control group. Our task is to classify these samples
into the two groups and fuse the classification results using the three rules. The fused
classification performance is measured with sensitivity and specificity defined in equation
(6.3).
6.4.2 Experimental methods
The experiment consists of the following main steps.
1. Randomly split the SELDI TOF MS of animal liver or serum samples into a training
set and a testing set with the cautions that all 4 samples from a same animal are in
either the training set or the testing set. The training set always contains 13 ∗ 4 = 52
samples from the control group and 5 ∗ 4 = 20 samples from the non-control group,
while the testing set contains 12∗ 4 = 48 samples from the control group and 5∗ 4 =
20 samples from the non-control group.
2. Normalize all the features in the training set to have zero mean and unit variance.
Use the same normalizing parameters, which are the mean and variance calculated
for each single feature, to normalize the testing set.
3. Rank the features in the training set using M-RFE.
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4. Use the ranked features to train SVMs. The number of the support vectors of each
SVM is recorded.
5. Estimate the type I, type II errors P iErr1, P iErr2, i = 1, 2, for the two SVMs, trained
on the liver and serum samples, respectively, and their correlation coefficients under
two hypotheses, γh12, h = 0, 1. The parameters are estimated with the following 5-
fold cross validation procedures.
(a) Randomly split the training set of liver or serum samples into 5 subsets, with a
guarantee that each subset contains 2 ∗ 4 = 8 or 3 ∗ 4 = 12 samples from the
control group and 1 ∗ 4 = 4 samples from the non-control group.
(b) Use the four subsets to train a SVM and the other subset to test the trained SVM
until all subsets have been tested. Compute the estimates for each test. To this
stage, five (5) runs of the estimation have been carried out,
(c) Repeat (a), (b) for 3 times with different splits. To this stage, 3 ∗ 5 = 15 runs of
the estimation have been carried out,
(d) Average the 15 estimations.
6. Test the trained SVMs using the testing set.
7. Fuse the results using decision fusion rules (6.1), (6.6) and (6.7)
8. Calculate the fused sensitivity and specificity for each testing, empirically, using
PSpe =
Number of correctly labeled control group samples in the testing
Total number of control group samples in the testing
PSen =
Number of correctly labeled non-control group samples in the testing
Total number of non-control group samples in the testing
9. Repeat the whole procedure for 20 times, each time with different combinations of
control and non-control samples, and average the results.
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The following example illustrates how we estimate the type I and type II errors and the
correlation coefficient in each run of the 5-fold cross validations.
Example: Suppose that in a typical run, the testing fold consists of 12 samples from
the control group and 4 samples from the non-control group. The labels assigned to the
samples by the two SVMs are summarize in Table 6.1. In the table, we use “+1” to repre-
sent the non-control group (hypothesisH1), “−1” to represent the control group (hypothesis
H0). D1 and D2 are the decisions from two different SVMs.
From the table, the empirical type I and type II errors are directly calculated as
P 1Err1 = Pr(D1 = 1 | H0) =
2
12
=
1
6
,
P 1Err2 = Pr(D1 = −1 | H1) =
1
4
,
P 2Err1 = Pr(D2 = 1 | H0) =
2
12
=
1
6
,
P 2Err2 = Pr(D2 = −1 | H1) =
2
4
=
1
2
. (6.9)
The estimation of the correlation coefficient under the hypothesis H0, γ012, proceeds by first
noticing the following four empirical joint probabilities:
Pr(D1 = 1, D2 = 1 | H0) = 1
12
,
P r(D1 = −1, D2 = 1 | H0) = 1
12
,
P r(D2 = 1, D2 = −1 | H0) = 1
12
,
P r(D2 = −1, D2 = −1 | H0) = 9
12
, (6.10)
and the normalized random variables
z01 =
D1 + 1− 2 ∗ Pr(D1 = 1 | H0)
2 ∗√Pr(D1 = 1 | H0)(1− Pr(D1 = 1 | H0) ,
z02 =
D2 + 1− 2 ∗ Pr(D2 = 1 | H0)
2 ∗√Pr(D2 = 1 | H0)(1− Pr(D2 = 1 | H0) . (6.11)
Finally, the correlation coefficient γ012 is calculated as
γ012 =
∑
D1,D2,∈{−1,1}
z01z
0
2Pr(D1,D2 | H0). (6.12)
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Table 6.1: Example: Classification results from two SVMs
Testing sample labels Results of Liver SVM, D1 Results of Liver SVM,D2
-1 -1 -1
-1 -1 -1
-1 +1 +1
-1 -1 -1
-1 -1 -1
-1 -1 -1
-1 -1 +1
-1 -1 -1
-1 +1 -1
-1 -1 -1
-1 -1 -1
-1 -1 -1
+1 +1 +1
+1 -1 -1
+1 +1 -1
+1 +1 +1
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So the coefficient is the empirical average of z01z02 over 4 different combinations of D1
and D2. Plugging the values from equations (6.9), (6.10) and (6.11) into 6.12, we obtain
γ012 = 0.4. The coefficient under the hypothesis H1 can be calculated in the same manner,
which yields γ112 = 0.58.
6.4.3 Results
Figure 6.1 shows the specificity, sensitivity and the total accuracy obtained with the
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Figure 6.1: Performance comparison of three fusion rules
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confidence-level based fusion rule (equation (6.1)), Bayesian rules with and without an
independence assumption (equations (6.6) and (6.7)). The accuracy was calculated as 1 −
PErr, where PErr is given in equation (6.4). From the plots we can conclude that the overall
accuracy of the confidence level based fusion rule is better than those of the other two rules
when the number of features is small, typically less than 100. After this point, although
the Bayesian fusion rule under the independence assumption achieves the best specificity
among the three, its sensitivity is the worst. The Bayesian rule with correlated decisions
and the confidence level based rule are almost the same in both sensitivity and specificity.
There is no obvious difference in overall accuracy among the three rules.
The comparable performance of the three rules might be the result of the limited number
of samples available for estimating the two types of error and the correlation coefficients.
Due to the simplicity of the confidence level based fusion rule, we use it to combine the
LOO classification results from all five datasets in the following section.
6.5 Fusion of the leave-one-out results of five datasets
The leave-one-out (LOO) error rate estimator is an almost unbiased estimator of the true
error rate of a classifier [27]. To reduce the noise, multiple samples from a same animal in
SELDI TOF MS of animal liver, serum and urine were first averaged into a single sample.
The number of samples and the number of features in each dataset are summarized in Table
6.2.
For a dataset with N samples, the steps of LOO tests are
1. Leave out one sample for future testing.
2. Rank the features using N − 1 samples using M-RFE and SVM-RFE. As a result,
two ranked feature lists are obtained.
3. Train SVMs using the ranked features from the two ranked feature lists, respectively;
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Table 6.2: Dataset information for LOO testing
Number of samples
Modalities Control Non-control Total Number of features
SELDI liver 25 10 35 1687
SELDI serum 25 10 35 683
SELDI urine 20 10 30 1737
NMR urine 20 10 30 154
Microarray 25 10 35 8891
4. Test the trained SVMs on the left-out sample with the same features;
5. Leave out another sample and go to step 2.
6. Stop if all N samples have been tested exactly once and output testing results.
The LOO accuracies versus the number of ranked features from the two ranked lists are
shown in Figures B.1 - B.5 in Appendix B.
From these figures, the following conclusions can be drawn,
1. There is little performance difference between M-RFE and SVM-RFE for the datasets
in the whole feature range,
2. For all datasets, the feature selection is efficient in the sense that with fewer ranked
features, it is possible to achieve at least the same performance as that achieved with
full feature set. Particularly, SELDI TOF MS of serum dataset contains many irrel-
evant features. This observation is indicated by the fact that after a certain number
of features, adding new features deteriorates classification accuracy. The other four
datasets have many redundant features, showing no performance beyond a certain
number of features.
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3. It seems that the microarray dataset is the easiest to classify. Only 20 genes were
needed to make perfect LOO classification.
We next fuse the LOO testing results on the animals whose samples are classified incor-
rectly in at least one dataset with full features. The microarray dataset is not included due
to its perfect performance. Table 6.3 and Table 6.4 list the fusion results for the animals
in the non-control (hypothesis H1) and control (hypothesis H0) groups, respectively. The
abbreviations used in the tables and their meanings are:
“S”: SELDI TOF MS,
“N”: NMR,
“SVs”: Support vectors,
“DisVal”: Discriminative value,
“F”: Fused.
For the non-control samples, a correct label corresponds to a positive discriminative
value, while for the control samples, a correct label corresponds to a negative discriminative
value. The magnitude of the discriminative value of a sample is regarded as the confidence
level of its assigned label. From the tables, it may be concluded that all SELDI-TOF MS
datasets are inferior to the NMR dataset in terms of classification accuracy.
Table 6.5 compares the number of incorrectly labelled samples in each dataset before
and after the confidence-level based fusion. The confidence-level based fusion rule is useful
in resolving conflicting label assignments by different datasets. For example, animal 7 was
incorrectly classified in SELDI liver, SELDI serum and SELDI serum datasets and was
correctly labelled only in NMR urine dataset. After the fusion, the animal was correctly
labelled.
Although the classification accuracies after the fusion are the same as the best ones
that can be achieved using only one dataset, i.e., NMR urine dataset, we notice that the
incorrectly labelled samples are different in two cases. Sample 15 was classified into its
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Table 6.3: Fusion results of non-control samples
Animal Modality SVs DisVal Status F-DisVal F-Status
S-liver 16 -0.2211 Incorrect
S-serum 19 -0.0452 Incorrect
7 S-urine 22 -0.7962 Incorrect 0.0222 Correct
N-urine 11 0.6378 Correct
S-liver 15 -0.2543 Incorrect
S-serum 19 0.428 Correct
9 S-urine 22 0.0038 Correct 0.0775 Correct
N-urine 9 0.1407 Correct
S-liver 17 1 Correct
S-serum 19 0.2292 Correct
18 S-urine 23 -0.6258 Incorrect 0.3724 Correct
N-urine 10 0.5126 Correct
S-liver 16 0.0594 Correct
S-serum 20 0.0306 Correct
20 S-urine 21 -0.2569 Incorrect 0.0052 Correct
N-urine 12 0.0991 Correct
S-liver 16 0.05548 Correct
S-serum 18 -0.0273 Incorrect
34 S-urine 22 0.2164 correct 0.2388 Correct
N-urine 12 0.5386 Correct
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Table 6.4: Fusion results of control samples
Animal Modality SVs DisVal Status F-DisVal F-Status
S-liver 16 -0.2288 Correct
S-serum 20 0.1667 Incorrect
15 S-urine 22 -0.3822 Correct -0.0560 Correct
N-urine 12 0.1178 Incorrect
S-liver 16 -0.1099 Correct
S-serum 19 0.4045 Incorrect
17 S-urine 22 0.2164 Incorrect 0.0579 Incorrect
N-urine 9 -0.0768 Correct
S-liver 16 -0.0479 Correct
S-serum 19 0.0936 Incorrect
21 S-urine 24 -0.1767 Correct -0.1667 Correct
N-urine 10 -0.3738 Correct
S-liver 17 -0.1597 Correct
S-serum 18 0.4797 Incorrect
26 S-urine 23 -0.2289 Correct -0.0762 Correct
N-urine 10 -0.2694 Correct
S-liver 16 -0.749 Correct
S-serum 19 0.02 Incorrect
35 S-urine 23 -0.7507 Correct -0.5852 Correct
N-urine 11 -0.7437 Correct
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Table 6.5: The number of incorrectly labelled samples in each dataset before and after the
fusion
Modalities Control group Non-control group Total
S-liver 2 1 3
S-serum 2 5 7
S-urine 3 1 4
N-urine 1 0 1
After Fusion 1 0 1
opposite group when the NMR dataset was used alone. After the fusion, sample 17 was
assigned a wrong label. Since the opinion from the NMR dataset is assigned a biggest
weight in both cases, i.e., in both cases, the number of support vectors with this dataset is
fewest, we conclude that the results are more reliable.
6.6 Conclusion
We proposed a confidence-level fusion scheme to combine the discriminative values
from multiple SVMs. The proposed fusion rule was compared with two popular Bayesian
fusion rules, which differ in the assumptions they make about measurement independence.
Comparable performances were achieved, probably due to the limited samples. The confidence-
level based fusion rule was then applied to fusing leave-one-out (LOO) results from four
(4) different datasets. More reliable final decisions were obtained with fusion.
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Chapter 7. Conclusions and Future research
7.1 Decision fusion in distributed detection
In the first part of this thesis, we studied two distributed decision fusion schemes appli-
cable to wireless sensor networks (WSN). The following new results were presented:
1. Local decision rule design of different binary LDs for distributed M -ary hypothesis
testing (Section 3.3).
2. Two window-based algorithms for a decision fusion structure where the LDs share a
random access channel to the DFC (Chapter 2).
Future research in this direction should focus on developing more realistic data fusion
solutions. Specifically, the following problems need to be addressed.
A better adaptive collision resolution algorithm (CRA). One of the algorithms that
we proposed (for the decision fusion scheme where the LDs share a random access chan-
nel) adopts a dynamic CRA. We assume that all LDs have the same false alarm and missed
detection probabilities, and use the same strategy to update their retransmission probabili-
ties. When the LDs have different qualities, we may consider a better adaptive CRA which
gives priority to better LDs. Under this scheme, the stopping time at which the DFC makes
a final decision can be optimized in terms of the retransmission probabilities of the LDs,
which in turn are decided by the adaptive CRA.
An efficient coding scheme. We assumed that all LDs have the same performance
level, though in realistic scenarios some sensors will have better margins that others. Cod-
ing schemes and CRA algorithms can be developed that would give priorities to sensors
with high decision margins thus speeding overall detection.
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7.2 Decision fusion in bioinformatics
The results presented in the second part of the thesis include:
1. A new approach to accelerate recursive feature ranking method using the margin
distribution of SVMs (Chapter 5).
2. A confidence level based fusion rule which makes a decision based on the weighted
sum of the discriminative values from multiple SVMs. The number of support vec-
tors of the SVMs is used to determine the weights (Chapter 6).
Also in this part, we used an existing cluster ensemble to high-dimensional biological
datasets studied the effects of two dimensionality reduction techniques.
Future work should include the following:
Determine the statistical significance of the improvement that M-RFE seems to
contribute. This task would require additional testing - usining synthetic and real datasets.
Evaluate the biological significance of the feature selection method. Our techniques
are purely algorithmic, and up to the present time we did not interpret their biological
significance. Such determination can provide insights into both algorithm and underlying
samples and accelerate the search for useful features in the design of future experiments.
Determine the performance of the fusion rules in larger sets. One of the reasons for
the almost equal performance of the three fusion algorithms was the small sample size. It
would be of interest to find out if differences between the algorithms will be manifested
with larger datasets.
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Nomenclature
b: bias of a trained SVM
bn: bias of a SVM trained with n-feature samples
card{·}: cardinality function
D: decision made by the DFC using Maximum A Posterior (MAP) method
in M -ary hypothesis testing
DFC: decision fusion center
D(·): decision function of confidence-level based fusion rule
Do: decision function of Bayesian rules
f(·): discriminative function
f¯(·): normalized discriminative function
G
[l]
n : margin distribution of an SVM trained with l samples, with n features each
∆G: change of margin distribution
GA: genetic algorithm
H0: null hypothesis
H1: alternate hypothesis
Ht: entropy threshold
KRTT (k): the number of RTT local detectors in time slot k
KˆkRTT (1): the estimated number of KRTT (1) in time slot k
KˆRTT (k): the estimated number of RTT LDs in time slot k
l: the number of training samples
L: likelihood ratio
LD: local detector
M : the number of hypotheses
N : the number of local detectors
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NC: random variable denoting the number of collision slots
in a W window
nC: the number of collision slots in a W window, a realization
of NC
NI : random variable denoting the number of idle slots in a W window
nI : the number of idle slots in a W window, a realization
of NI
NS : random variable denoting the number of success slots
in a W window
nS : the number of success slots in a W window, a realization
of NS
O〉: weight assigned to the ith SVM
P0: a priori probability of null hypothesis
P1: a priori probability of alternate hypothesis
P0(nS , nI , nC): probability density function of nS ,
nI and nC under hypothesis H0
P1(nS , nI , nC): probability density function of nS ,
nI and nC under hypothesis H1
Pe: the probability of error in M -ary hypothesis testing
(Perr)0: global probability of error
PErr1: type I error
PErr2: type II error
Pf : false alarm probability
Pfi: false alarm probability of the ith local detector
(PF )0: global false alarm probability
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Pm: missed detection probability
Pmi: missed detection probability of the ith local detector
(PM)0: global missed detection probability
PSen: sensitivity
PSpe: specificity
PS|n: probability that the channel state is success given
that there are n LDs ready to transmit
PI|n: probability that the channel state is idle given
that there are n LDs ready to transmit
PC|n: probability that the channel state is collision given
that there are n LDs ready to tranmsit
P (KRTT (1) = n|x1:k): a posteriori probability of KRTT = n given x1:k
r: retransmission probability
R: cost minimized by Bayesian rules
R··: ranked feature list
Rji : the transition probability that the jth LD makes a decision ”1”
when hypothesis Hi, i = 0, . . . ,M − 1 is present
Rt: accuracy guaranteeing threshold
RTT : ready to transmit
RTT ki : the RTT state of the ith local detector in the kth time slot
Si: the number of support vectors of the ith SVM
S(k): the number of successful transmissions within k time
slots
SVM : support vector machine
ti: threshold of the ith local detector
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T∆G: threshold of the change of margin distribution
TCorrel: correlation term in Bayesian decision rule
u: a set of N local decisions
ui: decision made by the ith local detector
uo: decision made by DFC
W : W window length
w: weight vector of a trained SVM
w[n]: a weight vector with n components
Wt: mean weight threshold
xl:k: channel state sequence from lth time slot to kth time slot
xi: the ith training sample
x
[n]
i : the ith training sample with n features
yi: the label of the ith label
zi: observation made by the ith local detector
zhi : a normalized random variable with the ith decision under hypothesis
Hh, h = 0, 1
βi: the probability that DFC makes an erroneous decision when
hypothesis Hi, i = 0, . . . ,M − 1 is true
γ: correlation coefficients
δi: product of the number of support vectors
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Appendix A. Pseudocode for E-RFE algorithm [34]
Given the training set S = {(xk, yk)}k=1,2,...,N , xk ∈ Rn, yk ∈ {−1, 1}
Initialize : R={ 1, . . . , n } subset of remaining features.
F=(), ranked list of features.
while {]R > Rt } {
train SVM on S = {(xk(i)i∈R, yk)}k=1,...,N
compute δJ(i) = w2i ,∀i ∈ R,
linearly transform δJ(i) into pwi, ranging [0, 1]
split [0, 1] into ninit intervals
compute pj = ]{pwi}i∈R]R , j = 1, . . . , nint
compute entropy as H = −∑nintj=1 pj log2 pj
compute M = mean(pwi)
if (H > Ht & M > Mt) {
remove from R the feature s.t. pwi ∈ [0, 1nint ]
and put them at the top of F }
else {
compute Li = log2 pwi ∀i ∈ R
compute M = mean(Li);
compute A = ]{Li ≤M}
set conv=0
while (conv=0) {
set M = 1
2
M
compute β = ]{Li ≤M}
if β ≤ 1
2
A {
set conv=1 }
}
remove from R the β features s.t. Li ≤M
and put them at the top of F
}
}
while (R 6= 0 ) {
use RFE algorithm
}
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Appendix B. LOO Testing Results for the Five Datasets
This appendix presents the leave-one-out (LOO) classification results of the five studied
datasets. For each dataset, LOO classification accuracy is shown against the number of top
features, ranked with both M-RFE and SVM-RFE. The overall results were given section
6.5.
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Figure B.1: LOO testing result for SELDI liver dataset
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Figure B.2: LOO testing result for SELDI serum dataset
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Figure B.3: LOO testing result for SELDI urine dataset
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Figure B.4: LOO testing result for NMR urine dataset
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Figure B.5: LOO testing result for SELDI microarray gene expression dataset
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