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Predviđanje emisije gasovitih zagađujućih materija na nacionalnom nivou 
primenom modela zasnovanih na veštačkim neuronskim mrežama 
REZIME 
Radi realizacije koncepta održivog razvoja u narednim decenijama, kao jedan od značajanijih 
segmenata jeste očuvanje i kontrola kvaliteta vazduha. U tom smislu su na globalnom nivou 
osnovane brojne organizacije, podržane određenim međunarodno zakonodavno-pravnim 
mehanizmima. Obaveza država članica pomenutih organizacija i potpisnica konvencija je 
podnošenje izveštaja o trenutnim i budućim emisijama određenih zagađujućih materija, 
definisanih kroz indikatore koji se odnose na vazduh i klimatske promene. Radi realizacije 
preuzetih obaveza potrebno je primeniti odgovarajuće modele koji će na što precizniji, 
jednostavniji i ekonomičniji način proceniti emisiju određenih polutanata u vazduh. 
Postojeći modeli koji se koriste za proračun trenutnih i budućih emisija zagađujućih materija 
su zasnovani na inventarskom pristupu i podrazumevaju poznavanje i primenu velikog broja 
ulaznih parametara. Da bi proračun emisije prema postojećim modelima bio što precizniji, 
zahteva se poznavanje više stotina specifičnih parametara za određenu državu i svaki od 
izvora emisije, koji zavise od primenjene tehnologije, vrste goriva, kao i drugih informacija. 
Određivanje ulaznih parametara za postojeće modele je izuzetno složeno i zahteva korišćenje 
brojnih resursa da bi se utvrdila njihova vrednost. 
Poslednjih godina, sa razvojem računarske tehnologije, veštačke neuronske mreže (ANN - 
Artificial Neural Networks) su vrlo često korišćene za modelovanje u različitim oblastima. 
Predstavljaju sofisticirane tehnike modelovanja koje su u mogućnosti da modeluju veoma 
komleksne i nelinearne funkcije. U okviru ove disertacije osnovni ciljevi su bili razvoj ANN 
modela za predviđanje nacionalnih emisija sledećih gasovitih zagađujućih materija: 
amonijaka, nemetanskih isparljivih organskih jedinjenja, metana, azotovih oksida i gasova 
staklene bašte. 
Za razvoj ANN modela za predviđenje emisije amonijaka korišćena je višeslojna perceptron 




optimizovan primenom proba i greška procedure kojom je određen optimalan broj skrivenih 
neurona, aktivaciona funkcija i backpropagation algoritam obučavanja. Analiza glavnih 
komponenti (PCA - Principal Component Analysis) je primenjena na originalnim ulaznim 
podacima radi redukcije korelacije između ulaznih promenljivih. Dobijeni rezultati ANN 
modela kreiranih sa transformisanim ulazima, tj. glavnim komponentama (PCA - MLP) su 
pokazali da ima mnogo bolje performanse u odnosu na ANN model kreiran sa originalnim 
ulaznim promenljivama (MLP). U fazi validacije modela, kreirani MLP i PCA - MLP modeli 
su poređeni sa regresionim modelom razvijenim sa glavnim komponentama, kao ulaznim 
parametrima (PCR - Principal Component Regression ). Rezultati poređenja ova tri modela 
su pokazali da PCA - MLP model daje najbolje rezultate predviđanja sa relativnom greškom 
ispod 20% za SAD i većinu Evropskih država koje su bile uključene u razvoj modela. 
ANN model za predviđanje emisije nemetanskih isparljivih organskih jedinjenja (NMVOC 
- Non-Methane Volatile Organic Compounds) je razvijen za Kinu za period 2005 – 2011. 
godine. Predviđena vrednost emisije NMVOC za Kinu kreiranim ANN modelom je poređena 
sa vrednostima dobijenu inventarskim pristupom. ANN model za Kinu je razvijen 
korišćenjem dostupnih podataka za devet država Evropskih unije, koje su po stepenu emisije 
NMVOC po glavi stanovnika najsličnije Kini, za period 2004 - 2012. godine. Za odabir 
najznačajnijih ulaznih promenljivih za model, kako za Kinu tako i za EU države, primenjena 
je forward strategija. Nakon odabira najznačajnijih ulaznih promenljivih, od inicijalno 
odabranih, finalni ANN model je kreiran sa samo pet ulaznih promenljivih. Finalni ANN 
model je pokazao slične performase u predviđanju, kako za EU države čiji su podaci 
korišćeni za razvoj modela, tako i za Kinu čiji su podaci prezentovani modelu tek u fazi 
validacije, tj. provere stvarnih mogućnosti razvijenog modela sa novim podacima. Dobijene 
su vrednosti srednje apsolutne procentualne greške (MAPE - Mean Absolute Percentage 
Error) za EU države 8% i Kinu 5%. Kreirani ANN model je pokazao slaganje trenda 
promene NMVOC emisije u Kini sa trendom promene emisije dobijenim inventarskim 
pristupom. 
Za razvoj ANN modela za predviđanje nacionalne emisije metana korišćene su dve 




Backpropagation Neural network) i generalna regresiona neuronska mreža (GRNN - General 
Regression Neural Network). Za poređenje performansi razvijenog ANN modela, uporedo je 
razvijen i model zasnovan na višestrukoj linearnoj regresiji (MLR - Multiple Linear 
Regression ). Modeli su razvijani i testirani podacima za dvadeset EU država za period 2000 
- 2008. godine. Dobijeni rezultati su pokazali da ANN model daje veoma dobre rezultate 
predviđanja emisije metana, značajno bolje u odnosu na kreirani MLR model. 
ANN model za predviđanje emisije azotovih oksida (NOx) je razvijen korišćenjem dostupnih 
podataka (2001 - 2008. godine) za 17 EU država, SAD, Kinu, Indiju, Japan i Rusiju. Za 
razvoj modela je korišćena GRNN arhitektura i inicijalni ANN model je razvijen primenom 
11 potencijalnih lako dostupnih ekonomskih i indikatora održivog razvoja kao ulaznih 
promenljivih. Za odabir najznačajnijih i nekorelisanih ulaznih promenljivih primenjene su 
korelaciona i faktor povećanja varijanse (VIF - Variance Inflation Factor ) analiza. Najbolje 
rezultate je pokazao model kod koga je redukcija broja ulaznih promenljivih izvršena na 
osnovu korelacije između ulaznih promenljivih. Rezultati kreiranog modela su značajno bolji 
u odnosu na GRNN model koji je bio kreiran sa svim ulaznim promenljivama. 
Jedan od ciljeva u okviru ovog rada je bio i da se razvije ANN model za predviđanje emisija 
gasova staklene bašte za Republiku Srbiju. Zbog nedostatka podataka za Republiku Srbiju 
korišćeni su dostupni podaci za Republiku Bugarsku, koja je po osnovnim karakteristikama 
najsličnija Srbiji. Kao ulazne promenljive za razvoj modela su korišćena samo dva indikatora 
održivog razvoja; bruto domaći proizvod i godišnja proizvodnja energije. Za razvoj modela 
je korišćena rekurentna arhitektura neuronske mreže (RNN - Recurent Neural Network). 
Proverom mogućnosti predviđanja kreiranog RNN modela na validacionim podacima za 
Bugarsku, dobijena je vrednost greške od 16%. Razvijeni model je zatim primenjen na Srbiju 
i pokazao je odstupanje od samo 3% između proračunate i modelom predviđene vrednosti za 
1998. godinu.  
Na osnovu dobijenih rezultata, pristupom zasnovanim na neuronskim mrežama i široko 
dostupnim ekonomskim, industrijskim i indikatorima održivog razvoja, kao ulaznim 




primenjena metodologija može primeniti za predviđanje emisije zagađujućih materija u 
vazduh na nacionalnom nivou. 
 
Ključne reči: održivi razvoj, veštačke neuronske mreže, amonijak, nemetanska isparljiva 
organska jedinjenja, metan, azotni oksidi, gasovi staklene bašte. 
Naučna oblast: Tehničko-tehnološke nauke 
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Prediction of emission of gaseous pollutants on national level using 
artificial neural networks models 
SUMMARY 
In order to implement concept of sustainable development in the coming decades, one of 
significant segments is to prevent further degradation of air quality influenced by emission 
of pollutants. Regarding this, numerous organizations have been founded on global level, 
supported by certain international legislative-legal mechanisms. Obligation of member 
countries and convention signees is submission of reports on current and future emissions of 
specific pollutants defined through indicators regarding air and climate changes. In order to 
realize commitments, it is necessary to apply suitable models which will, in the simplest, 
most precise and most economical way estimate the emission of certain pollutants into the 
air.   
Existing models that are used for estimation of current and future emission of pollutants are 
based on inventory approach and imply knowledge and implementation of numerous input 
parameters. In order to estimate emission more precisely according to existing models, it is 
necessary to have the knowledge of hundreds of specific parameters for certain country as 
well as every emission source, that depend on applied technology, type of fuel and other 
information. Setting input parameters for existing models is extremely complicated and 
requires use of numerous resources so as to determine their value.  
In recent years, along with development of computer technology, artificial neural networks 
(ANN) have often been used for modeling in different fields. They present sophisticated 
modeling techniques that are able to model very complex and nonlinear functions. Basic 
goals within this dissertation was development of ANN model for prediction of national 
emissions of following gaseous pollutants: ammonia, non-methane volatile organic 
compounds, methane, nitrogen oxides and greenhouse gases. 
Multilayer perceptron architecture (MLP) - three-layer network was used for the 




optimized by application of trials and errors of the procedure by which the optimum number 
of hidden neurons, activation function and back-propagation training algorithm is 
determined.  Principal Components Analysis (PCA) is applied on original input data in order 
to reduce correlation between input variables. Obtained results of ANN model, created with 
transformed inputs, or, principal components (PCA - MLP) have shown that it has much 
better performance in comparison with ANN model, created with original input variables 
(MLP). In the phase of model validation, created MLP and PCA - MLP models are compared 
with regression model developed with principal components as input parameters (PCR). 
Comparison results of these three models have shown that PCA - MLP model provides best 
estimation results with relative error under 20% for USA and most European countries that 
are involved in model development.   
ANN model for estimation of non-methane volatile organic compounds (NMVOC) has been 
developed for China for the period from 2005 - 2011. Estimated emission value of NMVOC 
for China with created ANN model has been compared to values obtained in inventory 
approach. ANN model for China has been developed using available data for nine European 
countries which are, by the emission NMVOC level per capita, most similar to China for the 
period from 2004 - 2012.  Forward strategy was applied for selection of most significant 
input variables, for China as well as for EU countries. After the selection of most significant 
input variables, from initially selected, final ANN model was created with only five input 
variables. Final ANN model has shown similar performances in estimation for EU countries, 
whose data were used for model development, as well as for China, whose data were 
presented to the model in the validation phase, that is, during audit of real possibilities of 
developed model on new data. MAPE values have been obtained for EU countries 8% and 
China 5%. Created ANN model has shown matching of the trend of change in NMVOC 
emission in China to the trend of change in emission obtained by inventory approach. 
Two architectures of neural networks; three-layered backpropagation neuronal network 
(BPNN) and general regressive neuronal network (GRNN) were used for the development 
of ANN model for estimation of national emission of methane. A model based on multiple 




ANN model.  Models are developed and tested according to data for twenty EU countries for 
the period from 2000 - 2008. Obtained results have shown that ANN model provides very 
good results in estimation of methane emission, significantly better comparing to created 
MLR model. 
ANN model for estimation of nitrogen oxides emission (NOx) has been developed by using 
available data (2001 - 2008.) for 17 EU countries, USA, China, India, Japan and Russia. 
GRNN architecture was used for the development of the model and initial ANN model was 
developed by using all 11 potential widely available economic indicators of sustainable 
development as input variables. For selection of most significant and non-correlated input 
variables, correlation and variance inflation factor (VIF) analysis were applied. Best results 
have been shown by the model in which the reduction of number of input variables was 
undertaken based on correlation between input variables. Results of created model were 
significantly better compared to GRNN model, created with all input variables.  
One of the goals regarding this study was to develop ANN model for estimation of 
greenhouse gases emission for Republic of Serbia. Due to lack of data for Republic of Serbia, 
available data for Republic of Bulgaria were used, which is, according to basic 
characteristics, most similar to Serbia. Input variables, used for model development, were 
only two indicators of sustainable development; gross domestic product and annual energy 
production. Recurrent neural network architecture (RNN) was used for model development. 
By checking estimation possibilities of created RNN model on validation data for Bulgaria, 
error value of 16% was obtained. Developed model was then applied onto Serbia and has 
shown deviation of only 3% between calculated value and value estimated by the model for 
the year 1998.  
According to obtained results, by approach based on neural networks and widely available 
economic, industrial and indicators of sustainable development as input variables, which was 
applied within this doctoral dissertation, it can be concluded that applied methodology can 
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CTPP - Ukupna potrošnja naftnih derivata (Consumption Total Petroleum Products) 
do - Željeni izlaz  
dr - Indeks performansi modela (The index of model performance) 
E - Greška mreže 
ECH - Potrošnja električne energije u domaćinstvima (Electricity Consumption by 
Households)  
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EEA - Evropska agencija za zaštitu životne sredine (European Environment Agency)  
EF - Emisioni faktor za svaki sektor i tehnologiju  
EGRS - Električna energija dobijena iz obnovljivih izvora (Electricity Generated from 




EM - Godišnja emisija određene zagađujuće materije  
EMEP - European Monitoring and Evaluation Programme  
CORINAIR - CORe Inventory of AIR emissions  
EOP - Primenjena mera za smanjenje emisije za svaki sektor izvora emisije  
EPA - Agencija za zaštitu životne sredine Sjedinjenih Država (United States Environmental 
Protection Agency) 
EPC - Potrošnja električne energije (Electric Power Consumption) 
EPCS - Proizvodnja električne energije iz uglja (Electricity Production from Coal Sources) 
EPRS - Električna energije proizvedena iz obnovljivih izvora (Electricity Production from 
Renewable Sources)  
EU - Evropska unija (European Union) 
EU27 - Evropska unija sa 27 članica 
FA1.25 - Procenat približno tačnih rezultata koje daje model u odnosu na stvarne vrednosti  
FECT - Ukupna potrošnja energije u transportu (Final Energy Consumption in Transport)  
FFEC - Potrošnja energije iz fosilnih goriva (Fossil Fuel Energy Consumption) 
GAINS - Greenhouse Gas and Air Pollution Interactions and Synergies 
GDP - Bruto domaći proizvod (Gross Domestic Product) 
GHGs - Gasovi staklene bašte (Greenhouse gases) 
GIEC - Bruto unutrašnja potrošnja energije (Gross Inland Energy Consumption) 
gk - Trenutni gradijent greške modela 
GPE - Godišnja potrošnja energije  
GRNN - Generalna regresiona neuronska mreža (General Regression Neural Network) 
GWP - Potencijal globalnog zagrevanja (Global Warming Potential) 
IA - Indeks slaganja (Index of Agreement)  
IIASA - International Institute for Applied Systems Analysis  
IPCC - Međuvladin panel o klimatskim promenama (The Intergovernmental Panel on 
Climate Change) 
ISF -Pojedinačni faktor ujednačavanja (Individual Smoothing Factor)  
IVS - Input Variable Selection  




KMO - Kaiser-Meyer-Olkin test adekvatnosti podataka 
LR - površinu zemljišta korišćenog za uzgajanje pirinča (Land use – Rice) 
MAE - Srednja apsolutna greška (the Mean Absolute Error) 
MAPE - Srednja apsolutna procentualna greška (Mean Absolute Percentage Error)  
MDGs - Milenijumski ciljevi razvoja (Millenium Development Goals) 
MLP - Višeslojna perceptron mreža (Multi - layer perceptron) 
MLR - Višestruka linearna regresija (Multiple Linear Regression)  
MSE - Srednja kvadratna greška (Mean Squared Error)  
MVP - Proizvodnja vozila (Motor Vehicle Production)  
MWG - Generisanje komunalnog otpada (Municipal Waste Generation) 
NC - Broj grla stoke (Number of Cattle) 
NMVOC - Nemetanska isparljiva organska jedinjenja (Non-Methane volatile Organic 
Compounds) 
no - Dobijena vrednost izlazne promenljive 
NSE - The Nash-Sutcliffe Efficiency  
NV - Broj proizvedenih vozila (Number of Vehicles) 
OECD - Organizacija za ekonomsku saradnju i razvoj (the Organisation for Economic Co-
operation and Development)  
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1. Uvod  
Zaštita životne sredine, klimatske promene i zagađivanje vazduha su postali značajni 
problemi sa kojima se suočava čovek u današnjem vremenu. Zagađenje vazduha zbog 
potencijalnog prekograničnog transporta predstavlja globalni problem za čije je rešavanje 
potrebna međunarodna saradnja svih zemalja, a posebno onih koje predstavljaju najveće 
emitere zagađujućih materija. U tom smislu je postalo neophodno praćenje emisije svih onih 
zagađujućih materija koje deluju štetno, kako na zdravlje čoveka, tako i na životnu sredinu. 
Kao deo globalnih napora za redukciju emisije različitih polutanata u vazduh, Konvencija o 
prekograničnom zagađenju vazduha na velikim udaljenostima i Okvirna konvencija 
Ujedinjenih nacija o promeni klime, kao i njihovi protokoli, podrazumevaju obavezu članica, 
država potpisnica ovih konvencija, podnošenje godišnjih izveštaja trenutnih i budućih 
emisija određenih polutanata. Da bi države ispunile svoje preuzete obaveze, neophodna je 
primena odgovarajućih metoda i modela za procenu sadašnjih i simulaciju budućih emisija 
zagađujućih materija. 
Prema postojećim modelima i metodologijama, procena emisije svih zagađujućih materija u 
vazduh je zasnovana na inventarskom pristupu. Kod ovog pristupa emisija zagađujućih 
materija se procenjuje na osnovu dva osnovna parametra: vrednosti emisionih faktora i stopa 
aktivnosti za svaki izvor emisije, kao i nekih drugih parametara koji zavise od primenjenog 
modela. To podrazumeva detaljno poznavanje više stotina specifičnih vrednosti ova dva 
parametra za određeni proces i primenjenu tehnologiju, za čije je određivanje potrebno 
određeno vreme, ljudski resursi i izvesna finansijska ulaganja. Brojne države, a pogotovu one 
u razvoju, usled nedostatka podataka o ovim parametrima, koriste vrednosti emisionih 
faktora koje su određene od strane međunarodnih institucija, a koji nisu specifični za tu 
državu i proces, što za posledicu ima nesigurnost podataka procenjene emisije. 
Kao jedna od mogućih alternativa postojećim modelima za predviđanje emisije zagađujućih 
materija u vazduh u ovom radu se predlaže pristup modelovanja zasnovan na veštačkim 




zagađujućih materija, otvara mogućnost primene lako dostupnih ekonomskih, industrijskih, 
poljoprivrednih i ostalih indikatora održivog razvoja kao ulaznih promenljivih za razvoj 
modela zasnovanih na neuronskim mrežama. Osnovni cilj istraživanja opisanih u okviru ove 
doktorske disertacije je razvoj modela zasnovanog na veštačkim neuronskim mrežama i 
ekonomskim i indikatorima održivog razvoja kao ulaznih promenljivih, za predviđanje 
nacionalnih emisija gasovitih zagađujućih materija u vazduh. Predmet disertacije je razvoj 
modela za predviđanje emisije sledećih gasovitih zagađujućih materija: amonijaka, 
nemetanskih isparljivih organskih jedinjenja, metana, azotnih oksida i gasova staklene bašte. 
Emisije navedenih zagađujućih materija predstavljaju indikatore kvaliteta životne sredine 
koji se odnose na vazduh i klimatske promene. Pri razvoju modela za predviđanje nacionalnih 
emisija navedenih zagađujućih materija, pošlo se od pretpostavke da su ulazne – nezavisne 
promenljive (ekonomski, industrijski, parametri održivog razvoja itd.) i izlazne – zavisne 
promenljive (emisije gasovitih zagađujućih materija) nelinearno povezane. 
Na osnovu polaznih hipoteza, definisanog predmeta i naučnih ciljeva istraživanja, doktorska 
disertacija je prikazana kroz deset poglavalja. 
U prvom poglavlju koje predstavlja uvod u istraživanje, dat je kratak pregled problema koji 
se tretira u okviru ove disertacije, zatim, kratak pregled postojećih modela koji se koriste za 
proračun emisija, kratak opis pristupa koji se predlaže u ovom radu, definisani su predmet i 
ciljevi istraživanja. 
Sledeća dva poglavlja, Održivi razvoj i očuvanje kvaliteta vazduha i Veštačke neuronske 
mreže, čine Teorijski deo disertacije. U teorijskom delu disertacije, najpre je data definicija 
održivog razvoja, značaj i postavljeni ciljevi, kao i definisani indikatori kvaliteta životne 
sredine, sa posebnim osvrtom na indikatore koji se odnose na vazduh i klimatske promene, a 
čija je emisija predmet istraživanja u okviru ove doktorske disertacije. Nakon toga je dat 
pregled međunarodno zakonodavno-pravnih mehanizama koji su uspostavljeni radi 
smanjenja emisija. Zatim je dat prikaz nekih od postojećih modela koji su zasnovani na 
inventarskom pristupu i koji su načešće korišćeni modeli za procenu emisije. U poglavlju 




funkcionisanja neuronskih mreža, proces razvoja modela zasnovanih na neuronskim 
mrežama, pregled tehnika za odabir ulaznih promenljivih, arhitekture neuronskih mreža, 
proces obučavanja kao i literaturni pregled primene neuronskih mreža za modelovanje 
emisija zagađujućih materija u atmosferu. 
U poglavlju Eksperimentalni deo, opisani su materijali i metode korišćeni pri razvoju modela. 
U okviru ovog poglavlja postoje pet potpoglavlja: Prikupljanje ulaznih i izlaznih podataka, 
Arhitekture mreža primenjene za razvoj modela, Odabrane metode primenjene za selekciju 
ulaznih promenljivih, Regresioni modeli za komparaciju rezultata ANN modela i Statistički 
indikatori performansi modela koji su korišćeni za analizu predikcionih mogućnosti 
razvijenih modela. Navedena potpoglavlja detaljnije opisuju izvore podataka, odabranih 
arhitektura, kao i metoda koje su korišćene u ovoj doktorskoj disertaciji za razvoj i 
optimizaciju ANN modela, kao i detalje o regresionim modelima koji su korišćeni za 
komparaciju postignutih rezultata predviđanja. 
Rezultati i diskusija su predstavljeni kroz pet poglavlja: Predviđanje emisije aminijaka u EU 
i SAD, Predviđanje emisije nemetanskih isparljivih organskih jedinjenja u Kini, Predviđanje 
emisije metana u EU, Predviđanje emisije azotovih oksida i Predviđanje emisije gasova 
staklene bašte u Srbiji. Svako od navedenih potpoglavlja sadrži detaljno opisan proces 
razvoja modela zasnovanih na neuronskim mrežama, koji se sastoji od odabira potencijalnih 
ulaznih promenljivih i njihove pripreme za razvoj modela, optimizacije parametara mreže i 
razvoj inicijalnog ANN modela, primena neke od metoda za selekciju ulaznih promenljivih 
radi odabira značajnih i nekorelisanih ulaza za razvoj finalnog modela, analize značajnosti 
pojedinačnih ulaznih promenljivih i analiza performansi kreiranih modela. 
U desetom poglavlju je dat kratak prikaz sprovedenih istraživanja u okviru doktorske 








2. Održivi razvoj i očuvanje kvaliteta vazduha 
2.1. Definicija i ciljevi održivog razvoja 
Ubrzani industrijski i privredni razvoj poslednjih decenija za posledicu ima degradaciju 
životne sredine. U tom smislu se, kako na globalnom, tako i na regionalnom i nacionalnom 
nivou, čine brojni napori radi smanjenja tih posledica, a kroz usvajanje i primenu zakonskih 
mera koje uspostavljaju ravnotežu između ekonomskog i industrijskog razvoja i zagađenja 
životne sredine. I upravo pojam održivog razvoja koji je uveden 1987. godine od strane 
Svetske komisije za životnu sredinu i razvoj (WCED - World Commission on Environment 
and Development) podrazumeva usklađivanje između ekonomskog i socijalnog razvoja i 
pritisaka kojima je izložena životna sredina i društvo. Naime, u izveštaju pod nazivom ’’Naša 
zajednička budućnost’’ navodi se da bi usvajanje principa održivog razvoja doprinelo 
zadovoljavanju potreba sadašnjih generacija, bez ugrožavanja mogućnosti budućim 
generacijama da zadovolje svoje potrebe [1]. Radi realizacije koncepta održivog razvoja, 
razvojne politike na globalnom nivou proteklih godina bile su usmeravane u pravcu 
postizanja osam usvojenih milenijumskih ciljeva razvoja (MDGs - Millenium Development 
Goals). Milenijumski ciljevi razvoja usvojeni su od strane 189 zemalja članica Ujedinjenih 
nacija (UN - United Nations) 2000-te godine sa ciljem ostvarivanja do 2015-te godine, pri 
čemu je 1990-ta godina bila osnov za procenu napretka ka ostvarivanju ciljeva [2]. Nakon 
isteka perioda za ostvarivanje MDGs, UN su 2015. razvile novu agendu baziranu na 
principima održivog razvoja, a koja će u narednim decenijama usmeravati razvojne politike 
na globalnom nivou [3]. Nova agenda, koju je usvojilo 193 članica UN, sadrži 17 ciljeva 
održivog razvoja (SDG - Sustainable Development Goals) i 169 ’’meta’’ koje bi trebalo 
ostvariti do 2030. godine [4]: 
1. Siromaštvo - okončati siromaštvo svuda i u svim oblicima; 
2. Glad i bezbednost hrane - okončati glad, postići bezbednost hrane i poboljšanu 
ishranu i promovisati održivu poljoprivredu; 




4. Obrazovanje - obezbediti inkluzivno i kvalitetno obrazovanje i promovisati 
mogućnosti doživotnog učenja; 
5. Rodna ravnopravnost - postići rodnu ravnopravnost i osnaživati žene i devojčice; 
6. Voda i kanalizacija - obezbediti pristup pijaćoj vodi i obezbediti sanitarne uslove za 
sve; 
7. Energija - obezbediti pristup dostupnoj, pouzdanoj, održivoj i modernoj energiji za 
sve; 
8. Ekonomski razvoj - promovisati inkluzivan i održiv ekonomski rast, zaposlenost i 
dostojan rad za sve; 
9. Infrastruktura, industrijalizacija - izgraditi prilagodljivu infrastrukturu, promovisati 
održivu industrijalizaciju i podržavati inovativnost; 
10. Nejednakost - smanjiti nejednakost između i unutar država; 
11. Gradovi - učiniti gradove i ljudska naselja inkluzivnim, bezbednim, prilagodljivim i 
održivim; 
12. Održiva potrošnja i proizvodnja - obezbediti održive oblike potrošnje i proizvodnje;  
13. Klimatske promene - preduzeti hitnu akciju u borbi protiv klimatskih promena i 
njenih posledica; 
14. Okeani - sačuvati i održivo koristiti okeane, mora i morske resurse; 
15.  Biodiverzitet, šume, dezertifikacija - zaštititi, obnoviti i promovisati održivo 
upravljanje šumama, sprečiti dezertifikaciju zemljišta i zaustaviti gubitak 
biodiverziteta; 
16. Mir i pravda - promovisati miroljubiva i inkluzivna društva; 
17. Partnerstva - revitalizovati globalno partnerstvo za održivi razvoj. 
Kao rezultat globalne saradnje velikog broja stručnjaka iz UN organizacija, akademske 
zajednice, civilnog društva, biznisa i velikog broja nacionalnih statističkih organizacija, 
dogovoreno je da je praćenje uspostavljanja koncepta održivog razvoja, pa samim tim i 
postizanje milenijumskih ciljeva, moguće uz primenu seta indikatora održivog razvoja. U 
tom smislu je 2015. godine od strane UN objavljen izveštaj pod nazivom ’’ Indicators and a 




indikatora i daje predloge za razvoj komplementarnih nacionalnih indikatora [5]. U skladu 
sa Izveštajem, svaka država treba da uspostavi određen broj i opseg komplementarnih 
nacionalnih indikatora koji su u skladu sa potrebama i kapacitetima za prikupljanje i analizu 
podataka. Indikatori predstavljaju okosnicu za praćenje napretka ka MDG na lokalnom, 
nacionalnom, regionalnom i globalnom nivou i značajno sredstvo da se pomogne državama 
da razviju strategiju razvoja koja će biti usklađena sa zadatim ciljevima održivog razvoja. 
2.1.1. Indikatori kvaliteta životne sredine 
S obzirom na to da zagađenje životne sredine ima tzv. prekograničnu strukturu, tj. predstavlja 
globalni problem, to se javlja potreba da vlade država, privreda i javnost imaju pouzdane i 
usaglašene podatke o stanju životne sredine. I upravo razvijeni indikatori životne sredine na 
nacionalnom nivou, a koji su usklađeni sa međunarodno prihvaćenim indikatorima radi 
poređenja, pružaju informacije o stanju ili opisuju pojave u oblasti životne sredine.  
Pored nacionalnih indikatora, mnoge međunarodne organizacije u okviru svojih programa za 
postizanje ciljeva održivog razvoja, razvile su idikatore životne sredine. Ekonomska komisija 
za Evropu (UNECE - United Nations Economic Commission for Europe) koja broji 56 država 
članica, među kojima je i Srbija, za praćenje stanja životne sredine razvila je 10 glavnih 
indikatora [6]: 
1. Zagađenje vazduha i oštećenje ozonskog omotača; 
2. Klimatske promene; 
3. Vode; 










Organizacija za ekonomsku saradnju i razvoj (OECD - Organisation for Economic Co-
operation and Development) je za bolje razumevanje, deljenje i poređenje podataka o stanju 
i kvalitetu životne sredine na međunarodnom nivou, razvila četiri glavna indikatora životne 
sredine [7]: 
1. Vazduh i klimatske promene; 
2. Šumski resursi; 
3. Komunalni otpad; 
4. Vode.  
Pored gore navedenih i mnoge druge međunarodne organizacije poput Ujedinjenih nacija 
(UN - United Nations), Svetske banke (WB - The World Bank ), Evropske agencije za zaštitu 
životne sredine (EEA - The European Environment Agency), koriste indikatore zaštite 
životne sredine da odgovore na ključna pitanja koja se tiču politike upravljanja i zaštite 
životne sredine, projektovanja okvira budućih politika i ciljeva, monitoringa i evaluacije 
strategije održivog razvoja. 
U okviru Nacionalne strategije održivog razvoja republike Srbije, predviđeno je godišnje 
izveštavanje o napretku u pravcu ostvarivanja ciljeva strategije, a koje se zasniva na 
indikatorima Milenijumskih ciljeva razvoja. U tom smislu je,  radi efikasnijeg izveštavanja 
o stanju životne sredine i usaglašavanja sa međunarodnom metodologijom, u Srbiji razvijena 
Nacionalna lista indikatora zaštite životne sredine koja je podeljena prema kategorijama u 
tematske celine [8]: 





 Nejonizujuće zračenje; 
 Šumarstvo, lov i ribolov; 




 Privredni i društveni potencijali i aktivnosti od značaja za životnu sredinu; 
 Međunarodna i nacionalna zakonska regulativa, kao i mere (strategije, planovi, 
programi, sporazumi), izveštaji i ostala dokumenta i aktivnosti iz oblasti zaštite 
životne sredine; 
 Subjekti sistema zaštite životne sredine. 
Indikatori su razvijeni primenom sistema Pokretački faktori – Pritisci - Stanje  - Uticaji - 
Reakcije društva (D - Driving Forces, P - Pressures, S - State, I - Impact, R - Response - 
DPSIR framework ) koji je razvijen od strane EEA [9]. 
Kao značajan segment u okviru različitih lista indikatora kvaliteta životne sredine, jeste 
praćenje stanja kvaliteta vazduha. Indikatori koji se odnose na vazduh i klimatske promene 
a koji su tema ove doktorske disertacije, su opisani u sledećem poglavlju. 
2.2. Prikaz odabranih indikatora iz kategorije kvaliteta vazduha 
Osnovni cilj indikatora koji prate stanje u atmosferi je da daje meru postojećih i očekivanih 
pritisaka na životnu sredinu u pogledu emisije štetnih materija u vazduh, kao i napredak u 
odnosu na zadati cilj, ukoliko postoji. Značaj indikatora nije samo u proceni pritisaka na 
životnu sredinu od zagađenja vazduha, već i u proceni i identifikovanju stacionarnih i 
mobilnih izvora emisije koji su uslovljeni određenim ekonomskim aktivnostima. U tom 
smislu se, na godišnjem nivou, podnose izveštaji o emisijama zagađujućih materija (emisija 
iz pojedinih izvora i ukupna emisija) koje imaju negativan efekat kako na zdravlje ljudi tako 
i na ekosisteme. U zagađujuće materije čija se emisija prati kroz indikator koji se odnosi na 
vazduh i klimatske promene spadaju: sumpor-dioksid (SO2), oksidi azota (NOx), nemetanska 
isparljiva organska jedinjenja (NMVOCs - non-methane volatile organic compounds), 
amonijak (NH3), ugljen-monoksid (CO), suspendovane čestice (PM10, PM2.5), dugotrajne 
organske zagađujuće materije (POPs - Persistent Organic Pollutants), teški metali 
(uglavnom Pb, Cd, Hg, Ni i As), gasovi sa efektom staklene bašte (CO2, N2O, CH4, F- gasovi 




U nastavku rada su dati opisi indikatora iz kategorije vazduha čije su emisije na nacionalnom 
nivou predmet modelovanja u ovoj doktorskoj disertaciji. 
2.2.1. Emisija amonijaka (NH3) 
Amonijak je bezbojan gas, karakterističnog  nadražujućeg mirisa koji pri višim 
koncentracijama ima negativan efekat na ljudsko zdravlje. Spada u najrasprostranjenije 
gasove baznog karaktera  u atmosferi, sa širokim spektrom uticaja, uključujući fotohemijsko 
zagađenje, smanjenu vidljivost, uticaj na biodiverzitet kao i oštećenje ozonskog omotača 
[10,11].  
Amonijak gas ima relativno kratak životni vek u atmosferi, od nekoliko sati do nekoliko dana 
(10-100 km), dok se amonijum jon, kao aerosol, može transporovati na mnogo većim 
udaljenostima (100-1000 km) i životni vek mu je 1-15 dana [12]. Amonijak gas se  iz 
atmosfere uklanja na osnovu aviniteta prema vodi i njegovog baznog karaktera, što se ogleda 
u formiranju i neutralizaciji nitratnih i sulfatnih aerosola u zagađenoj atmosferi. Amonijak 
reaguje sa ovim kiselim aerosolima uz formiranje čestica amonijumovih soli, kao što je 
prikazano u reakcijama (1) i (2) [13]: 
     3 3 4 3g g s
NH HNO NH NO                                         (1) 
       3 2 4 4 42g g sNH H SO NH SO                                    (2) 
Amonijak dakle, spada u zagađujuće materije koje su prekursori za formiranje "sekundarnih 
čestica" putem kompleksnih reakcija, koje su značajni deo ukupnog zagađenja 
suspendovanim česticama. I upravo soli sulfata ili nitrata predstavljaju značajan deo mase 
finih suspendovanih čestica PM2.5.  
Rezultati nedavnih istraživanja sprovedenih u Sjedinjenim Američkim Državama (SAD) kod 
dugotrajne izloženosti PM2.5 česticama su pokazali da porast koncentracije finih čestica za 
10 g/m3 za posledicu ima za 6% povećanje svih vrsta zdravstvenih rizika, 9% povećan rizik 
od kardiovaskularnih problema i problema sa disajnim organima i 14% povećan rizik od raka 




suspendovanim česticama, države razvijaju ili redefinišu svoje zakonske regulative u skladu 
sa postavljenim standardima, koje se odnose i na granične vrednosti respirabilnih čestica. 
Radi sprovođenja zadatih planova, unapređeni disperzioni modeli za predviđanje 
koncentracija atmosferskih zagađivača su korisna podrška u odlučivanju u sistemima 
upravljanja kvalitetom vazduha. Ovi modeli koriste meteorološke podatke i podatke o 
emisijama određenih zagađujućih materija (zasnovanih na inventaru emisija), kao ulazne 
parametre [15].  
S obzirom na to da amonijum-jon predstavlja značajan sastojak suspendovanih čestica, 
veoma je bitno razvijanje što preciznijih modela za predviđanje emisije amonijaka čiji se 
podaci koriste kao ulazni parametar u modelima za predviđenje koncentracije pomenutih 
zagađujućih materija. 
Amonijak se u atmosferu emituje iz različitih izvora: poljoprivrede, drumskog saobraćaja, 
industrijskih procesa, itd. i rezultati nedavnih istraživanja ukazuju na ubrzanu proizvodnju 
reaktivnog azota na globalnom nivou, nastalog kao posledica ljudske aktivnosti [16]. 
Pokazano je da su jedan od najznačajnijih izvora emisije amonijaka u atmosferu aktivnosti 
vezane za poljoprivredu [17]. Procene pokazuju da se 83% azota korišćenog u obliku đubriva 
oslobađa u životnu sredinu [18], pri čemu se u SAD od ukupnog azota iz đubriva, 30% 
oslobađa u vidu emisije amonijaka [19]. Poljoprivredni sektor je takođe najveći izvor emisije 
amonijaka i u Evropi. Preko 90% od ukupne emisije NH3 potiče iz ovog sektora [20]. 
2.2.2. Emisija nemetanskih isparljivih organskih jedinjenja (NMVOCs)   
Praćenje emisije nemetanskih isparljivih organskih jedinjenja (NMVOCs), postalo je veoma 
značajan segment u okviru zakonodavnih mera od strane raznih regulatornih tela, u cilju 
redukcije emisije ovih zagađujućih materija budući da imaju veoma značajnu ulogu u hemiji 
atmosfere, od lokalnog do globalnog nivoa.  
NMVOCs čine grupu od nekoliko stotina organskih jedinjenja (razni alifatični i aromatični 
ugljovodonici i njihova suspstituisana jedinjenja) koja se razlikuju po svom hemijskom 




dva aspekta: prvo, zbog njihovog štetnog uticaja na ljudsko zdravlje, jer su se pokazali kao 
veoma toksični, mutageni i kancerogeni; drugo, oni predstavljaju jedan od dominantnih 
prekursora iz grupe onih koji su uključeni u nastajanje troposferskog ozona. Jedan broj 
NMVOCs učestvuje u složenim fotohemijskim reakcijama stvarajući fotohemijski smog, 
organske aerosole, organske kiseline u vazduhu i oni su takođe veoma štetni za ljudsko 
zdravlje [21]. Stoga, SAD i zemlje EU imaju predložene liste određenih NMVOCs, koji 
deluju kao prekursori za formiranje fotohemijskog smoga, koji su označeni kao polutanti čija 
je kontrola prioritetna [22]. 
Izvori emisija NMVOCs u atmosferu su raznovrsni i obuhvataju: prirodne, kao što je 
vegetacija, i antropogene izvore u koje spadaju industrija, saobraćaj i poljoprivreda [23]. 
Ukupna emisija NMVOCs na nacionalnom nivou i odnos između pojedinih izvora emisije 
varira od zemlje do zemlje i zavisi pre svega od njihovog stepena razvijenosti [24]. 
Na globalnom nivou, najveći emiteri NMVOCs su upravo industrijski najrazvijenije države, 
među kojima Kina zauzima prvo mesto. Glavni izvori emisije u Kini su procesi sagorevanja 
goriva, upotreba rastvarača, petrohemijska industrija i drumski saobraćaj [25]. Kako je 
emisija ovih zagađujućih materija u Kini velika, to je njeno praćenje značajno u smislu 
pomoći da se prati formiranje troposferskog ozona u istočnoj Aziji [26]. Takođe, u nekoliko 
istraživanja je pokazano da su emisije NMVOCs jedan od najvažnijih prekursora za 
formiranje površinskog ozona i organskih aerosola, čija je koncentracija značajno porasla 
poslednjih godina, kako u urbanim tako i u ruralnim regionima Kine [27,28]. 
2.2.3. Emisija azotnih oksida (NOx) 
Dve veoma značajne gasovite zagađujuće materije atmosfere su azotova jedinjenja i to 
bezbojni azot-oksid (NO) i crveno-braon obojeni azot-dioksid (NO2), koji se zbirno 
označavaju kao azotovi oksidi (NOx). Generalno, najveći antropogeni izvori emisija NOx su 
procesi sagorevanja fosilnih goriva, kako iz stacionarnih izvora, tako i iz sektora saobraćaja. 
Pri tome, smeša azotnih oksida nastaje oksidacijom atmosferskog azota i azota iz goriva 
prilikom procesa sagorevanja goriva na visokim temperaturama (iznad 1500 °C), kroz seriju 




Emisija NOx ima višestruke efekte na životnu sredinu, uključujući stvaranje kiselih kiša 
(putem formiranja azotne kiseline), finih suspendovanih čestica PM2.5 (putem formiranja 
sekundarnih čestica, kao što je amonijum-nitrat), nastajanje fotohemijskog smoga (putem 
fotohemijskih reakcija sa organskim materijama) i povećanje koncentracije troposferskog 
ozona (putem reakcija sa ugljovodonicima i ugljen-monoksidom), što za posledicu ima štetan 
uticaj na zdravlje ljudi, eutrofikaciju vodenih ekosistema, kao i na poljoprivredu [29–32].  Sa 
aspekta uticaja na kvalitet vazduha i ljudsko zdravlje NO2 je mnogo značajniji, jer je nivo 
toksičnosti NO2 pet puta veći u odnosu na NO čime direktno utiče na ljudsko zdravlje, što se 
ogleda u povećanju broja obolelih od plućnih bolesti i smanjenoj otpornosti od respiratornih 
infekcija [33]. 
Oksidi azota se u atmosferu emituju iz hiljade antropogenih izvora, kao i značajnog broja 
prirodnih izvora. Doprinos pojedinih sektora emisiji NOx se razlikuje među državama. U 
Evropi je dominantni sektor NOx emisije, sa četrdeset procenata od ukupne emisije, drumski 








Slika 1. Udeo pojedinih sektora u emisiji NOx u EU 
U Sjedinnjenim Američkim Državama, takođe, dominantni izvor emisije azotovih oksida su 
procesi sagorevanja u mobilnim izvorima (saobraćaj) (Slika 2.), kao i proizvodnja električne 
energije, čiji je doprinos oko 25% od ukupne antropogene emisije  azotovih oksida, budući 
da se oko 90% od ukupne potrošnje uglja koristi upravo za proizvodnju električne energije 
[35]. 
 























Najveći emiter azotovih oksida u Aziji je Kina, sa udelom 41-47% od ukupne emisije u Aziji 
i udelom od oko 10.1% u ukupnoj emisiji u svetu [36,37]. Dominantni sektor, izvor emisije 
NOx u Kini, sa udelom od oko 70%, je proces sagorevanja uglja, koji trenutno predstavlja 
osnovni energent za proizvodnju energije [38]. Procenjuje se da će se takav trend upotrebe 
uglja nastaviti i u budućnosti. 
Poslednjih godina uvedene su određene kontrolne mere i strategije koje zahtevaju primenu 
naprednih tehnologija radi redukcije NOx emisija. Selektivna katalitička redukcija (SCR - 
Selective Catalytic Reduction) je jedna od tehnologija koja se primenjuje radi smanjenja NOx 
emisija u procesima sagorevanja fosilnih goriva, kako u mobilnim tako i u stacionarnim 
izvorima. Selektivnom katalitičkom redukcijom može se redukovati emisija NOx za 70-90% 
[39]. 
2.2.4. Emisija metana (CH4) 
U okviru indikatora životne sredine koji se odnose na klimatske promene, predviđeno je i 
praćenje emisije gasova sa efektom staklene bašte (GHGs - Greenhouse Gases). Poslednjih 
decenija, emisija GHG i njihov uticaj na životnu sredinu predmet je brojnih istraživanja i 
primene međunarodnih sporazuma radi redukcije emisije. Pokazalo se da povišene 
koncentracije ovih gasova imaju višestruko negativno dejstvo. Globalno zagrevanje, 
promena klime iz koje proističu negativni uticaji na ekosisteme, poljoprivredu i druge 
društveno-ekonomske aktivnosti, su samo neke od posledica povećane emisije GHG u 
atmosferu. 
Doprinos pojedinih gasova staklene bašte globalnom zagrevanju zavisi od njihovog 
potencijala da apsorbuju zračenje sa zemlje i njihovog životnog veka u vazduhu. Od svih 
GHGs, najveći pritisak na životnu sredinu koji vodi ka promeni klime, potiče od CO2, CH4 i 
N2O. Da bi se procenio uticaj svakog od GHGs na globalno zagrevanje, uveden je pojam 
potencijala globalnog zagrevanja (GWP - Global Warming Potential) izražen preko CO2 
ekvivalenta. GWP predstavlja odnos zagrevanja koje vrši određeni gas u odnosu na 
zagrevanje od slične mase ugljen-dioksida (za koji je usvojeno da je GWP jednak 1). GWP 




Pored ugljen-dioksida (CO2), metan (CH4) je sledeći po značaju gas koji doprinosi efektu 
staklene bašte sa nekih 20% u odnosu na ostale gasove. Životni vek metana u atmosferi je 
mnogo kraći u odnosu na ugljen-dioksid, međutim njegov potencijal za apsorpciju zračenja 
je veći u odnosu na ugljen-dioksid. Smatra se da je uticaj metana na klimatske promene oko 
25 puta veći u odnosu na ugljen-dioksid u periodu od 100 godina [40]. Pored toga, metan 
spada u gasove prekursore za formiranje sekundarne zagađujuće materije, ozona, koji takođe, 
ima vrlo negativne efekte na životnu sredinu. I pored toga, iako je uticaj metana, kako na 
globalno zagrevanje, tako i na stvaranje ozona, značajan, poslednjih 250 godina njegova 
koncentracija u atmosferi se povećala za 152% [41].  
Na globalnom nivou, više od 60% od ukupne emisije metana je posledica antropogenih 
aktivnosti [42]. U najznačajnije izvore emisije spadaju: 
 Transport i eksploatacija prirodnog gasa; 
 Deponije; 
 Eksploatacija uglja; 
 Tretman otpadnih voda; 
 Uzgajanje pirinča; 
 Petrohemijska industrija; 
 Procesi sagorevanja (mobilni i stacionarni izvori); 
 Industrijski procesi; 
 Fermentacija stajskog đubriva; 
 Procesi varenja preživara, itd. 
Kao jedan od značajnijih antropogenih izvora emisije metana su i deponije. Procenjuje se da  
emisija sa deponija iznosi oko 30% od ukupne antropogene emisije metana u Evropi, u SAD 
iznosi 34%, i 10% od ukupne antropogene emisije u svetu [43]. U skladu sa tim, donose se 
određene zakonodavne mere kako bi se smanjila produkcija metana iz tog sektora. Jedna od 
tih mera je EU direktiva o deponijama otpada [44] koja se odnosi na države EU. Predloženom 
direktivom se zahteva od država članica redukovanje deponovanih količina biorazgradivog 




2.2.5. Međunarodni zakonodavno-pravni mehanizmi za smanjenje zagađenja vazduha  
Kao što je već istaknuto, emisija zagađujućih materija u vazduh i izloženost stanovništva tom 
zagađenju može imati značajne negativne efekte na zdravlje ljudi u vidu akutnih i hroničnih 
bolesti pa sve do smrti. Organizacija za ekonomsku saradnju i razvoj (OECD - Organisation 
for Economic Co-operation and Development) procenjuje da će se kvalitet vazduha, ukoliko 
se ne implementiraju nove razvojne politike koje bi kontrolisale zagađenje atmosfere, i dalje 
globalno pogoršavati. OECD predviđa da će do 2050. godine, zagađenje vazduha biti najveći 
uzrok smrti povezanih sa uslovima u životnoj sredini [45].  
Prekogranični, ili globalni karakter zagađenja vazduha uslovilo je potrebu za međunarodnim 
zakonodavnim mehanizmima, kojima bi se zajednički uredila ova oblast životne sredine. U 
tom smislu, zaštita vazduha  uslovila je dinamičan razvoj zakonodavstva u mnogim 
zemljama, koje je usko povezano sa Evropskim i svetskim konvencijama. Međunarodne 
obaveze preuzete iz tih konvencija, za zemlje potpisnice, propisuju redovno izveštavanje o 
stanju zagađivanja vazduha i emisiji određenih zagađujućih materija. U nastavku rada će biti 
predstavljeni neki od najznačajnijih međunarodnih ugovora iz oblasti koja se odnosi na 
kontrolu zagađivanja vazduha. 
Radi poboljšanja kvaliteta vazduha od lokalnog do regionalnog nivoa, 1979. godine u 
organizaciji Evropske ekonomske komisije za Evropu (UNECE - United Nations Economic 
Commission for Europe), u Ženevi je usvojena Konvencija o prekograničnom zagađenju 
vazduha na velikim udaljenostima ( CLRTAP - Convention on Long Range Transboundary 
Air Pollution). Od usvajanja Konvencije do danas, ona je proširena sa osam protokola koji 
identifikuju specifične mere koje je trebalo preduzeti od strane država potpisnica radi 
smanjenja emisije zagađujućih materija. Konvenciju su potpisale 51 država, članica UNECE 







Tabela 1. Protokoli LRTAP Konvencije 
Protokol LRTAP Konvencije Godina stupanja 
na snagu 
Protokol o zajedničkom praćenju i proceni prenosa zagađujućih 
materija na velikim udaljenostima u Evropi (EMEP) (1984.) 
1988. 
Protokol o 30% smanjenju emisije oksida sumpora i njihov 
prekogranični prenos (1985.) 
1987. 
Protokol o kontroli emisija azotovih oksida i njihovom 
prekograničnom prenosu (1988.) 
1991. 
Protokol o kontroli emisija isparljivih organskih jedinjenja (VOC) i 
njihovom prekograničnom prenosu (1991.) 
1997. 
Protokol o daljem smanjenju emisija sumpora (1994.) 1998. 
Protokol o teškim metalima i njegova 2012. izmenjena verzija (1998.) 2003. 
Protokol o perzistentnim organskim polutantima (POPs) i njegova 
2009. izmenjena verzija (1998.) 
2003 
Protokol o suzbijanju acidifikacije, eutrofikacije i prizemnog ozona i 
njegova 2012. izmenjena verzija (1999.) 
2005. 
 
Prema EMEP protokolu (EMEP - European Monitoring and Evaluation Programme), koji 
daje naučnu podršku LRTAP konvenciji, propisuje se redovno podnošenje podataka o 
emisijama sledećih zagađujućih materija: SO2, NOx, CO2, CH4, NMVOC, CO, NH3, teških 
metala i POPs. U skladu sa tim, za navedene zagađujuće materije, svaka od potpisnica 
konvencije, među kojima je i Srbija, dostavlja izveštaj o ukupnoj nacionalnoj emisiji. 
Okvirna konvencija Ujedinjenih nacija o promeni klime (UNFCCC - United Nations 
Framework Convention on Climate Change) je jedan od najznačajnijih globalnih napora 
usmerenih ka rešavanju najvećeg izazova današnjice, promene klime i globalnog zagrevanja. 
Osnovni  cilj ove konvencije je da se međudržavnim naporima i zakonskim instrumentima 
usklađuju nastojanja svih članica, kako bi se sprečio "opasan" uticaj antropogenog delovanja 
na klimatski sistem. Konvencija je stupila na snagu 1994. godine.  
Međunarodni sporazum kojim je proširena UNFCCC konvencija je Kjoto protokol, koji je 
usvojen 1997. godine. U prvom obavezujućem periodu Kjoto protokola, od 2008. do 2012. 
godine, industrijski razvijene države su bile u obavezi da smanje emisije GHG za 5% u 




2013. godine i traje do 2020. godine. U drugom obavezujućem periodu, države potpisnice su 
se obavezale da smanje emisiju GHG za najmanje 18% u odnosu na nivo iz 1990. godine. 
Okvirna konvencija Ujedinjenih nacija trenutno ima 195 članica, dok Kjoto protokol broji 
192 članice, od kojih su 83 potpisnice protokola [49]. Srbija je članica UNFCCC od 2001. 
godine i spada u red onih država koje su ratifikovale Kjoto protokol. U okviru konvencije, 
države članice su dužne da podnesu godišnje izveštaje o emisiji GHG (od bazne 1990. godine 
pa do danas), kao i izveštaje o svojim razvojnim politikama usmerenim ka redukciji emisije 
GHG. 
Za uspešno sprovođenje preuzetih međunarodnih obaveza i ostvarivanje zadatih ciljeva u 
pogledu redukcije koncentracije zagađujućih materija u atmosferu,  kako za industrijski 
razvijene, tako i države u razvoju, od velikog je značaja postojanje što preciznijih modela za 
procenu i predviđanje nacionalnih emisija određenih zagađujućih materija. Dosadašnji 
modeli, o kojima će biti više reči u poglavlju 2.3, kojima se procenjuje i predviđa emisija, 
zasnovani su na inventarima emisija i razvoju relevantnih scenarija za procenu budućih 
emisija. Razvoj računarskih nauka pruža mogućnost razvijanja novih, savremenih modela. U 
ovom radu, to se pre svega odnosi na razvijanje modela za predviđanje emisije primenom 
veštačkih neuronskih mreža, tehniku modelovanja koja je pokazala dobre performanse kako 
u drugim oblastima, tako i u modelovanju emisija [50–52]. 
2.3. Postojeći modeli za procenu emisija 
Direktna merenja emisije zagađujućih materija u vazduh karakteriše i najveća tačnost [53]. 
Međutim, taj pristup je finansijski zahtevan, pogotovu za države u razvoju, budući da zahteva 
odgovarajuću mernu opremu. Postojeći modeli za procenu nacionalnih, regionalnih i 
globalnih emisija zagađujućih materija u atmosferu, zasnovani su na inventarima emisija. 
Inventari emisija predstavljaju i osnovne izvore podataka koje koriste disperzioni modeli 
atmosferskih zagađujućih materija, koji su podrška u odlučivanju u sistemima upravljanja 
kvalitetom vazduha. Generalno, procena emisije u inventarima, zasnovana je na emisionim 
faktorima za određenu zagađujuću materiju i primenjenu tehnologiju izvora emisije. Da bi 




emisioni proces, odvojeno na nacionalnom nivou. Međutim, kako je to proces koji iziskuje 
određene troškove i vreme, to se radi proračuna emisije najčešće koriste postojeći emisioni 
faktori iz literature, što za posledicu može imati nedovoljno tačne podatke o emisiji. Emisioni 
faktori određeni od strane US EPA su najčešće korišćeni [54].  
2.3.1. EDGAR v4 model 
Globalni EDGAR model (EDGAR - Emission Database for Global Atmospheric Research) 
(1992-2004.) prvobitno je razvijen od strane Holandskog nacionalnog instituta za javno 
zdravlje i životnu sredinu (RIVM  - Rijksinstituut voor Volksgezondheid en Milieu) i 
Holandske organizacije za primenjena naučna istraživanja (TNO - Nederlandse Organisatie 
voor Toegepast Natuurwetenschappelijk Onderzoek). Nakon 2004. godine, razvijene su nove 
dopunjene verzije EDGAR modela, kao rezultat rada Holandske agencije za zaštitu životne 
sredine (PBL - Planbureau voor de Leefomgeving) i zajedničkog istraživačkog centra EU 
(JRC - Joint Research Centre) [55,56].  
EDGAR modelom se procenjuje emisija: direktnih gasova sa efektom staklene bašte, gasova 
prekursora ozona, acidifikujućih gasova, primarnih čestica i emisija supstanci koje oštećuju 
ozonski omotač. Proračun emisije je zasnovan na emisionim faktorima i drugim specifičnim 
parametrima za svaku državu i vrši se prema jednačini (3) [57]: 
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           (3) 
gde su:  
c, x, y, i, j, k - država, zagađujuća materija, sektor emisije, vrsta tehnologije, procenat 
smanjenja emisije; EM - godišnja emisija određene zagađujuće materije; AD - stopa 
aktivnosti u određenom sektoru izvoru emisije; TECH  - vrsta tehnologije za svaki sektor; 
EOP - primenjena mera za smanjenje emisije za svaki sektor izvora emisije; EF - emisioni 





Koristeći IPCC sektorski pristup (IPCC - Intergovernmental Panel on Climate Change), 
EDGAR metodologija razlikuje sedam glavnih sektora, izvora emisije, koji su dalje podeljeni 
na veliki broj, preko 50, podsektora. Glavni sektori iz kojih se procenjuje emisija su: 
enrgetski sektor (procesi sagorevanja goriva i fugitivna emisija); industrijski procesi; 
korišćenje rastvarača i drugih proizvoda; poljoprivreda; korišćenje zemljišta i promena 
namene zemljišta i šumarstvo; otpad i drugi antropogeni izvori [58–60]. EDGAR modelom 
je procenjena godišnja emisija iz 25 regiona sveta i država koje pripadaju tim regionima, po 
sektorima i ukupna emisija.  
Ulazni podaci za procenu emisije, pre svega, stopa aktivnosti i emisioni faktori, su uglavnom 
preuzeti iz međunarodnih statističkih baza podataka, međunarodnih naučnih publikacija, 
industrijskih i energetskih izveštaja. I upravo, primenjeni podaci o stopi aktivnosti, a posebno 
vrednosti emisionih faktora koji se koriste za procenu emisije ovim modelom, a koji nisu 
specifični za određenu državu, primenjenu tehnologiju i sektor emisije, su osnovni faktori 
nesigurnosti EDGAR modela [61]. Ekspertska procena ovih parametara pokazala je da se u 
zavisnosti od sektora, nesigurnost kreće u opsegu od 10% pa do veoma velikih vrednosti 
nesigurnosti >100% [62]. Takođe, kao jedan od uzroka nesigurnosti procenjene emisije je i 
nedostatak statističkih podataka o stopama aktivnosti za pojedine države, pogotovu za one u 
razvoju. 
2.3.2. EMEP/CORINAIR model 
EMEP/CORINAIR (EMEP - European Monitoring and Evaluation Programme / 
CORINAIR - CORe Inventory of AIR emissions) metodologijom vrši se proračun emisija 
zagađujućih materija u cilju korišćenja podataka za donošenje odluka od međunarodnog 
interesa u pogledu zaštite kvaliteta vazduha. Ovom metodologijom se pomaže u pripremi 
nacionalnih inventara emisija preko EMEP/EEA priručnika po pitanju usklađenosti sa 
propisima zahtevanim od strane različitih međunarodnih organizacija, kao što su npr. EMEP, 
UNECE, UNFCCC, Eurostat i dr. [47]. Pomenuti inventar procenjuje emisije u okviru pan-




Metodologijom se procenjuje emisija sledećih zagađujućih materija: NOx, SO2, NH3, 
NMVOC, CO, CH4, PM2.5 , PM10, TSP,TSP, 10POPs (HCH, PCP, HCB, TCM, TRI, PER, 
TCB, TCE, dioksini, furani i PAH), 9 teških metala (As, Cd, Cr, Cu, Hg, Ni, Pb, Se i Zn). 
Ulazni parametri za procenu emisija ovim modelom, svrstani su prema SNAP nomenklaturi 
(SNAP - Selected Nomenclature for Air Pollution). Prema ovoj nomenklaturi, sektori izvori 
emisija zagađujućih materija razvrstani su na tri nivoa. Prvi nivo čine jedanaest glavnih 
sektora, koji su dalje detaljnije podeljeni na oko 50 kategorija izvora emisije u SNAP nivo 2, 
koje su dalje podeljene na oko 350 različitih kategorija u SNAP nivo 3, koji je najdetaljniji. 
SNAP nivo 3 može dalje da se razvrsta ako su podaci o aktivnostima i emisionim faktorima 
dostupni [64].  
Jedanaest glavnih sektora izvora emisije, prirodnih i antropogenih, koji čine ulazne parametre 
za procenu emisije ovim modelom, prikazani su u Tabeli 2.  
Tabela 2. Jedanaest glavnih sektora u CORINAIR metodologiji [65] 
SNAP kod Opis sektora 
1 Sagorevanje goriva u termoenergetskim sektorima i postrojenjima za 
transformaciju energije 
2 Sagorevanje u ne-industrijskim ložištima 
3 Sagorevanje u industriji 
4 Proizvodni procesi 
5 Dobijanje i distribucija fosilnih goriva i geotermalne energije 
6 Korišćenje rastvarača i ostalih proizvoda 
7 Drumski saobraćaj 
8 Ostali mobilni izvori i mašine 
9 Obrada i odlaganje otpada 
10 Poljoprivreda 
11 Prirodni izvori  
Proračun emisija i kod ovog modela se vrši pristupom zasnovanim na emisionim faktorima i 
stopama aktivnosti, prema jednačini (4). 
tehnologija, zagađujuća materija
= xE EFARzagađujuće materije     (4) 




Ezagađujuće materije - emisija određene zagađujuće materije; AR  - stopa aktivnosti. Podaci se 
obično dobijaju iz privredne statistike, uključujući energetsku statistiku, stope privrednog 
rasta, podaci o stanovništvu, itd. [66]; EFtehnologija, zagađujuća materija - emisioni faktor za određenu 
zagađujuću materiju i primenjenu tehnologiju. 
EMEP/CORINAIR metodologija u okviru IPCC smernica definiše, u zavisnosti od nivoa 
detaljnosti ulaznih parametara, različite nivoe preciznosti procene emisije, od 1 do 3, a od 
izbora metoda zavisi nivo preciznosti procenjene emisije [60]. 
’’Nivo 1’’ metoda koristi lako dostupne statističke podatke o intenzitetu procesa i 
podrazumevanih emisionih faktora. Ova metoda je najjednostavnija metoda, ima najviši 
stepen neizvesnosti. 
’’Nivo 2’’ koristi nešto specifičnije emisione faktore dobijene na osnovu poznavanja vrste 
procesa i specifičnim uslovima procesa koji su primenjeni u datoj zemlji čiji se inventar 
emisija priprema. 
’’Nivo 3’’ Procena emisije se vrši na sličan način kao i kod Nivo 2 metode (tj. mera aktivnosti 
x emisioni faktor) ali sa većim razdvajanjem mere aktivnosti i emisionih faktora.  
Pored proračuna emisije, ovim modelom se vrši i projekcija budućih emisija. Predviđanje 
emisija je, kao i procena emisija, funkcija stope aktivnosti u kombinaciji sa emisionim 
faktorima. Ovi parametri se za predviđanje emisije moraju procenjivati ili modelovati 
korišćenjem različitih mogućih kretanja u privredi, ekonomiji, kretanja u tehnologijama, 
čime se projektuju različiti scenariji. EMEP/CORINAIR metodologija definiše tri grupe 
scenarija koje su detaljno opisane u odgovarajućoj literaturi [47,60,66]. 
Kao i kod EDGAR modela i EMEP/CORINAIR model pokazuje određeni nivo nesigurnosti 
podataka emisije. U IPCC smernicama [67] i EMEP/EEA priručniku, dat je detaljan opis 
uzroka i kvantifikacije nesigurnosti u modelima za procenu emisije zasnovanim na 
inventarima emisija. Uzimajući u obzir sve uticaje na nesigurnost u proceni emisija, pokazalo 
se da najveći doprinos u nesigurnosti imaju emisioni faktori, dok nesigurnost u podacima o 




Kao što je već rečeno, podaci o emisijama zasnovani na inventarima su jedna od osnovnih 
komponenti u modelovanju kvaliteta vazduha i veoma je značajno da ti podaci budu što 
pouzdaniji. Međutim, brojna istraživanja su pokazala da ulazni podaci emisija značajno 
doprinose nesigurnosti modela kvaliteta vazduha [69–73]. U skladu sa tim, radi procene 
tačnosti, pouzdanosti i praktične vrednosti modela, podnošenje nacionalnih izveštaja o 
emisijama zagađujućih materija u vazduh, prema napred pomenutim smernicama, 
podrazumeva i obezbeđivanje izveštaja o verifikaciji modela. Poređenje sa drugim 
nezavisnim modelima (ukoliko su dostupni) je jedna od brzih opcija za verifikaciju 
postojećih modela. 
Pored EDGAR i EMEP/CORINAIR modela, postoje i brojni drugi modeli za procenu 
emisija, koji su takođe zasnovani na emisionim faktorima i stopama aktivnosti, tj. 
inventarskom pristupu. Generalno, razlikuju se prema vremenskoj i prostornoj rezoluciji, 
izvorima emisije koje uključuju u procenu, kao i prema zagađujućim materijama čije se 
emisije procenjuju. Pored navedenih, jedan od značajnijih modela kojima se vrši procena i 
predviđanje emisije velikog broja zagađujućih materija u vazduh na globalnom nivou (48 
država Evrope, Azija i Anex I države UNFCCC konvencije), je GAINS model (Greenhouse 
Gas and Air Pollution Interactions and Synergies). Detaljnije informacije o ovom modelu 








3. Veštačke neuronske mreže 
3.1. Biološke i veštačke neuronske mreže 
Jedan od osnovnih elemenata nervnog sistema, koji ima ulogu prenosioca i skladištenja 
informacija je neuron. Pojednostavljeni izgled biološkog neurona je prikazan na Slici 3. 
Osnovne funkcionalne jedinice biološkog neurona su: dendriti, telo ćelije i akson. Dendriti 
imaju funkciju prihvatanja signala, u vidu elektro-hemijskih impulsa, iz drugih neurona, koje 
dalje prosleđuju telu ćelije. Nakon toga se aktivnost neurona nastavlja preko aksona, koji 
prenosi signal na dendrite drugih neurona. Veza između neurona uspostavljena je preko 
sinapsi, koje imaju značajnu ulogu u funkcionisanju celokupnog sistema [75]. Procenjuje se 
da svaki neuron može primiti stimulans od oko 10.000 drugih neurona. Grupa neurona je 
organizovana u podsisteme i integracija ovih podsistema čini mozak. Nervni sistem kod 
čoveka je sastavljen od oko 1011 neurona koji su međusobno povezani [76]. 
 
Slika 3. Biološki neuron 
Dakle, procesiranje  informacija koje koriste biološke neuronske mreže su jedan od načina 
na koji priroda rešava određeni problem, kao što su npr. procena, predviđanje, ili 




Veštačke neuronske mreže (ANN - Artificial Neural Network) predstavljaju matematičke 
modele kojima se na pojednostavljen način "imitira" biološki nervni sistem. Osnovni principi 
koji su preuzeti iz biološkog nervnog sistema su: i. nervni sistem obradu informacija obavlja 
uz pomoć paralelno distribuirane arhitekture sastavljene od jednostavnih funkcionalno 
povezanih procesnih jedinica (neurona). ANN su takođe sastavljene  od više jednostavnih 
procesora (veštačkih neurona) koji su međusobno povezani; ii. nervni sistem je sposoban da 
uči [77]. Drugim rečima, ANN se ne programiraju, već uče, kao i ljudi, na osnovu "iskustva", 
tj. na osnovu predstavljenog izvesnog broja rešenih primera problema koji rešavaju. Osnovni 
delovi veštačkog neurona i njihova veza sa biološkim neuronom prikazani su na Slici 4. U 
ANN sistemima, veštački neuron prima aktivacioni signal od ulaza, koji predstavlja 
informacije iz sredine i svaki ulaz odgovara jednoj promenljivoj. Jedan od ključnih elemenata 
u ANN sistemima su težine veza ili težinski koeficijenti (weights), kojima se izražava 
relativna jačina veze kojom su neuroni povezani. Tokom procesiranja podataka kroz veštački 
neuron, svaki ulaz (xi) se množi težinskim koeficijentom (wi), a zatim sumira da bi se odredio 
nivo aktivacionog signala u neuronu. Izlazni signal (y) nakon sumiranja se posredstvom 
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Slika 4. Šematski prikaz veštačkog neurona 
3.2. Osnovni principi funkcionisanja veštačkih neuronskih mreža 
Na osnovu prethodnih izlaganja se može uočiti da se veštačka neuronska mreža formira 
povezivanjem većeg broja nezavisnih neurona, grupisanih u slojeve,  pri čemu su izlazi jednih 
sinapsama, tj. težinskim koeficijentima povezani sa ulazima drugih neurona. Neuroni u istom 
sloju uglavnom nisu međusobno povezani. Neuroni u ulaznom sloju primaju informacije iz 
spoljašne sredine, dok neuroni u izlaznom sloju generišu rešenje problema za koji se koriste 
ANN.  
Najjednostavnija forma neuronskih mreža je perceptron, koji se sastoji od dva povezana sloja 
neurona (ulazni i izlazni). Međutim, ANN koje se danas koriste za rešavanje problema 
klasifikacije ili predviđanja, se obično sastoje iz jednog ulaznog sloja, jednog ili više 
skrivenih slojeva (hidden layers) i jednog izlaznog sloja [81]. Tipičan primer višeslojne 





Slika 5. Višeslojna neuronska mreža 
Brojna istraživanja su pokazala da primena troslojne neuronske mreže sa jednim skrivenim 
slojem daje veoma zadovoljavajuće rezultate u rešavanju različitog spektra problema, 
uključujući klasifikacuju, predviđanje i aproksimaciju funkcija [82–85]. 
ANN može da se opiše kao paralelni procesor koji ima sposopbnost čuvanja znanja stečenog 
iskustvom i njegovog korišćenja. Funkcionišu po principu "black box" modela, ne 
zahtevajući detaljne informacije o sistemu. Takođe, još jedna prednost ANN je njihova 
sposobnost da rešavaju probleme u sistemima u kojima postoji kompleksna, nelinearna 
povezanost između ulaznih i izlaznih parametara.  
Proces obučavanja, ili treninga je izuzetno značajan segment u razvoju modela zasnovanih 
na ANN. ANN kroz proces obuke, ili treninga, uče iz iskustva, tj. primera prezentovanog u 
obliku numeričkih (ulaza-izlaza) podataka. Proces obučavanja se se zasniva na tome da se 
mreži zadaju ulazni i izlazni podaci, pri čemu mreža teži da dobije odgovarajuću izlaznu 




tokom obuke se kroz algoritam obuke menjaju težinski koeficijenti, dok mreža ne nauči da 
funkcioniše na odgovarajući način. Težine, tj. sinapse su objekat učenja mreža i u njima je 
"skladišteno" naučeno znanje mreže tokom procesa obuke [86].  
Način na koji se, tokom procesa obučavanja mreže, podešavaju težinski koeficijenti zavisi 
od algoritma učenja. Jedna od najčešće korišćenih tehnika za postepeno smanjivanje greške 
je procedura poznata kao gradient descent. Jedan od najpoznatijih i najviše korišćenih 
algoritama za obučavanje mreža, koji je zasnovan na ovoj tehnici (gradient descent), je 
algoritam sa širenjem greške unazad (BP - backpropagation) i njegove varijante [87–89]. 
Detaljne informacije o načinu funkcionisanja i matematičko predstavljanje BP algoritma 
mogu se naći u odgovarajućoj literaturi vezanoj za ANN [90,91], dok će u ovom radu biti 
prikazane samo osnovne karakteristike ovog algoritma.  
BP algoritam se koristi za obučavanje mreža sa kretanjem signala napred. Proces treninga 
mreže počinje sa postavljanjem inicijalnih nasumično odabranih težinskih koeficijenata i 
generalno je organizovan u dve faze. Najpre se u prvoj fazi mreži prezentuju ulazni parametri 
iz trening skupa podataka koji se prostiru kroz mrežu, kroz skriveni i izlazni sloj neurona, 
radi dobijanja izlaza, tj. računaju se odzivi svih neurona. Ova faza predstavlja fazu prostiranja 











                           (7) 
Nakon toga sledi faza modifikacije težinskih koeficijenata po gradijentnom postupku. Ova 
faza počinje od izlaznog sloja, pri čemu se signal greške prostire od izlaza ka ulazu i 
predstavlja fazu prostiranja unazad (backward). Faze prostiranja kroz mrežu koje su opisane, 
se vrše sekvencijalno za sve podatke iz trening skupa i ciklus obrade ovih podataka se naziva 
epoha. Princip izvršenja BP algoritma se može sumirati kroz sledeće korake [92,93]: 
1. definišu se težinski koeficijenti, 




3. ulazni vektor se prostire kroz mrežu radi dobijanja izlaza, 
4. računa se signal greške poređenjem dobijenih i željenih izlaza iz mreže, 
5. signal greške se zatim vraća unazad kroz mrežu, 
6. podešavaju se težinski koeficijenti radi smanjenja ukupne greške, 
7. ponavljaju se koraci 2-7 sa sledećim ulazom, sve dok se ne dobije zadovoljavajuća 
vrednost ukupne greške mreže. 
Pronalaženje kombinacije težinskih koeficijenta radi minimiziranja greške mreže nije 
jednostavan proces. Problemi koji se uočavaju kod BP algoritma, kao i kod drugih algoritama 
koji koriste tehniku gradijentnog spusta, je da je učenje sporo, kao i da nije garantovano 
pronalaženje globalnog minimuma funkcije greške. Problem pronalaženja najmanje greške 
mreže je uslovljen pojavom "robusnosti" površine greške, tj. pojavom lokalnih minimuma 
funkcije greške. U tom smislu je poželjno da algoritam za obuku ne bude zarobljen u nekom 
od lokalnih minimuma, kao konačnim rešenjem, " ne znajući" da postoji globalni minimum 
[94]. Za rešavanje ovih problema, BP algoritam koristi dva optimizaciona parametra:  
 impuls (momentum) i  
 stopa obučavanja (learning rate).  
Impuls definiše uticaj prethodnih na sadašnju promenu vrednosti težinskih koeficijenata (koji 
će biti veoma mali u lokalnom minimumu). Uvođenjem impulsa postignuto je preskakanje 
lokalnih minimuma.  
Stopa obučavanja reguliše brzinu promene težinskih koeficijenata tokom iterativnog gradient 
descent procesa obučavanja. Ukoliko je zadata velika vrednost stope obučavanja, greška 
mreže će se menjati netačno zbog velike promene težinskih koeficijenata. S druge strane, 
ukoliko je zadata previše mala vrednost stope obučavanja, proces obučavanja traje dugo. 
Oba optimizaciona parametra imaju vrednosti između 0 i 1 i nije jednostavno pronaći 
optimalnu kombinaciju vrednosti ovih parametra koja će dati najbolje rezultate [95]. 




U praksi, radi postizanja zadovoljavajućih rezultata mreže, tj. kada je greška mreže dovoljno 
mala i kada daje zadovoljavajuće rezultate na izlazu, broj iteracija na skupu podataka za 
obučavanje je više hiljada. U tom smislu nije lako odrediti koliko dugo će trajati proces 
obučavanja mreže. Malim brojem iteracija dobijamo "lošiju" mrežu, koja nije u stanju da 
"nauči" zakonitosti problema, dok s druge strane, ukoliko je proces obučavanja sproveden 
kroz veliki broj iteracija (predugo obučavanje), to može dovesti do "pretreniranosti" mreže, 
koje se ogleda u tome da mreža ne uči zakonitosti problema, već memoriše podatke iz skupa 
za obučavanje mreže. Proces treninga bi trebalo zaustaviti tek kada se sagledaju mogućnosti 
generalizacije mreže na potpuno novim podacima za testiranje mreže.  
I pored navedenih problema, kako osnovni, tako i unapređene varijante BP algoritma, koje 
koriste različite tehnike optimizacije (heurističke i standardne numeričke), našle su široku 
primenu u praksi [97,98]. 
3.3. Proces  razvoja modela zasnovanih na veštačkim neuronskim mrežama 
Sa  ciljem dobijanja ANN modela koji će na zadovoljavajući (najbolji) način rešavati zadati 
problem, veoma je važno da se pre početka razvoja modela definišu osnovni koraci u razvoju 
modela. Definisanje i podela procesa razvoja na odgovarajuće faze se ne može striktno 
odrediti, ali generalno, protokol razvoja ANN modela se može izvesti oslanjajući se na deset 
iterativnih koraka za razvoj modela iz oblasti zaštite životne sredine, predloženih od strane 
Jakeman-a i saradnika [99], koji obuhvataju celokupni naučni proces, uključujući 
formulisanje hipoteza, prikupljanje i opservaciju podataka, itd. Proces razvoja ANN modela 












3.3.1. Odabir ulaznih promenljivih za razvoj modela 
Prvi korak u razvoju ANN modela je definisanje problema koji se rešava ovim pristupom,  
kroz odabir izlaznih veličina neuronske mreže. S druge strane, definisanje potencijalnih 
ulaznih promenljivih predstavlja veoma značajan segment, jer zahteva detaljno poznavanje 
problematike za koju se model razvija. Izborom potencijalnih ulaznih promenljivih, na 
osnovu dostupnih podataka, potrebno je da se mreži prezentuju sve one promenljive koje 
imaju uticaja na problem koji se rešava, budući da mreža uči zakonitosti između ulaza i 
izlaza, koje zatim koristi za generisanje rešenja. 
U sledećoj fazi razvoja modela, pristupa se pripremi podataka na osnovu definisanih 
potencijalnih ulaznih i izlaznih promenljivih. Priprema podataka podrazumeva prikupljanje 
i procesiranje podataka,  pri čemu je veoma značajno da broj skupova podataka (ulaznih i 
izlaznih promenljivih) za obučavanje mreže bude dovoljan da "pokrije" primerima ceo 
domen razmatranog problema. Jedno od često korišćenih empirijskih pravila je da broj 
skupova podataka za obučavanje neuronske mreže mora biti bar deset puta veći od broja 
ulaznih promenljivih [94]. 
Faza odabira ulaznih promenljivih podrazumeva selekciju odgovarajućih ulaznih 
promenljivih, od prvobitno izabranih, primenom različitih tehnika. Selekcija je veoma 
značajan deo u procesu razvoja ANN modela, jer performanse samog modela uglavnom 
zavise od prezentovanih podataka [100]. Naime, ukoliko se isključe jedna ili više ulaznih 
promenljivih iz polaznog skupa, to za posledicu može imati nemogućnost modela da nauči 
zakonitosti i "ulaz-izlaz" veze. S druge strane, ukoliko su u proces razvoja modela uključene 
irelevantane, ili suvišne ulazne promenljive, to doprinosi smanjenju performansi modela, 
pojavi šuma u podacima, povećanju kompleksnosti modela, povećava se verovatnoća 
pretreniranosti mreže, itd. [101].  
Selecija ulaznih promenljivih (IVS - Input Variable Selection) se može definisati kao proces 
pronalaženja "odgovarajućeg" podskupa S značajnih varijabli iz izvornog skupa C 





 Poboljšanje predikcionih performansi prediktora (ulaznih promenljivih), 
 Smanjenje dimenzionalnosti podataka, 
 Brže i ekonomičnije modelovanje, 
 Povećanje razumljivosti dobijenih podataka. 
Za razvoj ANN modela IVS se zasniva na odabiru "značajnih" i "nezavisnih" promenljivih. 
Postoje brojne tehnike koje se koriste radi utvrđivanja značajnosti veze između potencijalnih 
ulaza i izlaza (Slika 7.). Ove tehnike se generalno mogu podeliti na: 
 filter metode, koje nisu zasnovane na modelu (model free),  
 metode zasnovane na modelu (model-based), u koje spadaju metode "omotača" 
(wrappers), tj. metode prethodnog učenja i ugrađene metode (embedded). 
Filter metode ocenjuju značajnost ulaza nezavisno od modela, dok metode zasnovane na 
modelu zahtevaju procenu značajnosti ulaza na osnovu performansi modela kreiranih sa 
datim ulazima.  
U zavisnosti od problema koji se rešava, neretko prilikom izbora potencijalnih ulaza dolazi 
do pojave multikolinearnosti. U tom smislu je, za razvoj ANN modela, značajno imati 
nekorelisane ulazne promenljive, jer korelisani podaci unose pometnju u neuronskim 
mrežama tokom procesa obuke [104]. IVS tehnike za odabir "nezavisnih" ulaznih 
promenljivih se mogu podeliti na dve kategorije (Slika 7.) [105]: 
 metode redukcije dimenzija i 







Slika 7. IVS tehnike za odabir ulaznih promenljivih 
Metoda redukcije dimenzija se može postići primenom analize glavnih komponenti (PCA - 
Principal Component Analysis), ili tehnikom klasterovanja ulaznih varijabli, kojom se bira 
reprezentativni ulaz iz svakog klastera koji će se dalje razmatrati [106,107]. Drugi pristup 
za odabir "nezavisnih" ulaza je tehnika filtriranja. Najistaknutiji primer ove tehnike je 
postepen (stepwise) proces izgradnje modela, gde se na osnovu skupa statističkih kriterijuma 
postepeno biraju ulazne promenljive koje imaju najveći uticaj. Primeri ove tehnike za izbor 




parcijalne zajedničke informacije (PMI - Partial Mutual Information) [108]. Treba 
napomenuti da ova podela IVS metoda nije striktno definisana, jer se mnoge metode koje se 
koriste za odabir "nezavisnih", takođe mogu koristiti i za odabir "značajnih" promenljivih, 
poput korelacione analize, PMI metoda i novijeg rekurzivnog algoritma za odabir ulaznih 
promenljivih (RVS - Recursive Variable Selection) [109].    
Detaljnije informacije o tehnikama za odabir relevantnih ulaznih promenljivih koje su 
primenjene u ovom radu biće prikazane u poglavlju 4.3. 
3.3.2. Odabir arhitekture mreže  
Sledeća faza u razvoju ANN modela je izbor odgovarajuće arhitekture mreže. Arhitektura 
mreže određuje celokupnu strukturu i protok informacija kod ANN modela, tako da ima 
značajnu ulogu u funkcionisanju veze između ulaznih i izlaznih promenljivih. Postoje brojne 
arhitekture mreža koje se mogu koristiti radi rešavanja različitih problema, neke od njih, 
podeljene u odnosu na tok signala, su prikazane na Slici 8. [85,110].  
Mreže sa kretanjem signala napred (feed-forward) – kod ovih mreža signal se prenosi od 
ulaznog, preko različitog broja skrivenih do izlaznog sloja u jednom pravcu. Tipičan primer 
feed-forward arhitekture je MLP. Sposobnost MLP da koristi različite aktivacione funkcije 
u različitim slojevima neurona, omogućuje MLP da "hvata" kompleksne i ne-linearne veze 
unutar sistema. Iako danas postoje različite arhitekture neuronskih mreža, proteklih godina, 
u većini aplikacija neuronskih mreža MLP je primenjen za rešavanje problema [111].  
Rekurentne mreže (feed-back) – kod ovih mreža signal se ne prenosi samo napred od ulaznog 
ka izlaznom sloju, već se može kretati i unazad od izlaznog sloja do ulaznog i/ili skrivenog 
sloja kroz povratne spege [112]. U poslednjih nekoliko godina rekurentne mreže sve više 





Slika 8. Arhitekture neuronskih mreža 
3.3.3. Obučavanje i validacija neuronskih mreža 
Nakon odabira odgovarajuće arhitekture, sledeća faza u razvoju ANN modela je obučavanje 
neuronske mreže. Kao što se može videti na Slici 6., procesu obučavanja prethodi 
podešavanje parametara mreže. Određivanje parametara mreže uključuje određivanje 
parametara arhitekture, kao što je broj neurona u skrivenom sloju  i način na koji su oni 
povezani (npr. broj neurona u slojevima, broj slojeva), način na koji oni procesiraju signale 
(npr. vrsta aktivacione funkcije ) i definisanje parametara obučavanja. Proces obučavanja 
neuronske mreže je opisan u poglavlju 3.2. 
Deo procesa razvoja ANN modela je deljenje prvobitnog seta podataka na trening podatke, 
podatke za testiranje i podatke za validaciju mreže. Trening set predstavlja grupu podataka 
koji se koriste za obučavanje mreže. Podaci za testiranje, koji se izdvajaju iz trening skupa, 




modelovanja, ažuriranja najboljih težina i sprečavanja pretreniranosti mreže (oko 15% 
podataka trening seta). Podaci za validaciju predstavljaju potpuno nove podatke koji nisu 
prezentovani mreži u procesu obučavanja, radi procene generalizacije razvijenog modela 
[114]. 
Fazom validacije modela proveravaju se njegove mogućnosti za rešavanje određenog 
problema u realnim uslovima, poređenjem rezultata koje daje kreirani ANN model i stvarnih 
rezultata. Ukoliko rezultati razvijenog modela nisu zadovoljavajući, pristupa se ponovnoj 
analizi procesa razvoja. U tom slučaju, vrši se redizajniranje mreže koje se može sprovesti 
na neki od sledećih načina [113]: 
 definisanjem novih ulaznih promenljivih; 
 promenom arhitekture mreže; 
 promenom strukture mreže (povećanje broja slojeva i neurona u skrivenom sloju); 
 promenom parametara obučavanja mreže; 
 promenom načina odabira podataka za testiranje mreže u procesu obučavanja; 
 promenom veličine mreže (ukoliko je proces obučavanja previše dug, preporučuje se 
raščlanjivanje problema na nekoliko manjih problema, za koje će se razviti zasebne 
neuronske mreže). 
3.4. Primena neuronskih mreža za modelovanje emisija zagađujućih materija 
Sposobnost ANN da nauče i "proniknu" u često kompleksne i nepoznate veze među 
podacima, uslovila je njihovu široku primenu na različitim poljima. ANN se koriste za 
predviđanje, aproksimaciju, klasifikaciju, obradu podataka, predviđanje kretanja na tržištu, 
simulacije iz oblasti zaštiti životne sredine, itd.  
Primena ANN modela za predviđanja u oblasti zaštite životne sredine počela je početkom 
devedesetih godina prošlog veka i poslednjih godina je njihova primena značajno porasla. 
Pregledom dostupne literature, može se zaključiti da su ANN veoma korisne za razne 




Primena neuronskih mreža za simulaciju pojava i predviđanje u oblasti vazduha i klimatskih 
promena, počela je sa modelovanjem koncentracija različitih zagađujućih materija u vazduh 
[119–121]. Da su ANN modeli uspešni u predviđanju, pokazuju i novija istraživanja, u 
kojima je takođe, pokazana prednost ovih modela u odnosu na klasične regresione modele 
[87,122–127]. 
Od naročitog značaja za problem koji se analizira u ovom radu su rezultati istraživanja u 
kojima su modelovane emisije zagađujućih materija u vazduh. Postojeći literaturni podaci 
pokazuju da su ANN korišćene, uglavnom, za predikciju emisije različitih zagađujućih 
materija iz različitih izvora emisije [128–133], dok je broj istraživanja u kojima je 


















4. Materijali i metode 
4.1. Prikupljanje ulaznih i izlaznih podataka 
Da bi razvijeni ANN model dao zadovoljavajuće rezultate, neophodno je u proces razvoja 
modela uključiti sve relevantne ulazne promenljive. To podrazumeva detaljan i sistematičan 
pristup u pronalaženju veza između emisije određenih zagađujućih materija u vazduh i 
nezavisnih promenljivih. Budući da je kroz brojna istraživanja dokazano da ekonomski i 
industrijski razvoj kao posledicu ima povećanu emisiju polutanata u vazduh, u okviru ove 
teze su za razvoj ANN modela, upravo, posmatrane međusobne zavisnosti indikatora 
održivog razvoja, ekonomski i industrijski indikatori i emisija gasovitih zagađujućih 
materija. 
U okviru ovog rada vršeno je modelovanje emisije gasovitih zagađujućih materija na 
nacionalnom nivou i to: amonijaka, nemetanskih organskih isparljivih materija, azotnih 
oksida, metana i gasova stalene bašte. Potencijalne ulazne promenljive za razvoj modela 
određene su i na osnovu literaturnih podataka o uticaju pojedinih sektora izvora emisije na 
emisiju određenog polutanta.  
S obzirom na to da su u modelovanju emisija uključene različite države (države EU, Kina, 
SAD, Rusija, Japan i Indija), radi prikupljanja podataka pretraživane su brojne međunarodne 
statističke baze podataka koje prate, kako indikatore koji se odnose na zagađenje vazduha, 
tako i indikatore koji se odnose na ekonomski, industrijski i poljoprivredni stepen razvoja. 
Neke od međunarodnih baza podataka čiji su podaci korišćeni u okviru ove teze su: Eurostat, 
Evropska agencija za zaštitu životne sredine (EEA),  baza podataka emisije za globalna 
atmosferska istraživanja (EDGAR), Svetska banka, nacionalni poljoprivredni statistički 
servis Sjedinjenih Država (USDA - U.S.Department of Agriculture ), nacionalni statistički 




Administration ), agencija za zaštitu životne sredine Sjedinjenih Država (EPA - United States 
Environmental Protection Agency), nacionalni zavod za statistiku Kine i dr. 
4.2. Arhitekture mreža primenjene za razvoj modela 
4.2.1. Višeslojni perceptron (MLP) 
MLP mreže su, kao što je već rečeno, neuronske mreže sa kretanjem signala napred i po tipu 
obučavanja spadaju u mreže sa nadgledanim obučavanjem (supervized learning) i sposobne 
su da rešavaju složene probleme. Tipičan MLP se sastoji iz: jednog ulaznog sloja, skrivenog 
(jedan ili više) sloja i izlaznog sloja neurona [136]. I pored toga što nije striktno ograničen 
broj skrivenih slojeva neurona, u praksi se uglavnom koriste MLP mreže sa jednim ili dva 
skrivena sloja neurona. Topologija MLP mreže korišćene u ovom radu je standardna troslojna 
MLP mreža, ili neuronska mreža sa propagacijom greške unazad (BPNN - Backpropagation 
Neural Network), koju čini ulazni, skriveni i izlazni sloj neurona. Prilikom razvoja MLP 
modela, broj neurona u ulaznom i izlaznom sloju je jednak broju ulaznih i izlaznih 
promenljivih, dok se optimalan broj neurona u skrivenom sloju najčešće određuje po principu 
"probe i greške" [137].  
Za postizanje dobrih performansi MLP modela, ključni parametri koji se moraju odrediti 
tokom razvoja modela su broj neurona i težinski koeficijenti u skrivenom sloju. Pored toga, 
u skrivenom sloju ulazi se sumiraju i procesiraju posredstvom aktivacione funkcije, koja 
takođe predstavlja jedan od parametra koji utiče na rezultate MLP modela. Postoje različite 
vrste aktivacionih funkcija, neke od njih koje se koriste su: logistička, linearna, sinusna, 
Gausova. Izbor optimalnog skupa težinskih koeficijenata, broja skrivenih neurona i 
aktivacione funkcije tokom procesa obučavanja, pokazao je da MLP može aproksimirati bilo 
koju merljivu funkciju između ulaznih i izlaznih vektora [82,83].  
Za obučavanje MLP mogu se koristiti različiti algoritmi i kod većine njih je proces učenja 
zasnovan na iterativnom postupku, međutim BP algoritam i unapređeni algoritmi proistekli 
iz standardnog BP algoritma su najčešće primenjivani [87]. Varijante BP algoritma koje se 




tehnikama optimizacije [98]. Kod ovih algoritama traženje minimuma greške je bazirano na 
gradijentnom pristupu nelinearne optimizacije i tu spadaju: 
i. Pristup sa opadajućim gradijentom stope obučavanja (learning rate gradient descent) 
– težinski koeficijenti (w) se postepeno ažuriraju u zavisnosti od promena stope 
obučavanja i gradijenta greške. Brzina konvergencije ove varijante BP je znatno veća 
u odnosu na standardni BP algoritam i omogućena je promena stope obučavanja 
tokom procesa obuke mreže [138]: 
1k k k kw w g                 (8) 
gde je 
kw  vektor trenutnih težinskih koeficijenata, k  je stopa obučavanja (learning rate) 
i 
kg  je trenutni gradijent greške.  
ii. Pristup sa konjugovanim gradijentom – za razliku od standardnog BP algoritma kod 
koga se težinski koeficijenti podešavaju u smeru negativnog gradijenta (smer 
najbržeg spusta), kod algoritama sa konjugovanim gradijentom, minimum greške se 
traži u suprotnom smeru, u odnosu na prvi prikazani algoritam, čime se povećava 
brzina konvergencije u odnosu na osnovni BP algoritam [97]: 
1k k k kw w y          (9) 
gde je 
ky  konjugovani gradijent greške čija se vrednost dobija na osnovu vrednosti 
prethodnog gradijenta greške : 
1k k k ky g y      (10) 
U zavisnosti od načina na koji se određuje vrednost konstante
k  (momentum) postoje 
više varijante ovog algoritma: Fletcher - Reeves, Polak - Ribiere i Powell - Beale 




iii. Njutnov pristup optimizacije – za razliku od prva dva, Njutnov pristup optimizacije 
je znatno brži. Kod ovog algoritma težinski koeficijenti se računaju prema sledećoj 
jednačini:  
1k k k kw w A g             (11) 
gde 
kA  predstavlja  Hessian matricu drugog izvoda funkcije greške za trenutne vrednosti 
težinskih koeficijenta [97,98]. Proračun Hessian matrice je složen proces i može se vršiti 
Quasi-Newton, ili Levenberg-Marquardt metodama [140,141].  
U okviru Neuroshell 2 softvera, koji je u ovom radu korišćen za razvoj ANN modela, 
implementirane su tri varijante BP algoritma za obučavanje MLP mreže [142]: 
1. Vanilla algoritam koji pripada BP algoritmu sa opadajućim gradijentom stope 
obučavanja kod koga se za ažuriranje težinskih koeficijenata koristi samo stopa 
obučavanja, ali ne i momentum (impuls);  
2. Momentum algoritam koji pripada BP algoritmu sa konjugovanim gradijentom kod 
koga se za ažuriranje težinskih koeficijenata koristi ne samo stopa obučavanja već i 
momentum (impuls);  
3. TurboProp algoritam predstavlja način obuke koji radi mnogo brže u "paket" režimu 
nego ostali BP algoritmi i ima prednosti u odnosu na prethodna dva algoritma, jer 
nije osetljiv na parametre, stopu obučavanja i impuls. 
4.2.2. Generalne regresione neuronske mreže (GRNN) 
GRNN su razvijene početkom devedesetih godina prošlog veka, sa ciljem rešavanja 
problema aproksimacije nelinearnih funkcija [143,144]. GRNN koristi funkciju raspodele 
verovatnoće (probability distribution function) za predviđanje diskretnih vrednosti 
verovatnoća određenog događaja [96]. Neuronska mreža sa opštom regresijom (GRNN), 
srodna mrežama sa radijalnom osnovom (RBF), zasnovana je na standardnoj statističkoj 
tehnici nazvanoj Gaussian karnel regression [145], kojom se može proceniti povezanost u 
bilo kom uzorku podataka, kao i proceniti mogućnost konvergencije ka optimalnoj 




merenja koliko je daleko dati skup podataka koje mreža obrađuje u odnosu na trening set 
podataka u N-dimenzionalnom prostoru, pri čemu je N broj ulaza [86]. U okviru Neuroshell 
2 softvera se za izračunavanje rastojanja u N- dimenzionalnom prostoru mogu koristiti 
Vanilla i City block algoritami. U ovom radu je korišćen Vanilla algoritam koji rastojanja 
između podataka koje mreža obrađuje i skupa za obučavanje računa kao u Euklidovom 







                  (12) 
gde je: r - ukupno rastojanje, xi – rastojanje po jednoj koordinati i N – broj dimenzija.  
Kao i MLP, GRNN spada u neuronske mreže sa kretanjem signala napred i koja po tipu 
obučavanja spada u nadgledane mreže. Prednost GRNN u odnosu na MLP se ogleda u 
njihovoj jednostavnosti, ne zahtevaju iterativnu proceduru obuke radi postizanja željenog 
rešenja,  brzom obučavanju i sposobnosti da daju dobro predviđanje sa znatno manje ulaznih 
podataka [126,146]. GRNN je naime, "one-pass" mreža sa jednom iteracijom tokom procesa 
obuke i sastoji se od četiri sloja neurona, pri čemu svaki sloj ima različitu ulogu: ulazni, 
skriveni (obrazac), sumarni i izlazni sloj. Broj neurona u svakom GRNN sloju je određen 
brojem ulaznih/izlaznih promenljivih i brojem serija podataka u skupu za obučavanje: 
 Ulazni sloj - svaki neuron u ovom sloju predstavlja jednu ulaznu promenljivu, 
 Skriveni sloj (obrazac) – broj neurona u ovom sloju je ekvivalentan broju serija 
podataka iz skupa za obučavanje. Ulazne vrednosti primljene iz ulaznog sloja su 
nelinearno transformisane u ovom sloju i neuroni ovog sloja mogu da memorišu vezu 
između ulaznih neurona i odgovarajućeg odziva skrivenog sloja [147], 
 Sumarni sloj – broj neurona u ovom sloju je ekvivalentan broju izlaznih neurona plus 
jedan, 
 Izlazni sloj – broj neurona u ovom sloju je jednak broju izlaznih promenljivih. 
Za razliku od MLP kod kojih se proces obuke mreža podešava parametrima stope obučavanja 
i impulsom, kod GRNN mreže se za podešavanje koristi parametar faktor ujednačavanja 




definiše predikcione sposobnosti GRNN i može se predstaviti kao širina Gausove krive za 
svaku funkciju raspodele verovatnoće određene tokom procesa obuke [148]. Određivanje 
optimalne vrednosti faktora ujednačavanja se može vršiti: metodom "probe i greške" dok se 
ne dobije vrednost koja daje najbolje rezultate, ili primenom jednog od NetPerfect algoritma, 
iterativnog ili genetskog algoritma. U ovom radu je za određivanje optimalne vrednosti 
faktora ujednačavanja korišćen genetski algoritam. 
4.2.3. Rekurentne neuronske mreže (RNN) 
RNN spadaju u mreže kod kojih se signal može prostirati u oba smera, tj. za razliku od 
standardnih (feedforward) kod kojih je svaki sloj neurona povezan samo sa slojem koji mu 
neposredno prethodi, kod rekurentnih mreža se uspostavljaju povratne veze među slojevima 
[149,150]. RNN se takođe, kao i MLP, nadgledano obučavaju BP algoritmom. Razlika u 
strukturi, u odnosu na standardnu troslojnu mrežu, je postojanje dodatnog sloja kojim se 
ostvaruje povratna veza . Ovaj dodatni skriveni sloj se naziva još i "dugoročnom" memorijom 
mreže, jer se u njemu memoriše izlaz mreže iz prethodne iteracije [51].  
U okviru rekurentnih mreža, postoje više različitih topologija. U ovom radu je korišćena 
Džordan-Elman rekurentna mreža, kod koje je povratna veza uspostavljena u okviru 
skrivenog sloja. Kod navedenog tipa RNN se karakteristike uočene kod određenih ulaznih 
podataka paralelno obrađuju sa karakteristikama podataka koji im prethode, što doprinosi 
preciznosti ove mreže [86]. Broj neurona u ulaznom sloju je jednak broju ulaznih 
promenljivih, broj neurona u izlaznom sloju je jednak broju izlaznih promenljivih, dok se 








           (13) 
gde su: Bu – broj ulaznih promenljivih, Bi – broj izlaznih promenljivih i Btr – broj serija 
podataka u setu podataka za obučavanje. Ostali parametri za obučavanje RNN mreža su isti 




4.3. Odabrane metode primenjene za selekciju ulaznih promenljivih 
4.3.1. Analiza glavnih komponenti (PCA) 
Analiza glavnih komponenti predstavlja jednu od najjednostavnijih multivarijantnih metoda, 
koja je našla široku primenu u oblasti zaštite životne sredine. Osnovni cilj PCA je redukcija 
broja prediktivnih promenljivih i njihova transformacija u nove nekorelisane promenljive, 
koje se nazivaju glavne komponente (PC - Principal Components) [116,151,152]. Nove 
promenljive, dobijene primenom PCA predstavljaju nezavisne linearne kombinacije 
originalnih podataka, uz zadržavanje maksimalno moguće varijanse originalnih promenljivih 
i minimalan gubitak informacija [153,154]. Korelisani ulazni podaci se za PCA prezentuju u 
vidu matrice podataka u kojoj se red odnosi na objekat (n-objekata), dok se kolona odnosi na 
određenu promenljivu (p-promenljivih), da bi se dobile p linearnih kombinacija originalnih 
promenljivih u vidu glavnih komponenti: 
1 11 1 12 2 1... p pPC w O w O w O               (14) 
2 21 1 22 2 2... p pPC w O w O w O              (15) 
                                            . . . . . .  
1 1 2 2 ...p p p pp pPC w O w O w O             (16) 
gde su: PC1, PC2…, PCp, p glavnih komponenata, w11, w21…, wpp su koeficijenti tj. konstante 
koje čine linearne koeficijente određene originalne promenljive (O1, O2…, Op) za određenu 
glavnu komponentu. Konstante su procenjene tako da prva glavna komponenta PC1 
objašnjava maksimum varijanse iz podataka, druga glavna komponenta PC2 objašnjava 
maksimum varijanse koja je ostala neobjašnjena prvom komponentom, itd. Deo te varijanse 
koja je objašnjena jednom glavnom komponentom naziva se svojstvena vrednost i njena 
vrednost je najveća u prvoj glavnoj komponenti, dok je u svakoj narednoj glavnoj 
komponenti njena vrednost manja. Tokom PCA cilj je da se iteracijskim postupkom izdvoji 




broj originalnih promenljivih. Naime, tokom PCA pretpostavlja se da će većina novih glavnih 
komponenti predstavljati "šum" i imati zanemarljivo malu varijansu u odnosu na varijansu 
koja je sadržana u prvih nekoliko glavnih komponenti, čime se iz velikog broja originalnih 
promenljivih kreira nekoliko glavnih komponenti u kojima je sadržan veći deo informacija 
[155]. Da bi rezultati primene analize glavnih komponenti bili što bolji, poželjno je da 
originalne promenljive koje su uključene u analizu budu visoko pozitivno ili negativno 
korelisane.  
Da bi sam proces PCA bio što efikasniji, predlažu se tri osnovna koraka [156]: 
i. Ocena prikladnosti podataka za analizu glavnih komponenata; 
ii. Izdvajanje glavnih komponenti; 
iii. Rotacija vektora. 
Ocena prikladnosti podataka za PCA uključuje razmatranje dva pitanja, a to je veličina 
uzorka i jačina korelacije između originalnih promenljivih. Kada je reč o veličini uzorka za 
PCA, preporuke autora su različite, međutim većina se slaže da veći uzorak podataka daje 
bolje rezultate [157,158]. Drugo pitanje, koje treba razmotriti pre primene PCA, jeste jačina 
korelacije između originalnih promenljivih. Preporučuje se da je primena PCA prikladna 
ukoliko se u matrici korelacija nalazi veći broj koeficijenata korelacije čija je vrednost veća 
od 0.3 [159]. Za ocenu opravdanosti primene PCA, u literaturi najčešće se koriste dva testa: 
Bartletov test sferičnosti (Bartlett’s Sphericity test) [160] i Kajzer-Majer-Olkinov (KMO - 
Kaiser-Meyer-Olkin) pokazatelj pogodnosti uzorka [161]. Bartletov test sferičnosti se može 
predstaviti jednačinom [162]: 
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         (17) 
gde p - predstavlja broj glavnih komponenti, j  - predstavlja svojstenu vrednost k glavne 













                             (18) 
Nulta hipoteza ovog testa pretpostavlja da su sve dobijene promenljive međusobno 
nekorelisane i ukoliko je Bartletov test sferičnosti značajan (p<0.005), polazna hipoteza se 
prihvata i primena PCA je opravdana [163].  
Kajzer-Majer-Olkinov pokazatelj pogodnosti uzorka za primenu PCA je statistički parameter 
koji sumarno pokazuje koliko je mala parcijalna korelacija u odnosu na originalne (nultog 
reda) korelacije. Parcijalne korelacije za svaki par promenljivih u PCA se zasnivaju na 
povezanosti tih promenljivih, nakon što se isključe uticaji ostalih promenljivih u analizi. 
Ukoliko dve promenljive dele zajedničku glavnu komponentu sa ostalim promenljivima, 
njihova parcijalna korelacija će biti mala, ukazujući na to da dele zajedničku varijansu. 
Ukoliko parcijalna korelacija ima vrednosti približne 0, onda će vrednost KMO parametra 
biti bliska 1 i obrnuto. Kao što se može videti, KMO parametar može imati vrednosti između 
0 i 1. Da bi PCA bila opravdana, u literaturi se preporučuje vrednost KMO testa iznad 0.6 
[157]. 
Sledeći korak u realizaciji PCA je izdvajanje glavnih komponenti, koja predstavlja 
određivanje najmanjeg broja glavnih komponenti koje dobro predstavljaju međusobne veze 
u originalnom skupu promenljivih. To znači da se sa minimalnim brojem glavnih komponenti 
objasni što veći deo varijanse originalnog skupa promenljivih. Postoje različiti pristupi u 
određivanju broja glavnih komponenti: 
 Istraživački pristup – podrazumeva da se proba sa različitim brojem glavnih 
komponenti dok se ne dobiju zadovoljavajući rezultati; 
 Kajzerova tehnika ili kriterijum svojstvenih vrednosti – svojstvena vrednost 
komponente je ukupna varijansa svih promenljivih objašnjena tom komponentom. 
Prema ovoj tehnici se za dalji rad koriste samo one glavne komponente čije su 
svojstvene vrednosti veće od 1. Nedostatak ove tehnike je u tome što u nekim 




 Tehnika dijagram prevoja (scree test) – broj glavnih komponenti se može odrediti i  
Katelovim kriterijumom, odnosno kriterijumom dijagrama prevoja [164]. Kod ovog 
pristupa se na osnovu dijagrama "svojstvene vrednosti/glavne komponente", nalazi 
tačka u kojoj se oblik krive menja i ona prelazi u horizontalu (Slika 9.). Prema Katelu, 
trebaju se zadržati one glavne komponente koje se nalaze iznad prevoja tog 
dijagrama, jer te glavne komponente najviše doprinose objašnjavanju varijanse u 
datom skupu podataka; 
 Paralelna analiza – sve popularnija tehnika za izdvajanje glavnih komponenti. 
Paralelna analiza predstavlja upoređivanje iznosa svojstvenih vrednosti sa iznosima 
dobijenim na jednako velikom skupu slučajno generisanih podataka. Pri tome se 
zadržavaju samo one glavne komponente čije su svojstvene vrednosti veće od 
odgovarajućih vrednosti dobijenih na nasumično generisanim podacima [165,166].  
 




Na kraju analaze glavnih komponenti, nakon što je određen boj glavnih komponenti, sledeći 
korak bi bio "rotacija" komponenti. Rotacija se vrši radi lakšeg tumačenja glavnih 
komponenti. Naime, glavne komponente su često definisane tako da se jedna originalna 
promenljiva javlja u više glavnih komponenti. Rotacijom komponenti se struktura faktorskih 
težina (factor loadings), tj. koeficijenta korelacije između promenljivih i glavnih komponenti 
predstavlja na taj način da bi se dobila "jednostavna struktura". To bi značilo da svaka 
promenljiva jako korelira sa samo jednom glavnom komponentom, odnosno da samo toj 
glavnoj komponenti daje veliku težinu, a svaka komponenta bi bila definisana sa više sa njom 
jako koreliranih promenljivih, odnosno da svakoj glavnoj komponenti više promenljivih da 
veliku težinu [167]. U praksi transformacija glavnih komponenti može biti ortogonalna 
(nekolerilane komponente) ili kosa (korelirane komponente). U te dve kategorije rotacija 
spada više različitih tehnika među kojima su najpoznatije: ortogonalna - Varimax (koja 
pokušava da smanji broj promenljivih sa visokim apsolutnim vrednostima faktorskih težina) 
i kosa - Direct Oblimin rotacija koja se najčešće upotrebljava. I jedan i drugi pristup često 
daju slična rešenja. Detaljnije informacije o navedenim vrstama rotacije se mogu naći u 
literaturi [157].  
Za realizaciju analize glavnih komponenti, u ovom radu je korišćen SPSS 19 softver [168]. 
4.3.2. Korelaciona i Faktor povećanja varijanse (VIF) analiza 
Korelaciona analiza spada u statističke metode na osnovu kojih se može, merenjem jačine 
veze između dve promenljive, odrediti kako značajnost, tako i nezavisnost date promenljive. 
Dakle, korelaciona analiza opisuje smer i jačinu linearne veze dve promenljive. Za merenje 
jačine veze najčešće se koriste koeficijent Pirsonove korelacije i koeficijent Spirmanove 
korelacije ranga. Koeficijent Pirsonove korelacije se izraračunava prema formuli: 
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gde su: x i y vrednosti promenljivih čija se veza ispituje, nx  i ny  su srednje vrednosti. 
Koeficijent Pirsonove korelacije može imati vrednosti koje se kreću u opsegu od -1 do +1. 
Predznak ispred koeficijenta pokazuje da li je korelacija između promenljivih pozitivna (i 
jedna i druga promenljiva zajedno rastu ili opadaju), ili je korelacija negativna (kada jedna 
promenljiva raste tada druga opada i obrnuto). Apsolutna vrednost koeficijenta Pirsonove 
korelacije ukazuje na jačinu veze između datih promenljivih. U literaturi se mogu naći 
različita tumačenja jačine veze između dve promenljive [169,170]: 
 Ukoliko r ima vrednosti od 0.1 do 0.29 korelcija je mala, 
 Ukoliko r ima vrednosti od 0.3 do 0.49 korelacija je srednja, 
 Ukoliko r ima vrednosti od 0.50 do 1.0 korelacija je velika. 
Koeficijent Spirmanove korelacije rangova predstavlja neparametrijski ekvivalent 
Pirsonovom koeficijentu korelacije, jer ne pretpostavlja normalnu raspodelu promenljivih 
čija se veza ispituje. Kod ovog koeficijenta korelacije se vrednosti ne određuju na osnovu 
numeričkih vrednosti datih promenljivih, već se vrednost određuje na osnovu njihovih 
















                                 (20) 
gde su: d razlika između rangova x i y (d = xi-yi) i n veličina uzorka (broj rangova 
promenljivih x i y). Koeficijent Spirmanove korelacije takođe može imati vrednosti od -1 do 
+1. Veza između promenljivih je jača, pa je samim tim i vrednost Spirmanovog koeficijenta 
veća, ukoliko je razlika između rangova promenljivih koje se posmatraju manja [171]. 
Spirmanov koeficijent je pogodan za podatke koji su dati u ordinalnoj skali (ako se podaci 
rangiraju po veličini) i koristi se u slučajevima kada podaci ne zadovoljavaju kriterijume koji 




Statistička značajnost između Pirsonovog i Spirmanovog koeficijenta je znatno veća kod 
Pirsonovog koeficijenta korelacije i on se najčešće u literturi koristi za procenu veze među 
promenljivama.  
Variance Inflation Factor (VIF), ili faktor povećanja varijanse predstavlja jednu od 
statističkih tehnika koja se može primeniti za odabir nezavisnih ulaznih promenljivih pri 
razvoju modela zasnovanog na neuronskim mrežama. Naime, VIF analiza je pored 
korelacione analize, jedan od najčešće korišćenih statističkih pokazatelja za procenu stepena 
multikolinearnosti u podacima. VIF pokazuje koliki je deo stvarne varijanse određene 
nezavisne promenljive određen varijansama drugih nezavisnih promenljivih, tj. predstavlja 
odnos stvarne varijanse određene promenljive i varijanse koju bi  ta promenljiva imala kada 
bi bila u potpunosti nezavisna u odnosu na ostale promenljive [172]. Vrednost VIF određene 
promenljive (prediktora) xj se računa na osnovu linearne zavisnosti između prediktora xj i 
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gde Rj
2
 predstavlja koeficijent determinacije višestruke regresije.  
Što je veća vrednost VIF to je veća multikolinearnost među datim promenljivama [175]. To 
bi značilo da se iz modela trebaju ukloniti sve one ulazne promenljive koje imaju visoku 
vrednost VIF. Međutim, ne postoji jasno definisana kritična vrednost VIF koja bi se smatrala 
"velikom" [174], tako da se u literaturi sreću vrednosti za VIF iznad 10, kao i one oko 4 koje 
su smatrane značajnim u pogledu postojanja multikolinearnosti [172]. 
Ako uporedimo ove dve metode, može se uočiti da VIF metoda ima blagu prednost u odnosu 
na korelacionu analizu. Razlog je taj što je korelaciona analiza ograničena time što može 





4.4. Regresioni modeli za komparaciju rezultata ANN modela 
Radi komparacije rezultata razvijenih ANN modela za predviđanje emisije, u ovom radu će 
se koristiti konvencionalni linearni regresioni modeli, koji se u oblasti istraživanja vezanih 
za atmosferu najčešće koriste za predviđanje.  
Višestruka linearna regresija (MLP - Multiple Linear Regression) je skup statističkih tehnika 
pomoću kojih se može istražiti međusobna zavisnost jedne zavisne promenljive i više 
nezavisnih promenljivih. Drugim rečima, MLR pokazuje koliko efikasno određeni skup 
nezavisnih promenljivih predviđa određeni ishod. Predstavlja jednu od najčešće korišćenih 
metoda za predviđanje koja je našla široku primenu u oblasti životne sredine kao i u oblasti 
istraživanja vezanih za atmosferu [136,162].  
MLR tehnika je zasnovana na pronalaženju odgovarajućeg modela, tj. linearne kombinacije, 
koju čine skup nezavisnih promenljivih Xi, i= 1, ... , q, koje procenjuju nepoznatu regresijsku 
funkciju zavisne promenljive Y. U MLR, linearna zavisnost između nezavisnih i zavisne 
promenljive je iskazana putem matematičke jednačine [176]. Generalni pristup MLR se može 
prikazati sledećom jednačinom [177]: 
...
0 1 1 2 2
Y X X X
i q q i
         
                   (22)  
gde su: Y – zavisna promenljiva; X1, X2, X3...Xq - nezavisne promenljive; o– konstanta; 
1,2...q – koeficijenti za nezavisne promenljive koji se generalno određuju metodom 
najmanjih kvadrata;  - residual.  
U zavisnosti od problema koji se rešava, mogu se koristiti različite vrste regresije. Na osnovu 
načina na koji se unose nezavisne promenljive u jednačinu, razlikujemo tri glavne vrste 
[157]:  
 Standardna MLR, odnosno istovremena – sve nezavisne promenljive se unose u 
jednačinu odjednom, tj. istovremeno. Ocenjuje se prediktivna sposobnost svake od 




sastavljen od drugih nezavisnih promenljivih. Ova vrsta MLR, koja je primenjena i u 
ovom radu, je najčešće korišćena, 
 Hijerarhijska MLR, odnosno sekvencijalna – nezavisne promenljive se unose u 
jednačinu jedna po jedna, ili po skupovima promenljivih, redosledom koji je određen 
na osnovu teorijskog modela zadatog od strane istraživača. Tokom procesa 
sekvencijalnog unošenja promenljivih u jednačinu, ocenjuje se doprinos svake 
nezavisno promenljive predikciji zavisne promenljive, ali tako da se uticaj prethodnih 
promenljivih ukloni. Nakon unošenja svih promenljivih, procenjuje se sposobnost 
finalnog modela, kao i relativan doprinos svakog skupa unetih promenljivih. 
 Postepena MLR (stepwise) – nezavisne promenljive koje se unose u jednačinu, kao i 
njihov redosled, se određuje na osnovu određenih statističkih kriterijuma, npr. F-test. 
Postoje tri pristupa ove vrste MLR: promenljive se unose jedna po jedna (forward 
selection), unete su sve nezavisno promenljive u model, a zatim se jedna po jedna 
uklanjaju iz modela na osnovu uticaja na zavisnu promenljivu (backward delation) i 
postepena selekcija (stepwise regression) koja predstavlja kombinaciju prethodna dva 
pristupa. 
Da bi se efikasno sprovela MLR osnovne pretpostavke o podacima, u koje spadaju: 
normalnost, linearnost, homogenost varijanse, veličina uzorka i nekorelisane ulazne 
promenljive, trebaju biti ispunjene.  
Uprkos brojnim literaturnim podacima koji su pokazali da MLR daje dobre rezultate u 
predviđanju, pristup zasnovan na regresiji nailazi na poteškoće u rešavanju problema kada se 
ulazne promenljive u modelu međusobno korelišu [178]. U slučajevima postojanja 
multikolinearnosti među nezavisnim promenljivima, teško je proceniti koja od datih 
promenljivih ima uticaja na zavisnu promenljivu i koliki je taj uticaj. PCA je jedna od 
statističkih tehnika koja se često koristi za uklanjanje multikolinearnosti među nezavisnim 
ulaznim promenljivama pre razvoja MLR modela. Naime, nakon sprovođenja PCA na 
originalnim ulaznim podacima, kao što je to opisano u poglavlju 4.3.1, dobijene glavne 
komponente (PC) se koriste kao nezavisne promenljive u regresionoj jednačini. Ovaj pristup, 




Component Regresion) i zasniva se na odnosu između zavisne promenljive i PC generisanih 
od originalnih ulaznih promenljivih [151,179]. 
4.5. Statistički indikatori performansi modela 
Performanse razvijenih modela u ovom radu su ocenjivane korišćenjem seta statističkih 
indikatora pokazatelja performansi. Statistička analiza performansi modela je uglavnom 
zasnovana na poređenju reziltata, vrednosti predviđenih modelom i stvarnih ili aktuelnih 
vrednosti. Set indikatora koji će se koristiti u analizi nije striktno definisan, ali je poželjno da 
taj broj indikatora bude što veći kako bi se stekla što šira slika o mogućnostima kreiranog 
modela. 
Statistički indikatori za analizu performansi modela koji su korišćeni za procenu mogućnosti 
disperzionih modela [180,181], mogu se takođe primeniti i kod razvoja ANN modela za 
predviđanje emisije zagađujućih materija [182–184]. 
Najvažniji statistički indikatori koji su korišćeni u ovom radu za procenu performansi 
razvijenih modela su: 
Greška korena srednjeg kvadrata (RMSE - Root Mean Squared Error) i srednja vrednost 
apsolutnih grešaka  (MAE - Mean Absolute Error) predstavljaju meru rezidualne greške i 
daju globalnu sliku razlike između stvarnih i modelovanih vrednosti [162]. I RMSE i MAE 
su praktične za upotrebu s obzirom na to da se vrednost greške izražava u jedinicama 
promenljive koja je predmet predviđanja. Što su vrednosti ovih indikatora niže, to su 
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Koeficijent korelacije (r - the correlation coefficient) pokazuje stepen linearne korelacije 
između stvarnih i modelovanih vrednosti. Kreće se u rasponu -1 i +1 i što su vrednosti ovog 
indikatora bliže ovim vrednostima to je model precizniji.  
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Indeks slaganja (IA - the Index of Agreement) je indikator stepena do kojeg je model za 
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Faktor FA1.25 predstavlja procenat približno tačnih rezultata koje daje model u odnosu na 
stvarne vrednosti gde je odnos Predviđene/Stvarne vrednosti u opsegu [0.8 -1.25]. Za dobar 






                              (27) 
Srednja apsolutna procentualna greška (MAPE – the Mean Absolute Percentage Error), 
predstavlja meru tačnosti rezultata koje daje model u odnosu na stvarne vrednosti i izražava 
se u procentima. Ovaj indikator je pogodan za ocenu performansi modela za svaku državu 









            (28) 
Indeks performansi modela (dr - the index of model performance) je reformulisan IA i ukazuje 
na sumu magnituda razlika između modelom predviđenih i stvarnih devijacija u odnosu na 

























                            (29) 
NSE (The Nash-Sutcliffe Efficiency) predstavlja normalizovan statistički pristup koji 
određuje relativnu veličinu rezidualne varijanse ("šum") u odnosu na varijansu stvarnih 
vrednosti ("informacija"). NSE pokazuje koliko dobro dijagram izmerenih - modelovanih 


























                         (30) 
RSR (RMSE observation standard deviation ratio) predstavlja odnos RMSE i standardne 






                                   (31) 
Srednja kvadratna greška (MSE – Mean Squared Error) se izražava u jedinicama ispitivane 











                   (32) 
Koeficijent determinacije (R2), čije vrednosti se kreću od 0 do 1, definiše udeo varijanse u 
zavisnoj promenljivoj koji je predviđen nezavisnom promenljivom. Što je vrednost 
koeficijenta bliža jedinici to su performanse kreiranog modela bolje. 
      
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Rezultati i diskusija 
5. Predviđanje emisije amonijaka u SAD i EU 
Predviđanje emisije amonijaka, na nacionalnom nivou, na osnovu literaturnih podataka, je 
zasnovana na inventarima emisija i predviđana je primenom emisionih faktora, koje je teško 
i finansijski zahtevno odrediti. Emisioni faktori u mnogim slučajevima su uglavnom 
procenjene, a ne određene vrednosti, tako da predstavljaju i osnovne izvore nesigurnosti 
procenjene emisije amonijaka. U ovom poglavlju je opisan razvoj, optimizacija i evaluacija 
modela zasnovanog na ANN za predviđanje emisije amonijaka na nacionalnom nivou u SAD 
i državama EU, korišćenjem ekonomskih, industrijskih i parametara održivog razvoja, kao 
ulaznih promenljivih u modelu. Višeslojni perceptron (MLP) arhitektura je korišćena za 
razvoj modela. MLP je optimizovana primenom proba-i-greška procedure, koja uključuje 
izbor optimalnog broja neurona u skrivenom sloju, aktivacionu funkciju i BP algoritam. 
Analiza glavnih komponenti (PCA) je primenjena radi uklanjanja multikolinearnosti među 
ulaznim promenljivama. Dobijeni rezultati su pokazali da je primena PCA doprinela 
poboljšanjim performansama ANN modela. Razvijeni ANN model je poređen sa modelom 
zasnovanom na regresiji glavnih komponenti (PCR). Na osnovu dobijenih rezultata može se 
zaključiti da se razvijeni ANN model može koristiti kao alternativni model u odnosu na 
modele zasnovane na inventarima emisija za predviđanje emisije amonijaka na nacionalnom 
nivou. Najvažnija prednost ovog modela je značajno manji broj ulaznih parametara za model, 
kao i njihova široka dostupnost, što je od posebnog značaja za države u razvoju kod kojih je 
primena konvencionalnih modela ograničena zbog nedostatka podataka [191]. 
5.1. Ulazni i izlazni podaci 
Predviđanje emisije određenih zagađujućih materija u vazduh primenom pristupa 
zasnovanog na neuronskim mrežama i indikatorima održivog razvoja kao ulaznih parametara 
modela, dalo je veoma dobre rezultate kod predviđanja [52,192]. U skladu sa tim, kao ulazni 
parametri za razvoj MLP modela u ovom radu su odabrana četiri indikatora održivog razvoja 




(GDP – Gross Domestic Product) po stanovniku je široko dostupan ekonomski indikator, 
koji je izabran jer ukazuje na stepen razvoja za svaku pojedinačnu državu uključenu u 
istraživanje. Kako je emisija amonijaka dominanta iz sektora poljoprivrede, dva indikatora 
koji obuhvataju izvore emisije iz ovog sektora: broj grla stoke (NC – number of cattle) i 
potrošnja azotnih đubriva (CNF – Consumption of Nitrogen Fertilizers) su izabrana, jer 
doprinose najviše emisiji amonijaka u okviru poljoprivrednih aktivnosti. Sektor saobraćaja, 
predstavlja još jedan od izvora emisije koji značajno doprinosi emisiji amonijaka [193]. 
Četvrti ulazni parametar koji "pokriva" sektor saobraćaja kao izvora emisije amonijaka je 
indikator finalne potrošnje energije u saobraćaju (FECT – Final Energy Consumption by 
Transport), jer sumira potrošnju energije u svim vrstama saobraćaja [194].  













GDP -b 0.99 0.46 0.143 1.76 
NC grla po st. 0.19 0.15 0.051 1.43 
CNF t po st. 0.03 0.05 0.006 0.51 
FECT toe po st.c 0.87 0.42 0.204 2.44 
         anakon normalizacije 
         bbez jedinice zbog normalizacije po proseku EU27 
         ctona ekvivalenta nafte 
 
Izabrani ulazni parametri su normalizovani po stanovniku i/ili po proseku vrednosti GDP 
EU27, kako bi mreža dala što bolje rezultate i kako bi se mogle porediti države različitih 
veličina. Ulazni i izlazni podaci za svaku Evropsku državu uključenu u ovom istraživanju su 
prikupljeni sa sajta evropske statističke baze podataka, Eurostata [195], dok su podaci za 
SAD preuzeti iz nacionalne statističke baze podataka za poljoprivredu (USDA), baze 
podataka za energetiku (USEIA) i agencije za zaštitu životne sredine (EPA) [196–198]. 
Statistička analiza izabranih ulaznih parametara za period 2000 – 2010. je prikazana u Tabeli 





Tabela 4. Pirsonov koeficijent korelacije između ulaznih promenljivih i odgovarajući 
faktor povećanja varijanse (VIF) 
 Pirsonov koeficijent korelacije  
VIF FECT NC GDP CNF 
FECT 1.000    2.062 
NC 0.493 1.000   2.585 
GDP 0.716 0.642 1.000  2.917 
CNF 0.046 0.478 0.049 1.000 1.519 
NH3 0.467 0.759 0.459 0.633  
   
ANN model emisije amonijaka je obučavan, testiran i proveren korišćenjem podataka za 
SAD i 21 državu Evropske unije. Pri tome su podaci od 2000. do 2008. korišćeni za razvoj 
modela, dok su podaci od 2009. do 2010. korišćeni za validaciju modela. Statistička analiza 
podataka emisije amonijaka na nacionalnom nivou za svaku državu i različite setove 















Tabela 5. Statistički pokazatelji podataka emisije amonijaka za period od 2000. do 2010. 
godine 
Država NH3 emisija (kg po st.) 
Sr. vr. St. Dev. Min.vr. Maks.vr. 
SAD 12.767 1.060 11.744 15.777 
Bugarska 7.149 0.439 6.699 7.614 
Češka 6.636 0.735 5.823 7.706 
Danska 15.496 1.353 13.475 17.413 
Estonija 7.563 0.285 7.287 8.001 
Grčka 6.063 0.357 5.575 6.606 
Španija 8.750 0.635 7.780 9.491 
Francuska 12.033 0.880 9.978 13.244 
Kipar 6.725 0.204 6.510 7.011 
Letonija 7.259 0.309 6.846 7.711 
Litvanija 9.432 1.012 8.473 10.735 
Mađarska 7.040 0.583 6.530 8.036 
Holandija 8.713 0.904 7.346 10.259 
Austrija 7.736 0.207 7.457 8.080 
Poljska 7.373 0.222 7.102 7.590 
Portugal 5.071 0.513 4.502 5.964 
Rumunija 8.713 0.735 7.516 9.396 
Slovenija 8.833 0.270 8.530 9.246 
Slovačka 4.756 0.225 4.502 4.998 
Finska 7.151 0.165 6.887 7.403 
Velika Britanija 5.132 0.362 4.585 5.665 
Skup podataka     
Svi podaci 8.390 3.313 4.502 26.706 
Trening podaci 8.611 3.534 4.630 26.706 
Podaci za proveru 7.639 2.299 4.502 13.937 
  
5.2. Rezultati optimizacije MLP modela 
U cilju dobijanja MLP modela sa što boljim performansama, neophodno je izvršiti 
optimizaciju parametara obuke tokom procesa razvoja modela. Proces optimizacije, 
primenjen u ovom radu je zasnovan na principu proba-i-greška procedure, koja je sprovedena 
u tri koraka: 
i. Određivanje optimalnog broja neurona u skrivenom sloju; 




iii. Određivanje BP algoritma koji daje model sa najboljim performansama. 
U prvom koraku optimizacije MLP mreže, određivan je broj skrivenih neurona. Proces 
odabira optimalnog broja neurona je bio izveden, kao što je već napred rečeno, po principu 
probe i greške: formirano je 16 različitih 4 – H – 1 MLP arhitektura, gde H predstavlja broj 
skrivenih neurona koji varira između 5 i 20. Razvijeni modeli su testirani i ocenjeni na 
osnovu MSE vrednosti. Dobijene MSE vrednosti za MLP modele dobijene tokom 
optimizacije broja neurona su prikazane na Slici 10. Utvrđeno je da je optimalan broj neurona 
u skrivenom sloju 19, tako da je finalna MLP arhitektura bila 4 – 19 – 1. 
 
Slika 10. Optimizacija MLP mreže – određivanje optimalnog broja skrivenih neurona 
Sledeći korak u procesu optimizacije je bio određivanje odgovarajuće aktivacione funkcije, 
između osam različitih varijanti koje su razmatrane (Tabela 6.). Kao i kod optimizacije broja 




modela sa različitim aktivacionim funkcijama, koji su testirani i ocenjeni na osnovu MSE 
vrednosti (Slika 11.)  
Tabela 6. Testirane aktivacione funkcije u procesu optimizacije MLP mreže 
Aktivaciona funkcija Jednačina 
Linearna  ( )f x x  
Logistička (Sigmoidna) 
1
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Sinusna  ( )  sinf x x  
Tangens (hiperbolička tangens) 
exp( ) - exp(- )
 ( )  







Tangens15 (hiperbolična tangens 1.5)  ( )  tanh 1.5f x x  
Gausova 
2exp( ) ( ) f x x  
Gausova komplementarna 







Slika 11. Optimizacija MLP modela – određivanje optiminalne aktivacione funkcije 
Kao što se može videti, MLP model sa Gausovom komplementarnom aktivacionom 
funkcijom daje najmanje MSE vrednosti, tj. pokazuje najbolje performanse. 
Na kraju procesa optimizacije, određivan je najpogodniji BP algoritam za obuku mreže. U 
ovom radu su testirana tri BP algoritma, koji su ponuđeni od strane Neuroshell softvera koji 
je korišćen za razoj MLP modela, Vanilla, Momentum i TurboProp. Kao što se može videti 





Slika 12. Optimizacija MLP modela – određivanje pogodnog BP algoritma 
Na kraju procesa optimizacije MLP modela, može se zaključiti da je najbolje performanse 
dao model sa 19 neurona u skrivenom sloju, Gausovom komplementarnom aktivacionom 
funkcijom i Vanilla BP algoritmom. 
5.3. Rezultati MLP modela kreiranih nakon primene analize glavnih 
komponenti 
Dodatno poboljšanje performansi MLP modela je postignuto primenom analize glavnih 
komponenti na ulaznim podacima. Pre primene analize glavnih komponenti, veoma je 
značajno utvrditi da li dati podaci ispunjavaju uslove za sprovođenje analize glavnih 
komponenti. Primenljivost PCA je testirana KMO testom pogodnosti podataka i Bartletovim 
testom sferičnosti (Tabela 7.). Dobijena vrednost KMO - 0.618, kao i vrednost Bartletovog 
testa sferičnosti (p<0.0001), su pokazali da je primena PCA na datim ulaznim podacima 




rangirane između 0 i 1 i koje pokazuju deo varijanse za svaku promenljivu koji je objašnjen 
glavnim komponentama, je takođe prikazan u Tabeli 7. Niske vrednosti zajedničkog 
varijabiliteta ukazuju na to da se određena promenljiva ne "uklapa" dobro u svoju glavnu 
komponentu. Kao što se može videti, u ovom slučaju, sve promenljive imaju vrednost 
zajedničkog varijabiliteta veću od 0.8.  
Tabela 7. Rezime primenjene PCA: komunalitet, KMO vrednost i Bartletov test 
Kaiser-Meyer-Olkin (KMO) 0.618 
 Chi-kvadrat test 225.911 
Bartletov test sferičnosti Stepeni slobode 6 
 Značajnost. (p) < 0.0001 
Ulazna promenljiva Komunalitet   
FECT 0.905  
GDP 0.895  
CNF 1.000  
NC 0.999  
  
Transformacija glavnih komponenti je vršena Direct Oblimin metodom. Faktorske težine 
svih promenljivih nakon rotacije glavnih komponenti, strukturna matrica koja daje korelaciju 
između promenljivih i glavnih komponenti, svojstvene vrednosti, kumulativna varijansa i 
ukupna varijansa objašnjena izdvojenim glavnim komponentama su prikazane u Tabeli 8. Na 
osnovu analize su izdvojene tri glavne komponente koje objašnjavaju ukupno 94.97% 
ukupne varijanse. 
Tabela 8. Faktorske težine, strukturna matrica, svojstvene vrednosti, varijansa po 




Faktorske težine Strukturna matrica 
PC1 PC1 PC3 PC1 PC2 PC3 
FECT 0.970 -0.012 -0.041 0.951 0.073 0.392 
GDP 0.921 0.014 0.049 0.945 0.107 0.464 
CNF 0.000 1.000 -0.001 0.093 1.000 0.133 
NC 0.002 -0.001 0.999 0.450 0.134 1.000 
Svojstvene vrednosti 2.151 0.984 0.664 
Varijansa po komponenti (%) 53.76 24.61 16.60 





Izdvojene glavne komponente (PC) su zatim korišćene kao ulazne promenljive za MLP 
model razvijen korišćenjem PCA – transformisanih ulaznih promenljivih, tj. kreiran je PCA 
– MLP – V model, sa istim trening parametrima kao i kreirani MLP – V model sa originalnim 
podacima. Dobijena vrednost MSE za kreirani PCA – MLP – V model je 0.45 (kg po st.), 
dok je komparacija aktuelnih (izmerenih) i PCA – MLP – V modelom predviđenih vrednosti 
emisije amonijaka prikazana na Slici 13. 
 
Slika 13. Poređenje aktuelnih emisija amonijaka i PCA – MLP – V modelom predviđenih 
vrednosti 
5.4. Rezultati validacije MLP modela 
Validacija kreiranih MLP modela (MLP – V i PCA – MLP – V) je vršena sa potpuno novim 
podacima (podaci za period 2009 – 2010.) za sve države koje su uključene u studiji. Modeli 




Za komparaciju rezultata MLP modela, razvijen je PCR model (34) sa istim glavnim 
komponentama, dobijenim nakon analize glavnih komponenti, koje su korišćene kao ulazi 
pri razvoju PCA – MLP – V modela.    
3 7.782 1 0.264 2 15.382 3 5.124NH PC PC PC             (34) 
Poređenje aktuelnih i predviđenih vrednosti za MLP – V, PCA – MLP – V i PCR modele su 





Slika 14. Rezultati validacije modela. Dijagram aktuelna – predviđena emisija amonijaka 




Rezultati validacije su pokazali da i MLP - V i PCA – MLP - V modeli pokazuju značajno 
bolje rezultate u predviđanju u odnosu na linearni PCR model, na osnovu vrednosti svih 
statističkih pokazatelja performansi modela, koji su prikazani u Tabeli 9. 
Tabela 9. Vrednosti statističkih pokazatelja performansi modela (faza validacije modela) 
Indikatori performansi MLP-V model PCA-MLP-V model PCR model 
2009 2009-2010 2009 2009-2010 2009 2009-2010 
dr 0.74 0.73 0.76 0.76 0.62 0.62 
NSE 0.73 0.70 0.77 0.76 0.41 0.42 
RMSE [kg po st.] 1.07 1.13 1.00 1.02 1.69 1.66 
MAE [kg po st.] 0.86 0.90 0.80 0.80 1.29 1.24 
RSR 0.46 0.48 0.43 0.43 0.72 0.71 
FA 1.25 [%] 86 86 86 86 74 76 
 
Takođe, dobijeni rezultati pokazuju da PCA – MLP – V model ima malo bolje performanse 
u odnosu na MLP – V model, kako za jednogodišnje, tako i za dvogodišnje predviđanje. 
Primena analize glavnih komponenti na originalni set ulaznih podataka, rezultirala je u 
smanjenju RMSE i MAE vrednosti za oko 10%, dok vrednost FA1.25 pokazuje iste vrednosti 
od 86%, što znači da na validacionom setu podataka PCA – MLP – V model predviđa sa 
relativnom greškom većom od 25% za 14% slučajeva.  
Vrednosti srednje apsolutne procentualne greške (MAPE), za predviđanja emisije amonijaka 
postignuta sa PCA – MLP – V i PCR modelima na validacionom setu podataka (2009 - 2010.) 
za sve države pojedinačno su prikazane na Slici 15. Kao što se može videti, PCA – MLP – V 
model pokazuje bolje rezultate predviđanja u odnosu na PCR model za celokupni validacioni 
set podataka (MAPE = 11%), za SAD i za većinu evropskih država. Samo u slučaju Bugarske, 
Slovačke i Velike Britanije, PCA – MLP – V model daje predviđanja sa MAPE vrednostima 
većim u odnosu na MAPE vrednosti PCR modela, iznad 18%. U slučaju SAD, predviđanje 
postignuto PCA – MLP – V modelom je sa relativnom greškom od 12%, što je oko 2.5 puta 







Slika 15. MAPE vrednosti predviđanja PCA- MLP – V i PCR modela za pojedinačne 
države 
5.5. Rezultati analize osetljivosti (značajnosti) ulaznih promenljivih 
Nakon procesa obuke MLP mreže, postoji mogućnost ispitivanja značajnosti svake ulazne 
promenljive za razvijeni model. U slučaju troslojne MLP, kod koje se koristi BP algoritam 
za obučavanje mreže, analiza značajnosti se može sprovesti određivanjem faktora doprinosa 
za svaku od ulaznih promenljivih. Faktor doprinosa (CF - contribution factor) predstavlja 
sumu apsolutnih vrednosti težinskih koeficijenata, određenih tokom treninga mreže, za 
određenu promenljivu [142]. Rezultati ove analize su pokazali da ulazni parametar "broj grla 
stoke" (NC) ima najveći uticaj na izlaz tj. na emisiju amonijaka (CF=14.05), zatim po 
značajnosti sledi promenljiva GDP (CF=10.52). Ulazne promenljive FECT (CF=5.67) i 




Visoka vrednost faktora doprinosa za NC potvrđuje činjenicu da je sektor poljoprivrede jedan 






















6. Predviđanje emisije nemetanskih isparljivih organskih 
jedinjenja u EU i Kini 
U ovom poglavlju je opisano kako je pristup zasnovan na neuronskim mrežama prethodno 
primenjen kod predviđanja emisije amonijaka, primenjen za predviđanje godišnje emisije na 
nacionalnom nivou nemetanskih isparljivih organskih jedinjenja (NMVOCs) u Kini za period 
2005 - 2011. godine. NMVOCs emisija u Kini je predviđena ANN modelom koji je razvijen 
sa dostupnim podacima za devet EU država, čije emisije NMVOCs po glavi stanovnika 
približno odgovaraju emisijama NMVOCs u Kini, za period 2004 - 2012. Izbor unapred, tj. 
forward metoda je korišćena radi procene i poređenja značajnosti potencijalnih ulaznih 
promenljivih kako za devet EU država, tako i za Kinu. Finalni ANN model koji je razvijen 
korišćenjem samo pet ulaznih promenljivih, pokazao je dobre performanse u predviđanju, 
kako za EU države, čiji su podaci korišćeni za obučavanje mreže, tako i za Kinu, čiji su 
podaci bili potpuno novi set podataka koji je prezentovan razvijenom ANN modelu [199]. 
6.1. Prikupljanje i selekcija podataka 
Kao što je već pomenuto, izbor odgovarajućih promenljivih u odnosu na potencijalno 
odabrane, je od velikog značaja za funkcionisanje i performanse razvijenog ANN modela. 
Ukoliko u model nisu uključene značajne promenljive, to može doprineti lošijem 
predviđanju. Međutim, ukoliko su u model uključene suvišne promenljive, to može smanjiti 
računsku efikasnost modela, proces obuke traje duže, i javlja se niz drugih problema koji 
smanjuju njegovu efikasnost [200].  
Selekcija ulaznih promenljivih 
Selekcija ulaznih promenljivih je u ovom slučaju vršena "forward" pristupom, kojim se 
selektuje svaka od potencijalnih promenljivih pojedinačno. Ovaj pristup za selekciju ulaznih 
promenljivih spada u metode kod kojih je selekcija zasnovana na modelu (model based). 
Forward selekcija je linearna inkrementalna strategija odabira, kojom se biraju individualno 




modela za svaku n pojedinačnu potencijalnu ulaznu promenljivu [108]. Na kraju ovog 
procesa sa za kreiranje finalnog ANN modela koriste one ulazne promenljive čiji su n 
pojedinačni ANN modeli dali najbolje rezultate. 
Ovaj pristup za selekciju ulaznih promenljivih pokazao se pogodnim za poređenje značaja 
ulaza za slučaj kada je model razvijen u jednoj državi, ili definisanoj grupi država, a onda 
zatim treba da se primeni u drugim državama. 
Dostupni podaci o ulaznim i izlaznim promenljivama 
Doprinos svakog pojedinačnog sektora izvora NMVOCs emisije u Evropi dobijenih na 
osnovu nacionalnih izveštaja, prema Konvenciji o prekograničnom zagađenju vazduha na 
velikim udaljenostima (LRTAP Convention), su prikazani na Slici 16. [201]. 
 
Slika 16. Doprinos različitih sektora emisiji NMVOCs u EU državama 
Indikatori održivog razvoja, ekonomski, industijski i poljoprivredni indikatori su i u ovom 
slučaju primenjeni za razvoj modela za predviđanje emisije NMVOCs zasnovanom na 
neuronskim mrežama. Sa ciljem da se obuhvate ključni izvori emisije, sledeće promenljive 
su odabrane kao potencijalni ulazi: 
1. Električna energija dobijena iz obnovljivih izvora (EGRS - Electricity Generated 




2. Potrošnja električne energije u domaćinstvima (ECH - Electricity Consumption by 
Households), 
3. Površina poljoprivrednog zemljišta (AL - Agricultural Land), 
4. Proizvodnja iz hemijske industrije (CS - Chemical Shipments), 
5. Proizvodnja vozila (MVP - Motor Vehicle Production), 
6. Ukupna potrošnja naftnih derivata (CTPP - Consumption Total Petroleum Products), 
7. Ukupna potrošnja energije u transportu (FECT - Final Energy Consumption in 
Transport), 
8. Bruto domaći proizvod (GDP - Gross Domestic Product), 
9. Generisanje komunalnog otpada (MWG - Municipal Waste Generation), 
10. Bruto unutrašnja potrošnja energije (GIEC - Gross Inland Energy Consumption). 
Pored indikatora nivoa ekonomske aktivnosti, GDP je izabran i kao indikator koji 
kvantifikuje upotrebu kontrolnih mera i tehnologija koje se primenjuju radi smanjenja 
emisije, a koje mogu značajno da utiču na ukupno smanjenje emisije zagađujućih materija u 
vazduh. EU države koje su bile uključene kod razvoja modela, birane su na osnovu dva 
kriterijuma: jedan se odnosi na to da je ukupna emisija NMVOC po glavi stanovnika 
približna emisiji u Kini i drugi je da su dostupni podaci za sve potencijalne ulazne 
promenljive. Lista devet EU država koje su uključene u ovom istraživanju, koji su dobijeni 
iz baze podataka EDGAR projekta [202], kao i osnovni statistički podaci o emisijama 
NMVOC su prikazani u Tabeli 11.,  dok su osnovni statistički pokazatelji potencijalnih 










Tabela 10. Statistička analiza potencijalnih ulaznh promenljivih za odabrane EU države 









EGRS % 17.9 1.7 60.0 
ECH toe po st. 0.18 0.10 0.41 
AL ha po st. 0.37 0.11 1.07 
CS b $ po st. 3514 1140 14942 
MVP c brojd 39.74 3.33 88.70 
CTPP toe po st. 1.59 1.01 2.36 
FECT toe po st. 0.89 0.66 1.35 
GDP € po st. 29627 20200 41000 
MWG kg po st. 554 455 792 
GIEC toe po st. 4.13 2.72 5.78 
a Eurostat [195] 
bAmerican Chemistry Council [203] 
cThe International Organization of Motor Vehicle Manufacturers [204] 
dna 1000 stanovnika 
Radi postizanja boljih performansi modela, kao i radi poređenja različitih država, ulazni i 
izlazni podaci su normalizovani po stanovniku. NMVOC model je obučavan sa podacima 
devet EU država za period 2004 – 2011., dok je validacija modela vršena podacima iz 2012. 
godine. Takođe, 20% slučajno izabranih podataka, iz seta podataka za obuku mreže, je 
izdvojeno radi unutrašnjeg testiranja modela sa ciljem sprečavanja pretreniranosti mreže. 
Nakon što je kreirani NMVOC model proveren validacionim podacima EU država, pristupilo 
se primeni kreiranog modela na potpuno nove podatke za Kinu, za period 2005 – 2011. 









Tabela 11. Statistička analiza emisije NMVOC (kg po st.) za izabrane EU države za period 
2004 – 2012 







Francuska 15.53 11.04 22.02 
Nemačka  12.72 11.23 14.07 
Italija 18.13 14.49 22.09 
Velika Britanija 16.51 13.30 20.81 
Belgija 11.93 9.48 14.43 
Irska 11.85 9.57 14.63 
Holandija  9.81 8.88 10.79 
Španija 16.79 13.44 21.18 
Švedska  21.13 19.85 22.72 
  
Tabela 12. Podaci za Kinu 
Ulaz/Izlaz a Jedinica  Godina  
2005 2006 2007 2008 2009 2010 2011 
EGRS b % 18.1 17.4 17.0 19.5 19.5 21.2 19.0 
ECH toe po st. 0.019 0.022 0.027 0.029 0.031 0.033 0.036 
AL ha po st. 0.100 0.099 0.099 0.092 0.091 0.090 0.090 
CS c $ po st. 225 281 380 508 564 732 970 
MVP d broj e 4.4 5.5 6.7 7.0 10.4 13.7 13.7 
CTPP toe po st. 0.27 0.29 0.29 0.30 0.33 0.36 0.37 
FECT toe po st. 0.08 0.10 0.11 0.12 0.12 0.14 0.15 
GDP f € po st. 1380 1650 2114 2722 2989 3535 4343 
MWG g kg po st. 119 113 115 117 118 122 125 
GIEC toe po st. 1.27 1.38 1.49 1.54 1.61 1.70 1.81 
NMVOC h kg po st. 14.5 15.3 15.6 15.6 16.3 17.1 - 
              a National Bureau of Statistics of China [205] 
              b US Energy Information Administration [197] 
         c American Chemistry Council [203] 
         d The International Organization of Motor Vehicle Manufacturers [204] 
         e na 1000 stanovnika 
         f The World Bank [206] 
         g The Organisation for Economic Co-operation and Development [7] 




6.2. Razvoj i rezultati razvijenog MLP modela 
Kao što je već ranije rečeno, troslojna neuronska mreža sa kretanjem signala napred koja je 
obučavana nekim od BP algoritama je najčešće korišćena arhitektura koja je pokazala veoma 
dobre rezultate na širokom spektru problema [86]. Zbog dobrih performansi koje je pokazao 
MLP model za predviđanje emisije amonijaka i u ovom slučaju je za razvoj ANN modela 
korišćena troslojna BPNN arhitektura. 
Za skaliranje ulaznih podataka izabrana je linearna funkcija, dok je sigmoidna (logistička) 
funkcija izabrana kao aktivaciona funkcija. Obučavanje MLP mreže je vršeno BP 
algoritmom sa konjugovanim gradijentom, sa vrednostima parametara stope obučavanja i 
momentuma 0.1, dok su vrednosti inicijalnih težina 0.3. Kao što je ranije pomenuto, broj 
neurona u ulaznom i izlaznom sloju je jednak broju ulaznih i izlaznih promenljivih, dok je 
broj neurona u skrivenom sloju, u ovom slučaju, određen primenom formule (9). 
Najpre se pristupilo određivanju najznačajnijih ulaznih promenljivih, od prvobitno određenih 
potencijalnih. Performanse kreiranih modela su određivane primenom statističkog parametra, 
koeficijenta determinacije R2. Dobijene vrednosti R2 za kreirane ANN modele za svaku 
potencijalnu ulaznu promenljivu pojedinačno, za validacioni set podataka država EU i 
njihova primena na podatke za Kinu, su prikazane u Tabeli 13., dok su dijagrami aktuelne – 
predviđene vrednosti za najznačajnije ulazne promenljive prikazani na Slici 17. Kao što se 
može videti iz Tabele 13. u slučaju EU država, svi potencijalni ulazi, osim FECT, GDP, 
MWG i GIEC, se mogu smatrati značajnim za predviđanje NMVOC emisije. Pomenuti ulazi 
su manje značajni, verovatno zbog sličnog nivoa razvijenosti, kao i ekoloških standarda koji 
su primenjeni u izabranim EU državama.  
S druge strane, primena podataka za Kinu na kreiranim modelima je pokazala da su samo 
dva kreirana modela, sa EGRS i MVP ulaznim parametrima, dovoljno osetljivi da pokažu 






Tabela 13.  R2 vrednosti za kreirane ANN modele za svaku ulaznu promenljivu 
pojedinačno 
Ulaz EU državea  Kinab  
R2 R2 
EGRS  0.79 0.58 
ECH 0.69 - 
AL 0.68 - 
CS 0.28 - 
MVP 0.28 0.74 
CTPP 0.26 - 
FECT 0.05 - 
GDP 0.01 - 
MWG 0.00 -  
GIEC 0.00 - 
                                               a kada je model primenjen na podatke iz 2012.godine 
                               b kada je model primenjen na podatke 2005 – 2011. 
Shodno tome, finalni ANN model je kreiran korišćenjem dva ulazna parametra koji su se 
pokazali značajnim za Kinu (EGRS i MVP), ali su takođe uključeni i ulazni parametri koji 
su se pokazali značajnim za EU države (ECH, AL, CS), kako bi se poboljšale performanse 
modela za EU države, a time implicitno i za Kinu. Šematski prikaz troslojnog MLP modela 






Slika 17. Poređenje aktuelne i predviđene vrednosti emisije NMVOC razvijenih ANN 
modela: a-e testiranje sa EU podacima iz 2012. godine i f-h primena na podacima za Kinu 





Slika 18.  Šematski prikaz NMVOC MLP modela 
Poređenje aktuelne i modelom predviđene NMVOC emisije za EU države primenjene na 
potpuno novim podacima za 2012. godinu je prikazan na Slici 19. Kao što se može videti, 
dobijeni rezultati se mogu smatrati kao veoma dobri, sa R2 vrednošću 0.91 i MAPE vrednošću 
od 8%. 
Predviđanje emisije NMVOC za Kinu kreiranim MLP modelom za period 2005 – 2011., 
zajedno sa emisijom NMVOC za period 2000 – 2005. dobijene iz EDGAR baze podataka 
emisije zagađujućih materija [202] i emisijom NMVOC za period 2005 – 2010. procenjenu 
od strane Zhao i sar. [207], je predstavljeno na Slici 20. Veća MAPE vrednost dobijena za 
EU države (MAPE - 8%) u poređnju sa MAPE vrednošću dobijenom za Kinu (MAPE  - 
4.88%) je verovatno posledica veće heterogenosti u EU podacima. 
Kao što se može videti na Slici 20., NMVOC emisija za 2005. godinu dobijena od strane 
EDGAR i Zhao i sar. [207], se razlikujuje oko 10%. Razlika u procenjenoj emisiji između 
ova dva inventara emisija može se pripisati različitim emisionim faktorima korišćenim pri 
proračunu, ili razlike u korišćenim nacionalnim statističkim podacima koji se mogu 










Slika 20. Poređenje a) aktuelne i modelom predviđene NMVOC emisije za Kinu i b) 
doprinos pojedinih sektora emisiji NMVOC u Kini [207] 
S druge strane, predviđenje emisije NMVOC dobijeno primenom ANN modela, kao što se 
može videti značajno korespondira sa procenom emisije Zhao i sar. [207], sa MAPE 
vrednošću od 4.88%. Razlika između ove dve procene se ogleda u tome što je predviđanje 
emisije ANN modelom pokazalo sporiji rast emisije u 2006. i 2007. godini. Naime, Zhao i 
sar. [207] procenjuju rast emisije NMVOC od 1.1 i 0.6 Mt u 2006. i 2007. godini, dok ANN 




NMVOC u 2008. godini je predviđena i od strane jednog i drugog modela, kao i progresivno 
povećanje emisije tokom 2009. i 2010. godine. Stagnacija emisije u Kini u 2008. godini je 
verovatno uslovljena povećanjem proizvodnje električne energije iz obnovljivih izvora od 
2.5% u poređenju sa 2007. godinom (Tabela 12.). Međutim, uprkos razlikama u procenjenoj 
emisiji za neke od godina, trend promene emisije tokom godina je generalno konzistentan 
između ova dva pristupa (ANN i Zhao i aut.). Takođe, kreiranim ANN modelom u ovom 
slučaju je predviđena slična stagnacija NMVOC emisije u 2011. godini kao i u 2008. godini.  
Za period za koji je vršeno modelovanje NMVOC emisije, sektor "upotreba rastvarača" je 
postao dominantni izvor NMVOC emisije u Kini, sa porastom od 20% na 33% udela u 
ukupnoj emisiji (Slika 20.) [207]. S obzirom na to da je neizvesnost procenjene emisije 
NMVOC iz ovog sektora visoka, kreće se oko ±30% [208], sa povećanjem udela ovog 
sektora u ukupnoj emisiji, može se pretpostaviti da će se neizvesnost procenjene emisije u 
kasnijim godinama takođe povećavati, što je dovelo do razlike u proceni između pristupa 
zasnovanog na neuronskim mrežama i inventarskom pristupu predloženom od strane Zhao i 












7. Predviđanje emisije metana u EU 
U ovom poglavlju je opisan razvoj i rezultati modela zasnovanih na neuronskim mrežama za 
predviđanje emisije metana (CH4) na nacionalnom nivou. Kao i u slučaju amonijaka i 
nemetanskih isparljivih organskih jedinjenja, kao ulazni parametri za razvoj modela 
korišćeni su široko dostupni ekonomski, industrijski i indikatori održivog razvoja. U ovom 
slučaju su za razvoj modela korišćene dve arhitekture neuronskih mreža, i to troslojna MLP 
(BPNN - Backpropagation Neural Network) i generalna regresiona neuronska mreža 
(GRNN). Pored modela zasnovanih na neuronskim mrežama, za komparaciju rezultata 
razvijenih ANN modela, razvijen je i konvencionalni MLR model. 
ANN i MLR modeli su razvijeni i provereni sa godišnjim podacima za 20 EU država. Na 
osnovu dobijenih rezultata, zaključeno je da razvijeni ANN model daje značajno bolja 
predviđanja u odnosu na MLR model. Navedenim istraživanjem se došlo do zaključka da 
ANN model može uspešno i precizno predvideti nacionalnu emisiju metana za period od dve 
godine, čime se otvara mogućnost primene ovog pristupa modelovanja kao podrške za 
implementaciju strategije održivog razvoja i politike upravljanja životnom sredinom [209]. 
7.1. Ulazne i izlazne promenljive i priprema podataka za razvoj modela 
Kao što je već naglašeno, jedan od veoma bitnih koraka u razvoju ANN modela je 
pronalaženje odgovarajućih ulaznih promenljivih koje imaju značajan uticaj na izlaznu 
promenljivu [210], u ovom slučaju na emisiju metana. Smatra se da ekonomske aktivnosti u 
velikoj meri doprinose ukupnoj emisiji metana, različiti industrijski procesi, poljoprivreda 
kao i proizvodnja i potrošnja energije [40].  
Za razvoj ANN modela za predviđanje emisije metana je kao jedna od ulaznih promenljivih 
odabran bruto domaći proizvod (GDP - Gross Domestic Product). GDP je specifičan 
parametar za svaku državu i u ovom slučaju on generalno predstavlja indikator veličine 
ekonomske i privredne aktivnosti. GDP je već korišćen kao ulazni parametar za modelovanje 




Količina generisanog komunalnog otpada (MWG - Municipal Waste Generation) kao i 
odlaganje komunalnog otpada na ili ispod površine zemlje (WDL - Waste Deposit onto or 
into Land) su takođe odabrani kao ulazne promenljive za model, budući da se metan emituje 
sa deponija usled anaerobne biodegradacije vlažnog otpada [211].  
Još jedan od značajnih antropogenih emitera metana su i obradive površine prekrivene 
pirinčem. Razlog za značajnu emisiju metana sa pirinačnih polja leži u činjenici da je nivo 
organskog ugljenika na ovim površinama veliki, kao i produženi anaerobni uslovi u toku 
rasta pirinča [212,213]. Iz navedenih razloga je parametar koji pokazuje površinu zemljišta 
korišćenog za uzgajanje pirinča (LR - Land use - Rice) odabran kao još jedna ulazna 
promenljiva za razvoj ANN modela. 
Emisija metana nastala usled crevne fermentacije kod životinja i iz prirodnih đubriva, su još 
dva značajna izvora emisije [214]. Da bi se obuhvatio ovaj sektor emisije metana, kao ulazna 
promenljiva je odabran broj grla stoke (NC - Number of Cattle). Pored toga, metan je sastavni 
deo prirodnog gasa, pa je u tom smislu, primarna proizvodnja prirodnog gasa (PPG - Primary 
Production of Gas) u direktnoj vezi sa emisijom metana, tako da je i taj parametar odabran 
kao ulazna promenljiva za razvoj modela. Podaci za sve ulazne promenljive na nacionalnom 
nivou, za svih 20 EU država uključenih u ovom istraživanju su preuzeti iz Evropske 
statističke baze podataka – Eurostat- a [195]. Podaci za izlaznu promenljivu, u ovom slučaju 
nacionalna emisija metana, preuzeti su iz baze podataka emisije zagađujućih materija za 
globalna atmosferska istraživanja – EDGAR [215]. 
Ulazne promenljive koje su izabrane za razvoj modela, kao i izlazna promenljiva, sa 
jedinicama nakon normalizacije i izvor podataka su dati u Tabeli 14. Odabrane ulazne 
promenljive su, kao i u prethodnim slučajevima, normalizovane po stanovniku i/ili proseku 







Tabela 14. Lista ulaznih i izlaznih promenljivih 
Ulazna promenljiva Jedinicaa Izvor podataka 
GDP -b Eurostat [195]  
WDL kg po st.  
MWG kg po st.  
LR ha po st.  
NC broj grla po st. pcc  
PPG toe po st.d  
Izlazna promenljiva   
CH4 (emisija) kg po st.   EDGAR [215] 
aJedinica nakon normalizacije  
bBez jedinice zbog normalizacije po proseku GDP za EU27 
c Broj grla stoke po stanovniku 
dTona ekvivalenta nafte (toe) po stanovniku 
ANN modeli za predviđanje emisije metana su obučavani, testirani i validirani sa dostupnim 
podacima za 20 EU država za period od 2000. do 2008., budući da podaci posle 2008. godine 
nisu dostupni. Dostupni podaci su podeljeni u tri seta: 
 Podaci za obučavanje – za obučavanje mreža su korišćeni podaci od 2000. do 2006; 
primer podataka za obučavanje mreža za 2006. godinu je prikazan u Tabeli 15. 
 Podaci za testiranje – grupa podataka izdvojenih iz trening skupa kojima se testira 
mreža u procesu obučavanja. Oko 15% podataka iz trening skupa, nasumično 
izabranih, je korišćeno za testiranje mreže. 




























Bugarska    0.14 357 461 0.082 5.83 0.048 78.05 
Češka 0.49 199 296 0.136 0 0.014 55.77 
Danska 1.70 37 740 0.291 0 1.718 68.83 
Estonija 0.42 278 399 0.182 0 0.000 78.68 
Grčka 0.79 385 442 0.061 20.8 0.002 35.41 
Španija 0.95 355 594 0.141 24.3 0.001 39.25 
Francuska 1.20 194 536 0.299 27.4 0.017 62.68 
Letonija 0.30 293 412 0.164 0 0.000 65.68 
Litvanija 0.30 357 391 0.246 0 0.000 71.30 
Luksenburg 3.03 130 683 0.397 0 0.000 108.65 
Mađarska 0.38 376 468 0.070 2.38 0.236 36.81 
Holandija 1.40 15 622 0.225 0 3.391 60.85 
Austrija 1.32 25 653 0.243 0 0.189 48.64 
Poljska 0.30 236 321 0.138 0 0.102 87.27 
Portugal 0.64 297 463 0.133 24.0 0.000 58.38 
Rumunija 0.19 292 389 0.136 2.59 0.442 58.41 
Slovenija 0.65 361 431 0.227 0 0.001 70.65 
Slovačka 0.35 234 301 0.094 0 0.033 36.12 
Finska 1.33 286 494 0.177 0 0.000 88.82 
Velika Britanija 1.36 352 586 0.171 0 1.192 49.67 
 
7.2. Razvoj i rezultati modela 
Za razvoj ANN modela su korišćene dve arhitekture neuronskih mreža čiji su rezultati 
predviđanja poređeni: troslojna mreža sa kretanjem signala napred (BPNN) koja je najčešće 
korišćena i generalna regresiona neuronska mreža (GRNN) koja je pokazala dobre rezultate 
u modelovanju emisije [51,52].  
Kod BPNN je broj neurona u ulaznom i izlaznom sloju jednak broju ulaznih i izlaznih 
promenljivih, dok je broj neurona u skrivenom sloju određen korišćenjem formule (9). Broj 
skrivenih neurona kod razvijenog BPNN modela je 15, sa logističkom aktivacionom 
funkcijom, dok su vrednosti parametara stope obučavanja i momentum 0.1. Obučavanje 
mreže je trajalo 30, minuta tokom kojih je izvedeno 73952 epoha. Šematski prikaz BPNN 




Kod GRNN je takođe broj neurona u ulaznom i izlaznom sloju jednak broju ulaznih i izlaznih 
promenljivih, dok je broj neurona u skrivenom sloju jednak broju serija podataka iz skupa za 
obučavanje, tj. 160 neurona. Ulazni podaci su skalirani linearnom funkcijom dok je faktor 
ujednačavanja određen genetskim algoritmom. Šematski prikaz GRNN modela je prikazan 
na Slici 21.b.  
 




Uporedo sa razvojem ANN modela, razvijen je i regresioni MLR model sa istim podacima 
koji su korišćeni i kod razvoja ANN, sa ciljem komparacije rezultata. MLR model je kreiran 
primenom SPSS 19 softvera [168] i dobijeni MLR koeficijenti su predstavljeni jednačinom: 
4
0.0480 0.0001WDL 0.0001MWG+0.0922NC 6465.1928LR 0.0008PPG 0.0131GDPCH emisija          (35) 
gde su: WDL – odlaganje otpada na ili ispod površine zemlje, MWG – količina generisanog 
komunalnog otpada, NC – broj grla stoke, LR – površina zemlje pod pirinčem, PPG – 
proizvodnja primarnog gasa i GDP – bruto domaći proizvod. 
U Tabeli 16. date su vrednosti indikatora performansi razvijenih modela, kako za fazu 
obučavanja, tako i za fazu validacije. Na Slici 22. je prikazana komparacija između aktuelnih 
i modelom predviđenih vrednosti za trening podatke (2000 - 2006.). 












Podaci za obučavanje 
BPNN 1.00 94 3.4 5.0 0.97 
GRNN 0.97 92 3.6 7.0 0.94 
MLR 0.83 64 11.3 14.0 0.75 
Podaci za validaciju 
BPNN 1.00 90 5.6 7.7 0.95 
GRNN 0.98 93 4.8 7.3 0.96 





Slika 22. Poređenje aktuelnih i predviđenih vrednosti emisije metana za trening podatke a) 




Podaci za validaciju modela od 2007. do 2008. godine, predstavljaju potpuno nove podatke 
koji nisu prezentovani modelima u fazi obučavanja. Validacioni set podataka koji je 
predstavljen u Tabeli 17. je korišćen za procenu mogućnosti modela da pravi dobra 
predviđanja. Rezultati kreiranih modela BPNN, GRNN i MLR na podacima za validaciju su 
prikazani na Slici 23., dok su vrednosti indikatora performansi modela prikazane u Tabeli 
16. Aktuelne emisije metana, GRNN predviđanja i relativne greške za 2007. i 2008. godinu 



















Tabela 17.  Validacioni set podataka (vrednosti za 2007. i 2008. godinu) 










Bugarska    0.16 389 433 0.080 8.59 0.031 
Češka 0.51 205 293 0.133 0 0.016 
Danska 1.67 37 790 0.284 0 1.518 
Estonija 0.48 291 449 0.179 0 0.000 
Grčka 0.80 357 447 0.061 23 0.002 
Španija 0.94 347 583 0.148 21.6 0.000 
Francuska 1.18 194 543 0.300 2.59 0.014 
Letonija 0.37 323 378 0.175 0 0.000 
Litvanija 0.34 369 401 0.233 0 0.000 
Luksenburg 3.12 126 695 0.406 0 0.000 
Mađarska 0.40 341 457 0.070 2.58 0.199 
Holandija 1.40 13 629 0.234 0 3.328 
Austrija 1.32 20 596 0.241 0 0.192 
Poljska 0.33 239 322 0.142 0 0.102 
Portugal 0.64 299 468 0.136 25.4 0.000 
Rumunija 0.23 284 379 0.131 3.9 0.428 
Slovenija 0.68 341 439 0.239 0 0.001 
Slovačka 0.41 240 309 0.093 0 0.020 
Finska 1.36 267 506 0.171 0 0.000 
Velika Britanija 1.35 323 570 0.166 0 1.068 
Bugarska    0.18 441 474 0.075 10.2 0.020 
Češka 0.59 197 305 0.131 0 0.016 
Danska 1.71 32 830 0.292 0 1.646 
Estonija 0.49 248 391 0.177 0 0.000 
Grčka 0.83 372 452 0.061 24.1 0.001 
Španija 0.96 287 556 0.133 21.1 0.000 
Francuska 1.20 171 541 0.303 2.56 0.013 
Letonija 0.40 311 332 0.167 0 0.000 
Litvanija 0.39 368 408 0.229 0 0.000 
Luksenburg 3.23 123 697 0.406 0 0.000 
Mađarska 0.42 333 454 0.070 2.49 0.200 
Holandija 1.45 8 624 0.244 0 3.651 
Austrija 1.36 19 599 0.240 0 0.158 
Poljska 0.38 228 320 0.146 0 0.097 
Portugal 0.65 332 515 0.136 24.8 0.000 
Rumunija 0.26 301 392 0.125 4.6 0.418 
Slovenija 0.74 339 457 0.234 0 0.001 
Slovačka 0.48 250 328 0.090 0 0.016 
Finska 1.40 265 521 0.171 0 0.000 





Slika 23. Poređenje aktuelnih i predviđenih vrednosti emisije metana za validacioni set 




Tabela 18.  Aktuelne i GRNN modelom predviđene vrednosti emisije metana sa relativnim 
greškama za 2007. i 2008. godinu 
Država Godina 
2007. 



















Bugarska    77.28 80.17 3.74 76.54 65.12 -14.92 
Češka 55.80 55.94 0.28 54.45 55.73 2.37 
Danska 68.33 69.30 1.42 68.39 69.32 1.36 
Estonija 79.95 74.12 -7.29 79.97 74.22 -7.19 
Grčka 35.44 42.54 20.02 34.87 42.49 21.85 
Španija 38.87 39.53 1.71 38.37 39.96 4.15 
Francuska 62.16 63.34 1.90 61.67 63.32 2.67 
Letonija 66.19 71.49 8.01 66.93 68.16 1.84 
Litvanija 71.69 71.22 -0.65 72.98 71.92 1.46 
Luksenburg 111.64 108.51 -2.81 112.85 108.51 -3.84 
Mađarska 35.73 39.35 10.13 35.12 40.18 14.39 
Holandija 59.80 65.75 9.95 59.77 65.87 10.21 
Austrija 48.20 45.97 -4.64 47.54 46.72 -1.72 
Poljska 83.57 67.05 -19.77 81.71 62.03 -24.09 
Portugal 58.45 56.48 -3.39 58.44 57.12 -2.25 
Rumunija 58.91 55.93 -5.06 59.35 55.34 -6.75 
Slovenija 70.33 70.88 0.78 69.00 70.43 2.07 
Slovačka 35.86 57.23 59.60 35.40 59.08 66.90 
Finska 87.25 90.57 3.80 85.49 90.24 5.55 
Velika Britanija 48.39 50.26 3.86 47.61 50.12 5.27 
  
Na osnovu rezultata prikazanih u Tabeli 16. i na Slici 22., dobijenih od strane kreiranih 
modela u trening fazi, može se videti da su BPNN i GRNN modeli pokazali mnogo bolje 
rezultate u odnosu na regresioni MLR model. Dakle, može se reći da modeli zasnovani na 
ANN pokazuju veoma dobre performanse predviđanja. 
Rezultati ocene (validacije) modela, njihovih stvarnih mogućnosti predviđanja, su pokazali 
da GRNN arhitektura pokazuje malo bolje rezultate u odnosu na drugu primenjenu BPNN 
arhitekturu i značajno bolje rezultate u odnosu na MLR model (Slika 23.). Najznačajniji 
statistički indikatori performansi modela FA1.25 i IA pokazuju bolje rezultate ANN modela 




model, dok je vrednost FA1.25 za MLR model samo 58%. Takođe, za GRNN model IA ima 
vrednost 0.98, za BPNN je 1.00, dok je vrednost IA za MLR model 0.90. Za GRNN model 
se može zaključiti da je optimalno obučen, jer pokazuje veoma dobre rezultate sa sličnim 
vrednostima FA1.25 i drugih indikatora greške, kako na trening tako i na validacionom setu 
podataka. S druge strane BPNN model pokazuje slične, ali malo lošije rezultate na 
validacionom setu podataka u odnosu na trening podatke (Tabela 16.), što bi značilo da bi se 
BPNN mogla redizajnirati, u cilju optimizacije rezultata predviđanja.  
GRNN model je postigao 75% predviđanja uspešno, sa relativnom greškom manjom od 10%, 
drugih 10% predviđanja je postigao sa relativnom greškom između 10% i 20%, dok je samo 
15% predviđanja postigao sa relativnom greškom većom od 20%. U slučaju Mađarske, 
Bugarske i Holandije, predviđanja GRNN modela su sa relativnom greškom između 10% i 
20%, dok je u slučaju Slovačke, Poljske i Grčke relativna greška modela iznad 20% za obe 
godine (Tabela 18.).   
Nesigurnost koja se odnosi na ulazne parametre, kod modela zasnovanih na inventarskom 
pristupu (emisioni faktori i stope aktivnosti), je značajna, tj. od 20-30% pa do 50% u slučaju 
Austrije, što za posledicu ima neizvesnost podataka procenjene emisije metana za 20-40% 
[216]. S obzirom na to da GRNN model koristi značajno manji broj ulaznih promenljivih i 
postiže predviđanja sa relativnom greškom manjom od 20% u većini ispitivanih država, čini 
ANN pristup odgovarajućom alternativom za predviđanje emisije metana na nacionalnom 
nivou, pogotovo u slučajevima kada je procena emisije inventarskim pristupom 
onemogućena zbog nedostatka podataka.  
Problem odstupanja između aktuelnih i predviđenih vrednosti za države kod kojih je relativna 
greška iznad 10%, može se pripisati kvalitetu ulaznih i izlaznih podataka korišćenih tokom 
kreiranja modela. 
U slučaju Slovačke, podaci za parameter WDL za 2011. godinu su procenjeni. Takođe, 
podaci za parameter MWG do 2001. godine su prikupljani prema nacionalnom katalogu 
otpada (National Waste Catalogue), dok se od 2002. godine prikupljaju prema Evropskoj 




trening podataka koji nisu dobijeni primenom standardnih metoda, može usloviti veliku 
relativnu grešku za 2007. i 2008. godinu (Tabela 18.). Relativna greška u slučaju Holandije 
za 2008. godinu je 10.21% i može se pripisati zabrani direktnog odlaganja mešanog 
komunalnog otpada u 2003. godini, što je dovelo do smanjenja WDL od 50 kg po stanovniku 
u 2002. do samo 11 kg po stanovniku u 2004. godini [195].  
U slučaju Grčke, trening podaci za parameter GDP za 2005. godinu su nesigurni zbog 
netačnog izveštavanja o stanju ekonomskog razvoja od strane vlade. Uticaj ovog parametra 
se može smatrati razlogom za veće vrednosti relativne greške i za 2007. i za 2008. godinu. 
MWG podaci za Poljsku i Mađarsku su procenjene, za 2003. godinu u slučaju Mađarske i od 
2005. do 2008. godine u slučaju Poljske, što može objasniti dobijene velike relativne greške 
(14.39% Mađarska i -24.09 Poljska). 
U slučaju Bugarske, GRNN model je dao relativnu grešku predviđanja od -14.92% za 2008. 
godinu. Deponija u Sofiji je bila zatvorena u periodu od oktobra 2005. do decembra 2007. 
godine, što je uslovilo privremeno skladištenje sakupljenog komunalnog otpada od 2.5% u 
2005. i 10% u 2006. i 2007. godini. Ovi iznosi nisu bili uključeni u podacima o količinama 
generisanog otpada, a to je takođe uslovilo i pad količine deponovanog otpada u 2006. i 2007. 
godini [195]. Uzimajući u obzir sve ove faktore uticaja, promene u MWG za 2005. i 2006. 










8. Predviđanje emisije azotnih oksida u EU, SAD, Kini, Indiji, 
Japanu i Rusiji 
Emisija azotovih oksida (NOx) u atmosferu ima višestruke negativne efekte na životnu 
sredinu i direktne ili indirektne efekte na ljudsko zdravlje. U ovom poglavlju je opisan razvoj 
i rezultati modela zasnovanog na neuronskim mrežama, za predviđanje emisije azotovih 
oksida na nacionalnom nivou, primenom, kao i u prethodnim slučajevima predviđanja, 
ekonomskih, industrijskih, poljoprivrednih i indikatora održivog razvoja, kao ulaznih 
promenljivih modela. Za razvoj modela su korišćeni dostupni podaci za 17 evropskih država, 
SAD, Kinu,  kao i podaci (za razliku od prethodnih modela) za Japan, Rusiju i Indiju za 
period 2001 - 2008. godine. Za kreiranje ANN modela korišćena je GRNN arhitektura. 
Inicijalni GRNN model je razvijen sa svih 11 potencijalnih ulaznih promenljivih, a nakon 
toga su za izbor nezavisnih i značajnih ulaznih promenljivih na originalnim podacima 
primenjene korelaciona i VIF analiza. Najbolji rezultati selekcije ulaznih promenljivih su 
dobijeni na osnovu korelacije između ulaznih promenljivih. Naime, GRNN modeli kreirani 
sa manjim brojem ulaznih promenljivih su pokazali mnogo bolje predviđanje u poređenju sa 
GRNN modelom kreiranim sa svim potencijalnim ulaznim promenljivama [217]. 
8.1. Ulazni i izlazni podaci 
Generalno govoreći, na globalnom nivou, proces sagorevanja u termoelektranama, industrija, 
drumski saobraćaj, domaćinstva i poljoprivredne aktivnosti su najveći emiteri oksida azota. 
Drugim rečima, rast ekonomskog i industrijskog razvoja vode ka povećanoj emisiji 
zagađujućih materija u vazduh, među kojima spada i emisija NOx. U tom smislu je, u ovom 
slučaju predviđanja emisije, odabrano 11 potencijalnih ulaznih promenljivih za koje se 
smatra da obuhvataju najznačajnije izvore emisije azotnih oksida: 
1. Proizvodnja električne energije iz uglja (EPCS - Electricity Production from Coal 
Sources), 





3. Potrošnja dizel goriva u drumskom sektoru (RDFC - Road sector diesel fuel 
consumption), 
4. Potrošnja energije u drumskom sektoru (RSEC - Road Sector Energy Consumption), 
5. Bruto domaći proizvod (GDP - Gross Domestic Product), 
6. Upotreba energije (EU - Energy Use), 
7. Potrošnja energije iz fosilnih goriva (FFEC - Fossil Fuel Energy Consumption), 
8. Električna energije proizvedena iz obnovljivih izvora (EPRS - Electricity Production 
from Renewable Sources), 
9. Broj proizvedenih vozila (NV - Number of Vehicles), 
10. Potrošnja električne energije (EPC - Electric Power Consumption), 
11. Poljoprivredno zemljište (AL - Agricultural Land) 
Podaci za svih 11 ulaznih promenljivih za razvoj modela su preuzeti iz tri statističke baze 
podataka: Svetska banka (World Bank), OICA – proizvodna statistika (Organisation 
Internationale des Constructeurs d’Automobiles) i internacionalne statističke baze podataka 
NationMaster [204,206,218]. Spisak svih 11 odabranih promenljivih, kao i njihovi statistički 
pokazatelji su prikazani u Tabeli 19. 












EPCS kwh po st. 147.570 7288.78 1987.83 1657.65 
EPOS kwh po st. 7.920 1535.48 234.20 281.17 
RDFC toe po st. 0.010 0.69 0.30 0.17 
RSEC toe  po st. 0.027 1.80 0.59 0.36 
GDP €  po st. 371.722 40400.00 20978.89 12432.13 
EU toe  po st. 0.438 782.83 9.21 59.60 
FFEC % od ukupne 0.325 0.96 0.77 0.15 
EPRS kwh  po st. 23.330 9366.16 1417.97 1947.67 
NV br.vozila  po st. 0.001 0.12 0.04 0.03 
EPC kwh  po st. 399.571 17212.95 6780.86 3931.43 




Kao i u ostalim slučajevima razvoja ANN modela, opisanih u prethodnim poglavljima i u 
slučaju NOx se podaci za razvoj modela normalizuju po stanovniku radi postizanja boljih 
rezultata predviđanja i mogućnosti komparacije različitih država. ANN modeli su obučavani 
podacima od 2001. do 2006. godine za 17 EU država, za SAD, Kinu, Rusiju, Indiju i Japan, 
dok su podaci 2007 - 2008. godine korišćeni za validaciju modela. Vrednost statističkih 
pokazatelja za NOx emisiju na nacionalnom nivou preuzete sa EDGAR baze podataka 
emisija zagađujućih materija [215] za svaku od država uključenih u razvoj NOx modela i za 
različite setove podataka su prikazane u Tabeli 20. 
Tabela 20.  Statistička analiza NOx emisije na nacionalnom nivou 
Država NOx emisija (kg po st.) 
 Min. vr. Maks. vr. Sr. vr. St. dev. 
Belgija  24.30 31.92 29.22 2.47 
Češka 25.98 32.68 29.62 2.64 
Nemačka 21.07 25.37 23.14 1.42 
Španija 41.13 47.84 46.38 2.24 
Francuska 21.31 28.26 25.51 2.34 
Italija 21.06 26.97 24.27 2.08 
Mađarska 15.94 20.77 18.17 2.05 
Holandija 25.35 31.24 28.50 2.01 
Austrija 25.78 29.78 28.25 1.34 
Poljska 21.16 22.69 22.12 0.51 
Portugal 24.33 29.15 27.40 1.57 
Rumunija 12.86 14.87 13.95 0.73 
Slovenija 24.20 29.76 26.18 1.66 
Slovačka 17.41 20.04 18.42 0.82 
Finska 37.07 50.57 44.30 4.79 
Švedska 31.83 36.46 34.85 1.57 
Velika Britanija 28.21 34.54 31.64 1.83 
SAD 46.81 62.36 55.55 5.02 
Kina 9.09 15.66 12.12 2.33 
Indija 5.04 6.07 5.49 0.35 
Japan 18.74 21.55 20.50 0.94 
Rusija 29.81 43.17 34.74 4.98 
Skup podataka     
Podaci za obučavanje 5.04 62.36 27.90 11.85 





8.2. Razvoj i optimizacija GRNN modela 
Za razvoj ANN modela za predviđanje emisije NOx u ovom radu je korišćena GRNN 
arhitektura (Slika 24.). Pre početka obučavanja GRNN mreže, nakon odabira potencijalnih 
ulaznih promenljivih, sledeći korak je bio izdvajanje podataka za testiranje mreže iz grupe 
podataka za obučavanje. Podaci za testiranje mreže su izdvojeni nasumičnim odabirom 20% 
od ukupnog broja (132) serija podataka za obučavanje mreže. GRNN modeli su obučavani 
korišćenjem linearne funkcije (u opsegu od 0 do 1) za skaliranje ulaznih podataka, dok je 
faktor ujednačavanja određen genetskim algoritmom. Dakle, parametri obučavanja GRNN 
modela su isti kao i kod modelovanja emisije metana budući da je taj model pokazao dobre 
rezultate. Nakon toga su različite kombinacije ulaznih promenljivih, dobijenih primenom 
nekoliko pristupa za selekciju ulaznih promenljivih, korišćene za kreiranje četiri GRNN 
modela (Tabela 21.). Naime, osnovni cilj ovog koraka optimizacije modela je da se odabere 
manji broj ulaznih varijabli koje najbolje karakterišu osnovni ulazno – izlazni odnos, 
istovremeno smanjujući suvišne ulazne promenljive [103].  
 




Tabela 21. Detaljne informacije kreiranih GRNN modela 
Model Selekcija ulaza Kritična 
vrednosta 
Uklonjeni ulazi Arhitekturab 
 
GRNN1 Svi ulazi - - 11-106-2-1 
GRNN2 Korelaciona analiza 
(ulaz-izlaz korelacija) 
r<0.1 FFEC 10-106-2-1 
GRNN3 Korelaciona analiza 
(korelacija između ulaza) 
r>0.7 a: RSEC, GDP, EPC, 
EPRS 
b: RDFC, GDP, FFEC 
c: RSEC, FFEC, EPC 







GRNN4 VIF analiza VIF>5 a: EPC 
b: EPC, GDP 





aza uklanjanje ulaza 
bbroj neurona po slojevima 
Prvi pristup za selekciju ulaznih promenljivih je zasnovan na korelacionoj analizi (Tabela 
22.). Model označen kao GRNN2 je kreiran na osnovu " ulaz - izlaz" korelacije, i sadrži one 
ulazne promenljive koje su u korelaciji sa emisijom NOx većom od 0.1. U ovom slučaju, kao 
što se može videti u Tabeli 22., samo jedna ulazna promenljiva  (FFEC) od potencijalnih 11 
se treba ukloniti iz modela. 
S druge strane, GRNN3 model je kreiran na osnovu "ulaz - ulaz" korelacije. Ulazne 
promenljive sa međusobnom korelacijom većom od 0.7 su uklonjene iz polaznog seta 
podataka. Na osnovu rezultata korelacione analize, može se videti da postoji šest parova 
visoko korelisanih ulaznih promenljivih (RSEC-RDFC, GDP-RDFC, GDP-RSEC, EPC-
RSEC, GDP-EPC i EPRS-FFEC). Dakle, sa ciljem dobijanja nezavisnog seta ulaznih 
promenljivih, sa različitim kombinacijama nezavisnih ulaznih promenljivih, kreirana su četiri 







Tabela 22. Rezulatati korelacione analize 
 EPCS EPOS RDFC RSEC GDP EU FFEC EPRS NV EPC AL 
EPCS 1           
EPOS -0.07 1          
RDFC 0.07 0.23 1         
RSEC 0.53 0.27 0.72 1        
GDP 0.15 0.26 0.81 0.78 1       
EU 0.26 0.05 0.03 0.27 0.07 1      
FFEC 0.32 0.20 -0.19 -0.11 -0.30 0.06 1     
EPRS -0.18 0.03 0.31 0.32 0.45 -0.02 -0.70 1    
NV 0.20 0.13 0.49 0.38 0.41 0.00 -0.12 -0.06 1   
EPC 0.30 0.09 0.52 0.73 0.77 0.14 -0.55 0.69 0.25 1  
AL 0.02 -0.15 -0.06 -0.20 -0.26 0.00 0.48 -0.64 -0.14 -0.64 1 
            
NOx 0.50 0.21 0.56 0.78 0.58 0.25 -0.08 0.33 0.21 0.73 -0.32 
Kurzivom su označeni brojevi koji pokazuju jaku korelaciju između ulaznih promenljivih i jaku korelaciju 
između ulaznih promenljivih sa NOx emisijom 
Drugi pristup za selekciju ulaznih promenljivih je zasnovan na VIF analizi. Ovim pristupom 
se rešava problem multikolinearnosti između ulaznih promenljivih, i time se određuje koje 
ulazne promenljive je potrebno ukloniti. U ovom slučaju su sve one promenljive koje imaju 
VIF vrednost veću od 5 sekvencijalno uklonjene. Vrednosti VIF za sve inicijalno odabrane 
promenljive su prikazane u Tabeli 23. 
Tabela 23. VIF analiza 


















8.3. Rezultati optimizacije GRNN modela 
U ovom poglavlju su prikazani rezultati predviđanja osam GRNN modela kreiranih 
primenom različitih pristupa za odabir najznačajnijih i nekorelisanih ulaznih promenljivih. 
Vrednosti indikatora performansi svih kreiranih GRNN modela prikazani su u Tabeli 24. 
Tabela 24. Vrednosti indikatora performansi kreiranih GRNN modela 
Model Indikatori performansi 




RSR FA 1.25 
[%] 
r 
GRNN1 0.92 0.89 3.78 2.97 0.34 89 0.97 
GRNN2 0.93 0.91 3.33 2.61 0.30 95 0.97 
GRNN3a 0.92 0.86 4.10 2.86 0.38 91 0.95 
GRNN3b 0.93 0.91 3.34 2.69 0.30 93 0.97 
GRNN3c 0.93 0.91 3.29 2.63 0.30 98 0.98 
GRNN3d 0.94 0.93 2.80 2.20 0.26 95 0.98 
GRNN4a 0.93 0.92 3.09 2.46 0.28 93 0.97 
GRNN4b 0.91 0.87 3.97 3.13 0.37 82 0.96 
GRNN4c 0.93 0.87 3.87 2.64 0.36 95 0.95 
         Kurzivom su označeni brojevi koji ukazuju na najbolje performanse modela 
Dobijene vrednosti indikatora performansi (dr=0.92, FA1.25=89%) za GRNN1 model se 
mogu smatrati dobrim. Poređenje aktuelnih i modelovanih emisija NOx primenjene na 
validacionom setu podataka je prikazano na Slici 25. 
S obzirom na to da kreirani GRNN1 model sa svim inicijalno odabranim ulaznim 
promenljivama pokazuje dobro slaganje sa aktuelnom NOx emisijom, može se zaključiti da 






Slika 25. Poređenje aktuelnih podataka i GRNN1 rezultata (validacioni set podataka) 
Kao što se može videti iz Tabele 24., svih osam GRNN modela kreiranih primenom različitih 
tehnika za selekciju ulaznih promenljivih, pokazuju značajno bolje rezultate predviđanja u 
poređenju sa GRNN1 modelom koji je razvijen sa svih 11 promenljivih. GRNN2 model 
kreiran na bazi "ulaz - izlaz" korelacije pokazuje zadovoljavajuće rezultate, ali ne i najbolje 
(dr=0.93 and FA1.25=95%); takođe, kod ovog modela je broj ulaznih promenljivih veći u 
poređenju sa drugim GRNN modelima. Od GRNN modela kreiranih na osnovu VIF analize, 
GRNN2a model pokazuje bolje performanse (dr=0.93 and FA1.25=93%) u odnosu na 
GRNN2b i GRNN2c modele. Može se zaključiti da dalja redukcija broja ulaznih 
promenljivih nakon uklanjanja EPC, vodi ka malo lošijim rezultatima modela, a razlog može 
biti taj što je iz oba modela, GRNN2b i GRNN2c, uklonjen GDP kao ulazni parametar. 
Naime, svi GRNN modeli kreirani bez GDP kao ulazne promenljive pokazuju nešto slabije 




da je GDP u visokoj korelaciji sa tri ulazne promenljive (Tabela 22.). GRNN3d model je u 
odnosu na ostale modele, dobijene primenom i korelacione i VIF analize, pokazao najbolje 
rezultate i takođe, značajno bolje rezultate u odnosu na GRNN1 model. Kao što se može 
videti, GRNN3d model je kreiran sa najmanjim brojem (7) ulaznih promenljivih (EPCS, 
EPOS, GDP, EU, FFEC, NV, AL), što predstavlja redukciju od 37% u odnosu na GRNN1 
model. Dijagrami aktuelne i predviđene emisije NOx i FA1.25 za GRNN3d model su 
prikazani na Slici 26. Kao što se može videti GRNN3d model pokazuje veoma dobro slaganje 





Slika 26. Rezultati GRNN3d modela za validacioni set podataka: a) poređenje aktuelne i 





Kao što se može videti na Slici 27., predviđanje NOx emisije u slučaju Slovačke pokazuje 
veliko odstupanje, sa vrednošću relativne greške od >35%, dok su maksimalne relativne 
greške za 2007. i 2008. predviđanja u slučaju Rumunije i Slovenije, vrlo zadovoljavajuća. 
Generalno se može uočiti da procenjena emisija u inventarima istočnoevropskih zemalja 
pokazuje visoku nesigurnost, što je verovatno i razlog za značajno odstupanje između 
predviđenih i aktuelnih emisija NOx. Takođe, na osnovu dobijenih rezultata se može videti 
da su jednogodišnja predviđanja modela preciznija u odnosu na dvogodišnja predviđanja: za 
podatke iz 2007. godine 75% predviđanja imaju grešku do 7%, dok za 2008. godinu za istu 
frakciju greška iznosi 15% (Slika 27.a.). Sličan trend se može uočiti u slučaju pet država van 













8.4. Rezultati analize osetljivosti (značajnosti) ulaznih promenljivih 
U cilju određivanja značajnosti svake ulazne promenljive za GRNN3d model, vršena je 
analiza značajnosti. U slučaju GRNN, analiza značajnosti se vrši određivanjem individualnih 
faktora ujednačavanja (ISF - Individual Smoothing Factors) genetičkim algoritmom za svaku 
ulaznu promenljivu tokom procesa obučavanja. ISF može imati vrednosti od 0 do 3 i što je 
ISF veći, to je značajnost te promenljive za model veća [51]. Vrednosti ISF za svaku ulaznu 
promenljivu GRNN3d modela određene tokom procesa obučavanja mreže su prikazane na 
Slici 28. 
 
Slika 28. Individualni faktori ujednačavanja (ISF) za ulazne promenljive u GRNN3d 
modelu 
Na osnovu vrednosti ISF najznačajnije ulazne promenljive za model su EPOS, AL, FFEC i 
NV, dok GDP i EU imaju nižu, ali ipak značajan uticaj na izlaznu promenljivu modela. Dakle 
ISF vrednosti samo potvrđuju činjenicu da energetski sektor i sektor transporta imaju 




9. Predviđanje emisije gasova staklene bašte u Srbiji 
Republika Srbija kao ne-Aneks država i potpisnica Okvirne konvencije UN o promeni klime 
i Kjoto protokola, ima obavezu da prati emisiju gasova staklene baste (GHG - Greenhouse 
gases)  i sprovodi mere sa ciljem ispunjavanja kriterijuma definisanih Konvencijom i Kjoto 
protokolom [219]. U ovom poglavlju je prikazan razvoj i rezultati modela za predviđanje 
emisije gasova staklene bašte u Srbiji zasnovanog na neuronskim mrežama i ekonomskim i 
indikatorima održivog razvoja, kao ulaznih promenljivih modela. Da bi se razvio model 
zasnovan na ANN za Srbiju, potrebno je poznavanje određenih ekonomskih i industrijskih 
parametara, kao i indikatora održivog razvoja. Kako je Srbija tek u fazi implementacije i 
usklađivanja određenih zakonskih propisa sa zakonodavstvom Evropske unije, to je praćenje 
ovih parametara još u povoju. Kao moguće rešenje za razvoj modela za procenu emisije GHG 
koji bi bio primenljiv za Srbiju, u ovom radu je razvijen ANN model sa ulaznim podacima 
za Bugarsku, koja je po nekim karakteristikama vrlo slična Srbiji [220]. 
9.1. Ulazne i izlazne promenljive i podaci 
Da bi se razvio ANN model za predviđanje emisije GHG u Srbiji, u ovom slučaju su zbog 
nedostatka podataka za Srbiju korišćeni podaci za Bugarsku, koja po svojim osnovnim 
karakteristikama, kao što su broj stanovnika, ekonomska i privredna razvijenost, proizvodnja 
i potrošnja energije, itd., najsličnija Srbiji (Slika 29.a.). Pomenute sličnosti ove dve države 
uslovile su i sličan trend promene najznačajnijih indikatora nacionalnog razvoja tokom 
vremenskog perioda za koji se model razvija. Na Slici 29.b. je prikazan trend promene tokom 
ispitivanog perioda za indikatore: bruto domaći proizvod (BDP) i godišnja potrošnja energije 
(GPE). U najznačajnije sektore za koje se smatra da najviše doprinose emisiji GHG ubrajaju 
se industrija i energetski sektor. U tom smislu su, u ovom slučaju, kao indikatori održivog 




po stanovniku, BDP – kao mera industrijskog i ekonomskog razvoja i godišnja proizvodnja 
energije po stanovniku, GPE – koja obuhvata sektor energetike.  
 
Slika 29. Poređenje Srbije i Bugarske: a) položaj, broj stanovnika i površina, b) vrednost 
BDP-a i GPE-a [220] 
Dakle, kao ulazne promenljive za razvoj ANN modela su odabrani BDP i GPE. Podaci za 
odabrane ulazne promenljive za Srbiju i Bugarsku su preuzeti iz baze podataka Svetske banke 
[206]. Podaci o nacionalnoj emisiji GHG za Bugarsku su preuzeti iz baze podataka Eurostata 




preuzeti iz baze podataka Sekretarijata Ujedinjenih nacija za klimatske promene (UNFCCC) 
[222].  






[$ po st.] 
GPE 
[toe po st.] 
GHG 
[t CO2e po st.] 
BDP GPE GHG 
Obučavanje  
mreže 
1990 5410 1.10 12.6 - - 10.7 
1991 5168 0.98 10.1 - - - 
1992 4954 1.03 9.5 - - - 
1993 5037 1.10 9.4 - - - 
1994 5256 1.12 9.0 - - - 
1995 5543 1.23 9.1 4853 1.60 - 
1996 5281 1.28 9.1 5081 1.63 - 
1997 5409 1.23 8.7 5583 1.68 - 
1998 6123 1.23 8.2 5843 1.75 8.8 
1999 5849 1.12 7.4 5226 1.46 - 
2000 6445 1.21 7.3 5778 1.58 - 
2001 6976 1.29 7.9 6215 1.54 - 
2002 7752 1.35 7.6 6763 1.57 - 
2003 8396 1.30 8.3 7221 1.60 - 
2004 9097 1.32 8.2 8109 1.62 - 
2005 9947 1.38 8.3 8861 1.38 - 
2006 11229 1.43 8.4 9896 1.43 - 
Validacija  
mreže 
2007 12985 1.32 9.1 10454 1.43 - 
2008 14566 1.37 9.0 11893 1.46 - 
2009 14410 1.32 7.8 11806 1.39 - 
2010 14690 1.43 8.2 11805 1.45 - 
2011 15278 1.68 9.1 12572 1.54 - 
 
2012 - - - 12806 1.64a - 
2013 - - - 13020 1.74a - 
    a ekstrapolacija rasta GPE 
9.2. Razvoj ANN modela i rezultati 
Za razvoj ANN modela za predviđanje emisije GHG u Srbiji, korišćena je rekurentna mreža, 




rekurentne mreže korišćene u ovom slučaju kao i broj neurona u slojevima je prikazan na 
Slici 30. 
 
Slika 30. Rekurentna arhitektura (RNN) [220] 
RNN model je razvijen sa podacima za Bugarsku za period 1990 - 2006. godine, dok je 
validacija modela vršena podacima za period 2007 - 2011. godine (Tabela 25.).  
Da bi se procenile mogućnosti razvijenog modela za predviđanje GHG emisije, korišćena je 
srednja apsolutna procentualna greška (MAPE). MAPE vrednost dobijena na validacionom 
setu podataka za Bugarsku je iznosila 16%. Imajući u vidu da se nesigurnost procenjene 
emisije kod inventarskog pristupa kreće i do 30% [66], dobijena greška od 16% u ovom 
slučaju se može smatrati zadovoljavajućim rezultatom.  
Nakon provere RNN modela na podacima za Bugarsku, pristupilo se predviđanju emisije 
GHG za Srbiju. Postignuti rezultati predviđanja GHG emisije za Srbiju za period od 1995. 
do 2013. godine su prikazani na Slici 31. Na osnovu dobijenih rezultata se može zaključiti 
da RNN model pokazuje dobro slaganje sa aktuelnim dostupnim GHG podacima za Srbiju 
(UNFCCC). Naime, odstupanje između RNN predviđanja i aktuelne vrednosti GHG emisije 
u 1998. godini je svega 3%. 
Pored toga, i trend promene emisije GHG tokom ispitivanog perioda potvrđuje dobre 
performanse RNN modela, s obzirom na to da se mogu uočiti promene u emisiji GHG nastale 
usled određenih društveno-ekonomskih zbivanja, koja su uslovila promene u ekonomskom, 




primer, uočava u promeni emisije (opadanju) u 1999. godini. Pad emisije GHG u ovoj godini 
bi se mogao objasniti smanjenom privrednom i industrijskom aktivnošću usled 
bombardovanja Srbije. Pored toga, posle 2000. godine se takođe mogu videti izvesna 
opadanja ili stagnacija u GHG emisiji, što bi se moglo objasniti ekonomskim krizama. 
Ukoliko bi trend povećanja proizvodnje energije bio nastavljen i u 2012. i 2013. godini, RNN 
model pokazuje da će i nivo GHG emisije u ovim godinama porasti i biti viši u odnosu na 
nivo emisije iz 1998. godine, ali da će i dalje biti znatno ispod nivoa emisije proračunatog za 
1990. godinu.  
 








10. Zaključak  
Osnovni cilj istraživanja u okviru ove doktorske disertacije je bio razvoj modela za 
predviđanje emisija gasovitih zagađujućih materija u vazduh na nacionalnom nivou. 
Razvijeni modeli su zasnovani na veštačkim neuronskim mrežama (ANN) i primeni 
dostupnih industrijskih, ekonomskih, poljoprivrednih i indikatora održivog razvoja, kao 
ulaznih promenljivih za model. Dosadašnja primena veštačkih neuronskih mreža se do sada 
u najvećoj meri odnosila na modelovanje koncentracija zagađujućih materija u vazduhu, 
emisiju iz pojedinih sektora, kao i ostalih indikatora životne sredine. U okviru ove doktorske 
disertacije modelovane su emisije na nacionalnom nivou sledećih zagađujućih materija: 
amonijaka, nemetanskih isparljivih organskih jedinjenja, metana, azotnih oksida i gasova 
staklene bašte.  
Osnovna karakteristika ANN modela je njihova sposobnost da se mogu primeniti za 
modelovanje složenih nelinearnih problema. U tom smislu se, u ovom radu, pošlo od 
pretpostavke da se predviđanje emisije zagađujućih materija u vazduh može posmatrati kao 
jedan nelinearan regresioni problem između prediktanta (u ovom slučaju emisije gasovitih 
zagađujućih materija na nacionalnom nivou) i prediktora (u ovom slučaju ekonomski, 
industrijski i ostali indikatori održivog razvoja). 
Tokom razvoja modela zasnovanih na ANN, njihove performanse su proveravane primenom 
različitih indikatora performansi modela, kao i poređenjem sa rezultatima linearnih 
regresionih modela. 
Za razvoj ANN modela za predviđanje nacionalne emisije amonijaka u SAD i EU primenjen 
je višeslojni perceptron (MLP), u ovom slučajnu troslojna neuronska mreža. Podaci za period 
2000 - 2010. godine su korišćeni za razvoj modela. Odabrana MLP arhitektura je 
optimizovana primenom "proba – greška" pristupa, pri čemu je određen optimalan broj 
skrivenih neurona, odgovarajuća aktivaciona funkcija i algoritam za obučavanje mreže. 
Analiza glavnih komponenti (PCA) je primenjena radi redukcije multikolinearnosti između 




razvijen sa glavnim komponentama (PC) pokazuje bolje rezultate predviđanja u odnosu na 
MLP model koji je razvijen sa inicijalno odabranim (originalnim) ulaznim promenljivama. 
Rezultati razvijenog PCA – MLP – V modela su zatim upoređeni sa regresionim (PCR) 
modelom, koji je razvijen takođe sa glavnim komponentama dobijenim nakon primene PCA 
na originalnim ulaznim promenljivama i pokazali su da optimizovani model zasnovan na 
neuronskim mrežama ima značajno bolje rezultate u predviđanju u odnosu na konvencionalni 
PCR model. Kreirani ANN model je pokazao veoma zadovoljavajuće rezultate predviđanja, 
te se kao takav može koristiti kao jedan alternativni model u predviđanju emisije amonijaka 
na nacionalnom nivou.  
S obzirom na to da je model zasnovan na ANN pristupu pokazao veoma dobre rezultate u 
predviđanju emisije amonijaka, isti pristup je primenjen i kod razvoja modela za predviđanje 
emisije nemetanskih isparljivih organskih jedinjenja (NMVOC) u Kini. Za razvoj modela su 
korišćeni dostupni podaci za devet evropskih država za period 2004 - 2012. godine. Za izbor 
najznačajnijih ulaznih promenljivih za model, kako za evropske države, tako i za Kinu, od 
potencijalnih deset, je korišćen forward pristup. Na osnovu dobijenih rezultata se može 
zaključiti da je primenjena tehnika za selekciju najznačajnijih ulaznih promenljivih uspešna, 
jer su rezultati predviđanja emisije NMVOC za EU države i Kinu slični, tj. vrednosti MAPE 
za EU države iznosi 8%, dok za Kinu ta vrednost iznosi 5%. Dakle, kreirani ANN model je 
pokazao veoma zadovoljavajuće rezultate predviđanja nacionalne emisije NMVOC za Kinu, 
koristeći samo pet ulaznih promenljivih, za razliku od inventarskog pristupa koji zahteva 
poznavanje preko stotinu specifičnih podataka emisionih faktora i stopa aktivnosti za 
određenu državu, industrijski proces, sektor emisije, itd.  
Za predviđanje emisije metana na nacionalnom nivou u EU, pored standardne troslojne 
neuronske mreže sa propagacijom greške unazad (BPNN) koja je dala dobre rezultate u 
slučajevima modelovanja emisije amonijaka i NMVOC, primenjena je i generalna regresiona 
neuronska mreža (GRNN). Šest ulaznih promenljivih koje obuhvataju najznačajnije sektore 
izvore emisije metana su primenjene za razvoj modela. Nakon toga su njihove performanse 




Dobijeni rezultati su pokazali da ANN modeli imaju značajno bolje performanse u poređenju 
sa konvencionalnim MLR modelom.  
U ovoj doktorskoj disertaciji je prikazan i razvoj i rezultati ANN modela za predviđanje 
emisije azotnih oksida (NOx). Za razvoj modela su korišćeni podaci 17 država Evropske 
unije, SAD, Kine, Japana, Rusije i Indije, kao i GRNN arhitektura. GRNN model je 
optimizovan primenom dva pristupa selekcije ulaznih promenljivih (korelaciona i VIF 
analiza). Rezultati su pokazali da je proces optimizacije GRNN modela doprineo poboljšanju 
predikcionih mogućnosti u odnosu na GRNN model koji je bio kreiran sa svim inicijalno 
izabranim promenljivama, te se kao takav može koristiti za predviđanje emisije azotnih 
oksida na nacionalnom nivou. 
Pored navedenih ANN modela, razvijenih za predviđanje emisije različitih zagađujućih 
materija, korišćenjem podataka, kako za EU države, tako i za druge države van evropskog 
kontinenta, u okviru ovog rada je razvijen i ANN model za predviđanje emisije gasova 
staklene bašte (GHG) u Srbiji. Za razvoj modela je primenjena rekurentna arhitektura mreže, 
dok su kao ulazne promenljive za model korišćeni podaci o bruto domaćem proizvodu i 
godišnjoj proizvodnji energije. Kako podaci ulaznih i izlazne promenljive za Srbiju nisu 
dostupni, za kreiranje modela su korišćeni podaci za Bugarsku, koja je po osnovnim 
indikatorima razvoja, u koje spadaju odabrane ulazne promenljive, najsličnija Srbiji. Model 
je pokazao dobro slaganje između aktuelne i modelom predviđene emisije GHG za 1998. 
godinu, sa odstupanjem od svega 3%. Takođe, analiza predviđenog trenda tokom ispitivanog 
perioda ukazuje na promene u emisiji GHG koje su bile posledica određenih društvenih 
okolnosti. 
Na osnovu dobijenih rezultata i poređenja sa postojećim inventarskim pristupom za procenu 
emisije, može se zaključiti da kreirani ANN modeli daju dobra i pouzdana predviđanja svih 
modelovanih gasovitih zagađujućih materija, da se koristi drastično manji broj ulaznih 
promenljivih za predviđanje emisije – što znatno smanjuje vreme potrebno za njihovo 
prikupljanje, da su ulazne promenljive za ANN modele široko dostupne i da ne zahtevaju 




pristup ekonomičnijim i pokazuje da je veoma pogodan za primenu u državama u razvoju 
koje predstavljaju velike emitere zagađujućih materija u vazduh, poput Kine, Indije i Rusije, 
kod kojih je procena emisije inventarskim pristupom praćena izvesnom nesigurnošću, upravo 
zbog primene emisionih faktora koji su određeni na međunarodnom nivou i nisu specifični 
za datu državu i procese koji doprinose emisiji. Pored navedenih prednosti razvijenih ANN 
modela za predviđanje emisije gasovitih zagađujućih materija u vazduh u odnosu na 
inventarski pristup i klasične regresione modele, ANN modeli se mogu primeniti i za 
simulaciju različitih scenarija emisija, koja bi se zasnivala na promeni vrednosti ulaznih 
promenljivih koje bi bile uslovljene različitim zakonskim regulativama i merama 
primenjenim za promenu emisije zagađujućih materija. Imajući u vidu pomenute 
karakteristike ANN modela, moglo bi se zaključiti da ANN modeli mogu biti veoma efikasna 
sredstva u sprovođenju strategija održivog razvoja i politika zaštite životne sredine.  
Buduća istraživanja u ovoj oblasti mogu obuhvatiti ispitivanje mogućnosti primene 
razvijenog ANN pristupa za modelovanje emisije iz određenih sektora, kao i mogućnost 
primene za modelovanje ostalih indikatora kvaliteta životne sredine, uz ispitivanje različitih 
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