We use the Color Glass Condensate (CGC) effective field theory (EFT) to calculate inclusive photon production to leading order qg → qγ, (LO), and next-to leading order gg → qqγ (NLO) at LHC energies. These processes dominate the photon production at small-x , where x 0.01 in the target and projectile protons. We show that the NLO contribution dominates at values of x typical at the LHC, since its cross-section is sensitive to the gluon distributions in both protons. We perform a comparison of our results to the available inclusive photon data, from ATLAS and CMS at center-of-mass energies of 2.76 and 7 TeV. This data lies in the range k ⊥ > 20 GeV. We show that for this range, the k ⊥ -factorized cross-section converges to the full CGC EFT result, and can be used for the comparison. We find that it gives good agreement with experimental results. Our results are to be considered as a first step towards constraining unintegrated gluon distributions, which will be continued for larger systems, where coherent scatterings are enhanced.
Introduction
Photons produced in pp collisions are excellent probes of the internal structures of the hadronic waveforms. At very high energies, where the gluon distributions rise, these states are described by the Color Glass Condensate [1] effective field theory. Using this framework one can compute diverse observables in the dilute-dense limit, in which one of the hadrons is sensitive to small-x resummation, while the other remains in the large-x regime. In this limit the parametrical leading order (LO) is given by the qg → qγ process [2, 3] ,which is dominant when a hard photon is emitted from a large-x valence quark before or after this scatters coherently off the target. The next-to-leading order (NLO) channel gg → qqγ is dominant for high energies, in mid-rapidities, as the gluon distributions are enhanced at small-x. In this process, the projectile's hard gluon scatters off the target and splits into apair, which then emits a photon, or it can first split into the pair, which scatters of the target gluonic shockwave.
These LO and NLO cross-sections were computed before and are given explicitly in [2] [3] [4] [5] [6] . In this short note we will focus on the numerical results of such a computation, and the properties that the inclusive prompt photon cross section exhibits at the LHC energies. We start by noting that one can separate the photons produced into two categories. Depending on their nature, one can have direct and fragmentation photons. One can in principle separate these two components in the LO and NLO contributions. However, experimentally, the only way of separating them is to impose an isolation cut as in ref. [7] . For this, we convolute the inclusive cross-section with an isolation cone given by
where θ is the Heaviside step function, and η and φ are the rapidity and azimuthal angle of the (anti) quark and η γ and φ γ are the respective photon rapidity and transverse angle 1 . For the experimental data R = 0.4 has been used, while estimating that 10% of the remaining cross-section is given by fragmentation photons [8] .
Results
We used the CTEQ6M distribution set [9] for the valence quarks computation in LO contribution. Dipole evolution was given by the running coupling Balitsky-Kovchegov (rcBK) equation, which is a good approximation to the general expression given by the Balitsky-JIMWLK hierarchy. The dipole initial condition at x = 0.01 was set by the McLerran-Venugopalan (MV) model, with an anomalous dimension γ = 1, an initial saturation scale at x 0 of Q 2 0 = 0.2 GeV 2 and the infrared cutoff of Λ IR = 0.241 GeV. For more details, see ref. [10] . The rcBK evolution is used to find the dipoles for x < x 0 . For large-x values, we used the matching procedure given in ref. [11] where the unintegrated gluon distributions (UGD) are matched to the gluon partonic distribution function (PDF). This procedure also sets the proton effective radius to be R p = 0.48 fm, and thus the transverse area is set to S ⊥ = 7.24 mb. We set the quark masses to be m u = m d = 0.005 GeV, m s = 0.095 GeV, m c = 1.3 GeV and m b = 4.5 GeV. The quark mass parameters still have some freedom, and we will discuss the error induced by this further on. The cross sections were computed using the VEGAS Monte Carlo integration routine (more details can be found in ref. [6] ). A comparison between the full CGC and the k ⊥ -factorized result is shown in Figure 1 , where at low k ⊥ factorization is clearly broken. One can see that k ⊥ -factorization breaking is enhanced for decreasing quark masses and more forward rapidities. On the other hand, the effect is suppressed at high k γ⊥ , becoming negligible for k γ⊥ 20 GeV. Since the available data for CMS and ATLAS lies in this regime, the k ⊥ -factorized result will be used instead of the full CGC for computational reasons. As it was said before, the NLO channel contribution can be greatly enhanced around small-x regimes. This can be achieved by focusing on central rapidities and low momenta, where x t ∼ k γ⊥ e −y γ / √ s for the inclusive cross-section. In Figure 2 we can observe that comparison for different energies at a fixed rapidity, η γ = 1.0, and going to more forward rapidities for a fixed energy, 1 For the NLO gg → qqγ channel, one needs to insert two isolation cuts. √ s = 7 TeV. We observe that at RHIC energies, √ s = 0.2 TeV, the NLO contribution is quite small, maximally of 10% at lower momenta. However, at larger LHC energies, like √ s = 7 TeV and 13 TeV, the gluonic processes dominate, as the NLO contribution is more than 90% of the total cross-section. From these results we can conclude that gluons indeed dominate the proton initial states at these high energies. We will now briefly list our sources of uncertainty (for a more detailed discussion see ref. [6] ), which will be included in the comparison to experimental data. First, there are 1/N 2 c corrections while using the BK truncation for the dipole evolution. However, these corrections are smaller and especially suppressed for high k ⊥ . Because of the inclusion of both quark and photon higher momenta, we get a competition between large-k ⊥ (DGLAP regime) and small-x (k ⊥ -factorization) logarithms. The agreement between these two frameworks can be improved systematically. The other systematic source of uncertainty comes from the matching of the UGD to the PDF, and the fixing of the transverse area, which can have as much as 50% uncertainty. For now, we will absorb these two sources with an overall factor, K, which will be used to fit the data from the most central rapidity bin. We have quantified our numerical error due to the VEGAS integration to lie consistently in the 0-5% range. We also varied the quark masses for the ranges m u,d = 0.003-0.007 GeV, m s = 0.095-0.15 GeV, m c = 1.3-1.5 GeV and m b = 4.2-4.5 GeV. It was observed that the cross section for 10 GeV < k γ⊥ < 50 GeV varies by 5-10% for the light u, d, and s quarks, while the heavier c and b quarks have small variations of order 0-5%. For this reason, we include a very conservative overall 10% due to quark mass variation. Because of both uncertainties, we quantify our errorbands with an overall 15%, for the comparison with experimental data.
Our k ⊥ -factorized results describe the LHC data at 2.76 and 7 TeV quite well (see Figure 3) . As it was stated before, an overall normalization factor was used to describe the systematics. This prefactor, K, was used fit the data to the most central bin, and found to be K = 2.4. A similar value was found in the fit used to describe D-meson production in the same framework [12] . This is expected since both processes involve the sameproduction channel.
Conclusions
In this work we have taken a step towards constraining the photon distributions using photons for small-x physics. We calculated for the first time the complete LO+NLO inclusive cross section in the CGC framework. We also quantified the relative contribution of both LO and NLO, in terms of rapidity and center-of-mass energy variables, and found that as expected, gluonic processes rapidly rise with lower x values. The full cross-section, calculated in the k ⊥ -factorized limit exhibits good agreement with the experimental data available for pp collisions from CMS and ATLAS, within systematic uncertainty bands. In future studies, we will extend our results to minimum bias pA data as well as pp and pA collisions with high particle multiplicity. 
