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Abstract
This is a survey of recent results showing that the usual concepts of (local or global)
distance-regularity in a graph can be thought of as an extremal (numeric) property of the
graph. This is because such structures appear when a certain spectral bound is attained, so
yielding striking characterizations of distance-regularity, with the peculiarity of involving only
numerical (instead of the usual matricial) identities. Other results providing bounds for specific
parameters of the graph, such as its eigenvalue multiplicities, are also derived.
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1. Introduction
The results we encounter in this paper are of the following type: Let  = (V ,E)
be a (simple and finite) connected graph, with adjacency matrix A and spectrum
EuroWorkshop on Algebraic Graph Theory, Edinburgh, 9–13 July 2001.
Work supported by the Ministry of Science and Technology, Spain, and the European Regional Develop-
ment Fund (ERDF) under project TIC-2001-2171.
E-mail address: fiol@mat.upc.es
0024-3795/$ - see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2004.09.020
18 M.A. Fiol / Linear Algebra and its Applications 397 (2005) 17–33
sp := sp A =
{
λ
m(λ0)
0 , λ
m(λ1)
1 , . . . , λ
m(λd)
d
}
, (1)
where the eigenvalues are in decreasing order, λ0 > λ1 > · · · > λd , and the super-
scripts denote multiplicities. Then it turns out that some (usually distance-related)
parameter ξ of  satisfies a bound in terms of its spectrum, say
ξ  (sp), (2)
where  is some function involving a polynomial which is henceforth denoted by
R. Moreover, if equality is attained some kind of distance-regularity-like structure
appears. The basic reason for this phenomenon is that, at some point of the reasoning
in proving (2), the Cauchy–Schwarz inequality is employed; that is, for some vectors
x, y ∈ X (a real vector space with scalar product 〈·, ·〉) we have |〈x, y〉|  ‖x‖‖y‖
with equality if and only if y = αx for some constant α. Then, when the numeric
bound is attained we get a vectorial equality which, in turn, characterizes the combi-
natorial structure of distance-regularity. In this way, the results discussed show that
the usual concepts of (local or global) distance-regularity in a graph can be thought
of as an extremal (numeric) property of the graph.
In the different results of type (2), we basically use two families of polynomials.
The first one is constructed by using the whole (‘global’ or ‘local’) spectrum sp
(that is, eigenvalues plus multiplicities) while the other family is derived only from
the distinct eigenvalues. As we will see in the following sections, different choices
of the polynomial R lead us to distinct results, from some characterizing a kind of
distance-regularity to other giving bounds for specific parameters of the graph.
We devote the rest of this introduction to recalling some basic results from (struc-
tural and algebraic) graph theory. (A good survey on the connections between linear
algebra and graph theory can be found in [28]. For more details, we refer the reader to
the comprehensive textbooks [3,24].) For a given vertex u of a graph , the vertex set
k(u) represents the set of vertices at distance k from vertex u, with cardinality nk :=
|k(u)|. Analogously, Nk(u) denotes the set of vertices at distance at most k from u,
and sk(u) := |Nk(u)|. The eccentricity of vertex u is ecc(u) := maxv∈V dist(u, v),
where dist(·, ·) stands for the distance function. The diameter and radius of  are,
respectively,
diam() := max
u∈V ecc(u) and rad() := minu∈V ecc(u).
For every integer k, 0  k  diam(), the distance-k matrix Ak of  is defined as
(Ak)uv =
{
1 if dist(u, v) = k,
0 otherwise.
Then, A0 = I, the identity matrix, and A1 = A is the adjacency matrix of the graph.
The distance-k graph k is the graph with adjacency matrix Ak .
Since  is connected, A has maximum eigenvalue λ0 which is simple, positive
(in fact it coincides with the spectral radius of A), and with a positive eigenvector ,
say, which is useful to normalize in such a way that minu∈V νu = 1. Moreover,  is
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regular if and only if  = j, the all-1 vector (in this case, λ0 = δ, the degree of ). If
 has d + 1 distinct eigenvalues, then {I,A,A2, . . . ,Ad} is a basis of the adjacency
or Bose–Mesner algebra A() of matrices which are polynomials in A. Moreover,
if  has diameter D = diam(), {I,A,A2, . . . ,AD} is a linearly independent set of
A(). Therefore we have
dimA() = d + 1 and diam()  d.
A graph  on n vertices, and with eigenvalues λ0 > λ1 > · · · > λd , is a regular
graph if and only if there exists a polynomial H ∈ Rd [x] such that H(A) = J, the
all-1 matrix. This polynomial is unique and it is called the Hoffman polynomial [26].
It has zeros at the eigenvalues λi , i /= 0, and H(λ0) = n. Thus,
H = n
Z(λ0)
Z, (3)
where Z :=∏di=1(x − λi).
Let  have n vertices, spectrum sp as in (1), and diameter D( d). Then, we
consider in Rd [x] the following (discrete) scalar product
〈p, q〉 := 1
n
tr(p(A)q(A)) =
d∑
i=0
m(λi)
n
p(λi)q(λi) (4)
with “normalized” weight function ρi := 1nm(λi), 0  i  d , since
∑d
i=0 ρi = 1,
and associated norm ‖ · ‖.
Then, the so-called predistance polynomials (see [15,16]) are the sequence of
orthogonal polynomials p0, p1, . . . , pd (dgrpk = k), with respect to the above scalar
product, normalized in such a way that
‖pk‖2 = pk(λ0) (0  k  d).
By considering the equality 〈pd, Zi〉 = 0, where Zi :=∏dj=1(j /=i)(x − λj ), we see
that the highest degree polynomial pd allow us to compute the values of the multi-
plicities:
m(λi) = φ0pd(λ0)
φipd(λi)
(0  i  d), (5)
where φi =∏dj=0(j /=i)(λi − λj ). Moreover, the value at λ0 of the distance polyno-
mial pd can be computed from the spectrum (see [16]) by using the expression
pd(λ0) = n
(
d∑
i=0
π20
m(λi)π
2
i
)−1
, (6)
where the πi’s are moment-like parameters defined by
πi := |φi | =
d∏
j=0,j /=i
|λi − λj | (0  i  d).
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(In fact, since all the polynomials p0, p1, . . . , pd can be computed from the spectrum
by the classical theorem of Favard (see e.g. [6]), Eq. (6) can essentially be seen as
a special case of such a theorem.) When the graph  is distance-regular (see [1,4]),
these polynomials turn out to be the distance polynomials, so named because, when
applied to the adjacency matrix of , they give the corresponding distance matrices:
pk(A) = Ak (0  k  d).
In fact, it is known that a graph with diameter d is distance-regular if and only if the
set of distance matrices {I,A,A2, . . . ,Ad} is a basis of the adjacency algebra A()
(see [3,15]).
Notice that the sum polynomials qk :=∑ki=0 pi , 0  k  d , also satisfy ‖qk‖2 =
qk(λ0). In our case, with  being a regular graph, the highest degree sum polynomial
qd coincides with the Hoffman polynomial H in (3).
2. Global structures
We begin our survey with results of type (2) which, in some sense, concern the whole
graph. The main theorem stated below was derived in [15] by using previous results in
[20,16], and turns to be specially relevant because of its multiple consequences.
Theorem 1. Given a regular graph , with n vertices and d + 1 distinct eigen-
values, let H be the harmonic mean of the numbers sd−1(u) := |Nd−1(u)| over
all vertices u ∈ V :H := n(∑u∈V sd−1(u)−1)−1. Then, for any given polynomial
R ∈ Rd−1[x] of degree at most d − 1,
H  R(λ0)
2
‖R‖2
. (7)
If equality is attained, then  is a distance-regular graph.
In discussing the main consequences of this theorem we will proceed from the
most general result, characterizing the whole family of distance-regular graphs, to
some results concerning specific families of such graphs. The cases studied corre-
spond to distinct (natural) choices of the polynomial R, depending on the amount of
information we have (or use) about the spectrum of the graph.
2.1. General distance-regular graphs
When we face the problem of choosing the polynomial R, to obtain the best
lower bound in (7) and study the case of equality, we must maximize the quotient
R(λ0)/‖R‖. Assuming that we have a complete knowledge of the spectrum of ,
the predistance polynomials (pk)0kd can be easily computed and, then, we can
proceed in the following manner: In terms of this orthogonal basis, a generic polyno-
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mial of Rd−1[x] can be written as R =∑d−1k=0 γkpk , with γk being the corresponding
Fourier coefficient. Then our aim is to find the maximum of the function
(γ1, γ2, . . . , γd−1) := R(λ0)‖R‖ =
∑d−1
k=0 γkpk(λ0)√∑d−1
k=0 γ 2k pk(λ0)
,
which is attained when γ1 = γ2 = · · · = γd−1. Thus, the best choice is to take R =
γ qd−1, where γ is any non-zero constant and qd−1 is the sum polynomial qd−1 =
p0 + p1 + · · · + pd−1. Note that the obtained polynomial has square norm
‖R‖2 = γ 2‖qd−1‖2 = γ 2qd−1(λ0) = γR(λ0),
so that qd−1 = R(λ0)‖R‖2 R, and the maximum of the above function is
max = γ qd−1(λ0)
γ
√
qd−1(λ0)
= √qd−1(λ0).
Thus, Theorem 1 can be restated in the following way:
Theorem 2. Let  be a regular graph with n vertices, spectrum sp() as in (1),
and predistance polynomials (pk)0kd . Let qd−1 = p0 + p1 + · · · + pd−1. Then
the harmonic mean H of the numbers sd−1(u) = |Nd−1(u)|, u ∈ V, satisfies
H  qd−1(λ0), (8)
and equality is attained if and only if  is a distance-regular graph.
In fact, since qd is the Hoffman polynomial, we have qd−1(λ0) = H(λ0)−
pd(λ0) = n− pd(λ0). Thus, if we assume that nd(u)  nd for some integer nd and
any vertex u, the harmonic mean satisfiesH  n− nd and (10) yields nd  pd(λ0).
Therefore, as a by product result, if pd(λ0) < 1 there must be some vertex u such
that nd(u) = 0. So, by using (6), we get the following implication concerning the
radius of a regular graph:
d∑
i=0
π20
m(λi)π
2
i
> 1 ⇒ rad()  d − 1. (9)
Going back to the main result, the above considerations lead to the alternative
(slightly weaker) version of Theorem 10.
Theorem 3. A regular graph  = (V ,E) with n vertices and spectrum sp as
above is distance-regular if and only if the number of vertices at (spectrally max-
imum) distance d from each vertex u ∈ V is
nd(u) = n
(
d∑
i=0
π20
m(λi)π
2
i
)−1
, (10)
where πi :=∏dj=0,j /=i |λi − λj |, 0  i  d .
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This was proved by Garriga and the author in [16], generalizing some previous
results of Haemers and Van Dam [10] (the case d = 3), and Garriga, Yebra and
the author [21] (the case nd(u) = 1). Notice that the above results are best possible
in the sense that they provide ‘quasi-spectral’ characterizations of distance-regular-
ity which, as it is known, the spectrum alone is not sufficient to ensure it (except
for the case d = 2 which correspond to strongly regular graphs). Thus we must
require the graph to satisfy some additional conditions, as it is done here with the
prescribed numbers nd(u) of vertices at distance d of any given vertex u ∈ V (or,
more generally, the harmonic mean of the numbers sd−1(u)).
By way of example, if we combine the characterization (given in [27]) of odd
graphs Ok [2] by their intersection array, with Theorem 10, we have the following
result:
Any regular graph with the same spectrum, and the same number of vertices at
distance k − 1 from each vertex, as the odd graph Ok is such a graph.
Moreover, in a recent paper, Van Dam and Haemers [11] used a weaker ver-
sion of Theorem 10 to find some distance-regular graphs which are characterized
by their spectrum alone. These are, among others, the collinearity graphs of the
generalized octagons of order (2, 1), (3, 1) and (4, 1), the Biggs–Smith graph, the
M22 graph, and the coset graphs of the doubly truncated binary Golay code and
the extended ternary Golay code. (For a definition of all these graphs, see e.g.
[4].)
2.2. Antipodal distance-regular graphs
In contrast with the predistance polynomials, the second relevant family of poly-
nomials is defined by using only the (set of) distinct eigenvalues of 
ev := {λ0 > λ1 > · · · > λd}.
Thus, the alternating polynomials P0, P1, . . . , Pd−1 are the polynomials satisfying
‖Pk‖∞ := max
0id
|Pk(λi)|  1 and Pk(λ0) = max{Q(λ0) : Q ∈ Rk[x]}.
In particular, the highest degree polynomial P := Pd−1 is characterized by taking
alternating values ±1 at λ1, λ2, . . . , λd , Pd−1(λi) = (−1)i+1, and hence Lagrange
interpolation yields
P(λ0) =
d∑
i=0
π0
πi
,
where the πi’s are defined as before; that is, πi :=∏dj=0,j /=i |λi − λj |. (In general,
for computing Pk we must solve a linear programming problem, see [19].) Notice
that for this polynomial we have
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‖P ‖2=
1
n
d∑
i=0
m(λi)P
2(λi) = 1
n
(
P 2(λ0)+
d∑
i=1
m(λi)
)
= 1
n
(
P 2(λ0)+ n− 1
)
.
Thus, taking R = P in (7) and observing the eigenvalues of the distance-d graph
d—which correspond the values at ev of the polynomial pd = H − qd−1 = H −
P(λ0)
‖P ‖2 P—we get the following result:
Theorem 4. Let  be a regular graph on n vertices, with distinct eigenvalues λ0 >
λ1 > · · · > λd and alternating polynomial P. Let H be the harmonic mean of the
numbers sd−1(u) over all vertices u ∈ V. Then,
H  nP
2(λ0)
P 2(λ0)+ n− 1 (11)
and equality is attained if and only if  is a distance-regular graph and d is a
strongly regular graph with a = c.
Again, suppose that every vertex u has maximum possible eccentricity ecc(u) =
d and |d(u)|  nd for some positive integer nd . Then, |Nd−1(u)|  n− nd for any
u ∈ V , and hence H  n− nd . By using this inequality, (11) yields
n  1
2
[
nd + 1 +
√
(nd − 1)2 + 4ndP 2(λ0)
]
(12)
or,
nd 
n(n− 1)(∑d
i=1 π0/πi
)2 + n− 1 (13)
and, in case of equality (so that nd(u) = nd for every vertex u), must be a distance-
regular of the above type.
The case d = 3 of this characterization was proved by Van Dam [9] using the
Laplacian matrix of  and Haemers’ method of eigenvalue interlacing [25]. In this
case, he also offered examples of graphs satisfying the result. Namely, the odd graph
O4 (4-regular, n = 35, n3 = 18), and the generalized hexagons GH(q, q), with q a
prime power, ((q + 1)-regular, n = 2(q + 1)(q4 + q2 + 1), n3 = q5); for a detailed
description of these graphs, see e.g. [3,4]. For general values of d the above result
was proved in [17]. (See also the next subsection where d is allowed to be any
strongly regular graph.)
Perhaps the most interesting case is that of antipodal distance-regular graphs
(when nd = 1 and a = c = 0). Now we assume that nd(u)  1 for any vertex (then
the graph  is called diametral—because every vertex is an “extreme” of a dia-
meter—and extremal—since it has the maximum possible diameter d) and the above
result can be reformulated as follows:
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Theorem 5. Let  be a regular graph on n vertices, with d + 1 distinct eigenvalues
and (spectrally maximum) diameter d. Then,
n  P(λ0)+ 1 =
d∑
i=0
π0
πi
. (14)
If equality holds and  is diametral, then  is a 2-antipodal distance-regular graph.
In general, the graphs satisfying the equality P(λ0) = n− 1 are called boundary
graphs and, although they are not necessarily distance-regular (not even regular)
graphs, they still have some interesting structural properties (see [22,23]).
As an example, consider the cube  = Q3, which has n = 8 vertices and eigen-
values ev Q3 = {3, 1,−1,−3}. Then by the symmetry of such a mesh we have π0 =
π3 = 2 · 4 · 6 and π1 = π2 = 2 · 2 · 4, yielding π0/π1 = π0/π2 = 3 and π0/π3 = 1.
Thus,
P(λ0)+ 1 =
3∑
i=0
π0
πi
= 8
and we conclude that Q3 is a 2-antipodal distance-regular graph. On the other hand, if
we take  = P (the Petersen graph), with n = 10 vertices and ev P = {3, 1,−2} we
now get P(λ0)+ 1 = 10/3, in concordance with the fact that P is not a 2-antipodal
graph.
Putting emphasis on the characterization, we can rephrase the above theorem in
the following way (see [21]).
Theorem 6. A graph  with eigenvalues λ0 > λ1 > · · · > λd is a 2-antipodal dis-
tance-regular graph if and only if the number of vertices at distance d from each
vertex u is
nd(u) = n
(
d∑
i=0
π0
πi
)−1
= 1. (15)
For general r-antipodal graphs, r  2, with r vertices in each equivalence class
(set of vertices which are mutually at distance d), we have the following generaliza-
tion.
Theorem 7. Let  be an r-antipodal regular graph with d + 1 distinct eigenvalues
and diameter d. Then
n  r
2
(P (λ0)+ 1) = r2
d∑
i=0
π0
πi
. (16)
If equality is attained, then  is an (r-antipodal) distance-regular graph.
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This was proved in [13] from a result which is similar to Theorem 1 and provides
a bound for the k-independence number αk; that is, is the maximum cardinality of a
set of vertices which are mutually at distance greater than k.
Again, we can rewrite the second part of the result by putting emphasis on the
quasi-spectral characterization that gives rise to.
Theorem 8. A regular graph , with eigenvalues λ0 > λ1 > · · · > λd, is an r-
antipodal distance-regular graph if and only if the distance graph d is constituted
by disjoint copies of the complete graph Kr, with r satisfying
r = 2n
(
d∑
i=0
π0
πi
)−1
. (17)
Note that the case r = 2 corresponds to (15).
2.3. Strongly distance-regular graphs
Recall that a δ-regular graph  on n vertices is called (n, δ; a, c)-strongly regular
if every pair of adjacent (respectively non-adjacent) vertices have a (respectively c)
common neighbours. Thus, if connected, a strongly regular graph  is the same as a
distance-regular graph with diameter two. Otherwise, it is known that is constituted
by several copies of Kr (see [24]).
Grouping the ideas of distance-regularity and strong-regularity, the author [14]
proposed the following definition: A graph  with diameter D = d is called
(n, δ; a, c)-strongly distance-regular if  is distance-regular and its distance-d graph
d is strongly regular with the indicated parameters. Some known examples of such
graphs are: The connected strongly regular graphs, with distance-2 graph 2 = 
(the complement of ); the distance-regular graphs with diameter three and λ2 =
−1; and the r-antipodal distance-regular graphs with d = mKr (m disjoint copies
of Kr ) so that they are (n, δ; r − 1, 0)-strongly distance-regular graphs. (In fact,
it has been conjectured that a strongly distance-regular graph is antipodal or has
diameter at most three; see Problem BCC18.3 in [5].) Hence, some spectral con-
ditions for a regular graph to be strongly distance-regular have been already given
above (Theorems 4–8). In particular, notice that 2-antipodal distance-regular graphs
characterized in Theorems 5,6 correspond to the case a = c = 0.
In this context, the more general case (for general values of a and c) was dealt
with in [14] by using the polynomial R := (1 + t2 )P − t2 , where t ∈ R and P is
the alternating polynomial of . Notice that, from the properties of P , we now have
R(λi) = 1 for any odd i, 1  i ≤ d , andR(λi) = −1 − t for every even i /= 0. Then,
by choosing the value of t that minimizes the function
(t) := R(λ0)
2
‖R‖2
= n
[(
1 + t2
)
P(λ0)− t2
]2
[(
1 + t2
)
P(λ0)− t2
]2 + σe(1 + t)2 + σo (18)
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(definitions of σe and σo in the next theorem), and using Theorem 1, we have the
following result:
Theorem 9. Let be a regular graph with n vertices and eigenvalues λ0 > λ1 · · · >
λd. Let e := π0/π2 + π0/π4 + · · · ,o := π0/π1 + π0/π3 + · · · , where the πi’s
are defined as above; and consider the sums of the eigenvalues multiplicities σe :=
m2 +m4 + · · · and σo := m1 +m3 + · · ·. LetH be the harmonic mean of the num-
bers sd−1(u), u ∈ V. Then,
H  n− nσeσo
neo + (σe − e)(σo + o)
and equality is attained if and only if  is a strongly distance-regular graph.
Reinterpreting this result, we can also give bounds for the sum of “even multiplic-
ities” σe (this suffices because n = 1 + σo + σe) of any regular graph, in terms of its
eigenvalues and harmonic mean H (see [14]).
Theorem 10. Let  be a regular graph, with n vertices, eigenvalues λ0 > λ1 >
· · · > λd, and harmonic mean H of the numbers sd−1(u). Set A := n2
(
1 − 1
H
)
and
B := e
(
n
H
− 1). Then the sum σe of even multiplicities satisfies the bounds
A− B −√A(1 − AB)  σe  A− B +√A(1 − AB),
where  :=∑di=0 π0πi = 1 + e + o.
2.4. Bounds for the multiplicities
In the vein of the last result, we end this section by showing that other choices of
the polynomial R can be also of interest to bound the eigenvalue multiplicities. For
a given i, 1 ≤ i  d , Let R = Ri be the polynomial such that Ri(λj ) = (−1)j+1
for any j /= i and Ri(λi) = (−1)i+1(1 + α). That is, Ri = P + (−1)i+1 αZi(λi )Zi ,
where, as before, Zi =∏dj=1(j /=i)(x − λj ). Then,
Ri(λ0) = P(λ0)+ απ0
πi
,
‖Ri‖2 =
1
n
[(
P(λ0)+ απ0
πi
)2
+ (n−mi − 1)+mi(1 + α)2
]
.
Then, Theorem 1 gives
H  (α) =
n
[
P(λ0)+ α π0πi
]2
(
P(λ0)+ α π0πi
)2 + (n−mi − 1)+mi(1 + α)2 . (19)
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The maximum of the function  occurs at
α = ρi(n− 1)−miP (λ0)
mii
, (20)
where ρi := π0πi and
∑
i := P(λ0)− ρi = dj=1(j /=i) π0πj . Thus, substituting this value
into (19) and simplifying, we get
H  max = n (
2
i − ρ2i )mi + ρ2i (n− 1)
−m2i + (2i − ρ2i + n− 1)mi + ρ2i (n− 1)
. (21)
From this, we get the inequality m2i + Bmi + C  0, where
B :=
( n
H
− 1
)
(2i − ρ2i )− (n− 1),
C :=
( n
H
− 1
)
(n− 1)ρ2i .
Solving for mi we then obtain the following result:
Theorem 11. Let  be a regular graph on n vertices, with eigenvalues λ0 > λ1 >
· · · > λd, and harmonic mean H(< n) of the numbers sd−1(u), u ∈ V. Let A and
B be defined as above. Then, for each 1  i  d, the multiplicity mi of λi satisfies
the bounds
1
2
(
−B −
√
B2 − 4C
)
 mi 
1
2
(
−B +
√
B2 − 4C
)
. (22)
If some multiplicity attains its (lower or upper) bound, then  is a distance-regular
graph.
Notice that we assume thatH < n (so that  is extremal) because, otherwise, the
obtained bounds are trivial (0  mi  n− 1).
Let us consider some examples:
•  = Q3 (the 3-cube), with n = 8, H = 7, and ev Q3 = {3, 1,−1,−3}: As ex-
pected, both bounds in (22) coincide and give the correct values m1 = m2 = 3
and m3 = 1, since Q3 is a 2-antipodal distance-regular graph. Indeed, α = 0 in
(20), R = P , and we come under the jurisdiction of Theorem 11 when equality
is attained. In other words, for the distance-regular graphs mentioned in such a
theorem, we must have α = 0, which gives:
mi = n− 1
P(λ0)
ρi = (n− 1) 1/πi∑d
j=1 1/πj
(1  i  d).
•  = P (the Petersen graph), with n = 10,H = 4, and ev P = {3, 1,−2}: We now
get the bounds 5  m1  7.5 and 1.5  m2  4, while the exact values are m1 =
5 and m2 = 4. The coincidence with the lower bound in the first case, and with
the upper bound in the second, indicates again that, with the corresponding values
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of α, the polynomial R is a multiple of the sum polynomial qd−1 and equality is
attained in (7).
•  = Pp (the Pappus graph [4]), with n = 18, H = 16 and ev Pp = {3,√3, 0,
−√3,−3}: Then, we obtain the following bounds (with two exact decimals) and
exact values (between parentheses):
◦ 2.51  m1  7.61 (6);
◦ 3.70  m2  9.16 (4);
◦ 2.51  m3  7.61 (6);
◦ 0.51  m4  4.10 (1).
When we do not know all the eigenvalues of the graph, it is still possible to derive
bounds for some eigenvalue multiplicity. A simple approach is to take the polynomial
R as some Tchebychev polynomial Tk (appropriately “shifted” to the right interval),
as it is done in [7]. As expected, the bounds obtained with this approach are weaker
than those presented here. For instance, by using such polynomials and a spectral
bound on the so-called k-diameter (a parameter closely related to the k-independence
number), Chung et al. [7] derived the following lower bound for the multiplicity of
λ1 in a δ-regular graph on n vertices: Let
k :=


cosh−1(n)
cosh−1
(
3δ−λ2
δ+λ2
)

 and
M(δ, k) := 1 + δ + δ(δ − 1)+ · · · + δ(δ − 1)k−1.
(M(δ, k) is the Moore bound for the maximum number of vertices of a graph with
maximum degree δ and diameter k). Then,
m1 
n
M(δ, k)
− 1. (23)
In the three examples considered above, this result gives a non-trivial bound only
for P, namely m1  1.5. (In the other two cases, Q3 and Pp, the bound computation
gives a negative number.)
3. Local structures
3.1. Pseudo-distance regularity
In this section,  = (V ,E) represents a (not necessarily regular) graph with ver-
tex set V = {u, v, . . .}. We identify each vertex u ∈ V with the uth unit vector eu
and we denote by V∼=Rn the vector space with basis consisting of the vertices of
G. As before, we assume that  has spectrum sp = {λm00 , λm11 , . . . , λmdd }, and  =
(νu)u∈V denotes its positive λ0-eigenvector with minimum component equal to one.
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From the entries of such eigenvector, we consider the mapping  : 2V → Rn defined
by
U :=
∑
u∈U
νueu
for any vertex subset U /= ∅, and ∅ := 0 (when U is a single vertex u we write,
for short, u). This approach of “giving weights” to the vertices was first used by
Garriga, Yebra, and the author [20] in order to study the local concept of pseudo-
distance-regularity, a generalization of distance-regularity that makes sense even for
non-regular graphs, and that is defined as follows:
Let u ∈ V be a vertex with ecc(u) = ε, and consider the distance partition V =
V0 ∪ V1 ∪ · · · ∪ Vε induced by u; that is, for every 0  k  ε, Vk is the set k(u) of
vertices at distance k from u. Then  is pseudo-distance-regular around u whenever,
for every 0  k  ε, the numbers
ck(v) := 1
νv
∑
w∈(v)∩Vk−1
νw, ak(v) := 1
νv
∑
w∈(v)∩Vk
νw,
bk(v) := 1
νv
∑
w∈(v)∩Vk+1
νw
do not depend on the chosen vertex v but only on k = dist(u, v). If this is the case,
such numbers are denoted by ck , ak and bk respectively, and call them the pseudo-
intersection numbers. They satisfy ak + bk + ck = λ0 for any 0  k  ε. In [20] it
was shown that the concept of pseudo-distance regularity is a generalization of the
concept of distance-regularity around a vertex that can be found, for instance, in [4].
Note that when  is regular,  = j, the above numbers become the usual intersec-
tion numbers given in terms of cardinalities; that is, ck(j) = |(j) ∩ Vk−1|, ak(j) =
|(j) ∩ Vk|, and bk(j) = |(j) ∩ Vk+1|.
As a simple example, the grid P3 × P3 (where P3 is the path graph on 3 vertices),
with λ0 = 2
√
2, is pseudo-distance-regular around each of its ‘corners’. For instance,
a2 = 0, and b2 = c2 =
√
2.
In fact, the concept of pseudo-distance-regularity around a vertex u is the com-
binatorial counterpart of Terwilliger’s concept encountered when the trivial T (u)-
module is thin (see [29]). The Terwilliger algebra T (u) is the algebra generated by
A and E∗0,E∗1, . . . ,E∗ε (the diagonal 01-matrices representing the projections on the
vertex subsets V0, V1, . . . , Vε). In other words, such a module is thin when the space
spanned by the ‘weighted characteristic’ vectors E∗k = Vk , 0  k  ε, is invariant
under the action of A.
To present the main results of this section, we first introduce a local version
of the predistance polynomials. The (principal) idempotents of A are the matrices
Ei , 0  i  d , representing the orthogonal projections onto the eigenspaces Ei :=
Ker(A − λiI). Notice that the idempotents can also be written as Ei = Zi(A), where
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Zi represents the ‘interpolating’ polynomial already used in the previous section,
with Zi(λj ) = δij .
For a given a vertex u of the graph, the u-local multiplicity of λi , denoted mui , is
the corresponding diagonal entry of the idempotents Ei ; that is,
mui := (Ei )uu = ‖Eieu‖2  0.
(Here a henceforth, ‖ · ‖ is the standard Euclidean norm.) For instance, mu0 = ν2u/
‖‖2. In [20] it was noted that when the graph is “seen” from vertex u, the u-local
multiplicities play a role similar to that as the standard multiplicities, so justifying
the name. For each vertex u, the u-local multiplicities of all the eigenvalues add up to
1; whereas the multiplicity of each eigenvalue λi is the sum, extended to all vertices,
of its local multiplicities. The u-local multiplicities are precisely the squares of the
“angles” at u, introduced by Cvetkovic´ as the cosines cosβui , 0  i  d , with βui
being the angle between eu and the eigenspace Ei . For a number of applications
of these parameters, see for instance the recent book of Cvetkovic´ et al. [8]. Using
the local multiplicities as the values of the weight function, we can now define the
(u-)local scalar product as
〈p, q〉u := (p(A)q(A))uu =
d∑
i=0
mui p(λi)q(λi). (24)
Note that this inner product is well defined in the quotien ring R[x]/(φ), where
(φ) is the ideal generated by the polynomial φ :=∏dui=0(x − µi) and the µi’s are
the eigenvalues with non-zero u-local multiplicity, with µ0 = λ0. (In terms of the
number of such eigenvalues, it is known that ecc(u)  du.) Notice also that the scalar
product in (4) is simply the average, over all vertices, of the local scalar products:
〈p, q〉 = 1
n
∑
u∈V
〈p, q〉u. (25)
Associated to the u-local scalar product, we define a new orthogonal sequence of
polynomials (puk )0kdu with dgrp
u
k = k, called the (u-local) predistance polynomi-
als, satisfying the same properties as the predistance polynomials. For instance,
〈puk , pul 〉u = δklpuk (λ0) and ‖puk‖2u = puk (λ0). (26)
We also consider the sums of successive polynomials puk , denoted by q
u
k :=∑k
h=0 puh , and satisfying
quk (λ0) =
k∑
h=0
puh(λ0) =
k∑
h=0
‖puh‖2u = ‖quk ‖2u. (27)
A useful characterization of pseudo-distance-regularity, given in [20], is the fol-
lowing:
Theorem 12. A graphis pseudo-distance-regular around a vertex u,with ecc(u)=
ε, if and only if there exist polynomials p0, p1, . . . , pε with dgrpk = k such that
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Vk = pk(A)u (0  k  ε). (28)
In this case the following equalities apply: (i) ε = du (that is, u has spectrally
maximum eccentricity); (ii) pk = puk (that is, pk turns to be the predistance polyno-
mial in which case it is simply called the distance polynomial). In fact, if we know in
advance that (i) holds, then the existence of the highest degree distance polynomial
pε suffices to conclude the pseudo-distance-regularity (see again [20]). (Note that the
existence of the first two such polynomials, p0 and p1, is always guaranteed since
A0 = I and A1 = A.)
In [16] Garriga and the author proved the following result that can be seen as the
local version of Theorem 1:
Theorem 13. Let u be a fixed vertex of a graph . Then, for any polynomial R ∈
Rk[x], 0  k  du,
1
νu
‖Nk(u)‖  R(λ0)‖R‖u (29)
and equality holds if and only if
1
‖R‖u R(A)eu =
1
‖Nk(u)‖Nk(u). (30)
In case of equality, R is a multiple of quk , say R = quk , and we have:
quk (λ0) =
1
ν2u
‖Nk(u)‖2 and quk (A)u = Nk(u). (31)
By using this result and reasoning as in [15,20], we have the analogue of Theorem 2
with the condition of regularity dropped:
Theorem 14. Let  be a graph with n vertices, positive eigenvector , and
d + 1 distinct eigenvalues. LetH∗ be the harmonic mean of the numbers s∗d−1(u) :=
‖Nd−1(u)‖2/ν2u over all vertices u ∈ V. Then,
H∗  qd−1(λ0), (32)
and equality is attained if and only if  is either a distance-regular or a distance-
biregular graph.
3.2. Completely regular codes
The concepts of distance-regularity and pseudo-distance-regularity can also be
defined (in the natural way) around a vertex subset C of a graph . In the first case
(no weights to the vertices), the set C is also referred to as a completely regular
set or completely regular code. These structures were introduced in Delsarte’s thesis
32 M.A. Fiol / Linear Algebra and its Applications 397 (2005) 17–33
[12], where  is a distance-regular graph (the most interesting case for the appli-
cations), whereas the pseudo-distance-regularity concept was first studied in [17].
In both cases it is possible to carry out a study similar to the one presented above
in this paper, yielding similar numeric characterizations. For instance, in [18] it is
shown that a vertex subset C of a distance-regular graph  is a completely regular
code if and only if the number of vertices at maximum distance from C satisfies an
expression in terms of the spectrum of  and some mean numbers computed from
the distances among the vertices of C (the so-called inner distribution of C).
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