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Suppose that a Frobenius group FH, with kernel F and complement H, acts
by automorphisms on a nite group G. Work of E. Khukhro, N. Makarenko
and P. Shumyatsky showed that many properties of G are inuenced by the
corresponding properties of the centraliser of H in G, and possibly by the
order of H as well. In particular, they proved that if F is cyclic acting
xed-point-freely and the centraliser of H is nilpotent of class c, then the
nilpotency class of G can be bounded from above by a function of c and the
order of H.
In this thesis we prove that the dependence of the bound on the order of
the Frobenius complement is essential, by constructing an explicit example.
We also discuss a generalisation of the quoted result of Khukhro, Makarenko
and Shumyatsky to the case of abelian non-cyclic kernels.
These results are obtained by application of dierent Lie ring methods.
In the former case, the desired family of groups is constructed by using the
Lazard correspondence. The latter result relies on properties of Lie rings
admitting a grading over an abelian group with few non-trivial components
and many commuting components.
The nal chapter can be read independently of the rest of the thesis. In
fact it presents our contribution to a dierent and independent problem, that
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Introduction
Let A be a group acting by automorphisms on a group G. Denote by CG(A)
the centraliser of A in G, namely the xed-point subgroup of A. Experi-
ence shows that in many cases the properties of G are inuenced by those
of CG(A). After Mazurov's problem 17.72 in Kourovka Notebook [MK10],
special attention was given to the case where a Frobenius group acts by
automorphisms on a nite group.
Frobenius groups, which play an important role in many areas of Group
Theory, were historically introduced by Georg Frobenius in terms of per-
mutation groups. They are transitive groups in which only the identity xes
more than one point and at least one non-trivial permutation xes one point.
According to Frobenius' theorem, as abstract groups, Frobenius groups FH
can be characterised as semidirect products of a normal subgroup F , called
kernel, by a subgroup H, called complement, such that CF (h) = 1 for every
non-trivial element h of H.
The structure of Frobenius groups is quite restricted and well known. In
particular, by Thompson's theorem [Tho59] the kernel is nilpotent and, by
Higman's theorem [Hig57] its nilpotency class is bounded in terms of the
least prime divisor of the order of H. The explicit upper bound is due to
Kreknin and Kostrikin (see [Kre63, KK63]).
Suppose that a Frobenius group FH acts on a nite group G in such
a way that CG(F ) is trivial. By Belyaev and Hartley's theorem [BH96],
the group G is soluble. Moreover, by KhukhroMakarenkoShumyatsky's
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theorem [KMS14, Theorem 2.7] if CG(H) is nilpotent, then G is nilpotent.
In the same article, the three authors proved that if in addition F is cyclic,
then the nilpotency class of G can be bounded in terms of the order of H
and the nilpotency class of CG(H) (see [KMS14, Theorem 5.8]). We remark
that this result can be seen as part of the more general goal of expressing the
properties of G in terms of the corresponding properties of CG(H), possibly
depending also on the order of H (see also [MS10, Shu11, KS11, Khu12]).
The above work left unknown whether the dependence of the bound for
the nilpotency class of G on the order of the Frobenius complement H was es-
sential. In this thesis we provide a conclusive answer, by giving the following
result.
Theorem. There exists a family G of nite nilpotent groups, of unbounded
nilpotency class, whose members G satisfy the conditions:
1. G admits a metacyclic Frobenius group of automorphisms;
2. the centraliser of the Frobenius kernel in G is trivial;
3. the centraliser of the Frobenius complement in G is abelian.
The above result relies on an analogous one for Lie algebras, that repre-
sents the most elaborate part. Its proof will consist of the explicit construc-
tion of a family L of metabelian Lie algebras satisfying analogous properties.
In this case, the transition from Lie rings to nite groups is obtained directly
from the Lazard correspondence.
Furthermore, our study extends to the case of abelian non-cyclic Frobe-
nius kernels. Specically, our result is as follows.
Theorem. Let G be a nite group admitting a Frobenius group of automor-
phisms FH, with abelian kernel F and complement H of order q. Suppose
that CG(H) is abelian and F acts coprimely on G in such a manner that
X
CG(F ) is trivial. If q
2 is smaller than the least prime divisor of |F |, then G
is nilpotent of q-bounded class.
For bounding the nilpotency class of the groupG, another Lie ring method
is used. Indeed, in this case we will consider the associated Lie ring con-
structed from the lower central series. Specically, the proof of the theorem
above is based on a result about Lie rings admitting a grading over an abelian
group with few non-trivial components and many commuting components.
We will see that the transition to nite groups is then almost straightforward
in case of a coprime action.
We now briey describe the structure of this thesis. The rst chapter
is devoted to the preliminary material. After recalling the main denitions,
we present some classical results about nite groups admitting a xed-point-
free automorphism. We then look at Frobenius groups as groups of auto-
morphisms and collect general information about the structure of the xed
points of the Frobenius complement.
Chapter 2 is devoted to the description of the Lie ring methods used.
All Lie ring techniques provide a recipe for translating some group-theoretic
questions to Lie-theoretic ones. The advantage lies in the fact that it is
generally easier to deal with Lie rings as they are more linear objects. Nev-
ertheless, both steps, from the group to the Lie ring and back, may be quite
non-trivial.
We will consider the associated Lie ring constructed from the lower central
series. We will also discuss some problems that may arise when passing from
the group to this linearised version of it. We will then show an application
of this technique to the study of nite groups with a Frobenius group of
automorphisms, by sketching the proof of Theorem 5.8 of [KMS14]. This
proof has the advantage of highlighting some key aspects of this kind of
problems. It also shows why this method works well in many important
cases such as Lie algebras and periodic Lie rings.
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Our result about Frobenius groups with abelian non-cyclic Frobenius ker-
nels is proved in Chapter 3. The construction of the example showing the
essential dependence of the bound for the nilpotency class on the order of
the Frobenius complement is done in Chapter 4.
The nal chapter can be read independently of the rest of the thesis, as
we consider a completely dierent problem: the classication of certain Lie
algebras of maximal class. The study of graded Lie algebras of maximal
class
⊕
i≥1 Li was initiated in [CMN97], discovering a great complexity of
structures in positive characteristic. Those Lie algebras were assumed to be
generated by their component L1, a natural assumption which is satised
if L is the graded Lie algebra associated with the lower central series of a
p-group or pro-p group. Subsequent eorts extended to graded Lie algebras
of maximal class without that assumption. In particular, graded Lie algebras
of maximal class
⊕
i≥1 Li were considered, generated by L1 and Ln, meaning
that those components are one-dimensional and Li = 0 for 1 < i < n, briey
referred to as having type n.
In his PhD thesis [Sca14] Claudio Scarbolo considered graded Lie algebras
of maximal class of type p, where p is an odd prime equal to the characteristic
of the underlying eld, obtaining a classication under certain assumptions.
Crucial role in the classication is played by the rst constituent.
Here we introduce the preliminary notions and present our contribution,
which consists in a new approach for the determination of the length of the
rst constituent. This approach oers simpler calculations and a streamlined
strategy, obtaining all the required information from a reduced set of rela-
tions. Part of our simplication consists in the systematic translation of Lie
algebra relations into conditions on univariate polynomials, which allow a




This chapter sets the scene for this research. In the following sections we
collect all the preliminary material: denitions, well-known facts and classical
theorems. In our opinion all of them, even if not specically mentioned,
contribute strongly to the framework and enable an understanding of the
topic.
In the rst section we recall basic denitions and set the notation. The
second section is devoted to Frobenius groups and their structure. Section
1.3 provides selected literature about regular automorphisms of nite groups.
This leads us to the last section, where Frobenius groups are considered in
their action on nite groups and Lie rings. First, we present an overview of
what is already known, the open problems and the recent developments in
this research topic. The nal subsection is more technical, collecting general




To begin, we recall some basic denitions and set the notation. In this thesis
all groups are going to be nite. For subsets M and N of a group we write
M ·N = {m · n |m ∈M, n ∈ N} .
By G = B o A we denote a semidirect product of B and A, that is
G = B · A, A ≤ G, B EG and B ∩ A = 1.
For simplicity, we might use the notation BA in cases where it has been
already made clear that we are dealing with a semidirect product. A subgroup
of a group is said to be characteristic if it is invariant under all automorphisms
of the group.
By [g, h] = g−1h−1gh we denote the commutator of the elements g and h
in a group. The mutual commutator subgroup of arbitrary subsets M and
N of a group is dened by
[M,N ] = 〈[m,n] |m ∈M, n ∈ N〉.
The derived subgroup of a group G is denoted by G′ = [G,G]. The terms of
the derived series of G are dened by induction
G(0) = G, G(i) = [G(i−1), G(i−1)].
We say that the group is soluble if there exists an integer d such that G(d) = 1.
If G is soluble, then the derived length of G is the smallest integer satisfying
this property. The derived words are dened recursively by
δ0(x1) = x1, δi(x1, . . . , x2i) = [δi−1(x1, . . . , x2i−1), δi−1(x2i−1+1, . . . , x2i)].
The terms of the lower central series are dened by
γ1(G) = G, γi(G) = [γi−1(G), G].
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We say that G is nilpotent if there exists an integer c such that γc+1(G) = 1.
If G is nilpotent, then the nilpotency class is dened as the smallest integer
satisfying this property.
We dene composite commutators in the elements of a set X (as formal
expressions) inductively by their weight. The elements of X are the com-
mutators of weight 1; if c1 and c2 are commutators of weight respectively
w1 and w2 in elements of X, then [c1, c2] is a commutator in elements of X
of weight w1 + w2. The commutator [. . . [[x1, x2], x3], . . . , xk] is called simple
and is denoted simply by [x1, x2, . . . , xk].
A group G is said to have nite exponent (or period) n if gn = 1 for all
g ∈ G. The minimal number of generators of a nite abelian group is called
the rank. An abelian group of prime exponent p is called elementary. It
can be regarded as a vector space over the nite eld Fp of p elements. The
automorphisms of the group are the bijective linear transformations of this
vector space.
A chain of nested subgroups
1 ≤ H1 ≤ H2 ≤ . . . ≤ Hn = G
is said to be subnormal if HiEHi+1 for all i. It is said to be normal if HiEG
for all i. In both cases the factor-groups Hi+1/Hi are called factors of the
series.
Although, as a rule, the group operation is denoted by the multiplication
sign (often omitted) and the identity element by 1, in the case of abelian
groups sometimes additive notation is used.
Let π be a set of prime numbers. Its complement in the set of all primes
is denote by π′. A subgroup of a nite group G whose order is divisible only
by prime numbers from π and its index only by primes from π′ is called Hall
π-subgroup of G.
A module over a commutative ringK with identity, called also aK-module,
is an additive group M which admits multiplication by the elements of K
3
satisfying the following axioms
α(x+ y) = αx+ αy, for all α ∈ K, x, y ∈M
(α + β)x = αx+ βx for all α, β ∈ K, x ∈M ;
(αβ)x = α(βx) for all α, β ∈ K, x ∈M ;
1x = x for all x ∈M.
Thus modules over a eld are precisely the vector spaces. Every abelian
group may be regarded as a Z-module in a natural way:
na = a+ · · ·+ a︸ ︷︷ ︸
n
(−n)a = n(−a) and 0a = 0.
The elements m1, . . . ,ms are said to generate the K-module M if every
element m in M can be written in the form m =
∑s
i=1 kimi, where ki ∈ K.
If G is a group of linear transformations of a vector space V over a eld
K, then V may be regarded as a KG-module, where KG is the group ring.
In an analogous way if G is a group of automorphisms of an abelian group
V , then V may be regarded as ZG-module.
Let M and N be K-modules. Their tensor product M ⊗K N is dened
as the factor-module of the free K-module with free generators m ⊗ n, for
m ∈M and n ∈ N , by the submodule generated by all elements of the form
k(m⊗ n)− km⊗ n, km⊗ n−m⊗ kn,
m⊗ (n1 + n2)− (m⊗ n1 +m⊗ n2),
(m1 +m2)⊗ n− (m1 ⊗ n+m2 ⊗ n),
where k ∈ K, m,m1,m2 ∈M and n, n1, n2 ∈ N .
If theK-modulesM = ⊕iMi and N = ⊕jNj are decomposable into direct
sums of K-submodules, then their tensor product is decomposable into direct
sum of K-submodules as well: M ⊗K N =
⊕
i,jMi ⊗K Nj.
In this thesis we will use tensor products to extend the ground ring of a
module.
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A Lie ring L is an abelian group equipped with a non-associative multi-
plication, usually denoted by brackets [·, ·], satisfying the following axioms:
[x, x] = 0 (anticommutativity)
[[x, y], z] + [[z, x], y] + [[y, z], x] = 0 (Jacobi identity),
for every x, y, z ∈ L. The identity [x, y] = −[y, x] follows immediately from
anticommutativity. For Lie rings the notion of left, right and two-sided ideals
coincide. If I and J are ideals of a Lie ring L, then the additive subgroup
generated by the set of commutators {[i, j] | i ∈ I, j ∈ J} is an ideal of L,
denoted by [I, J ].
Commutators in elements of a subset X of a Lie ring L and their weights
are dened and denoted exactly in the same way as group commutators.
The ideal of L generated by a set X is denoted by id〈X〉. Its additive
group is generated by the simple Lie brackets [x, l1, . . . , lk], with x ∈ X and
li ∈ L. The subring generated by the set X is denoted by 〈X〉.
The derived subring of a ring L is denote by L′ = [L,L]. The terms of
the derived series of L are dened inductively:
L(0) = L, L(i) = [L(i−1), L(i−1)].
The terms of the lower central series are also dened by induction:
γ1(L) = L, γi(L) = [γi−1(L), L].
Soluble Lie rings, nilpotent Lie rings, derived length and nilpotency class are
dened exactly as for groups.
If a Lie ring is also a K-module, then L is said to be a K-Lie algebra.
If K is a subring of R, then the R-module R ⊗K L may be regarded in a
natural way as an R-Lie algebra, with multiplication given by
[r1 ⊗ l1, r2 ⊗ l2] = r1r2 ⊗ [l1, l2].
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It follows easily from the denition that
(R⊗K L)(i) = R⊗K L(i), γi(R⊗K L) = R⊗K γi(L).
In particular, the derived length and the nilpotency class of R ⊗K L equal
respectively the derived length and the nilpotency class of L.
Let G be an abelian group. A Lie ring L is said to have a G-grading (or,
equivalently, to be G-graded) if to each element g ∈ G, there corresponds a




Lg and [Lg, Lh] ⊆ Lg+h for all g, h ∈ G.
An important example of grading is given by the eigenspace decomposition.
For instance, if L is a C-Lie algebra and φ is an automorphism of L of nite







l ∈ L | lφ = ωil
}
and ω is a primitive nth root of unity. This
decomposition gives a (Z/nZ)-grading of L.
An ideal I of a G-graded Lie ring L =
⊕
g∈G Lg is said to be homogeneous
if I =
⊕
g∈G I ∩ Lg.
1.2 Frobenius groups
In this section we recall the denition of a Frobenius group and its most im-
portant properties. Here theorems are stated without proofs. The interested
reader will nd expositions in the books [Isa08, Chapter 6] and [Hup67, Chap-
ter 5.8]. We also cite Passman's book [Pas68], where Frobenius groups are
presented as permutation groups. Indeed, they are transitive permutation
groups on nite sets such that no non-trivial element xes more than one
point and some non-trivial element xes a point.
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A Frobenius group G can also be dened as a nite group containing a
proper non-trivial subgroup H such that
Hg ∩H = {1} , for all g ∈ G \H. (1.1)
Such a subgroup is called a Frobenius complement.
In 1901, Frobenius proved an unexpectedly strong amount of structure
on Frobenius groups.
Theorem 1.1 (Frobenius' Theorem). Let G be a Frobenius group with com-
plement H. There exists a normal subgroup F of G, called the Frobenius
kernel, such that G is a semidirect product of F by H. The conjugation
action of each non-trivial element h of H is xed-point-free, that is
CF (h) =
{
f ∈ F : fh = f
}
= 1.
Conversely, any semidirect product of a normal subgroup F by a subgroup
H such that CF (h) = 1 for every 1 6= h ∈ H is a Frobenius group.
A few illustrative examples are given below.
Example 1.2. For every nite eld Fq, where q > 2, the group of the invertible
ane transformations {φa,b : x 7→ ax+ b | a, b ∈ Fq, a 6= 0} of Fq is a Frobe-
nius group. In this case the kernel is given by the subgroup of translations
{φ1,b} ∼= Fq. The complement consists of the rotations {φa,0} ∼= F ∗q .
Example 1.3. The dihedral group D2n is a Frobenius group whenever n is
odd. The kernel is given by the rotations and a complement can be taken as
〈t〉 = {1, t}, for any reection t.
More generally, when the Frobenius group is considered as a permutation
group on a nite set X, the Frobenius kernel is given by the maps with no
xed points together with the identity. A Frobenius complement consists of
a point stabiliser, for any point chosen in X.
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In the next example we see the case of a Frobenius group with a nilpotent
non-abelian kernel.





 |x, y, z ∈ F7













It is not hard to prove that φ is an automorphism of order 3 and no xed
points. By Frobenius' theorem, we can conclude that the semidirect product
F o 〈φ〉 is a Frobenius group.
It is worth noting that the denition given by Property (1.1) makes perfect
sense in the innite case as well. However, the structure theorem stated above
does not carry over to innite Frobenius groups. One can refer to [DM96]
and [Col90] for several examples showing how badly it fails. Essentially, the









is not even a subgroup in the innite case.
In this thesis we will always consider nite Frobenius groups.
The characterisation of (nite) Frobenius groups as a semidirect product
raises questions about the structure of Frobenius kernels and Frobenius com-
plements. The main result on Frobenius complements is due to the classical
work of W. Burnside and H. Zassenhaus, who determined the structure of all
nite xed-point-free automorphism groups. It can be summarised as follows
(see [Hup67, Chapter 5, Theorems 8.15− 8.18]).
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Theorem 1.5. Let G be a Frobenius group with kernel F and complement
H. Then the following hold:
1) All Sylow subgroups of H are cyclic or generalised quaternion.
2) If H has even order, then it contains a unique element h of order 2.
The kernel is abelian and fh = f−1, for all f in F .
3) If H has odd order, then it is metacyclic. If h ∈ H has prime order,
then the subgroup generated by h is normal and either contained in the
center Z(H) or in the derived subgroup H ′.
Concerning the kernel, it became important to understand which groups
admit a xed-point-free automorphism of prime order. The long-standing
conjecture about the nilpotency of such groups was nally proved by Thomp-
son in 1959.
Theorem 1.6 (Thompson [Tho59]). A nite group that admits a xed-point-
free automorphism of prime order is nilpotent.
Therefore, nite Frobenius groups have a quite restricted structure. Here
we list some other well-known properties of these groups. Some of them
follow directly from the theorems above, others require dierent arguments.
We refer the reader to [Hup67] for their proofs.
1. The Frobenius kernel is unique and the Frobenius complement is uniquely
determined up to conjugacy.
2. |H||(|F | − 1), hence the action of H on F is coprime.
3. All abelian subgroups of H are cyclic.
4. If F is cyclic, then H is cyclic too.
Information about irreducible representations of a Frobenius group can
be found in [Isa76] and [Hup98] and can be summarised as follows.
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Theorem 1.7. Let G = FH be a Frobenius group, with kernel F and com-
plement H. Suppose that V is an irreducible KG-module, where K is a eld
of characteristic not dividing |F |. We have one of the following
1. either F is in the kernel of the representation and V is an irreducible
H-module;
2. or V is induced from an irreducible F -module.
The theorem above will be enough for our purposes. The interested reader
is referred to Isaac's book for the case where the characteristic of the eld
divides the order of the Frobenius kernel.
1.3 Groups and Lie rings with a xed-point-
free automorphism
As essential background of our research, we study the xed-point-free (also
called regular) automorphisms of a nite group. The literature on this subject
is vast, but to keep this section relatively short, we collect only results which
will be useful later on. In particular, all theorems stated here investigate the
degree of commutativity of such groups.
Even before Thompson proved Theorem 1.6 about the nilpotency of a
group with a xed-point-free automorphism of prime order, G. Higman had
already asked whether one could say anything about its class in case it is
nilpotent. Indeed, in the late 1950's, two fairly simple results were well-
known: a group with a xed-point-free automorphism of order 2 is abelian
and a group with a xed-point-free automorphism of order 3 has nilpotency
class at most 2 (Burnside, [Bur97]). This led Higman to ask whether (nilpo-
tent) groups with a xed-point-free automorphism of prime order p must be
of nilpotency class at most some number h(p).
In 1957, Higman proved that such a number does exist.
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Theorem 1.8 (Higman [Hig57]). The nilpotency class of a nite group ad-
mitting a xed-point-free automorphism of prime order p is bounded from
above by a function of p only.
As a matter of fact, because Higman was working before Thompson's
proof, he had to make the additional assumption that the group in question
was soluble. The function h(p) is now called Higman's function in his honour.
Despite the fact that the proof did not provide any explicit formula for
h(p), it is of great importance because, there, Lie ring methods are applied
for the rst time to the study of group automorphisms (see Chapter 2). In
fact, Theorem 1.8 holds for Lie rings as well and the bound would be given
by the same Higman's function.





This lower bound is achieved by producing examples. Essentially, Higman
gives a Lie ring by generators and relations and proves that it has nilpotency
class at least (p2−1)/4. Then, for every prime p′ exceeding this number, one
can construct a p′-group with the same nilpotency class by using the Lazard
correspondence.
The current conjecture is that the inequality (1.2) is sharp. However, this
has been proved only for very small values of p so far. The results for p = 2
and p = 3 are folklore. Proofs may be found in [Gor68, Chapter 10]. The
fact that h(5) = 6 was proved in [Hig57]. Two independent works showed
that h(7) = 12. Scimemi's proof, based on computer calculations, was never
published. For a computer-free argument see [Hug85] instead.
Further steps were made by Kreknin and Kostrikin. They gave an explicit
upper bound for the function h(p). Their result was originally for Lie rings
and consisted of two parts. First, they bounded the derived length of a
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Lie ring with a xed-point-free automorphism of nite (not necessary prime)
order.
Theorem 1.9 (Kreknin [Kre63]). If a Lie ring admits a xed-point-free au-
tomorphism of nite order n, then it is soluble and its derived length is not
greater than 2n−2. This bound can be reduced by half if n is a prime number.
Subsequently, assuming a given derived length and the order of the au-
tomorphism being a prime, they bounded the nilpotency class of such Lie
ring.
Theorem 1.10 (Kreknin, Kostrikin [KK63]). If a soluble Lie ring of derived
length s admits a xed-point-free automorphism of prime order p, then it is
nilpotent and its nilpotency class is at most
(p− 1)s − 1
p− 2
.
This nal result can be stated also in terms of nite groups, essentially
because the nilpotency class is preserved by passing from a group to its
associated Lie ring. The details of this fact will be extensively discussed in
Chapter 2. By putting information together we get




It is worth noting that Theorem 1.9 does not imply that a nite group
with a xed-point-free automorphism of nite order is soluble. Indeed, there
is no clear way to derive it from the result about Lie rings. Nevertheless, the
solubility of such group is a consequence of the classication of nite simple
groups (see [Row95]).
The idea of bounding the nilpotency class in terms of the derived length
is originally due to P. Hall and his famous criterion for nilpotency stated
below (see [Khu93, Theorem 2.3.1] for the proof).
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Theorem 1.11 (Hall, [Hal58]). Let N be a normal subgroup of a group G. If
N is nilpotent of class k and G/[N,N ] is nilpotent of class c, then G itself is
nilpotent and its nilpotency class is bounded by f(c, k) = (c−1)k(k + 1)
2
+k.
The statement also holds for Lie rings, essentially by using the same ar-
gument. The induction on the derived length, which is the basis of Kreknin-
Kostrikin's result, reverses the more natural procedure of using the nilpo-
tency class to bound the derived length. This might suggest that the bound
achieved is unnecessarily large. Moreover, the bound for the derived length
provided by Theorem 1.9 looks quite big as well, due to the combinatorial
nature of its proof. Indeed, if the conjecture about the sharpness of Equation
(1.2) was true, then the derived length would be logarithmic in p.
Many authors worked in order to reduce these bounds. We cite the work of
P. Shumyatsky, A. Tamarozzi and L. Wilson [STW05] and a subsequent paper
of the last author [Wil07] which provide the best known so far. Unfortunately,
they are still exponential in p.
Before concluding this section we state two results, which extend Theorem
1.9 and Theorem 1.10 as special cases. We recall that an automorphism φ of
a Lie ring L is called semisimple if, after a suitable extension of the ground
ring, the additive group of L decomposes into the direct sum of analogues of
eigenspaces of the linear transformation φ.
Theorem 1.12 (Shalev, [Sha93]). Let L be a Lie ring admitting a semisimple
xed-point-free automorphism of order n and d distinct eigenvalues. Then L
is soluble of derived length dl(L) ≤ 2d−1 − 1.
An equivalent version of this theorem can be stated in terms of graded
Lie rings.
Theorem 1.13. Let L be an S-graded Lie ring, where S is a nite set of
complex numbers not including 1. Then L is soluble. Moreover, if |S| = d,
then dl(L) ≤ 2d−1 − 1.
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Also the nilpotency class can be bounded in terms of the number of
distinct eigenvalues.
Theorem 1.14 (Khukhro, [Khu02]). Suppose that a Lie ring L admits a
semisimple xed-point-free automorphism of prime order having exactly d




s = 2d−1 − 1.
Observe that the formula above corresponds to the one given in Theorem
1.10, where d has taken the place of p− 1.
Before concluding we just mention a natural generalisation of these re-
sults. The case of an almost xed-point-free automorphism has also been
considered by Khukhro in [Khu92]. The almost regularity of the automor-
phism implies the almost nilpotency of the Lie ring.
Theorem 1.15. Let φ be an automorphism of prime order p of a Lie ring
L. If the number of its xed points is equal to q, then L has a subring of
(p, q)-bounded index which is nilpotent of p-bounded class.
The same result has been proved for groups, modulo the classication of
nite simple groups.
1.4 Frobenius groups of automorphisms
In this section we consider Frobenius groups in their action on nite groups.
In the rst subsection we give an overview of the state-of-the-art for this
problem. We summarise the known results as well as some open problems.
In Section 1.4.2 we restrict ourselves to the case of a xed-point-free action of
the Frobenius kernel and study the xed points of the Frobenius complement.
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1.4.1 Literature review
Suppose that A is a group acting on a group G. Experience shows that in
many cases the properties of G are inuenced by those of its subgroup of
xed points
CG(A) = {g ∈ G : ga = g for all a ∈ A} ,
called centraliser of A in G. Indeed many authors, among which Turull
([Tur84]) and Berger ([Ber73]), successfully used representation-theoretic
methods to restrict the structure of G by using restrictions on the struc-
ture of CG(A).
After Mazurov's problem 17.72 in the Kourovka Notebook [MK10], spe-
cial attention was given to the case where A is a Frobenius group. In this
circumstance, the additional action of the Frobenius complement suggests
to study the properties of G by looking at those of its centraliser CG(H).
Indeed, we can look at the simplest case where G = V is a vector space
and a Frobenius group FH ≤ GL(V ) acts in such a way that CV (F ) = 0.
Then, by Cliord's theorem, V is a free H-module and CV (H) is given by
the diagonal elements so that dimV = |H| dimCV (H). The belief is that the
properties of G are close to those of CG(H) in more general cases as well.
Strictly speaking, Mazurov focused his attention on the case of double
Frobenius groups, that is Frobenius groups FH acting on a group G in such
a way that GF is a Frobenius group. He asked whether
1. the nilpotency class of G can be bounded in terms of |H| and the
nilpotency class of CG(H);
2. the exponent of G can be bounded in terms of |H| and the exponent
of CG(H).
Note that, in the rst question, the nilpotency of G follows directly from
Thompson's theorem.
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Big achievements in this direction were made by E. Khukhro, N. Makarenko
and P. Shumyatsky (see [Khu08] and [MS10]). In particular, in the latter ar-
ticle the authors solved Mazurov's question 1 in the armative, under the
extra condition of a coprime action of H.
The same authors, in their articles [Khu12, KMS14], consider a more
general situation by dropping the hypothesis of double Frobenius groups.
Suppose now that G is a nite group admitting a Frobenius group of auto-
morphisms FH, with kernel F and complement H, such that CG(F ) = 1. In
this new setting, they derived the following properties of G from the corre-
sponding properties of CG(H):
1. the order of G equals |CG(H)||H|;
2. the rank of G satises r(G) ≤ |H| r(CG(H));
3. the Fitting height of G equals the Fitting height of CG(H);
4. in the case F is cyclic, the exponent of G is bounded in terms of the
exponent of CG(H) and |FH|;
5. if CG(H) is nilpotent, then G is nilpotent;
6. if in addition F is cyclic, then the nilpotency class of G is bounded in
terms of the nilpotency class of CG(H) and |H|.
It is worth noting that here the order of G is not assumed to be coprime to
the order of FH. Moreover, bounds in 4 and 6 are very big but can be made
explicit.
Cliord's theorem and representation-theoretic techniques are used to
show 1, 2, 3 and 5. Results in 4 and 6 are obtained by using two dierent
Lie ring methods. In the former case the authors work with the Lazard's Lie
algebra associated with the Jenning-Zassenhaus ltration of a nite p-group.
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In the latter, the associated Lie ring is obtained from the lower central series
of G.
It is presently unclear, even in the case where GFH is a double Frobe-
nius group, if the bound for the exponent of G can be made independent
of the order of F . This would give an armative answer to part (2) of
Mazurov's problem. Moreover, there is no evidence that the hypothesis about
the cyclicity of F is essential.
Despite the fact that the nilpotency of G follows from that of CG(H), the
additional condition about a cyclic kernel is generally necessary for bounding
its nilpotency class. This is proved in the same article by providing explicit
examples. It is worth mentioning that the result in 6 comes from an analogous
one for Lie rings. Nevertheless, in this case the nilpotency of CL(H) alone
does not imply the nilpotency of L.
In Chapter 3 we will extend the bound for the nilpotency class of G to the
case of abelian kernels, under the assumption that H is small compared to F
in an appropriate way. In Chapter 4 we will prove that the bound depends
on |H| in an essential way.
However, many open problems still remain. For instance, the solubility of
G is guaranteed by a theorem of Belyaev and Hartley (Theorem 1.19 stated
below) but it is not known whether its derived length can be bounded in
terms of the derived length of CG(H), possibly depending on |H| as well.
The same problem is open for double Frobenius groups and Lie rings. Other
unsolved questions are mentioned in [Khub, Khua].
A natural generalisation was to consider nite groups G with a Frobenius
group of automorphisms FH in which the kernel F no longer acts xed-point-
freely but has a relatively small number of xed points ([Khu13], [KM13b],
[KM13a], [EG18]). Almost xed-point-free action of F implies that G is
almost as good as when F acts xed-point-freely. Indeed, in the articles
mentioned above it is proved that
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1. the order |G| ≤ |CG(F )| · f(|H|, CG(H)), for some function f ;
2. the rank r(G) ≤ r(CG(F )) + g(|H|, r(CG(H))), for some function g.
3. if G is soluble, (|G|, |FH|) = 1 and CG(H) has Fitting height f , then
the index [G : Ff (G)] is bounded in terms of |F | and |CG(F )|. Here
Ff (G) represents the fth term of the upper Fitting series;
4. if F is cyclic, (|G|, |FH|) = 1 and CG(H) is nilpotent of class c, then
G has a nilpotent characteristic subgroup whose index is bounded in
terms of |F |, |CG(F )| and c. Moreover, its nilpotency class is bounded
in terms of c and |H| only.
Finally, we mention the recent work of G. Ercan, . Gülo§lu and E.
Khukhro, who extended some of those results to Frobenius-like groups of
automorphisms ([EGK14a, EGK14b]). As the name suggests, Frobenius-
like groups generalise Frobenius groups. They have a non-trivial nilpotent
normal subgroup F called kernel acted on by a non-trivial complement H
via automorphisms so that [F, h] = F , for all non-trivial h ∈ H.
1.4.2 Fixed points of Frobenius complements
In this section we discuss the question of covering the xed points of an
automorphism of a group G in any invariant quotient of the group by its
xed points in G. We will also consider the same question for a Frobenius
group of automorphims FH, with kernel F and complement H, under the
assumption that CG(F ) = 1. This is particularly important for the Lie ring
method described in the following chapter. Indeed, it would ensure that
every commutator identity holding in CG(H) is also true in CL(G)(H), where
L(G) is the Lie ring associated to G. Results collected here can be found in
[Khu93] and [Gor68].
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First we recall few well-known facts about xed points of a group auto-
morphism.
Theorem 1.16. Let G be a nite group, φ an automorphism of G and N a
normal and φ-invariant subgroup of G. Then |CG/N(φ)| ≤ |CG(φ)|.
This result may be strengthened in the case where the action is coprime.
Theorem 1.17. Let G be a nite group, φ an automorphism of G and N a
normal and φ-invariant subgroup of G whose order is coprime to the order
of φ, that is (|N |, |φ|) = 1. Then
CG/N(φ) = CG(φ)N/N.
A straightforward consequence of this theorem is the following result.
Corollary 1.18. Let G be a nite group and φ an automorphism of G such
that (|G|, |φ|) = 1. If φ centralises all factors of some subnormal series of G,
then φ = 1.
We now discuss the case of an automorphism group. Theorem 1.17 holds
in this more general case as well (see [Gor68, Theorem 6.6.2]). However,
dropping the assumption of a coprime action, if A is a group acting on a
group G and N is a normal A-invariant subgroup of G, then the inclusion
CG(A)N/N ⊆ CG/N(A) (1.4)
may not be sharp. In the next theorem, we consider the case where A = FH
is a Frobenius group with a xed-point-free kernel F . It is worth noting that,
in this case, G is soluble from the outset, by the following result of Belyaev
and Hartley based on the classication of nite simple groups.
Theorem 1.19 (Belyaev, Hartley [BH96]). Suppose that a nite group G
admits a nilpotent group of automorphism F such that CG(F ) = 1. Then G
is soluble.
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Suppose now that N is a normal FH-invariant subgroup of G. The next
lemma ensures that the action induced by F on the quotient group G/N is
automatically xed-point-free.
Lemma 1.20. Let G be a nite group admitting a nilpotent group of auto-
morphisms F such that CG(F ) = 1. If N is a normal F -invariant subgroup
of G, then CG/N(F ) = 1.
The next result establishes that if we consider the Frobenius complement,
then inclusion (1.4) is sharp.
Theorem 1.21. Suppose that a nite group G admits a Frobenius group
of automorphisms FH, with kernel F and complement H. If N is a FH-
invariant normal subgroup of G such that CN(F ) = 1, then
CG/N(H) = CG(H)N/N.
This is obtained by providing a reduction to the case where (|N |, |F |) = 1
and by showing that every factor of an unrenable FH-invariant normal
series of G is a free FpH-module, for a suitable prime p. Another consequence
of this fact is the following lemma.
Lemma 1.22. Suppose that a nite group G admits a Frobenius group of
automorphisms FH, with kernel F and complement H, such that CG(F ) = 1.
Then we have G = 〈CG(H)f | f ∈ F 〉.
For the complete proofs of the last propositions regarding Frobenius
groups we refer the reader to [KMS14, Khu10].
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Chapter 2
Linear Methods for Nilpotent
Groups
The association of Lie algebras with groups originated in the 19th century
for Lie groups. The idea of constructing Lie rings from abstract groups arose
some time later by Magnus in the context of the restricted Burnside problem.
Since then, and due to the outstanding contribution of E. Zelmanov, the
applications of Lie rings in Group Theory has been considerably enlarged.
Indeed, this construction has proved to be one of the most useful and eective
tools in the study of some group identities, the coclass theory of p-groups
and pro-p groups and also in the investigation of the xed points of group
automorphisms (see for instance [Mag50, WZ92, Zel90, Sha00]).
This subject includes various techniques which can look quite dier-
ent from each other. In all cases the Lie ring method provides a recipe
for translating some group-theoretic questions to Lie-theoretic ones. This
translation is straightforward in some cases, and quite sophisticated in oth-
ers. For instance, we cannot avoid mentioning the Lazard correspondence
based on the Baker-Campbell-Hausdor formula, as it will be used to pro-
duce some examples.
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It establishes a correspondence between nite p-groups of nilpotency class
less than p and nite nilpotent Lie rings of p-power order and nilpotency
class less than p (see for instance [Khu98, Chapter 10.2]). The restriction on
the nilpotency class, however, is quite severe for this correspondence to be
broadly useful.
Here we focus on the construction of the associated Lie ring from the
lower central series of a group (Section 2.1). This method is less precise but
much more generally applicable. The purpose of this chapter is to describe
the use of this tool in the study of xed-point-free group automorphisms.
This is done in Section 2.3, where we present an application to nite groups
with a Frobenius group of automorphisms. When commutation is replaced
by a bilinear form, a simplication often comes from operations of the linear
structure which have no correspondence in the group. The one most success-
fully used, and described here in Section 2.2, is extension of the ground-ring.
For an in-depth study of these topics, we recommend the survey [Shu98],
and the textbooks [Khu93] [Khu98], [HB82], [VL90].
2.1 The associated Lie ring
This section is devoted to the classical Lie ring construction. The denition
of the associated Lie ring is presented in the rst subsection, together with its
most important properties. In the last subsection we analyse some problems
that may arise when replacing a group with this linearised version.
2.1.1 Denition and properties of L(G)
Among many standard results about the lower central series and commuta-
tors of a group, here we state only those which motivate the denition of
the associated Lie ring. We refer the reader to [HJ60, Chapter 10] for their
proofs.
22
Proposition 2.1. Let G be a group and let {γi(G)}i≥1 be the terms of its
lower central series. Let x, y, z ∈ G. Then
1. [x, yz] = [x, z][x, y]z = [x, z][x, y][x, y, z];
2. [xy, z] = [x, z]y[y, z] = [x, z][x, z, y][y, z];
3. [x, y]−1 = [y, x]
4. [x, y−1, z]y[y, z−1, x]z[z, x−1, y]x = 1 ;
5. γi(G) is a fully invariant subgroup of G for all i;
6. [γi(G), γj(G)] ≤ γi+j(G).
When there is no possibility of confusion, the terms of the lower central
series of the group G will be denoted simply by {γi}i≥1. The factors γi/γi+1
are abelian groups for which we use the additive notation, that is
x+ y = xy,
for every x, y ∈ γi. They can be naturally considered as Z-modules.
Denition 2.2. Let G be a group and {γi}i≥1 its lower central series. The





The factor group γi/γi+1 is called the homogeneous component of weight i and
its elements are called homogeneous. The Lie product in L(G) is induced by
taking commutators in G. It is rst dened for homogeneous elements by
setting
[xi + γi+1, xj + γj+1] = [xi, xj] + γi+j+1,
for every xi ∈ γi and xj ∈ γj. It is then extended to arbitrary elements by
using bi-additivity.
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Identity 2.1.6, together with 2.1.1 and 2.1.2, ensures that the Lie bracket is
well dened. Identity 2.1.4, known as Witt's identity, is the group theoretic
analogue of the Jacobi identity. We use square brackets to denote both
commutators in the group and Lie products in its associated Lie ring, as the
meaning will always be clear from the context.
The Lie ring L(G) has a natural Z-grading, if we put Li = 0 for every
i ≤ 0 and Li = γi/γi+1 for i ≥ 1. This follows directly from the denition.
Observe that the associated Lie ring is dened for every group G. How-
ever, it only reects the properties of the quotient of G by its nilpotent
residual N =
⋂
i≥1 γi(G). Indeed, it is easy to see that L(G)
∼= L (G/N).
This is why classically G is assumed to be residually nilpotent.
Some important and well-known properties of the associated Lie ring are
listed below.
Theorem 2.3 ([Khu98], Theorem 3.2.2). Let G be a group and let L(G) be
its associated Lie ring.
1. If G is soluble of derived length d, then L(G) is soluble of derived length
not exceeding d.
2. If G is nilpotent, then L(G) is nilpotent as well, with class equal to the
that of G. Moreover, if G is also nite then |G| = |L(G)|.
Proof. Here we stress that in the associated Lie ring we can only see the
elements of each γi that do not belong to the consecutive term of the lower
central series. Hence, it may happen that a non-trivial commutator in G is
null in L(G).
If the group satises the solubility identity δd(x1, . . . , x2d) = 1 for every
x1, . . . , x2d ∈ G, then the same identity holds in L(G). We can only conclude
that the derived length of L(G) does not exceed that of G.
However, the fact that the associated Lie ring is generated by L1 = γ1/γ2







This implies that the nilpotency class of L(G) cannot be strictly smaller
than that of G. On the other hand, it cannot even be greater than that since
every commutator identity [x1, . . . , xc+1] = 1 in the group is also satised by
homogeneous elements of L(G) and, by bilinearity, by L(G) itself.
This construction can be made more general, by taking any strongly
central series in place of the lower central series in Denition 2.2. We recall
that a strongly central series is a subgroup series
G = K1 ≥ K2 ≥ . . . ≥ Kc ≥ Kc+1 = 1,
such that [Ki, Kj] ≤ Ki+j for all 1 ≤ i, j ≤ c. However, in this more general
setting, the nilpotency class may decrease. Moreover, the subgroups Ki may
not be characteristic. For these reasons, since we will use the Lie ring method
to bound the nilpotency class of nite groups with regular automorphisms,
it will be more convenient for us to work with the classical construction.
For our purpose, we are particularly interested in the automorphisms of
L(G) induced by those of G. Let φ be an automorphism of G. It naturally
acts on every factor group γi/γi+1, since the terms of the lower central series
are characteristic subgroups (Theorem 2.1.5). With a little abuse of notation
we denote by the same name the Lie ring automorphism induced on L(G).
The next theorem gives us more information about it.
Theorem 2.4. Let G be a group and L(G) its associated Lie ring. Every
automorphism φ of G induces an automorphism of L(G). If G is nite and
φ has order coprime to the order of G, then φ faithfully acts on L(G) and
|CL(G)(φ)| = |CG(φ)|.
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Proof. If φ ∈ Aut(G), then for homogeneous elements li+γi+1 ∈ γi/γi+1 and
lj + γj+1 ∈ γj/γj+1 we have
[li+γi+1, lj+γj+1]





j ]+γi+j+1 = [(li+γi+1)
φ, (lj+γj+1)
φ].
By denition we extend the action by linearity. This mean that φ is an
automorphisms of L(G). Its faithfulness is a direct consequence of Corollary
1.18. The claim about the number of its xed points follows instead from
Theorem 1.17.
We will show an example of the application of this construction in the
last section of this chapter, where we study nite groups with a Frobenius
group of automorphisms.
2.1.2 Some drawbacks of the associated Lie ring
In the previous section we have seen a standard way to associate a Lie ring
to any group. Whilst the construction of the associated Lie ring L(G) from a
group G is quite straightforward, still it is not completely without obstacles.
This is due to the fact that some properties of G are not properly reected
in L(G). Here we collect the things that may go wrong.
1. Non-isomorphic groups can have isomorphic Lie rings. For instance,
consider the dihedral group D8 and the quaternion group Q8. They
both have a Lie ring with underlying abelian group (Z/2Z)3. Denoting
by {u, v, w = [u, v]} a basis of it as an F2-vector space, then in both
cases the structure constants are [u, v] = w, [u,w] = [v, w] = 0.
2. The derived length may decrease. We construct a nilpotent group G
for which dl(G) = 3 while dl(L(G)) = 2. Consider the group generated
by x and y satisfying the relations
• x11 = y11 = 1,
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• [y, x, y] = 1,
• [[y, x, x, x], [y, x, x]] = [[y, x, x, x, x], [y, x]] = 1,
• [[y, x, x], [y, x]]−1[y, x, x, x, x, x] = 1,
• [[y, x, x, x], [y, x]]−1[y, x, x, x, x, x, x] = 1.
Let G be its quotient by the 8th term of its lower central series, so that
G is nilpotent of class 7 by construction. It can be checked with GAP
that G has order 118. The derived length of the group equals 3.
The associated Lie ring L(G) has underlying group (Z/11Z)8. Let
{e0, . . . , e7} be the basis given by e0 = x+ γ2, and ei = [y, xi−1] + γi+1.
Then the structure constants are [ei, e0] = ei+1, for all 1 ≤ i ≤ 6 and
[ei, ej] = 0 otherwise. Observe that
[e3, e1] = [e4, e1] = [e5, e1] = [e6, e1] = 0.
This is not immediately evident. It is a consequence of the fact that
[y, xi−1, y] ∈ γi+2, for all i = 3, . . . , 6. Nevertheless, those Lie brackets
are not involved in the proof that the derived length of L(G) equals 2,
which follows easily from the last three items of the list above.
The key point here is to impose relations that do not respect the
grading, so that for every xi ∈ G(1) ∩ γi and xj ∈ G(1) ∩ γj for which
[xi, xj] is non-trivial, we have that [xi, xj] ∈ γi+j+1. In particular, to
obtain dl(L(G)) < dl(G) we need at least one of such Lie brackets to
have i+ j < c, where c is the nilpotency class of the group.
3. The induced automorphism may be trivial. The group homomorphism
π : Aut(G) −→ Aut(L(G)) associates to each automorphism of the
group G its induced Lie ring automorphism. In general it has non-
trivial kernel, given by those operators that x all factor groups γi/γi+1.
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For instance, every inner automorphism of G induces a trivial automor-
phism of L(G). An automorphism φ coprime to G is never in ker π, by
Corollary 1.18.
4. The number of xed points may increase. To every xed point of φ
in G, there corresponds a xed point of the induced automorphism in
L(G). In particular, for every term γi of the lower central series of G,
we have
Cγi(φ)γi+1/γi+1 ⊆ Cγi/γi+1(φ).
However, if the action is not coprime, then the inclusion may not be
sharp. We have the inequality
|Cγi/γi+1(φ)| ≤ |Cγi(φ)|,
by applying Theorem 1.16. This implies that for a nilpotent group G of





Incidentally, this bound shows that if φ is regular, then the induced
automorphism of L(G) is also regular.
As stated in Theorem 2.4, the last two situations cannot happen if the
action is coprime. However, in the general case, the group 〈φ〉 acts not
necessarily faithfully on L(G). The order of the induced automorphism is
then a divisor of the order of φ.
2.2 Ground ring extension
In the study of group automorphisms, there is a big advantage in replacing
a group with a linear version of it, considering for instance its associated
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Lie ring. Indeed, as already mentioned, we are allowed to perform operations
even when those ones have no correspondence in the language of groups. And
since the structure of a Lie ring is more regular than that of a group, we can
hope that the problem becomes easier to solve.
Here we see an example of this concept that will be useful in the next
chapter. The objective is to extend the ground ring of L(G) so that we have
a grading which is linked to the (induced) automorphism.
This technique has been described by Higman who successfully applied
it to show the existence of Higman's function (see Theorem 1.8), bounding
the nilpotency class of a group or a Lie ring with a regular automorphism
of prime order. More recently, it has proved to be extremely eective in
the study of nite groups with a Frobenius group of automorphisms (see for
instance [MS10, KMS14, KM13a]).
Even if this construction will be eventually applied to the associated Lie
ring of a nite group, this holds in great generality, and so it will be presented
here. We follow Khukhro's book [Khu93, Chapter 4]. The reader is also
referred to [HB82, Chapter 8] for an alternative extensive discussion about
it.
Let L be a Lie ring and suppose that φ is an automorphism of L of order
n. We can consider
L̃ = Z(ω)⊗ L,
where ω is a primitive nth root of unity. This is a Z(ω)-module and a Lie
ring, by setting k(x ⊗ l) = kx ⊗ l and [x ⊗ l, x′ ⊗ l′] = xx′ ⊗ [l, l′], for all
l, l′ ∈ L and k, x, x′ ∈ Z(ω). The map φ induces an automorphism of L̃ of
the same order n, that is
(x⊗ l)φ = x⊗ lφ.
The fact that the order of φ equals n implies that its eigenvalues are nth roots
of unity, and hence contained in Z(ω). Therefore, we can dene an analogue
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of the eigenspace decomposition. For all i = 0, . . . , n− 1, the submodule
L̃i =
{
l ∈ L̃ : lφ = ωil
}
(2.1)
is called the φ-homogeneous component of degree i. Observe that L̃0 cor-
responds to CL̃(φ). The homogeneous components satisfy [L̃i, L̃j] ⊆ L̃i+j,
where the index on the right-hand side is taken modulo n. The next propo-
sition tells us when they form a (Z/nZ)-grading of L̃.
Proposition 2.5 ([Khu98], Lemma 4.1.1). The following inclusions hold
nL̃ ⊆ L̃0 + L̃1 + · · ·+ L̃n−1 ⊆ L̃.
Moreover, if l0 + l1 + · · · + ln−1 = 0 for lj ∈ L̃j, then nlj = 0, for all
j = 0, 1 . . . , n − 1. Hence, if the additive group of L has no n-torsion, then
nL̃ = L̃ and the sum of the φ-homogeneous components is direct.


























Now assume that any linear combination of elements belonging to dif-
ferent φ-homogeneous components is trivial. We can apply to it the auto-
morphisms φk, for k = 0, . . . , n − 1. We get an homogeneous system of n
equations in l0, . . . , ln−1, which is
l0 + l1 + l2 + · · ·+ ln−1 = 0
l0 + ωl1 + ω
2l2 + · · ·+ ωn−1ln−1 = 0
l0 + ω
2l1 + ω




2(n−1)l2 + · · ·+ ω(n−1)(n−1)ln−1 = 0.
30
To show that nli = 0 for some i, we multiply each row by an appropriate
power of ω which makes the coecient of li equal to 1. Then we sum all
equations. For j 6= i the coecient of lj is
∑n−1
k=0 ω
(j−i)k, which equals 0.
Hence, we get nli = 0.
The third statement about the direct sum easily follows.
We list below the cases where there exists a suitable n for which, given
a primitive nth root of unity ω, the extended ring L̃ = Z(ω) ⊗ L admits a
cyclic grading. This is obtained by simply applying the proposition above
and the following well-known fact, which we state here without proof.
Lemma 2.6. Let p be a prime number. If a p-group P acts on a p-group G
then CG(P ) 6= 1.
The rst case we analyse is that of a p-group.
Lemma 2.7. Suppose that L is a Lie ring with underlying additive structure
of a p-group, for some prime number p. If L admits a xed-point-free auto-
morphism of nite order n, then the Lie ring L̃, obtained by extending the
ground ring by a primitive nth root of unity, has a cyclic grading.
Proof. This is proved by reduction to the case of a coprime action, from which
the statement easily follows by applying Proposition 2.5. Indeed, suppose
that p|n. Then the Hall p′-subgroup 〈ψ〉 of the group 〈φ〉 acts on L. Moreover,
its action is xed-point-free if that of φ is. Indeed if not, by Lemma 2.6, we
would have some non-trivial xed points of the Sylow p-subgroup of 〈φ〉 on
CL(ψ), and those would be elements of CL(〈φ〉) = CL(φ) = 1. Therefore, we
could consider the automorphism ψ of L of order dividing n and coprime to
p.
Observe that this case includes Lie algebras over nite elds. The next
case is that of a Lie ring with a xed-point-free automorphism of order a
prime power.
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Lemma 2.8. Suppose that L is a Lie ring admitting a xed-point-free au-
tomorphism φ of order n = pk, for some prime p. Then the Lie ring L̃,
obtained by extending the ground ring by a primitive nth root of unity, has a
cyclic grading.
Proof. The p-group of p-torsion points of L must be trivial, since otherwise φ
would have some non-trivial xed points on it, by Lemma 2.6. This implies
that pkL = L and the result follows from Proposition 2.5.
Note that in all cases above a Lie ring with an automorphism of nite
order has been replaced by a Lie ring with a nite cyclic grading. The zero-
component of the grading is trivial whenever the automorphism is regular.
The reverse process is also possible.
Regarding the problem of bounding nilpotency class and derived length
of Lie rings with regular automorphisms, it has been particularly fruitful to
consider graded Lie rings and apply to them some techniques of additive
combinatorics. Kreknin and Kostrikin's results [KK63, Kre63], for instance,
are obtained in this way.
In the next section, as another possible application, we will sketch the
proof of [KMS14, Theorem 5.8] about nite groups with a metacyclic Frobe-
nius group of automorphisms. There we will also see that it is not always
necessary for L̃ to be a graded Lie ring. If some combinatorics can be done
in
∑n−1
i=0 L̃i, then we can always say something about nL̃ and that might be
enough for deducing something about L.
2.3 An application to nite groups with a meta-
cyclic Frobenius group of automorphisms
In this section we see an application of the Lie ring method just discussed.
The theorem presented is due to Khukhro, Makarenko and Shumyatsky. We
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sketch the proof here to show how the associated Lie ring can be useful to
the study of nite groups with a Frobenius group of automorphisms. The
same ideas will be used and further developed in Chapter 3 to prove a partial
generalisation of this result.
Theorem 2.9 ([KMS14], Theorem 5.8). Let G be a nite group with a Frobe-
nius group of automorphisms FH, with kernel F and complement H, satis-
fying the following
1. F = 〈φ〉 is cyclic of order n.
2. F acts xed-point-freely, that is CG(F ) = CG(φ) = 1.
3. CG(H) is nilpotent of class c.
Then G is nilpotent of nilpotency class bounded in terms of c and |H|.
This result comes from an analogous one about Lie rings.
Theorem 2.10 ([KMS14], Theorem 5.6). Let FH be a Frobenius group with
cyclic kernel F of order n and complement H of order q. Suppose that FH
acts by automorphisms on a Lie ring L in such a way that CL(F ) = 0 and
CL(H) is nilpotent of class c. Then
(a) L is soluble of (c, q)-bounded class.
(b) For some functions u = u(c, q) and v = v(c, q), depending on c and q
only, the subring nuL is nilpotent of class v.
(c) Moreover, L is nilpotent of (c, q)-bounded class in any of the following
cases:
(i) the additive group of L is periodic,
(ii) L is a Lie algebra,
(iii) n is invertible in the ground ring of L,
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(iv) nL = L,
(v) n is a prime-power.
The Lie ring result is the most elaborate part, while the theorem about
nite groups follows from applying this to the associated Lie ring.
Sketch of the proof of Theorem 2.10 . Consider L̃ = Z(ω)⊗ L, where ω is a
primitive nth root of unity. The group FH acts in a natural way on L̃ and its
action inherits the two conditions in the statement: CL̃(F ) = 0 and CL̃(H) is
nilpotent of class c. Since the conditions (i)− (v) would also hold for L̃, and
the conclusion of the theorem for L would follow from the same conclusion
for L̃, we can assume that L̃ = L and the ground ring contains ω.
Let φ be a generator of F . For each i = 0, . . . , n − 1, we dene the
eigenspace for ωi as Li =
{
l ∈ L|lφ = ωil
}




Li ⊆ L, and [Li, Lj] ≤ Li+j,
where all indices are taken modulo n. In particular, the zero-component L0
coincides with CL(φ), and consequently it is trivial.
Hereafter we will use the following index convention: the letter l with
index i ∈ Z/nZ will denote a homogeneous element of Li, with the index only
indicating which homogeneous component this element belongs to. Dierent
elements can hence be denoted by the same symbol. For instance, li and li
can be dierent elements of Li so that [li, li] is a non-zero element of L2i.
We will mostly work with the FH-invariant subring
∑n−1
i=0 Li. The sum
may not be direct but, by Lemma 2.5, any linear dependence of elements
from dierent Li is annihilated by n, that is
if l1 + l2 + · · ·+ ln−1 = 0, then nl1 = · · · = nln−1 = 0. (2.2)
Moreover, the φ-homogeneous components are xed by F and permuted
by the (necessarily) cyclic complement H as described below. Let h be a
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where r is a primitive qth root of unity in Z/nZ.
We use the notation lrji = (li)h
j
with li ∈ Lsi andXi =
∑q−1
j=0 lrji ∈ CL(h).
The nilpotency condition about CL(H) implies that
[X1, . . . , Xc+1] = 0.
We can then expand the Xi and consider the resulting linear combination
of Lie brackets in lrji. If [l1, . . . , lc+1] is non-zero, then one of the following
holds.
1. If the sum of the φ-homogeneous components is direct, then there must
be another Lie bracket belonging to the same component, that is
s1 + · · ·+ sc+1 ≡ rα1s1 + · · ·+ rαc+1sc+1 mod n, (2.3)
for some 0 6= (α1, . . . , αc+1) ∈ (Z/qZ)c+1. If (s1, . . . , sc+1) satises
the congruence above, then it is said to be r-dependent. We call it
r-independent otherwise.
2. if K =
∑n−1
i=0 Li is not a direct sum, then it might be that there are no
other elements in the same φ-homogeneous component. However, by
Equation (2.2), we have n[l1, . . . , lc+1] = 0.
Hence, in any case, the subring K satises the following combinatorial con-
dition:
n[l1, . . . , lc+1] = 0, whenever (s1, . . . , sc+1) is r-independent. (2.4)
The authors proved that this implies the solubility of L. We refer the inter-
ested reader to the original paper for the details.
We now sketch the proof of part (b). We start stating two results that
will be used in the argument.
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Lemma 2.11. Let r be a primitive qth root of unity in Z/nZ. Suppose that
for some integer m a sequence (s1, . . . , sk) of non-zero elements of Z/nZ con-
tains at least qm+m dierent values. Then one can choose an r-independent
subsequence (s1, si2 , . . . , sim) of length m and containing s1.
We will use this lemma in order to bound the number of dierent values
appearing in a sequence with no r-independent subsequence of a certain
length and starting with a xed element. We will also need the following
result.
Lemma 2.12. Suppose that K =
∑n−1
i=0 Li satises condition (2.4). Then
there exist (c, q)-bounded numbers l and m such that, for every b ∈ Z/nZ,
we have
nl[K,Lb, . . . , Lb︸ ︷︷ ︸
m
] ⊆ [[K,K], [K,K]].
We are now ready to prove (b), using induction on the derived length of
L. If L is abelian, then there is nothing to prove. Therefore, assume that
L is metabelian. In this case we can move around the elements of any Lie
bracket starting from the third one. In other words [x, y, z] = [x, z, y], for
all x ∈ [L,L]. Now take g = (m − 1)(qc+1 + c) + 2, with m as in Lemma
2.12. For every sequence of g non-zero elements (s1, . . . , sg), consider the
Lie bracket [[K,K]s1 , Ls2 , . . . , Lsg ], where [K,K]s1 = [K,K] ∩ Ls1 . If the
sequence contains an r-independent subsequence of length c+1 starting with
s1, then by permuting the Lsi , we can assume that such subsequence is at
the beginning of the Lie bracket. Hence n[[K,K]s1 , Ls2 , . . . , Lsg ] = 0.
If no such subsequence exists, then (s1, . . . , sg) contains at most qc+1 + c
dierent values, by Lemma 2.11. The integer g is big enough to guaran-
tee that either the value s1 occurs at least m + 1 times in the sequence,
or else, another value dierent from s1 occurs at least m times. Again,
modulo re-ordering the elements, we can assume s2 = · · · = sm. We get that
nl[[K,K]s1 , Ls2 , . . . , Lsg ] is trivial, by Lemma 2.12. Thus, we conclude that if
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L is metabelian, then nlγg+1(K) = 0. Clearly we can choose a (c, q)-bounded
number l1 such that γg+1(nl1K) = 0. As nL ⊆ K, we get γg+1(nl1+1L) = 0.
Now suppose that the derived length of L is at least 3. By induction step
there exist (c, q)-bounded numbers l2 and g′ for which γg′+1(nl2 [L,L]) = 0.
Since g ≥ 4, we can choose an integer y so that y(g + 1− 4) ≥ (l1 + 1)(g + 1)
and this only depends on c and q. Set x = max {y, b(l2 + 1)/2c} and
M = nxL. We have
γg+1(M) = γg+1(n
xL) = nx(g+1)γg+1(L) ⊆ n(l1+1)(g+1)+4xγg+1(L)
⊆ n4x[[L,L], [L,L]] = [[M,M ], [M,M ]],
from the metabelian case. Moreover,
γg′+1([M,M ]) = γg′+1(n
2x[L,L]) ⊆ γg′+1(nl2 [L,L]) = 0.
The claim then follows by the Lie ring analogue of Hall's criterion 1.11.
For the complete proof of part (c) we refer the reader to the paper. We
stress that conditions (ii)− (v) are exactly the ones seen in Proposition 2.5,
Lemmas 2.7 and 2.8. Hence, the only non obvious case is when L is periodic.
Since this includes the case of a nite L, which is of interest to us, the
argument of case (i) is reproduced below.
We claim that if L is periodic, then we can restrict to the case of a
p-group, for some prime p. Indeed, L decomposes into the direct sum of its
Sylow p-subgroups Tp. The subgroups Tp are FH-invariant ideals satisfying
[Tp, Tq] = 0 for p 6= q. Hence, the nilpotency of L follows from that of every
Tp, and a bound for its nilpotency class is given by the maximum of the
bounds for such subgroups. Therefore, the claim follows by applying Lemma
2.7.
We are now ready to use the result about Lie rings and the construction
of the associated Lie ring to prove Theorem 2.9
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Sketch of the Proof of Theorem 2.9. First, the nilpotency of G is guaranteed
by the nilpotency of CG(H) and the xed-point-free action of the Frobenius
kernel, as shown in [KMS14, Theorem 2.7]. The proof uses arguments of
Representation Theory.
We use the Lie ring method to bound the nilpotency class of G. Its





where k is the nilpotency class of the group and γi represent the terms of its
lower central series.
The Frobenius group FH naturally induces a (not necessarily faithful)
action of the same group on L(G) which inherits conditions 2 and 3. The
former follows directly from Theorem 1.16 and the latter is a straightforward
consequence of Theorem 1.21. Indeed, if the xed points of H in L(G) are
covered by the xed points ofH inG, then every commutator identity holding
in CG(H) also holds in CL(G)(H). Specically, this arguments only proves
that the nilpotency class of CL(G)(H) does not exceed that of CG(H), but
this will be enough for our purpose. Nevertheless, since we do not require
coprimality between |G| and |F |, it may happen that the order of φ over
L(G) reduces to a proper divisor of n. In any case, construct the s uitable
extended Lie ring L = Z(ω)⊗L(G), where ω is a primitive mth root of unity
and m the order of φ on L(G). The natural action of FH on L inherits once
again conditions 2 and 3. We can now simply apply Theorem 2.10. The
conclusion follows from (i) of part (c).
It worth mentioning few points that appear in this proof and are almost
standard in this kind of problems. First, the Lie ring method cannot help in
proving the nilpotency of the nite group. If not part of the hypotheses, this
must be deduced by arguments of dierent nature. The Lie ring technique,
which relies on it, is only applied to produce a bound for the nilpotency class
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or the derived length.
The result for groups comes from an analogous one for Lie rings. The
latter is usually the most elaborate part.
Because of the Hall's criterion, the key case is when the Lie ring is
metabelian. Indeed, if in this case we can bound the nilpotency class by
a function of certain variables, then a function of the same variables bounds







In this chapter we look at the case of a Frobenius group of automorphisms FH
having a xed-point-free abelian non-cyclic kernel F . Khukhro, Makarenko
and Shumyatsky proved that a nite group G admitting such a group of
automorphisms is nilpotent, whenever the centraliser CG(H) of the Frobe-
nius complement is nilpotent as well. This is, in fact, a special case of
[KMS14, Theorem 2.7] that guarantees the nilpotency of the group when-
ever the Frobenius kernel acts xed-point-freely on it and the centraliser of
the complement is nilpotent, hence dropping any restriction on the nilpotency
class of the kernel.
The same authors showed that the nilpotency class of G is generally un-
bounded even for a xed group FH and cyclic CG(H), so that the hypothesis
about the cyclicity of the Frobenius kernel seen in the previous chapter is
essential. For instance, consider a Lie ring L whose additive group is the di-
rect sum of three copies of Z/pmZ, for some prime p 6= 2. Let e1, e2, e3 be its
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generators whose structure constants are given by [e1, e2] = pe3, [e2, e3] = pe1
and [e3, e1] = pe2. Then L admits a Frobenius group of automorphisms FH
with non-cyclic kernel F of order 4 and complement H of order 3 such that
CL(F ) = 0 and CL(H) is abelian (since one-dimensional). Specically, the
action of F = {1, f1, f2, f3} is fi(ei) = ei and fi(ej) = −ej, for j 6= i. The
complement H = 〈h〉 acts in such a way that h(ei) = ei+1, where the index
has to be taken modulo 3 when it is greater than 3. It is easy to see that L
has nilpotency class exactly m.
If we choose p > m, then the Lazard correspondence based on the Baker-
Campbell-Hausdor formula transforms L into a nite p-group P with the
same nilpotency class and same group of automorphisms FH such that
CP (F ) = 1 and CP (H) is cyclic.
Nevertheless, there are some cases where the Frobenius kernel is abelian
non-cyclic but a bound for the nilpotency class is still possible. For instance,
in [KS11] it is proved that if a Frobenius group FH, with abelian kernel F
of rank at least three, acts coprimely on a nite group G in such a way that
CG(H) is abelian and for every f in F \{1} the centraliser CG(f) is nilpotent
of class at most c, then G has nilpotency class bounded in terms of c and
|H|.
Here we prove a similar result in case H is relatively small compared to
F .
Theorem 3.1. Let G be a nite group admitting a Frobenius group of auto-
morphisms FH, with abelian kernel F and complement H of order q. Sup-
pose that CG(H) is abelian and F acts coprimely on G in such a manner that
CG(F ) is trivial. If q
2 is smaller than the least prime divisor of |F |, then G
is nilpotent of q-bounded class.
The proof is based on a Lie ring method. The rst section sets some
preliminary facts. The second one analyses graded Lie rings with few non-
trivial components and many commuting components. There we prove an
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instrumental proposition. The last section is devoted to the proof of the
theorem.
3.1 Preliminaries
We recall the notation and some general facts. In what follows we use the
term span both for the subspace (in the case of algebras) and for the addi-
tive subgroup generated by a given subset of a Lie ring. For subsets X and
Y contained in a Lie ring L and t ≥ 2, we write [X, tY ] for [[X, t−1Y ], Y ].
We denote by 〈U〉 the Lie subring generated by a subset U , and by id〈U〉 the
ideal generated by U .
For graded Lie rings we use the usual index convention: by the symbol la
we will denote a homogeneous element in the graded component La with the
index only indicating which component this element belongs to. So dierent
elements can be denoted by the same symbol.
We use the abbreviation, say, (m,n)-bounded for bounded from above
by a function depending on m and n only.
We shall need the following combinatorial lemma, generalising [Khu93,
Lemma 4.2.5].
Lemma 3.2. Let A be a nite abelian group, written additively. Let a1, · · · , ak




as | S ⊆ {1, · · · , k}
}
,
where, by denition, the sum is 0 for S = ∅. Then |M | ≥ min(k + 1, p),
where p is the least prime divisor of |A|.
Proof. We proceed by induction on k. The case k = 1 is obvious, since




as | S ⊆ {1, · · · , k − 1}
}
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has cardinality |M ′| ≥ min(k, p). Since M = M ′ ∪ (M ′ + ak), we have
|M | ≥ |M ′|. If the inequality is strict, then
|M | ≥ min(k, p) + 1 ≥ min(k + 1, p).
If not, then M ′+ak = M ′, so that M ′ is invariant under adding elements
of 〈ak〉. Therefore, the cardinality of M ′ is not smaller than p, and the
statement follows.
We will use the following generalisation of Proposition 2.5, regarding the
action of abelian groups on Lie rings. We recall that a nite abelian group
is isomorphic to its group of characters. For the proof of this fact and other
standard results about characters of abelian groups, we refer the reader to
[Hup98].
Proposition 3.3. Let L be a Lie ring. Let G be an abelian group of order n
with character group Ĝ. Suppose that G acts on L and dene L̃ = Z(ω)⊗ L
to be the ring obtained from L by extending the ground ring by a primitive







l ∈ L̃ | lg = χ(g)l for all g ∈ G
}
. Moreover, if l1 + · · ·+ ln = 0
for lj ∈ Lχj , then nlj = 0 for all j = 1, . . . , n. Hence if the additive group of
L̃ has no n-torsion, then L̃ is Ĝ-graded.
Proof. Since G and Ĝ are isomorphic, they have in particular the same order.
For i = 1 . . . , n we call χi the elements of Ĝ. For convenience in this proof
we use the multiplicative notation for G.
Consider l ∈ L̃ and dene li =
∑
g∈G χi(g
−1)lg. It is not hard to see that

















We now prove the inclusion nL̃ ⊆
∑n
i=1 Lχi . Let li be dened as above.

















where the last equality follows from the fact that
∑
χ∈Ĝ χ(g) 6= 0 only when
g = 1 and in this case the sum equals the order of G.
Suppose that a linear combination of elements belonging to dierent ho-
mogeneous components is trivial, that is l1 + l2 + · · ·+ ln = 0, where li ∈ Lχi .
We can apply g1, . . . , gn to it, where gi are the elements of G. Then we get
the following equations
χ1(g1)l1 + χ2(g1)l2 + · · ·+ χn(g1)ln = 0
χ1(g2)l1 + χ2(g2)l2 + · · ·+ χn(g2)ln = 0
. . .
χ1(gn)l1 + χ2(gn)l2 + · · ·+ χn(gn)ln = 0.
In order to prove that nli = 0, we multiply the jth equation by χi(g
−1
j ) and




j ), which is
equal to n if i = k and 0 otherwise. Hence, if L has no n-torsion, then the
sum of the homogeneous components is direct and the last statement easily
follows.
We will also require a Lie ring analogue of Hall's criterion for nilpotency
(Theorem 1.11) which we state here without proof.
Theorem 3.4. If a Lie ring L has an ideal K such that K is nilpotent
of class k and L/[K,K] is nilpotent of class c, then L is nilpotent and its
nilpotency class is bounded by f(k, c) = (c− 1)k(k+1)
2
+ k.
The next result is due to N. Makarenko. It is about Lie rings graded over
a cyclic group with a given number of non-zero component.
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Proposition 3.5 (Proposition 1 [Mak07]). Let L be a (Z/nZ)-graded Lie
ring with d non-trivial components. There exists a function f : N × N → N
such that the f(d, t)th term of the derived series L(f(d,t)) is contained in the
subring generated by the set [L, tL0].
We shall use this proposition in the next section, in the situation where
[L, tL0] = 0, so that L is soluble of f(d, t)-bounded derived length. The next
lemma will be used to prove the existence of such positive integer t.
Lemma 3.6. Let L be a Lie ring and K a nilpotent subring of class c gen-
erated by the subsets K1, . . . , Kd. Suppose that there exists a number n such
that [L, nKi] = 0 for each i = 1, . . . , d. Then there exists a (c, d, n)-bounded
number g such that [L, gK] = 0.
Proof. First observe that [L, gK] is generated by simple Lie brackets of the
form [l, ki1 , . . . , kir ], where l ∈ L, kij ∈ Kij for ij ∈ {1, . . . , d}, and r ≥ g.
Hence, the statement is proved if we show that all these Lie brackets vanish.
This is done by induction on c. Suppose that c = 1, so that K ′ = 0. Take
g = d(n− 1) + 1. Since for any permutation π of {1, · · · , r} we have
[L,Ki1 , . . . , Kir ] ≤ [L,Kiπ(1) , . . . , Kiπ(r) ] + [L,K
′],
we can rearrange the elements of K without changing the Lie bracket. The
integer g is big enough to ensure that there are at least n elements among the
kij belonging to the same Ki. Consequently, the Lie bracket can be written
as [l, kiπ(1) , . . . , kiπ(n) , ∗, . . . , ∗], where kiπ(1) , . . . , kiπ(n) ∈ Ki and the asterisks
denote the remaining elements in the Kij which are of no consequence, in
view of the fact that [L, nKi] = 0.
Suppose now that c > 1. Since the subringK ′ has nilpotency class at most
c − 1, the inductive hypothesis ensures that there exists a (c, d, n)-bounded
number g1 for which [L, g1K
′] = 0. We want to prove that
[L, K, . . . ,K︸ ︷︷ ︸
u(d(n−1)+1)




for every positive integer u. We proceed by induction on u, the base step
for u = 1 being proved already. Hence suppose that u > 1. By inductive
hypothesis, we can write
[L, K, . . .,K︸ ︷︷ ︸
u(d(n−1)+1)
] ≤ [L,K ′, . . ., K ′︸ ︷︷ ︸
u−1
, K, . . .,K︸ ︷︷ ︸
d(n−1)+1
]
≤ [L,K ′, . . . , K ′︸ ︷︷ ︸
u
] + [L,K ′, . . ., K ′︸ ︷︷ ︸
u−1
, Ki, . . ., Ki︸ ︷︷ ︸
n
, ∗, . . ., ∗],
and this proves the desired equation. The statement then follows by taking
g = g1(d(n− 1) + 1).
The bound for the integer g in the above lemma can be made explicit. It
is not hard to see that it grows together with c, d and n. This result will be
used in the situation where we only know an upper bound for the number
d of subgroups generating the nilpotent subring. Then the monotonicity in
this variable will ensure the validity of the bound for g thus obtained.
3.2 Lie rings with many commuting components
This section is devoted to the proof of the following result about graded Lie
rings with many commuting components.
Proposition 3.7. Let A be an additively written abelian group of nite order
n. Let L =
⊕
a∈A La be an A-graded Lie ring which satises the following
properties:
1. L0 = 0;
2. L satises the m-condition: there exists a natural number m such that,
if Na = {b ∈ A | [Lb, La] 6= 0}, then |Na| ≤ m for all a in A;
3. m < p, where p is the least prime divisor of the order of A.
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Then the following hold:
(a) L is soluble of m-bounded derived length.
(b) L is nilpotent of m-bounded nilpotency class.
This proposition generalises [Khu08, Theorem 1] and is instrumental in
the proof of Theorem 3.1. First we present some preliminary lemmas that
hold for Lie rings satisfying the m-condition. These can be already found in
Khukhro's article, where they were applied to the case of a cyclic grading.
Lemma 3.8. Suppose that L is a graded Lie ring satisfying the m-condition.
Then the homogeneous subring 〈Li | i ∈ S〉 generated by |S| = s homogeneous
components has at most s(m+ 1) non-trivial homogeneous components.
Proof. The additive group of L is generated by homogeneous simple Lie
brackets with elements xi ∈ Li, for i ∈ S. Any such Lie bracket of weight
greater than 1 can be written as [yj, xi], where yj ∈ Lj is the initial segment.
For this Lie bracket to be non-zero we need that j ∈ Ni. Hence, for a given i,
we have at most m possibilities for j and this gives at most ms possibilities
for the sum i + j. Together with the single homogeneous elements (which
represent the Lie brackets of weight 1) we have at most s + ms possibilities
for the index of a non-zero homogeneous element of the subring.
This lemma will be used together with the next one.
Lemma 3.9. Suppose that L is a graded Lie ring satisfying the m-condition.
The homogeneous ideal id〈Li〉 generated by any homogeneous component Li
is contained in the subring 〈Li, Lk | k ∈ Ni〉.
Proof. The additive subgroup of the ideal is generated by the simple Lie
brackets [xi, li1 , . . . , lit ], where xi ∈ Li and lis ∈ Lis . We use double induction
to prove that these Lie brackets belong to the desired subring.
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The rst induction parameter is t, the weight. For a given t, we proceed
by induction on the position of the rst (from the left) index not belonging
to Ni. If no such index exists, then the Lie bracket obviously belongs to the
subring. The assertion is trivially true for t = 0. Hence suppose that t = 1.
If i1 ∈ Ni, then the desired conclusion holds. If instead i1 /∈ Ni, then the Lie
bracket [xi, li1 ] equals zero.
Now assume that t > 1 and let ij be the rst index not belonging to Ni.
If j = 1, then the whole Lie bracket is trivial. Otherwise, we can transpose
the entry and write
[xi, . . ., lij−1 , lij , . . ., lit ] = [xi, . . ., [lij−1 , lij ], . . ., lit ] + [xi, . . ., lij , lij−1 , . . ., lit ].
The rst term on the right-hand side is in the subring 〈Li, Lk | k ∈ Ni〉 by
the rst inductive hypothesis, on the weight of the Lie bracket. Indeed, it is
shorter since [lij−1 , lij ] is regarded as a single entry. The second term is in
the subring by the second inductive hypothesis.
As a consequence, using Lemma 3.8, we get that the ideal generated by
any homogeneous component has at most (m+1)2 homogeneous components.
We are now ready to prove the proposition.
Proof of Proposition 3.7. This is done by induction on the rank r of A. For
a given r, we will rst prove the solubility, that is part (a). We will then
show the nilpotency (part (b)) by using (a) and the nilpotency for r − 1.
If r = 1, then A is isomorphic to Z/nZ. Hence, L is soluble of m-bounded
derived length by Khukhro's result [Theorem 1, [Khu08]]. Specically, let
k ∈ A be an arbitrary grading index, and consider the homogeneous ideal
id〈Lk〉. By the previous lemmas, it has at most (m+ 1)2 non-trivial compo-
nents, and therefore, there are at most m(m + 1)2 components that do not
centralise it. Let Zk be the set of all indices j ∈ A such that [Lj, id〈Lk〉] = 0
and dene the homogeneous ideal Ik = id〈Lj | j ∈ Zk〉 which centralises
id〈Lk〉.
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Then the quotient ring L/Ik has at most m(m + 1)2 non-trivial compo-
nents in the induced grading and its zero-component is trivial.
By Shalev's theorem (Theorem 1.13), it is soluble of m-bounded derived
length, namely there exists a function f(m) for which L(f(m)) ⊆ Ik. We
have that [L(f(m)), Lk] = 0 and, since this holds for every k, we conclude that
[L(f(m)), L] = 0 and L is soluble of derived length at most f(m) + 1.
We now proceed by induction on the derived length of L to get a bound
for its nilpotency class. Suppose that L is metabelian. We claim that L
is nilpotent of class at most m+ 2. To prove this, it is sucient to show
that every homogeneous simple Lie bracket
[
xi1 , xi2 , xi3 , . . . , xim+3
]
of weight
m+3 vanishes. If i1 + i2 = 0 in A, then [xi1 , xi2 ] = 0, by hypothesis 1. Hence,
assume that i1 + i2 = y, where y ∈ A \ {0}. We can write the Lie bracket
as
[
xy, xi3 , . . . , xim+3
]
, where xy = [xi1 , xi2 ] ∈ L′ ∩Ly. Since L is metabelian,
we can arbitrarily rearrange the entries xi3 , . . . , xim+2 and the set of their
possible sums M , as it is dened in Lemma 3.2, has cardinality not smaller
than m+ 1, by hypothesis 3. Note that the same is true for y +M .
Hence, by hypothesis 2, there exists at least an element in y + M which
does not belong to Nim+3 . Let it be given by y+iσ(1)+· · ·+iσ(s), for a suitable
permutation σ of {3, · · · ,m+ 2} and s ≤ m+ 2. Then the Lie bracket[
xy, xi3 , . . . , xim+3
]
= [xy, xiσ(3) , . . . , xiσ(s) , xim+3 , xiσ(s+1) , . . . , xiσ(m+2) ]
is clearly trivial.
Suppose now that the derived length of L is d > 2. Since all hypotheses
hold for L′ and L/L(2) as well, then by inductive hypothesis we can as-
sume that L′ is nilpotent of m-bounded class. The quotient ring L/L(2) is
metabelian, and therefore nilpotent of class not greater than m + 2, by the
base case shown above. By Hall's Criterion for Lie rings (Theorem 3.4), we
conclude that L is nilpotent of m-bounded class.
Now suppose that A has rank r > 1 and assume, by inductive hypothesis,
that the two claims have been proved in case of abelian groups of rank up
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to r − 1. We create a new grading on L. Choose a subgroup B < A of rank
r − 1 and such that Ā = A/B is cyclic. We can dene an Ā-grading of L by





In particular, the zero-component L0̄ = LB = ⊕b∈BLb.
Note that each component of the new grading is, in fact, a direct sum of
some original homogeneous components. It follows that subrings and ideals of
L that were homogeneous with respect to the original grading will remain so
with respect to the new one. Consequently, quotient rings with an (induced)
A-grading admit an Ā-grading as well.
Let Ik be the ideal dened in the rst paragraph. By the remark above, Ik
and L̄ = L/Ik admit an Ā-grading. The number of homogeneous components
of L̄ in the new grading is m-bounded. Indeed, the number of non-trivial
components in the new grading may only become smaller than in the original
one. Its zero-component L̄0̄ = ⊕b∈BL̄b is B-graded and satises the three
hypotheses, the last one due to Lagrange's Theorem. We can then apply the
inductive hypothesis to conclude that L̄0̄ is nilpotent of m-bounded class.
The idea is now to apply Lemma 3.6. In order to do so, we need to
show that L̄0̄ is generated in the old grading by m-bounded homogeneous
components L̄j (for j ∈ A), for which there exists an m-bounded number d
such that
[L̄, dL̄j] = [L̄, L̄j, . . . , L̄j︸ ︷︷ ︸
d
] = 0. (3.1)
Certainly, L̄0̄ is generated by L̄b, for b ∈ B. On the other hand, the
number of non-trivial components generating L̄ is m-bounded, hence the
same must hold for its subring. This, of course, is signicant when the order
of B is large enough (precisely |B| > m(m+ 12)).
Identity (3.1) easily follows if we prove that [L, dLj] = 0, for all j ∈ B
and some m-bounded number d. This is a consequence of Lagrange's The-
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orem and hypothesis 3. Indeed, for every a ∈ A and b ∈ B, the elements
a, a+ b, . . . , a+mb are distinct and therefore, at least one among them is
not contained in Nb. It follows that [La, (m+1)Lb] = 0. By Lemma 3.6, we
conclude that there exists an m-bounded number g for which [L̄, gL̄0̄] = 0.
We can now use Proposition 3.5 to deduce that L̄ is soluble of m-bounded
derived length. Therefore, there exists a function f(m) for which L(f(m)) ⊆ Ik.
This implies that [L(f(m)), Lk] = 0 and, since this hold for every k, we conclude
that [L(f(m)), L] = 0 and L has derived length not greater than f(m) + 1.
We can now proceed by induction on the derived length of L to get a
bound for its nilpotency class. We do not write the details here, as the proof
of this fact would essentially replicate the argument seen above when the
rank equals 1.
An alternative and shorter proof of Proposition 3.7 could be obtained
by generalising Shalev's Theorem 1.13 to abelian groups (in place of the
multiplicative group of complex numbers). However, it is not obvious how
to do that as this would involve a completely new proof. Indeed, the original
argument relies on the concept of good order. Following Shalev's denition,
given a group G and a set S ⊆ G, a linear order < on S is called good if
there are no x, y ∈ S such that xy ∈ S and x < xy < y. Most groups do not
admit a good order and a typical example is already given by the elementary
abelian p-group (Z/pZ)× (Z/pZ).
3.3 Groups and Lie rings with a Frobenius group
of automorphisms
This section is devoted to the proof of Theorem 3.1.
Proof of Theorem 3.1. Let FH be a Frobenius group with abelian kernel F
of order n and complement H of order q. Suppose that FH acts on a nite
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group G, whose order is coprime to n, in such a manner that CG(F ) = 1 and
CG(H) is abelian. We recall that G is nilpotent by [KMS14, Theorem 2.7].





where c is the nilpotency class of G and the γi represent the terms of its
lower central series. The action of the group FH on G induces an action of
the same group on L. By Lemma 1.20, the kernel F acts xed-point-freely





This implies that CL(H) is abelian. Since the nilpotency class of L coin-
cides with that of G, the claim will follow if we prove that L has q-bounded
nilpotency class.
Consider the extended ring L̃ = Z(ω)⊗ L, where ω is a primitive nth
root of unity. The group FH acts naturally on L̃ and its action inherits the
conditions CL̃(F ) = 0 and CL̃(H) is abelian. Since the conclusion of the
theorem for L would follow from the same conclusion for L̃, we can assume
that L̃ = L and the ground ring contains ω.
Let F̂ be the character group of F . Since F and F̂ are isomorphic groups,
we use the additive notation for the latter as well. Since the action of F is







l ∈ L | lf = χ(f)l, ∀f ∈ F
}
. In particular L0 = CL(F ) = 0.
We dene an action of H on F̂ . We set χh(f) = χ(fh). It is not hard to
prove that the semidirect product F̂H is a Frobenius group. Indeed the xed-
point-free action of every non-trivial element h on F̂ follows from that of the
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same element on F . The group H permutes the homogeneous components








We shall prove that the hypotheses of Proposition 3.7 are satised, so
that this result is a straightforward consequence of the one for graded Lie
rings with many commuting components. We have already mentioned that
the zero-component L0 corresponds to the centraliser of F in L and it is
trivial. We now prove that the abelianity of CL(H) ensures that L satises
the m-condition, where m is a function of q. For every homogeneous element
lα ∈ Lα the element
∑
h∈H(lα)
h is in CL(H). Hence, taking lα in Lα and lβ










If [lα, lβ] is a non-trivial element of Lα+β, then there must be another element
in the same homogeneous component, that is





for some h, k ∈ H not all equal to 1. Then necessarily k 6= 1, since otherwise
α = αh
−1
which is impossible for α 6= 0 and h 6= 1.
For each h ∈ H, the map φh : χ → χh − χ is an automorphism of F̂ .
Indeed, it is injective, and so bijective, since h has no non-trivial xed point
in F̂ . We can write condition 3.2 in this way
β = φ−1k−1(φh−1(−α)).
Since there are q possibilities for h and q − 1 for k, then it follows that for
every α 6= 0 there are at most q(q − 1) possibilities for β to satisfy this
condition and, hence, the component Lα commutes with all but at most
q(q− 1) components. The last hypothesis of Proposition 3.7 is then satised
as well. The application of this proposition concludes the proof.
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This proof concludes the chapter. Note that the result for nite groups





On the nilpotency class of some
nite groups with a Frobenius
group of automorphisms
As an application of Lie ring methods, back in Section 2.3, we have sketched
the proof of the following result.
Theorem 4.1 (Khukhro, Makarenko, Shumyatsky). Let G be a nite group
admitting a Frobenius group of automorphisms FH, with cyclic kernel F and
complement H. If the kernel acts xed-point-freely and CG(H) is nilpotent
of class c, then G is nilpotent and its nilpotency class is bounded in terms of
c and |H| only.
Until now, the question whether the bound for the nilpotency class of
G could be made independent of the order of the Frobenius complement H
remained unsolved. Indeed, there were no explicit examples showing the
opposite. In this chapter, we shall give a negative answer to this question by
proving the following
Theorem 4.2. There exists a family G of nite nilpotent groups, of un-
bounded nilpotency class, whose members G satisfy the conditions:
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1. G admits a metacyclic Frobenius group of automorphisms;
2. the centraliser of the Frobenius kernel in G is trivial;
3. the centraliser of the Frobenius complement in G is abelian.
This result is based on an analogous one for Lie algebras. In this case,
the transition to nite groups is obtained from the Lazard correspondence.
The main part of this chapter is devoted to proving the result for Lie
algebras. This will consist of the explicit construction of a family L of Lie
algebras, satisfying analogous properties. As a preliminary step, for every
prime number p we will construct a Lie algebra Lp which admits a metacyclic
Frobenius group of automorphisms Cp o Cp−1. Its denition and properties
will be discussed in Section 4.1. In particular, we shall see that every Lie
algebra Lp is Z-graded. In the same section, we will also calculate the exact
dimension of its homogeneous components (Proposition 4.4).
We shall consider Ip and Jp, which are the smallest Cp o Cp−1-invariant
ideals generated respectively by CLp(Cp) and by the derived subalgebra of
CLp(Cp−1). We will study the former in Section 4.2 and the latter in Sec-
tion 4.3. Since they are both homogeneous, we will study their intersections
with the homogeneous components, bounding the dimension of the subspaces
thus obtained (Propositions 4.7 and 4.9).
In Section 4.4 we will build the family L, whose elements are the quotient
Lie algebras Lp/(Ip+Jp). We will prove the existence, for any natural number
n, of a prime p such that the corresponding Lie algebra Lp/(Ip+Jp) in L has
nilpotency class at least n. For this part, the previous bounds in Propositions
4.4, 4.7 and 4.9 will be required. We will nally discuss the conditions under
which the Lazard correspondence can be applied.
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4.1 The family of Lie algebras Lp
A crucial step towards the proof of Theorem 4.2 consists of the following
Proposition 4.3. There exists a family L of nilpotent Lie algebras, of un-
bounded nilpotency class, such that any member L satises the conditions:
1. L admits a metacyclic Frobenius group of automorphisms;
2. the centraliser of the Frobenius kernel in L is trivial;
3. the centraliser of the Frobenius complement in L is abelian.
This proposition will be proved in Section 4.4. In the same section we
will also see that, in order to produce the analogous result for groups, we
will need to consider the case where the characteristic of the underlying eld
changes with L.
This section instead is devoted to the denition and the study of another
family of Lie algebras, which is instrumental in the construction of L. For
every prime number p, we will dene a Z-graded Lie algebra Lp, as a quo-
tient of a free metabelian Lie algebra. In Proposition 4.4, we will determine
the exact dimension of each homogeneous component. Furthermore, we will
construct a metacyclic Frobenius group acting by automorphisms on Lp. We
use the usual notations 〈U〉 and id〈U〉 respectively for the Lie subalgebra and
the ideal generated by a subset U .
Let K be a eld of characteristic coprime with p, containing a primitive
pth root of unity. For generality, we will not specify its characteristic at this
stage, because the whole construction works independently of it. However, we
stress that, although this is not made explicit by notation, the characteristic
may change together with the prime p.
Let Xp = {x1, . . . , x2p−2} be an ordered set and let M(Xp) denote the
free metabelian Lie algebra over K with free generating set Xp. Following
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[Bak87], we know that M(Xp) has a basis consisting of Xp together with the
left-normed Lie brackets of the form
[xi1 , xi2 , . . . , xik ] , with k ≥ 2, and xi1 > xi2 ≤ . . . ≤ xik , (4.1)
where xi1 , . . . , xik ∈ Xp. In particular, for every xed number k, the above
set represents a basis for the homogeneous component ofM(Xp) of weight k,
which is the K-vector space spanned by all Lie brackets of length k involving
the generators.
Renaming the generators so that Xp = {a1, . . . , ap−1, v1, . . . vp−1} and




ai1 , ai2 , . . . , aij , vij+1 , . . . , vik
]
, for all 2 ≤ j ≤ k, and i1 > i2 ≤ . . . ≤ ij,
ij+1 ≤ . . . ≤ ik,
•
[
vi1 , ai2 , . . . , aij , vij+1 , . . . , vik
]
, for all 2 ≤ j ≤ k and for all i2 ≤ . . . ≤ ij,
ij+1 ≤ . . . ≤ ik,
• [vi1 , vi2 , . . . , vik ], for all i1 > i2 ≤ . . . ≤ ik,
where k ≥ 2 and 0 < i1, i2, . . . , ik < p.
Let A denote the subalgebra generated by a1, . . . , ap−1. Similarly, denote
by V the subalgebra generated by v1, . . . , vp−1, and by IV the ideal generated
by V . Consider the quotient algebra L̃p = M(Xp)/[IV , IV ]. Since IV is a
homogeneous ideal, this Lie algebra inherits from M(Xp) its Z-grading. The
generators form a basis for its homogeneous component of weight 1. For
every k ≥ 2, a basis for its homogeneous component of weight k is given by
the Lie brackets
• [ai1 , ai2 , . . . , aik ], for all i1 > i2 ≤ . . . ≤ ik,
•
[
ai1 , ai2 , . . . , aik−1 , vik
]
, for all i1 > i2 ≤ . . . ≤ ik−1,
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• [vi1 , ai2 , ai3 . . . , aik ], for all i2 ≤ . . . ≤ ik,
where 0 < i1, i2, . . . , ik < p. Indeed, it is not hard to prove that [IV , IV ] is
generated by the remaining Lie brackets, which are the ones with more than
one entry in V .
Finally, dene the Lie algebra Lp to be L̃p/id〈[A,A]〉. Similarly, since the
ideal generated by the derived algebra of A is homogeneous, the algebra Lp
is Z-graded. A basis for it consists of Xp together with the Lie brackets
Bp,k =
{
[vi0 , ai1 , . . . , aik−1 ] : 0 < i0 < p, 0 < i1 ≤ . . . ≤ ik−1 < p
}
, (4.2)
for every k ≥ 2. By construction, it follows that the Lie algebra Lp is a
semidirect sum of the abelian ideal IV and the abelian subalgebra A.
In the next proposition, we determine the dimension of the homogeneous
components of Lp.
Proposition 4.4. For every prime p and natural number k, let lp,k denote
the dimension of Lp,k, the homogeneous component of Lp of weight k. We
have
lp,1 = 2(p− 1) and lp,k = (p− 1)
(
k + p− 3
k − 1
)
for all k ≥ 2.
Proof. Since the set Xp is a basis for the subspace Lp,1, the rst equality
trivially holds. Now assume k ≥ 2. By Formula (4.2), all possible Lie brackets
in Bp,k with a xed initial entry vi0 are determined by the (k−1)-combinations
with repetition from p− 1 elements. The expression for lp,k follows from the






varies among p− 1 elements.
The Lie algebra Lp admits a Frobenius group of automorphisms CpoCp−1,
also denoted simply by CpCp−1, where Cp and Cp−1 are cyclic groups of order
respectively p and p − 1. Let f denote a generator of the Frobenius kernel
Cp. For each i = 1, . . . , p− 1, we dene afi = ωiai and v
f
i = ω
ivi, where ω is
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a complex primitive pth root of unity. Let h be a generator of the Frobenius
complement Cp−1 and let r be a primitive (p − 1)th root of unity in Z/pZ.
We dene ahi = ari and v
h
i = vri, where the indices on the right-hand side
must be taken modulo p. It is straightforward to check that these conditions
determine a Frobenius group where fh
−1
= f r.
Let CLp(Cp) and CLp(Cp−1) respectively denote the centralisers of the
Frobenius kernel and the Frobenius complement. They are both Z-graded
subspaces, since the homogeneous components Lp,k are CpCp−1-invariant. A
basis for CLp(Cp) ∩ Lp,k is obtained by those Lie brackets [vi0 , ai1 , . . . , aik−1 ]
in Bp,k satisfying the condition i0 + i1 + · · · + ik−1 ≡ 0 (mod p). The next
proposition presents a basis for the subspace CLp(Cp−1) ∩ Lp,k.
Proposition 4.5. The basis Bp,k of Lp,k is permuted by Cp−1. The number of
its orbits is equal to the dimension of the subspace CLp(Cp−1) ∩ Lp,k, namely
lp,k/(p−1). Indeed, the set
{∑p−2
j=0 b
hj , b ∈ Bp,k
}
is a basis for such subspace.
Proof. First we need to prove that the generator h of Cp−1 acts as a per-
mutation of Bp,k. This follows directly from the formula for Bp,k. Indeed,
for every Lie bracket [vi0 , ai1 , . . . , aik−1 ] in this set, its image under h is
[vri0 , ari1 , . . . , arik−1 ], again contained in Bp,k, possibly after a rearrangement
of the terms arij . Furthermore, every orbit has length p − 1. Indeed, for
j = 0, . . . , p − 2, the images [vrji0 , arji1 , . . . , arjik−1 ] under hj are all distinct
because they dier in the rst entry. As a consequence, we get that the
number of orbits is |Bp,k|/(p− 1).
To each orbit there corresponds one vector in CLp(Cp−1) ∩ Lp,k, namely
the sum over its elements. This follows directly from the structure of a per-
mutation module, where to each cycle of the permutation there corresponds
one eigenvector with eigenvalue 1.
The Lie algebra Lp also has a natural (Z/pZ)-grading, arising from the
eigenspace decomposition corresponding to the action of Cp. Indeed, for
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every 0 ≤ j < p, dene jLp =
{
x ∈ Lp|xf = ωjx
}
. We call this subspace the
Cp-homogeneous component of degree j.
Because of the denition of f , a Lie bracket [vi0 , ai1 , . . . , aik−1 ] in Bp,k
belongs to such subspace if and only if i0+i1+· · ·+ik−1 ≡ j (mod p). Clearly,
the Cp-homogeneous component of degree 0 corresponds to the centraliser
CLp(Cp) and it is Cp−1-invariant.
Since the homogeneous components Lp,k are Cp-invariant, they are, in
turn, (Z/pZ)-graded by this basic fact of linear algebra:
Lemma 4.6. Let n be a positive integer and let ω be a primitive nth root of
unity. Let K be a eld of characteristic coprime to n and containing ω. Let
V be a K-vector space. Let φ : V → V be a linear map of order n and U a
φ-invariant subspace of V . Assume that an element u of U can be written in
the form u = u0 + · · · + un−1, where ui are eigenvectors of φ corresponding
to distinct eigenvalues ωi. Then ui ∈ U for all 0 ≤ i ≤ n− 1.
Proof. Since U is φ-invariant, uφ
j ∈ U for all j = 0, . . . , n− 1. Writing them
explicitly we have
u0 + u1 + u2 + · · ·+ un−1 ∈ U
u0 + ωu1 + ω
2u2 + · · ·+ ωn−1un−1 ∈ U
u0 + ω
2u1 + ω




2(n−1)u2 + · · ·+ ω(n−1)(n−1)un−1 ∈ U.
To prove that ui ∈ U , we multiply the jth row by ω−(j−1)i and sum up. The
result will be trivially contained in U . This is exactly nui, since for all other
terms uk the coecients are
∑n
j=1 ω
(j−1)(k−i) = 0. The conclusion follows
dividing by n.
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The subspaces on the right-hand side are permuted by h, according to the
formula (Lp,k ∩ jLp)h = Lp,k ∩ rjLp. Hence, for every prime p and integer k,
the subspaces Wp,k = Lp,k ∩ 0Lp and W ′p,k = Lp,k ∩ 1Lp ⊕ · · · ⊕ Lp,k ∩ p−1Lp
are CpCp−1-modules. The basis ofW ′p,k consists of eigenvectors for the action
of Cp which are permuted by Cp−1 in orbits of length p − 1. Each of these
orbits spans an irreducible CpCp−1-module of dimension p−1 which is induced
by an irreducible (one-dimensional) module of Cp (Theorem 1.7). Hence, we
have that
dim(W ′p,k) = (p− 1) dim(CLp(Cp−1) ∩W ′p,k).
Using Proposition 4.5 and the Cp−1-invariance of both subspaces, we get the
corresponding formula for Wp,k.
4.2 The ideal generated by CLp(Cp)
Let Ip denote the ideal generated by the centraliser CLp(Cp). We have al-
ready mentioned that CLp(Cp) is weight-homogeneous and CpCp−1-invariant.
Hence, the same properties hold for Ip. In this section, for every natural
number k, we bound the dimension of the subspaces Ip ∩ Lp,k.
Since vi and ai are eigenvectors of f with corresponding eigenvalues ωi, a
basis for the subspace Ip∩Lp,k is given by those Lie brackets [vi0 , ai1 , . . . , aik−1 ]
belonging to Bp,k for which there exists a permutation π in the symmetric
group Sk−1 such that i0 + iπ(1) + · · ·+ iπ(s) ≡ 0 (mod p), for some s < k. In
the next proposition, we bound the dimension of this subspace.
Proposition 4.7. For every prime number p and natural number k, let ip,k
denote the dimension of the homogeneous subspace Ip ∩ Lp,k. Then
ip,1 = 0 and ip,k ≤ (k − 1)(p− 1)k−1 for all k ≥ 2.
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Proof. First, we recall that Lp,1 is the subspace of homogeneous elements of
Lp of weight 1 and it is generated by Xp. Since none of the vi, ai is centralised
by Cp, we clearly have ip,1 = 0. More generally, we have
Ip ∩ Lp,k =
k∑
j=1






[[CLp(Cp) ∩ Lp,j, Lp,1, . . . , Lp,1︸ ︷︷ ︸
k−1−j








+ CLp(Cp) ∩ Lp,k
= [Ip ∩ Lp,k−1, Lp,1] + CLp(Cp) ∩ Lp,k.
Hence, we obtain ip,k ≤ dim([Ip ∩ Lp,k−1, Lp,1]) + dim(CLp(Cp) ∩ Lp,k).
The subspace CLp(Cp) ∩ Lp,k has basis given by the homogeneous Lie
brackets [vi0 , ai1 , . . . , aik−1 ] in Bp,k for which i0 + i1 + · · ·+ ik−1 ≡ 0 (mod p).
This implies that the last index ik−1 is uniquely determined by the previous
ones and hence, dim(CLp(Cp)∩Lp,k) ≤ (p− 1)k−1. Notice that this bound is
only sharp for k = 2, because the set {[vi, ap−i], i = 1, . . . , p − 1} is a basis
for Ip ∩ Lp,2. However, for k ≥ 3 this argument counts some basis elements
in Bp,k several times, as we consider all simple Lie bracket of weight k, not
only the ordered ones.
The subspace [Ip∩Lp,k−1, Lp,1] is generated by the Lie brackets of the form
[x, aj], where x ranges over a basis of Ip∩Lp,k−1 and j = 1, . . . , p− 1. Hence,
we have dim([Ip ∩ Lp,k−1, Lp,1]) ≤ (p − 1)ip,k−1. Once again, we point out
that the equality trivially holds for k = 2 , and for k = 3. The inequality is
instead strict for larger values of k. These bounds together give the recursive
formula
ip,k ≤ (p− 1)ip,k−1 + (p− 1)k−1,
from which the conclusion follows by induction.
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This proposition concludes this section and the study of the ideal Ip.
Indeed, the bound on the dimension of its homogeneous components Ip∩Lp,k
is all we need in the proof of Proposition 4.3.
4.3 The ideal generated by [CLp(Cp−1), CLp(Cp−1)]
Let Jp denote the smallest CpCp−1-invariant ideal containing the derived sub-
algebra [CLp(Cp−1), CLp(Cp−1)]. Since CLp(Cp−1) is not Cp-invariant, then Jp
is strictly bigger than the ideal generated simply by [CLp(Cp−1), CLp(Cp−1)].
Indeed, in this section we will prove that Jp is generated, as an ideal, by
the Cp-homogeneous components of the generators of [CLp(Cp−1), CLp(Cp−1)].
This is done in Proposition 4.8. Moreover, as previously done for Ip, we will
bound the dimension of the subspaces Jp ∩ Lp,k, for every prime number p
and integer k (Proposition 4.9). The bound is obtained as the exact result
of a recursion.
We rst determine the generators of the derived subalgebra of CLp(Cp−1).
As already mentioned, the centraliser CLp(Cp−1) is weight-homogeneous and
a basis for the subspaces CLp(Cp−1)∩Lp,k is given in Proposition 4.5. The sub-
algebra [CLp(Cp−1), CLp(Cp−1)] is generated by Lie brackets of the form [x, y],
where x and y lie in the basis of CLp(Cp−1). Those Lie brackets are trivial
unless one of the entries is a1 +a2 + · · ·+ap−1. Hence, the derived subalgebra
of CLp(Cp−1) is generated by the Lie brackets of the form [x, a1 + · · ·+ ap−1],
where x lies in the basis of CLp(Cp−1).
In the next proposition we produce a set of generators of the ideal Jp.
Proposition 4.8. The smallest ideal containing [CLp(Cp−1), CLp(Cp−1)] and
invariant under the action of the group CpCp−1 is generated, as an ideal, by
the Cp-homogeneous components of the generators of [CLp(Cp−1), CLp(Cp−1)].
Proof. Consider [x,
∑p−1
i=1 ai], where x belongs to the basis of CLp(Cp−1) given
in Proposition 4.5. We can write x as a linear combination of eigenvectors
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of f , namely x =
∑p−1
j=0 xj, where xj is in the Cp-homogeneous component
of degree j. Since x is in CLp(Cp−1), we necessarily have that xrj = (xj)
h,
for all j = 0, . . . p − 1. The same relation is true for the Cp-homogeneous
components of [x,
∑p−1
i=1 ai]. Indeed, plugging the decomposition of x into the






, where the sum in
parenthesis represents its Cp-homogeneous component of degree j. Applying













where this should be interpreted as a sum over k, where k varies from 0 to
p− 1. This is exactly the homogeneous component of degree rj.
We have just shown that the set of the Cp-homogeneous components of the
generators of [CLp(Cp−1), CLp(Cp−1)] is permuted by Cp−1. This implies that
the ideal generated by this set is Cp−1-invariant. Moreover, this ideal is also
Cp-invariant because, by construction, its generators are Cp-homogeneous.
It contains the subalgebra [CLp(Cp−1), CLp(Cp−1)] because it contains all its
generators (as a sum of their Cp-homogeneous components). Hence, it con-
tains Jp, for minimality of Jp.
For the opposite inclusion, it is sucient to show that all Cp-homogeneous
components of the generators of [CLp(Cp−1), CLp(Cp−1)] are in Jp. This is true
by Lemma 4.6.
We can now bound the dimension of the weight-homogeneous components
of Jp.
Proposition 4.9. For every prime number p and natural number k, let jp,k
denote the dimension of the subspace Jp ∩ Lp,k, the homogeneous component
of Jp of weight k. Then






j + p− 2
j
))
for all k ≥ 2.
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Proof. First, observe that the ideal Jp is contained in the derived subalgebra
of Lp. This implies trivial intersection with the subspace Lp,1 of homogeneous
elements of weight 1 and hence jp,1 = 0.
More generally, if x ranges in the set of generators of the subalgebra
[CLp(Cp−1), CLp(Cp−1)] and xl denotes its Cp-homogeneous component of de-
























〈xl : x ∈ [CLp(Cp−1), CLp(Cp−1)] ∩ Lp,k〉
= [Jp ∩ Lp,k−1, Lp,1] +
p−1∑
l=0
〈xl : x ∈ [CLp(Cp−1), CLp(Cp−1)] ∩ Lp,k〉.
Hence, we have
jp,k ≤ dim([Jp ∩ Lp,k−1, Lp,1]) + p dim([CLp(Cp−1), CLp(Cp−1)] ∩ Lp,k).
The subalgebra [Jp∩Lp,k−1, Lp,1], which is non-trivial only when k ≥ 3, is
generated by the Lie brackets of the form [x, aj], where x is an element of the
basis of Jp ∩ Lp,k−1 and j = 1, . . . , p− 1. Indeed, the Lie brackets [x, vi] are
trivial by construction. Hence, we get dim([Jp∩Lp,k−1, Lp,1]) ≤ (p− 1)jp,k−1.
As previously remarked, the subalgebra [CLp(Cp−1), CLp(Cp−1)] ∩ Lp,k
is generated by the Lie brackets [x,
∑p−1
i=1 ai], where x is in the basis of
CLp(Cp−1) ∩ Lp,k−1. Hence, its dimension is not greater than the dimension
of CLp(Cp−1) ∩ Lp,k−1, namely lp,k−1/(p − 1), by Proposition 4.5. Using the
expression for lp,k computed in Proposition 4.4, we get the following recursive
formula
jp,k ≤ (p− 1)jp,k−1 + p
(





We now prove the desired bound for jp,k by induction on k. Observe that





j=1 aj]. According to Proposition 4.8, its Cp-homogeneous com-
ponents generate Jp ∩ Lp,2. Hence, the bound holds for k = 2. Suppose now
that the bound is true for k− 1. Using the above inequality in the inductive
hypothesis, we nd:






































This concludes the proof.
This also concludes the section about the ideal Jp. As in the case of
the ideal Ip, all we will need later on is the bound for the dimension of its
homogeneous components.
4.4 Proofs of Proposition 4.3 and Theorem 4.2
In this last section, we will prove Proposition 4.3 by explicit construction of
the Lie algebras L̄p belonging to the family L. We will then apply Lazard
correspondence to prove Theorem 4.2, where we will need to impose some
conditions on the underlying eld of each L̄p in L. Recall that, until now,
the only requirements on the underlying eld of Lp were having characteristic
dierent from p and containing a primitive pth root of unity.
Proof of Proposition 4.3. For every prime number p, dene L̄p to be the quo-
tient algebra Lp/(Ip+Jp). Since the two ideals Ip and Jp are graded, the same
is true for their sum. In particular, every homogeneous component is given
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by the sum of the corresponding ones: (Ip +Jp)∩Lp,k = Ip∩Lp,k +Jp∩Lp,k.
This implies that L̄p inherits from Lp its Z-grading. Let L̄p,k denote the
image of Lp,k in the quotient and let l̄p,k indicate its dimension. We have
l̄p,k = lp,k − dim((Ip + Jp) ∩ Lp,k) = lp,k − dim(Ip ∩ Lp,k + Jp ∩ Lp,k)
≥ lp,k − dim(Ip ∩ Lp,k)− dim(Jp ∩ Lp,k) = lp,k − ip,k − jp,k.
Substituting in this formula the expression for lp,k from Proposition 4.4,

















We observe that the right-hand side is a polynomial function of the prime
number p, whose leading term is pk/(p− 1)! and comes from the formula for
lp,k.
The algebra L̄p admits the same Frobenius group CpCp−1, as a group of
automorphisms. Indeed, since Ip and Jp are CpCp−1-invariant, the generator
f of Cp and the generator h of Cp−1 induce automorphisms of the quotient al-
gebra, dened in the canonical way. The orders of f and h remain unchanged
in their action on the quotient, namely equal to p and p− 1 respectively.
The xed-point subspace CL̄p(Cp) is trivial. Indeed, in case of a coprime
action, the xed points in the quotient algebra are covered by the xed
points in the original Lie algebra (Theorem 1.17). For the same reason, if we
require that, for every prime p, the characteristic of the underlying eld of L̄p
is coprime with p−1, then the subspace [CL̄p(Cp−1), CL̄p(Cp−1)] is trivial too.
At the end of this section we will show that this hypothesis is unnecessary.
Indeed, the xed points of Cp−1 in the quotient algebra are covered by the
xed points in the original Lie algebra even when the characteristic of the
eld divides p − 1. Nevertheless, for now just assume that this condition
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holds, so that the three properties of L listed in Proposition 4.3 are satised
and we can continue with our proof.
It only remains to show that for every integer k, there exists a Lie algebra
in L with nilpotency class at least k. In other words, this algebra must have
a non-trivial Lie bracket of weight k. Because the lower bound for l̄p,k has
positive leading coecient, for every xed k we can always nd a prime
number p for which l̄p,k is positive. Hence, the corresponding Lie algebra
will have nilpotency class at least k. Proposition 4.3 is now proved modulo
Lemma 4.10.
We are now ready to prove the main result of this chapter.
Proof of Theorem 4.2. Every L̄p is a metabelian (Z/pZ)-graded Lie algebras
with 0L̄p = 0. According to a theorem of Shumyatsky [Shu05, Theorem
3.3], its nilpotency class is at most p − 1. We can therefore produce a sim-
ilar result for groups under the extra condition that, for every algebra L̄p
(and hence Lp), the characteristic qp of the underlying eld is greater than p.
Indeed, under this hypothesis, the Lazard correspondence based on the `trun-
cated' BakerCampbellHausdor formula transforms every L̄p into a nite
qp-group Qp with the same nilpotency class as L̄p. The group Qp admits the
same Frobenius group of automorphisms CpCp−1 with trivial CQp(Cp) and
abelian CQp(Cp−1). This proves Theorem 4.2.
Increasing the characteristic of the eld with p in our construction was
only required for an application of the Lazard correspondence. Hence, it is
not unnatural to ask the following
Question. We wonder if it is possible to construct a family of q-groups, of
unbounded nilpotency class, where q is a xed prime number, whose elements
G satisfy:
1. G admits a metacyclic Frobenius group of automorphisms;
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2. the centraliser of the Frobenius kernel in G is trivial;
3. the centraliser of the Frobenius complement in G is abelian.
We conclude this section by proving that the xed points of Cp−1 in L̄p
are covered by the xed points of the same group in Lp even when the action
is not coprime.
Lemma 4.10. For every prime number p let Lp, L̄p, Ip and Jp dened as
above. Let Tp denote the ideal Ip + Jp, so that L̄p = Lp/Tp. Then we have
CL̄p(Cp−1) = (CLp(Cp−1) + Tp)/Tp.
Proof. We can restrict ourselves to the weight-homogeneous case and, denot-
ing the subspace (Ip + Jp) ∩ Lp,k by Tp,k , show that
CLp,k/Tp,k(Cp−1) = (CLp,k(Cp−1) + Tp,k)/Tp,k.
Recall that Wp,k = Lp,k ∩ 0Lp and W ′p,k = Lp,k ∩ 1Lp⊕ · · ·⊕Lp,k ∩ p−1Lp.
Because Ip and Jp are Cp-invariant we have






(Ip + Jp) ∩W ′p,k
.
A set of generators for (Ip + Jp) ∩ W ′p,k is given by the generators of
Ip∩W ′p,k together with the generators of Jp∩W ′p,k. In other words, since the
generators of (Ip + Jp) ∩ Lp,k, described in Propositions 4.7 and 4.8, are all
Cp-homogeneous, we take those of them not belonging to 0Lp.
It is not hard to show that the generators of Ip ∩ W ′p,k are permuted
by Cp−1 in orbits of length p − 1, whose elements are all in dierent Cp-
homogeneous components (one for each jLp, with 1 ≤ j ≤ p− 1). The same
holds for the generators of Jp ∩W ′p,k. The key point here is that each simple
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Lie bracket involved in one of those generators has sum of its indices dierent
from 0 modulo p. We have just shown that
(Ip + Jp) ∩W ′p,k =
p−2⊕
j=0
((Ip + Jp) ∩ Lp,k ∩ 1Lp)h
j
.
Now consider a basis {w1, . . . , wt} for the subspace (Ip +Jp)∩Lp,k ∩ 1Lp.
From the above equation it follows that (Ip + Jp) ∩W ′p,k has basis{
w1, . . . , wt, w
h
1 , . . . , w
h
t , . . . , w
hp−2





If we complete the basis of (Ip + Jp) ∩ Lp,k ∩ 1Lp to a basis of Lp,k ∩ 1Lp, by
adding the vectors {wt+1, . . . , ws}, then a basis of Lp,k/(Ip + Jp) ∩ Lp,k is{
wt+1, . . . , ws, w
h
t+1, . . . , w
h
s , . . . , w
hp−2





where, with a little abuse of notation, the cosets are named by their repre-
sentative. The desired conclusion follows.
We remark that the result of the previous lemma strongly relies on the
denitions of the algebras involved. Indeed, a crucial step in the proof is the




Graded Lie algebras of maximal
class of type p
This chapter can be read independently of the rest of the thesis. Indeed,
we present a completely dierent problem: the study and classication of
graded Lie algebras of maximal class of type p. These Lie algebras have been
considered for the rst time by Claudio Scarbolo in his PhD thesis [Sca14],
to which we refer for most of the results presented here.
In the rst section we introduce these Lie algebras. In the second section
we give the denitions of two-step centralisers and constituents. We will also
recall some binomial identities that will be used later on. The last three
sections are devoted to our contribution to their classication. It consists of
a dierent proof of a proposition regarding the length of the rst constituent,
which will be based on some stand-alone results about polynomials.
5.1 Graded Lie algebras of maximal class
The concept of coclass was rst introduced by Leedham-Green and Newman
in the context of p-groups and pro-p groups as a measure of closeness to
being of maximal class ([LGN80]). Analogously, one can dene the coclass
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of a nite-dimensional nilpotent Lie algebra L as cc(L) = n − c, where n is
the dimension of L and c is its nilpotency class. This denition naturally
extends to the innite-dimensional case. For a nitely generated residually






where γi(L) represents the ith term of its lower central series (in the literature
generally denoted by Li). When the coclass is minimal, namely cc(L) = 1,
we say that L is of maximal class. Equivalently, a Lie algebra of maximal
class is a residually nilpotent Lie algebra L such that dim(L/L2) = 2 and
dim(Li/Li+1) ≤ 1 for all i > 1.
Vergne showed that the family of Lie algebras of maximal class is already
very big in characteristic zero ([Ver70]). For this reason, many authors have




Li, with [Li, Lj] ⊆ Li+j.
More precisely, L is a Z-graded Lie algebra where Li = 0, for every i ≤ 0.
In this chapter, when talking about Lie algebras of maximal class without
further specications, we will implicitly mean the N-graded ones.
Shalev and Zelmanov studied (N-graded) Lie algebras of maximal class
generated by the rst homogeneous component L1. These have been called
Lie algebras of type 1. The study of this specic situation is natural and
comes from the study of the groups of maximal class. The authors proved
that in characteristic zero there is only one just innite algebra, which is
metabelian ([SZ97]).
Caranti, Mattarei and Newman focused their attention on Lie algebras
of maximal class of type 1 dened over elds of positive characteristic. This
situation is far more complex. Indeed, the authors proved that over every
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eld F of positive characteristic one can have |F |ℵ0 innite-dimensional non-
isomorphic Lie algebras of maximal class ([CMN97]). If the characteristic of
the eld is odd, then they are all constructed from simple nite-dimensional
Lie algebras described by Albert and Frank, using a method called ination,
possibly innitely many times, or as limits of families of nite-dimensional
quotients of known algebras ([CN00]). The case of characteristic 2 is essen-
tially more complicated and it was studied by Jurman in [Jur05].
Lie algebras of type 1 do not exhaust all possibilities for graded Lie al-
gebras of maximal class. For instance, one can consider those Lie algebras
generated by the rst and second homogeneous components, called Lie alge-
bras of type 2, where all homogeneous components have dimension at most
1. This is done in [SZ97] for characteristic zero and in [CVL00] for positive
characteristic, nally in [CVL03] for characteristic 2.
In [Ugo10] the author considers the case of graded Lie algebras of maximal
class of type n, namely generated by the rst and the nth homogeneous
component, over elds of characteristic greater than 2n.
In this chapter we consider graded Lie algebras L of maximal class of type
p over elds of characteristic p. Specically, these Lie algebras are generated
by an element of degree 1 and an element of degree a prime number p:




and every homogeneous component has dimension 1. Since the case p = 2
was covered by Caranti and Vaughan-Lee in [CVL00, CVL03], we will look
at innite-dimensional Lie algebras dened over elds of odd characteristic.
Hence, even when not specically mentioned, F will denote a eld with odd
characteristic p. We will use the symbol L(i) to denote the ideal of L given
by
⊕
j≥i Lj. Note that, in cases of graded Lie algebras of maximal class,
L(i) = L
i holds only for Lie algebras of type 1.
In his PhD Thesis, Scarbolo obtained a classication of these Lie algebras.
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Theorem 5.1. Let F be a eld of odd characteristic p and let L be a graded
Lie algebra of maximal class of type p over F such that [L2, L2] ⊆ L(4p+2).
Then, either L is obtained by translating a subalgebra of an uncovered Lie
algebra of type 1 or a L belongs to a nite family E.
Note that L2 = L(p+1) and the ordinary inclusion is [L2, L2] ⊆ L(2p+3).
The hypothesis [L2, L2] ⊆ L(4p+2) was not present in the original version of
this theorem in [Sca14, Theorem 2.6]. In language which we introduce in the
next section, this hypothesis amounts to the length ` of the rst constituent
being strictly larger than 4p. In its absence Scarbolo's proof turns out to be
incomplete.
The nite family E of the exceptional Lie algebras is explicitly con-
structed in Scarbolo's thesis, to which we refer the interested reader. The
notion of uncovered Lie algebra and explanations about translations are given
below. We stress that this result can be seen as a generalisation of the
classication theorem for graded Lie algebras of maximal class of type 2 in
characteristic 2. In fact, in this case the classication theorem states that
every such Lie algebra is obtained as a translation of a subalgebra of an
uncovered Lie algebra of type 1 (see [CVL03]).
5.2 Two-step centralisers and constituents of
Lie algebras of type p
In this section we introduce the concepts of two-step centralisers and of con-
stituents for Lie algebras of maximal class of type p. The original denition
of two-step centralisers for Lie algebras of type 1 was motivated by the cor-
responding one for p-groups of maximal class. Indeed, they are dened in
[CMN97] as CL (Li/Li+2). This corresponds to the centraliser in L1 of the
homogeneous component Li for all i > 2, as CL(Li/Li+2) = CL1(Li) + L
2.
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This denition, applied to an uncovered Lie algebra (see Example 5.2 for
the relevant denition) has then inspired that of two-step centralisers for Lie
algebras of maximal class of dierent types.
Contrary to the denition of two-step centraliser, there have been incon-
sistencies in the denition of constituents. The denition presented here is
inspired by the one given in [CVL03] for Lie algebras of type 2.
Let L be a Lie algebra of maximal class of type p over a eld F of
characteristic p, generated by e1 of degree 1 and ep of degree p. For all
i > p, we have Li = Fei, where ei = [ep, e
i−p
1 ] = [ep, e1, . . . , e1︸ ︷︷ ︸
i−p
]. Note that,
by denition, Li = 0 for all 1 < i < p. We dene the sequence {βi}i>p of
two-step centralisers of L by
[ei, ep] = βiei+p.
This sequence of elements of F encodes the adjoint action of ep, while the
action of e1 is actually used to dene ei. It follows that the Lie algebra L
is completely determined by this sequence, essentially because the adjoint
action of the generators lets us know the adjoint action of every element of
the Lie algebra.
This denition depends on the choice of the generators of L, which
are unique up to scalar multiples. Indeed, if we consider another pair of
generators e′1 = λe1 and e
′


















meaning that β′i =
µ
λp
βi. It follows that one can scale the two-step centralisers
of a Lie algebra of type p by a non-zero factor, without aecting the isomor-
phism type of the Lie algebra. Hence, from now on we will always work with
the normalised sequence, that is the one where the rst non-zero two-step
centraliser (when it exists) equals 1. The next remark is then straightforward.
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Remark 5.2. Let L and L′ be two Lie algebras of type p over a eld F of
characteristic p, with (normalised) sequences of two-step centralisers respec-
tively {βi}i>p and {β′i}i>p. Then L and L′ are isomorphic if and only if their
sequences of two-step centralisers coincide. This follows from the fact that we
are considering graded isomorphisms, that are of the form described above.
We now introduce the notion of constituents of a Lie algebra of type p,
which is based on the sequence of two-step centralisers. A theory of con-
stituents is always possible whenever βp+1 = 0, condition which is assumed
to hold. Indeed, this hypothesis is not restrictive for the purpose of the clas-
sication, as shown in [Sca14]. We will discuss this concept more in detail
later on.
Denition 5.3. Let L be a Lie algebra of type p, with sequence of two-step
centralisers {βi}i>p. Suppose that βp+1 = · · · = β`−p = 0 and β`−p+1 6= 0.
Then we dene the rst constituent of L as
(βp+1, . . . , β`−p, β`−p+1, . . . , β`),
and we say that it has length `. Observe that ` = dim (L2/[L2, L2])+p. This
follows from the fact that L2 =
⊕




An exceptional situation is given by the metabelian Lie algebraM , whose
two-step centralisers are all zero. In this case we say that ` =∞.
Note that if [ep+1, ep] = 0, then [e`+1, ep] = 0. Indeed, we have
0 = [e`−p, [ep, e1, ep]] = −[e`−p+1, ep, ep] = β`−p+1[e`+1, ep].
More generally, for every natural number n such that βn−p = 0 and βn−p+1 6= 0,
we have βn+1 = 0. Hence, we can recursively dene the other constituents.
Denition 5.4. Suppose that (βi, . . . , βk) is a constituent of a Lie algebra
of maximal class of type p. If βk+1 = . . . = βk+m−p = 0 and βk+m−p+1 6= 0,
then
(βk+1, . . . , βk+m−p, βk+m−p+1, . . . , βk+m)
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is a constituent of length m.
The rst constituent requires a special treatment, as in all other variants
of this denitions. This convention allows for simpler statements of several
results. A priori each of the last p−1 two-step centralisers of every constituent
could be zero or non-zero. Figure 5.1 illustrates the rst two constituents, of
lengths respectively ` and h, of a generic Lie algebra of maximal class of type
p. The dashed lines at the end of every constituent represent the missing
information.
Note that the constituents, as dened here, are dubbed fake in Scar-
bolo's thesis. Indeed, he prefers to stop every constituent to the last non-zero
two-step centraliser and then attach the remaining zero two-step centralisers
to the beginning of the consecutive constituent. However, the denition
given here appears to us as the most natural choice, as it is essential in all
calculations.
The next example is very important for the purpose of the classication.
It gives a characterisation of the Lie algebras of type p that are subalgebras
of uncovered Lie algebras of type 1.
Example 5.5 (Subalgebra of an uncovered Lie algebra of type 1). Let
N =
⊕
i≥1Ni be an uncovered Lie algebra of maximal class of type 1, which
means that there exists an element e1 ∈ N1 such that Ni = [Ni−1, e1] for all
i ≥ 1. For every j ≥ 2 the centraliser CN1(Nj) of Nj in N1 is one-dimensional.
Choose y ∈ N1 \〈e1〉 so that CN1(N2) = 〈y〉. We set the basis e2 = [y, e1] and
ei = [ei−1, e1]. The corresponding sequence {αi}i>p of two-step centralisers
is then dened by the formula [ei, y] = αiei+1 for all i > p. This denition is
equivalent to the one given in [CMN97] and recalled at the beginning of this
chapter. Indeed, we have CN1(Ni) = 〈y − αie1〉. Because of our choice for
the two generators, we have α2 = 0.
Dene L to be the subalgebra of N of the form L = L1⊕
⊕
i≥p Li, where














Figure 5.1: A generic Lie algebra of type p.
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of type p. The relation between its two-step centralisers βi and the two-step
centralisers αi of N is

























≡ (−1)k mod p, for
0 ≤ k ≤ p− 1. This means that βi =
∑p−1
k=0 αi+k.
From the theory of Lie algebras of type 1 over elds of odd characteristic,
we know that all two-step centralisers in a constituent coincide with α2 = 0
except for the last one. We also know that p is a lower bound for the length
of all constituents ([CMN97]). We conclude that
• the constituents of L have exactly the same lengths of the constituents
of N .
• the constituents of L have the form
(0, . . . , 0, λ, . . . , λ︸ ︷︷ ︸
p
),
for some non-zero coecient λ. Constituents of this form are called
ordinary ending in λ.
We stress that the converse is also true: if a Lie algebra of maximal class
of type p has ordinary ending constituents, then it is a subalgebra of a Lie
algebra of type 1. We refer to [Ugo10, Lemma 3.1.2] for the proof of a more
general fact. Figure 5.2 illustrates one of those Lie algebras. In this case,
the lines at the end of every constituent are not dashed, meaning that the
corresponding two-step centralisers are non-zero.
We present another example, which plays a very important role in the















Figure 5.2: Subalgebra of type p of a Lie algebra of type 1.
84
Example 5.6 (Translation of the two-step centralisers). Suppose that
L is a Lie algebra of maximal class of type p over a eld F of characteristic
p. Let e1 and ep be the generators of L and let {βi}i>p be the corresponding
sequence of two-step centralisers. We can translate it by a xed constant
δ ∈ F ∗, meaning that we replace {βi}i>p by {βi + δ}i>p.
This procedure has a clear interpretation if we embed L into an associative
algebra A. For the rest of this example only, powers of an element refers to
powers in such an associative algebra. In the rest of this chapter, we will
use powers to denote repeated commutators. Taking δ ∈ F ∗, we consider the
Lie subalgebra L(δ) of A, generated by e1 and e′p = ep + δe
p
1. Then we have
e′p+1 = [e
′
p, e1] = ep+1 and more generally e
′
i = ei for all i > p. Furthermore
[ei, e
′
p] = [ei, ep + δe
p
1] = [ei, ep] + δ[ei, e
p
1]
= βiei+p + δ[ei, e
p
1] = (βi + δ)ei+p.
Here we have used the fact that in characteristic p the element of the basis
ei+p = [ep, e1, · · · , e1︸ ︷︷ ︸
i
] equals [ei, e
p
1]. It follows that L(δ) = L1 ⊕ 〈e′p〉 ⊕
⊕
i>p Li
is a Lie algebra of maximal class of type p with sequence of two-step cen-
tralisers {βi + δ}i>p.
We summarise the conclusion of Example 5.6 as follows.
Lemma 5.7. Let L be a graded Lie algebra of maximal class of type p over
a eld F of characteristic p, with sequence of two-step centralisers {βi}i>p.
Then for any δ ∈ F there exists a Lie algebra of maximal class of type p with
sequence of two-step centralisers {βi + δ}i>p.
Note that if the sequence of two-step centralisers of L is not constant
and dierent from zero, then L and L(δ) are not isomorphic for δ 6= 0. In
fact, L and L(δ) are isomorphic precisely when there exists λ ∈ F ∗ such that
λβi = βi + δ, meaning that βi = δ/(λ − 1) for all i > p and L has constant
sequence of two-step centralisers, all equal to 1 by the chosen normalisation.
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Conversely, if βi ≡ γ for all i > p, then λ = 1+ δγ satises the equation above.
Furthermore, note that this construction changes the constituents length.
We conclude this section by recalling Lucas' theorem.
Theorem 5.8 (Lucas). Let a and b be two non-negative integers and let
p be a prime number. If the p-adic expansions of a and b are respectively

















= 0 if ai < bi.
Lucas' theorem is the main tool for the evaluation of a binomial coecient
modulo a prime number and it will be widely used in the next sections.
5.3 Polynomials with some zero coecients
In this section we present some propositions about polynomials. These re-
sults, that are interesting in their own right, will be used in Section 5.5 in
order to prove a proposition regarding the length of the rst constituent of
a Lie algebra of maximal class of type p.
For any polynomial g we use the notation [xj]g(x) to express the coef-
cient of xj in g(x). Let F denote a eld of characteristic p. The follow-
ing lemma gives information about the exponent k in case the polynomial
(x − 1)k(x − a) ∈ F [x] has half of the highest coecients (excluding the
leading one) being zero.
Lemma 5.9. Let F be a eld of characteristic p and let x−a ∈ F [x]. Suppose
that, for a natural number k > 1, we have
[xj](x− 1)k(x− a) = 0 for k/2 + 1 ≤ j ≤ k. (5.1)
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Then the couple (k, a) is one of the following: either (2,−2) or (3,−3) or
(q, 0) or (q − 1, 1) or (2q − 1, 1), where q ≥ p is some power of p.
Moreover, if the condition (5.1) holds in the range (k+1)/2 ≤ j ≤ k, then
the conclusions are the same except that the couples (3,−3) and (2q − 1, 1)
can be excluded.
Proof. Note that (2,−2) and (3,−3) are genuine solutions because the poly-
nomials (x− 1)2(x+ 2) = x3 − 3x+ 2 and (x−1)3(x+3) = x4−6x2 +8x−3
satisfy the required condition. Observe that the former case is not exceptional
if p = 2 and the latter is not exceptional if p = 3. Now assume that k > 3.
If a = 0 then it easily follows that k is a power of p, so assume that a 6= 0.









for k/2 + 1 ≤ j ≤ k. (5.2)
We stress the fact that this equality holds in the eld F , hence in characteris-











modulo p for k/2 ≤ j ≤ k, and by symmetry actually for 0 ≤ j ≤ k.
Lucas' theorem then implies that all p-adic digits of k equal p− 1 except
possibly the highest, and so k = bq−1 where q is a power of p and 0 < b < p.
Indeed, suppose that k = k0 + k1p + · · · + ktpt is the p-adic expansion of k,
where kt 6= 0 and, by contradiction, ki 6= p − 1 for some i < t. Taking for




























combined with the general binomial iden-










implies (k + 1)a = (a − 1)j. Taking j = k and
j = k − 1, which we can as k > 3, we get a = 1 and k ≡ −1 (mod p).
If k < p this yields the desired conclusion k = p − 1, so we may now
assume k = bq− 1 ≥ p. A recursive application of the congruence (5.2) with
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≡ (−1)bq−1−j (mod p) for (bq − 1)/2 ≤ j ≤ bq − 1. (5.3)
If b > 2 this collides with(
bq − 1




(b− 1)q + q − 1







≡ b− 1 (mod p),
which follows from Lucas' theorem. Hence k = q − 1 or 2q − 1 as desired.
If we suppose now that the range in the hypothesis of this lemma is
extended to (k + 1)/2 ≤ j ≤ k, then we nd by direct calculation that (3,−3)
cannot be a solution. Indeed, in this case both coecients of degrees 2 and
3 vanish and these would yield to two incompatible solutions for a.
Still under the extended range, if we assume that k = 2q − 1 and a = 1,
then we have
(x− 1)2q−1(x− 1) = (x− 1)2q = (xq − 1)2 = x2q − 2xq + 1.
However (k + 1)/2 = q and the coecient of xq should be zero. Hence the
case (k, a) = (2q − 1, 1) must be excluded as well.
Observe that, in the above lemma, the second range of null coecients is
actually bigger than the rst only when k is odd. We can now prove a very
useful fact about polynomials.
Proposition 5.10. Let F be a eld of positive characteristic p and let
k > p+ 1 be a natural number. Suppose that g(x) ∈ F [x] is a monic polyno-
mial of degree p− 1 such that
[xj](x− 1)kg(x) = 0 for (k + p)/2 ≤ j < k. (5.4)
Then, either p+ 1 < k < 2p or 2p < k < 3p or k = 3p+ 1 or k = 2q− p+ 1,
or q − p+ 1 ≤ k ≤ q + p− 1, where q > p is a power of p.
Moreover, if k = 2q − p + 1 or k = q − p + 1, then g(x) = (x − 1)p−1.
Also, if k = q + k0 for some k0 = 1, . . . , p− 1, then xk0|g(x).
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Proof. Observe that the lower bound for k is natural since otherwise the
required hypothesis would not even make sense. Write k = k′p + k0 with
0 ≤ k0 < p. Write g(x) =
∑p−1
i=0 gix
i, hence gp−1 = 1.





polynomial obtained from f(x) by discarding all terms where x appears with







We deal with the simplest case k0 = 0 rst. In this case we have





= (xp − 1)k′gixi for any i. Taking i = p− 1 our
hypothesis yields
[xj](x− 1)k′ = 0 for k′/2 ≤ j < k′,
where the left inequality is because p − 1 ≥ p/2. Note that, since we have






= 0 for all k′/2 ≤ j < k′, and for 0 < j < k′ by
symmetry, implies that k′ ≥ p is a power of p, and then so is k, say k = q > p.
Clearly we cannot get any information on g(x) in this case.
Now suppose that k0 = 1. Then










= (xp − 1)k′(xp − g0). Taking i = 0, our hypothesis gives
[xj](x− 1)k′(x− g0) = 0 for k′/2 + 1 ≤ j ≤ k′,
because these values of j satisfy (k′p+1+p)/2 ≤ jp < k′p+1. Since we have
assumed k > p + 1, we have that k′ > 1. According to Lemma 5.9, we have
one of the following possibilities: (k′, g0) equals either (2,−2) or (3,−3) or
(q′, 0) or (q′ − 1, 1) or (2q′ − 1, 1) for some power q′ ≥ p of p. Consequently,
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k can assume one of the following values: k = 2p+ 1, k = 3p+ 1, k = q + 1,
k = q − p+ 1 or k = 2q − p+ 1 where q = q′p > p.
We get extra information when g0 = 1, that is when k = q − p + 1 or
k = 2q − p+ 1. Taking now any 0 < i < p, our hypothesis yields
[xj](gi−1 − gi)(x− 1)k
′
= 0 for (k′ + 1)/2 ≤ j < k′,
because these values of j satisfy (k′p + 1 + p)/2 ≤ jp + i < k′p + 1. The
lower inequality can be rened for specic values of i but we do not need to
be precise here because it suces to look at j = k′ − 1. For this value of j
we nd gi = gi−1, hence starting from g0 = 1, we get that gi = 1 for all i. In
conclusion, we nd that g(x) = (x− 1)p−1.
More generally suppose that k = k′p+ k0, where 1 < k0 < p. Then
(x− 1)kg(x) = (xp − 1)k′(x− 1)k0g(x).
and hence


























= 0 for (k′ + 1)/2 ≤ j ≤ k′,
because these values of j satisfy (k′p+ k0 + p)/2 ≤ jp+ k0 − 1 < k′p+ k0.









Otherwise, if k′ > 1, then by applying Lemma 5.9, we get one of the following
possibilities:

























where q′ ≥ p is a power of p. Hence, either k = p + k0 or k = 2p + k0 or
k = q + k0 or k = q − p+ k0, where q = q′p is a power of p as well.
Now we only need to prove that when k = q + k0, for some power q > p
of p and 0 < k0 < p, we have xk0|g(x). First observe that in this case
(x− 1)kg(x) = (xq − 1)(x− 1)k0g(x).
The condition expressed in the hypothesis holds in particular in the range
q ≤ j ≤ q + k0 − 1, and implies that
[xj](x− 1)k0g(x) = 0, for all 0 ≤ j < k0.
The conclusion follows observing that xk0 and (x− 1)k0 are coprime.
This proposition holds for every prime but it will be used in the next sec-
tion, in case p is an odd prime, for proving a result about the rst constituent
of a Lie algebra of maximal class of type p over a eld of characteristic p. In
this application the parameter k equals `−p+ 1, where ` is the length of the
rst constituent.
The cases k = 2q − p + 1 and q − p + 1 < k ≤ q + 1 really occur, if we
take k to be even. In particular, the Lie algebras for k = 2q − p + 1 and
k = q + 1 come from uncovered Lie algebras of type 1. The others, instead,
are explicitly constructed in Scarbolo's thesis as members of an exceptional
family. Lie algebras where q + 2 < k < q + p − 1 do not occur. This will
be shown in the last section. The cases p + 1 < k < 2p, 2p < k < 3p and
k = 3p + 1 remain still open, as Scarbolo's thesis is inconclusive in these
cases.
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5.4 The length of the rst constituent
In the classication of Lie algebras of maximal class of type p, a very crucial
role is played by the rst constituent. For instance its length, when su-
ciently large, allows us to distinguish two big families. On one side there
are Lie algebras which come from Lie algebras of maximal class of type 1.
They can simply be their subalgebras (see Example 5.5) or they can be con-
structed from them by adding a constant term δ to every two-step centraliser,
as described in Example 5.6. In both cases the rst constituent has length
divisible by p. In the remaining cases, instead, the Lie algebra is built up
from an exceptional Lie algebra belonging to a nite family constructed by
Scarbolo in his thesis.
Hence, the following proposition can be seen as a preliminary step towards
the classication theorem. It restricts the possible values for the length of
the rst constituent.
Proposition 5.11. Suppose that a graded Lie algebra of maximal class of
type p over a eld of odd characteristic p has its rst constituent of length
` > 4p. Then
1. either ` = 2q, where q is a power of p,
2. or ` = q + j, where q is a power of p and j is an odd integer such that
1 ≤ j ≤ p.
As already mentioned above, in case 2 the case where j = p is substan-
tially dierent from all the others. Nevertheless, we will not see the details
of this fact here.
Proposition 5.11 virtually corresponds to [Sca14, Proposition 3.2], where
the author omits the hypothesis ` > 4p. The fact that we can assume ` > 2p,
since this hypothesis is not restrictive for the purpose of the classication, has
been already highlighted by Scarbolo. However, we currently do not know
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if Lie algebras of maximal class of type p with rst constituents of length
` = 2p+ j or ` = 3p+ j with 0 < j ≤ p do exist.
This section and the next one describe our contribution to the proof of
Proposition 5.11. It consists in a new approach which has the advantage
of reducing the calculations, making clearer those which remain. Indeed,
almost all of the information is recovered from a small number of relations.
The results about polynomials proved in the previous section will be used.
We start giving the relations satised by a Lie algebra of type p. Let F
be a eld of odd characteristic p. Suppose that L is a graded Lie algebra of
maximal class of type p over F , generated by e1 and ep of degree respectively
1 and p. Hence for all i > p we have Li = Fei, where ei = [ep, e
i−p
1 ]. Suppose
that its rst constituent has length ` > 2p and the second one has length h.
The sequence of its two-step centralisers is denoted by {βi}i>p. The following
relations hold.
1. [ei, ep] = 0 for all p ≤ i < `− p+ 1;
2. [e`−p+1, ep] = [ep, e
`−2p+1
1 , ep] 6= 0;
3. [e`−p+1, e
p
1] = [ep, e
`−p+1
1 ] = [e`−p+1, ep];
4. [e`+j, ep] = 0 for all 1 ≤ j ≤ h−p, or equivalently [e`−p+1, ep, ei1, ep] = 0
for all 0 ≤ i < h− p;
5. [e`+h−p+1, ep] 6= 0, or equivalently [e`−p+1, ep, eh−p1 , ep] 6= 0.
The relations 1 and 2 dene the rst constituent. Identity 3 follows from
2 and the denition of two-step centralisers with the chosen normalisation.
The relations 4 and 5 dene the second constituent, using relation 3 as well.
Observe that the assumption ` > 2p is equivalent to the condition βp+1 = 0.
It is not restrictive for the purpose of the classication, essentially because
we could possibly operate a translation of the two-step centralisers to fall
into this case. The details of this fact can be found in [Sca14]. The next
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lemma gives us some information about the parity of the length ` of the rst
constituent.
Lemma 5.12. Suppose that L is a graded Lie algebra of maximal class of
type p over a eld of odd characteristic p. Let ` denote the length of its rst
constituent. Then ` is even.
Proof. Suppose by contradiction that this is not true. Then `−2p+1 is even
and we can write
0 = [[ep, e
(`−2p+1)/2
1 ], [ep, e
(`−2p+1)/2
1 ]] = (−1)(`−2p+1)/2[ep, e
`−2p+1
1 , ep] 6= 0,
where we have used both the Jacobi identity and relations 1 and 2. The
conclusion follows.
We can also say something about the length h of the second constituent.
The next result is a special case of [Sca14, Lemma 3.1].
Lemma 5.13. Suppose that L is a graded Lie algebra of maximal class of
type p over a eld of odd characteristic p. Let ` denote the length of its rst
constituent, and h the length of its second constituent. Then h ≥ `/2.
Proof. Following the relations above, we need to prove that [e`+j, ep] = 0 for
all 1 ≤ j ≤ (`/2)− p. We will proceed by induction, the base case for j = 1
being already proved.
First of all, we know that [[ep, ei1], [ep, e
i+1
1 ]] = 0 for all 0 ≤ i < (`/2)− p,
by Jacoby identity and relation 1. Now assume by inductive hypothesis that
[e`+j, ep] = 0 for all j = 1, . . . , r, where r < (`/2)− p. Then





= −[e`−p−r, [ep, er+11 ], [ep, er1]]
= (−1)rβ`−p+1[e`+1, [ep, er1]]
= β`−p+1[e`+r+1, ep]
and the conclusion follows.
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This lemma conclude the section of the preliminary results, necessary to
the proof of Proposition 5.11.
5.5 Proof of Proposition 5.11
In this section, we prove Proposition 5.11 by applying the results in the pre-
vious two sections. We will rst use all relations listed in the previous section
to show that the last p two-step centralisers of the rst constituent satisfy
a linear recurrence. This can be interpreted as a condition on the coe-
cients of a certain polynomial which will allow the application of Proposition
5.10. The nal part of the proof will then consist of excluding some of the
possibilities obtained from the application of this proposition.
The relations 1-5 listed above give us information about the adjoint action
of e`+1. In particular, e`+1 centralises ep+j−1 for 1 ≤ j ≤ h − p. Indeed, we
can write
[e`+1, ep+j−1] = [[ep, e
`−p+1
1 ], [ep, e
j−1



















since t ≤ j − 1 ≤ h− p− 1. Therefore, we have
0 = [[ep, e
j−1












1 , ep, e
`−p+1−t
1 ].
Note that j − 1 ≤ j − 1 + t ≤ `− p+ j ≤ `+ h− 2p. Hence, all Lie brackets
involved vanish except possibly those for j − 1 + t = ` − 2p + 1, . . . , ` − p,











1 , ep, e
j+t
1 ]








β`−t = 0, for 1 ≤ j ≤ h− p.
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It is not hard to see that this is equivalent to
[xj](x− 1)kβ(x) = 0 for k − h+ p− 1 < j < k, (5.5)
where k = `−p+1 and β(x) = β`+β`−1x+· · ·+β`−p+1xp−1 ∈ F [x] is a monic
polynomial of degree p− 1 with coecients in the eld F of characteristic p.
Remember that the polynomial β(x) can be assumed to be monic because of
the chosen normalisation for the sequence of two-step centralisers. By using
the fact that h ≥ `/2, we get the condition
[xj](x− 1)kβ(x) = 0 for (k + p− 1)/2 < j < k.
This is equivalent to the hypothesis of Proposition 5.10. However, recall
that k is even here. Because ` > 4p implies k > 3p + 1, Proposition
5.10 gives us only the following possibilities: either k = 2q − p + 1 or
q − p+ 1 ≤ k ≤ q + p− 1, where q > p is a power of p. Equivalently, the
possibilities for ` are either ` = 2q or q < ` ≤ q+ 2p− 1, considering also the
parity of `. This is the end of our original contribution. The remaining part
is a reinterpretation of Scarbolo's results.
In order to prove Proposition 5.11, we are left with excluding the cases
q + p < ` < q + 2p− 1, which correspond to q + 1 < k < q + p. We proceed
by contradiction, by assuming that k = q + k0, where k0 is an odd (by the
parity of ` in Lemma 5.12) integer such that 1 < k0 < p − 1. The length
` of the rst constituent then equals q + p + k0 − 1. Proposition 5.10 gives
further information. Indeed, since gi in that proposition corresponds to β`−i,
we have βq+k0+p−1 = · · · = βq+p = 0. Note that this means that the last
k0 two-step centralisers of the rst constituent vanish. We will use this fact
to get the contradictory conclusion that βq+p−r = 0 for all 0 ≤ r ≤ p− k0.
Indeed, this fact is impossible as we know that βk = βq+k0 = 1.
In the next lemma we give an upper bound for the length h of the second
constituent in the cases where k = q + k0. The proof of this result can be
found at the end of this section.
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Lemma 5.14. Let L be a graded Lie algebra of maximal class of type p over
a eld of odd characteristic p. Let ` be the length of its rst constituent (recall
that ` is even) and k = `− p+ 1 = q + k0, where 1 < k0 < p and q > p a
power of p. Let h be the length of its second constituent. Then h ≤ q − 2.
We stress that the situation described in Lemma 5.14 will never happen.
We said we know that
βq+k0+p−1 = · · · = βq+p = 0
and we want to prove that βq+p−r = 0 for all r = 0, . . . , p − k0, obtaining
a contradiction from the last one. We proceed by induction, the base case
being proved already. By inductive hypothesis suppose that the statement
has been proved for all βq+p−j where j = 0, . . . , r − 1. We want to prove it
for j = r. Recall that the rst non-zero two-step centraliser of the second
constituent is βq+h+k0 . We need to distinguish two cases according to the
parity of r. Suppose that r is even and consider the equation
0 = [eh−p+k0+r, eq+p−r] + [eq+p−r, eh−p+k0+r].
By inductive hypothesis and the fact that q+p−r+(h−2p+k0+r) < q+h+k0,
after expanding the second term in the usual way, we nd that the only
surviving term is for j = 0. Hence, we get
−βq+p−req+h+k0 = [eh−p+k0+r, eq+p−r]. (5.6)
Now consider the Jacobi identity
0 = −[eh−p+k0+r, [eq+p−r, ep]] + [eh−p+k0+r, eq+p−r, ep]− [eh−p+k0+r, ep, eq+p−r].
Note that the last term is zero since h− p+ k0 + r < q+ k0. By substituting












− βq+p−r[eq+h+k0 , ep].
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In the above formula all terms vanish except possibly those for j = 0, . . . , p−r
and j = q, . . . , q + p− r. In the rst range h− p + k0 + r + j < q + k0, and
consequently all Lie brackets involved vanish. In the latter case the only
surviving Lie bracket is the last one. Then
0 = βq+p−r[eq+h+k0 , ep](1 + (−1)q+p−r),
from which, by the parity of r, we get βq+p−r = 0.
Now suppose that r is odd and consider the equation
0 = [eh−p+k0+r+1, eq+p−r] + [eq+p−r, eh−p+k0+r+1].
Analogously to what we have seen above, we have
0 = [eh−p+k0+r+1, eq+p−r] + βq+p−req+h+k0+1, (5.7)
and applying the adjoint action of ep to both terms we get the corresponding













All binomial coecients are multiple of p except for the cases j = 0, . . . , p− r
and j = q, . . . , q + p − r. In the former case all Lie brackets vanish since
h − p + k0 + r + 1 + j < q + k0. In the latter, the only surviving Lie
brackets are obtained for the last two values of j. However, the last one
equals βq+p−r[eq+h+k0+1, ep], so after cancellation we are left with
0 = −βq+p−r(q + p− r)[eq+h+k0 , ep, e1]
from which we get βq+p−r = 0, as desired. This concludes our induction
and hence βq+p−r = 0 for all 0 ≤ r ≤ p − k0. The contradiction against
βq+k0 = 1 implies that the cases k = q+2, . . . , q+p−2 are actually impossible.
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Therefore, the length ` of the rst constituent can only be either ` = 2q or
` = q+j, where q > p is a power of p and j is an odd number 1 ≤ j ≤ p. This
completes the proof of Proposition 5.11, aside from proving Lemma 5.14.
Proof of Lemma 5.14. Recall that β(x) is the monic polynomial of degree
p − 1 with coecients given by the last p two-step centralisers of the rst
constituent. We rst show that the length h of the second constituent does
not exceed q. In fact (x− 1)k = (xq − 1)(x− 1)k0 and we have
[xk0+p−1](x− 1)kβ(x) = −[xk0+p−1](x− 1)k0β(x) 6= 0.
Using this fact in Equation (5.5), we get that k0 + p− 1 ≤ q+ k0−h+ p− 1,
from which the desired conclusion follows. It only remains to prove that
h 6= q, q − 1. Suppose by contradiction that h = q. Then the Lie algebra L
satises
1. [ei, ep] = 0 for p ≤ i ≤ q + k0 − 1,
2. [eq+k0 , ep] 6= 0,
3. [eq+k0+p−1+i, ep] = 0 for 1 ≤ i ≤ q − p,
4. [e2q+k0 , ep] 6= 0.
Consider the following Jacobi identity
0 = [eq+k0−1, eq+1, ep]− [eq+k0−1, ep, eq+1] + [eq+1, ep, eq+k0−1]. (5.8)












All binomial coecients are multiple of p except when j 6≡ 0, 1 (mod p).
Moreover, the Lie brackets involved vanish unless j ≤ p. Since βq+k0−1 = 0
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by identity 1 and βq+k0+p−1 = 0 for Proposition 5.10, only the term for j = 1
survives and gives
0 = [eq+k0ep, e
q−p
1 , ep] = βq+k0 [e2q+k0 , ep] = βq+k0β2q+k0e2q+p+k0 ,
against relations 2 and 4. Hence h 6= q.
Now suppose that h = q − 1. This means that L satises
1. [ei, ep] = 0 for p ≤ i ≤ q + k0 − 1,
2. [eq+k0 , ep] 6= 0,
3. [eq+k0+p−1+i, ep] = 0 for 1 ≤ i ≤ q − p− 1,
4. [e2q+k0−1, ep] 6= 0.
Considering Equation (5.8), the same argument give the identity
βq+k0 [e2q+k0 , ep] = 0,
which implies [e2q+k0 , ep] = 0. This can be used in the equation
0 = [eq+k0+1, ep, eq−1]− [eq+k0+1, eq−1, ep]− [eq−1, ep, eq+k0+1]
to show that the second term on the right-hand side vanishes. The third













Using the condition [e2q+k0ep] = 0 again, we get that the only non-zero term
is obtained for j = q − 2− p. Consequently
0 = (q − p− 1)βq+k0+1[e2q+k0−1, ep, e1],
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which implies βq+k0+1 = 0, by relation 4. However, this is impossible since
the identity
0 = [[ep, e
(q+k0+1−p)/2
1 ], [ep, e
(q+k0+1−p)/2
1 ]]
implies that [eq+k0+1, ep] = (q+k0 + 1−p)/2[eq+k0 , ep] and both terms on the
right-hand side are non-zero. We conclude that h ≤ q − 2.
Note that Proposition 5.10 provides further information. Indeed , if ` = 2q
then the rst constituent is ordinary ending in 1. Moreover, if ` = q + p,
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