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Abstract. It is well known that the F test is severly affected by heteroskedasticity in un-
balanced analysis of covariance (ANCOVA) models. Currently available remedies for such
a scenario are either based on heteroskedasticity-consistent covariance matrix estimation
(HCCME) or bootstrap techniques. However, the HCCME approach tends to be liberal in
small samples. Therefore, we propose a combination of HCCME and a wild bootstrap tech-
nique. We prove the theoretical validity of our approach and investigate its performance in
an extensive simulation study in comparison to existing procedures. The results indicate that
our proposed test remedies all problems of the ANCOVA F test and its heteroskedasticity-
consistent alternatives. Our test only requires very general conditions, thus being applicable
in a broad range of real-life settings.
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1. Introduction
Consider the frequently encountered situation where several groups of subjects are being
compared with respect to a continuous outcome variable. For the statistical comparison
of the group means, the analysis of variance (ANOVA) is often used. However, in many
instances, it is reasonable to account for one or several covariates, such as baseline measure-
ments or variables which are thought to be related to the outcome. A recently published
EMA guideline for clinical trials recommends adjusting for any variable which is at least
moderately associated with the primary outcome (European Medicines Agency, 2015).
For this purpose, the analysis of covariance (ANCOVA) is an appropriate tool, which
is used with the aim of increasing the inferential power, and reducing bias and variance
of the effect estimators (Huitema, 2011). The ANCOVA has been applied in many re-
search disciplines, ranging from studies about Alzheimer’s disease (Bossa et al., 2011) to
pharmaceutical issues (Lu, 2014), educational (Keselman et al., 1998) and fishery research
(Misra, 1996), just to name a few.
There have been controversial discussions concerning the appropriate use and interpre-
tation of ANCOVA in various study settings (Adams et al., 1985; Berman and Greenhouse, 1992;
Keselman et al., 1998; Owen and Froman, 1998; Pocock et al., 2002; Senn, 2006). Apart
from that, it is well known that analogously to the ANOVA, the ANCOVA as an inference
method also relies on assumptions, such as homoscedasticity and normality of the errors.
It has been shown in simulation studies that the violation of one or more of these assump-
tions can seriously affect the ANCOVA F test in terms of maintenance of the prespecified
type I error level and power (Glass et al., 1972; Huitema, 2011).
Basically, two different approaches have been proposed to tackle this problem. On the
one hand, some authors stayed with the fully parametric ANCOVA model, but tried to
derive test statistics which are more robust against violations of the assumptions. This
approach had already been considered several decades ago (Ashford and Brown, 1969) and
has recently been enriched by resampling techniques, such as different bootstrap variations
(Sadooghi-Alvandi and Jafari, 2013). On the other hand, in the last two decades, some
nonparametric methods have received attention, both in introductory papers explaining
the proper application of ANCOVA to real-life data (Koch et al., 1998; Tangen and Koch, 2001;
Lesaffre and Senn, 2003) as well as in research which is more focused on statistical theory
(Bathke and Brunner, 2003; Tsiatis et al., 2008; Thas et al., 2012; Chausse et al., 2016).
However, the latter approaches still impose some restrictions regarding either the num-
ber of groups or the number of covariates. Moreover, Chausse et al. (2016) only con-
sider moderate to large sample size scenarios, with a minimum number of 40 subjects per
group. Thus, the small-sample performance of those methods remains unknown. However,
group sizes below that level are encountered quite frequently, for example, in studies on
rather rare diseases (e.g., spinal cord injury). Bathke and Brunner (2003) indeed exam-
ined the small-sample performance of the tests they proposed with respect to the main-
tenance of the nominal α level. They found that finite-sample properties also depended
on the number of groups. Likewise, the enriched parametric ANCOVA approach lacks
sufficient evidence regarding its performance in finite-sample situations. For example,
Sadooghi-Alvandi and Jafari (2013) relaxed homoskedasticity, but retained the normality
assumption.
Relaxing the model assumptions has been an important focus of research in the field of
regression analysis for some decades, too. Especially with regard to heteroskedasticity of
the errors, a major breakthrough was the heteroskedasticity-consistent covariance matrix
estimator (HCCME), and the derivation of the asymptotic distributions of its correspond-
ing test statistics (White, 1980). Since then, several modifications of White’s initial es-
timator have been proposed (MacKinnon and White, 1985; Cribari-Neto, 2004), and this
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class of HCCMEs has become popular especially in the econometrics literature. Recently,
bootstrap methods have been applied to HCCMEs and compared with the classical asymp-
totic results in extensive simulation studies (MacKinnon, 2012). In medical studies, this
approach has been used to some extent, too, both in applied branches such as diffusion ten-
sor imaging (Zhu et al., 2008) and genome-wide microarray analyses (Barton et al., 2013),
as well as in more methodological papers (Kimura, 1990; Judkins and Porter, 2016). How-
ever, the statement by Hayes and Cai (2007) that HCCMEs are hardly known outside the
statistical and econometric audience still appears to be a fair assessment. Moreover, the
methods used and discussed in those papers either lack sufficient generality, maintaining
strong assumptions like the normality of the errors (Kimura, 1990), or they do not con-
sider the assumptions underlying HCCMEs at all (Hayes and Cai, 2007; Zhu et al., 2008;
Barton et al., 2013; Judkins and Porter, 2016). In addition to that, results of simulation
studies conducted in the context of linear regression indicate that the classical asymptotic
HCCME-based tests tend to be liberal (MacKinnon, 2012).
Therefore, our work is focused on the following issues: At first, in Section 2, we consider
a univariate linear model under quite general assumptions, and explain the initial HCCME
approach proposed in White (1980). The general ANCOVA model can be regarded within
the framework of White’s univariate linear model. Therefore, we continue with setting
up the general ANCOVA model and the corresponding test statistic of interest. Because
White’s HCCME plays an essential role in this ANCOVA approach, we will refer to the
model as well as to the associated test statistic by the term White-ANCOVA. Of course,
in order to make sure that we indeed get an asymptotically valid test, we have to trans-
late the assumptions stated in White (1980) to the ANCOVA setting, too. So, we set up
some assumptions for the general ANCOVA model and prove that they are sufficient for
White’s assumptions to hold. To our knowledge, the link between White’s HCCME idea
and the general ANCOVA has neither been established nor thoroughly discussed before.
In addition to that, we demonstrate that our approach covers a broad variety of designs
that are frequently used in applied research, including multi-way layouts and models with
hierarchically nested factors. In Section 3, we introduce the wild bootstrap method, which
has been developed by Wu (1986), Liu (1988), and Mammen (1993) for heteroskedastic
regression models, and combine it with White’s HCCME. Note that actually, we derive
the asymptotic validity of our combined approach not only for the White-ANCOVA model,
but in the more general context of a heteroskedastic linear model with possibly nonnormal
errors. In Section 4, we present the results of an extensive simulation study, where we
investigate the impact of various degrees of nonnormality and heteroscedasticity on the
type I error control of the ANCOVA F test, the HCCME-based test and its wild bootstrap
counterpart. Thereby, we discuss several balanced and unbalanced small sample size set-
tings. Such scenarios may well be encountered in practice, but have not been sufficiently
examined in the context of ANCOVA so far, not to mention the newly proposed method.
Moreover, we simulate the empirical power of the ANCOVA F test and the wild bootstrap
version of the HCCME-based test. Finally, Section 5 contains some discussions of our
results, closing remarks and ideas for future research. Appendix 1 contains the proofs of
the theorems stated in the paper. In Appendix 2, we provide additional simulation results.
The appendices as well as the R code for the simulations can be found in the supplementary
material to this paper.
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2. White’s HCCME in the one-way ANCOVA model
2.1. The general one-way ANCOVA model and its assumptions
At first, we introduce the HCCME concept. Following White (1980), let us consider the
general linear model
Y = Xβ + ǫ, (1)
where Y = (Y1, . . . , YN )
′,β = (β1, . . . , βc)
′. Moreover, let X = (x1, . . . ,xN)
′ with xi =
(x
(1)
i , . . . , x
(c)
i )
′, 1 ≤ i ≤ N denote the regressor matrix, considered as fixed in the sequel.
Regarding the errors, a heteroskedastic design E(ǫ) = 0, Cov(ǫ) =
⊕N
i=1 σ
2
i is assumed.
Let βˆ = (X ′X )−1X ′Y denote the ordinary least squares estimator of β. Moreover, we
define
Ĉov(
√
N βˆ) := (X ′X /N)−1N−1X ′
N⊕
i=1
u2iX (X
′X /N)−1, (2)
where u2i := (Yi − xi′βˆ)2, 1 ≤ i ≤ N.
In order to test H0 : Hβ = 0, where H ∈ Rq,c, rank(H ) = q, White considered a
Wald-type test statistic and proved that under H0 and certain assumptions, which will be
precisely stated in Appendix 1, the following asymptotic result holds:
T (H ) := N{H (βˆ − β)}′{H Ĉov(
√
N βˆ)H ′}−1H (βˆ − β) d−→ χ2q. (3)
For the proof of this statement, we refer to White (1980). We would like to mention that in
previous papers, it has been recognized that using White’s initial estimator, as defined in
(2), makes the corresponding test statistics liberal (MacKinnon and White, 1985). Conse-
quently, some refinements of White’s initial estimator had been proposed. For example, one
could replace the squared residuals u2i in (2) by u
2
i /(1−pii), where pii denotes the i-th diag-
onal element of the hat matrix X (X ′X )−1X ′, 1 ≤ i ≤ N (MacKinnon and White, 1985).
Note that regarding the proofs provided in Appendix 1, this modification does not matter,
because limN→∞(1− pii) = 1. Throughout this paper, we will refer to White’s initial esti-
mator by HC0 and to the modified estimator by HC2, respectively (MacKinnon and White, 1985).
Next, to turn to the general one-way ANCOVA model, suppose that we have N =
n1 + n2 + · · · + na observations of individuals from a different groups. We assume that
these observations are realizations of random variables, say, Y11, Y12, . . . , Yana , which follow
the linear model Yij = µi +
∑r
k=1 νkz
(k)
ij + ǫij , where ǫij are independent with E(ǫij) = 0,
V ar(ǫij) = σ
2
ij , and z
(k)
ij are some fixed covariates, i = 1, . . . , a, j = 1, . . . , ni, k = 1, . . . , r.
Equivalently, in matrix notation,
Y =
(
a⊕
i=1
1ni
)
µ+ Zν + ǫ, (4)
where Y = (Y11, . . . , Yana)
′, Z = (z11, . . . , zana)
′, zij = (z
(1)
ij , . . . , z
(r)
ij )
′, 1 ≤ i ≤ a, 1 ≤
j ≤ ni, µ = (µ1, . . . , µa)′, ν = (ν1, . . . , νr)′, ǫ = (ǫ11, . . . ǫana)′, E(ǫ) = 0, Cov(ǫ) =
diag(σ211, . . . , σ
2
ana). Now, in order to derive a test for
H0 : µ1 = · · · = µa, (5)
we rewrite the ANCOVA model given in (4) in the form of the linear model (1) by setting
X = (
⊕a
i=1 1ni ,Z ),β = (µ
′,ν ′)′ and splitting up the indices in (1), in order to account for
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the grouped structure of the data. If we specify H = (1a−1,−Ia−1 ,0), we can express the
hypothesis stated in (5) as H0 : Hβ = 0, where H has full row rank because rank(H ) =
a− 1.
Proposition 1. Let us assume that the following conditions are fulfilled for model (4):
(GAa) E(ǫ) = 0, Cov(ǫ) = diag(σ211, σ
2
12, . . . , σ
2
1n1 , . . . , σ
2
a1, . . . , σ
2
ana) > 0, and ∃d1 > 0, γ >
0 : E(|ǫij |2+γ) ≤ d1 for all i ∈ {1, 2, . . . , a}, j ∈ {1, 2, . . . , ni}.
(GAb) ∃d2 > 0 : |z(k)ij | < d2 for all i ∈ {1, . . . , a}, j ∈ {1, . . . , ni}, k ∈ {1, . . . , r}.
(GAc) (i) ∃d3 > 0,m0 ∈ N : Nni ≤ d3 for all i ∈ {1, 2, . . . , a} and N ≥ m0.
(ii) ∃d4 > 0,m1 ∈ N : det(N−1
∑a
i=1 Zi
′PniZi) =
∏r
s=1 λs ≥ d4 for all N ≥ m1,
where Zi denotes the regressor matrix of the i−th group, 1 ≤ i ≤ a, and λ1, . . . , λr
are the eigenvalues of the matrix N−1
∑a
i=1 Zi
′PniZi .
(GAd) (i) ∃d5 > 0,m2 ∈ N : d5
∑ni
j=1 σ
2
ij ≥ N for all i ∈ {1, 2, . . . , a} and N ≥ m2.
(ii) Let M := N−1
∑a
i=1 Zi
′{Σi−(
∑ni
j=1 σ
2
ij)
−1sisi
′}Zi , where Σi = diag(σ2i1, . . . , σ2ini),
si = (σ
2
i1, . . . σ
2
ini
)′, 1 ≤ i ≤ a. Then, ∃d6 > 0,m3 ∈ N: det(M ) =
∏r
s=1 τs ≥ d6
for all N ≥ m3, where τ1, τ2, . . . , τr denote the eigenvalues of the matrix M .
Then, the convergence result (3) holds.
The proof of this proposition is provided in Appendix 1. We would like to emphasize
that the assumptions (GAa)-(GAd) are very general, because they either exclude trivial
cases or impose only weak assumptions on the covariates, which are met in virtually any
real-life setting. In particular, observe that the error distributions may even vary between
subjects. So, all in all, the proposed method is potentially useful for a broad range of
applications. This will be further illustrated in the following section.
2.2. Applicability of the White-ANCOVA model to real-life data
We would like to demonstrate that our model covers a broad range of designs frequently
encountered in practice. In order to keep the notation compact, we use the unique pro-
jection matrix T = H ′(HH ′)−1H to formulate hypotheses about the vector µ of adjusted
means. Note that Tβ = 0⇔ Hβ = 0, so, basically, the only change which has to be made
is to replace H by T in (3) and take the Moore-Penrose inverse instead of the classical
inverse of the covariance matrix. These modifications do not affect the proofs provided in
Appendix 1, because the theoretical results used are also valid for quadratic forms where
the Moore-Penrose inverse is involved (Ravishanker and Dey, 2002). Furthermore, due to
the fact that H = (Hf |0 ), where Hf denotes the hypothesis matrix corresponding to the
factorial part of the parameter vector β = (µ′,ν′)′, the corresponding projection matrix
is a block diagonal matrix of the form T = diag(Tf , 0 ). Now, we briefly sketch how
hypotheses about factor effects can be tested in several practically important designs. In
what follows, let Ja denote the a-dimensional matrix of 1’s and Pa = Ia− 1aJa the so-called
a-dimensional centering matrix.
• One-way layout. Suppose you have observations of subjects in a groups (e.g.,
treatment arms in a clinical trial). The hypothesis (5), that is, the null hypothesis
of no difference between the adjusted means, can be formulated by setting Tf = Pa .
• Crossed two-way layout with interactions. Suppose there are two cross-classified
fixed factors B and C with levels i = 1, . . . , b and j = 1, . . . , c (e.g., the levels of B
could represent different drugs, whereas the levels of C indicate several dosages, which
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are required to be the same for all drugs). So, the total number of factor level com-
binations is a = bc, and by splitting up the indices, we have µ = (µ11, µ12, . . . , µbc)
′.
Using an additive notation, µij = µ + νi + τj + (µτ)ij , with the usual side con-
ditions
∑
i νi =
∑
j τj =
∑
i(µτ)ij =
∑
j(µτ)ij = 0. The hypotheses of no main
effects of the factors B (i.e., νi = 0∀ i) and C (i.e., τj = 0∀ j) can be specified by
Tf = Pb ⊗ 1cJc and Tf = 1bJb ⊗ Pc, respectively. The hypothesis of no interaction
effect (i.e., (ντ)ij = 0∀ i, j) is given by Tf = Pb ⊗ Pc.
• Hierarchically nested two-way design. By contrast to the design above, assume
now that C is nested under B (e.g., for each of the drugs i = 1, . . . , b, there are
specific dosages j = 1, . . . , ci being administered). In this design, the vector of
adjusted means is µ = (µ11, . . . , µ1c1 , . . . , µb1, . . . , µbcb)
′. In additive notation, we can
write µij = µ+ νi+ τ(ν)j(i), with the side conditions
∑
i νi =
∑
j τ(ν)j(i) = 0. Then,
the hypothesis of no category effect B (i.e., νi = 0∀ i) and sub-category effect C(B)
(i.e., τ(ν)j(i) = 0∀ i, j) can be formulated via Tf = Pb⊗ J˜c and Tf = P˜c, respectively.
Thereby, J˜c = diag(
1
c1
Jc1 , . . . ,
1
cb
Jcb) and P˜c = diag(Pc1 , . . . ,Pcb).
The generalization to factorial designs with more than two cross-classified or nested
factors works analogously and is, therefore, not discussed here.
3. The Wild Bootstrap for the White-ANCOVA model
Especially in small sample size scenarios, the White-ANCOVA test statistic and the cor-
responding asymptotic result stated in (3) might not yield satisfactory results in terms of
maintaining the prespecified type I error probability, see our simulation study in Section 4
below. A resampling procedure such as the bootstrap might remedy this problem. In the
context of heteroskedastic regression, various so-called wild bootstrap methods have been
proposed (Wu, 1986; Liu, 1988; Mammen, 1993). The key idea of the wild bootstrap is as
follows: Let u2i denote the i-th squared residual of the linear model (1), 1 ≤ i ≤ N . Fur-
thermore, let pii denote the i-th diagonal element of the hat matrix PX = X (X
′X )−1X ′,
1 ≤ i ≤ N . Now, we repeatedly draw random samples consisting of N observations
Y ∗i = x
′
iβˆ + ǫ
∗
i , where ǫ
∗
i = ui(1 − pii)−1/2Ti, 1 ≤ i ≤ N , (Ti)Ni=1 i.i.d. with E(T1) = 0 and
V ar(T1) = 1. Although for generating the Ti’s, one may choose any distribution which sat-
isfies the latter two conditions, some particular choices have become popular. In this paper,
we use the Rademacher distribution, which is defined by P (T1 = −1) = P (T1 = 1) = 1/2.
For each vector Y∗ = (Y ∗1 , . . . , Y
∗
N )
′ of bootstrap observations, we calculate the boot-
strap OLS estimate βˆ
∗
= (X ′X )−1X ′Y∗ and the bootstrap version of White’s covariance
matrix estimator (2), that is,
Σˆ ∗ := (X ′X /N)−1N−1X ′
N⊕
i=1
u∗2i X (X
′X /N)−1, (6)
where u∗2i := (Y
∗
i − xi′βˆ
∗
)2, 1 ≤ i ≤ N. Finally, we calculate the bootstrap analogon of
White’s Wald-type test statistic (3), namely
T ∗(H ) := N{H (βˆ∗ − βˆ)}′{H Σˆ ∗H ′}−1H (βˆ∗ − βˆ). (7)
To turn to the White-ANCOVA setting, we rewrite the ANCOVA model (4) as a
special case of the linear model (1), as we have already outlined in Section 2. The main
idea of any bootstrap procedure is to resemble the process underlying the generation of
the original data reasonably well. In the following theorem, we state that given the data,
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the distribution of the bootstrap test statistic (7) indeed mimics the distribution of the
original test statistic (3) under the null hypothesis.
Theorem 2. Let us assume that model (4) as well as the assumptions (GAa)-(GAd)
stated in Proposition 1 hold. Let PH0(T (H ) ≤ x) denote the unconditional CDF of T (H )
under H0 and Pβ(T
∗(H ) ≤ x|Y) the conditional CDF of T ∗(H ) if β ∈ Ra+r is the true
underlying parameter. Then, the following statements hold for any β ∈ Ra+r.
(a) supx∈R
∣∣Pβ(T ∗(H ) ≤ x|Y)− χ2q(−∞, x]∣∣ P−→ 0 in probability, where q = r(H ).
(b) supx∈R |Pβ(T ∗(H ) ≤ x|Y)− PH0(T (H ) ≤ x)| P−→ 0 in probability.
The proof of this theorem is given in Appendix 1. Note that there, we show that in fact, the
wild bootstrap test statistic (7) yields an asymptotically valid test in any heteroskedastic
linear model under very weak assumptions, which are stated in Appendix 1.
4. Simulation study
In order to evaluate the finite-sample performance of our proposed tests, we conducted
an extensive simulation study, using R version 3.3.1 (R Development Core Team, 2008).
We assessed the maintenance of a pre-specified alpha level of 5%. Hereby, we consid-
ered an ANCOVA model with 4 groups and small to moderate sample sizes, namely
(n1, n2, n3, n4) ∈ {(40, 40, 40, 40), (15, 15, 15, 15), (5, 5, 5, 5), (5, 10, 20, 25), (25, 20, 10, 5)}. We
assumed two fixed covariate vectors z1, z2. The first one consisted of equally spaced values
between −10 and 10. For the second vector, the first and the second half of the compo-
nents were equally spaced in [0, 5] and [−2,−1], respectively, sorted in descending order.
The regression coefficients corresponding to the two covariates were assumed to be −0.5
and 1.5, respectively. The vector µ of the group means was set to 0, in order to represent
an instance of the null hypothesis H0 : µ1 = ... = µ4.
For each of the sample size scenarios from above, the errors were drawn from the
standard normal, χ25, lognormal or double exponential distribution. If required, these errors
were appropriately standardized and subsequently multiplied with the square root of the
covariance matrix
⊕a
i=1 σ
2
i Ini , in order to make sure that the variances of the error terms
were indeed equal to the values specified as follows. For the group-wise error variances, we
considered the homoskedastic case σ2i = 1 (scenario I) as well as the heteroskedastic setting
σ2i = i, i ∈ {1, 2, 3, 4} (scenario II). Note that although we derived the White-ANCOVA
tests under the more general assumption of subject-specific error variances, such a case
would hardly be encountered in practice. Most reasonable studies are designed such that
the residual variances are rather homogeneous within groups. If this is not the case, it is
difficult to interpret the results of the ANCOVA meaningfully. Nevertheless, in order to
examine the performance of the White-ANCOVA tests in a more general setting, we also
simulated a scenario where within the first group, we assumed a variance of one for the
subjects j = 1, 2, ..., ⌊n1/2⌋ and a variance of two for the remaining ones, respectively. For
the other three groups, we set σ2i = i + 1, where i = 2, 3, 4. This allocation scenario will
be referred to as scenario III.
Finally, the simulated observations were calculated according to (4). For each of the 60
scenario combinations, we repeated the data generation process 5000 times. Within each
simulation run, we drew 5000 bootstrap samples, according to the procedure described in
Section 3.
In addition to the White-ANCOVA test statistic and its wild bootstrap version, we also
considered the classical ANCOVA F test assuming normality and homoskedasticity of the
8 Zimmermann et al.
Table 1. Empirical type I error rates for the ANCOVA F test, the White-ANCOVA
test and its wild bootstrap version (based on the HC2 covariance matrix estimator).
n1 = (40, 40, 40, 40), n2 = (15, 15, 15, 15), n3 = (5, 5, 5, 5), n4 = (5, 10, 20, 25), n5 =
(25, 20, 10, 5).
Standard normal Standard lognormal Double exponential
Var N F test White WB F test White WB F test White WB
I n1 4.9 6.4 5.2 4.4 4.9 4.8 5.2 6.4 5.1
n2 5.0 8.9 5.1 4.4 5.9 3.5 4.8 8.2 5.2
n3 4.7 19.6 6.9 4.9 12.6 3.5 5.1 18.1 6.2
n4 5.2 9.6 5.2 5.0 6.8 3.6 5.4 8.8 4.8
n5 4.7 9.6 5.1 4.8 5.8 3.0 5.2 9.6 4.8
II n1 4.1 6.3 5.1 4.3 5.5 5.4 5.0 6.6 5.2
n2 5.0 8.9 5.3 4.5 6.4 3.9 4.3 8.3 5.0
n3 5.2 19.4 6.9 4.8 13.6 3.7 4.9 18.2 6.2
n4 3.3 9.3 5.2 3.3 7.5 4.6 3.0 8.8 5.0
n5 10.0 9.8 5.0 8.6 6.0 3.1 9.6 9.9 4.9
III n1 4.4 6.4 5.1 4.6 5.4 5.4 5.0 6.5 5.4
n2 5.2 9.0 5.3 4.8 6.3 3.7 4.6 8.3 4.9
n3 5.1 19.6 7.1 5.0 13.1 3.6 5.0 18.2 6.1
n4 3.6 9.4 5.1 3.6 7.2 4.5 3.4 8.5 5.2
n5 9.7 9.7 4.9 8.1 5.9 3.1 9.5 9.6 4.9
errors. Each simulation scenario was carried out twice: At first, we used the HC0 covari-
ance estimator for both the White-ANCOVA test statistic and its wild bootstrap version.
Then, we repeated the simulations using the HC2 estimator for both statistics. The results
of the latter are displayed in Table 1. Results for an underlying χ2(5)-distribution as well
as for the HC0 covariance estimator can be found in Appendix 2.
The White-ANCOVA test tended to be less liberal when it was based on the HC2 estima-
tor instead of the HC0 estimator, whereas the performances for the respective bootstrap
versions were similar to each other. Therefore, the following discussion is focused only on
the HC2-based tests.
In balanced group size scenarios, the classical ANCOVA and the wild bootstrap version
of the White-ANCOVA maintained the prespecified 5% level, whereas the White-ANCOVA
tended to be extremely liberal in small samples. In the unbalanced settings, the classical
ANCOVA was hardly affected by nonnormality. However, heteroskedasticity led to either
substantially deflated or inflated type I error rates, depending on the relation between
the variances and the group sizes. In case of positive pairing (i.e., the smaller groups
have the smaller variances), the ANCOVA F test tended to be conservative, whereas
negative pairing (i.e., the smaller groups have the larger variances) made the test liberal,
as suggested by conventional wisdom. By contrast, the two White-ANCOVA tests were not
affected by heteroskedasticity. However, the type I error rates of the White-ANCOVA test
were substantially inflated. Clearly, the wild bootstrap version outperformed the other two
tests in the case of heteroskedasticity and unequal group sizes. The slight conservatism
seen for lognormal errors might be caused by the underlying method of estimating the
covariance matrix, since for the White-ANCOVA, we also observed lower type I error
rates in the lognormal case compared to the other distributions.
Finally, we compared the aforementioned tests with respect to their empirical power.
However, we only considered the ANCOVA F test and the wild bootstrap version of the
White-ANCOVA, because the White-ANCOVA showed a poor performance in terms of
maintaining the type I error rates. Furthermore, in order to make sure that the prespecified
level was maintained by both tests, we only considered a homoskedastic, balanced setting
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with σ21 = σ
2
2 = 1 and n1 = n2 = 15. Moreover, we specified fixed alternatives by setting
µ1 = 0, µ2 = δ, where δ ∈ {0, 0.1, . . . , 3.0}. The four error distributions were chosen as
described above. For each scenario, we conducted 5, 000 simulations and 5, 000 bootstrap
runs, respectively. The results are displayed in Figure 4. Obviously, for small values of δ,
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Chi square (5) Double exponential
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Figure 1. Empirical power for the ANCOVA F test (solid) and the wild bootstrap version of the
White-ANCOVA test (HC2 version; dashed). Data were generated for two groups with µ1 = 0,
µ2 = δ, σ
2
1
= σ2
2
= 15, n1 = n2 = 15. The data generating process was repeated 5000 times. For
each simulation run, 5000 wild bootstrap samples were generated.
the wild bootstrap test was more powerful than the classical ANCOVA. As δ increased,
this relationship was gradually being reversed. However, the power of the ANCOVA F
test at most exceeded the empirical power of the wild bootstrap test by six to seven
percentage points. So, the bootstrap version of the White-ANCOVA never suffered from a
substantial power loss compared to the classical ANCOVA test, even when the assumptions
of the latter were met.
5. Concluding remarks
As outlined in Section 1, the classical ANCOVA and its bootstrap counterpart as well as the
HCCME-based approach have been used in many applied research disciplines. However,
the performance of each of these methods in small samples has not been satisfactory,
and their combination has not been systematically studied yet. In this paper, we have
considered a general ANCOVA model and set up the asymptotic White-ANCOVA test
statistic as well as its wild bootstrap counterpart and proved that both approaches yield
asymptotic level α tests. Note that actually, our proof for the wild bootstrap inference does
not only cover the ANCOVA, but also the more general case of a heteroskedastic regression
model. In contrast to the work of Mammen, who considered the even more general case
where the model dimension is allowed to vary with the sample size (Mammen, 1993), our
proof uses relatively straightforward techniques. Our proposed method relies on rather
10 Zimmermann et al.
weak assumptions which are met in virtually any practical situation. Therefore, it can be
utilized in a broad variety of applied research disciplines.
Moreover, the results of the simulations presented in Section 4 indicate that the direct
White-ANCOVA test should not be used in small samples, due to severely inflated type I
error rates. However, the wild bootstrap version of the White-ANCOVA showed a similar
performance as the classical ANCOVA F test in balanced settings and outperformed the
latter when group sizes were not equal. The only slight drawback of our proposed test
is that it tends to be a bit conservative for errors from a lognormal distribution. We
recommend using the wild bootstrap version of the White-ANCOVA test when group
sizes are small and unbalanced. For example, such a situation may well be encountered
in studies on rare diseases (e.g., spinal cord injury) or in preclinical trials. Moreover, our
work might also be of considerable relevance for medical centers of small to moderate size.
Conducting a trial with a small sample of subjects could be an appealing alternative as
compared to taking part in a multicenter trial, because fewer human and financial resources
are needed, although limited generalizability due to smaller sample sizes could remain as
an issue.
Future research will be aimed at extending the approach presented here to heteroskedas-
tic multivariate ANCOVA (MANCOVA), with particular focus on small sample perfor-
mance.
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6. Proofs
To prove that the asymptotic result stated in (3) indeed holds, the following assumptions
are required (White, 1980).
(Wa) E(ǫ) = 0, Cov(ǫ) = diag(σ21 , σ
2
2 , . . . , σ
2
N ) > 0, and ∃c1 > 0, γ > 0 : E(|ǫi|2+γ) ≤ c1
for all i ∈ {1, 2, . . . , N}.
(Wb) ∃c2 > 0 : |x(k)i | < c2 for all i ∈ {1, . . . , N} and k ∈ {1, . . . , c}.
(Wc) ∃n0 ∈ N : (N−1X ′X )−1 exists and is uniformly bounded element-wise for all N ≥ n0.
(Wd) ∃n1 ∈ N : (N−1X ′diag(σ21 , . . . , σ2N )X )−1 exists and is uniformly bounded element-
wise for all N ≥ n1.
In what follows, we will show that (Wa) - (Wd) are implied by (GAa)-(GAd). Moreover,
we shall see that (Wa)-(Wd) are also sufficient for the asymptotic validity of the wild
bootstrap test statistic, defined in (7). Note that the latter holds true not only for the
general ANCOVA, but also for the more general case of a linear model, as defined in (1).
6.1. Proof of Proposition 1
Proof (Proof of (GAa) − (GAb)⇒ (Wa)− (Wb)). This is straightforward to see.
Proof (Proof of (GAa) − (GAd)⇒ (Wd)). For showing that the assumptions (GAa)-
(GAd) are sufficient for (Wd), we introduce some notations at first. We partition the ma-
trix Z of the covariates and the covariance matrix Cov(ǫ) = diag(σ211, . . . , σ
2
ana) as follows:
Z = (Z1
′, . . . ,Za
′)′, Cov(ǫ) =
⊕a
i=1Σi , where Zi and Σi denote the matrix of the covari-
ates and of the error variances of the subjects in group i, respectively, i ∈ {1, 2, . . . , a}.
We would like to emphasize that we tried to stay as closely as possible to White’s
assumption (Wd). Therefore, we explicitely calculate the inverse of (N−1X ′Cov(ǫ)X ) and
simplify the blocks of the resulting matrix. Then, we show that the required conditions
indeed hold. Recall that in the ANCOVA model, we have
1
N
X ′Cov(ǫ)X =
1
N
[⊕a
i=1 (1ni
′Σi1ni) (
⊕a
i=1 1ni
′Σi )Z
Z ′ (
⊕a
i=1Σi1ni)
∑a
i=1 Zi
′ΣiZi
]
. (8)
In order to derive an explicit expression for the inverse of this matrix, we use Schur’s
formula (Ravishanker and Dey, 2002, p.37, result 2.1.3.2):
(
N−1X ′Cov(ǫ)X
)−1
= N
(
A B
C D
)
,
where
A =
(
a⊕
i=1
1ni
′Σi1ni
)−1
+ BD−1C
B = −
(
a⊕
i=1
1ni
′Σi1ni
)−1( a⊕
i=1
1ni
′Σi
)
ZD ,
C = −DZ ′
(
a⊕
i=1
Σi1ni
)(
a⊕
i=1
1ni
′Σi1ni
)−1
,
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D =

a∑
i=1
Zi
′ΣiZi − Z ′
(
a⊕
i=1
Σi1ni
)(
a⊕
i=1
1ni
′Σi1ni
)−1( a⊕
i=1
1ni
′Σi
)
Z

−1
.
Now, we simplifyA,B ,C andD . Let us start withD . At first, we show thatN−1·D−1 is
uniformly bounded element-wise under assumptions (GAa) and (GAb). To see this, recall
that Z = (Z1
′, . . . ,Za
′)′ and do some algebra to get
N−1 · D−1 = 1
N
a∑
i=1
Zi
′ΣiZi − 1
N
a∑
i=1
 ni∑
j=1
σ2ij
−1 Zi ′sis′iZi ,
where si := (σ
2
i1, . . . , σ
2
ini)
′, 1 ≤ i ≤ a. Let Zi = (zi(1), . . . , zi(r)), 1 ≤ i ≤ a. Applying
(GAa) and (GAb) yields∣∣∣∣∣ 1N
a∑
i=1
zi
(k)′Σizi
(l)
∣∣∣∣∣ ≤ 1N
a∑
i=1
ni∑
j=1
σ2ij
∣∣∣z(k)ij ∣∣∣ ∣∣∣z(l)ij ∣∣∣ ≤ d1d22 (9)
and∣∣∣∣∣∣ 1N
a∑
i=1
 ni∑
j=1
σ2ij
−1 zi(k)′sis′izi(l)
∣∣∣∣∣∣ ≤ 1N
a∑
i=1
 ni∑
j=1
σ2ij
−1 ni∑
p=1
σ2ip
∣∣∣z(k)ip ∣∣∣ ni∑
q=1
σ2iq
∣∣∣z(l)iq ∣∣∣ ≤ d1d22
(10)
for all k, l ∈ {1, 2, . . . , r}. Consequently, N−1D−1 is uniformly bounded element-wise. This
implies that N ·D = (N−1D−1)−1 is uniformly bounded element-wise for sufficiently large
N , because (N−1D−1)−1 = adj(N−1D−1)/det(N−1D−1), where adj(N−1D−1) denotes the
adjoint (i.e., the transpose of the cofactor matrix) of N−1D−1. The matrix on the right
has uniformly bounded elements, because of (GAd)(ii) and the fact that adj(N−1D−1)
is uniformly bounded element-wise (due to the uniform boundedness of the elements of
N−1D−1).
Now, let us turn to the block N · C . Since N · B = (N · C )′, it suffices to prove that
N · B has uniformly bounded elements. Let B˜ := ⊕ai=1(1′niΣi1ni)−1⊕ai=1 1′niΣiZ . By
doing some algebra, we obtain
B˜ =

(∑n1
p=1 σ
2
1p
)−1∑n1
j=1 σ
2
1jz
(1)
1j · · ·
(∑n1
p=1 σ
2
1p
)−1∑n1
j=1 σ
2
1jz
(c)
1j
...
. . .
...(∑na
p=1 σ
2
ap
)−1∑na
j=1 σ
2
ajz
(1)
aj · · ·
(∑na
p=1 σ
2
ap
)−1∑na
j=1 σ
2
ajz
(c)
aj
 .
The elements of the matrix B˜ are uniformly bounded under assumption (GAb). This
implies that N ·B is uniformly bounded element-wise, because N ·B = −B˜ND , and both
matrices in the latter product are uniformly bounded element-wise and have dimensions
independent of N .
To complete the proof, we show thatN ·A is uniformly bounded element-wise: NBD−1C
is uniformly bounded element-wise, due to the results we have just shown. According to
assumption (GAd)(i), the elements of (
⊕a
i=1 1ni
′Σi1ni)
−1 are uniformly bounded by a
constant d5. Thus, we have proven that (GAa)-(GAd) indeed imply (Wd).
Proof (Proof of (GAa) − (GAd)⇒ (Wc)). Due to the fact that the matrixN−1X ′X
is just a special case of N−1X ′Cov(ǫ)X , this statement can be proven analogously to
above. Therefore, the proof is omitted. However, note that the upper-left block of the
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matrix (8) simplifies to
⊕a
i=1 1ni
′1ni =
⊕a
i=1 ni. So, when calculating the inverse, we
obviously have to make sure that the elements of diag(N/n1, . . . , N/na) are uniformly
bounded from above, which is ensured by assumption (GAc)(i). Likewise, (GAc)(ii) is
required for proving that D has uniformly bounded elements.
6.2. Proof of Theorem 2
Statement (b) in Theorem 2 is implied by Statement (a), because the Chi-square distri-
bution is continuous (Van der Vaart, 2007, p.12, Lemma 2.11). So, it is left to show that
Statement (a) holds. The proof consists of two main steps:
Step 1: Given the data,
N{H (βˆ∗ − βˆ)}′(HΣH ′)−1H (βˆ∗ − βˆ) d−→ χ2r(H ) in probability (11)
where Σ := {N−1(X ′X )}−1Σ˜{N−1(X ′X )}−1, Σ˜ := N−1X ′diag(σ21 , . . . , σ2N )X .
Step 2: Σˆ ∗ consistently estimates Σ , in the sense that the following convergence result
holds element-wise:
Σˆ ∗ −Σ P−→ 0 . (12)
Proof (Step 1: Derivation of the asymptotic distribution). We show that given
the data, the expression √
N Σ˜−1/2
X ′X
N
(βˆ
∗ − βˆ) (13)
is asymptotically multivariate standard normal. To see this, we rewrite (13) as follows:
√
N Σ˜−1/2
X ′X
N
(βˆ
∗ − βˆ) = Σ˜−1/2 1√
N
N∑
i=1
xiuiTi/
√
1− pii. (14)
Now, we use a conditional central limit theorem for the wild bootstrap (Beyersmann et al., 2013,
Theorem A.1), in order to show the conditional asymptotic normality of (14). So, let
qi := N
−1/2Σ˜−1/2xiui/
√
1− pii, 1 ≤ i ≤ N . For the aforementioned theorem to be ap-
plied, it suffices to show that
(i) max1≤i≤N ‖qi‖ N→∞−→ 0 in probability, where ‖ ‖ denotes the Euclidean norm on Rc.
(ii)
∑N
i=1 qiqi
′ N→∞−→ Γ in probability, where Γ denotes some positive definite covariance
matrix.
To prove (i), it suffices to show that the variances of the residuals ui, i ∈ {1, 2, . . . , N},
can be uniformly bounded from above, because N−1/2 goes to 0, and all remaining quan-
tities in qi are uniformly bounded, according to (Wb)-(Wd). As our proof uses the very
same idea as the proof of Lemma 3 in Wu (1986), we just briefly sketch the main idea
here. At first, by using the definition of ui and some algebra, we find that
V ar(ui) = σ
2
i (1− pii) +
N∑
j=1
p2ij(σ
2
j − σ2i ). (15)
Note that in the last step, we have used the independence of the errors (assumption (Wa))
and pii =
∑N
j=1 p
2
ij. Now, if we apply assumption (Wa) and pii =
∑N
j=1 p
2
ij again, we
immediately see that the term on the right handside of equation (15) is indeed uniformly
bounded from above. Chebyshev’s inequality yields the desired result, then.
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In order to prove (ii), we do some algebra to get
N∑
i=1
qiqi
′ = Σ˜−1/2N−1
N∑
i=1
xixi
′u2i /(1− pii)Σ˜−1/2 = Σ˜−1/2U Σ˜−1/2, (16)
where U := N−1
∑N
i=1 xixi
′u2i /(1− pii). Now, we apply a consistency result for U proven
by White (White, 1980, Theorem 1) and the fact that limN→∞pii = 0. This immedi-
ately yields that
∑N
i=1 qiqi
′ = Σ˜−1/2U Σ˜−1/2 −→ Ic in probability. So, condition (ii) is
fulfilled, too. Therefore, the application of the conditional CLT for the wild bootstrap
(Beyersmann et al., 2013, Theorem A.1) yields the conditional asymptotic normality of
(14). Consequently, given the data, the quadratic form
N{H (βˆ∗ − βˆ)}′(HΣH ′)−1H (βˆ∗ − βˆ) (17)
has, asymptotically, a central Chi-square distribution with r(H ) degrees of freedom in
probability, where Σ = (N−1X ′X )−1Σ˜ (N−1X ′X )−1.
Proof (Step 2: Consistency). It has already been shown that Σˆ−Σ P−→ 0 (White, 1980,
Theorem 1), where
Σˆ =
(
X ′X
N
)−1 1
N
X ′
N⊕
i=1
u2iX
(
X ′X
N
)−1
, (18)
ui := Yi − x′iβˆ, 1 ≤ i ≤ N . So, it suffices to show that
Σˆ ∗ − Σˆ P−→ 0 . (19)
Let us at first recall that
Σˆ ∗ =
(
X ′X
N
)−1 1
N
X ′
N⊕
i=1
u∗2i X
(
X ′X
N
)−1
,
where u∗i = Y
∗
i − x′iβˆ
∗
, 1 ≤ i ≤ N .
Because {N−1(X ′X )}−1 is uniformly bounded element-wise due to assumption (Wc),
(19) is implied by
1
N
X ′
N⊕
i=1
(u∗2i − u2i )X =
1
N
N∑
i=1
(u∗2i − u2i )xixi′ P−→ 0. (20)
Therefore, it suffices to show that for all s, t ∈ {1, 2, . . . , c}, the following conditions hold:
(a) limN→∞E
{
N−1
∑N
i=1(u
∗2
i − u2i )x(s)i x(t)i
∣∣Y} = 0 almost surely.
(b) limN→∞ V ar
{
N−1
∑N
i=1(u
∗2
i − u2i )x(s)i x(t)i
∣∣Y} = 0 almost surely.
In order to prove (a), we at first use ǫ∗i = uiTi/
√
1− pii, pii = x′i(X ′X )−1xi, as well as
E(Ti) = 0, E(TiTj) = 0 for i 6= j and V ar(Ti) = 1, in order to get
E(u∗2i |Y) = E(ǫ∗2i |Y)− 2E{ǫ∗i x′i(X ′X )−1X ′ǫ∗ |Y}+E
{
(x′i(X
′X )−1X ′ǫ∗)2 |Y}
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= u2i /(1 − pii)− 2
N∑
j=1
pijuiuj√
(1− pii)(1− pjj)
E (TiTj |Y) +
N∑
j=1
p2iju
2
j
1− pjj
= u2i /(1 − pii)− 2pii
u2i
1− pii +
N∑
j=1
p2iju
2
j
1− pjj
= u2i −
pii
1− piiu
2
i +
N∑
j=1
p2iju
2
j
1− pjj . (21)
Now, using (21) yields
E
{
1
N
N∑
i=1
(u∗2i − u2i )x(s)i x(t)i
∣∣Y} = 1
N
N∑
i=1
− pii
1− piiu
2
i +
N∑
j=1
p2ij
u2j
1− p2jj
x(s)i x(t)i . (22)
Observe that |pijx(s)i x(t)i | ≤ C/N for some constant C > 0, uniformly for i, j, holds
due to the assumptions (Wb) and (Wc). Moreover, it has been proven in White’s paper
(White, 1980, Theorem 1) that we have
1
N
N∑
i=1
(u2i − σ2i ) a.s.−→ 0. (23)
Since the variances σ2i are uniformly bounded due to assumption (Wa), we thus get
1
N2
N∑
i=1
u2i =
1
N2
N∑
i=1
(u2i − σ2i ) +
1
N2
N∑
i=1
σ2i
a.s.−→ 0.
If we apply this to (22), the desired result immediately follows, namely that
E
{
1
N
N∑
i=1
(u∗2i − u2i )x(r)i x(s)i
∣∣Y} −→ 0. a.s.,
This completes the proof of (a).
To turn to (b), it suffices to show that
V ar
{
1
N
N∑
i=1
(u∗2i − u2i )
∣∣Y} = 0, (24)
due to the uniform boundedness assumption (Wb) on the covariates. Obviously, we have
V ar
{
1
N
N∑
i=1
(u∗2i − u2i )
∣∣Y} = 1
N2
V ar
{
N∑
i=1
(u∗2i − u2i )
∣∣Y}
=
1
N2

N∑
i=1
V ar(u∗2i
∣∣Y) +∑
i 6=j
Cov(u∗2i , u
∗2
j
∣∣Y)
 .
Let
A :=
1
N2
N∑
i=1
V ar(u∗2i |Y), B :=
1
N2
∑
i 6=j
Cov(u∗2i , u
∗2
j |Y). (25)
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Now, we show that A and B both converge to zero almost surely as N → ∞. Because
limN→∞(1 − pii) = 1, we shall drop the (1 − pii)−1/2 term for sake of simplicity in the
sequel. Therefore, the wild bootstrap error terms simplify to ǫ∗i = ui · Ti, i = 1, . . . , N .
This implies that
u∗2i = u
2
iT
2
i − 2
N∑
j=1
uiujTiTjpij +
N∑
k=1
N∑
l=1
ukulTkTlpikpil, (26)
because
u∗2i =
{
ǫ∗i − x′i(X ′X)−1X ′ǫ∗
}2
= ǫ∗2i − 2ǫ∗ix′i(X ′X)−1X ′ǫ∗ +
{
x′i(X
′X)−1X ′ǫ∗
}2
= ǫ∗2i − 2
N∑
j=1
ǫ∗ix
′
i(X
′X)−1xjǫ
∗
j +

N∑
j=1
x′i(X
′X)−1xjǫ
∗
j

2
= u2iT
2
i − 2
N∑
j=1
uiujTiTjpij +
N∑
k=1
N∑
l=1
ukulTkTlpikpil.
At first, we take a look at A. Using (26) and T 2i = 1 a.s. yields
A =
1
N2
N∑
i=1
V ar(u∗2i |Y)
=
1
N2
N∑
i=1
V ar
u2iT 2i − 2 N∑
j=1
uiujTiTjpij +
N∑
k=1
N∑
l=1
ukulTkTlpikpil
∣∣Y

=
1
N2
N∑
i=1
V ar
−2 N∑
j=1
uiujTiTjpij +
N∑
k=1
N∑
l=1
ukulTkTlpikpil
∣∣Y

=
1
N2
N∑
i=1
4
N∑
j=1
V ar(uiujTiTjpij |Y) +∑
m6=j
Cov(uiujTiTjpij , uiumTiTmpim |Y)

(27)
+
1
N2
∑
i,k,l
V ar(ukulTkTlpikpil |Y) (28)
+
1
N2
N∑
i=1
∑
(k1,l1)6=(k2,l2)
Cov(uk1ul1Tk1Tl1pik1pil1 , uk2ul2Tk2Tl2pik2pil2 |Y) (29)
+
1
N2
∑
i,j,k,l
−2Cov(uiujTiTjpij, ukulTkTlpikpil |Y). (30)
Note that we have used Bienayme’s equality twice in the last step. Now, due to the
fact that (Ti)i∈N is a sequence of i.i.d. random variables with E(T1) = 0, V ar(T1) = 1 and
V ar(T 21 ) = 0, we have
V ar(TsTt) = 1∀ s 6= t (31)
and
Cov(Ts1Tt1 , Ts2Tt2) 6= 0⇔ {(s1 = s2 ∧ t1 = t2) ∨ (s1 = t2 ∧ s2 = t1)} ∧ (s1 6= t1). (32)
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Therefore, (27)-(30) can be further simplified, as shown in the sequel. Firstly, due to
(32), we get
Cov(uiujTiTjpij, uiumTiTmpim |Y) = 0∀m 6= j,
and, thus, (27) is equal to
4
N2
N∑
i=1
N∑
j=1
V ar(uiujTiTjpij |Y) = 4
N2
N∑
i=1
N∑
j=1
u2i u
2
jp
2
ijV ar(TiTj |Y)
=
4
N2
N∑
i=1
N∑
j=1
j 6=i
u2i u
2
jp
2
ij,
where we have used (32) and the fact that V ar(T 2i ) = 0 in the last step.
Next, using the same arguments again, (28) can be simplified to
1
N2
∑
i,k,l
u2ku
2
l p
2
ikp
2
ilV ar(TkTl |Y) =
1
N2
∑
i,k,l
k 6=l
u2ku
2
l p
2
ikp
2
il.
Thirdly, to turn to (29), (31) and (32) yield
1
N2
N∑
i=1
∑
(k1,l1)6=(k2,l2)
Cov(uk1ul1Tk1Tl1pik1pil1 , uk2ul2Tk2Tl2pik2pil2 |Y)
=
1
N2
N∑
i=1
N∑
k1=1
N∑
l1=1
V ar(uk1ul1Tk1Tl1pik1pil1 |Y)
=
1
N2
N∑
i=1
N∑
k,l
k 6=l
u2ku
2
l p
2
ikp
2
il.
Finally, analogous arguments can be applied to simplify (30) to
1
N2
∑
i,j,k,l
−2Cov(uiujTiTjpij, ukulTkTlpikpil |Y) = 1
N2
∑
i,j
−4Cov(uiujTiTjpij, uiujTiTjpiipij |Y)
= − 4
N2
∑
i 6=j
u2iu
2
jpiip
2
ij.
All in all, we have derived that
A =
1
N2
V ar(u∗2i |Y)
=
4
N2
∑
i 6=j
u2i u
2
jp
2
ij +
2
N2
∑
i,k,l
k 6=l
u2ku
2
l p
2
ikp
2
il −
4
N2
∑
i 6=j
u2i u
2
jpiip
2
ij. (33)
Now, analogously, we simplify B, as defined in (25). To start with, applying (26) yields
B =
1
N2
∑
i 6=j
Cov(u∗2i , u
∗2
j |Y)
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=
1
N2
∑
i 6=j
Cov
−2 N∑
l=1
uiTiulTlpil,−2
N∑
g=1
ujTjugTgpjg
∣∣Y

− 2
N2
∑
i 6=j
Cov
(
N∑
l=1
uiTiulTlpil,
∑
v,w
uvuwTvTwpjvpjw
∣∣Y)
− 2
N2
∑
i 6=j
Cov
∑
m,k
umukTmTkpimpik,
N∑
g=1
ujTjugTgpjg
∣∣Y

+
1
N2
∑
i 6=j
Cov
∑
m,k
umukTmTkpimpik,
∑
v,w
uvuwTvTwpjvpjw
∣∣Y

=
4
N2
∑
i 6=j
uiuj
∑
l,g
ulugpilpjgCov(TiTl, TjTg |Y) (34)
− 2
N2
∑
i 6=j
ui
∑
l,v,w
uluvuwpilpjvpjwCov(TiTl, TvTw |Y) (35)
− 2
N2
∑
i 6=j
uj
∑
m,k,g
umukugpimpikpjgCov(TmTk, TjTg |Y) (36)
+
1
N2
∑
i 6=j
∑
m,k,v,w
umukuvuwpimpikpjvpjwCov(TmTk, TvTw |Y) (37)
Now, we further simplify each of the four parts, by applying (31) and (32). Firstly,
(34) is thus equal to
4
N2
∑
i 6=j
uiujujuipijpjiV ar(TiTj) =
4
N2
∑
i 6=j
u2i u
2
jp
2
ij.
Secondly, for the very same reasons as provided when simplifying (30) before, (35) can
be simplified to
− 4
N2
∑
i 6=j
ui
N∑
w=1
u2wuipiwpjipjwCov(TiTw, TiTw) = −
4
N2
∑
i 6=j
u2i
N∑
w=1
w 6=i
u2wpiwpijpjw.
Analogously, it can be derived that (36) is equal to
− 4
N2
∑
i 6=j
u2j
N∑
m=1
u2mpimpijpjm.
Likewise, it turns out that (37) can be simplified to
2
N2
∑
i 6=j
∑
m6=k
u2mu
2
kpimpikpjmpjk.
To sum things up, we thus get
B = Cov(u∗2i , u
∗2
j |Y)
=
4
N2
∑
i 6=j
u2iu
2
jp
2
ij −
4
N2
∑
i 6=j
u2i
N∑
w=1
w 6=i
u2wpiwpijpjw
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− 4
N2
∑
i 6=j
u2j
N∑
m=1
u2mpimpijpjm +
2
N2
∑
i 6=j
∑
m6=k
u2mu
2
kpimpikpjmpjk.
Consequently, considering (25) and (33), we have
V ar
(
1
N
N∑
i=1
(u∗2i − u2i )
∣∣Y) = A+B
=
4
N2
∑
i 6=j
u2i u
2
jp
2
ij +
2
N2
∑
i,k,l
k 6=l
u2ku
2
l p
2
ikp
2
il
− 4
N2
∑
i 6=j
u2i u
2
jpiip
2
ij +
4
N2
∑
i 6=j
u2i u
2
jp
2
ij
− 4
N2
∑
i 6=j
u2i
N∑
w=1
w 6=i
u2wpiwpijpjw −
4
N2
∑
i 6=j
u2j
N∑
m=1
u2mpimpijpjm
+
2
N2
∑
i 6=j
∑
m6=k
u2mu
2
kpimpikpjmpjk.
Now, if we can show that each sum converges to 0 a.s., we are done. Firstly, note
that due to the assumptions (Wb) and (Wc), |pij | ≤ C/N for some C > 0, for all i, j ∈
{1, 2, . . . , N}. Together with assumption (Wa), this immediately yields the desired result.
As the respective proofs work analogously, we provide details only for one of the sums
from above. At first, we do some algebra to get
2
N2
∑
i 6=j
∑
m6=k
u2mu
2
k|pim||pik||pjm||pjk| ≤
2
N6
∑
i,j
∑
k,m
u2mu
2
k
=
2
N4
∑
k,m
u2mu
2
k
= 2
(
1
N2
N∑
k=1
u2k
)(
1
N2
N∑
m=1
u2m
)
. (38)
According to (White, 1980, Theorem 1), we have
1
N
(
N∑
k=1
u2i −
N∑
k=1
σ2k
)
N→∞−→ 0 a.s.
Moreover, assumption (Wa) yields
1
N2
N∑
k=1
σ2k
N→∞−→ 0.
Consequently, the expression given in (38) converges to 0 almost surely as N goes to
infinity. Analogously, it can be proven that the remaining parts of the additive decompo-
sition of V ar(u∗2i − u2i |Y) displayed above converge to 0 almost surely.
Summing up, we have shown that the conditions (a) and (b) both hold. Consequently,
due to Chebyshev’s inequality, we get
Σˆ ∗ − Σˆ P−→ 0 .
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Now, we apply the subsequence principle for convergence in probability to (11) and
(12). So, for every sequence of indices (nk), we can find a common subsequence (nkl) such
that (11) and (12) hold almost surely along this subsequence. Applying Slutzky’s theorem,
we thus get that conditional on the data,
N{H (βˆ∗ − βˆ)}′(H Σˆ ∗H ′)−1H (βˆ∗ − βˆ) d−→ χ2r(H ) a.s.
along the sequence (nkl). Since (nk) was chosen arbitrarily, the proof of Statement (a) in
Theorem 2 is complete.
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Table 2. Empirical type I error rates
for the ANCOVA F test, the White-
ANCOVA test and the wild bootstrap
version of the White-ANCOVA test
for errors from a χ2(5) distribution.
Var N F test White WB
I n1 4.8 6.2 5.1
n2 4.9 8.9 5.1
n3 4.8 17.4 6.1
n4 4.7 9.0 4.8
n5 4.8 8.4 4.2
II n1 4.3 6.2 5.1
n2 4.8 9.1 5.3
n3 5.1 18.4 6.3
n4 3.0 8.7 4.9
n5 10.0 9.6 5.0
III n1 4.6 6.2 5.1
n2 4.7 8.8 5.0
n3 5.3 18.1 5.7
n4 3.3 9.2 4.8
n5 8.8 8.3 4.4
7. Further simulation results
Table 2 contains the empirical type I error rates for errors from a χ2(5) distribution. As
described in Section 4, the data generating process was repeated 5000 times, and within
each simulation run, 5000 bootstrap samples were generated. We considered five sam-
ple size scenarios, namely n1 = (40, 40, 40, 40), n2 = (15, 15, 15, 15), n3 = (5, 5, 5, 5),
n4 = (5, 10, 20, 25), n5 = (25, 20, 10, 5), and three group variance patterns I, II, III, as
specified in Section 4. The alpha level was set to 5%.
As mentioned in Section 4, all scenarios were simulated twice, one time using the HC0
estimator, the other time using the HC2 estimator of the covariance matrix. The results
of the former are presented in Table 3.
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