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HARALD H. ZIMMERMANN 
 
Maschinelle Verfahren zur Erschließung von Textkorpora* 
 
Als in den 60er Jahren in der Bundesrepublik Deutschland die ersten Bände der Indices zur deut-
schen Literatur1 erschienen, die mit Hilfe eines Computers erstellt waren, steckte die maschinelle 
Sprachdatenverarbeitung noch in den Kinderschuhen. Ähnliches galt (und gilt heute z.T. noch) 
für die Erstellung mehr oder minder repräsentativer Korpora2, wie sie z.B. das LIMAS-Korpus3, 
das Lunder Zeitungs-Korpus4 oder die Korpora des Instituts für Deutsche Sprache5 darstellen. 
 
Bei diesen ersten Textauswertungen mithilfe von Computern stehen die reinen Rechen- und Ord-
nungsfunktionen von EDV-Anlagen im Vordergrund, d.h., die Fähigkeit, Wörter (besser gesagt: 
Wortformen) zu sortieren (z.B. alphabetisch vor- und rückläufig), nach Häufigkeiten zu ordnen 
(Frequenzwörterbuch), gegebenenfalls auch noch die formale Funktion, gespeicherte Daten in 
einem vorgegebenen Kontext (Zeile, Satz) aufzuzeigen. Vielfach wurden (und werden) derartige 
Produkte einer Computeranalyse schon als Endergebnis angesehen und in dieser Rohform den 
möglichen Nutzern (vor allem den Sprach- und Literaturwissenschaftlern) präsentiert. 
 
Natürlich gilt auch für Textwörterbücher, dass man nicht alles in einem derartigen korpusorien-
tierten Wörterbuch tun soll, was man mit seiner Hilfe machen kann. Sicherlich lassen sich bei 
einer Textaufbereitung nicht alle Fragen vorhersehen, die zu einem Textelement oder -ausschnitt 
einmal gestellt werden können. 
 
Andererseits ist es noch keine Leistung, den Computer als Ersatz für einen Karteikasten entdeckt 
zu haben: Kaeding6 hat nahezu 11 Millionen laufende Wörter ohne Computer bearbeitet. Sein 
Material ist auch heute noch (man betrachte die Sprachstatistik von Meier7 und die Untersuchun-
gen des Goethe-Instituts anhand des KaedingMaterials8) für manche ergänzende (intellektuelle 
wie maschinelle) Auswertung gut. 
 
Die Ansprüche an den Computer zur Erschließung von Sprachdatensammlungen sollten also 
durchaus etwas höher angesetzt werden. Hierzu bietet sich besonders der morphosyntaktische 
Bereich an. Bereits 1970 wurden daher bei einer derartigen Verarbeitung - es handelte sich um 
einen Index zu den Werken des österreichischen Dichters Georg Trakl - höhere Anforderungen 
an ein Produkt der computergestützten Textverarbeitung gestellt, als dies sonst für die literari-
schen Indices üblich war9. Im Interesse einer besseren Nutzung (vor allem durch den Literatur-
wissenschaftler) sollten dabei folgende Aufgaben erfüllt werden: 
 
(1) Morphologische »Lemmatisierung« der Wortformen, d.h. ihre Reduktion auf Grundformen 
(2) Zerlegung zusammengesetzter Wortformen in sinnvolle Segmente 
(3) Ermittlung von Derivationen (vor allem Suffixen) 
(4) Klassifikation der Belege nach syntaktischen Kategorien (Wortklassen)  
(5) Semantische Disambiguierung 
 
 
 
Zu 1 (Lemmatisierung) 
 
Unter Lemmatisierung im weitesten Sinne wird allgemein eine Zusammenfassung von Wortfor-
men unter einem sie repräsentierenden Stichwort verstanden, die morphologisch, syntaktisch und 
semantisch auf gleiche Merkmale (z.B. ein Stammmorphem, eine Wortklasse und gleiche Be-
deutungsmerkmale) zurückzuführen sind10. Diese Definition würde bei streng formaler Anwen-
dung in einigen Fällen (z.B. bei WAR und BIST, also morphologisch divergenten Formen von 
SEIN) zu Problemen führen; andererseits lassen sich bislang im semantischen Bereich nicht im-
mer Merkmale für eine ausreichende Bedeutungsdifferenzierung ermitteln, die jeder Überprüfung 
standhalten; schließlich sind selbst im syntaktischen Bereich einerseits Wortklassendifferenzie-
rungen nicht immer ausreichend empirisch (z.B. über Distributionsanalysen) abzusichern, ande-
rerseits kann eine Zusammenfassung oder In-Beziehung-Setzen von Wortformen über eine 
(Haupt-)Wortklasse hinaus für die Anwendung von Nutzen sein (z.B.: SINGEN - GESANG; 
LIEBE - LIEBLING/LIEB). Die Differenzierung bzw. Zusammenfassung stellt daher in einer 
bestimmten Ausprägung - etwa einem »Lemmatisierten Index« in Buchform - immer eine von 
mehreren möglichen »Sichten« auf das zugrundeliegende Material dar, meist unter dem Aspekt 
einer möglichst günstigen (Be-)Nutzbarkeit. 
 
 
Zu 2 (Kompositumzerlegung) 
 
Im Deutschen stellen Komposita in Texten eine sehr häufige Form dar. Es handelt sich dabei 
vielfach um nichts weniger als eine bestimmte Schreibgewohnheit (d.h. der Zusammenschrei-
bung), wie Alternativformen zu diesen sog. »Augenblickskomposita« (AMERIKAREISE - 
REISE NACH AMERIKA, MINISTERBESUCH - BESUCH DES MINISTERS) zeigen. Damit 
sollen nicht die unterschiedlichen Verknüpfungsmöglichkeiten im Kontext übersehen werden. 
Andererseits zeigen mehrwortige Ausdrücke wie JURISTISCHE PERSON, die analog als »Be-
deutungseinheit« betrachtet werden können (vgl. die engl. Übersetzung mit LEGAL ENTITY), 
dass die Zusammenschreibung allein kein Indiz für eine Bedeutungsänderung ist und umgekehrt. 
 
Insofern ist es im Interesse des Benutzers sinnvoll, zumindest in allen Fällen, in denen Kompo-
situmelemente noch eine gewisse Selbständigkeit bewahrt haben - und da die Grenze in einer 
Reihe von Fällen fliessend ist: vielleicht bereits bei eher formalen Zerlegungsmöglichkeiten -, 
zusammengesetzte Wörter in relevant erscheinende Segmente zu zerlegen und dies in geeigneter 
Form für eine Darstellung in einem Index oder Register heranzuziehen. 
 
 
Zu 3 (Derivationen) 
 
In vielen Sprachen liegen (meist morphologisch gekennzeichnete) Wortableitungen vor, die es 
sinnvoll erscheinen lassen, die entsprechenden Derivationsvarianten zu einem Kernelement (etwa 
einem Morphem) miteinander in Beziehung zu setzen. Umgekehrt kann man die Derivationsele-
mente selbst (vor allem die Suffixe) mit den belegten Basiselementen verknüpfen, um Auswer-
tungen über Häufigkeit, Typus usf. zu einem allgemeinsprachlichen Korpus oder einem autorbe-
zogenen Textmaterial zu erleichtern. 
 
Die in (2) und (3) dargestellten Zielsetzungen haben dazu geführt, dass in den Anfängen der Kor-
pusforschung einfache rückläufige (Wortformen-)Listen erstellt wurden, die auf derartige Fragen 
mehr oder weniger vollständig Auskunft geben. 
 
 
Zu 4 (Wortklassenmarkierung) 
 
Die Markierung von Wortklassenangaben bei einer Textsammlung stellt einmal ein wichtiges 
Instrument zur Trennung der eher funktionalen Elemente einer Sprache (Funktionswörter, Parti-
kel wie: Konjunktionen, Artikel, Präpositionen) von den sinntragenden Elementen (Substantive, 
Adjektive, Verben, Adverbien) dar. Dies kann es z.B. erlauben, sich bei Zeilen- oder Satzkonkor-
danzen auf diese »sinntragenden« Wörter zu beschränken, da diese in der Regel Gegenstand brei-
terer Forschungen sein werden. 
 
Zugleich erlaubt eine stärker differenzierte Wortklassenmarkierung in manchen Fällen eine (par-
tielle) semantische Disambiguierung von Wortformen, sofern sie einhergeht mit den unterschied-
lichen Wortklassen (z.B. KREUZE (Verb) KREUZEN gegenüber KREUZE (Substantiv) 
KREUZ; WAGEN (Verb) gegenüber WAGEN (Substantiv); LAUTE (Adjektiv) LAUT gegen-
über LAUTE (Verb) LAUTEN; LAUTEN oder LAUTE (Substantiv) (die) LAUTE/ (der) 
LAUT...). 
 
Eine Wortklassenmarkierung kann schließlich die Grundlage bilden für weitergehende Auswer-
tung des Textmaterials, etwa zur Häufigkeit des Gebrauchs des bestimmten Artikels gegenüber 
dem unbestimmten, zur Struktur der verwendeten Nominalgruppen usf. 
 
 
Zu 5 (Semantische Disambiguierung) 
 
Bei heterogenen Texten unterschiedlicher Themenstellung und bei größeren Textsammlungen ist 
eine Unterscheidung der Bedeutungen von Textwörtern bei auftretenden Mehrdeutigkeiten schon 
aus Gründen der praktischen Nutzbarkeit sinnvoll. 
 
Dies führt zu zwei wesentlichen Problemen: 
 
• Wie weit sollen »Bedeutungen« unterschieden werden? Meist gibt es noch ein Teilprob-
lem hierzu, da neben (völlig?) unterschiedlichen Bedeutungen noch Bedeutungsfamilien 
und -hierarchien konstatiert werden können. Auf diese Weise können Textsammlungen - 
bei unterschiedlicher Bedeutungsdifferenzierung - leicht nicht mehr vergleichbar werden. 
Zumindest sollte in solchen Fällen ein allgemeiner Maßstab (oder einfach ein Bezugs-
punkt), z.B. ein Verweis auf ein bestimmtes Lexikon angegeben werden, der einem Be-
nutzer die Differenzierung nachzuvollziehen erlaubt, und ein formaler Zugang über das 
undifferenzierte Stichwort möglich sein, wie es ja auch die traditionellen Lexika vorse-
hen. 
 
• Wie weit lässt sich für eine bestimmte Belegstelle die »richtige« Bedeutung ermitteln? Oft 
reicht der Kontext (etwa eines Zeitungsartikels oder gar eines Gedichts) nicht aus, und 
leicht gerät man hier - wenn auch wohl in seltenen Fällen - ins Interpretieren (das man ei-
gentlich dem Benutzer des Produkts überlassen wollte). Wenn also eine Bedeutungsdiffe-
renzierung vorgenommen wird, so müssten Zweifelsfälle möglichst als solche (zusätzlich) 
erkennbar bleiben. 
 
Im folgenden soll zunächst am Beispiel der Erstellung des lemmatisierten Index zu dem Gesamt-
werk des österreichischen Dichters Georg Trakl verdeutlicht werden, wie man bereits mit ein-
fachster Computerunterstützung auf ökonomische Weise i.S. der vorgestellten Ziele zu anspre-
chenden Ergebnissen kommen kann: 
 
Bei der Herstellung des lemmatisierten Index zu dem Werk von Georg Trakl11 wurde der Com-
puter - da zu diesem Zeitpunkt keine weitergehenden maschinellen Verfahren vorlagen - wie üb-
lich als reines Sortier- und Speicherinstrument verwendet12. 
 
(1)  Zunächst wurde der Text des Gesamtwerkes (über 5-Kanal-Lochstreifen) fortlaufend er-
fasst. Dabei wurde jede Seite der Kritischen Ausgabe13 entsprechend gekennzeichnet und 
der Text selbst nach der Zeilenzählung der Herausgeber strukturiert. Hieraus ließen sich 
später beim Index als Verweis die Seiten- und Zeilenangaben erzeugen. 
(2)  Nur bei Substantiven wurde die Wortklasse (über eine Art Großschreibungsmerkmal) ex-
plizit bei der Erfassung festgehalten; trat eine Mehrdeutigkeit Funk-
tionswort/Verb/Adjektiv auf, wurde ebenfalls bereits bei der Erfassung ein Dif-
ferenzierungszeichen gesetzt. 
(3)  Nach der Erfassung wurde maschinell eine (alphabetisch sortierte) Wortformenliste er-
zeugt und auf Lochkarten ausgestanzt; die Belegstellen wurden auf Belegstellenkarten 
ausgegeben, die durch eine Identifikationsnummer mit der zugehörigen Wortfor-
men(loch)karte (=Wortlautkarte) verknüpft waren. 
(4)  Über eine Sortiermaschine wurden mechanisch 
• die Wortlautkarten von den reinen Belegstellenkarten getrennt 
• die Substantive von den übrigen Wortformen separiert (hierzu war eine entsprechende 
Kennung vorhanden). 
(5)  Die Wortlautkarten wurden nun über einen automatischen Beschrifter »bedruckt«. Damit 
war der Inhalt »lesbar«. Diese Wortformenkarten - außer den Substantiven - wurden nun 
intellektuell nach 3 Gruppen getrennt: Partikel (»P«, d.h. Funktionswörter wie DER, EIN, 
ODER...), flektierte und unflektierte Adjektive (»A«) und Verben (»V«, auch die Partizi-
pien umfassend). Anschließend wurden diese drei Kartenstapel »automatisch« über einen 
Kartenlocher mit einer entsprechenden Wortklassenkennung versehen. 
(6)  Die morphologische Lemmatisierung (Grundformenzuordnung) sollte wortklas-
senbezogen erfolgen (nur die »Partikel« blieben als Wortformen erhalten). Zu diesem 
Zweck wurden alle Wortformen, bei denen der Wortlaut gleich der Grundform war, ma-
nuell herausgezogen und anschließend automatisch mit der (identischen) Grundform in 
dem (zuvor freigelassenen) Grundformenfeld ausgestattet. (Dies diente später zu Sortier- 
und Kontrollzwecken.) Die übrigen wurden »per Hand« mit der entsprechenden Grund-
form versehen (dies war für ca. 2.000 verschiedene Wörter je einmal durchzuführen). 
(7)  Die so ermittelten unterschiedlichen Grundformen (Lemmata) wurden über den Rechner 
rückläufig sortiert. Intellektuell wurden nun die Kompositumteile und Derivationselemen-
te für die durch einfaches Vergleichen hierbei festgestellten (und sinnvoll erscheinenden) 
Einträge auf spezifischen Verweiselementkarten (Simplex-Kompositum) nachgetragen; 
ähnlich wurde bei Suffixen verfahren. 
 
 
 
(8)  Die Ausgangsdaten wurden nun in der Ordnung: Grundform-Wortform-Belegstellen über 
eine Sortiermaschine zusammengemischt und-sortiert, anschließend wurden die Verweis-
karten intellektuell/manuell hinzugeordnet. 
(9)  Mithilfe eines Kontroll- und (Seiten-)Umbruchprogramms wurden anschließend das äuße-
re Druckbild (Seitenform) für den Index erstellt und zugleich die Steuerzeichen erzeugt, 
die es erlaubten, den auf Magnetband zwischengespeicherten »Output« per Lichtsatz auf 
einen Film für die Buchvorlage zu bringen (vgl. Abb. 1). 
(10)  Über ein weiteres maschinelles (Sortier-)Programm wurde, aufbauend auf den Gesamtda-
ten, ein Frequenzwörterbuch erzeugt, dessen Grundlage die Grundformen bildeten. Die 
Berücksichtigung der Wortklassenangaben im Druckbild veranschaulichte - sinnbildlich 
sich in den häufigsten Adjektiven äußernd: - die »Welt« von Georg Trakl und seiner 
Dichtungsepoche: dunkel, blau, schwarz, leise, still... (vgl. Abb. 2). 
 
Abgesehen von der Texterfassung und -kontrolle sowie der Programmerstellung wurden die Pha-
sen (3) bis (10) für die gesamten Daten mit einem Zeitaufwand von ca. 1 Mannmonat bewältigt - 
einschließlich des diesbezüglichen Erfassungsaufwands. Damit wurde deutlich, dass ein entspre-
chendes Arbeitskonzept auch bei einfachsten Randbedingungen zu ökonomisch vertretbaren und 
zugleich ansprechenden Ergebnissen führen kann. 
 
Seit dieser Arbeit sind inzwischen über 10 Jahre vergangen. An die Stelle der unhandlichen 
Lochstreifen und Lochkarten mit ihrem stark eingeschränkten Zeichenvorrat sind Terminals mit 
Groß- und Kleinschreibung getreten, an einigen Forschungsinstituten - so an der Universität des 
Saarlandes - stehen auch zumindest im Modell anwendbare elektronische Verfahren zur Verfü-
gung, die es ermöglichen, den Computer nicht mehr nur als Sortierinstrument einzusetzen, son-
dern auch seine »Intelligenz« zur Lösung der Fragen zu benutzen, die oben vorgestellt wurden. 
Ein solch »intelligentes« Basissystem stellt das »Saarbrücker Verfahren zur automatischen Text-
analyse« dar. Es ist u.a. funktional darauf ausgerichtet, zu (nahezu) beliebigen deutschsprachigen 
Texten (besser: Sätzen) insbesondere morphologisch, syntaktisch und semantisch differenzierte 
Wörter (Lemmata) zu ermitteln14. Bereits in den 60er Jahren waren unter der Leitung von Hans 
Eggers hierzu verschiedene Forschungen durchgeführt worden15. 
 
Inzwischen liegt eine erste praktisch brauchbare Version des Systems vor, die zu anwendungsori-
entierten Untersuchungen genutzt werden kann. Allerdings wurde es nicht für sinnvoll gehalten, 
diese entwickelten Funktionen gleich an dem »Extremfall« der Belletristik oder Dichtung zu er-
proben. Günstiger erschien es, hierzu Texte der Gebrauchsprosa zugrundezulegen. Die diesbe-
züglichen Arbeiten können dabei auch auf einen größeren praktischen Nutzen ausgerichtet wer-
den, als dies bei der Aufbereitung eines Dichterwerkes normalerweise der Fall ist. 
 
Ein solcher praktischer Nutzen ergibt sich vor allem für den Bereich der (Fach-) Information und 
Dokumentation (IuD). Dabei geht es - grob gesagt - darum, fachlich relevante Dokumente (z.B. 
Zeitschriftenartikel, Urteilstexte, Verordnungen, Protokolle, Patentbeschreibungen) zumindest so 
weit zu erschließen, dass sie über darin vorkommende Begriffe »wiedergefunden« werden kön-
nen. Es handelt sich also um eine Art der »Automatischen Indexierung«. 
 
Da davon auszugehen ist, dass die gespeicherten Datenmengen sehr umfangreich sein und gege-
benenfalls in einer Daten- oder Informationsbank auch heterogene Texte/Dokumente gespeichert 
sein werden, ist letztlich das Problem der Bedeutungsdifferenzierung mitzubehandeln. (Dies 
konnte bei der Auswertung der Werke von G. Trakl noch ausgeklammert werden.) 
 
Das hierzu aufbauend auf dem Saarbrücker System entwickelte Verfahren zur automatischen 
Indexierung (das in seiner modellhaften Ausrichtung auf juristische Dokumentation als For-
schungsprojekt den Namen »JUDO« trägt) umfasst daher alle obengenannten Teilaspekte, also: 
 
• Morphosyntaktische Lemmatisierung  
• Dekomposition 
• Derivation 
• Wortklassenermittlung 
• Semantische Disambiguierung. 
 
In Teilbereichen geht es dabei über die oben genannten Fragestellungen noch hinaus. So werden 
z.B. auch mehrwortige Begriffe (wie z.B. JURISTISCHE PERSON) identifiziert; zwischen den 
vereindeutigten bzw. lexikalisch eindeutigen Elementen werden zudem eine Reihe von semanti-
schen Relationen (Synonyme, Ober/Unterbegriff usf.) hergestellt, die vor allem bei dem späteren 
Retrieval, also dem Auffinden von Belegstellen, nützlich sind; schließlich werden auch im Text 
auftretende syntaktische Relationen (wie Adjektiv-Substantiv, Substantiv und angereihtes Sub-
stantiv) in unmittelbarer Verknüpfung (als sog. Komplexe Deskriptoren) für das Retrieval ver-
fügbar gemacht. 
 
An dieser Stelle soll nur kurz auf die hierbei zugrundegelegte Verfahrensweise eingegangen wer-
den16: 
 
(1)  Ein (Fach-)Text wird nach dem Einlesen über eine normierte Input-Schnittstelle mit ei-
nem morphosyntaktischen Wörterbuch abgeglichen. Dabei werden einer Wortform ver-
schiedene, für die weitere (syntaktische) Analyse nötige Informationen zugeordnet, 
zugleich wird die (mögliche) Grundform ermittelt. Bei Wortzusammensetzungen und De-
rivationen, die nicht in dem allgemeinen morphosyntaktischen Lexikon belegt sind, wird 
eine Dekompositions- bzw. Derivationsanalyse durchgeführt. Auf diese Weise lassen sich 
zugleich alle formalen Schreibfehler ermitteln: Da das zugrundegelegte Wörterbuch zum 
Deutschen inzwischen mehr als 90.000 Grundformen repräsentiert, ist mittlerweile die 
Wahrscheinlichkeit groß, dass es sich bei nicht-identifizierbaren Elementen um Schreib-
fehler handelt (vgl. Abb 3a und 3b). 
(2)  Der Lexikonabgleich aus (1) erbringt die potentiellen Wortklassen und Grundformen. 
Aufgrund einer (satz-)kontext-orientierten maschinellen syntaktischen Analyse werden 
nunmehr in verschiedenen Schritten die relevanten Funktionen ermittelt. Dieses Teilver-
fahren erfüllt die Funktion der Wortklassenermittlung sowie der morphologischen Lem-
matisierung, insofern als die potentiellen Angaben aus dem Lexikon auf die im Kontext 
aktuellen reduziert werden (vgl. Abb. 4). 
(3)  In einem weiteren Schritt werden auf der Grundlage eines semantischen Lexikons, das 
u.a. Regeln zur Ermittlung mehrwortiger (flektierter) Begriffe sowie Merkmale und Re-
geln zur Disambiguierung enthält, derartige Mehrwortausdrücke identifiziert sowie se-
mantische Vereindeutigungen vorgenommen, soweit dies aufgrund des Kontexts (auf 
Satzebene) möglich ist (vgl. Abb. 5). 
(4)  In einem vorläufig letzten Schritt wird versucht, aufgrund von statistischen Angaben 
(Wahrscheinlichkeiten für das Auftreten einer Bedeutung in einem engeren Fachgebiet) 
unter Heranziehung des satzübergreifenden Kontexts und unter Nutzung der in einem 
Fachlexikon aufgeführten semantischen Relationen zwischen Fachbegriffen die Rest-
mehrdeutigkeiten zu vereindeutigen. 
(5)  Den Abschluss bildet ein Verfahren, das die Informationen so aufbereitet, dass sie als De-
skriptoren in eine Datenbank oder als Einträge in ein Register übernommen werden kön-
nen (zur Deskriptorenerstellung vgl. Abb. 6; ein Beispiel für einen Datenbankzugriff 
bringt Abb. 7). 
 
Auch wenn dieses System erst in Modellform entwickelt wurde, zeigte doch die Laboranwen-
dung an einem fachgebietsorientierten Textmaterial von über 100.000 laufenden Textwörtern (im 
Bereich Datenschutz), dass die automatische Texterschließung praktikabel wird. Einfachere Ver-
fahren wie die Erstellung von Wortformenindices, entsprechende Häufigkeitslisten oder KWIC / 
KWOC-Konkordanzen erscheinen den heutigen Möglichkeiten nicht mehr angemessen. Die Ver-
fahren zur Bearbeitung von Textkorpora sind somit in eine Phase getreten, die man durchaus als 
die einer »2. Generation« der Textkorpuserschließung ansprechen kann. Bei jeder Korpus-Arbeit 
sollte man sich daher - sofern nicht ad-hoc eine Verarbeitung kurzfristig nötig erscheint - zu-
nächst darauf besinnen, das »Werkzeug« Computer durch die Entwicklung von Lexika und Re-
geln zur Sprachdatenverarbeitung so weit zu verbessern, dass ähnliche Verfahren verwendet wer-
den können. 
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schen zu einer Serie von Veröffentlichungen geführt. Die Arbeiten dienen vor allem phonologi-
schen Studien. 
9. W. KLEIN, H. ZIMMERMANN: Index zu Georg Trakl. Dichtungen. Frankfurt 1971. 
10. Zur formalen Definition von »Lemma« in diesem erweiterten Sinne vgl. R. DIETRICH: Au-
tomatische Textwörterbücher. Studien zur maschinellen Lemmatisierung verbaler Wortformen 
des Deutschen. (= Linguistische Arbeiten 2, Hrsg. v. H.E. BREKLE et al.) Tübingen 1973, bes. 
S. 1f. Dietrich fußt dabei auf der Definition von H.D. MAAS: Homographie und maschinelle 
Sprachübersetzung. In: Linguistische Arbeiten des Germanistischen Instituts und des Instituts für 
Angewandte Mathematik der Universität des Saarlandes, Nr. 8, Saarbrücken 1969. 
11. Vgl. Anm. 9. Als technische Instrumente wurden herangezogen: Ein Rechner vom Typ Phi-
lips Electrologica X1; ein Rechner CDC 2200 und Lochkarten-Sortiermaschinen. 
12. Da dieses Verfahren - wenn auch hardwaretechnisch inzwischen einige Veränderungen ein-
getreten sind - auch heute noch arbeitsökonomisch interessant erscheint, v.a. in Fällen (bzw. bei 
Sprachen), in denen (noch) keine tiefergehenden automatischen Analyseverfahren vorliegen, 
werden die einzelnen Schritte kurz vorgestellt. 
13. Georg Trakl. Dichtungen und Briefe. Historisch-kritische Ausgabe. Hrsg. W. KILLY und H. 
SZKLENAR. Salzburg 1969 (2 Bde.). In den Index eingegangen sind daraus nur die Dichtungen, 
allerdings die Varianten eingeschlossen. Dies hat v.a. die Häufigkeitszählung beeinflusst, da un-
terschieden wurde zwischen Häufigkeiten einschließlich und ausschließlich der Varianten. Vgl.  
dazu das Vorwort zum Index. 
14. Zur Beschreibung des Verfahrens vgl.: SALEM. Ein Verfahren zur automatischen Lemma-
tisierung deutscher Texte. Hrsg.: Sonderforschungsbereich 100 »Elektronische Sprachfor-
schung«, Projektbereich A. Tübingen 1980. 
15. Als wichtigstes Ergebnis dieser frühen Forschungen ist wohl zu nennen: H. EGGERS et al.: 
Elektronische Syntaxanalyse der deutschen Gegenwartssprache. Tübingen 1969. 
16. Das Verfahren ist beschrieben in: H. H. ZIMMERMANN: Ansätze einer realistischen auto-
matischen Indexierung unter Verwendung linguistischer Verfahren. In: R. KUHLEN (Hrsg.): 
Datenbasen, Datenbanken, Netzwerke. Bd. 1 München 1979, S. 311-338 sowie: ders.: Bürger-
nahe Informationsvermittlung am Beispiel des Modellsystems »Juristische Dokumentanalyse im 
Bereich Datenschutz« (JUDO-DS). In: Österreichische Gesellschaft für Informatik (Hrsg.): In-
formationssysteme für die 80-er Jahre (Fachtagung 1980), Bd. 1, Linz 1980, S. 143-168. 
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