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Abstracts. This paper presents a new numerical implementation of
Koebe’s iterative method for computing the circular map of bounded
and unbounded multiply connected regions of connectivity m. The com-
putational cost of the method is O(mn lnn) where n is the number of
nodes in the discretization of each boundary component. The accu-
racy and efficiency of the presented method are demonstrated by several
numerical examples. These examples include regions with high connec-
tivity, regions whose boundaries are closer together, and regions with
piecewise smooth boundaries.
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1 Introduction
Numerous canonical regions have been considered in the literature for conformal
mapping of multiply connected regions in the extended complex plane C = C∪{∞}.
Thirty-nine canonical slit regions have been catalogued by Koebe [19]. A novel
method for computing the conformal mapping from bounded and unbounded mul-
tiply connected regions onto these thirty-nine canonical regions has been presented
in [25–27, 29]. The method has also been used to compute the conformal mapping
onto the canonical region obtained by removing rectilinear slits from an infinite
strip [30]. The method is based on a uniquely solvable boundary integral equa-
tion with the generalized Neumann kernel. Only the right-hand side of the integral
equation is different from one canonical region to another. A fast method for solv-
ing the integral equation with the generalized Neumann kernel is given in [28, 30].
For multiply connected regions of connectivity m, the method requires O(mn lnn)
operations where n is the number of nodes in the discretization of each boundary
component. The method presented in [26, 30] can be used to map bounded and
unbounded simply connected regions (m = 1) onto the unit disk and the exterior
unit disk, respectively, in O(n lnn) operations.
An important canonical region which has not been considered in [25–27, 29, 30]
is the multiply connected circular region, i.e., a region all of whose boundaries are
circles. The canonical multiply connected circular region is important from physi-
cally and computationally point of view. For example, recently, analytic formulas
for several problems in fluid mechanics are given for multiply connected circular
regions. These analytic formulas are described in terms of the Schottky-Klein prime
1
2function associated with the circular region [2–8]. Circular regions also are an ideal
region for using Fourier series and FFT [1,9, 33,34].
For the canonical multiply connected circular region, the known numerical meth-
ods are only iterative methods [1, 9, 10, 14–18, 21–23, 34, 35, 39]. Koebe’s iterative
method is the first numerical method for computing the conformal mapping from
multiply connected regions on onto the canonical multiply connected circular re-
gion [18]. A convergence proof and the rate of the convergence for Koebe’s can
be found in [10, 16]. Koebe’s iterative method can be used for bounded and un-
bounded multiply connected regions. For bounded regions of connectivity m, each
iteration of Koebe’s method requires computing the conformal mapping from an
unbounded simply connected region onto the exterior unit disk for m − 1 times
and computing the conformal mapping from a bounded simply connected region
onto the unit disk for one time. For unbounded regions of connectivity m, each
iteration of Koebe’s method requires computing the conformal mapping from an
unbounded simply connected region onto the exterior unit disk for m times. The
successive computational region becomes gradually more circular. In the process,
we compute approximate values of the centres and radii of the circles. For numerical
implementations of Koebe’s iterative method, see [14, 21–23, 39]. Other numerical
method for circular regions are Wegmann iterative method [34] and Fornberg-like
iterative method [1,9] which can be used to compute the inverse conformal mapping
form the circular region onto the multiply connected regions. These methods are
based on using trigonometric interpolation and FFT. A comparison between these
two methods is given in [1]. For multiply connected regions of connectivity m, if
n-point trigonometric interpolation is used, the computational cost of these methods
is O((mn)2) [1].
In this paper, based on a boundary integral equation with the generalized Neu-
mann kernel, we present a new numerical implementation of Koebe’s iterative method
for conformally mapping bounded and unbounded multiply connected regions of
connectivity m onto bounded and unbounded canonical multiply connected circular
regions of connectivity m, respectively. The method provide us with the bound-
ary values of the conformal mapping and its derivative. The interior values of the
mapping function are calculated using the Cauchy integral formula. Cauchy inte-
gral formula can be also used to calculate the interior values of the derivative of the
mapping function as well as the interior values of the inverse mapping function. The
computational cost of the method is O(mn lnn) where n is the number of nodes in
the discretization of each boundary component.
The remainder of this paper is organized as follows: the circle map is defined
in Section 2. In Section 3, we present a fast numerical method for computing the
conformal mapping of simply connected regions. This fast method with Koebe’s
iterative methods will be used to compute the circular map of bounded and un-
bounded multiply connected regions in Sections 4 and 5, respectively. In Section 6,
we present eight numerical examples. A short conclusion is given in Section 7.
2 The circular map
Let G be a multiply connected region of connectivity m in the extended complex
plane C = C ∪ {∞}. The region G can be bounded or unbounded. For bounded
G, we assume that α is a fixed point in G. See Figure 1(left). If G is unbounded,
then we assume that ∞ ∈ G and α is a fixed point in the complement of G. See
3Figure 2(left). Let G has the boundary
Γ = ∂G =
m⋃
j=1
Γj
where Γ1, . . . ,Γm are closed smooth Jordan curves. The orientation of Γ is such that
G is always on the left of Γ. The curve Γj is parametrized by a 2pi-periodic twice
continuously differentiable complex function ηj(t) with non-vanishing first derivative
η′j(t) 6= 0 for t ∈ Jj = [0, 2pi]. The total parameter domain J is the disjoint union
of the m intervals J1, . . . , Jm. We define a parametrization of the whole boundary
Γ as the complex function η defined on J by
η(t) =


η1(t), t ∈ J1,
...
ηm(t), t ∈ Jm.
(1)
For bounded G, there exists a conform mapping w = ω(z) from the bounded re-
gion G onto a bounded region Ω which is bounded by m circles (see Figure 2(right)).
The centre of the exterior circle is zm = 0 and the radius is rm = 1, i.e., the external
circle is the unit circle. For the inner circles Cj for j = 1, 2, . . . ,m − 1, the centres
zj and the radii rj are unknown and should be determined. When the conformal
mapping w = ω(z) is normalized by
ω(α) = 0, ω′(α) > 0, (2)
then the conformal mapping ω as well as the circular region Ω are uniquely deter-
mined by the region G [16, 34].
Γ2 C2
Γ1
C1
G α Γm
ω−−−−−−→ Ω O Cm
Γm−1 Cm−1
Figure 1: The original bounded multiply connected region G of connectivity m (left)
and the bounded circular region (right).
For unboundedG, there exists a conform mapping w = ω(z) from the unbounded
region G onto an unbounded circular region Ω which is bounded by m circles. The
centres zj and the radii rj of the circles Cj for j = 1, 2, . . . ,m are unknown and
should be determined. When the conformal mapping w = ω(z) is normalized by the
condition near infinity
ω(z) = z +O
(
1
z
)
, (3)
then the conformal mapping ω as well as the circular region Ω are uniquely deter-
mined by the region G [1, 9, 12,16,34].
4Γ2 C2
Γ1 C1
G
ω−−−−−−→ Ω
Γm
Cm
Figure 2: The original unbounded multiply connected region G of connectivity m
(left) and the unbounded circular region (right).
For both bounded and unbounded G, the region Ω is called a circular region and
the mapping function ω is called the circular map of G [16, p. 488]. The centres
and the radii of the circles are called the parameters of the canonical region Ω.
3 The conformal mapping of simply connected regions
In this section, we shall present a fast numerical method for computing the con-
formal mapping from the bounded simply connected region onto the unit disk (see
Figure 3). The method can also be used for computing the conformal mapping from
the unbounded simply connected region onto the exterior unit disk (see Figure 4).
This method with Koebe’s iterative method will be used in §4 and §5 to compute the
conformal mapping from the bounded and unbounded multiply connected region G
onto the bounded and unbounded multiply connected circular region Ω, respectively.
3.1 The simply connected region
Let S be a simply connected region in the extended complex plane C = C ∪ {∞}.
The region S can be bounded or unbounded. For bounded S, we assume that α
is a fixed point in S (see Figure 3(left)). If S is unbounded, then we assume that
∞ ∈ S and α is a fixed point in the complement of S (see Figure 4(left)). The
boundary L = ∂S is assumed to be a closed smooth Jordan curves. The orientation
of L is such that S is always on the left of L, i.e., L is counterclockwise oriented for
bounded S and clockwise oriented for unbounded S.
S D+
α L
Φ−−−−−−→ O E
Figure 3: The original bounded simply connected region S (left) and the bounded
circular region D+ (right).
5S D−
α L
Ψ−−−−−−→ O E
Figure 4: The original unbounded simply connected region S (left) and the un-
bounded circular region D− (right).
3.2 The generalized Neumann kernel
The curve L is parametrized by a 2pi-periodic twice continuously differentiable com-
plex function ζ(t) with non-vanishing first derivative ζ ′(t) 6= 0 for t ∈ [0, 2pi]. We
define a complex-valued function A on L by
A(t) =
{
ζ(t)− α, if S is bounded,
1, if S is unbounded.
(4)
The generalized Neumann kernel formed with A and ζ is defined by [24,36]
N(s, t) =
1
pi
Im
(
A(s)
A(t)
ζ ′(t)
ζ(t)− ζ(s)
)
. (5)
We define also a kernel
M(s, t) =
1
pi
Re
(
A(s)
A(t)
ζ ′(t)
ζ(t)− ζ(s)
)
. (6)
The kernel N is continuous and the kernelM is singular. Thus, the integral operator
Nµ(s) =
∫ 2pi
0
N(s, t)µ(t)dt, s ∈ [0, 2pi], (7)
is a Fredholm integral operator and the operator
Mµ(s) =
∫ 2pi
0
M(s, t)µ(t)dt, s ∈ [0, 2pi], (8)
is a singular integral operator.
For more details on generalized Neumann kernel, see [24–26,36,37].
3.3 The bounded simply connected region
Let Φ be the conformal mapping from the bounded simply connected region S onto
the unit disk D+. The boundary values of Φ are given by
Φ(ζ(t)) = eiθ(t) (9)
where θ(t) is the boundary correspondence function of the mapping function Φ. The
function θ(t) − t is a 2pi-periodic function and θ′(t) > 0 for all t ∈ [0, 2pi]. By
differentiating both sides of (9) with respect to the parameter t, we obtain
ζ ′(t)Φ′(ζ(t)) = iθ′(t)eiθ(t). (10)
6Hence
ζ ′(t)
Φ′(ζ(t))
Φ(ζ(t))
= iθ′(t). (11)
It is clear from (9) and (10) that determining the functions θ and θ′ provides us
with the boundary values of the mapping function Φ and its derivative Φ′.
With the normalization
Φ(α) = 0, Φ′(α) > 0, (12)
the mapping function Φ is unique. The function w = Φ(z) can be written as
Φ(z) = c(z − α)e(z−α)f(z), (13)
where f is analytic function on S and c = Φ′(α) > 0. Hence
log Φ(z) = ln c+ log(z − α) + (z − α)f(z) (14)
Then, in view of (9), we obtain
iθ(t) = ln c+ log(ζ(t)− α) +A(t)f(ζ(t)). (15)
Hence, the boundary values of the analytic function f are given by
A(t)f(ζ(t)) = γ(t) + h+ i(µ(t) + θ(t)) (16)
where h = − ln c and
γ(t) + iµ(t) = − log(ζ(t)− α). (17)
By differentiating both sides of (14), we obtain
Φ′(z)
Φ(z)
=
1
z − α + f(z) + (z − α)f
′(z). (18)
Then function
F (z) = (z − α)Φ
′(z)
Φ(z)
(19)
is analytic is S and its boundary values are given by
A˜(t)F (ζ(t)) = iθ′(t). (20)
3.4 The unbounded simply connected region
Let Ψ be the mapping function from the unbounded simply connected region S onto
the exterior unit disk D−. The boundary values of Ψ satisfies
Φ(ζ(t)) = e−iθ(t) (21)
where θ(t) is the boundary correspondence function of the mapping function Ψ. The
function θ(t) − t is a 2pi-periodic function and θ′(t) > 0 for all t ∈ [0, 2pi]. By
differentiating both sides of (21) with respect to t, we obtain
ζ ′(t)Ψ′(ζ(t)) = −iθ′(t)e−iθ(t). (22)
Hence
ζ ′(t)
Ψ′(ζ(t))
Ψ(ζ(t))
= −iθ′(t). (23)
7With the normalization
Ψ(∞) = 0, Ψ′(∞) > 0, (24)
the mapping function Ψ is unique. The function w = Ψ(z) can be written as
Ψ(z) = c(z − α)e−f(z), (25)
where f is analytic function on S and c = Ψ′(∞) > 0. Then
log Ψ(z) = ln c+ log(z − α)− f(z). (26)
Then, in view of (21), we obtain
− iθ(t) = ln c+ log(ζ(t)− α)−A(t)f(ζ(t)) (27)
Hence, the boundary values of the function f are given by
A(t)f(ζ(t)) = γ(t) + h+ i(µ(t) + θ(t)) (28)
where h = ln c and
γ(t) + iµ(t) = log(ζ(t)− α). (29)
By differentiating both sides of (26), we obtain
Ψ′(z)
Ψ(z)
=
1
z − α − f
′(z). (30)
Then function
F (z) =
Ψ′(z)
Ψ(z)
(31)
is analytic is S with F (∞) = 0 and its boundary values are given by
A˜(t)F (ζ(t)) = iθ′(t). (32)
3.5 The fast numerical method
For both bounded and unbounded S, in view of (16) and (28), it follows from [25,26]
the the function φ = µ+ θ is the unique solution of the integral equation
(I−N)φ = −Mγ (33)
and the constant h is given by
h = [(I −N)γ −Mφ]/2, (34)
where the functions γ and µ are given by (17) for bounded S and by (29) for
unbounded S. Thus the boundary correspondence function θ is given by
θ = φ− µ.
In this paper, we solve the equation (33) by the fast method presented in [28,
30]. The numerical method is based on strict discretization of the integrals in (33)
and (34) by the trapezoidal rule with the n equidistant collocation points
ti = (i− 1)2pi
n
, i = 1, 2, . . . , n, (35)
8for a given even positive integer n. For 2pi-periodic function γ(t), the trapezoidal rule
approximate the integral I =
∫ 2pi
0 γ(t)dt by In =
2pi
n
∑n
i=1 γ(ti). If the function γ(t)
is k times continuously differentiable, then the rate of convergence of the trapezoidal
rule is O(1/nk). For analytic γ(t), the rate of convergence is better than O(1/nk)
for any positive integer k [20, p. 83].
Discretizing the integral equation (33) yields an n × n linear system which is
solved in O(n lnn) operations by a combination of the GMRES method and the
FMM [28, 30]. The GMRES method converges significantly faster since the eigen-
values of the discretizing matrix are clustered around 1. In fact, since S is a simply
connected region and the function A is defined by (4), the generalized Neumann
kernel N has only real eigenvalues in the interval [−1, 1) where −1 is a simple
eigenvalue [32]. Thus, the discretizing matrix of the integral equation (33) has only
real eigenvalues on the interval (0, 2] with 2 as a simple eigenvalue and the other
eigenvalues are clustered around 1 [31, 32]. For nearly circular region S, the eigen-
values become much clustered around 1. When L is the unit circle, the generalized
Neumann kernel becomes
N(s, t) = − 1
2pi
which has only the eigenvalues 0 and −1. Thus the discretizing matrix of the integral
equation (33) has only two eigenvalues 2 and 1 where 2 is a simple eigenvalue and
1 has the algebraic multiplicity n− 1.
Solving the integral equation with generalized Neumann kernel (33) using the
fast method presented in [28] does not require the second derivative η′′(t) of the
parametrization of the boundary. Thus, in view of (9), (11), (21), and (23), suc-
cessive application of the fast method, requires calculating the values of the bound-
ary correspondence function θ(t) and its first derivative θ′(t) at the points (35).
Thus, by calculating the values of the boundary correspondence function θ(t) at the
points (35), we shall represent the 2pi-periodic function θ(t) − t on [0, 2pi] by the
interpolating trigonometric polynomial of degree n/2
θ(t)− t = a0 +
n/2∑
j=1
aj cos jt+
n/2−1∑
j=1
bj sin jt, (36)
that interpolate θ(t)− t at the n equidistant points (35) (see [35, p. 364]). The co-
efficients a0, a1, . . . , an, b1, . . . , bn are calculated by the FFT in O(n lnn) operations.
Then the function θ′(t) − 1 is approximated by the trigonometric polynomials of
degree n/2
θ′(t)− 1 = a′0 +
n/2∑
j=1
a′j cos jt+
n/2−1∑
j=1
b′j sin jt, (37)
where
a′0 = a
′
n = 0, a
′
j = jbj , b
′
j = −jaj , j = 1, 2, . . . , n − 1.
The values of the function θ′(t) at the n points (35) are calculated by the FFT.
For bounded region S, by obtaining the functions θ and θ′, we obtain the bound-
ary values of the mapping function Φ and its derivative Φ′. The functions Φ and
Φ′ are analytic in S. Hence the values of the functions Φ(z) and Φ′(z) for interior
points z ∈ S can be computed by the Cauchy integral formula
Φ(z) =
1
2pii
∫
L
Φ(ζ)
ζ − z dζ, (38)
Φ′(z) =
1
2pii
∫
L
Φ′(ζ)
ζ − z dζ. (39)
9For unbounded region S, obtaining the functions θ and θ′ yields the boundary
values of the mapping function Ψ and its derivative Ψ′. The functions Ψ(z)z−α and
Ψ′(z) are analytic in S and have the same value c = eh at ∞ where the constant h
is given by (34). By the Cauchy integral formula, the values of the functions Ψ(z)
and Ψ′(z) for interior points z ∈ S can be computed by [11, p. 2]
Ψ(z) = −c(z − α) + z − α
2pii
∫
L
Ψ(ζ)
ζ − α
1
ζ − z dζ, (40)
Ψ′(z) = −c+ 1
2pii
∫
L
Ψ′(ζ)
ζ − z dζ. (41)
For the computational cost of the numerical method, computing the right-hand
side of the integral equation (33), requires two FMMs and three FFTs, each iteration
of the GMRES method requires one FMM, computing the function h in (34) requires
two FMMs and three FFTs, and computing the function θ′ requires two FFTs. Thus,
the method requires four FMMs, eight FFTs, and one FMM for each iteration of
the GMRES method. Since one application of the FMM requires O(n) operations
and one application of the FFT requires O(n lnn) operations, the complexity of the
method is O(n lnn) operations.
4 Koebe’s iterative method for bounded multiply con-
nected regions
In this section, based on the results of the previous section, a numerical implemen-
tation of Koebe’s iterative method for computing the conformal mapping w = ω(z)
from the bounded multiply connected region G onto the bounded circular region Ω
(see Figure 1) will be describe. We present a method for computing the boundary
values of the mapping function
ξ(t) = ω(η(t)), t ∈ J,
the boundary values of its derivative
ξ′(t) = η′(t)ω′(η(t)), t ∈ J,
and the parameters zj , rj , j = 1, 2, . . . ,m− 1, of the canonical region Ω where η(t),
given by (1), is the parametrization of the boundary Γ of G.
4.1 Initializations
At the beginning, we set
C0,0i = Γi for i = 1, 2, . . . ,m.
The curve C0,0i is parametrized by ξ
0,0
i (t) which is defined by
ξ0,0i (t) = ηi(t), t ∈ Ji, i = 1, 2, . . . ,m.
Hence
d
dt
ξ0,0i (t) = η
′
i(t), t ∈ Ji, i = 1, 2, . . . ,m.
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We Assume also that z0,0i is a fix point inside C
0,0
i for i = 1, . . . ,m− 1 and z0,0m = α.
Hence, initial values of the boundary values of the mapping function are given by
ω0(η(t)) =


ξ0,01 (t), t ∈ J1,
...
ξ0,0m (t), t ∈ Jm.
4.2 Iterations
For k = 1, 2, 3, . . ., where k denotes the iteration number, we repeat the following
three steps:
4.2.1 Step I: The internal curves
For j = 1, 2, . . . ,m− 1, let Ψk,j be the conformal mapping from the exterior region
of the curve Ck−1,j−1j onto the exterior unit disk. Then
Ck−1,jj = Ψk,j(C
k−1,j−1
j )
is the unit circle. The curve Ck−1,jj is parametrized by ξ
k−1,j
j (t) which is defined as
the boundary values of the conformal mapping Ψk,j, i.e.,
ξk−1,jj (t) = Ψk,j(ξ
k−1,j−1
j (t)), t ∈ Jj.
The derivative of the function ξk−1,jj (t) can be computed from the boundary values
of the derivative of the mapping function Ψk,j as follows
d
dt
ξk−1,jj (t) = Ψ
′
k,j(ξ
k−1,j−1
j (t))
d
dt
ξk−1,j−1j (t), t ∈ Jj .
The boundary values of the mapping function Ψk,j and its derivative Ψ
′
k,j can be
computed using the fast method presented in §3.5.
The smooth Jordan curves Ck−1,j−1i , i = 1, 2, . . . ,m, i 6= j, are external to the
curve Ck−1,j−1j . Thus, the function Ψk,j maps the curves C
k−1,j−1
i onto smooth
Jordan curves
Ck−1,ji = Ψk,j(C
k−1,j−1
i ), i = 1, 2, . . . ,m, i 6= j,
external to Ck−1,jj . For i = 1, 2, . . . ,m such that i 6= j, the curve Ck−1,ji is
parametrized by
ξk−1,ji (t) = Ψk,j(ξ
k−1,j−1
i (t)), t ∈ Ji.
The derivative of the function ξk−1,ji (t) can be computed from the boundary values
of the derivative of the mapping function Ψk,j. Since ξ
k−1,j−1
i (t), t ∈ Ji, are in
the exterior region of Ck−1,j−1j , then the values of the function Ψk,j and its first
derivative at the points ξk−1,j−1i (t), i.e., Ψk,j(ξ
k−1,j−1
i (t)) and Ψ
′
k,j(ξ
k−1,j−1
i (t)), can
be computed using the Cauchy integral formula as explained in (40) and (41).
Finally, we set
zk−1,jj = 0.
For i = 1, 2, . . . ,m, i 6= j, the point zk−1,j−1i inside the curve Ck−1,j−1i in the
exterior region of the curve Ck−1,j−1j will be mapped by the function Ψk,j into a
11
point Ψk,j
(
zk−1,j−1i
)
inside the curve Ck−1,ji in the exterior of the circle C
k−1,j
j . The
values of the function Ψk,j at the points z
k−1,j−1
i can be computed by the Cauchy
integral formula. We define
zk−1,ji = Ψk,j
(
zk−1,j−1i
)
, i = 1, 2, . . . ,m, i 6= j.
4.2.2 Step II: The external curve
Let Φk be the conformal mapping from the interior region of the curve C
k−1,m−1
m
onto the unit disk. Then
Ck−1,mm = Φk(C
k−1,m−1
m )
is the unit circle. The curve Ck−1,mm is parametrized by ξ
k−1,m
m (t) which is defined
as the boundary values of the conformal mapping Φk, i.e.,
ξk−1,mm (t) = Φk(ξ
k−1,m−1
m (t)), t ∈ Jm.
The derivative of the function ξk−1,mm (t) can be computed from the boundary values
of the derivative of the mapping function Φk. The boundary values of the mapping
function Φk and its derivative Φ
′
k can be computed using the fast method presented
in §3.5.
The smooth Jordan curves Ck−1,m−1i , i = 1, 2, . . . ,m − 1, are internal to the
curve Ck−1,m−1m . Thus, the function Φk maps the curves C
k−1,m−1
i onto smooth
Jordan curves
Ck−1,mi = Φk(C
k−1,m−1
i ), i = 1, 2, . . . ,m− 1,
internal to Ck−1,mm . For i = 1, 2, . . . ,m− 1, the curve Ck−1,mi is parametrized by
ξk−1,mi (t) = Φk(ξ
k−1,m−1
i (t)).
The derivative of the function ξk−1,mm+1 (t) can be computed from the boundary
values of the derivative of the mapping function Φk. Since ξ
k−1,m−1
i (t), t ∈ Ji,
i = 1, 2, . . . ,m − 1, are in the interior region of Ck−1,m−1m , then the values of the
function Φk and its derivative at the points ξ
k−1,m−1
i (t), i.e., Φk(ξ
k−1,m−1
i (t)) and
Φ′k(ξ
k−1,m−1
i (t)), can be computed using the Cauchy integral formula as explained
in (38) and (39).
Then, we set
zk−1,mm = 0.
For i = 1, 2, . . . ,m − 1, the point zk−1,m−1i inside the curve Ck−1,m−1i in the in-
terior region of the curve Ck−1,m−1m are mapped by the function Φk into a point
Φk
(
zk−1,m−1i
)
inside the curve Ck−1,mi in the interior of the circle C
k−1,m
j . We
define
zk−1,mi = Φk
(
zk−1,m−1i
)
, i = 1, 2, . . . ,m− 1,
where Φk
(
zk−1,m−1i
)
are computed by the Cauchy integral formula.
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4.2.3 Step III: Update and conditions of convergence
Let w = ωk(z) be the approximate mapping function obtained in the kth iteration.
Then the boundary values of ωk are given by
ωk(η(t)) =


ξk−1,m1 (t), t ∈ J1,
...
ξk−1,mm (t), t ∈ Jm.
(42)
Then the boundary values of the derivative ddzω
k(z) can be computed by differentiate
both sides of (42).
By obtaining the boundary values of ωk, we test the convergence of the method.
We stop the iteration if
‖ωk − ωk−1‖∞ < ε or k > Max, (43)
where ε is a given tolerance andMax is the maximum number of iterations allowed.
If the condition (43) is not satisfied, we set
Ck,0i = C
k−1,m
i , i = 1, . . . ,m.
For i = 1, 2, . . . ,m, the curve Ck,0i is parametrized by
ξk,0i (t) = ξ
k−1,m
i (t).
Then, we set k = k + 1 and repeat Steps I–III.
4.3 The interior values
If the method converges, then we consider also the boundary values of the approx-
imate mapping function ωk in (42) as an approximation of the boundary values of
the mapping function ω, i.e., we set
ξ(t) = ω(η(t)) = ωk(η(t)), t ∈ J. (44)
We consider the bounded multiply connected region bounded by the circles Ck−1,m1 ,
. . . , Ck−1,mm , as the canonical region Ω. The boundaries of Ω are then given by
Ci = C
k−1,m
i , i = 1, . . . ,m,m.
The centre zi and the radius Ri of the circle Ci are approximated by
zi = z
k−1,m
i , ri =
∑n
j=1
∣∣∣ξk−1,mi (tj)− zk−1,mi
∣∣∣
n
, i = 1, . . . ,m.
The boundary C = ∪mi=1Ci is parametrized by the function ξ(t).
Since ω is analytic in the region G, thus once we obtain its boundary values
from (42), we can compute the values of w = ω(z) at interior points z ∈ G using
the Cauchy integral formula,
w = ω(z) =
1
2pii
∫
J
ω(η(t))
η(t)− z η
′(t)dt.
Since the derivative of ξ(t) is known, we can find the boundary values of the deriva-
tive of the function ω by differentiation both sides of (44) with respect to t. Hence,
we can also use the Cauchy integral formula to find the values of ω′(z) for interior
points z ∈ G.
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4.4 The inverse conformal mapping
The inverse mapping function ω−1 is analytic in the circular region Ω. Since the
boundary C is paramterized by ξ(t), t ∈ J , the values of z = ω−1(w) at interior
points w ∈ Ω can be computed using the Cauchy integral formula
z = ω−1(w) =
1
2pii
∫
C
ω−1(ξ)
ξ − w dξ =
1
2pii
∫
J
ω−1(ξ(t))
ξ(t)− w ξ
′(t)dt, (45)
where ω−1(ξ(t)) = η(t) and ξ′(t) = ω′(η(t))η′(t).
5 Koebe’s iterative method for unbounded multiply con-
nected regions
Based on the results of §3, this section presents a numerical implementation of
Koebe’s iterative method for computing the conformal mapping w = ω(z) from the
unbounded multiply connected region G onto the unbounded circular region Ω (see
Figure 2). We present a method for computing the boundary values of the mapping
function
ξ(t) = ω(η(t)), t ∈ J,
the boundary values of its derivative
ξ′(t) = η′(t)ω′(η(t)), t ∈ J,
and the parameters zj , rj , j = 1, 2, . . . ,m, of the canonical region Ω.
The details are similar to the bounded case presented in the previous section.
5.1 Initializations
At the beginning, we set
C0,0i = Γi for i = 1, 2, . . . ,m.
The curve C0,0i is parametrized by ξ
0,0
i (t) where
ξ0,0i (t) = ηi(t),
d
dt
ξ0,0i (t) = η
′
i(t), t ∈ Ji, i = 1, 2, . . . ,m.
We Assume also that z0,0i is a fix point inside C
0,0
i for i = 1, . . . ,m. Thus, initial
values of the boundary values of the mapping function are given by
ω0(η(t)) =


ξ0,01 (t), t ∈ J1,
...
ξ0,0m (t), t ∈ Jm.
5.2 Iterations
For k = 1, 2, 3, . . ., where k denotes the iteration number, we shall repeat the fol-
lowing three steps:
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5.2.1 Step I: The curves
For j = 1, 2, . . . ,m, let Ψk,j be the conformal mapping from the exterior region of
the curve Ck−1,j−1j onto the exterior unit disk. Then
Ck−1,jj = Ψk,j(C
k−1,j−1
j )
is the unit circle. The curve Ck−1,jj is parametrized by
ξk−1,jj (t) = Ψk,j(ξ
k−1,j−1
j (t)), t ∈ Jj.
The smooth Jordan curves Ck−1,j−1i , i = 1, 2, . . . ,m, i 6= j, are external to the
curve Ck−1,j−1j . Thus, the function Ψk,j maps the curves C
k−1,j−1
i onto smooth
Jordan curves
Ck−1,ji = Ψk,j(C
k−1,j−1
i ), i = 1, 2, . . . ,m, i 6= j,
external to Ck−1,jj . The curve C
k−1,j
i is parametrized by
ξk−1,ji (t) = Ψk,j(ξ
k−1,j−1
i (t)), t ∈ Ji, i = 1, 2, . . . ,m, i 6= j.
The derivative of the function ξk−1,ji (t), i = 1, 2, . . . ,m, can be computed from the
boundary values of the derivative of the mapping function Ψk,j.
Finally, we set
zk−1,jj = 0.
For i = 1, 2, . . . ,m, i 6= j, the point zk−1,j−1i inside the curve Ck−1,j−1i in the exterior
region of the curve Ck−1,j−1j will be mapped by the function Ψk,j into a point
zk−1,ji = Ψk,j
(
zk−1,j−1i
)
, i = 1, 2, . . . ,m, i 6= j,
inside the curve Ck−1,ji in the exterior of the circle C
k−1,j
j .
5.2.2 Step II: Normalization
After computing ξk−1,mi (t), t ∈ Ji, for i = 1, . . . ,m, then the function ωˆk with the
boundary values
ωˆk(η(t)) =


ξk−1,m1 (t), t ∈ J1,
...
ξk−1,mm (t), t ∈ Jm,
(46)
is the conformal mapping from the region G onto the exterior region of the curves
Ck−1,mi , i = 1, . . . ,m. However, the function ωˆ
k does not satisfies the normaliza-
tion (3). The function ωˆk has the expansion near ∞,
ωˆk(z) = bz + c0 + c1z
−1 + c2z
−2 + · · ·
with positive real constant b. Since α is in the exterior of G, then the constants b
and c0 can be computed by [11, p. 2]
b = − 1
2pii
∫
Γ
ωˆk(η)
η − α
dη
η − α,
c0 = − 1
2pii
∫
Γ
[ωˆk(η)− aη] dη
η − α.
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Define a function ψk by
ψk(z) =
z − c0
b
.
Then the function ωk defined by
ωk(η(t)) = ψk ◦ ωˆk (47)
is the conformal mapping from the region G onto the exterior region of the curves
Ck−1,m+1i = ψ
k(Ck−1,mi ), i = 1, . . . ,m,
and satisfies the normalization (3). The curve Ck−1,m+1i is parametrized by
ξk−1,m+1i (t) = ψ
k(ξk−1,mi (t)), i = 1, . . . ,m.
Then, we set
zk−1,m+1i = ψ
k(zk−1,mi ), i = 1, . . . ,m.
5.2.3 Step III: Update and conditions of convergence
The boundary values of the approximate mapping function w = ωk(z) are given
by (47) and the boundary values of the derivative ddzω
k(z) can be computed from (47)
and (46). We stop the iteration if
‖ωk − ωk−1‖∞ < ε or k > Max, (48)
where ε is a given tolerance andMax is the maximum number of iterations allowed.
If the condition (43) is not satisfied, we set
Ck,0i = C
k−1,m+1
i , i = 1, . . . ,m.
For i = 1, 2, . . . ,m, the curve Ck,0i is parametrized by
ξk,0i (t) = ξ
k−1,m+1
i (t).
Then, we set k = k + 1 and repeat Steps I–III.
5.3 The interior values
If the method converges, then we consider the bounded multiply connected region
bounded by the circles Ck−1,m+11 , . . . , C
k−1,m+1
m , as the canonical region Ω. The
boundaries of Ω are then given by
Ci = C
k−1,m+1
i , i = 1, . . . ,m.
The centre zi and the radius Ri of the circle Ci are approximated by
zi = z
k−1,m+1
i , Ri =
∑n
j=1
∣∣∣ξk−1,m+1i (tj)− zk−1,m+1i
∣∣∣
n
, i = 1, . . . ,m.
We consider also the boundary values of the approximate mapping function ωk
in (47) as an approximation of the boundary values of the mapping function ω, i.e.,
we have
ξ(t) = ω(η(t)) = ωk(η(t)), t ∈ J. (49)
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The function ξ(t) is the parametrization of the boundary C.
Since ω is analytic in the region G with the normalization (3) and α is in the
exterior ofG, the function ω(z)−zz−α is analytic inG and its value at∞ equals to 1. Thus
once we obtain its boundary values from (47) and (49), we can compute the values
of w = ω(z) at interior points z ∈ G using the Cauchy integral formula [11, p. 2]
ω(z) = −(z − α) + (z − α) 1
2pii
∫
J
ω(η(t))
η(t)− α
1
η(t)− z η
′(t)dt. (50)
Since ω is analytic in the region G with the normalization (3), the function ω′ is
analytic in G with ω′(∞) = 1. In view of (49), the boundary values of the derivative
of the function ω can be obtained by differentiation both sides of (47) and (46).
Thus, we can compute the values of ω′(z) at interior points z ∈ G using the Cauchy
integral formula [11, p. 2]
ω′(z) = −1 + 1
2pii
∫
J
ω′(η(t))
η(t)− z η
′(t)dt. (51)
5.4 The inverse conformal mapping
The inverse mapping function ω−1 is analytic in the circular region Ω with a simple
pole at∞. The normalization (3) implies that the inverse function ω−1 satisfies [38]
lim
w→∞
ω−1(w)
w
= 1. (52)
Let αˆ is a fixed point inside C1 in the exterior of Ω, then function
ω−1(w)−w
w−αˆ is
analytic in Ω and its value at ∞ equals to 1. Thus, by the Cauchy integral formula,
we can compute the values of z = ω−1(w) at interior points w ∈ Ω using [11, p. 2]
z = ω−1(w) = −(w − αˆ) + (w − αˆ) 1
2pii
∫
J
ω−1(ξ(t))
ξ(t)− αˆ
1
ξ(t)− wξ
′(t)dt, (53)
where ξ′(t) = ω′(η(t))η′(t) and, in view of (49),
ω−1(ξ(t)) = η(t), t ∈ J.
6 Numerical examples
We consider 8 numerical examples. In the first two examples, we consider examples
with known solutions. In Examples 3 and 4, we consider examples from [34,35]. A
region which boundaries are closer together is given in Example 5. In Examples 6
and 7, we consider regions with high connectivity. Finally, we consider a region with
piecewise smooth boundaries in Example 8. We presents the discrete errors only for
the Examples 1 and 2 since the exact maps are known. For these two examples,
as in [1], we compute the maximum numerical errors Eω,n, Ez,n, and ER,n for the
boundary values of the mapping function, the centres, and the radii, respectively.
For the remaining examples, the exact maps are unknowns.
For function zfmm2dpart, we assume that iprec = 5 which means that the toler-
ance of the FMM is 0.5× 10−15. For the function gmres, we choose the parameters
restart = 10, gmrestol = 0.5 × 10−14, and maxit = 10, which means that the
GMRES method is restarted every 10 inner iterations, the tolerance of the GMRES
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method is 0.5 × 10−14, and the maximum number of outer iterations of GMRES
method is 10. See [28,30] for more details. For Koebe’s iterations, we iterate until
‖ωk − ωk−1‖∞ < 0.5× 10−13.
The method converges after few iterations when the boundaries are well separated.
The number of iterations increases if the boundaries are closer together.
For the direct mapping w = ω(z), we plot images of horizontal and vertical lines
from the z-plane. For the inverse mapping z = ω−1(w), we plot images of radial
lines and circles from the w-plane. The values of the mapping function ω(z) for
interior points z ∈ G and the values of the inverse mapping function ω−1(w) for
interior points w ∈ Ω are computed using the Cauchy integral formula. A fast and
accurate method for computing the Cauchy integral formula for interior points is
given in [28,30].
Example 1. In this example, we consider an example with known exact mapping
function (see Figure 5). The mapping function (see [13, p. 1279])
ω(z) =
z − a
1− az (54)
maps the region G between two concentric circles with centres 0, and radii R, 1,
in the z-plane onto a bounded doubly connected region Ω between two circles with
centres −0.5, 0, and radii 0.25, 1, in the w-plane where
a =
16
19 +
√
105
, R =
8
13 +
√
105
.
Table 1 shows the error Eω,n, EZ,n, and ER,n for various values of n. The
original region G and its image are shown in Figure 5. In Figure 6, we show the
canonical region Ω and its inverse image. The successive error ‖ωk − ωk−1‖∞ vs.
the number of iteration k for k = 1, 2, . . . , 20 is shown in Figure 7. The successive
error is less than 10−14 after only 2 iterations. For the first 20 iterations, the CPU
time (seconds) and the number of GMRES iterations for each of the boundaries Γ1
and Γ2 vs. the number of iteration k are shown in Figure 7. The largest eigenvalue
λ1, the second largest eigenvalue λ2, and the smallest eigenvalue λn for each of the
boundaries Γ1 and Γ2 are shown in Figure 7. The other n − 3 eigenvalues are in
the interval [λn, λ2]. When k increases, λ1 ≈ 2 and λn ≈ λ2 ≈ 1. Thus, the other
eigenvalues are also approximately equal to 1. Figure 7 shows also the condition
number of the coefficient matrices of the linear systems for each of the boundaries
Γ1 and Γ2. The condition number becomes constant when k increases.
Table 1: Discretization errors for Example 1.n Eω,n EZ,n ER,n
16 1.5(−02) 2.8(−03) 1.9(−03)
32 7.5(−06) 3.4(−07) 2.3(−07)
64 1.9(−10) 7.4(−16) 4.2(−16)
128 3.3(−15) 3.6(−16) 5.3(−16)
256 3.7(−15) 5.0(−16) 1.4(−16)
Example 2. In this example, we consider an example with known exact mapping
function from [1]. The inverse mapping function z = ω−1(w) maps the region Ω
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Figure 5: The original region G for Example 1 (left) and its image obtained with
n = 128 (right).
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Figure 6: The circular region Ω for Example 1 (left) and its inverse image obtained
with n = 128 (right).
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Figure 7: Numerical results for Example 1 obtained with n = 128. First row: the
successive iteration errors (left), the CPU time in seconds (middle), the number of
GMRES iterations (right). Second row: the eigenvalues λ1, λ2, λn for the coefficient
matrix of the linear system on Γ1 (left) and Γ2 (middle), the condition number of
the coefficient matrices (right).
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Figure 8: The original region G for Example 2 (left) and its image obtained with
n = 128 (right).
exterior to two circles with centres 0, 2.5 and radii 1, 0.5 in the w-plane onto an
unbounded doubly connected region G exterior to curves Γ1, Γ2 in the z-plane is
given by
ω−1(w) = f5(f4(f3(f2(f1(w))))), (55)
where
f1(w) =
w − a
aw − 1 , f2(w) = βw, f3(w) = w +
1
w
, f4(w) =
β
β2 + 1
w,
and
a =
7 + 2
√
6
5
, β = 30.
The function f5 is given by
f5(w) =
C1w + C2
w + C3
,
where
C1 =
a4 − β2
a(a2 − β2) , C2 = −
3a2β2 + a2 − β4 − 3β2
a2β2 + a2 − β2 − β4 , C3 =
a2 + β2
a(β2 + 1)
.
The exact mapping function w = ω(z), which is the inverse of the function ω−1
in (55), satisfies the normalization (3). The numerical results are shown in Table 2
and Figures 8–10.
Numerical computing of the inverse mapping function ω−1 for this example using
Wegmann’s and Fornberg’s methods has been given [1]. It is clear from Tabel 2 and
from [1, Tables 1–4], the accuracy of our method is almost the same as the accuracy
of Wegmann’s and Fornberg’s methods although our method is used for computing
ω and Wegmann’s and Fornberg’s methods are used for computing ω−1.
Table 2: Discretization errors for Example 2.
n Eω,n EZ,n ER,n
16 5.5(−07) 3.6(−07) 5.7(−09)
32 3.0(−11) 8.0(−13) 4.7(−14)
64 1.2(−13) 7.1(−14) 5.0(−14)
128 1.2(−13) 7.3(−14) 4.6(−14)
256 1.2(−13) 6.7(−16) 5.2(−16)
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Figure 9: The circular region Ω for Example 2 (left) and its inverse image obtained
with n = 128 (right).
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Figure 10: The same as in the Figure 7, but for Example 2.
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Figure 11: The original region G for Example 3 (left) and its image obtained with
n = 128 (right).
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Figure 12: The circular region Ω for Example 3 (left) and its inverse image obtained
with n = 128 (right).
Example 3. In this example, we calculate the mapping function w = ω(z) that
maps the region G bounded by three ellipse in z-plane onto a bounded multiply
connected circular region Ω in the w-plane. The same example has been considered
in [35, Example 19] for computing ω−1 but with different normalization. The inner
ellipses Γ1 and Γ2 are parametrized by
Γ1 : η1(t) = −0.1 + 0.5i + 0.3 cos t− 0.2i sin t,
Γ2 : η2(t) = +0.1− 0.3i + 0.2 cos t− 0.4i sin t,
for 0 ≤ t ≤ 2pi. The external boundary Γ3 is the inverted ellipse parametrized by
Γ3 : η3(t) =
√
1− (1− p2) cos2 t eit, p = 0.5.
The numerical results are shown in Figures 11–13.
Example 4. In this example, we calculate the mapping function w = ω(z) maps
the unbounded region G exterior to four ellipse in z-plane onto an unbounded mul-
tiply connected circular region Ω in the w-plane. This example has been considered
in [34, Example 2] for computing ω−1. The boundaries are parametrized by
Γ1 : η1(t) = 1.5 + cos t− 0.8i sin t,
Γ2 : η2(t) = 1.2i + 0.8 cos t− 0.6i sin t,
Γ3 : η3(t) = −1.5 + 0.5 cos t− 0.8i sin t,
Γ4 : η4(t) = −1.5i + cos t− 0.8i sin t, 0 ≤ t ≤ 2pi.
The numerical results are shown in Figures 14–16.
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Figure 13: Numerical results for Example 3 obtained with n = 128. First row: the
successive iteration errors (left), the CPU time in seconds (middle), the number of
GMRES iterations (right). Second row: the eigenvalues λ1, λ2, λn for the coefficient
matrix of the linear system on Γ1 (left), Γ2 (middle), and Γ3 (right). Third row:
The condition number of the coefficient matrices.
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Figure 14: The original region G for Example 4 (left) and its image obtained with
n = 128 (right).
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Figure 15: The circular region Ω for Example 4 (left) and its inverse image obtained
with n = 128 (right).
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Figure 16: The successive iteration errors (left) and the CPU time in seconds (right)
obtained for Example 4 with n = 128.
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Figure 17: The original region G for Example 5 (left) and its image obtained with
n = 128 (right).
Example 5. In this example, we make the ellipses in the Example 4 much thinner
and closer together. The boundaries are parametrized by
Γ1 : η1(t) = 0.7− 0.20i + 2 cos t− 0.5i sin t,
Γ2 : η2(t) = 0.55i + 1.35 cos t− 0.2i sin t,
Γ3 : η3(t) = −1.5 + 0.15 cos t− 0.75i sin t,
Γ4 : η4(t) = −0.95i + 2 cos t− 0.2i sin t,
for 0 ≤ t ≤ 2pi. The numerical results are shown in Figures 17–19.
Example 6. In this example, we compute the conformal mapping from bounded
multiply connected region of connectivity 100 bounded by 100 ellipses. The numer-
ical results are shown in Figures 20–22.
Example 7. In this example, we compute the conformal mapping from an un-
bounded multiply connected region of connectivity 103 bounded by 103 ellipses.
The numerical results are shown in Figures 23–25.
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Figure 18: The circular region Ω for Example 5 (left) and its inverse image obtained
with n = 128 (right).
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Figure 19: The successive iteration errors (left) and the CPU time in seconds (right)
obtained for Example 5 with n = 128.
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Figure 20: The original region G for Example 6 (left) and its image obtained with
n = 512 (right).
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Figure 21: The circular region Ω for Example 6 (left) and its inverse image obtained
with n = 512 (right).
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Figure 22: Numerical results of Example 6 obtained with n = 512. The successive
iteration errors (left), the CPU time in seconds (middle), and the number of GMRES
iterations for each boundary Γj, j = 1, 2, . . . , 100, for several iterations of Koebe’s
iterative method (right).
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Figure 23: The original region G for Example 7 (left) and its image obtained with
n = 256 (right).
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Figure 24: The circular region Ω for Example 7 (left) and its inverse image obtained
with n = 256 (right).
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Figure 25: Numerical results of Example 7 obtained with n = 256. The successive
iteration errors (left), the CPU time in seconds (middle), and the number of GMRES
iterations for each boundary Γj, j = 1, 2, . . . , 103, for several iterations of Koebe’s
iterative method (right).
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Figure 26: The original region G for Example 8 (left) and its image obtained with
n = 1024 (right).
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Figure 27: The circular region Ω for Example 8 (left) and its inverse image obtained
with n = 1024 (right).
Example 8. In this example, we compute the conformal mapping from a bounded
multiply connected region of connectivity 45. The boundaries Γ1, . . . ,Γ14 are circles,
the boundaries Γ15, . . . ,Γ23 are piecewise smooth curves with one corner, the bound-
aries Γ24, . . . ,Γ32 are piecewise smooth curves with two corners, and the boundaries
Γ33, . . . ,Γ45 are piecewise smooth curves with four corners. For this example, we dis-
cretize the integral equation by the trapezoidal rule with a graded mesh with grading
parameter p = 3 (see [28]). The numerical results are shown in Figures 26–28.
7 Conclusions
Koebe’s iterative method is a classical method for computing the conformal map-
ping of multiply connected regions onto circular regions. The method goes back
to 1910 [18]. However, the implementation of the method was not simple. It was
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Figure 28: Numerical results of Example 8 obtained with n = 1024. The successive
iteration errors (left), the CPU time in seconds (middle), and the number of GMRES
iterations for each boundary Γj, j = 1, 2, . . . , 45, for several iterations of Koebe’s
iterative method (right).
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stated in [21] that “The coding complexity and the running inefficiency prevent it
from broad practical applications”. This paper presented a fast, an efficient, and easy
to program numerical implementation of Koebe’s iterative method to compute the
circular map from bounded and bounded multiply connected regions of finite con-
nectivity m. The computational cost of the presented method is O(mn lnn) where
n is the number of nodes in the discretization of each boundary component. How-
ever, the constant in the computational cost O(mn lnn) of the presented method is
large compare to the constant in the computational cost O(mn lnn) for the method
presented in [25–27,29,30] for computing the conformal mapping onto canonical slit
regions. This is because the computational cost of each iteration of Koebe’s method
is O(mn lnn).
The presented method can be used to compute the conformal mapping, its deriva-
tive, and its inverse. Thus, the presented method will be useful particularly for fluid
problems which requires determining the conformal mapping and its derivative (see
e.g., [2, 6, 8]).
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