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Abstract
This report describes our submission to the VoxCeleb Speaker
Recognition Challenge (VoxSRC) at Interspeech 2020. We per-
form a careful analysis of speaker recognition models based on
the popular ResNet architecture, and train a number of variants
using a range of loss functions. Our results show significant im-
provements over most existing works without the use of model
ensemble or post-processing. We release the training code and
pre-trained models as unofficial baselines for this year’s chal-
lenge.
Index Terms: speaker verification, speaker recognition.
1. Introduction
The VoxCeleb Speaker Recognition Challenge 2020 is second
installment of the new series of speaker recognition challenges
that are hosted annually. The challenge is intended to assess
how well current speaker recognition technology is able to iden-
tify speakers in unconstrained or ’in the wild’ data. This year’s
challenge is different to the last in a number of ways: (1) there
is an explicit domain shift between the training data and the test
data; (2) the test set contains utterances that are shorter than the
segments seen during training. The following sections of this
report describe the method that underlies our submission to the
challenge.
2. Model
2.1. Input representation
During training, we use a fixed length 2-second temporal seg-
ment extracted randomly from each utterance. Pre-emphasis is
applied to the input signal using a coefficient of 0.97. Spec-
trograms are extracted with a hamming window of width 25ms
and step 10ms with a FFT size of 512. 64-dimensional log Mel-
filterbanks are used as the input to the network. Mean and vari-
ance normalisation (MVN) is performed by applying instance
normalisation [1] to the network input. Since the VoxCeleb
dataset consists mostly of continuous speech, voice activity de-
tection is not used in training and testing.
2.2. Trunk architecture
Residual networks [2] are widely used in image recognition and
have been applied to speaker recognition [3, 4, 5, 6]. We use two
variants of the ResNet with 34 layers.
Speed optimised model. The first variant uses only one quar-
ter of the channels in each residual block compared to the origi-
nal ResNet-34 in order to reduce computational cost. The model
only has 1.4 million parameters compared to 22 million of the
original ResNet-34. Self-attentive pooling (SAP) [4] is used
to aggregate frame-level features into utterance-level represen-
tation while paying attention to the frames that are more in-
formative for utterance-level speaker recognition. The network
architecture is identical to that used in [7] except for the input
dimension, and we refer to this configuration as Q / SAP in the
results.
Performance optimised model. The second slower variant has
half of the channels in each residual block compared to the orig-
inal ResNet-34, and contains 8.0 million parameters. Moreover,
the stride at the first convolutional layer is removed, leading to
increased computational requirement. Attentive Statistics Pool-
ing (ASP) [8] is used to aggregate temporal frames, where the
channel-wise weighted standard deviation is calculated in addi-
tion to the weighted mean. Table 1 shows the detailed archi-
tecture of the performance optimised model. We refer to this
configuration as H / ASP in the results.
Table 1: Trunk architecture for the performance optimized
model. L: length of input sequence, ASP: attentive statistics
pooling.
Layer Kernel size Stride Output shape
Conv1 3× 3× 32 1× 1 L× 64× 32
Res1 3× 3× 32 1× 1 L× 64× 32
Res2 3× 3× 64 2× 2 L/2× 32× 64
Res3 3× 3× 128 2× 2 L/4× 16× 128
Res4 3× 3× 256 2× 2 L/8× 8× 256
Flatten - - L/8× 2048
ASP - - 4096
Linear 512 - 512
2.3. Loss function
We train the networks using various types of loss functions
widely used in speaker recognition. Additive margin soft-
max (AM-softmax) [11] and Additive angular margin soft-
max (AAM-softmax) [12] loss functions have been proposed
in face recognition and successfully applied to speaker recog-
nition [13]. These functions introduce a concept of margin be-
tween classes where the margin increases inter-class variance.
For both AM-Softmax and AAM-Softmax loss functions, we
use a margin of 0.2 and a scale of 30 since this value results in
the best performance on the VoxCeleb1 test set.
Angular Prototypical (AP) loss, a variant of the proto-
typical networks with an angular objective, has been used
in [7], where it has demonstrated strong performance without
manually-defined hyper-parameters.
Finally, we combine the Angular Prototypical loss with the
vanilla softmax loss which demonstrates further improvement
over using each of the loss functions. Figure 1 shows the model
architecture and the training strategy for combining the AP and
softmax loss functions.
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Table 2: Results on the VoxCeleb and VoxSRC test sets. The figures in bold represent the best results for each metric, excluding the fusion
outputs. AP: Angular Prototypical. BN: Batch Normalisation on the speaker embeddings. † This method uses score normalisation as
a post-processing step.
Config. Loss Aug. BN VoxCeleb1 VoxCeleb1-E cl. VoxCeleb1-H cl. VoxSRC 2019 VoxSRC 2020 Val
EER MinDCF EER MinDCF EER MinDCF EER MinDCF EER MinDCF
FR-34 [7] AP 7 7 2.22 - - - - - - - - -
Sys 1 [9] Softmax † 3 7 - - 1.35 - 2.48 - - - - -
Fusion [9] - - - - - 1.14 - 2.21 - 1.42 - - -
Sys A5 [10] AM-Softmax 3 7 - - 1.51 - - - 1.72 - - -
Fusion [10] - - - - - 1.22 - - - 1.54 - - -
Q / SAP AM-Softmax 7 3 2.20 0.139 2.10 0.137 3.67 0.213 2.31 0.144 5.43 0.295
Q / SAP AAM-Softmax 7 3 2.13 0.138 2.12 0.140 3.52 0.211 2.33 0.145 5.19 0.290
Q / SAP AP 7 3 1.90 0.133 1.99 0.144 3.80 0.243 2.24 0.152 5.67 0.325
Q / SAP AP+Softmax 7 3 1.85 0.119 1.96 0.138 3.65 0.233 2.16 0.146 5.49 0.311
H / ASP AM-Softmax 3 7 1.64 0.115 1.67 0.114 3.07 0.191 1.88 0.112 4.59 0.263
H / ASP AAM-Softmax 3 7 1.59 0.113 1.50 0.105 2.91 0.181 1.74 0.103 4.40 0.244
H / ASP AP 3 7 1.50 0.126 1.69 0.120 3.39 0.217 1.92 0.128 5.09 0.288
H / ASP AP+Softmax 3 7 1.18 0.086 1.21 0.086 2.38 0.154 1.46 0.088 3.79 0.213
H / ASP AM-Softmax 3 3 1.49 0.104 1.45 0.099 2.64 0.165 1.64 0.097 4.05 0.231
H / ASP AAM-Softmax 3 3 1.28 0.086 1.34 0.091 2.48 0.155 1.61 0.093 3.81 0.218
H / ASP AP 3 3 1.43 0.113 1.45 0.105 2.91 0.189 1.74 0.117 4.43 0.262
H / ASP AP+Softmax 3 3 1.25 0.087 1.34 0.095 2.71 0.175 1.49 0.102 4.24 0.243
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Figure 1: Overview of the model architecture and the training
strategy of AP+Softmax systems.
3. Experiments
3.1. Dataset
The models are trained on the development set of Vox-
Celeb2 [3], which contains 5,994 speakers. The VoxCeleb1 test
sets [14] and the previous year’s VoxSRC test set [15] are used
as validation sets.
3.2. Data augmentation
We exploit two popular augmentation methods in speech pro-
cessing – additive noise and room impulse response (RIR) sim-
ulation. For additive noise, we use the MUSAN corpus [16]
which contains 60 hours of human speech, 42 hours of music,
and 6 hours of other noises such as dialtones or ambient sounds.
For room impulse responses, we use the simulated RIR filters
provided in [17]. Both noise and RIR filters are randomly se-
lected in every training step.
Types of augmentation used are similar to [18], in which
the recordings are augmented by one of the following methods.
• Speech: Three to seven recordings are randomly picked
from MUSAN speech, then added to the original sig-
nal with random signal to noise ratio (SNR) from 13 to
20dB. The duration of additive noise is matched to the
sampled segment.
• Music: A single music file is randomly selected from
MUSAN, and added to the original signal with a similar
fashion from 5 to 15dB SNR.
• Noise: Background noises without human speech and
music in MUSAN are added to the recording from 0 to
15dB SNR.
• RIR filters: Speech reverberation is performed via con-
volution operation with a collection of simulated RIR fil-
ters. We vary the gain of RIR filters to make more diverse
reverberated signals.
3.3. Implementation details
Our implementation is based on the PyTorch framework [19]
and trained on the NAVER Smart Machine Learning (NSML)
platform [20]. The models are trained using 8 NVIDIA P40
GPUs with 24GB memory with the Adam optimiser. We use the
distributed training implementation of https://github.
com/clovaai/voxceleb_trainer where one epoch is
defined as a full pass through the dataset by each GPU.
Speed optimised model. We use an initial learning rate of 0.01,
reduced by 10% every 2 epochs. The network is trained for 50
epochs. We use a mini-batch size of 500. The models take
around 1 day to train.
Performance optimised model. We use an initial learning rate
of 0.001, reduced by 25% every 3 epochs. The network is
trained for 36 epochs. A weight decay of 5e-5 is applied. We
use a smaller batch size of 150 due to memory limitations. The
models take around 2 days to train.
3.4. Scoring
The trained networks are evaluated on the VoxCeleb1 and the
VoxSRC test sets. We sample ten 4-second temporal crops
at regular intervals from each test segment, and compute the
10 × 10 = 100 cosine similarities between the possible com-
binations from every pair of segments. The mean of the 100
similarities is used as the score. This protocol is in line with
that used by [3, 6, 7].
3.5. Evaluation protocol
We report two performance metrics: (i) the Equal Error Rate
(EER) which is the rate at which both acceptance and rejec-
tion errors are equal; and (ii) the minimum detection cost of
the function used by the NIST SRE [21] and the VoxSRC1
evaluations. The parameters Cmiss = 1, Cfa = 1 and
Ptarget = 0.05 are used for the cost function.
3.6. Results
Table 2 reports the experimental results.
We compare our models to the two best scoring submis-
sions [9, 10] in the VoxSRC 2019. From each of these submis-
sions, we report the results of the best single model and the best
fusion output.
The results demonstrate that the sum of metric learning and
classification-based losses work best in most scenarios. The
batch normalisation layer applied to the output contributes a
significant improvement in performance for the classification
objectives.
The performance optimised model trained with the
AP+Softmax loss and without the embedding batch normali-
sation produces an EER of 5.19% and MinDCF of 0.314 on the
VoxSRC 2020 test set.
4. Conclusion
The report describes our baseline system for the 2020 VoxSRC
Speaker Recognition Challenge. The proposed system is trained
using a combination of metric learning and classification-based
objectives. Our best model outperforms all single model sys-
tems and all but one ensemble system in the last year’s chal-
lenge. We release the full training code and pre-trained models
as unofficial baselines for the challenge.
1http://www.robots.ox.ac.uk/˜vgg/data/
voxceleb/competition2020.html
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