Introduction
Because of the current policy as regards the development of innovation, scientific employment in the private sector is now considered a major issue. Indeed, Redor (2004) showed that 'the number and qualifications of researchers, but also their internal mobility, are factors underlying the innovation capacity of firms'. The fear of a shortage of young researchers and engineers, in particular the declining number of graduates getting involved in scientific professions, is the subject of much debate both in the USA (Brown and Linden, 2008; Butz et al., 2003) and in the European Union (Becker, 2010; Gago, 2004) . However few studies have focused on the opportunities of young graduates to get involved in R&D or the potential wage returns for choosing such a career. In France, the number of publications does not seem to be a criterion for recruitment in the private sector (Giret et al., 2007; Mangematin, 2000) , unlike what happens in the academic sector. Moreover, the productivity of researchers in the private sector has not been deeply studied. In this paper, we inquire into the decisive factors making it possible to secure a position in R&D. In the course of the hiring process, do employers assess only the human capital of young graduates or do they use other sources of information, like signals such as the networks in which graduates participate or the companies in which they were trainees? The data are taken from the survey 'Generation 2004' conducted by the CEREQ. 1 This survey involved about 33,000 people interviewed in 2007 about the context of the degree of their involvement in the labour force, 3 years after they had left school. This study only focuses on graduates having had at least 5 years of higher education, attended scientific curricula and who are working in the private sector, the subsample after this selection representing about 1,100 people. We choose an endogenous regression model ('endogenous switching regression'), also called the 'Mover/Stayer' model, to address the existence of self-selection biases. We can indeed assume that unobservable characteristics affecting both the fact of working in R&D and wages determination may lead to selection biases. This method makes it possible to put into place both an estimate of earnings functions and a selection equation based on the full information maximum-likelihood (FIML) method. First, the determinants that allow graduates to get employment in private-sector R&D were analysed for graduates in sciences. The models were estimated separately for doctors and graduates from engineering schools, in order to determine whether there is a 'differentiation' in selection for R&D employment between these two degrees. The remuneration of graduates was then analysed in both research and non-research sectors. This analysis will in particular enable us to compare the return on investment based on wages, for the various degrees and for both types of employment. Finally, conditional and unconditional wages were predicted, based on the estimated parameters in order to measure the significance in wage gap between R&D and other types of employment for each type of degree awarded.
2.
Review of literature on the determinants of the access to R&D
Access to R&D
In the private sector, it is difficult for employers to determine the productivity of a young researcher during the recruitment process. Indeed, R&D workers are engaged in tasks that are primarily cognitive and before hiring a scientist, the employer cannot easily determine the abilities of the scientist to solve problems, to innovate and performs tasks (Zenger and Lazzarini, 2004) . In the academic sector, the productivity of a young researcher can indeed be estimated, by considering, for instance, the number of publications he/she has made (Levin and Stephan, 1991) . But some studies dealing with the French case (Giret et al., 2007; Mangematin, 2000) showed that the number of publications did not appear to be a criterion for recruitment in the private sector. Moreover, we can note that the productivity of researchers in the private sector has not been studied much in terms of pure economic efficiency. What are the determinants making it possible to secure an R&D position? When hiring, do employers take into account only the human capital of graduates (degree, professional experience) or also other signals such as networks graduates are part of or the colleges that they graduated from?
2.1.1. The role of the degree.
According to Stephan (quoted by Graham and Smith, 2005) , the Science and Engineering (S&E) profession gives more significance to measurable skills and knowledge than to less tangible traits such as personality or appearance (which may carry greater weight in some non-S&E jobs such as management, sales and services). In this perspective, a doctor's degree should be given priority by companies over other types of degrees where R&D positions are concerned, especially as the current policy aims to bring together academia and private R&D laboratories. However, companies still have a marked preference for graduates from engineering schools at the expense of doctors (Observatoire de l'emploi scientifique, 2007) . In literature, this phenomenon is primarily explained by the fact that companies blame doctors for not knowing the business world well enough as graduates from engineering schools generally train for long periods of time in companies Maublanc, 2005, 2006) . On the other hand, during their careers, researchers in the private sector will often choose to work in other sectors such as managerial positions (Biddle and Roberts, 1994) , production and marketing (Beltramo et al., 2000 ; Duhautois and Maublanc, 2005) . Companies, therefore, prefer hiring graduates from engineering schools because they believe that these graduates gained broader knowledge and acquired the management skills needed to move to other types of positions, unlike doctors. We can assume that the professional experience of a graduate, associated with his/her human capital, is also crucial to a position in R&D. Indeed, as we have seen, it appears that the preference for engineering schools is mainly due to the experience engineering graduates acquired during their studies. Some studies also showed that doctors who work in the private sector are those who were corporate trainees during their PhD degree. This professional experience was acquired through the funding they received during their doctorate (fellowship CIFRE 2 ) or because they signed research contracts with the private sector (Giret et al., 2007; Mangematin, 2000) .
Colleges and universities.
The colleges in which graduates studied may also be used as a criterion during the recruitment process. For example, Rebick (2000) showed that, in Japan, the ties between universities and companies allow employers to reduce research costs and minimize mismatch in the course of employee selection. He underlined the fact that science teachers can, in some cases, be used as references by placing their best students in companies in which they themselves have connections. These connections also enable graduates to know of the job opportunities in these companies. Lam (2001) also showed that companies tend to maintain close links with universities to target the best students and have influence on their training, a fact the author calls 'extended internal market'. She stressed that these networks offer the recruiter more information on the quality of skills of the applicant than his/her degree does. Finally, companies can also rely on the prestige of the universities (especially engineering schools) applicants graduated from. Indeed, in France, the prestige of the various engineering schools is well known by companies, in particular by the annual rankings published in various magazines and newspapers.
2.1.3. Acquaintances and graduates' networks.
On the other hand, employers may use a spe-cific factor, an 'informal' signal (Saloner, 1985) , during the recruitment process of young researchers. A great number of studies analysed the role of social networks in recruitment. Granovetter (1995) showed the informational role of social networks on the labour market. According to this author, networks enable employers and employees alike to obtain better and more reliable information during the recruitment process. In the case of R&D positions, Simon and Warner (1992) showed, for example, that employers use former graduates' networks during the hiring process of young researchers in order to reduce uncertainty about the productivity of future employees. In a more recent study, Mangematin (2000) also pointed out that doctors often use social networks in order to find employment in the private sector.
Starting wages
According to Weiss (1980) , when uncertainty about the capabilities of individuals is important, the employer may decide to offer higher starting wages to attract the most talented individuals. At the same time, uncertainty about the productivity of the young researcher may have the opposite effect on starting wages. Mishagina (2008) shows that as at the beginning of their careers, information on the productivity of young researchers is not available, the employer may decide to offer lower wages to individuals working in research compared with those working in other sectors. When information on the capabilities of the individual to do research is revealed, the less productive researchers move on to different positions, whereas the most productive stay in research and will have a higher wage growth. Moen (2005) finds a similar wage profile. Conversely, according to the author, R&D can be seen as an investment in human capital by the young graduate that can then be exploited in another company or in a different position. Nevertheless, some empirical studies do not seem to confirm this analysis. In France, Beltramo and Paul (1994) and Bourdon and Paul (1992) show that early career earnings in R&D are significantly lower than in non-research sectors for graduates of engineering schools. They also stress that this wage gap grows throughout the careers of engineers. The same result is found in England by Roberts (2002) and Holland (Dupuy and Smits, 2009 ). The hypothesis put forward to explain this result is the existence of a 'taste for research' on the part of researchers. According to this hypothesis, researchers are willing to 'pay' for doing research. The study of Stern (2004) seems to confirm this hypothesis. Indeed, as is shown in the USA, doctors of biology are willing to accept lower wages if their job allows them to do their research and publish it.
Methodology

Oaxaca-Blinder decomposition
The simplest method in order to estimate the profitability of R&D work is to build a 'single equation' by ordinary least squares (OLS) as follows:
log (wi ) = β R&Di R&D + β i x i + ε i .
[1]
In this model, wi represents the annual wages, xi represents several independent variables standing for individual characteristics, and R&D is a dummy variable corresponding to either a 'research' or a 'non-research' position. The value and significance of the coefficient bR&D determines the wage gap between the two types of activities. A disadvantage of this approach is that the returns to individual characteristics have to be equal for all positions. An alternative approach is the Oaxaca-Blinder decomposition. This method developed by Blinder (1973) and Oaxaca (1973) makes it possible to divide the wage gap into two components: an 'endowments effect' and a 'coefficient effect'. The 'endowments effect' is the element explained by differences between individual characteristics. The second component corresponds to the 'unexplained' part and is interpreted as providing a measure of whether an identical graduate holding the same position in R&D or other sectors would receive the same wages (Melly, 2005) . First, this method involves estimating a wage equation separately for graduates working in R&D and those working in other sectors:
Then, we calculate:
In this equation log (w t ) j and are the average wage log and the average characteristics of graduates in each activity j. The first part of the decomposition represents the proportion accounted for by differences between average characteristics ('endowment effect') and the second part represents the proportion accounted for by differences between the profitability levels indicated by these characteristics ('coefficient effect'). The Oaxaca-Blinder method may seem unsatisfactory because it does not take into account the unobserved heterogeneity. Indeed, the 'unexplained part' may reflect only differences between unobservable characteristics among the two types of graduates. Some studies (Giret et al., 2003; Lassibille, 2001 ) suggest that unobservable characteristics affecting both research work and wages exist and may lead to selection biases. Indeed, it seems that R&D employees tend to have a particular motivation, 'a taste for research'. This motivation cannot be observed by the economist and may bias the estimation results. Several methods can be used to take into account the existence of such biases. The model usually used is the two-step method by 3 The difficulty in the decomposition is the choice of weights. To test the robustness of the results, we also perform the decomposition where we weight the difference in average characteristics by ̂& . Results do not change significantly. Heckman (1979) . For this paper, we used the Mover/Stayer model, also called 'endogenous switching regression'. Unlike the Heckman procedure, this method allows us to estimate simultaneously earnings functions and a selection equation based on the FIML method, allowing us to obtain more reliable standard errors (Lokshin and Zurab, 2004) . The model takes the following form:
ln w 1i = β 1 X li + ε 1i [3] ln w 0i = β 0 X 0i + ε 0i
[4] * = δ (ln w1i − ln w0i ) + Z i γ + u i .
[5]
Equations [3] and [4] are earnings functions respectively for the research and non-research sectors. w 1i and w 0i are respectively the wages in research and non-research positions. X 1i and X 0i are human and social capital variables that allow us to explain wages. Equation 5 is the selection equation, where * is a latent variable determining the choice that a graduate has to make between working in the research sector or elsewhere. As * cannot be observed by the researcher, it is a dichotomous variable where I = 1 if graduates choose to work in research and 0 if they choose to work in other sectors; the result is:
Z i is a set of variables affecting the choice of working in one of the two defined sectors plus instrumental variables. Instrumental variables must not have direct impact on wages. U i , ε 1i , and ε 2i are error terms respectively of the selection equation and the earnings function. The model also estimates the correlation coefficients between ε 1i and u i and ε 0i and u i , called p 1 and p 0 . Particular attention should be paid to these coefficients. Indeed, if p 0 or p 1 is statistically different from zero, the error term of the selection equation is correlated with error terms of wage equations. In other words, the selection within a particular sector is endogenous to wages. Unobserved characteristics or preferences influencing the fact of working in research or in a different sector probably affect graduates' wages once they are employed (Lokshin and Zurab, 2004) . 
Study of correlation coefficients
The study of correlation coefficients is interesting because it determines whether there is a 'positive' or 'negative' selection in research and non-research sectors. For the analysis of coefficients, we made use of the methodology of Maddala (1983) and Hamilton and Nickerson (2003) . After estimating the models, four situations may arise that are presented in Table 1 .
3.4
Analysis of the wage gap between the R&D sector and non-research sectors
The Mover/Stayer model enables us to calculate the wage gap by taking into account selection biases. Indeed, after estimating the models, it is possible to calculate the following:
yc 1_1i ( 0 0 ) are predicted wages of graduates currently working in R&D (in non-research positions) conditionally to the fact that they are working in R&D (in non-research positions). yc 0_1i and yc 1_0i are counterfactual wages. They actually correspond to the wages of graduates currently working in R&D (non-research positions) if they were working in non-research positions (R&D). From these predicted wages, two indicators can be constructed:
P1 measures the wage difference between the wages earned in R&D and the wages earned in a different sector for graduates who are currently working in research. If P1 is positive (negative), the R&D sector is more (less) lucrative than non-research sectors for graduates currently employed in R&D. P0 measures the wage difference between the wages earned in R&D and the wages earned in non-research sectors for graduates who are currently working in non-research sectors. In this case, if P0 is positive (negative), the R&D sector is more (less) lucrative than non-research sectors for graduates currently employed in non-research sectors. The models are estimated in Stata. 
Individual variables
Individual variables are the gender and the qualifications of the subject, the subject of the degree he has and the number of months he has been working. In the model including engineers, we also took into account the fact that an engineer may have obtained a different degree from his engineer's degree. In the model including doctors, we also took into consideration the facts that a doctor completed a work placement 6 during his/her studies, the type of financing (CIFRE) he or she received and his/her career plans throughout the doctorate (academic research/other plans). Descriptive statistics are presented in Appendix B: Table B1 for doctors and B2 for engineers.
Social capital variables
The 'social capital' variable is taken from the following question of the survey: How did you know there was a job opportunity in this company? Possible answers are: through an agency (ANPE, Mission locale, PAIO or APEC 7 ), your former school, one of your acquaintances, an advertisement (newspapers, the Internet), through a spontaneous application and finally, other people. Acquaintances and classified ads represent the most important recruitment methods for graduates. Indeed, 50 per cent of graduates on average knew of the existence of a job opportunity leading to a hiring process in one of these two ways. Doctors seem to rely more on their acquaintances than other graduates (35 per cent against 22 per cent). Mangematin (2000) pointed out that doctors often use their contacts to find jobs in the private sector. Table 2 shows a differentiation in the process used for going in and out between the two sectors. Indeed, a higher proportion of graduates working in non-research sectors knew of the existence of a job opportunity by sending spontaneous application letters or reading the classified ads, whereas a higher proportion of graduates holding research positions seem to have used information provided by their former colleges.
Variables for engineering schools
In the model including engineers, it is also taken into account whether the engineer graduated from a 'prestigious' school. On the other hand, the way in which 'Industrie et Technologies ' (2007) ranked the engineering schools of the sample seems to indicate that these schools can be ranked by considering the quantity of funds (technical services, R&D benefits from enrolment in European programs) they received when doing business with companies in 2006. The first 20 schools were brought together under a variable called 'R&D schools'. These schools have an average turnover of 3.15 million Euros. This variable was built because we can assume that these schools have close links with corporate R&D laboratories. Table 3 shows that twelve per cent of engineers working in R&D graduated from a 'prestigious school' against 9.4 per cent of engineers working in non-research sectors. On the other hand, 22.5 per cent of engineers in R&D graduated from 'R&D schools' against 15.1 per cent of graduates in non-research sectors.
Instrumental variables
In the selection equation, an instrumental variable documents the choice between the two sectors but the absence of an impact on wages must be taken into account. 8 The variable chosen involves the career plans of graduates on the day they finished high school. Indeed, Fox and Stephan (2001) pointed out that considering a career in science is often considered by students as teenagers. This variable is based on items related to the profession and the field graduates wanted to work in by the time they had finished high school. It presents six terms: by the time he has finished high school, the graduate wants to work in research, science, computing, engineering, in another field or he does not have any plan. Overall, a higher proportion of graduates in non-research sectors had no career plans during their last year of high school compared with graduates currently in the research sector (around 20 per cent against 15 per cent). People hired in the sector were more frequently planning to work in the research sector, in science or engineering. Conversely, a small proportion of them wanted to work in computing (3.7 per cent against 14 per cent for graduates currently holding different positions). Finally, concerning the estimates for doctors, an instrumental variable is added to consider whether a doctor made a post-doctorate work placement. Indeed, Recotillet (2007) showed that a post-doctoral work placement can play the role of a signal at an early stage in the careers of doctors but is not synonymous with earning more in the private sector. In the sample, 40.9 per cent of doctors working in research undertook a post-doctoral work placement whereas 24.8 per cent of them hired in an area other than research did so.
Results
Access to R&D: analysis of the results of the selection equation
For all estimates, the independence test (Wald test) is rejected and replaced by the joint dependence of the error terms of the models. The adoption of a 'Mover/Stayer' model is therefore justified in comparison with an estimate by OLS or Oaxaca-Blinder decomposition. Table 4 ). The way a doctor financed his/her studies is crucial to getting a position in private sector R&D. Indeed, if a doctor received funding from CIFRE during his/her studies, it greatly increases the probability of getting a position in private sector R&D compared with a doctor who received another type of financing. The previous degree of a doctor (engineering schools versus university) seems to have no impact on the probability of getting involved in R&D. On the other hand, the fact that a doctor did a work placement during his/her studies is strongly positive and significant. The field in which a doctor studied has no significant impact on his/her joining R&D. The fact that the graduate knew of the existence of the job opportunity does not affect the probability of finding jobs in research. Indeed, none of the ways used has a significant impact compared with using acquaintances. The two instrumental variables are significant. The fact of having done a post-doctoral work placement greatly increases the possibilities of becoming a researcher. Wanting to work in research during the last year of high school also has a significant positive impact. In contrast, considering career plans during the PhD has no significant impact. Given these results, professional experience in companies and in private sector research acquired before and during the PhD (CIFRE, work placement) seems to be the selection factor that determines whether or not the candidate will get a position in private sector R&D.
Doctors (the results are presented in
5.1.2
Graduates from engineering schools. Table 5 shows different results for graduates from engineering school. Compared with graduates in technology, engineering graduates majoring in 'mathcomputing' are less likely to join R&D, whereas engineering graduates majoring in 'mechanics' stand a better chance. Among the methods of job hunting used by a graduate, only the fact of relying on an organization has a significant positive impact (10 per cent) on getting involved in R&D compared with relying on acquaintances. If we refer to the engineering school from which the applicant graduated, the fact of graduating from a prestigious school has a positive but not significant impact on the fact of working in research.
On the contrary, the fact that the applicant graduated from a 'R&D school' greatly increases the opportunities of becoming a researcher (significant at 5 per cent). It seems, therefore, that engineers who graduated from a school that is often in contact with the R&D laboratories of companies will be more likely to work in research sectors. Finally, the instrumental variable is significant. Indeed, engineers who want to work in research, in science, or as in engineering are more likely to find a job in research sectors compared with graduates who do not have plans during the last year of high school. Notes: Absolute value of z statistics in brackets. ***, **, and * indicate statistical significance at 1, 5, and 10% levels.
Wages in R&D: earnings functions
After estimating the selection equation, we can introduce selection effects in wage equations.
9
The wage equations for doctors and engineers are respectively presented in Table 6 and in Table 7 .
5.2.1 Doctors. The funding received by a doctor while he/she was preparing his/her doctorate has a wage impact on both types of sectors. Indeed, the CIFRE funding is assessed in both the research sector (18.3 per cent) and the non-research sector (22 per cent). A previous degree from another engineering school results in wage gains (significant at 10 per cent) only in other areas than research. On the other hand, a work placement 10 has a significant positive coefficient in both sectors. The wages of a doctor who did a work placement during his/her studies will be higher by 9 per cent in R&D and 14 per cent in nonresearch sectors. The subject of the PhD degree appears to have no impact on wages in both types of positions. The fact that a doctor wanted to work in public research has a significantly negative impact in research and non-research sectors. Bender and Heywood (2006) showed that doctors in science working in different sectors than the one they planned to work in during their studies have a low level of satisfaction and lower incomes. Regarding the recruitment process, the fact of contacting their former colleges has a positive impact for doctors, whereas the fact of relying on a university has a negative impact on incomes in nonresearch sectors.
We tested if coefficients were significantly different in R&D activities and non-R&D activities. It seems that only the coefficient on former school is statistically different.
Engineers.
Only mathematics and physics have a positive impact on wages in nonresearch sectors compared with technology. Completing another degree after graduating in engineering does not bring significant wage gains in either research or non-research sectors. Regarding gender, the same result is found for all graduates. Wage discrimination due to gender early in a career in research does not seem to exist. On the other hand, a somewhat surprising result is the fact that relying on an organization (APEC) causes an increase in wages in the research sector but is not really significant (10 per cent). Finally, engineers from prestigious schools earn more than engineers from other schools. Indeed, being a graduate from a prestigious school leads to a gain of 18 per cent in research sectors and 9 per cent in non-research sectors. On the other hand, being a graduate from a 'R&D school' results in a positive gain (8.5 per cent, significant at 5 per cent) only in research sectors. We can note that only the coefficient of this variable is statistically different in R&D activities and non-R&D activities.
5.3
Measurement of the wage gap between the two types of activities: analysis of predicted wages
The analysis of correlation coefficients of the estimates makes it possible to identify the existence of a positive or negative selection process in research sectors and non-research sectors. The signs of the coefficients of the different estimates are detailed in Table 8 . Then, from the parameters of different models, conditional and counterfactual wages can be calculated to construct the indicators presented in Section 3.4. The counterfactual wages were also estimated by the Oaxaca-Blinder decomposition in order to compare results. These results are presented in Table 8 . Notes: Absolute value of z statistics in brackets. ***, **, and * indicate statistical significance at 1, 5, and 10% levels. Notes: The Student test is used to determine the significance of average differences (***, **, *: significant at 1, 5, and 10%) a For comparison, we report only the second part of the Oaxaca-Blinder decomposition.
5.3.1 Doctors. Estimates related to doctors reveal positive and significant correlation coefficients.
It appears that the 'best performers' profiles (from their unobservable characteristics) are those employed in research sectors. We can conclude that the wages of a doctor who chose to work in research are higher on average than those of a doctor picked from the random sample. The indicators P1 and P0 are significantly negative. It seems that non-research sectors tend to offer higher wages than R&D for doctors currently working in R&D and doctors not currently doing research. Therefore it appears that, in the case of doctors, R&D is less lucrative than non-research activities. This result may suggest a 'preference' of doctors for research because doctors who are currently employed in R&D would receive higher wages (37.3 per cent) if they worked in non-research activities. But we are talking here of the early stages of a career (3 years after obtaining their PhD degree), an analysis of wages earned in the long run is needed to determine whether or not this difference is temporary. We can note that the coefficient of the R&D variable is positive and only significant at 10 per cent in the model estimated by Oaxaca-Blinder decomposition. The difference in results between the two models is not surprising as it seems that doctors who are the 'best performers' work in R&D. Not taking into account selection biases tends to overstate starting wages in the research sector.
It is important to remember that the estimates concern the early-career wages. The wage gap found between both types of activities can be interpreted in several ways. First, we can interpret it as 'a learning effect' (Moen, 2005) , the young graduates acquire human capital in R&D activities that can then be exploited in another company or in a different position. Alternatively, the earning gap can be explained by an information asymmetry (Mishagina, 2008) . At the beginning of their careers, information on the productivity of young researchers is not available. The employer may decide to offer lower wages to individuals working in research compared with those working in other sectors. When information on the capabilities of the individual to do research is revealed, the less productive researchers move on to different positions, whereas the most productive stay in research and will have a higher wage growth. Only an analysis of the career of researchers could distinguish the different hypothesis.
5.3.2
Engineers. Where graduates from engineering schools are concerned, it seems that engineers choose the activity in which they possess a relative advantage. If engineers who are currently in research (non-research) sectors worked in non-research (research) activities, their wages would be lower than those of a graduate randomly picked in the population who works in non-research (research) sectors. In the case of engineers, P1 is significantly positive whereas P0 is significantly negative. This result suggests that graduates from engineering schools are employed in the sector that offers the best wages. Indeed, engineers who are currently employed in R&D would receive lower wages if they worked in non-research sectors, and vice versa for engineers who are currently employed in non-research sectors. Unlike doctors, in the case of engineers, it does not appear that, early in their careers, R&D is less lucrative than non-research sectors. The difference in results between doctors and engineers can be explained by the fact that non-research positions are often a second choice for doctors. In the sample, only 21 per cent of doctors wanted to work in this area during their doctorate. For graduates from engineering schools, working in non-research sectors (production, manufacturing, management, etc.) is a common career choice.
6.
Discussion and conclusion
This study shows a differentiation in the selection in R&D between doctors and graduates from engineering schools. Indeed, in the case of doctors, the funding the doctor received (CIFRE) and his/her professional experience are crucial to joining R&D. This result is similar to those found in other studies (Giret et al., 2007) . For engineers, only the engineering school seems to play a role in helping them get positions in research. A graduate from an engineering school who maintains numerous contacts in R&D firms is more likely to become a researcher, and also receives higher wages in the R&D sector. In contrast, the prestige of the school does not seem to affect the fact of working in research. A limitation of this study is that we stand early in their careers. The analysis in wage differences suggests that, at the early stages of a career, the R&D sector is less lucrative than other sectors only for doctors, a fact that could be explained by the 'taste for research' that they seem to have. To validate this hypothesis and better understand the incentives for graduates to become researchers, it is necessary to extend this study to an analysis of wage increase and career evolution in the sector of research and development. 
