Finding Regulatory Motifs
Given a collection of genes with common expression, Find the TF-binding motif in common . . .
Probabilistic definition:
In probabilistic view we can think of a motif as a matrix of size 4xW (W being the length of the motif) of probability values, each entry giving the probability of the letters A, C, G, T occurring in that column position. So the problem is, given the motif ie the matrix M and a set of input sequences, find the best occurrence of the motif in each sequence. Total score of the motif is the probability of best score of the motif in each sequence. We need to find the motif matrix M that maximizes the motif score.
Combinatorial definition:
The motif is a consensus sequence. M: m1…..mw Where: each mi is the letter A, C, G or T. If you try to find the occurrence of the best motif in each sequence, ie the occurrence with smallest number of differences, the total number of differences in all sequences should be minimal.
The problem basically involves finding best local alignment (of length W) of a large number of sequences.
Depending on the problem definition there are various approaches to solve this problem. 
2] Consensus
Consensus is an algorithm to find motifs heuristically.
Number of cycles in the algorithm is equal to number of sequences -1. Na(W) = words W' in S s.t. d(W, W') <= a ie words with atmost 'a' difference. Idea: Assuming W is the occurrence of true motif W*, we use Na(W) to correct the 'errors' in W ie the differences betweens W and the true motif.
Algorithm:
We basically reduce our problem to find the best K-long motifs. Probabilistic Methods: Expectation Maximization in Motif Finding Expectation maximization is a classical computer science algorithm that can be applied to motif finding. We will see how it is applied in the MEME system that is a very old and successful motif finder. Algorithm:
1. Given genomic sequences find all K-long words. 2. Divide the words into two categories or bags, motif or background in a way that maximizes the likelihood of this classification. Notice that we are trying to find a strongest motif word can occur many times in a sequence. 3. Find likeliest motif and background models and the best classification of words. One additional parameter that we will study in this algorithm is λ, the a priory probability of occurrence of a motif. λ tells you of all the word that you have in the bag, how many words you expect to be motif words. You multiply motif probability with λ, the background probability with (1-λ) and then you divide them into two bags. The background model is a very simple model like say 25% for each of A, C, G and T.
Given the input sequences x1……xN, We need to find all k-long words X1…..Xn.
We define motif model as a matrix M, the probability weight matrix, where every position Mij defines the probability that motif position i contains letter j, j being A, C, G or T. We use λ because we want to be very stringent while calling any word a motif, since we do not want half words to be called motif. Objective: Maximize the log likelihood of the model:
We want to maximize the probability of all the words and their assignments in the two bags given the current motif, background and priory probability of the motif. Eg lets say current motif is AAATAC, 90% in each position, background is 25% in each position, and λ is 0.001 ie expected to occur 1 in 1000 times. We can easily find Z ie assignment of every word to motif or background category. We then use the above formula to find the probability of combination of words being motif or background.
You maximize the expected likelihood in two steps: 1. Expectation: Find expected value of log likelihood:
We calculate this because we do not know the correct Z.
Maximization:
Maximize expected value over θ, λ.
Expectation:
Find the expected value of log likelihood:
where expected values of Z can be computed as follows:
We need to maximize the expected value over θ and λ independently. For λ this is easy Running Time:
One iteration of the algorithm takes O(NK) time.
-Usually we need < N iterations for convergence and < N starting points.
-Overall complexity is unclear -typically O(N^2K) or O(N^3K). Expectation Maximization is a local optimization method and hence initial parameters matter.
