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Abstract. After a brief survey of the known results about group languages, we prove that many 
of the familiar classes of groups have word problems whose complexity is linear time. We also 
consider the complexity of extensions and HNN extensions. Finally, in an attempt o find languages 
that have complexity which is greater than linear time, we discuss the language of palutators, 
where a palutator is defined as a generalization of a palindrome and a commutator. 
Introduction 
In this paper we establish some connections between complexity theory, formal 
language theory and group theory. Several authors have discussed the connections 
between formal language theory and group theory. Here, however, our point of 
view is focused mainly on the complexity-theoretic issues. 
In Section 1 we highlight the history of the known results about languages, prove 
some theorems relating these results on complexity issues, and discuss the relation- 
ship of the generalized word problem to complexity issues using HNN extensions. 
As in the case with many combinatorial problems that occur ‘in practice’, we will 
find that, for many of the familiar classes of groups, the word problem is ‘easy’; 
that is, it is solvable in linear or polynomial time. In frist, while there are many 
combinatorial problems that are known to be in NP or NPcomplete, as far as we 
can tell, there are no natural examples of groups whose word problems are in these 
classes. 
In Section 2 we will discuss languages related to the group languages of the 
free abelian groups. In particular, after a brief presentation of the known results 
for recognition of languages involving commutators and palindromes, we discuss 
the complexity of the recognition of all initial palutators in a string and the language 
of concatenation of palutators. A palutator is defined as a generalization of a 
palindrome and a group commutator. Using a generalizatio ennie’s crossing 
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sequence argument, we prove results that indicate that the recognition of the language 
of concatenation of palutators is probably strictly greater than linear time on a 
multitape Turing machine. We end the second section with a discussion of groups 
in the lower central series of a free group. 
1. The complexity of the word problem 
There are two ways to look at the complexity of group-theoretic problems. The 
first is through some additional algebraic property of the group. For example,, if
you know that the group is abelian, or nilpotent, or that it has a faithful representation 
as a matrix group, then this information can be used to solve the problem and 
determine its complexity. An example of this approach is the solution of the word 
problem for matrix groups in logspace by Lipton and Zalcstein [25] and Simon 
[33]. The second is through the structure of the presentation. This is the approach 
taken when we deal with small cancellation groups or groups that are presented as 
free products with amalgamation or HNN extensions. This is also the approach 
taken by Book, Avenhaus, Madlener, and Otto in various papers dealing with groups 
that can be pzeesented using rewriting rules to obtain Church-Rosser presentations 
[2, 3, 4, 6, 7, 26, 271. Le Chenadec [23] also uses the structure of the presentation 
in order to find complete presentations of many classes of groups. The complete 
presentations that he obtains allow the word problem to be solved in linear time. 
Ideally, one would like to characterize the complexity of group theoretic problems 
in terms of the algebraic haracteristics of the group or in terms of its presentation. 
We would like to note at this point that a group can often be represented in a 
variety of isomorphic ways. The complexity of an algorithm for the word problem 
depends on the representation i both the algebraic case and the case when we are 
dealing with presentations and rewriting rules. Thus, to solve the word problem 
using as few computational resources as possible, we can transform the given 
representation i to one where fewer resources are necessary; note, however, that 
the transformation itself may also require time and space. An example of such a 
transformation is the representation of the free group as a group of matrices in 
order to solve the word problem in logspace. We will also see the importance of 
using a particular presentation when we discuss rewriting rules; some can be 
completed and some cannot. 
1.1. Algebraic properties and the complexity of the word problem 
Some success has been obtained in algebraically characterizing roups whose 
word problems are in certain classes of formal languages. We will show that these 
results can be used to prove complexity results as well. We will also prove some 
results about group languages of extensions. Also, as mentioned above, Lipton and 
Zalcstein and Simon [25,33] have shown that matrix groups have word problems 
that are solvable in logspace. efore describing these results in more detail and 
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their relationship to the *omplexity of the word problem for groups, we will state 
some obvious facts about the complexity of the word problem for groups. 
Fact 1, The time or space complexity of the word problem for a subgroup H of a group 
G cannot be greater than the corresponding time or space complexity 01 the word 
problem for G. 
Fact 2, If G = F/N where F is a free group and N is a normal subgroup, then the 
word problem for G is equivalent o the generalized word problem of determining 
whether a word w of F is in N. 
In discussing the word problem for a group, we will use the notion of a group 
language. The word problem was first discussed in terms of group languages by 
on n generators. Also note that the problem of determin- 
ing whether a word in the generators for G is the identity, i.e., the word problem 
for groups, is the same as the problem for recognizing the group language G. In 
formal language theory, the group languages of the free groups are called two-sided 
Dyck sets. 
In 1971, Anisimov made some of the initial observations connecting roup theory 
to formal language theory. They include the following facts. 
(1) A group is finite if and only if its group language is regular. 
(2) The property that a finitely presented group is specified by a context-free 
grammar does not depend on the particular group presentation. 
(3) The free abelian group language is a context-sensitive language that is not 
context-free. 
In 1983 Muller and Schupp [29] continued the work of Anisimov and tried to 
characterize the context-free group languages. They proved that a group G is virtually 
free if and only if it is context-free and accessible. y definition, a group is virtually 
free if and only if it has a free subgroup of finite index. It is relatively easy to see 
that a virtually free group is context-free. However, the proof that the context-free 
and accessible groups are virtually free is more difficult and uses the theory of ends 
developed by Stallings. In 1984 D woody [16] proved that all finitely presented 
groups are accessible. Hence, the uller-Schupp Theorem can be restated to say 
that a group language is context-free if and only if it 
Boasson and Senizergues [2] have cently extended the 
have shown that virtually free gro 
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We can now ask if the Mrll:er-Schupp result can be used to determine the 
complexity of the word problem for context-free group languages. We use part of 
the Muller-Schupp proof that all finitely generated virtually fi-ee groups are coatext- 
free to prove the following theorem. 
Theorem 1.1. A $nitely generated context-free group language can be recognized in 
linear time. Equivalently, a finitely generated virtually free group has a word problem 
that is solvable in linear time on a Turing machine. 
Proof. Let G be a virtually free group. As in the Muller-Schupp paper, by standard 
results in group theory, G contains a free normal subgroup N. Let B be the finite 
quotient group G/N. Let P = (X; R) be a presentation for G in terms of the free 
normal subgroup N of finite index and elements of the natural homomorphism 
h : G + B. As in the Muller-Schupp paper [29], a deterministic pushdown automata 
which accepts the group language of G can be constructed that runs in linear time 
k,n where n is the length of the input. Cl 
We will prove in greater detail two more general theorems which use the techniques 
of the Muller-Schupp proof that the group language of a free by finite group is 
context-free. 
Theorem 1.2. If a normal subgroup N of a finite index in a finitely presented group G 
has time complexity O( f (I w I)), then G also has time complexity 0( f (I w 1)) where I WI 
denotes the length of the word. 
roof. It is well known that if N has nnite index in G, then N can be finitely 
presented. Let (yl, y2, . . . , y,,; R(yi)) be a presentation of N and let B be the finite 
quotient group G/N. B has a multiplication presentation (6, , . . . , b,; bibj = b,J. Also, 
there is a homomorphism 7 : G + B, and we can find elements di, 1 s is t such that 
q(di) = bi. 
Now, the following relations hold in G: 
dgjd f’ = Uo, didj’ = zi,Ejdk 
where Ui,d and Zi,,d are elements of N. We will show that G has a presentation 
(y Iv=**, yn, dl, l l l 3 d,; R(yi), diyjd f’ = ui,j, didf = zi E jdk). . 9 
?_kirg this presentation, any element of G can be written as yd where y is a word 
in the yi’s and d is equal to dj for some j. Thus, a word of G is the identity if and 
only if d = d, and y = 1 in N. 
It is now easy to construct a multitape TM 1M that runs in time O(f Iwl) using 
the presentation above and accepts words which are the identity in G. Start the TM 
in state 1 corresponding to the element d, which represents the identity. When a 
y,,, is encountered and the TM is in state , place ui, in the next position on a 
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tape that is being used to huld the ‘y’ portion of the word and remain in state Di. 
Wnen a dj’ is encountered when M is in state i, zi,,,i is placed in the next position 
of the tape for the y-part of the word and M goes into state Dk. 
After M has read all of w, if it is not in state DI ) it rejects. If A4 is in state D1, 
A4 returns to the beginning of the tape that holds the y part of the word and using 
the O(flwl) algorithm determines if the word on the y tape represents the identity. 
It remains to show that the word that is on the y portion of the tape is linearly 
related to the length of the original word. But, if we let K be the length of the 
longest Uij Or Zipj in the presentation for G, then the word in the y’s on the y tape 
after the input has been read can be no longer than KIWI. Hence, the time for the 
entire computation is at most O(f<Klwl)+K(wl) =O(flwl). Cl 
Theorem 1.3. If G is a finiteiy presented group such that G is an extension of a finitely 
presented normal subgroup N with time complexity t,(n) by a finitely presented group 
B with time complexity t,(n), then an upper bound for the time complexity of the word 
problem for G is the maximum of the complexities ( t,( KIWI), t2( 1 WI)}, where K is a 
constant. 
Proof. Let (~1,. . . ,y,; R,(yi)) and (b,, . . . , b,; R,(b,)) be presentations of N and 
B respectively. As in the theorem above, we claim that we can present G as 
(Y 1,-.,Yn,dl,--9 d,; R,(yi), diy,“idr’ = U;, dr’ypdk = t?;, R,(di)), Ej = *l 
where we replace bi with di in R2. Here, the uij’s are elements of N and are written 
as products of the yi’s. 
Now, as before, we can show that any word w in G can be written as YD where 
Y is a word in the yi’s and D is a word in the dj’s. We will use two scratch tapes, 
which we call the Y tape and D tape. When a di is encountered, simp!y place it in 
the next position on the D tape. When a yi is encountered we must move it to the 
left of the elements on the D tape, namely, dl’,, d$, . . . . , d& where each dkj, 
j=l 9..-¶ m is one of the generators dj, j = 1,. . . , t. This can be done by using the 
relations d,y,“id _’ = u: and d i’ypdi = vii 5. This mpy take time and space K” where 
K is the length of the longest uii or vii and m is :he number of d’s currently on the 
D tape. 
After all the input has been read, use the t2 algorithm to determine if the word 
on the D tape is tl. c: identity. If not, reject. Otherwise, use the tl algorithm to 
determine if the word on the Y tape is the identity. An upper bound for the length 
of the word on the Y tape is K’“! Hence, determining if the word on the Y tape 
is the identity will take time less than 0( t,(Mlwl)). Cl 
It should be emphasized again that these are upper bounds only; the word problem 
for the extension may have the same complexity as the word problem for 
if finitely many generators can be found for sue 
they are conjugated by the di’s, then an upper bound for the complexity of the word 
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problem is the maximum of {0( I,( 1 WI*)), t2( 1 WI)}. The bound will also be lower in 
the theorem above if one can show that conjugating a word in the y’s by a word 
in the d’s does not cause the length of the word to .grovv too much. 
The classical braid groups 
B(n+l)=(sl,... *,Sn;SiSj = sjsi when Ii -jl r 1 and sisii+lsi = si+lsisi+l) 
have solvable word problems and an algebraic characterization in terms of the 
automorphism group of the free group. They also have topological characterizations. 
In his thesis Najarian [30] studied the complexity of various algcrithms for solving 
the word problem for these groups. Artin’s algorithm takes exponential time and 
exponential space while a variant of Garside’s algorithm is shown to take exponential 
time and nondeterministic linear space. Najarian explored the possibility of other 
algorithms, but more work needs to be done. We should note here that B(3) is a 
matrix group and hence has a word problem that is solvable in logspace. 
The final characterization that we will make in this section of the complexity of 
group languages in terms of the algebraic properties of the group in question is the 
Lipton-Zalcstein [25] result that groups that can be represented as matrix groups 
have word problems that are solvable in logspace. Actually, Lipton and Zalcstein 
proved this result for matrix groups over fields of characteristic 0 only and Simon 
[39] generalized it to fields of any characteristic p. The proof is a generalization of 
a result of Rabin [31] stating that matrix groups have word problems that are 
solvable in polynomial time. The proof uses number-theoretic bounds and is the 
only known proof that free groups have word problems that are solvable in logspace. 
We have seen that Anisimov’s results and the Muller-Schupp results show that 
it is possible to characterize groups in terms of the Chomsky hierarchy for formal 
languages at least in the context-free and regular cases. One should note at this 
point that the context-sensitive languages are those that can be recognized in 
nondeterministic linear space, 
We can now ask what groups have context-sensitive group languages. It is easy 
to see that the context-sensitive group languages are closed under direct products 
and free products. There is more to it than this because the Baumslag-Solitar group 
PI 
G = (6, t; t-‘b’t = b3) 
is context-sensitive since its word problem is solvable in linear space. This group, 
however, is a classical example of a group that is not residually finite. Hence, it is 
not a matrix group. Finding an algebraic characterization of the context-sensitive 
languages will clearly be more difficult. 
1.2. Presentations, rewriting, and the complexity of the word problem 
In general, the Novikov-Boone T’heorem tells us that the word problem for finitely 
presented grou s is unsolvable [31]. owever, many well-known classes of groups 
do have solvable word problems; indeed, many have presentations using certain 
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lest&ted classes of str’rlg-rewriting systems. We will present here a brief history of 
the known results about some of these classes. These questions can be asked in two 
ways. First, given a class of gro ups, what is the complexity of the word problem. 
And second, given a complexity class C can one characterize the class of groups 
with word problem in C. 
The second problem is undecidable if we are looking at the problem in terms of 
presentations. This follows rather simply from a theorem of Adjan and Rabin [24] 
which we will state after defining a Markov property. 
Dkfinition 1.4, A property P is a Markov property if 
(a) there is a finitely presented group G1 with property P; 
(b) there is a finitely presented group G2 which cannot be embedded in any 
finitely presented group which has I? 
Theorem 1.5 (Adjan and Rabin). Let P be any Markov property of jinitel’y presented 
groups. Then there is no algorithm which decides whether or not finitely presented 
groups have the property P. 
Now, if P is the property of having a word problem that is solvable in a time or 
space complexity class, then P is obviously a Markov property. Therefore, we have 
the following theorem. 
Theorem 1.6. Given a presentation P and a complexity class C which contains groups 
with word problems in the complesrity class C, it is undecidable if the group with 
presentation P has a word problem which is decidable in C. 
On the other hand, time and space complexity results for a particular group or 
class of finitely generated groups are independent of the presentation. 
Theorem 1.7. Let P, and P2 be two jinitely generated presentations for a group G. If 
G has time or space complexity 0( f (n)) using presentation P, , then G has time or 
space complexity not greater than 0( f (k,n)), where k, is a positive integer, with 
presentation P2. 
roof. Let PI =(x1, . . . , xk; R) and P2 = (yl, . . . , yn; S). Assume that machine 
recognizes the group language G using presentation PI. There exists an isomorphism 
4 : G + G where 4(yi) = ui and vi is a word in the Xj’s. On reading a letter yy, where 
e = *I, machine M’ simulates what M does on reading the word up. Since 4 is 
one-to-one, a word w in the yi’s is the identity if and only if q5( w 
ihl P, . NOW, let k, be the maximum length of 4(yi), 
f(k,n). Cl 
NOW, let R be a rewriting system. Then R is 
ia) 
(W 
(4 
(4 
0 e 
(0 
noetherian if there iS no infinite chain x1 q(R) x2 =$(R) . . . ; 
docully confluent if, for all w, x, y E C *, wax and w =+y imply that there exists 
azEZ*suchthatx+*zandyE*z; 
confluent if, for all w, x, y E 2*, w +* x and w +* y imply that there exists 
a ZEC* such that x+* z F-.d J~Z; 
Church- Ross‘ if, for all x, y E 2*, x ~~R,R-l) y implies that there exists a 
ZEC* such that xa* z and y+* z; 
complete or canonical if it is both iloetherian and con&tent; 
length-reducing if 121 c 1 rl for each rule (Z, r) E T. 
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Note that the isomorphism 4 has been assumed to be given in the above theorem. 
we know that any two finite presentations that present the same group can be 
transformed into each other by means of Tietze transformations. However, there is 
no constructive procedure which can be used to transform one presentation into 
the other in a finite number of steps. 
We will now discuss groups which are defined rules. In the case of 
Church-Rosser presentations with length-decreasing rules, will see that we can 
obtain a linear time solutions of the word problem. In other cases the complexity 
can grow arbitrarily large. 
First, we give some standard definitions. 
Definition. A Illrue system T over an alphabet 2 is a subset of C* x Z*, the elements 
of which are called rew.tite rules. 
The Thue system induces a congruence +$*, on C* which is the transitive, reflexive 
cloqure of the relation M(T). Here, for (u, v) E T and x, y E x*, xuy c)(T) xvy and 
xvy -(T) xuy. 
Definition. A rewriting system R on C is a subset of C* x C*. If (u, v) E R, an 
occurrence of a string u may be rewritten as v, but not vice versa. 
The relation a(R) is defined as follows: if (u, v) E R and x, y E z*, xuy a(R) xvy. 
One says that z can be derived from w if w +R). 
efinition. A string x is irreducible (mod R) if there is no string y such that x a(R) y. 
IRR(R) denotes the set of all string that are irreducible (mod R). 
A lot of work has been done for the rewriting systems that are complete. In the 
case of complete rewriting rules, Book [6] has shown that there is a linear time 
algorithm for the solution to the word problem when the rewriting system is finite 
and length-reducing. In a later paper [7] he proves the following generalization. 
(Book [7]). Let T be a finite lhue system on an alphabet 2 such that 
the monoid presented by T is a group. Suppose that z is a string in C* and that T is 
Church-Resser on [z], the congruence class of z, with length-reducing rules. il;hen 
there is a linear time algorithm to solve the word problem for the group. 
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This means that groups whose word problems can be solved using Dehn’s 
algorithm have linear time word problems. This includes all the small cancellation 
groups, which are all confluent on the congruence class of the identity [l]. Le 
Chenadec 1231 has actually obtained complete presentations for the small cancella- 
tion groups; but he uses a different ordering on the words, 
Otto has shown that groups with finite Church-Rosser presentations with length- 
decreasing rules are always context-free groups. Hence, by the Muller-Schupp 
Theorem, they are all free by finite. We already know that these groups have a linear 
time word problem (see Theorem 1.1). Howevet, Madlener and Otto [27] have 
shown that the virtually free groups are a strict subset of the groups that are 
length-reducing and confluent on [ 11. A table which succinctly illustrates the relation- 
ships between classes of groups and restricted Church-Rosser presentations can be 
found in [27]. 
Now, if the rewriting rules R contain no length-increasing rules, i.e., for (or, v) E R, 
lui 2 101, then the word problem for R is ciecidable in linear space and hence, at 
most exponential time. 
On the other hand, Squier [33] has shown that not ali groups with solvable word 
problems can be presented using finite complete rewriting systems. Before we can 
state Squier’s theorem, we need the definition of an i.?P)k-monoid. 
Definition. A monoid A4 is called an (FP),-monoid (k 3 1) if there is an exact 
sequence 
‘k Sk-1 62 6, E 
c,--+c,_,-~“~-c*-co3z 
of finitely generated free left ZM-modules C,, C&, . , . , Co and ZM-module 
homomorphisms &, Sk+, . . . , S1, E. 
We now state Squier’s theorem [33]. 
Theorem 1.9. If R is a finite canonical rewriting system of X, then the monoid MR 
presented by (2 ; R) is an ( FP),-monoib. 
In [33], Squier gives a short list of examples of finitely presented groups that are 
not (FP)3-groups and that have solvable word problem; hence, we can conclude 
that not all finitely presented groups with solvable word problem have finite complete 
rewriting systems. In fact, Abel’s group on Squier’s list is a matrix group which we 
know has a word problem which is solvable in logspace. Bauer and Otto [5] show 
that there exist finite canonical rewriting systems uch that the derivational com- 
plexity of the rewriting algorithm is greater than the intrinsic complexity of the 
word problem by an arbitrary number of classes in the Gregorac hierarchy. Were, 
by the derivational complexity of the rewriting system we mean a function fR( w), 
where 
f&9 = min(i lthere is a reduction sequence of length i from w 
to its normal form wO). 
Let E,, denote the nth class of the Gregorac hierarchy. Mere specifically, they show 
the following theorem. 
Theorem l,fO (Bauer and Otto [S]). Let m, n be integers with 3 s n c on. Term there 
is a finite canonical system R on alphabet C satisfying the following conditions: 
(a) the monoid presented by the rewriting R is of intrinsic complexity Em - E,,_,; 
(b) the derivational complexity fR of R belongs to E,,, - E,,,_, . 
Hence, even if a rewriting algorithm exists for a particular group language, the 
rewriting algorithm may not be the best one. Cannonito has shown that thee exist 
group languages at leach level of the GregJrac hierarchy [lo], and Madlener and 
Otto [26] have shown that there exist group languages in the Gregorac hierarchy 
with the complexity gaps in the th.eorem above. 
We can conclude from this section that the complexity class of a group language 
cannot be characterized in terms of rewriting systems. 
1.3. Complexity, HNN extensions, and free products with amalgamation 
In this section we will discuss the complexity of HNN extensions. One of our 
goals will be determining whether groups exist with a word problem of a specified 
complexity. 
Definition. Let G’ = (G, t; t-‘at = 4(a), a E A) where A and R are subgroups of G 
and 4 : A + B is an isomorphism. Then G’ is called the H_NN extension of G with 
stable letter t and associated subgroups A and B. 
efinition. A sequence go, t&l, g, , . . . , t’~~, g,, is called reduced if there is no consecu- 
tive subsequence t-‘, gi, t with gi E A or t, gj, t-’ with gi E B. 
The following operations are called t-reductions. 
(i) replace a subword of the form C’gt, where g E A, by 4(g), 
(ii) replace a subword of the form tgt-I, where g E B, by #-l(g). 
Now, the normal-form theorem for HNN extensions tells us that if a word 
got” . . . gEn)l equals 1 in G’, where n 3 1, then go, t&l,. e . , t&n is not reduced. Here ei 
denotes f 1. 
In order to prcve some complexity results, we will use HNN extensions where 
the function $5 is the identity. 
mtna 11.11. The generalized word problem for a subgroup H in G is reducible to the 
word problem for G’= (G, t; tht-’ = h) in time 21w(+2 where h E H. 
A word w is in H if and only if tht-‘4(h)-’ = 1 in G’. 0 
Since the generalized word problem for in G is reducible to the word problem 
for G’, the word problem for G’ must be at least as hard as the generalized word 
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problem for Al in G. Thus, the above lemma implies that if there exist;: a group G 
and a subgroup H sf G such that the generalized word problem fear H in G has 
complexity C, then there exists a group, namely the HNN extension G’, such that 
the word problem for G’ has a word problem with complexity at least C ‘Thus, we 
have established a lower bound for the complexity of the word problem for G’. In 
the next theorem we will find upper bounds for the complexity of the ward problem 
for G’. 
Theorem 1.12. Let the time and space compk’exity of the generalized word problem for 
H in G be t,( 1 wi) and st (1 WI) respectively. 7hen upper bounds J(br the time and spece 
complexity of 
G’=(G, t; t-“ht = h, h E H) 
are O(ti(lwl)) and ~(s~(lwl).) where 
Ulwl) = Mlwl) and s’,(n) = max{s,(lwl>p lwl}. 
Here n is the number of t’s and t-‘3 in the word w. 
Prwf. The input will consist of a word, w, in the form 
Am algorithm for determining if w is the identity can be based on t-reductions. 
Starting from the left end of the word, the machine reads the input looking for a 
subword of the form t-‘ht or tht-’ with h E H. When a subword in one of the above 
forms is found, it is replaced by h and the machine continues reading the input 
from left to right. If a replacement has been made in the pass from left to right, the 
machine starts at the left end of the word or at 0, where t&j is the first t such that 
no changes were made to the left /zf t&j during the previous pass. This process is 
repeated until the machine makes a pass from left to right without finding any 
subword of the form above. It then checks to see if there are any t’s or t-l’s remaining 
in the word. If there are, it rejects; otherwise, it determines whether the word 
8081 l . l (tn Is the identity in 6. For this step, we need to solve the word problem 
for G. But, the time or space complexity of the word problem for G cannot be 
greater than that of the generalized word problem for H in *G. Hence, we can 
conclude that the time and space estimates given above are upper bounds for the 
time and space complexity of this algorithm. Cl 
As in the case of extensions, the HNN algorithm presented above may not be 
the best one. 1 
NOW, we can ask if there exist groups with a specified time or space complexity. 
Equivalently, we can ask if there are groups with 3 specified generalized word 
problem. In essence we are asking whether the h&arc y theorems of complexity 
theory hold [21, Ch. 121. We will see that the answer for space complexity is ‘yes’ 
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if the space complexity is greater than linear. However, for time complexities, we 
are only able to establish upper and lower bounds. This is in contrast o the case 
with context-free languages where we know that nondeterministic context-free group 
languages do not exist [2,29]. 
1.13. Let sl( 1 WI) be a space complexity where sl( 1 w) is at least 0( 1 WI) and 
let t,(lwl) b e a t ime complexity such that there exist languages L1 and L2 with space 
and time complexity sl( I WI) and t,( I wl) respectively. Then there exists a group language 
with space complexity o(s,(lwJ)) and a group language whose time complexity is 
bounded above by 0(lw12tl(lwl)) and bounded below by O(t,(lw()). 
Proof. Assume that L1 is a language over the alphabet C. Let F be a free group 
where the generators of F are the elements of the alphabet C and the symbol ae C 
and let H be the subgroup of F generated by wO~V-~ where w E L. Then, w E L if 
and only if wcrw -* E H. Hence, the generalized word problem for H in F must be 
at least O(s,(lwl)). 
To see that the space complexity for the generalized word problem for H in F 
is O(s,(lwl)), we let 
W = W(#‘W,(TEZ . . . w,_p”n w, 
where wi, 0 s i s n, are words in C u X1. Now, w can be rewritten as 
W= w~(r”~W~*w~W*C7E’W~‘W01 . . . wow,. . . w,_,dnw,. 
Therefore, to determine if w is a word in H, we need only check whether 
W,E L and q =+l or (wo)% L and cl=-1, 
wow+ L and c2 =+I or (w~wJ’E L and c2=-1, 
. 
w()w, . . . w,,_,E L and E, =+I or (wow,...w,,J’~Land~,=-l 
and whether 
wy = ( wow,. . . Wn-1 -1 ) l 
This can d, done using space 0( sl( I WI)). H ence, using Theorem 1.12, the word 
problem for the HNN extension F’= (F, t; tHt_’ = H) has space complexity 
o(44N. 
Using the algorithm above, Theorem I. 12 and the language L2, the time complexity 
of the word problem for F’ is O(lw(*t,((wl)). Cl 
We should mention that Waack [38] has proved similar results. However, some 
of the claims made in his paper are not substantiated. 
Note that G’ is not necessarily finitely presented. We can now ask whether a 
group G can be embedded in a finitely presented group. Valiev [36] has proved an 
analogue of the Higman embedding theorem which would allow us to embed 6’ 
in a finitely presented gtsrej: G’ such that the word problem for 
to the word prob!em for G usi? ,.:z a polynomial time Turing machine with an oracle. 
Complexity, combinatorial group theory 265 
2. Lauguages relat to the group languages of the free abelian 
We now turn our attention to the question of the time complexity of languages 
related to the group language Ak of the free abelian group of rank k. In particular, 
we will discuss the language of concatenation of commutators and the languages 
of the groups of the lower central series. We need some definitions. 
Definition. If a, b E G, where G is a group, the commutator of a and b is the group 
element aba-‘b-l. 
Definition. The commutator subgroup of G, denoted by G’, is the subgroup of G 
generated by all the commutators in G. 
Let Ak be the group language of the free abelian group of rank k. We need the 
following definition of exponent sum. 
Definition. If w is a word in the generators al, a2, . . . , ak and 
where the cyi are integers and Vi = 1,2, . . . , k, then the exponent sum of w on ai is 
the integer ai( W) =C,=i aj. 
Proposition 2.1. Trhe group language of Ak is recognized simultaneously in linear time 
and logspace on a multitape TM. 
Proof. A word is in the group language of the free abelian group or, equivalently, 
a word is in the commutator subgroup of the free group on k generators Fk if and 
only if the exponent sum on each of the generators of Fk is zero [28]. To keep track 
of the k exponent sums on k different apes, we need linear time and logspace. 0 
Note that in the proof of Proposition 2.1 we are not using a rewriting algorithm. 
In fact Diekert [13] has shown that while finitely generated abelian groups have 
complete presentations which will yield linear time solutions to the word problem, 
the alphabet for such a complete presentation must have cardinality which is greater 
than or equal to twice the rank of the abelian group. 
wpositiou 2,2. ‘132e groups languages for Ak are context-sensitive but are not ConteXt- 
f ree. 
roof (outline). These group languages are context-sensitive since they can be 
recognized in linear space. The proof that they are not context-fret 4s 8~ easy 
application of the pumping lemma. Cl 
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Note that the above proposition does not tell us if a word is actually written as 
a product of commutators. The time complexity of the recognition of the language 
of concatenation of commutators is not so obvious. We will define the problem 
more precisely as an analogue of the problem of recognition of the language PALSTAR, 
the language of concatenation of palindromes. 
efinition. A word w = x1x2. . x,, is a palindrome if 
x,x2.. . X” =xnxn4.. . Xl. 
That is, w is a palindrome if 
x1x2. ..X” =x1.. .X&_&xk_I.. .x1 
when n is odd and 
x1 . . . X&-&&.x~_l . . . X] 
when n is even. 
We will define a palutator as a generalization of an even palindrome as well as 
an analogue of a group commutator without inverse elements. 
efinition. A word w is a palutator if 
where 1 C i C k and it is not the case that x1 = x2 = l l l = xkm In other -words, w can 
be written as XYXRYR where R as a superscript means that the letters in the word 
are reversed. Here X = x1 . . . Xi and Y = Xi+1 . . . &. Nc!e that if i = k, then w is a 
palindrome. 
The language of palindromes and the language of concatenation of palindromes, 
called PALSTAR, have been well studied from the point of view of complexity. We 
will give a brief history. It is easy to see that a palindrome can be recognized in 
linear time on a multitape machine. Hennie [20] in 1965 showed that on a one-tape 
machine 0(n2) time is needed to recognize palindromes. This is one of the few 
lower bound results in complexity theory. Knuth, Morris, and Pratt [22] in their 
paper on pattern matching show how to recognize the language of concatenation 
of palindromes in linear time on a RAM when the palindromes have even length. 
They are able to do this because they are able to recognize initial palindromes in 
an arbitrary string using their pattern matching algorithm and because they have 
the fundamental theorem of PALSTARS which means that they have left cancellation 
for even palindromes. Fischer and Paterson [17] generalize the algorithm of [22] 
to multitape Turing machines and show how to apply the algorithm to recognize 
even PALSTAR in linear time. Galil [I81 shows how to recognize even PALSTAR in 
real time by using the Fisher- terson algorithm. Knuth, orris and Pratt mention 
that Galil and Seiferas e able to recognize PALSTAR in linear time without the 
restriction that the palin omes have even length. 
e now prove some lemmas that establish certain basic facts about palutators. 
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ma 2.3. P=xp2...xkylys... yk is a palutator if and only ifX& . . . xk OCCWS as 
a pattern in 
Equivalently, P = xk . . . xIyk. . . y1 is a palutator if and only if y1 . . . yk occurs as Q 
pattern in 
. 
xl&. . . rc,. 
Proof. Assume that x1x2 . . . xfllyx. . . yk is a palutator. Then there exists an i, where 
l<isk-1, such that 
This means that 
Yl = Xi, Yi+l = xk, 
Y2=Xi-l, Yi+2 = Xk+l 9 
Yi=Xl, yk = Xi+1 l 
Yk-1 l m=Y1YkYk-n**=Y2 
starting at position k - i. 
On the other hand, if x1x2. . xk occurs as a pattern in 
Y’=yk-1 l **YlYkYk-l=**Y2, 
then there is a j with 1 s j G k - 1 such that 
x1 = Yj, xj+l =yk, 
x2 = Yj-19 xj+2 = yk-1~ 
. . 
. . 
. . 
xj =Yl 
Therefore, 
xk =Yj+l l 
X1 l o l XjXj+l l l l X/Jr l l l Yk = XlXjXj+l l l l XkXj l l . XlXk a l . Xj+l 
and P is a palutator. The proof of the equivalent statement is similar. Cl 
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Corolhry 2.4. Palutators cun be recognized in linear time on a multitape Turing 
machine. 
roof. To determine whether a word P =pl . . . pk is a palutator on a multitape 
Turing machine, first determine whether or not the word has even length. If the 
length of the word is odd, reject; otherwise write 
P’=p&.l l l l p&/2+1 pk l l l p&/2+2- 
on a tape and use the Fischer-Paterson version of the Knutl.-Morris-Pratt algorithm 
[ 171 to determine if p1 . . . p&/2 is a pattern in P’. Since this algorithm is O(k), Lemma 
2.3 implies the result. 0 
We would like to note here that Domanski [ 121 uses the Fischer-Paterson version 
of the Knuth-Morris-Pratt algorithm in a similar way to prove that the conjugacy 
problem for a free group is linear time on a multitape Turing machine. 
Corollary 2.5. Concatenation ofpalutators is in NE, nondeterministic linear time on 
a multitape Turing machine. 
Proof. Guess the positions where each palutator ends in the concatenation and then 
verify in linear time using the Fischer-Paterson version of the Knuth-Morris-Pratt 
algorithm as above that each word is a palutator. The position of the end of each 
palutator is given as the number of letters from the end of the previous palutator 
in the string or as the number of letters from the beginning of the string in the case 
of the first palutator. This ensures that the position guesses will take no more than 
space n where n is the length of the input string. Cl 
We conjecture that the recognition of the language of concatenation of palutators 
takes time greater than linear on a multitape Turing machine. We are unable to 
reach this goal, but we will present some results which support this conjecture. 
We will use a deterministic one-tape TM in the proofs that follow. By a one-tape 
TM we mean a one-tape off-line machine that receives its input on its work tape. 
This is in the model used by Hennie in [20]. We repeat that it does not have a 
separate t?pe for input. Since a multitape Turing machine that runs in time f(n) 
can be simulated in time $( n)2 on a one-tape machine [21], a lower bound greater 
than n2 on a one-tape machine implies a lower bound greater than linear on a 
multitape machine. 
The basic idea behind the results that follow is to show that the information 
passed from the beginning of the one-tape TM to the right can only be used a fixed 
finite number of times when recognizing initial palutators in an arbitrary string. 
is contrasts with the recognition of initial palindromes in an arbitrary string; in 
the case of palindromes, the information at the left of the tape can be gathered in 
can be used arbitrarily many times in looking for initial palindromes 
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in a string. The intuitive reasoning behind this is that a one-tape T 
all possible cyclic permutations of each possible initial palutator as well as check 
for initial palutators of each length without returning to the beginning of the string 
to accumulate the information there again. 
Lemma 2.6. Kn2 is a lower bound for the 
Turing machine. 
recognition of palutators on a one-tape 
Proof. The proof is similar to Hennie’s proof that palindrome recognition takes 
time 0(n2) on a one-tape TM. Cl 
The next lemma tells us that if we cyclically permute the letters in the first half 
of a palutator, we get either another palutator or a palindrome. 
Lemma 2.7. If WI = x1x2. . . &y1y2. . . y&, k 3 2 is a palutator, thect 
p2 = x2 l l l ~k%yIyZ l l l yk, 
P3=q... XkXlX2YyY2 l l l yk, 
pk = &xl . . . x&-ly,y, . . . y& 
is either a palutator or a palindrome. In particular, if 
Yl . ..y&=Xi...XlX&...Xi+l. lsi<k, 
then Pi+1 is a palindrome and the others words beginning with cyclic permutations of 
x92.. . x& are pdutatorsrn 
Proof. If X1X2.. xkyyy2. . . y& is a palutator, then x1x2.. . x& occurs as a pattern in 
Y&-l l l l yi+lyi l l l ~l~&~~~~~+l~~~~~~~~X~+~~~~X&Xl~~~X~X~+l~~~X&Xl~~~X~-l~ 
h is easy to see that the cyclic permutations of xl . . . x& will also occur as patterns 
in yk . ..yly&... y1 . All cyclic permutations except Xi+1 . . . x&xl . . . Xi occur as a 
pattern in y&-l . . . yly&. . . y2 and hence, by Lemma 2.2, are palutators. Obviously, 
The next lemma is due to Hennie [20] and appears as an exercise in [21]. We 
need the definition of a crossing sequence first. 
efinition. Let S(i) denote the state of the machine at the time of the ith crossing 
between the two squares in question. Then the sequence C = S(l), S(2), . . . , S(i), . . . 
is called the crossing sequence that the given Turing machine generates on the 
boundary between the two squares. 
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Lemma 2.8 (Crossing Sequence Lemma). Suppose M is a one-tape TM that if it 
accepts its input, does so to the right of the cells on which its input was originally 
written. Then, if M accepts W, W, and the crossing sequence between W, and Wz is 
the same as that between X1 and X, when M is given input X&, then M accepts X1 Wz l
Let L be a language and let M be a TM that, given an arbitrary word W = w1 l . l w,, 
recognizes all positions i such that ~1. . . wi is a word in L. Then, using the same 
proof that is used for the Crossing Sequence Lemma, the Generalized Crossing 
Sequence Lemma can be proved. 
Lemma 2.9 (Generalized Crossing Sequence Lemma). Assume M is a one-tape o$-line 
Turing machine that, on input W = w1 . . . w,, recognizes allpositions isuch that w1 . . . wi 
is in L. Then, if M recognizes that W, W, is in L when given input W, W2 W, and the 
crossing sequence is the same as that between XI and X2 when M is given input 
X,X, W,, then M recognizes X1 W, as a word in L when X1 W, W, is the input. 
Unless otherwise stated, in the sequel L will be the language of palutators. 
Let (r, s) denote the GCD of r and s. 
Lemma 2.10. If k 3 4, then for any i, 1 G i < k, there xists a j < k such that (j - 1, k) = 1 
andj#i+l. 
roof. We know that the number of j’s such that (j - 1, k) = 1 is 4(k) where 4 is 
the Euler 4 function. Now, 
+(k)=k C O-l/p). 
Forka4,4(k)a2andtheremustbeaj + i + 1 such that (j - 1, k) = 1. Pn particular, 
j = 2 and j = k satisfy (j - 1, k) = 1; at least one of the possibilities is unequal to 
i+l. Cl 
hlsing the notation of Lemma 2.7, let 
P1=x 1 l l l Xkyl l l l y& 
=X 1...X&Xi...XIXk...Xi+t, l<i<k 
be a palutator and let SI = PI G1, Sz = PZG, , . . . , Sk = PkGl where Si has length 2n 
and G1 is an arbitrary string in the alphabet C of length 2n - 2k 
ositio Let be a C-’ .rministic one-tape Turing machine that recognizes 
initial palutators in words of length 2n. Assume that M recognizes that S, and Sj, 
where 2 s j s k, j Z i Z 1 and (j - 1, k) = 1, are words with initial palutators using the 
same crossing sequence C between position k and k + 1. Then M has a different crossing 
sequence at position k when it recognizes P’ as an initial palutator of 
V=x 1.. . XkXk+) . . . Xk+/zl . . . zk+lG2 
when? P’ = X1 . . . XkXk+l . o . Xk+pl . . . zk+l and G2 is an arb::rary string in 2 of length 
2n-2Qk+b). 
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roof. Assume M recognizes that V has initial palutator P’ with the same crossing 
sequence C between position k and k+ I as it has when it recognizes that S, and 
4 have initial palutators PI and 4. Then, using the Generalized Crossing Sequence 
Lemma, M will also recognize that XjV’ has an initial palutator Nj where 
Xj=XjXj+*...xkxl...Xj-1, l<jCk, 
Nj = XjXj+l l l l XkXl l l l Xj-]Xk+l l l l Xk+/Zl l l l Zk+lm 
Therefore, by Lemma 2.3, 
XjXj+l l l l XkXl l l l xj-lxk+l l l l Xk+l 
must occur as a pattern in 
&+I_1 . . . zlzk+/. . . 25. 
Since M recognizes that P’ is a palutator, we can assume that 
z1 . . . zk+/ - wy,q. . xl&+/. . . &+I, lcmck+l. 
Thus, 
XjXj+l l l l XkXl l l l xj-lxk+l l l l &+I 
occurs as a pattern in 
X ,73+2.. .&+/xl.. . x&m+1 . . . &+/xl.. . x,+1. 
There are two possibilities for the relationship between k and m: m s k or m > k 
However, in either case we have as the text 
&+2 m . . xk+/x, . . . x/&+1 . . m &+/xl . . . &-1 
and since &+l . . . &+l are arbitrary, we must match 
XjXj+l l l l XkXl l l l xj-lxk+l l l l Xk+/ 
in x 1 l l l XmXm+l. l l &+/m That is, we must have 
X1mmmXjmmm-X~=XjXj+lmmmXkX~mmmXj-1m (*I 
But, if (j - 1, k) = 1, then, using addition, j - 1 generates all the integers mod k. We 
know such a j exists by the previous lemma. Hence, since (*) implies that 
xl = %+( j-l) = xl+[2(j-l)modk] = m ’ l = %+[(k-l)(j-l)modk], 
we must have 
x1=x2=. m .ZXkm 
However, the definition of palutator tells us that if xl = x2 l l l = xk, then PI is not 
a palutator. Hence M must have a different crossing sequence at position k when 
recognizes initial yalutators with length 21 where k c I c n. El 
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The proposition above and its contrapositive tell us that there does not exist an 
algorithm for recognition of initial palutators on a one-tape TM that can recognize 
all possible cyclic permutations of the first half of a possible palutator and recognize 
palutators of different lengths with the same crossing sequence. This means that 
any algorithm must return to the beginning of the input string either to 
(1) test to see if a different cyclic permutation of the possible initial palutator 
under consideration actually makes the word a palutator or 
(2) test for a possible palutator of a different length. 
The author believes that any O(n*) algorithm that is able to find any possible 
palutator in a string of length 21 will basically work either by finding the first half 
of the word as a pattern in the expanded version of the second half of the word or 
the second half of the word as a pattern in the expanded version of the first half 
of the word. Any algorithm that works in this way will be able to do so with the 
same crossing sequence between the first and second half of the word. Hence, the 
TM must return to the half-way point in the word in order to recognize words of 
different lengths as palutators. On the other hand, if an algorithm is able to recognize 
as palutators strings of length 21+2k and 21 with the same crossing sequence at 
position 2, then a different crossing sequence must be used when testing for other 
cyclic permutations of the first or second half of strings that are possible palutators. 
This will require returning to the positior in Guestion again. We have the following 
conjecture. 
Conjecture I. All the information must be gathered again and hence, by the generaliz- 
ation of Hennie’s theorem, must take time greater than O(n*) where n is the length 
of the palutator under consideration. 
If this conjecture is true, then an algorithm to test whether a string has f(n) initial 
palutators where n is the length of the input string and f(n) is a ‘big enough’ 
function must take time greater than O(n*). 
We note that the average time for rejection of a palindrome or a palutator will 
be linear on a multitape TM since one need only count the occurrences of each 
letter in the first and second halves of the word. If they are not equal, the word 
cannot be a palutator or a palindrome. 
We end this paper with a few remarks about the lower central series for a free 
group. These groups hat.3 been studied extensively [28]. 
nition. The subgrollpa Fk of the lower central series for a free group are defined 
recursively by 
) means the subgroup generated by all commutators of elements in the 
with elements i the subgroup B. It can be shown that Fk is actually 
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generated by all commutators of the form 
where each J is an arbitrary word in F. 
Proposition 2.12. For jked k, given a wGrd w, the question ‘is w a concatenation f
commutators such that each commutator is in thel%rm above’ is in NL, nondeterministic 
linear time. 
Proof. Guess the position of the end of each subword of the form 
g = (( . . . Uh ,hhfA . . . j,h-J 
and the end of each subword A‘. Then verify in linear time that each (g, fk) is a 
commutator. If it is, guess the end of each 
h = (( l l l Ufi ,fM-A~ l . Mc-2) 
and verify in linear time that (h, fkml) is a commutator. Continue in this fashion 
until it has been verified that all ( fi , f2) are commutators. Clearly, this takes time 
iess than kiwi. Hence, for a fixed k, we have a linear time algorithm. Cl 
Chmjecture 2. T;he above question cannot be answered in deterministic linear time. 
Related questions deal with what happens if we allow cancellation and ask whether 
aan element of F is in Fk. We have already answered this question for k = 1 in 
Proposition 2. I; we can determine in linear time if an element is in F, or, equivalently, 
if it is in the group language of F/F,. The quotients Fk/ Fk+l have been studied by 
Masrus 1281 and are isomorphic as abelian groups to certain submodules of 
homogeneous elements in a Lie algebra. This isomorphism is given explicitly. 
Interesting questions related to the complexity of the lower central series are 
(1) what is the time complexity of determining if an element of a free group is 
in the group language Fk/Fk+,? 
(2) what is the time complexity of determining if an element of a free group is 
in the group language F/Fk? 
We know that, as we go down a normal series such as the lower central series, 
there may be ‘jumps’ in the complexity of determining whether a particular element 
is in a normal subgroup of the lower central series. It would be interesting to see 
if some insight could be obtained as to if, how or why these jumps occur. 
We would like to end with a note about parallel algorithms for the problems 
discussed in this paper. Many of the groups discussed have parallel algorithms in 
the class NC. This follows easily from the fact that t%~ are context-free language 
groups or have logspace algorithms. For a discussion of arallel algorithms for sue 
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groups, we refer the reader to Cook’s paper [ 111. Parallel algorithms for string 
matching are discussed in papers by Galil [ 181 and Vishkin [37]. 
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