Limit-point and limit-circle criteria are given for the generalised Sturm-Liouville differential expression and the principal coefficient p is allowed to assume both positive and negative values.
Introduction
We consider differential expressions of the type 1 lu = -{ -(p(x)ul(x))' + q(x)u(x)), x E [a, b) 4 x 1 (1.1) where -~< a < b S w , w > 0 , and p-l, q, and w E L:,, [a, b) . (1.2) It is known [lo] that condition (1.2) is both necessary and sufficient for the eigenvalue problem lu = ilu to have Caratheodory solutions on [a, b) for any
A€@.
Following Weyl [24] (cf. also [19] ) we define 1 to be of limit-point type at b if not all solutions to ly = hy lie in Lk [a, b) , and of limit-circle type otherwise. Here, as usual, Lt[a, b) denotes the set of (equivalence classes of) functions u such that wfu is square-integrable in the usual sense. We also set A = {U E L$[a, b): u, pu ' ~Ac,,,[a, b) , lu E L$[a, b)), (1. 3) where AC,,, [a, b) denotes the set of functions that are locally absolutely continuous on [a, b) , and define the maximal operator L, for 1 in L$ [a, b) to be the restriction of I to the domain A. It is known [I91 that the number and type of boundary conditions that one must apply to functions in A to obtain self-adjoint restrictions of L is precisely determined by a knowledge of the limit-pointllimitcircle dichotomy for 1.
There is already a significant body of results on this dichotomy that enable one to classify most equations of interest; the independent results of Evans [a] and Read [20, 21] are known to cover most of the previous limit-point criteria, and that of Kuptsov [17] includes essentially all of the known limit-circle criteria. In addition, a recent theorem of Atkinson [I] provides a concise and elegant condition for the limit-point condition that is both necessary and sufficient.
Most of the known conditions assume that in addition to (1.2) , p > 0 on [a, b) .
Our aim here is to show that this condition may be removed. In addition the main result (Theorem 1) combines the features of the results in [8] and [20, 21] . We also show that the limit-circle result of Kuptsov extends to the general case as well.
We note that Sturm-Liouville equations with principal coefficients taking both positive and negative values arise naturally when one separates variables in certain partial differential equations that exhibit both hyperbolic and elliptic behaviour. Such equations occur for example in the study of wave motion in a rotating stratified fluid (cf. [Ill).
Limit-point criteria
The main result of this section may be stated as follows:
ASSUMPTION. There exists a sequence of numbers {y,);=, c [a, b) such that THEOREM 1. If {y,) is the sequence defined above, let denote a sequence of disjoint intervals in [a, b) with each I,,, c (y,, Y,+~) for some n.
Suppose that, in each interval I,, there exists a real function Q, E L1(Im), a non-negative function a, EAC,,, supported in I,, a non-negative measureable function k,, constants 6 > 0, K > 0, a(0 S a S 1)) and G,,, > 0 such that q = q1 -q2 with qi E L:, , , i = 1,2, and the following conditions hold: (ii) f (-or,q2 
Then the operator L is of limit-point type at b.
The proof of this result will be delayed until Section 4. However, a few remarks on the theorem and its proof are in order here. In the formulation and proof of Theorem 1, we have followed that of Theorem 1 in the paper [8] of Evans. The main modification of the result of Evans is the inclusion of the functions a, in condition (i) by analogy with the other main limit-point condition, that of Read ([21, Theorem 31; see also [20, Theorem I]). In this way we are able to obtain a limit-point condition that includes the essential features of all known limit-point conditions, and more importantly in the present instance, one that is also valid for the case in which the coefficient p may take both positive and negative values in the manner described above.
It should be noted that Theorem 1 can easily be modified to include the more complicated result of Evans mentioned above. In this form, L is of limit-point type at b if in addition to condition (i) above, one has, for each m, a positive function h, E AC,,, and real functions 4, E AC,,,, supported in I,, and such that
where Here the functions a, need not be supported on I,. In another direction, for the most important choice of a in Theorem 1, cu = 1, the theorem can be much simplified by omitting G,, Q,, and @ , without affecting its generality. On setting a = 1, G, = 0, and Q, = H k = amq2 in LEMMA (Atkinson) . Let f be real-valued and integrable on an interval I = [a, 61. 
For any positive real number y, a necessary and sufficient condition for the existence of an absolutely continuous function g with g' S f and IglS y on I is that f o r a l l a S a S p S b , J C f Z -2 y .

Now suppose that the hypotheses of Theorem
We now show that conditions (i) and (ii) of Theorem 1' hold with q, C,, qp, q f , HZ, and k: replacing 6 , K,, q l , q2, H,, and k, respectively. Observe that
As a third remark, we note that if p 5 0 on [a, b ) then clearly, to modify a given limit-point criterion to cover this case, one need merely replace q by -q in the statement. The presence of the term a;, in Theorem 1 indicates that this is precisely what happens in the more general situation considered above.
Next, notice that conditions (i) can be replaced by the condition Finally, we note that the method may also be applied to produce like results for higher order differential expressions (cf.
[9]), and to related questions involving appropriate partial differential operators (cf. [7, 14, 221).
As one might expect from the generality of the statement, the theorem has a wide variety of corollaries, and we now undertake a discussion of some of the more important of these results. We shall use the simpler form Theorem 1' in their derivation. In the remainder of this section we shall continue to assume that each interval I, c (y,, y,,,) for some value of n. We begin with 
. Then L is of limit-point type at co if (a) S j q L -K ( i f p = 1 on I,) s J q S K ( i f p = -1 on I,) for all intervals J c I,, and (b) w, =
The proof of this statement follows immediately from Corollary 1. These conditions are satisfied for example if w is bounded away from zero on [0, m), and either q is bounded below on an infinite collection of intervals with length at least v > 0 on which p = 1, or q is bounded above on a similar infinite collection of intervals on which p = -1. [a, b ) , and let [c,, em] c (a,, b,) . Suppose that there exists a function a and positive constants K,, K2, 6 , and y such that in each interval I, the function a is positive and absolutely continuous, and
Then L is of limit-point type at b. a,, c,) = 0, elsewhere where r, and s, are constants, chosen so that am(am) = a,(b,) = 0. We will use Theorem 1' with a, as defined above, 9 , = q, q2 = 0, C, = 612, and q > 4ICl. On the intervals [a,, c,) and [em, b,) where a, has the form a,(x) = a ( x ) f ( x ) with 0 S f ( x ) 5 1, we have Thus we may take k, = K6w, where K, > K, + K,. Consequently, noting that 222 W. N. Everitt, I . W . Knowles and T. T This completes the proof.
Note that this result is quite close to Theorem 3 of [21] , except for the presence of condition (b). This condition, which may be traced back to our use of the compact support functions a,, seems to be necessary when p is not necessarily of one sign in a neighbourhood of b.
The final result that we derive here is an analogue of Theorem 2 of [21] . As is noted in [21] , this result extends the well-known criterion of Ismagilov [13] . We obtain a useful special case of Corollary 6 when w = lp) = 1 and gmq 2 qm > 0 on each interval I,. In this case it follows that L is of limit-point type at b if where dm is the length of I,. In particular, consider the case a = 1, b = m, w = 1, lpl = 1 on intervals I, with length at least v > 0, and q(x) = x" sin (nxP), where cu,P >O. Then it follows by the method outlined in [21, p. 2721 that L is of limit-point type at a~ provided a > 2P -2.
Limit-circle criteria
It is known (see [IS] ) that, in the case p > 0, virtually all known conditions for the limit-circle case are included in the result [17, Theorem 11 of Kuptsov. This criterion is a direct consequence of an estimate for solutions y to Ly = 0 obtained by a consideration of the quadratic form where y and @ > 0 are arbitrary functions in AC,,,.
Furthermore, an inspection of the derivation of this estimate (see [12, 16] for simpler versions) shows that no essential use is made of the assumption that p be positive. The only point that need be checked is whether or not the form E is positive definite in this new situation; but this follows easily when one notes that for any solution y to Ly = 0, y and the quasi-derivative (see [19, para. 171) py ' cannot have a common zero. Thus we have THEOREM 2. Let p and q satisfy the basic conditions (1.1), (1.2) , and suppose that there exist functions y and $I > 0 in AC,,, such that Then L is of limit-circle type at b.
Of the many possible Corollaries that one could formally derive from Theorem 2, we isolate two. COROLLARY 7. Let p and q satisfy the basic conditions (1.1), (1.2) , and suppose that there exist functions y E AC,,, and q, such that pq, E AC,,, is positive and
Then L is of limit-circle type at b.
Proof. Set $2 =pq, in Theorem 2. Then, using (a) and (b), we have that the left hand side of (3.1) is majorised by
The result now follows immediately. It should be stressed here that in the above theory, p need not be continuous. In particular, consider the following EXAMPLE. For fixed E > 0, define p, q, and w on [I, m) as follows:
q(x) = x2+&, x E (n, n + n = 1, 2, . . . , ---X 2 +~ , otherwise, and set w = 1. Then it is clear that p(x)q(x) = -x2+" on [I, a). In Corollary 7 replace q by -q and set 2y = (1 + ~12)t-' for t 2 1. Then conditions (a) and (b) above are easily seen to be satisfied. Also, for all x 2 1, Thus and (c) is satisfied also. Hence, by the corollary, the corresponding operator L is of limit-circle type at m. 
Proof. This result follows easily from Theorem 2 if we set $ = ( v p q ) 4 and 
Proof of Theorem 1
Without loss of generality, it is enough to consider only real elements of A. Consequently, let u E A be real. From an integration by parts we have (setting 
Hence, from (4.8),
Thus, summing over m , we obtain which contradicts condition (iii), and completes the proof.
