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We introduce a task that we call partial decoupling, in which a bipartite quantum state
is transformed by a unitary operation on one of the two subsystems and then is subject
to the action of a quantum channel. We assume that the subsystem is decomposed into
a direct-sum-product form, which often appears in the context of quantum information
theory. The unitary is chosen at random from the set of unitaries having a simple form
under the decomposition. The goal of the task is to make the final state, for typical choices
of the unitary, close to the averaged final state over the unitaries. We consider a one-shot
scenario, and derive upper and lower bounds on the average distance between the two
states. The bounds are represented simply in terms of smooth conditional entropies of
quantum states involving the initial state, the channel and the decomposition. Thereby we
provide generalizations of the one-shot decoupling theorem. The obtained result would
lead to further development of the decoupling approaches in quantum information theory
and fundamental physics.
I. INTRODUCTION
Decoupling refers to the fact that we may destroy correlation between two quantum systems by
applying an operation on one of the two subsystems. It has played significant roles in the devel-
opment of quantum Shannon theory for a decade, particularly in proving the quantum capacity
theorem [1], unifying various quantum coding theorems [2], analyzing a multipartite quantum
communication task [3, 4] and in quantifying correlations in quantum states [5]. It has also been
applied to various fields of physics, such as the black hole information paradox [6], quantum
many-body systems [7] and quantum thermodynamics [8, 9]. Dupuis et al. [10] provided one of
the most general formulations of decoupling, which is often referred to as the decoupling theorem.
The decoupling approach simplifies many problems of our interest, particularly when combined
with the fact that any purification of a mixed quantum state is convertible to another reversibly
[11].
All the above studies rely on the notion of random unitary, i.e., unitaries drawn at random from
the set of all unitaries acting on the system, which leads to the full randomization over the whole
Hilbert space. In various situations, however, the full randomization is a too strong demand. In
the context of communication theory, for example, the full randomization leads to reliable trans-
mission of quantum information, while we may be interested in sending classical information at the
same time [12], for which the full randomization is more than necessary. In the context of quan-
tum many-body physics, the random process caused by the complexity of dynamics is in general
restricted by symmetry, and thus no randomization occurs among different values of conserved
quantities. Hence, in order that the random-unitary-based method fits into broader context in
quantum information theory and fundamental physics, it would be desirable to generalize the
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2previous studies using the full-random unitary, to those based on random unitaries that are not
fully random but with a proper structure.
As the first step toward this goal, we consider a scenario in which the unitaries take a simple
form under the following direct-sum-product (DSP) decomposition of the Hilbert space:
H =
J⊕
j=1
Hlj ⊗Hrj . (1)
This decomposition often appears in the context of quantum information theory, such as information-
preserving structure [13, 14], the Koashi-Imoto decomposition [15], data compression of quantum
mixed-state source [16], quantum Markov chains [17, 18] and simultaneous transmission of clas-
sical and quantum information [12]. Also, quantum systems with symmetry are represented by
the Hilbert spaces decomposed into this form (see e.g. [19]).
In this paper, we introduce and analyze a task that we call partial decoupling. We consider a
scenario in which a bipartite quantum state Ψ on system AR is subject to a unitary operation U
on A, followed by the action of a quantum channel (CP map) T : A→ E. The unitary is assumed
to be chosen at random, not from the set of all unitaries on A, but from the subset of unitaries that
take a simple form under the DSP decomposition. Thus, partial decoupling is a generalization of
the decoupling theorem [10] that incorporates the DSP decomposition. Along the similar line as
[10], we analyze how close the final state T A→E(UAΨARU †A) is, on average over the unitaries, to
the averaged final state EU [T A→E(UA(ΨAR)U †A)].
The main result in this paper is that we derive upper and lower bounds on the average dis-
tance between the final state and the averaged one. The bounds are represented in terms of the
smooth conditional entropies of quantum states involving the initial state, the channel and the
decomposition. For a particular case where J = 1 and dimHAlj = 1, the obtained formulae are
equivalent to those given by the decoupling theorem [10].
The result in this paper is applicable for generalizing any problems within the scope of the de-
coupling theorem, by incorporating the DSP structure. As examples, we apply the result to com-
munication tasks where classical and quantum information are simultaneously transmitted [20],
and to a quantum communication task in which encoding operations are restricted by symme-
try [21]. We think that further significant implications on various topics will be obtained beyond
these examples.
This paper is organized as follows. In Section II, we introduce notations and definitions. In
Section III, we present formulations of the problem and the main results. Before we prove our
main results, we provide discussions about implementations of our protocols by quantum circuits
in Section IV. Section V describes the structure of the proofs of the main results, and provides
lemmas that will be used in the proofs. The detailed proofs of the main theorems are provided
in Section VI-VIII. Conclusions are given in Section IX. Some technical lemmas and proofs are
provided in Appendices.
II. PRELIMINARIES
We summarize notations and definitions that will be used throughout this paper. See also
Appendix H for the list of notations.
3A. Notations
We denote the set of linear operators and that of Hermitian operators on a Hilbert space H
by L(H) and Her(H), respectively. For positive semidefinite operators, density operators and
sub-normalized density operators, we use the following notations, respectively:
P(H) = {ρ ∈ Her(H) : ρ ≥ 0}, (2)
S=(H) = {ρ ∈ P(H) : Tr[ρ] = 1}, (3)
S≤(H) = {ρ ∈ P(H) : Tr[ρ] ≤ 1}. (4)
A Hilbert space associated with a quantum system A is denoted by HA, and its dimension is
denoted by dA. A system composed of two subsystems A and B is denoted by AB. When M and
N are linear operators on HA and HB , respectively, we denote M ⊗ N as MA ⊗ NB for clarity.
In the case of pure states, we often abbreviate |ψ〉A ⊗ |φ〉B as |ψ〉A|φ〉B . For ρAB ∈ L(HAB), ρA
represents TrB[ρAB]. We denote |ψ〉〈ψ| simply by ψ. The maximally entangled state between A
and A′, whereHA ∼= HA′ , is denoted by |Φ〉AA′ or ΦAA′ . The identity operator is denoted by I . We
denote (MA ⊗ IB)|ψ〉AB as MA|ψ〉AB , and (MA ⊗ IB)ρAB(MA ⊗ IB)† as MAρABMA†.
When E is a supermap from L(HA) to L(HB), we denote it by EA→B . When A = B, we use EA
for short. We also denote (EA→B⊗ idC)(ρAC) by EA→B(ρAC). The set of linear completely-positive
(CP) supermaps from A to B is denoted by CP(A → B), and the subset of trace non-increasing
(resp. trace preserving) ones by CP≤(A → B) (resp. CP=(A → B)). When a supermap is given
by a conjugation of a unitary UA or an isometry WA→B , we especially denote it by its calligraphic
font such as
UA(XA) := (UA)XA(UA)†, WA→B(XA) := (WA→B)XA(WA→B)†. (5)
Let A be a quantum system such that the associated Hilbert space HA is decomposed into the
DSP form as
HA =
J⊕
j=1
HAlj ⊗HArj . (6)
For the dimension of each subspace, we introduce the following notation:
lj := dimHAlj , rj := dimHArj . (7)
We denote by ΠAj the projection onto a subspace HAlj ⊗ HArj ⊆ HA for each j. For any quantum
system R and any X ∈ L(HA ⊗HR), we introduce a notation
XARjk := Π
A
j X
ARΠAk , (8)
which leads to XAR =
∑J
j,k=1X
AR
jk .
B. Norms and Distances
For a linear operator X , the trace norm is defined as ||X||1 = Tr[
√
X†X], and the Hilbert-
Schmidt norm as ||X||2 =
√
Tr[X†X]. The trace distance between two unnormalized states ρ, ρ′ ∈
P(H) is defined by ‖ρ− ρ′‖1. For subnormalized states ρ, ρ′ ∈ S≤(H), the generalized fidelity and
the purified distance are defined by
F¯ (ρ, ρ′) := ‖√ρ
√
ρ′‖1 +
√
(1− Tr[ρ])(1− Tr[ρ′]), P (ρ, ρ′) :=
√
1− F¯ (ρ, ρ′)2, (9)
4respectively [22]. The epsilon ball of a subnormalized state ρ ∈ S≤(H) is defined by
B(ρ) := {ρ′ ∈ S≤(H)| P (ρ, ρ′) ≤ }. (10)
For a linear superoperator EA→B , we define the DSP norm by
‖EA→B‖DSP := sup
C, ξ
‖EA→B(ξAC)‖1, (11)
where the supremum is taken over all finite dimensional quantum systems C and all subnormal-
ized states ξ ∈ S≤(HAC) such that the reduced state on A is decomposed in the form of
ξA =
J⊕
j=1
qj$
Al
j ⊗ piArj . (12)
Here, {qj}Jj=1 is a probability distribution, {$j}Jj=1 is a set of subnormalized states on HAlj and
piArj is the maximally mixed state on HArj . The epsilon ball of linear CP maps with respect to the
DSP norm is defined by
BDSP(E) := {E ′ ∈ CP≤(A→ B) | ‖E ′ − E‖DSP ≤ }. (13)
For quantum systems V , W , a linear operator X ∈ L(HVW ) and a subnormalized state ς ∈
S≤(HW ), we introduce the following notation:
||XVW ||2,ςW := ||(ςW )−1/4XVW (ςW )−1/4||2. (14)
This includes the case where V is a trivial (one-dimensional) system, in which case XVW = XW .
We omit the superscript W for ς when there is no fear of confusion.
C. One-shot entropies
For any subnormalized state ρ ∈ S≤(HAB) and normalized state ς ∈ S=(HB), define
Hmin(A|B)ρ|ς := sup{λ ∈ R|2−λIA ⊗ ςB ≥ ρAB}, (15)
Hmax(A|B)ρ|ς := log ‖
√
ρAB
√
IA ⊗ ςB‖21, (16)
H2(A|B)ρ|ς := − log Tr
[(
(ςB)−1/4ρAB(ςB)−1/4
)2]
. (17)
The conditional min-, max- and collision entropies (see e.g. [23]) are defined by
Hmin(A|B)ρ := sup
ςB∈S=(HB)
Hmin(A|B)ρ|ς , (18)
Hmax(A|B)ρ := sup
ςB∈S=(HB)
Hmax(A|B)ρ|ς , (19)
H2(A|B)ρ := sup
ςB∈S=(HB)
H2(A|B)ρ|ς , (20)
respectively. The smoothed versions are of the key importance when we are interested in the
one-shot scenario. We particularly use the smooth conditional min- and max-entropies:
Hmin(A|B)ρ := sup
ρˆAB∈B(ρ)
Hmin(A|B)ρˆ, (21)
Hmax(A|B)ρ := inf
ρˆAB∈B(ρ)
Hmax(A|B)ρˆ (22)
for  ≥ 0. Note that Expressions (15)-(20) can be generalized to the case where ρ ∈ P(H).
5D. Choi-Jamiolkowski representation
Let T A→B be a linear supermap from L(HA) to L(HB), and let ΦAA′ be the maximally entan-
gled state between A and A′. A linear operator J(T A→B) ∈ L(HAB) defined by J(T A→B) :=
T A′→B(ΦAA′) is called the Choi-Jamiołkowski representation of T [24, 25]. The representation is an
isomorphism. The inverse map is given by, for an operator XAB ∈ L(HAB),
J−1(XAB)(ςA) = dATrA
[
(ςA
T ⊗ IB)XAB], (23)
where AT denotes the transposition of A with respect to the Schmidt basis of ΦAA
′
. When T
is completely positive, then J(T A→B) is an unnormalized state on AB and is called the Choi-
Jamiołkowski state of T .
Note that the Choi-Jamiołkowski representation depends on the choice of the maximally en-
tangled state ΦAA
′
, i.e., the Schmidt basis thereof. When HA is decomposed into the DSP form as
(6), the isomorphic space HA′ is decomposed into the same form. In the rest of this paper, we fix
the maximally entangled state ΦAA
′
, which is decomposed as
|Φ〉AA′ =
J⊕
j=1
√
ljrj
dA
|Φlj〉AlA
′
l |Φrj〉ArA
′
r , (24)
where Φlj and Φ
r
j are fixed maximally entangled states onHAlj ⊗H
A′l
j andHArj ⊗HA
′
r
j , respectively.
E. Random unitaries
In the analyses of one-shot decoupling, random unitaries play a crucial role, by using which
it can be shown that there exists at least one unitary that achieves the desired task. In particular,
the Haar measure on the unitary group is often used. The Haar measure H on the unitary group
is the unique unitarily invariant provability measure, often called uniform distribution of the
unitary group. When a random unitary U is chosen uniformly at random with respect to the Haar
measure, it is referred to as a Haar random unitary and is denoted by U ∼ H.
The most important property of the Haar measure is the left- and right-unitary invariance: for
a Haar random unitary U ∼ H and any unitary V , the random unitaries V U and UV are both
distributed uniformly with respect to the Haar measure. This property combined with the Schur-
Weyl duality enables us to explicitly study the averages of many functions on the unitary group
over the Haar measure. In the following, the average of a function f(U) on the unitary group over
the Haar measure is denoted by EU∼H[f ].
In this paper, however, we are interested in the case where the Hilbert space is decomposed
into the DSP form: HA = ⊕Jj=1HAlj ⊗HArj , and mainly consider the unitaries that act non-trivially
only on {HArj }Jj=1 such as the untiary in the form of
⊕J
j=1 I
Al
j ⊗ UArj , where UArj is a unitary on
HArj . In this case, we can naturally introduce a product H× of the Haar measures by
H× = H1 × · · · × HJ , (25)
where Hj is the Haar measure on the unitary group on HArj for any j. Hence, when we write
U ∼ H× below, it means that U is in the form of
⊕J
j=1 I
Al
j ⊗ UArj and UArj ∼ Hj .
6III. MAIN RESULTS
We consider two scenarios in which a bipartite quantum state ΨAR is transformed by a unitary
operation onA and then is subject to the action of a quantum channel (linear CP map) T A→E . The
unitary is chosen at uniformly random from the set of unitaries that take a simple form under the
DSP decomposition (1).
In the first scenario, which we call non-randomized partial decoupling, the unitaries are such that
they completely randomize the spaceHArj for each j, while having no effect on j or the spaceHAlj .
This scenario may find applications when complex quantum many-body systems are investigated
based on the decoupling approach, in which case the DSP decomposition is, for instance, induced
by the symmetry the system has. In the second scenario, which we refer to as randomized partial
decoupling, we assume that dimHAlj = 1 and that dimHArj does not depend on j. The unitaries do
not only completely randomize the spaceHAr , but also randomly permute j. This scenario may fit
to the communication problems. For instance, one of the applications may be classical-quantum
hybrid communicational tasks, where the division of the classical and quantum information leads
to the DSP decomposition.
For both scenarios, our concern is how close the final state is, after the action of the unitary
and the quantum channel, to the averaged final state over all unitaries. It should be noted that the
averaged final state is in the form of a block-wise decoupled state in general. This is in contrast to
the decoupling theorem, in which the averaged final state is a fully decoupled state.
A. Non-Randomized Partial Decoupling
Let us consider the situation where U has the DSP form: U :=
⊕J
j=1 I
Al
j ⊗ UArj . For any state
ΨAR, the averaged state obtained after the action of the random unitary U ∼ H× is given by
ΨARav := EU∼H× [U
A(ΨAR)U †A] =
J⊕
j=1
ΨAlRjj ⊗ piArj . (26)
Here, piArj is the maximally mixed state on HArj , and ΨAlRjj is an unnormalized state on HAlj ⊗HR
defined by
ΨAlRjj := TrAr [Ψ
AR
jj ] = TrAr [Π
A
j Ψ
ARΠAj ]. (27)
Our interest is on the average distance between the state T A→E(UAΨARU †A) and the averaged
state T A→E(ΨARav ) over all U ∼ H×.
For expressing the upper bound on the average distance, we introduce a quantum system A∗
represented by a Hilbert space
HA∗ :=
J⊕
j=1
HArj ⊗HA¯rj , (28)
and a linear operator FAA¯→A∗ : HA ⊗HA¯ → HA∗ defined by
FAA¯→A
∗
:=
J⊕
j=1
√
dAlj
rj
〈Φlj |AlA¯l(ΠAj ⊗ΠA¯j ), (29)
whereHA¯lj ∼= HAlj ,HA¯rj ∼= HArj andHA¯ ∼= HA.
The following is our first main theorem about the upper bound:
7Theorem 1 [Main result 1: One-shot non-randomized partial decoupling] For any , µ ≥ 0, any
subnormalized state ΨAR ∈ S≤(HAR) and any linear CP map T A→E , it holds that
EU∼H×
[∥∥T A→E ◦ UA(ΨAR)− T A→E(ΨARav )∥∥1] ≤ 2− 12H,µmin(A∗|RE)Λ(Ψ,T ) + 2(‖T ‖DSP + µ+ µ).
(30)
Here, H,µmin(A
∗|RE)Λ(Ψ,T ) is the smooth conditional min-entropy for an unnormalized state Λ(Ψ, T ),
defined by F (ΨAR⊗τ A¯E)F † with τAE = J(T A→E) being the Choi-Jamiołkowski representation of T A→E .
It is explicitly given by
H,µmin(A
∗|RE)Λ(Ψ,T ) := sup
Ψ′∈B(Ψ)
sup
T ′∈BµDSP(T )
Hmin(A
∗|RE)Λ(Ψ′,T ′), (31)
where BµDSP(T ) is the set of µ-neighbourhoods of T , defined by (13).
In the literature of chaotic quantum many-body systems, it is often assumed that the dynamics
is approximated well by a random unitary channel, which is sometimes called scrambling [6,
26, 27]. Despite the fact that a number of novel research topics have been opened based on the
idea of scrambling, some of which are using the decoupling approach [6, 8, 9], symmetry of the
physical systems has rarely been taken into account properly. Hence, Theorem 1, showing the
achievability of non-randomized partial decoupling, will be useful for studying complex physics
in chaotic quantum many-body systems with symmetry [21].
B. Randomized Partial Decoupling
Next we assume that
dimHlj = 1, dimHrj = r (j = 1, · · · , J). (32)
The Hilbert space HA = ⊕Jj=1HArj is then isomorphic to a tensor product Hilbert space HAc ⊗
HAr , i.e., A ∼= AcAr. Here, HAc is a J-dimensional Hilbert space with a fixed orthonormal basis
{|j〉}Jj=1, and HAr is an r-dimensional Hilbert space. We consider a random unitary U on system
A of the form
U :=
J∑
j=1
|j〉〈j|Ac ⊗ UArj , (33)
which we also denote by U ∼ H×. In addition, let P be the permutation group on [1, · · · , J ], and
P be the uniform distribution on P. We define a unitary Gσ for any σ ∈ P by
Gσ :=
J∑
j=1
|σ(j)〉〈j|Ac ⊗ IAr . (34)
For the initial state, we use the notion of classically coherent states, defined as follows:
Definition 2 (classically coherent states [28]) Let K1 and K2 be d-dimensional quantum systems
with fixed orthonormal bases {|k1〉}dk1=1 and {|k2〉}dk2=1, respectively, and let W be a quantum sys-
tem. An unnormalized state % ∈ P(HK1K2W ) is said to be classically coherent in K1K2 if it satisfies
%|k〉K1 |k′〉K2 = 0 for any k 6= k′, or equivalently, if % is in the form of
%K1K2W =
d∑
k,k′=1
|k〉〈k′|K1 ⊗ |k〉〈k′|K2 ⊗ %Wkk′ , (35)
where %kk′ ∈ L(HW ) for each k and k′.
8We now provide our second main result:
Theorem 3 [Main result 2: One-shot randomized partial decoupling] Let , µ ≥ 0, ΨAR be a
subnormalized state that is classically coherent in AcRc, and T A→E be a linear CP map such that the
Choi-Jamiołkowski representation τAE = J(T A→E) satisfies Tr[τ ] ≤ 1. It holds that
EU∼H×,σ∼P
[∥∥T A→E ◦ GAσ ◦ UA(ΨAR)− T A→E ◦ GAσ (ΨARav )∥∥1]
≤
√
α(J) · 2− 12HI + β(Ar) · 2− 12HII + 4(+ µ+ µ), (36)
where ΨARav := EU∼H× [UA(ΨAR)]. The function α(J) is 0 for J = 1 and 1J−1 for J ≥ 2, and β(Ar) is 0
for dimHAr = 1 and 1 for dimHAr ≥ 2. The exponents HI and HII are given by
HI = H

min(A|R)Ψ −Hµmax(A|B)C(τ), HII = Hmin(A|R)C(Ψ) −Hµmax(Ar|BAc)C(τ). (37)
Here, C is the completely dephasing channel onAc with respect to the basis {|j〉}Jj=1, and τAB = J(T A→B)
is the Choi-Jamiolkowski representation of the complementary channel T A→B of T A→E .
Note that, since the subnormalized state ΨAR is classically coherent in AcRc, the averaged state
ΨARav is explicitly given by
ΨARav =
J∑
j=1
|j〉〈j|Ac ⊗ piAr ⊗ΨRrjj ⊗ |j〉〈j|Rc . (38)
Small error for one-shot randomized partial decoupling implies that the third party having the
purifying system of the final state may recover both classical and quantum parts of correlation
in ΨAR. Thus, it will be applicable, e.g., for analyzing simultaneous transmission of classical
and quantum information in the presence of quantum side information. In this context, HI in
the above expression quantifies how well the total correlation in ΨAR can be transmitted by the
channel T A→B , whereas HII for only quantum part thereof (see [20]).
C. A Converse Bound
So far, we have presented achievabilities of non-randomized and randomized partial decou-
pling. At this point, we do not know whether the obtained bounds are “sufficiently tight”. To
address this question, we prove a converse bound for partial decoupling. We however need to
assume the following two conditions for the converse:
Converse Condition 1 dimHlj = 1, dimHrj = r (j = 1, · · · , J),
Converse Condition 2 the initial (normalized) state ΨAR is classically coherent in AcRc.
Throughout the paper, we refer to the conditions as CC1 and CC2, respectively. The conditions
are both satisfied for randomized partial decoupling, but not necessarily for the non-randomized
case. Hence, our converse does not cover the whole situations of the non-randomized one.
The converse bound is stated by the following theorem.
Theorem 4 [Main result 3: Converse for partial decoupling] Suppose that CC1 and CC2 are sat-
isfied. Let |Ψ〉ARD be a purification of a normalized state ΨAR ∈ S=(HAR), which is classically coherent
in AcRc due to CC2, and T A→E be a trace preserving CP map with the complementary channel T A→B .
9Suppose that, for δ > 0, there exists a normalized state ΩER :=
∑J
j=1 ς
E
j ⊗ΨRrjj ⊗ |j〉〈j|Rc , where {ςj}Jj=1
are normalized states on E, such that ∥∥T A→E(ΨAR)− ΩER∥∥
1
≤ δ. (39)
Then, for any υ ∈ [0, 1/2) and ι ∈ (0, 1], it holds that
Hλmin(A|R)Ψ −Hυmin(RD|B)T ◦C(Ψ) + log J ≥ log ι, (40)
Hλ
′
min(A|R)C(Ψ) −Hυmin(RrD|BRc)T ◦C(Ψ) ≥ log ι+ log (1− 2υ), (41)
where C is the completely dephasing channel on Ac, and the smoothing parameters λ and λ′ are defined by
λ := 2
√
ι+ 4
√
20υ + 2δ +
√
2
√
20υ + 2δ + 2
√
2δ + 2
√
20υ + 2δ + 3υ, (42)
λ′ := υ +
√
4
√
ι+ 2x+ 2
√
x+ (4
√
ι+ 8 + 24)x (43)
and x :=
√
2 4
√
24υ + 2δ.
Note that, when a quantum channel T A→E achieves partial decoupling for a state ΨAR within a
small error, it follows from the decomposition of Ψav (see (38)) that
T A→E(ΨAR) ≈ T A→E(ΨARav ) =
J∑
j=1
τˆEj ⊗ΨRrjj ⊗ |j〉〈j|Rc , (44)
where τˆEj := T A→E(|j〉〈j|Ac ⊗ piAr) = JτEj ∈ S=(HE). This is in the same form as the assumption
of Theorem 4.
Let us compare the direct part of randomized partial decoupling (Theorem 3) and the converse
bound presented above. The first term in the R.H.S. of the achievability bound (36) is calculated
to be
−2 log
(√
α(J) · 2− 12HI
)
= Hmin(A|R)Ψ −Hµmax(A|B)C(τ) + log (J − 1). (45)
On the other hand, the converse bound (40) yields
Hλmin(A|R)Ψ −Hµmin(A|B)C(ψ) + log J ≥ log ι, (46)
where ψAB := T A′→B(ΨAA′p ), with |Ψp〉AA
′
being a purification of ΨA and HA ∼= HA′ . Note that
there exists a linear isometry from A′ to RD that maps |Ψp〉 to |Ψ〉 [11], and that the conditional
max entropy is invariant under local isometry (see Lemma 21 below). A similar argument also
applies to the second term in (36) and (41). Thus, when ΨA is the maximally mixed state, in
which case |Ψp〉AA′ = |Φ〉AA′ and thus ψ = τ , the gap between the two bounds is only due to
the difference in values of smoothing parameters and types of conditional entropies. By the fully
quantum asymptotic equipartition property [29], this gap vanishes in the limit of infinitely many
copies. From this viewpoint, we conclude that the achievability bound of randomized partial
decoupling and the converse bound are sufficiently tight.
D. Reduction to The Existing Results
We briefly show that the existing results on one-shot decoupling [10] and dequantization [28]
are obtained from Theorems 1, 3 and 4 as corollaries, up to changes in smoothing parameters.
Thus, our results are indeed generalizations of these two tasks.
First, by letting J = 1 in Theorem 3, we obtain the achievability of one-shot decoupling:
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Corollary 5 [Achievability for one-shot decoupling (Theorem 3.1 in [10])] Let , µ ≥ 0, ΨAR
be a subnormalized state, and T A→E be a linear CP map such that the Choi-Jamiołkowski representation
τAE = J(T A→E) satisfies Tr[τ ] ≤ 1. Let U ∼ H be the Haar random unitary onHA. Then, it holds that
EU∼H
[∥∥T A→E ◦ UA(ΨAR)− τE ⊗ΨR∥∥
1
] ≤ 2− 12 [Hmin(A|R)Ψ+Hµmin(A|E)τ ] + 4(+ µ+ µ). (47)
Note that the duality of the conditional min and max entropies ([22]: see also Lemma 24 in Section
V B 2) implies Hµmin(A|E)τ = −Hµmax(A|B)τ , with τAB = J(T A→B) being the Choi-Jamiolkowski
representation of the complementary channel T A→B of T A→E . A similar bound is also obtained
by letting J = 1 and dimHAlj = 1 in Theorem 1. A converse bound for one-shot decoupling is
obtained by letting J = 1 in Theorem 4, and by using the duality of the conditional entropies, as
follows:
Corollary 6 [Converse for one-shot decoupling (Theorem 4.1 in [10])] Consider a normalized state
ΨAR ∈ S=(HAR) and a trace preserving CP map T A→E . Suppose that, for δ > 0, there exists a normalized
state ς ∈ S=(HE), such that ‖T A→E(ΨAR)− ςE ⊗ΨR‖1 ≤ δ. Then, for any υ ∈ [0, 1/2) and ι ∈ (0, 1],
it holds that
Hλmin(A|R)Ψ +Hυmax(A|E)T A′→E(ΨAA′p ) ≥ log ι, (48)
where |Ψp〉AA′ is a purification of ΨA,HA ∼= HA′ , and the smoothing parameter λ is defined by (42).
Next, we consider the opposite extreme for Theorem 3, i.e., we consider the case where
dimHAr = 1. This case yields the dequantizing theorem:
Corollary 7 [Achievability for dequantization (Theorem 3.1 in [28])] Let A be a quantum system
with a fixed basis {|j〉}dAj=1,HR ∼= HA and , µ ≥ 0. Consider a subnormalized state ΨAR that is classically
coherent in AR, and a linear CP map T A→E such that the Choi-Jamiołkowski representation τAE =
J(T A→E) satisfies Tr[τ ] ≤ 1. Let σ be the random permutation on [1, · · · , dA] with the associated unitary
Gσ :=
∑dA
j=1 |σ(j)〉〈j|. Then, it holds that
Eσ∼P
[∥∥T A→E ◦ GAσ (ΨAR)− T A→E ◦ GAσ ◦ CA(ΨAR)∥∥1]
≤ 1√
dA − 1
· 2− 12 [Hmin(A|R)Ψ−Hµmax(A|B)C(τ)] + 4(+ µ+ µ), (49)
where C is the completely dephasing channel onA with respect to the basis {|j〉}Jj=1, and τAB = J(T A→B)
is the Choi-Jamiolkowski representation of the complementary channel T A→B of T A→E .
In the same extreme, Theorem 4 provides a converse bound for dequantization, which has not
been known so far:
Corollary 8 [Converse for dequantization] Consider the same setting as in Corollary 7, and assume
that ΨAR is normalized, and that T A→E is trace preserving. Let |Ψ〉ARD be a purification of ΨAR. Suppose
that, for δ > 0, there exists a normalized state ΩER :=
∑J
j=1 pjς
E
j ⊗ |j〉〈j|R, where {pj , ςj}Jj=1 is an
ensemble of normalized states on E, such that ‖T A→E(ΨAR) − ΩER‖1 ≤ δ. Then, for any υ ∈ [0, 1/2)
and ι ∈ (0, 1], it holds that
Hλmin(A|R)Ψ −Hυmin(RD|B)T ◦C(Ψ) + log J ≥ log ι, (50)
where the smoothing parameter λ is defined by (42).
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FIG. 1. Outline of our proofs. The PD stands for the partial decoupling. For the smoothed randomized
partial decoupling and the converse bound, we first assume two conditions, WA 1 and WA 2, but will remove
them later to complete the proof. The details of the conditions are given in the main text.
IV. IMPLEMENTING THE RANDOM UNITARY WITH THE DSP FORM
Before we proceed to the proofs, we here briefly discuss how the random unitaries U ∼ H×
that respect the DSP form can be implemented by quantum circuits. Since Haar random uni-
taries are in general hard to implement, unitary t-designs, mimicking the t-th statistical moments
of the Haar measure on average [30–32], have been exploited in many cases. Since the decou-
pling method makes use of the second statistical moments of the Haar measure, we could use
the unitary 2-designs instead of the Haar measure for our tasks. Although a number of efficient
implementations of unitary 2-designs have been discovered [30–38], and it is also shown that de-
coupling can be achieved using unitaries less random than unitary 2-designs [39, 40], we here
need unitary designs in a given DSP form, which we refer to as the DSP unitary designs. Thus, we
cannot directly use the existing constructions, posing a new problem about efficient implemen-
tations of DSP unitary designs. Although this problem is out of the scope in this paper, we will
briefly discuss possible directions toward the solution.
One possible way is to simply modify the constructions of unitary designs known so far. This
could be done by regarding each Hilbert spaceHArj , on which each random unitaryUArj ∼ Hj acts,
as the Hilbert space of “virtual” qubits. The complexity of the implementation, i.e. the number of
quantum gates, is then determined by how complicated the unitary is that transforms the basis in
each HArj into the standard basis of the virtual qubits. Another way is to use the implementation
of designs on one qudit [41], where it was shown that alternate applications of random diagonal
unitaries in two complementary bases achieves unitary designs. This implementation would be
suited in quantum many-body systems because we can choose two natural bases, position and
momentum bases, and just repeat switching random potentials in those bases under the condition
that the potentials satisfy the DSP form. Finally, when the symmetry-induced DSP form is our
concern, unitary designs with symmetry may possibly be implementable by applying random
quantum gates that respects the symmetry.
In any case, the implementations of DSP unitary designs, or the symmetric unitary designs,
and their efficiency are left fully open. Further analyses are desired.
12
V. STRUCTURE OF THE PROOF
In the rest of the paper, we prove the three main theorems, Theorem 1, Theorem 3 and Theorem
4 in Section VI, Section VII and Section VIII, respectively. For the sake of clarity, we sketch the out-
line of the proofs in Subsection V A (see also Fig. 1). We then list useful lemmas in Subsection V B.
See also Appendix H for the list of notations used in the proofs.
A. Key lemmas and the structure of the proofs
For the achievability statements (Theorem 1 and Theorem 3), the key technical lemma is the
twisted twirling, which can be seen as a generalization of the twirling method often used in quan-
tum information science. See Appendix A for the proof.
Lemma 9 (Twisted Twirling) Let HArj be a rj-dimensional subspace of HAr , and ΠArj be the projector
onto HArj ⊂ HAr for each of j = 1, · · · , J . Let IArA
′
r be IAr ⊗ IA′r , and FArA′r ∈ L(HArA′r) be the
swap operator defined by
∑
a,b |a〉〈b|Ar ⊗ |b〉〈a|A
′
r for any orthonormal basis {|a〉} in HAr and HA′r . In
addition, let IArA
′
r
jk and F
ArA′r
jk be Π
Ar
j ⊗ΠA
′
r
k and (Π
Ar
j ⊗ΠA
′
r
k )F
ArA′r , respectively. For any MArA′rBB′ ∈
L(HArA′rBB′), define
MBB
′
I,jk := TrArA′r [I
ArA′r
jk M
ArA′rBB′ ], MBB
′
F,kj := TrArA′r [F
ArA′r
kj M
ArA′rBB′ ]. (51)
Then, it holds that, for j 6= k,
EUj∼Hj ,Uk∼Hk
[
(UArj ⊗ UA
′
r
k )M
ArA′rBB′(UArj ⊗ UA
′
r
k )
†] = IArA′rjk
rjrk
⊗MBB′I,jk , (52)
EUj∼Hj ,Uk∼Hk
[
(UArj ⊗ UA
′
r
k )M
ArA′rBB′(UArk ⊗ UA
′
r
j )
†] = FArA′rjk
rjrk
⊗MBB′F,kj . (53)
Moreover,
EUj∼Hj
[
(UArj ⊗ UA
′
r
j )M
ArA′rBB′(UArj ⊗ UA
′
r
j )
†]
=
1
rj(r2j − 1)
[
(rjI
ArA′r
jj − FArA
′
r
jj )⊗MBB
′
I,jj + (rjF
ArA′r
jj − IArA
′
r
jj )⊗MBB
′
F,jj
]
. (54)
Otherwise, EUj ,Uk,Um,Un
[
(UArj ⊗ UA
′
r
k )M
ArA′rBB′(UArm ⊗ UA
′
r
n )†
]
= 0.
The twisted twirling enables us to show the following lemma (see Appendix B).
Lemma 10 For any ςER ∈ S=(HER) and any X ∈ Her(HAR) such that XAlRjj = 0, the following
inequality holds for any possible permutation σ ∈ P:
EU∼H×
[∥∥T A→E ◦ GAσ−1 ◦ UA(XAR)∥∥22,ςER] ≤ J∑
j,k=1
d2A
rjrk
∥∥∥TrAl [XATl ArRσ(j)σ(k)τAlA¯rEjk ]∥∥∥22,ςER . (55)
Here, ATl denotes the transposition of Al with respect to the Schmidt basis of the maximally entangled state
|Φlj〉AlA
′
l in (24), and the norm in the R.H.S. is defined by (14).
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Based on this lemma, we can prove the non-smoothed versions of Theorem 1 and Theorem 3 in
Subsections VI A and VII A, respectively.
To complete the proofs of Theorem 1 and Theorem 3, smoothing the statements is needed,
which is done in Subsections VI B and VII B based on the following lemma proven in Appendix
C.
Lemma 11 Consider arbitrary unnormalized states ΨAR, ΨˆAR ∈ P(HAR) and arbitrary CP maps T , Tˆ :
A→ E. Let DA→E+ and DA→E− be arbitrary CP maps such that T − Tˆ = D+ −D−. Let δAR+ and δAR− be
linear operators onHA ⊗HR, such that
δAR+ ≥ 0, δAR− ≥ 0, supp[δAR+ ] ⊥ supp[δAR− ] (56)
and that
ΨˆAR −ΨAR = δAR+ − δAR− . (57)
The following inequality holds for any possible permutation σ ∈ P and for both Ψ∗ = Ψav and Ψ∗ =
CA(Ψ):
EU∼H×
[∥∥T A→E ◦ GAσ ◦ UA(ΨAR −ΨAR∗ )∥∥1]
≤ EU∼H×
[∥∥∥Tˆ A→E ◦ GAσ ◦ UA(ΨˆAR − ΨˆAR∗ )∥∥∥
1
]
+ 2 Tr[(DA→E+ +DA→E− ) ◦ GAσ (ΨARav )]
+ 2 EU∼H×Tr[Tˆ A→E ◦ GAσ ◦ UA(δAR+ + δAR− )]. (58)
Here, Ψˆ∗ = EU∼H× [UA(ΨˆAR)] for Ψ∗ = Ψav and Ψˆ∗ = CA(Ψˆ) for Ψ∗ = CA(Ψ).
The converse statements are proved independently in Section VIII.
When we prove the one-shot randomized decoupling theorem (Theorem 3) and the converse
(Theorem 4), we first put the following two working assumptions:
WA 1: E ∼= EcEr, where Ec is a quantum system of dimension J .
WA 2: The CP map T A→E is decomposed into
T A→E(X) =
J∑
j,k=1
|j〉〈k|Ec ⊗ T Ar→Erjk (Xjk), (59)
in which Tjk is a linear supermap from L(HAr) to L(HEr) defined by Tjk(ζ) = T (|j〉〈k| ⊗ ζ)
for each j, k.
These assumptions are finally dropped in Subsections VII C and VIII C using the following lemma
(see Appendix D for a proof).
Lemma 12 Let T A→E be a linear CP map that does not necessarily satisfies WA 1 and WA 2. By
introducing a quantum system Ec with dimension J , define an isometry Y Ac→AcEc :=
∑
j |jj〉AcEc〈j|Ac ,
and a linear map Tˇ A→EEc by T A→E ◦ YAc→AcEc . Then, Tˇ A→EEc is a linear CP map and, for any ΨAR
that is classically coherent in AcRc, the following equalities hold:∥∥Tˇ A→EEc(ΨAR −ΨARav )∥∥1 = ∥∥T A→E(ΨAR −ΨARav )∥∥1 , (60)∥∥Tˇ A→EEc ◦ GAσ ◦ UA(ΨAR −ΨARav )∥∥1 = ∥∥T A→E ◦ GAσ ◦ UA(ΨAR −ΨARav )∥∥1 . (61)
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B. List of useful lemmas
We here provide several useful lemmas, some of which are in common with those in the proof
of the one-shot decoupling theorem [10]. Proofs of Lemmas 16–20 and 29–35 will be provided in
Appendix E.
1. Properties of Norms and Distances
Lemma 13 (Lemma 3.6 in [10]) For any ξAB ∈ Her(HAB), ||ξAB||2 ≤
√
dA||ξB||2.
Lemma 14 (Lemma 3.7 in [10]) For any X ∈ Her(H) and γ ∈ P(H), it holds that
‖X‖1 ≤
√
Tr[γ] ‖X‖2,γ =
√
Tr[γ] · Tr[(γ−1/4Xγ−1/4)2]. (62)
Lemma 15 (Sec. II in [22]) The purified distance defined by (9) satisfies the following properties:
1. triangle inequality: For any ρ, ς, τ ∈ S≤(H), it holds that P (ρ, ς) ≤ P (ρ, τ) + P (τ, ς).
2. monotonicity: For any ρ, ς ∈ S≤(H) and trace-nonincreasing CP map E , it holds that P (ρ, ς) ≥
P (E(ρ), E(ς)).
3. Uhlmann’s theorem: For any ρ, ς ∈ S≤(H) and any purification |ϕρ〉 ∈ H⊗H′ of ρ, whereH′ ∼= H,
there exists a purification |ϕς〉 ∈ H ⊗H′ of ς such that P (ρ, ς) = P (ϕρ, ϕς).
Lemma 16 The purified distance defined by (9) satisfies the following properties:
1. pure states: For any subnormalized pure state |ψ〉 ∈ H and any normalized pure state |φ〉 ∈ H,
P (ψ, φ) =
√
1− |〈ψ|φ〉|2.
2. relation to the trace distance: For any ρ, ς ∈ S≤(H), 12‖ρ− ς‖1 ≤ P (ρ, ς) ≤
√
2‖ρ− ς‖1.
3. Inequality for subnormalized pure states: For any subnormalized pure states |ψ〉, |φ〉 ∈ H,
P (ψ, φ) ≤√1− |〈ψ|φ〉|2 +√1− 〈φ|φ〉.
Lemma 17 Let {pk}k be a normalized probability distribution, {ρk}k be a set of normalized states onAB,
and {ρˆk}k be that of subnormalized ones. For ρABK :=
∑
k pkρ
AB
k ⊗ |k〉〈k|K and ρˆABK :=
∑
k pkρˆ
AB
k ⊗
|k〉〈k|K , the purified distance satisfies
P (ρABK , ρˆABK) ≤
√
2
∑
k
pkP (ρ
AB
k , ρˆ
AB
k ). (63)
Lemma 18 Let {pk}k and {qk}k be subnormalized probability distributions, and {ρk}k and {ςk}k be sets
of normalized states on A. For ρAK :=
∑
k pkρ
A
k ⊗ |k〉〈k|K and ςAK :=
∑
k qkς
A
k ⊗ |k〉〈k|K , it holds that∣∣∣∣∣∑
k
pk ‖ρk − ςk‖1 −
∥∥ρAK − ςAK∥∥
1
∣∣∣∣∣ ≤∑
k
|pk − qk| ≤
∥∥ρAK − ςAK∥∥
1
. (64)
Lemma 19 The DSP norm defined by (11) satisfies the triangle inequality, i.e., for any superoperators E
and F from L(HA) to L(HB), ‖E + F‖DSP ≤ ‖E‖DSP + ‖F‖DSP.
Lemma 20 Let {Πj}j be a set of orthogonal projectors on H such that
∑
j Πj = I . For any % ∈ P(H),
‖%‖22 =
∑
j,k ‖Πj%Πk‖22.
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2. Properties of Conditional Entropies
Lemma 21 (Corollary of Lemma 13 in [22]) For any  ≥ 0, ρAB ∈ S≤(HAB) and any linear isometry
V : A→ C, Hmin(A|B)ρ = Hmin(C|B)V(ρ).
Lemma 22 (Corollary of Lemma 15 in [22]) For any  ≥ 0, ρAB ∈ S≤(HAB) and any linear isometry
W : B → D, Hmax(A|B)ρ = Hmax(A|D)W(ρ).
Lemma 23 (Lemma A.1 in [10]) For any ρAB ∈ S≤(HAB) and ςB ∈ S=(HB), it holds that
H2(A|B)ρ|ς ≥ Hmin(A|B)ρ|ς , H2(A|B)ρ ≥ Hmin(A|B)ρ. (65)
Lemma 24 (Definition 14, Equality (6) and Lemma 16 in [22]) For any subnormalized pure state
|ψ〉 on system ABC, and for any  > 0, Hmax(A|B)ψ = −Hmin(A|C)ψ.
Lemma 25 (Lemma B.2 in [10]) Let ψABC ∈ S≤(HABC) be a subnormalized pure state. For any full-
rank state ςB ∈ S=(HB), it holds that ψABC ≤ ZAB ⊗ IC , where
ZAB := 2
1
2
Hmax(A|B)ψ|ς · (ςB)− 12
√
(ςB)
1
2ψAB(ςB)
1
2 (ςB)−
1
2 . (66)
Lemma 26 (Lemma A.5 in [10]) For any state ρABK ∈ S=(HABK) in the form of
ρABK =
∑
k
pkρ
AB
k ⊗ |k〉〈k|K , (67)
where ρk ∈ S=(HAB), 〈k|k′〉 = δk,k′ and {pk}k is a normalized probability distribution, it holds that
Hmin(A|BK)ρ = − log
(∑
k
pk · 2−Hmin(A|B)ρk
)
, (68)
Hmax(A|BK)ρ = log
(∑
k
pk · 2Hmax(A|B)ρk
)
. (69)
(It is straightforward to show that the above equalities also hold for ρABK ∈ S≤(HABK) and ρk ∈
S≤(HAB), by noting that Hmin(A|BK)ρ = Hmin(A|BK)ρ/Tr[ρ] − log Tr[ρ] and that Hmax(A|BK)ρ =
Hmax(A|BK)ρ/Tr[ρ] + log Tr[ρ].)
Lemma 27 (Lemma A.7 in [10]) For any state ρABK1K2 ∈ S≤(HABK1K2) in the form of
ρABK1K2 =
∑
k
pkρ
AB
k ⊗ |k〉〈k|K1 ⊗ |k〉〈k|K2 , (70)
where the notations are the same as in Lemma 26, and for any  ≥ 0 it holds that
Hmin(AK1|BK2)ρ = Hmin(A|BK2)ρ. (71)
(Note that, although Lemma A.7 in [10] assumes that ρABK1K2 is normalized, the condition is not used in
the proof thereof.)
Lemma 28 (Lemma A.1 in [28]) Let ρ ∈ S≤(HK1K2AB) be a subnormalized state that is classically
coherent in K1K2. For any  ≥ 0, there exists ρˆ ∈ B(ρ) that is classically coherent in K1K2, and
ς ∈ S=(HK2B) that is decomposed as ς =
∑
k |k〉〈k|K2 ⊗ ςBk , such that
Hmin(K1A|K2B)ρ = Hmin(K1A|K2B)ρˆ = Hmin(K1A|K2B)ρˆ|ς . (72)
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Lemma 29 In the same setting as in Lemma 27, it holds that
Hmax(AK1|BK2)ρ = Hmax(A|BK2)ρ. (73)
Lemma 30 Let ρ ∈ S≤(HK1K2AB) be a subnormalized state that is classically coherent in K1K2. For
any  ≥ 0, there exists ρˆ ∈ B(ρ) that is classically coherent in K1K2, such that
Hmax(K1A|K2B)ρ = Hmax(K1A|K2B)ρˆ. (74)
If ρ is also diagonal in K1K2 (i.e., if ρ is in the form of (70)), there exists ρˆ, satisfying the above conditions,
that is diagonal in K1K2.
Lemma 31 Consider the same setting as in Lemma 26. For any {k}k such that k ≥ 0, it holds that
H
√
2ε
min (A|BK)ρ ≥ − log
(∑
k
pk · 2−H
k
min(A|B)ρk
)
, (75)
where ε :=
∑
k pkk.
3. Other Technical Lemmas
Lemma 32 Consider two linear operators X,Y : HA → HB and assume that A ∼= A′, B ∼= B′. Let
|Φ〉AA′ and |Φ〉BB′ be maximally entangled states between A and A′, and B and B′, respectively. Then,
Tr[XTY ] =
√
dAdB〈Φ|BB
′
(X ⊗ Y )|Φ〉AA′ , where dA := dimHA, dB := dimHB and the transposition
is taken with respect to the Schmidt bases of |Φ〉AA′ and |Φ〉BB′ .
Lemma 33 If %2 is classically coherent in XY for a positive semidefinite operator % ∈ P(HAXY ), so is %.
Lemma 34 Let pi be the maximally mixed state on system A, and let C be the completely dephasing
operation on A with respect to a fixed basis {|i〉}dAi=1. For any ρ ∈ P(HAB), it holds that∥∥ρAR − piA ⊗ ρR∥∥2
2
≤ ∥∥ρAR∥∥2
2
, (76)∥∥ρAR − CA(ρAR)∥∥2
2
≤ ∥∥ρAR∥∥2
2
. (77)
Lemma 35 For subnormalized pure states |ψ〉, |φ〉 ∈ H and a real number c > 0, suppose that there
exists a normalized pure state |e〉 ∈ H that satisfies 〈e|ψ〉 ≥ c and 〈e|φ〉 ≥ c. Then, |〈ψ|φ〉| ≥ 2c2 − 1.
Lemma 36 (Lemma 35 in [42]) Let c ∈ (0,∞) be a constant, f : [0, c] → R be a monotonically nonde-
creasing function that satisfies f(c) <∞, and {pk}k∈K be a probability distribution on a countable set K.
Suppose k (k ∈ K) satisfies k ∈ [0, c], and
∑
k∈K pkk ≤  for a given  ∈ (0, c2]. Then we have∑
k∈K
pkf(k) ≤ f(
√
) + f(c) · √. (78)
VI. PROOF OF THE NON-RANDOMIZED PARTIAL DECOUPLING (THEOREM 1)
We now prove the non-randomized partial decoupling (Theorem 1). As sketched in Sub-
section V A, we proceed the proof in two steps: showing the non-smoothed version in Subsec-
tion VI A, and then smoothing it in Subsection VI B.
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A. Proof of The Non-Smoothed Non-randomized Partial Decoupling
The non-smoothed version of Theorem 1 is given by
EU∼H×
[∥∥T A→E ◦ UA(ΨAR)− T A→E(ΨARav )∥∥1] ≤ 2− 12Hmin(A∗|RE)Λ(Ψ,T ) , (79)
where ΨARav =
⊕J
j=1 Ψ
AlR
jj ⊗ piArj . Note that, due to the definition of the conditional collision
entropy (17), (20) and its relation to the conditional min-entropy (see Lemma 23), we have
‖Λ(Ψ, T )‖22,ςER = 2−
1
2
H2(A∗|RE)Λ(Ψ,T ) ≤ 2− 12Hmin(A∗|RE)Λ(Ψ,T ) (80)
for a proper choice of ςER ∈ S=(HER). In addition, it holds that
‖Λ(Ψ, T )‖22,ςER =
J∑
j,k=1
d2A
rjrk
∥∥∥TrAl [ΨATl ArRjk τAlA¯rEjk ]∥∥∥2
2,ς
. (81)
We first show this relation.
Let ΠA
∗
j be the projection onto a subspace HArj ⊗HA¯rj ⊂ HA
∗
for each j. Due to the definition
of FAA¯→A∗ given by (29), it holds that
ΠA
∗
j F
AA¯→A∗ =
√
dAlj
rj
〈Φlj |AlA¯l(ΠAj ⊗ΠA¯j ). (82)
Using the property of the Hilbert-Schmidt norm (Lemma 20), we have
‖Λ(Ψ, T )‖22,ς =
∥∥∥(ςER)−1/4Λ(Ψ, T )(ςER)−1/4∥∥∥2
2
=
J∑
j,k=1
∥∥∥(ΠA∗j ⊗ (ςER)−1/4)Λς(Ψ, T )(ΠA∗k ⊗ (ςER)−1/4)∥∥∥2
2
=
J∑
j,k=1
∥∥∥ΠA∗j Λ(Ψ, T )ΠA∗k ∥∥∥2
2,ς
. (83)
Using Eq. (82) and the explicit form of Λ(Ψ, T ), i.e. Λ(Ψ, T ) := F (ΨAR⊗ τ A¯E)F †, each term in the
summand is given by
ΠA
∗
j Λ(Ψ, T )ΠA
∗
k = (Π
A∗
j F
AA¯→A∗)(ΨAR ⊗ τ A¯E)(ΠA∗k FAA¯→A
∗
)†
=
dA√
rjrk
·√ljlk〈Φlj |AlA¯l(ΠAj ΨARΠAk ⊗ΠA¯j τ A¯EΠA¯k )|Φlk〉AlA¯l
=
dA√
rjrk
·√ljlk〈Φlj |AlA¯l(ΨAlArRjk ⊗ τ A¯lA¯rEjk )|Φlk〉AlA¯l
=
dA√
rjrk
TrAl
[
Ψ
ATl ArR
jk τ
AlA¯rE
jk
]
, (84)
where the last line follows from Lemma 32. Thus, we obtain (81).
From Eqs. (80) and (81), it suffices to prove that
EU∼H×
[∥∥T A→E ◦ UA(ΨAR)− T A→E(ΨARav )∥∥1] ≤ J∑
j,k=1
d2A
rjrk
∥∥∥TrAl [ΨATl ArRjk τAlA¯rEjk ]∥∥∥2
2,ς
(85)
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for any ςER ∈ S=(HER). In the following, we denote the L.H.S. of Ineq. (85) by κ. Due to Lemma
14, for any ς ∈ S=(HER), we have∥∥T A→E ◦ UA(ΨAR −ΨARav )∥∥1 ≤ ∥∥T A→E ◦ UA(ΨAR −ΨARav )∥∥2,ςER . (86)
Using this and Jensen’s inequality, we obtain
κ2 ≤ EU∼H×
[||T A→E ◦ UA(ΨAR)− T A→E(ΨARav )||22,ς] . (87)
Noting that ΨAlRjj = TrAr [Ψ
AlArR
jj ] = TrAr [Ψ
AlR
av,jj ⊗ piArj ] = ΨAlRav,jj , we can apply Lemma 10 for
XAR = ΨAR −ΨARav and σ = id. This yields
κ2 ≤
J∑
i,j=1
d2A
rjrk
∥∥∥TrAl [(ΨATl ArRjk −ΨATl ArRav,jk ) τAlA¯rEjk ]∥∥∥2
2,ς
=
J∑
j=1
d2A
r2j
∥∥∥TrAl [(ΨATl ArRjj −ΨATl Rjj ⊗ piArjj ) τAlA¯rEjj ]∥∥∥2
2,ς
+
∑
j 6=k
d2A
rjrk
∥∥∥TrAl [ΨATl ArRjk τAlA¯rEjk ]∥∥∥2
2,ς
,
(88)
where the second line follows from the fact that ΨAlArRav,jk = 0 for j 6= k. To calculate the first term
in (88), note that
TrAl [Ψ
ATl ArR
jj τ
AlA¯rE
jj ] ∈ P(HArA¯rRE) (89)
and that
TrAl
[(
Ψ
ATl R
jj ⊗ piArjj
)
τAlA¯rEjj
]
= TrAlAr [Ψ
ATl ArR
jj τ
AlA¯rE
jj ]⊗ piArjj . (90)
Thus, we simply apply Lemma 34 to obtain∥∥∥TrAl [(ΨATl ArRjj −ΨATl Rjj ⊗ piArjj ) τAlA¯rEjj ]∥∥∥2
2,ς
≤
∥∥∥TrAl [ΨATl ArRjj τAlA¯rEjj ]∥∥∥2
2,ς
(91)
for each j. Substituting this to (88), we arrive at Ineq. (85). 
B. Proof of The Smoothed Non-Randomized Partial Decoupling
We now smoothen the conditional min-entropy to complete the proof of Theorem 1. To this
end, fix Ψˆ ∈ B(Ψ) and Tˆ ∈ BµDSP(T ) so that
H,µmin(A
∗|RE)Λ(Ψ,T ) = Hmin(A∗|RE)Λ(Ψˆ,Tˆ ). (92)
Let |Ψp,av〉AA′ be a purification of ΨAav. Noting that Ψav is decomposed in the form of (26), by
properly choosing a DSP decomposition for A′, it holds that
(ΠAj ⊗ΠA
′
k )|Ψp,av〉AA
′
= δjk
√
qj |$j〉AlA′l |Φrj〉ArA
′
r , (93)
where qj := TrΨjj and $j is a purification of Ψ
Al
jj /qj for each j. Let ∆
A′E
+ and ∆A
′E− be linear
operators onHE ⊗HA′ such that ∆A′E+ ≥ 0, ∆A
′E− ≥ 0, supp[∆A
′E
+ ] ⊥ supp[∆A
′E− ] and that
T A→E(ΨAA′p,av)− Tˆ A→E(ΨAA
′
p,av) = ∆
A′E
+ −∆A
′E
− . (94)
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In addition, let DA→E+ and DA→E− be superoperators such that
DA→E+ (ΨAA
′
p,av) = ∆
A′E
+ , DA→E− (ΨAA
′
p,av) = ∆
A′E
− , (95)
which yields T − Tˆ = D+ −D−. Note that, in general, it does not necessarily imply that D+ = T
and D− = Tˆ .
We now apply Lemma 11 for the case where σ = id. To obtain the explicit forms, we compute
Tr[(DA→E+ +DA→E− )(ΨARav )] = Tr[(DA→E+ +DA→E− )(ΨAav)]
= Tr[(DA→E+ +DA→E− )(ΨAA
′
p,av)]
= Tr[∆A
′E
+ + ∆
A′E
− ]
=
∥∥∥∆A′E+ −∆A′E− ∥∥∥
1
=
∥∥∥T A→E(ΨAA′p,av)− Tˆ A→E(ΨAA′p,av)∥∥∥
1
≤
∥∥∥T A→E − Tˆ A→E∥∥∥
DSP
≤ µ, (96)
where we have used the properties of ΨAA
′
p,av, ∆A
′E± , and DA→E± described above. The last line
follows from the definition of the DSP norm. Furthermore, introducing a notation U¯(·) :=
EU∼H× [ U(·)], we also have (see Lemma 11 for the definition and properties of δAR± )
Tr[Tˆ A→E ◦ U¯A(δAR+ + δAR− )]
=
∥∥∥Tˆ A→E ◦ U¯A(δAR+ )∥∥∥
1
+
∥∥∥Tˆ A→E ◦ U¯A(δAR− )∥∥∥
1
= Tr[δAR+ ] ·
∥∥∥Tˆ A→E ◦ U¯A(δAR+ /Tr[δAR+ ])∥∥∥
1
+ Tr[δAR− ] ·
∥∥∥Tˆ A→E ◦ U¯A(δAR− /Tr[δAR− ])∥∥∥
1
≤ (Tr[δAR+ ] + Tr[δAR− ]) ·
∥∥∥Tˆ A→E∥∥∥
DSP
=
∥∥δAR+ − δAR− ∥∥1 · ∥∥∥Tˆ A→E∥∥∥DSP
=
∥∥∥ΨˆAR −ΨAR∥∥∥
1
·
∥∥∥Tˆ A→E∥∥∥
DSP
≤
∥∥∥ΨˆAR−ΨAR∥∥∥
1
·
(∥∥T A→E∥∥
DSP
+
∥∥∥Tˆ A→E−T A→E∥∥∥
DSP
)
≤ ∥∥T A→E∥∥
DSP
+ µ, (97)
where the fourth line follows from the definition of the DSP norm (11), and the seventh line from
the triangle inequality for the DSP norm (Lemma 19). Applying the non-smoothed version of the
non-randomized partial decoupling (Ineq. (79)) to a state Ψˆ and a CP map Tˆ , we have
EU∼H×
[∣∣∣∣Tˆ A→E ◦ UA(ΨˆAR)− T A→E(ΨˆARav )∣∣∣∣1] ≤ 2− 12Hmin(AcArA¯r|RE)Λ(Ψˆ,Tˆ ) . (98)
All together, Ineq. (58) in Lemma 11 leads to
EU∼H×
[∥∥T A→E ◦ UA(ΨAR)− T A→E(ΨARav )∥∥1]
≤ 2− 12Hmin(AcArA¯r|RE)Λ(Ψˆ,Tˆ ) + 2 (µ+ ∥∥T A→E∥∥
DSP
+ µ
)
, (99)
which, together with (92), concludes the proof of Theorem 1. 
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VII. PROOF OF THE RANDOMIZED PARTIAL DECOUPLING (THEOREM 3)
We here show Theorem 3. We first put the following two assumptions, which simplify the
proof:
WA 1: E ∼= EcEr, where Ec is a quantum system of dimension J
WA 2: The CP map T A→E is decomposed into
T A→E(X) =
J∑
j,k=1
|j〉〈k|Ec ⊗ T Ar→Erjk (Xjk), (100)
in which Tjk is a linear supermap from L(HAr) to L(HEr) defined by Tjk(ζ) = T (|j〉〈k| ⊗ ζ)
for each j, k.
We show the non-smoothed version in Subsection VII A and the smoothed version in Subsec-
tion VII B. The above assumptions are then dropped in Subsection VII C.
A. Proof of The Non-Smoothed Randomized Partial Decoupling under WA 1 and WA 2
Under the assumptions WA 1 and WA 2, the non-smoothed version of the randomized partial
decoupling is given by
EU∼H×,σ∼P
[∥∥T A→E ◦ GAσ ◦ UA(ΨAR)− T A→E ◦ GAσ (ΨARav )∥∥1]
≤
√
α(J) · 2− 12Hmin(A|R)Ψ− 12Hmin(A|E)τ + β(Ar) · 2− 12Hmin(A|R)C(Ψ)− 12Hmin(A|E)C(τ) . (101)
Note that, as we will describe in Subsection VII C for general cases, the min entropies Hmin(A|E)τ
and Hmin(A|E)C(τ) are equal to the max entropies −Hmax(A|B)C(τ) and −Hmax(Ar|BAc)C(τ), re-
spectively, due to the duality of the conditional entropies for pure states (Lemma 24). The proof
of this inequality will be divided into three steps.
1. Upper bound on the average trace norm
To prove Ineq. (101), we first introduce the following lemma that relates the average trace
norm of an operator T A→E ◦ GAσ ◦ UA(XAR) to the average Hilbert-Schmidt norm.
Lemma 37 Let XAR be an arbitrary Hermitian operator such that XAR =
∑J
j,k=1 |j〉〈k|Ac ⊗XArRrjk ⊗
|j〉〈k|Rc , and let ζ ∈ S=(HE) and ξ ∈ S=(HR) be arbitrary states that are decomposed as ζE =∑
j |j〉〈j|Ec⊗ ζErj , ξR=
∑
j |j〉〈j|Rc⊗ ξRrj , respectively. Then it holds that
Eσ,U
[∣∣∣∣T A→E ◦ GAσ ◦ UA(XAR)∣∣∣∣1] ≤ 1√J ·
√
Eσ,U ‖T A→E ◦ GAσ ◦ UA(XAR)‖22, ζE⊗ξR , (102)
where the norm in the R.H.S. is defined by (14).
It should be noted that Lemma 37 provides a stronger inequality than that obtained simply using
Lemma 14.
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Proof: We exploit techniques developed in [28]. Recall that U is in the form of
∑J
j=1 |j〉〈j|Ac ⊗
UArj , and Gσ is defined by Gσ :=
∑J
j=1 |σ(j)〉〈j|Ac ⊗ IAr for any σ ∈ P.
We define a subnormalized state γσ ∈ S≤(HER) for each σ by γERσ :=
∑J
j=1 |σ(j)〉〈σ(j)|Ec ⊗
ζErσ(j)⊗ξRrj ⊗|j〉〈j|Rc . Further, by lettingP be a quantum system with an orthonormal basis {|σ〉}σ∈P,
we define a subnromalized state γ ∈ S≤(HPER) by
γPER :=
1
|P|
∑
σ∈P
|σ〉〈σ|P ⊗ γERσ . (103)
Using Lemma 14 and Jensen’s inequality, we obtain
Eσ
[∣∣∣∣T A→E ◦ GAσ ◦ UA(XAR)∣∣∣∣1] = ∥∥∥Eσ[|σ〉〈σ|P ⊗ T A→E ◦ GAσ ◦ UA(XAR)]∥∥∥1
≤
√
Tr[γ] ·
∥∥∥Eσ[|σ〉〈σ|P ⊗ T A→E ◦ GAσ ◦ UA(XAR)]∥∥∥
2,γPER
=
√
Tr[γ] · Eσ
∥∥T A→E ◦ GAσ ◦ UA(XAR)∥∥2,γERσ
=
√
Tr[γ] · Eσ
∥∥T A→E ◦ GAσ ◦ UA(XAR)∥∥2,ζE⊗ξR . (104)
In the last line, we used the following relation:
(γERσ )
−1/4[T A→E ◦ GAσ ◦ UA(XAR)](γERσ )−1/4
= (ζE ⊗ ξR)−1/4[T A→E ◦ GAσ ◦ UA(XAR)](ζE ⊗ ξR)−1/4, (105)
which can be observed from the fact that, due to the decomposition of T A→E from WA 2,
T A→E ◦ GAσ ◦ UA(XAR) =
J∑
j,k=1
|σ(j)〉〈σ(k)|Ec ⊗ T Ar→Erσ(j)σ(k)(UArj XArRrjk U †Ark )⊗ |j〉〈k|Rc . (106)
Due to the fact that
1
|P|
∑
σ∈P
Tr[ζErσ(j)] =
1
J
J∑
j′=1
Tr[ζErj′ ] (107)
for all j, we obtain
Tr[γ] =
1
|P|
∑
σ∈P
J∑
j=1
Tr[ζErσ(j)]Tr[ξ
Rr
j ]
=
J∑
j=1
(
1
|P|
∑
σ∈P
Tr[ζErσ(j)]
)
Tr[ξRrj ]
=
1
J
J∑
j′=1
Tr[ζErj′ ] ·
J∑
j=1
Tr[ξRrj ]
=
1
J
Tr[ζE ] · Tr[ξR] = 1
J
. (108)
Substituting this to (104), and by using Jensen’s inequality, we arrive at the desired result. 
22
2. Generalization of the dequantizing theorem
Our second step to prove the non-smoothed randomized partial decoupling is to generalize
the non-smoothed version of the dequantizing theorem (Proposition 3.5 in [28]).
Lemma 38 In the same setting as in Theorem 3, it holds that
Eσ,U
[∣∣∣∣T A→E ◦ GAσ ◦ UA(ΨAR −ΨARdp )∣∣∣∣1] ≤√α(J) · 2− 12Hmin(A|R)Ψ− 12Hmin(A|E)τ , (109)
where we have defined ΨARdp := CA(ΨAR) =
∑J
j=1 |j〉〈j|Ac ⊗ΨArRjj .
Note that α(J) is 0 for J = 1 and 1J−1 for J ≥ 2.
Proof: Since ΨAR and ΨARav are classically coherent inAcRc by assumption, we can apply Lemma
37 for XAR = ΨAR −ΨARdp to obtain
Eσ,U
[∥∥T A→E ◦ GAσ ◦ UA(ΨAR −ΨARdp )∥∥1] ≤ 1√J ·
√
Eσ,U
∥∥∥T A→E ◦ GAσ ◦ UA(ΨAR −ΨARdp )∥∥∥2
2, ζE⊗ξR
.
(110)
Noting that ΨARjj − ΨARdp,jj = 0, we can also apply Lemma 10 under the assumption that Al is a
one-dimensional system, rj = r and ςER = ζE ⊗ ξR. Then, we obtain, for any σ ∈ P,
EU
[∥∥T A→E ◦ GAσ−1 ◦ UA(ΨAR −ΨARdp )∥∥22, ζE⊗ξR] ≤ d2Ar2 ∑
j 6=k
∣∣∣∣ΨArRσ(j)σ(k) ⊗ τ A¯rEjk ·∣∣∣∣22, ζE⊗ξR
= J2
∑
j 6=k
∣∣∣∣ΨArRσ(j)σ(k)∣∣∣∣22, ξR · ∣∣∣∣τ A¯rEjk ∣∣∣∣22, ζE , (111)
where we have used dA = rJ in the last line. Taking the case of J = 1 into account, and noting
that Eσ[g(σ)] = Eσ[g(σ−1)] for any function g, it follows that
Eσ,U
[∥∥T A→E ◦ GAσ ◦ UA(ΨAR −ΨARdp )∥∥22, ζE⊗ξR]
= Eσ,U
[∥∥T A→E ◦ GAσ−1 ◦ UA(ΨAR −ΨARdp )∥∥22, ζE⊗ξR]
≤ J2
∑
j 6=k
Eσ
[∣∣∣∣ΨArRσ(j)σ(k)∣∣∣∣22,ξR] · ∣∣∣∣τArEjk ∣∣∣∣22,ζE
= Jα(J)
∑
j′ 6=k′
∣∣∣∣ΨArRj′k′ ∣∣∣∣22,ξR ·∑
j 6=k
∣∣∣∣τArEjk ∣∣∣∣22,ζE
= Jα(J)
∥∥∥∥∥∥
∑
j′ 6=k′
|j′〉〈k′|Ac ⊗ΨArRj′k′
∥∥∥∥∥∥
2
2,ξR
·
∥∥∥∥∥∥
∑
j 6=k
|j〉〈k|Ac ⊗ τArEjk
∥∥∥∥∥∥
2
2,ζE
= Jα(J)
∥∥ΨAR −ΨARdp ∥∥22,ξR · ∥∥τAE − τAEdp ∥∥22,ζE
≤ Jα(J)∥∥ΨAR∥∥2
2,ξR
· ∥∥τAE∥∥2
2,ζE
= Jα(J) · 2−H2(A|R)Ψ|ξ−H2(A|E)τ |ζ . (112)
Here, we have used the definitions ΨARdp := CA(ΨAR) and τAEdp := CA(τAE) in the sixth line, and
Lemma 34 in the seventh line. Due the relation between the conditional collision entropy and the
conditional min-entropy (Lemma 23), it is further bounded from above by 2−Hmin(A|R)Ψ|ξ−Hmin(A|E)τ |ζ .
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Finally, we use the property of the the conditional min-entropy (Lemma 28). There exist nor-
malized states ξ and ζ in the form of
ξR =
∑
j
|j〉〈j|Rc⊗ ξRrj , ζE =
∑
j
|j〉〈j|Ec⊗ ζErj , (113)
such that Hmin(A|R)Ψ|ξ = Hmin(A|R)Ψ and Hmin(A|E)τ |ζ = Hmin(A|E)τ . Thus, we obtain
Eσ,U
[∥∥T A→E ◦ GAσ ◦ UA(ΨAR −ΨARdp )∥∥22, ζE⊗ξR] ≤ Jα(J) · 2−Hmin(A|R)Ψ−Hmin(A|E)τ , (114)
which, together with Ineq. (110), complete the proof of Lemma 38. 
3. Proof of The Non-Smoothed Randomized Partial Decoupling
We now prove the non-smoothed randomized partial decoupling, i.e.,
EU∼H×,σ∼P
[∥∥T A→E ◦ GAσ ◦ UA(ΨAR)− T A→E ◦ GAσ (ΨARav )∥∥1]
≤
√
α(J) · 2− 12Hmin(A|R)Ψ− 12Hmin(A|E)τ + β(Ar) · 2− 12Hmin(A|R)C(Ψ)− 12Hmin(A|E)C(τ) , (115)
under the assumptions WA 1 and WA 2. Note that β(Ar) is 0 for dimHAr = 1 and 1 for dimHAr ≥
2. By the triangle inequality, we have
Eσ,U
[∣∣∣∣T A→E ◦ GAσ ◦ UA(ΨAR)− T A→E ◦ GAσ (ΨARav )∣∣∣∣1]
≤ Eσ,U
[∣∣∣∣T A→E ◦ GAσ ◦ UA(ΨAR −ΨARdp )∣∣∣∣1]+ Eσ,U[∣∣∣∣T A→E ◦ GAσ ◦ UA(ΨARdp −ΨARav )∣∣∣∣1], (116)
where we have used the fact that the unitary invariance of the Haar measure implies UA(ΨARav ) =
ΨARav for any unitary U . The first term is bounded by simply using Lemma 38.
To bound the second term in (116), we use Lemma 37, leading to
Eσ,U
[∣∣∣∣T A→E ◦ GAσ ◦ UA(ΨARdp −ΨARav )∣∣∣∣1]
≤ 1√
J
·
√
Eσ,U
∥∥∥T A→E◦GAσ ◦UA(ΨARdp −ΨARav )∥∥∥2
2, ζE⊗ξR
. (117)
Since ΨRdp,jj = Ψ
R
av,jj by definition, we can apply Lemma 10 for X
AR = ΨARdp − ΨARav . Noting that
ΨArRdp,jk = Ψ
ArR
av,jk = 0 for j 6= k, this yields
EU
[∥∥T A→E ◦ GAσ ◦ UA(ΨARdp −ΨARav )∥∥22,ζE⊗ξR] ≤ d2Ar2
J∑
j=1
∥∥∥ΨArRσ(j)σ(j) ⊗ τ A¯rEjj ∥∥∥22,ζE⊗ξR
= J2
J∑
j=1
∣∣∣∣ΨArRσ(j)σ(j)∣∣∣∣22,ξR · ∣∣∣∣τArEjj ∣∣∣∣22,ζE . (118)
Thus, similarly to the derivation around Eq. (112), we obtain
Eσ,U
[∥∥T A→E ◦ GAσ ◦ UA(ΨARdp −ΨARav )∥∥22, ζE⊗ξR] ≤ J · 2−Hmin(A|R)Ψdp−Hmin(A|E)τdp . (119)
Substituting this into Ineq. (117), and noting that ΨARdp − ΨARav = 0 if dimHAr = 1, we obtain an
upper bound on the second term of the R.H.S. in Ineq. (116).
All together, we obtain Ineq. (115) as desired. 
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B. Proof of The Randomized Partial Decoupling under The Conditions WA 1 and WA 2
We now show, under the conditions WA 1 and WA 2, the randomized partial decoupling:
EU∼H×,σ∼P
[∥∥T A→E ◦ GAσ ◦ UA(ΨAR)− T A→E ◦ GAσ (ΨARav )∥∥1]
≤
√
α(J) · 2− 12 H˜I + β(Ar) · 2− 12 H˜II + 4( · Tr[τ ] + µ+ µ), (120)
where ΨARav := EU∼H× [UA(ΨAR)]. The function α(J) is 0 for J = 1 and 1J−1 for J ≥ 2, and β(Ar) is
0 for dimHAr = 1 and 1 for dimHAr ≥ 2. The exponents H˜I and H˜II are given by
H˜I = H

min(A|R)Ψ +Hµmin(A|E)τ , H˜II = Hmin(A|R)C(Ψ) +Hµmin(A|E)C(τ). (121)
Note that, the duality of the conditional smooth entropies for pure states (Lemma 24), implies
Hµmin(A|E)τ = −Hµmax(A|B)C(τ) and Hµmin(A|E)C(τ) = −Hµmax(Ar|BAc)C(τ) (see Subsection VII C
for the detail).
To prove the statement, we again start with the triangle inequaltiy: By the triangle inequality,
we have
Eσ,U
[∣∣∣∣T A→E ◦ GAσ ◦ UA(ΨAR)− T A→E ◦ GAσ (ΨARav )∣∣∣∣1]
≤ Eσ,U
[∣∣∣∣T A→E ◦ GAσ ◦ UA(ΨAR −ΨARdp )∣∣∣∣1]+ Eσ,U[∣∣∣∣T A→E ◦ GAσ ◦ UA(ΨARdp −ΨARav )∣∣∣∣1]. (122)
Below, we derive upper bounds on the two terms in the R.H.S. separately.
For an upper bound on the first term, fix Ψˆ ∈ B(Ψ) and τˆ ∈ Bµ(τ) so that we have
Hmin(A|R)Ψˆ = Hmin(A|R)Ψ and Hmin(A|E)τˆ = Hmin(A|E)τ . Let ∆A
′E
+ and ∆A
′E− be linear opera-
tors onHA′ ⊗HE such that
∆A
′E
+ ≥ 0, ∆A
′E
− ≥ 0, supp[∆A
′E
+ ] ⊥ supp[∆A
′E
− ] (123)
and that
τA
′E − τˆA′E = ∆A′E+ −∆A
′E
− . (124)
Let DA→E+ and DA→E− be superoperators such that
DA→E+ (ΦAA
′
) = ∆A
′E
+ , DA→E− (ΦAA
′
) = ∆A
′E
− , (125)
which yields T − Tˆ = D+ − D−. From Lemma 11, the CP map Tˆ A→E having the Choi-
Jamiołkowski state τˆAE satisfies
Eσ,U
[∥∥T A→E ◦ GAσ ◦ UA(ΨAR −ΨARdp )∥∥1]
≤ Eσ,U
[∥∥∥Tˆ A→E ◦ GAσ ◦ UA(ΨˆAR − ΨˆARdp )∥∥∥
1
]
+ 2 Eσ
[
Tr[(DA→E+ +DA→E− ) ◦ GAσ (ΨARav )]
]
+ 2 Eσ,U
[
Tr[Tˆ A→E ◦ GAσ ◦ UA(δAR+ + δAR− )]
]
. (126)
Due to Lemma 38, the first term in the R.H.S. of the above inequality is bounded as
Eσ,U
[∥∥∥Tˆ A→E ◦ GAσ ◦ UA(ΨˆAR − ΨˆARdp )∥∥∥
1
]
≤
√
α(J) · 2− 12Hmin(A|R)Ψˆ− 12Hmin(A|E)τˆ . (127)
Similarly to (96) and (97), using (123) and (124), it turns out that the second and the third terms
are bounded from above by
Eσ
[
Tr[(DA→E+ +DA→E− ) ◦ GAσ (ΨARav )]
] ≤ µ (128)
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and
Eσ,U
[
Tr[Tˆ A→E ◦ GAσ ◦ UA(δAR+ + δAR− )]
]
≤  · Tr[τ ] + µ, (129)
respectively. Hence, we obtain
Eσ,U
[∥∥T A→E ◦ GAσ ◦ UA(ΨAR −ΨARdp )∥∥1]
≤
√
α(J) · 2− 12Hmin(A|R)Ψ− 12Hµmin(A|E)τ + 2( · Tr[τ ] + µ+ µ). (130)
In the same way, we also have
Eσ,U
[∥∥T A→E ◦ GAσ ◦ UA(ΨARdp −ΨARav )∥∥1]
≤ β(Ar) · 2−
1
2
Hmin(A|R)Ψdp− 12H
µ
min(A|E)τdp + 2( · Tr[τ ] + µ+ µ).
Substituting these inequalities into Eq. (122), we obtain the desired result (Ineq. (120)). 
C. Dropping Working Assumptions WA 1 and WA 2
We now drop the working assumptions WA 1 and WA 2, and show that Theorem 3 holds in
general. To remind the working assumptions, we write them down here again:
WA 1 E ∼= EcEr, where Ec is a quantum system of dimension J
WA 2 The CP map T A→E is decomposed into
T A→E(X) =
J∑
j,k=1
|j〉〈k|Ec ⊗ T Ar→Erjk (Xjk), (131)
in which Tjk is a linear supermap fromL(HAr) toL(HEr) defined by Tjk(ζ) = T (|j〉〈k|⊗
ζ) for each j, k,
To drop these assumptions, we use Lemma 12. Using the linear isometry Y Ac→AcEc , given by
Y =
∑
j |jj〉AcEc〈j|Ac , we define a new CP map Tˇ A→EEc by T A→E ◦ YAc→AcEc . Lemma 12 states
that ∥∥Tˇ A→EEc ◦ GAσ ◦ UA(ΨAR −ΨARav )∥∥1 = ∥∥T A→E ◦ GAσ ◦ UA(ΨAR −ΨARav )∥∥1 . (132)
Let τˇAEEc be the Choi-Jamiołkowski state of Tˇ A→EEc , i.e., τˇAEEc := J(Tˇ A→EEc). We denote by
|τ〉ABE a purification of τAE such that the reduced state τAB is equal to J(T A→B), where T A→B
is the complementary map of T A→E . Then, it is clear that τˇAEEc = Y(τAE), which implies that
a purification |τˇ〉ABEEc of τˇAEEc is given by |τˇ〉ABEEc = Y |τ〉ABE . It is also straightforward to
verify that τˇAB = C(τAB).
The new CP map Tˇ A→EEc clearly satisfies WA 1 and WA 2. Hence, using Eq. (132) and achiev-
ability of the randomized partial decoupling under those assumptions (Ineq. (120)), we obtain
Eσ,U
[∥∥T A→E ◦ GAσ ◦ UA(ΨAR −ΨARav )∥∥1]
= Eσ,U
[∥∥Tˇ A→EEc ◦ GAσ ◦ UA(ΨAR −ΨARav )∥∥1]
≤
√
α(J) · 2− 12Hmin(A|R)Ψ− 12Hµmin(A|EEc)τˇ
+ β(Ar) · 2− 12Hmin(A|R)C(Ψ)− 12H
µ
min(A|EEc)C(τˇ) + 4( · Tr[τˇ ] + µ+ µ). (133)
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Due to the duality of conditional smooth entropies (Lemma 24), we have
Hµmin(A|EEc)τˇ = −Hµmax(A|B)τˇ = −Hµmax(A|B)C(τ). (134)
Using the property of the conditional smooth entropy for classical-quantum states (Lemma 27),
and noting that τˇAEEc is classically coherent in AcEc, we also have
Hµmin(A|EEc)C(τˇ) = Hµmin(Ar|EEc)τˇ = −Hµmax(Ar|BAc)τˇ = −Hµmax(Ar|BAc)C(τ). (135)
Substituting these into (133), and noting that Tr[τˇ ] = Tr[τ ] ≤ 1 by assumption, we obtain Theorem
3. 
VIII. PROOF OF THE CONVERSE
We provide the proof of Theorem 4 under Converse Conditions 1 and 2, which are
CC 1: dimHlj = 1, dimHrj = r (j = 1, · · · , J),
CC 2: the initial (normalized) state ΨAR is classically coherent in AcRc.
The proof proceeds along the similar line as the proof of the converse part of the one-shot
decoupling theorem (see Section 4 in [10]). Suppose that there exists a normalized state ΩER :=∑J
j=1 ς
E
j ⊗ΨRrjj ⊗ |j〉〈j|Rc , where {ςj}Jj=1 are normalized states on E, such that, for δ > 0,∥∥T A→E(ΨAR)− ΩER∥∥
1
≤ δ. (136)
We separately prove that, in this case, the following inequalities hold for any υ ∈ [0, 1/2) and
ι ∈ (0, 1]:
Hλmin(A|R)Ψ +Hυmax(RD|E)T (Ψ) + log J ≥ log ι, (137)
Hλ
′
min(A|R)C(Ψ) +Hυmax(RD|E)T ◦C(Ψ) ≥ log ι+ log (1− 2υ). (138)
Here, λ and λ′ are given by
λ := 2
√
ι+ 4
√
20υ + 2δ +
√
2
√
20υ + 2δ + 2
√
2δ + 2
√
20υ + 2δ + 3υ, (139)
λ′ := υ +
√
4
√
ι+ 2x+ 2
√
x+ (4
√
ι+ 8 + 24)x (140)
and x :=
√
2 4
√
24υ + 2δ.
First, we prove these relations based on the working assumptions WA 1 and WA 2 in Subsec-
tion VIII A and VIII B. We complete the proof of Theorem 4 by dropping these assumptions in
Subsection VIII C.
A. Proof of Ineq. (137) under WA 1 and WA 2
To prove Ineq. (137), we introduce the following notations:
• |Ψ〉ARD : A purification of ΨAR.
• V A→BE : A Stinespring dilation of T A→E .
• |Θ〉BERD : A pure state on BERD defined by |Θ〉 := V |Ψ〉.
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• |θ〉BERD : A subnormalized pure state on BERD such that
Hmax(RD|E)θ = Hυmax(RD|E)Θ, P (θBERD,ΘBERD) ≤ υ, (141)
which is classically coherent in EcRc.
Note that the existence of |θ〉 satisfying the above condition follows from Lemma 30 about the
property of the conditional max-entropy for classically coherent states. From the definition of the
conditional max-entropy, and from the definitions of θ and Θ, we have
Hmax(RD|E)θ|θ ≤ Hmax(RD|E)θ = Hυmax(RD|E)Θ = Hυmax(RD|E)T (Ψ). (142)
The proof of Ineq. (137) proceeds as follows. First, we prove that for any X ∈ P(HER), we can
construct a subnormalized pure state |θX〉BERD from θ and X such that
θBERX ≤
2Hmax(RD|E)θ|θ
ι
· IB ⊗XER. (143)
Second, we prove that if XER satisfies certain conditions, the θX satisfies
Hmin(BE|R)θX ≤ Hλmin(A|R)Ψ. (144)
Third, we prove that for a proper choice of XER satisfying the conditions for (144), Ineq. (143)
implies
Hmin(BE|R)θX +Hmax(RD|E)θ|θ + log J ≥ log ι. (145)
Combining (142), (144) and (145), we arrive at (137).
Before we start, we remark that the partial decoupling condition (136) is used in the proof of
(144), particularly when we evaluate the smoothing parameter λ.
1. Proof of Ineq. (143)
Define Y ERD := 2−
1
2
Hmax(RD|E)θ|θ · (θE)− 12
√
(θE)
1
2 θERD(θE)
1
2 (θE)−
1
2 . Due to Lemma 25, it
holds that θBERD ≤ 2Hmax(RD|E)θ|θ · IB ⊗ Y ERD and thus
θBER ≤ 2Hmax(RD|E)θ|θ · IB ⊗ Y ER. (146)
Let X ∈ P(HER) be an arbitrary positive semidefinite operator, and define
ΓERX :=
√
1− ι · (XER) 12 ((1− ι) ·XER + ι · Y ER)− 12 (147)
and |θX〉BERD := ΓERX |θ〉BERD. From (146), X ≥ 0 and the assumption that ι ≤ 1, it follows that
θBER ≤ 2
Hmax(RD|E)θ|θ
ι
· IB ⊗ ((1− ι) ·XER + ι · Y ER), (148)
and consequently,
θBERX = Γ
ER
X θ
BERΓ†ERX ≤
(1− ι) · 2Hmax(RD|E)θ|θ
ι
· IB ⊗XER ≤ 2
Hmax(RD|E)θ|θ
ι
· IB ⊗XER.
(149)
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2. Proof of Ineq. (144)
Define a subnormalized probability distribution
{
qk := ‖〈k|Rc |θ〉‖21
}J
k=1
, and normalized pure
states |θk〉ErRr by |θk〉ErRr := q−1/2k 〈k|Ec〈k|Rc |θ〉 for k such that qk > 0. Let ω ∈ S≤(HER) be a
subnormalized state defined by
ωER :=
∑
k:qk>0
qk|k〉〈k|Ec ⊗ θErk ⊗ θRrk ⊗ |k〉〈k|Rc , (150)
where θErk and θ
Rr
k are reduced states of |θk〉 on Er and Rr, respectively. Consider an arbitrary
X ∈ P(HER) so that
[(XER)−
1
2 , ωER] = 0 (151)
and
(θE)−
1
2 (XER)−
1
2ωER(XER)−
1
2 (θE)−
1
2 =
∑
k:qk>0
|k〉〈k|Ec ⊗ IErk ⊗ IRrk ⊗ |k〉〈k|Rc . (152)
As we prove in Appendix F, for any such X , the state |θX〉 is a subnormalized pure state, and the
partial decoupling condition (136) implies
P (θBERX ,Θ
BER) ≤ λ, (153)
where λ is defined by (139). Due to the definition of Θ and the invariance of min-entropy under
local isometry (Lemma 21), we obtain
Hmin(BE|R)θX ≤ Hλmin(BE|R)Θ = Hλmin(A|R)Ψ. (154)
3. Proof of Ineq. (145)
We choose a proper XER satisfying Conditions (151) and (152), and prove Ineq. (145) from
(143). Define a normalized state
θˆR :=
1
J ′
∑
k:qk>0
|k〉〈k|Rc ⊗ θRrk (155)
where J ′ := |{k|1 ≤ k ≤ J, qk > 0}|, and XER := J ′ · IE ⊗ θˆR. Noting that θ is classically coherent
in EcRc, it is straightforward to verify that
(XER)−
1
2 =
∑
k:qk>0
IE ⊗ |k〉〈k|Rc ⊗ (θRrk )−
1
2 , (θE)−
1
2 =
∑
k:qk>0
q
− 1
2
k |k〉〈k|Ec ⊗ (θErk )−
1
2 . (156)
Consequently, XER satisfies Conditions (151) and (152).
Using Ineq. (143), we have
θBERX ≤
J ′ · 2Hmax(RD|E)θ|θ
ι
IBE ⊗ θˆR, (157)
which implies, together from the definition of the conditional min-entropy and J ′ ≤ J , that
Hmin(BE|R)θX +Hmax(RD|E)θ|θ + log J ≥ log ι. (158)
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B. Proof of Ineq. (138) under WA 1 and WA 2
We prove (138), that is,
Hλ
′
min(A|R)C(Ψ) +Hυmax(RD|E)T ◦C(Ψ) ≥ log ι+ log (1− 2υ), (159)
under the assumptions WA 1 and WA 2. To show this, we introduce the following notations:
• |Ψ〉ARD : A purification of ΨAR, in the same way as in the previous subsection.
• T A→EC : A trace preserving CP map defined by T A→EC := T A→E ◦ CA.
• ΘERDC : A normalized state on ERD defined by Θ
ERD
C := T A→E ◦ CA(ΨARD).
• θERDC : A subnormalized state on ERD such that Hmax(RD|E)θC = Hυmax(RD|E)ΘC and
P (θC ,ΘC) ≤ υ, which is classically coherent and diagonal in EcRc.
• θˆERDC : A normalized state on ERD defined by θˆ
ERD
C := θ
ERD
C /Tr[θC ].
The assumptions WA 1 and WA 2 imply that ΘERDC is classically coherent and diagonal in EcRc.
Thus, the existence of θC satisfying the above condition follows from Lemma 30. By definition, we
have
Hυmax(RD|E)T ◦C(Ψ) = Hmax(RD|E)θC = Hmax(RD|E)θˆC + log Tr[θC ]. (160)
The proof of Ineq. (159) proceeds as follows. First, we introduce a quantum state ΨˆARD and a
quantum channel Tˆ A→EC , such that Tˆ A→EC (ΨˆARD) is close to the state T A→EC (ΨARD). Second, we
apply the converse inequality (137) to the channel Tˆ Ar→EC,k and the state ΨˆArRrk , which are obtained
by restricting Tˆ A→EC and ΨˆARD to the k-th subspace. The obtained inequalities are then averaged
over all k. Finally, by using the properties of the smooth entropies, we obtain Ineq. (159).
To explicitly define ΨˆARD and Tˆ A→EC , observe that, since ΘC is a normalized state, we have
P (ΘRDC , θˆ
RD
C ) ≤ P (ΘERDC , θˆERDC ) ≤ P (ΘERDC , θERDC ) ≤ υ. (161)
Thus, due to Uhlmann’s theorem, and noting that ΘRDC = Ψ
RD, there exists a normalized pure
state |Ψˆ〉ARD such that P (ΨARD, ΨˆARD) ≤ υ and ΨˆRD = θˆRDC . It follows from the latter equality
that there exists a trace preserving CP map Tˆ A→EC satisfying θˆERDC = Tˆ A→EC (ΨˆARD).
1. Block-wise application of the converse inequality (137)
Define a normalized probability distribution {rk := ‖〈k|Rc |Ψˆ〉‖21}Jk=1, and let |Ψˆk〉ArRrD :=
r
−1/2
k 〈k|Ec〈k|Rc |Ψˆ〉 for k such that rk > 0. Since Ψˆ is classically coherent in EcRc, the Ψˆk are
normalized states. Define also a CP map Tˆ Ar→EC,k by
Tˆ Ar→EC,k (τ) = |k〉〈k|Ec Tˆ A→EC (|k〉〈k|Ac ⊗ τAr)|k〉〈k|Ec , (162)
which is trace preserving due to the assumptions WA1 and WA2. We apply the converse inequal-
ity (137) for Ψˆk and Tˆ Ar→EC,k for each k, by letting J = 1. We particularly choose υ = 0, in which
case Ineq. (137) leads to
Hλkmin(Ar|Rr)Ψˆk +Hmax(RrD|Er)TˆC,k(Ψˆk) ≥ log ι. (163)
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The smoothing parameter λk is given by
λk := 2
√
ι+ 4
√
2δk +
√
2
√
2δk + 4
√
2δk, δk :=
∥∥∥Tˆ Ar→EC,k (ΨˆArRrk )− ςEk ⊗ ΨˆRrk ∥∥∥
1
. (164)
A simple calculation yields
− log
(∑
k
rk · 2−H
λk
min(Ar|Rr)Ψˆk
)
≥ − log
(∑
k
rk · 2Hmax(RrD|Er)TˆC,k(Ψˆk)
)
+ log ι. (165)
2. Calculation of Averaged Entropies
Using the fact that θˆC is classically coherent and diagonal inEcRc, it is straightforward to verify
that θˆERDC = Tˆ A→EC (ΨˆARD) =
∑
k rkTˆ Ar→EC,k (ΨˆArRrDk ) ⊗ |k〉〈k|Rc . Thus, by using the property of
the smooth conditional entropies (Lemmas 26 and 31) and P (Ψ, Ψˆ) ≤ υ, both sides of Ineq. (165)
are calculated to be
− log
(∑
k
rk · 2Hmax(RrD|Er)TˆC,k(Ψˆk)
)
= −Hmax(RD|E)θˆC , (166)
− log
(∑
k
rk · 2−H
λk
min(Ar|Rr)Ψˆk
)
≤ H
√
2λ¯
min (A|R)C(Ψˆ) ≤ Hυ+
√
2λ¯
min (A|R)C(Ψ), (167)
where λ¯ :=
∑
k rkλk. Combining these all together with Eq. (160), we obtain
Hυ+
√
2λ¯
min (A|R)C(Ψ) +Hυmax(RD|E)T ◦C(Ψ) ≥ log ι+ log Tr[θC ]. (168)
As we prove in Appendix G, the partial decoupling condition (136) implies
λ¯ ≤ λ(ι,
√
2
4
√
24υ + 2δ) + λ(ι, 4) ·
√
2
4
√
24υ + 2δ, (169)
where λ(ι, x) := 2
√
ι+ 2x+
√
x+ 2x. A simple calculation then yields
υ +
√
2λ¯ ≤ υ +
√
4
√
ι+ 2x+ 2
√
x+ (4
√
ι+ 8 + 24)x, (170)
whose right-hand side is exactly λ′ given in (140). In addition, noting that ΘC is normalized, and
by using the relation between the purified distance and the trace distance (Property 2 in Lemma
16), the last term in the R.H.S. of (168) is calculated to be
Tr[θC ] ≥ ‖ΘC‖1 − ‖θC −ΘC‖1 ≥ 1− 2P (θC ,ΘC) ≥ 1− 2υ. (171)
Combining these all together, we arrive at
Hλ
′
min(A|R)C(Ψ) +Hυmax(RD|E)T ◦C(Ψ) ≥ log ι+ log (1− 2υ). (172)
C. Dropping the working assumptions WA 1 and WA 2
We here show that the working assumptions WA 1 and WA 2 can be dropped. The proof is
based on Lemma 12. Since the CP map Tˇ A→EEc , defined in Lemma 12, satisfy both conditions, it
satisfies Ineq. (137), which is
Hλmin(A|R)Ψ +Hυmax(RD|EEc)Tˇ (Ψ) + log J ≥ log ι. (173)
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Let V A→BE be a Stinespring dilation of T A→E , and let ZRc→RcEc be a linear isometry defined by
Z :=
∑
j |jj〉RcEc〈j|Rc . A purification |ϑ〉BRDEEc of Tˇ A→EEc(ΨARD) is given by |ϑ〉BRDEEc =
(V A→BE⊗ZRc→RcEc)|Ψ〉ARD, and satisfies ϑBRD = T A→B ◦CA(ΨARD). Hence, due to the duality
for the conditional smooth entropy (Lemma 24), it holds that
Hυmax(RD|EEc)Tˇ (Ψ) = Hυmax(RD|EEc)ϑ = −Hυmin(RD|B)ϑ = −Hυmin(RD|B)T ◦C(Ψ). (174)
Combining this with (173), we conclude
Hλmin(A|R)Ψ −Hυmin(RD|B)T ◦C(Ψ) + log J ≥ log ι. (175)
The map Tˇ A→EEc also satisfies Ineq. (138):
Hλ
′
min(A|R)C(Ψ) +Hυmax(RD|EEc)Tˇ ◦C(Ψ) ≥ log ι+ log (1− 2υ). (176)
Similarly to (174) and (135), by using the property of the conditional max entropy for classical-
quantum states (Lemma 29), we have
Hυmax(RD|EEc)Tˇ ◦C(Ψ) = Hυmax(RrD|EEc)Tˇ ◦C(Ψ) = Hυmax(RrD|EEc)Tˇ (Ψ)
= Hυmax(RrD|EEc)ϑ = −Hυmin(RrD|BRc)ϑ = −Hυmin(RrD|BRc)T ◦C(Ψ), (177)
which leads to
Hλ
′
min(A|R)C(Ψ) −Hυmin(RrD|BRc)T ◦C(Ψ) ≥ log ι+ log (1− 2υ). (178)
This concludes the proof of Theorem 4 for any trace preserving CP map T A→E . 
IX. CONCLUSION
In this paper, we have proposed and analyzed a task that we call partial decoupling. We have
presented two different formulations of partial decoupling, and derived lower and upper bounds
on how precisely partial decoupling can be achieved. The bounds are represented in terms of
the smooth conditional entropies of quantum states involving the initial state, the channel and
the decomposition of the Hilbert space. Thereby we provided a generalization of the decoupling
theorem in the version of [10], by incorporating the direct-sum-product decomposition of the
Hilbert space.
A future direction is to apply the result to various scenarios that have been analyzed in terms
of the decoupling theorem: to raise a few, the fully quantum Slepian-Wolf [2], quantum state
merging [3, 4] and quantum state redistribution [43] in the context of quantum communication
theory, as well as relative thermalization [9] and area laws [7] in the foundation of statistical
mechanics.
ACKNOWLEDGEMENT
This work was supported by JST CREST, Grant Number JPMJCR1671 as well as by JST,
PRESTO Grant Number JPMJPR1865, Japan, and by JSPS KAKENHI, Grant Number 18J01329.
[1] P. Hayden, M. Horodecki, A. Winter, and J. Yard. A decoupling approach to the quantum capacity.
Open Syst. Inf. Dyn., 15:7, 2008.
32
[2] A. Abeyesinghe, I. Devetak, P. Hayden, and A. Winter. The mother of all protocols : Restructuring
quantum information’s family tree. Proc. R. Soc. A, 465:2537, 2009.
[3] M. Horodecki, J. Oppenheim, and A. Winter. Partial quantum information. Nature, 436:673–676, 2005.
[4] M. Horodecki, J. Oppenheim, and A. Winter. Quantum state merging and negative information.
Comm. Math. Phys., 269:107–136, 2007.
[5] B. Groisman, S. Popescu, and A. Winter. Quantum, classical, and total amount of correlations in a
quantum state. Phys. Rev. A, 72(3):032317, 2005.
[6] P. Hayden and J. Preskill. Black holes as mirrors: quantum information in random subsystems. J. High
Energy Phys., 2007(09):120, 2007.
[7] F. GSL Branda˜o and M. Horodecki. Exponential decay of correlations implies area law. Comm. Math.
Phys., 333(2):761–798, 2015.
[8] L. del Rio, J. Aberg, R. Renner, O. Dahlsten, and V. Vedral. The thermodynamic meaning of negative
entropy. Nature, 474(7349):61–63, 2011.
[9] L. del Rio, A. Hutter, R. Renner, and S. Wehner. Relative thermalization. Phys. Rev. E, 94(2):022104,
2016.
[10] F. Dupuis, M. Berta, J. Wullschleger, and R. Renner. One-shot decoupling. Comm. Math. Phys., 328:251,
2014.
[11] Armin Uhlmann. The “transition probability” in the state space of a c∗-algebra. Rep. Math. Phys.,
9(2):273–279, 1976.
[12] I. Devetak and P. W. Shor. The capacity of a quantum channel for simultaneous transmission of clas-
sical and quantum information. Comm. Math. Phys., 256(2):287–303, 2005.
[13] R. B.-Kohout, H. K. Ng, D. Poulin, and L. Viola. Information-preserving structures: A general frame-
work for quantum zero-error information. Phys. Rev. A, 82:062306, 2010.
[14] R. B.-Kohout, H. K. Ng, D. Poulin, and L. Viola. Characterizing the structure of preserved information
in quantum processes. Phys. Rev. Lett., 100:030501, 2008.
[15] M. Koashi and N. Imoto. Operations that do not disturb partially known quantum states. Phys. Rev.
A, 66:022318, 2002.
[16] M. Koashi and N. Imoto. Compressibility of quantum mixed-state signals. Phys. Rev. Lett., 87:017902,
2001.
[17] P. Hayden, R. Jozsa, D. Petz, and A. Winter. Structure of states which satisfy strong subadditivity of
quantum entropy with equality. Comm. Math. Phys., 246:359–374, 2004.
[18] E. Wakakuwa, A. Soeda, and M. Murao. Markovianizing cost of tripartite quantum states. IEEE Trans.
Inf. Theory, 63(2):1280–1298, 2017.
[19] S. D. Bartlett, T. Rudolph, and R. W. Spekkens. Reference frames, superselection rules, and quantum
information. Rev. Mod. Phys., 79:555, 2007.
[20] E. Wakakuwa and Y. Nakata. in preparation.
[21] Y. Nakata, E. Wakakuwa, and M. Koashi. in preparation.
[22] M. Tomamichel, R. Colbeck, and R. Renner. Duality between smooth min-and max-entropies. IEEE
Trans. Inf. Theory, 56(9):4674–4681, 2010.
[23] M. Tomamichel. Quantum Information Processing with Finite Resources. SpringerBriefs in Mathematical
Physics, 2016.
[24] A. Jamiołkowski. Linear transformations which preserve trace and positive semidefiniteness of oper-
ators. Rep. Math. Phys., 3:275, 1972.
[25] M. D. Choi. Completely positive linear maps on complex matrices. Linear Algebra Appl., 10:285, 1975.
[26] Y. Sekino and L. Susskind. Fast scramblers. J. High Energy Phys., 2008(10):065, 2008.
[27] N. Lashkari, D. Stanford, M. Hastings, T. Osborne, and P. Hayden. Towards the fast scrambling
conjecture. J. High Energy Phys., 2013(4), 2013.
[28] F. Dupuis, O. Szehr, and M. Tomamichel. A decoupling approach to classical data transmission over
quantum channels. IEEE Trans. Inf. Theory, 60(3):1562–1572, 2014.
[29] M. Tomamichel, R. Colbeck, and R. Renner. A fully quantum asymptotic equipartition property. IEEE
Trans. Inf. Theory, 55(12):5840–5847, 2009.
[30] D. P. DiVincenzo, D. W. Leung, and B. M. Terhal. Quantum data hiding. IEEE Trans. Inf. Theory, 48:580,
2002.
[31] C. Dankert, R. Cleve, J. Emerson, and E. Livine. Exact and approximate unitary 2-designs and their
application to fidelity estimation. Phys. Rev. A, 80:012304, 2009.
33
[32] D. Gross, K. Audenaert, and J. Eisert. Evenly distributed unitaries: On the structure of unitary designs.
J. of Math. Phys., 48(5):052104, 2007.
[33] W. G. Brown, Y. S. Weinstein, and L. Viola. Quantum pseudorandomness from cluster-state quantum
computation. Phys. Rev. A, 77(4):040303(R), 2008.
[34] Y. S. Weinstein, W. G. Brown, and L. Viola. Parameters of pseudorandom quantum circuits. Phys. Rev.
A, 78(5):052332, 2008.
[35] A. W. Harrow and R. A. Low. Random quantum circuits are approximate 2-designs. Commun. Math.
Phys., 291:257, 2009.
[36] I. T. Diniz and D. Jonathan. Comment on “Random quantum circuits are approximate 2-designs”.
Commun. Math. Phys., 304:281, 2011.
[37] R. Cleve, D. Leung, L. Liu, and C. Wang. Near-linear constructions of exact unitary 2-designs. Quant.
Info. & Comp., 16(9 & 10):0721–0756, 2016.
[38] Y. Nakata, C. Hirche, C. Morgan, and A. Winter. Unitary 2-designs from random X- and Z-diagonal
unitaries. arXiv:1502.07514, 2015.
[39] W. Brown and O. Fawzi. Decoupling with random quantum circuits. Commun. Math. Phys., 340:867,
2015.
[40] Y. Nakata, C. Hirche, C. Morgan, and A. Winter. Decoupling with random diagonal unitaries.
arXiv:1509.05155, 2015.
[41] Y. Nakata, C. Hirche, M. Koashi, and A. Winter. Efficient Quantum Pseudorandomness with Nearly
Time-Independent Hamiltonian Dynamics. Phys. Rev. X, 7(2):021006, 2017.
[42] Eyuri Wakakuwa, Akihito Soeda, and Mio Murao. A coding theorem for bipartite unitaries in dis-
tributed quantum computation. IEEE Trans. Inf. Theory, 63(8):5372–5403, 2017.
[43] M.-Y. Ye, Y.-K. Bai, and Z. D. Wang. Quantum state redistribution based on a generalized decoupling.
Phys. Rev. A, 78(3):030302, 2008.
[44] R. Goodman and N. R. Wallach. Representations and Invariants of the Classical Groups. Cambridge
University Press, Cambridge, UK, 1999.
[45] H. Fumio. Matrix analysis: matrix monotone functions, matrix means, and majorization. Int. Info. Sci.,
16(2):139–248, 2010.
[46] M. Tomamichel. A Framework for Non-Asymptotic Quantum Information Theory. PhD thesis, ETH Zurich,
2012. arXiv:1203.2142.
Appendix A: Proof of the twisted twirling
We here provide the proof of the twisted twirling (Lemma 9). The statement is as follows:
let HArj be a subspace of HAr of dimension rj , and ΠArj be the projector onto HArj ⊂ HAr for
j = 1, · · · , J . Let IArA′r be IAr ⊗ IA′r , and FArA′r ∈ L(HArA′r) be the swap operator defined by∑
a,b |a〉〈b|Ar ⊗ |b〉〈a|A
′
r for any orthonormal basis {|a〉} in HAr and HA′r . Further, let IArA′rjk and
FArA
′
r
jk be Π
Ar
j ⊗ ΠA
′
r
k and (Π
Ar
j ⊗ ΠA
′
r
k )F
ArA′r , respectively. For any MArA
′
rBB
′ ∈ L(HArA′rBB′),
define
MBB
′
I,jk := TrArA′r [I
ArA′r
jk M
ArA′rBB′ ], MBB
′
F,kj := TrArA′r [F
ArA′r
kj M
ArA′rBB′ ]. (A1)
Then, it holds that, for j 6= k,
EUj∼Hj ,Uk∼Hk
[
(UArj ⊗ UA
′
r
k )M
ArA′rBB′(UArj ⊗ UA
′
r
k )
†] = IArA′rjk
rjrk
⊗MBB′I,jk , (A2)
EUj∼Hj ,Uk∼Hk
[
(UArj ⊗ UA
′
r
k )M
ArA′rBB′(UArk ⊗ UA
′
r
j )
†] = FArA′rjk
rjrk
⊗MBB′F,kj . (A3)
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Moreover,
EUj∼Hj
[
(UArj ⊗ UA
′
r
j )M
ArA′rBB′(UArj ⊗ UA
′
r
j )
†]
=
1
rj(r2j − 1)
[
(rjI
ArA′r
jj − FArA
′
r
jj )⊗MBB
′
I,jj + (rjF
ArA′r
jj − IArA
′
r
jj )⊗MBB
′
F,jj
]
. (A4)
Otherwise, EUj ,Uk,Um,Un
[
(UArj ⊗ UA
′
r
k )M
ArA′rBB′(UArm ⊗ UA
′
r
n )†
]
= 0.
Proof: The equation EUj ,Uk,Um,Un
[
(UArj ⊗UA
′
r
k )M
ArA′rBB′(UArm ⊗UA
′
r
n )†
]
= 0 for i 6= j 6= k 6= l triv-
ially follows from the fact that the random unitaries {Uj}j are independent and that EUj∼Hj [Uj ] =
0.
Let us consider the case where j 6= k and prove Eqs. (A2) and (A3). Note that any XArB ∈
L(HArB) is decomposed into XArB = ∑p,qXArp ⊗XBq , where XArp ∈ L(HAr) and XBq ∈ L(HB).
Using the fact that
EUj∼Hj [U
Ar
j X
Ar
p U
A†
j ] =
Tr[ΠArj X
Ar
p ]
rj
ΠArj (A5)
for any XArp ∈ L(HAr), which follows from the Schur-Weyl duality [44], we have
EUj∼Hj [U
Ar
j X
ArBUA†j ] =
∑
p,q
EUj∼Hj [U
Ar
j X
Ar
p U
A†
j ]⊗XBq
=
ΠArj
rj
⊗
∑
p,q
Tr[ΠArj X
Ar
p ]X
B
q
=
ΠArj
rj
⊗ TrAr [ΠArj XArB]. (A6)
Using this equality twice for j and k, we obtain Eq. (A2). It also leads to Eq. (A3) as follows:
EUj ,Uk
[
(UArj ⊗ UA
′
r
k )M
ArA′rBB′(UArk ⊗ UA
′
r
j )
†]
= EUj ,Uk
[
(UArj ⊗ UA
′
r
k )M
ArA′rBB′FArA
′
r(UArj ⊗ UA
′
r
k )
†]FArA′r
= EUj ,Uk
[
(UArj ⊗ UA
′
r
k )M
ArA′rBB′FArA
′
r
kj (U
Ar
j ⊗ UA
′
r
k )
†]FArA′rjk
=
FArA
′
r
jk
rjrk
⊗ TrArA′r [I
ArA′r
jk M
ArA′rBB′FArA
′
r
kj ]
=
FArA
′
r
jk
rjrk
⊗MBB′F,kj . (A7)
Here, we have used relations
FArA
′
r
kj = (Π
Ar
k ⊗ΠA
′
r
j )F
ArA′r = FArA
′
r(ΠArj ⊗ΠA
′
r
k ), F
ArA′r
kj I
ArA′r
jk = F
ArA′r
kj (Π
Ar
j ⊗ΠA
′
r
k ) = F
ArA′r
kj ,
and used Eq. (A2) in the last line.
We finally show Eq. (A4). Consider the operator EUj∼Hj
[
(UArj ⊗ UA
′
r
j )|p〉〈q|Ar ⊗ |s〉〈t|A
′
r(UArj ⊗
U
A′r
j )
†]. Since this commutes with V ⊗2 (∀V ∈ U(rj)), we obtain from the Schur-Weyl duality [44]
that
EUj∼Hj
[
(UArj ⊗ UA
′
r
j )|p〉〈q|Ar ⊗ |s〉〈t|A
′
r(UArj ⊗ UA
′
r
j )
†] = αpqstIArA′rjj + βpqstFArA′rjj , (A8)
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where αpqst and βpqst are determined by
δpqδst = αpqstr
2
j + βpqstrj , δptδqs = αpqstrj + βpqstr
2
j . (A9)
Note that the first equation is obtained by taking the trace of Eq. (A8), and the second is by calcu-
lating the expectation of FArA′r by both sides in Eq. (A8). Solving these equalities, we obtain
EUj∼Hj
[
(UArj ⊗ UA
′
r
j )|p〉〈q|Ar ⊗ |s〉〈t|A
′
r(UArj ⊗ UA
′
r
j )
†]
=
1
rj(r2j − 1)
(
(δpqδstrj − δptδqs)IArA
′
r
jj + (δptδqsrj − δpqδst)FArA
′
r
jj
)
, (A10)
from which the equation (A4) is obtained after a straightforward calculation. 
Appendix B: Proof of Lemma 10
We prove Lemma 10 based on the twisted twirling (Lemma 9) and the swap trick, a commonly
used method in the context of decoupling given as follows:
Lemma 39 (Swap trick (see e.g. [10])) Let XA and Y A be linear operators on HA, and FAA′ be the
swap operator between HA and HA′ defined by ∑i,j |i〉〈j|A ⊗ |j〉〈i|A′ , where {|i〉} is any basis of HA and
HA′ ∼= HA. Then, Tr[XAY A] = Tr[(XA ⊗ Y A′)FAA′ ].
For simplicity of notations in the proof, we embed a Hilbert space that has the DSP form
to the tensor product of three Hilbert spaces. We explain the notation for this embedding in
Subsection B 1 and then show Lemma 10 in Subsection B 2.
1. Embedding of the Hilbert Space
Let A be a quantum system described by a finite dimensional Hilbert space HA, which is de-
composed in the form of
HA =
J⊕
j=1
HAlj ⊗HArj . (B1)
The dimension of each subspace is denoted by lj := dimHAlj , rj := dimHArj . Let HAc , HAl and
HAr be Hilbert spaces such that
dimHAc = J, dimHAl = max
1≤j≤J
lj , HAr = max
1≤j≤J
rj , (B2)
and fix linear isometries WAlj : HAlj → HAl , WArj : HArj → HAr for each j. We introduce the
following linear isometry, by which the Hilbert spaceHA is embedded intoHAc ⊗HAl ⊗HAr :
WA→AcAlAr :=
J∑
j=1
|j〉Ac ⊗ (WAlj ⊗WArj )Πj . (B3)
Here, Πj is the projection onto a subspace HAlj ⊗HArj ⊂ HA, and {|j〉}Jj=1 is a fixed orthonormal
basis ofHAc . The W is indeed an isometry, because
(WA→AcAlAr)†WA→AcAlAr = IA. (B4)
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Noting thatHAlj = imgWAlj ⊂ HAl andHArj = imgWArj ⊂ HAr , we have
img(WA→AcAlAr) =
J⊕
j=1
HAcj ⊗HAlj ⊗HArj ⊂ HAc ⊗HAl ⊗HAr , (B5)
where HAcj ⊂ HAc is a one-dimensional subspace spanned by |j〉 for each j. Denoting the pro-
jection onto HAlj ⊂ HAl by ΠAlj ∈ L(HAl) and one onto HArj ⊂ HAr by ΠArj ∈ L(HAr), we also
have
WAlj (W
Al
j )
† = ΠAlj , W
Ar
j (W
Ar
j )
† = ΠArj (B6)
and thus
(WA→AcAlAr)(WA→AcAlAr)† =
J∑
j=1
|j〉〈j|Ac ⊗ΠAcj ⊗ΠArj . (B7)
Let R be another quantum system represented by a finite dimensional Hilbert space HR. Any
XAR ∈ L(HAR) is decomposed by WA→AcAlAr in the form of
WA→AcAlAr(XAR) =
∑
j,k∈J
|j〉〈k|Ac ⊗ X˜AlArRjk , (B8)
where
X˜AlArRjk := 〈j|AcWA→AcAlAr(XAR)|k〉Ac = (WAlj ⊗WArj )ΠjXARΠk(WAlk ⊗WArk )†. (B9)
Conversely, any Y AcAlAr ∈ L(HAc ⊗ HAl ⊗ HAr) such that supp(Y AcAlAr) ⊂ img(WA→AcAlAr),
is mapped to (WA→AcAlAr)†(Y AcAlAr) ∈ L(HA). Note that X˜jk is related to Xjk defined by (8)
as |j〉〈k|Ac ⊗ X˜AlArRjk = WA→AcAlAr(XARjk ). In the following, we denote X˜AlArRjk by XAlArRjk for
simplicity of notations.
Let A′ be a quantum system such that HA ∼= HA′ . It is straightforward to verify that the fixed
maximally entangled state |Φ〉 defined by (24) is decomposed by W as
(WA→AcAlAr ⊗WA′→A′cA′lA′r)|Φ〉AA′ =
J∑
j=1
√
ljrj
dA
|j〉Ac |j〉A′c |Φlj〉AlA
′
l |Φrj〉ArA
′
r , (B10)
where |Φlj〉 ∈ HAlj ⊗ H
A′l
j and |Φrj〉 ∈ HArj ⊗ HA
′
r
j are fixed maximally entangled states of rank lj
and rj , respectively.
2. Proof of Lemma 10
We now prove Lemma 10. The statement is given as follows: for any ςER ∈ S=(HER) and any
X ∈ Her(HAR) such that XAlRjj = 0, the following inequality holds for any possible permutation
σ ∈ P:
EU∼H×
[∥∥T A→E ◦ GAσ−1 ◦ UA(XAR)∥∥22,ςER] ≤ J∑
j,k=1
d2A
rjrk
∥∥∥TrAl [XATl ArRσ(j)σ(k)τAlA¯rEjk ]∥∥∥22,ςER . (B11)
Here, ATl denotes the transposition of Al with respect to the Schmidt basis of the fixed maximally
entangled state used to define the Choi-Jamiołkowski representation τAE of T A→E .
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Proof: Introducing a notation FRE,R
′E′
ς := ((ςER)⊗2)−1/4(FRR
′ ⊗ FEE′)((ςER)⊗2)−1/4, we have
∣∣∣∣T A→E ◦ G†Aσ ◦ U†A(XAR)∣∣∣∣22,ςER
= Tr
[(
(ςER)−
1
4T A→E◦ G†Aσ ◦ U†A(XAR)(ςER)−
1
4
)2]
= Tr
[(
(ςER)−
1
4T A→E◦ G†Aσ ◦ U†A(XAR)(ςER)−
1
4
)⊗2 (
FRR
′ ⊗ FEE′)]
= Tr
[(
T A→E◦ G†Aσ ◦ U†A(XAR)
)⊗2
FRE,R
′E′
ς
]
= Tr
[(
XAR
)⊗2[
(GAσ ◦ UA ◦ T ∗E→A)⊗2(FRE,R
′E′
ς )
]]
. (B12)
Thus, using the fact that Gσ−1 = G†σ and that EU∼H× [f(U)] = EU∼H× [f(U †)] for any function f , we
have
EU
[∥∥T A→E ◦ GAσ−1 ◦ UA(XAR)∥∥22,ςER] = EU[∣∣∣∣T A→E ◦ G†Aσ ◦ U†A(XAR)∣∣∣∣22,ςER]
= EUTr
[(
XAR
)⊗2[
(GAσ ◦ UA ◦ T ∗E→A)⊗2(FRE,R
′E′
ς )
]]
= Tr
[(
XAR
)⊗2EU[(GAσ ◦ UA ◦ T ∗E→A)⊗2(FRE,R′E′ς )]]
= Tr[(XAR)⊗2ΞAA
′RR′
σ ], (B13)
where we have defined ΞAA
′RR′
σ := EU∼H× [(GAσ ◦ UA ◦ T ∗E→A)⊗2(FRE,R
′E′
ς )].
We first embed the operator ΞAA
′RR′
σ into the space AcAlArR and A′cA′lA
′
rR
′. We introduce the
following notations for the embedded map and the embedded operators:
T AcAlAr→E := T A→E ◦ (WA→AcAlAr)†, τAcAlArE :=WA→AcAlAr(τAE), (B14)
Υς := (T ∗E→AcAlAr)⊗2(FRE,R′E′ς ), ΥAlArRA
′
lA
′
rR
′
ς,jkmn := (〈j|Ac ⊗ 〈k|A
′
c)Υς(|m〉Ac ⊗ |n〉A
′
c). (B15)
Using these notations, the operator ΞAA
′RR′
σ is embedded to be
(WA→AcAlAr)⊗2(ΞAA′RR′σ )
=
J∑
j,k,m,n=1
[|σ(j)〉〈σ(m)|Ac ⊗ |σ(k)〉〈σ(n)|A′c]⊗ EU∼H×[(UArj ⊗ UA′rk )ΥAlArRA′lA′rR′ς,jkmn (U †Arm ⊗ U †A′rn )].
Due to Lemma 9, the terms in the summation remain non-zero only in the following three cases:
(i) J ≥ 2 and (j, k) = (m,n) (j 6= k), (ii) J ≥ 2 and (j, k) = (n,m) (j 6= k), and (iii) j = k = m = n.
In the following, we assume that J ≥ 2, and separately investigate the three cases using Lemma 9.
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Our concern is then Ξσ,(i), Ξσ,(ii) and Ξσ,(iii) such that
(WA→AcAlAr)⊗2(Ξσ,(i))
=
J∑
j,k=1
[|σ(j)〉〈σ(j)|Ac ⊗ |σ(k)〉〈σ(k)|A′c]⊗ EU[(UArj ⊗ UA′rk )ΥAlArRA′lA′rR′ς,jkjk (U †Arj ⊗ U †A′rk )], (B16)
(WA→AcAlAr)⊗2(Ξσ,(ii))
=
J∑
j,k=1
[|σ(j)〉〈σ(k)|Ac ⊗ |σ(k)〉〈σ(j)|A′c]⊗ EU[(UArj ⊗ UA′rk )ΥAlArRA′lA′rR′ς,jkkj (U †Ark ⊗ U †A′rj )], (B17)
(WA→AcAlAr)⊗2(Ξσ,(iii))
=
J∑
j=1
[|σ(j)〉〈σ(j)|Ac ⊗ |σ(j)〉〈σ(j)|A′c]⊗ EU[(UArj ⊗ UA′rj )ΥAlArRA′lA′rR′ς,jjjj (U †Arj ⊗ U †A′rj )]. (B18)
Note that Ξσ = Ξσ,(i) + Ξσ,(ii) + Ξσ,(iii).
In the case (i), from Lemma 9, we have
(WA→AcAlAr)⊗2(ΞAA′RR′σ,(i) ) =
∑
j 6=k
1
rjrk
|σ(j)〉〈σ(j)|Ac ⊗ |σ(k)〉〈σ(k)|A′c ⊗ IArA′rjk ⊗ Ξ
AlRA
′
lR
′
(i),jk , (B19)
where ΞAlRA
′
lR
′
(i),jk = TrArA′r
[
IArA
′
r
jk Υ
AlArRA
′
lA
′
rR
′
ς,jkjk
]
. It follows that
Tr
[(
XAlArRσ(j)σ(j) ⊗X
A′lA
′
rR
′
σ(k)σ(k)
)(
IArA
′
r
jk ⊗ Ξ
AlRA
′
lR
′
(i),jk
)]
= Tr
[(
XAlRσ(j)σ(j) ⊗X
A′lR
′
σ(k)σ(k)
)
Ξ
AlRA
′
lR
′
(i),jk
]
, (B20)
and consequently, from the condition for X , i.e. XAlRjj = 0, that Tr[(X
AR)⊗2ΞAA′RR′σ,(i) ] = 0.
Let us next consider the case (ii), where (j, k) = (n,m) (j 6= k). This case yields
(WA→AcAlAr)⊗2(ΞAA′RR′σ,(ii) ) =
∑
j 6=k
1
rjrk
|σ(j)〉〈σ(k)|Ac ⊗ |σ(k)〉〈σ(j)|A′c ⊗ FArA′rjk ⊗ Ξ
AlRA
′
lR
′
(ii),jk , (B21)
where ΞAlRA
′
lR
′
(ii),jk = TrArA′r
[
Υ
AlArRA
′
lA
′
rR
′
ς,jkkj F
ArA′r
kj
]
. Denoting the Ar part of Υ and T ∗ by A¯r, we have
Tr
[(
XAlArRσ(k)σ(j) ⊗X
A′lA
′
rR
′
σ(j)σ(k)
)(
FArA
′
r
jk ⊗ Ξ
AlRA
′
lR
′
(ii),jk
)]
= Tr
[(
XAlArRσ(k)σ(j) ⊗X
A′lA
′
rR
′
σ(j)σ(k) ⊗ F
A¯rA¯′r
kj
)(
FArA
′
r
jk ⊗Υ
AlA¯rRA
′
lA¯
′
rR
′
ς,jkkj
)]
= Tr
[(
|k〉〈j|Ac⊗|j〉〈k|A′c⊗XAlArRσ(k)σ(j)⊗X
A′lA
′
rR
′
σ(j)σ(k)⊗F
A¯rA¯′r
kj
)(
FArA
′
r
jk ⊗ (T ∗E→AcAlA¯r)⊗2(FRE,R
′E′
ς )
)]
= Tr
[(
(T AcAlA¯r→E)⊗2
(
|k〉〈j|Ac⊗|j〉〈k|A′c ⊗XAlArRσ(k)σ(j)⊗X
A′lA
′
rR
′
σ(j)σ(k)⊗F
A¯rA¯′r
kj
))(
FArA
′
r
jk ⊗ FRE,R
′E′
ς
)]
= d2ATr
[((
|j〉〈k|Ac⊗|k〉〈j|A′c⊗XATl ArRσ(k)σ(j)⊗X
A′Tl A
′
rR
′
σ(j)σ(k) ⊗F
A¯rA¯′r
jk
)
(τAcAlA¯rE)⊗2
)(
FArA
′
r
jk ⊗FRE,R
′E′
ς
)]
= d2ATr
[(
X
ATl ArR
σ(k)σ(j) ⊗X
A′Tl A
′
rR
′
σ(j)σ(k)
)(
τAlA¯rEkj ⊗ τ
A′lA¯
′
rE
′
jk
)(
FArA
′
r
jk ⊗ FA¯rA¯
′
r
jk ⊗ FRE,R
′E′
ς
)]
= d2ATr
[(
TrAl
[
X
ATl ArR
σ(k)σ(j)τ
AlA¯rE
kj
]
⊗ TrA′l
[
X
A′Tl A
′
rR
′
σ(j)σ(k) τ
A′lA¯
′
rE
′
jk
])(
FArA
′
r
jk ⊗ FA¯rA¯
′
r
jk ⊗ FRE,R
′E′
ς
)]
= d2A
∥∥∥TrAl [XATl ArRσ(j)σ(k)τAlA¯rEjk ]∥∥∥22,ςER , (B22)
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where the fourth line follows from the Choi-Jamiołkowski correspondence (23) and the last line
from the swap trick (Lemma 39). Hence we obtain
Tr[(XAR)⊗2ΞAA
′RR′
σ,(ii) ] =
∑
j 6=k
d2A
rjrk
∥∥∥TrAl [XATl ArRσ(j)σ(k)τAlA¯rEjk ]∥∥∥22,ςER . (B23)
Finally, we investigate the case (iii). Lemma 9 leads to
(WA→AcAlAr)⊗2(ΞAA′RR′σ,(iii) ) =
J∑
j=1
1
rj(r2j − 1)
|σ(j)〉〈σ(j)|Ac⊗|σ(j)〉〈σ(j)|A′c⊗ΞAlRA′lR′(iii),jj , (B24)
where
Ξ
AlRA
′
lR
′
(iii),jj :=
[
rjI
ArA′r
jj ⊗ Ξ
AlRA
′
lR
′
(i),jj − I
ArA′r
jj ⊗ Ξ
AlRA
′
lR
′
(ii),jj + rjF
ArA′r
jj ⊗ Ξ
AlRA
′
lR
′
(ii),jj − F
ArA′r
jj ⊗ Ξ
AlRA
′
lR
′
(i),jj
]
.
(B25)
Similarly to (B20) and (B22), we have
Tr
[(
XAlArRσ(j)σ(j) ⊗X
A′lA
′
rR
′
σ(j)σ(j)
)(
IArA
′
r
jj ⊗ Ξ
AlRA
′
lR
′
(ii),jj
)]
= 0 (B26)
and
Tr
[(
XAlArRσ(j)σ(j) ⊗X
A′lA
′
rR
′
σ(j)σ(j)
)(
FArA
′
r
jj ⊗ Ξ
AlRA
′
lR
′
(i),jj
)]
= Tr
[(
|j〉〈j|Ac⊗|j〉〈j|A′c⊗XAlArRσ(j)σ(j)⊗X
A′lA
′
rR
′
σ(j)σ(j)⊗I
A¯rA¯′r
jj
)(
FArA
′
r
jj ⊗ (T ∗E→AcAlA¯r)⊗2
(
FRE,R
′E′
ς
))]
= Tr
[(
(T AcAlA¯r→E)⊗2
(
|j〉〈j|Ac ⊗ |j〉〈j|A′c ⊗XAlArRσ(j)σ(j) ⊗X
A′lA
′
rR
′
σ(j)σ(j) ⊗ I
A¯rA¯′r
jj
))(
FArA
′
r
jj ⊗ FRE,R
′E′
ς
)]
= d2ATr
[(
X
ATl ArR
σ(j)σ(j) ⊗X
A′Tl A
′
rR
′
σ(j)σ(j)
)(
τAlA¯rEjj ⊗ τ
A′lA¯
′
rE
′
jj
)(
FArA
′
r
jj ⊗ IA¯rA¯
′
r
jj ⊗ FRE,R
′E′
ς
)]
= d2ATr
[(
TrAl
[
X
ATl ArR
σ(j)σ(j)τ
AlE
j
]
⊗TrA′l
[
X
A′Tl A
′
rR
′
σ(j)σ(j) τ
A′lE
′
jj
])(
FArA
′
r
jj ⊗ FRE,R
′E′
ς
)]
= d2A
∥∥∥TrAl [XATl ArRσ(j)σ(j)τAlEjj ]∥∥∥22,ςER . (B27)
Combining this with (B20), (B22) and (B25), we obtain
Tr
[
(XAlRσ(j)σ(j))
⊗2ΞAlA
′
lRR
′
(iii),jj
]
= d2Arj
∥∥∥TrAl [XATl ArRσ(j)σ(j)τAlA¯rEjj ]∥∥∥22,ς − d2A ∥∥∥TrAl [XATl ArRσ(j)σ(j)τAlEjj ]∥∥∥22,ς .
Noting that TrAl [X
ATl ArR
σ(j)σ(j)τ
AlA¯rE
jj ] is a Hermitian operator for each j, and by using the property of
the Hilbert-Schmidt norm (see Lemma 13), the above equality leads to
Tr
[
(XAlRσ(j)σ(j))
⊗2ΞAlA
′
lRR
′
(iii),jj
]
≤ d2A
(
rj − 1
rj
)∥∥∥TrAl [XATl ArRσ(j)σ(j)τAlA¯rEjj ]∥∥∥22,ςER . (B28)
Combining this with (B24), we have
Tr[(XAR)⊗2ΞAA
′RR′
σ,(iii) ] =
J∑
j=1
1
rj(r2j − 1)
Tr
[
(XAlRσ(j)σ(j))
⊗2ΞAlA
′
lRR
′
(iii),jj
]
≤
J∑
j=1
d2A
r2j
∥∥∥TrAl [XATl ArRσ(j)σ(j)τAlA¯rEjj ]∥∥∥22,ςER . (B29)
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Since Ξσ = Ξσ,(i) + Ξσ,(ii) + Ξσ,(iii), we can thus obtain from these evaluations that
Tr[(XAR)⊗2ΞAA
′RR′
σ ] ≤
J∑
j,k=1
d2A
rjrk
∥∥∥TrAl [XATl ArRσ(j)σ(k)τAlA¯rEjk ]∥∥∥22,ςER (B30)
for any ςER ∈ S=(HER) and σ ∈ P. Combining this with Eq. (B13) concludes the proof. 
Appendix C: Proof of Lemma 11
We prove Lemma 11. We start with recalling the statement: Consider arbitrary unnormalized
states ΨAR, ΨˆAR ∈ P(HAR) and arbitrary CP maps T , Tˆ : A → E. Let DA→E+ and DA→E− be
arbitrary CP maps such that T − Tˆ = D+−D−. Let δAR+ and δAR− be linear operators onHA⊗HR,
such that
δAR+ ≥ 0, δAR− ≥ 0, supp[δAR+ ] ⊥ supp[δAR− ] (C1)
and that
ΨˆAR −ΨAR = δAR+ − δAR− . (C2)
The following inequality holds for any possible permutation σ ∈ P and for both Ψ∗ = Ψav and
Ψ∗ = CA(Ψ):
EU∼H×
[∥∥T A→E ◦ GAσ ◦ UA(ΨAR −ΨAR∗ )∥∥1]
≤ EU∼H×
[∥∥∥Tˆ A→E ◦ GAσ ◦ UA(ΨˆAR − ΨˆAR∗ )∥∥∥
1
]
+ 2 Tr[(DA→E+ +DA→E− ) ◦ GAσ (ΨARav )]
+ 2 EU∼H×Tr[Tˆ A→E ◦ GAσ ◦ UA(δAR+ + δAR− )]. (C3)
Here, Ψˆ∗ = EU∼H× [UA(ΨˆAR)] for Ψ∗ = Ψav and Ψˆ∗ = CA(Ψˆ) for Ψ∗ = CA(Ψ).
Proof: By a recursive application of the triangle inequality, we have∥∥T A→E ◦ GAσ ◦ UA(ΨAR −ΨAR∗ )∥∥1
≤
∥∥∥(T A→E − Tˆ A→E) ◦ GAσ ◦ UA(ΨAR)∥∥∥
1
+
∥∥∥Tˆ A→E ◦ GAσ ◦ UA(ΨAR − ΨˆAR)∥∥∥
1
+
∥∥∥Tˆ A→E ◦ GAσ ◦ UA(ΨˆAR − ΨˆAR∗ )∥∥∥
1
+
∥∥∥Tˆ A→E ◦ GAσ ◦ UA(ΨˆAR∗ −ΨAR∗ )∥∥∥
1
+
∥∥∥(Tˆ A→E − T A→E) ◦ GAσ ◦ UA(ΨAR∗ )∥∥∥
1
. (C4)
The expectation value of the first term is bounded as
EU
[∥∥∥(T A→E − Tˆ A→E) ◦ GAσ ◦ UA(ΨAR)∥∥∥
1
]
= EU
[∥∥(DA→E+ −DA→E− ) ◦ GAσ ◦ UA(ΨAR)∥∥1]
≤ EU
[∥∥DA→E+ ◦ GAσ ◦ UA(ΨAR)∥∥1]+ EU [∥∥DA→E− ◦ GAσ ◦ UA(ΨAR)∥∥1]
= EU
[
Tr[DA→E+ ◦ GAσ ◦ UA(ΨAR)]
]
+ EU
[
Tr[DA→E− ◦ GAσ ◦ UA(ΨAR)]
]
= Tr[(DA→E+ +DA→E− ) ◦ GAσ (ΨARav )]. (C5)
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In the same way, the expectation value of the last term is bounded as
EU
[∥∥∥(Tˆ A→E − T A→E) ◦ GAσ ◦ UA(ΨAR∗ )∥∥∥
1
]
≤ Tr[(DA→E+ +DA→E− ) ◦ GAσ (ΨARav )]. (C6)
For the second term, we have
EU
[∥∥∥Tˆ A→E ◦ GAσ ◦ UA(ΨAR − ΨˆAR)∥∥∥
1
]
= EU
[∥∥∥Tˆ A→E ◦ GAσ ◦ UA(δAR+ − δAR− )∥∥∥
1
]
≤ EU
[∥∥∥Tˆ A→E ◦ GAσ ◦ UA(δAR+ )∥∥∥
1
]
+ EU
[∥∥T A→E ◦ GAσ ◦ UA(δAR− )∥∥1]
= EU
[
Tr[Tˆ A→E ◦ GAσ ◦ UA(δAR+ )]
]
+ EU
[
Tr[Tˆ A→E ◦ GAσ ◦ UA(δAR− )]
]
= EU
[
Tr[Tˆ A→E ◦ GAσ ◦ UA(δAR+ + δAR− )]
]
. (C7)
Similarly, the expectation value of the fourth term is bounded as
EU
[∥∥∥Tˆ A→E ◦ GAσ ◦ UA(ΨˆAR∗ −ΨAR∗ )∥∥∥
1
]
≤ EU
[
Tr[Tˆ A→E ◦ GAσ ◦ UA(δAR+ + δAR− )]
]
. (C8)
Combining these all together, we obtain (C3). 
Appendix D: Proof of Lemma 12
We prove Lemma 12, the statement of which is as follows: let T A→E be a CP map, and intro-
duce a quantum system Ec with dimension J . Define an isometry Y :=
∑
j |jj〉AcEc〈j|Ac , and a
linear supermap Tˇ A→EEc by T A→E ◦YAc→AcEc . Then, Tˇ A→EEc is a CP map and, for any ΨAR that
is classically coherent in AcRc, it holds that∥∥Tˇ A→EEc(ΨAR −ΨARav )∥∥1 = ∥∥T A→E(ΨAR −ΨARav )∥∥1 , (D1)∥∥Tˇ A→EEc ◦ GAσ ◦ UA(ΨAR −ΨARav )∥∥1 = ∥∥T A→E ◦ GAσ ◦ UA(ΨAR −ΨARav )∥∥1 . (D2)
Proof: Define ZRc→RcEc by Z :=
∑
j |jj〉RcEc〈j|Rc . Since ΨAR is classically coherent inAcRc and
the averaged state is given by ΨARav =
∑J
j=1 |j〉〈j|Ac ⊗ piAr ⊗ΨRrjj ⊗ |j〉〈j|Rc , we have
Tˇ A→EEc(ΨAR −ΨARex ) = T A→E ⊗ZRc→RcEc(ΨAR −ΨARex ) (D3)
and
Tˇ A→EEc ◦ GAσ ◦ UA(ΨAR −ΨARex ) = T A→E ◦ GAσ ◦ UA ⊗ZRc→RcEc(ΨAR −ΨARex ). (D4)
Therefore, due to the invariance of the the trace distance under linear isometry, we obtain (D1)
and (D2). 
Appendix E: Proof of Lemmas 16–20 and 29–35
Proof of Lemma 16:
Property 1 immediately follows from the definition of the purified distance.
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To show Property 2, note that for any ρ, ς ∈ S≤(H), we have (see Lemma 6 in [22])
D¯(ρ, ς) ≤ P (ρ, ς) ≤
√
2D¯(ρ, ς), (E1)
where D¯ is the generalized the trace distance defined by
D¯(ρ, ς) :=
1
2
‖ρ− ς‖1 + 1
2
|Tr[ρ]− Tr[ς]|. (E2)
Noting that the second term in the above expression is no greater than the first term, we conclude
the proof.
For Property 3, define λφ := 〈φ|φ〉 and consider a normalized pure state |φn〉 := λ−1/2φ |φ〉. Due
to the triangle inequality and the first statement of this lemma, we have
P (ψ, φ) ≤ P (ψ, φn) + P (φn, φ)
=
√
1− |〈ψ|φn〉|2 +
√
1− |〈φn|φ〉|2
=
√
1− λ−1φ |〈ψ|φ〉|2 +
√
1− λ−1φ |〈φ|φ〉|2
≤
√
1− |〈ψ|φ〉|2 +√1− λφ, (E3)
which completes the proof. 
Proof of Lemma 17: Since ρABK and ρABk are normalized, the purified distances are given by
P (ρABK , ρˆABK) =
√
1− ‖
√
ρABK
√
ρˆABK‖21, δk := P (ρk, ρˆk) =
√
1− ‖√ρk
√
ρˆk‖21. (E4)
The latter equality leads to∑
k
pk‖√ρk
√
ρˆk‖1 =
∑
k
pk
√
1− δ2k ≥
∑
k
pk(1− δk) = 1−
∑
k
pkδk. (E5)
In addition, a simple calculation yields ‖
√
ρABK
√
ρˆABK‖1 =
∑
k pk‖
√
ρk
√
ρˆk‖1. Combining these
relations with the first one in (E4), and by using
√
1− (1− x)2 ≤ √2x, we obtain the desired
result. 
Proof of Lemma 18: Define ς ′AK :=
∑
k pkς
A
k ⊗ |k〉〈k|K . By the triangle inequality, we have∥∥ρAK − ςAK∥∥
1
≤ ∥∥ρAK − ς ′AK∥∥
1
+
∥∥ς ′AK − ςAK∥∥
1
=
∑
k
pk ‖ρk − ςk‖1 +
∑
k
|pk − qk|. (E6)
We also have ∑
k
pk ‖ρk − ςk‖1 =
∑
k
‖pkρk − pkςk‖1
≤
∑
k
‖pkρk − qkςk‖1 +
∑
k
‖qkςk − pkςk‖1
=
∥∥ρAK − ςAK∥∥
1
+
∑
k
|pk − qk|, (E7)
which implies the first inequality in (64). The second inequality simply follows from the mono-
tonicity of the trace distance under discarding of system A. 
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Proof of Lemma 19: Consider arbitrary finite dimensional quantum system C and any subnor-
malized state ξ on AC such that the reduced state on A takes the form of ξA =
⊕J
j=1 qj$
Al
j ⊗ piArj .
Due to the triangle inequality for the trace norm, it holds that
‖EA→B(ξAC) + FA→B(ξAC)‖1 ≤ ‖EA→B(ξAC)‖1 + ‖FA→B(ξAC)‖1 ≤ ‖EA→B‖DSP + ‖FA→B‖DSP.
By taking the supremum over all C and ξ in the first line, we obtain Lemma 19. 
Proof of Lemma 20: Due to the completeness of the set of projectors, it holds that % =
∑
j,k Πj%Πk..
This yields Tr[%†%] =
∑
j,j′,k Tr[Πj%ΠkΠk%Πj′ ] =
∑
j,k Tr[Πj%ΠkΠk%Πj ] and completes the proof.
Proof of Lemma 29: Let |ϕk〉ABC be a purification of ρABk for each k. A purification of ρABK1K2 is
given by |ϕ〉ABCK1K2K3 := ∑k√pk|ϕk〉ABC |k〉K1 |k〉K2 |k〉K3 . Due to the duality of the conditional
entropies (Lemma 24), Lemma 27 and isometric invariance (Lemma 22), we have
Hmax(AK1|BK2)ρ = −Hmin(AK1|CK3)ϕ = −Hmin(A|CK3)ϕ
= Hmax(A|BK1K2)ρ = Hmax(A|BK2)ρ, (E8)
which completes the proof. 
Proof of Lemma 30: Consider ρ′ ∈ B(ρ) such that Hmax(K1A|K2B)ρ = Hmax(K1A|K2B)ρ′ . Intro-
duce a projector ΠK1K2 :=
∑
k |k〉〈k|K1 ⊗ |k〉〈k|K2 , and define ρˆK1K2AB := ΠK1K2ρ′K1K2ABΠK1K2 .
Using the monotonicity of purified distance under trace non-increasing CP map (Property 2
in Lemma 15), and noting that ρK1K2AB = ΠK1K2ρK1K2ABΠK1K2 by assumption, we have
P (ρˆK1K2AB, ρK1K2AB) ≤ P (ρ′K1K2AB, ρK1K2AB), which yields ρˆ ∈ B(ρ). Due to the operator
monotonicity of the square root function (see e.g. [45]) and ρ′K1K2AB ≥ ρˆK1K2AB , we have, for
any ς ∈ S(HK2B), ∥∥∥√ρ′K1AK2B√ςK2B∥∥∥
1
= Tr
[√√
ςK2Bρ′K1AK2B
√
ςK2B
]
≥ Tr
[√√
ςK2B ρˆK1AK2B
√
ςK2B
]
=
∥∥∥√ρˆK1AK2B√ςK2B∥∥∥
1
. (E9)
Recalling the definition of the conditional max entropy (16), (19) and (22), this implies
Hmax(K1A|K2B)ρ′ ≥ Hmax(K1A|K2B)ρˆ ≥ Hmax(K1A|K2B)ρ, (E10)
and consequently, Hmax(K1A|K2B)ρ = Hmax(K1A|K2B)ρˆ. If ρ is also diagonal in K1K2, we may,
without loss of generality, assume that ρ′ is diagonal in K1K2 (see Proposition 5.8 in [46]), which
completes the proof. 
Proof of Lemma 31: Let ρˆABk ∈ Bk(ρABk ) be such that Hkmin(A|B)ρk = Hmin(A|B)ρˆk for each
k, and define a subnormalized state ρˆABK :=
∑
k pkρˆ
AB
k ⊗ |k〉〈k|K . From Lemma 26, we have
Hmin(A|BK)ρˆ = − log(
∑
k pk ·2−Hmin(A|B)ρˆk ). Due to the property of the purified distance (Lemma
17), we also have ρˆABK ∈ B
√
2ε(ρABK), where ε =
∑
k pkk. This completes the proof. 
Proof of Lemma 32: Let {|i〉}dAi=1 and {|j〉}dBj=1 be the Schmidt bases of |Φ〉AA
′
and |Φ〉BB′ , respec-
tively, and suppose that X =
∑
i,j xij |j〉〈i| and Y =
∑
i,j yij |j〉〈i|. The statement follows by noting
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that Tr[XTY ] =
∑
i,j xijyij . 
Proof of Lemma 33: Suppose that %2 is classically coherent. For any x 6= y, it holds that
0 = 〈x|X〈y|Y %2|x〉X |y〉Y
=
∑
x′,y′
〈x|X〈y|Y %|x′〉X |y′〉Y · 〈x′|X〈y′|Y %|x〉X |y〉Y
≥ (〈x|X〈y|Y %|x〉X |y〉Y )2, (E11)
which implies 〈x|X〈y|Y %|x〉X |y〉Y = 0 and completes the proof. 
Proof of Lemma 34: The first inequality is proved as∥∥ρAR − piA ⊗ ρR∥∥2
2
= Tr[(ρAR − piA ⊗ ρR)2]
= Tr[(ρAR)2 − ρAR(piA ⊗ ρR)− (piA ⊗ ρR)ρAR + (piA ⊗ ρR)2]
= Tr[(ρAR)2]− 1
dA
Tr[(ρR)2]
≤ Tr[(ρAR)2] = ∥∥ρAR∥∥2
2
. (E12)
Similarly, we obtain the second one as∥∥ρAR − CA(ρAR)∥∥2
2
= Tr[(ρAR − CA(ρAR))2]
= Tr[(ρAR)2] + Tr[(CA(ρAR))2]− 2Tr[ρARCA(ρAR)]
= Tr[(ρAR)2] +
∑
i,j
Tr[(|i〉〈i|A ⊗ ρRii)(|j〉〈j|A ⊗ ρRjj)]− 2
∑
j
Tr[ρAR(|j〉〈j|A ⊗ ρRjj)]
= Tr[(ρAR)2]−
∑
j
Tr[(ρRjj)
2]
≤ Tr[(ρAR)2] = ∥∥ρAR∥∥2
2
, (E13)
which concludes the proof. 
Proof of Lemma 35: There exist normalized state vectors |ψ′〉, |φ′〉 ∈ H such that
|ψ〉 = 〈e|ψ〉|e〉+ α|ψ′〉, |φ〉 = 〈e|φ〉|e〉+ β|φ′〉, 〈e|ψ′〉 = 〈e|φ′〉 = 0, (E14)
where the coefficients α and β are given by
α =
√
1− 〈e|ψ〉2, β =
√
1− 〈e|φ〉2. (E15)
Since 〈e|ψ〉 ≥ c, and 〈e|φ〉 ≥ c, we have α, β ≤ √1− c2, which implies
|〈ψ|φ〉| = |〈ψ|e〉〈e|φ〉+ αβ〈ψ′|φ′〉| ≥ |〈ψ|e〉〈e|φ〉| − |αβ〈ψ′|φ′〉| ≥ c2 − (1− c2). (E16)
This completes the proof. 
45
Appendix F: Proof of Ineq. (153)
We prove Ineq. (153), i.e.
P (θBERX ,Θ
BER) ≤ 2
√
ι+ 4
√
20υ + 2δ +
√
2
√
20υ + 2δ + 2
√
2δ + 2
√
20υ + 2δ + 3υ, (F1)
under the following conditions that are presented in Section VIII:
(i). The δ-partial decoupling condition is satisfied, that is, there exists a state
ΩER :=
J∑
j=1
ςEj ⊗ΨRrjj ⊗ |j〉〈j|Rc , (F2)
where {ςj}Jj=1 are normalized states on E, such that∥∥T A→E(ΨAR)− ΩER∥∥
1
≤ δ. (F3)
(ii). The operator X ∈ P(HER) satisfies
[(XER)−
1
2 , ωER] = 0 (F4)
and
(θE)−
1
2 (XER)−
1
2ωER(XER)−
1
2 (θE)−
1
2 =
∑
k:qk>0
|k〉〈k|Ec ⊗ IErk ⊗ IRrk ⊗ |k〉〈k|Rc , (F5)
where ω is a subnormalized state defined by
ωER :=
∑
k:qk>0
qk|k〉〈k|Ec ⊗ θErk ⊗ θRrk ⊗ |k〉〈k|Rc . (F6)
and
qk := ‖〈k|Rc |θ〉‖21, |θk〉ErRr := q−1/2k 〈k|Ec〈k|Rc |θ〉. (F7)
To this end, we evaluate the distances between purifications of ΩER ∈ S=(HER) and ωER ∈
S≤(HER), in addition to a normalized pure state |Θ〉 and subnormalized pure states |θ〉, |θX〉 and
|ωX〉 on BERD. Recall that |Θ〉 and |θ〉 are defined as follows:
• |Θ〉 := V |Ψ〉, where |Ψ〉ARD is a purification of ΨAR and V A→BE is a Stinespring dilation of
T A→E .
• |θ〉 : A subnormalized pure state such that
Hmax(RD|E)θ = Hυmax(RD|E)Θ, P (θBERD,ΘBERD) ≤ υ, (F8)
which is classically coherent in EcRc.
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FIG. 2. Relations among subnormalized states Θ, θ, θX , Ω, ω and ωX are depicted. Dashed arrows
represent how the states are defined, and the dotted lines represent the distances between the states. The
goal of the proof is to evaluate the distance between |Θ〉 and |θX〉, by expressing it in terms of distances
between other states on the whole system BERD as depicted in the left. To evaluate the distance between
|θ〉 and |ω〉, we also consider those states on subsystem ER, as depicted in the right.
With ΓERX being a linear operator
ΓERX :=
√
1− ι · (XER) 12 ((1− ι) ·XER + ι · Y ER)− 12 , (F9)
the subnormalized pure states |θX〉 and |ωX〉 are define by
|θX〉 := ΓERX |θ〉, |ωX〉 := ΓERX |ω〉. (F10)
Due to the operator monotonicity of the inverse function (see e.g. [45]), we have
ΓXΓ
†
X = (1− ι) · (XER)
1
2 ((1− ι) ·XER + ι · Y ER)−1(XER) 12
≤ (1− ι) · (XER) 12 ((1− ι) ·XER)−1(XER) 12 = IER. (F11)
Consequently, ΓERX is contractive, and thus |θX〉 and |ωX〉 are indeed subnormalized states. Rela-
tions among these states are depicted in Figure 2.
1. Application of triangle inequality
Consider a subnormalized state ωER defined by (F6). Due to Uhlmann’s theorem (Lemma 15),
there exists a purification |ω〉BERD of ωER such that
P (θBERD, ωBERD) = P (θER, ωER). (F12)
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By the triangle inequality for the the purified distance, it holds that
P (θBERX ,Θ
BER)
≤ P (θBERX , ωBERX ) + P (ωBERX , ωBER) + P (ωBER, θBER) + P (θBER,ΘBER)
≤ P (θBERDX , ωBERDX ) + P (ωBERDX , ωBERD) + P (ωBERD, θBERD) + P (θBERD,ΘBERD)
≤ 2P (ωBERD, θBERD) + P (ωBERDX , ωBERD) + υ
= 2P (ωER, θER) + P (ωBERDX , ω
BERD) + υ
≤ 2P (ωER,ΩER) + 2P (ΩER,ΘER) + 2P (ΘER, θER) + P (ωBERDX , ωBERD) + υ
≤ 2P (ωER,ΩER) + 2P (ΩER,ΘER) + P (ωBERDX , ωBERD) + 3υ. (F13)
Here, the third line follows from the monotonicity of the purified distance under partial trace
(see Lemma 15); the fourth line from the monotonicity of the purified distance under the trace-
nonincreasing CP map ΓERX and from the condition for θ given by (F8); the fifth line due to
Eq. (F12); and the last line again from (F8). Noting that we have ΘER = T A→E(ΨAR) from the
definition of Θ, and by using the partial decoupling condition (F3) as well as the relation between
the purified distance and the the trace distance (Lemma 16), we have
P (ΩER,ΘER) ≤
√
2 ‖ΩER −ΘER‖1 ≤
√
2δ (F14)
for the second term in (F13). In the following, we prove that the first and the third term in (F13)
are bounded as
P (ωER,ΩER) ≤ √20υ + 2δ, (F15)
P (ωBERDX , ω
BERD) ≤ 2
√
ι+ 4P (ωER,ΩER) +
√
2P (ωER,ΩER), (F16)
respectively. Combining these all together, we arrive at (F1).
2. Evaluation of P (ΩER, ωER)
We first evaluate P (ΩER, ωER) by using the partial decoupling condition (F3). From the nor-
malized state |Θ〉, define
pk := ‖〈k|Rc |Θ〉‖21, |Θk〉 := p−1/2k 〈k|Ec〈k|Rc |Θ〉. (F17)
From the condition that ΨAR is classically coherent in AcRc and T A→E is trace-preserving, it
follows that
pkΘ
Rr
k = TrBED[〈k|Rc |Θ〉〈Θ|BERcRrD|k〉Rc ]
= TrAD[〈k|Rc |Ψ〉〈Ψ|ARcRrD|k〉Rc ]
= 〈k|RcΨRcRr |k〉Rc = ΨRckk . (F18)
Consequently, the state ΩER defined by (F2) is represented as
ΩER =
J∑
k=1
pkς
EcEr
k ⊗ΘRrk ⊗ |k〉〈k|Rc . (F19)
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Thus, from the definition of ω given by (F6) and (F7), and by using the property of the trace
distance (Lemma 18),we have∥∥ΩER − ωER∥∥
1
≤
J∑
k=1
|pk − qk|+
J∑
k=1
pk
∥∥∥ςEcErk ⊗ΘRrk − |k〉〈k|Ec ⊗ θErk ⊗ θRrk ∥∥∥
1
≤
J∑
k=1
|pk − qk|+
J∑
k=1
pk
∥∥∥ςEcErk ⊗ΘRrk − |k〉〈k|Ec ⊗ΘErk ⊗ΘRrk ∥∥∥
1
+
J∑
k=1
pk
∥∥∥ΘErk ⊗ΘRrk −ΘErk ⊗ θRrk ∥∥∥
1
+
J∑
k=1
pk
∥∥∥ΘErk ⊗ θRrk − θErk ⊗ θRrk ∥∥∥
1
=
J∑
k=1
|pk − qk|+
J∑
k=1
pk
∥∥∥ςEcErk − |k〉〈k|Ec ⊗ΘErk ∥∥∥
1
+
J∑
k=1
pk
∥∥∥ΘRrk − θRrk ∥∥∥
1
+
J∑
k=1
pk
∥∥∥ΘErk − θErk ∥∥∥
1
. (F20)
Noting that ΘEc and θEc are both diagonal in {|k〉}k, the first term is equal to ‖ΘEc − θEc‖1. By
using Lemma 18 again, the third and the fourth terms are bounded as
∑J
k=1 pk‖ΘRrk − θRrk ‖1 ≤
2‖ΘRcRr − θRcRr‖1 and
∑J
k=1 pk‖ΘErk − θErk ‖1 ≤ 2‖ΘEcEr − θEcEr‖1, respectively. In addition,
denoting by CRc the completely dephasing operation on Rc with respect to the basis {|k〉}k, the
second term is bounded as
J∑
k=1
pk
∥∥∥ςEcErk − |k〉〈k|Ec ⊗ΘErk ∥∥∥
1
=
∥∥∥∥∥
J∑
k=1
pkς
EcEr
k ⊗ |k〉〈k|Rc −
J∑
k=1
pk|k〉〈k|Ec ⊗ΘErk ⊗ |k〉〈k|Rc
∥∥∥∥∥
1
=
∥∥ΩEcErRc − CRc(ΘEcErRc)∥∥
1
≤ ∥∥ΩEcErRc −ΘEcErRc∥∥
1
, (F21)
where we used ΩEcErRc = CRc(ΩEcErRc) in the last line. Substituting all these inequalities to (F20),
we arrive at∥∥ΩER − ωER∥∥
1
≤ ∥∥ΘEc − θEc∥∥
1
+ 2
∥∥ΘRcRr − θRcRr∥∥
1
+ 2
∥∥ΘEcEr − θEcEr∥∥
1
+
∥∥ΩEcErRc −ΘEcErRc∥∥
1
≤ 5 ∥∥ΘER − θER∥∥
1
+
∥∥ΩER −ΘER∥∥
1
≤ 5 ∥∥ΘER − θER∥∥
1
+ δ, (F22)
where the last line follows from the partial decoupling condition (F3) and ΘER = T A→E(ΨAR).
From the relation between the trace distance and the purified distance (see Lemma 15), and from
the definition of θ, the first term is bounded as∥∥ΘER − θER∥∥
1
≤ 2P (ΘER, θER) ≤ 2υ. (F23)
Substituting this to (F22), and again using Lemma 15, it follows that
P (ΩER, ωER) ≤
√
2 ‖ΩER − ωER‖1 ≤
√
20υ + 2δ, (F24)
which implies (F15).
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3. Evaluation of P (ωBERDX , ω
BERD)
Due to the property of the purified distance for subnormalized pure states (Property 3 in
Lemma 16), we have
P (ωBERDX , ω
BERD) ≤
√
1− |〈ωX |ω〉|2 +√χω =
√
1− |〈ω|(ΓERX )†|ω〉|2 +
√
χω, (F25)
where χω := 1−〈ω|ω〉 and the last line follows from the definition of ωX given by (F10). To bound
the first term, define
|ω˜〉BERD :=
√
1− ι
α
· (ΓERX )−1|ω〉BERD, (F26)
where
α := (1− ι) · 〈ω|ω〉+ ι. (F27)
Note that α ≤ 1 due to the condition ι ≤ 1. As we prove below, |ω˜〉 is a normalized pure state. In
addition, since Γ†X is a contraction, (Γ
ER
X )
†|ω〉 is a subnormalized pure state. Hence, we can apply
Lemma 35 for subnormalized pure states |ω〉, (ΓERX )†|ω〉 and a normalized pure state |ω˜〉 to bound
the first term in (F25).
Due to the definition of ω˜ in (F26) and α ≤ 1, we have
〈ω˜|(ΓERX )†|ω〉 =
√
1− ι
α
· 〈ω|ω〉 ≥ √1− ι · (1− χω). (F28)
In addition, we have
〈ω|ω˜〉 =
√
1− ι
α
· 〈ω|(ΓERX )−1|ω〉
= α−1/2 · Tr[ωER((1− ι) ·XER + ι · Y ER) 12 (XER)− 12 ]
= α−1/2 · Tr[(XER)− 14ωER(XER)− 14 ((1− ι) ·XER + ι · Y ER) 12 ]
≥ √1− ι · Tr[(XER)− 14ωER(XER)− 14 · (XER) 12 ]
=
√
1− ι · Tr[ωER] = √1− ι · (1− χω). (F29)
Here, the second line follows from the definition of ΓX by (F9), the third line from the commu-
tativity of (XER)−1/2 and ωER, given by (F4), and the fourth line due to α ≤ 1 and the matrix
monotonicity of the square root function. Thus, Lemma 35 yields
|〈ω|(ΓERX )†|ω〉| ≥ 2(1− ι) · (1− χω)2 − 1 ≥ 1− 2(ι+ 2χω). (F30)
Combining this with (F25), and by using
√
1− (1− x)2 ≤ √2x, we obtain
P (ωBERDX , ω
BERD) ≤ 2
√
ι+ 2χω +
√
χω. (F31)
Noting that ΩER is a normalized state, the triangle inequality for the trace norm and the relation
between the trace distance and the purified distance (Lemma 16) lead to
χω = Tr[Ω
ER]− Tr[ωER] = ‖ΩER‖1 − ‖ωER‖1 ≤ ‖ωER − ΩER‖1 ≤ 2P (ωER,ΩER). (F32)
Substituting this to (F31), we arrive at (F16).
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To prove that |ω˜〉 is a normalized pure state, we observe, from the definition of ΓX in (F9) and
that of ω˜ in (F26), that
α · 〈ω˜|ω˜〉 = (1− ι) · 〈ω|(ΓERX )−1†(ΓERX )−1|ω〉
= 〈ω|(XER)− 12 ((1− ι) ·XER + ι · Y ER)(XER)− 12 |ω〉
= (1− ι) · 〈ω|ω〉+ ι · 〈ω|(XER)− 12Y ER(XER)− 12 |ω〉
= (1− ι) · 〈ω|ω〉+ ι · Tr[(XER)− 12ωER(XER)− 12Y ER]. (F33)
Noting that Y ER is classically coherent in EcRc due to Lemma 33, we obtain from the property
(F5) of XER that
(XER)−
1
2ωER(XER)−
1
2Y ER = (θE)
1
2 · (θE)− 12 (XER)− 12ωER(XER)− 12 (θE)− 12 · (θE) 12Y ER
=
 ∑
k:qk>0
|k〉〈k|Ec ⊗ θErk ⊗ IRrk ⊗ |k〉〈k|Rc
Y ER
= (θE ⊗ IR)Y ER. (F34)
Substituting this to (F33), we obtain
α · 〈ω˜|ω˜〉 = (1− ι) · 〈ω|ω〉+ ι · Tr[θEY ER]. (F35)
Note that we have Tr[θEY ER] = Tr[θEY ERD] = 1 from the definition of the conditional max-
entropy and the definition of Y ERD. Thus, using the definition of α in (F27), we arrive at 〈ω˜|ω˜〉 =
1.
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Appendix G: Proof of Ineq. (169)
We prove Ineq. (169), that is,
λ¯ :=
∑
k
rkλk ≤ λ
(
ι,
√
2
4
√
24υ + 2δ
)
+ λ(ι, 4) ·
√
2
4
√
24υ + 2δ, (G1)
under the partial decoupling condition (136). Recall that λ(ι, x) is defined by λ(ι, x) := 2
√
ι+ 2x+√
x+ 2x, and that rk and λk are given by
rk := ‖〈k|Rc |Ψˆ〉‖21, λk := 2
√
ι+ 4
√
2δk +
√
2
√
2δk + 4
√
2δk, (G2)
where
δk :=
∥∥∥Tˆ Ar→EC,k (ΨˆArRrk )− ςEk ⊗ ΨˆRrk ∥∥∥
1
(G3)
and
|Ψˆk〉ArRrD := r−1/2k 〈k|Ec〈k|Rc |Ψˆ〉, Tˆ Ar→EC,k (τ) = |k〉〈k|Ec Tˆ A→EC (|k〉〈k|Ac ⊗ τAr)|k〉〈k|Ec . (G4)
We introduce similar notations for |Ψ〉 and T A→EC := T A→E ◦ C as follows:
pk := ‖〈k|Rc |Ψ〉‖21, |Ψk〉ArRrD := p−1/2k 〈k|Ec〈k|Rc |Ψ〉,
T Ar→EC,k (τ) = |k〉〈k|EcT A→EC (|k〉〈k|Ac ⊗ τAr)|k〉〈k|Ec . (G5)
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Note that ΨRrkk = pkΨ
Rr
k . It is straightforward to verify that the states Tˆ A→EC (ΨˆAR) and T A→EC (ΨAR)
are represented by
Tˆ A→EC (ΨˆAR) =
∑
k
rk|k〉〈k|Ec ⊗ |k〉〈k|Rc ⊗ Tˆ Ar→EC,k (ΨˆArRrk ), (G6)
T A→EC (ΨAR) =
∑
k
pk|k〉〈k|Ec ⊗ |k〉〈k|Rc ⊗ T Ar→EC,k (ΨArRrk ). (G7)
Since ΨAR is assumed to be classically coherent in AcRc (Converse Condition 2), the partial de-
coupling condition (136) implies that there exists {ςEj } (ςEj ∈ S=HE) satisfying
‖T A→E ◦ CA(ΨAR)− ΩER‖1 ≤ δ, (G8)
where ΩER :=
∑J
j=1 ς
E
j ⊗ΨRrjj ⊗ |j〉〈j|Rc =
∑J
j=1 pjς
E
j ⊗ΨRrj ⊗ |j〉〈j|Rc .
From (G2) and the definition of λ(ι, x), we have λk = λ(ι, 2
√
2δk). Noting that δk ≤ 2 by
the definition of the trace distance, and that
∑
k rk · 2
√
2δk ≤ 2
√
2δ¯ by Jensen’s inequality, where
δ¯ :=
∑
k rkδk, we can apply Lemma 36 for f(x) = λ(ι, x), c = 4 and k = 2
√
2δk to obtain
λ¯ =
∑
k
rkλ(ι, 2
√
2δk) ≤ λ
(
ι,
√
2
√
2δ¯
)
+ λ(ι, 4) ·
√
2
√
2δ¯. (G9)
The δ¯ can further be calculated as follows. By the triangle inequality, we have
δ¯ =
∑
k
rk
∥∥∥Tˆ Ar→EC,k (ΨˆArRrk )− ςEk ⊗ ΨˆRrk ∥∥∥
1
≤
∑
k
rk
∥∥∥Tˆ Ar→EC,k (ΨˆArRrk )− T Ar→EC,k (ΨArRrk )∥∥∥
1
+
∑
k
rk
∥∥∥T Ar→EC,k (ΨArRrk )− ςEk ⊗ΨRrk ∥∥∥
1
+
∑
k
rk
∥∥∥ΨRrk − ΨˆRrk ∥∥∥
1
≤ 2
∑
k
rk
∥∥∥Tˆ Ar→EC,k (ΨˆArRrk )− T Ar→EC,k (ΨArRrk )∥∥∥
1
+
∑
k
rk
∥∥∥T Ar→EC,k (ΨArRrk )− ςEk ⊗ΨRrk ∥∥∥
1
,
(G10)
where the last line follows from the monotonicity of the trace distance under partial trace.
Using the property of the trace distance (Lemma 18 and 16), and Eqs. (G6) and (G7), the first
term in (G10) is bounded as
∑
k
rk
∥∥∥Tˆ Ar→EC,k (ΨˆArRrk )− T Ar→EC,k (ΨArRrk )∥∥∥
1
≤ 2
∥∥∥Tˆ A→EC (ΨˆAR)− T A→EC (ΨAR)∥∥∥
1
≤ 4P (Tˆ A→EC (ΨˆAR), T A→EC (ΨAR)). (G11)
Noting that Tˆ A→EC (ΨˆAR) = θˆERC and T A→EC (ΨAR) = ΘERC from the definitions of TˆC and ΘC , and
recalling Ineq. (161), we have P (Tˆ A→EC (ΨˆAR), T A→EC (ΨAR)) ≤ P (θˆERDC ,ΘERDC ) ≤ υ. Whereas,
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noting that the total variation distance is no greater than 2, the second term is calculated to be∑
k
rk
∥∥∥T Ar→EC,k (ΨArRrk )− ςEk ⊗ΨRrk ∥∥∥
1
≤ 2
∑
k
|pk − rk|+
∑
k
pk
∥∥∥T Ar→EC,k (ΨArRrk )− ςEk ⊗ΨRrk ∥∥∥
1
≤ 2
∥∥∥Tˆ A→EC (ΨˆAR)− T A→EC (ΨAR)∥∥∥
1
+
∑
k
pk
∥∥∥T Ar→EC,k (ΨArRrk )− ςEk ⊗ΨRrk ∥∥∥
1
≤ 4υ +
∑
k
pk
∥∥∥T Ar→EC,k (ΨArRrk )− ςEk ⊗ΨRrk ∥∥∥
1
= 4υ +
∥∥∥∥∥∑
k
pkT Ar→EC,k (ΨArRrk )⊗ |k〉〈k|Rc −
∑
k
pkς
E
k ⊗ΨRrk ⊗ |k〉〈k|Rc
∥∥∥∥∥
1
= 4υ +
∥∥T A→E ◦ CA(ΨAR)− ΩER∥∥
1
≤ 4υ + δ, (G12)
where the fourth line follows from the similar argument to show the bound of the first term, and
the last line follows from the partial decoupling condition (G8).
Combining these all together, we obtain δ¯ ≤ 12υ + δ. Substituting this to (G9), we arrive at
λ¯ ≤ λ
(
ι,
√
2
4
√
24υ + 2δ
)
+ λ(ι, 4) ·
√
2
4
√
24υ + 2δ. (G13)

Appendix H: List of Notations
The followings are the lists of notations used in the proofs of the main theorems.
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General notation
L(H) The set of linear operators onH
L(HA,HB) The set of linear operators fromHA toHB
Her(H) {ρ ∈ L(H) : ρ = ρ†}
P(H) {ρ ∈ Her(H) : ρ ≥ 0}
S≤(H) {ρ ∈ P(H) : Tr[ρ] ≤ 1}
S=(H) {ρ ∈ P(H) : Tr[ρ] = 1}
CP(A→ B) The set of CP maps from A to B
CP≤(A→ B) The set of trace non-increasing CP maps from A to B
CP=(A→ B) The set of trace preserving CP maps from A to B
ΨAR A subnormalized (resp. normalized) state on AR in Theorem 1 and 3 (resp. Theorem 4)
T A→E A completely-positive superoperator from L(HA) to L(HB) (trace-preserving in Theorem 4)
T A→B A complementary superoperator of T A→E
ΦAA
′
Maximally entangled state between A and A′ (HA ∼= HA′ )
τAE , τAB
The Choi-Jamiołkowski state of T A→E and T A→B :
τAE = T A′→E(ΦAA′), τAB = T A′→B(ΦAA′)
U(d) Unitary group of degree d
Norms and distances
‖X‖1 The trace norm of a linear operator X : ‖X‖1 = Tr[
√
XX†]
‖X‖2 The Hilbert-Schmidt norm of a linear operator X : ‖X‖2 =
√
Tr[XX†]
||XVW ||2,ςW ||(ςW )−1/4XVW (ςW )−1/4||2 for ς ∈ S=(HW )
F¯ (ρ, ρ′)
Generalized fidelity between subnormalized states ρ, ρ′ ∈ S≤(H):
F¯ (ρ, ρ′) = ‖√ρ√ρ′‖1 +
√
(1− Tr[ρ])(1− Tr[ρ′])
P (ρ, ρ′) Purified distance between subnormalized states ρ, ρ′ ∈ S≤(H): P (ρ, ρ′) =
√
1− F¯ (ρ, ρ′)2
B(ρ) The -ball of a subnormalized state ρ: B(ρ) = {ρ′ ∈ S≤(H)| P (ρ, ρ′) ≤ }
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Conditional Entropies for ρ ∈ P(HAB) and ς ∈ S=(HB)
Hmin(A|B)ρ|ς sup{λ ∈ R|2−λIA ⊗ ςB ≥ ρAB}
Hmax(A|B)ρ|ς log ‖
√
ρAB
√
IA ⊗ ςB‖21
H2(A|B)ρ|ς − log Tr
[(
(ςB)−1/4ρAB(ςB)−1/4
)2]
Hmin(A|B)ρ supςB∈S=(HB)Hmin(A|B)ρ|ς
Hmax(A|B)ρ supςB∈S=(HB)Hmax(A|B)ρ|ς
H2(A|B)ρ supςB∈S=(HB)H2(A|B)ρ|ς
Hmin(A|B)ρ supρˆAB∈B(ρ)Hmin(A|B)ρˆ for ρ ∈ S≤(HAB)
Hmax(A|B)ρ inf ρˆAB∈B(ρ)Hmax(A|B)ρˆ for ρ ∈ S≤(HAB)
Notations when a Hilbert spaceHA is decomposed into⊕Jj=1HAlj ⊗HArj (Theorem 1)
lj and rj dimHAlj and dimHArj , respectively
ΠAj ∈ P(HA) The projection ontoHAlj ⊗HArj
Φlj , Φ
r
j Maximally entangled states onHAlj ⊗HA¯lj andHArj ⊗HA¯rj (HAlj ∼= HA¯lj ,HArj ∼= HA¯rj )
ΦAA
′ Maximally entangled state between A and A′:
|Φ〉AA′ = ∑Jj=1√ljrj/dA|Φlj〉AlA′l |Φrj〉ArA′r
A∗
A quantum system represented by a Hilbert space
HA∗ := ⊕Jj=1HArj ⊗HA¯rj (HArj ∼= HA¯rj )
FAA¯→A
∗ A linear operator fromHA ⊗HA¯ toHA∗ :
FAA¯→A
∗
=
⊕J
j=1
√
dAlj/rj〈Φlj |AlA¯l(ΠAj ⊗ΠA¯j )
Λ(Ψ, T ) An unnormalized state on A∗RE: Λ(Ψ, T ) = F (ΨAR ⊗ τ A¯E)F † ∈ P(HA∗RE)
ΨAlArRjk Π
A
j Ψ
ARΠk ∈ L(HAlk ⊗HArk ⊗HR,HAlj ⊗HArj ⊗HR)
τAlArEjk Π
A
j τ
AEΠk ∈ L(HAlk ⊗HArk ⊗HE ,HAlj ⊗HArj ⊗HE)
piArj ∈ S(HArj ) The maximally mixed state onHArj
Hj The Haar measure on U(rj)
H× A product measure H1 × · · · × HJ on U(r1)× · · · × U(rJ)
ΨARav A subnormalized state on AR: ΨARav = EU∼H× [UA(ΨAR)]
‖EA→B‖DSP
The DSP-diamond norm of a supermap E from L(HA) to L(HB):
‖EA→B‖DSP = supC, ξ{‖EA→B(ξAC)‖1 : ξ ∈ S≤(HAC), ξA =
⊕J
j=1 qj$
Al
j ⊗ piArj }
BDSP(E) {E ′ ∈ CP=(A→ B) | ‖E ′ − E‖DSP ≤ }
H,µmin(A
∗|RE)Λ(Ψ,T ) supΨ′∈B(Ψ) supT ′∈BµDSP(T )Hmin(A∗|RE)Λ(Ψ′,T ′)
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Notations when lj = 1 and rj = r for 1 ≤ j ≤ J (Theorem 3 and 4)
α(J) A function that is equal to 0 when J = 1 and to 1/(J − 1) if J ≥ 2
P The permutation group on [1, · · · , J ]
P The uniform distribution on P
Gσ A unitary inHA: Gσ =
∑J
j=1 |σ(j)〉〈j|Ac ⊗ IAr for any σ ∈ P
C The completely dephasing operation on Ac with respect to the basis {|j〉}Jj=1
ΨARdp A normalized state on AR: Ψ
AR
dp = C(ΨAR)
piAr The maximally mixed state onHAr
