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Abstract 
  This paper presents a new method for the tracking of an object, and the determination of 
its absolute position using the image coordinates provided from multiple cameras. Existing 
methods used in multi-camera tracking systems require the calibration of all camera 
parameters, with re-calibration needed when cameras are moved. The proposed method 
obtains the image coordinates of an object at known locations and generates “virtual points” 
that are used as initial codebook vectors in a Self-Organising Map. This is achieved through 
a novel use of the cross-ratio invariance. The use of the Self-Organising Map also allows for 
camera movement, addition and removal without the need for re-calibration. Experimental 
results are presented demonstrating the tracking capability of the system. 
 
1  Introduction 
 
The use of multiple cameras in surveillance systems allows for the determination of the 
absolute position of an object from the associated image coordinates obtained from the 
cameras, where one camera would not provide sufficient information. Multi-Camera tracking 
systems are of widespread use in areas such as military target tracking, surveillance systems 
and manufacturing applications [1]. The introduction of Hawkeye [2] tracking systems in 
cricket and tennis coverage has also highlighted the growing demand for such technology in 
sports analysis and coverage. The proposed method combines the image coordinates of an 
object as provided by several cameras. This information is then used to determine the absolute 
position of the object within its environment. 
 
There exist many multi-camera tracking systems that can accurately determine the location 
of an object within a given observation area [3,4,5,6]. Although this type of system has been 
well researched, existing methods rely on calibration of the individual cameras in order to 
track the object. Camera calibration refers to the determination of a camera’s internal (focal 
length, lens distortion etc.) and external (location, orientation) parameters. Existing systems 
are then able to determine the absolute position of the object using the image coordinates 
obtained from each of the calibrated cameras.  
 
Although this ensures a simple determination of the object’s position, most of these 
methods only allow for static cameras [3,4,5]. If any of the cameras in the system are moved, 
each camera must then be recalibrated. In cases where camera movement is allowed, existing 
methods require static points within the environment such that point correspondences can be 
established with images taken at the previous camera location [6]. Furthermore, no existing 
tracking method details techniques to handle camera removal and addition while tracking 
proceeds. This paper introduces a new system that can continue tracking whilst one of the 
cameras is moved, removed, or another camera added. These dynamic camera properties are 
enabled through the use of a specialised Self-Organising Map. 
 
The paper is organised as follows: In section 2 some of the previous approaches in multi-
camera tracking systems are examined. Section 3 provides a brief introduction to Self-
Organising Maps. Information is also provided in section 3 of the specific properties of the 
SOM used for this system. In section 4 the cross-ratio method is presented. This method uses 
the well-known geometric concept of the cross-ratio invariance in a novel manner to generate 
“virtual points” that provide an initial set of codebook vectors for the SOM. Experimental 
results are presented in section 5.  Future work is discussed in Section 6. 
 
2  Previous Work 
 
All existing approaches to multi-camera tracking require calibration of the system cameras in 
order to perform tracking tasks. The different types of systems can be classified based upon 
their calibration methods. Current calibration methods can be categorisied as either 
photogrammetric calibration [3,4,5] or self-calibration [6]. In the area of close-range 
photogrammetry, methods have been developed that allow camera calibration to be achieved 
through the use of a calibration surface with several well-defined features. Alternatively, self-
calibration methods determine the calibration parameters automatically through the analysis 
of a number of frames taken by the cameras. Once the calibration parameters have been 
determined calibration based systems are then able to determine the absolute position of an 
object, given only the image coordinates from the attached cameras. 
 
2.1 Photogrammetric Calibration 
 
In close-range photogrammetry, a transformation from the image coordinates in multiple 
cameras to world coordinates is obtained. These transformations have a number of unknown 
parameters - the camera calibration parameters - that must be solved before the transformation 
can be used. Photogrammetric calibration methods seek to find efficient ways to determine 
these parameters from known image-world coordinate matches, as provided through the 
examination of a calibration surface.  
 
An early method developed by Abdel-Aziz and Karara [3] allowed for world-image 
coordinate matches obtained by the examination of a known calibration surface to solve 
directly for the 11 unknown camera parameters. In order to obtain a linear transformation, 
however, lens distortion was ignored. Lens distortion refers to the lens of a camera being 
partially curved, rather than totally flat. All standard cameras exhibit some degree of lens 
distortion; therefore this method was not sufficient. In later revisions, this method was 
updated to incorporate lens distortion. Once this is done, however, the linear nature of the 
method is lost, and full-scale non-linear search is required [4].  
 
Following the development of the DLT method, a number of alternate methods have been 
proposed aiming to incorporate non-linear camera features such as lens distortion while 
limiting the computation costs that result from the introduction of these non-linearities. Tsai 
[4] achieved this by obtaining an equation that is a function of only a subset of the camera 
parameters. When only radial distortion is considered, a constraint of the system (termed the 
radial alignment constraint) can be established. This constraint allowed for the x  and 
components of the translation vector, and all components of the rotation matrix to be solved 
through the use of only linear equations. The remaining five parameters need to be 
determined using non-linear optimisation techniques. However, since there are fewer 
parameters,  the computational expense involved is reduced. 
y
 
The radial alignment constraint developed by Tsai, is only valid if the imaging process 
exhibits significant radial distortion [5]. If the radial distortion is small, or not present, Tsai’s 
method cannot provide a complete solution to the calibration problem. Furthermore, the 
cameras are required to lie close to the calibration grid, and not too close to perpendicular to 
the plane of the grid. These problems can be rectified through the use of a pair of images for 
calibration.  
 
2.2 Self-Calibration 
 
For certain applications, particularly involving complex and unknown environments, it is 
impractical to setup a surface containing well-defined points. It is obvious that in such 
circumstances, it is preferable to have a calibration method that requires no knowledge about 
the geometry of the calibration points. This requirement has motivated the development of 
self-calibration methods. 
 
In 1992, Luong and Faugeras [6] demonstrated that a camera could be successfully 
calibrated using only correspondences between the image coordinates of the same point taken 
from different viewpoints with one camera. This was done, through the computation of the 
fundamental matrix. When a pair of images is considered, the fundamental matrix is a 3x3 
matrix that describes the correspondence between the image of a given point in the first 
frame, and the line on which the point will be imaged in the second frame. By imaging a 
stationary point from eight different locations the fundamental matrix can be determined. In 
normal situations, many more point correspondences are used to increase robustness in the 
face of noise. The fundamental matrix can then be decomposed to obtain the intrinsic camera 
calibration parameters. As we have seen in the case of photogrammetric calibration, 3D world 
coordinate information can then be reconstructed from the image coordinates of a set of 
calibrated cameras.  
 
Luong and Faugeras also showed that the calibration parameters could be iteratively 
refined, during the tracking process. As the point correspondences used in this method 
correspond to the camera viewing a stationary point at various different locations, this method 
allows for camera movement while tracking proceeds. The major drawback to this method, 
however, is that there must exist stationary points that can be seen from all possible camera 
locations, as these are used for point correspondences. 
2.2 Need for an Alternative to Current Calibration Techniques 
 
Of all of the calibration based tracking schemes, only the method conceived by Luong and 
Faugeras [6] can tolerate the movement of cameras during the tracking process. All other 
methods rely on a set of calibration parameters that remain fixed as tracking progresses. The 
Luong and Faugeras method is also restricted, in that there must exist static points in the 
scene. These static points are required such that point correspondences can be determined 
between common features observed in successive camera frames. Furthermore, none of the 
existing methods detail how tracking tasks can proceed in cases where cameras are removed 
or added to the system. 
 
A new method is required that can incorporate a set of cameras that is not fixed in number, 
or position, without requiring the existence of static reference points. The method we propose 
utilises a Self-Organising Map such that changes in the number and position of cameras 
during tracking can easily be accommodated. Through a novel use of the cross-ratio 
invariance, an initial set of codebook vectors (“virtual points”) are provided to the SOM, 
reducing the time taken for the initial adaptation phase.  
 
3 Self-Organising Maps (SOMs) 
 
Multi-camera tracking systems seek to obtain a world-coordinate representation of the 
position of an object given the image coordinates from multiple cameras. Given that each 
camera will return a two-dimensional coordinate, if there exist  cameras, the total input 
dimension to the system will be 2 . Since the object is moving in three-dimensional space, it 
can be considered to move in a three-dimensional manifold of this 2 dimensional space. 
SOMs are able to map a grid of lower dimension into a manifold in higher dimensional space. 
Therefore, if the system is presented with a new input vector containing a number of image 
coordinates of an object, the SOM is able to determine the position of this object within its 
environment that these image coordinates correspond to. 
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SOMs, initially proposed by Kohonen [7], are able to to fit a grid of codebook vectors 
(neurons) to a cloud of training points through the processes of competition, cooperation and 
adaptation. As this tracking system is operating in three-dimensional space, a three 
dimensional neuron grid is chosen. For each neuron, j , there is an associated codebook vector, 
 (sometimes called the neuron weight). When an input vector jw x  is presented to the SOM, 
the distance from each codebook vector to the input is computed. The neuron containing the 
closest codebook vector to the input is declared the winner. The winning neuron associated 
with the codebook vector is then selected for update.  
 
A neighbourhood of neurons surrounding the winning neuron is also selected. The 
codebook vectors corresponding to each of the neurons selected are then moved closer to the 
input vector, based on the proximity of the neuron to the winning neuron, and on the learning 
rate of the network at that time. Over time, these combined processes of competition, 
cooperation and adaptation organise the codebook vectors such that neurons that are close in 
proximity in the topology also have similar codebook vectors. 
3.1 Incorporating Dynamic Camera Properties 
 
Each input vector to the SOM represents the image coordinates obtained by each camera in the 
system corresponding to the object at one location. For a system with  cameras, each input 
vector will therefore be of dimension . Each of the SOM’s codebook vectors is therefore also 
of dimension . During adaptation, input vectors are presented to the SOM.  At the end of this 
training period, each codebook vector in the SOM contains the coordinates that it predicts each 
camera would return, when the object is in a given position. The management of the SOM 
becomes more complex when cameras are allowed to move, be removed, or new cameras added 
during the tracking process.  
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Fig. 1. Normal operation of the SOM. Each camera connected to the system obtains the image 
coordinates of the object of interest.  The combination of these image coordinates forms an input 
vector to the SOM.  The SOM is arranged in a 3D grid topology, where the position in the SOM grid 
represents a position in the environment.  Each neuron in the SOM contains the image coordinates that 
are expected from each camera at the corresponding point in the environment. 
 
Removal of a camera is the simplest case to handle in the system. When a camera is 
removed, the input vector will no longer contain the image coordinates corresponding to the 
removed camera. The dimensions of each codebook vector are also reduced, by removing the 
dimensions corresponding to the removed camera (see Fig. 2). So long as there exist 
sufficient cameras in the system to determine the object’s location, the system will then be 
able to continue tracking as normal. 
 
If a new camera is added during the tracking process, this corresponds to the addition of 
two new dimensions to all input and codebook vectors. As the SOM has not been presented 
with any inputs from the new camera, it will not know what image coordinates to expect from 
the new camera at each position in the environment. Therefore, the new dimensions added in 
each codebook vector are randomly set. This is significant, as the image coordinates in the 
codebook vectors are used to determine the location of the object. If codebook vectors 
containing “untrained” image coordinates are compared to input vectors, incorrect results may 
follow. Therefore, only trained image coordinates are used in the comparison between input 
vector and codebook vector. 
 
 
Fig. 2. Illustration of the processes of (a) camera removal and (b) camera addition. (a) For camera 
removal, each codebook vector in the SOM has removed the two dimensions corresponding to the 
removed camera. (b) For camera addition, each codebook vector has two new dimensions added, 
corresponding to the new camera. Adaptation then occurs, with the SOM learning the mapping from 
image coordinates to object location for the new camera. 
 
The problem then becomes how to train the image coordinates for the new camera, and 
when to allow them to take part in the search for the closest codebook vector. In this system, a 
very simple solution to this problem is used. Whenever a new camera is added to the system 
the new dimensions are set as invalid, and not used when the codebook vector is being 
compared to the input vector. When a neuron is found to be the closest to an input vector, the 
corresponding image coordinates in the input vector immediately replace any invalid 
dimensions in the codebook vector. For this neuron, these dimensions can then be used in 
comparisons to subsequent input vectors. 
 
Camera movement can be considered as a combination of the processes of camera removal 
and addition. While the dimensions of the input vector and codebook vectors will remain the 
same, the image coordinates in the codebook vectors corresponding to the moved camera are 
marked as invalid. These image coordinates are not used when the codebook vectors are being 
compared to the input vector. The invalid dimensions can then be updated, and validated as in 
the case of camera addition. 
 
4 Utilising the Cross-Ratio Invariance 
 
The SOM requires a large number of input vectors such that it can accurately perform the 
mapping from image coordinates to world coordinates. This would suggest that the object 
should be moved around its environment until a sufficient number of observations are made. 
This approach, while providing good accuracy, would be extremely time-consuming. Instead, 
it is proposed that the cameras could view a calibration surface and use the invariance in 
cross-ratios to generate a training set from this single view.  
 
Cross-ratio invariance is a well-known property in projective geometry that states the ratio 
of the distance between four collinear points is the same as the ratio of the distance between 
their projections (see Fig. 3). Our approach is a new use of the cross-ratio invariance whereby 
the image coordinates of all points in the object’s environment are extrapolated through the 
examination of simple calibration points. Although termed a calibration technique, this 
method is different from all existing aproaches to camera calibration, as the actual camera 
parameters are never explicitly determined. Rather, only a mapping from image coordinates to 
object location is learnt. The system only requires the image coordinates of eight points, 
arranged to form the vertices of a cube.  
 
 
Fig. 3. Illustration of the cross-ratio invariance. The ratio of the distance between four collinear points 
is the same as the corresponding ratio in the projection of these points. For our purposes, the points on 
the line I’B’ represent the image coordinates of a point on the line IB 
If a camera observes three collinear points, where the ratio of the distances between these 
points is known, then through the use of the cross-ratio method, the image coordinates of all 
other points lying on this line can be determined. The distance from any point  lying on the 
line 
J ′
BA ′′  to the point  or A′ B′  can be considered a scalar multiple of the distance from A′  
to B′ . Therefore, in the image coordinates: 
BAAJ ′′′=′′ τ .    ℜ∈′τ   
BABJ ′′′−=′′ )1( τ   
This statement also holds for the object coordinates. Using the cross-ratio invariance it can be 
shown that if we consider the point J ′  to have components xJ ′ and yJ ′ , then: 
xxxx AABJ ′+′′−′′=′ ττ   
yyyy AABJ ′+′′−′′=′ ττ   
 
Therefore, using the cross-ratio invariance, if there exist three points on a line, I ,  and A B  
and if the ratio IBIA , and the projection of these points (corresponding to the image 
coordinates) is known, then it is possible to determine the image coordinates  of any point 
 lying on this line.  
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4.1 Generation of Virtual Points 
 
Since three points on a line are required for the extrapolation of the image coordinates of all 
other points on the line, it is possible to extrapolate the image coordinates of all points in a 
plane using only 27 points. Once these points have been presented to the SOM, the cross-ratio 
invariance is used to extrapolate the image coordinates for all points in the environment. These 
image coordinates form the codebook vectors that are used in the initialisation of the SOM. 
The size of the environment covered is determined dynamically, by choosing the largest 
rectangular prism within which all cameras will be able to see the object of interest. 
 
Earlier, it was mentioned that only eight points are required for calibration. Fig. 4 shows 
how nine calibration points can be extracted using only the four corners of a square. This same 
method extended to three-dimensions allows for the 27 points in a cube to be extracted from 
the eight vertices of the cube. For simplicity in image processing, the calibration method used 
for the results presented involved the collection of 27 individual calibration points. 
 
 
Fig. 4. Extracting nine calibration points from the four corners of a square. This information is 
sufficient to calibrate a SOM for planar (2D) tracking. For 3D tracking, a similar process can be used to 
extract 27 calibration points from the eight vertices of a cube. 
 
4.2 Optimisation of Dynamic Camera Validation 
 
In section 3.1, details were provided on the technique used by the SOM to handle the 
movement and addition of cameras during tracking. This technique only allows for these 
dimensions to be validated and subsequently updated when the codebook vector they belong 
to is found to be closest to the input vector. This implies that a valid set of codebook vectors 
could only be obtained after the object being tracked had moved to every position in the 
environment corresponding to a SOM grid position. 
 
Through the use of the cross-ratio invariance, the convergence of the system after camera 
addition or movement can be greatly increased. Provided that the object being tracked is 
viewed at all locations in the environment a roughly equal amount of times, the neurons in the 
SOM will always correspond to equally spaced points in the environment observed. Given 
that the chosen environment is a confined area in three-dimensional space, it can also be 
assumed that all neurons in a single row, column or length of the SOM correspond to points 
in a line in the environment. Using this knowledge, the cross ratio invariance makes it 
possible to determine the image coordinates for a given camera for all positions in a 
row/column/length of the SOM grid, provided there exist three points in that 
row/column/length, for which the image coordinates are known. 
 
4.3 Winning Neuron Position to Object Location 
 
When an input vector is presented to the system, the SOM is able to find the closest codebook 
vector to this input vector. The SOM can then return the position of the corresponding neuron in 
the SOM grid. During adaptation, the SOM maps its neurons to cover the environment that is 
observed. If the input vectors correspond to the object at positions distributed evenly over the 
environment, the SOM will distribute its neurons evenly over the environment. Therefore, the 
position of the winning neuron within the SOM grid provides information on the position of the 
object.  
 
When the initial calibration information is passed to the SOM, the image coordinates are saved. 
Following the adaptation of the SOM, these calibration points are then used as input vectors, and 
the closest codebook vectors are found. Using the known locations of the calibration points, , the 
locations corresponding to each neuron in the SOM can be determined. Then, when an input 
vector is presented to the SOM, the position of the winning neuron in the SOM grid can be used to 
determine the location of the object. 
 
5 Experimental Results 
 
In order to test the system, data was collected using six cameras, each with an image resolution of 
320x240 pixels. Each of these cameras viewed an environment in which an object of interest was 
moved. First, the image coordinates for the required 27 calibration points were collected. 
Following this, the image coordinates were obtained from the camera when viewing the object at 
a total of 77 test positions. As the object was moved in an environment containing the calibration 
volume, 27 of the 77 test positions correspond to the object at locations where calibration data was 
collected. An example plot of the image coordinates of the test and calibration points obtained by 
one camera is shown in Fig. 5. 
 
 
Fig. 5. Image coordinates of the calibration and test points taken from one camera. 
 
Using subsets of this data, the system can then be tested using information from different 
camera configurations. When considering that the system can be tested with 1-6 cameras, and 
considering that for each number of cameras connected there are different combinations of camera 
sets (e.g. 3 cameras connected, cameras 1,3 and 5), this gives rise to a total of 63 different camera 
configurations for testing. For each of these camera configurations, the system was tested using 
different SOM grid sizes (3x3x3, 5x5x5, and 7x7x7). 
  
For each test that was run, the testing sequence can be summarised as follows: 
• Initialise the SOM using the “virtual points” generated by the cross-ratio method. 
• Adapt the SOM for 3000 epochs using the training data 
• If there is more than 1 camera in the set, remove a camera 
• If there is less than 6 cameras in the set: 
• Reload the state of the SOM after adaptation 
• Add a camera 
• Adapt the SOM for a further 3000 epochs using the training data 
• If there are 2,3,4 or 5 cameras in the set: 
• Reload the state of the SOM after adaptation 
• Move a camera 
• Adapt the SOM for a further 3000 epochs using the training data 
 
Adding or removing the set of image coordinates from the training data corresponding to one 
camera simulates camera addition or removal. After each process of initialisation, adaptation and 
camera addition movement and removal, the test points are used to evaluate the performance of 
the system. The location of the object as predicted by the system is compared to the actual 
position of the object.  
 
The results for the 7x7x7 SOM grid were worse than those obtained for the 5x5x5 SOM grid. 
Normally, with increased grid resolution, better results are achieved. However, since the SOM has 
trained on only 77 test points, there is insufficient information provided to the SOM for 
adaptation. In normal circumstances, the tracking system would be running for long periods of 
time, whereby lack of adaptation data would not be a problem. The results for the 3x3x3 SOM 
grid, as expected, were marginally worse than those for the 5x5x5 grid. Due to space restrictions, 
only the results for the 5x5x5 grid are displayed. These results are summarised in Fig. 6.  
 
It is clear from these results that this system is able to successfully handle the cases of camera 
removal and addition. The results show that the system is able to operate at accuracies within 
0.2% of the environment after camera addition or camera removal. In many cases, after the 
removal of a camera, there was no increase in the error obtained. In fact, it was found that a SOM 
that had been trained using input from six cameras was able to perform tracking with no loss of 
accuracy when three of the cameras were removed. Furthermore, the error obtained when these 
three cameras were removed (0.28%) was significantly better than the average error obtained 
when the SOM was trained using five cameras (0.44%). This is due to what we term the 
“structural memory” of the SOM. When a SOM is trained using multiple cameras, it must learn to 
organise its codebook vectors. When cameras are removed, although the dimensions of the 
vectors are reduced, this organisation remains intact, allowing for tracking to continue without 
significant increases in error. 
 
Fig. 6. Results obtained using a 5x5x5 SOM grid. These results show the (top-bottom) average, 
maximum and minimum errors achieved using different camera sets. Results are shown for calibration 
(black), adaptation (red), camera addition (red) camera movement (blue) and camera removal (purple). 
The error measure used is the distance between the actual and predicted location of the object divided 
by the maximum distance in the environment covered. 
 
The major shortcoming highlighted in Fig. 6 is the failure of camera movement. Although camera 
movement can be simply though of as the combined processes of camera removal and addition, 
the impact on the structure of the SOM must be considered. For camera removal, no adaptation 
takes place, and the structure remains intact as described above. When a camera is added to the 
system, the cameras that were used to form the structure of the SOM remain, and only new 
information must be integrated. In the case of camera movement however, effectively all 
information from one camera is lost. Therefore, the system must integrate new information, 
corresponding to the camera at a new location, while information that was used in the formation 
of the SOM structure is not present. If a camera that did not provide vital information for this 
structural organisation is moved, very good results can be obtained. In Fig. 6, we see that in such 
cases (minimum error plot), the results are very similar to those obtained for camera addition and 
removal, in the order of 0.2%. However, in cases where the moved camera was critical in the 
formation of the SOM structure (maximum error plot), we see that the errors obtained are 
unacceptably poor. 
 
 It is believed that following camera movement, the entire structure of the grid must be re-learnt. 
This would involve a significantly larger adaptation period, and would result in a temporary 
increase in errors. In order to continue tracking during this period, however, it is proposed that 
following camera movement, the existing codebook vectors could be saved, and information from 
the dimensions corresponding to the stationary cameras could be used to provide tracking results 
for the period during which adaptation occurs. This would result in the same errors found for 
camera removal during the adaptation period. Following adaptation, the new SOM structure could 
be used for the tracking task, with errors corresponding to those found for adaptation in Fig. 6. 
 
6 Conclusion 
  
We have introduced a new technique for determining the absolute position of an object with a 
SOM using the image coordinates provided by multiple cameras. A novel application of the 
cross-ratio invariance is used to generate “virtual points” allowing the SOM to start tracking 
without an extended period of adaptation. Adaptation of the SOM following the initial 
calibration phase allows the non-linear features of the cameras to be incorporated into the 
system, and also allows for the accuracy of the system to be improved over time. The system is 
able to continue performing tracking tasks while a camera is moved, removed, or a new camera 
added. The use of “virtual points” also allows for the SOM to swiftly adapt to changes in camera 
numbers.  
 
Results have shown that the system is capable of operating at accuracies within 0.2% of 
the environment following camera addition movement or removal. Additional work should 
involve testing of the system’s accuracy and adaptation performance over long periods of 
time with a large number of neurons and incorporate the new camera movement scheme 
described above. 
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