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Abstract 
 
The widespread proliferation of digital communication has revolutionised the way in which 
traditional entertainment media are distributed and consumed. This thesis investigates a range of 
aspects of these markets, beginning with a detailed analysis of the video games industry, which 
has emerged from relative obscurity and moved toward the cultural mainstream as a consequence 
of the digital revolution.  The thesis presents an analysis of the market for video games from both 
the demand and supply side, investigating factors that drive the prices and unit sales of video 
gaming hardware and software.  In doing so, evidence is presented on significant predictors of 
‘blockbuster’ titles, the existence of first-mover advantages and the extent to which international 
markets conform to theoretical expectations relating to purchasing power parity (PPP) and 
cultural convergence.  The thesis also goes on to explore the darker side of the digital revolution 
by examining the economics of illegal file sharing.  Later chapters present empirical analyses of 
survey data with the aim of understanding motivations to participate in the practice to varying 
extents.  The results are unique in the sense that they differentiate between a range of behaviours, 
such as seeding and leeching, as well as the illegal consumption of music and movie content.  
The related academic literature has until now assumed these practices to be homogenous. 
 
A number of key findings are presented in the various studies comprising this thesis.  In relation 
to video gaming, results suggest that the price of video gaming software can be influenced 
through the strategic use of both ‘versioning’ (second-degree price discrimination) and planned 
obsolescence, while the quality of the game play experience is found to be a consistently 
significant determinant of both market value and the probability of a title becoming a 
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‘blockbuster’.  On the supply side, evidence is also presented that there are not first-mover 
advantages in the market for gaming hardware and that the second-move tends to associate 
positively and significantly with the installed user base of a console. Evidence is also presented 
that video games hardware prices conform to PPP only within broad geographic regions, one 
possible interpretation of which being that shared leisure pursuits such as video gaming are 
contributing to cultural convergence. 
 
In terms of illegal file sharing, evidence is found to suggest that the strongest incentives to 
participate in the activity are financial and social in nature, while the most significant 
disincentives are moral judgements and the poor perceived quality of pirated materials relative to 
legitimate substitutes.  The imposition of harsher legal penalties is not found to consistently 
present a disincentive to participate.   It is also suggested that a major incentive to participate in 
illegal file sharing access to a wider range of content and/or to consume materials in advance of 
worldwide release.  More prolific file-sharers also tend to express the greatest willingness to pay 
for alternative forms of legal distribution, such as services that allow unlimited legal 
downloading for a fixed monthly fee. As these incentives are measured and differentiated 
according to the form and intensity of participation, the findings of this thesis constitute a unique 
contribution to the literature and can help inform effective policy making in this area.
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Chapter 1: Introduction 
 
1.1: Aims and objectives 
 
The digital revolution is now well and truly underway.  Vast quantities of rich media content 
(music, films, games etc.) are now available in digital formats that are compatible with an ever 
expanding number of storage and playback devices.  These range from the highly portable and 
iconic iPod to fully integrated home digital entertainment systems and everything in-between.  
As a result of greater quantities and varieties of information being stored digitally, the 
entertainment market is moving inexorably towards a state of convergence, whereby single 
integrated devices are capable of fulfilling consumer desires for entertainment without having to 
resort to an array of other incompatible technologies to fulfil specific roles or functions.  
Resultantly, the present era of digital entertainment products is resplendent with video games 
consoles that also provide high definition movie playback facilities, tablet computers that double 
as digital cameras and mobile telephones that are also web browsers.   
 
This thesis offers an economic perspective into a range of aspects relating to these emergent 
markets, exploring both its legitimate and illicit aspects.  A particular case-study used to 
illustrate licit digital entertainment products is the market for video games.  The digital 
revolution has coincided almost perfectly with the rise to prominence of the video gaming 
industry, which is now enjoying a more widespread appeal across a far broader range of 
demographic groups than suggested by its long-standing association with children or adolescent 
males.  As will be discussed over the course of this thesis, revenue and profit levels earned by 
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video games companies now meets or exceeds that of established mainstream forms of 
entertainment such as music and film.  Despite this, there has been relatively little in the way of 
published research on video gaming, perhaps due to lingering doubts within the academic 
community that the market really has shed its niche status.  Issues that are the subject of 
particular scrutiny in this thesis are the factors that influence the demand for video gaming 
hardware and software, such as the determinants of market price and the probability of individual 
titles becoming blockbusters or ‘triple-A’ releases, as well as supply through the analysis of the 
advantages to be gained through strategic positioning in the order of entry.  The broader 
implications of the developments of such markets are also the subject of analysis through the 
testing of the law of one price and resulting evidence on cultural convergence.   
 
The other significant aim of this thesis is to explore the darker side of digital entertainment 
markets through research into piracy and illegal file sharing.  One of the key elements of such 
analysis involves developing an understanding of motivations to participate in these illicit 
markets to various extents, recognising that such practices do not represent an entirely 
homogenous activity.  In fact, this thesis fills a significant gap in the literature by being the first 
to formally differentiate between various types of participation, either by intensity or type of 
consumption.  An analysis is also conducted into the perceived severity of these illicit behaviours 
compared to the broader spectrum of criminal offending.  The results from this analysis has the 
potential to inform government policy making, as well as strategy on the part of creative 
industries on how best to deter illicit market participation. 
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1.2: A brief introduction to the market for video games 
 
As mentioned in the previous section, one of the particular aspects of digital entertainment that is 
the focus of many of the chapters in this thesis is the video game market.  Video gaming has 
become a hugely popular activity within the space of the last few decades.  The practice of 
playing video games can take a variety of forms, ranging from feeding coins into traditional 
amusement arcade machines to the use of dedicated gaming hardware (usually referred to 
consoles), personal computers and mobile devices such as phones and personal organisers. 
Despite omission as a category in its own right in Aguiar & Hurst’s (2007) large scale study into 
the use of leisure time over the course of the last five decades in the United States, video gaming 
is a pursuit that is arguably reaching some semblance of maturity in both market development 
and depth of cultural content.  Resultantly, video gaming is now beginning to be taken seriously 
as a mainstream commercial force in the entertainment industry and as an art form in its own 
right.   
 
Although the strict definition of a video game is constantly evolving, software is typically played 
using dedicated a home console that is designed to connect directly to a television in the same 
way as a DVD or video player.  Increasingly, hardware is beginning to migrate from the 
bedrooms of teenagers into living rooms, perhaps even acting as the main hub for a family’s 
entertainment setup.  For example, Sony’s Playstation 3 (PS3) is sold with an integrated Blu-ray 
player that facilitates the playback of high-definition (HD) movies to a HD-ready television.  
Clearly, the industry has evolved significantly from its origins in the amusement arcades of the 
1970s, which gave birth to iconic titles such as Space Invaders and Pac-man.  At that particular 
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time, several hardware manufacturers sought to capitalise on the popularity of arcade titles 
through the release of home versions of the same games, with notable early entrants being Mattel 
and Atari.  From these beginnings, the industry has developed in a series of incremental 
hardware upgrades. For a majority of its history, it has been dominated by a small number of 
major players, from Nintendo and Sega in the late 1980s and early 1990s to Sony and Microsoft 
in the early part of the 21st century.  The firms dominating the market in 2012 are Sony (PS3), 
Microsoft (X-Box 360) and Nintendo (Wii).  Additionally, a number of firms also manufacture 
handheld versions of home video consoles that are designed to allow for portable gaming outside 
of the home.  Advances in technology have meant that these handheld systems are able to offer 
advanced graphics and a range innovative additional features – notable examples being the Sony 
Playstation Portable (PSP) with its facility for high quality multimedia playback and the 
Nintendo ‘Developer’s System’ or ‘Dual Screen’(NDS) with its touch sensitive control system. 
 
In terms of market value, PriceWaterhouseCoopers (2010) suggest the industry to have been 
worth around $53 billion globally in 2009, with a projected growth in value to $86 billion by 
2014.  Video gaming has also recently grabbed a number of headlines by recording hugely 
impressive sales figures, especially in the context both of the general economic climate and the 
performance of other, more traditionally heralded constituents of the entertainment industry.  For 
example, the 2008 game ‘Grand Theft Auto IV’ set a Guinness World Record for the highest 
ever gross revenue earned within the first 24 hours of release for an entertainment product, 
selling 3.6 million units and generating $310 million in sales.  The 2009 release of ‘Call of Duty: 
Modern Warfare 2’generated $550 million in worldwide revenue during the first five days of 
release (Activision, 2009). By comparison, the fastest selling box-office release ever was 
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‘Spiderman 3’ (generating $60 million revenue in 24 hours), while ‘Harry Potter and the Half 
Blood Prince’ generated $394 million in box-office revenues worldwide during the first five days 
of release1.  But how did the video games industry, once regarded as exclusively the domain of 
the teenage male, come to challenge these other more traditional forms of entertainment?  What 
are the types of game available and how have these different types of game impacted upon usage 
patterns across demographics and global territories?  This thesis seeks to answer some of these 
questions by detailing relevant aspects of the video gaming industry from an economic 
perspective. As such, some of the themes that are explored include studies into the elements of 
video games that determine market value and the probability of individual titles becoming 
blockbusters.  In terms of video gaming hardware, this thesis also incorporates an analysis of a 
‘first mover advantage’ in the market for video gaming hardware and observations onthe 
behaviour of these markets in terms of cultural convergence and deviation from the law of one 
price.   
 
1.3: A brief introduction to illegal file sharing 
 
For all the benefits and changes that the distribution and storage of entertainment goods digitally 
have brought and the positive impact this has had upon markets such as video games, there are 
several darker aspects that have begun to cause significant problems to creative industries and 
policy makers.  While huge technological strides have been within the last decade, such as the 
widespread availability of cheap personal computers with abundant storage space and fast 
broadband connections, this has also made it easier for multimedia content to be circulated 
around the world at the click of a button.  The reduced marginal cost of distribution and storage 
                                                 
1
 All quoted figures are taken from a press release issued by Activision in November, 2009. 
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of digital formats has led to a scenario where some market participants look for open or 
unrestricted access to digital content.  If a file is shared between users where there is no 
remuneration made to the copyright holder and their express consent has not been sought in 
advance, the practice tends to be regarded as illegal.  The act is also directly at odds with the 
economic theory surrounding property rights and limits the ability for suppliers to earn returns 
relating to the expenditure of their scarce resources.   
 
Pirated media very often represent copyrighted materials such as music or films that have been 
‘ripped’ from an original source (such as a CD album or DVD) and subsequently compressed 
into file formats such as mp3 and DivX.  Video games manufacturers have been relatively 
cushioned against this problem owing to the difficulty in the use of copied materials on the 
available hardware.  Whereas illegally downloaded MP3 tracks are playable on an enormous 
variety of devices, the use of pirated games typically required physical modification to console 
hardware in order to circumvent copy-protection mechanisms thus making it more difficult to 
engage in piracy.  Many online services, such as Microsoft’s X-box Live (XBL), actively scan 
users for evidence that pirated software is being used; permanently banning offending consoles 
from the service, which further discourages the practice. However, recent cases such as the high-
profile lawsuit initiated by Sony against the notorious hacker George Hotz (otherwise known as 
‘Geohot’) in 2011, suggest that video games manufacturers are taking the issue of piracy 
increasingly seriously.  This is perhaps due to ever increasing download speeds and storage 
space fuelling the appetite on the part of consumers for pirated games that tend to be relatively 
large in size2.  
                                                 
2
 A pirated video game is around seven to eight gigabytes (GB), compared to a typical music album which is around 
0.1GB, or a movie which is one to two GB in size. 
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Indeed, the illegal downloading of music and video files is a practice largely governed by 
available technology, which has developed in response to bandwidth constraints arising from the 
increasing size of data exchanges.  The first universally popular illegal download software was 
known as ‘Napster’, which offered a centralised mp3 downloading service.  However, following 
legal action initiated by the RIAA, the Napster servers were closed down in 2001.  Boyd (2011) 
argues that the demise of Napster cost the music industry its best opportunity to control digital 
distribution through forming partnerships with the site. P2P software, such as Gnutella and 
Kazaa, came into existence as a result of the void in the market which resulted from the demise 
of Napster.  The distinguishing feature of these services was that they were decentralised – no 
copyrighted materials were hosted on their servers.  As a result, it became more difficult to 
initiate direct legal action against those parties associated with the development of specific P2P 
software clients. 
 
The most recent technical innovation relating to the practice of illegal file sharing is ‘bit-torrent’ 
technology.  This file sharing protocol involves a substantial reduction in bandwidth use due to 
the way in which files are shared between users.  Through these bit-torrent networks, multiple 
users can share different components of the same file simultaneously (which reduces strain on 
the internet bandwidth of any one user) and independently of a central server. Bit-torrent clients, 
such as ‘Vuze’ and ‘uTorrent’, arguably represent the current technological standard for file 
sharing.  However, this is constantly subject to change: file sharing is also taking place in 
increasing volumes via other mechanisms, such as newsgroups and blogs.  Torrent files which 
indicate the location of an external tracker are accessed via torrent sites, such as ‘The Pirate 
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Bay’, ‘IsoHunt’ and ‘Fin-reactor’, the likes of whom collectively claim no legal liability for the 
content of their sites, since no copyrighted material is hosted on their servers.  Instead, it is 
claimed that they merely point to copyrighted materials being shared by independent users 
outside of their sphere of influence.   Up until recently, the consensus view was that the principal 
use of this technology had been for illegal file sharing.  However, mainstream content providers 
are also starting to embrace the technology. For example, the BBC iPlayer uses a bit-torrent 
mechanism to distribute digital content to audiences on a daily basis.  
 
Although it is virtually impossible to measure the true extent of the spread of illegal file sharing, 
there have been numerous attempts in the media and the academic literature to attempt to do so.  
In a 2006 report, the International Federation of the Phonographic Industry (IFPI) suggested that 
20 billion music tracks were shared illegally during 2005.  Further, the same organisation in a 
2008 report suggested that ninety-five per cent of all music downloads during 2007 were illegal 
and that this volume of downloading activity is leading to a sharp decline in the purchase of 
music CDs.  Although much of the published evidence relates to the sharing of music files, the 
film industry is also concerned about the impact that these developments are having upon cinema 
attendance and DVD sales.  The Motion Picture Association of America (MPAA) suggested in 
2004 that $6.1 billion was lost by major US movie studios to piracy worldwide each year. The 
problem is becoming increasingly vast in its pervasiveness, with estimates for the contribution of 
so-called peer-to-peer (P2P) file sharing interactions accounting for anywhere between forty-nine 
per cent and eighty-three per cent of all internet traffic and, astonishingly, over ninety-five per 
cent of traffic overnight (Schulze & Mochalski, 2007).   
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The rapidity of the spread in illegal file sharing activity has been dramatic and it is now difficult 
to argue that the practice has become anything other than an acceptable social norm, especially 
among certain demographic groups.  This has been highlighted by the findings of recent research 
into attitudinal beliefs and responses of file sharers and their perceptions of the activity.  For 
example, the Pew Internet and American Life Project (2003) suggests that two-thirds of illegal 
file sharers in the US say they don’t care whether files are copyrighted or not.  Additionally, 
Freestone & Mitchell (2004) find that only around five per cent of the so-called ‘Generation Y’ 
holds the belief that illegal downloading of copyrighted material is ethically or morally 
objectionable.  More recently, market research company Human Capital’s ‘Youth and Music 
Survey’ (2009) suggests that seventy per cent of 16-19 year olds feel no guilt regarding the 
illegal downloading of music tracks, while sixty-one per cent of the same group felt that they 
should not have to pay for music at all.   
 
Following the success in the lawsuit that resulted in the closing down of Napster, there have been 
a series of further high profile brought against both service providers and individual users by the 
Recording Industry Association of America (RIAA).  Figures released immediately after the 
conclusion of that particular case suggested that the strategy was effective to some extent in 
deterring the practice.  A 2005 report by research group ‘National Purchase Diary’ (NPD) finds 
that usage statistics of P2P software fell by around eleven per cent following the ruling against 
another file sharing service, Grockster, which was another high-profile case brought about by the 
RIAA in the same year.  Bhattacharjee et al. (2006) have suggested that these cases led to a 
reduction in the volume of activity within a sample group of illegal file sharers and also that 
those participating more intensely exhibited relatively larger reductions in the magnitude of 
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material exchanged. However, caution must be employed in the interpretation of these findings, 
since the observed reduction in activity could be a result of large numbers of file sharers 
migrating to newer technologies where usage statistics are, initially at least, more difficult to 
compile.  Karagiannis et al. (2004) point to difficulties in measuring changes in illegal file-
sharing patterns over time due to the rapid pace of technological change, designed, at least 
partially, to explicitly avoid detection – e.g. the shift towards the use of bit-torrent clients, blogs 
or newsgroups. Thus, an endless ‘cat-and-mouse’ game develops between file sharers and 
copyright owners, with rapid technological evolution meaning that, thus far, the mice have 
managed to largely stay one step ahead of the cats. 
 
The issue of illegal downloading and the piracy of copyrighted material is also becoming of 
central importance to governments and policy makers.  A string of European countries are 
debating the introduction of increasingly severe punishments that would be applied to the 
‘supply side’ of the market in order to stem activity.  For example, Finland, the source of survey 
data that forms the basis for much of the empirical analysis relating to piracy in this thesis has 
been involved in significant legal action against illegal file sharers.  In 2006, a major case was 
brought against 22 administrators of the Finnish torrent site ‘Finreactor’, where collective 
damages of €420,000 were imposed against the defendants.  Whether high profile cases such as 
this ultimately have created a deterrent effect in anything other than the very short term remains 
unclear.    
 
In the UK, the government has indicated that it wants Internet Service Providers (ISPs) to take 
concrete steps to reduce the volume of illegal file sharing taking place on their networks.  The 
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Digital Economy Act (2010) requires that after a minimum of one year, ISPs impose technical 
measures that affect the quality of internet connection for persistent copyright infringers or even 
to disconnect them entirely. However, according to a report appearing in the Guardian (2011), a 
senior judge has indicated that this approach is likely to be seriously undermined through the 
attachment of blame to an internet-protocol (IP) address.  IP addresses can be shared by a 
number of people via an unsecured wireless network, thus making it almost impossible to prove 
beyond reasonable doubt that any one individual using that address has been responsible for the 
act of piracy.  In a further instance of judicial intervention, the UK Motion Picture Association 
(MPA) was able to bring about a High Court ruling that forced BT to block access to Newzbin, a 
site with links to pirated materials. BT was later followed in this by Sky, Virgin and Talk Talk.  
Blocking access to sites would seemingly represent a more attractive option for content owners 
than lawsuits brought against private individuals and major ISPs seem largely willing to obey 
such orders if issued by a court. Against this backdrop, the recently completed Hargreaves report 
(2011) contends that sales and profitability in many creative sectors to be holding up to the threat 
of piracy reasonably well.  The report also suggests that, while many businesses are experiencing 
‘turbulence’ in the transition to the digital economy, the impact is not as severe as has been 
suggested when looking at the macro level.  The report concludes by proposing that the UK 
should be at the centre of the creation of the world’s first ‘digital content exchange’ which would 
make it easier and perhaps, more importantly, cheaper for digital content owners to buy and sell 
access to material. 
 
Despite initial problems in passing the legislation through its Constitutional Council, the French 
government has established the Higher Authority for the Distribution of Works and the 
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Protection of Copyright on the Internet (HADOPI) would send warning e-mails and letters to 
illegal file sharers before ultimately having the power to cut the individuals internet connection 
for a period of one year.  Under HADOPI, over 18 million French IP addresses to date have been 
monitored, with first warning letters being sent out to 470,000 homes and second warning letters 
subsequently sent to 20,000 of these.  Only around 10 people who ignored the second letter have 
had to come before the government to explain their actions (BBC News, 2012a).  In early 2012, 
Spain approved the controversial Sinde Law, which grants powers to a newly created government 
commission to close down websites illegally trading in copyrighted materials within a period of 
just ten days.  This legislation was passed after mounting pressure from the US and a damning 
2010 research report by the International Data Corporation (IDC), commissioned by the 
Coalition of Content Creators and Industries, which claimed that close to ninety-eight per cent of 
music consumption in Spain is ‘driven by’ illegal downloads, while seventy-seven per cent of 
Spanish movie downloads and nearly sixty-one per cent of video game downloads were illegal.  
 
In the US, controversy also surrounds the much-publicised Stop Online Piracy Act (SOPA) and 
the Protect Intellectual Property Act (PIPA), which are draft legislations that, as of the time of 
writing, are being considered respectively by the US House of Representatives and the Senate.  
The aim of these acts is to make it easier for copyright holders to bring prosecution against sites 
that enable or facilitate piracy, for example by streaming copyrighted materials more than a 
designated number of times within a six-month period.  Foreign sites involved found to be 
involved in such practices would face stern economic sanctions, with it becoming an offence for 
any US-based organisation to conduct any sort of business or transaction with them.  Additional 
controversy had arisen in response to the further sanctions that were initially advocated.  Both 
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acts originally proposed that ISPs would deny access to these sites altogether, so that for all 
intents and purposes they would no longer exist on the internet, while SOPA also continues to 
call for such sites to be excluded from search engine results.  These measures have sparked 
backlash in relation to way in which the internet could effectively be censored by the US Justice 
Department if these pieces of legislation were to come into force.  Civil protests have been 
accompanied by thousands of websites (including Wikipedia and Google) entering into a 
blackout in January 2012 in protest at the proposed measures. As a result of the backlash, the 
proposed measures to deny access to certain sites through Domain Name System (DNS) 
blocking were dropped from both bills. 
 
However, anti-piracy intervention on the part of law enforcement agencies in the US has recently 
hit the headlines once again, when the two founders of megaupload.com were arrested and the 
site closed down in January 2012.  Federal prosecutors claim that the site has been responsible 
for acts of piracy such as to deny copyright holders of more than $500 million in revenue (BBC 
News, 2012b).  It is alleged that the founders of the group financially encouraged the uploading 
of copyrighted materials to their ‘locker’ site and hid copyrighted materials from their charts of 
most popular downloads, all the while making $175 million from advertising and subscription 
fees (NYTimes, 2012).  The site’s owners claim no responsibility for the materials shared by 
their uses and continue to insist that a majority of the content shared using the system is 
legitimate. 
 
In response to these and other actions, ‘hacktivist’ groups such as the masked Anonymous have 
carried out attacks against Sony, the Justice Department and the MPAA, bringing down sites 
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connected with these organisations and famously crashing the Sony Playstation Network (PSN) 
for several weeks and causing sensitive subscriber details to be made publically available. 
Organised resistance to the use of legislation to punish the practice of illegal file sharing has also 
been experienced in Sweden where, following the conviction of the four operators of the torrent 
site ‘The Pirate Bay’ for copyright infringement in April 2009 (where each of the convicted were 
ordered to pay $4.5 million in fines and to spend a year in jail), the Pirate Party won a seat in the 
European Parliamentary Elections.  This is indicative of an increasing public awareness of the 
issue and a growing support for those seeking to resist the Draconian measures being suggested 
or implemented by some governments for the control of media and culture, where opponents 
desire a wider consultation on the issue and for more appropriate legislation to be tabled. 
 
The later chapters in this thesis present in-depth studies of particular aspects of consumer 
behaviour in these illicit digital entertainment markets, supported by empirical analysis of 
relevant data.  Specifically, the main focus is to understand and measure motivations and 
incentives to participate in illegal file-sharing networks to varying extents.  The analysis 
conducted in this thesis is unique for a number of reasons.  First, the survey evidence used as the 
basis for empirical analysis draws on a survey of a much wider cross-section of society in 
comparison to others appearing in the literature that tend to restrict their enquiries to college 
students. Second, the empirical analysis is based on a larger number of observations than is 
typically found in similar research. Third, and crucially, this thesis differentiates between key 
types of piracy behaviours.  Rather than treating illegal file sharers as homogenous entities, this 
thesis investigates the differences between so-called ‘seeders’ and ‘leechers’ as well as the piracy 
of movie and music files.  Most of the existing literature either explicitly focus on one type of 
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piracy alone (e.g. music) or assumes these activities to be indistinguishable from each other.  
Finally, the use of a Finnish dataset responds in part to Shanahan & Hyman’s (2010) call for 
analyses of the practice from outside the US and UK, where differing social norms may exist.  
As well as presenting evidence on the motivations for illegal file sharing, this thesis also 
examines perceptions on the part of survey respondents as to the relative severity of illegal file 
sharing as compared to a full range of other criminal offences.  This is important, as a potential 
issue affecting the legal challenge of file-sharing and copyright infringement could be hampered 
by a perception on the part of the general population that these offences are relatively trivial in 
nature and thus undeserving of the type of legal response being proposed or initiated by Western 
governments. 
 
1.4: Research approach 
 
A number of research questions are formally investigated in this thesis. The first and second of 
these relate to developing an understanding of the factors that affect the demand and supply of 
video games.  More specifically, these are;  
 
i) What are the factors that determine the price of video game hardware and software?   
 
ii) What are the factors that determine the unit sales of video game hardware and software?  
 
In addressing research question (i), the thesis also investigates the role of planned obsolescence 
and versioning in the determination of used video game software prices, as well as a comparison 
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of worldwide hardware prices to test for evidence of PPP and cultural convergence between 
countries.  For research question (ii) to be addressed, a formal empirical analysis is conducted to 
test the factors that are more likely associate with blockbuster video games; the small number of 
software titles that are responsible for a disproportionately large proportion of industry sales.  
Additionally with respect to video games hardware, a further empirical analysis is conducted into 
the relationship between position in the order of entry and console ownership rates, which also 
partially addresses research question (ii). 
 
This thesis also poses research questions relating to internet piracy and the illegal distribution 
and consumption of digital entertainment media, namely; 
 
iii) What are factors that incentivise participation in illegal file sharing networks to differing 
extents? 
 
iv) Are there differences in the characteristics and motivations of consumers of different 
forms of pirated media content? 
 
v) How severe is internet piracy perceived to be relative to other forms of criminal 
offending?   
 
In addressing research question (iii), an empirical analysis is conducted in to the factors that 
incentivise participation in illegal file-sharing to varying extents, namely differentiating between 
non-participants, seeders and leechers.  Research question (iv) is addressed through an empirical 
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analysis of the differences in factors motivating quantities of music and movie piracy.  Finally, 
an empirical analysis of the perceived relative severity of internet piracy compared to a range of 
offences from across the criminal spectrum is used to address research question (v). 
 
A database of video game software characteristics is used to partially address research questions 
(i) and (ii).  This database was constructed in July 2011 and consists of observations relating to a 
range of observable characteristics of specific titles released up to July 2010.  A significant 
amount of these characteristics are obtained from BRE Software’s Game Price Guide Online3, 
which catalogues over 15,000 pre-owned video game prices and is updated three times a week.  
The guide provides information for the platform of release for each game; whether an accessory, 
such as a mock-instrument or figurine, is bundled; as well as whether the observation relates to a 
special collector’s edition.  The latter is an example of ‘versioning’, which essentially amounts to 
a form of second-degree price discrimination designed to extract a price from different groups of 
consumers that is closer to the individual willingness to pay.  Additional supplementary 
information is collected for each individual title via the Video Games Database maintained by 
MobyGames4, including the censorship rating, maximum number of players and the year of 
release.   
 
A variable is also constructed and added to this dataset in order to reflect the stage in the 
product-life cycle of the console in which the particular title is released.  This variable is 
introduced partly to proxy the age of the game, but also so as to test whether the demand for pre-
owned video games is influenced by the timing of release around that of the appropriate console.  
                                                 
3
 http://gamepriceguide.net/ 
4
 http://www.mobygames.com/ 
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A combination of the console dummies and life-cycle variable capture the impact of the age of 
the game upon its market value. The dataset also records whether or not each individual title is a 
sequel or rerelease5. In terms of capturing the aspects of a given title that are difficult to 
otherwise quantify, variables are included to represent the particular developer and genre of the 
game in an attempt to capture differences in style and design.  Additionally, the quality of the 
game-play experience offered is controlled for through the inclusion of a variable to capture the 
critical response received by each title upon release, as reported by the metacritic6 website.  This 
resource catalogues ‘metascore’ ratings out of 100 for a huge catalogue of video games based on 
the weighted average of review scores published by a variety of printed and online sources 
around the world.    Finally, a variable is manually coded to formally capture the effect of 
planned obsolescence on used prices.  Where appropriate, this variable represents cases where 
the individual title is both part of a series of games and for which a direct sequel has 
subsequently been released.   
 
The broad characteristics detailed above are used to partially address research questions (i) and 
(ii); specifically those aspects relating to the determinants of price and units sales for video 
gaming software.  With regards to the former, a snapshot of prices for pre-owned video games 
titles across a number of platforms is recorded and regressed against the aforementioned 
database of game characteristics.  The analysis of used instead of new video games is preferred, 
as the pre-owned market is free from the direct influence of publishers and hence price is 
relatively freely determined in accordance with demand and supply.  For newer and more 
acclaimed releases, the pre-owned price can be as little as a few dollars below the price of a 
                                                 
5
 These are the author’s own observations. 
6
 http://www.metacritic.com/ 
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brand new copy of the same game.  However, for older titles or for those which are less well 
received, the used price discount can be substantial.  The price data themselves are obtained from 
BRE guide, where the ‘complete’ price is reported in each case.  This indicates the pre-owned 
price for the title assuming that the game comes complete with box, instruction manual, 
accessories etc.  A formal empirical analysis of the relationships between observable software 
characteristics and pre-owned prices can be found in Chapter 4.  The other key variable used 
along with this software characteristics dataset to address research question (ii) is a ‘snapshot’ of 
the lifetime unit sales of games in the US up to the time of the dataset constriction.  Data on unit 
sales were collected from a database maintained by VGChartz.com.  For consistency, only titles 
released up to July 2010 are included, as the inclusion of unit sales for very newly released titles 
compared along with games available over a longer time period has the potential to introduce 
significant bias into the dataset.  A formal empirical analysis of the relationships between 
observable software characteristics and US unit sales can be found in Chapter 6. 
 
As well as investigating the sales of software, research questions (i) and (ii) also require an 
analysis of the determinants of price and unit sales among video gaming hardware, where 
separate datasets are constructed to address these issues.  A separate dataset is constructed in 
order to test the extent to which hardware prices conform to PPP theory.  This dataset contains 
information on the launch prices of three video games consoles; namely the Microsoft X-box 360 
(released in November 2005), the Sony Playstation 3 (PS3) and the Nintendo Wii (both released 
in November 2006).  Launch prices7 are collected from a large sample of press releases made by 
                                                 
7
 Ideally, a range of prices across numerous time periods would be used to test for convergence over time.  
However, due to the relatively static nature of nominal prices for these machines (prices may change perhaps once 
or twice over the significant lifespan of such a device – usually five years) and a lack of availability of consistently 
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the companies involved from various industry websites (such as http://www.ign.com).  These 
international price data are than compared with official currency exchange rates taken directly 
from the Federal Reserve Bank published statistics and are presented in indirect terms (i.e. how 
much of the respective currency can be bought with 1 US Dollar8).  The data collected are mean 
values of currency exchange rates for the relevant month of release for each respective console.  
This is assumed to be as a reasonable representation of the market rates for each currency at the 
time that they were first available to consumers.  Chapter 5 involves a comparison of these 
official and implied exchange rate figures in order to test for evidence of PPP and cultural 
convergence in the market for video games hardware. 
 
In order to further address research question (ii), information on Japanese console ownership is 
collected from a 2002 CESA survey of hardware ownership by console type.  The 1,013 
respondents to the survey were asked to reveal what consoles (if any) they owned.  The 
associated report lists the number of respondents that own each particular console.  In order to 
control for the approximate quality of each machine’s software, an average of the percentage 
scores that each console’s launch games received in internet-based critical user reviews is 
calculated (as archived on http://www.gamefaqs.com).  From the list of these game-specific 
averages, a further average is taken by console in order to form a specific quality rating.  It is 
assumed that most consumers of video games would have access to these reviews through a 
combination of specialist magazines and the internet.  It is further assumed will make decisions 
as to which games (and therefore which consoles) to purchase based at least in some way upon 
                                                                                                                                                             
updated prices from the range of countries cited here, it has not been possible to do so.  This may be an area for 
future research effort to expand upon. 
8
  To convert these values into direct figures, one only needs to take the reciprocal of the numbers presented 
here – this will inform how many US Dollars can be purchased with one unit of the relevant currency.   
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them. As the prices of individual hardware models change over their lifespan at different rates 
and at different stages, the only consistent means by which to make a comparison is to take the 
price at which the machine retailed at launch.  Nominal launch prices are obtained from the 
Japanese magazine ‘DAI GI RIN’ (2000)9.  These nominal prices were then converted to real 
terms using the Japanese RPI, with 2000 being the base year for the purposes of the construction 
of inflationary indices.   In order to test the effect of position in the order of entry upon hardware 
sales, a series of dummy variables are added to the dataset in order to empirically test for the 
presence of a first-mover advantage.  The first of these is used to signify the very first firm in the 
sample to achieve market dominance.  This dummy is attached to each of Nintendo’s consoles, 
as they were the first of the featured manufacturers to enter the market with the Nintendo 
Entertainment System (NES) in 1985.  The next dummy variable that is included represents the 
very first console to be released at each iterative round of the console wars.   This is attached to 
the Sega Megadrive, Sega Saturn and Sega Dreamcast, which were the first movers in their 
respective generations of hardware. The third and final proposed dummy variable represents the 
firm being the second mover within the specific hardware generation, specifically the Super 
Nintendo Entertainment System (SNES), Sony Playstation and Playstation 2 (PS2).  A formal 
discussion of the reasons for the assignment of these measurements to the respective consoles 
can be found in Chapter 3, while an empirical investigation into the relationships between these 
variables and console ownership rates is detailed in Chapter 7. 
 
Finally, a separate survey dataset is used to investigate associations between stated file-sharing 
attitudes and behaviours and to address research questions (iii) to (v).  The survey in question 
                                                 
9This information was kindly translated by Takumi Suidu at the University of Osaka, Japan. 
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was conducted by the Helsinki Institute for Information Technology (HIIT) in Finland and was 
made available on-line for a period of one week during August 2007.  The survey questionnaire 
was accessible via the websites of three magazines owned by the Nordic media group Sanoma 
WSOY; namely Mikrobitti and Digitoday (both technology news sites), as well as 
Taloussanomat (a business and commerce themed newspaper).  By the survey’s own admission, 
the respondents were naturally selected as users of file sharing services due to the content of 
these webpages.  6,103 responses were collected, with respondents asked about their 
downloading/file sharing habits, as well as an extensive range of questions relating to attitudes 
towards illegal file shaing.  The dataset also contains information on age, gender, area of 
residence, education and income.  A majority of these variables are recorded in dichotomous 
terms, reflecting the absolute presence or absence of the stated characteristics.  The only ‘true’ 
continuous variable in the dataset is that which reflects the respondent’s age.  The survey also 
included a range of questions relating to the seriousness of ‘large scale’ file sharing and its 
relative severity in the context of other crimes: ranging from the very serious (planning an act of 
terrorism) to the relatively mundane (crossing the street against a red light).   
 
There are, however, issues relating to the limitations of this survey dataset that should addressed 
in advance of the consideration of empirical results, chiefly that a disproportionate number of 
respondents are male. This contradicts the weight of recent published evidence that the gender 
split of internet users is moving into line with the split of the general population.  It should be 
noted, however, that historical trends of internet use have been heavily biased toward males, 
suggesting that they are more likely to be early adopters of new technology, with females 
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subsequently playing ‘catch-up’10.  Also relevant is the more widely accepted premise that males 
are generally more likely to participate in practices that are illegal or criminal11.  The age 
breakdown of the respondents, while perhaps being more representative of the general 
population, contains a slight bias to younger age groups.  The published evidence on the typical 
internet user shows a mean age of 30 for Europe (GVU Survey, 1999), whereas the mean age of 
respondents to the survey was 28 (and 25 among those that admitted to some degree of 
participation in illegal file sharing).  However, despite the clear bias of relatively young males in 
the survey sample, it can be argued that the dataset employed is resolutely representative of the 
demographic(s) for which there is the greatest interest in understanding.  Further, it may be 
legitimately contended that the dataset is also particularly relevant in understanding the attitudes 
and behaviours of those operating on or close to the frontier of available technology.   
 
A further possible concern relates to the self-admissive nature of the data – i.e. only the 
respondent’s stated patterns of use are recorded, which may not accurately reflect real behaviour.  
However, this could be cited as a general problem that is encountered by any study into illegal 
activity conducted using a survey.  In addition, there is arguably less need to ‘camouflage’ 
responses as compared to some other crimes (e.g. sexual or violent offences). If this is the case, 
then it is not an issue that affects the results presented here to any greater extent than other 
studies employing similar data-collection methods.  Put simply, the data sample used here 
constitutes a convenient sample of expressed opinions, attitudes and behaviours that can be used 
                                                 
10
 See, for example, Ono & Zavodny (2003), who show that men were significantly more likely to use the internet 
during the 1990s, but that the gender gap had all but disappeared by 2000.  Bimber (2000) shows that men are 
significantly more likely to be involved in more ‘intensive’ use of the internet.  Illegal file sharing is assumed to 
constitute an ‘intensive’ use. 
11
 The general consensus in the economics of crime literature is that gender is the pre-eminent predictor of criminal 
propensity, with a vast majority of arrestees, prisoners and persons who self-report crime being male (Freeman, 
1995). 
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to test a range of theoretical expectations in relation to the demand for illegally downloaded 
media files. 
 
Before the results of the empirical analyses of these datasets are presented, the next chapter 
presents an overview of the literature that relates to the various avenues of enquiry introduced 
above, specifically research relating to questions (i) - (v).  The empirical analyses presented in 
Chapters 3 - 7 focus on the market for video games and at least partially address research 
questions (i) and (ii).  In Chapters 8 - 11, the thesis goes on to present an analysis of a range of 
motivations for different forms of illegal file sharing, with each at least partially addressing 
research questions (iii) - (v).  A final conclusion and summary of findings is then offered in 
Chapter 12. 
25 
 
Chapter 2: Literature review 
 
2.1: Literature related to studies in licit digital entertainment markets 
 
Owing to the broad scope of the work conducted as part of this thesis, it is impossible to present 
a review of any single body of literature that encompasses all of its different aspects. Instead, 
each of the topics will be taken in turn and the key contributions from the literature in each area 
are presented and discussed. Additionally, supplementary references to key articles with a very 
specific focus or application are made in the relevant chapters where appropriate.   
 
In the context of the analysis of the video game market conducted in this thesis, one of the first 
avenues of investigation involves the strategic implementation of planned obsolescence to 
suppress demand for used software.  Much of the important early work on planned obsolescence 
can be found in a series of seminal papers by Swan (1970; 1972; 1977), whose analysis is itself 
based on the model of Wicksell (1934).  The contribution of these studies is to suggest that the 
adoption of this type of behaviour at a rate which exceeds the socially optimal level is not 
necessarily profit maximising.  These ideas are further developed by Benjamin & Kormendi 
(1974), who demonstrate that monopolists can increase profits by eliminating the second hand 
market for its output under certain conditions, as well as in key papers by Bulow (1986) and Rust 
(1986), who postulate that monopolists can maximise profits by producing output with 
uneconomically short life spans. Andersen & Ginsburgh (1994) suggest that monopolists can 
utilise second-hand markets as a form of second-degree price discrimination, especially if they 
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can control the after-sale quality of used products so as to encourage consumers towards the 
alternative. 
 
Several studies have sought to apply this theory to specific markets, such as textbooks (Miller & 
Lawrence, 1974; Iizuka, 2004).  A limited number of studies focus on computer software and 
other high technology markets. Waldman (1993), for example finds that the incentive to 
introduce incompatible technologies in later time periods is overly large relative to the social 
optimum, as firms do not internalise the costs associated with obsolescence of older models. 
Choi (1994) investigates technological goods which exhibit network externalities, proposing a 
two period model which indicates that firms with the ability to price discriminate will generate 
both new and repeat custom in the later time periods, resulting in repeated marketing and social 
inefficiency. Subsequently, Fudenberg & Tirole (1998) find that second-hand markets for 
software limit the monopoly’s future sales of high quality goods, making the offer of upgrade 
discounts optimal when future iterations of software become available.  Fishman & Rob (2000) 
put forward an alternative perspective by suggesting that the absence of planned obsolescence 
can retard the rate of innovation relative to the social optimum. 
 
Video games are a classic example of information goods, which are defined by high fixed costs 
of production and negligible marginal costs. Theory on this special kind of second-degree price 
discrimination known as versioning or quality differentiation has particularly developed in 
relation to this type of good. Varian (1995) suggests that versioning leads to a situation where 
consumers self-select into market segments in accordance with willingness-to-pay (WTP).  This 
is suggested to be profit-enhancing, even where producers incur costs in degrading the quality of 
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the high WTP product for sale to the low WTP market.  When features are considered a proxy 
for quality, features should be added until the marginal cost of providing each feature equals the 
marginal willingness to pay on the part of the high-demand consumer group.  Features should 
then be removed in order to sell to the low-demand consumers and to increase the price charged 
to high-demand consumers for each feature removed.  Theory on versioning has subsequently 
been developed by studies such as Bhargava & Choudhary (2001a, 2001b, 2008); Shapiro & 
Varian (1998); Varian (2001); Linde (2009).  More specifically, Jing (2000) shows that for 
information goods with significant network externalities, such as video games, the low quality 
versions of information goods can further enhance revenues by increasing the size of the 
network.  Anderson & Dana (2009) show that a decrease in costs and/or an increase in product 
valuation make it more likely that forms will price discriminate through versioning.  Wu & Chen 
(2008) demonstrate that versioning of information goods can be an effective strategy by which to 
combat piracy. 
 
Ultimately, the adoption of a strategy of planned obsolescence is driven by a desire to increase 
profits through repeat sales, which in the extreme culminates in the phenomenon of the 
‘blockbuster’.  This is another issue that is the subject of an empirical investigation in this thesis.  
The literature in this area has understandably tended to focus on Hollywood movies. Studies by 
Smith & Smith (1986); Wallace et al. (1993); Prag & Casavant (1994); Sochay (1994) and De 
Vany & Walls (1999) have all looked at the success determinants of films. Collins et al. (2002) 
examine the UK film market, attempting to empirically estimate the influence of a variety of 
factors that contribute to a blockbuster.  They emphasise the problems of using an Ordinary 
Least Squares (OLS) regression where there is a heavily tailed distribution and instead advocate 
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the use of a transformation of the dependent variable into binary form and the use of logistic 
regression techniques in determining the characteristics of blockbusters. 
 
There is a relatively limited academic literature focusing on the factors that define ‘blockbuster’ 
video game titles.  One of the earliest mentions of gaming in such a context was by Neuman 
(1991), who claimed video games to be a ‘hits’ business.  Subsequent studies by Cringely (1996) 
and Williams (2003) looked into so-called killer-applications or ‘killer-apps’, which are so 
desirable as to induce consumers to spend several hundred dollars on the hardware necessary just 
to be able to play them.  Gallagher & Park (2002) suggest that technological advances allow for 
better imagining of established franchises, often providing in-house ‘killer apps’. This finding is 
supported by the work of Evans et al. (2005), who find that virtually all killer apps have been 
produced by console manufacturers themselves, the one exception being Sony’s Playstation, 
which achieved major success in the absence of a killer app.  Instead, Sony was able to attract a 
variety of software from a wider range of developers though the simplicity of their development 
tools.  Gretz (2010) suggests that, contrary to the literature on indirect network effects that tends 
to assume symmetric demand for all software titles, there is a wide variety in the popularity and 
profitability of software titles and that further analysis should focus in particular upon ‘killer 
applications’. More recently, Binken & Stremersch (2008) distinguish between the different 
terminologies used to define a successful game.  They suggest that high quality games are 
‘superstars’, while ‘hits’ or ‘blockbusters’ refer to titles with high sales volumes and ‘killer apps’ 
refers to software that allows one hardware platform to dominate another.   
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To conduct an analysis into the sales of video game hardware, this thesis also tests for the 
presence of a ‘first-mover advantage’ in the market for video game hardware.  A number of 
studies appearing in the business and marketing literature have found evidence of a first mover 
advantage leading to increased profitability or market share.  Examples include Bond & Lean 
(1977); Whitten (1979); Robinson & Fornell (1985); Lambkin (1988); Robinson (1988) and 
Robinson & Min (2002).  However, despite the considerable evidence in support of first-mover 
advantages, it is apparent that the published findings of studies in this area have not reached a 
common consensus.  Several papers have found little or no evidence of a first mover advantage 
in a number of different contexts, examples of which including Schnaars (1986); Lilien & Yoon 
(1990); Shepherd (1999) and Boulding & Christen (2001). 
 
Whenever the term ‘first mover’ appears in the economics literature, invariably the ensuing 
discussions relate in some way to the concept of Stackelberg equilibrium.  Stackelberg (1934) 
suggests that, in a simple duopoly where one firm (the leader) makes output decisions before the 
other (the follower), the leader is expected to out-perform the follower.  Stackelberg equilibrium 
therefore implies that firms would seek to have the first move so as to dictate competitive terms 
to their rivals, and leave the follower with a proportionately smaller share of the market.  More 
contemporary insight from the resource-based view of economics supports this contention, 
suggesting that a company’s market share is positively influenced by early entry (Utterback, 
1994).   Notable works in this area include Lieberman & Montgomery (1988), who contend that 
a firm’s place in the order of entry may be a critical factor in the explanation of how a 
competitive advantage is obtained. It has also been suggested that firms who are late entrants 
may find it difficult to imitate successful incumbents before they establish a strong market 
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position (Mitchell, 1991).  By reducing unit cost or introducing a better quality product, the first 
mover is expected to increase their market share (Hoppe, 2000).  Formalising these ideas, 
Coeurderoy & Durand (2002) lay out a basic framework of firm classification according to order 
of entry, consisting of ‘first to market’ companies, ‘follow the leader’ firms and ‘late entrants’. 
First to market companies are uniquely able to erect resource barriers in order to enjoy a 
sustainable competitive advantage.  These include brand name, reputation, experience and 
relationships with suppliers.  The authors conclude that pioneers benefit from first mover 
advantages so long as they are able to sufficiently protect that advantage and that early entrants 
face the risk that subsequent entrants may imitate or improve upon the products of incumbent 
firms. 
 
While neoclassical economic theory could therefore be said to support the existence of a first 
mover advantage in generic industries displaying characteristics of oligopoly, there exists a more 
specific analysis within the literature on how strategic positioning in the order of entry 
specifically affects high technology industries.  In this context, being the first-mover implies 
being the very first firm to bring an innovative technology to market (Glibert & Burnbaum-
More, 1996).  Suarez & Lanzolla (2005) suggest that the extent of first mover advantage is likely 
to be heavily influenced by the pace of technological change in a given industry, with more 
gradual evolution associated with first mover advantage and more rapid evolution less so.  Most 
other studies reinforce the notion that a firm who is first to market with an innovation will 
typically derive an advantage over rivals in a high technology industry, in much the same way as 
the leader is expected to hold a strategic advantage in the case of Stackelberg equilibrium.  For 
example, Reinganum (1981) considers a hypothetical duopoly of two identical firms, both of 
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which have the opportunity to invest in some new technology (the market price of which falls the 
longer is left before the decision to invest is made).  One of the identical firms is given a first 
mover advantage and the other resultantly becomes a follower, who is allowed to make 
investments only after the leader has made the decision to invest.  Fudenberg & Tirole (1985) 
suggest that in a scenario where the investment timing is delayed, the leader always achieves the 
highest payoff.  Thus, if neither firm knows which of them will be the first mover, the large 
payoffs available ensure that both firms wish to move first. This is a conclusion supported by 
Lippman & Mamer (1992), who suggest that in a research and development (R&D)‘race’, 
incumbent firms hold a distinct advantage and are more likely to win the race than the 
challenger.  Albrach (1997) even goes so far as to propose that simply being seen to be racing 
towards the position of leader creates the reputation of being an innovator, which impacts 
positively on market share.  More recently, Gottinger (2006) uses unique statistical profiling 
indicators to conclude that the incremental returns to firms that occupy the leadership position 
are higher if involved in a race that is on or near the technological frontier, rather than among 
imitators playing catch-up. Suarez & Lanzolla (2007) account for the two environmental factors 
‘pace of technology evolution’ and ‘pace of market evolution’ in their assessment of first-mover 
advantage, suggesting this is likely to be more prevalent when the pace of both environmental 
factors is smooth. 
 
Varian & Shapiro (1999) specifically examine ‘standards wars’ between similar but incompatible 
innovations competing to become an industry standard. They conclude that a successful strategy 
involves building an early lead so that positive feedback works in the firm’s favour against 
rivals.  The authors suggest that a firm needs to be aggressive at an early stage in order to build 
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an installed customer base by finding product ‘pioneers’ who are most keen to try new 
technology and to sign them up swiftly.   Lockett & Thompson (2001) support these contentions 
and claim that, in rapid innovation industries, advances in technology create many entirely new 
products with short life cycles. The structure of such industries therefore depends greatly on the 
actions of a very small number of early movers, as technical superiority is found to have the 
potential to be insufficient to challenge a dominant incumbent who enjoys significant learning 
economies and a large customer base.  
 
In contrast to the findings outlined above, several authors support the existence of second mover 
advantages in a number of similar industries.  It is suggested, for example, that large minimum 
scale investments and uncertainty about future industry demand can make pre-emptive 
investment an unattractive option (Porter & Spence, 1982).  Kim & Lee (2011) find that first 
movers are able to secure an advantage in terms of market share, except in regimes of high 
technological opportunity and low R&D appropriability.  Gandal (2001) proposes that, in the 
case of the market for internet search engines where early entrants still have an advantage, the 
‘pure brand effect’ declines over time.  The empirical model put forward in the paper estimates 
the extent to which being the first mover establishes a long run leadership position and uses a 
dummy variable to represent early entry to the market, as well as various variables reflecting the 
quality of the service and the age of the firm.  This model estimates a positive parameter for the 
dummy variable attached to the first five firms to attain market dominance, but a negative 
parameter for the variable that measures age. Gandal concludes that the only way for incumbents 
to maintain market share is continual innovation in order to stay ahead of new firms. Watanabe 
et al. (2006) examine empirically the Japanese electrical machinery industry, and conclude that 
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follower firms can succeed in positively contributing to innovation through the introduction of 
new functionality. Even though the theory in Kopel & Löffler (2008) consider a cost-saving 
technology as opposed to the introduction of a new product,  it is contended that a second mover 
is able to leapfrog the first mover and earn higher profit in the Stakelberg framework using a 
combination of technology choice and selection of internal organisation. 
 
A criticism of the literature on early mover advantages when considering findings in the context 
of the market for video games consoles is that it is assumed that the first mover advantage would 
only significant at the absolute level: the incremental stage-by-stage competition experienced in 
this particular market is overlooked.  Market leadership can change when the leaders fail to 
match the progress of aggressive newcomers (Howard & Kunkel, 1993) or where follower firms 
are able to ‘leapfrog’ rivals (Owen & Ulph, 1994).  This had been the case in the market for 
video games systems, where Microsoft and Sony’s strategy of aggressive marketing and the 
demonstration of technical superiority allowed these firms to challenge the leadership of 
incumbents Nintendo and Sega12. Varian & Shapiro (1999) support this idea, claiming that 
control over an older generation of technology does not necessarily confer the ability to dominate 
the next generation.  With the introduction of the Playstation and Playstation 2 (PS2) Sony was 
able to successfully adopt a ‘follow the leader’ policy that led them to market dominance, and 
were able to sufficiently protect their comparative advantage. There is therefore evidence to 
suggest that the first mover advantage in absolute terms, which belonged to Sega and Nintendo, 
may not be a significant factor in determining market leadership, while the role of follower may 
not in fact incur a significant disadvantage. 
                                                 
12
 Somewhat ironically, Nintendo has more recently reclaimed its position as market leader through developing 
innovative new methods of game control rather than technical superiority per se. 
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To complete the analysis of the video games market, the thesis also provides evidence of cultural 
convergence through PPP in the market for video games hardware.  Several authors have also 
proposed that technologically based industries such as video gaming can play a significant part in 
the process of cultural convergence across international borders.  In his social influence model, 
Axelrod (1997) argues that a person’s culture can fundamentally be defined in terms of a number 
of features, examples of which include beliefs, behaviour, language and technical standards.  
Within these features, any given culture can display a range of possible traits.  Axelrod’s 
simulation model assumes that cultures can interact so long as they have at least one shared 
cultural feature and that the percentage chance of interaction between two cultures increases the 
greater the number of common features that exist.  Subsequent to this interaction, traits can be 
adopted by either culture from the other, which makes further convergence more likely over a 
longer time horizon.  Axelrod cites the example of language, suggesting that a person is more 
likely to interact with someone who shares a similar language and the very act of communication 
makes patterns of speech more similar.  The same notion assumptions could also be applied to 
the use of technology. 
 
The work of Axelrod suggests that, as the result of interaction through the medium of video 
gaming, people from otherwise different cultural backgrounds can be brought together through 
the use of a common technology.  Kerr & Flynn (2003) arrive at similar conclusions, suggesting 
that industries such as video gaming and Hollywood movies (markets which are which are 
dominated by a small number of major transnational players that benefit from considerable 
economies of scale and scope in the global distribution of their product) are the ‘driving force’ 
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behind globalisation.  As a result of this integration of technology into popular culture, young 
adults are forming distinct identities based on associations with groups of likeminded 
individuals, the membership of which is likely to transcend national borders.  Even within these 
groups, there exist a variety of consumable goods that are targeted at a multitude of 
demographics, with each providing the user with a unique ‘sub cultural’ identity and an 
opportunity to bond with their peers in unique ways (Petkova, 2006). Video games consoles are 
increasingly becoming an object around which social groups can congregate and interact, with 
users gaining social pleasure from playing as a collective (Poole, 2000). As all three products 
comprising the current generation of video games consoles allow for multiplayer online gaming, 
group play is becoming an increasingly important aspect of the pursuit.  Online gaming groups 
are seen to negotiate and develop a shared way to pursue their interest, especially within the 
context of large scale action adventure games (Schott & Kambouri, 2003).  Among these groups, 
barriers such as age, gender, nationality etc. can be arbitrary, being difficult to determine with 
any certainty in an online environment (Berman & Bruckman, 2001).   
 
However, despite the contribution of video gaming to the process of international cultural 
convergence, the industry has arguably found it more difficult to pervade the shared cultural 
consciousness than movies, despite the higher earnings of the video game industry than the 
Hollywood film industry (Bolter, 2002).  In an economic sense, there is also significant 
resistance to the liberalisation of trade rules for a number of countries with respect to products 
exhibiting a strong cultural content, such as radio, television and video games.  As a result, 
diversity enhancing state measures are usually found to be incompatible with free trade 
agreements such as GATT or GATS (Hahn, 2006) and the resulting tension creates conflict with 
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state measures designed to protect cultural industries.  On the weight of this evidence, a 
convincing argument could be made that the video games market presents a greater scope for the 
study of international cultural diffusion than hamburgers (as observed in the oft-cited ‘Big Mac’ 
Index published regularly by The Economist), especially in markets where religio-social dietary 
constraints may be present.   
 
2.2: Literature relating to illicit digital entertainment markets 
 
The second major element of this thesis relates to illicit aspects of the digital entertainment 
market and in particular, the practice of illegal file sharing. The literature on file sharing via P2P 
clients has principally focused on technological aspects of the practice, with relatively little 
research attention directed to the related economic motivations and issues.  A good number of 
published studies have investigated aspects relating to lost revenue resulting from the 
substituting of illegal content from legal output on the part of some consumers.  These types of 
study have focussed on a variety of different outputs, such as music; Hui & Png (2003); Hong 
(2004); Liebowitz (2006), movies; De Vany & Walls (2007); Hennig-Thurau et al. (2007) and 
software; Cheng et al. (1997); Husted (2000); Moores (2008); Robertson (2008); Nill & Shultz 
(2009). The conclusions mostly follow a recurring theme – piracy and illegal file sharing are 
found to reduce revenue streams and/or incentives to invest in R&D and thus reduces the 
likelihood of innovation.  
 
Specifically in the context of music, studies by Zentner (2005; 2006); Michel (2006); Rob & 
Waldfogel (2006) and Liebowitz (2008) suggest that the process of file sharing is able to explain 
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a drop in music sales of anywhere between ten and twenty per cent. Rob & Waldfogel (2007) 
also show similar patterns of displacement occurring with respect to paid movie consumption as 
a result of film piracy among University students.  However, Smith & Telang (2010) challenge 
the findings of Liebowitz (2008) by suggesting the broadband penetration (the variable used in 
both papers as a proxy for illegal file sharing) has a significantly positive impact on DVD sales.  
The explanation given for this finding is that, while music piracy was already approaching 
maturity during the sample period (2000-2003), movie piracy was still in its infancy and 
generally involved the sharing of poor quality files.  In the absence of piracy, internet availability 
is suggested to increase sales through greater levels of promotion. 
 
In contrast to this weight of evidence, a controversial paper by Oberholzer-Gee & Strumpf 
(2007) suggests that illegal file sharing has had a negligible effect on legitimate music sales, with 
less than one per cent of the decline in music sales in 2002 being attributable to internet piracy. 
However, a subsequent paper by Oberholzer-Gee & Strumpf (2009) revised their opinion to 
suggest that illegal file sharing had accounted for twenty per cent of the recent drop in recorded 
music sales.  The 2009 article still claims that file sharing increases the demand for complement 
goods (such as concert tickets) and does not undermine the incentive to remain creative, which is 
suggested to vary inversely with financial incentives in certain industries. This is supported by 
the contention that since 2000, the number of recordings produced has more than doubled. 
Blackburn (2004) also indicates two opposing effects that file sharing can have upon sales of 
recorded music – the (negative) substitution effect and the (positive) reputation effect that helps 
raise the artist’s profile across a wider population.  However, this study finds that even when the 
positive effects are accounted for, the net impact on record labels is very likely to be negative, 
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suggesting a thirty per cent reduction in files available to download online would have increased 
record sales by a net ten per cent in 2003.  
 
An alternate strand of the literature on file-sharing has sought to examine the principal 
characteristics that influence the file-sharing propensity of a given individual.  Most of these 
studies tend to suggest that age (and to an extent, gender) are the most significant explanatory 
demographic factors. The MPAA (2005) indicate that the typical illegal downloader of movie 
files is a male between eighteen and twenty-four years of age, which is supported by the findings 
of a study of college students conducted by Lewer & Gerlich (2007). Hong (2007) shows that 
reduced legal consumption of digital content (due to P2P file sharing) is particularly pronounced 
within households that with children aged between six and seventeen.  Waterman et al. (2007) 
posit the likelihood of a negative relationship between household socio-economic status and the 
propensity to illegally download. Taking this evidence together there seems some support for the 
intuitive speculation of Bekker (2005), who suggests that in a future where legal and illegal 
download sources compete against one another, illegal downloads will tend to appeal to one 
market group, consisting primarily of younger users (who previously purchased CD singles) and 
legal sources appealing to an older, more mature demographic.   
 
Outside of consideration given to demographic influences, there has been a growing body of 
work seeking to understand the incentive structures faced by participants in the market for illegal 
downloads.  The need for insight into this aspect of the activity is highlighted by Banerjee et al. 
(2005) who contend that, in line with economic expectations, the level of piracy is determined by 
considerations of costs and benefits on the part of potential participants in the market for illegally 
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downloaded media content.  Sinha & Mandel (2008) have suggested that the decision to 
participate in the market for digitally downloaded content depends on positive and negative 
incentives (such as improved functionality of legal sites or incitement of fear/shame on the part 
of record companies) in addition to personal characteristics of individuals.  Negative incentives 
are found to have contrasting impacts on some consumers, who may actually increase piracy 
efforts in the face of more stringent perceived costs. Indeed, the same study suggests that the 
‘threat of embarrassment’ has little to no effect upon the willingness-to-pay for legitimate output 
and that piracy is not regarded as anything other than indulgence in the practice of a prevailing 
social norm. More recently, Chiu & Chou (2011) find that the main incentive to participate in 
illegal file sharing is the potential to save money and time, as well as to access material no longer 
available to purchase legitimately from retailers. Miyazaki et al. (2009) build on this by 
suggesting that piracy is (rationally) encouraged by the presence of factors which are perceived 
to have a limiting effect on legitimate consumption levels, such as low stock or high price.  The 
moral aspect of the practice has also been subject to particular scrutiny in the literature, with 
studies such as those by Glass & Wood (1994); Logsdon et al. (1994); Wagner & Sanders (2001) 
and Kwong et al. (2003) all seeking to test the impact of moral constraints upon participation in 
activities related to piracy. Swinyard et al. (1990) also find that the likelihood of ethical 
transgression is largely determined by the level of reward or consequences and this in turn is 
strongly influenced by moral constraints that are heterogeneous across cultural groups, as do 
Kini et al. (2004).  
 
Cross-country studies have been conducted by Andrés (2006) and Walls (2008), both of whom 
find that the significant limiting effects on piracy activity stem from the strength of judicial 
40 
 
enforcement of intellectual property rights, but that income and education levels are not efficient 
predictors of variation in the amount of illegal file sharing taking place in a given country. 
Studies by Cohen & Cornwell (1989); Hietanen et al. (2008); Lysonski & Durvasula (2008) and 
Altschuller & Benbunan-Fich (2009) have found that, despite a general awareness of the 
illegality of their actions, respondents to respective surveys are largely unconcerned by the 
negative (legal) consequences of piracy and downloading, due to perceptions that the activity is 
anonymous, hidden and resultantly is associated with a far lower probability of detection.  By 
using a survey of university students, La Roche et al. (2011) show that efforts on the part of the 
music industry to deter piracy through law suits have been ineffective and insufficient to 
eliminate illegal file sharing. The study calls for a revision to the pricing policy, as well as a 
voluntary licensing system for digital downloads. 
 
In the light of evidence that there is an extremely low perceived probability of detection, some 
observers now consider that illegal file-sharing typifies the prevailing social norm. De Poorter et 
al. (2005) consider that these norms have emerged as a consequence of technological change and 
in opposition to existing copyright law. Further, they suggest that enhanced enforcement effort is 
likely to induce further disobedience against conventional copyright regimes. The notion that 
attitudes and subjective norms guide individual behaviour has been articulated by many 
researchers over the course of the twentieth century.  A popular modern conceptualization of 
such thinking may be found in Fishbein & Azjen (1975) and Fishbein (1980). Pryor et al. (2008) 
empirically explores illegal downloading using a sample of households in the US state of 
Montana.  Perhaps largely for expositional clarity, they characterise the guiding theoretical 
literature in dichotomous terms, setting rational choice against the theory of reasoned action.  
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Their results find support for both lines of thinking. There are several studies which have 
integrated the presence of social customs and norms in formal economic analysis, building on the 
pioneering work of Akerlof (1980), examples being Givon et al. (1995); Seale et al. (1998); 
Gervais (2003); Lau (2003); Strahilevitz (2003); Limayem (2004); Neri (2005) and Morton & 
Koufteros (2008).  Each of these concludes that digital piracy represents a social norm for many 
users, which in turn influences piracy behavior.   
 
After providing a broad overview of the key arguments and evidence appearing in the academic 
literature relating to illegal file sharing and the video games market, subsequent chapters begin a 
detailed analysis of the latter.  Chapter 3 identifies key aspects of the activity from the 
perspective of leisure economics, as well as beginning to outline relevant considerations of the 
demand and supply sides of the market that form the basis of subsequent analysis presented in 
subsequent chapters of this thesis. 
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Chapter 3: The economics of video gaming 
 
3.1: A brief history of video gaming 
 
The video games market has undergone a period of considerable evolution since its origin in the 
1970’s.  Whilst initially perceived as a market solely geared towards children, the medium of 
video gaming has since developed into a major part of popular culture.  According to a 1998 
survey by the Interactive Digital Software Association (IDSA), the average age of a video games 
player is twenty-one, while sixty-three per cent are over eighteen and twenty-nine per cent are 
over the age of thirty-six.  The European Leisure and Software Protection Association (2001) 
suggest that the video game market grosses over sixty per cent more than total cinema box office 
receipts and eighty per cent more than video and DVD rentals in the UK.   
 
The introduction of the video game can be traced back as far as the turn of the 20th Century.  The 
alteration of the popular billiards game ‘Bagatelle’ through the removal of cue sticks and the 
addition of a plunger created the game known today as Pinball.  In the more conventional 
electronic sense, video gaming began with the release of the game ‘Pong’ by Atari in 1972.  The 
game was so popular that by the middle of 1974, computerised Ping Pong machines were in 
every bar and bowling alley across the United States (Kent, 2001).  In terms of video gaming in 
the home, the real stepping-stone that created the home console industry of today came about in 
1975, when Atari released a home version of Pong that connected to a conventional television 
set. The success of Pong provoked a number of competitors; seventy-five companies launched 
home television tennis games in 1976 (Herman, 1994)
43 
 
Instrument, who released a video games console called the ‘Channel F’ with additional plug in 
games called ‘video-carts’.  This was followed by the 1977 release of a home console called the 
VCS (Video Computer System), which involved consumers being able to vary the game that was 
played through a system of interchangeable cartridges.  This is a feature which has largely 
endured to this day, albeit with an eventual evolution from software stored on cartridges to 
optical disc.  Growth in the fledgling industry continued unabated in these early years, cemented 
by the release of ‘Space Invaders’ in arcades during 1978.  The game was so successful in Japan 
that it caused a national coin shortage, and additionally met with resounding success in both the 
US and Europe.  Early in 1979, Taito licensed Space Invaders to Atari for release as a cartridge 
for the VCS, which represented the first instance of an arcade game being licensed directly for 
use on a home machine.  By 1980, other firms attempted to establish themselves as major players 
in the market for home video games, such as Coleco and Mattel with the ‘Telstar Arcade’ and 
‘Intellivision’ respectively.  This was the first incarnation of what was to become known as the 
‘console wars’, where multiple firms competed fiercely against one another for market 
dominance (Poole, 2000).  However, at this early stage, no clear market leader emerged. Indeed, 
in an effort to win market share from their opponents, each released such a large number of 
games, gadgets and peripherals that it ultimately led to market saturation and collapse due to 
widespread consumer confusion over the huge array of products on offer; most being of poor 
quality.   
 
This was to change in the early 1980s, Nintendo (a Japanese firm established 100 years earlier as 
a playing card manufacturer) attempted to fill the void through the expansion of its activities into 
toys and electronic games.  After enjoying huge success with the release of their ‘Donkey Kong’ 
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game in arcades, the company capitalised on their newfound reputation by introducing a 
cartridge based home console to the market in 1983.  The machine was known as the Famicom 
(or Family Computer) in Japan, but was renamed as the NES elsewhere in the world.  This 
particular console was technically more sophisticated than any previous home entertainment 
system, notably due to its ability to produce more colours and better quality visual effects than 
any previously available machine.  The machine also had more installed RAM so that it could 
address more pixels on screen at any one time.  However, the most radical departure from any 
previous console came in the form of its joypad interface system.  The controller utilised what 
has become known as a d-pad, shaped like a cross that could be operated with the gamer’s left 
thumb.  The company’s strict quality control policy (the Nintendo ‘seal of quality’), combined 
with the conversion of the ‘Super Mario Brothers’ game onto a NES cartridge ensured its 
success.  This product defined the difference between older systems and games that could be 
played on Nintendo cartridges.  Although the home version of Super Mario Brothers was not 
identical to the arcade game, it was an extremely close approximation.   
 
Around the same time, another Japanese firm by the name of Sega released a console known as 
the Master System.  In Japan, the machine was released nearly two-and-a-half years after the 
NES.  By this time, Nintendo already controlled over ninety per cent of the market (Kent, 2001) 
and so, as a result, the Master System did not perform spectacularly in terms of unit sales.  In the 
United States, however, Nintendo had not been able to create such an insurmountable advantage, 
and Sega was able to compete with Nintendo for market dominance.  Ultimately, however, their 
attempts to usurp Nintendo’s leadership position failed.  Chief amongst the reasons for this 
failure was Nintendo’s strategy of erecting barriers to entry, an example being the exploitation of 
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their relationship with the company ‘Worlds of Wonder’ that held sway over important retailers 
such as Toys ‘R’ Us.  This collusive behaviour meant that Nintendo had access to many retail 
outlets that Sega did not.  As a result, there can be little doubt that Nintendo were the victors of 
the first wave of the modern console wars, and one cannot ignore the possibility that this success 
may have come about as a result of the position held by each of the respective firms in the order 
of entry. 
 
In an attempt to challenge Nintendo’s worldwide dominance, Sega developed a successor to the 
Master System in 1989.  Known as the Mega Drive (or ‘Genesis’ in the US), the console was 
technically far in advance of the NES, and comparable to many arcade games of the time in 
terms of quality and graphical capabilities.  Upon its release, Sega established the character 
‘Sonic the Hedgehog’, who was an immediate hit with consumers.  Sega also adopted an 
aggressive marketing campaign based on its technical superiority to the NES. Many who had 
been waiting to buy Nintendo’s next generation of hardware instead bought Sega’s machine 
based on the strength of the Sonic game.  As Sega began to siphon a substantial number of 
consumers away from Nintendo, the incumbent responded by releasing a new console in 
November 1990, known as the SNES in the West.  Technically, the SNES was an improvement 
over the Mega Drive and was released with the critically acclaimed game ‘Super Mario World’.  
In the early days of this battle between formats, Sega held an advantage.  Nintendo had a limited 
selection of titles for its fledgling console, whereas Sega had a library of over five-hundred 
games.  Nintendo also set a high price point and did not invest the same amount in marketing.  
At the end of 1991, according to NPD, Sega held fifty-five per cent of the market, while 
Nintendo controlled the remaining forty-five per cent.  However, the release of the game ‘Street 
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Fighter II’ for the SNES by Capcom started to turn things around and served as a clear indicator 
that software quality plays a significant role in the eventual success of a hardware platform.  This 
is perhaps the most difficult iteration of the console wars from which to decide a clear winner.  
However, as Figure 3.1 shows, the persistent and superior quality of Nintendo’s software 
eventually allowed them to overturn Sega’s early lead, and they ultimately emerged as the victor. 
 
Figure 3.1: The console wars (1989-1994) 
 
Source: vgchartz.com (2011) 
 
Sega and Nintendo continued this battle by releasing a further wave of new products. Sega was 
again first to enter the next generation of console wars with the ‘Saturn’, which was the first of 
its consoles to read software from optical discs. Released in Japan in 1994, the console initially 
sold well thanks to its impressive technical capabilities and strong launch title in ‘Virtua 
Fighter’. The competing ‘Nintendo 64’ subsequently launched in June 1996.  The console was 
64-bit (twice that of the Saturn), and so the quality of graphics that could be produced was 
superior to any other hardware platform of the generation.  Despite the disadvantages of a system 
based on cartridges, rather than the emerging industry standard of CDs, the system was 
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moderately successful due once again to the high quality of Nintendo software.  What the two 
companies failed to account for was the potential for a new entrant to make a decisive impact on 
what had essentially up until that time been a duopoly.  Sony, who had originally attempted to 
work with Nintendo to develop a CD drive add-on to the SNES, continued to develop the project 
independently and released the Playstation console in 1995.  This product was the undisputed 
victor of this round of the console wars and it is no understatement to suggest revolutionised the 
video game market in the same way Nintendo had with its NES over ten years before.  The 
Playstation was an attractive platform for developers due to the relatively cheap and easy 
development of software, which led to a large catalogue of available titles for the machine.  In 
addition, Sony’s strategy was geared towards aggressive marketing that helped the console 
achieve iconic status in the field of consumer electronics.  The Playstation held particular 
credibility within the nightclubbing culture and was the first home console to achieve 
mainstream acceptance in a more adult orientated segment of the market. Relative unit sales 
performance is shown in Figure 3.2, below.  The Sony Playstation was the clear winner, selling 
over one-hundred million units worldwide over the course of its lifespan. 
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Figure 3.2: The console wars (1994-1998) 
 
Source: vgchartz.com (2011) 
 
Next to the success enjoyed by Sony (and to a lesser extent Nintendo) in the previous hardware 
generation, it appeared that the Sega Saturn had been somewhat of a failure. However, perhaps 
surprisingly, Sega was quick to re-enter the market with a new offering. The company released a 
successor 128-bit console known as the ‘Dreamcast’ in 1999, hoping that the product would re-
establish their position in the market.  Perhaps it is no coincidencethat in this and two other 
generations of hardware, Sega was the first mover, indicating a very deliberate strategy to claim 
what is perceived to be an advantageous position in the order of entry.  As a result, there was 
significant pressure on Sega to capitalise by increasing the installed base of both consoles and 
games before rivals would have a chance to respond.  However, when the company experienced 
manufacturing problems soon after launch, this crucial factor was not fully exploited.  Therefore, 
after a respectable launch in the US, the console took a dip in sales that continued throughout 
most of its life, and Sega eventually decided to pull out of the console race indefinitely in 2001.  
In contrast to the failure of Sega, Sony sought to capitalise on their position with the release of 
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the PS2.  The Playstation brand had quickly developed into a market phenomenon and the sales 
of the PS2 were massively in advance of any of its competition within that generation.  The PS2 
was a 128-bit console that utilised DVDs with a storage capacity of eight gigabytes (GB) on a 
standard disc, more than twelve times that of a CD.  The console also had the advantage of 
Sony’s massive installed customer base, market recognition and advertising clout.  Released in 
2000, the console sold extremely well thanks to a line-up of games such as ‘Grand Theft Auto 3’.   
 
Following Sony’s move, American giant Microsoft announced that it would be entering the 
video games console market in the week of the Japanese release of the PS2.  Unlike consoles 
manufactured in Japan, the X-Box was based on PC architecture, and included such innovative 
features as a hard-drive, use of Microsoft ‘Direct X’ technology and broadband connectivity.  
The hardware specifications were in excess of any other console of the generation, and could 
host direct ports of popular PC games with high spec requirements, whilst still being affordable 
to consumers in the home console market.  The X-Box also placed a greater emphasis on online 
play, with its innovative XBL service.  It seems that Microsoft’s strategy was very much focused 
on achieving technical superiority over their rivals, and to exploit the unique PC based 
architecture of the hardware to provide consumers with a media centre in their living room.  The 
final entrant to this round of the console wars was the Nintendo Gamecube.  The 128-bit 
machine was Nintendo’s first to utilise discs instead of cartridges, albeit in miniature form to 
combat piracy.  While Microsoft and Sony were clearly aiming their product toward a more 
mature audience, Nintendo took a different approach and designed the machine to appeal to a 
wider age group, at the expense of some credibility amongst hard-core consumers.  However, the 
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high quality of Nintendo software (based on popular franchises such as Mario and Zelda) 
ensured a respectable cult following for the console.   
 
During the initial phases of the battle in 2002, The X-Box and Gamecube had each sold fewer 
than seven million units worldwide, whereas the PS2 had sold over forty million units as of the 
same date (Pham, 2002).  The PS2 went on to sell over one-hundred million units by 2005 and 
became the first console in history to sell over fifty million units in North America by 2008 
(SCEA, 2009), thus making the PS2 undisputed victor of the round.  Capitalising on the strong 
position of its predecessor and comparatively early entry into the market, the success enjoyed by 
the machine was massively in advance of any competitors.  More closely fought was the battle 
for second place between Nintendo and Microsoft.  In Japan, Microsoft clearly struggled to 
penetrate a market that had traditionally been controlled by Japanese firms, while its Western 
attitude to games design and marketing did not help to promote the console’s unit sales.  
However, in the rest of the world (especially the US), the X-Box pulled ahead of the Gamecube.  
These trends are illustrated in Figure 3.3, which shows the ultimate worldwide market share held 
by each of the principal three hardware manufacturers during this phase of the console wars. 
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Figure 3.3: The console wars (1998-2005) 
 
Source: vgchartz.com (2011) 
 
The market, as it currently stands, consists of three market participants competing once more to 
establish the dominant technical standard in home video gaming: namely Sony, Nintendo and 
Microsoft.  The current hardware generation began during 2005/06, with the resulting peak of 
sales in 2009/10.  The Microsoft ‘X-Box 360’ was the first console to reach the market, 
achieving the position as first mover in this generation of hardware by some clear margin.  
Currently available consoles, such as the Microsoft ‘X-Box 360’, the Nintendo ‘Wii’ and the 
Sony ‘PS3’, have brought new innovations to the market in the form of high definition graphics, 
motion sensitive controllers, wireless connectivity and seamless integration of internet and 
multimedia features into the field of video gaming (the PS3, for example, contains a Blu-Ray 
drive that also allows for the playback of high definition movies). 
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It would appear that market share has been distributed far more evenly between manufacturers in 
this generation than in any previous iteration of the console wars.  In particular, Nintendo’s 
resurgence from a relatively precarious position seems to have hinged upon the introduction of a 
highly innovative control system and a sleek, fashionable design which appeals to a much wider 
demographic of gamers.  By contrast, the PS3 initially met with criticism due to a high price 
point at launch and the lack of sufficient volume of high quality software.  In a broader sense, the 
current struggle also affords the scope for video gaming to have a significant impact on the wider 
entertainment market, as consumer entertainment products such as PCs, consoles and DVD 
players move towards unification.   Indeed, the triumph of Blu-Ray over HD-DVD as the 
dominant technical standard for high definition video playback may have been, at least in part, 
linked to the inclusion of a Blu-Ray player within the PS3.  This (somewhat costly) tactic saw 
the adoption of the console in thousands of homes and delivered a major blow to the possibility 
of victory for HD-DVD in the battle to establish a dominant format (see Fong et al. (2008) for a 
detailed discussion).  The current market share for each of the three market participants can be 
found in Figure 3.4, below. 
 
53 
 
Figure 3.4: The console wars (2005-2012) 
 
Source: vgchartz.com (2011) 
 
Alongside the battle between home console formats has emerged a separate battle between 
manufacturers in the market for handheld video games consoles.  The generational cycle appears 
to shift less regularly for these hardware platforms, with the first round occurring around 1990 
and very little change (other than revised iterations of the same hardware) observed for over a 
decade. In 2001, the Gameboy Advance (GBA) essentially enjoyed zero competition for a short 
period, before being superseded by the Nintendo DS and PSP within just three years.  Table 3.5 
clearly shows Nintendo has dominated this particular market over the last twenty years with 
three highly successful platforms.  In the context of the relatively short lifespan of the GBA, its 
lifetime sales of just over 80 million units are extremely impressive.  The other obvious trend is 
how many unit sales over this period have been recorded for handheld consoles compared to 
their statically-based cousins.  Sales for the Gameboy and NDS have vastly surpassed the one-
hundred million unit mark, a feat which can only be matched by the PS2 in the traditional 
console market. The obvious sales success of handheld consoles over the last twenty years bodes 
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well for the future of gaming, which seems to be increasingly moving towards catering to large 
numbers casual gamers via mobile phones and other portable platforms, such as tablet PCs. 
 
Figure 3.5: The handheld console wars (1989 – 2012) 
 
Source: vgchartz.com (2011) 
 
The evidence above clearly suggests that the progression of technology in the video games 
market has tended to evolve in a series of distinct and iterative stages.  Companies that produce 
hardware will typically release a single product or console to the market at any given time (and 
possibly one complementary product in the form of a handheld device).  Each company will also 
licence the right to produce games for their particular console to third party games developers.  A 
small volume of software titles account for a large majority of sales: three per cent of PlayStation 
2, Xbox, and GameCube games released in 2004 accounted for thirty per cent of combined 
revenues for these three respective firms during that year (Nesbitt, 2004).  At roughly the same 
stage in the product life-cycle, all hardware manufacturers tend to announce development and 
produce a ‘next-generation’ device that will eventually supersede the current offering and render 
past models technically redundant.  Each of these cycles has historically lasted for around five – 
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six years, with each subsequent generation of console typically being technically superior to the 
last, while substitutable with other competing products from rival firms.  Due to the degree of 
substitutability and comparability that exists between rival consoles and the limited opportunities 
available to redress any technical imbalance within a given hardware generation, there has 
previously existed a clear incentive for firms to meet or exceed the technical characteristics of 
rivals.  However, the strategy adopted in the latest phase of the console wars by Nintendo has 
turned this paradigm on its head.  In their most recent console iteration, the company has forgone 
the usual focus on graphical capabilities to concentrate on unique methods of motion sensitive 
character control and interaction.  Thus, the Wii has established a competitive advantage over its 
rivals via an alternative means than simply the ability to render more impressive graphical 
images. Instead, the Wii has attempted to engage a wider audience in terms of age and gender 
than is typically associated with home video gaming.  This strategy has met with considerable 
success, with the console taking a clear lead over equivalent offerings from Microsoft and Sony 
in this hardware generation.   
 
3.2: Producers and the supply side 
 
The video games industry is steadily developing into one of the more prominent global 
entertainment sectors.  Global revenue streams from the video gaming industry have followed a 
strong upward trend over the last few years.  Table 3.1 (below) contains data from market 
research group IDATE relating to the projected size of the video games market globally between 
2010 and 2014.  As the table clearly shows, the value of the industry is predicted to increase 
incrementally every year over this period, although revenue from console gaming is predicted to 
plateau as hardware models of the current generation reach maturity.  A similar trend has been 
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observed and is predicted for both handheld and traditional computer games.  The real drive in 
the growth of industry value is suggested to derive from the take up of mobile (e.g. video games 
played on mobile phones, PDAs etc.) and online PC gaming.  This gives an indication of where 
the impetus for market growth is likely to come from, at least until the next generation of console 
hardware is released around 2013.  The combination of high development costs, as well as a 
clear demonstration by Nintendo that superior graphics are no longer a requisite for success, 
suggests that manufacturers will be looking to introduce new and innovative methods of 
interacting with existing platforms as opposed to rushing towards the next iteration of hardware 
development per se. For example Kazuo Hirai, chief executive of Sony Computer Entertainment, 
indicated in a 2008 interview published by Reuters that the PS3 had been designed with a ten 
year lifespan in mind.   
 
Table 3.1: The value of the global video games market (€m) 
 2010 2011 2012 2013 2014 
Mobile Games 5,930.1 7,449.1 8,801.1 9,992.5 11,040.1 
Offline Computer Games 2,766.7 2,643.7 2,446.4 2,177.3 1,835.8 
Online Computer Games  7,329.0 8,801.4 10,715.2 12,269.1 13,638.2 
Home Console Games 16,506.7 15,386.3 15,172.6 17,263.8 18,848.1 
Handheld Console Games 5,431.9 5,994.4 6,447.9 6,777.1 6,953.9 
Total 37,964.5 40,274.9 43,583.2 48,479.8 52,316.0 
Growth Rate 8.4% 6.1% 8.2% 11.2% 7.9% 
Source: IDATE Report (September 2010) 
 
Considerable insight into the economics of the video gaming industry can be derived from   
Industrial Organisation (IO) theory particularly with regard to the presence of network 
externalities in small numbers competition.  Network externalities imply increased utility derived 
from the adoption of the same hardware platform by other consumers, specifically in this case in 
terms of the ability of gamers to discuss, borrow and trade software.  Additionally, in the age of 
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the internet, similar utility enhancement is also derived from a vibrant and widespread online 
gaming community with respect to each console. The presence of network externalities in so 
called standards wars, a market contest between substitutable yet incompatible technical 
standards, means that there is a significant incentive to quickly achieve a dominant market share, 
even if the initial push to establish the prevailing technical standard results in short term loss. 
Shankar & Bayus (2003) point out the importance of network externalities in achieving victory 
in the battle between Sega and Nintendo. 
Theory suggests that there is likely to be a significant first mover advantage in the market for 
home video games consoles, as once an incumbent has established an installed user base, new 
entrants face considerable entry barriers that become increasingly severe the greater the take-up 
rate. This is compounded through the analysis of the decision making process at the margin on 
the part of the consumer. Once an individual has purchased a particular hardware model at a cost 
of Ph, the marginal cost of purchasing a piece of software for that machine is Ps, whereas the cost 
of purchasing software for any other model is Ph+Ps (Mueller, 1997). The presence of a first 
mover advantage in the market for video games consoles is formally tested in Chapter 7 of this 
thesis. 
If there are indeed significant advantages to be derived from the rapid development of a large 
market share for a particular console, the question persists as to why PC games tend to sell fewer 
units at retail than console games (see Table 3.1, above) considering that such a large number of 
households have access to this type of hardware, with the PC having the largest (potential) 
installed base of any gaming platform.  The key contributing factor here is the issue of cost.  A 
PC has to be of a reasonably high technical specification to run the latest games and this is 
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associated with relatively specific configurations of expensive up-to-date components.  These 
components require updating on a regular basis if the gamer is to be able to continue to be able to 
play newer titles.  This is in stark against the video game console, which is designed with a 
longer lifespan and can be purchased for a fraction of the cost of a high-spec PC, often due to an 
effective subsidization on the part of the hardware manufacturers through the sale of their 
hardware at below cost. Although one might assume that PC gamers would be able to enjoy 
better quality gaming as a result of the effort and expense required to maintain a gaming set-up, 
an increasing number of software companies have taken to the practice of releasing identical 
games (with the same features and very similar graphics) across platforms to increase the 
efficiency of development expenditures.  For example, Microsoft releases its own games both on 
PC (under the banner ‘games for Windows’) and also for the X-Box 360.  Thus, the range and 
quality of games available for console and PC is converging, calling into question the rationality 
of investing large amounts into maintaining a PC at a suitable spec for gaming, when the benefit 
derived over and above the purchase of a much cheaper home console is negligible. 
One means by which the establishment of a dominant technical standard can be achieved other 
than through strategic entry is through the provision of a strong line-up of software – so called 
‘killer apps’ that define a console and encourage the consumer to buy the necessary hardware 
just to play the game. Early and visible evidence of extensive sunk expenditures on software 
development by hardware manufacturers can resultantly encourage consumers to sign up to a 
particular model in the period immediately following its release.  Additionally, one of the most 
effective means by which killer apps can be secured is for hardware manufacturers to sign 
exclusivity deals with software developers whereby they will only release games on a particular 
platform (this is discussed at length in a paper by Katz & Shapiro, 1994).  This was a strategy 
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that at one time benefited Nintendo in their rivalry with Sega and yet also worked against them 
when key partner Squaresoft switched platforms to support the original Sony Playstation.  This 
tactic continues to be evident in the modern era, with Microsoft notably agreeing a deal worth 
$25m in order to secure exclusivity of the latest Grand Theft Auto IV add-on for their console.  
The ability to attract a good quantity of quality third-party software to a particular brand of 
hardware is suggested to be of key importance in a paper by Rochet & Tirole (2003), who state 
that an effective means to deliver this is to use the console as a loss-leader to install a wider 
customer base that will encourage software development.  Manufacturers generate returns based 
on royalties earned on each unit of software sold; a tactic that Microsoft has employed 
successfully with the original X-Box.  Another key element to attracting software developers is 
the minimisation of barriers to games development, such as cost and complexity, which is a 
much cited reason as to why the original Sony Playstation met with such success.  Finally, in-
house game development of sufficient quality can help kick-start demand for a console, which in 
turn attracts the interest of third-party software developers.  This is a strategy that has been 
employed successfully in the past by Nintendo, who are renowned for their highly recognisable 
franchises and the rich quality and depth of their game-play experience. 
 
3.3: Consumers and the demand side 
Historically perceived as a leisure activity appropriate only for children and teens, it is ironic that 
the present status of the video games industry has mainly arisen due to a shift in demographics.  
Video games are now largely targeted at the disposable income of adults – according to the US-
based Entertainment Software Association (ESA), the average age of the most frequent game 
purchaser in the US is now thirty-nine.  With the intention of better understanding the incentives 
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to game, this section outlines a model framework which is similar to that presented in 
Castronova (2003).  It is assumed that video gamers (like any other economic agent) strive to 
maximize their total utility.  The individual decides how to allocate an amount of their scarce 
resource, time (T) to playing video games (V), which have a price (p) and earns the gamer some 
satisfaction (S), where:   
),( MCfS =  (1) 
Equation (1) suggests that satisfaction derived from the game-play experience is a feature of the 
challenge offered (C) and the level of immersion which satisfies the need for fantasy (M). The 
exact functional form of Equation (1) will differ from one consumer to another in accordance 
with their unique preferences.  However, it is suggested below that these ‘constraints’ could 
potentially impact upon utility at the margin in either a positive or a negative fashion, depending 
on their value in absolute terms. 
The other obvious competing use of the individual’s scarce time is undertaking paid work (L) 
which earns an hourly wage of (w).  The consumer’s income (Y) is a function of time spent 
working, such that: 
wLY =  (2) 
A final choice variable is time spent at leisure in a non-gaming capacity (Z), where Z essentially 
represents all available time not spent at work or gaming, such that: 
LVTZ −−=  (3) 
The log-linear utility function becomes: 
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)ln()ln()ln(),,( LVTdpVwLyVSZYHU −−+−+=  (4) 
The individual seeks to maximise the value of U given the choice of leisure and gaming time.  
As expected, increased wages can potentially have both an income and substitution effect, 
meaning those on high hourly wages can afford to purchase more normal goods (which is 
assumed to be a characteristic of leisure time including video gaming), while those on low wages 
are incentivised into spending more time gaming at the margin due to the lower opportunity cost 
of allocating their time in such a way.  Individuals with hourly wages closer to the average will 
be those most likely to make sacrifices to their game-playing time in order to spend more time at 
work as the hourly wage rises, generating a ‘u’ shaped Engel curve for video gaming.   
The impact of price and income upon demand for video gaming has been studied by Dickerson 
& Gentry (1983) who showed that as early adoption is associated with very high incomes, 
gaming hardware is resultantly best regarded as a luxury good.  However, with real incomes 
rising and the cost of producing technologically-based hardware falling since that time, this 
contention is unlikely to hold in the present, where video games consoles are more likely to be 
considered a normal good.  In terms of the price elasticity of demand for these goods, Clements 
& Ohashi (2005) demonstrated that US demand for video gaming hardware is initially elastic 
with respect to price, but much less elastic with respect to software variety. The estimates of 
price elasticity for hardware offered in the above paper are derived from US console retail prices 
along with two instruments designed to control for endogeneity of price: the one-year-lagged 
monthly exchange rate between the Japanese Yen and the US dollar and console retail prices in 
Japan (introduced to account for cost shocks and quality perceptions in the Japanese Market as 
opposed to the US).  The estimations come out at an average of -1.07, with the elasticity in the 
first year being -1.92 and decreasing to -0.52 after the console had been available for a period of 
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seven years. Nair (2007) also attempts to estimate the price elasticity of demand over the life-
cycleof gaming software, showing estimated values ranging between -3.29 and -1.27 for the most 
and least price elastic titles respectively.  This paper also suggests that both prices and quantities 
of software sales start high due to strong initial levels of demand, but that these diminish over 
time as titles are superseded by newer games.  This somewhat calls into question the skimming 
strategy typically exercised by hardware manufacturers, whereby the initial price being charged 
is relatively high in the period immediately following launch and is then lowered over the course 
of the product life-cyle.  This practice is sometimes quite dramatic, as when it launched in 2006, 
Sony’s PS3 was sold at a recommended retail price (RRP) of $499 for the ‘basic’ model and 
$599 for the ‘deluxe’ model, whereas the 2012 RRPs are $249 and $299 respectively.  
 
A strong argument can be made that there are enormous benefits to be derived from establishing 
a high volume of installed users early in the product lifecycle, which combined with the high 
early price elasticity of demand would create a case for lowering the launch price.  However, it 
should be noted that the manufacturing costs per unit are very high in the periods surrounding 
release, which limits the extent to which firms can pursue a strategy of low price and high 
volume of sales (according to research group iSuppli, the PS3 was suggested to have cost Sony 
$840 per unit to manufacture in 2006, which would have led to them making a loss on each unit 
sold of between $250 and $350 on each unit sold).  This may be a principal reason why Nintendo 
has been more successful this hardware generation, thanks to the relatively low technical 
standard and price point of their Wii console.  Nintendo have instead elected to focus upon 
innovative control and software design to compensate for inferior technical specification.  
Additionally, cross price elasticities of demand are found to be very low, illustrating that specific 
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video game titles are generally poor substitutes for one another. Finally on this issue, a paper by 
Crandall & Sidak (2006) explores goods that are complementary to video gaming.  For example, 
the development of more advanced PC processors are considered to be goods which are 
complementary in consumption to video games, as one of the driving forces behind shifts in the 
technological frontier for personal computers is the extreme demands of cutting edge games.  
Other elements, such as enhancements to internet bandwidth and the development of gaming 
peripherals such as the joystick are also amongst potential complements. 
 
Consumers of video games around the world are generally divided into three main geographic 
territories: the US, Japan and Europe, with the remainder tending to be recorded as ‘Rest of 
World’ (RoW). Historically, many of the current leaders in the market for home video games 
machines, such as Sony, Nintendo and Sega, have been Japanese firms. As a result, console 
games have often tended to be more Eastern in their style and approach than their counterparts 
on, say, the home PC. The US is also an enormous market for obvious reasons and ranks highly 
in the priority of video games companies.  The Entertainment Software Association (ESA) 
maintains some interesting statistics about the state of the video gaming industry in the US.  For 
example, it is suggested that sixty-eight per cent of US households play computer or video games 
and that the average player has been gaming for a period of twelve years.  They also suggest that 
video gaming has become a more popular pursuit amongst older gamers, with twenty-five per 
cent of Americans over the age of fifty playing video games, which represents around a ten per 
cent increase from a decade ago.  Europe, conversely, seems to attract less attention than its size 
and potential value as a territory would suggest, with relatively little representation amongst 
hardware and software developers.  The need for extensive localisation of software (i.e. games 
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have to be translated into numerous languages before release across Europe, whereas the US and 
Japan only require a single language version of any game released) means that there is often 
significant delay in the release of games in Europe compared to other territories.  This delay can 
be compounded by the seasonal pattern of video games sales, where top titles are often held back 
until the winter to avoid the launch being lost in the summer months where demand for video 
gaming is usually to observed to be lower (the exact timing of which, of course, differing by 
global region). 
 
US gamers are generally assumed to express a general preference for sports and action games, 
whereas Japanese gamers tend to express a taste for role-playing games (RPGs) and those with a 
fantasy content.  A study by Ngai (2005) found some evidence to support this, noting that four of 
the ten top-selling US games in 2004 (accounting for fifteen per cent of total game sales that 
year) were sports titles, while a broadly equivalent level of sales in Japan were observed in 
relation to RPG or fantasy games.  There is an asymmetry in terms of how games with a slant 
towards either a Western or Eastern philosophy are received outside of their home territories – 
Japanese style games tend to be accepted much more readily in the West than the reverse.  A 
good example of this would be the first-person shooter (FPS) ‘Halo 3’ for Microsoft’s X-Box 
360, which was among the top selling games of 2007 in the US, but didn’t make it into the top 
one-hundred games in Japan for that year.  This may be due to differing perceptions concerning 
the appropriateness of content and disparities with respect to the morality expressed in Eastern 
and Western video games.   
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In terms of gaming preferences by gender, video gaming is stereotypically perceived to be a male 
pursuit, with an early paper by Braun & Giroux (1989) suggesting that video game culture is 
strongly masculine and violent.  Games tend to contain aggressive themes, male voices and male 
figures on the screen at any given point (Durkin, 1995). The literature up until the mid-1990s is 
fairly consistent in relation to this point (see articles by Funk &Buchman (1996), Griffiths (1997) 
and Phillips et al. (1995) for examples). Typically, women have been observed in video games as 
objects or goals for males to work towards, rather than being genuine protagonists within the 
game in their own right (see Funk, 2001 and Heintz-Knowles et al. 2001 for more on this).  
Lucas & Sherry (2004) conducted a study to investigate gender differences in gaming.  In a 
survey of young adults, female respondents suggest a reduced frequency of play time, less 
motivation to play video games in social situations and a preference for software titles that were 
less competitive in nature and involved a lower incidence of 3D rotation.  
 
However, there is evidence to suggest that the strong gender bias historically evident in video 
gaming is changing.  The ESA (2009) state that forty per cent of American video game players 
are women and that adult females represent a larger portion of the video game playing 
population than males under the age of eighteen (thirty-four per cent against eighteen per cent 
respectively).  The re-balancing of the demographic landscape (especially in terms of gender and 
race) of video gaming players is at least partially being driven by the ability of gamers to play 
against one another online (Griffiths et al., 2003). This situation represents a distinct evolution 
from earlier periods where games were primarily played in amusement arcades.  While this 
afforded some opportunity for interaction between players, online video gaming allows for a 
much more integrated social and co-operative element to game play that would not really be 
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possible in arcades.  The online revolution and the shift to home gaming have also eliminated 
barriers to entry for some market participants, especially women (Herz, 1997).  Hobler (2007) 
contends that more women are now playing video games and that so-called ‘hardcore’ female 
players are beginning to embrace male oriented titles, although it is contended that the 
motivation for such action is not one of rebellion, but instead a desire to experience the social 
and interactive aspects of game play.  However, the above study continues to identify problems 
in terms of the willingness of gaming culture to accept female players as being equal in terms of 
skill or contribution compared with their male counterparts.  
 
In a broader social context, the practice of video gaming as a leisure pursuit is argued by some to 
contribute to the so-called decline of civic society in the West (Putnam, 1995; 1996).  Video 
gaming in its infancy was perceived to rest in the domain of the solitary gamer and gave birth to 
the enduring perception of socially inept individuals, hunched over joysticks while festering in 
their bedrooms.  With technological progress and the advance of the medium towards cultural 
maturity and mainstream acceptance, this image is increasingly becoming dispelled.  The 
proliferation of social networking sites such as Facebook demonstrate that social interaction can 
be a central part of leisure activity centred on technology.  Within the medium of video gaming 
itself, the market has moved in recent years to embrace more socially inclusive concepts that 
break from the traditional mould of the video game.  The leaders in this revolution have been 
Nintendo, who have enjoyed huge success with their NDS and Wii consoles as a result of 
encouraging multiplayer gaming within the family and other social groups, as well as pushing 
previously unheard-of concepts to the gaming fore, such as ‘Brain Training’ (a series of logic 
puzzles and mental exercises designed to develop and maintain mental acuity) on the NDS and 
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‘Wii Fit’ (a motion sensitive exercise and fitness program) on the Wii console.  These games that 
focus on education and lifestyle improvement have widespread appeal due to their user friendly 
control systems, such as the use of touch screen and motion sensing technology and create far 
lower barriers to entry than the traditional gaming joypad.   
 
3.4: Video game genres 
 
In the modern era, there exists such a range of game manufacturers and sophistication of 
technology that a potentially infinite variation in content is possible.  However, over the course 
of the development of the industry, certain distinct genres of games have become identifiable.  
The exact names and definitions given to these genres varies by source, but it is possible to 
extract certain common elements to most sets of definitions that allow the categorisation of most 
video games according to the type of game play experience offered. Table 3.2 (below) introduces 
a fairly concise summary of the different types of video game available. 
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Table 3.2: Video game genres 
Genre Example Titles Approx. US Sales (2007) 
Action Legend of Zelda, Street Fighter 77 million units 
Shoot’em Ups (inc. FPS) Halo, Half Life, Contra Spirits 85 million units 
RPG (inc. MMORPG) World of Warcraft, Baldur’s Gate, Netherwinter Nights 69 million units 
Driving Mario Kart, Gran Turismo 24 million units 
Sports Pro Evolution Soccer, Tiger Woods PGA Tour 215 million units 
Platform Super Mario Bros., Sonic the Hedgehog 38 million units 
License James Cameron’s Avatar, Shrek 170 million units 
Other Including: Strategy, Simulation, Puzzle and Rhythm Action games 72 million units 
Source: Curmudgeon Gamer (2007) 
 
There are some obvious connections between certain types of video game listed above and 
existing media content: strategy and role-playing games as genres represent evolutions of more 
traditional forms of entertainment (such as pen-and-paper (PnP) roleplaying games, or Chess) 
that existed long before the advent of the video game, while action games can be expressly 
connected to movies and simulations to non-game computer simulations.  However, some of the 
academic studies of genre in video games have suggested that attempts to categorise video games 
in this way can be misleading, as these genres can be collapsed into very distinct similarities 
between games that blur these boundaries so as to make them redundant.  Apperly (2006), for 
example, suggests that distinction between games should be made according to the nature of 
demands made by the game of the player - specifically either in terms of the requirement of 
constant attention (e.g. action games that are ‘hyper-performative’) or games which require a 
more distant approach and strategic intervention at key points (e.g. strategy titles).  A further 
distinction can be made between games of various types based on the rating given to game which 
defines the sort of content displayed.  Precise notation for different ratings varies around the 
world, but typically differentiate between games with particularly violent or mature content, 
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those suitable for teens and those with content appropriate for everyone.  However, Thompson & 
Haninger (2001) maintain that the rating system applied to video games can be somewhat 
misleading.  In their paper, sixty-four per cent of surveyed games that carried an E-rating (i.e. 
‘for everyone’) included intentional violence that comprised an average of around thirty per cent 
of time spent in the game.  In most of these titles, violence was found either to be a required 
element for advancement, or the player was rewarded for taking such action in some other way.   
 
3.5: Online gaming and fantasy 
 
Most types of game for both PC and the current generation of home consoles include an online 
element of some sort.  This facility varies from offering interaction and competitive play to the 
availability of downloadable content, such as new music tracks, costumes and map-packs.  The 
practice has become hugely popular, with sixty-two per cent of all gamers playing games online 
(NPD Group, 2007).  In the previous hardware generation, only the Microsoft X-Box provided a 
fully integrated facility for online play via its XBL service.  Due to the popularity of this feature, 
all current hardware offerings (including handheld gaming devices) have begun to offer similar 
levels of online interactivity.  However, XBL remains the pre-eminent online service for console 
gamers, having recently been confirmed at the Guinness World Record holder for most popular 
online console gaming service, despite the fact that it remains the only such service within the 
current generation of video games consoles that requires a paid subscription to access most of its 
available content.  
 
A particularly significant genre of online game in bridging the gender gap is the so-called 
‘Massively-Multiplayer-Online Roleplaying-Game’ (MMORPG), where players meet and 
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interact with one another in rich fantasy worlds, such as that offered in the hugely popular World 
of Warcraft (WoW).  This is a game that allows players to take on the role of a fantasy character 
(such as a warrior, mage etc.) and to interact with millions of other players who are 
simultaneously connected to the game world.  This interaction can take the form of co-operation 
to defeat large monsters or other non-player characters (NPCs), but can also take the form of 
hostile actions against other players that are associated with opposing in-game factions. This 
fulfilment of the need for escapism and fantasy is not limited to gaming in particular, being a 
potential attraction for leisure pursuits in general (in fact, this is not merely limited to computer 
and video gaming – other types of gaming can also offer similar degrees of fantasy and 
escapism, such as table-top RPGs in the fashion of Dungeons and Dragons).  However, one 
factor influencing the rise of this phenomenon is the freedom that games of this nature offer to 
players to create virtual selves without restrictions.  This freedom affords the possibility for 
players to create avatars that resemble their ideal selves rather than their true selves, a feature 
that has been formally observed by Bessiere et al. (2007). The process of character design may 
be an important aspect of the derivation of utility from these games on the part of female players 
in particular – as such, an understanding of the gender motivations behind character selection 
and customization becomes crucial.   
 
DiGiuseppe & Nardi (2007) look at the selection of character class in WoW, observing that 
females tend to be less likely to select classes that specialise in melee combat (i.e. those that fight 
monsters face-to-face), while the ability of a particular type of character to heal or having the 
inability to wear heavy armour are universally perceived as feminine character traits.   
Interestingly the choice of character class converged amongst more experienced players, of both 
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genders, depending upon the usefulness of available traits to a team.  Indeed, it is the teamwork 
and social interaction aspect of these games that seems to be driving their popularity amongst 
players of both genders.   
 
This element of teamwork essential to the derivation of maximum enjoyment for most games 
invariably leads to a greater degree of social interaction.  Williams et al. (2006) surveys a sample 
of WoW players, finding that members of guilds (something broadly akin to a society or 
brotherhood) used the game to extend real life friendships, as well as to meet new people or form 
new relationships.  This social aspect is compared to that underlying team sports, whereby both 
have rules and restrictions that in fact create a foundation for interaction and the creation of 
social capital.  Additionally, as a testament to the strength of social interaction via this medium, a 
limited number of respondents to this survey indicated that relationships formed on WoW were 
of equal or greater value than their real world relationships.  Another issue that differentiates this 
genre from any other is the complexity inherent in various aspects of the game.  Tychsen et al. 
(2007) found a positive association made between character complexity and enjoyment value on 
the part of players representing all genders, ages and levels of experience and that these 
associations remain constant even where the characters in the game are markedly different from 
the characters of the players themselves. Nardi & Harris (2006) note that the complexity of 
collaboration in online role-playing games such as WoW, from the brief and informal to highly 
formal, organised and structured guild level interactions, can be enjoyable and provide utility to 
users even in the case of the former.  This is useful when considered in the context of the utility 
function outlined above which accounted for the influence of game complexity upon satisfaction 
derived from marginal increases in hours spent playing games. 
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Despite the positive strides made by MMORPGs in attracting a wider variety of players, it is 
perhaps fair to say that the darker side of video gaming has been more evident in relation to this 
type than for any other. These aspects call into question whether or not fantasy relationships 
formed in gameplay are substitutes or complements to real world interaction.  Where the two are 
considered substitutable, the individual afforded unconstrained choice can freely substitute 
online fantasy relationships for real-world interaction with a view to maximising utility.  Where 
choice is constrained in some way, the individual may be forced into something approximating a 
corner solution where a significant number of relationships are of the online/fantasy variety.  The 
most likely scenario whereby an individual would be so constrained is there is a lack of 
opportunity for real world social interaction which would limit the availability of substitutes to 
those relationships forged in the fantasy environment.  It is clear to see how in a rational choice 
framework, this type of scenario could potentially lead to addiction and something 
approximating a complete absence of real world interaction.   
 
Frequent game playing could potentially change tastes to such an extent that the individual finds 
it difficult to interact with others who are not sufficiently interested in gaming.  As a result, the 
utility derived from interaction with non-gamers is diminished, encouraging the deepening of 
online relationships at the margin and resultantly diminishing utility derived from interaction 
with non-gamers yet further.  This issue of spiralling addiction in gaming is not a recent 
controversy.  The use of the term addiction was observed in the context of the proliferation of the 
(totally non-electronic) Dungeons and Dragons table-top RPG.  In the modern era, these sorts of 
controversial habits are most likely to be discusse
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online environment, such as that offered in the aforementioned WoW, where addiction can have 
very serious consequences for the gamer’s personal life.  The following WoW related tale is 
recounted (along with several other horror stories) in an online article by Maugans (2007):   
“I knew this guy in college that used to be really social. Had a hot girlfriend, lots of friends, was 
physically fit and looked decent. 
He got WoW and within 6 months his girlfriend was gone. Started fucking his best friend who is 
also no longer his friend. Guy ended up gaining 30lbs and turned pale as a ghost. I went in his 
room and he had like 15 bottles of urine stacked up along his desk because he ‘couldn’t leave the 
raid’. 
He had 20+ pizza boxes stacked up along the wall of his room. His room smelled like death. His 
sheets were stained brown from when he did sleep. He lost his job and flunked out of school. He 
lives at home with his parents now I think, I haven’t seen him in a year or so”. 
This cautionary tale is far from unique.  At the most serious end of the spectrum, addiction to 
games like WoW has been associated with the most appalling of consequences, such as the story 
appearing in the Times (2005) detailing how a man fell into cardiac arrest and died as a result of 
a fifty hour non-stop online gaming session.  In 2005, a Korean couple were charged with 
manslaughter after leaving their four month old baby alone in their flat while they went to an 
internet café to play WoW.  The child died after the couple spent longer than anticipated on the 
game (Daily Telegraph, 2008).  In 2006, Holland introduced the first clinic for those suffering 
from gaming addiction, with some of the worst sufferers admitting to playing for eighteen hours 
every day.  Initial demand for the services of the clinic has been described as ‘overwhelming’, 
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with the issue of video game addiction being ‘a greater problem than was imagined’ (Daily Mail, 
2006). Despite these horror stories, studies by the likes of Ng & Wiemer-Hastings (2005) have 
suggested that, while players of MMORPGs devote many more hours to these types of game 
than to others and find social aspects a strong substitute for real world interaction, the typical 
user does not display the characteristics of an addict. This study showed that thirteen per cent of 
users spent between seven and ten hours a week playing this type of game, twenty-five per cent 
spent between eleven and twenty hours, thirty-four per cent spent between twenty-one and forty 
hours and eleven per cent spent over forty hours playing. 
 
Economic theories of rational addiction would also suggest that high consumption levels per se 
do not mean that a person is addicted in a harmful way.  Fantasy needs on the part of the 
individual can be introduced into the utility function given above (see Cameron (2002) for a 
general discussion of addiction and fantasy).  Levels of demand are influenced positively by 
increases in the marginal utility derived from an extra unit of game-play time consumed, which 
in turn is influenced by level of challenge and fantasy immersion in a way that is not necessarily 
linear. The crucial factor making gaming an addictive good in a theoretical sense is the presence 
of temporal interdependency in the marginal utility of consumption.  Fantasy can also lead to the 
tolerance, reinforcement and withdrawal features highlighted in general models of addictiveness. 
Finally, it should be noted that, on a broader psychological level, features of personality may 
contribute to heavy time-use of fantasy games. That is, the individual may be disposed to other 
activities that serve a similar function if fantasy games were not available.  
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3.6: Conclusions 
 
This chapter provides some background information and economic analysis of video gaming, a 
leisure pursuit that is growing in significance in a large number of territories around the world.  
A short history of the development of the gaming market has been presented, alongside a 
consideration of some of the principal issues related to the industry from the perspective of 
economists.  Finally, a comparison of different game-play habits across genres of game, gender 
and broad geographical location has been offered, with particular attention paid to online gaming 
and the phenomenon of the MMORPG.  Video gaming is undergoing a radical period of change 
in terms of its significance and perception on the part of the broader entertainment industries.  
Despite a comparative lack of academic attention from economists, it is perhaps only a matter of 
time before this rich and interesting constituent of popular culture receives the attention that its 
relative size and potential level of interest would seemingly warrant. 
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Chapter 4: The effect of planned obsolescence and versioning on the price of 
video games 
 
 
4.1: Introduction 
 
Planned obsolescence is a strategic behaviour adopted by imperfectly competitive firms in order 
to maximise long run profits.  This chapter employs the first hedonic price analysis of video 
gaming software to provide evidence of the effective use of planned obsolescence and special 
forms of second degree price discrimination. The empirical estimation is based on an extensive 
cross-sectional dataset consisting of over five thousand observations of pre-owned video game 
prices in the US.  Controls are introduced for a wide variety of observable characteristics that 
may affect the market value of a given title, including a measure of the quality of the game-play 
experience offered, the developer, genre, theme and perspective adopted by the player.  The 
results indicate that versioning and planned obsolescence are effective means by which to affect 
the value of for pre-owned software.  Important implications for publishers are that iterative 
updates of well-known gaming franchises seem to reduce pre-owned demand for titles that have 
been rendered obsolete, while special-edition variants associate with significantly higher used 
values. 
 
4.2: Planned obsolescence 
 
Planned obsolescence occurs where output is designed with a life-span that is below than the 
socially optimal level.  Economic theory suggests that firms operating in imperfectly competitive 
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markets may employ such a practice in order to enhance long run profitability through 
incentivising repeat purchases by consumers.  One such example of an imperfectly competitive 
market is that of video game production, which over time has developed into a major component 
of the global entertainment sector.  In accordance with the increase in revenue being generated 
by the video games market, a significant increase in transactions involving second hand or used 
software can also be observed.  In 2009, the US video game market was estimated to be worth 
approximately $10.5 billion (Siwek, 2010).  Trade in used software titles is valued at somewhere 
between $2 billion and $3 billion annually, with over forty-seven million people purchasing one 
or more used video game titles each year (J.J. Games, 2010).  Several major retailers, most 
notably Gamestop (who, according to their 2009 annual report, earn around forty-seven per cent 
of profits from the sale of used video games), but also including Wal-Mart, Best Buy, Toys R Us 
and Amazon, have attempted to carve a niche in this sub-market.  These retailers typically offer 
buy-back schemes to customers at a substantial mark-down on the original price and resell titles 
as near-perfect substitutes for a brand new copy of the same game.  This practice has not been 
well received by software developers, who do not earn any royalties for the sale of used games. 
Consequently, several publishers have now started to employ tactics to curtail the trade in second 
hand games.  Developers such as Microsoft, EA and THQ are including one-time use access 
codes along with new copies of games that, once entered, unlock key features such as an online 
multiplayer mode.  If the game is then sold on to the second hand market, the eventual owner has 
to purchase another access code directly from the publisher in order to access those particular 
aspects of the game.  The used video game market has come under further pressure in the US, as 
a Court of Appeal ruling in September 2010 relating to the resale of software has called into 
question its legality and raised significant questions about its future viability.  
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Despite these obstacles, the second-hand market has become especially important for traditional 
retailers due to the recent advent of new and innovative methods of distribution (e.g. online, via 
mobile phones etc.) posing challenges to their long-established business models. For new video 
gaming software, the oligopolistic nature of the market has led to very little variation in the 
prices of newly released titles appearing on the same hardware platform and competition 
between titles is resultantly based almost entirely on non-price characteristics.  However, as the 
used market is free from the influence of publishers, the price of used games can vary to a much 
greater extent in relation to the level of demand.  For newer and more critically acclaimed 
releases, the used price can be as little as a few dollars below the price of a brand new copy of 
the same game.  However, for older titles or for those which are less well received, the used-
price discount can be substantial.   
 
This chapter investigates the effectiveness of planned obsolescence and price discrimination 
strategies on the suppression of demand for second-hand titles. Additionally, the empirical 
results obtained capture price variations associated with marginal changes in these characteristics 
and thus offer a detailed insight into buyer behaviour in the used video game market.  
 
4.3: The hedonic price analysis literature 
 
The analysis conducted in this chapter involves the use of a hedonic price estimation model to 
explain variations in used video game prices.  The hedonic pricing methodology is an extension 
of the idea that the value of a good is a direct function of its objectively quantifiable utility 
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bearing characteristics (Lancaster, 1966) and that these characteristics are essentially traded in 
bundles within implicit markets (Rosen, 1974).  Hedonic price estimation is a statistical process 
by which the marginal impact of these characteristics on the demand for a product can be 
estimated through variations in market prices.  The technique is first used by Court (1939) in the 
analysis of automobile prices and then more prominently utilised in the seminal paper by 
Griliches (1961).  Following from the publication of this study, several authors used econometric 
regressions to test this theory in a variety of product markets, most notably in measuring the 
impact of variations in air quality upon the value of housing, examples including Ridker & 
Henning (1967); Harrison & Rubenfeld (1978); Jackson (1979) and Li & Brown (1980). There 
has also been a high level of interest in the use of hedonic estimation to quantify the marginal 
effect of various product characteristics upon market price, with prominent studies by Goodman 
(1983) focussing on fuel efficiency and Purohit (1992), which looks at the depreciation of used 
versus new cars on the basis of product characteristics through hedonic regression.  A body of 
literature has even emerged that is concerned with using hedonic price estimation with respect to 
dowry prices for arranged marriages (Rao, 1993). 
 
However, there is a particular issue relating to the application of hedonic pricing analysis to 
experience goods such as computer software, this being that a wealth of relevant characteristics 
are often difficult to describe and hence are not easily quantifiable (see Oliner & Sichel (1994) 
and Hollanders & Meijers (2002) for a discussion). As such, a good deal of attention has tended 
to be devoted to the analysis of computing hardware, which typically displays fewer subjective 
characteristics.  The first such studies are by Chow (1967), who uses the technique control for 
variations in quality when estimating the decline in computer mainframe prices in the early 
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1960s and by Michaels (1979) who focuses upon factors influencing the value of computer 
workstations.  A number of other papers look into the pricing of computer hardware, including 
Gordon (1993); Rao & Lynch (1993); Berndt et al. (1995) and Gallaugher & Wang (2002).  
However, despite the inherent difficulties mentioned above, hedonic pricing is starting to get to 
grips with computer software, as increasingly significant variations in terms of observable 
characteristics make these products more suitable for analysis using such an approach.  Examples 
of these studies include Gandal (1994); Brynjolfsson & Kemerer (1996); Harhoff & Moch 
(1997); Castranova (2004); Prud’homme et al. (2005) and Chakravarty et al. (2006).  However, 
as far as the author is aware, the analysis in this chapter marks the first use of hedonic pricing 
analysis based on the characteristics of video gaming software. 
 
4.4: Theory 
 
Burlow (1982) examines planned obsolescence in durable goods markets, with an empirical 
derivation of the profit maximisation problem of a monopolist producing an identical good over 
two time periods. Waldman (1996) develops this theoretical framework to include R&D activity 
that can improve the quality of a good in the second time period. This simple theoretical 
framework is based on these findings and assumes that in the case of video game development, 
the risk associated with the development of a sequel is effectively zero so that the research cost is 
fixed and known with certainty in advance.  Waldman (1996) also assumes two groups of 
consumers with different valuations for each good and resolves the time inconsistency problem 
by suggesting that the firm never has an incentive to sell new units of output to a lower valuation 
consumer group.  This is as the result of an assumption that the willingness to pay on the part of 
lower valuation consumer groups never allows the firm to set a price for which output can be 
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profitably produced and sold.  This assumption is relaxed here.  Initially, it is assumed that a 
video game development studio is a profit maximising monopolist that faces the following 
problem: 
 
[ ] [ ] Dqcpqcp iiiqq i δδpi −−+−= 2,2,2,1,11,11,1, 2,1,1max  (5) 
 
Where pi,t, qi,t, ci,t represent the price, output, variable cost of production and development costs 
for the ith software title in time period t, D represents the fixed development cost which may be 
incurred in period two  (assume that no other fixed costs exist) and δ is the discount rate that 
converts monetary flows in period two into prevent value terms.  For simplicity, assume that 
only two time periods exist (t = 1,2) as well as a maximum of two iterations of a given software 
title, which are pre-existing Title 1, which can potentially be made obsolete by the improved 
sequel Title 2. (i = 1, 2). In time period one, the firm has already developed the original software 
Title 1, the cost of which is now considered to be sunk.  
 
The firm sets a level of output at the prevailing price in each time period such that marginal 
revenue equals marginal cost. This is straightforward (for now) in period one, although becomes 
more complicated when considering the period two output.  The firm could continue to sell Title 
1 in period two, thus setting D = 0 as no development cost is incurred. Unlike the analysis in 
Waldman (1996), demand for Title 1 between time periods does not remain constant and reduces 
in the second time period such that y1,2< y1,1. Hence, all other things being equal and assuming 
Title 2 is not developed, present value period two profits would be lower that period one profits 
even in the event that δ = 1.  
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However, the firm may instead elect to develop Title 2, which will be worthwhile from their 
perspective so as long as: 
 
0)]([][ 2,12,12,12,22,22,2 ≥−−−− qcpDqcp  (6) 
 
If, as is likely c1,2 = c2,2 = c (i.e. the marginal production costs of Title 1 and Title 2 are equal), 
multiplying out the brackets and rearranging leaves us with the condition that: 
 
[ ] Dqqcqqpp ≥−−−− )())(( 2,12,22,12,22,12,2  (7) 
 
The left hand side of the equation incorporates the opportunity cost of obsolescence and in effect 
represents marginal period two profit, while the right hand side of the equation is the fixed 
development cost of Title 2.  All things being equal, replacing Title 1 becomes optimal the lower 
is D and the greater is (p2,2– p2,1) for any given value of q.  This model predicts that frequent 
updates to titles in, say, the sports genre are likely to come about because demand for up-to-date 
titles with new team rosters, kits, etc. dramatically increases at the start of a sporting season, 
while demand for out-dated versions likewise diminishes.  This increases both (p1,1– p1,2) and 
more crucially (p2,2 – p1,2).  Seasonal upswings in demand of this nature are thus suggested to 
increase the likelihood of the development of a sequels and obsolescence of older titles. More 
importantly for the subsequent empirical analysis, this model framework predicts that, ceteris 
paribus, titles that have been rendered obsolete by a newer version will command a lower price 
on the second hand market.  
 
The time inconsistency problem arises here, as lower anticipated values of p1,2 will exert a 
negative influence on q1,1 , as fewer consumers will be willing to by Title 1 at any given price the 
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lower the perceived demand on the second hand market.  However, this cost will optimally be 
incurred so long as the present value of marginal profit earned from the introduction of Title 2 
exceeds the reduction in profit earned in period one as a result of the anticipated obsolescence 
and the previously outlined cost of development. Finally, note that a relaxation of the assumption 
relating to the number of time periods is straightforward, so long as demand for a given title 
continues to diminish with time so that p1,1 ≥  p1,2 ≥  p1,3 ≥ p1,n.  Increases in t are therefore 
predicted to increase the probability of the developer eventually choosing to release a sequel that 
renders the existing title obsolete. 
 
4.5: Modelling procedure 
 
The video game characteristics database introduced in Section 1.4 provides the basis for the 
empirical analysis in this chapter. After filtering the data and eliminating a small number of 
outliers from the remaining sample (39 such observations are identified, accounting for 
approximately 0.7% of the sample), the final number of observations upon which the empirical 
analysis is based is 5,118.  The relevant categories and variables included in the empirical 
analysis can be seen in Table 4.1 and have mostly been coded in dichotomous terms, with mean 
and standard deviations reported where appropriate.  Analysis of these variables allows for the 
testing of the following research hypotheses; 
 
H1: Planned obsolescence significantly reduces the market price of pre-owned titles.  This will 
be formally tested through the analysis of the OBSOLETE variable and its effect on used prices, 
where a statistically significant negative coefficient will provide support for this hypothesis. 
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and; 
H2: Versioning of video games software has a significant effect on used software prices.  More 
specifically, it is expected that prices will be significantly higher for special or limited editions of 
individual titles.  This will be formally tested through the analysis of the SPECIALEDITION 
variable, where a statistically significant positive coefficient will provide support for this 
hypothesis. 
 
The data described above are fed into a hedonic pricing estimation model, which is specified in 
Equation (8); 
 
lnPricei = β0 + β1Reviewi + β2Ratingi + β3Lifecyclei + β4MaxPlayersi + β5Onlinei + β6Licensedi + 
β7Accessoryi + β8SpecialEdtioni + β9Multiplatformi + β10Obsoletei + β11Consolei + β12Genrei + 
β13Developeri + εi 
 
(8) 
  
where lnPricei is the natural log of the pre-owned video games price for the ith video game title.  
Rating, Console, Genre and Developer are vectors containing a variety of dummy variables 
designed to capture the presence or absence of relevant features for each title within these stated 
categories.  Of specific interest are the estimations of β8 and β10, which respectively provide 
evidence as to the effectiveness of second-degree price discrimination and planned obsolescence 
on the price of pre-owned video games. 
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Table 4.1: Model Variables 
Variable Name Description Mean (Std. Dev.) Min Max 
GENERAL CHARACTERISTICS 
PRICE Quoted market used price in USD 15.79 (9.669) 2.95 179.95 
REVIEW Review score from Metacritic (/100) 69.283 (13.679) 12 98 
LIFECYCLE Time lag between game and console release (years) 2.837 (1.749) 0 10 
MAXPLAYERS Maximum number of players in offline mode 1.849 (1.313) 1 8 
ONLINE Game allows for online play via the internet 0.206 0 1 
LICENSED Game content/characters are licensed (film, TV etc.) 0.398 0 1 
ACCESSORY Game comes with an accessory (instrument etc.) 0.022 0 1 
SPECIALEDITION Game is a special or limited edition 0.025 0 1 
MULTIPLATFORM Game appears on more than one console (non-exclusive title) 0.524 0 1 
OBSOLETE Game is part of a series and has been superseded by a sequel 0.440 0 1 
RATINGS (Mutually Exclusive, Non-exhaustive) 
RATINGT Game has been awarded a Teen rating 0.324 0 1 
RATINGM Game has been awarded a Mature rating 0.152 0 1 
CONSOLE (Mutually Exclusive, Exhaustive) 
GBA Game is for the Nintendo Gameboy Advance system 0.093 0 1 
GCN Game is for the Nintendo Gamecube system 0.095 0 1 
NDS Game is for the Nintendo DS system 0.089 0 1 
WII Game is for the Nintendo Wii system 0.065 0 1 
PS2 Game is for the Sony Playstation 2 system (BASE CASE) 0.269 0 1 
PS3 Game is for the Sony Playstation 3 system 0.073 0 1 
PSP Game is for the Sony Playstation Portable system 0.064 0 1 
XBOX Game is for the Microsoft XBox system 0.151 0 1 
X360 Game is for the Microsoft Xbox 360 system 0.103 0 1 
GENRE (Non-mutually Exclusive, Exhaustive) 
ACTION Game is of the action genre (BASE CASE) 0.625 0 1 
ADVENTURE Game is of the adventure genre 0.068 0 1 
EDUCATIONAL Game is of the educational genre 0.006 0 1 
RACING Game is of the racing genre 0.141 0 1 
RPG Game is of the role-playing game genre 0.111 0 1 
SIMULATION Game is of the simulation genre 0.093 0 1 
STRATEGY Game is of the strategy genre 0.100 0 1 
SPORTS Game is of the sports genre 0.211 0 1 
DEVELOPER (Mutually Exclusive, Non-exhaustive) 
2K Game was developed/published by 2K Games 0.021 0 1 
ACCLAIM Game was developed/published by Acclaim 0.017 0 1 
ACTIVISION Game was developed/published by Activision 0.082 0 1 
ATARI Game was developed/published by Atari 0.027 0 1 
CAPCOM Game was developed/published by Capcom 0.040 0 1 
DISNEY Game was developed/published by Disney Games 0.008 0 1 
EIDOS Game was developed/published by Eidos Interactive 0.021 0 1 
EA Game was developed/published by Electronic Arts 0.131 0 1 
INFOGRAME Game was developed/published by Infograme 0.010 0 1 
KONAMI Game was developed/published by Konami 0.047 0 1 
MICROSOFT Game was developed/published by Microsoft 0.022 0 1 
MIDWAY Game was developed/published by Midway Games 0.030 0 1 
NAMCO Game was developed/published by Namco 0.032 0 1 
NINTENDO Game was developed/published by Nintendo 0.047 0 1 
ROCKSTAR Game was developed/published by Rockstar Games 0.012 0 1 
SONY Game was developed/published by Sony 0.047 0 1 
SEGA Game was developed/published by Sega 0.053 0 1 
THQ Game was developed/published by THQ 0.061 0 1 
SQUAREENIX Game was developed/published by Square Enix 0.014 0 1 
UBISOFT Game was developed/published by Ubisoft 0.058 0 1 
INTERACTIVE TERMS (Non-mutually Exclusive, Exhaustive) 
OBS*ACTION Game is of the action genre and is obsolete (BASE CASE) 0.242 0 1 
OBS*ADVENTURE Game is of the adventure genre and is obsolete 0.016 0 1 
OBS*EDUCATIONAL Game is of the educational genre and is obsolete 0.001 0 1 
OBS*RACING Game is of the racing genre and is obsolete 0.062 0 1 
OBS*RPG Game is of the RPG genre and is obsolete 0.046 0 1 
OBS*SIMULATION Game is of the simulation genre and is obsolete 0.043 0 1 
OBS*STRATEGY Game is of the strategy genre and is obsolete 0.036 0 1 
OBS*SPORTS Game is of the sports genre and is obsolete 0.131 0 1 
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4.6: Results 
 
Table 4.2 shows the estimation output in accordance with the model specification set out in 
Equation (8). The dependent variable is the natural log of the pre-owned game price and so 
Table 4.2: Regression Output 
 Model (i)   Model (ii)  
Variable Name Coefficient  (Std. Error)   
Coefficient  
(Std. Error) 
 
GENERAL CHARACTERISTICS 
CONSTANT TERM 1.912 (0.033) **  1.887 (0.033) ** 
REVIEW  0.005 (0.000) **   0.005 (0.000) ** 
LIFECYCLE 0.071 (0.003) **  0.071 (0.003) ** 
MAXPLAYERS  0.009 (0.004) *   0.009 (0.004) * 
ONLINE -0.097 (0.014) **  -0.095 (0.014) ** 
LICENSED  -0.058 (0.011) **   -0.052 (0.011) ** 
ACCESSORY 0.619 (0.033) **  0.615 (0.033) ** 
SPECIALEDITION 0.396 (0.032) **  0.394 (0.032) ** 
MULTIPLATFORM -0.058 (0.011) **  -0.056 (0.011) ** 
OBSOLETE -0.035 (0.011) **  -0.011 (0.014) ** 
RATINGS 
RATINGT 0.024 (0.012) *  0.021 (0.012)  
RATINGM -0.020 (0.017)   -0.023 (0.016)  
CONSOLE 
GBA 0.129 (0.020) **  0.129 (0.020) ** 
GCN 0.302 (0.019) **  0.300 (0.019) ** 
NDS 0.421 (0.020) **  0.419 (0.020) ** 
WII 0.703 (0.023) **  0.701 (0.023) ** 
PS3 0.802 (0.022) **  0.803 (0.022) ** 
PSP 0.488 (0.022) **  0.491 (0.022) ** 
XBOX -0.179 (0,016) **  -0.177 (0,016) ** 
X360 0.637 (0.020) **  0.637 (0.020) ** 
GENRE 
ADVENTURE 0.020 (0.019)   0.007 (0.022)  
EDUCATIONAL -0.003 (0.061)   -0.046 (0.065)  
RACING  0.034 (0.014) *   0.015 (0.018)  
RPG 0.113 (0.016) **  0.105 (0.020) ** 
SIMULATION 0.069 (0.017) **  0.070 (0.023) ** 
STRATEGY 0.035 (0.035) *  0.040 (0.020) * 
SPORTS -0.161 (0.014) **  -0.073 (0.019) ** 
DEVELOPER 
2K -0.164 (0.035) **  -0.152 (0.035) ** 
ACCLAIM -0.061 (0.038)   -0.065 (0.038)  
ACTIVISION 0.000 (0.019)   0.003 (0.019)  
ATARI -0.058 (0.030)   -0.055 (0.030)  
CAPCOM 0.011 (0.025)   0.008 (0.025)  
DISNEY -0.212 (0.054) **  -0.212 (0.054) ** 
EIDOS -0.074 (0.034) *  -0.075 (0.034) * 
EA -0.098 (0.018) **  -0.086 (0.018) ** 
INFOGRAME 0.105 (0.048) *  0.101 (0.047) * 
KONAMI 0.099 (0.024) **  0.094 (0.024) ** 
MICROSOFT -0.194 (0.035) **  -0.196 (0.035) ** 
MIDWAY -0.014 (0.029)   -0.012 (0.029)  
NAMCO 0.074 (0.027) **  0.074 (0.027) ** 
NINTENDO 0.133 (0.025) **  0.122 (0.025) ** 
ROCKSTAR -0.106 (0.045) *  -0.116 (0.045) ** 
SONY -0.075 (0.025) **  -0.072 (0.025) ** 
SEGA -0.020 (0.022)   -0.020 (0.022)  
THQ 0.001 (0.021)   0.003 (0.021)  
SQUAREENIX -0.001 (0.042)   -0.006 (0.042)  
UBISOFT -0.024 (0.022)   -0.030 (0.022)  
INTERACTIVE TERMS 
OBS*ADVENTURE -   0.072 (0.044)  
OBS*EDUCATIONAL -    0.297 (0.179)  
OBS*RACING -    0.022 (0.028)  
OBS*RPG -   0.017 (0.031)  
OBS*SIMULATION -   -0.012 (0.033)  
OBS*STRATEGY -   -0.009 (0.033)  
OBS*SPORTS -   -0.166 (0.025) ** 
R2= 0.581   0.586  
F= (46,5031) = 151.800 **  (53,5024) =134.100  ** 
Log-likelihood: -1584.930   -1556.720  
Normality: Chi2(2)= 99.249 **  107.010 ** 
Hetero Test: F(49,4981) = 6.045 **  F(56,4967) = 5.318 ** 
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coefficients can be interpreted as percentage changes in pre-owned price brought about by a one 
unit change in the respective variable.  Where a majority of these are dichotomous, the stated 
coefficient can be interpreted as the given percentage variation in price associated with the 
presence of this characteristic. Heteroskedasticity consistent standard errors are reported and 
used to determine the statistical significance of parameter estimates. 
 
All of the general characteristic variables are statistically significant at or above the 95% 
confidence interval.  The R2 takes a value of approximately 0.58, which shows that the model 
provides a reasonably good explanation for the variation in the data in the context of a hedonic 
regression.  As the diagnostic test output suggest that there is an issue of heteroskedasticity in the 
model, heteroskedasticity-consistent standard errors are used as the basis for significance testing 
on the individual coefficients.  Among the largest influences on price from are the dummy 
variables capturing the presence of an accessory and a special or limited edition, which 
respectively add sixty-two per cent and forty per cent to the value of a title.  The positive and 
comparatively large coefficient attached to the presence of an accessory is to be expected – here 
the gamer would be paying not only for the software itself, but also for a physical peripheral 
(such as a mock-instrument, special controller etc.) which itself has an intrinsic value.  The large 
and positive coefficient attached to the special edition variable suggests that consumers place a 
significant value upon additional bonus features or premium content offered alongside the basic 
package.  This finding offers strong support for H2 in that the adoption of versioning through the 
differentiation of regular and premium editions would seem to be an effective means by which to 
enhance revenues (and hence profits) for publishers.   
88 
 
The variable included to represent planned obsolescence shows that where a game is part of a 
series and has been superseded by a sequel since its original release, prices are on average 
around four per cent lower compared to a title that has not been made obsolete.  The adoption of 
a strategy of planned obsolescence on the part of video game publishers therefore appears to be a 
somewhat effective means of reducing demand for pre-owned titles, although the difference is 
nowhere near as large in absolute terms as that which associates with versioning.  This finding 
offers strong support for H1. 
 
Other characteristic variables are mostly in accordance with theoretical expectations: the 
presence of a title on other gaming platforms and licensed titles are typically worth around six 
per cent less than the respective alternatives (i.e. non-exclusivity and based on an original 
concept). The lifecycle variable captures the time lag in years between the release of the software 
and appropriate hardware.  This variable is included because developers are assumed to become 
more experienced in working with established platforms, resultantly introducing more 
sophisticated features to their games.  In line with these expectations, this coefficient is positive 
and statistically significant; indicating that each year between the release of a video game title 
and the console hardware adds around seven per cent to the market value.  The maximum 
number of players allowed by the game in offline mode is weakly associated with higher prices 
(i.e. software commands a greater value the greater quantity of players allowed simultaneously), 
where each additional player allowed by the game adds around one per cent to the average price.   
 
Somewhat surprisingly, the online dummy that captures the presence of an online feature is 
found to associate with a negative and significant coefficient, where the value of a game is 
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reduced by around ten per cent when an online mode is offered.  A strong theoretical argument 
exists that the ability to connect to other players via the internet would represent a utility 
enhancing characteristic that should resultantly be associated with a higher market value. One 
possible explanation for this finding is that, where online functionality represents a particularly 
attractive feature of the game at the time of release, this appeal diminishes for older titles 
purchased from the pre-owned market.  Interest from online gamers tends to be focussed only 
upon the latest releases and players may resultantly struggle to find opponents in sufficient 
quantity and regularity for older titles.  In this respect, the above findings relating to number of 
players and online functionality present strong evidence that gaming demonstrates significant 
network externalities. Finally, when measured relative to other maturity ratings, games that are 
rated as suitable for teen players are associated with prices that are approximately two per cent 
higher relative to games suitable for all ages.  Games with a mature rating associate negatively 
with price, but the estimated coefficient is not statistically significant. Dummy variables that 
reflect the hardware platform of release are found to universally to exert a significant influence 
on price, with signs and magnitudes that are entirely in line with expectations13.   
 
In terms of variables designed to control for more subjective aspects, the model output suggests 
that the quality of a game has a significant influence on its market value.  In the same way films 
or books are subject to widespread critical attention in the popular media, video games are 
scrutinised by critics via specialist press appearing both in print and online.  Studies such as 
Combris et al. (1997) have chosen to exclude similar information from their hedonic price 
                                                 
13
 An obvious question to raise at this time would be the suitability of running a single regression on the common sample, when the evidence 
clearly suggests that pre-owned software prices are influenced most strongly by the gaming platform for which the title appears.  The same 
regression analysis is conducted on separate sub-samples of the data, organised by console and the estimated coefficients attached to each of the 
other variables included in the model are virtually unchanged.  Thus, for expositional clarity, only results of the estimation run on the common 
sample is included in this report although these separate regressions introduced some degree of certainty associated with the robustness of the 
parameter estimates. 
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estimation of Bordeaux wine on the grounds that the critical response to an experience good is 
not a relevant inclusion, as purchasing occurs before tasting takes place.  However, an argument 
could be made that review scores represent a valid inclusion in the hedonic price estimation for 
this particular product, as they are an observable characteristic which is known to consumers in 
advance of purchase, especially in a market such as this where significant network externalities 
are likely to exist. The magnitude of the estimated coefficient suggests that the market price of 
pre-owned video games is relatively quality inelastic, as a one per cent increase in the metacritic 
rating is estimated to increase the value of a typical game by around half of one per cent.  This 
finding indicates that better quality games typically enjoy a higher market value than lower 
quality games, but the difference is not as large as might be expected.  Around half of the 
dummy variables representing games released by major publishers are significant at or above the 
ninety-five per cent confidence interval.  Of these, seven are found to associate negatively and 
significantly with the value of the game.  The largest reductions in value are associated with 
Disney (twenty-one per cent), Microsoft (nineteen per cent) and 2K Games (sixteen per cent), 
whilst other developers negatively attached to the value of the game include Rockstar (eleven per 
cent), Electronic Arts (ten per cent), Sony (eight per cent) and Eidos (seven per cent).   Four 
developers are found to associate positively with the price of pre-owned games, these being 
Nintendo (thirteen per cent), Infograme (eleven per cent), Konami (ten per cent) and Namco 
(seven per cent). Clearly, some developers have the potential to significantly add or subtract 
value from pre-owned video games.  Five of the seven genre dummy variables are found to be 
statistically significant.  Relative to games of the Action genre, Racing (three per cent), Role-
playing (eleven per cent), Simulation (seven per cent) and Strategy (four per cent) games are 
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found to increase the value of a pre-owned video game title significantly.  Conversely, games 
from the Sports genre are associated with lower market values (sixteen per cent).  
 
Along with model specification (i), Table 2 also presents an alternate model specification (ii).  
This specification includes multiplicative interaction terms relating planned obsolescence to 
genre.  Although the addition of these terms renders the statistical significance of the separate 
coefficients largely useless (Braumoeller, 2004), it is interesting to see the effect that 
obsolescence has when employed in relation to games of particular genres.  Of these interaction 
terms, only obsolete sports titles are found to associate significantly with reduced prices, where 
the magnitude is found to be around seventeen per cent on average.  This finding provides 
evidence that consumers shun earlier revisions of sports titles, where the latest versions and 
editions will involve the most up-to-date team rosters and player stats as well as establishing a 
new standard platform for online play.  Planned obsolescence is therefore observed to be most 
effective at surprising demand and prices in used markets for certain types of game.  No genre of 
game outside of sports is found to associate significantly with market price when a direct sequel 
is released.  This offers further support for H1, but suggests that the hypothesis only really 
applies to sports titles and not to games from other genres. 
 
In summary, the model has produced several key outcomes in explaining variations in pre-owned 
video games prices.  Higher market values are associated with games that are for newer 
platforms, of higher quality, that come packaged with an accessory or are special editions.  In 
terms of developers, uniqueness and quirkiness are seemingly valued characteristics.  Developers 
such as Konami and Nintendo, who are known for producing games of a certain ‘feel’, are found 
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to enhance the value of pre-owned software. In contrast, the market seems to exhibit lower 
valuations of licensed and cross-platform titles, as well as those from developers such as 
Electronic Arts who re-issue new editions and updates of essentially the same sporting or shooter 
franchises (e.g. Madden NFL and Tiger Woods Golf) at regular intervals.  These findings have 
significant implications for producers of home video games.  Firstly, the market appears to place 
a significant value on premium content.  Adopting a policy of second-degree price discrimination 
through versioning in video gaming would therefore appear to be worthwhile.  Secondly, if 
publishers perceive the pre-owned video game market as a threat to income, adopting a strategy 
of planned obsolescence through the regular re-issue of games with updates and revisions would 
seemingly suppress the second hand market for older editions of the same franchise.  This 
finding seems to particularly hold for sports titles over any other genre of video game. 
 
4.7: Conclusions 
 
This chapter has used a hedonic price estimation to analyse the determining factors underlying 
the demand for pre-owned video games in the US set against a backdrop of recent controversy 
over the sale of pre-owned video games by publishers and developers.  A dataset is assembled 
that codifies a variety of characteristics of each title, the vast majority of which are reported on 
the video games database maintained by MobyGames.  These include a Metacritic assessment of 
the game-play experience offered by each title, in addition to information on the maximum 
number of players allowed by the game, the availability of an online mode, the developer, genre 
and theme for over five-thousand pre-owned titles.  The results indicate that higher prices 
associate with better quality titles, those that are packaged with an accessory and/or special 
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editions.  Lower prices generally associate with licensed games, those that appear on a variety of 
consoles and those that have been made obsolete by a direct sequel.  Certain key developers are 
found to positively influence the market value of a game (particularly Nintendo or Infograme), 
while others are associated with a significant reduction (most notably Disney). The genre or 
theme of a game is also found to have a significant effect upon price.  Higher prices associate 
with role-playing, simulation, strategy and racing games and lower prices typically associate 
with sports titles.   
 
These findings seem to indicate that developers or publishers of video games might enhance 
revenue by operating a more widespread policy of second-degree price discrimination through 
versioning and charging extra for access to premium content and features.  This paper also 
provides evidence that a strategy of planned obsolescence is somewhat worthwhile in 
encouraging gamers away from pre-owned markets and towards the latest iterations. This is 
especially true for sports titles, where regular iterative updates and revisions are found to 
significantly reduce pre-owned values and presumably enhance the desire for consumers to own 
the more up-to-date versions.  The provision of online gaming options is also found to be a 
feature that can reduce second-hand demand, since if the pool of players for a given title dries up 
when a newer revision of a game is released, pre-owned prices appear to reduce yet further as a 
result of diminished network externalities.  
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Chapter 5: Purchasing power parity and cultural convergence in the global 
video games market 
 
 
5.1: Introduction 
 
A shared activity or pursuit such as video gaming can have the effect of bringing about cultural 
convergence in the form of patterns of behaviour and consumption. This idea is supported by the 
Axelrod (1997) thesis, which suggests that cultures are more likely to interact and subsequently 
converge if they have shared traits: one of these being the use of technology.  This chapter seeks 
to apply such a cultural perspective to the body of published literature on deviations from the law 
of one price.  Adopting a similar methodology to the popular ‘Big Mac’ Index, disparity between 
official market exchange rate and the real rate of exchange between two currencies is measured 
using local prices of video games consoles.  The analysis conducted suggests that, while a degree 
of pricing and cultural convergence across broad geographic areas is observed, many major 
global currencies are trading at levels that are quite significantly different to that which is 
suggested by PPP theory.    
 
5.2: Purchasing power parity and high-technology industries 
 
The Economist’s ‘Big Mac’ index is a well-known means by which the strength of PPP between 
countries can be assessed.  The index attempts to use the local price of a standardised product to 
establish the degree to which a currency is incorrectly valued compared to the US Dollar.  Critics 
of the methodology state that there are inherent local differences even in this apparently 
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‘standardised’ product: beef prices, for example, differ across the globe, while demand 
conditions and relative prices of food in each country may also be heterogeneous.  One also has 
to consider to potential existence of barriers to trade, as well as the use of non-traded goods in 
the production process (Pakko & Pollard, 1996).  In light of this criticism, a new breed of PPP 
test has started to appear in publication:  the Economist itself has even started branching out by 
publishing the ‘Coca-Cola Map of the World’ and the ‘Tall Latte Index’ based on Starbucks 
coffee prices.   Attention has also fallen upon the technology industry: chief examples being the 
Apple iPod14 and iTunes15 indices.  The argument for the usage of these indices revolves around 
the greater extent to which product standardisation is present in these products and (in the case of 
iTunes) the effectively zero marginal cost of distribution.   
 
The analysis conducted in this chapter follows a similar logic by casting attention towards a high 
technology industry – namely the market for video games consoles.  Although the Apple iPod 
has enjoyed a meteoric rise in the popular public consciousness, the market for video games 
consoles has also experienced a dramatic upturn in performance for a number of years.  By way 
of comparison, in 2004, the value of the mp3 player market to the US economy was around $4.5 
billion (In-Stat Report, 2005), whereas the value of the video games market at the same time was 
approximately $8.2 billion in the US and $25.4 billion for the rest of the world (Crandall & 
Sidak, 2006).  In 2004, over forty per cent of US households owned a dedicated video gaming 
machine (Neilsen Wireless and Interactive Services Report, 2007).  The commonly held 
perception of the market is that it is heavily comprised of or influenced by children (see, for 
example, a  discussion in Harada, 2007) is starting to change, as there has been a continued 
                                                 
14
  Published by the Commonwealth Bank of Australia 
15
  Published by Joshua Gans, Professor of Management at the Melbourne Business School 
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demographic expansion within video gaming into older age groups (Shankar & Bayus, 2003).  At 
the time of writing, the industry is almost entirely dominated by the ‘big-three’ oligopolistic 
firms (Sony, Microsoft and Nintendo), who  each offer a competing and incompatible device 
designed to connect to a home television set and enable the owner to play a range of video games 
titles via optical disc.  The current machines competing for dominance of the market are the 
Sony PS3, the Microsoft X-Box 360 and the Nintendo Wii.  These current devices are the result 
of a long running series of iterative upgrades and improvements to previous generations of 
hardware in much the same way as the multitude of generations of iPods.  This process of 
product evolution has led to high turnover and significant market growth for the firms involved 
(Clements & Ohashi, 2004) and is more extensively detailed in Chapter 3.  
 
5.3: The purchasing power parity literature 
 
While having a strong basis in theory, the PPP literature has for some time focused on the 
question of whether or not the concept holds in reality16.  Papers that employ formal empirical 
testing using time series data in the context of a standard linear model, such as Isard (1977) and 
Rogoff (1996), tend to suggest that the absence of co-integration between exchange rates and 
relative prices is evidence that PPP does not hold, even over a long time horizon.  Engel & 
Rogers (1996; 2001) find that the law of one price often fails to apply even within a single 
country and that sticky consumer prices combined with volatile exchange rates prevent PPP from 
                                                 
16
  The theory of purchasing power parity suggests that the value of a typical basket of goods in one country 
(X) should be able to be converted into the currency of another country (Y) and be able to purchase that same basket 
of goods.  If PPP holds, P(X) * Y/X = P(Y), where P(X) = the price of the basket of goods in Country X, P(Y) is the 
price of the same bundle of goods in Country Y and Y/X represents the exchange rate between the currencies of the 
two countries.  Rearranged, this becomes Y/X = P(Y)/P(X).  PPP does not hold if the two sides of this equation are 
not equivalent. 
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holding across borders for any significant period of time. O’Connell (1998) suggests that, after 
accounting for cross-sectional dependence between series of currency values, it is not possible to 
reject the hypothesis of a random walk with respect to panels of multiple real exchange rates.  
However, studies testing for the presence of unit roots following Dickey & Fuller (1979; 1981) 
have been more accepting of the possibility of the existence of PPP, typically requiring very long 
samples of data for rejections of the null-hypothesis of a unit root to be considered17.   Abuaf & 
Jorion (1990) suggest that, while deviation from PPP levels can be significant in the short run, 
exchange rates usually revert to long run PPP levels, taking around three years for the disparity 
created by the official exchange rate to be cut in half. It is therefore very difficult to support PPP 
using data that covers a short time horizon and, as a result, the output from models designed to 
test for the presence of PPP vary considerably depending on the size of dataset used (Mark, 
2001) as well as the  types of economies selected for analysis (Fujiki, 2003).  Taking this into 
account, Click (1996) is able to demonstrate that PPP does hold, subject to the Balassa-
Samuelson18 effect, over a long time horizon.   More recent studies, such as Sarno (2005); 
Narayan (2006) and Arghhyrou & Gregoriou (2007), have dealt with this issue either through the 
use of non-linear adjustment models or through the use of models where multiple structural 
breaks are applied to a panel unit root test in order to establish stationarity and have found 
evidence supporting the existence of PPP.   
 
                                                 
17
  As an example, authors such as Darno & Valente (2006) and Wallace & Shelley (2006) find evidence in 
support of the existence of PPP through the use of samples encompassing observations from periods in excess of 
100 years. 
18
  This suggests that productivity levels for the production of non-traded goods can differ across countries. If 
the traded goods sector displays higher levels of productivity than the non-traded goods sector (which is usually the 
case), it will lead to higher relative prices of non-traded goods relative to those that are traded.  This is particularly 
relevant where final goods contain a non-traded service component. 
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In spite of the detailed and serious nature of the work being conducted in the literature, a more 
light-hearted approach to the subject of testing for PPP has also found its way into the 
mainstream academic consciousness.  Since 1986, the Economist Magazine has published a 
series of ‘Big Mac’ Indices which compare the relative prices of a standardised product (in this 
case the Big Mac sandwich produced by McDonalds) to the official published exchange rates for 
a series of currencies.  The results of these indices inform the reader of the degree to which the 
currency of a particular country is over or undervalued against another (typically the USD).  The 
annual publication of this index has sparked a flurry of research and comment over the past 
decade, including numerous ‘spin-off’ adaptations of the theory, such as the price of cigarettes 
(Scollo, 1996) and the comparison of wage rates for identical jobs across a number of countries 
(Ashenfelter & Jurajda, 2001; Ong, 1998).   The methodology has many supporters, where the 
use of the ‘typical’ basket of goods that had been used by past studies on PPP (and, for example, 
in the Penn World Table) is rejected in favour of the comparison of a standardised product (Ong, 
1997).  Cumby (1996) provides further supporting evidence that suggests a rapid return in 
market valuations of world currencies to that which is suggested by Big Mac parities and that 
any divergence between the two is likely to be temporary.   
 
Despite its popularity and more digestible nature, the Big Mac Index has also been the subject of 
criticism.   It has been suggested that evidence in support of the existence of PPP over long 
sample periods suffers from bias in the selection of countries, since only a very few 
industrialised countries have accurate data on which to base such a sample (Froot & Rogoff, 
1996). The index has also been the subject of criticism as a result of other factors, such as the 
presence of fixed exchange rate regimes, periods of hyperinflation resulting in rapid price 
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adjustments on the part of MacDonald and the ‘snapshot approach’ used in its estimation, which 
may encapsulate fluctuations in exchange rates that are not representative of the currencies 
involved over the full year (Fujiki & Kitamura, 2003).  A substantial number of papers including 
Pakko & Pollard (1996); Krugman & Obstfeld (2003) and Yang (2004), suggest numerous 
elements that influence the figures used to construct the Big Mac index (such as the inclusion of 
non-tradable components in the production process, barriers to trade, local product 
differentiations and heterogeneous production costs) to be responsible, both theoretically and 
practically, for a evidence pointing to the lack of observable adherence to PPP in practice. 
Although conventional wisdom suggests that real exchange rates between the currencies of 
developed nations are driven by relative prices of tradable goods (Engel, 1999), recent evidence 
(see, for example, Burstein et al., 2005) indicates that changes in prices for non-tradable goods 
can have a significant effect on the deviation of official exchange rates from PPP levels.   
 
The issues associated with the Big Mac Index suggest that a different application of the approach 
is required.  The analysis conducted here advocates the consideration of a high technology 
product, namely video games consoles, in place of a food item such as the Big Mac.  Although 
there are vast differences in the design and manufacturing process for both goods (the video 
game console, for example undergoing a costly and rigorous R&D programme that can last for 
several years and requiring very specialised production facilities), they both stand as examples of 
standardized products.  However, a factor in favour of the use of technology goods of this nature 
in the construction of a PPP index is the diminished influence of local non-traded resources 
employed in the production process.  Video games consoles tend to be manufactured to a 
finished state in a single production facility and then distributed worldwide, whereas hamburgers 
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require a reasonably significant amount of localized assembly before the good can be consumed. 
A focus on a high technology good of this nature will minimise the influence of any 
heterogeneous prices of non-traded goods used in the production process between countries. 
 
5.4: Evidence on purchasing power parity 
 
Table 5.1 (below) shows a selection of major currencies for which common pricing information 
on these video games consoles was available, along with the price at launch of the three video 
games consoles that comprise the current generation of hardware, expressed in units of that 
currency.  By comparing these launch prices against the price of each respective console in US 
Dollars, it is possible to estimate an exchange rate that provides PPP for each of these consoles 
across countries.  By comparing this implied exchange rate to the actual market exchange rate 
between these currencies at the time of console release, it is further possible to determine 
whether the official market rate relatively ‘over’ or ‘under’ values the dollar relative to the 
appropriate currency19.  The numerical values presented in the final column are indices of PPP 
currency valuations relative to the US dollar: a figure of 100 would indicate a market valuation 
for the respective currencies that is in line with strict PPP, whereas 105 would suggest that the 
currency is overvalued against the dollar by five per cent. Any number below 100 is indicative of 
undervaluation of this currency against the dollar – a score of 85 for example implies a fifteen 
per cent undervaluation. 
 
                                                 
19
 These terms are used in the same sense as suggested by the Big Mac Index.  In truth, it is expected that 
official exchange rates will deviate from strict PPP levels to an extent.  One should not assume that markets will 
adjust exchange rates to equalise the prices of individual goods such as video games consoles, hamburgers or any 
small market baskets. 
101 
 
Table 5.1: Console purchasing power comparisons versus market exchange rates 
Microsoft X-Box 360 (Premium) – Launch November 2005 
Country Currency Local Price Implied Exchange Rate vs Dollar 
Actual Market 
Exchange Rate 
Over/Under 
Valuation 
Australia AUD 649.95 1.6249 1.360 119 
Canada CND 499.99 1.25 1.182 106 
Denmark DKK 3,199 7.9977 6.328 126 
Eurozone EUR 399.99 1 0.848 118 
Finland EUR 409.99 1.0250 0.848 121 
Japan YEN 39,795 99.4900 118.450 84 
New Zealand NZD 699.95 1.7499 1.450 121 
Norway NOK 3395 8.4877 6.640 128 
Mexico MXN 4,999.99 12.5003 10.672 117 
Singapore SGD 660 1.6500 1.698 97 
Sweden SEK 3995 9.9877 8.116 123 
Switzerland CHF 600 1.5000 1.311 114 
Taiwan NTD 13,888 34.7209 33.58 103 
United Kingdom GBP 279.99 0.7000 0.576 121 
United States USD 399.99 - - - 
Sony Playstation 3 (60GB Model) – Launch November 2006 
Country Currency Local Price Implied Exchange Rate vs Dollar 
Actual Market 
Exchange Rate 
Over/Under 
Valuation 
Australia AUD 999 1.668 1.294 129 
Canada CND 659 1.100 1.136 97 
Denmark DKK 5495 9.174 5.786 159 
Eurozone EUR 599 1 0.776 129 
Finland EUR 650 1.085 0.776 140 
Japan YEN 59,980 100.130 117.320 85 
New Zealand NZD 1199.95 2.003 1.494 134 
Norway NOK 5995 10.008 6.399 156 
Mexico MXN 10,000 16.695 10.913 153 
Singapore SGD 799 1.334 1.556 86 
Sweden SEK 5999 10.015 7.061 142 
Switzerland CHF 899 1.501 1.236 121 
Taiwan NTD 17,980 30.017 32.808 91 
United Kingdom GBP 425 0.710 0.523 136 
United States USD 599 - - - 
Nintendo Wii  – Launch November 2006 
Country Currency Local Price Implied Exchange Rate vs Dollar 
Actual Market 
Exchange Rate 
Over/Under 
Valuation 
Australia AUD 399.95 1.600 1.294 124 
Canada CND 279.95 1.120 1.136 99 
Denmark DKK 2,199 8.796 5.786 152 
Eurozone EUR 249.00 0.996 0.776 128 
Finland EUR 269.90 1.080 0.776 139 
Japan YEN 25,000 100.004 117.320 85 
New Zealand NZD 499.90 2.000 1.494 134 
Norway NOK 2,499 10.000 6.399 156 
Mexico MXN 4,490 17.961 10.91 165 
Singapore SGD 499.00 1.996 1.556 128 
Sweden SEK 2,699 10.796 7.061 153 
Switzerland CHF 399.00 1.596 1.236 129 
Taiwan NTD 7,000 28.001 32.808 85 
United Kingdom GBP 179.00 0.716 0.523 137 
United States USD 249.99 - - - 
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5.5: Implications 
 
For the most part, the estimations of currency over or undervaluation, relative to strict PPP 
levels, are consistent across hardware models.  Although there are a number of small variations 
between the purchasing power estimates implied by the different consoles, it is still possible to 
discuss broad trends from the results presented in Table 5.1.   Assuming for a moment that strict 
PPP holds, the market seems to overvalue the Euro, British Pound, Swiss Franc, Australian 
Dollar and New Zealand Dollar against the USD, while the Japanese Yen appears to be 
undervalued.  These trends are apparent in the case of all three consoles and so appear to be 
appropriate indicators of the dollar’s (mis)representation on the global currency markets between 
November 2005 and November 2006.  Deviations from PPP for the Canadian Dollar are very 
small and differ in sign between years, suggesting that the US Dollar is reasonably well valued 
against its Canadian counterpart.  The obvious point to make here is the extent to which this 
methodology demonstrates a market overvaluation against the dollar.  The trend seems to be 
most consistent among European currencies, as well as those of Australia and New Zealand, 
where the highest levels of overvaluation are observed.  The minority of currencies that show an 
undervaluation against the dollar are predominantly East Asian economies and in particular, the 
estimates show this relationship to be consistent for the Japanese Yen.  The broad degree of PPP 
that exists within each major global territory seems to be consistent with the implications of the 
Axelrod hypothesis with a certain degree of cultural convergence in key territories implied, 
especially within Europe. 
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One theory for the departure of official exchange rates from their PPP levels is simply that the 
market valuation of world currencies is not congruent with purchasing power.  This argument is 
supported by the respective interest rate environments that have prevailed during the years under 
analysis, and the possible effect this has had upon international capital flows.   However, with 
interest rates rising steadily in the US between 2004 and 2006, the continuing weakness of the 
dollar could be ascribed to factors such as the aversion of investors to the holding of USD 
denominated assets (thanks to on-going conflict in the Middle East and the perceived threat of 
terrorism directed at the United States), as well as the strong evidence suggesting the presence of 
‘stagflation’ in the US economy and persistent problems in the sub-prime lending market.  These 
have all had the effect of perverting market exchange rates away from their long run PPP 
levels20.    
 
One might more reasonably arrive at the conclusion that strict PPP does not hold in reality in the 
context of the market for video game consoles (or, indeed, any other market).  As a majority of 
video games companies are based in Japan and products manufactured in East Asia, video game 
hardware would be cheaper in real terms in that territory as transportation costs to the point of 
sale are lower.  By contrast, it is also quite possible that European consumers are the subject of 
price discrimination, particularly in relation the US.  If this is the case, the higher price paid for 
video games consoles in real terms around Europe would account for the persistent indication of 
overvaluation of European currencies against the dollar observed in Table 7.1.  This might also 
be true for console owners in Australia and New Zealand, which also show the same persistent 
over-valuation against the dollar.   
                                                 
20
 Although, in truth, it is unlikely that monetary policy will excessively influence the departure of official exchange 
rates from PPP levels – as interest rates, exchange rates and prices are determined simultaneously in general 
equilibrium. 
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Table 5.2 (below) shows a comparison of the estimations of departures from strict PPP exchange 
rates made between the Video Games, Big Mac and OECD indices for comparable time periods.  
As the Big Mac Index is published annually in the Economist, the most recent figures published 
after the relevant release of the consoles are presented, as these are likely to be the most 
representative of the timeframe in question.  OECD figures are taken from the relevant year of 
console release.  There do appear to be some quite interesting similarities and differences 
between the sets of results.  Firstly, both the Big Mac Index and the index compiled from relative 
prices of video games machines agree that the European currencies are overvalued against the 
US Dollar, with similar estimates of the extent of this overvaluation.  The Yen is also found to be 
undervalued against the US Dollar using both methodologies, although the Big Mac Index 
estimates a much greater extent to which this is the case.  Both indices also seem to agree that the 
Canadian dollar is reasonably well valued against the dollar, with any difference in sign being 
virtually irrelevant owing to the small absolute difference between the figures quoted.  The major 
difference seems to be the valuation of the Australian and New Zealand dollars. Where the Big 
Mac Index seems to suggest that these currencies are undervalued, the index based on video 
games prices suggests that the currencies are overvalued. The OECD figures also tend to agree 
that the exchange rate of the USD has departed from its strict PPP level, showing that most 
global currencies are overvalued against the dollar.  The OECD figures suggest that the sign and 
order of magnitude indicated by the other measures presented here are, with a few exceptions, 
reasonably accurate.  Firstly, the OECD figures suggest that the Japanese Yen is trading at a 
price above its PPP level, which contradicts evidence from the Big Mac and Video Games 
indices.  Secondly, the video games index points to an overvaluation of the Mexican Peso against 
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the dollar, whereas both the OECD and Big Mac indices indicate the opposite.  The OECD 
figures also seem to indicate slightly lower overvaluations for most of the quoted currencies, 
notably those of parts of Europe and Oceania.  Perhaps these discrepancies are due to the 
composition of the ‘basket’ of goods used to construct the indices: where the components are 
more focused in scope (as in the case of the Big Mac and Video Games indices), departures from 
PPP exchange rates may appear more exaggerated than would appear across a broader range of 
goods and may arguably be less meaningful due to the non-standardised nature of the products 
that are being compared.  
 
Table 5.2: Comparison with other indices 
Currency 2006 Average 
Valuation21 
Big Mac 
Index 
(31/01/07)  
Big Mac 
Index 
(27/05/06) 
Overall Video 
Games Valuation  
(2005-2006) 
Overall Big 
Mac 
Valuation 
OECD Price 
Levels 200522 
OECD Price 
Levels 2006 
AUD 126 83 79 124 81 103 104 
CND 98 96 101 100 99 97 104 
DKK 155 150 154 146 152 138 142 
EUR 129 119 122 125 121 106 106 
YEN 85 72 72 85 72 114 105 
NZD 134 98 89 130 94 105 97 
NOK 156 206 - 147 - 133 136 
MXN 159 83 83 145 83 64 65 
SGD 107 - 73 104 - - - 
SEK 147 143 146 139 145 120 122 
CHF 125 157 168 122 163 136 133 
NTD 88 71 75 93 73 - - 
GBP 136 121 118 131 120 115 118 
 
 
Aside from these discrepancies, it should be noted that both the Big Mac and Video Games 
indices broadly agree on the general deviation of the respective values of each currency from 
their long term PPP levels.  The fact that video game consoles and Big Macs show similar price 
differentials supports the notion of convergence. The similarity also suggests that relative real 
price discrepancies across countries are smaller than that which is indicated by price measures 
calculated using foreign currency exchange rates.  In other words, the opportunity cost of buying 
                                                 
21
 Based on price data for both the Playstation 3 and the Wii. 
22
 From the OECD Purchasing Power Parity Database 
106 
 
a video game in terms of Big Mac consumption forgone comes closer to satisfying the law of one 
price than does an international exchange rate comparison.  The commonality that is observed 
between the prices of video games systems in major economic zones cannot be ignored, with 
Europe, Asia and North America all broadly converging in real video game exchange rates.  This 
is a conclusion which is supported by the work of Bharath (2000), who indicates that, in the short 
run, deviations from PPP exchange rates are found to be correlated positively to transportation 
costs and negatively to common cultural ties and national borders.  Thus, the relatively lower 
price of video games consoles in East Asia (typically the area of design and manufacture of these 
products) compared to North America and especially Europe, can perhaps be accurately 
attributed to the disparity in transport costs associated with the distance from East Asia to these 
locations.  Furthermore, the evidence suggesting broad PPP within certain geographical areas 
with many borders (again, especially Europe) shows that a degree of real pricing equality is 
present where there are stronger cultural ties and where countries are in close geographic 
proximity.  Thus, it appears that the market for video games consoles plays an important part in 
demonstrating, or even promoting international cultural convergence. If this is indeed correct, it 
provides empirical evidence on the nature of common culture within broad geographical areas as 
proposed by Axelrod.   It is possible that these are representations of the ‘stable’ cultural regions 
that Axelrod proposes will endure in equilibrium after a process of cultural exchange (within 
which, but not between which, common cultural characteristics have been adopted).  Whether or 
not any shared cultural characteristics with respect to video games that exist between these 
regions will allow for a degree of further convergence remains to be seen – perhaps only if 
further convergence is eventually achieved will the law of one price persist across the whole of 
the global video games market.   
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5.6: Conclusions 
 
This chapter has sought to investigate the alternative means by which the economic community 
has attempted to estimate deviations of currency exchange rates from long term PPP levels.  The 
Big Mac index is one much cited and oft criticized example of how this has been achieved, using 
a familiar and standardised product that is available globally to construct purchasing power 
estimates and subsequently comparing these against official market rates.  With published work 
applying this idea to a new generation of standardised product, from cups of coffee to mp3 
players, it seems perfectly logical to include the analysis of an industry such as video gaming, 
which is increasing in importance both commercially and culturally, in such a body of literature.  
The figures presented here suggest that current market exchange rates for major global 
currencies are indeed out of line with long-run PPP levels.  By making a brief comparison 
between these calculated under or over valuations with those published in the Big Mac index, 
one can see that, in a majority of cases, similar deviations from PPP prices are observed for both 
hamburgers and video games consoles.  Finally, broad similarities are seen in relative prices 
amongst geographical groupings of countries (in Europe, North America and East Asia) showing 
that, among other things, the market for video games systems is starting to exhibit signs of 
cultural convergence within key regions – possibly due to shared characteristics and cultural 
attributes associated with the common use of video games systems, as suggested by Axelrod. 
 
The link between culture, technology and PPP is relatively underexplored in the literature and 
there exists much scope for future study related to interaction between these areas.  With 
increasing levels of consumer expenditure on cultural technology goods, one might expect 
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increasing international similarity in cultural behaviours and consumptions as a result.  Cross 
country regression using information on leisure consumption derived from consumer expenditure 
surveys may be one way that the issue can be explored further in the future. 
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Chapter 6: An empirical analysis of blockbuster video games 
 
 
6.1: Introduction 
 
As illustrated in previous chapters, video gaming has become a major component of the global 
entertainment industry where publishers invest millions of development dollars in the search for 
elusive blockbusters; the minority of titles that account for a vast majority of the total industry 
sales.  The analysis performed in the chapter makes use of a unique dataset of individual video 
game titles to estimate the effect of an exhaustive set of observable characteristics on the 
likelihood of a video game becoming a blockbuster title.  A number of model specifications are 
estimated, where the results consistently show that blockbuster video games are more likely to be 
released by one of the major publishers for more popular hardware platforms.  Results also show 
that games of higher quality, as measured by the critical response archived on the website 
‘metacritic’, are significantly more likely to sell a greater number of units in the US than those of 
a lower quality. 
 
6.2: Blockbusters 
 
So-called or blockbuster or ‘triple-A’ releases are a well-known feature of entertainment 
industries.  The blockbuster movie is a particularly familiar concept, with the second instalment 
of ‘Harry Potter and the Deathly Hallows’ setting a box office record by earning $169 million in 
revenue during its opening weekend in July 2011 (The Economist, 2011). Other mainstream 
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forms of entertainment, such as music and books, are also capable of producing a small number 
of releases that generate disproportionately high sales and revenues.  For example, the book 
‘Harry Potter and the Deathly Hallows’ generated $220 million revenue generated in the first 
twenty-four hours of release. A comparatively recent addition to these more familiar and 
mainstream forms of entertainment is video gaming.  In the latter part of the previous decade, 
several major video gaming releases have raised the bar for conventional entertainment products 
to meet in terms of revenue earned.  Since the launch of ‘Halo 3’ by Microsoft in 2007 and 
‘Grand Theft Auto IV’ by Rockstar Games in 2008, the ‘Call of Duty’ series by Activision has 
produced a series of annual records for revenues within a three year period. In 2009, ‘Call of 
Duty: Modern Warfare 2’ sold 4.7 million copies in twenty-four hours in the UK and US, 
earning $310 in revenue.  In November 2010, ‘Call of Duty: Black Ops’ sold 5.6 million units in 
its first day and $650 million revenue in its first five days.  The title went on to earn $1 billion in 
its first month of release. 
 
More recently, ‘Call of Duty: Modern Warfare 3’ has eclipsed all of these records by selling 6.5 
million units on the first day of release in November 2011, raising $400 million in revenue in the 
UK and US (The Guardian, 2011).  The game has gone on to generate $750 million in revenue 
over the first five days of its release and $1 billion in revenue within the first sixteen days. This 
narrowly beat the previous entertainment record set in 2009 by the James Cameron film 
‘Avatar’, which achieved $1billion in revenue within the first seventeen days of release 
(Activision, 2011b).  In addition, the launch of ‘Modern Warfare 3’ represented the best-selling 
game of all time at each of the top five U.S retailers and set a further record for having 3.3 
million unique players online in a single day (Activision, 2011a).  The success of these games is 
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such that life-to-date sales for the Call of Duty franchise exceed those of Star Wars and Lord of 
the Rings (Eurogamer, 2011). 
 
As discussed in Chapter 3, video game software is played on a range of incompatible models of 
hardware or consoles.  These consoles are traditionally connected to a power outlet and a 
television set, but can also take the form of a handheld/portable device that gamers charge and 
then play on the move.  Consoles are manufactured by the Japanese companies Nintendo and 
Sony, as well as the American company Microsoft whose traditional static consoles of the 
current hardware generation are the Wii, PS3 and Xbox 360 respectively.  Additionally, both 
Nintendo and Sony have competing handheld platforms in the NDS and PSP respectively. The 
business model of video game publishers is becoming increasingly geared towards achieving the 
goal of high sales volumes, with Aoyama & Izushi (2003) demonstrating that software publishers 
face negligible marginal cost and high up-front development (fixed) costs.  Scale economies 
therefore dictate that ‘triple-A’ titles will earn large profits, whereas sales flops can lead to 
significant losses.  Academic evidence points to video gaming becoming an industry where a 
handful of titles are increasingly sharing a majority of revenues (Coughlan, 2001).  Shintaku & 
Ikuine (1999) suggest that fourteen per cent of video game titles generate over seventy per cent 
of sales.  In the sample of video games titles analysed by Clements & Ohashi (2004), it was 
acknowledged that the top five per cent of titles had been responsible for more than fifty per cent 
of software revenue.  Shankar & Bayus (2003) claim that only ten per cent of games earn a profit 
and nearly half of all titles sell fewer than ten-thousand copies.  Against this, the same study 
argues that a blockbuster title can return between two and three hundred times the cost of 
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production within a year and can also subsequently be exploited into franchised series, which 
drive forward technological frontiers as a result of high consumer expectations. 
 
6.3: Data 
 
Figure 6.1 shows a graphical representation of the dependent variable (US unit sales), where the 
heavily tailed nature of the distribution is obvious.  This supports various claims from the 
literature that a minority of titles are responsible for a disproportionally high proportion of total 
software sales, with the top ten per cent of titles responsible for over fifty-four per cent of total 
unit sales.  Just under twenty-eight per cent of titles in the sample sold fewer than one-hundred 
thousand copies. The long-tailed nature of the variable can be demonstrated via a comparison of 
the mean and median value, where the median title sold one hundred and ninety thousand copies 
against a mean of four hundred and eighty thousand. 
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More formally, the unit sales variable is analysed using the STABLE software package written 
by John Nolan.  Four parameters are reported on the heavy-tailed distribution in Table 6.1 
(below), these being; α, the tail index (where 0 ≤ α ≤  2); β the skewness parameter (where -1 ≤  
β ≤ 1); γ, the scale parameter (where γ ≥ 0) and δ, the location parameter. As the estimated value 
of β is exactly equal to 1, this implies that the quantile estimators should be used in favour of the 
maximum likelihood estimators.  Of these quantile estimations, only the ‘S0’ parameterisations 
are reported, where these are based on the Zolotarev’s (1983) M for an alpha stable distribution 
with skewness =  β, as well as an intuitive meaning associated with other parameters.  All three 
outputs estimate the value of α to be 1.0573, which implies that the variance of the unit sales 
variable is unbounded, but not the mean.  This means that standard OLS regression output should 
be interpreted with caution and that either an appropriate transformation of the dependent 
Figure 6.1: Plot of dependent variable(US unit sales, 000s) 
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variable should be carried out before OLS regression results are generated, or that alternative 
modelling procedures should be considered.  The analysis conducted in this chapter adopts both 
of these approaches in order to check for consistency and robustness in the empirical estimations. 
 
Table 6.1: STABLE estimates of parameters 
α β γ δ 
1.0573 1.0000 180.000 190.000 
 
The regression analysis includes a number of variables that could theoretically explain variations 
in unit sales, these being largely consistent with control variables included in the analysis of 
blockbuster films undertaken by Collins et al. (2002), where critical response, genre, age-rating, 
and film characteristics are included. Details of the dataset can be found in Section 1.4, with full 
information on the variables appearing in the regression analysis can be found in Table 6.2 
(below).  The final dataset consists of 1,770 video games titles released on the current generation 
of hardware platforms. 
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Table 6.2: Model variables 
Definition  Mean StdDev Range 
Dependent Variable 
 Sales US unit sales (in thousands) 479.785 1064.915 10 - 14660 
Explanatory Variables 
Game Characteristics 
YEAR Year of release 2007 - 2004 - 
2010 
REV Metacritic review score (per cent) 68.429 13.895 12 - 98 
SEQ Game is a sequel to an existing franchise 0.530  0 - 1 
REREL Game is a classic re-release 0.060 - 0 - 1 
RATEE Game awarded an ‘E’ rating 0.332 - 0 - 1 
RATET Game awarded a ‘T’ rating 0.287 - 0 - 1 
RATEM Game awarded a ‘M’ rating 0.147 - 0 - 1 
PLAYER Maximum number of players 1.662 1.236 1 - 8 
ONLINE Game has online functionality 0.354 - 0 - 1 
LIC Game is an officially licensed title 0.353 - 0 - 1 
ACC Game comes packaged with an accessory 0.008 - 0 - 1 
MULTI Game released for multiple platforms 0.507 - 0 - 1 
Platform 
X360 Game released for the X-Box 360 platform 0.247 - 0 - 1 
WII Game released for the Wii platform 0.167 - 0 - 1 
PS3 Game released for the Playstation 3 platform 0.176 - 0 - 1 
PSP Game released for the Playstation Portable platform 0.173 - 0 - 1 
NDS Game released for the Nintendo DS platform 0.236 - 0 - 1 
Genre 
ACT Dominant genre is action 0.608 - 0 - 1 
ADV Dominant genre is adventure 0.078 - 0 - 1 
EDU Dominant genre is education 0.008 - 0 - 1 
RAC Dominant genre is racing 0.116 - 0 - 1 
RPG Dominant genre is role-playing game 0.124 - 0 - 1 
RAC Dominant genre is simulation 0.107 - 0 - 1 
SPT Dominant genre is sport 0.192 - 0 - 1 
STR Dominant genre is strategy 0.129 - 0 - 1 
Developer 
2KG Game is developed by 2K Games 0.035 - 0 - 1 
ACT Game is developed by Activision 0.081 - 0 - 1 
ATA Game is developed by Atari 0.021 - 0 - 1 
CAP Game is developed by Capcom 0.031 - 0 - 1 
DIS Game is developed by Disney 0.010 - 0 - 1 
EID Game is developed by Eidos 0.020 - 0 - 1 
EAG Game is developed by EA 0.129 - 0 - 1 
KON Game is developed by Konami 0.037 - 0 - 1 
MIC Game is developed by Microsoft 0.017 - 0 - 1 
MID Game is developed by Midway 0.015 - 0 - 1 
NAM Game is developed by Namco 0.029 - 0 - 1 
NIN Game is developed by Nintendo 0.060 - 0 - 1 
ROC Game is developed by Rockstar 0.010 - 0 - 1 
SON Game is developed by Sony 0.052 - 0 - 1 
SEG Game is developed by Sega 0.059 - 0 - 1 
THQ Game is developed by THQ 0.057 - 0 - 1 
SQE Game is developed by Square-Enix 0.025 - 0 - 1 
UBI Game is developed by Ubisoft 0.070 - 0 - 1 
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6.4: Results 
 
An OLS regression analysis is performed upon the full set of explanatory variables detailed in 
Table 6.1, where the functional form of the model is as follows: 
 
lnSALESi = β0 + β1YEARi + β2SEQi + β3RERELi + β4REVi + β5RATINGi + β6PLAYERi + β7ONLINEi 
+ β8LICi + β9ACCi + β10MULTIi + β11PLATi + β12GENREi + β13DEVi + εi
 
 
(9) 
The dependent variable is the logarithm of US unit sales in thousands.  Each of the independent 
variables are defined in Table 6.2 and reflect the relevant observation for the ith video game title.  
Each of RATING, PLAT, GENRE and DEV are vectors of variables reflecting age-ratings, 
hardware platform, genre, viewpoint and developer respectively.  The output from this regression 
can be found in Table 6.3 (below).  In the general model specification, it appears that one of the 
most statistically significant variables is the review score.  A one unit increase in the metacritic 
review score (in this case, each unit represents a one per cent higher review score) is found to 
increase unit sales by approximately one and a half per cent.  Thus, a ten per cent higher 
metacritic review score would typically increase unit sales by nearly fifteen per cent.  The 
evidence from these regressions suggests that video game unit sales are quality elastic.   
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Other key characteristics that are found to influence sales by a statistically significant amount 
include whether or not the title is a sequel to an existing franchise (increasing sales on average 
by around six per cent), the age rating of the game (games with a ‘mature’ rating are found to sell 
around ten per cent more than the control case of games with an ‘everyone’ rating) and whether 
the title appears on multiple platforms (multi-platform titles are found to sell around eight per 
Table 6.3: OLS regression coefficients 
 General Model  Preferred Model 
 
CONSTANT 48.646 ** 
 
54.824 ** 
YEAR -0.022 **  -0.025 ** 
SEQ 0.066 **  0.072 ** 
REREL 0.001   -  
REV 0.015 **  0.015 ** 
RATET 0.009   -  
RATEM 0.097 **  0.095 ** 
PLAYER 0.003   -  
ONLINE 0.028   -  
LIC 0.016   -  
ACC -0.025   -  
MULTI 0.081 **  0.087 ** 
NDS -0.144 **  -0.150 ** 
WII 0.072 *  0.074 * 
PS3 -0.044   -  
PSP -0.285 **  -0.280 ** 
ADV -0.095 *  -0.098 * 
EDU 0.347 *  0.336 ** 
RAC -0.006   -  
RPG 0.001   -  
SIM -0.014   -  
SPT -0.119 **  -0.095 ** 
STR -0.174 **  -0.168 ** 
2KG 0.086   -  
ACT 0.254 **  0.257 ** 
ATA -0.041   -  
CAP 0.151 **  0.155 ** 
DIS 0.343 **  0.354 ** 
EID -0.132   -  
EAG 0.264 **  0.259 ** 
KON -0.075   -  
MIC 0.380 **  0.400 ** 
MID 0.130   -  
NAM -0.006   -  
NIN 0.647 **  0.647 ** 
ROC 0.420 **  0.421 ** 
SON 0.333 **  0.320 ** 
SEG 0.137 **  0.135 ** 
THQ 0.187 **  0.186 ** 
SQE 0.042   -  
UBI 0.083 *  0.087 * 
      
R2= 0.440   0.435  
F= (40,1729) = 33.95 **  (23,1746) = 58.39 ** 
Log-likelihood: 
-922.435   -930.475  
Normality: Chi2(2)= 49.134 **  48.259 ** 
Hetero Test: F(44,1684) = 3.301 **  F(26,1719) = 3.301  
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cent more units than titles that are exclusive to a given platform).  It should be noted that games 
of the same name released for different platforms are each considered unique titles for the 
purposes of this analysis, so this result does not simply reflect the title simply being available for 
more systems and therefore being accessible to a larger number of consumers.  An interpretation 
of this finding could be that multi-platform titles are associated with a more coherent marketing 
effort and offer players greater opportunity to enjoy network externalities (in allowing for 
discussion and enjoyment of various aspects of a particular game with others regardless of the 
specific hardware platform owned).  
 
Year of release is associated with a lower quantity of unit sales, with newer titles found to result 
in a reduction of around two per cent in the number of copies sold per year.  This was a variable 
included to control for the passage of time in the dataset and the estimated value of the 
coefficient attached to this variable is entirely intuitive, since games that have been available for 
a longer period of time are likely to have sold more over their lifetime.  The interesting thing to 
note is that the passage of time is found to result in only a relatively small increase in the amount 
of sales, which indicates that a majority of unit sales take place in the period immediately 
following release. The other control variables included to capture the platform of release are also 
found to have a significant influence on unit sales, with all measurements taken relative to the 
control case of the Xbox 360.  Titles for handheld platforms are found, on average, to sell 
significantly fewer copies than for home platforms, with games for the PSP and the NDS selling 
on average twenty-nine and fourteen per cent less than Xbox 360 games respectively.  Among 
the home consoles, PS3 games were found to sell around four per cent fewer copies than the base 
case, while Wii games sold around seven per cent more on average, with the former estimate not 
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being significantly different statistically from zero.  This finding indicates that significantly 
higher unit sales associate with the Nintendo Wii platform, but that the estimated difference in 
average sales between the PS3 and Xbox 360 is not statistically distinguishable from zero. 
 
Relative to the base case of the action genre, some specific game types are found to associate 
with significantly different average sales.  Adventure, sport and strategy genres are found to 
reduce unit sales by about nine, twelve and seventeen per cent respectively, whereas educational 
titles are found to sell around thirty-five per cent more on average than the base case.  Finally, 
the release of a game through a major publisher is found in many cases to have an effect on unit 
sales.  This could proxy for marketing effort or elements of game content that are valued more 
subjectively, with output from different publishers often having a unique look, feel and playing 
style that is otherwise difficult to quantify with precision.  Publishers that are on average 
associated with higher sales than the base case of ‘other publisher’, with the statistically 
significant percentage increase stated in parenthesis, are; Activision (twenty-five per cent), 
Capcom (fifteen per cent), Disney (thirty-four per cent), EA (twenty-six per cent), Microsoft 
(thirty-eight per cent), Nintendo (sixty-five per cent), Rockstar (forty-two per cent), Sony (thirty-
three per cent), Sega (fourteen per cent), THQ (nineteen per cent) and Ubisoft (eight per cent). 
Major publishers, particularly Nintendo, are therefore typically found to associate with 
significant increases in the unit sales of video games titles.  It should also be noted that three of 
the largest estimated influences on unit sales relate to the three hardware manufacturers 
Nintendo, Microsoft and Sony. This accords with the finding of Evans et al. (2005) that suggests 
‘killer-apps’ are almost always produced by hardware manufacturers themselves. 
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Table 6.3 also contains a preferred model specification which excludes any variables not found 
to be significant at the 95% confidence interval or above.  The estimated parameters are largely 
consistent with those appearing in the general specification, with the same signs and relative 
magnitudes observed for all remaining model variables.   The parameter estimates common to 
both models appear to be entirely consistent. 
 
The OLS regressions discussed above are likely to produce biased results due to the long-tailed 
nature of the dependent variable, even allowing for the logarithmic transformation.  Indeed, the 
normality diagnostic test output suggests that the error terms from both OLS regressions are non-
normally distributed, thus violating the classical assumptions. For these reasons, as well as 
checking for the robustness of the above findings, a series of binary logistic regressions are 
specified in Table 6.4 (below) where the dependent variable reflects whether or not the particular 
observation represents a ‘blockbuster’ title.  Logit models are specified in the following format: 
 
i
i
x
x
i
e
eTS
'
'
1
)Pr( β
β
+
=>  
(10) 
 
In other words, the model will predict the probability that sales of the ith title (Si) will exceed a 
nominated threshold (T), where the threshold in this context is the point at which a given 
software title constitutes a blockbuster release.  The determination of this threshold is entirely 
subjective, but a range of alternative unit sale thresholds are considered in three logistic 
regressions, namely at sales of two million units, one million units and five-hundred thousand 
units.  These thresholds accord with a proportion of the overall sample of just over one per cent, 
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four per cent and just under eleven per cent respectively. Coefficient estimates can be interpreted 
as log-odds ratios, which can alternately be expressed as simple odds ratios by taking eβi. 
 
In common with the OLS output, the Metacritic review score is found to have a highly 
significant association with unit sales at above the ninety-nine per cent confidence interval, with 
the estimated coefficient suggesting that an increase in review score of ten per cent from the 
mean raises the odds of a title becoming a blockbuster by between two and seven times, 
dependent on the level at which the sales threshold is set.  This provides stronger evidence that 
better quality games are more likely to become blockbusters, although the influence of this 
variable at the margin is found to increase as the unit sales threshold employed becomes higher.  
This finding also indicates that high quality becomes increasingly important in determining 
success among the very top blockbusters and less so for more ‘modest’ blockbusters.  Games 
rated for a teen audience are found to be less likely to become blockbusters at higher thresholds.  
This indicates a ‘u’ shaped relationship between age rating and likelihood of success – games 
targeted at a general or mature audiences are both found to be more likely to become 
blockbusters at lower thresholds than those aimed at a teen audience. At a threshold of two 
million units sold, the odds of a title becoming blockbuster decrease by about twelve times if the 
game has been awarded a teen rating. A higher numbers of players simultaneously able to play a 
game associate with a slightly higher probability of becoming a blockbuster, which is statistically 
significant at the ninety-five per cent confidence interval when the threshold is set at either one 
or two million unit sales, but not when the threshold is set to half a million units.   
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In the logistic regressions, the platform of release is found to have a significant influence on the 
likelihood of a video game title becoming a blockbuster.  However, in contrast to the OLS 
regression output, the only platforms that are found to have a statistically significant influence 
are the Sony consoles PS3 and PSP, with the latter associated with a much greater reduction than 
the former.  The odds of a PSP title becoming a blockbuster are between eight and three times 
lower than the Xbox 360, while the PS3 faces reduced odds of between five and two times that 
of the control category. Again, in common with the OLS regression output, educational titles are 
found to have a significantly higher probability of achieving blockbuster status at all three 
indicative thresholds relative to the action genre, whereas sports and strategy titles significantly 
lower.  For educational titles, the increased likelihood of success is relatively consistent across 
the three blockbuster thresholds at between sixteen and nine times higher dependent on the 
threshold used.  In the case of sports and strategy genres, the there is a fairly large difference in 
the reduced probability of success at the lowest blockbuster threshold compared to the two 
highest.  For sports titles, the reduced likelihood of blockbuster status ranges between four and 
two times, while for strategy the reduced odds range between twenty and four times that of the 
control category.   
 
Particular publishers are also found to be associated with significantly different probabilities of 
success, with consistent results found for Activision, Nintendo, Rockstar and Sony, which are all 
found to associate with statistically significantly higher probabilities of releasing games that 
achieve blockbuster status across all three thresholds. The odds of blockbuster titles range 
between nine and two times higher, twenty-four and eight times higher, seven and four times 
higher and five and three times higher respectively for each of these four publishers.  Generally, 
123 
 
major publishers are found to have a strong, positive influence on the probability of success, with 
any negative parameters generally being either inconsistent across thresholds or lacking 
statistical significance.  The only significant and negative coefficient estimated across the three 
specifications is for Konami when the threshold is lowered to half a million units sold and the 
odds of releasing a blockbuster are four times lower than that of any other un-named publisher. 
 
Table 6.4: Logistic regression output 
 T=2m 
Coefficient 
 T=1m 
Coefficient 
 T=0.5m 
Coefficient 
 
CONSTANT 364.922  224.037  29.143  
YEAR -0.191  -0.077  -0.019  
SEQ 0.237  0.057  0.152  
REREL -0.672  -0.942  0.118  
REV 0.195 ** 0.119 ** 0.090 ** 
RATET -2.460 ** -0.620 * -0.037  
RATEM -0.782  0.027  0.110  
PLAYER 0.251 * 0.050  0.058  
ONLINE -0.100  0.258  0.136  
LIC -0.165  0.078  -0.120  
MULTI 0.602  0.344  0.220  
NDS -1.395  -0.442  -0.182  
WII -0.297  0.234  0.229  
PS3 -1.518 ** -0.741 * -0.405  
PSP -2.265 * -2.125 ** -0.910 ** 
ADV 0.115  -1.319 * -0.295  
EDU 2.883 ** 2.255 ** 1.946 ** 
RAC -0.432  -0.019  0.233  
RPG 0.298  0.128  -0.202  
SIM 0.250  -0.368  -0.396  
SPT -1.320 * -1.235 ** -0.627 ** 
STR -2.792 ** -2.100 ** -1.329 ** 
2KG -1.270  -0.509  0.523  
ACT 2.166 ** 0.725 * 0.824 ** 
CAP -0.374  0.423  -0.143  
EAG -0.338  -0.069  1.022 ** 
KON 0.193  -0.254  -1.274 * 
MIC 1.884 * 0.998  0.766  
NIN 3.009 ** 2.006 ** 2.054 ** 
ROC 1.957 * 1.949 ** 1.499 * 
SON 1.640  1.503 ** 0.998 ** 
SEG -0.131  0.180  0.226  
UBI 0.466  -0.135  0.320  
       
Log-Liklihood -145.231  -384.705  -674.217  
Chi-Squared (32) =  305.332 *** 416.143 *** 497.908 *** 
 
 
In summary, after modelling the data in a number of different ways, certain characteristics are 
consistently found to associate with an increased likelihood of a video game achieving 
blockbuster status.  These are the metacritic review score, which proxies for the quality of the 
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game, the platform for which the title is released, which proxies for the size of the installed user 
base and the publisher of the title, which potentially proxies for both marketing effort and 
subjective elements of gameplay that affect utility (popular franchises, style, look and feel etc.).  
Therefore, for a game to have the best chance of becoming a blockbuster, it needs to be released 
by a major publisher on the right platform and also needs to offer a high quality gameplay 
experience.   
 
6.5: Conclusions 
 
This chapter has investigated the factors that affect the likelihood of a video game becoming a 
blockbuster or ‘triple-A’ title.  A unique dataset consisting of almost 1,800 observations of 
individual video games titles on a variety of different platforms is collected, containing data on 
quality from metacritic, game play characteristics from the video games database maintained by 
MobyGames and lifetime US unit sales from Gamrreview at VGChartz.com.  Due to the long-
tailed nature of the dependent variable, OLS regressions of the natural logarithm of unit sales are 
estimated alongside binary logistic regressions based on three different thresholds of sales 
success.  The results indicate that three factors are consistently and significantly associated with 
an increased probability of a given title becoming a blockbuster.  ‘Triple-A’ titles are more likely 
to be released by a major publisher, particularly Activision, Nintendo, Rockstar or Sony and are 
also more likely to be released on more popular platforms demonstrating increased network 
externalities.  Finally, successful video games are found in every model specification to be, on 
average, of better quality than unsuccessful titles.  Inherent quality and a strong critical reception 
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are therefore found to be essential ingredients in the search for the much coveted ‘triple-A’ video 
game title. 
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Chapter 7: First mover advantages in video gaming 
 
 
7.1: Introduction 
 
In Chapter 3, it was made clear that the market for video game hardware has evolved in a series 
of distinct and progressive generations, each displaying the characteristics of a so-called 
‘standards war’.  In such a contest, a small number of incompatible products with similar 
technical specifications battle to dominate the market.  Economic theory would suggest that 
position in the order of entry has an important influence on market performance, and that the 
mantle of first mover carries with it a strategic advantage that can be exploited by firms.  This 
chapter empirically examines the effect that a firm’s position in the order of entry into the market 
has upon its performance.  Based on data supplied by a 2002 Computer Entertainment Suppliers 
Association (CESA) survey on console ownership, an econometric model is constructed which 
tests the statistical significance of the relationship between the order of entry and market share.  
The results indicate that, in the market for Japanese video games systems, there are significant 
disadvantages associated with the first move and significant advantages associated with the 
second move. 
 
7.2: Strategic market entry 
 
The market for video games systems has evolved in a series of successive hardware generations.  
In the modern era, the industry has been dominated by a highly concentrated, non-collusive 
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oligopoly comprised of four key players: Nintendo, Sega, Sony, and more recently, Microsoft.  
The hugely influential work of Schumpeter (1928, 1942) identifies that there is expected to be a 
positive relationship between levels of industry concentration and innovation. This contention is 
supported by Scherer (1967), who suggests that, when taking account of the trade-off between 
development time and cost, oligopolistic markets are likely to experience the fastest pace of 
innovation.  These hypotheses seem to be borne out in the market for video games systems, 
which could be considered to be rapidly innovating and highly technology-based.  With each 
generation of hardware, companies will typically bring to market a single home video games 
machine that will form the basis of sales efforts and software development.  However, due to 
product and process innovations in the design and manufacture of these products, the shelf life 
for any given generation of consoles is limited.  The console sector has traditionally followed 
cycles of approximately six years between generations, after which older machines are 
superseded by new technology. Each generation of consoles is perfectly superior to the previous 
in terms of technical characteristics and the firm’s production and advertising effort shifts 
entirely to the new generation of hardware upon its release.  Therefore, as each phase in the 
evolution of home video game entertainment systems is reached, previous generations are 
rendered obsolete (Informa Media Group Report, 2002). 
 
Firms looking to gain a foothold in the market for the next generation of hardware face a market 
where successive product innovations build heavily on the characteristics of previous models.  
However, within each generation, most products have broadly similar technical characteristics to 
each other, as there is an obvious disincentive for any one product to be seen to be technically 
inferior to its rivals, the one recent exception being the Nintendo Wii.  The search nature of these 
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goods as well as the predisposition of consumers to seek information through magazines and the 
internet would make any disparity in quality immediately apparent.  Therefore, if hardware 
exhibits broadly similar technical characteristics between competing products at each generation, 
and consumers possess information on performance that is approaching perfect, what could 
account for the differences in the sales of these consoles?  The analysis conducted in this chapter 
investigates whether position in the order of entry may be a key factor in determining whether a 
video games machine will be a sales success or a failure. Conventional economic theory suggests 
that in a high technology industry such as this, the first firm to reach the market will in all 
likelihood come to dominate.  It is also possible that any advantages accrued from the first move 
will remain with that firm through subsequent generations of hardware, which makes the 
strategic timing of entry doubly important.  A simple OLS regression is estimated including a 
dummy variable to determine if there is a significant advantage associated with a firm’s position 
in the order of entry, as well as to identify any other significant factors that affect the sales of a 
video games machine, such as the quality of compatible software or price.  
 
Muller’s (1997) work on path dependence indicates that the firm or firms that eventually emerge 
as market leaders in certain industries (those with high set-up or switching costs, network 
externalities, buyer inertia and potential cost advantages relating to experience) tend to be those 
drawn from among the first to enter the industry.  All of the cited industry characteristics seem 
apt to describe a high technology industry such as video games consoles.  This suggests that first 
mover advantages may be particularly prevalent in this case.  This again supports the notion that 
first mover advantages are significant in the market for consoles, where switching costs are 
relatively high.  However, a key issue to consider is Muller’s interpretation of the effect that the 
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complexity of the product has upon success derived from position in the order of entry, which 
suggests that there is a positive correlation between product complexity and the availability of a 
second mover advantage.  Such complex products as video game consoles would lend 
themselves perfectly to this notion.  Therefore, Muller’s work may be interpreted to suggest that 
second mover advantages could be present in the market for video games systems. 
 
7.3: Methodology 
 
The intention of this chapter is to establish the significance and timing of a movement 
advantages in the market for Japanese video games consoles.  Ownership rates of specific 
consoles, taken from the CESA Games White Paper (2002), are used to construct the endogenous 
variable. This forms the basis of a simple linear regression, where the explanatory variables are 
price, quality and a dummy used to empirically test the impact on market share or various 
positions in the order of entry.  Each of these variables is discussed in more detail below. The 
proposed model takes the following functional form: 
 
iiiii MOVEQUALPY µββββ ++++= 3210  (11) 
 
Where ‘Yi’ is the ownership rate among 1,013 respondents of the ith console, taken from the 
CESA Games White Paper Survey, ‘Pi’ is the real price in Yen of the ith console (base year 
2000), ‘QUALi’ is a measure of quality of the software available for the ith system, ‘MOVE’ is a 
dummy variable that is inserted to represent the order of entry and µi is the error term.  
Information on the construction of these variables has previously been outlined in Section 1.4, 
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while Table 7.1 (below) summarises the list of variables that will be used in this analysis in 
further detail. Inclusion of these variables in an econometric regression will allow for the testing 
of the following research hypotheses; 
H1: Video games consoles for which there is higher quality software available will have larger 
reported ownership rates among the 1,013 respondents in the 2002 CESA survey into Japanese 
console ownership. 
H2: Ceteris paribus, video games consoles with the highest real prices will have lower reported 
ownership rates among the 1,013 respondents in the 2002 CESA survey into Japanese console 
ownership. 
H3: Reported ownership rates among the 1,013 respondents in the 2002 CESA survey into 
Japanese console ownership will be affected by a firm’s position in the order of entry.  In line 
with theoretical expectations, it is proposed that the first move constitutes a strategic advantage.  
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7.4: Results 
 
A comprehensive list of the results relating to Model (i) can be found in Table 7.2 (below).  The 
variable ‘FIRSTABS’ is used in Model (i) as the ‘MOVE’ dummy.  The results obtained from 
this model specification suggest a positive and non-significant correlation between both the price 
and quality variables and console ownership and a negative relationship between the 
Table 7.1: Descriptions of model variables 
Console name Year of 
release 
Hardware 
generation 
Ownership 
(% of 
survey)† 
Ownership 
absolute 
(of 1,013)† 
First mover 
(relative) 
FIRSTREL 
First 
mover 
(absolute) 
FIRSTABS 
Second 
mover 
(relative) 
SECOND 
Real 
price 
(2000 
base)†† 
Quality††† 
Sega Megadrive 1989 2 2.3 23 1 0 0 
 
35834.26 
 
 
7.08 
 
Nintendo Super Famicom 1991 2 45.3 459 0 1 1 
 
22082.01 
 
 
8.95 
 
Sega Saturn 1994 3 8.7 89 1 0 0 
 
45436.10 
 
 
6.00 
 
Sony Playstation 1995 3 44.2 448 0 0 1 
 
40406.09 
 
 
7.87 
 
Nintendo N64 1996 3 25.5 258 0 1 0 
 
25354.96 
 
 
8.05 
 
Sega Dreamcast 1999 4 5.4 55 1 0 0 
 
29592.85 
 
 
6.35 
 
Sony Playstation 2 2000 4 25.4 257 0 0 1 
 
45000 
 
 
7.22 
 
Nintendo Gamecube 2001 4 6.2 63 0 1 0 
 
25176.23 
 
 
8.33 
 
 
†    From CESA Games White Paper, 2002, Rate of hardware ownership survey 2001 (general public, 1,013 persons) pg.66 
††  From Da Gi Rin, 2000 (Autumn Edition), Mainichi Communications 
†††From Compiled from index available at http://www.gamefaqs.com 
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‘FIRSTABS’ variable and ownership rates.  This indicates that to be the first mover in an 
absolute sense in the market for video games has a negative effect upon ownership rates.  
However, this conclusion must be tempered by the estimated coefficients for the other variables, 
as they either clearly contradict a priori expectations on the relationship between demand 
variables, or are found not to be statistically significant.  The statistical summary from these 
model specifications indicate that each model has little explanatory power, due to a low R2 value.  
As per the ‘t’ test results, all of the variables in this model, including the constant term and the 
dummy variable ‘FIRSTABS’, are not statistically significant at the 95% confidence interval.  
 
 
 
 
 
 
The output from this model specification seems unsatisfactory for a number of reasons, chiefly 
that the R2 value is relatively high considering that none of the explanatory variables are found to 
be statistically significant.  As such, alternative model specifications are explored due to 
concerns over equation (11) representing an inappropriate functional form for the data.  A formal 
‘F’ test confirms the validity of excluding the ‘Price’ and ‘Quality’ variables from Model (i), 
suggesting that both H1 and H2 should be rejected.  However, the data still indicate that trends 
exist between ownership patterns and position in the order of entry.  Hence, the model is re-
specified, omitting the variables that are not statistically significant at the ninety-five per cent 
confidence interval.  The model specification is outline in Equation (12). 
Table 7.2: Initial OLS regression output 
 Coefficent t-stat (prob) 
Constant -1482.030 -1.320 (0.259) 
Price 0.007 0.395 (0.713) 
Quality 202.127 1.780 (0.149) 
FIRSTABS Dummy -125.497 -0.375 (0.726) 
R2 = 0.595 
F(3,4) = 1.957 
Log-likelihood: -48.596 
Normality: Chi2(2) = 5.862 
Hetero Test: NA 
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iii MOVEOWNER µββ ++= 10  (12) 
 
The output from the redefined Model (ii) can be found in Table 7.3 (below).  This includes a 
single explanatory variable in the form of a dummy.  When the ‘FIRSTABS’ dummy is included 
in place of the ‘MOVE’ variable in this specification, it is once again found not to be statistically 
significant.  When the ‘FIRSTREL’ variable is included in Model (ii), which is a dummy 
variable reflecting the first mover at each incremental stage of the console wars, it is found that 
both this and the constant term are significant at or above the ninety-five per cent confidence 
interval.   
 
The estimated constant term from this model indicates that autonomous ownership levels lie at 
around 297 in every 1,013 owners while the first mover within any of the specific generations of 
console hardware can expect to have an ownership rate of around 241 in every 1,013 owners less 
on average than an equivalent machine released by a rival who enters the market at a later stage.  
It would therefore be expected the first mover at each sequential hardware generation to have a 
mean ownership rate of 56 in 1,013 owners (five per cent of the survey sample), while the 
expected mean ownership rate of subsequent movers is 297 in 1,013 owners (twenty-nine per 
cent of survey sample).  This indicates that there is not only a lack of early mover advantage in 
the market for home video games consoles, but a distinct and significant disadvantage arising 
from the first move.  The evidence therefore suggests that pioneering products are able to be 
successfully superseded by subsequent entrants to the industry.   
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The F test results for this model specification indicate that it is significant at the ninety-five per 
cent confidence interval. Model (ii) is re-run, this time including the dummy ‘SECOND’ in place 
of the ‘MOVE’ variable. This new dummy indicates the firm is a ‘second mover’ (e.g. releases 
the second piece of hardware at each generational level). The F value shows that the overall 
specification employed here is significant at the ninety-nine per cent confidence interval.  The 
constant term in this model specification is just short of achieving statistical significance at the 
ninety-five per cent confidence interval. The estimated coefficient for the constant term takes a 
value of 98 in every 1,013 owners (around ten per cent of the survey sample), while the 
coefficient attached to the second mover dummy indicates the ownership rate increases by 
around 290 in every 1,013 persons (around twenty-nine per cent of the survey sample) over an 
equivalent machine released by a rival who enters the market at an earlier or a later stages.  First, 
third and subsequent movers would be expected to experience an average ownership rate of 98 in 
every 1,013 console owners, while the second mover would expect, on average, 388 owners in 
every 1,013.  This indicates that there is in fact a strategic advantage to be gained from being the 
second mover within each generation, and ownership rates would be lower if the console was to 
enter the market in any other position in the order of entry.   It therefore seems that the most 
effective decision a company releasing a console could make is with regard to the timing of its 
release.  The console needs to be available as the generational cycle is nearing its peak, and for 
the machine is ‘cutting edge’ when interest from consumers is highest.  Releasing the console 
either too late or (as illustrated above) too early means that either eventual quality or reputation 
is compromised, or that interest has waned by the time the product reaches the marketplace.  
Although this finding does offer support for H3, the finding that the first move associates 
negatively with console ownership is contrary to theoretical expectations. 
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In an attempt to improve the specification of Model (ii) and to check for parameter consistency 
and robustness, the natural log of ownership rates is taken in order to create a log-linear equation.  
This output is reported as Model (iii). 
 
     ln iii MOVEOWNER µββ ++= 10  (13) 
 
Initially, the dummy ‘FIRSTREL’ is used in place of the ‘MOVE’ variable.  Once again, Table 
7.3 presents the relevant regression output.  The F value for Model (iii) shows that the equation 
is significant at the ninety-five per cent confidence interval.  The positive constant term is 
significant at above even the ninety-nine per cent confidence interval, while the negative 
coefficient attached to the ‘FIRSTREL’ variable (-1.619) is also very close to this level of 
significance. Once again, the statistically significant negative coefficient for the relative first 
mover reinforces the hypothesis that, at each generation, pioneers can expect a lower ownership 
rate than subsequent movers. 
 
Model (iii) is then re-run with the ‘SECOND’ dummy variable replacing ‘FIRSTREL’ as an 
indicator of movement order.  The R2 is higher than the previous mode and the F statistic shows 
that the model is statistically significant at the ninety-five per cent confidence interval. The 
constant is significant and positive at the ninety-nine per cent interval, as is the coefficient 
attached to the dummy variable reflecting second movers at each hardware generation, taking a 
value of 1.662.  Although H3 is technically supported by these findings, the element of the 
hypothesis that predicts sales will be higher for the first mover is rejected.  Indeed, ownership 
rates are found increase significantly for the second mover. The diagnostic testing does not 
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indicate that there are violations of the classical assumptions in the case of any of the model 
specifications presented, although this may be a consequence of the small number of 
observations.  Indeed, heteroskedasticity testing is not possible for this reason. 
 
Table 7.3: Key coefficients 
 
 
Model (ii)* 
 (w/ FIRSTREL) 
 
Model (ii)** 
 (w/ SECOND) 
 
Model (iii)* 
 (w/ FIRSTREL) 
 
Model (iii)*  
(w/ SECOND) 
 
    
Constant 297.012** 97.600 5.496** 4.266** 
 
‘FIRSTREL’ dummy 
-241.330* - -1.619* - 
 
‘SECOND’ dummy 
 
- 290.400** - 1.662* 
R2= 0.500 0.724 0.581 0.612 
F(1,6)= 6.006* 15.76** 8.306** 9.472** 
Log-likelihood: -49.433 -47.054 -8.100 -7.787 
Normality: Chi2(2)= 2.770 0.693 2.563 5.531 
Hetero Test: NA NA NA NA 
 
7.5: Conclusions 
 
This chapter has sought to determine whether position in the order of entry into the market for 
video games consoles has any effect on ownership rates.  The empirical results indicate that, on 
average, first movers associate with a significantly lower ownership rate, while the second move 
associates with a statistically significant increase.  This provides evidence that the first move 
puts a firm at a competitive disadvantage, whilst the position of second mover entails quite the 
opposite. Although these conclusions display an obvious trend, it may be noted that due to the 
number of observations employed here, future studies into success and failure determinants in 
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the Japanese Video Games Industry might analyse a data set containing a larger number of 
observations.  It would also be advisable for future studies in this area to attempt to formulate a 
measure of advertising expenditure for formal inclusion as part of the econometric analysis.  It is, 
after all, no coincidence that every console to be branded the ‘first mover’ was manufactured by 
Sega, and two out the three of the second movers were Sony machines.  Despite the limited 
dataset, this chapter has determined that there are clearly observable trends within the video 
game market that relate to entry order and eventual success in terms of ownership rates.  
Contrary to expectations, there appears to be an appreciable and positive influence arising from 
the second mover within any generation of hardware, and an equally significant disadvantage to 
the pioneer. 
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Chapter 8: Seeders, leechers and social norms in the market for illicit digital 
downloading 
 
8.1: Introduction 
 
This chapter marks the beginning of a series of empirically-based investigations into the illicit 
aspects of the market for digital entertainment, namely internet piracy.  The illegal downloading 
of digital materials is globally widespread and of considerable contemporary relevance to policy 
making in a great many countries, particularly where governments are explicitly aiming to 
reduce its incidence. The music industry has suggested that the practice poses a significant threat 
to intellectual property rights and the long term financial viability of its activities.  It is in this 
context, the characteristics of suppliers and consumers of pirated materials are investigated. 
Using Finnish data, this chapter examines the apparent determinants and factors associated with 
this little documented activity. More specifically, this chapter will investigate differences in the 
roles played by a range of market participants according to the intensity of their involvement.  
Empirical models are estimated that explain variations in the roles played in consumption of this 
‘unethical’ experience good.  The term experience good is used here because the consumer has 
imperfect ex ante information with respect to characteristics of the good that are important to the 
derivation of utility (Nelson, 1970).  The aforementioned ‘roles’ may also be explained in some 
basic file sharer terminology.  Leechers are those who download digital media illegally from 
other parties, but who are not explicitly making content available in return. Seeders are those 
who allow other parties to download completed digital media files from their computers.  
Additionally, among the latter category of participant are a sub-set known as First-seeders. 
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These are individuals who make media content available in the very first instance for subsequent 
use by both seeders and leechers.  These roles are non-mutually exclusive and so it is quite 
possible that a market participant will exhibit any or all of these behaviours at any given time. 
The results presented in this chapter indicate that file sharers behave in a way which is consistent 
with expectations drawn from economic theory but differs depending upon the stated extent of 
participation.   
 
This chapter contains the first economic analysis to use national survey evidence to examine the 
propensity to participate in illegal file-sharing.  While some studies have investigated the typical 
demographic characteristics of participants, few if any have accounted empirically for a far 
broader range of factors that influence decision making in this context, such as moral attitudes 
and perceptions of the law. Furthermore, this analysis is unique in that the aim is to distinguish 
the characteristics and behaviour of first-seeders, seeders and leechers. Potentially, these results 
could also inform policy making by indicating which of the constraints on market participation 
have the strongest influence on piracy activity at the margin.  Further, by achieving a greater 
understanding of differences in the incentives faced by seeders and leechers, it is possible to 
determine whether different policy approaches would be advisable to reduce file sharing within 
these different categories.  
 
8.2: The economics of illicit markets and downloading 
 
Economic theory relating to the impact of file sharing upon the legitimate consumption of music 
and film is somewhat ambiguous.  On the one hand, allowing music listeners a chance to sample 
tracks from different artists reduces the risk associated with purchasing a CD, hence contributing 
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to a net increase in demand.  This effect is suggested to be weaker in practice for well-known 
artists and stronger for relative unknowns (Blackburn, 2004).  There is also the possibility that 
network externalities arising from a large file sharing community will increase utility derived 
from the consumption of a legitimate product, pointing to potential for file sharing to 
complement to legitimate media consumption rather than act as a substitute (Liebowitz, 2005).   
 
Yet the unreliability of illegally acquired content presents search and user costs that are 
significantly larger than those incurred by the users of legal download sites.  While it may be true 
that digital music users were forced towards the illegal download market in the early stages of 
market development due to an absence of alternatives, in the modern era where a multitude of 
obvious legal sources are available (such as Apple’s popular iTunes service), one cannot ignore 
the likelihood that illegal downloads are regarded as a substitute for paid legal consumption, 
especially where digital content is close or identical in quality to that of the original.  Casadesus-
Mansanell & Hervas-Drane (2010) suggest that although illegal file sharing overcomes the 
deficiencies of other modes of piracy by removing quality degradation and the need for a 
physical exchange to take place, it is still possible for legal content providers to charge positive 
prices and earn profits based on the enhanced quality of experience that can be offered to 
consumers via legal channels that cannot be replicated by self-sustained illegal P2P networks. 
 
Participants in bit-torrent networks download a software client that allows access to a network of 
file sharers.  Users can create a torrent file from any digital content that they have access to on 
their computer and can make these files available to others via an external tracker.  These 
individuals are the first-seeders of a particular file.  Subsequently, any other users can find a list 
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of active torrent files from various sources on the web and be connected via the tracker to the 
first-seeder’s file.  These individuals are known as leechers.  Leechers interact not only with the 
seeders, but also between themselves to exchange parts of the file that they do not yet have.  
Upon completion of this process, leechers themselves have two options: cease their involvement 
with the process and retain the file for private consumption only (a practice which is usually 
frowned upon by the file sharing community) or go on to act as seeders themselves.  In time, it is 
possible that the original seeder can stop seeding the file – in this case, the torrent remains active 
only so long as at least one former leech continues the seeding process.  However, seeders and 
first-seeders would appear to be in the minority, as Adar & Huberman (2000) reveal that 70% of 
Gnutella users did not make files available to others, a phenomenon the authors dub the ‘tragedy 
of the digital commons’.  More traditional P2P software applications that were based on the Fast-
Track system (such as Kazaa, eDonkey etc.) worked on similar principles but were, according to 
Pouwelse et al. (2005), inferior. These authors contend that the success of the bit-torrent system 
can be traced back to its moderation processes, which ensure that fake files are removed and that 
the bartering system of data exchange between leechers significantly reduces the possibility of 
absolute free-riding.  This issue can be quite significant; Saroiu et al. (2002) show that there is 
technological heterogeneity and a lack of co-operation displayed amongst users of peer-to-peer 
files sharing programs23, as well as a high incidence of free-riding.   
 
The first-seeder in this context has little obvious gain from making the file available to 
download, assuming that the user has legally obtained the file in the first place.  The only logical 
explanation for individuals taking the risk of absorbing the expected punishment cost associated 
                                                 
23
 This study focussed on older peer-to-peer file sharing applications such as Napster and Gnutella and did not 
include bit-torrent technology within its analysis. 
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with such an action are either that these are perceived to be very low (although, one assumes, are 
still non-zero) or that a psychic benefits are derived from the act of first-seeding. Salek et al. 
(2010) suggests that the P2P system must be designed with incentives to encourage seeding if 
networks are to survive.  As seeders of materials incur costs in doing so, some form of 
compensation must be offered, which could range from monetary reward to redeemable points, 
extra downloading privileges or simply recognition and acknowledgement derived from getting 
one over on the system, as well as feelings of altruism and community spirit.  Some of the most 
notorious first-seeders have user names which are highly recognisable to other members of the 
community and it is possible that the esteem factor generated from this infamy is enough to make 
the expected utility of the activity positive, even when (negligible) expected punishment costs 
are taken into account.   
 
In order to acknowledge these factors in a formal theoretical contest, a simple model is advanced 
to explain file sharing participation which draws on an expected utility problem set out in 
Hatcher & Gordon (2005) and also influenced by models set out in Becker (1968) and 
Hirschleifer & Riley (1992). An expected utility function is modified appropriately for 
characterising participation in illegal downloading of digital media in an unknown optimum 
quantity (q) as follows: 
 
{ } [ ] { })(1)()()( qBUPqFqBPUqEU −+−=  (14) 
 
Where B(q) is a benefit function associated with a level of illegal downloading, while F(q) 
represents a fine or other cost that is incurred with probability P if the consumer is caught and 
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punished for their actions.  The necessary first order condition such that the consumer is able to 
maximise utility (dependent upon the volume of illegal downloading participation) is where 
dEU(q*)/dq = 0; or, in other words where the marginal change in utility with respect to the 
quantity of illegal download consumption is equal to zero.  Hence, 
 
{ }
{ } [ ] { })(1)()(
*)(*)(*)(
*)(
qBUPqFqBUP
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′−+−′
−
′⋅′
=′  
(15) 
 
Which simplifies to: 
 
*)(*)( qFPqB ′=′  (16) 
 
This suggests that the maximisation of expected utility occurs where the benefit associated with 
the marginal unit of illegal download consumption is equal to the expected marginal cost. It is 
interesting to note therefore that if the expected probability of being apprehended and punished is 
zero or close to zero, the consumer will maximise utility by consuming illegal downloads until 
the marginal benefit of their consumption is equal to zero.  Therefore, we would expect that 
consumers holding this perception relating to the likelihood of being punished would find utility 
maximised at a very large quantity of consumption.   
 
If the generally held perception that the probability of apprehension is very low holds, then it 
becomes interesting to explore the range of other factors that may prevent or limit the demand 
for pirated media.  It is expected that certain moral judgements about participation in the activity 
may provide a more biting constraint on the utility optimisation problem than the legal 
144 
 
implications.  Assume that EV{(q)} represents the morally adjusted expected utility from illegal 
download participation, such that: 
 
)()()( qEUqmqEV ⋅≡  (17) 
 
Where ]1,0[)( ∈qm captures the effect of a moral judgement upon the choice of q, with m(q) 
weakly decreasing in q.  The optimal solution is arrived at via the first order condition, which is: 
 
0*)(*)(*)(*)( =⋅+⋅ qm
dq
qdEUqEU
dq
qdm
 
(18) 
 
 
If no amount of q > 0 is regarded as immoral, then m(q) = 1 and dm(q)/d(q)=0, which suggests: 
 
0*)( =
dq
qdEU
 
(19) 
 
 
If any amount of q is so immoral that it prohibits its selection, then we assume q = 0. If neither of 
the above is true, the participant continues to increase q until condition (18) holds, so that: 
 
0*)(*)(*)(*)( <⋅−=⋅ qm
dq
qdEUqEU
dq
qdm
 
(20) 
 
Where 0 < m(q*) < 1 and 0 < EV(q*) < EU(q*).  The function of m(q) is determined by an 
underlying moral attitude to illegal downloading (M), so that for any q*, dm(q*)/dM< 0.  
145 
 
Accordingly, it will be the case that dEV(q*)/dM < 0 and d(q*)/dM < 0.  This means that the 
optimal quantity of consumption is negatively influenced by the strength of moral objections (or 
negative attitudinal beliefs) to file sharing (M).  In this chapter, these assumptions are used to 
inform the testing of the following hypotheses based on assumptions relating to the signs of these 
variables, as well as upon the financial incentives to participate in illegal downloading (I), the 
legal deterrents to participation (D), social and media influence (S), a vector of behavioural and 
attitudinal observations relating to file sharing (H) and a vector of measurable personal and 
social characteristics (X) as follows: 
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Based on these theoretical assumptions, as well as contributions from the relevant research 
literature, the following sub-sections consider more formal hypotheses that will form the basis of 
the empirical analysis conducted later in this and subsequent chapters.  
 
Moral judgement (M) 
Chapter 2 (section 2.2) cited a number of studies that find the likelihood of ethical transgression to 
be largely determined by the level of reward or consequence and is strongly influenced by moral 
constraints that are heterogeneous across cultural groups. The ethical implications of piracy and 
related activities are subject to particular scrutiny in a related study by Thong & Yap (1998), which 
identifies the strong influence of moral constraints upon participation in software piracy.  These 
considerations lead to the testing of the following research hypothesis; 
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H1: A strong moral objection to piracy decreases the likelihood of more intense participation in 
illegal file sharing networks.  
 
Perceived quality of pirated materials (H) 
File sharing networks invite low quality content (Parameswaran et al., 2001). Consequently, pirated 
material compares unfavorably to legally purchased material. (Bhattacharjee et al., 2003). This 
quality differential may widen if content owners elect to ‘poison’ items to reduce availability by 
injecting decoy files into P2P networks (Christin et al., 2005).  LaRose et al. (2005) demonstrate 
that dissatisfaction with poor quality downloads reduces illegal file-sharing activity. These findings 
inform the construction of a second research hypothesis, namely; 
 
H2: Negative perceptions of the relative quality of pirated media versus that obtained legally reduce 
the likelihood of more intense participation in illegal file sharing networks. 
 
Financial incentives (I) 
Many of the studies outlined in Chapter 2 (section 2.2) implicitly or explicitly estimate the extent to 
which it is responsible for lost revenue on the part of copyright owners. These studies focus on a 
variety of media, such as music, movies and software.  The conclusions almost exclusively suggest 
piracy and illegal file sharing significantly reduce revenues for content owners, although differ on 
the extent to which the practice of file-sharing contributes to declining revenues.  By far the most 
plausible interpretation of such findings is that consumers use pirated material as a substitute for 
legal paid consumption and reduce their expenditure as a result.  As such, the following research 
hypothesis is put forward; 
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H3: A belief that it is possible to make savings (monetary or otherwise) by substituting pirated 
materials for legal paid consumption increases the likelihood more intense participation in illegal 
file sharing networks. 
 
External benefits to piracy (H) 
The question of whether file sharing results in hidden benefits to copyright holders has become a 
much debated issue in the literature, largely due to the controversial findings of Oberholzer-Gee & 
Strumpf (2007) that were previously detailed in Chapter 2 (section 2.2) and limited evidence from 
elsewhere in the literature.  Thus, a belief that P2P file sharing generates external benefits may 
influence the extent to which consumers participate in the activity and informs the fourth research 
hypothesis, which is as follows; 
 
H4: Consumer belief in that the existence of external benefits that associate with digital piracy 
results in an increased likelihood of more intense participation in illegal file sharing networks.  
 
Legal deterrents (D) 
Gopal & Sanders (1997) find that reminding consumers of the law and consequences of software 
piracy has a significant effect on the intention to engage in related activity, while Peace et al. 
(2003) find that increased certainty and severity of punishment significantly affect consumer 
attitudes to software piracy.  Goel et al. (2010) suggest that statistically significant positive stock 
price movements are observed for related firms on days immediately following news of major 
legal action relating to illegal file sharing.  However, studies such as Fetto (2000) have found 
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evidence that consumers are largely unconcerned by the negative legal consequences of piracy 
despite an awareness of the illegality of their actions.  This attributes to the perception that 
downloading carries a far lower probability of detection than conventional criminal activity.  
These findings inform the fifth research hypothesis, namely; 
 
H5: A greater expected punishment cost on the part of consumers results in a decreased likelihood of 
more intense participation in illegal file sharing networks. 
 
Social and media influence (S) 
Society’s morals shape perceptions of acceptability (Baron & Byrne, 1997) and belief that behaviors 
are appropriate motivates individuals to comply with the wishes of others (Ajzen & Fishbein, 1980). 
Many of the studies cited in Chapter 2 (section 2.2) suggest that file sharing activity has become so 
prevalent to the extent that it now represents a social norm, which implies some degree of social 
influence and motivation to participate in the practice to a greater extent than otherwise. As such, the 
following research hypothesis is postulated; 
 
H6: Exposure to negative information and influence related to piracy from friends, family, and the 
media decreases the likelihood of more intense participation in illegal file sharing networks.  
 
In addition to the six hypotheses summarized above, the unique insight from the dataset used for the 
empirical analysis in this thesis prompts the consideration of the following hypothesis should be 
tested; 
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H7: Significant differences exist between the factors affecting the likelihood of seeding and 
leeching, as well as the illegal sharing of music and movie files.  
 
Having outlined the research hypotheses, the subsequent sections in this Chapter, as well as 
Chapters 9 and 10, will analyse the extent to which evidence from the Finnish survey dataset 
detailed in Section 1.4 supports each of hypotheses H1-H7. 
 
 
8.3: Empirical estimation 
 
The variables from the survey dataset detailed in Section 1.4 that are the subject of investigations 
in this Chapter are are set out in Table 8.1, along with their mean values and standard deviations.  
This information is disaggregated into distinct groups conditional upon the most ’severe’ form of 
file sharing activity admitted to by the respondent, with the four categories being comprised of 
(i) those who admit to no level of participation at all (ii) those that admit to having downloaded 
(leeched) unauthorised material, (iii) those that have shared (seeded) an unauthorised file and (iv) 
respondents who have been the first to upload (or first-seed) an unauthorised file to a P2P 
network.  It is important to note, for example, that if a leecher also admitted to being a seeder, 
this would lead to them being excluded from the former category24.  In addition to reporting 
information on means and standard deviations of the survey variables, a series of binary logistic 
regressions are performed on the full sample of 6,103 responses with different dependent 
variables used in each case.  Each dependent variable is reported in dichotomous terms and 
reflects whether or not the particular respondent indicated that this was the most severe form of 
                                                 
24
 This represents a slight manipulation of the original survey data, where respondents were able to respond 
positively and hence be identified by each of the three participation categories measured as dependent variables in 
the second stage of the regression. 
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file sharing in which they participated.  The four categories reflecting the most sever extent of 
participation stated as part of the survey response is the same as those stated above. 
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Table 8.1: Variables and descriptive statistics 
 Non-Participants 
(1378) 
Leechers  
(1121) 
Seeds  
(3038) 
First Seeds  
(570) 
Variable Description Mean Std Dev Mean Std Dev Mean Std Dev Mean Std Dev 
AGE Age (at time of survey completion) 33.34 14.58 27.31 10.00 25.20 7.24 23.97 7.61 
AGESQ Square of (AGE) variable 1323.93 1014.96 845.78 617.96 687.68 425.76 632.53 466.56 
MALE Gender Dummy (Male) 0.879 0.326 0.938 0.242 0.965 0.184 0.972 0.165 
EDUCEL Education Dummy:  Elementary School 0.104 0.305 0.106 0.307 0.084 0.277 0.114 0.318 
EDUCHS Education Dummy:  High School 0.162 0.368 0.267 0.442 0.355 0.478 0.339 0.474 
EDUCVOC Education Dummy:  Vocational 0.248 0.432 0.246 0.431 0.220 0.414 0.293 0.456 
EDUCPOLY Education Dummy:  Polytechnic 0.195 0.397 0.179 0.384 0.175 0.380 0.126 0.332 
EDUCUNI Education Dummy:  University 0.256 0.437 0.186 0.390 0.156 0.363 0.118 0.322 
RESCITY Residency Dummy: Respondent resides in 
one Finland’s 20 largest cities. 
0.639 0.480 0.654 0.476 0.682 0.466 0.647 0.478 
LIABDWN Respondent believes that the person who 
downloads files should be liable for the 
offence 
0.057 0.231 0.043 0.203 0.057 0.231 0.053 0.223 
LIABSEED Respondent believes that the person who 
seeds files should be liable for the offence  
0.307 0.461 0.423 0.494 0.387 0.487 0.235 0.424 
LIABNONE Respondent believes that no-one should be 
liable for the offence 
0.134 0.341 0.145 0.353 0.251 0.434 0.388 0.488 
PROBSHOP Respondent believes the probability of being 
caught downloading is less than the 
probability of getting caught shoplifting 
0.770 0.421 0.902 0.298 0.958 0.200 0.944 0.230 
PROBLOTT Respondent believes the probability of being 
caught downloading is less than the 
probability of winning the jackpot in a 
lottery. 
0.429 0.495 0.446 0.497 0.431 0.495 0.568 0.496 
CONDWN Respondent believes it is condemnable to 
download unauthorised files 
0.530 0.499 0.296 0.456 0.249 0.432 0.153 0.360 
CONSHARE Respondent believes it is condemnable to 
share unauthorised files 
0.682 0.466 0.654 0.476 0.491 0.500 0.296 0.457 
PEERFRND Respondent has friends that download files 0.522 0.500 0.871 0.336 0.950 0.218 0.954 0.209 
PEERFAM Respondent has family that download files 0.154 0.361 0.329 0.470 0.486 0.500 0.595 0.491 
PEERCOLL Respondent has colleagues that download 
files 
0.269 0.444 0.450 0.498 0.544 0.498 0.573 0.495 
PEERDONT Respondent doesn’t know any downloaders 0.238 0.426 0.032 0.176 0.014 0.118 0.012 0.110 
LESSOUT Respondent believes file sharing allows them 
to access content for less financial outlay 
0.527 0.499 0.825 0.380 0.890 0.313 0.909 0.288 
Y500 Monthly Income Dummy: 0-500 Euros 0.146 0.353 0.256 0.437 0.307 0.461 0.346 0.476 
Y1500 Monthly Income Dummy: 500-1500 Euros 0.128 0.334 0.152 0.359 0.203 0.402 0.258 0.438 
Y2500 Monthly Income Dummy: 1500-2500 Euros 0.198 0.399 0.228 0.420 0.223 0.416 0.191 0.394 
Y3500 Monthly Income Dummy: 2500-3500 Euros 0.205 0.404 0.166 0.371 0.132 0.339 0.104 0.305 
Y5000 Monthly Income Dummy: 3500-5000 Euros 0.123 0.329 0.080 0.272 0.054 0.225 0.029 0.165 
Y5000P Monthly Income Dummy: >5000 Euros 0.069 0.253 0.027 0.161 0.017 0.130 0.014 0.118 
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8.4: Results 
 
The results from the four different logit regressions can be seen in Table 8.225.  As previously 
discussed in a different context as part of the analysis in Chapter 6, logistic models are specified 
in the following format: 
i
i
x
x
i
e
eB
'
'
1
)Pr( β
β
+
=  
(22) 
 
Where, in this case, the model will predict the probability of a stated type of piracy behaviour 
being admitted to on the part of the ith survey respondent (Bi).  The coefficients displayed in 
Table 8.2 are estimates of the log-odds ratios of a range of explanatory variables, which can once 
again be converted into standard odds ratios by taking eβi. 
                                                 
25
 A range of different model specifications were evaluated, which, in many cases, involved the inclusion or 
exclusion of a variety of variables constructed from the survey results. Only the output from the preferred 
specification is reported here.  
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Table 8.2: Participation regressions 
Don’t Share  Leech  Seed  First Seed  
MALE -0.656 **  -0.210   0.514 **  0.474   
AGE -0.079 **  0.009   0.087 **  0.008   
AGESQ 0.002 **  0.000   -0.002 **  0.000   
EDUCHS -0.293 *  -0.209   0.277 **  -0.157   
EDUCVOC -0.206   -0.059   0.054   0.128   
EDUCPOLY -0.022   -0.146   0.175   -0.289   
EDUCUNI 0.281   -0.075   -0.042   -0.319   
CITY 0.014   -0.044   0.049   -0.045   
Y1500 -0.196   -0.197   0.064   0.280 * 
 
Y2500 -0.186   0.078   0.107   -0.132   
Y3500 0.247   0.083   -0.088   -0.131   
Y5000 0.269   0.183   -0.117   -0.566   
Y5000P 0.537 *  -0.097   -0.215   -0.211   
PEERFRND -1.078 **  0.143   0.897 **  0.464   
PEERFAM -0.812 **  -0.379 **  0.314 **  0.487 ** 
 
PEERCOLL -0.391 **  -0.124   0.171 **  0.197   
PEERDONT 0.878 **  -0.930 **  -0.587 **  -0.713   
LIABDWN -0.521 **  -0.319   0.459 **  0.076   
LIABSEED -0.280 **  0.084   0.270 **  -0.453 ** 
 
LIABNONE -0.283 *  -0.623 **  0.248 **  0.195   
LESSOUT -1.259 **  0.199 *  0.705 **  0.529 ** 
 
CONDWN 0.750 **  -0.249 **  -   -   
CONSHARE -   -   -0.207 **  -0.753 ** 
 
PROBSHOP -0.847 **  -0.117   0.815 **  0.019   
PROBLOTT 0.087   0.031   -0.210 **  0.373 ** 
 
CONSTANT 2.777 **  -1.046 **  -3.787 **  -3.422 ** 
 
  
 
 
 
 
 
 
 
 
 
 
 
Log-Liklihood -2161.775   -2384.334   -2971.739   -1596.678   
Chi-Squared (24) =  2196.161 ***  383.268 ***  181.453 ***  254.460 ***  
 
The combination of these results, along with the mean values of model variables presented in 
Table 8.1, make it possible to arrive a series of broad conclusions relating to the profile of illegal 
file sharers.  Non-participants are seemingly more likely to be older (mean age 33), female and 
also tend to either have relatively lower or higher incomes and levels of educational attainment.  
Females are estimated to be around twice as likely to admit to being non-participants as males. 
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The results also indicate that income and education have an inverted ‘U’ shaped relationship with 
the likelihood of involvement in file-sharing (and thus have a ‘U’ shaped relationship with the 
rate of non-participation).  A possible interpretation of these findings is that that illegal file-
sharing is an activity that people require a threshold level of education and income in order to 
engage with and that it is also a form of consumption behaviour that consumers might ‘grow out 
of’ as their incomes and levels of education increase.  In terms of social influence, the likelihood 
of non-participation significantly reduces if the respondent indicates that they know someone in 
their immediate circle that also participated (i.e. friends or family members).  Non-participation 
is also estimated to be just over twice as likely where a strong moral objection is expressed in 
relation to the practice of illegal downloading and less likely where the respondent indicated that 
they felt that being caught file-sharing was less likely than being caught engaged in conventional 
shoplifting.  Finally, it should be observed that one of the largest influences upon outright 
participation is a belief that the practice reduces the respondent’s financial outlay, where the 
presence of this belief significantly reduced the odds of non-participation by around four times 
compared to the absence of this belief.  These results seem to broadly be in line with reasonable 
theoretical expectations. 
 
With this is mind, it then becomes interesting to examine the results relating to differing 
intensities of participation.  As compared with non-participants, illegal file sharers are more 
likely to younger26, although the relationship between age and likelihood of participation to some 
extent seems to be non-linear.  Those respondents for whom leeching represents the most severe 
form of engagement tend to be more likely to feel that the legal blame for the activity should fall 
                                                 
26
 Leechers had a mean age of 27, seeders 25 and first-seeders 24.  This suggests that age is negatively related with 
more intense forms of market interactions. 
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upon the shoulders of seeders, whereas the data seems to indicate an almost unilateral belief that 
no legal liability should be apportioned to leechers.  This sub-sample of respondents are also 
found to be less likely to believe that the downloading of files through P2P networks is morally 
condemnable than non-participants and seem to indicate an increased likelihood of a belief that 
their chances of apprehension are relatively remote.  This offers strong support for H1, but does 
not support H5. Perhaps most tellingly, Table 8.2 indicates that market participants are 
significantly more likely to know of other file-sharers within their social circles (friends, family 
etc.) as compared with non-participants.  This is a strong indication that illegal file sharing is 
encouraged at least in part by the activities of immediate social influences, which would be 
congruent with theory relating to consumption in the presence of network externalities and offers 
strong support for H6.  However, it could also be the case that those who participate share some 
other, unobserved characteristic that has not been picked up by the survey.   
 
Seeders are significantly more likely to be male and to hold the belief that no individual or group 
should be legally liable for file-sharing activity, in essence indicating that seeders are more likely 
to believe that file sharing isn’t a crime.   The practice of seeding also associates with a lower 
probability of considering that any extent of participation to be morally condemnable. Thus, 
while leechers seem to more likely to want to point the finger of blame towards seeders, seeders 
themselves seem more likely to object to the presence of any blame whatsoever. Seeders and 
first-seeders are also more likely to be influenced positively by a belief that file sharing is 
associated with a reduced financial outlay which, along with social influence, represents the 
largest single marginal influence upon the probability of participation for these groups of 
respondents.  Thus, these findings offer strong support for H3. 
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The results relating to the relatively small sample of first-seeders provides an interesting insight 
into their behaviour.  The comparison of mean values for certain survey responses shows us that 
first seeders are more likely to be younger and male than for any other form of participation.  
Social influence again seems to be a strong influence on behaviour, with the mean values of the 
relevant variables indicating that first seeders are more likely to have friends, family and 
colleagues who are known to also be involved in the practice than for any other form of 
participation.  This further supports H6 and underlines the importance of social credibility as an 
incentive to first seed and could explain the motivation to do so where there is no obvious 
monetary return involved. The moral belief that the sharing of materials via P2P networks is 
condemnable presents a very large and statistically significant disincentive to the practice of 
first-seeding, further supporting H1.  Finally, the deterrent effect measured in terms of likelihood 
of apprehension in relation to other crimes and activities reveals that if the respondent perceives 
that they are less likely to be caught participating in illegal file sharing than winning the lottery 
(i.e. that the probability is very low), this has a significant positive influence over likelihood of 
first-seeding.  First-seeders are therefore much more likely to engage in the activity if they feel 
that their chances of being caught are highly remote.  This does not suggest that the law offers a 
particularly strong deterrent against participation and so offers further evidence against H5.  This 
finding also supports the notion that these participants in particular behave almost as masked 
philanthropists, operating outside the law and believing there to be very little chance of incurring 
any punishment cost.  The observable differences in the motivations of non-participants, seeders 
and leechers presented in this chapter offer strong support for H7. 
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These findings can inform firm and government level decision making in a number of ways.  
Firstly, if one of the dominant factors in explaining the propensity to illegally file-share is the 
prospect of achieving financial savings, the relative price differential between legitimate and 
illegitimate digital content consumption needs to be reduced. Secondly, as social influence seems 
to act as a dominant incentive, it would be logical to assume that participation in illegal file 
sharing is going to increase over time as the practice becomes ingrained as a social norm and is 
transmitted across peer, family and work groups.  Finally, if governments or organisations such 
as the IFPI wish to target first-seeders as part of a strategy to control the spread of copyrighted 
materials, these results suggest that the most effective disincentive to participation may be to 
highlight the moral implications of their actions.  Thus, a campaign concentrating on the moral 
issues underlying market participation is likely be more effective than one which focuses on any 
other stated type of disincentive measured in this analysis. 
 
8.5: Conclusions 
 
This chapter investigates the factors that influence participation in various aspects of illegal 
sharing of digital media over the internet using a dataset originating from an online survey 
conducted by the HIIT in Finland during 2007.  Even in the light of some data related caveats, 
the evidence presented in this chapter supports the contention that file sharers behave and 
respond to incentives as rational decision making agents.  In terms of social and economic 
explanatory factors, greater severity of market participation is observed where the respondent is 
young, male and moderately educated. Respondents express an indication that financial 
incentives and the observed behaviours/attitudes of families and friends are among the most 
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important factors influencing the decision to participate.  In terms of the law, the perception that 
the probability of apprehension is very low unsurprisingly associates with an increased 
likelihood of a more intense form of market participation. It seems that the only significantly 
biting constraint upon illegal downloading is a moral judgement made by the respondent: those 
that find the activity morally condemnable are significantly less likely to engage in online piracy 
across all categories of participation, particularly where that participation is more severe.   
 
First-seeders express some notable differences in the factors influencing their behaviour, 
specifically demonstrating a greater responsiveness to moral and social incentives. More intense 
participation is also found where there is a perception that the probability of punishment is 
highly remote.  This adds some credence to the characterisation of first-seeders as masked 
philanthropists, working from the safety of their own homes to defy a legal system that unjustly 
labels them as being in breach of the law, while they generate esteem through their altruistic 
engagement with the file-sharing community.  An awareness of these commonly held attitudinal 
beliefs is important to future policy making. 
 
159 
 
Chapter 9: Differences in motivations for piracy of music and movie content 
 
 
9.1: Introduction 
 
This chapter extends the empirical analysis presented in Chapter 8, as well as developing 
previous work by Limayem et al. (2004).  This analysis makes use of the same HIIT (2007) 
survey dataset as was introduced in Chapter 8, in order to differentiate between the strength of 
varying incentives between music and movie downloaders.  This is a unique contribution to the 
literature in that, to the author’s knowledge, no other study has ever attempted to identify and 
discuss differences in the motivations for the two activities.  The empirical analysis controls for a 
variety of social and demographic factors in the construction of what amounts to a demand 
function for pirated media goods. Although the direct price of consumption for such goods is 
effectively zero, other elements of a generalised price expression are also included that are 
representative of the cost of consumption at the margin, such as the expected cost of punishment, 
which are assumed to increase as the quantity of consumption increases.  In this chapter, the 
‘price’ is related to the banded quantity of consumption for each consumer suggested by the 
survey results to derive an effective demand function for illegally consumed digital media files.  
A discussion of the extent to which the findings of the empirical model can help inform future 
policy making related to the matter is then offered.   
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9.2: Data 
 
The same dataset of survey responses detailed in Section 1.4 and employed in Chapter 8 is used 
as the basis for empirical analysis.  A fairly comprehensive range of the responses to the 
questions appearing in this survey is selected to form the variables intrinsic to the model, where 
the decision as to include the variable is based on plausible relatedness to the theoretical 
categories of variables outlined in Section 8.2.  
 
A summary of the variables selected to be entered into the modelling process can be found in 
Table 9.1 (below).  This sub-set of variables dataset was used to construct two ordered logit 
regressions containing 5,879 observations.  This particular estimation technique measures the 
effect of a variety of variables and characteristics upon that value of a semi-continuous 
dependent variable.  The dependent variable in each model is indicative of the volume of illegal 
downloading reported to have been undertaken by downloaders of music or movies.  For the 
regression relating to the quantity of music downloads, the ordered variable captures the broad 
category of volume of albums downloaded illegally over time by the respondent.  For movie 
downloads, this relates to the response band encompassing the total number of individual movie 
titles that have been downloaded illegally over time.   
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Table 9.1: Model variables 
Description  Mean Std. Dev.  Variable Description Mean Std.Dev. 
Dependent Variables  Moral and Attitudinal Variables (M) 
VOLMUS Ordered dependent variable: volume of 
music illegally downloaded 
2.993 1.321  CONSHARE Respondent believes it is condemnable to 
download unauthorised files 
0.312 0.463 
VOLMOV Ordered dependent variable: volume of 
movies illegally downloaded 
3.119 1.515  POORQUAL Respondent believes that illegally 
downloaded files are generally poor 
quality. 
0.234 0.424 
Financial Incentive Variables (I)  Legal Deterrence Variables (D) 
REDOUT Respondent believes that file sharing 
allows them to access content for a reduced 
financial outlay. 
0.800 0.402  PAYDAM Respondent believes that file sharing 
offenders can be made to pay damages to 
rights owners. 
0.923 0.266 
WTPMUS Respondent is willing to pay for a monthly 
service, as a user of it you would obtain an 
unlimited right to download movie files. 
0.608 0.488  PROBLOTT Respondent believes the probability of 
being caught downloading is less than 
the probability of winning the jackpot in 
a lottery. 
0.444 0.497 
WTPMOV Respondent is willing to pay for a monthly 
service, as a user of it you would obtain an 
unlimited right to download music. 
0.216 0.411  NOLIAB Respondent believes that no-one should 
be liable for the offence 
0.216 0.412 
LEGALEXP Respondent believes it is expensive to 
download other files from legal sites. 
0.331 0.471  CDSELF Respondent believes it is legal to copy a 
CD purchased by themselves. 
0.896 0.305 
Y1500 Monthly Income Dummy: 500-1500 Euros 0.185 0.388  CDFRIEND Respondent believes it is legal to copy a 
CD purchased by a friend. 
0.413 0.492 
Y2500 Monthly Income Dummy: 1501-2500 
Euros 
0.216 0.411  LEGALDOWN Respondent believes it is legal to 
download unauthorised tracks from P2P. 
0.099 0.299 
Y3500 Monthly Income Dummy: 2501-3500 
Euros 
0.152 0.359  LEGALREC Respondent believes it is legal to record 
a TV programme. 
0.933 0.249 
Y5000 Monthly Income Dummy: 3501-5000 
Euros 
0.070 0.255  LEGALTV Respondent believes it is legal to copy a 
TV programme from P2P. 
0.243 0.429 
Y5000P Monthly Income Dummy: >5000 Euros 0.030 0.169  RENTDVD Respondent believes it is legal to copy a 
rented DVD. 
0.164 0.370 
Socio Economic Control Variables (X)  File Sharing Attitudes and Behaviours (H) 
AGE Age (at time of survey completion) 27.780 9.633  TECBTOR Respondent uses Bit-torrent software to 
illegally download. 
0.769 0.421 
AGESQ Square of (AGE) variable 864.5 677.4  DLSEV Respondent downloads several times a 
week. 
0.233 0423 
MALE Gender Dummy (Male) 0.943 0.233  IMPMUS File sharing activity (if any) has reduced 
the volume of film legitimately 
purchased. 
0.149 0.356 
CITY Residency Dummy: Respondent resides in 
one Finland’s 20 largest cities. 
0.667 0.471  IMPMOV File sharing activity (if any) has reduced 
the volume of music legitimately 
purchased. 
0.117 0.321 
Socio Economic Social influence (M)  DLDAILY Respondent downloads daily. 0.175 0.380 
PEERFRND Respondent has friends that download files 0.847 0.360  KNOWMORE Respondent believes that file sharing 
allows them to get to know more artists 
and music. 
0.832 0.375 
PEERFAM Respondent has family that download files 0.397 0.489  SEEFIRST Respondent believes that file sharing 
allows them to watch video content 
before it is released in Finland 
0.820 0.384 
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For both groups, the proportion of the sample that suggests they had never downloaded an album 
or a movie is approximately twenty per cent. More detail on the construction of the dependent 
variables can be found in Table 9.2 (below).   
 
Table 9.2: Construction of dependent variables 
Respondent admits to 
having illegally downloaded 
(x) quantity of music albums 
Value in 
construction of 
ordered variable 
Number of 
observations 
(/6103) 
Respondent admits to having 
illegally downloaded (y) 
quantity of movies 
Value in 
construction of 
ordered variable 
Number of 
observations 
(/6103) 
0 0 1,118 0 0 1,363 
1-100 1 1,213 1-10 1 887 
101-1,000 2 1,147 11-100 2 1,220 
1,001-10,000 3 1,845 101-200 3 926 
10,001 + 4 780 201 + 4 1,707 
 
9.3: Analysis 
 
The preliminary output from these two ordinal logistic regressions is presented in Table 9.3 
(below). 
Table 9.3: Ordinal logistic regression output 
Variable Music  Movies 
AGE 0.019 *  0.061 *** 
AGESQ -0.001 ***  -0.001 *** 
MALE 0.168   0.455 *** 
CITY 0.060   0.128 ** 
Y1500 0.182 **  0.285 *** 
Y2500 0.220 ***  0.345 *** 
Y3500 0.069   0.239 *** 
Y5000 -0.098   -0.081  
Y5000P 0.150   0.256  
PEERFRND 0.830 ***  0.571 *** 
PEERFAM 0.458 ***  0.358 *** 
NOLIAB 0.289 ***  0.071  
PROBLOTT 0.057   -0.034  
CONSHARE -0.426 ***  -0.524 *** 
TECBTOR 1.332 ***  1.822 *** 
DLDAILY 1.996 ***  2.611 *** 
DLSEV 1.225 ***  1.595 *** 
LEGALEXP 0.026   -0.080  
IMPMUS -0.015   -0.036  
POORQUAL -0.246 ***  -0.293 *** 
KNOWMORE 1.104 ***  1.223 *** 
REDOUT 0.802 ***  0.311 *** 
CDSELF -0.121   -0.073  
CDFRIEND 0.099 *  0.036  
LEGALDOWN -0.013   0.179 ** 
PAYDAM -0.119   0.086  
WTP(MUS/MOV) 0.111 *  0.295 *** 
      
Log-Liklihood -7261.139   -6953.717  
Chi-Squared (27) =  4650.768 ***  5370.644 *** 
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These coefficients should be interpreted with caution, since there ordinal logistic regressions do 
not allow for the intuitive interpretations afforded by binary logits.  This is because, while each 
coefficient still represents the effect of a one unit change in the relevant independent variable 
upon the log-odds ratio, the dependent variable is now measured on a scale rather than in 
dichotomous terms. While a higher value of the dependent variable indicates a greater quantity 
of downloading activity, it cannot be assumed that the quantity of downloading increases in 
exact proportion to a given increase on the scale.  A respondent assigned to category ‘4’, for 
example, cannot necessarily be assumed to have engaged in twice the downloading activity of a 
respondent in category ‘2’.  Thus, the interpretation of the coefficients should focus on the sign, 
significance and relative magnitude, rather than any attempt to estimate precise increases in the 
likelihood of a given behaviour through the log-odds ratio.   
 
From this initial set of regression output, it can be observed that gender and area of residency are 
significant predictors of the quantity of movies demanded (in that the MALE and CITY dummies 
show large and statistically significant coefficients), which in a finding largely consistent with 
the consensus in the literature relating to the typical profile of illegal file sharers (see Sims et al. 
(1996), for example). However, somewhat surprisingly, these conclusions are not found to hold 
in the case of pirated music consumption.  This would appear to represent a ‘catching up’ of 
female and rural downloaders to their male and city-dwelling counterparts that has occurred in 
the downloading of music tracks only.  The age of the respondent seems to suggest that in the 
case of both movies and music, a ‘peak’ age is observed where the utility maximising quantity of 
downloading demand is likely to be maximised – this peak would appear to be at a higher age for 
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movie downloads than for music.  After this peak is achieved, quantity of demand tends towards 
zero as the age of the respondent increases.   
 
The financial incentives vector (I) provides a useful insight into the monetary motivations 
associated with demand, even accounting for a purchase price for these goods that is effectively 
zero.  A reasonable interpretation of the stated coefficients for the series of income dummies 
(Y1500, Y2500 etc., all taken relative to the stated monthly income category of less than 500 
Euros) would be that increased demand for illegal downloads peaks among the median income 
range.  Presumably this is because, for those on a very high income, consumption of the legal 
alternative output does not present a significant opportunity cost, whilst low incomes might be 
indicative of a lack of available technology (e.g. internet access, transfer speed, storage capacity) 
and expertise. The income categories associated with higher quantities of movie demand are 
much less concentrated around the median, with a more gradual reduction in the probability of 
large volumes of movie downloading at the higher extreme of the income spectrum.  An 
indication that paid consumption of legal media from legitimate digital download sites was 
perceived to be expensive (LEGALEXP) was loosely associated with higher illegal download 
quantities for music and lower quantities for movies, although neither coefficient was 
statistically significant. Correspondingly, a perception that illegal downloading allows for 
consumption at a reduced financial outlay (REDOUT) was quite strongly associated with higher 
quantities of illegal downloading in both cases, although the magnitude of the effect of this belief 
was far higher for music than for movies.  Finally, those respondents who indicated that they had 
the highest demand for illegally downloaded music or movies were both statistically associated 
with a willingness to pay for a service that offered unlimited monthly downloads of the 
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respective good (WTPMUS for music and WTPMOV for movies).  This relationship was found 
to be far greater in the case of movies, which is consistent with the findings of a related study by 
Pitkar et al. (2008).  These findings therefore offer broad support for H3. 
 
In terms of the vector of variables designed to legal deterrence (D), a belief that the downloading 
of unauthorised tracks is illegal (the LEGALDOWN variable) is associated with marginally 
higher quantities of demand for music download (although the coefficient attached to this 
variable is not statistically significant at the ninety-five per cent confidence interval).  This 
represents limited evidence that prolific file sharers are somewhat aware of the potential 
illegality of their consumption.  A broadly comparable magnitude in the reduction of demand is 
associated with the belief that those found guilty of file sharing can be made to pay damages to 
the rights owners (the PAYDAM variable being significant and larger in absolute terms for 
music than for movies).  A belief that no legal liability should be held against any party involved 
in the practice (NOLIAB) has an expectedly positive and significant influence over quantity of 
music files downloaded, but surprisingly the same is not found to hold for movies. These 
findings offer limited support for H5. 
 
In the case of results specific to one kind of behaviour, where the respondent believes that it is 
legal to copy a CD purchased by themselves or a TV programme that they recorded (CDSELF 
and LEGALREC), this is associated with a reduced likelihood of high demand for illegal 
content.  However, if the respondent believed that copying a CD purchased by a friend 
(CDFRIEND) or a rented DVD (RENTDVD) is legal, the volume of downloading is found to 
increase by a comparable amount for music and movie downloads respectively.  This is a 
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conclusion that is entirely consistent with theoretical expectations and suggests that demand for 
illegal downloads is likely to increase the greater the perception on the part of the respondent that 
copying behaviour is in accordance with the law.  Finally, where the respondent suggested that 
they felt the probability of apprehension after participating in illegal file sharing was smaller than 
winning the lottery (PROBLOTT), this was associated with a relatively small (but not 
significant) increase in quantity of music demanded.  
 
Moral and attitudinal responses (M) are observed generally to have a significant impact on 
volume of downloading for both movies and music.  In each case, an expressed belief that illegal 
downloading is morally condemnable (CONSHARE) associates with a large, statistically 
significant reduction in the quantity of files downloaded that is broadly similar for each type of 
download.  This finding once again offers strong support for H1.  A perception that the quality of 
illegal downloads is generally poor (POORQUAL) is associated with reductions in demand for 
pirated music and movie files that is similar for both types of content, which offers strong 
support for H2.  The belief that illegal file sharing affords access to content not available 
elsewhere is very strongly associated with increased volume of downloading.  This is particularly 
true in the context of movie files (SEEFIRST), where the respondent has stated that it allows 
them access to material before it appears in Finland, but is also observed for music where the 
respondent indicates that file sharing allows them to get to know a range of new artists and music 
(KNOWMORE).  In the context of this model specification and data sample, these variables are 
found to be among the most significant predictors of high demand for illegally downloaded files.  
This finding is consistent with those of Danaher & Waldfogel (2012), who show that 
international box office returns are reduced by seven per cent or more due to the presence of 
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‘pre-release’ piracy and that this reduction in revenue could be eliminated through a reduction in 
the lag between US and international theatrical releases. 
 
The control variables included to reflect frequency of downloading (contained within the vector 
of variables designed to reflect the behaviour of file sharers) unsurprisingly confirm that those 
responsible for a larger volume of illegal file sharing are participating in the practice on a 
frequent basis.  Variables have been included in both specifications to test for the nature of the 
relationship between legal and illegal consumption of music or movies (IMPMUS and IMPMOV 
respectively).  These variables indicate that, if the respondent has engaged in illegal file sharing, 
their consumption has resulted in a reduction in the consumption of at least one form of the legal 
alternative to that good (e.g. for movies, the alternatives include buying and renting DVDs or 
attending the cinema). In line with expectations, the coefficients attached to these variables in 
both specifications show negative coefficients that are not significant at the ninety-five per cent 
confidence interval.  This finding presents somewhat limited evidence that higher volumes of 
illegal consumption are more likely to be regarded as effective substitutes for the legal 
consumption of both movies and music on the part of the respondent, although the magnitude of 
the effect and the degree of statistical significance is lower than expected. However, it must be 
remembered that the association is made between a change in legal consumption and the volume 
of illegal downloading undertaken, which may simply mean that it isn’t a great deal more likely 
that those with high demand will have significantly different perceptions as to the substitutability 
between the goods as those with relatively lower levels of demand. The individual’s choice of 
technology used to download seems to be the most important characteristic here in explaining 
variations in demand, with the use of bit-torrent clients strongly associated with much larger 
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quantities of downloading (more so for movies).  The use of bit-torrent clients to facilitate illegal 
downloading (TECHBTOR) is certainly indicative of a level of human capital that meets or 
exceeds the threshold level of technical expertise necessary to access the market (T), since these 
clients require a reasonable amount of technical know-how to install and operate.  The results 
presented here are therefore consistent with theoretical expectations as well as those suggested 
by The Pew Internet and American Life Project (2003).  These findings are also consistent with 
those of Chen & Yen (2011), who show that when user’s online music-sharing knowledge is 
sufficiently large, this eliminates or reduces the perceived costs of participation.  
 
Finally, the vector of variables capturing demographic and social factors indicates that social 
influence seems to have the expected positive influence upon demand.  Where it was indicated 
that the individual knew of friends or family who illegally downloaded (PEERFRND and 
PEERFAM respectively), the volume of music and movies demanded was observed to be higher 
(with friends exerting a relatively larger influence over behaviour than family and there being a 
larger social influence associated with volume of music downloads than movies).  These findings 
offer strong support for H6 and in a broader sense are supportive of many of the broader 
conclusions arrived at in Chapter 8.  They also suggest that those consumers with particularly 
high levels of demand for illegal movie and music files are somewhat different in terms of 
characteristics, attitudes and behaviours, although admittedly it is perfectly possible that 
individuals will be illegally consuming both types of output.  Relatively high levels of demand 
for pirated music file consumption are associated with individuals that are generally younger, as 
likely to be either gender, are subject to more of a social influence and are somewhat less willing 
to pay for legal alternatives. Instead, the primary incentives to illegally download are best 
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described by financial motivation and the ability to access a wider variety of content than 
through legal channels.  Thus, it can be said that the empirical results presented in this chapter 
offer partial support to H7. 
 
Prolific movie file sharers are older, predominantly male, operate more towards the frontier of 
available technologies and are more willing to pay for legal alternatives, where a lack of options 
and a delay in receiving the latest content in Finland as incentives responsible for the switch to 
illegal consumption.  Therefore, while music file sharing would appear to be more of an 
ingrained social phenomenon, movie downloaders may be able to be dissuaded from frequent use 
of illegal channels with the more timely provision of content in different global territories and 
the availability of a subscription service allowing access to an unlimited number of downloads.  
Both groups, to a limited extent, consider illegally downloaded output to be a substitute for, as 
opposed to a compliment to, legal output. The attitudinal variables in the model seem to suggest 
that the negative aspects of the activity are, to varying extents, effective constraints on demand: 
industry campaigns designed to highlight the inferior quality of pirated materials are found to be 
likely of generating more a limiting effect on the demand of frequent downloaders.   
 
9.4: Conclusions 
 
Two ordinal logistic regressions have been presented in this chapter.  The output from these 
models seems to indicate that those individuals who consume large quantities of pirated music 
content are young; roughly as likely to be male or female (although featuring a slight bias 
towards males) and live in both cities and rural areas. Those with equivalent levels of pirated 
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movie demand are, however, older, predominantly male, tend to live in cities and have a bias to 
the use of relatively newer technologies (i.e. bit-torrent clients) to facilitate their file sharing 
activities.   This paints a somewhat differing demographic picture of the typical characteristics of 
film and music downloaders. These differences could potentially be harnessed by policy makers, 
as well as those working within the respective industries to target their responses to illicit digital 
downloading.  More prolific downloading seems to be encouraged through the offer of financial 
incentives, where median income groups and those who suggest that file sharing results in a 
reduced financial outlay are more likely to associate with higher levels of piracy. That said, a 
statistically significant portion of these groups also express a willingness to pay for a 
subscription service allowing unlimited monthly downloads, particularly in the case of movies. 
The behaviour of both groups is affected by social influence, with friends found to be more 
influential than family members and demand levels of illegal music downloads more 
significantly affected by the influence of peer groups than the volume of movie downloads.  
 
The results also indicate that demand for illegal downloads of any kind are constrained to the 
greatest extent by moral objections to the practice and a belief that illegal consumption is in 
some way inferior to the legally provided alternative.  There is also found to be a generally held 
attitudinal belief amongst prolific file sharers that however illegal the practice, it affords access 
to a wider variety of content than the legal alternatives and/or allowed access to material before it 
reaches international markets. To some extent, this is indicative that file sharers (perhaps 
wrongly) observe a significant disparity in the extensiveness of the catalogue of works available 
legally and illegally and in the case of movies, a substantial delay in the availability of legal 
consumption.  Thus, an incentive to encourage illegal file sharers back towards legal distribution 
171 
 
channels could comprise the availability of a wider selection of repertoire and more timely 
release of contemporary output across global territories.  Campaigns should also highlight the 
negative aspects of illicit consumption (especially the inferior quality).  Arguably, this would 
also constitute an improvement over the majority of campaigns that merely highlight 
transgressions against copyright laws and raise the spectre of possible links to the criminal 
underworld and the funding of terrorist activity.  However, the extent to which the existing 
perceptions held by those exposed to such campaigns (in the UK, USA and elsewhere) will be 
altered in this regard should be subjected to empirical enquiry. 
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Chapter 10: A factor analysis of the motivations for the piracy of music and 
movie content 
 
10.1: Introduction 
 
The analysis presented in this chapter is both a continuation and an extension of the previous 
chapter, in that the focus remains on differentiating between the motivations of movie and music 
pirates.  As an alternative means of performing a quantitative analysis of the dataset, a principal 
component analysis is conducted on the vast number of attitudinal responses featured in the HIIT 
survey used in the previous two chapters.  This principal component analysis is used to construct 
the independent variables used in a further series of ordinal logistic regressions, with item 
loadings reflecting key influences suggested by the literature.  There are several advantages to 
extending the results presented in Chapter 9 through the use of a factor analysis, namely that the 
process preserves degrees of freedom and avoids any issues relating to multicollinearity between 
variables that are each determined by the same underlying attitudes.  This measure also offers 
greater consistency with a similar study conducted by Coyle et al. (2009).  A broad comparison 
of the empirical results also helps to confirm the robustness of findings outlined in the previous 
chapter. 
 
10.2: Principal component factor analysis 
 
Seventeen different factors within the HIIT survey dataset are identified and retained as a result of a 
formal principal component factor analysis.  These factors are related to the research hypotheses 
173 
 
outlined above; see Table 10.1.  More detail on this procedure can be found in texts by Child (2006) 
and Mulaik (2009).  Following a varimax rotation, a number of other potential factors with low 
Eigenvalues are excluded following consultation with a scree-plot.  Each of the retained factors is 
found to have an Eigenvalue in excess of one and all seventeen of these are presented in in 
descending order of these values. Cronbach’s alpha values suggest that the retained factors 
consisting of three or more variables are consistent, while each of the two item factors demonstrates 
significant levels of correlation.  
 
Thus, seventeen attitudinal factors are retained for the purposes of the revised ordinal logistic 
regression analysis, where the construction of the ordered dependent variable remains the same as 
outlined in Table 9.2. Variables are also included to control for socio-economic factors such as age 
(mean = 27.8, standard deviation = 9.6), gender (female mean = 0.06) and broad category of 
monthly personal income.  These are: less than €500 (mean = 0.33); between €500 and €1500 (mean 
= 0.19); between €1501 and €2500 (mean = 0.22); between €2501 and €3500 (mean = 0.15); 
between €3501 and €5000 (mean = 0.07) and more than €5000 (mean = 0.03) per month. 
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Table 10.1: Principal component factor analysis 
Factor 1 Positive opinion of legal download sites Loadings Mean 
Cronbach’s Get track immediately 0.90 0.22 
Alpha = 0.93 Track I want is not easy to find in the shops 0.75 0.19 
 Easy to make purchases 0.89 0.21 
 Can purchase individual tracks 0.89 0.23 
 Easy to find what you want 0.85 0.18 
 Safe to use 0.87 0.21 
 Cheap to make purchases 0.71 0.12 
Factor 2 Believes content to be (mostly) legal Loadings Mean 
Cronbach’s Direct Connect 0.85 0.29 
Alpha = 0.90 BitTorrent 0.70 0.50 
 Kazaa 0.85 0.24 
 PirateBay 0.81 0.31 
 eDonkey 0.87 0.27 
 Symtorrent 0.80 0.18 
Factor 3 Probability of incurring punishment is small Loadings Mean 
Cronbach’s Smaller than shoplifting 0.84 0.90 
Alpha = .86 Smaller than free-riding on public transport 0.84 0.89 
 Smaller than getting a parking ticket 0.84 0.88 
 Smaller than being caught speeding 0.79 0.85 
 Smaller than not paying TV license fee 0.65 0.80 
Factor 4 File sharing allows for (financial/time) savings Loadings Mean 
Cronbach’s Can access files for cheaper 0.78 0.80 
Alpha = 0.79 Can avoid credit card payments 0.76 0.71 
 Can avoid paying twice for content already owned 0.57 0.74 
 Can access TV programs before they are broadcast in Finland 0.66 0.82 
 Replaces VCR for downloading TV series 0.64 0.80 
Factor 5 Impacted on legal media consumption Loadings Mean 
Cronbach’s Digital download store movies 0.80 0.06 
Alpha = 0.80 Digital download store music files 0.84 0.07 
 Purchased DVDs over internet 0.82 0.07 
 Purchased CDs over internet 0.79 0.09 
 Purchased CDs from traditional store 0.49 0.20 
Factor 6 Perceived applicable (personal) punishments Loadings Mean 
Cronbach’s Computer can be confiscated 0.82 0.90 
Alpha = 0.71 File sharer can be incarcerated 0.46 0.55 
 File sharer can be fined 0.86 0.93 
 File sharer can be made to pay damages 0.85 0.92 
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Factor 7 Negative perceptions of content Loadings Mean 
Cronbach’s P2P content often contain viruses 0.82 0.19 
Alpha = 0.77 P2P content does not match description 0.76 0.27 
 P2P content is difficult to find 0.48 0.17 
 P2P content often has poor quality 0.60 0.23 
 P2P content often contains malware 0.83 0.18 
Factor 8 Influenced by information from the media Loadings Mean 
Cronbach’s Finreactor trial 0.69 0.16 
Alpha = 0.72 New copyright law 0.74 0.11 
 Campaigning for awareness of copyright law 0.67 0.06 
 News of online piracy 0.75 0.09 
Factor 9 Perceived applicable (work/school) punishments Loadings Mean 
Cronbach’s File sharers office can be closed if files are shared at work 0.72 0.18 
Alpha = 0.66 File sharer can be fired from school or job 0.45 0.49 
 File sharer's employer may be subject to business restrictions 0.75 0.17 
 File sharer can be evicted 0.58 0.08 
 File sharer's or parent's place of work can be put under surveillance 0.66 0.24 
Factor 10 Believes file sharing generates external benefits Loadings Mean 
Cronbach’s P2P File sharing increases music sales 0.67 0.52 
Alpha = 0.66 Using P2P supports technical development 0.60 0.85 
 Using P2P helps artists to bypass record companies 0.67 0.51 
Factor 11 Social sphere Loadings Mean 
Cronbach’s Persons in the family group download 0.66 0.39 
Alpha = 0.61 Persons who are other relatives download 0.75 0.36 
 Persons who are work colleagues download 0.68 0.47 
Factor 12 Influenced by information in everyday life Loadings Mean 
Cronbach’s Information from school 0.61 0.01 
Alpha = 0.51 Discussion with friends 0.48 0.04 
 Admonition of parents or friends 0.71 0.01 
 P2P attitudes of partner or user of computer 0.59 0.03 
Factor 13 Impacted on legal movie consumption Loadings Mean 
Correlation Decreased consumption of cinema 0.79 0.12 
= 0.45 Decreased rental of movies 0.75 0.22 
Factor 14 File sharing supports dangerous organizations Loadings Mean 
Correlation Using P2P supports criminal organizations 0.74 0.08 
= 0.49 Using P2P supports terrorist organizations 0.77 0.03 
Factor 15 Moral judgment Loadings Mean 
Correlation Condemnable to illegally download files 0.75 0.31 
= 0.59 Condemnable to illegally share files 0.78 0.55 
Factor 16 Willingness to pay for alternatives Loadings Mean 
Cronbach’s Conversion of illegal to legal files 0.58 0.16 
Alpha = 0.47 Unlimited download service of movies and music 0.67 0.46 
 Unlimited download service of music 0.69 0.14 
Factor 17 Willingness to pay for alternatives on mobile phone Loadings Mean 
Correlation Mobile phone unlimited download service 0.81 0.07 
= 0.42 Mobile phone P2P service 0.82 0.07 
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10.3: Results 
 
Four further ordinal logistic regressions are presented where functional forms are aligned to the 
stated research hypotheses.  Table 10.2 (below) presents estimated coefficients: one, two or three 
star notation indicates statistical significance at the 95%, 99% and 99.9% confidence intervals 
respectively. For both regressions, specification (i) represents the general functional form of the 
model, while specification (ii) excludes variables that are not statistically significant. The estimated 
coefficients that remain in specification (ii) are found to be consistent in both cases. Each of these 
regressions is found to be significant at the 99.9% confidence interval. 
 
The control variables capturing relevant demographic information pertaining to each consumer 
associate with coefficients that accord with theoretical expectations. Age and gender are revealed as 
significant predictors of piracy, in that females and older respondents demonstrate a reduced 
likelihood of having downloaded files in large quantities. These findings are consistent with the 
consensus relating to the typical demographic profile of pirates (Sims et al., 1996), adopters of new 
technology and users of the internet in general (Porter & Donthu, 2006). In common with the results 
presented in Chapters 8 and 9, the income dummies (Y1500, Y2500 etc.) show that increased 
demand for illegal downloads peaks among the middle-income range. Area of residency does not 
significantly explain variation in the quantity of files downloaded.  
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Table 10.2: Ordinal logistic regression output 
Variable Music  Movies 
 
(i) 
 
(ii) 
 
(i) 
 
(ii) 
FEMALE -0.39 *** 
 
-0.39 *** 
 
-0.73 *** 
 
-0.72 *** 
AGE -0.03 *** 
 
-0.03 *** 
 
-0.03 *** 
 
-0.03 *** 
CITY -0.03 
  
- 
  
0.05 
  
- 
 
Y1500 0.13 
  
- 
  
0.24 ** 
 
0.22 *** 
Y2500 -0.03 
  
- 
  
0.10 
  
- 
 
Y3500 -0.19 * 
 
-0.21 *** 
 
-0.05 
  
- 
 
Y5000 -0.36 ** 
 
-0.39 *** 
 
-0.27 ** 
 
-0.28 *** 
Y5000P -0.35 * 
 
-0.38 * 
 
-0.14 
  
- 
 
FAC1 -0.33 *** 
 
-0.33 *** 
 
-0.33 *** 
 
-0.33 *** 
FAC2 0.08 ** 
 
0.08 *** 
 
0.11 *** 
 
0.11 *** 
FAC3 0.36 *** 
 
0.35 *** 
 
0.39 *** 
 
0.39 *** 
FAC4 0.95 *** 
 
0.95 *** 
 
0.95 *** 
 
0.95 *** 
FAC5 0.40 *** 
 
0.40 *** 
 
0.3 *** 
 
0.30 *** 
FAC6 0.19 *** 
 
0.19 *** 
 
0.24 *** 
 
0.24 *** 
FAC7 -0.48 *** 
 
-0.48 *** 
 
-0.61 *** 
 
-0.61 *** 
FAC8 0.09 *** 
 
0.09 *** 
 
-0.01 
  
- 
 
FAC9 0.00 
  
- 
  
-0.04 
  
- 
 
FAC10 0.35 *** 
 
0.35 *** 
 
0.45 *** 
 
0.45 *** 
FAC11 0.73 *** 
 
0.73 *** 
 
0.72 *** 
 
0.73 *** 
FAC12 0.01 
  
- 
  
-0.01 
  
- 
 
FAC13 0.44 *** 
 
0.44 *** 
 
0.62 *** 
 
0.62 *** 
FAC14 -0.31 *** 
 
-0.31 *** 
 
-0.33 *** 
 
-0.34 *** 
FAC15 -0.43 *** 
 
-0.42 *** 
 
-0.44 *** 
 
-0.44 *** 
FAC16 0.16 *** 
 
0.16 *** 
 
0.25 *** 
 
0.26 *** 
FAC17 -0.04     -     -0.11 ***   -0.11  *** 
            
Log-Liklihood -7615.472   -7620.096   -7521.157   -7525.714  
Chi-Squared  (25) = 3942.100 ***  (19) = 3932.853 ***  (25) = 4235.765 ***  (18) = 4226.651 *** 
 
Coefficients attached to the 17 attitudinal factors allow for the testing of the research hypotheses 
expressed in Sections 10.3 and 10.4. The first such hypothesis (H1) relates to moral objections to 
piracy, which through analysis of Factor 15 is unsurprisingly found to associate with a relatively 
large and statistically significant reduction in the number of files illegally downloaded. Thus, there 
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is evidence of strong support for the first hypotheses.  H2 relates to the perceived quality of material 
obtained via legal and illegal channels and is tested through the inclusion of Factors 1 and 7, which 
both associate with negative coefficients that are statistically significant at the 99.9% confidence 
interval in each regression. This indicates that consumers with a more negative outlook on illegal 
content and a more positive approach towards legal download sites are significantly less likely to 
download large quantities of music and movie files illegally. Thus, the evidence presented here 
supports the second hypothesis - that negative perceptions of the relative quality of pirated media 
versus that obtained legally reduce the likelihood of pirating larger volumes of files. 
 
The third hypothesis (H3), relating to consumer’s perception that illegal file sharing will result in 
some sort of saving (monetary or otherwise) compared to legal consumption, is tested through the 
inclusion of Factors 4, 5, 13, 16 and 17. Factor 4 suggests that file sharing allows for financial 
savings or access to content ahead of its official availability in Finland. This factor associates with 
the largest beta coefficient in both regressions, being positive and significant at the 99.9% 
confidence interval.  This result suggests that perceived monetary and time savings are powerful 
incentives underlying consumption of larger volumes of pirated materials. Factors 5 and 13 relate to 
the stated impact of piracy on levels of legal media consumption in general and specifically with 
regard to movies. Both factors associate with positive and highly significant coefficients and provide 
evidence that pirated materials are indeed substitutes for paid legal consumption. Factors 16 and 17 
relate to respondent’s stated willingness to pay for legal alternatives to file sharing both more 
generally and specifically for mobile phone access. A higher expressed willingness to pay for legal 
alternatives to piracy associates with significantly higher probability of having downloaded large 
quantities of pirated material. Willingness to pay for alternative provision using mobile phones 
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negatively associates with the quantity of files downloaded, but only statistically significant in one 
regression. These findings broadly support the third hypothesis, a caveat being that individuals 
downloading larger volumes of material express a higher willingness to pay on average for legal 
alternatives, such as services that allow unlimited legal downloads for a fixed monthly fee. 
 
H4 relates to a perception that external benefits exist in relation to illegal file sharing and is 
measured through the inclusion of Factors 10 and 14. Where consumers express a belief that positive 
external benefits arise from file sharing (e.g. the practice encourages technological development), 
this associates with a significant increase in the probability of downloading larger quantities of files. 
Conversely, a belief that file sharing imposes external costs (e.g. the funding of terrorist 
organizations) associates negatively with piracy activity, which supports the fourth hypothesis. 
 
H5 relates to the consumer’s assessment of the expected punishment cost of piracy and is tested 
through the inclusion of Factors 2, 3, 6 and 9. Factor 2 relates to a perception that the content of 
various P2P programs and sites is mostly or entirely legal, while Factor 3 relates to a perception that 
the probability of incurring punishment is low relative to a range of other offences. The relevant 
coefficients are positive and significant at the 99% confidence interval or above. This finding is 
entirely consistent with theoretical expectations and suggests that demand for illegal downloads is 
likely to increase the greater the perception on the part of the respondent that copying behavior is in 
accordance with the law. Factors 6 and 9 relate to a belief that a range of potential punishments can 
be applied to those found guilty of piracy offences with respect to personal and work/employment 
related punishments. Somewhat surprisingly, the coefficients attached to these variables are also 
positive and significant in the case of the former, but not the latter. These findings offer limited 
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support to the fifth hypothesis and suggest that higher perceived punishment costs do not necessarily 
associate with reduced volumes of illegal downloading. 
 
H6 relates to exposure to media and social influences relevant to file sharing that are both positive 
and negative in nature and is tested though the inclusion of factors 8, 11 and 12. Greater exposure to 
media campaigns and news related to illegal file sharing is found to significantly increase the 
volume of music files downloaded, with no significant influence on the volume of movie files 
downloaded. The sign of this coefficient is contrary to expectations and suggests that exposure even 
to negative publicity surrounding music piracy associates with increased quantities of illegally 
downloaded music. However, this finding is not without precedence in the literature, as Bakker 
(2005) suggests that anti-piracy measures, including information campaigns, can have the opposite 
effect to that intended, partly through alienation of the public.  
 
Factors 11 and 12 relate to knowledge and exposure to opinions of people within the social sphere 
related to illegal file sharing. Knowledge of others who also share files illegally within family or 
work environments associates with highly positive coefficients in both regressions, being significant 
at above the 99.9% confidence interval. However, exposure to opinions on file sharing in everyday 
life (e.g. from friends, partners and parents) is not found to significantly influence the quantity of 
files downloaded. On balance, these findings provide limited support for H6. 
 
H7 suggests that the motivations driving the quantity of music and movie files downloaded are 
heterogeneous. While most of the estimated coefficients demonstrate similar signs and orders of 
magnitude across model specifications, the regression output also suggests some important 
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distinctions between the two types of behavior. In terms of variables that display similar signs but 
different order of magnitudes, gender is found to have a much larger negative influence upon movie 
downloads. Income follows a similar pattern for both types of piracy, but the influence peaks at a 
higher income for movies than for music. A reduced legal consumption associates more strongly 
with larger volumes of music downloads than movies, suggesting that pirated music is generally a 
better substitute for legal consumption than pirated movies. Negative perceptions of the relative 
quality of pirated materials have a stronger influence on the consumption of large quantities of 
movie files. The influence of the media associates significantly with increased music piracy, but not 
the volume of movie downloads. This finding may reflect the general focus in the media upon music 
piracy relative to its other forms. Unsurprisingly, a reduction in the quantity of movie-specific paid 
consumption has a stronger association with movie downloads than music, while a perception that 
illegal file sharing generates positive external benefits associates more strongly with increased 
movie piracy.  Finally, those respondents who revealed the highest demand for illegally downloaded 
movies associate with a greater willingness to pay for alternative legal download opportunities (e.g. 
a service that offered unlimited monthly downloads). This particular contrast is consistent with 
earlier findings and offers reasonable support for H7. 
 
In summary, the findings of this study offer broad support for the findings outlined in Chapters 8 
and 9, although the use of factor scores in the regression analysis allows for a subtly different insight 
onto behavior and presents a more parsimonious functional form which is more straightforward to 
align to theoretical assumptions.  The findings suggest that piracy is positively and significantly 
influenced by the perceived relative quality of pirated content, the extent to which downloaded 
material offers monetary (and other) savings relative to paid legal content, and a belief that file 
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sharing offers external benefits to society, while being negatively influenced by moral objections to 
the practice. Limited evidence is found to support the view that higher expected punishment costs 
and external influences reduce volumes of files illegally downloaded. Conversely, the empirical 
analysis supports the contention that media campaigns designed with the intention of discouraging 
music piracy could engender the opposite effect. Despite the focus on Finnish consumers, these 
findings are broadly consistent with those expressed by Shanahan & Hyman (2010) in relation to the 
UK and US.  
 
Additionally, those consumers with particularly high levels of demand for illegal movie and music 
files exhibit quite different characteristics, attitudes, and behaviors. Relatively high levels of demand 
for pirated music consumption associate with individuals that are somewhat less likely to be male 
and are subject to greater influence by the media. Instead, the primary incentives to illegally 
download larger quantities of music are financial and social. Prolific movie file sharers are 
predominantly male, deterred to a greater extent by the relatively poor quality of pirated materials, 
and express a greater willingness to pay for legal alternatives.  
 
10.5: Conclusions 
 
This chapter conducted a series of regressions based on factor scores generated from a principal 
component analysis.  These results are, in many respects, similar to those outlined in Chapter 9, 
which confirms the robustness of this collection of empirical findings.  However, there are a 
number of subtle differences that are worthwhile discussing.  The regressions based on factor 
scores support the contention that demand for different forms of pirated content is not 
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homogenous. Certain key factors, such as willingness to pay for legal alternatives, exert different 
influences on the likelihood of having downloaded larger quantities of music and movie files. 
Moral judgments and beliefs that pirated material is of inferior quality to legal alternatives 
constrains consumption, particularly in the case of movie downloads. 
 
However, only limited evidence is found in these factor score regressions to support the view 
that an increased expected punishment cost or negative media exposure has a significantly 
negative influence upon the quantity of illegal consumption: in fact, the opposite may be true in 
certain cases. This conclusion calls into question the effectiveness of anti-piracy campaigns and 
high-profile legal action on behalf of record labels and movie studios. Historically memorable 
advertising campaigns likening digital piracy to shoplifting and highlighting possible links 
between piracy and funding for criminal or terrorist organisations have recently been replaced 
with campaigns highlighting the inferior (or ‘knock-off’) nature of digital entertainment media 
consumed in this fashion. The change in stance has occurred at least in part due to the cachet 
attached to the term ‘piracy’ (which may give the practice an ‘edge’ that is desirable in certain 
social circles) and because it is perceived there may be resistance to advertising that presumes 
the recipient has undertaken any prior wrongdoing.  The US is thus under pressure to revise its 
‘think first, copy later’ campaign for similar reasons.  If anti-piracy campaigns are utilised in 
future, these findings suggest that it would be effective to place a greater emphasis on the 
relatively poor quality of pirated materials. 
 
These factor score regressions also show evidence of a generally held belief among more prolific 
file sharers that consumption of pirated material is financially or otherwise rewarding compared 
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to legal alternatives, and affords access to material before general release in Finland. Finally, a 
statistically significant proportion of prolific downloaders also express a willingness to pay for a 
subscription service allowing unlimited monthly downloads, particularly for movies. In the UK, 
Virgin and Universal have recently formed an agreement to provide a service whereby 
subscribers have access to unlimited music downloads for a fixed monthly fee.  The ISP hopes to 
add other music labels to the service and has also agreed to take a more pro-active stance in 
combating illegal files sharing over its network.  This is an interesting development on the part 
of Virgin – it represents a unique service and also places a vested interest on the part of the ISP 
to tackle illegal file sharing for business and not moral or ethical reasons.  However, without the 
backing of a wider range of music labels and with rival ISPs presumably remaining somewhat 
neutral on the issue, how effective a substitute this new service proves to be remains to be seen.  
The results presented in this chapter suggest that a greater availability of such services at 
competitive prices would offer the potential for an appreciable reduction in the number of files 
illegally downloaded. 
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Chapter 11: The relative severity of illegal file sharing 
 
11.1: Introduction 
 
Evidence presented in the preceding chapters suggests that file sharing may not generally 
regarded as a very serious offence, largely because such a significant proportion of survey 
respondents admit to engaging in the practice.  Additionally, a relatively large proportion of the 
sample display little moral objection and generally hold a belief that the probability of 
apprehension or punishment is comparatively low.  This hypothesis is somewhat re-enforced by 
the findings of the ‘Digital Life America’ survey published by Solutions Research Group (2007), 
which suggests that forty per cent of the 2,600 survey respondents consider illegal movie 
downloading to be a serious offence, compared to the seventy-eight per cent who consider 
stealing a DVD from a retailer to be serious.  By comparison, the same survey data suggests that 
fifty-nine per cent of the sample consider parking in a fire lane to be a serious offence.  While 
evidence of this nature generally indicates that illegal file sharing is considered a comparatively 
trivial element on the spectrum of criminal offending, there has been little in the way of formal 
academic investigation into the relative severity of illegal file sharing compared with other 
crimes.  The empirical analysis presented in this chapter will use the HIIT survey data explored 
previously to measure the perceived severity of file sharing as a criminal offence.  The findings 
of this chapter can inform policy making and campaigns on the part of copyright holders to 
enforce their intellectual property rights through highlighting particular offences that are 
considered to be more or less serious than illegal file sharing, as well as the principal 
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characteristics and demographics of those who are more likely to consider file sharing to be a 
trivial offence. 
 
11.2: The relative severity literature 
 
Survey data has been used fairly extensively to rank criminal offending in order of severity, 
starting with the seminal paper by Sellin & Wolfgang (1964) and subsequently developing as a 
methodology thanks to contributions by Akman et al. (1967); Newman (1976); Rossi et al. 
(1974); McCleary et al. (1981); Rossi & Nock (1982); Rossi et al. (1985); Pontell et al. (1985); 
Wolfgang et al. (1985) and Warr (1989).  The findings of these studies have been relatively 
consistent in that crimes that involve bodily injury are unanimously suggested to be more serious 
than other type of offences.  While property theft or damage is found to be more seriousness 
than, say crimes of intimidation, crimes of so-called ‘secondary victimisation’ (i.e. where 
impersonalised entities such as commercial establishments are the victims) are generally found to 
be considered much less serious in nature.  Judgements on severity are typically found to be 
consistent across broad demographic characteristics, including class, gender, age and ethnicity.  
Greater consensus has also been observed the more serious the crime, so that less serious crimes 
divide opinion relating to severity to a greater extent (Stylianou, 2003).  The analysis of relative 
severity is conceptually attractive, because although survey respondents may differ on the 
absolute scale of seriousness to attach to various offences, a broad consensus is more likely to be 
reached on the relative severity (Wolfgang et al., 1985). Abrams & Della-Fave (1976) used 
survey data to analyse the relative severity of ‘victimless’ crimes and found that a significant 
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contribution to the perceived relative severity of these crimes came from a moral element of 
judgement on the part of the respondent. 
 
The ultimate aim of survey-based studies tends to be toward policy making and the setting of 
appropriate sentence length based on the severity of the crime.  A number of studies have used 
very similar techniques to test for consensus on the appropriate sentencing to attach to criminal 
offences based on the degree of severity.  For examples, see Rose & Prell (1955); Gibbons 
(1969); Boydell & Grindstaff (1974); Thomas et al. (1976); Blumstein & Cohen (1980) and Van 
den Haag (1982).  These studies all find surprisingly high levels of consistency among the 
relative, if not absolute, level of severity across categories of crime. 
 
The empirical analysis conducted in this chapter addresses significant gaps in the literature for a 
number of reasons.  Firstly, there has never been an explicit consideration given to illegal file 
sharing and digital piracy among such surveys.  Previous research undertaken by Moore & 
McMullan (2004) has pointed out that survey respondents typically do not consider the offence 
to be particularly serious, largely due to the anonymity and lack of physical interaction involved.  
Beyond this, no other research has been conducted as to precisely how serious the offence is 
relative to the full spectrum of other criminal acts.  This deficiency in the literature may arise, at 
least in part, because of the second main gap that this analysis fills: namely that a majority of 
crime severity studies based on survey data were published in the 1970s and 1980s, when the 
practice of digital piracy and peer-to-peer file sharing simply did not exist.  The survey data and 
accompanying empirical analysis presented here therefore can be said to provide a more 
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contemporary insight into perceptions of relative crime severity for comparison against the 
results of studies published in the previous century. 
 
11.3: Analysis 
 
The data used to generate these results are derived from the same Finnish web-based survey 
discussed in Section 1.4 and utilised in the three preceding chapters.  As already discussed, the 
survey itself was designed to collect information regarding the perceived seriousness of various 
criminal offences relative to that of illegal file-sharing, along with the demographic profile, 
attitudes and behaviours of respondents relative to the practice of illegal file-sharing.   Responses 
are made on a possible scale ranging between 1 and 4, with a response of 1 indicating that the 
respondent is undecided about the relative severity of the two crimes. A response of 4 indicates 
that the respondent feels that the stated crime is more serious than file sharing, while a response 
of 3 indicates the crimes are considered to be of equivalent seriousness and a response of 2 that 
the stated offence is less serious than the practice of illegal file sharing.  Table 11.1 (below) 
contains the raw response data to survey questions on the relative severity of file sharing, 
presented both in absolute terms and as a percentage of the 6,103 respondents that expressed that 
particular opinion in the context of the stated offence in each case.  
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Table 11.1: Raw responses to relative severity questions 
Stated offence is … than illegal file sharing More Serious (4) As Serious (3) Less Serious (2) Undecided (1) 
TYPE 1 
Making and sharing of child pornography 5411 (88.66%) 58 (0.95%) 476 (7.8%) 158 (2.59%) 
Preparing a terrorist act 5361 (87.84%) 47 (0.77%) 517 (8.47%) 178 (2.92%) 
Gross drunk driving 5309 (86.99%) 119 (1.95%) 500 (8.19%) 175 (2.87%) 
Drug offence 4953 (81.16%) 284 (4.65%) 587 (9.62%) 279 (4.57%) 
Tax fraud 4873 (79.85%) 480 (7.86%) 511 (8.37%) 239 (3.92%) 
Selling of pirated media 4568 (74.85%) 873 (14.30%) 455 (7.46%) 207 (3.39%) 
Selling of fake brand bags 4168 (68.29%) 1158 (18.97%) 491 (8.05%) 286 (4.69%) 
TYPE 2 
Not paying for public transportation 2226 (36.47%) 2056 (33.69%) 1463 (23.97%) 358 (5.87%) 
Crossing a road against a red light 1449 (23.74%) 1732 (28.38%) 2575 (42.19%) 347 (5.69%) 
Not paying television license fee 1419 (23.25%) 2816 (46.14%) 1479 (24.23%) 389 (6.37%) 
Copying a borrowed CD 505 (8.27%) 2947 (48.29%) 2323 (38.06%) 328 (5.37%) 
 
 
What should be immediately apparent is that there is a clear distinction between those offences 
which the clear majority of respondents regard as significantly more serious than large-scale file 
sharing (herein labelled as ‘TYPE 1’ offences) and those where opinion is divided to a much 
greater extent (labelled as ‘TYPE 2’).  Unsurprisingly, virtually the entirety of the survey sample 
regard the making and sharing of child pornography and the preparation of a terrorist act as more 
serious than large scale file sharing, with comparable levels respondents expressing similar 
opinions in relation to gross drunk driving, drug offences and tax fraud.  Again, unsurprisingly, 
far fewer respondents indicate that crimes such as not paying for public transportation or 
crossing a road against a red light are more serious than large scale file sharing.  Indeed, the 
offence of crossing the road against a red light is the offence which the greatest number of 
respondents felt was less serious than large scale file sharing. 
 
What are perhaps of more interest are the crimes related to the improper use of intellectual 
property where the copyright owner is not appropriately remunerated for their output.  Along 
with large scale illegal file sharing, these offences include the selling of pirated media, selling of 
fake brand bags, not paying a television license fee and copying a borrowed CD.  To some 
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extent, these could be considered broadly equivalent offences to large scale illegal file sharing, as 
they involve similar types of legal transgression.  However, what is evident is that there is a clear 
distinction between some of these types of offences - specifically, there are a lower number of 
respondents who indicate that they feel that failure to pay a televisions license fee or copying a 
borrowed CD are offences which are more serious than large scale illegal file sharing.  Indeed, a 
majority of respondents express a view that these two particular offences are as serious as the 
control offence.  This is in clear contrast with the two other intellectual property offences, 
namely the selling of pirated media and selling of fake brand bags, where a large majority of 
respondents express the view that these are offences which are more serious than large scale 
illegal file sharing, with a clear minority indicating a belief that file sharing was the more serious 
offence.  
 
What seems to be the distinguishing factor among crimes relating to the misuse of intellectual 
property would be the sale of goods.  The three crimes that seem to be broadly comparable in 
terms of the consensus view of seriousness, i.e. large scale file sharing, not paying a TV license 
fee and copying a borrowed CD, merely imply a personal consumption of the ill-gotten material.  
The two intellectual property crimes that are found to be part of the more serious type each 
involve an element of selling – these being selling of pirated media and selling of fake brand 
bags.  The survey results therefore provide clear evidence that, in the context of criminal market 
behaviour, selling is generally regarded to be a significantly more serious element of an offence 
than buying or consuming.  This makes intuitive sense, as sellers of illegally obtained intellectual 
property are, in essence, committing a crime on two fronts – those being obtaining the material 
without paying for it and profiting as a result of redistributing the material on the black market, 
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where proper remuneration has not been made to the copyright holder.  This can be likened to the 
buying and selling of contraband goods such as drugs – where the law attaches a greater severity 
(and hence punishment) to dealers of drugs than consumers.  Selling could indeed be regarded as 
creating significantly greater negative externalities than private consumption and hence is 
associated with a greater level of seriousness by society.  This relationship appears to hold not 
only for goods (or indeed ‘bads’) in the traditional sense, but in the context of intellectual 
property as well.  However, it is the magnitude of the relative severity attached to the act of 
selling that is surprising – there is a significant difference between the expressed relative 
severities of the selling offences as opposed to those related only to consumption.  Resultantly, 
the sale of counterfeit handbags or pirated media is found to be part of the same ‘type’ as very 
serious crimes such as plotting a terrorist act and the making and sharing of child pornography.  
That this should be the case is a matter of much interest, as crimes relating to intellectual 
property could well be regarded as ‘softer’ or ‘victimless’ crimes than those of broad 
equivalence.  For example, illegally downloading a music album could be perceived by some as 
a crime equivalent to the theft of a CD from a music store (indeed, the marketing effort of the 
British Phonographic Industry (BPI) would be at pains to emphasize how much this is the case).   
And yet, despite this, abuse of intellectual property rights can be perceived to differ substantially 
from the physical act of shoplifting, since no physical product is being forcibly removed from a 
retailer or owner: the illegal file sharer never ‘gets their hands dirty’ or otherwise confronts the 
victim.   
 
Economically, it could be argued that intellectual property crimes result in very little displaced 
welfare, since it is debatable as to whether or not the economic agent in question would have 
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purchased the legitimate version in the absence of the availability of the illegitimate alternative 
and hence there is little or no substitution occurring between the legitimate and illegitimate 
variations.  Additionally, as the marginal cost of intellectual property distribution is close to or 
equal to zero, society desires the dissemination of these goods at close to zero cost.  Bearing 
these arguments in mind, it seems somewhat surprising that any form of crime relating to the 
abuse of intellectual property would be considered significantly more relatively severe than large 
scale file sharing (of an order of magnitude similar to other, much more serious crimes) even 
taking into account any act of selling that is involved.  Therefore, although it is to be expected 
that market actions that involve the selling of illegal goods would be regarded as more serious 
than those involving simply the act of private consumption, it is perhaps against expectation that 
the differential between the two categories would be as severe as indicated by these survey data. 
 
The relative severity metric obtained by the survey is regressed upon a range of potential 
explanatory factors.  Ordinal logistic regressions are used in the empirical analysis where, in 
each case, the responses that indicated that the respondent is undecided as to the nature of the 
severity of the crime relative to large scale file sharing have been excluded.  This results in an 
exclusion of a similar (small) number of observations in each case, ranging from three per cent to 
six per cent of the survey sample, tending to increase in magnitude with respect to the ‘less 
serious’ stated offences.  A higher value in the ordered dependent variable (which ranges from 0-
2) is associated with the expression of an opinion that the stated offence is more serious than 
large scale illegal file sharing.  As the value of the ordered variable decreases, this is associated 
with a belief that large scale illegal file sharing is relatively more severe than the stated offence.  
These ordinal logistic regressions control for age, gender, area of residency, highest education 
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attainment (which is highly correlated with earnings and occupation – hence the exclusion of 
variables relating to these elements) and another ordered variable that captures the frequency of 
illegal downloading on the part of the respondent, where a value of 0 for this variable indicates 
no admitted participation in the practice at all.  This final stated variable therefore captures two 
elements of behaviour relating to the admission of participation in file sharing: whether the 
respondent participates at all and, if they do, the frequency of their participation.  The results of 
these regressions can be found in Table 11.2 (below). 
 
Table 11.2: Ordinal logistic regression output  
 Age Male  
Dummy 
High  
School 
Polytechnic University Download 
Frequency 
City  
Dummy 
Log Likelihood 
/LR Stat 
Making & sharing of child pornography -0.009* 0.147 0.430** 0.360** 0.353** 0.066** -0.083 -1957/41*** 
Preparing a terrorist act -0.015** 0.311 0.371** 0.306* 0.250* 0.042 0.039 -2002/45*** 
Gross drunk driving -0.013** 0.204 0.425** 0.366** 0.246* 0.088** 0.054 -2252/70*** 
Drug offence -0.011** 0.152 0.254** 0.306** 0.106 0.047* -0.108 -2986/42*** 
Tax fraud -0.024** 0.350** 0.391** 0.259* 0.261** 0.167** 0.114 -3208/280*** 
Selling of pirated media -0.018** 0.557** 0.459** 0.270** 0.304** 0.173** 0.187** -4738/508*** 
Selling of fake brand bags -0.016** 0.481** 0.404** 0.282** 0.298** 0.201** 0.260** -4260/425*** 
Not paying for public transportation -0.005* 0.247* 0.275** 0.210** 0.401** 0.142** 0.107* -6113/223*** 
Crossing a road against a red light 0.007* 0.160 -0.130* 0.119 0.076 0.125** -0.106* -6095/109*** 
Not paying television license fee -0.003 0.238* 0.196** 0.100 0.188* 0.050** -0.012 -5947/43*** 
Copying a borrowed CD -0.005 0.248* -0.100 0.068 -0.004 0.092** -0.026 -5289/79*** 
 
 
The signs of the coefficients in each regression are consistent with theoretical expectations. Age 
seems to impact negatively upon the likelihood that any given crime will be perceived as more 
severe than large scale file sharing, while the male dummy generally has the opposite effect.  
Education to the level of high-school or greater generally is associated with an increased 
tendency to perceive the stated crimes as more serious than large scale illegal file sharing, while 
the city dummy does not appear in many cases to be significantly different from zero and has no 
definite pattern in terms of its sign.  Unsurprisingly, those in the survey who admit to 
participation in illegal file sharing (and, where this was the case, to greater extents) were found 
on average to be of the opinion that file sharing was relatively less serious compared to the range 
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of other stated offences.  Age and gender seem to have the most impact on views relating to 
relative severity for acts at the bottom end of the ‘more serious’ offences list, where there is a 
larger disparity between younger and older as well as male and female respondents in terms of 
which of these offences (tax fraud, selling counterfeit goods) is more serious than large scale file 
sharing. There is less disparity with respect to the relative ranking of the most and least serious 
offences, including crimes relating to intellectual property rights resulting only in personal 
consumption.  This trend does not seem to apply in relation to educational attainment or area of 
residence, but is observed with respect to the variable capturing frequency of participation in the 
market for illegal file sharing.   It is therefore those participants who admit only to acts that 
equate to ‘buying’ who are the most likely to exhibit a belief that their crime is much less severe 
than those who sell the same content to third parties for personal gain.  
 
11.5: Conclusions 
 
This chapter has employed data obtained from a Finnish survey conducted in 2007 by the 
Helsinki Institute of Information Technology (HIIT) into attitudes and behaviours relating to the 
practice of illegal file sharing.  The results from 6,103 respondents are observed to rank the 
relative severity of a number of crimes in a reasonably logical fashion, with the most obviously 
serious crimes (such as the making and sharing of child pornography) indicated by the clear 
majority to be more severe than the practice of large scale illegal file sharing, while obviously 
less severe offences (such as crossing a road against a red light) are observed to associate with 
the opposite response.  Of the stated offences relating to intellectual property rights violations, 
there is a clear distinction between acts that involve the buying (consumption) and the selling of 
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such goods illegally, with the most serious offences and those involving the sale of copyrighted 
materials representing the most severe and those simply relating to consumption ranking among 
the less severe.  This leads to the suggestion that the act of selling criminal goods is of itself 
regarded as a significantly more serious aspect of any offence than the aspect relating to 
consumption.  Although this is to be expected to some extent, the differential in implied severity 
between offences involving buying and selling of protected material is found to be much larger 
than might have been reasonably anticipated.  Results from an ordinal logistic regression indicate 
that it is also that a respondent’s age, education, gender and involvement in illegal file sharing all 
affect the probability that a given offence will be regarded as more or less serious than the act of 
illegal file sharing.  The difference in the likelihood of adopting a particular attitudinal response 
to questions of relative severity is most pronounced among the least serious crimes, particularly 
those intellectual property crimes involving some element of selling.  It is for these types of 
crime that young males who admit themselves to having participated in illegal file sharing (and 
with a larger frequency) who are statistically more likely to indicate that the sale of such goods is 
a more serious offence than illegally sharing files for personal consumption.  This finding is 
consistent with theoretical expectations, as it can be assumed those that commit the offence are 
chiefly among those who would themselves regard such actions as relatively less severe. 
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Chapter 12: Final conclusions 
 
12.1: Summary of findings 
 
This thesis has conducted a range of detailed empirical analyses into a variety of areas relating to 
digital entertainment markets.  More explicitly, a valuable insight has been offered into various 
aspects of the operations of the video game industry and the motivations and attitudes underlying 
the practice of illegal file sharing.  In many respects, both specific areas of research lack 
significant coverage within the extant literature and the research presented here fills a number of 
significant gaps in the relevant bodies of knowledge. 
 
In terms of video gaming, this thesis has provided a comprehensive background coverage and 
economic analysis of a market that is rapidly growing in economic significance and mainstream 
cultural acceptance around the world.  A broad comparison of different game-play habits across 
genres of game, gender and geographical location has been offered alongside a hedonic 
regression analysing the factors determining the used value of video games. This is set against a 
backdrop of recent outcry and legal action taken against the sale of used video games by 
publishers and developers.  The results of this analysis show that gamers typically express higher 
levels of demand for better quality titles, those that are packaged with an accessory, or 
limited/special editions.  The market also generally attaches a lower value to licensed games and 
those that appear on a variety of consoles.  Certain key developers and genre/theme of game are 
also found to have a significant effect upon market value.  Additionally, the factors determining 
the likelihood of a video game becoming a blockbuster or ‘triple-A’ title are investigated.  Three 
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factors are consistently and significantly found to be associated with an increased probability of a 
given title earning the label of ‘triple-A’, these being the publisher, platform of release and the 
quality of game play experience offered.   
 
Further investigation into the video gaming market has demonstrated that there are observable 
trends that relate to entry order and eventual success in terms of ownership rates.  More 
specifically, there appears to be an appreciable and positive influence arising from the second 
mover within any generation of hardware, and an equally significant disadvantage to the pioneer. 
Additionally, a comparison of relative international hardware prices reveals that current market 
exchange rates for major global currencies are out of line with their long term PPP levels, 
although broad similarities are observed amongst geographical groupings of countries (in 
Europe, North America and East Asia).  This finding can be interpreted as evidence of cultural 
convergence within key regions – possibly due to shared characteristics and cultural attributes 
associated with the common use of a common technology such as video games systems, as 
suggested by the Axelrod thesis.  The link between culture, technology and PPP has been 
relatively underexplored, although with increasing levels of consumer expenditure on cultural 
technology goods, it may be expected that increasing similarities are observed across cultural 
behaviours and consumptions as a result. 
 
Overall, the results generated by this thesis suggest that video game publishers might enhance 
revenue by operating a more widespread policy of second-degree price discrimination in 
charging extra for so called premium content and features, while the themes of games that 
typically attract regular iterative updates and revisions associate with reduced second-hand 
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demand and presumably enhance the desire for consumers to own the latest version.  Online 
gaming options are also useful in this regard, since if the pool of players for a given title dries up 
when a new revision of a game is released, demand in the second-hand market appears to reduce 
yet further.  Evidence has also been presented that suggests hardware manufacturers should 
carefully consider their strategic placement in the order of entry and that the much coveted 
position of ‘first-mover’ within a given hardware generation may not be as advantageous in 
practice as theory might otherwise suggest.  The one consistent factor that is repeatedly found to 
positively influence demand is quality.  This thesis dispels the myth that mass-market sales 
appeal and critical acclaim are mutually exclusive characteristics of video gaming software. 
 
As well as gaining a valuable insight into the operations of the video gaming market, this thesis 
has also sought to develop a better understanding of the darker side of digital entertainment 
markets, namely the practice of illegal file sharing.  Several chapters in this thesis have 
investigated the motivations behind this form of consumption using a dataset originating from an 
online survey conducted by HIIT.  Even in the light of some data related caveats, a broad 
conclusion that can be drawn from the work conducted in this thesis is that file sharers behave 
and respond to incentives in the ways in which economists would typically expect from rational 
decision making agents.  More explicitly, this thesis has made a unique contribution to the 
literature through examining the differences in motivations underlying different types and 
intensities of market participation.   
 
A summary of these findings in relation to broad incentive categories and different types of file-
sharing behaviour can be found in Table 12.1 (below).  The findings are relatively consistent in a 
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broad sense, with differences in the magnitudes of these relationships and contrasts across 
different forms of piracy discussed in detail as part of the relevant chapters. 
 
Table 12.1: Summary of broad findings relating to file sharing 
 Chapter 8 Chapter 9 Chapter 10 
 Leechers Seeders First Seeders Music Movies Music Movies 
Age - - - - - - - 
Gender (F) - - - NS - - - 
Income +/- +/- +/- +/- +/- +/- +/- 
Social + + + + + NS NS 
Moral - - - - - - - 
Financial + + + + + + + 
Legal - + - + - +/- +/- 
Quality    - - - - 
Access Content    + + + + 
WTP    + + + + 
 
Age is consistently observed to exert a negative influence across different forms and intensities 
of file sharing, although the relationship is not necessarily linear.  Females are generally found to 
be less likely to participate in the market, while income is consistently found to have an 
‘inverted-u’ shaped relationship with piracy activity, whereby those reporting very high or very 
low monthly incomes are less likely to participate than those on median incomes.  There is 
uniform evidence that moral judgements on the acceptability of practice have the potential to 
significantly constrain behaviour, while perceived financial gains or incentives uniformly 
increase propensities to consume pirated material.  Some of the more interesting findings from a 
policy making perspective relate to perceptions as to the legitimacy of the law and/or the chance 
of apprehension, which is found to have an inconsistent effect on piracy across the various model 
specifications explored in this thesis.  These results indicate that punitive legal measures do not 
necessarily provide effective constraints on the practice.  The other interesting finding is that 
increased intensity and volume of participation is associated with a belief that piracy affords 
access to a wider range of output than legal channels and also that in those with higher 
propensities to consume different forms of pirated materials express the greatest willingness to 
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pay for alternative methods of legal distribution.  This suggests that an effective means by which 
to diminish the appeal of internet piracy at the margin would be to widen the availability of legal 
content, to make efforts to synchronise release across global territories and to increase the range 
of alternative models of consumption, such as the creation of monthly subscription services that 
allow unlimited downloads for a fixed and affordable fee. 
 
Finally, analysis of the same survey response data shows that respondents rank the relative 
severity of a number of crimes in a reasonably logical fashion, with the most obviously serious 
crimes indicated by the clear majority to be more severe than the practice of large scale illegal 
file sharing.  Of the stated offences relating to intellectual property rights, a clear distinction 
appears to be made between acts that involve the buying and the selling of such goods illegally.  
This leads to the conclusion that the act of selling criminal goods is of itself regarded as a 
significantly more serious aspect of any offence than the aspect relating to consumption.   
Explicitly, respondents who admit themselves to having participated in illegal file sharing are 
statistically more likely to indicate that the sale of such goods is a more serious offence than 
simply downloading files for personal consumption.   
 
12.2: Contribution to theory and literature 
 
This thesis makes a number of important contributions to the theory and literature associated 
with the topics considered herein.  The first and most obvious contribution relates to the choice 
of topics, namely video gaming and illegal file sharing, for which there has been comparatively 
little academic attention.  Although both have recently risen to prominence over the course of the 
digital revolution, relatively few academic studies in these areas have as yet appeared.  
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Therefore, this thesis makes a significant contribution to the literature simply by providing 
detailed analysis and empirical evidence relating to hitherto under-researched fields, where 
significant gaps in coverage and understanding could still be said to exist.   
 
More specifically, in partially addressing research question (i), evidence has been presented that 
makes a clear contribution to the literature relating to the effectiveness of planned obsolescence 
and versioning as management strategies.  The theory on planned obsolescence for high 
technology goods that exhibit network externalities suggests that, although contributing to social 
inefficiency, planned obsolescence is likely to be beneficial at the firm level (Choi, 1994).  
Moreover, Varian (1995; 2001) suggests that versioning of information goods such as video 
games cause consumers to self-select in accordance with willingness-to-pay and enhances profit.  
The empirical analysis in Chapter 4 makes a contribution to these theoretical contentions by 
presenting empirical evidence of their effective use in the context of video gaming software.  
Planned obsolescence supresses used prices, while versioning associates with higher prices.  
Both of these conclusions support the theoretical contention that these strategies are profit-
maximising. 
 
In addition, as well as providing evidence to refute the broader implications of PPP theory at 
anything other than the regional level, the analysis of international gaming console prices in 
Chapter 5 partially addresses research question (i).  In doing so, the analysis also makes a 
contribution to the literature on cultural convergence, especially in support of the Axelrod (1997) 
thesis, which contends that shared characteristics (such as leisure pursuits) leads to increased 
likelihood of cultural convergence. Studies such as Kerr & Flynn (2003) suggest that video 
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gaming other similar industries are the driving force behind globalisation, due to their dominance 
by a small number of major transnational players that benefit from considerable economies of 
scale and scope in the global distribution of their product.  Additionally, authors such as Petkova 
(2006) have found that technology and its effect on popular culture is leading young adults to 
forming cultural identities that transcend national borders and are based on associations with 
groups of likeminded individuals around the world.  Chapter 5 provides evidence in support of 
these theories, at least partially indicating that cultures in broad geographical regions have 
converged in their adoption of the shared leisure pursuit of video gaming. 
 
Chapter 6 partially addresses research question (ii) through a detailed empirical analysis of the 
characteristics associated with blockbuster video games, which responds to calls from the 
literature (Gretz, 2010) for further analysis of ‘killer applications.  Additionally, the findings 
presented in Chapter 6 are in line with those of De Vany & Walls (1999) and Collins et al. 
(2002) in relation to blockbuster films.  The characteristics found to associate with successful 
films were found to be similar for video games, especially with regards to quality as indicated by 
the critical response received by individual titles.  However, although the empirical analysis 
found quality to be the most significant factor affecting the likelihood of a video game becoming 
a blockbuster, the analysis in Collins et al. (2002) did not find magazine review scores to be as 
influential with respect to film.  This perhaps offers evidence that video game consumers are 
more discerning than film consumers, or at least are influenced to a greater extent by critical 
opinion. 
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Chapter 7 also partially addresses research question (ii) through providing evidence relating to 
the theory of first-mover advantage, particularly with respect to high-technology industries.  
Although far from conclusive, much of the theory and evidence appearing in the literature (e.g. 
Fudenberg & Tirole, 1985; Glibert & Burnbaum-More, 1996; Varian & Shapiro, 1999; Lockett 
& Thompson, 2001 and Gottinger, 2006; among others) suggests that early-movers in high 
technology industries are likely to enjoy a significant advantage over subsequent entrants, both in 
terms of profitability and market share.  However, the empirical analysis of Japanese survey data 
presented in Chapter 7 does not support this hypothesis, finding instead that the first mover is 
likely to be placed at a disadvantage compared to subsequent entrants.  Conversely, the second 
move is found to associate significantly with increased console ownership rates.  This finding 
therefore contributes to the body of literature claiming there to be no or negative advantage to the 
first move in high technology industries, including Porter & Spence (1982) and Kim & Lee 
(2011). 
 
Chapters 8 - 10 use a Finnish survey dataset to address research questions (iii) and (iv), while 
also making a number of contributions to the file-sharing literature.  First, the survey evidence 
used as basis of the empirical analysis in these chapters draws on a wider cross-section of society 
in comparison to similar studies (e.g. Limayem, 2004; Lewer & Gerlich, 2007 and Rob & 
Waldfogel, 2007), which typically restrict their enquiries to samples of college or university 
students.  Second, the empirical analysis is based on a much larger number of observations (N = 
6,103) than is typically found in similar research. Third, and most crucially, these chapters 
provide the first ever empirical evidence on differences in factors motivating a range of different 
forms of piracy.  To the author’s knowledge, no previous studies have attempted to differentiate 
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between seeders and leechers, or consumers of pirated music and movies.  Most other studies 
either explicitly focus on one of these forms of piracy or assume them to be homogenous, while 
the evidence presented in this thesis suggests that this is not the case.  Finally, the use of a 
Finnish survey dataset responds in part to calls from the literature, such as in Shanahan & 
Hyman (2010), for empirical analyses of attitudes and behaviours relating to piracy outside of 
the USA and UK, where differing social norms may exist.  The results of the empirical analysis 
show that motivations and incentives in Finland appear to be reasonably consistent with those 
that have been found to exist in the aforementioned countries.  More specifically, the findings of 
these chapters consistently show that one of the major incentives to participation in illegal file-
sharing is financial and that increased piracy activity associates with reduced expenditures on 
legal consumption.  Both of these findings add to the weight of evidence in the literature (e.g. 
Zentner, 2005; 2006; Michel, 2006; Rob & Waldfogel, 2006; Liebowitz, 2008; among others) 
that suggests internet file sharing is responsible for a significant reduction in paid consumption 
of music, movies and software. 
 
Finally, Chapter 11 addresses research question (v), while also providing evidence to supplement 
the literature on the relative severity of crime.  The analysis in this chapter provides more 
contemporary evidence to supplement the body of work on perceived crime severity, many of 
which (e.g. Sellin & Wolfgang, 1964; Wolfgang et al.,1985 and Newman, 1976) are somewhat 
out-dated and do not include any consideration of internet piracy for obvious reasons.  The 
findings of this chapter therefore make the contribution of affording a more modern (and perhaps 
relevant) insight into relative severity perceptions for a range of crimes.  The theory and 
evidence presented in the aforementioned studies tends to show that crimes involving an element 
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of violence are consistently found to be perceived as more serious than those involving property.  
The evidence in Chapter 11 makes a contribution to this theory by providing evidence that there 
is a clear distinction between IP crimes that involve an element of selling as opposed to buying; 
the former being suggested to be more serious than the latter.  Additionally, studies such as 
Stylianou (2003) have shown that there is a greater consensus within survey samples as to the 
relative severity of core serious crimes.  This thesis provides evidence in support of this 
contention, although greater consensus is found with regards to the most and least serious 
offences under consideration.  The least consensus observed within the sample employed here 
relates to the seriousness of crimes in the ‘middle’ of the spectrum, many of which relate to 
violation of intellectual property rights. 
 
12.3: The future 
 
At the time of writing in early 2012, the end of the current generation of video gaming hardware 
which began in 2006 appears to be in sight, with a brand new range of consoles likely to be 
available from 2013.  In making this transition across generations, the video gaming market 
seems to be going from strength to strength.  Although challenges remain, not least relating to 
the inequitable distribution of revenues earned by software titles and the broader economic 
downturn, the next generation of hardware will bring with it many exciting prospects for the 
level of depth and sophistication offered by the game play experience.  The upcoming hardware 
generation also offers the prospect of new and exciting ways of interacting with video games.  
Sony and Nintendo have both recently released new handheld platforms – the Playstation Vita 
and the Nintendo 3DS respectively.  Additionally, within the last year, Nintendo has announced 
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a new platform to be known as the ‘Wii-U’ and it seems very likely that Sony and Microsoft will 
make announcements regarding the release of the ‘PlayStation 4’ and ‘X-Box 720’ respectively 
at the upcoming Electronic Entertainment Expo (E3).  It remains to be seen whether Nintendo, as 
the likely first mover in this upcoming generation, will benefit or suffer from their position in the 
order of entry.  The evidence presented in this thesis also suggests that strategies of planned 
obsolescence and the use of premium content and features will increase demand for software 
titles in this coming generation.  Although it may not occur in the immediate future, a move 
towards digital distribution and a ‘freemium27’ business model will also help the video game 
industry tackle the problem of piracy and illegal file sharing. 
 
In relation to the future of piracy and illegal file sharing, due consideration must be given not 
only to the effect of piracy on revenues and profits for the creative industries, but also to social 
welfare.  Social welfare is maximised where the market price of a good is set equal to the 
marginal cost of production.  With digital media, the cost of reproduction is essentially zero, so 
there is a reasonable economic argument that digital media should be made available to 
consumers at or close to a price of zero. However, problems occur when music labels and 
recording artists fail to see fair returns on their creative inputs, which will likely have the 
consequence of reducing the level of output of the music industry below the socially optimum 
level.  While the marginal cost of reproducing a music track digitally may be close to zero, there 
are substantial fixed costs of production that must be covered in order for the music industry to 
make even a fair return on their efforts.  Hence, it could be argued that that the current 
mechanisms for the generation of revenue in the creative industries are unsustainable and will 
                                                 
27
 Freemium models involve the distribution of the software itself for free, where players then have to make 
incremental payments to unlock features of the game as they play if they want to enjoy anything but the basic 
gameplay experience. 
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need to change if society wants to continue to produce an appropriate amount of creative output 
and to ensure that artists receive fair compensation for the use of their creative capital. 
 
This thesis has presented evidence that better promotion of legal alternatives to piracy would 
significantly reduce the amount of illegal file sharing that takes place.  However, owing to the 
principal source of data being a survey conducted among a sample largely consisting of illegal 
file sharers, this finding is far from water-tight. The ‘lack of alternatives’ argument is one that 
may be put forward in order to disguise the main driving force behind illegal downloading, 
which is that consumers want the price of goods they consume to be as low as possible.  
Technology has now made it possible to for this preference to be indulged in the consumption of 
digital media.  Legal download sites may well achieve much more success in tempting people 
away from illegal sources if the price were to dramatically fall so that it no longer becomes 
worthwhile expending search effort through torrent sites or enduring the very small expected 
punishment cost associated with illegal downloading.  Alternatively, services that offer unlimited 
downloads for a fixed monthly fee might represent the best outcome in that price is set equal to 
cost at the margin, while creative industries are able to earn a fair return on the fixed costs of 
production. 
 
This line of thought might eventually lead to a case for removing intermediaries such as record 
labels from the process, since the internet offers the possibility for artists to interact with (and 
sell to) their fans directly.  However, it would also be foolish to suggest that record labels fail to 
provide a valuable function as intermediaries between artists and consumers, even in the current 
technological climate. Part of that intermediary process is the absorption of risk, as well as the 
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provision of a filtering mechanism whereby the labels expend resources in the search for new 
and talented acts in order to prevent the consumer from having to go to the effort of doing the 
same.  In the modern environment, where there are so few barriers to the recording and 
dissemination of recorded music, the market is characterised by a relative abundance of recorded 
material.  The ‘industry’ can still has a role to play in terms of providing an intermediary service, 
although the role itself is changing from that of the latter part of the 20th Century.  
 
It should ultimately be remembered that the threat of piracy has been in existence long before the 
dawn of the digital era and the growth of the internet. What has changed in the last decade is the 
ease and effectiveness with which pirated materials have been made available to the general 
population. The internet has made it possible to distribute near-perfect copies of a vast catalogue 
of creative materials entirely within the confines of the private home, which has tended to offer 
pirates a relative ‘safe-haven’ from the law.  For this reason, efforts to prevent piracy via 
traditional legal channels may well be destined to fail, as technology and innovation are now 
progressing at a rate that is far in advance of copyright holder’s ability to curtail file sharing 
activities through the imposition of technical restrictions. The research conducted as part of this 
thesis has shown that uploaders or ‘seeders’ derive a benefit from making materials available to 
others, not least in terms of notoriety or infamy on the file-sharing scene.  While more stringent 
laws, severe punishments or tighter technical restrictions might hinder the activities of seeders to 
the point where their numbers are reduced, it would represent a different proposition altogether 
to eliminate the seeding of copyrighted materials altogether. This research has demonstrated that 
there exists a hard-core of groups and individuals that crave notoriety badly enough to attempt to 
‘beat the law’ or to circumvent technical copy-protection mechanisms.   
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Technological innovations have the potential to take established markets into a range of 
unforeseen directions, so to an extent it is impossible to predict what else the future might hold 
for the creative industries.  In the longer term, perhaps file sharing will become a redundant 
practice, especially if the creative industries become willing to consider alternative sources of 
income generation or more radical innovations.  However, in the short run, it is unlikely that the 
file-sharing phenomenon will disappear.   
 
More intriguingly, perhaps, is the prospect of a radical re-assessment of the way in which the 
creative industries and governments choose to look at the consumption of these goods.  
Returning to more well-defined and long-established economic theory, Krishnan et al. (2003, 
2006) and Antoniadis et al. (2004; 2005) have suggested that P2P networks operate in similar 
ways to markets for public goods, which are typically defined as exhibiting two important 
characteristics: non-rivalry in consumption and non-excludability.  The former means that one 
person’s consumption does not diminish the ability for others to consume the good.  The digital 
revolution has certainly meant that creative works fit this criterion, since consumers are able to 
make perfect digital copies of any media that they have access to while still being able to make 
use of the original.  The latter component of the definition applies where individuals can’t 
practically be prevented from consuming the good if they haven’t paid for it.  Free, unregulated 
markets tend to under-provide public goods relative to the socially optimal level and this often 
leads to the need for government or other third-party intervention in order to correct for market 
failure. However, despite the best efforts of governments, copyright agencies and record labels, it 
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seems for the most part to have proven almost impossible to prevent the unpaid digital 
consumption of creative content.  
 
If it is accepted that creative content is now consumed in a way that is akin to a public good and 
that current legislation is struggling to curtail the problem, it becomes obvious to question the 
appropriate course of action that should be adopted in the future.   One suggestion is for 
governments to intervene and recoup lost revenues through a system of taxation.  It would then 
be a matter of finding an effective means of distributing this revenue among the creative 
industries to ensure a desirable level of output can be maintained. Although this might seem 
radical, several sensible suggestions have already been put forward that might make such a 
system workable.  The work of Netanal (2003) has suggested the imposition of a ‘non-
commercial use levy’ (tax) on the sale and use of products for which the use value is 
substantially enhanced as a result of ‘free’ access to content via file sharing. Lord Carter’s 
Digital Britain report in 2009 also contained a recommendation to introduce a levy on fixed 
telephone line uses in the UK that would be used to facilitate the roll-out of faster broadband 
across the country. Perhaps it would not be so difficult to imagine such principles being modified 
and adapted to ensure the long-term security of intellectual property rights and the continued 
security of creative output in the digital age. 
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