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1. INTRODUCTION 
The simple problem 
?-“I = y + K, o<x<co, (1.1) 
~40) = A, (1.2) 
where K and A are given constants, has exactly one bounded solution, 
namely y(x) = (A + K) c’- K. For this solution, we have lim.,, r y(x) = 
-K. Thus the boundary value problem consisting of (l.l), (1.2), and 
y(m) = B (1.3) 
has a solution if and only if B= -K, in which case the solution is unique. 
In [2, 61, results were reported for similar boundary value problems 
involving a nonlinear differential equation of the form 
y”=Sb, Y> Y’h o<x<oc (1.4) 
giving sufficient conditions for existence and uniqueness of a solution of 
(1.4) satisfying, for example, boundary conditions of the form (1.2), (1.3). 
One might expect that in general, for such problems, the values of B in 
(1.3) for which there exists a solution are rather rare, perhaps only a single 
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value as in the case of ( 1.1). The results reported here are motivated by the 
example 
- 2xy’ 
I”‘=(I-oly)li2’ 0<x<00 (1.5) 
Y(O) = 1, y(cg)=O, (1.6) 
which arises in nonlinear mechanics in the problem of unsteady flow of 
gas through a semi-infinite porous medium [S, p. 330; 9, p. 741, where 
0 < ~1< 1. (The case c1= 1 makes the problem singular at x = 0 and will not 
be considered here.) For this problem, it turns out that y(co) = 0 can be 
replaced by y(cc) = B, for any value of B < y(0) = 1, and the resulting 
problem will have a unique solution. Thus the problem (1.5), (1.6) exhibits 
behavior which is strikingly different from (l.l), (1.2), (1.3). 
A simple problem with behavior similar to (1.5), (1.6) is 
y”= -y’ (1.7) 
y(O) = A, y(m)=& (1.8) 
which has the unique solution 
y(x) = (A - B) epi + B. 
The crucial properties of (1.5) are these: y” > 0 when y’ <O so that the 
solution is then concave up; any constant function y(x) < 1 is a solution of 
(1.5); and the factor 2/(1 --a~) I” is increasing in y and behaves like 1 yJ ~ I’ 
as y + - co, where v = l/2 E [0, 2). 
Our proofs, as in [ 1,2], depend on the shooting method. Granas et al. 
[7] have also made use of shooting in similar problems. Topological trans- 
versality techniques [7], as well as the Leray-Schauder theory [4], have 
been used to obtain similar results, and in fact, such arguments could be 
substituted in several places here. 
I wish to thank James A. Pennline of the NASA Lewis Research Center 
for bringing the example (1.5) (1.6) to my attention. 
2. SOME PRELIMINARIES 
We consider the differential equation 
Y” = f(x, Y, Y’), x E I, (2.1) 
where I is an interval. Although our primary interest is the case I= [0, co), 
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we shall also discuss the case I= [O, 61, for 0 <h < co. Our basic assump- 
tions throughout concerning the function f(x, y, z) in (2.1) are: 
(a) f(x, y, z) is continuous on Ix R*, 
(b) f(x, y, z) is nondecreasing in y for each fixed pair (x, z) E Z x R, 
(c) f(x, y, z) satisfies a uniform Lipschitz condition on each com- 
pact subset of Ix R2 with respect o z, 
(d) zf(x,y,z)<Ofor (x,y,z)~ZxR~,z#O. 
Note that (a), (d) imply j(x, y, 0) = 0. 
LEMMA 2.1. Suppose f satisfies assumptions (b) and (c) on an interval I. 
Suppose q,(x), q*(x) have continuous second derivatives on an interval 
[a,, 6,) c I and satisfy 
cp;‘(x)df(x, cpl(X), 4l(x)); 
d’(x) 2 f(x, (Pi, cpi(x)), for aI 6 x < 6,. 
Suppose further that c~~(a,)dcpAa,), cp;(a,)G&a,), c~~(a,)+cp’~(a~)< 
cPa(al I+ cp;(al 1. Then 
cp;(x) G 44(x)3 cpl(X) G (P*(x), for a, dx<b,. 
Proof See [l, Lemma2.111. 
3. THE FINITE INTERVAL CASE 
Since we intend to solve boundary value problems by shooting, we begin 
with a result on the initial value problem consisting of 
Y” = f (x, y, y’), O<x<b, (3.1) 
Y(O) = Yo, Y’(O) = Y1’ (3.2) 
THEOREM 3.1. Suppose f satis$es hypotheses (a)-(d) with Z= [0, b]. 
Then every solution q(x) of the initial value problem (3.1), (3.2) can be 
continued to the entire interval 10, b]. 
Proof Chooses,<O,s,bOso thats,<y,<s,. Put cpI(x)=s,x+yo, 
‘p2(x)=s2x+yo. Then by (d) cp;(x)=O<f(x, rpl(x), q’,(x)), for O,<x<b, 
and q,(O) = y,= q(O), q;(O) =s, <q’(O). By Lemma 2.1, q’,(x) < q’(x), 
cpr(x) < q(x) for every x E Z, n [a, b], where I, is the interval of existence 
of q(x). Similarly q’(x) d q;(x), q(x) ,< q*(x) for XE I, n [a, b]. The 
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standard theorems on continuation of solutions now guarantee that q(x) 
can be continued to the entire interval [0, b]. 
We shall consider linear separated boundary conditions of the form 
%Y(O)-~,Y’(O)=A, a,>O,a,~O,u,+a,>0, (3.3) 
h, y(b) + b I y’(b) = B, b,ZO,b,~O,b()+b,>o. (3.4) 
It is not difficult to extend the following results to nonlinear boundary 
conditions of the form g(y(O), y’(O)) = 0, h(y(O), y’(O), y( 1 ), y’( 1)) = 0 as 
in [l]. 
THEOREM 3.2. Supposef satisfies hypotheses (ah(d) with I= [0,6] and 
in addition that a,, a,, b, are all positive. Then the boundary value problem 
(3.1) (3.3), (3.4) has a unique solution. 
Proof: Choose s2 sufficiently large and positive so that y,= 
(A + ulsz)/uO satisfies b,y, > B. Let (p2(x) be a solution of the initial value 
problem (3.1), (3.2) with y, =s2. By Theorem 3.1, am can be extended 
to the entire interval [0, b]. By Lemma 2.1, cp;(x)aO, cpz(x)> y, for 
0 <x < b. Thus (p*(x) satisfies (3.3) and b,cp,(b) + 6, cp;(b) > b, y, > B. 
Similarly we get a solution cpr(x) which satisfies (3.3) and b,cp,(b) + 
6, q’,(b) < B. We may now apply a corollary of the Kneser-Hukahara 
connectedness theorem [ 1, Lemma 2.131 to conclude the existence of a 
solution of (3.1), (3.3) (3.4). Details may be found in [ 1, Lemma 2.13 and 
Theorem 4.31. Although the hypotheses of [1] are not identical to our 
current assumption, the proofs are the same. Uniqueness follows from the 
maximum principle (compare [ 1, Lemma 4.21). 
If a, = 0, a further hypothesis is needed: 
THEOREM 3.3. With the same hypotheses us Theorem 3.2, except now 
assume a, = 0, a, = 1, suppose that these exists M > 0 so that 
lfb, Y, z)l < Mxy I4”, qZO,p>l,q~p-2, 
for (x, y, z) E [0, b] x R2. The boundary value problem (3.1), (3.3), (3.4) has 
a unique solution. 
Proof Let rp(x, s) be a solution of (3.1) satisfying the initial conditions 
~(0, s) = A, ~‘(0, s) = s. We shall show that b,cp(b, s) + b, cp’(b, s) > B for 
s > 0 sufficiently large. For this purpose, we shall compare cp(x, s) to the 
solution Ii/(x, s, p) of the initial value problem 
y" = -Mxq( y')" (3.5) 
y(0) = A - 1, y’(0) = s. (3.6) 
4n9’147’1-9 
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This solution is readily obtained by elementary methods to be for p > 1, 
Y 
$(x,s, p)=A - 1 + s( s (pm-‘)+ 
M(p-l)[“+, +‘)& 
0 q+l > 
and for p= 1, 
$(x,s, l)=A-1 +s 
Our hypothesis that q + 1 3 p - 1, together with the monotone con- 
vergence theorem, implies that 
lim $(b, s, p) = +x. 
.s + I 
Thus for p 2 1, 
f-‘o’,hh s> P) + h, $‘(h s, P) b h,$(b, s, P) > B (3.7) 
for s sufficiently large. Fix s at such a value. Let cp(x, s) be a solution of the 
initial value problem (3.1), y(O) = A, y’(O) = s. By Theorem 3.1, cp(x, s) can 
be continued to the entire interval [0, 61. Since 
(1/“(4 & P) = -MxY($‘k $7 PI)” <f(x, c, .y, P), $‘(x, $9 P)) 
by hypothesis, then Lemma 2.1 applies to conclude from (3.7) that 
In a similar way, we compare to the solution of y” = A4xy Iv’1 p with 
y’<O to find s<O so that b,cp(h, s) + h,cp’(b, s) < B, and the proof is 
completed using a connectedness argument and the maximum principle as 
in Theorem 3.2. 
Two remarks about this last theorem are appropriate. First, if p = 1, we 
see that 
Il/‘(h,s, l)=,exp(~b~+l) 
and so Il/‘(b, s, 1) + + x, as s ---* + rci. Thus, for p = 1, the hypothesis ho > 0 
can be dropped; of course, if ho = 0, then h, > 0. Second, if q =c p - 2, in 
which case p > 2, the monotone convergence theorem then gives 




Since A - 1 can be replaced in the proof by A - E, for E > 0, and at the end, 
we can let E -+ 0. it follows that 
THEOREM 3.4. Under the same hypotheses as Theorem 3.3, except now 
p > 2, q < p - 2, if in (3.4) 
with CC, Q given by (3.8), then the boundary value problem (3.1), (3.3), (3.4) 
has a unique solution. 
4. THE INFINITE INTERVAL CASE 
We again begin with the initial value problem 
I”’ = f(x, Y. Y’), 06x<ac: (4.1) 
Y(O) = Yo, y’(O)= Yl’ (4.2) 
THEOREM 4.1. Suppose f satisfies hypotheses (a)-(d) with I= [0, a3]. 
Suppose also that there exist constants p, y, r, M, , K for which p 3 1, y > 0, 
O<r<y+l, y>p-2, M,>O, K>O, and 
If(x, Y, z)l 2 “y for lyl3K (4 z)E CO, m)x R. 
Then every solution of the initial value problem (4.1), (4.2) can be continued 
to the entire interval 0 <x < co. Moreover, this global solution q(x) is 
bounded and monotone and hence lim,, +oo q(x) exists and is finite. 
Proof: Let q(x) be a solution of (4.1), (4.2). Choose s, ~0, s2 >O 
so that s1 < y, <s2. As in the proof of Theorem 3.3, we compare to the 
solution II/A(x, k, p) of 
y” = -kx’( y’)P, 
~(0) = A, Y’(O) = s2, A 2 Y,, 
where k > 0, rather than s2, is a parameter of interest. 
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(1 +u,+I)- l/(p- l)du, P>l 
$A(X, k P) = 
i 
c,(k) 0 
exp(-u”+‘)du, p= 1, 
where 
1 






9 for p=l. 
With our hypotheses, both integrals converge as x + co. Note the need for 
y > p - 2 here. Thus there is a positive constant Q = Q(p, y), independent of 




x > 0. 
We wish to choose k (0 <k) so that 
kxY lKz,(-~, k p)l” < -f(x, $a(~, k, P), $2x, k, PI), o<x<cc. 
We may as well assume that A b k. Then by hypothesis 
Using (4.3) (4.4) (4.5) we need k > 0 so that 
M, 






k 1 ~ ‘/(;a + 1 ) < M, 
(Akl’(y+‘)+ (,ZQk”(y+‘))/(Cp(k)))r’ 
Since lim, _ O+ k”” + “/c,(k) > 0, the existence of our desired k is apparent. 
Choosing such a k, we then have 
rl/Xx, k, P) = -kxY$;(.u, k, p))” 
3 .f(xt $Ax, k PI, $Xx, k P)) for O<x<co, 
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and by Lemma 2.1, 
v'(x) G VW, k, P), SZQ cp(x)<ll/Ax, k p)<A +- 
c,(k)’ 
(4.7) 
for x E I,, the interval of existence of cp. 
A similar argument, comparing q(x) to the solution of 
y”=kxY Iy’Ip for y’<O, 
~(0) = B, Y’(O) = Sl, B<YO 
produces a constant lower bound for q(x). Thus q(x), q’(x) are both 
bounded on any finite interval [0, b] so standard continuation arguments 
show that q(x) can be continued to 0 d x < 00, satisfying the same bounds. 
It remains to show q(x) is monotone. Suppose y, 20. Letting 
cp i(x) = y, - 1, Lemma 2.1 applies to conclude that 
v’(x) 2 #l(x) = 0, for x20 
SO q(x) is nondecreasing on 0 < x < co. If y, < 0, we just as easily conclude 
that 
q’(x) d 0 for x>,O. 
Note in passing that we have shown that if y, = 0, then q(x) = y, is the 
unique solution of (4.1), (4.2). 
We now turn to the boundary value problem 
Y” = f(4 Y, Y’L o<x<co. (4.8) 
a, ~(0) - a, Y’(O) = A, aobO,a,~O,ao+a,>O (4.9) 
y(m)= B. (4.10) 
It is clear from Theorem 4.1 that for any solution q(x) of the partial 
problem (4.8) (4.9), then cp(co) = lim,, o. q(x) exists. Our task is to find 
a solution of the partial problem for which cp( cc ) = B. 
THEOREM 4.2. In addition to the hypotheses of Theorem 4.1, suppose that 
a,, a, are both positive. Then the boundary value problem (4.8), (4.9), (4.10) 
has a unique solution. 
Proof If B= A/a,, the constant solution q(x) = A/a, solves (4.8), (4.9), 
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(4.10). Suppose B> A/a, (if B< A/a,, the proof is similar). Applying 
Theorem 3.2, the problem 
I”’ = f(x, y, y’), O<xd 1, 
a, 140) - a, Y’(O) = A, (4.11) 
j(l)= B+ 1 
has a unique solution on 0 <x < 1, which can be continued by Theorem 4.1 
to the entire interval [0, co) as a monotone solution of (4.8). Since 
B> A/u,, it follows from (4.9) that $( x IS monotone nondecreasing. Thus ) 
$(m)=lim,+, $(x), which exists by Theorem 4.1, is larger than B. 
Suppose, for the sake of contradiction, that (4.8), (4.9), (4.10) has no 
solution. Let G be the collection of all solutions q(x) of the partial problem 
(4.8), (4.9) for which cp(co) < B and q’(O) 30. Clearly G # @ since the 
constant function A/u0 belongs to G. Since each cp E G satisfies q(x) ,< $(x), 
q’(x) 6 $‘(x) for 0 < x < co, we may apply [ 1, Lemma 2.141 on each finite 
interval [0, b] to conclude the existence of a solution q,(x) of (4.8), (4.9) 
(the least upper bound of G, in the sense of Cl]), which by [l, 
Lemma 2.131 and our assumption that (4.8), (4.9) (4.10) has no solution, 
must satisfy cpr( co) < B. We shall obtain a contradiction by producing a 
solution q*(x) of (4.8) (4.9) satisfying 
4n,(~)<cp,(~~x)<B. (4.12) 
Choose b > 1 sufficiently large that Ic/( DZ )- IC/(b) < (B - cp 1 (cc ))/2. By 
Theorem 3.2, the problem 
1”’ = j-(x, 4’, y’), O<.xdb 
a, y(O) - a, y’(O) = A (4.13) 
Ab)=(v,(mo)+W 
has a unique solution q*(x), which by Theorem 4.1 can be continued to 
[0, co) as a monotone nondecreasing solution of (4.8). Thus from (4.13) 
and (4.11) 
cpz(l) 6 v,(b) < B < It/(l). 
It follows from [I, Lemma 2.1 l] that q;(x) < $‘(x) for 0 <X < co. Then 




Since by (4.13) q,(b)> cp,(rx,), then clearly ~p~(co)>cp,(co) so (p*(x) 
satisfies (4.12). 
If (4.8), (4.9), (4.10) has two solutions q,(x), qz(x), then q(x)= 
q*(x) - vi(x) satisfies a,cp(O) - a, q’(O) = 0, cp(co) = 0. Assuming as we 
may that q(x) has a positive maximum at some point c E [0, 00) we get a 
contradiction in the usual way from the maximum principle. 
If a, = 0 in (4.9) we need a further hypothesis. The proof of our next 
theorem is the same as that for Theorem 4.2 except that Theorem 3.3 is 
used in place of Theorem 3.2. 
THEOREM 4.3. With the same hypothesis as in Theorem 4.2, except now 
assume a, = 0, a, = 1, suppose that for each b > 0, there exists A4 = M(b) > 0 
so that 
If(x, Y, z)l 6 A4xq IZIP, 930, pd l,q>p-2: 
for (x, y, z) E [0, b] x R2. Then the boundary value problem (4.8), (4.9), 
(4.10) has a unique solution. 
If q < p - 2, we could attempt to use Theorem 3.4 in place of Theorems 
3.2 and 3.3 to prove existence for (4.8), (4.9), (4.10). However, we would 
need to restrict the value of B in (4.10) to be relatively close to A, or we 
would need to assume that the term Qb’--l, which now takes the form 
C(Wb))- l/(P-1)61--a 9 
tends to co as b + cg. This rather awkward restriction on the behavior of 
M(b) might in rare cases be satisfied. 
5. AN EXAMPLE 
We return to the example 
- 2xy’ 
y”= (1 ~~y)1/2’ o<x<cc 
~(0) = A, Y(~)=B (5.2) 
of the introduction. We assume GI > 0 is constant and that A < l/cr. We also 
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assume B d A. To apply Theorem 4.3, we need to modify (5.1) to remove 
the singularity at y = l/a. Thus we put 
i 
2 




(1 - .A)‘/2 
for y>A. 
We then put 
and thenf(x, y, z) satisfies (a))(d) on I= [O, 03). Also we have 
2.x I4 If(x, Y, z)l d (1 _ aA),,2v (4 Y, z) E co, 02) x R2, 
and as is easily verified 
Ifb, Y, z)l32 j-$ 
( ) 
v2 x /zI 
- 
lYl”2’ 
for jyJ>K=max{A, 1) and (x,z)E[O, co)xR. 
Thus the conditions of Theorem 4.3 are satisfied and the boundary value 
problem consisting of 
Y” =.0x, Y, y’), 06x-c cc (5.3) 
and (5.2) has a unique solution q(x) for every pair A, B. In the case that 
B<A, it follows from Theorem 4.1 that q(x) is monotone decreasing on 
[0, co). Thus p’(x) < 0, q(x) <A and therefore q(x) is the unique solution 
of the unmodified problem (5.1), (5.2) satisfying y d A. 
We remark that this technique of modifying a nonlinear differential 
equation in order to apply a theorem with global hypotheses has been used 
in other places, e.g., [l, Lemma 2.14; 3; S]. 
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