ABSTRACT To improve the segmentation performance of thresholding methods, a novel strategy of integrating the spatial information between pixel's is proposed in this paper. The proposed strategy utilizes pixel's gray level and its local entropy within a neighborhood to construct a novel 2-D histogram, called gray level-local entropy (GLLE) histogram. The local entropy can effectively reflect the homogeneity of a pixel's gray level in a neighborhood. Based on the GLLE histogram, an ideal thresholding vector is obtained by maximizing the total Tsallis entropy of background and objects. The proposed method is validated through segmenting several real images. Experimental results show that the proposed method outperforms many existing thresholding methods.
I. INTRODUCTION
Image segmentation is the process of dividing an image into some meaningful and non-overlapping regions according to a certain similarity criterion. In one region, the image's characteristics such as gray level, texture and colour are similar, whereas they are obviously different in different regions. Image segmentation can be found a variety of applications in computer vision and image processing tasks such as X-ray inspection [1] , medical image analysis [2] , visual tracking [3] , text extraction [4] and so on. In the past decades, many segmentation methods had been proposed. The cluster based methods [5] , [6] , level set and active counter methods [2] , [7] , interactive method [8] are just a few examples. Recently, some sophisticated methods, such as deep learning based methods [9] , [10] , saliency detection based methods [11] , [12] and motion based method [13] have also been proposed.
Thresholding methods belong to a class of simple image segmentation method. They assume that the image's pixels can be classified into different groups according to gray level through several thresholds. The thresholding methods usually determine suitable thresholds by optimizing a criterion function, such as the maximum posteriori entropy of the object and background [14] , [15] , maximizing the total entropy of objects and background [16] , minimizing the Kullback distance between the input image and the output binary image [17] , the maximum between-class variance. Though thresholding methods are effective and easy to use in practice, they only utilize the gray level information of the image and ignore the spatial information between pixels, making their performance is poor in some situations. To overcome this drawback, different strategies have been proposed to incorporate the spatial information between pixels into the thresholding process. In [18] , the concept of two-dimensional (2D) histogram was proposed. The 2D histogram was formed by using pixel's gray level and the average gray level of it's neighboring pixels. In 2D histogram, the spatial information of a pixel is reflected by the local average gray level of its' neighboring pixels. Several 2D histogram based thresholding methods such as two dimensional Renyi's entropy thresholding method, two dimensional Otsu's thresholding method, two dimensional Tsallis entropy thresholding method had been proposed. Results show that 2D histogram based thresholding methods can achieve more precise segmentation than the methods only using gray level information. Though 2D histogram can improve the performance of most of the existing thresholding methods, it utilizes only the information about background and objects, while neglects the information about edges. It is well known that edges may contain important discriminative information. Several methods had been proposed to incorporate the edge information into thresholding processes. Xiao et al. [19] proposed to use gray level of pixels and their similarity with its neighboring pixels to construct a two dimensional histogram, called GLSC histogram.
Yimit et al. [20] proposed a 2D direction (2D-D) histogram. 2D-D histogram was formed by gray level of a pixel and its gradient orientation, which is computed from the gradient image of original image. Xiao et al. proposed another two dimensional histogram, called gray-level gradient and magnitude (GLGM) histogram, which is constructed using gray level and gradient magnitude [21] . Though it was claimed in [20] and [21] that 2D-D and GLGM histogram are superior to Abutaleb's 2D histogram in many cases, there still are some limitations, which had been addressed in [22] . More specifically, the limitations are twofold. First, 2D-D and GLGM histogram are both based on gradient of image, but gradient is sensitive to noise. Second, the construction of 2D-D and GLGM histogram is not as convenient as Abutaleb's 2D histogram because it involves much complex computation [22] . For 2D-D histogram, the orientation of gradient were divided into K bins and the gradient's magnitudes are filtered by using a Gaussian filter, whose parameter is σ . However, how to select an appropriated value for K and σ is a difficult issue [22] . As for constructing GLGM histogram, the image should be firstly filtered by an anisotropic diffusion filtering (ADF). Nevertheless, selection of conductivity function and its parameter is also difficult for ADF [22] . Furthermore, the performance of thresholding methods based on 2D-D histogram and GLGM are greatly affected by the filtering operation when constructing 2D-D histogram and GLGM. And also, inappropriate selection of filter's parameters may lead to poor segmentation results [20] , [21] . Observing the above facts, Zheng et al. [22] proposed to use gray level and local variance to construct two dimensional histogram, which is called GLLV histogram. GLLV uses local variance to reflect the spatial informatioin between pixels. Compared to the construction of 2D-D and GLGM histogram, the construction of GLLV is more convenient. Meanwhile, thresholding method based on GLLV are competitive or even better than those on 2D-D and GLGM [22] .
Motivated by the ideal of [22] , in this paper, a novel method of integrating the spatial information into thresholding process is proposed. The proposed method uses local entropy of a pixel to characterize its spatial information. The local entropy of a pixel can represent the variety of gray level in a neighbor [23] , [24] . The gray level and the local entropy are utilized together to construct a two dimensional histogram, which is called GLLE histogram. A two dimensional thresholding method based on GLLE histogram is given by maximizing the Tsallis entropy of object and background.
The rest of this paper is organized as follows. In section II, the construction process of GLLE histogram is introduced. Section III addresses the thresholding method based on GLLE histogram in details. In section IV, the experiments are conducted and the results are presented. Finally, the paper is concluded in section V.
II. GLLE HISTOGRAM A. SHANNON ENTROPY
Originally, entropy is a concept in thermodynamics. It measures the number of specific ways in which a thermodynamic system may be arranged, commonly understood as a measure of disorder. In 1948, Shannon first introduced entropy into information science to measure the information quantity contained in message source [25] . After that, Shannon entropy becomes a popular measure of the uncertainty associated with a random variable. The Shannon entropy of a random variable X is defined as
where
denotes the possibility of X = x i , and x i be the i-th possible value of X . Shannon entropy has, but not limited to, the following properties: (a) E(X ) is a convex function and E(X ) ≥ 0, (b) E(X ) reaches its maximum value when P 1 = P 2 = · · · = P n = 1/n. (c) Shannon entropy is extensive, i.e., for two statistical independent random variable X and Y , we have
, one can see that the larger the Shannon entropy is the more uniformly the distribution is, and vice versa.
B. LOCAL ENTROPY OF IMAGE
Let I be an image, I (x, y) be the grey level at pixel (x, y),
The number of pixels with grey level k is denoted as n k , the entropy of the image is defined as
is the probability of grey level k appeared in the image. Given a small neighborhood with size m × n centered at pixel (x, y), then the local entropy of , also named as local entropy of pixel (x, y), can be expressed as
is the probability of grey level appeared in the neighborhood, and n the number of pixels with grey level in . From Eq. (5), one can conclude that if a region is more homogeneous the local entropy of the region is more larger and vice versa. Due to this fact, local entropy can, to a certain extent, reflect the spatial information between pixels.
C. CONSTRUCTION OF GLLE HISTOGRAM
When moving a neighborhood window with size m × n pixel by pixel within the image from left to right and top to down, one can obtain the local entropy value of each pixel. Let G be the local entropy of original image I . Then, the value of local entropy of each pixel's is normalized into the range between 0 to L ,
where [·] denotes the integer part of a number, and G max and G min the maximum and minimum of local entropy value in local entropy image G, respectively. L is the normalization factor, which is an integer varying within {0, 1, 2, · · · , L − 1} depending on the given image. Then, the number of pixel pairs such that I (x, y) = i and J (x, y) = j is calculated, denoted as n ij . GLLE histogram is defined as
GLLE histogram is a L × L matrix, which is shown in Fig.1 . 
III. TSALLIS ENTROPY THRESHOLDING METHOD BASED ON GLLE HISTOGRAM A. TSALLIS ENTROPY
Tsallis entropy of a random variable X is defined as
where p i has the same meanings in subsection II-A, and α is an entropic index that characterizes the degree of nonextensivity. Tsallis entropy is non-extensive, that is to say, for a statistical independent system, the entropy of the system is divided by the following pseudo additivity entropic rule
. (10) B. TSALLIS ENTROPY THRESHOLD SELECTION BASED ON GLLE HISTOGRAM Let (s, t) be a threshold vector, where s represents the threshold of the grey level and t the threshold of local entropy of the pixel. In Fig.1, (s, t) divides GLLE histogram into four regions. For an image, the grey level values of pixels inside objects or background are more homogeneous, and therefore, the local entropy values of these pixels are relatively larger. The grey level values between objects and background are inhomogeneous, and the local entropy values of these pixels are relatively smaller. Observing these facts, in Fig.1 , region 1 and 2 relate to objects and background, and region 3 and 4 the edges and noises. Let C 0 and C 1 represent object and background in the image, respectively. The probability distribution of object and background, as shown in Fig.1 , are
and
The Tsallis's entropies related to the object and background distributions are given by (15) and
Then, the total Tsallis entropy of object and background is
(s, t).
(17) VOLUME 6, 2018 The optimal threshold vector (s * , t * ) is one that maximizes the total Tsallis entropy of object and background, i.e.,
Once the optimal threshold vector (s * , t * ) is determined, the image can be segmented as
IV. EXPERIMENT RESULTS
In this section, the performance of the proposed method is evaluated. The proposed method is tested on several real- One dimensional histogram based thresholding methods including Kapur's method [16] , Tsallis entropy (TE) thresholding method [26] and two dimensional histogram based methods including Abutaleb's method [18] , Xiao's GLSC method [19] and GLGM method [21] are taken as comparative methods. For TE thresholding method, the parameter α is set to 0.1, which produces the best segmentation result. L is selected as 40 based on the experiments' conclusion. The binary segmentation results are shown in Fig.3 . From the theoretical viewpoint, Kapur's method, TE thresholding method only consider the pixel's brightness and ignore their spatial relationship between pixels, therefore, they usually can not successfully get satisfactory segmentation results when the gray level of pixels inside the objects (background) are close to those inside background (object). Though the GLSC and GLGM method consider the spatial relationship between pixels, sometimes, they still can not obtain correct segmentation results. GLSC constructs two dimensional histogram using gray level and similarity of a pixel between its neighbor pixels. Essentially, GLSC still only use gray level information, and therefore, it cannot well deal with the segmentation of image with inhomogeneous pixels distribution. The GLGM method utilizes gray level and the gradient magnitude to construct two dimensional histogram. The gradient magnitude is large when a pixel's gray level differs greatly from its neighbor pixels. Thus, GLGM method emphasizes strong edges. If the edges are weak or the gray level of pixels inside background are close to those inside object, GLGM method usually fails to get ideal segmentation results. Abutaleb's method constructs two dimensional histogram using gray level of pixels and mean gray level of its neighbor pixels. The mean operation has the effect of smoothing, therefore, it can smooth the sharp edges between objects and background, and losses discriminative ability for pixels at edge. Our proposed method use gray level and local entropy information of pixels to construct two dimensional histogram. As stated in section II-B, the local entropy can indicate the homogenous degree. If a region is more homogenous, then the local entropy is large, and vice versa. This character is similar to gradient, but local entropy can not only characterize strong edges but also weak edges. So our proposed method can outperform GLSC and GLGM methods in most cases.
For ''Blood'' image, the gray level of some pixels inside the cell are close to or even more bright than those inside the background, and also, some pixels inside the background are close to those of cells. Since only considering the gray level information and ignoring their spatial relationship between pixels, Kapur's method and TE thresholding method can not extract the blood cells correctly. Since GLSC emphasizes the similarity between pixels in a neighbor, it also can not extract the cell exactly. Because the edges between cells and background are strong and weak elsewhere, GLGM also can only extract the edges. Though Abutaleb's method can extract the cells, but it contains much noises, that is to say, some pixels in background are classified into object. Our proposed method can segment the image correctly almost without noise. It implies that the performance of our proposed method is better.
In Fig. 3 , the segmentation result of ''Columbia'' image by our method provides a more clear and complete picture of the clouds and the roof. The results segmented by Kapur's method, Tsallis entropy thresholding method and Abutaleb's method, both in the clouds and the roof, are less clear. The GLSC and GLGM methods bring two clear pictures, but there is still some noise in the sky. The reason has been analyzed above. For image ''Rice'', the gray level of some rices in the bottom are very close to that of background, Kapur's method and TE thresholding method can not extract the rices at the bottom because they all depends on the brightness of gray level. Since the edges between the rices and background are relatively clear and strong, so GLSC and GLGM method can also extract the rices correctly as our proposed method.
As far as the image ''Stone'', and ''Bacteria'', all methods can give relative satisfactory segmentation results because the gray level of pixel inside the background and object are different very much and the edges are relatively clear and strong. Nevertheless, the proposed method gives the complete and clear segmentation results.
For ''Boat'' image, the gray level of many pixels in background are very close to those in object, and the edges are relatively weak. So, the GLSC and GLGM method [19] , [21] produce bad results, while our proposed method give better segmentation results. For the segmentation result of ''Brain'' image, except for the results produced by Kapur's method, Abutaleb's method and Tsallis entropy thresholding method, GLSC, GLGM and our proposed method produce acceptable results because they also consider the spatial relationship between pixels. For the last image, all methods give satisfactory segmentation results. But, observing the ground area, our proposed method yields better segmentation results. According to the above analysis, it can obviously be seen that the presented method produces the best segmentation results, compared to other methods. To demonstrate the effectiveness and robustness of our proposed thresholding method, an objective evaluation index is given via accuracy η [27] , [28] , which is defined as
where B o and F o denote the background and foreground of the original (ground-truth) image, respectively, B T and F T denote the background and foreground area pixels in the result image, respectively, and |.| is the cardinality of a set. The higher value of η means the better segmentation result.
The accuracy η of all the image are shown in Table 1 . From Table 1 , it can be observed that the segmentation results of our proposed method for different kinds of images is effective and robust.
V. CONCLUSION
Thresholding method is simple and effective for image segmentation. Since it only uses the gray information and ignores the spatial information between pixels, its performance may be poor in some situation. In this paper, a novel strategy is proposed to integrate the spatial information between pixels into threshold method. The proposed method first calculates the local entropy of a pixel and then construct a novel two dimensional histogram by combining the local entropy and gray level of pixels. Ideal threshold vector is selected by maximizing the Tsallis entropy of background and objects. Experimental results validate the effectiveness of the proposed method and show that the performance of the proposed method outperforms many existing thresholding methods. WENZHAO HU received the B.Sc. degree in technology automation from the Hebei University of Engineering in 2011 and the M.Sc. degree in control science and engineering from Yanshan University, China, in 2015. Her main research interest is image processing. VOLUME 6, 2018 
