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Abstract
Three jet events are selected from hadronic Z
0
decays with a symmetry such that the two lower
energy jets are produced with the same energy and in the same jet environment. In some of the
events, a displaced secondary vertex is reconstructed in one of the two lower energy jets, which
permits the other lower energy jet to be identied as a gluon jet, with an estimated purity
of about 93%. Comparing these gluon jets to the inclusive sample of lower energy jets from
the symmetric data set yields direct, model independent measurements of quark and gluon jet
properties, which have essentially no bias except from the jet denition. Results are reported
using both the k
?
and cone jet denitions. For the k
?
algorithm, we nd
hn
ch:
k
?
i
gluon
hn
ch:
k
?
i
quark
= 1:25  0:02 (stat:)  0:03 (syst:)
for the ratio of the mean charged particle multiplicity of gluon to quark jets, while for the cone
algorithm, we nd
hn
ch:
cone
i
gluon
hn
ch:
cone
i
quark
= 1:10  0:02 (stat:)  0:02 (syst:)
using a cone size of 30

. We also report measurements of the angular distributions of particle
energy and multiplicity around the jet directions, and of the fragmentation functions of the jets.
Gluon jets are found to be substantially broader and to have a markedly softer fragmentation
function than quark jets, in agreement with our earlier observations.
(To be submitted to Zeitschrift fur Physik C)
The OPAL Collaboration
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1 Introduction
The gauge theory of strong interactions, Quantum Chromodynamics (QCD), predicts large
dierences between the properties of quark- and gluon-induced jets [1]. These dierences are a
consequence of the dierent probabilities for a quark or gluon to radiate an additional gluon.
For quark and gluon jets of equal energy produced under the same circumstances, the mean
particle multiplicity of a gluon jet is predicted to be larger than that of a quark jet and thus
its particle energy spectrum is predicted to be softer. Assuming the transverse energy scale of
quark and gluon jet development to be about the same, the softer energy spectrum of the gluon
jet implies that its particle multiplicity and energy should be distributed at larger mean angles
with respect to the jet axis than is the case for quark jets. Many attempts have been made to
observe such features in the data [2], but these studies often yielded inconclusive results either
because the jets could not be selected without biasing them or because the analysis technique
was not sensitive to quark-gluon jet dierences.
In several earlier publications [3, 4], we introduced a method of comparing the properties
of quark- and gluon-induced jets in an essentially unbiased and model independent manner.
These studies resulted in an unambiguous conrmation of the predictions for quark and gluon
jet dierences given above. Three-jet events from hadronic Z
0
decays were selected with a one-
fold symmetry, namely such that the two lower energy jets, one of which was assumed to be a
quark jet and the other a gluon jet, were both produced at an angle of about 150

with respect
to the highest energy jet. In some cases, one of the two lower energy jets could be identied as a
quark jet due to the presence of a displaced secondary vertex. The lower energy jet without the
displaced secondary vertex was thereby identied as a gluon jet using an anti-tagging method.
The properties of these anti-tagged gluon jets were compared to those of the two lower energy
jets from the inclusive one-fold symmetric sample. The essential feature of our analysis which
allowed an unambiguous interpretation of the results was that the quark and gluon jets being
compared had the same energy and were produced in an identical jet environment because of
the symmetric event geometry. There was thus no need to employ Monte Carlo simulations
to account for kinematic dierences between the quark and gluon jet samples, in contrast to
some earlier studies of quark and gluon jet dierences. Although model independent, some
quantitative aspects of the analysis which were sensitive to the treatment of soft particles, such
as the ratio of the mean particle multiplicity values between gluon and quark jets, were found
to depend on the jet denition.
Our earlier work [4] was based on the k
?
jet nder [5], which is an extension of the invariant
mass jet algorithms commonly used by e
+
e
 
experiments. With pp experiments, it is more
common to dene jets using the cone jet nder [6]. The use of dierent jet denitions by e
+
e
 
and pp experiments has made it dicult to compare the properties of jets produced in the
two dierent processes. First results on the use of the cone jet nder with our e
+
e
 
data were
recently reported in [7].
In this paper, we extend our study of quark and gluon jet dierences by employing a cone
denition for the jets. An update and extension of our earlier work based on the k
?
jet denition
is also included. The data sample, collected with the OPAL detector at the e
+
e
 
collider LEP
at CERN, is about three times larger than that used for our earlier studies. Results obtained
using the cone algorithm, in conjunction with those obtained using the k
?
algorithm, provide
3
a means to establish the sensitivity of the observed quark and gluon jet characteristics to the
jet denition. Use of the cone algorithm is also expected to facilitate the comparison of our
data with jet data from pp experiments, as noted above. In our earlier publications, the data
were not corrected for detector acceptance and resolution. In the present study, the data are
corrected for these eects.
In section 2, we present a brief account of the OPAL detector and the multihadron event
selection procedure. The three jet event denition is discussed in section 3. In sections 4
and 5, the analysis method for obtaining fully corrected information for the separated quark
and gluon jet samples is described. The results obtained with the k
?
and cone jet nders
are given in sections 6 and 7. Systematic uncertainties of the measurements are discussed in
section 8. Section 9 presents a comparison of the results found in this paper for the gluon
jet fragmentation function to those found using our measurements of the longitudinal and
transverse fragmentation functions, F
L
(x) and F
T
(x) [8]. Section 10 contains a discussion and
summary.
2 Detector and data selection
The OPAL detector is described in detail elsewhere [9]. A brief account of those features most
relevant to the present study is given below.
Charged particle trajectories are reconstructed using a central detector, which includes three
systems of drift chambers: an inner vertex chamber, a large volume jet chamber and specialized
chambers at the outer radius of the jet chamber which improve the measurements in the z-
direction.
1
The central detector also includes a silicon microvertex detector, discussed below.
The tracking chambers are enclosed by a solenoidal magnet coil which provides an axial eld of
approximately 0.435 T. The most important tracking detector for the momentum measurement
is the jet chamber, which provides up to 159 space-points per track and nearly 100% track
nding eciency in the region j cos j < 0:95. The momentum resolution for charged tracks
in the plane perpendicular to the beam axis is 
p
?
=p
?

q
(0:020)
2
+ (0:0015  p
?
=[GeV=c])
2
.
The average angular resolution is about 0.1 mrad in  and 1 mrad in .
Of particular importance to this analysis is the silicon microvertex detector [10]. This device
contains two layers of silicon microstrip detectors, one positioned at a radius of 6.1 cm with
an angular coverage of j cos j < 0:83 and the other positioned at a radius of 7.5 cm with a
coverage of j cos j < 0:77. A position resolution of about 10 m is currently achieved with
this detector in the plane perpendicular to the beam axis, with an eciency of about 95% for
nding silicon detector r- information in either layer for tracks in hadronic events which pass
through the active region.
Electromagnetic energy is measured by a lead-glass calorimeter located outside the magnet
coil, with a barrel (j cos j < 0:82) and two endcap (0:81 < j cos j < 0:98) sections. Each
lead glass block subtends approximately 4040 mrad
2
. The depth of material to the back
1
Our coordinate system is dened so that z is the coordinate parallel to the e
 
beam axis, r is the coordinate
normal to the beam axis,  is the azimuthal angle around the beam axis and  is the polar angle with respect to z.
4
of the calorimeter is about 25 radiation lengths. The basic calorimeter entity is a cluster of
energy, i.e. a group of contiguous blocks containing signicant energy deposition. To minimize
double counting of energy, clusters are used in this analysis only if they are not associated
with a charged track. A cluster is associated with a charged track if the extrapolated track
coordinates at the entrance to the calorimeter match to better than 80 mrad in  and 150 mrad
in , if the cluster is in the barrel, or 50 mrad in both  and , if it is in the endcap.
The analysis presented here is based on a sample of about 2 800 000 hadronic events collected
at e
+
e
 
center-of-mass energies within 250 MeV of the Z
0
peak by the OPAL detector from 1991
to 1994. Specications of the OPAL trigger are given in [11]. The procedures for identifying
hadronic events are discussed in [12]. Within the geometrical region used for the present study,
the eciency of this selection is estimated to be greater than 99.6%. Charged tracks used in
this analysis were required to have at least 20 measured points in the jet chamber, to have
a transverse momentum in the r- plane, p
?
, greater than 0.15 GeV/c, to lie in the region
j cos j < 0:94 and to point to the origin to within 5 cm in the r- plane. In addition, they
were required to yield a 
2
per degree-of-freedom of less than 100 for the track t in the r-
plane. Clusters were required to be spread over at least two lead glass blocks and to have
an energy greater than 0.1 GeV if they were in the barrel section of the detector or greater
than 0.3 GeV if they were in the endcap section. For the present analysis, each accepted track
and unassociated cluster was considered to be a particle. Tracks were assigned the pion mass.
Clusters were assigned zero mass since they originate mostly from photons. Event cuts were
applied to eliminate residual background and events in which a signicant number of particles
were lost near the beam direction. First, the number of accepted charged tracks was required to
be at least ve. Second, the thrust axis of the event was calculated using the particles and was
required to satisfy j cos(
thrust
)j < 0:9. The residual background from all sources was estimated
to be less than 1%.
3 Three-jet event selection
One of the principal purposes of the present study is to investigate the properties of separated
quark and gluon jet samples using dierent jet denitions. The jet denitions we select are
based on the k
?
[5] and cone [6, 7] algorithms. We also study the sensitivity of the results to
the choice of the resolution parameters for these two jet nding methods.
The k
?
jet nder begins by assigning each particle to be an individual jet. The scaled
quantity y
ij
is then calculated for each jet pair:
y
ij
=
2 min (E
2
i
; E
2
j
)  (1   cos 
ij
)
E
2
vis:
; (1)
where E
vis:
is the sum of the particle energies, E
i
is the energy of jet i and 
ij
is the angle
between jets i and j. The pair with smallest y
ij
is combined into a single jet, k, where the
momentum vector ~p
k
and energy E
k
of the new jet are given by ~p
k
= ~p
i
+ ~p
j
and E
k
= E
i
+E
j
.
The process is repeated until all jet pairs have a y
ij
value which exceeds a resolution parameter,
y
cut
. The y
cut
value chosen as the standard for this analysis is 0.02, which maximizes the event
statistics for the event conguration we study.
5
The cone jet nder begins by treating each particle in an event in turn as the axis of a cone
of half angle R. The momenta of particles lying within this cone are summed. If the momentum
sum and cone axis do not coincide, the momentum sum is taken to dene a new cone axis and
the process is iterated. When a stable solution is found, the particles in the cone are deemed
to constitute a \proto-jet". If two narrow jets are separated by an angle between R and 2R,
they could be found as two separate proto-jets at this stage. To permit this conguration to
be found as a single jet, the direction which bisects the angle between the two jet axes is also
considered as a cone axis, and an iterative search for a stable proto-jet is performed. Proto-jets
which are not identical to a previously found proto-jet and for which the total particle energy
exceeds a minimum given by a cuto  are accepted as jets. If two jets overlap because they
contain particles in common, an overlap fraction f is dened by the ratio of the total energy of
the particles in common to the energy of the lower energy jet. If f exceeds 0.75, the particles
in common are assigned to the higher energy jet and the lower energy jet is eliminated. If f is
less than 0.75, each particle in the overlap region is assigned to the jet to which it lies nearest
in angle. The cone jet nder has two resolution parameters, R and : the standard values we
employ for this analysis are 30

and 10 GeV, respectively. This value of R is a natural choice
for the events we study, as explained below, while this value of  maximizes the event statistics
for the choice of R.
With the cone jet nder, soft particles between jets often lie outside the cones and are not
assigned to a jet. This represents an important dierence compared to the k
?
jet nder. In the
latter case, all particles in an event are associated with a jet, even those at large angles to the
axes.
Events reconstructed with exactly three jets, using either the k
?
or cone method, are re-
tained for further study. These events are interpreted as arising from two quark jets and a
gluon jet.
2
Each jet is required to contain at least two particles and to lie in the polar angle
region j cos j < 0:9. The sum of the angles between the three jets is required to exceed 358

to eliminate non-planar events. The jets in each event are assigned a calculated energy based
on the angles between them, assuming massless kinematics and perfect event reconstruction.
One-fold symmetric three-jet events are selected by projecting the jets into the three-jet event
plane and requiring the angles between the jet with the highest calculated energy and each
of the two others to be 150  10

. A value of 150

is chosen because this leads to well sep-
arated jets, good event statistics, and events in which the highest energy jets are virtually
always quark jets, as discussed below. Thus the angle between the two lower energy jets is
about 60

, which is why a value of 30

for the cone size R is a natural choice for our analysis.
The event plane is dened by the plane normal to the smallest sphericity [13] eigenvector. In
total, 65 148 symmetric three-jet events are found using the k
?
jet nder, and 51 317 using
the cone jet nder. We refer to these events as the \normal-mixture" samples because they
contain approximately the same composition of quark avors and decays as the inclusive sam-
ple of on-peak hadronic Z
0
events.
3
About 65% of the events found using the cone algorithm
are also found by the k
?
one. For the k
?
jet nder, the mean calculated jet energies are
42:43  0:01 GeV for the highest energy jet and 24:39  0:01 GeV for the two lower energy
jets, while the mean visible jet energies, dened by summing the particle energies assigned to
2
We do not distinguish between a quark and an anti-quark jet.
3
Due to quark mass eects, there are predicted to be 2-4% fewer b quark events in the normal-mixture
samples than in the inclusive multihadronic one, but otherwise the avor composition of the two samples is
believed to be the same.
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each jet, are 33:65  0:03 GeV and 21:59  0:01 GeV, respectively. The corresponding values
for the cone jet nder are 42:40  0:01 GeV and 24:40  0:01 GeV for the calculated energies
and 31:31 0:03 GeV and 19:79 0:02 GeV for the visible ones. The visible energies obtained
using the cone algorithm are somewhat smaller than those obtained using the k
?
algorithm
since not all particles are assigned to a jet, as noted above. Since the highest energy jets have
a much larger energy than the two lower energy ones, they are likely to be quark jets with high
probability, due to the nature of the gluon radiation spectrum. From Monte Carlo study, this
probability is estimated to be about 97%. In this paper, jet energies refer to the calculated
energies, and not to the visible ones, unless otherwise stated.
4 Jet tagging using secondary vertices
The method we introduced [4] for obtaining quark and gluon jet properties is based on the
reconstruction of a displaced secondary vertex in one of the two lower energy jets of the normal-
mixture events. The secondary vertex is associated with heavy quark decay, especially that of
the b quark. At LEP, b quarks are produced almost exclusively at the electro-weak vertex,
directly from the Z
0
decay: thus a jet with a b quark is likely to be a quark jet. The lower
energy jets without secondary vertices thus constitute a highly enriched sample of gluon jets. By
employing these \anti-tagged" gluon jets, we obtain jet properties which are virtually unbiased
by the requirement that a reconstructed secondary vertex be present in an event.
To identify secondary vertices in jets, tracks in a jet which have coordinate information
in r- from at least one of the silicon detector layers are tted to a common vertex. The
track which contributes the largest 
2
value to the t is removed if that 
2
is larger than 4.0.
The t is then repeated until all tracks contribute a 
2
value less than 4.0 or else there are
fewer than three tracks remaining, in which case no secondary vertex is reconstructed for this
particular jet. For jets with a reconstructed secondary vertex, the decay length projected onto
the momentum vector of the jet in the r- plane, L, is calculated with respect to the primary
vertex, along with its error, 
L
. The primary vertex is reconstructed for each event using a

2
minimization method which also incorporates the average beam spot position derived from
the data as a constraint [14]. The average beam spot position itself is used for events failing
the primary vertex nding, amounting to less than 0.1% of the total number of events. The
sign of the decay length is obtained by summing the three-momenta of the tracks tted to the
secondary vertex; L > 0 if the secondary vertex is displaced from the primary vertex in the
same hemisphere as this momentum sum, and L < 0 otherwise.
To identify quark jets, we require that one of the lower energy jets in the normal-mixture
sample contains a reconstructed secondary vertex with decay length signicance, dened by
L=
L
, greater than 5.0, and that the other lower energy jet does not contain a secondary vertex
with L=
L
greater than 2.0. Furthermore, the decay length L of the secondary vertex in the
tagged jet is required to be less than 0.6 cm.
4
Additionally, the tracks tted to the secondary
vertex are examined. A track is deemed to be \signicant" if its signed impact parameter value
in the r- plane with respect to the primary vertex, b, satises b=
b
> 2:5, with 
b
the error of
b. The sign of b is assigned in the same way as described above for L. The event is retained
4
The mean decay length of b hadrons at LEP, projected into the r- plane, is about 0.2 cm.
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as a tagged event if the secondary vertex contains at least two signicant tracks, in addition to
the criteria given above.
Fig. 1(a) shows the distribution of L=
L
for the two lower energy jets of the normal-mixture
sample added together, with jets dened using the k
?
algorithm, after all the requirements given
above except for those concerning L=
L
have been imposed. The corresponding distribution for
the cone algorithm is shown in Fig. 1(b). The distributions are peaked at L=
L
values near to 6.0
rather than near zero because two signicant tracks are required to be present in the vertices.
The tag interval L=
L
>5.0 used to identify quark jets is indicated by the vertical dotted lines
and arrows. The histogram shows the Monte Carlo prediction from the Jetset parton shower
model [15] using the Peterson fragmentation function [16] for heavy quark production. Our
implementation of this model is discussed in section 5.1. The Monte Carlo sample includes
simulation of the OPAL detector [17] and the same selection criteria and analysis procedures
as the data. The overall description of the data by the Monte Carlo is seen to be adequate. A
slight shift to larger L=
L
values is observable in the data distributions compared to the Monte
Carlo predictions. This small discrepancy is most likely related to somewhat small values for
the mean b hadron lifetime and the mean charged particle multiplicity in b hadron decays
used in the simulation. The eects of the uncertainty due to these b hadron characteristics are
included in our evaluation of the systematic uncertainties, as discussed in section 5.1.
Starting with the normal-mixture samples discussed in the previous section, 2 416 tagged
events are obtained using the k
?
jet nder and 2 079 events using the cone one: we refer to
these events as the \tagged" samples. About 55% of the tagged events found using the cone
algorithm are also found using the k
?
algorithm. The mean energy values of the jets in the
tagged and normal-mixture samples are consistent with each other to within the statistical
uncertainties, for both jet denitions. The tagged samples are subsets of the normal-mixture
ones, but since they are small subsets we treat the tagged and normal-mixture data as though
they are statistically independent of each other.
An example of an event tagged in this manner is shown in Fig. 2. Fig. 2(a) shows the full
event view, projected into the r- plane. The one-fold symmetric nature of the event with
respect to the highest energy jet (upper right quadrant) is evident. Fig. 2(b) shows an enlarged
view in the region of the silicon microvertex detector. An enlarged view in the vicinity of
the e
+
e
 
collision point is shown in Fig. 2(c). In Fig. 2(c), a displaced secondary vertex is
visible in the lower energy jet on the left side of the event, while all the tracks of the other
lower energy jet (bottom side) converge towards the primary vertex. The jet on the left side
is tagged as a quark jet while that on the bottom is identied as a gluon jet by anti-tagging.
A displaced secondary vertex is also visible in the highest energy jet of the event, in the upper
right quadrant of Fig. 2(c), consistent with a quark origin for that jet.
5 Correction method
To obtain fully corrected information for the quark and gluon jet data, we apply a two step
procedure. First, the measured distributions are corrected for residual quark and gluon jet
misidentication using an algebraic technique. Second, the data are multiplied bin-by-bin by
correction factors to account for detector acceptance and resolution. We next describe these
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two correction steps. Following this, we describe a method to check the consistency of the
Monte Carlo estimates of the jet purity values, using the data.
5.1 Correction for quark and gluon jet misidentication
The algebraic method used to correct for quark and gluon jet misidentication is the same as
that which we introduced in [4]. If D
n:mix
(z
i
) represents a distribution constructed from the
two lower energy jets of the normal-mixture sample, with z
i
the content of bin i, then
D
n:mix
(z
i
) = (1  q
n:mix
) G(z
i
) + q
n:mix
Q(z
i
) ; (2)
where G(z
i
) and Q(z
i
) are the distributions for pure gluon and pure quark jet states, re-
spectively, with q
n:mix
the fraction of the jets which are quark jets. Analogously, if D
g:tag
(z
i
)
represents the distribution constructed from the anti-tagged gluon jets of the tagged sample,
then
D
g:tag
(z
i
) = (1  q
g:tag
) G(z
i
) + q
g:tag
Q(z
i
) ; (3)
where q
g:tag
is the fraction of quark jets in the anti-tagged gluon jet sample. For perfect gluon
jet identication, q
g:tag
would be zero. In reality, q
g:tag
is not zero because of imperfect heavy
quark jet identication using secondary vertices and because the highest energy jet in an event
is sometimes the gluon jet. Assuming that G(z
i
) is the same in relations (2) and (3), and that
the same holds true for Q(z
i
), the two equations may be inverted for G(z
i
) and Q(z
i
) once the
coecients q
n:mix
and q
g:tag
are known. The validity of these assumptions is discussed below.
This correction method introduces bin-to-bin statistical uctuations for Q(z
i
) which are about
the same size and are anti-correlated with those of G(z
i
). Therefore, for distributions where it is
appropriate, we present not only the measured gluon and quark jet distributions but also their
ratio, in which correlations can easily be taken into account for the statistical uncertainties.
The values of q
n:mix
and q
g:tag
are estimated using events generated with the Jetset Monte
Carlo program [15], version 7.3. Each simulated hadron jet is associated with an underlying
quark or gluon jet. To perform this association, we employ the following method. Monte
Carlo events which include simulation of the OPAL detector and the same event selection
and analysis procedures as the data are examined at the parton level. The two hadron jets
closest in angle to the directions of the primary quark and anti-quark which have evolved from
the Z
0
decay are considered to be the quark jets; the remaining jet is identied as the gluon
jet. Jetset with its standard hadronization mechanism is known to yield too hard an energy
spectrum for b hadrons. Therefore we use Jetset in a non-default mode, in which c and b quark
hadronization are described by the fragmentation function of Peterson et al. [16], in which case
Jetset provides a much better description of the b hadron energy spectrum measurements from
LEP. The parameter values we use for Jetset result from a t to OPAL measurements of global
event shape distributions and are given in [4]. Using Jetset, the coecients q
n:mix
and q
g:tag
are found to have the values q
n:mix
= 0:516  0:001 (stat:)  0:007 (syst:) and q
g:tag
= 0:070 
0:005 (stat:)0:014 (syst:) for the k
?
jet nder, and q
n:mix
= 0:5160:001 (stat:)0:007 (syst:)
and q
g:tag
= 0:073  0:006 (stat:)  0:023 (syst:) for the cone jet nder. The gluon jet purity
we obtain, given by 1   q
g:tag
, is therefore about 93% for both jet nding methods. The same
results are obtained using the Herwig parton shower model [18] (discussed in section 6), to
within the statistical uncertainties.
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Three sources of systematic uncertainty for q
g:tag
are considered. First, the uncertainty
due to imperfect knowledge of the b hadron production and decay mechanism is evaluated by
varying parameters in the Monte Carlo by the error ranges of current measurements, as follows.
1. The mean b hadron lifetime was varied by 0:10 ps [19] about a central value of 1.55 ps.
2. The Peterson parameter 
b
that controls the b quark fragmentation function was varied
from 0.0025 to 0.0095, from a central value of 0.0057, corresponding to a change in the
mean scaled energy of b hadrons, hx
E
i, of from 0.68 to 0.72 [20].
3. The mean charged particle multiplicity in b hadron decays including  and K
0
s
decay
products, hn
ch:
i
B
, was varied by 0:5 tracks [21] about a central value of 5.2.
4. The relative coupling strength of the Z
0
to b quarks,  
bb
= 
hadron
, was varied by0:002 [22]
from a central value of 0.218.
The systematic uncertainty associated with each item was taken to be the maximum variation
in q
g:tag
that was observed relative to the standard result. The uncertainties in q
g:tag
related
to the Peterson parameter 
c
for the c quark fragmentation function and to the relative Z
0
coupling strength to c quarks,  
c
c
= 
hadron
, were evaluated in the same manner and were found
to be negligible. Second, the uncertainty due to imperfect modeling of the detector is assessed
by taking the maximum dierence found relative to the standard result if the track impact
parameter resolution in the detector simulation is improved or degraded by 20%. Variation of
the Monte Carlo resolution values for the other track parameters is found to cause no additional
uncertainty. Third, the uncertainty due to the ambiguity of dening whether a jet originates
from a quark or a gluon is evaluated by employing an alternative technique to make this
association relative to the method presented above. Using Jetset events with detector simulation
which have satised the same selection requirements as the data, three jets are reconstructed at
the parton level and are matched to the hadron jets by nding the combination which minimizes
the sum of the angular dierences between them.
5
The jets which contain the primary quark
and anti-quark, after their evolution has terminated, are taken to be the quark jets, while the
remaining jet is taken to be the gluon jet. For about 1.5% of the events dened using the k
?
jet nder, and 3.0% of the events dened using the cone jet nder, the primary quark and
anti-quark are assigned to the same jet: these events are not used to estimate the jet purities
for this alternative method to associate hadron and parton jets. The dierence in purity values
obtained using the two techniques to identify quark and gluon jets in the Monte Carlo is taken
as the estimate of the systematic uncertainty associated with the jet denition ambiguity. The
results of these systematic studies are summarized in Table 1. The total systematic uncertainties
given above for q
g:tag
are estimated by adding the dierent contributions in quadrature. The
systematic errors given above for q
n:mix
are evaluated in an analogous manner.
Our method to correct for quark and gluon jet misidentication is based on the assumption
that the gluon jet distribution G(z
i
) is the same in relations (2) and (3). This is the principal
assumption of our analysis technique: that the gluon jets have the same properties in the
5
For the k
?
jet nder, we require three jets to be reconstructed at the parton level; for the cone jet nder,
the purity estimates for the alternative technique to associate hadron jets with quarks and gluons are based on
the 86% of the events which are found to yield three jets at the parton level using the standard jet resolution
choices.
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normal-mixture and tagged data sets. The justication for this assumption is that the gluon
jets are selected under the same circumstances in both cases: they appear in the same kinematic
conguration and are dened using the same track and jet nding criteria. There is a large
dierence between the quark avor composition of the normal-mixture and tagged data sets,
which we list in the top two rows of Table 2, but the properties of hard, acollinear gluon
jets do not depend on the event avor according to QCD [23]. Other possible biases in the
gluon jet properties introduced by the analysis technique have been assessed using the Monte
Carlo and are found to be essentially negligible.
6
A second assumption of our analysis is that
the quark jet distribution Q(z
i
) is the same in relations (2) and (3): thus that the quark jet
background to the anti-tagged gluon jet data (Q(z
i
) in relation (3)) has the same properties
as the quark jets in the normal-mixture sample (Q(z
i
) in relation (2)). This assumption is not
entirely correct, because one of the principal sources of quark jet background in relation (3) is
from events in which the gluon jet has the highest energy, recoiling against two b quark jets
in the opposite hemisphere. For these events, Q(z
i
) in relation (3) has an enhanced b quark
component compared to Q(z
i
) in relation (2). The other source of background in relation (3)
arises when the gluon jet is tagged, rather than the quark jet: these events occur mostly when
two tracks from the decay of a  or K
0
s
hadron in the gluon jet are combined with a third track
to dene a secondary vertex. From Monte Carlo study, the overall bias due to these eects is
found to be small compared to the statistical uncertainties. Residual eects are removed by the
correction procedure for detector acceptance and resolution, described below, since the Monte
Carlo is expected to simulate the relevant features with sucient accuracy.
An explicit breakdown of the avor composition of Monte Carlo events with correctly and
incorrectly identied gluon jets in relation (3) is given in the last three rows of Table 2 for the
analysis based on the k
?
jet denition. From the last row of this table, it is seen that events
in which the gluon jet has the vertex tag exhibit a somewhat dierent avor composition than
the normal-mixture sample. This implies a small violation of our assumption that the gluon
jet properties are independent of the quark avor. Specically, it is seen that there is an excess
of about 10% in s, c and b events compared to d and u events, which corresponds to about
1% of the events in the entire tagged sample. From further study, this excess is observed to be
related to tracks near the cores of quark jets which are assigned to the gluon jet by the k
?
jet
nder: s, c and b jets contain a larger proportion of tracks from  and K
0
s
decays than d and
u jets, explaining the excess of events with these three avor types in this background class.
For the cone jet nder, tracks near the quark jet cores are virtually never assigned to the gluon
jet: the corresponding analysis reveals that events in which the gluon jet has the vertex tag do
not exhibit a signicant deviation from the avor composition of the normal-mixture sample.
The level of events with a potential bias in the gluon jet properties is therefore estimated to
be well below 1% in this case. Residual eects related to this bias are removed by the detector
corrections since they are included in the Monte Carlo simulations.
5.2 Correction for detector acceptance and resolution
A bin-by-bin multiplicative method is used to correct the measured gluon and quark jet distri-
butions G(z
i
) and Q(z
i
) for the eects of detector acceptance and resolution. The correction
6
There is a known bias of the gluon jet properties for only about 1% of the tagged events, using the k
?
jet
nder, and for less than 1% of the tagged events, using the cone jet nder, as discussed below.
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factors are obtained using two dierent samples of Jetset Monte Carlo events. One sample
includes initial-state photon radiation, simulation of the OPAL detector and the same selection
and analysis procedures as the data, including the secondary vertex reconstruction and alge-
braic procedure described in section 5.1 to obtain pure quark and gluon jet information. Good
agreement is found between the gluon and quark jet distributions derived from this Monte Carlo
sample and the G(z
i
) and Q(z
i
) data distributions, respectively, for all variables studied. The
second Monte Carlo sample does not include initial-state photon radiation or detector simula-
tion and treats all charged and neutral particles with mean lifetimes greater than 3  10
 10
s as
stable. The same three-jet event selection criteria as described in section 3 are applied except
that the jets are not required to satisfy j cos j < 0:9. The quark and gluon jets in this second
sample are identied with Monte Carlo information using the method given in section 5.1. The
multiplicative correction factors are obtained by taking the ratios of the distributions predicted
by the second sample to those predicted by the rst one on a bin-by-bin basis. The distribu-
tions Q(z
i
) and G(z
i
) are multiplied bin-by-bin by these correction factors to obtain the fully
corrected quark and gluon jet measurements. The good agreement between the distributions
constructed using the rst Monte Carlo sample described above and G(z
i
) and Q(z
i
) justies
this bin-by-bin technique. The values of the detector correction factors are presented along
with the data in sections 6 and 7: their values mostly lie between 0.8 and 1.2.
5.3 Consistency check of the jet purity values
There is an almost linear relationship between the purity of the gluon jets and the b quark
fraction in the Monte Carlo event samples since we mainly tag jets using b quark identication.
A consistency check of the gluon jet purity values derived from the Monte Carlo may therefore
be performed by testing the Monte Carlo predictions for the b quark fractions. One measure
of the b quark fraction is the rate at which secondary vertices are reconstructed in the highest
energy jets of the events: these jets are almost 100% quark jets and have not been biased by
any tagging conditions in our analysis.
The open points in Fig. 3(a) show the Monte Carlo results obtained by changing the quark
tagging conditions in the lower energy jets of the normal-mixture sample and examining the
fraction of the tagged events for which a secondary vertex with L=
L
>5 is also reconstructed
in the highest energy jets: this fraction we denote as f
H:E:
vertex
. The results for f
H:E:
vertex
are obtained
using the k
?
jet nder and are plotted versus the gluon jet purity 1   q
g:tag
in the events.
The right-most point corresponds to the standard tagged sample, with 1   q
g:tag
=0:93. The
left-most point corresponds to the normal-mixture sample (no tagging of the lower energy jets),
with 1   q
n:mix
 0.48. The intermediate points are found by applying less restrictive tagging
criteria for the lower energy jets than we employ for the standard analysis. This plot establishes
the linear relationship between the gluon jet purity and the b quark fraction. The solid points
in Fig. 3(a) show the corresponding data rates for f
H:E:
vertex
. Each data point is plotted next
to the Monte Carlo one having the same tagging condition for the lower energy jets. Note
that only the ordinate in Fig. 3(a) may be measured from the data. However, the abscissa
value of the left-most point, corresponding to the normal-mixture sample, is determined as a
simple consequence of the gluon radiation spectrum: if the highest energy jet is a quark jet for
f
q
 97% of the events, then one of the lower energy jets must be a gluon jet in f
q
=2  48%
of the events. Thus the gluon jet purity value given for the normal-mixture data point does
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not have a large uncertainty for the purposes of this analysis. Also, the b quark fraction for
the normal-mixture data point comes essentially from  
bb
= 
hadron
and so also does not have
an important uncertainty for our purposes. The analogous plot to Fig. 3(a) for the cone jet
nder yields values for f
H:E:
vertex
which are about 5% larger in the data relative to the Monte Carlo
irrespective of the tagging condition in the lower energy jets. Since the discrepancy is also
present for the normal-mixture sample for which the gluon jet purity and b quark fraction are
believed to be understood, this discrepancy is likely to be due to a dierence between the Monte
Carlo and data eciencies for reconstructing secondary vertices using this jet nder rather than
to a dierence between the gluon jet purity values.
Therefore, to test the Monte Carlo using a measurable quantity related to the gluon jet
purity, we show in Figs. 3(b) and (c) the ratio of the observed rates at which secondary vertices
are observed in the highest energy jets of the tagged and normal-mixture events, displayed in
dierential bins of the decay length signicance L=
L
. R
H:E:
vertex
equals the number of secondary
vertices in a certain bin of L=
L
for the highest energy jets, normalized by the number of events
in the sample. The results found using the standard criteria for the tagged samples (yielding
93% estimated gluon jet purity) are shown by the solid points. The results found using an
alternative lifetime tagging algorithm to identify quark jets (yielding about 78% estimated
gluon jet purity) are shown by the open triangles. This alternative method to identify quark
jets is used as a systematic check in our analysis and is described in section 8. Fig. 3(b) shows
the results obtained using the k
?
jet nder. Those found using the cone jet nder are shown
in Fig. 3(c). The right-most bin in Figs. 3(b) and (c) includes all L=
L
values larger than 30.
For values of L=
L
below about 5.0, the distributions shown in Figs. 3(b) and (c) are
dominated by light quark jets and the observed rates do not dier much between the normal-
mixture and tagged data sets: thus the values of the ratios are approximately unity. For values
of L=
L
above about 5.0, the secondary vertex rate in the highest energy jets is seen to be
three to four times larger in the tagged samples than it is in the normal-mixture ones, using
the standard tagging criteria, because of the enhanced b quark component of the tagged data
sets. For the alternative tagging algorithm, the ratio values for L=
L
> 5 are lower since the
jet purities achieved using this method are not as high. The corresponding results from the
Monte Carlo are shown by the solid and dashed histograms in Figs. 3(b) and (c). The Monte
Carlo agrees well with the data for both jet nders and for both quark tagging algorithms,
demonstrating that the enhancement factor for b quarks in the tagged samples, relative to
the known b quark fraction in the normal-mixture samples, is well simulated. This makes it
plausible that the Monte Carlo estimates for q
g:tag
are reliable.
6 Results using the k
?
jet nder
In this section, we present our results for quark and gluon jet properties measured using the
k
?
jet denition. Systematic uncertainties for these data are discussed in section 8. The data
are compared to the predictions of the Jetset, Herwig [18], Ariadne [24] and Cojets [25] parton
shower models. Our implementation of Jetset was discussed in section 5.1. The version of
Herwig we use is 5.6; that we use for Ariadne is 4.06. The parameter values of these two
models were tuned by us to provide a good description of global event characteristics in Z
0
decays and are given in [4] and [26], respectively. For Cojets, we examine the predictions of
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two dierent versions, 6.12 and 6.23, and use the default parameter sets provided by the Monte
Carlo author, which also yield good descriptions of the global event characteristics in hadronic
Z
0
decays. For version 6.12, there is essentially no dierence between quark and gluon jet
properties. This version therefore provides a useful \toy model" with which to demonstrate
the non-triviality of our results for quark and gluon jet dierences. For version 6.23, dierences
between quark and gluon jets have been implemented. The Monte Carlo samples are generated
in the same manner as the Jetset sample without detector simulation discussed in section 5.2.
6.1 Jet width distributions
One of the characteristics which is expected to dier between quark and gluon jets is the angular
distribution of jet energy with respect to the jet axis. Fig. 4 shows the normalized distribution
of the quark and gluon jet energy around the jet axis, (1=E
jet
) (dE
jet
=d) d versus , where 
is the angle between a particle and the axis of the jet to which it is assigned. This distribution
is constructed by calculating the fraction of the jet visible energy contained in annular rings
around the axis, on an event-by-event basis, and then accumulating the information from each
event to obtain the histogram shown. The distributions shown in Fig. 4 extend out to 60

from
the jet axis and encompass more than 99% of the jet visible energy for both the quark and
gluon jets. The bin-by-bin factors used to correct for detector acceptance and resolution are
shown in the small gure above the data distributions. A minimum bin size of 2

is chosen
to match the estimated resolution with which the jet direction is determined. This estimate is
obtained by comparing the jet directions in the Monte Carlo before and after the eects of the
detector and track selection have been included: an RMS dierence of 2.3

is found for the two
lower energy jets.
Comparing the quark jet data, shown by the solid points, to the gluon jet data, shown by
the open points, it is seen that the gluon jet energy is markedly less collimated around the jet
direction than is the quark jet energy. Thus gluon jets are observed to be broader than quark
jets, in agreement with our earlier ndings [3, 4]. This conrms one of the general expectations
for quark and gluon jet dierences predicted by QCD, mentioned in the introduction. The ratio
of the gluon to the quark jet measurements is presented in Fig. 5. The correlations introduced
by the algebraic procedure to obtain pure quark and gluon jet information are taken into
account in the errors shown. (This comment is true for all the ratio values between gluon and
quark jet data presented in this paper.) Numerical values for the data in Figs. 4 and 5 are
given in Table 3.
Fig. 4 also shows the predictions of the Jetset, Herwig and Ariadne models. The predictions
of Cojets are not included in Fig. 4 in order to keep the presentation of the data relatively simple.
All three models are seen to provide an adequate description of the measurements. In Fig. 5,
the predictions of the models, including those of Cojets, are shown. Cojets 6.23 is seen also to
describe the data adequately, while Cojets 6.12, which does not include a signicant quark and
gluon jet dierence as noted above, is in disagreement with the data, as expected.
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6.2 Charged particle fragmentation function
A second feature which is expected to dier between quark and gluon jets is the inclusive
distribution of particle energy in the jets, known as the fragmentation function. Fig. 6 shows
the charged particle fragmentation function, (1=N
event
) dn
ch:
=dx
E
versus x
E
, of the quark and
gluon jets, where x
E
= E=E
jet
is the scaled energy of a particle with respect to the energy
of the jet to which it is assigned. Note that there are no data in the last bin of the gluon jet
fragmentation function, corresponding to 0.80<x
E
<1.0. The distributions are normalized so
that the integral,
R
1
0
[(1=N
event
) dn
ch:
=dx
E
] dx
E
, gives the mean charged particle multiplicity of
the quark or gluon jets. This diers from the normalization used in our earlier publications [3, 4],
in which the corresponding integrals were unity. In all cases, the bin size is considerably larger
than the corresponding energy resolution estimated for particles in the bin. The ratio of the
gluon to the quark jet distributions is shown in Fig. 7. Numerical values for these measurements
are given in Table 4.
The detector corrections for the rst bin of Fig. 6, corresponding to x
E
<0.01 (E<0.25 GeV),
are large since charged particles with p
?
values below 0.15 GeV/c are not included in the
analysis, as mentioned in section 2. The detector corrections for this bin have values of 5.8 and
3.5 for the gluon and quark jets, respectively.
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The corresponding correction for the rst bin
of the ratio distribution, Fig. 7, is 1.6.
From Fig. 6, it is seen that gluon jets contain substantially fewer particles with large energies
than quark jets, in agreement with our earlier results [3, 4] and the general expectations of QCD
mentioned in the introduction. From Fig. 6, Jetset and Ariadne are seen to provide a reasonable
description of the measurements. The Herwig predictions at large x
E
values are somewhat below
the data for both the quark and gluon jet distributions. The Cojets predictions, shown in Fig. 7,
demonstrate that version 6.23 describes the overall trend of the data, although it does not agree
with them as well as Jetset, Herwig or Ariadne, while version 6.12 is in strong disagreement
with the experimental observations, again as expected.
6.3 Mean charged multiplicity
A third property which is expected to dier between quark and gluon jets is the mean particle
multiplicity. The mean charged particle multiplicities of the gluon and quark jets are mea-
sured to be hn
ch:
k
?
i
gluon
= 9:10  0:07 (stat:)  0:09 (syst:) and hn
ch:
k
?
i
quark
= 7:27  0:07 (stat:) 
0:08 (syst:), where the systematic uncertainties are discussed in section 8. These values have
been corrected using the procedures of section 5, treating the mean multiplicity as a distribution
with a single bin. We obtain the same results to within very small dierences if we integrate the
fragmentation functions to obtain the mean multiplicity values. The ratio, hn
ch:
k
?
i
gluon
=hn
ch:
k
?
i
quark
,
is 1:251  0:024 (stat:)  0:029 (syst:). Our results for the mean charged particle multiplicity
values are summarized in the top row of Table 5, in which the correction factors used to account
for detector eects are also given. A comparison of these results to the predictions of the QCD
models is presented in section 6.4.
7
Repeating the analysis with the same event samples but using charged tracks with momentum p larger than
0.10 GeV/c yields detector corrections of 1.1 and 1.5 for the quark and gluon jets in this bin; the change in the
corrected data values is negligible.
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Thus, using the k
?
jet nder, the gluon jets are observed to yield a mean charged particle
multiplicity value which is about 25% larger than that of the quark jets, in agreement with
our earlier result [4] based on the same jet denition.
8
Our result also conrms the general
expectation of QCD that the mean particle multiplicity of gluon jets should exceed that of quark
jets, mentioned in the introduction. (See [27] for a discussion of how these experimental results
should be interpreted in comparison to theory [1].) Recently, the ALEPH Collaboration [28],
using a similar method to ours [4], has obtained a similar value for hn
ch:
k
?
i
gluon
=hn
ch:
k
?
i
quark
.
6.4 Sensitivity to y
cut
To investigate the sensitivity of the results presented above to the choice of the jet resolution
parameter, y
cut
, we repeated the analysis using y
cut
values of 0.005 and 0.05. These values
of y
cut
were chosen because they dier widely from the value of 0.02 chosen for our standard
analysis, while they are not so large or so small that the event statistics are reduced by too
large a factor. With y
cut
= 0:005, 1 681 events are selected in the tagged sample, compared
to 1 411 events using y
cut
= 0:05. About 94% of the events selected using y
cut
= 0:005 are also
selected in the standard analysis using y
cut
= 0:02; the corresponding number for y
cut
= 0:05 is
also 94%. Of the events selected using y
cut
= 0:005, only 47% are also selected using y
cut
= 0:05,
however.
The smaller y
cut
value yields somewhat narrower jets compared to those observed using
y
cut
= 0:02. To illustrate this, Fig. 8(a) shows the fractional dierence between the results found
for y
cut
= 0:005 and y
cut
= 0:02, for the (1=E
jet
) (dE
jet
=d) d versus  distribution (Fig. 4). The
larger y
cut
value yields slightly broader jets compared to the standard analysis, as illustrated
in Fig. 8(b), which shows the fractional dierence between the results found using y
cut
= 0:05
and y
cut
= 0:02. The dierences between the results obtained for the dierent y
cut
values are
observed to be generally modest compared to the dierences between the quark and gluon jet
curves in Fig. 4. The ratio of the gluon to quark jet data, shown in Fig. 5, is virtually unaected
by the y
cut
choice since the numerator and denominator behave in essentially the same manner
as y
cut
changes, as seen from Fig. 8. Thus the y
cut
choice does not inuence the quark-gluon
jet width dierences we observe in a signicant manner.
A similar study for the charged particle fragmentation functions of Fig. 6 reveals that
y
cut
= 0:05 yields somewhat softer spectra for both the quark and gluon jet data compared to
y
cut
= 0:005, but that, again, the dierence is modest compared to the dierence between the
quark and gluon jet results. The ratio of the gluon to quark jet measurements shown in Fig. 7
is largely unaected by the y
cut
choice, although there is a slight tendency for the dierences
between quark and gluon jets to increase with y
cut
.
The sensitivity of the mean charged particle multiplicity values to y
cut
is shown in Fig. 9(a):
hn
ch:
k
?
i
gluon
and hn
ch:
k
?
i
quark
decrease by 3-4% for y
cut
= 0:005, and increase by about the same
amount for y
cut
= 0:05, compared to the standard results. The ratio of the gluon to quark
jet measurements, hn
ch:
k
?
i
gluon
/hn
ch:
k
?
i
quark
, exhibits almost no dependence on y
cut
, however, as
shown in Fig. 9(b). Fig. 9 demonstrates again that Jetset, Herwig and Ariadne are all generally
8
Our earlier result, hn
ch:
k
?
i
gluon
=hn
ch:
k
?
i
quark
= 1:33 0:09 (stat.+syst.), was not corrected for detector eects;
the corresponding detector correction factor is found to be 1.013 and so is near unity.
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successful at describing the data, that Cojets version 6.23 is somewhat less successful, and
that Cojets version 6.12 is in disagreement with them. The mean multiplicity measurements
obtained using the alternative y
cut
choices are summarized in Table 5.
7 Results using the cone jet nder
Next, we present our results for quark and gluon jet properties measured using the cone jet
denition. The comments given at the beginning of section 6 also apply here.
7.1 Jet width distributions
One of the principal motivations for introducing a cone jet denition in our analysis is to
facilitate the comparison of jet properties between e
+
e
 
and pp experiments. To characterize
the width of a jet, we therefore select variables which have been used at pp colliders. One such
variable is the energy prole of a jet,  
E
(r=R) [29], dened for a jet of half angle R as the
fraction of the jet energy contained within a smaller cone of half angle r which is coaxial with
the jet. A related variable is the dierential energy prole, 
E
(r=R) [29], dened by:

E
(r=R) 
d 
E
(r=R)
d(r=R)
; (4)
with d(r=R) the bin width. To compare quark and gluon jets, 
E
(r=R) is preferable to  
E
(r=R)
because the bin-to-bin contents are less correlated. The 
E
(r=R) distribution is very similar
to the (1=E
jet
) (dE
jet
=d) d distribution studied in the case of the k
?
jet nder (Fig. 4). In
Fig. 10, we present our measurement of 
E
(r=R) versus r=R for the quark and gluon jets. A bin
size of d(r=R) = (1=15) has been chosen because this matches the estimated angular resolution
of about 2

for determining the jet direction. Gluon jets are seen to be substantially broader
than quark jets, in agreement with our results from the k
?
analysis. The dierential charged
particle multiplicity prole, 
ch:
M
(r=R), dened in analogy to 
E
(r=R), is shown in Fig. 11:
the greater breadth of gluon jets compared to quark jets is also visible in this distribution.
Figs. 12 and 13 display the corresponding integral prole distributions,  
E
(r=R) and  
ch:
M
(r=R),
versus r=R, while the ratios of the gluon to quark jet measurements for 
E
(r=R) and 
ch:
M
(r=R)
are presented in Figs. 14 and 15. Numerical values for these data are given in Tables 6 and 8
for the energy measurements and in Tables 7 and 9 for the multiplicity measurements.
Included in Figs. 10-13 are the predictions of the Jetset, Herwig and Ariadne models. In
addition to these three models, the Cojets predictions are shown in Figs. 14 and 15.
In a previous publication [7], we studied the 
E
(r=R) and  
E
(r=R) distributions in our
data using jets with energies of about 45 GeV: these jets are almost always quark jets since
they are close to the kinematic limit in Z
0
decays. The e
+
e
 
distributions were compared to
measurements of 
E
(r=R) and  
E
(r=R) for jets measured by the CDF Collaboration in pp
collisions at a c.m. energy of 1.8 TeV [29]. The pp jets were produced in the central region of
pseudorapidity, 0.1<jj<0.7, where =  ln(tan

2
), and also had energies of about 45 GeV: pp
jets selected under these conditions are expected to be predominantly gluon jets. We observed
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that the jets from pp collisions were substantially broader than the ones from our experiment.
The OPAL and CDF measurements of 
E
(r=R) for the 45 GeV jets are displayed in Fig. 16(a).
A cone size of R=57

has been used. Shown in contrast to these measurements are the results
from the present study for 24 GeV quark and gluon jets with R=30

. The CDF data have
been corrected for the presence of underlying events using an energy density of 0.7 GeV/R
2
as
explained in [7]. The uncertainties shown for the CDF data include the dierence between the
0.7 GeV/R
2
corrected data and the data with no correction for underlying events.
Interpreting the results for the 45 GeV jets to correspond to quark jets for OPAL and to
gluon jets for CDF, it is seen that the 45 GeV jets are narrower than the 24 GeV ones for
both jet types. The dierence between the 45 GeV jets from the e
+
e
 
and pp experiments
bears a striking resemblance to the dierence between quark and gluon jets observed in the
present study, however. This is emphasized in Fig. 16(b), in which the ratios of the 45 GeV
(solid points) and 24 GeV (open points) gluon to quark jet distributions are displayed. A
larger fractional dierence is observed between the jet data at 45 GeV than at 24 GeV. Monte
Carlo study suggests that some of the dierence between the 45 and 24 GeV distributions in
Fig. 16(b) is due to the dierent choice of cone size R, as is demonstrated by the dashed and
dash-dotted curves in that gure which show the results we obtain from Jetset for the analysis
described in this paper using cone sizes of 30

and 50

, respectively, with =10 GeV. We also
show the results yielded by Jetset for 45 GeV jets with R=50

, obtained by running the event
generator for the analysis described in this paper at a e
+
e
 
c.m. energy of 175 GeV rather than
91.2 GeV. Thus the results of Fig. 16 support the conclusion we made in [7]: that much of the
dierence between the e
+
e
 
and pp data can be attributed to dierences between quark and
gluon jet properties. We note that the metric used here to dene the cone size R diers from
that used for the pp data. For the pp results, the jets are dened by
p

2
+
2
< R, where
 and  are the dierences in pseudorapidity and azimuthal angle between the cone axis
and a particle direction, with  measured in radians. The dierence between the - metric
and the  metric employed here was shown in [7] to be small for the central pseudorapidity
region used for the pp analysis, however.
7.2 Charged particle fragmentation function
The charged particle fragmentation functions of the quark and gluon jets, (1=N
event
) dn
ch:
=dx
E
versus x
E
, are shown in Fig. 17. The ratio of the gluon to the quark jet data is presented in
Fig. 18. It is seen that gluon jets have a strikingly softer particle energy spectrum than quark
jets, in agreement with the results based on the k
?
jet denition. Numerical values for these
measurements are given in Table 10. As for the case of the k
?
analysis, the detector corrections
for the rst bin of these distributions are large. The detector corrections for the rst bin of
Fig. 17 are 5.8 for the gluon jet and 3.5 for the quark jet, while that for the rst bin of Fig. 18
is 1.7. The Monte Carlo predictions, included in Figs. 17 and 18, are seen to demonstrate the
same trends relative to the data as were observed for the k
?
study (compare Figs. 17 and 18
to Figs. 6 and 7).
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7.3 Mean charged multiplicity
For the cone jet nder, the measured mean charged particle multiplicity values of the gluon and
quark jets are found to be hn
ch:
cone
i
gluon
= 6:260:06 (stat:)0:07 (syst:) and hn
ch:
cone
i
quark
= 5:71
0:05 (stat:) 0:05 (syst:). These values are lower than those found using the k
?
jet nder since
not all particles in an event are necessarily assigned to a jet. The ratio, hn
ch:
cone
i
gluon
/hn
ch:
cone
i
quark
,
is 1:096  0:023 (stat:)  0:23 (syst:). These results, along with the values of the detector
correction factors, are summarized in the top row of Table 11.
7.4 Sensitivity to R and 
To investigate the sensitivity of our results to the choice of the cone size R, the analysis was
repeated using R values of 40

and 50

, rather than 30

as in the standard analysis, with  xed
at 10 GeV: this yielded 1 616 and 485 tagged events, respectively. The analysis using R= 40

shares 68% of its events with that using R= 30

; the corresponding number for R= 50

is 47%.
To investigate the sensitivity of the results to the choice of the minimum visible jet energy ,
the analysis was repeated using  values of 5 GeV and 15 GeV, with R xed at 30

: 1 844 and
1 245 tagged events were selected using these two alternative  values, respectively. Of these
events, 91% and 97% were also contained in the sample selected using = 10 GeV. Of the events
selected using = 5 GeV, 59% are contained in the sample selected using = 15 GeV.
Fig. 19(a) shows the fractional dierence between the results obtained using R= 30

and
R= 50

for the dierential jet energy prole, 
E
(r=R) versus r=R (Fig. 10). The quark jet data,
shown by the solid points, demonstrate that the quark jets dened using R= 50

have a larger
fraction of their energy concentrated at small r=R values than do the quark jets dened using
R= 30

. The gluon jet data, shown by the open points, exhibit an opposite trend for small
r=R values. Thus the dierences between the quark and gluon jet distributions become more
pronounced as R increases. Fig. 19(b) shows the fractional dierence between the 
E
(r=R)
distributions obtained using = 5 GeV and = 15 GeV. In this case, little dierence is observed
between the results found for the two dierent jet resolution choices. The features seen in
Fig. 19 for the dierential energy prole are also observed for the dierential charged particle
multiplicity prole, 
ch:
M
(r=R) versus r=R (Fig. 11), as the jet resolution parameters are varied.
For the charged particle fragmentation function, (1=N
event
) dn
ch:
=dx
E
, important dierences
are observed as R changes because more soft particles are incorporated into the jets as the
cone size increases. The gluon jet fragmentation functions found using R= 30

and R= 50

are
shown in Fig. 20. For purposes of comparison, the corresponding distribution obtained using
the k
?
jet denition with y
cut
= 0:02 (Fig. 6) is included in Fig. 20. Fig. 21 shows an analogous
comparison for the quark jet fragmentation functions. The spectra dened using R= 50

(open
points) are seen to be substantially softer than those dened using R= 30

(solid points), as
is especially pronounced for the gluon jet. In contrast to the dierences observed when R is
varied, essentially no change is observed in the quark and gluon jet fragmentation functions if
 is varied between 5 GeV and 15 GeV, however. Comparing the results for the k
?
jet nder
(histogram) to the solid and open points in Fig. 20, it is seen that the k
?
result is softer than
the cone one for R= 30

and harder than the cone one for R= 50

. Smaller dierences are
observed between the results of the k
?
and cone denitions for the quark jet measurements
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shown in Fig. 21. For all jet denitions, the fragmentation function of the gluon jet is much
softer than that of the quark jet.
The sensitivity of the mean charged particle multiplicity values to the cone size is shown in
Fig. 22(a). For R= 50

, the mean multiplicity values of the gluon and quark jets are 40% and
22% larger than for R= 30

. The corresponding results for the ratio of the gluon to quark jet
data are shown in Fig. 22(b): an increase is seen in this ratio as R becomes larger. For R= 50

,
hn
ch:
cone
i
gluon
/hn
ch:
cone
i
quark
is found to have a value of 1.26, compared to its value of 1.10 found
for R= 30

(section 7.3). In contrast to the variation which is observed as R changes, little
variation is observed in the multiplicity values as  changes. Our results for the mean charged
particle multiplicity values of quark and gluon jets obtained using the dierent jet resolution
conditions are summarized in Table 11.
8 Systematic checks
To assess potential systematic uncertainties for the measurements presented above, we consider
eects related to the measurement process and accuracy of the detector simulation program, the
correction procedure, the track selection, and the three-jet event denition. Our evaluation of
these uncertainties is discussed in the following paragraphs. First, we present the investigations
which were performed, then the manner in which this information is used to evaluate systematic
error. Following this, we present an additional systematic test based on a dierent lifetime
tagging algorithm to identify quark jets. A last source of systematic uncertainty is due to the
limited size of the Monte Carlo sample used to obtain the detector correction factors. This
source contributes an uncertainty which is about 65% as large as the experimental statistical
error.
The experimental systematic uncertainty, due to imperfections in the measurement process
and simulation of the detector, was evaluated by repeating the analysis using charged tracks
alone for both the data and detector-simulated Monte Carlo samples. The data were corrected
back to the same level, including charged and neutral particles with mean lifetimes greater than
3  10
 10
s, as in the standard analysis. The same selection criteria given in sections 2, 3 and 4
were used. For the cone jet nder, an additional check was made for the distributions based
on energy measurements (the  
E
(r=R) and 
E
(r=R) distributions) by repeating the analysis
using only electromagnetic calorimeter clusters. For the analysis using the calorimeter only, all
clusters { both those associated and those not associated with charged tracks { were used, and
a requirement that at least eight clusters be present in an event replaced the requirement of
at least ve charged tracks. Otherwise the selection criteria were the same as for the standard
analysis. Secondary vertices were dened in the calorimeter-only case by using charged tracks
which fell within the cones dened by the clusters. A calorimeter-only analysis was not per-
formed using the k
?
jet nder because it is not obvious how to assign charged tracks to the
calorimeter-only jets, in order to identify secondary vertices, in a manner that preserves the
integrity of the jet denition.
Two potential sources of systematic uncertainty associated with the correction procedure
were investigated: the values of the algebraic correction coecients q
n:mix
and q
g:tag
(relations
(2) and (3)), and possible model dependence of the bin-by-bin factors used to account for
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detector eects. The rst of these uncertainties was evaluated by repeating the analysis using
values of q
n:mix
and q
g:tag
which diered from their standard ones by their total uncertainties
given in section 5.1. The second of these uncertainties was evaluated by using Herwig for the
detector corrections instead of Jetset.
Potential sensitivity of the results to details of the track selection was assessed by repeating
the analysis twice more: once with the requirement that charged tracks point to the event
origin to within 2 cm in the r- plane, rather than 5 cm as in the standard analysis, and once
with the restriction that the charged and neutral particles appear in the barrel region of the
detector only, j cos(
particle
)j < 0:7.
Possible uncertainty related to the three-jet event denition was evaluated by repeating the
analysis using a minimum of ve particles per jet rather than two, and by repeating it once
again requiring the angle between the highest energy jet in an event and the two lower energy
ones to be 150  5

rather than 150  10

.
Comparing the results obtained for these dierent conditions to the standard ones, system-
atic eects are observed only for the analysis using dierent values of the correction coecients
q
n:mix
and q
g:tag
and for that based on charged tracks alone. For the analysis based on charged
tracks alone, the gluon jet fragmentation function is found to be systematically softer than
in the standard analysis, for both the k
?
and cone jet denitions. No systematic trends are
observed for the quark jet fragmentation function or for any of the other distributions, how-
ever. In contrast, the results obtained using Herwig instead of Jetset for detector corrections
or the other criteria given above for track and cluster selection or to dene a three jet event do
not result in visible systematic deviations from the standard results for any of the distributions
studied. Instead, bin-to-bin uctuations above and below the standard results shown in Figs. 4-
7, 10-15 and 17-18 are observed, which are small compared to the statistical uncertainties and
which exhibit no clear systematic trend. The same is true for the calorimeter-only analysis
employed for the  
E
(r=R) and 
E
(r=R) measurements (Figs. 10, 12 and 14).
Based on this information, systematic errors are assigned in the following manner. For
the distributions involving measurements of the jet width (Figs. 4-5 and 10-15), two sources
of systematic uncertainty are included: (1) the maximum dierence between the standard
results and those obtained using the extreme values of q
n:mix
and q
g:tag
, and (2) the statistical
uncertainty due to the detector correction factors. The total systematic uncertainty is dened
by adding the two terms in quadrature for each bin of each distribution. The total uncertainties,
given by the quadrature sum of the systematic and experimental statistical terms, are shown by
the vertical error lines in Figs. 4-5 and 10-15. For each data point, the size of the experimental
statistical error is indicated by the small horizontal bars. For the fragmentation functions
(Figs. 6-7 and 17-18), three sources of systematic uncertainty are included: the two listed
above, and (3) the dierence between the standard results and those based on charged tracks
alone. This third systematic term is added in quadrature with the other terms to dene the
total errors, shown in Figs. 6-7 and 17-18 by the vertical error lines. Numerical values for the
total uncertainties of all these measurements are given in Tables 3-4 and 6-10. Systematic errors
for the mean charged particle multiplicity values are evaluated in the same manner as for the
fragmentation functions. The total systematic uncertainties for the multiplicity measurements
are given in Tables 5 and 11 for the analyses which employ standard jet resolution parameters.
For the ratio of the gluon to quark jet multiplicities, an explicit breakdown of the contributions
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of the various systematic terms is given in Table 12.
As a last systematic check, the analysis was repeated using an alternative lifetime tagging
algorithm to identify quark jets relative to that described in section 4. Rather than use the
decay length signicance L=
L
, an event was tagged if one of the two lower energy jets in
the normal-mixture samples contained a reconstructed secondary vertex with a positive decay
length L between 0.15 and 0.50 cm, with a decay length error 
L
less than 0.10 cm, while
the other lower energy jet did not have a secondary vertex or else its decay length was less
than 0.15 cm.
9
In addition, the number of tracks required to form a vertex was reduced to
two, from the standard value of three: 4 643 and 4 324 tagged events were found using the k
?
and cone jet nders, respectively, with the standard jet resolution parameters. About 35% of
these events are contained in the tagged samples found using the criteria of section 4. The
estimated purities of the anti-tagged gluon jets are 79.2% and 77.4% for the two jet nding
methods. A check such as that described in section 5.3 was made between the Monte Carlo
and data. The results are shown by the open triangles and dashed lines in Figs. 3(b) and (c).
Good agreement between data and Monte Carlo is observed for the reconstructed secondary
vertex rate in the highest energy jets of the tagged samples, compared to that observed for the
normal-mixture samples, establishing a consistency check for the reliability of the Monte Carlo
purity estimates. This alternative technique to obtain the tagged data sets therefore results
in large dierences in both the samples of events and the data corrections, compared to the
standard analysis. Despite these dierences, the eect on the results was in all cases found
to be small. For example, the corrected results for the ratio of the gluon to quark jet mean
charged particle multiplicities are found to be hn
ch:
k
?
i
gluon
=hn
ch:
k
?
i
quark
= 1:275  0:026 (stat:) and
hn
ch:
cone
i
gluon
=hn
ch:
cone
i
quark
= 1:113  0:023 (stat:), which agree with the standard results given in
Tables 5 and 11 to well within the uncertainties. Therefore, we do not consider the technique
chosen to identify the quark jets to represent an additional source of systematic error.
9 Comparison to the gluon jet fragmentation function
from F
L
(x) and F
T
(x)
Recently, OPAL has presented a study of the production angles of charged particles in inclusive
hadronic Z
0
events as a function of scaled particle energy x=2 E=E
c:m:
[8]. From this informa-
tion, we determined the longitudinal and transverse charged particle fragmentation functions,
F
L
(x) and F
T
(x). By tting to F
L
(x) and F
T
(x), a measurement of the charged particle frag-
mentation function of the gluon jet was extracted. This method to determine the gluon jet
fragmentation function is therefore complementary to the method employed here, especially
since it does not utilize a jet nder. The measurements obtained using this alternative tech-
nique are expected to be especially useful at small x values, where the assignment of particles
to a particular jet is highly dependent on the jet nding method.
In Fig. 23, we present a comparison of the gluon jet fragmentation function from [8] to
those found in the present analysis using the standard jet resolution parameters. The results
from the dierent methods are seen to be fairly consistent for values of x
E
larger than 0.20.
For 0.05<x
E
<0.20, where the results from F
L
(x) and F
T
(x) are expected to be most reliable,
9
These criteria are the same as those chosen for our earlier publication [4].
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the fragmentation functions from the present analysis lie below that from [8]. Overall, the
fragmentation function from F
L
(x) and F
T
(x) is seen to be softer than those of the present study.
The dierences between the distributions shown in Fig. 23 would be qualitatively consistent with
a scaling violation if the data from [8] correspond to a larger mean jet energy scale than the value
of 24 GeV studied here. The calculations [30] used to extract the gluon fragmentation function
from F
L
(x) and F
T
(x) are available to rst order only, however, and as a consequence the jet
energy scale to which those results are valid is unspecied. We naturally expect dierences
between the fragmentation function obtained using F
L
(x) and F
T
(x) and those obtained in this
analysis because of the dierent theoretical and experimental denitions of the gluon jet.
10 Discussion and summary
In this paper, we have presented detailed measurements of quark and gluon jet properties and
dierences, based on the particle energy and multiplicity in jets. Our analysis employs a sample
of several thousand tagged one-fold symmetric three jet events from Z
0
decays, in conjunction
with a sample of over 50 000 untagged symmetric events, to identify quark and gluon jets with
energies of about 24 GeV in an essentially unbiased and model independent manner. This work
extends our investigations published in 1991 and 1993. The principal new feature of the present
study is that we employ a cone jet nding algorithm similar to that used for pp experiments, in
addition to the k
?
algorithm common for e
+
e
 
experiments. Thus, the measurements presented
here should allow a direct comparison of e
+
e
 
and pp quark and gluon jet data, once an analysis
using similar jet energies and cone jet resolution parameter values becomes available from the
pp experiments. For the purposes of the present work, comparison of the results obtained using
the two dierent jet nding methods permits us to assess the extent to which our conclusions
depend on the jet denition. Within the cone and k
?
frameworks, we have also examined the
sensitivity of the measurements to the values of the jet resolution parameters.
The results found using both the cone and k
?
jet nders demonstrate that gluon jets are
substantially broader than quark jets, as measured from the distributions of particle energy or
multiplicity around the jet axis. We also observe the charged particle fragmentation function,
(1=N
event
) dn
ch:
=dx
E
, to be much softer for gluon jets than for quark jets, irrespective of the jet
nding method. Within the k
?
framework, the results for quark and gluon jet properties are
found to exhibit a fairly weak dependence on the choice of the resolution parameter, y
cut
, while
the quark and gluon jet dierences demonstrate almost no dependence on this choice. Within
the cone framework, we similarly observe little dependence of the results on the minimum jet
energy value, . For the other resolution parameter of the cone algorithm, the cone size R,
important dierences are observed for dierent parameter choices. In general, the dierences
between quark and gluon jet properties become larger as R increases, establishing the impor-
tance of soft particles at relatively large angles to the jet axes to the measured quark and gluon
jet characteristics.
For the k
?
algorithm, we obtain hn
ch:
k
?
i
gluon
=hn
ch:
k
?
i
quark
= 1:251  0:024 (stat:)  0:029 (syst:)
for the ratio of the gluon to quark jet mean charged particle multiplicity, essentially independent
of the y
cut
value. For the cone algorithm, using a cone size of R= 30

, the corresponding result
is hn
ch:
cone
i
gluon
=hn
ch:
cone
i
quark
= 1:096  0:023 (stat:)  0:023 (syst:), essentially independent of ,
but this value increases to about 1.26 for a cone size of R= 50

. These dierences in the
23
results for the ratio value of gluon to quark jet particle multiplicity establish the importance of
the jet denition to the interpretation of the experimental result and its comparison to QCD
predictions, as has recently been emphasized in [27].
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Systematic study k
?
analysis Cone analysis
q
g:tag
, central value and stat. error 0:070  0:005 (stat:) 0:073  0:006 (stat:)
b lifetime 0.008 0.014
b fragmentation function 0.004 0.009
hn
ch:
i
B
0.005 0.003
 
bb
= 
hadron
0.001 0.001
Impact parameter resolution 0.009 0.012
Jet denition ambiguity 0.002 0.011
Total systematic uncertainty 0.014 0.023
Table 1: Summary of systematic uncertainties for the gluon jet purity value, q
g:tag
.
Sample Condition d u s c b
Normal-mixture All events (100%) 22.30.2 17.50.1 22.10.2 17.40.1 20.70.1
Tagged All events (100%) 0.80.2 0.90.2 1.70.2 7.40.5 89.20.6
Correct gluon jet
identication, G(z
i
) 0.30.1 0.40.1 0.60.2 6.80.5 91.90.5
(93.0%)
Tagged Incorrect gluon jet
identication, Q(z
i
)
(1) Gluon jet is the 0.0 0.0 0.0 9.33.1 90.73.1
highest energy jet (3.2%)
(2) Gluon jet has the 12.53.2 12.53.2 28.84.4 20.23.9 26.04.3
vertex tag (3.8%)
Table 2: Flavor composition of the normal-mixture and tagged data samples as determined
from the Jetset Monte Carlo including simulation of the detector. An explicit breakdown is
also given for events with correctly and incorrectly identied gluon jets in the tagged sample
(corresponding to G(z
i
) and Q(z
i
) in relation (3), respectively). The numbers in parentheses
give the percentage of the sample satisfying the condition listed. The values shown are those
found using the k
?
jet nder. Similar values are found using the cone jet nder.
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 Gluon jet Quark jet Ratio
0

-2

0.03920.0041 0.08710.0039 0.4500.063
2

-4

0.08910.0051 0.15480.0052 0.5750.049
4

-6

0.09630.0046 0.14720.0049 0.6550.048
6

-8

0.11180.0046 0.10700.0039 1.0450.074
8

-10

0.08830.0035 0.09240.0035 0.9560.067
10

-12

0.07780.0030 0.07200.0033 1.0810.084
12

-14

0.06720.0026 0.05760.0026 1.1660.090
14

-16

0.06050.0024 0.04400.0022 1.370.11
16

-18

0.04940.0020 0.03880.0022 1.270.11
18

-20

0.04250.0018 0.03190.0018 1.330.12
20

-24

0.03460.0011 0.02390.0012 1.450.11
24

-28

0.025100.00090 0.016320.00091 1.540.13
28

-32

0.019390.00080 0.010050.00066 1.930.19
32

-36

0.012870.00059 0.007970.00058 1.620.18
36

-44

0.008870.00034 0.004280.00031 2.070.21
44

-52

0.004940.00024 0.003040.00021 1.620.17
52

-60

0.0003350.00019 0.002000.00018 1.680.23
Table 3: The (1=E
jet
) (dE
jet
=d) d distribution, obtained using the k
?
jet denition. The
uncertainties include both the statistical and systematic terms. These data are displayed in
Figs. 4 and 5.
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xE
Gluon jet Quark jet Ratio
0.00-0.01 6145 40.13.2 1.51.1
0.01-0.02 144.37.9 105.43.5 1.3690.083
0.02-0.03 119.65.0 89.83.2 1.3320.094
0.03-0.04 102.53.1 66.03.0 1.550.11
0.04-0.05 80.23.0 55.02.4 1.460.11
0.05-0.06 65.13.4 45.02.6 1.450.16
0.06-0.07 50.72.2 39.92.1 1.270.11
0.07-0.08 42.52.2 32.11.8 1.320.14
0.08-0.09 35.41.8 27.61.6 1.290.13
0.09-0.10 29.61.6 24.31.5 1.220.13
0.10-0.12 22.810.95 19.750.94 1.1550.094
0.12-0.14 16.670.91 15.31.1 1.090.14
0.14-0.16 12.060.71 12.050.74 1.000.11
0.16-0.18 8.870.57 9.680.62 0.920.11
0.18-0.20 7.000.53 7.870.55 0.890.12
0.20-0.25 4.830.28 5.180.27 0.9310.089
0.25-0.30 2.370.18 3.470.20 0.6830.082
0.30-0.40 0.9980.096 1.870.10 0.5330.073
0.40-0.50 0.4140.065 0.6890.064 0.600.13
0.50-0.60 0.1060.023 0.3470.031 0.3050.087
0.60-0.80 0.0320.011 0.1110.010 0.290.11
0.80-1.00 || 0.02120.0029 ||
Table 4: The (1=N
event
) dn
ch:
=dx
E
distribution, obtained using the k
?
jet denition. The uncer-
tainties include both the statistical and systematic terms. These data are displayed in Figs. 6
and 7.
jet denition hn
ch:
k
?
i
gluon
hn
ch:
k
?
i
quark
hn
ch:
k
?
i
gluon
hn
ch:
k
?
i
quark
y
cut
= 0:02 9:10  0:07 0:09 7:27 0:07  0:08 1:251  0:024  0:029
(1.073) (0.986) (1.088)
y
cut
= 0:005 8:83  0:10 6:99  0:09 1:262  0:035
(1.093) (0.986) (1.108)
y
cut
= 0:05 9:74  0:12 7:48  0:10 1:302  0:041
(1.076) (0.985) (1.092)
Table 5: Mean charged particle multiplicity values of jets dened using the k
?
jet nder.
The numbers in parentheses are the detector correction factors. The uncertainties given for
y
cut
= 0:02 include both the experimental statistical (rst error) and systematic (second error)
terms. For the other y
cut
choices, the uncertainties shown are the statistical terms from the
experiment and detector correction factors, added in quadrature. These data are displayed in
Fig. 9.
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r=R Gluon jet Quark jet Ratio
0.000-0.067 0.8730.088 1.5780.075 0.5530.077
0.067-0.133 1.6200.096 2.940.11 0.5510.049
0.133-0.200 2.0920.096 2.3460.085 0.8920.067
0.200-0.267 1.8290.077 1.8940.075 0.9660.072
0.267-0.333 1.5550.064 1.4330.065 1.0850.085
0.333-0.400 1.3930.058 1.0110.055 1.380.12
0.400-0.467 1.1520.049 0.8080.044 1.430.13
0.467-0.533 0.8910.039 0.6840.039 1.300.12
0.533-0.600 0.7910.036 0.5250.039 1.500.16
0.600-0.666 0.6800.033 0.4320.032 1.570.18
0.666-0.733 0.5610.028 0.3900.031 1.440.17
0.733-0.800 0.5230.028 0.2850.027 1.840.25
0.800-0.867 0.3850.022 0.2960.023 1.300.16
0.867-0.933 0.3820.023 0.1880.018 2.030.29
0.933-1.000 0.2900.019 0.1620.022 1.780.33
Table 6: The 
E
(r=R) distribution, obtained using the cone jet denition. The uncertainties
include both the statistical and systematic terms. These data are displayed in Figs. 10 and 14.
r=R Gluon jet Quark jet Ratio
0.000-0.067 0.3800.042 0.8800.042 0.4320.065
0.067-0.133 0.9590.060 1.7780.067 0.5390.050
0.133-0.200 1.3650.069 1.7620.065 0.7740.062
0.200-0.267 1.4580.067 1.6130.064 0.9040.070
0.267-0.333 1.3540.064 1.4190.063 0.9540.079
0.333-0.400 1.3340.062 1.2080.064 1.100.10
0.400-0.467 1.2750.062 1.0330.055 1.230.11
0.467-0.533 1.1440.058 0.9150.057 1.250.13
0.533-0.600 1.0290.053 0.8300.059 1.240.14
0.600-0.666 0.9760.054 0.7400.052 1.320.15
0.666-0.733 0.8680.051 0.6870.051 1.260.15
0.733-0.800 0.8510.052 0.5650.049 1.510.20
0.800-0.867 0.6490.041 0.6540.054 0.990.13
0.867-0.933 0.6810.046 0.4390.042 1.550.23
0.933-1.000 0.5370.039 0.4300.046 1.250.20
Table 7: The 
ch:
M
(r=R) distribution, obtained using the cone jet denition. The uncertainties
include both the statistical and systematic terms. These data are displayed in Figs. 11 and 15.
30
r=R Gluon jet Quark jet
0.000-0.067 0.05830.0059 0.10530.0050
0.067-0.133 0.16580.0090 0.30130.0095
0.133-0.200 0.3060.011 0.4580.012
0.200-0.267 0.4270.012 0.5850.013
0.267-0.333 0.5310.013 0.6800.013
0.333-0.400 0.6240.013 0.7480.013
0.400-0.467 0.7000.013 0.8020.013
0.467-0.533 0.7600.013 0.8480.013
0.533-0.600 0.8120.013 0.8830.013
0.600-0.666 0.8580.013 0.9120.013
0.666-0.733 0.8950.014 0.9380.013
0.733-0.800 0.9300.014 0.9570.013
0.800-0.867 0.9550.014 0.9770.013
0.867-0.933 0.9810.014 0.9890.013
0.933-1.000 1.0000.014 1.0000.014
Table 8: The  
E
(r=R) distribution, obtained using the cone jet denition. The uncertainties
include both the statistical and systematic terms and are correlated from bin to bin. These
data are displayed in Fig. 12.
r=R Gluon jet Quark jet
0.000-0.067 0.02560.0028 0.05900.0028
0.067-0.133 0.09030.0053 0.17820.0058
0.133-0.200 0.18210.0073 0.29640.0078
0.200-0.267 0.28040.0087 0.40450.0092
0.267-0.333 0.37160.0098 0.5000.010
0.333-0.400 0.4610.011 0.5800.010
0.400-0.467 0.5470.011 0.6500.011
0.467-0.533 0.6240.012 0.7110.011
0.533-0.600 0.6930.012 0.7660.012
0.600-0.666 0.7590.013 0.8160.012
0.666-0.733 0.8170.013 0.8620.013
0.733-0.800 0.8750.013 0.8990.013
0.800-0.867 0.9180.014 0.9420.013
0.867-0.933 0.9640.014 0.9720.014
0.933-1.000 1.0000.014 1.0000.014
Table 9: The  
ch:
M
(r=R) distribution, obtained using the cone jet denition. The uncertainties
include both the statistical and systematic terms and are correlated from bin to bin. These
data are displayed in Fig. 13.
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xE
Gluon jet Quark jet Ratio
0.00-0.01 7.75.2 14.31.6 0.540.39
0.01-0.02 42.13.3 44.61.8 0.9430.094
0.02-0.03 57.63.7 48.82.1 1.180.11
0.03-0.04 55.42.8 48.52.2 1.1430.095
0.04-0.05 54.02.7 42.62.8 1.270.13
0.05-0.06 45.93.6 40.72.7 1.130.17
0.06-0.07 43.52.2 33.82.1 1.290.13
0.07-0.08 38.02.4 28.71.8 1.330.15
0.08-0.09 32.82.2 25.81.6 1.270.15
0.09-0.10 27.72.2 24.32.0 1.140.18
0.10-0.12 24.21.2 19.51.1 1.240.12
0.12-0.14 17.660.95 15.880.86 1.110.11
0.14-0.16 14.140.92 12.330.83 1.150.14
0.16-0.18 10.050.89 11.01.0 0.920.17
0.18-0.20 8.990.67 7.780.58 1.160.16
0.20-0.25 5.480.32 6.350.44 0.860.10
0.25-0.30 3.010.25 4.200.34 0.720.12
0.30-0.40 1.660.17 1.930.16 0.860.14
0.40-0.50 0.6560.096 0.8090.069 0.810.17
0.50-0.60 0.1970.041 0.4000.040 0.490.14
0.60-0.80 0.0490.013 0.1520.015 0.320.11
0.80-1.00 0.00640.0054 0.02470.0055 0.260.25
Table 10: The (1=N
event
) dn
ch:
=dx
E
distribution, obtained using the cone jet denition. The
uncertainties include both the statistical and systematic terms. These data are displayed in
Figs. 17 and 18.
jet denition hn
ch:
cone
i
gluon
hn
ch:
cone
i
quark
hn
ch:
cone
i
gluon
hn
ch:
cone
i
quark
R= 30

, = 10 GeV 6:26  0:06  0:07 5:71  0:05  0:05 1:096  0:023  0:023
(1.031) (0.944) (1.092)
R= 40

, = 10 GeV 7:43  0:09 6:44 0:08 1:153  0:032
(1.055) (0.959) (1.100)
R= 50

, = 10 GeV 8:75  0:17 6:95 0:16 1:257  0:061
(1.118) (0.962) (1.161)
R= 30

, = 5 GeV 6:37  0:08 5:68 0:07 1:123  0:031
(1.064) (0.942) (1.130)
R= 30

, = 15 GeV 6:50  0:08 5:62 0:08 1:156  0:034
(0.998) (0.919) (1.085)
Table 11: Mean charged particle multiplicity values of jets dened using the cone jet nder. The
numbers in parentheses are the detector correction factors. The uncertainties given for R= 30

,
= 10 GeV include both the experimental statistical (rst error) and systematic (second error)
terms. For the other jet resolution choices, the uncertainties shown are the statistical terms
from the experiment and detector correction factors, added in quadrature. These data are
displayed in Fig. 22.
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k?
analysis, Cone analysis,
Systematic study y
cut
= 0:02 R= 30

, = 10 GeV
(
hn
ch:
k
?
i
gluon
hn
ch:
k
?
i
quark
) (
hn
ch:
cone
i
gluon
hn
ch:
cone
i
quark
)
hn
ch:
i
gluon
/hn
ch:
i
quark
, 1:251  0:024 (stat:) 1:096  0:023 (stat:)
central value and stat. error
Correction coes. 0.010 0.001
(q
n:mix
and q
g:tag
)
Charged particles only 0.021 0.018
Monte Carlo statistics 0.018 0.014
Total systematic uncertainty 0.029 0.023
Table 12: Breakdown of the contributions to the systematic uncertainty for the ratios of mean
charged particle multiplicity between gluon and quark jets.
33
(a) OPAL
k⊥ definition:
y
cut=0.02
tag interval, L/σL>5.0
Decay length significance, L/σL
(1/
N e
v
en
t) d
N j
et/
d(
L/
σ
L)
-10. 0. 10. 20. 30. 40. 50.
0.
0.1
0.2
MC, gluon jets
MC, all jets
(b) OPAL
cone definition:
R=30o
ε=10 GeV
tag interval, L/σL>5.0
Decay length significance, L/σL
(1/
N e
v
en
t) d
N j
et/
d(
L/
σ
L)
-10. 0. 10. 20. 30. 40. 50.
0.
0.1
0.2
MC, gluon jets
MC, all jets
Figure 1: (a) Decay length signicance distribution for the two lower energy jets of the normal-
mixture sample, dened using the k
?
jet nder, compared to the prediction of the Jetset Monte
Carlo including detector simulation, after the cuts described in the text have been applied.
The contribution of gluon jets to the Monte Carlo distribution is shown by the lled area.
(b) Corresponding distribution for the cone jet nder.
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Figure 2: (a) r- view of a one-fold symmetric three jet event of the type used in this anal-
ysis (OPAL data event 207 191 from Run 5 267, collected in July 1994), showing the charged
tracks reconstructed in the central detector and the energy deposits in the electromagnetic and
hadronic calorimeters. (b) Enlarged view showing the tracks and hits in the two layers of the
silicon microvertex detector. (c) Enlarged view showing the tracks extrapolated to the region
around the e
+
e
 
collision point.
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Figure 3: (a): The rate at which secondary vertices with L=
L
> 5 are found in the highest
energy (H.E.) jets, as the b quark tagging conditions in the lower energy jets are varied, versus
the corresponding Monte Carlo value for the gluon jet purity; the results shown are found
using the k
?
jet nder. (b) and (c): The ratio of the rates at which secondary vertices are
reconstructed in the highest energy jets of the tagged sample, to the corresponding quantity
from the normal-mixture sample, displayed in dierential bins of L=
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in the highest energy
jets for the k
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and cone jet denitions. Two dierent samples of tagged events are employed
for this study, as discussed in the text.
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Figure 4: The normalized distribution of jet energy with respect to the jet axis for quark
and gluon jets dened using the k
?
jet nder;  is the angle of a particle with respect to the
jet axis. The data have been corrected for quark and gluon jet misidentication and for the
eects of the detector. The errors shown include both the statistical and systematic terms; the
experimental statistical uncertainties are indicated by the small horizontal bars. The detector
correction factors are shown in the small gure above the data distributions. Also shown are the
predictions of the Jetset, Herwig and Ariadne QCD shower models. These data are tabulated
in Table 3.
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Figure 5: The ratio of the gluon to quark jet measurements for the data shown in Fig. 4. The
errors shown include both the statistical and systematic terms; the experimental statistical
uncertainties are indicated by the small horizontal bars. The predictions of the Cojets QCD
shower model are shown along with those of Jetset, Herwig and Ariadne. These data are
tabulated in Table 3.
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Figure 6: Charged particle fragmentation functions of quark and gluon jets dened using the k
?
jet nder. The errors shown include both the statistical and systematic terms; the experimental
statistical uncertainties are indicated by the small horizontal bars. These data are tabulated
in Table 4.
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Figure 7: The ratio of the distributions shown in Fig. 6. The errors shown include both the
statistical and systematic terms; the experimental statistical uncertainties are indicated by the
small horizontal bars. These data are tabulated in Table 4.
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Figure 8: Fractional dierence between the normalized jet energy distributions of quark and
gluon jets dened using (a) y
cut
= 0:005 and y
cut
= 0:02, and (b) y
cut
= 0:05 and y
cut
= 0:02, using
the k
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jet nder. The point to point uctuations in the curves indicate the level of statistical
uncertainty.
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Figure 9: (a) Mean charged multiplicity values of gluon and quark jets dened using the k
?
jet
nder with dierent y
cut
values. (b) Ratio of the mean charged multiplicity values of gluon to
quark jets as a function of y
cut
. For the results based on y
cut
= 0:02, the total errors including
statistical and systematic terms are shown; the size of the experimental statistical uncertainties
are indicated by the small horizontal bars. For the other y
cut
values, the uncertainties shown are
the statistical terms from the experiment and detector correction factors, added in quadrature.
These data are tabulated in Table 5.
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Figure 10: The dierential energy prole of gluon and quark jets dened using the cone algo-
rithm. The errors shown include both the statistical and systematic terms; the experimental
statistical uncertainties are indicated by the small horizontal bars. These data are tabulated
in Table 6.
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Figure 11: The dierential charged particle multiplicity prole of gluon and quark jets dened
using the cone algorithm. The errors shown include both the statistical and systematic terms;
the experimental statistical uncertainties are indicated by the small horizontal bars. These data
are tabulated in Table 7.
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Figure 12: The integral energy prole of gluon and quark jets dened using the cone algorithm.
The errors shown include both the statistical and systematic terms and are correlated from
bin to bin; the experimental statistical uncertainties are indicated by the small horizontal bars.
These data are tabulated in Table 8.
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Figure 13: The integral charged particle multiplicity prole of gluon and quark jets dened
using the cone algorithm. The errors shown include both the statistical and systematic terms
and are correlated from bin to bin; the experimental statistical uncertainties are indicated by
the small horizontal bars. These data are tabulated in Table 9.
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Figure 14: The ratio of the distributions shown in Fig. 10. The errors shown include both the
statistical and systematic terms; the experimental statistical uncertainties are indicated by the
small horizontal bars. These data are tabulated in Table 6.
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Figure 15: The ratio of the distributions shown in Fig. 11. The errors shown include both the
statistical and systematic terms; the experimental statistical uncertainties are indicated by the
small horizontal bars. These data are tabulated in Table 7.
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Figure 16: (a) The dierential energy proles of 45 GeV jets measured by OPAL and CDF, using
the cone jet nder, compared to the corresponding measurements for 24 GeV jets presented in
this paper. (b) Ratios of the data shown in (a); the predictions of the Jetset Monte Carlo for
24 GeV jets with two choices for the cone size R, and for 45 GeV jets with R=50

, are also
shown.
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Figure 17: Charged particle fragmentation functions of quark and gluon jets dened using
the cone jet nder. The errors shown include both the statistical and systematic terms; the
experimental statistical uncertainties are indicated by the small horizontal bars. These data
are tabulated in Table 10.
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Figure 18: The ratio of the distributions shown in Fig. 17. The errors shown include both the
statistical and systematic terms; the experimental statistical uncertainties are indicated by the
small horizontal bars. These data are tabulated in Table 10.
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Figure 19: Fractional dierence between the dierential energy prole distributions of quark
and gluon jets using (a) R= 50

and R= 30

, with = 10 GeV, and (b) = 15 GeV and
= 5 GeV, with R= 30

, using the cone jet nder. The point to point uctuations in the curves
indicate the level of statistical uncertainty.
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Figure 20: The gluon jet charged particle fragmentation function found using the cone jet nder
with dierent cone sizes R and = 10 GeV, compared to that found using the k
?
jet nder with
y
cut
= 0:02. The uncertainties shown are the statistical terms from the experiment and detector
correction factors, added in quadrature.
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Figure 21: The quark jet charged particle fragmentation function found using the cone jet
nder with dierent cone sizes R and = 10 GeV, compared to that found using the k
?
jet
nder with y
cut
= 0:02. The uncertainties shown are the statistical terms from the experiment
and detector correction factors, added in quadrature.
54
Jetset 7.3
Herwig 5.6
Ariadne 4.06
OPAL(a)
<
n
ch
.
co
n
e>
R (degrees)
ε=10 GeV
gluon jet
quark jet
quark jet gluon jet
20. 30. 40. 50. 60.
4.
6.
8.
10.
12.
Jetset 7.3
Herwig 5.6
Ariadne 4.06
Cojets 6.23
Cojets 6.12
OPAL(b)
R (degrees)
<
n
ch
.
co
n
e>
gl
uo
n 
/ <
n
ch
.
co
n
e>
qu
ar
k
ε=10 GeV
gluon jet / quark jet
20. 30. 40. 50. 60.
0.6
0.8
1.
1.2
1.4
1.6
Figure 22: (a) Mean charged multiplicity values of gluon and quark jets dened using the cone
jet nder and dierent cone sizes R, with = 10 GeV. (b) Ratio of the gluon to quark jet
mean charged multiplicity values as a function of R. For the results based on R= 30

, the
total errors including statistical and systematic terms are shown; the size of the experimental
statistical uncertainties are indicated by the small horizontal bars. For the other R values,
the uncertainties shown are the statistical terms from the experiment and detector correction
factors, added in quadrature. These data are tabulated in Table 11.
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Figure 23: The gluon jet charged particle fragmentation function from [8], compared to that
found using the k
?
and cone jet nders with their standard parameter values.
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