Abstract-Cooperative dynamic object manipulation can extend the manipulation capabilities of robot-robot and humanrobot teams. In order to be able to inject energy into various suspended objects of unknown parameters, in this paper we propose an adaptive controller which combines reinforcement learning with energy based swing-up control. The proposed controller is successfully verified in a single robot and humanrobot experimental setup for different types of suspended objects.
I. INTRODUCTION
With research pushing robots towards becoming part of our every day life, robots will have to be able to physically interact with humans. Physical interaction can happen through direct contact, e.g. in elderly care, or through an object that is jointly manipulated. Whereas quasi-static object transport scenarios have been investigated in a number of papers [1] - [3] , dynamic object manipulation has been hardly considered in human-robot cooperation. Fig. 1 depicts an example scenario for cooperative dynamic object manipulation as a suspended object swing. Swing motion is frequently used in robotics, with cable-suspended mechanisms [4] and brachiating robots [5] being just two examples. However, to the best of authors' knowledge, in the context of human-robot interaction, the only works making use of swing-motion are on rope turning [6] , [7] . In order to approach the complex task of flexible object swinging Fig. 1(b) , we split it up into two extremes: Fig. 1 (a) the swinging of a rigid object, in which case the arms of the two partners together with the object form an oscillating entity, and Fig. 1 (c) the swinging of a pendulum-like object, which can oscillate itself. Our previous work on cooperative swinging concentrates on pendulum-like objects as the trapezoidal pendulum displayed in Fig. 1(c) [8] and a simpler v-shaped pendulum with a point-mass instead of the cylindrical mass [9] . The presented energy based approach enables cooperative object swingup to a desired energy level, at which the object could be released for a goal directed throw. The controller can render a robotic leader and follower, based on whether the desired object energy is known to the robot in advance. One important short-coming of the model-based approach is that the object parameters need to be known and that the approach cannot directly be applied to different types of suspended objects. In order to move from the extremes to the final goal of flexible object swinging ( Fig. 1) , the robot needs to be able to adapt to different and unknown types of objects. To achieve this, in this paper we propose an adaptive algorithm based on least square policy iteration (LSPI) for online adaptation of the control signal used for a single and cooperative manipulation of various suspended objects. Least square policy iteration (LSPI) is a type of reinforcement algorithm. It is based on the temporal difference algorithm (TD-algorithm) developed by [10] and was first introduced by [11] . Policy iteration iteratively evaluates and improves control policies. Least square policy iteration has been successfully implemented to balance an inverted pendulum and riding a bicycle [12] , [11] . In [13] least square policy iteration was used for suspended load trajectory tracking and in [14] value iteration was successfully used for load swing damping in suspended load transport using a small quadrotor. In this paper two control loops, based on least square policy iteration, are designed for online adaptation of an amplitude factor specifying the amount of energy injected into the system and of the natural frequency of the suspended object. The proposed controller is verified in a single robot and humanrobot experimental setup for different types of suspended objects. The experimental results show that because of the online adaptation the proposed controller can compensate for changes in the system dynamics as well as for disturbances induced by the human operator. One of the advantages of this method is that no explicit knowledge about the system model is necessary in the design process. However, partial model knowledge, is introduced through an energy based swing-up control framework. Another advantage is that the online learning algorithm enables the robot to interact with the changing environment.
The rest of the paper is organized as follows: in Section II, we formally state the problem, Section III discusses the algorithm and methodology in detail, Section IV shows experimental results with different suspended objects, Section V presents the closing remarks. Without loss of generality, we assume one agent to be a robot R and the other agent to be a human H. Agents interact with the suspended object through acceleration of handle masses m h,R/H . The only controllable input is the acceleration of the robot u R =ν R,x , which we restrict to be acting in only one dimension for simplicity and as a minimum requirement. Forces acting at the robot's endeffector F R are the only feedback the robot receives about the state of the pendulum. Consequently, we are looking for a control law
Thus, we require the energy error ∆V θ = V d θ − V θ to stay below θ the latest after the settling time t = T s . In contrast to our previous work [8] , [9] , in this paper we concentrate on the robot being a leader, meaning the robot knows the desired energy level V d θ . Remark 1: In this setting, the term cooperative indicates predefined fixed roles and a shared goal. In the experiments the proposed controller can interact with a human as a follower. Furthermore, we test the controller performance to disturbances introduced by the human. Thus, having a robot leader is a first step towards fully cooperative suspended object manipulation.
Remark 2: The v-pendulum from [9] displayed in Fig. 2 serves as an example for a two-agent suspended object to explain our control method. However, our approach can also be applied to more complex pendulum-like objects, as we show for the t-pendulum ( Fig. 1(c) ) in our experiments. The t-pendulum can swing in an undesired mode of oscillation of angle ψ around the vertical axis in addition to the desired θ-oscillation and is therefore more difficult to be controlled [8] .
III. SUSPENDED OBJECT SWING USING ONLINE LEAST SQUARE POLICY ITERATION AND ENERGY BASED CONTROL
In this section we describe the adaptive controller which combines energy based swing-up control and online least square policy iteration. The block diagram showing the overall control structure is given in Fig.4 .
First we start with the model based control presented in [9] and [8] . This approach uses the energy based swingup control for a simple linearly accelerated pendulum from [15] . Following this principle we define the control input for the robot as an acceleration of the form
The amplitude factor a specifies the direction and amount of energy flow to the pendulum. The natural frequency ω θ approximately relates to the phase angle ϕ [15]
From this we can see that the control law (3) excites the pendulum close to its natural frequency and thus times the energy flow. Fig. 3 shows a phase portrait with the inscribed phase angle ϕ = arctan(−θ θω θ ). The normalization of the angular velocityθ with an approximation of the natural frequencyω θ results in a phase plot that is close to a circle for no energy injection (see dashed circle in Fig. 3 ). As stated in Section II, the robot has to achieve the task goal (2) solely using the force measurement at its end-effector F R . The deflection angle θ is obtained from
with the force F R,p obtained from F R after dynamic compensation of the handle mass m h,R . In [8] , [9] the small angle approximation ω 0,θ was used to normalize the angular velocityθ, which requires knowledge of the
Eq. (8) Eq. (17) (18) Eq. (19) Eq. (15) projected length l * R (Fig. 2 ). As in [8] , [9] , we adapt the approach from [15] and feed a reference trajectory
through the transfer function
where c 0 and ζ are design variables. This results in an acceleration of approximatelÿ
Consequently, higher frequencies than the approximated natural frequencyω θ are damped, while we are able to approximately compensate for the amplitude and phase shift |G θ (jω θ )| and ∠G θ (jω θ ) caused by the filter G(jω) at the natural frequency ω θ . We apply this simple pendulum swing-up control law to complex suspended objects through projection onto a simple abstract pendulum with deflection angle θ (Fig. 2) . Our goal is to enable the robot to manipulate objects of variable shape and size cooperatively or unassisted without retuning the controller. We achieve this by introducing the adaptation of the parameter a and ω θ as depicted in Fig. 4 . Instead of only adapting to the unknown object model, we also want to inject energy efficiently into the system using optimal adaptation. There are different structures and types of adaptive optimal algorithms described in literature, but the common feature is that they all focus on finding a solution to the nonlinear Bellman equation [16] . In this paper we use the online version of least-square policy iteration (LSPI) which interacts with the system at every iteration k through three variables x k , u k , r k . First is the state x k which represents the measurable system features important for the problem we want to solve, not necessarily the state in the control systems sense. Second, is the action u k , based on the optimal policy h p (x k ) * , usually chosen as a controllable input of the state x k . Third, is the reward function r k , a negative definite function of the state and/or the action, which serves as a measure how far the algorithm is from the goal after the action u k is taken. Since the LSPI solves the optimal control problem, to avoid local minima, the algorithm needs to have an exploration phase, which is achieved by taking a random action in the action space every ε k steps. As the time passes, the algorithm relays more on the current policy h p (x) than on the exploration, so ε k is taken less often with the µ rate as k → ∞. Using policy iteration, policies h p (x) are evaluated by iteratively constructing an estimate of the state x and action u value function, a Q-function. In this paper, as well as in [13] , the state-action approximate value function is defined bŷ
where
is the Kronecker product of the basis function vectors ψ(u k ) and φ(x k ) formed with Chebyshev polynomials; α p is the approximation parameters vector which needs to be learned. The parameter vector α p is obtained from the projected Bellman equation for model-free policy iteration, which according to [11] , can be written as
where γ ≤ 1 is a positive scalar and
where Γ k , Λ k and z k represent the policy evaluation mapping and projection operator of the Bellman equation [12] and are updated every iteration step k. The parameter vector α p is calculated every p steps, from (10) , where p ≥ k, and is used to improve the Q-function estimate (9) . Considering this, new, improved policies are obtained from
whereQ(x k , u) is constructed from (9) using α p . Due to space limitation we omit the more detailed discussion. For more details the reader is referred to [13] and [11] . To achieve simultaneous adaptation of two parameters a and ω θ from (3) we define two separate learning loops as described in the remainder of this section. Online adaptation of the amplitude factor a: In [8] , [9] the amplitude factor a was chosen based on the energy error ∆V θ and a saturated linear mapping, which required model knowledge as well as parameter tuning. In this paper we monitor the maximum deflection angle θ V as an equivalent to the model dependent energy V θ . We define the stateaction-reward set as a S = { a x i , a u i , a r i } where i denotes the algorithm iteration step. The measured state
where u.r.a. is a uniform random action providing the algorithm exploration phase every ε a steps; h q ( a x i ) is the policy obtained from (12) using a α q the vector parameter updated every q ≥ i steps by solving (10) . The reward function a r i is defined as
where a K x , a K u and a K xu are positive constants. When amplitude a > 0, energy is injected into the system and when a < 0 energy is decreased. Therefore we introduce the term − a K xu a x i a u i into the reward function to penalize the decrease in energy when our current energy is below the desired one. The goal of the LSPI is to find the optimal policy h * q ( a x i ) that maximizes the return a r i from an initial state a x 0 . Assumptions: 1) the state a x is controllable and bounded
The bounds are defined because of the Q-function approximators [13] . Since Chebyshev polynomials are defined on the interval from −1 to 1, the bounds on the state and control action are needed for domain mapping. The measured state, suspended object deflection angle, is inherently bounded θ V ∈ [0
, so the state bounds are physically imposed. Since we want to exploit the energy properties of the robot control acceleration input (3) we restrict the robot range of motion with a u ∈ [−0.1 0.1]. Without the loss of generalization of the LSPI algorithm, the control action bounds can be expanded to the robot workspace. The further discussion about the constants as well as their values are given in Section IV.
Online adaptation of the frequencyω θ : Similarly as for the amplitude a adaptation we define the state-action-reward set as ω S = { ω x j , ω u j , ω r j } where j denotes the algorithm iteration step. The state we measure is denoted as ω x j = ∆Circ where ∆Circ is the difference of the phase-space to a circle ∆Circ =ω
withθ V being the maximum angular velocity (Fig.3) . The control action
where κ ≥ j denotes the iteration in which the new parameter vector ω α κ for the Q-function is calculated from (10) and ε ω is the exploration phase step. We obtain theω θ from an iterative update rulê
where the control output from the LSPI algorithm ω u j is an optimal adaptive gain multiplying the ω x j andω θ,0 = ω θm . Since we do not formally prove the convergence of the proposed iterative update rule, we introduce the saturation
where the bounds ω θm and ω θM are chosen in such a way that the estimatedω θ can compensate for pendulum cable lengths from approximately l ∈ [0.1 m 10 m]. From the experimental results we can see that the the control action representing the estimatedω θ is not saturated during the experiment. The reward function is defined as
where ω K x is a positive constant. This reward function tells us that we want to minimize the error ∆Circ. The goal is to find the optimal policy h * κ ( ω x j ) using (12) that maximizes the return from any initial state ω x 0 . Assumptions: 1) the state ω x is controllable and bounded
The same argument for the bounds stands here as before.
IV. HUMAN-ROBOT EXPERIMENTS

A. Experimental setup
The proposed control algorithm presented in Section III is verified on a human-robot cooperative load manipulation task. The experiment is performed with a simple pendulum, the v-and the t-pendulum (see Fig. 5 ) in the ITR lab at TU München [17] . As the robotic actuator we use a commercially available KUKA LWR 4+ manipulator. The forces F R are obtained from a JR3 6DoF force/torque sensor mounted between the manipulator and a m h,R =1.75 kg gripper, to which we tie the rope. The deflection angle θ is calculated using (5), with F R,p obtained by dynamically compensating for the gripper mass
T . The deflection angle θ is filtered using a lowpass Butterworth filter (order 8, passband edge frequency 10 rad /s) and subsequently numerically differentiated to obtain the deflection angle rateθ. The desired trajectory is computed from θ andθ as described in Section III and fed as a desired velocityν R,x to the impedance controlled manipulator. The low-level control of the manipulator as well as the proposed adaptive controller are implemented using MATLAB/Simulink Real-Time Target. Using this setup, the low-level control, communication and sensing loop is set to run at T =1 ms sampling time. The a andω θ adaptation loops, described in Section III, are set to run at sampling times T a and T ω , respectively. They are listed together with other parameters in Table I and Table II . 
B. Experimental results
Initial tuning in simulation:
The initial design phase of the proposed controller was performed in simulation using MATLAB/Simulink. A simple damped pendulum model was used to emulate the unknown suspended object. Tuning parameters of the proposed adaptive algorithm are given in Table II . The parameters tuned in simulation are the length of the polynomial state and action approximator M a/ω and N a/ω , exploration phase ε a/ω , the exploration decay µ a/ω , the exploitation phase q and κ, the choice of the reward function a/ω r, states a/ω x and control actions a/ω u. After initial tuning, performed in simulation, the proposed controller was implemented in the experimental setup. No additional tuning was performed during the experimental phase, even though we manipulated different suspended objects. Since the proposed algorithm is discrete, the choice of sample times for the adaptive loops T a and T ω can be considered as additional parameters, which need to be tuned. Knowing the system model, this choice can be achieved using the Nyquist-Shannon sampling theorem, but in the model free setting, this can represent an additional challenge. In this paper with sampling times presented in Table II we achieve good experimental results. What we noticed during the initial tuning in simulation, is that if the sampling time is much smaller than the process reaction time, the proposed algorithm has problems with convergence.
Control of the v-pendulum using real-time adaptation: In the experimental video accompanying this paper [18] , one can see how the experiment went. First, we started with a simple pendulum for which we set different desired deflection angles. The object mass m p,v and the cable length l R,v are given in the Table I . Learning parameters a α q and ω α κ are initialized to zero and as the learning progresses the parameters get updated (Fig. 9) . Parameters learn online from the interaction with the real system. After the initial learning phase as a simple pendulum with different desired deflection angles θ V , the human interaction partner pulled the rope resulting in the v-pendulum displayed in Fig. 5 . As a consequence, the mass carried by the robotic manipulator is reduced and the projected length l * R decreased. Figure 6 shows the experimental results for the phase of changing dynamics. The simple pendulum is controlled to reach a deflection angle θ V = 45
• . Due to the increase in velocity and deflection angle during swing-up, phase space errors ∆Circ occur, which result in a peak in the adapted natural frequency estimateω θ . After the desired deflection angle is reached, the pendulum changes from simple pendulum to v-pendulum, as visible in the increase in F R,z . Due to the change in dynamics the maximum deflection drops slightly, but the reference is reached due to adaptation of the amplitude a. As expected, the natural frequency estimateω θ adapts to the frequency increase caused by the decreased projected length l * R . Note: Causes for the drop in the natural frequency estimateω θ at around 91 to 92 s could be the adaptation to the changed dynamics or exploration. The drop is visible in the phase space in form of a negative error ∆Circ.
Control of the t-pendulum using real-time adaptation: In the second experiment we use a t-pendulum. The experiment was performed in a similar fashion as the first one, i.e. we have the learning phase and the phase were the human operator injects disturbances into the system. The experimental results for the disturbance phase are given in Fig. 7 . The disturbance which included additional energy injection, damping and the excitation of the unwanted oscillation mode of the t-pendulum are visible in the deflection angle θ V . High velocities induced by aggressive maneuvers of the human operator are visible in phase space error ∆Circ increase. The amplitude a is saturated while controlling the pendulum to reach the reference θ d V . The natural frequency estimateω θ captures the high frequency disturbance oscillations. These undesired ψ-oscillations are the result of the cylindrical mass rotating around its vertical axis. In this paper we do not try to explicitly damp the undesired oscillation. An in depth investigation for the need of disturbance suppression and the adaption of the learning towards this goal will be part of our future work.
In Fig. 8 we show the adaptive swing control after a couple of swings. The deflection angle reaches the desired deflection angle precisely. The adaptive parameter a behaves exactly as we would expect. While trying to reach the desired deflection angle and maintain it, the amplitude is positive which means that the controller is injecting energy into the system. Around 345 s the reference is set to zero, which means we want the controller to release the energy which is reflected in the negative a. The estimated natural frequency is constant and from the phase portrait we can see that it is close to the natural frequency of the t-pendulum.
Policy iteration algorithms converge to a fixed point representing the state and action function, Q-function. Since Qfunction is approximated using linearly parametrized approximators (9) , this means the algorithm converges to a fixed point in parameter space a α q and ω α κ . This is demonstrated on Fig. 9 representing the parameters a α q and ω α κ from previously described experiments with t-pendulum. We can see that the LSPI for a adaptation converged to a fixed point considering the a α q parameters. As for the ω θ adaptation loop, the convergence trend is visible from the ω α κ figure, but there is room for improvement of this adaptation loop. One direction would be by improving the reward function ω r and thus avoiding the use of (18) but use directly the control action ω u j for theω θ,j . Alternatively, the use of the iterative law (18) could be considered if certain guarantees about the 
V. CONCLUSIONS
This paper presents an adaptive control for cooperative dynamic object manipulation. The proposed controller combines fundamentals of energy based pendulum excitation with online least square policy iteration to form an adaptive, suboptimal controller. The presented experiments show fast online learning enabling the robot to adapt to changes of the object dynamics as well as robustness to disturbances introduced by the human operator. After the initial design and parameter tuning in simulation, the algorithm did not need additional re-tuning after switching to experimental setup. From this we can conclude that the combination of chosen states, control actions, function approximators, and reward functions, during the initial design phase, extract the main features of various suspended objects.
In future work, we plan to investigate the convergence properties of the proposed algorithm and how it relates to model based approaches. An in depth investigation of the undesired t-pendulum oscillations as well the the application of the proposed controller to different objects, like a rope, are future work. This approach brings us closer to the goal of cooperative flexible object swinging. However, as we focus in this paper on the robot leader with the human acting as a disturbance, a next step towards cooperative manipulation will be the design of an adaptive robotic follower controller.
