Abstract. We give a new proof of a well-known result of Koch and Tataru on the well-posedness of Navier-Stokes equations in R n with small initial data in BM O −1 (R n ). The proof is formulated operator theoretically and does not make use of self-adjointness of the Laplacian.
Introduction
In [20] , it was shown that the incompressible Navier-Stokes equations in R n are well-posed for small initial data in BM O −1 (R n ). The result was a breakthrough, and it is believed to be best possible, in the sense that BM O −1 (R n ) is the largest possible space with the scaling of L n (R n ) where the incompressible Navier-Stokes equations are proved to be well-posed. Ill-posedness is shown in the largest possible space B −1 ∞,∞ (R n ) in [9] , and in a space between BM O −1 (R n ) and B −1 ∞,∞ (R n ) in [29] . See also some counter-examples of this type in [7] .
The proof in [20] reduces to establishing the boundedness of a bilinear operator. This proof has two main ingredients: bounds coming from the representation of the Laplacian (such as the estimates for the Oseen kernel) and, in the crucial step, self-adjointness of the Laplacian.
Our new proof is rather based on operator theoretical arguments with particular emphasis on use of tent spaces, maximal regularity operators and Hardy spaces. In particular, we do not make use of self-adjointness of the Laplacian. Let us mention that our techniques have generalisations to rougher operators, thanks to recent work on maximal regularity on tent spaces (cf. [5] and [3] ) and Hardy spaces associated with (bi-)sectorial operators (cf. [2] , [4] , [16] , [17] and followers). Using those results, it is possible to adapt our new proof to operators whose semigroup only satisfies bounds of non-pointwise type. This opens up the way to possible generalisations for Navier-Stokes equations on rougher domains and in other type of geometry (cf. [28] , [26] , [24] , [25] for Lipschitz domains in Riemannian manifolds, and [8] on the Heisenberg group), geometric flows (cf. [19] ), or other semilinear parabolic equations of a similar structure, but for rougher domains or operators (cf. [22] for dissipative quasi-geostrophic equations, and [14] , [15] for abstract formulations of parabolic equations with quadratic nonlinearity). Let us further mention potential applications to stochastic Navier-Stokes equations (cf. e.g. [23] and the references therein). The maximal regularity operators on tent spaces we are relying on in our proof, have proven useful already for other stochastic differential equations (cf. [6] ).
Consider the incompressible Navier-Stokes equations in
where u is the velocity and p the pressure. As usual, the pressure term can be eliminated by applying the Leray projection P. It is known from [13] that the differential Navier-Stokes equations are equivalent to their integrated counterpart
under an assumption of uniform local square integrability of u. (In fact, under such a control on u, most possible formulations of the Navier-Stokes equations are equivalent, as shown by the nice note of Dubois [11] .) Using the Picard contraction principle, matters reduce to showing that the bilinear operator B, defined by
is bounded on an appropriately defined admissible path space to which the free evolution e t∆ u 0 belongs. This is what we reprove with an argument based on boundedness of singular integrals like operators on parabolically scaled tent spaces.
New Proof
We use the following tent spaces.
The tent spaces
for p ∈ 1, 2, respectively. The tent space T 1,∞ (R n+1 + ) is defined as the space of all continuous functions F : R n+1 + → C such that the parabolic non-tangential limit lim (t,y)→x
F (t, y) exists for a.e. x ∈ R n and The tent spaces were introduced in [10] , but in elliptic scaling. It is easy to check that
and T
1,2
ell (R n+1 + ) denotes the tent space in elliptic scaling as in [10] . The corresponding rescaling holds true for
We recall the definition of the admissible path space for (NSE) in [20] (with the notation as in [21] ).
(ii) The corresponding adapted value space E T is defined as the space for which u 0 ∈ E T if and only if u 0 ∈ S ′ (R n ) and (e t∆ u 0 ) 0<t<T ∈ E T . Observe that the first part of the norm in (2.1) corresponds to the adapted value spaceḂ −1 ∞,∞ (R n ) and the second part to
Proof. We restrict ourselves to the case T = ∞. The same argument works otherwise.
Step 1 (From linear to bilinear). In a first step, one reduces the bilinear estimate to a linear estimate. We use the following fact, which is a simple consequence of Hölder's inequality:
It thus suffices to show that for the operator A defined by
there exists a constant C > 0 such that for all α satisfying the conditions in (2.2),
Step 2 (L ∞ estimate). We omit the proof of (2.3), noticing that the proof of (2.3) in [20] only uses the polynomial bounds on the Oseen kernel k t (x) of e t∆ P (See e.g. [21] , Chapter 11) for |β| = 1,
and no other special properties on the corresponding operator e t∆ P.
Step 3 (T ∞,2 estimate -New decomposition). We split A into three parts:
Step 3(i) (Maximal regularity operator). To treat A 1 , we use the fact that the maximal regularity operator
is bounded. The result for T 2,2 (R n+1 + ) = L 2 (R n+1 + ) was established by de Simon in [27] . The extension to T ∞,2 (R n+1 + ) was implicit in [9] , but not formulated this way. It is an application of [5] 
We show in Lemma 3.1 below that the operator T , defined by
is bounded. With the definitions in (2.5) and (2.7), we then have A 1 (α) = M + T (s 1/2 α(s, . )) and the boundedness of these operators imply
Step 3(ii) (Hardy space estimates). This is the main new part of the proof. We use in the following that the Leray projection P commutes with the Laplacian and the above bounds on the Oseen kernel to show that
is bounded. We work via dualisation and it is enough to show that
is bounded. To see this, we factor A * 2 through the Hardy space H 1 (R n ; C n ⊗ C n ). We know from classical Hardy space theory, that H 1 (R n ) can either be defined via non-tangential maximal functions or via square functions (here in parabolic scaling instead of the more commonly used elliptic scaling). First, the operator
is bounded. This uses the polynomial decay of order n + 1 at ∞ of the kernel of ∇Pe t∆ (some weaker decay of non-pointwise type would suffice for this, in fact). The precise calculations are given in [12] (cf. also [10] ). Second, again by [12] , we have for
The same holds componentwise for C n ⊗ C n valued functions. A combination of both estimates gives the result.
Step 3(iii) (Remainder term). The considered integral in A 3 is not singular in s and is an error term. It suffices to show that
is bounded as A 3 (α) = R(s 1/2 α(s, . ) ). This can be seen as a special case of [3] , Theorem 4.1 (2) . We give a self-contained proof in Lemma 3.3 below.
Technical results
Lemma 3.1. Let (T s ) s>0 be a family of uniformly bounded operators in
for all Borel sets E,Ẽ ⊆ R n with dist(E,Ẽ) ≥ s 1/2 . Then the operator T , defined by
is bounded.
Remark 3.2. A straightforward calculation shows that the kernel estimates in
Proof. The proof is a slight modification of [18] 
For s < t and j ≥ 1, on the other hand, Hölder's inequality and (3.1) yield
Thus,
Lemma 3.3. The operator R defined in (2.10) is bounded.
Proof. We write
with K(t, s) := e (t+s)∆ Ps −1/2 div for s, t > 0. We first show the boundedness of R on L 2 (R n+1 + ). This follows from the easy bound
This allows to apply Schur's lemma. Next, we show that R extends to a bounded operator on T ∞,2 (R n+1 + ). Note that for all s, t > 0, the operator K(t, s) is an integral operator of convolution with k t,s , which satisfies
These estimates imply L 2 -L ∞ off-diagonal estimates of the form
For j = 0, the boundedness of R on L 2 (R n+1 + ) yields the desired estimate I 0 F T ∞,2 (R n+1 + ) . For j ≥ 1, we split the integral in s and use Hölder's inequality to obtain
Now observe that for j ≥ 1, k ≥ 0, t ∈ (0, r) and s ∈ (2 k t, 2 k+1 t), Hölder's inequality and (3.3) yield for δ ∈ (0, 1]
Inserting this into (3.4), interchanging the order of integration and choosing δ ∈ (0, 1) finally gives
Comments
Let us denote by T 
The first comment is that the T ∞,2 1/2 estimate for α is not used in [20] .
The second comment is that our proof is non local in time. By this, we mean that we need to know α = u ⊗ v on the full time interval [0, T ] to get estimates for B(u, v) at all smaller times t. In contrast, the proof in [20] is local in time: bounds for u, v on the time interval [0, t] suffices to get bounds at time t for B(u, v).
The third comment is on the optimality of the estimate in (2.4) which could be related to the second comment. We have seen in Section 2 that both A 1 and A 3 are bounded operators from T ∞,2 1/2 to T ∞,2 . It is thus a natural question whether the same holds for A 2 as it would eliminate the T ∞,1 term in the right hand side of (2.4). We show that this is not the case. It is therefore necessary to use a different argument for A 2 , as is done in Step 3(ii) above. In [20] , this operator does not arise. 
We adapt the argument of [1] , Theorem 1.5.
Proof. We first show the result for T 2,2 . We work with the dual operator A * 2 defined in (2.9) and show that
is not bounded from L 2 (R n+1 + ; C n ) = T 2,2 (R n+1 + ; C n ) to L 2 (R n+1 + ; C n ⊗ C n ) . There exists u ∈ L 2 (R n ; C n ) with ∇(−∆) −1/2 (−∆) −1/2 P(e ∆ − e 2∆ )u = 0 in L 2 (R n ; C n ⊗ C n ). Define G(t, . ) = u for t ∈ (1, 2), and G(t, . ) = 0 otherwise. Clearly G ∈ L 2 (R n+1 + ; C n ). Then, for s < 1, For the result on T ∞,2 , we argue similarly. There is some ball B = B(x, 1) in R n such that ∇(−∆) −1/2 (−∆) −1/2 P(e ∆ − e 2∆ )u = 0 in L 2 (B; C n ⊗ C n ). Let G be defined as above. Then G ∈ T ∞,2 (R n+1 + ; C n ), since the Carleson norm of G can be restricted to balls of radius larger than 1 by definition of G and 
