Statistical significance is one of important criteria on judgment of regulatory toxicological testing. The decision tree for analysing quantitative data obtained from repeated dose administration studies in rodents has been in use in Japan around 1981. Since then, several authors proposed improved versions of the decision tree incorporating all possible situations of statistical analysis normally encountered in such studies. Recently, a decision tree, which traces a simple route, unlike the previously proposed ones which trace complex routes has been proposed by a few researchers in Japan. While tracing to the most appropriate statistical tool using a decision tree, we propose to consider following points which also play a significant role in selecting the most appropriate statistical tool: (1) statistical tools that fails to detect a significant difference in the low dose group, (2) use of the one-sided test with high power to detect a significant difference compared with two-sided, (3) as far as possible avoid carrying out statistical analysis on the transformed data, since the analytical result of such data is difficult to interpret, (4) it is important to mention what statistical tools of the decision tree are used for the analysis, (5) examine the data for both normality and homogeneity and (6) for testing homogeneity, use Levene's test. Selection of widely accepted statistical tools is usually preferred to less popular and complex statistical analysis. It has been observed that in recent years the preferred statistical tools for analyzing quantitative data obtained from toxicity studied are of simple in nature but with high power to detect a significant difference.
Introduction
Several attempts have been made to standardize statistical methodologies for the analysis of data obtained from the toxicological studies. One of the methodologies proposed by several authors is the decision trees. Decision trees are graphical representation of decision involved in the choice of the statistical procedure. In Japan, reports on toxicity studies related to medicines and pesticides are reviewed by Pharmaceutical and Medical Devices Agency and Food Safety Commission of Japan in Cabinet office, Government of Japan respectively, whereas reports on industrial general chemical substances by the Ministry of Health and Labour and Welfare (MHLW). However, statistics analytical method is not stated clearly definitely in each guideline on toxicity study. For instance, in repeated dose administration toxicity studies with pesticides to examine the significant difference among the groups (number of groups > 2) repeated t-test analysis is performed, whereas in the studies with medicine repeated t-test analysis or Dunnett's multiple comparison test (Dunnett's test) or other multiple range tests after analysis of variance (ANOVA) are performed. This paper reviews the changes of the decision tree for statistical analysis of the quantitative data obtained from general toxicity studies in Japan. Attempt was also made to compare the statistical methods used in Japan to analyse quantitative data obtained from repeated dose administration toxicity studies in rodents with other countries. Bartlett 
In 1986
A detailed decision tree ( Fig. 2 ) was proposed by Gad and Weil [11] in 1986. This decision tree described the analysis of both quantitative and qualitative data. Statistical procedures for two groups, three or more than three groups and for multiple groups were described in this decision tree. This decision tree also contained the visual examination of data, parametric data/continuous data (body weight, blood cell counts, etc.), scatter gram, the ANOVA, group size, Duncan's multiple range test, Dunnett 
In 1990
The decision tree ( Fig. 3) proposed by Sano and Okayama [12] 
In 1998
In the decision tree (Fig. 4) proposed by Hamada et al. [13] 
In 2000
A Simple decision tree ( Fig. 5) In the year 2000, another decision tree ( Fig. 6 ) was proposed by the Japan Pharmaceutical Manufacturers Association (JPMA) working group [15, 16] . This tool is containing the Williams' test and Steel's test. The feature of this decision tree is to adopt Williams' test that assumes the dose related trend. The Bartlett test is not used.
Williams test (α = 0.025, 2-sided) Not significant P>0.025
Significant

P<0.025
Steel's test (α = 0.025, 2-sided) End 
In 2008 (recent decision tree)
Most of the toxicologists adopt a conservative approach for analyzing the data. The data are examined for homogeneity of variance, and if the variance is homogeneous, parametric tests are used and for heterogeneous variance nonparametric tests are used. Usually, the data are not examined for normality, though it is a fact that for most of the statistical tools, it is also a requirement that the data show normality. If at all the data is examined for normality, it is not vividly explained in most of the books on biostatistics, what nonparametric statistical tools should be used for the data that show non-normality. Shapiro-Wilk's W test seems to be more appropriate for testing normality, as this test can be used for the data that shows normal or non-normality by visual examination of the graph. Kobayashi et al. [17] proposed a flow chart describing the statistical tool that may be used for the analysis of the data showing a normal or non-normality ( Fig. 7 and 8 ).
It is important to examine the data for both homogeneity of variance and normality. The disadvantage of Bartlett's test which is widely used to examine for homogeneity of variance, is its hyper sensitivity to heterogeneous data [18] . We propose that when normality of each group is confirmed by Shapiro-Wilk's W test, Dunnett's test may be used for further analysis. When the control group or all groups do not show normality, Steel's test of separate type may be used. When normality is not shown by one or two of the dosage groups, the data may be analyzed using Dunnett's test after excluding the group/s that do not show normality. However, the biological relevance of the excluded data has to be carefully scrutinized. Fig. 1 were used in the 28-day repeated dose toxicity studies of existing chemical substances by the Guideline of the Chemical Substance Control Law [19] in Japan. However, we recommend the statistical tools of Fig. 5 for the analysis of the data obtained from repeated dose administration studies. Table 1 ). The statistical tools describing the method of analyze, in the case of three or more groups and two groups were mentioned in six studies, whereas this description was not found in 11 studies. Only eight studies used trend test.
In the tool number 10, the significance level of the ANOVA and Kruskal-Wallis's H test was set at P = 0.10. For comparing with the control, the tool set the significance level of P = 0.05. Tool numbers 13 and 14 did not perform Bartlett's test for testing the homogeneity of variance. Use of one-sided or two-sided test was not indicated in 87 studies.
Only one study indicated use of non-parametric test. Student's or Aspin-Welch's t-test and Mann-Whitney's U test were used for analyzing the data of two groups of recovery period [21] . Student's or Aspin-Welch's t-test and MannWhitney's U test were used by recovery period in the two groups alone; other tests were used by administration period in the four groups. The difference in these analytical methods seems to depend on an examination enforcement year.
OECD SIDS
Organisation for Economic Co-operation and Development (OECD) Screening Information Data Set (SIDS) is a compilation of reports of the studies conducted on chemicals in various countries. OECD SIDS is more or less similar to the one published by United States National Toxicity Program (NTP) technical report. An extract of OECD SIDS explaining the statistical tools used in different countries for analyzing data obtained from toxicity studies are given in Table 2 . In Japan, nonparametric Dunnett's test having very low power to detect a significant difference is used. This test is similar to Dunnett's type non-parametric test. Scheffé's test, again having low power to detect a significant difference is used to compare between the groups. The OECD guideline only describes notes about a statistical technique. It has been described in the repeated dose 28-day oral toxicity study in rodents of TG 407. When possible, numerical results should be evaluated by an appropriate and generally acceptable statistical method. Comparisons of the effect along a dose range should avoid the use of multiple t-tests. The statistical methods should be selected during the design of the study. Namely, multiple t-tests are a means of Dunnett's test of an enhanced version of the t-test [22] . 
NTP, U.S.A.
The methods used to analyse the data obtained from 84 short-term toxicity studies and 588 long-term carcinogenicity/toxicity studies conducted on chemical substances published in NTP technical reports [23] in 2014 were examined. The NTP technical report series are using the same statistical analysis method. The findings are given below:  Dunnett [24] and Williams [25] , [26] parametric multiple comparison tests for organ and body weights data  Shirley [27] and Dunn [28] 
A comparison of statistical tools for analyzing the data obtained from repeated dose toxicity studies with rodents in Japan with that of used in other countries
Statistical tools used for analyzing the data obtained from 127 repeated dose toxicity studies with rodents from 45 countries were compared with that of Japan [31] . Scheffé's multiple range parametric and non-parametric tests and Dunnett's type (joint type Dunnett) were commonly used in Japan, but in other countries use of these statistical tools is not so common. However, statistical techniques used for testing the data for homogeneity and inter-group comparisons did not differ much between Japan and other countries. In Japan, the data were not tested for normality and the same was true with the most of the countries investigated. In fact, out of 127 studies, the data obtained from only 6 studies were examined for both homogeneity and normality. The classification of statistical analyses methods by cluster analysis is given in Fig. 9 and Table 3 . As per the analysis, 11 studies fall in cluster 1, two in cluster 2, 109 in cluster 3, and six studies fall in cluster 4. The power for significant difference among the groups using the statistical tools of cluster 1 is extremely low. If the variance of the groups is unequal, using the statistical tools of this cluster may not show a significant difference in the low dose group. The statistical tools of cluster 2 is close to cluster 1, hence the detection power of this cluster is similar to that of cluster 1. If the number of animals is different in the groups, which is usually seen in repeated dose toxicity studies, the power of detection of a significant difference of the statistical tools of this cluster is further decreased. The statistical tool of cluster 3, which has high detection power, is commonly used in most of the countries. In cluster 4, statistical tools having high detection power were used to examine both homogeneity and normality. After carrying out ANOVA or the data were directly subjected to Dunnett's, Duncan's, and Student's or Mann-Whitney test.
4
The detection power of the analytical method is high. The homogeneity was examined by Levene's test, which has of low detection power. Data were also examined for normality.
Seven studies from Japan are grouped in cluster 1 of 11 analytical tools, two are grouped in cluster 2 of two analytical tools and six are grouped in cluster 3 of 109 analytical tools. No study from Japan is placed in cluster 4 of five analysis tools (Table 4 ). Fig. 9 ) Rate of the number of studies performed in Japan 1 (red) 7/11 9/13 (69%) 2 (orange) 2/2 3 (green) 6/116 6/121 (4.9% = < 5%) 4 (blue) 0/5
Bartlett's test was used to examine homogeneity in studies conducted in most of the countries. However, six studies used Levene's test (Levene, 1960) to examine homogeneity, which has less power compared to Bartlett's test. ShapiroWilk's W and Kolmogorov-Smirnov tests were used in two studies each (Table 5) . Interestingly, statistical tool used for post hoc comparison was not mentioned in 14 studies. We propose Levene's test for examining homogeneity, since the sensitivity of Bartlett's test is too high to detect a non-homogeneous distribution. However, we propose examining the data for both homogeneity and normality [17] . 
Notes on few statistical techniques commonly used in analysis of the data 2.4.1. Use of ANOVA
It is a common practice to use ANOVA for analysing data obtained from three or more than three groups. However, several authors prefer not to use ANOVA, as it may cause type II error. Dunnett [24] never recommended ANOVA for the analysis of data obtained from toxicity studies. A significant difference can be detected by analyzing the data it directly by Dunnett's test even if a significant difference is not found by the ANOVA. An example is given in Table 6 , where a significant difference is not shown by ANOVA, but shown by Dunnett's test. In Japan, data obtained from several toxicity studies were not analysed by using ANOVA [32] , [33] , [34] , [35] , and [36] . 
Williams test doesn't give measured raw values without dose-trend
Williams' test [25] , [26] is generally carried out to test dose-related trend [37] . The test can be used when the number of animals is equal in each treatment group and the mean values of the treatment effect show a dose related pattern [38, 11, and 39] . This test is not widely used in Japan that has been published.
Power of nonparametric tests
Number of animals required in the low dose group to show a significant difference of this group by rank sum test is given in Table7. Scheffé's test, which is low sensitive, requires 22 and 40 animals, respectively in the four and five group's experimental design, in the low dose group to show a significant difference. Among the rank sum tests in the Table 7 , Steel's test is least sensitive. Inaba [40] and Kobayashi et al. [41] explained of the low power of nonparametric type Dunnett's test, for finding a significant difference in the low dose group. The rank sum test widely used in various countries are Williams-Wilcoxon, Hollander-Wolfe [30] , and Steel's tests [42] .
Joint type and separate type non-parametric Dunnett's test rank sum tests
Two techniques are used in Japan while analyzing the data using nonparametric Dunnett's test (Inaba, 1994 [43] . Interested authors can refer to Table 8 for several names of nonparametric Dunnett's test. 
The rank sum test that is nonparametric procedure is not an analysis of the difference of the mean value
The rank sum test analyzes the difference of average ranks between groups. An example is given in Table 9 . Though the mean values of the control group and the high dose group are the same, the rank sum analysis shows a significant difference between the ranks. The reason for the mean value of the high dose group is similar to that of the control is because of the value, 2.96 in the high dose group. This situation warrants examining the data for outliers by SmirnovGrubbs test for high dose group [48] . The outliers may be excluded from the data before ranking them. It may be possible that after removing the outliers, the data may show a normality and homogeneity of variance. This example is seldom occurring. Takizawa [49] has pointed out a similar case that a statistically significant difference was observed in the same average value. (2) Den mark (3) Egypt (1) Egypt (2) Finland (1) Finland (2) France (1) France (2) Germa ny (1) Germa ny (2) Gree ce (1) Gree ce (2) Hun g a ry (1) Hun g a ry (2)
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Which test to be used one-sided or two-sided?
Kobayashi et al. [21] examined whether a one-sided or two-sided test was used in the analysis of the data obtained from 122 numbers of 28-day repeated dose administration studies in rats. The studies were conducted as per CSCL or OECD test guideline (TG 407) [22] . Out of 122 studies examined, quantitative data of 22 studies were analysed by the onesided test, 13 studies were analysed by two-sided test, whereas there was no mention about whether the one-sided or two-sided test was used in 87 studies. With regard to qualitative data, in 34 and 22 studies the data were analysed by the one-sided and two-sided tests, respectively, whereas there was no mention about whether the one-sided or two-sided test was used in 70 studies (Table 10 ). Kobayashi [50] recommended a one-sided test for the analysis of data obtained from toxicological studies. A significant difference is more apt to be observed in a one-sided test than in a two-sided test. According to a survey, the delectability of a significant difference by the two-sided test was 71-95% of that by a one-sided test in Dunnett's multiple comparison test (Table 11 ). In the references, out of 700 items for all tests, 578 showed significant differences in unidirectional changes in relation to the control group, and 39 items indicated significant differences with bidirectional changes in values higher and lower than those in the control group. The ratio of the bidirectional pattern (39) to the unidirectional pattern (578) was 1 to 15. Consequently, the one-sided test may be recommended for statistical analyses of toxicological bioassay data that control values, since more rigid evaluation of the data of the chemical effects on the living body and the environmental is necessary [51] . Properties of quantitative data from a combined chronic toxicity/carcinogenicity study are described. Trend of significant differences between each treated group and the control group obtained from actual two years longterm studies are shown in Table 12 . Scientists have different views on the use of one-or two-sided test. Shirley [27] used the two-sided test for Student's ttest and Cochran's t-test, and if significant differences were observed in the ANOVA, they used the one-sided test in Dunnett's test. Dunnett [24] recommended use of the two-sided test to determine simultaneous upper and lower limits for the difference between the control group and each treated group; he used the one-sided test to determine either the upper or lower limit on the difference between the control group and each treated group. Gad and Weil (1986) explained the significant difference between control and treated groups in body weight by using the two-sided test. Yoshimura and Ohashi [52] recommended using the one-sided test in the analysis of toxicological study data, because toxicity is the absence of an increase in the mean values in most of the parameters. Additionally, quantitative data obtained in the toxicological test should be analysed using the one-sided test when a difference compared with the control group is anticipated unidirectional (either increase or decrease) before the experiment. Twosided test should be employed when the difference cannot be anticipated unidirectional before the experiment. The change in the hypothesis can cause type I error. It is very important to increase the power of detection of the differences among the groups. Generally in toxicity studies, the study director can make a decision on it based on the preliminary studies. Sakuma [44] suggested selecting a one-or two-sided test based on the reports on similar studies conducted. In screening tests for new drugs, the two-sided test is recommended. The study director should not change the hypothesis from a two-sided to a one-sided test after the test has been finished. Nakamura [51] stated selection of the tests depends on the purpose and content of the study, and the statistical significance of the data should not be foreseen. Ishii [53] stated that it is necessary to select properly according to the situation in which the difference between two cases has to be considered to be either plus or minus alone and in which the difference has to be considered to be both plus and minus.
What is the multiple of the statistical analysis and toxicity studies?
Difference in detection of significant differences between Student's t-test and Dunnett's test is showed in Table 13 [48] .
In analyses with the t-test, the number of significant differences detected was more than that detected by Dunnett's test. Repeated dose administration studies are usually conducted with four or more than four groups. The mean values of the findings of are compared among the treated groups and between a treated group and control. In this situation multivariate analytical tool is the ideal one [11] . Use of t-test for analyzing data derived from more than 2 groups may cause the type I error. The significance level value P becomes 1 -(1 -0.05) 3 = 0.142, if the data of a four-group setting is analysed three times by t-test.
Which technique does the homogeneity tests of variance?
Finney [18] did not recommend use of Bartlett's homogeneity test, because of its strong power to detect a nonhomogeneity distribution. Power of various homogeneity tests is given in Table 14 . Power to detect a significant difference is highest in Bartlett's test, followed by Levene's, Brown-Foresythe's, and O'Brien's tests. When the groups contain more number of animals, it is more likely that Bartlett's test show a significant difference [54] . All the tests mentioned above will have a similar power to detect a significant difference, when all the groups show a similar distribution. For testing homogeneity, we recommend Levene's test [55] . The OECD recommends this method [56] . 
Conclusion
Detection of a significant difference using statistical analysis in repeated dose administration studies is influenced by the magnitude of difference between the means and the variance, and number of animals of the groups. For the analysis of data obtained from repeated dose administration studies, we may suggest to use a the decision tree with a simple route to select an appropriate statistical tool, examine the data for both homogeneity and normality and use the onesided test with high power for detecting a significant difference. As far as possible avoid carrying out statistical analysis on the transformed of data, as interpretation of such statistical analysis is difficult. For examining homogeneity of variance, we may propose Levene's test. And finally, when the statistical analysis is interpreted, more important thing should be given to biological relevance than to statistical relevance.
