We propose nonlinear GMM-based transformation functions in an attempt to deal with the over-smoothing effects of linear transformation for voice processing. The proposed methods adopt RBF networks as a local transformation function to overcome the drawbacks of global nonlinear transformation functions. In order to obtain high-quality modifications of speech signals, our voice conversion is implemented using the Harmonic plus Noise Model analysis/synthesis framework. Experimental results are reported on the English corpus, MOCHA-TIMIT.
Introduction
There are numerous applications of voice conversion such as personalizing text-to-speech systems, improving the intelligibility of abnormal speech of speakers, and morphing the speech in multimedia applications and others [1] . Basically, Voice conversion consists of spectral conversion and prosodic modification in which spectral conversion has been studied more extensively and obtained many achievements in the voice conversion research community. In this paper, we also deal with the problem of spectral conversion only. We briefly describe the conventional GMM-based linear transformation methods and also, the over-smoothing effect of linear transformation is presented. And following sections, we describe nonlinear transformation methods using Radial Basis Function (RBF) networks and propose a localized transformation function using RBF networks. We experiments our algorithm with MOCHA-TIMIT and compare with previous method and our method compactly.
GMM-based Voice Conversion
Let  and         ⋯    be the time-aligned sequences of spectral vectors of the source speaker and the target speaker respectively in which each spectral vector is a p-dimensional vector.
The goal of spectral conversion is to find a conversion function  that transforms each source vector   into its corresponding target vector   .
In GMM-based spectral conversion, a GMM is assumed to fit to the spectral vector
where   denotes the prior probability of class  and 
The parameters of the model can be estimated by the expectation-maximization (EM) algorithm. In the least squares estimation (LSE) method, the following form is assumed for the conversion function
where    is the probability that  belongs to the class   .The parameters   and   are estimated from training data by the linear least squares estimation method. However, in Equation (3) the terms   and   play no special roles in the linear transformation of . So Equation (3) can be simplified as
and we also refer to Equation ( This means that whatever the source vector is, the converted vector is very close to the sum of weighted means of target vectors. As a result, the converted speech seems to be over-smoothed. Specifically, we fix the number of basis functions as the number of mixtures of a GMM and then estimate the parameters of the GMM using the EM algorithm.
Nonlinear GMM-based Transformation
The basis functions then have the form
Note that Equation (7) differs from Equation ( 
 is a  ×  posterior matrix and ∆ is a  ×   matrix that depends on the conditional probabilities, the source vectors, and the GMM parameters.
The solution for Equation (11) is given by the normal equation
The left most matrix in Equation (13) is symmetric but not positive definite and thus cannot be inverted using the Cholesky decomposition. Therefore, we exploit SVD to compute its pseudo inverse.
Experiments

Experimental Environments
We use the MOCHA-TIMIT speech database [8] to train and evaluate proposed system. For training, 30 sentences were used for each speaker which result in more than 6000 vectors. 10 sentences were used for evaluation. Two male and two female speakers are participated in the experiments. We perform eight conversion tasks, four male-to-female, and four female-to-male conversions. Table 1 
To take into account the inter-speaker errors, we define the LSF performance index as Equation (15).
The Performance index defined as Equation ( 
Experimental Results
In 
Conclusions
In this paper, we propose GMM-based piecewise nonlinear transformation methods for voice conversion. Experiments show that the piecewise RBF method is comparable to the linear transformation methods and when the large number of mixtures is
