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Abstract
We develop an eﬃcient numerical method on the basis of the spectral-density polynomial expansion to calculate two-
particle Green’s functions in Bogoliubov-de Gennes framework for inhomogeneous superconducting systems. Our
method allows systematic evaluation such as spin or charge susceptibility, nuclear magnetic relaxation rate, optical
or thermal conductivity even in magnetic ﬁelds. In addition, its eﬃciency becomes remarkable in large-scale parallel
performance.
c©2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of ISS Program Committee.
Keywords: superconductivity; Bogoliubov-de Gennes equations; two-particle Green’s function
1. Introduction
The mean-ﬁeld approach has been applied successfully to many fermionic interacting many-body systems. In
homogeneous superconducting systems, a theoretical mean-ﬁeld-based starting-point is the Bogoliubov-de Gennes
(BdG) equations whose self-consistent solution covers full information as non-trivial quasi-particle excitation-spectra
and inhomogeneous superconducting gap. However, such a mean-ﬁeld BdG approach has been regarded to be not
practical for a long time, since their calculations require huge computation resources.
Recently, a few groups[1, 2, 3] proposed a highly eﬃcient numerical method to solve the BdG equations by using
the kernel polynomial expansion. In these papers, the key idea is to expand a Green’s function based on a set of the
Chebyshev polynomials. This method drastically reduces the computation cost in contrast to the conventional way,
i.e., direct full diagonalization of the BdG-Hamiltonian. We have reformulated this method with use of the expansion
of the spectral density of Green’s function and have examined its real excellent eﬃciency[4]. This approach is also
eﬀective for more general cases including d-wave superconductivity in magnetic ﬁelds[5]. In this paper, we propose
a polynomial expansion scheme of two-particle Green’s functions. The obtained results give compact formulae of
spin/charge susceptibility, nuclear magnetic relaxation rate, optical/thermal conductivity, and so on.
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2. Two-particle Green’s function
In order to calculate the two-particle retarded Green’s function QR(Ω), we consider the two-particle temperature
Green’s function given as
Q1234(τ) = 〈Tτ[ψ†s1 (x1, τ)ψs2 (x2, τ)ψ†s3 (x3, 0)ψs4 (x4, 0)]〉, (1)
= G¯s1 s4 (x1, x4, τ)Gs2 s3 (x2, x3, τ) − F¯s1 s3 (x1, x3, τ)Fs2 s4 (x2, x4, τ), (2)
with
Gs,s′(x, x′; τ) = −〈Tτ[ψs(x, τ)ψ†s′(x′, 0)]〉, (3)
Fs,s′(x, x′; τ) = −〈Tτ[ψs(x, τ)ψs′(x′, 0)]〉, (4)
F¯s,s′(x, x′; τ) = −〈Tτ[ψ†s(x, τ)ψ†s′ (x′, 0)]〉, (5)
G¯s,s′(x, x′; τ) = −〈Tτ[ψ†s(x, τ)ψs′ (x′, 0)]〉. (6)
Only we have to know the way to calculate is
X(iΩm) =
∫ T−1
0
dτeiΩmτA(τ)B(τ). (7)
With use of the spectral representation:
B(iωm) =
∫ ∞
−∞
dω
aB(ω)
iωn − ω, (8)
we obtain the quantity X(iΩm → Ω + iη) given as
X(Ω + iη) =
∫ ∞
−∞
dω′
aB(ω′)AR(Ω − ω′)
e(Ω−ω′)/T + 1
. (9)
Here, AR(ω) is the retarded one-particle Green’s function. Therefore, we have to calculate the spectral density and the
retarded Green’s function in order to obtain the quantity X(iΩm → Ω + iη).
Let us consider a many-body fermionic system with the number of sites N including the spatial position and the
other internal degrees of freedom (e.g, spin, orbital, etc). According to Ref. [4], various kinds of the Green’s functions
in such a system is expressed by a 2N × 2N matrix. Speciﬁcally, we focus on the 2N × 2N spectral density deﬁned
as dˇ(ω) ≡ GˇR(ω) − GˇA(ω). Here, the sympol “check” (Aˇ) means a 2N × 2N matrix. In addition, we use the useful
2N component unit-vectors deﬁned as [e(i)]γ = δi,γ and [h(i)]γ = δi+N,γ. The index i represents the site of the system
(1 ≤ i ≤ N). Then, with the use of dˇ(ω), we obtain the two-particle Green’s function expressed as
QR1234(Ω) =
∫ ∞
−∞
dω′
e(−ω′+Ω)/T + 1
[
e(i2)T dˇ(ω′)e(i3)h(i1)TGˇR(−ω′ + Ω)h(i4) − h(i1)T dˇ(ω′)e(i3)e(i2)TGˇR(−ω′ + Ω)h(i4)
]
.
(10)
3. Orthonormal polynomial expansion
Let us introduce the orthonormal polynomial expansion to calculate dˇ(ω′) and GˇR(ω′). As we have shown in
Ref. [4], we rescale the energy scale of the Hamiltonian Hˇ by the following manner Kˇ = (Hˇ − bIˇ)/a, ω˜ = (ω − b)/a
and Ω˜ = (Ω−b)/a where a = (Emax−Emin)/2 and b = (Emax+Emin)/2 with Emin < ω,Ω < Emax. As shown in Ref. [4],
we simply employ the band width as the upper and lower bounds of the energy range. With use of the orthonormal
polynomial expansion, we have
pTdˇ(ω)q = −2πi
a
∞∑
n
gn
W(ω˜)
wn
φn(ω˜)pTqn, (11)
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for arbitrary 2N-component real vectors p and q. A sequence of the vector qn = φn(Kˇ)q is recursively generated by
qn+1 = (an + bnKˇ)qn − cnqn−1 (n > 1), (12)
q1 = φ1(Kˇ)q and q0 = φ0(Kˇ)q. Here, φn(ω˜) is an orthonormal polynomial, and gn is a kernel[7]. The coeﬃcients are
the same as the ones of the recurrence formula for φn(ω˜)[4]. In this polynomial expansion method, the evaluation of
the above vector-valued recurrence formula corresponds to the diagonalization of the BdG Hamiltonian matrix.
Next, we show a polynomial expansion form of the retarded Green’s function. One can straightforwardly rewrite
the following argument when using the other types of the orthogonal polynomial whose domain is not [−1, 1]. From
the deﬁnition of the retarded Green’s function, we have
pTGˇR(ω)q =
iπ
a
∞∑
n=0
gn
wn
Cn(ω˜)pTqn, (13)
with the orthogonal polynomial Cn(x) = iH[Wφn](x) −W(x)φn(x). The Hilbert transformation H[ f ](y) of a function
f (x) (x ∈ [−1, 1]) is deﬁned as
H[ f ](y) =
1
π
p.v.
∫ 1
−1
dx
f (x)
x − y . (14)
Using a useful lemma about the Hilbert transformation[6],
H[x f ](y) = yH[ f ](y) +
1
π
∫ 1
−1
dx f (x), (15)
and the orthogonal and recurrence relations about φn, we prove that H[Wφn] satisﬁes the same recurrence relation for
φn assuming φ0 = C where C is a non-zero constant. Thus, the expansion coeﬃcient in Eq. (13) is systematically
evaluated on the basis of the recurrence relation.
For speciﬁc orthogonal polynomials, one can explicitly write down the Hilbert transformations of φ0 and φ1. As
for the Chebyshev polynomial, we have H[Wφ0](y) = 0 and H[Wφ1](y) = π. As a result, H[Wφn] is equivalent to the
second class Chebyshev polynomial. Also, we ﬁnd that for the Legendre polynomial H[Wφ0](y) = π−1 ln(|1−y|/|1+y|)
and H[Wφ1](y) = yH[Wφ0](y) + 2π−1. Finally, as for the Hermite polynomial, we have H[Wφ0](y) = −4
√
1/4πD(y)
and H[Wφ]1(y) = 2yH[Wφ0](y) + (2/
√
π), where the Dawson’s integral D(y) = e−y2
∫ y
0 du e
u2 .
Substituting Eqs. (11) and (13) into Eq. (10), we obtain
QR1234(Ω˜,T ) =
∑
n,m
Bnm(Ω˜,T )eTn (i3)Aˇ(i1, i2)hm(i4), (16)
with
Bnm(Ω˜,T ) =
∫ 1
−1
gngmdω′
e(Ω˜−ω′)/T + 1
(
2π2W(ω′)W(Ω˜ − ω′)φn(ω)Cm(Ω˜ − ω˜)
a2wnwm
)
. (17)
Here,
[
Aˇ(i1, i2)
]
αβ
= δi2,αδi1+N,β − δi1+N,αδi2,β. The information of the Hamiltonian is stored in the vectors en(i3) and
hm(i4). In other words, the coeﬃcients Bnm(Ω˜, T )’s do not depend on the detail of the system. Hence, their preparation
is performed before starting every long calculation depending on the Hamiltonian (e.g., a self-consistent loop to ﬁnd
a superconducting gap function).
4. Examples
First, we consider the spin susceptibility deﬁned as
χ−+(x, x′, τ) = 〈Tτ[S −(x, τ)S +(x′, 0)]〉, (18)
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with S +(−)(x, τ) = ψ†↑(↓)(x, τ)ψ↓(↑)(x, τ). With Fourier transformation, we obtain the spin susceptibility χ−+(q, q
′, Ω˜,T )
in inhomogeneous system:
χ−+(q, q′, Ω˜,T ) =
∑
nm
Bnm(Ω˜,T )
N∑
i, j
eiqxi−iq
′x j
(
[en( j)]i[hm( j)]i+N − [en( j)]i+N[hm( j)]i
)
. (19)
In order to evaluate this quantity, one only has to calculate the N number of hn( j) and en( j), which means that the com-
putational cost is almost same as that of one loop of the self-consistent calculations for the mean-ﬁeld equations. In
addition, this expression is suitable for the large-scale parallel computing since each hn( j) and en( j) can be calculated
separately.
The nuclear magnetic relaxation rate T1(x, T ) can be calculated by T−11 (x, T ) = T limΩ→0+Im χ−+(x, x,Ω,T )/Ω.
In this case, the nuclear magnetic relaxation rate at a site i1 is expressed as
T−11 (i1,T ) = T Im
⎛⎜⎜⎜⎜⎜⎜⎝
∑
n,m
dBnm(Ω˜,T )
dΩ˜
∣∣∣∣
Ω˜=0
eTn (i1)Aˇ(i1, i1)hm(i1)
⎞⎟⎟⎟⎟⎟⎟⎠ . (20)
Therefore, one can easily investigate the magnetic ﬁeld dependence and/or the temperature dependence of T−11 (x, T ).
5. Conclusion
We proposed the expression of the physical quantities originated from the two-particle Green’s function with a
polynomial expansion. With use of this method, one can systematically and eﬀectively evaluate various physical
quantities such as spin or charge susceptibility, nuclear magnetic relaxation rate, optical or thermal conductivity.
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