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Kapitel 1
Einleitung
Halbleiter besitzen im heutigen Leben eine immense Bedeutung. Praktisch u¨ber-
all sind sie anzutreffen, sei es in Computern, Mobiltelefonen oder CD-Spielern,
aber auch in Uhren und anderen allta¨glichen Gegensta¨nden, denen es auf den
ersten Blick gar nicht anzusehen ist. Umso wichtiger ist es, zu verstehen, warum
Halbleiter sich so verhalten, wie sie es eben tun. Dabei steht die Halbleiterphy-
sik am Kreuzungspunkt zwischen praktischer Anwendung und Grundlagenfor-
schung. Viele der Aspekte dieser speziellen Festko¨rper sind bisher nur unzurei-
chend verstanden, insbesondere wenn es um Effekte geht, welche nicht durch Mo-
delle der klassichen Physik erkla¨rt werden ko¨nnen. Das soll jedoch nicht daru¨ber
hinwegta¨uschen, daß in den letzten Jahren beachtliche Fortschritte verzeichnet
werden konnten, sowohl auf theoretischer, wie auch experimenteller und anwen-
dungstechnischer Seite. Dabei ero¨ffnen neue epitaktische Herstellungsverfahren
wie auch die sich sta¨ndig weiterentwickelnde Lasertechnik immer neue Mo¨glich-
keiten der Untersuchung von Halbleitern. Die Aufgabe der Theorie ist es nun, neu
gefundene Pha¨nomene zu beschreiben. Das dadurch erlangte tiefere Versta¨ndnis
ablaufender Mechanismen resultiert wiederum in neuen Bauelementen und Fer-
tigungstechnologien, so daß hier die enge Verbindung von Grundlagenforschung
und aktueller Anwendung deutlich wird.
Viele der besonders nu¨tzlichen Eigenschaften verdanken Halbleiter einer
”
in-
neren“ Strukturierung, d.h einer ra¨umlichen Kombination verschiedener Halblei-
termaterialien. Dabei entstehen sogenante Quantenfilme, eine Halbleiter Doppel-
Heterostruktur, Quantendra¨hte, -punkte und andere, gegebenfalls noch kompli-
ziertere Anordnungen. Jede dieser Strukturen besitzt typische Eigenschaften, wel-
che in einer Vielzahl von Abhandlungen untersucht werden. Aus allen mo¨glichen
interessanten Gesichtspunkten soll es in dieser Arbeit um den Aspekt der raum-
zeitlichen Dynamik optisch lokal angeregter Ladungstra¨ger gehen (Abb. 1.1).
Damit beinhaltet sie sowohl Elemente der Transporttheorie, wie auch der Op-
tik. Allerdings wird die Situation dadurch wesentlich erschwert, da es sich um
nichthomogene wie auch um Nichtgleichgewichtssysteme handelt.
Die drei wesentlichen in dieser Arbeit behandelten Hauptgebiete sind:
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Abbildung 1.1: Schematische Darstellung der Anregung eines Halbleiter-
Quantenfilmes durch ein ra¨umlich fokussiertes Lichtfeld. Der Lichtpuls erzeugt
Polarisation, welche in der Folge elektronische und exzitonische Dichte
”
produ-
ziert“. Polarisation, wie auch die Dichten unterliegen einer ra¨umlichen Verbreite-
rung mit der Zeit.
1. Die theoretische Beschreibung eines Systems, welches sowohl der Coulomb-
wechselwirkung, wie auch dem Einfluß von Gitterschwingungen (Phono-
nen) und struktureller Unordnung unterliegt. Alle Wechselwirkungen wer-
den vollsta¨ndig quantisiert innerhalb einer mikroskopischen Theorie be-
schrieben, wobei erstmals sa¨mtliche Anteile gleichzeitig bis zur 4-Opera-
torebene konsistent beru¨cksichtigt werden. Enthalten sind in dieser Be-
schreibung ebenfalls nichtlineare Effekte des Lichtfeldes, wie auch Inter-
und Intrabandanteile der Materie-Feldwechselwirkung.
2. Die Wellenpaketdynamik koha¨renter Elektron- und Lochdichte unter Ein-
fluß der Coulombwechselwirkung in zweidimensionalen Systemen unter Vor-
aussetzung einer Anfangsverteilung. Dabei ko¨nnen die Grenzfa¨lle resonanter
Anregung am 1s-Exziton und Anregungen oberhalb der Bandkante weitest-
gehend analytisch behandelt werden.
3. Die Propagation exzitonischer Wellenpakete in Grenzfall niedriger Anre-
gungsintensita¨ten bei voller Einbeziehung der optischen Anregungs-, Streu-
und Zerfallsprozesse. Die sta¨rkste Einschra¨nkung in den Berechnungen liegt
in der Beschra¨nkung auf die 1s-Exzitonen. Das zugrunde gelegte Modell
beru¨cksichtigt jedoch sowohl typische GaAs-Parameter, wie auch die end-
liche Breite des Quantenfilmes und den dreidimensionalen Charakter der
Phononen und Photonen. Aufgrund der Quantisierung des Lichtfeldes wird
dabei die spontane Rekombination des Ladungstra¨ger qualitativ richtig wie-
dergegeben. Damit ist dies mehr als nur eine reine Modellstudie.
Im Rahmen dieses Gebietes der Arbeit erfolgt auch der Versuch einer ana-
lytischen Beschreibung der Exziton-Phononstreuung. Dabei wird die zu-
geho¨rige Fokker-Planckgleichung verschiedenen Na¨herungen unterzogen und
es wird gezeigt, wie man mit einer speziellen Anfangsverteilung zu analyti-
schen Resultaten gelangt.
3Die Arbeit ist daru¨ber hinaus auch im Zusammenhang aktueller Forschung zur
Sekunda¨remission zu sehen[1]. Die im Theorieteil entwickelten Gleichungen en-
halten so nicht nur den Zugang aufgrund phononenassistierter Generation von in-
koha¨renter Exzitonendichte im Grenzfall niedriger Anregungsintensita¨ten[2, 3, 4],
sondern auch auch die Emission aufgrund coulombkorrelierter Elektron-Lochpaa-
re[5]. Durch die Beru¨cksichtigung der Unordnung ertha¨lt man prinzipiell eben-
falls sa¨mtliche Aspekte der Emission koha¨renter und inkoha¨renter Anteile der
Sekunda¨remission. Da im weiteren Verlauf der Arbeit sowohl eine Markovna¨he-
rung bezu¨glich der Unordnung durchgefu¨hrt sowie ensemblegemittelte Gleichun-
gen gelo¨st werden, verliert man die Mo¨glichkeit, die meisten der relevanten Aspek-
te weiterhin zu beschreiben.
Bisherige theoretische Arbeiten zur Wellenpaketdynamik haben bisher jeweils
nur Phononen, nur Unordnung oder auch nur die Coulombwechselwirkung enthal-
ten, aber noch nicht alle Wechselwirkungen gleichzeitig[6, 7, 8]. Weiterhin wurden
ebenfalls oft pha¨nomenologische Ratengleichungen benutzt, um die Wechselwir-
kungsprozesse zu beschreiben. So wurde die Dynamik der elektronischen Wellen-
pakete unter Einfluß von Phononen und Unordnung bereits von [8, 9] untersucht,
so daß die hier angestellten Betrachtungen diese komplettieren. Auf experimentel-
ler Seite sind diesbezu¨glich Arbeiten von [10, 11, 12] zu nennen, welche sich mit
der ra¨umlich aufgelo¨sten Kurzzeitspektroskopie oder Pump- und Probeexperi-
menten mit herko¨mmlich fokussierten Pulsen oder anhand von Immersionslinsen
bescha¨ftigten. Koha¨renter Transport in ra¨umlich homogenen Systemen bei an-
gelegten dc-Feldern wurde bereits von [13] vorhergesagt und und experimentell
anhand optisch induzierter Bloch-Oszillationen beobachtet[14, 15].
Die hier vorgestellten Rechnungen zur exzitonischen Wellenpaketpropagation
bilden damit die konsequente Fortfu¨hrung der Arbeiten zur elektronischen Raum-
Zeitdynamik auf na¨chstho¨herer Korrelationsebene. Dabei wurde nun auch die
Dynamik der Anregungsprozesse explizit in den Rechnungen beru¨cksichtigt, was
aufgrund der komplizierten Generation der inkoha¨renten Exzitonendichte auch
notwendig ist.
Die Arbeit ist wie folgt aufgebaut:
• In Kapitel 2 erfolgt die theoretische Beschreibung. Es werden die Bewe-
gungsgleichungen hergeleitet, notwendige Na¨herungen dargestellt und die
Matrixelemente ausgewertet, so daß der Zusammenhang mit experimentel-
len Gro¨ßen gegeben ist. Die Berechnung erfolgt dabei unter Annahme eines
endlich breiten Quantenfilmes.
• Kapitel 3 entha¨lt zuna¨chst die Diskussion der fu¨r das Versta¨ndnis der raum-
zeitlichen Dynamik relevanten Gro¨ßen. Anschließend werden Systeme nicht-
wechselwirkender Teilchen betrachtet, da in diesem Fall eine analytische
Auswertung mo¨glich ist und so prinzipielle Eigenschaften herausgearbeitet
werden ko¨nnen. Im Anschluß daran erfolgt die Diskussion elektronischer
und exzitonischer Wellenpaketpropagation.
Kapitel 2
Theoretische Beschreibung
In diesem Kapitel erfolgt die theoretische Beschreibung des zugrunde liegenden
Modells. Ziel ist es, einen umfassenden Satz von Gleichungen, welcher die Wech-
selwirkungen des elektronischen Systems sowohl mit Phononen wie auch mit Pho-
tonen und Unordnung entha¨lt, zu bestimmen.
2.1 Systembeschreibung –
Der Hamiltonoperator
Dazu beginnen wir mit dem u¨blichen Hamiltonoperator[16]
H =
∫
d3r Ψ†(~r)
{
1
2m
(
~p− e
c
~A(~r)
)2
+ V (~r) +
1
2
eΦ(~r)
}
Ψ(~r)
+
1
8pi
∫
d3r
( ~˙A(~r)
c
)2
+
(
~∇× ~A(~r)
)2 . (2.1)
Ψ†(~r) und Ψ(~r) sind dabei die Zustands-Feldoperatoren,
(
~p− e
c
~A(~r)
)
beschreibt
den generalisierten Impuls eines Teilchens mit Masse m in einem elektromagne-
tischen Feld, das wiederum durch das skalare Φ(~r) und das Vektorpotential ~A(~r)
charakterisiert wird. V (~r) ist ein a¨ußeres Potential, welches hier durch strukturel-
le Unordnung gegeben ist. Der Ausdruck in der zweiten Zeile entha¨lt die Energie
des reinen elektromagnetischen Feldes. Bevor nun die u¨bliche Entwicklung der
Feldoperatoren in einer Basis erfolgt, wird zuna¨chst eine kanonische Transforma-
tion angewendet.
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2.1.1 Die kanonische Transformation –
Dipol - Dipol Wechselwirkung
Ziel dieser Transformation ist es, die nichtlinearen Terme im Vektorpotential
herauszutransformieren. Bei dieser Transformation wird der Hamiltonoperator
von links und rechts mit einem unita¨ren Operator T multipliziert.
H˜ = T †HT (2.2)
Dieser Operator T ist durch folgenden Ausdruck gegeben.
T = eS = exp
(
ie
~c
∫
d3r Ψ†(~r)~r · ~A(~r)Ψ(~r)
)
(2.3)
Durch die Tatsache, daß T nicht mit H vertauscht, ist die Berechnung nicht ganz
trivial. Eine Mo¨glichkeit dazu besteht darin, T in eine Reihe zu entwickeln und
den resultierenden Ausdruck auszuwerten.
H˜ = e−SHeS = H + [H,S] +
1
2!
[[H,S] , S] +
1
3!
[[[H,S] , S] , S] + . . . (2.4)
Prinzipiell wu¨rde man auf diese Weise wieder eine Reihe erhalten. Durch Anwen-
dung der Coulomb - Eichung
~∇ · ~A(~r) = 0
und der Dipolna¨herung ∑
i
ri
∂
∂rk
Ai(~r) Ak(~r) (2.5)
ist es jedoch mo¨glich, diese Reihe abzubrechen. Man erha¨lt
[H,S] = −i~ e
mc
∫
d3r Ψ†(~r) ~A · ~∇Ψ(~r)
− e
2
mc2
∫
d3r Ψ†(~r)A2(~r)Ψ(~r)
+
e
c
∫
d3r Ψ†(~r)~r · ~˙A(~r)Ψ(~r) (2.6)
fu¨r die Beitra¨ge aus der ersten und
[[H,S] , S] =
e2
mc2
∫
d3r Ψ†(~r)A2(~r)Ψ(~r)
+ 4pi
∫
d3r
(
Ψ†(~r)e~rΨ(~r)
)2
T
(2.7)
fu¨r die aus der zweiten Ordnung. Da im Rahmen der Dipolna¨herung, Glg. (2.5),
[[[H,S] , S] , S] = 0 (2.8)
6 KAPITEL 2. THEORETISCHE BESCHREIBUNG
gilt, verschwinden alle ho¨heren Ordnungen in der Reihe und die beiden Terme in
Glg. (2.6,2.7) sind mit den entsprechenden Vorfaktoren zu dem urspru¨nglichen
Hamiltonoperator, Glg. (2.4), zu addieren. Der Index T in Glg. (2.7) kennzeich-
net hierbei die entsprechende Transversalkomponente des Vektorpotentials, vgl.
Anhang B.1.∫
d3r
(
Ψ†(~r)e~r Ψ(~r)
)2
T
=
∑
ik
∫
d3r Ψ†(~r)eriΨ(~r)
×
∫
d3r′ Ψ†(~r ′)er′kΨ(~r
′)δTik(~r − ~r ′) (2.9)
Damit erha¨lt man den resultierenden Hamiltonoperator
H˜ =
∫
d3r Ψ†(~r)
{
1
2m
~p 2 + V (~r) +
1
2
eΦ(~r) + e~r ·
~˙A(~r)
c
}
Ψ(~r)
+ 2pi
∫
d3r
(
Ψ†(~r)e~rΨ(~r)
)2
T
+
1
8pi
∫
d3r
( ~˙A(~r)
c
)2
+
(
~∇× ~A(~r)
)2 . (2.10)
Durch die Transformation sind also die nichtlinearen Terme des Vektorpotentials
in eine Dipol - Dipol Wechselwirkung umformuliert worden. Die dazu verwendete
Na¨herung, Glg. (2.5), ist nur dann sinnvoll, solange keine Nahfeldeffekte ins Spiel
kommen, d.h. solange die A¨nderung des Vektorpotentials u¨ber der Einheitszelle
nur gering ist. Andernfalls sind z.B. erst die zweiten Ableitungen des Vektorpo-
tentials nach dem Ort zu vernachla¨ssigen. 1
2.1.2 Feldquantisierungen
Der na¨chste Schritt besteht darin, den Hamiltonoperator so umzuschreiben, daß
anstelle der Feldoperatoren Teilchenoperatoren auftreten. Dazu sind mehrere
Schritte notwendig, welche an anderer Stelle ausfu¨hrlich [16, 17, 18, 19] dar-
gestellt und deshalb an dieser Stelle nur kurz skizziert werden. Zum einen wird
das skalare Potential durch Feldoperatoren ausgedru¨ckt. Die Auswertung fu¨hrt
zu drei prinzipiell verschiedenen Anteilen. Die Ursache dafu¨r ist, daß man es
nicht nur mit Elektronen, sondern auch mit den Ionenru¨mpfen zu tun hat. Die
drei Anteile repra¨sentieren also die Ion-Ion, Elektron-Elektron und Ion-Elektron
Wechselwirkung. Der rein elektronische Anteil wird einfach so stehengelassen und
resultiert in dem bekannten Ausdruck fu¨r den Coulombanteil. Die ionische Wech-
selwirkung dagegen wird in eine Taylorreihe umgeschrieben und nach der zweiten
1Man beachte, daß in diesem Fall die Auswertung der Matrixelemente (siehe Abschnitt 2.1.3)
ebenfalls dementsprechen zu modifizieren ist.
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Ordnung abgebrochen (harmonische Na¨herung). Eine Entwicklung nach ebenen
Wellen liefert die sogenannten Phononen als Normalmoden. Dabei kann neben
der expliziten Darstellung der Auslenkung uα~RNλ
der Ionenru¨mpfe am Ort ~RN , im
Phononenzweig λ und ra¨umlicher Komponente α,
uα~RNλ
=
∑
~kλ
√
~
2mNω~kλN0
ei
~k·~RN
(
b†−~kλ(t)ξ
α
−~kλ + b~kλ(t)ξ
α
~kλ
)
, (2.11)
auch die Dispersionsrelation ω~kλ eines Phonons mit Mode k und Zweig λ
ω2~kλξ
α
~kλ
=
1√
mN
∑
Mµ
(
1√
mN
− 1√
mM
ei
~k·(~RM−~RN )
)
ξµ~kλΦ
µα
NM (2.12)
angegeben werden.2 ξα~kλ kennzeichnet die Richtung der Polarisation des Phonons
mit Mode ~k im Zweig λ und mN die Masse des Ions am Gitterplatz mit Index N.
b†−~kλ(t) und b~kλ(t) sind die Erzeugungs- und Vernichtungsoperatoren des entspre-
chenden Phonons. Der gemischte Anteil, die Ion-Elektron Wechselwirkung, wird
bis zur ersten Ordnung beru¨cksichtigt und gibt die Kopplung des elektronischen
an das phononische Subsystem an.
Das Strahlungsfeld wird nach Eigenmoden des Feldes im Vakuum entwickelt
und man erha¨lt:
~A(~r) =
∑
~kσ
√
2~pic2
V Ω~kσ
~ξ~kσe
i~k·~r
(
a†−~kσ + a~kσ
)
(2.14)
d
dt
~A(~r) = i
∑
~kσ
√
2~pic2Ω~kσ
V
~ξ~kσe
i~k·~r
(
a†−~kσ − a~kσ
)
. (2.15)
a†~kσ und a~kσ kennzeichnen die Erzeugungs- und Vernichtungsoperatoren fu¨r ein
Photon in der Mode k und Polarisation σ. Ω~kσ ist die Dispersionsrelation der
Photonen und ~ξ~kσ wiederum die Polarisationsrichtung.
Mit der in geordneten Kristallen sinnvollen Entwicklung nach Bloch-Wellen-
funktionen [20] kann nun der Hamiltonoperator wie folgt formuliert werden:
H˜ =
∑
kλ
kλc
†
kλckλ (2.16)
+
∑
kλ
~Ωkλ
(
a†kλakλ +
1
2
)
(2.17)
2
ΦµνNM :=
∂2
∂aµ∂aν
Vion−ion(~a)
∣∣∣∣
~a=~a0N−~a0M
(2.13)
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+
∑
kλ
~ωkλ
(
b†kλbkλ +
1
2
)
(2.18)
+
1
2
∑
1234
W (1234)c†1c
†
2c3c4 (2.19)
+
∑
124
Γ(1224)c†1c4 (2.20)
+
∑
12qλ
U12(qλ)c
†
1c2 (2.21)
+
∑
12qλ
D12(qλ)
(
b†−qλ + bqλ
)
c†1c2 (2.22)
+
∑
12qλ
F12(qλ)
(
a†−qλ − aqλ
)
c†1c2. (2.23)
Hierbei wurden folgende Notationen fu¨r die Matrixelemente der unterschiedli-
chen Wechselwirkungen eingefu¨hrt. kλ, ~Ωkλ und ~ωkλ sind die Freiteilchenener-
gien fu¨r die Elektronen im Band λ und mit Wellenzahl k sowie die Photon-
und Phononenergie der Mode k und Polarisation bzw. Zweig λ. W (1234) =
−V (1234)−2Γ(1324) ist das Coulombmatrixelement V (1234), renormiert um den
Betrag 2Γ(1324) der Dipol - Dipol Wechselwirkung, der aus dem nichtlinearen
Anteil der Materie - Feld Kopplung herru¨hrt. In III-V Halbleitern kann dieser
Beitrag gewo¨hnlich vernachla¨ssigt werden. Γ(1224)c†1c4 beschreibt Zusatzterme
zu den Einteilchenenergien durch die Dipol - Dipol Wechselwirkung. U12(qλ),
D12(qλ) und F12(qλ) sind die Matrixelemente, welche zu den Quantenfilmfluktua-
tionen, der Elektron - Phonon und Elektron - Photon Wechselwirkung geho¨ren.
2.1.3 Matrixelemente
Bis jetzt sind diese Matrixelemte nur sehr allgemein formuliert. In diesem Ab-
schnitt wird zuna¨chst die explizite Gestalt dieser Gro¨ßen angegeben und anschlie-
ßend wird eine quantenfilmangepaßte Auswertung vornehmen. Dies ermo¨glicht
es, die Matrixelemente mit experimentell zuga¨nglichen Gro¨ßen in Verbindung
zu bringen. Als grundlegende Annahme wird von hier an Spiegelsymmetrie im
Γ-Punkt der Brillouin - Zone vorausgesetzt.
Die konkrete Form der Matrixelemente ist gegeben durch:
V (1234) =
∫
d3r d3r′Ψ?1(~r)Ψ
?
2(~r
′)
e2
 |~r − ~r ′|Ψ3(~r)Ψ4(~r
′) (2.24)
D12(~qλ) = −i
∫
d3r Ψ?1(~r)Ψ2(~r)e
i~q·~r∑
s
√
~
2msω~qλs0
~q · ~ξ~qλVˆ~q (2.25)
F12(~qλ) = i
∫
d3r Ψ?1(~r)Ψ2(~r)e
i~q·~r
√
2~piΩ~qλ
V
e~r · ~ξ~qλ (2.26)
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Γ(1234) = 2pi
∑
kl
∫
d3r d3r′Ψ?1(~r)Ψ2(~r)Ψ
?
3(~r
′)Ψ4(~r ′)e2rkr′lδ
T
kl(~r − ~r ′) (2.27)
Die Indizes 1,2,3,4 sind Sammelindizes fu¨r die elektronischen Quantenzahlen, d.h.
fu¨r die Wellenzahlen, Ba¨nder und Spins. Die bei der Coulombwechselwirkung
auftretenden Konstanten e und  kennzeichnen die Elementarladung und die di-
elektrische Konstante. In der Elektron - Phonon Wechselwirkung, Glg. (2.25),
verbleibt die Summe s u¨ber die einzelnen Ionenru¨mpfe der Elementarzelle. Das
Potential Vˆ~q beschreibt die Wechselwirkung der Elektronen mit den einzelnen
Ionenru¨mpfen und ist definiert als:
Vˆ~q =
1√
M0
∑
M
Vion−electron(~R0M)e
i~q·~R0M .
Die Summe M la¨uft u¨ber alle Gitterpla¨tze ~R0M bei Ruhelage der Ionen.
Im na¨chsten Schritt wird die Na¨herung der Einhu¨llendenfunktionen ange-
wandt. Dabei sind die Wellenfunktionen in der Quantenfilmebene durch ebene
Wellen ei
~k·~r und den Blochfunktionen uλ(~k, ~r) gegeben.
Ψk||,kz ,λ(~r) = fλ(kz, z) ·
1
A
ei
~k||·~r||uλ(~k ≈ 0, ~r) (2.28)
Die na¨chste Na¨herung, welche vorgenommen wird, betrifft die Anzahl der Subba¨n-
der im Quantenfilm. Bei einem genu¨gend schmalen Quantenfilm sind diese ener-
getisch hinreichend weit voneinander getrennt und es ist ausreichend, sich auf
das unterste Subband zu beschra¨nken. Die Einhu¨llende ist dann bei Annahme
unendlich hoher Barrieren durch
fλ(z) =
√
2
Lz
cos
(
piz
Lz
)
(2.29)
gegeben. Bei den folgenden Rechnungen kommt noch eine weitere Na¨herung zum
Tragen. Es wird angenommen, daß nur die Blochfunktionen u¨ber einer Elementar-
zelle variieren und die restlichen Gro¨ßen nahezu konstant sind. Diese Na¨herung
ist konsistent mit der Dipolna¨herung, Glg. (2.5). In diesem Fall ko¨nnen die Orts-
integrale, Glg. (2.24) - (2.27), in Summen u¨ber Elementarzellen∫
V
d3r →
∑
Ω
∫
Ω
d3r (2.30)
aufgespalten werden. Die Vollsta¨ndigkeit und Orthogonalita¨t der Blochfunktio-
nen [20] erlaubt dann die Auswertung der Integrale u¨ber einer Elementarzelle.
Anschließend wird die Summe u¨ber die Elementarzellen wieder in ein Integral
umformuliert.
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2.1.3.1 Phononen
Nach Anwendung der Na¨herung der Einhu¨llendenfunktionen, Glg. (2.28), und
weiterer Auswertung des Phononmatrixelementes, Glg. (2.25), erha¨lt man:
D12(~qλ) = −iδλ1λ2k1,k2+q||
∑
s
√
~
2mss0ω~qλ
~q · ~ξ~qλVˆ~qf(qz) (2.31)
= δλ1λ2k1,k2+q||Dλ1(~qλ), (2.32)
wobei die einzige Modifikation im Vergleich zum strikt zweidimensionalen Fall in
einem Formfaktor f(qz) besteht.
f(qz) =
sin( qzLz
2
)
qzLz
2
+ sin(
qzLz
2
)
(
pi2
Lzqz
2
− Lzqz
2
)−1
(2.33)
Das Kronecker-Delta im Matrixelement sichert die Impulserhaltung. Indem die
diskrete Verteilung der Atome in der Einheitszelle durch eine uniforme Massen-
dichte ρm ersetzt wird
∑
s
√
~
2mss0ω~qλ
→
√
~
2V ρmω~qλ
,
kann nun das Matrixelement mit experimentell zuga¨nglichen Gro¨ßen ausgedru¨ckt
werden. Im Folgenden werden zwei mo¨gliche Arten der Wechselwirkung betrach-
ten: Die Deformationspotential- und die Fro¨hlichkopplung [16].
2.1.3.1.1 Longitudinal akustische Phononen Im langwelligen Grenzfall
q ≈ 0 betrachtet man als Na¨herung:
Vˆ~q ≈ Dc/v = const.
Weiterhin dru¨ckt man die Phononenfrequenz ωq durch die Schallgeschwindigkeit
cLA im Kristall aus.
ωq = qcLA (2.34)
Die Annahme der ra¨umlichen Isotropie ist in den meisten Fa¨llen in Bezug auf die
Elektron - Phonon Wechselwirkung eine hinreichend gute Na¨herung. Damit gilt
~q || ~ξ~q,LA
und man erha¨lt fu¨r das Matrixelement:
∣∣Dc/v(~q, LA)∣∣2 = ~D2c/v
2V ρmcLA
qf 2(qz). (2.35)
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Kennzeichnend ist die lineare Abha¨ngigkeit, welche in zweidimensionalen Syste-
men zu nichtkonvergierenden Summen im Hamiltonian fu¨hren kann. Die Betrach-
tung eines endlich breiten Quantenfilmes liefert jedoch den Formfaktor f(qz), wel-
cher dieses Verhalten behebt. Anhand der Dispersionsrelation, Glg. (2.34), und
der Form des Matrixelementes wird klar, daß longitudinal akustische Phononen
große Energien bei großen Impulsen u¨bertragen.
2.1.3.1.2 Optische Phononen Im Fall der Fro¨hlichkopplung ist die Phono-
nenfrequenz na¨herungsweise durch eine Konstante gegeben:
ω~q = ωLO ≈ const. (2.36)
Mit der dreidimensionalen Coulombanziehung zwischen Elektronen und Ionenru¨mp-
fen
Vˆ~q =
U
0q2
kann das gesuchte Matrixelement als
∣∣Dc/v(~q, LO)∣∣2 = ~U2c/v
2V ρmωLO
1
20q
2
f 2(qz) (2.37)
geschrieben werden. Die Konstante U2c/v ist gegeben durch
U2c/v = e
2ρmω
2
LO0
(
1
(∞) −
1
(0)
)
,
wobei (0) und (∞) die dielektrischen Konstanten im statischen (ω = 0) und
hochfrequenten (ω =∞) Grenzfall sind [16]. Das Matrixelement erha¨lt damit die
endgu¨ltige Form:
∣∣Dc/v(~q, LO)∣∣2 = ~ωLO
2V
e2
0q2
(
1
(∞) −
1
(0)
)
f 2(qz). (2.38)
In Gegensatz zum langwelligen Grenzfall bestehen hier selbst in streng zweidi-
mensionalen Systemen keine Konvergenzprobleme (
∣∣Dc/v(~q, LO)∣∣2 ∼ q−2). Der
Formfaktor f(qz) versta¨rkt nur die Tendenz starker Kopplung an kleine q. In
Zusammenhang mit der Dispersionsrelation, Glg (2.36), sieht man, daß optische
Phononen große Energien bei kleinen Impulsen u¨bertragen.
2.1.3.2 Photonen
Das Elektron - Photon Matrixelement, Glg. (2.26), liefert beim U¨bergang zur
Summe u¨ber Elementarzellen, Glg. (2.30), zwei physikalisch wohl unterscheidbare
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Beitra¨ge: die Interband- und Intrabandkopplung.
F12(~kσ) = i
√
2~piΩ~kσ
V
[
~dλ1λ2k1k2 · ~ξ~kσδk1,k2+k||
+
e
A
∫
d2R e−i(
~k1−~k2−~k||)·~R ~R · ~ξ~kσδλ1λ2
]
· f(kz) (2.39)
= F (~kσ)~ξ~kσ · (~dλ1λ2k1k2︸ ︷︷ ︸
inter−
band
−ieδλ1λ2 ~∇k||︸ ︷︷ ︸
intra−
band
)δk1,k2+k|| (2.40)
Beiden Anteilen ist gemein, daß wiederum das impulserhaltende Kronecker-Delta
auftritt. Der Interbandanteil entha¨lt den bekannten Ausdruck eines Produktes
aus dem Dipolmatrixelementes
~d λ1λ2k1k2 = e
∫
Ω
d3r u?λ1(k1, ~r) ~r uλ2(k2, ~r) (2.41)
mit dem Polarisationsvektor des Lichtfeldes und Feldamplitude. Das Dipolma-
trixelement ist fu¨r gleiche Ba¨nder verschwindend klein, so daß dieser Anteil
U¨berga¨nge zwischen verschiedenen Ba¨ndern beschreibt.
Im Intrabandanteil zeigt das Kronecker-Delta in Bezug auf die Ba¨nder, daß
nur U¨berga¨nge innerhalb eines Bandes mo¨glich sind. Die Sta¨rke dieser Kopplung
wird durch den Impulsgradienten bestimmt. 3 Dieser Anteil kann formal als Pro-
dukt vom Intrabanddipol mit dem Polarisationsvektor des Lichtfeldes und der
Feldamplitude aufgefaßt werden. Die Beru¨cksichtigung der endlichen Dicke des
Quantenfilmes resultiert wie bei den Phononen in dem Formfaktor f(kz), Glg.
(2.33).
2.1.3.3 Coulombwechselwirkung
Das Coulombmatrixelement, Glg. (2.26), ergibt sich als
V (1234) = V (k1 − k3)δk1+k2,k3+k4δλ1λ3δλ2λ4 (2.42)
V (q) =
2pie2
A0q
F (q) (2.43)
mit dem Formfaktor
F (q) =
2
Lzq
+
Lzq
(Lzq)2 + 4pi2
−
− 2
(
1
Lzq
− Lzq
(Lzq)2 + 4pi2
)2
· (1− e−Lzq) . (2.44)
Wie bereits bei der Elektron - Phonon und Elektron - Photon Wechselwirkung
wird auch hier durch das Kronecker-Delta die Impulserhaltung sichergestellt.
3Man beachte, daß der Gradient auf die Deltafunktion wirkt!
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2.1.3.4 Dipol-Dipol Terme
A¨hnlich wie bei der Elektron - Photon Wechselwirkung, vgl. Glg. (2.40), erge-
ben sich auch bei der Dipol - Dipol Wechselwirkung, Glg. (2.27), verschiedene
Anteile.4
Γ(1234) = 2pi
∑
lσ
[
δk1,k2−l|| ~d
λ1λ2
k1k2
· ~ξ~lσ + ieδλ1λ2~ξ~lσ · ~∇l||δk1,k2−l||
]
×
[
δk3,k4+l||
~d λ3λ4k3k4 · ~ξ~lσ − ieδλ3λ4~ξ~lσ · ~∇l||δk3,k4+l||
]
|f(lz)|2 (2.45)
In Analogie kann man hier davon sprechen, daß zwei Dipole (zusammengesetzt
aus Inter- und Intrabanddipol), skalar multipliziert mit dem Polarisationsvektor
des impulsu¨bertragenden Photons, miteinander multipliziert werden. Ist man nur
an den Interbandu¨berga¨ngen interessiert, so vereinfacht sich Glg. (2.45) zu
Γ(1234) = 2piδk1+k3,k2+k4
×
∑
lzσ
~d λ1λ2k1k2 · ~ξk2−k1,lzσ ~d λ3λ4k3k4 · ~ξk3−k4,lzσ. (2.46)
2.1.3.5 Unordnung
Das Modell fu¨r die Unordnung soll darin bestehen, daß die Ausdehnung des
Quantenfilmes in z-Richtung in gewissen Grenzen um eine mittlere Kantenla¨nge
Lz schwanken kann. Die Annahme unendlich hoher Barrieren fu¨r den Quanten-
topf fu¨hrt jedoch zu einem Fehler in den Energien der Subba¨nder, deren ener-
getischer Abstand damit gro¨ßer ist als bei einer endlichen tiefen Struktur. Im
Fall von GaAs/Al0.3Ga0.7As werden damit die zugeho¨rigen Energiefluktuationen
um ungefa¨hr 30% unter Voraussetzung eines Lz = 30nm breiten Quantenfilmes
u¨berscha¨tzt[30].
Die zu den Quantenfilmfluktuationen zugeho¨rige Korrelation im Ortsraum
wird als gaußfo¨rmige angesetzt.〈
δLz(~r||)δLz(~r ′||)
〉
= α2e−|~r||−~r
′
|||2/β2
Andererseits sind die Energien in einem Potentialtopf mit unendlich hohen
Wa¨nden durch
Eλ(~r||) =
pi2~2k2z
2L2z(~r||) ·mλ
gegeben. Die zu den La¨ngenfluktuationen δLz korrespondierenden Energieschwan-
kungen lauten bei Beschra¨nkung auf das unterste Subba¨nd kz = 1
δEλ(~r||) = −
pi2~2δL(~r||)
L3z ·mλ
.
4Der Gradient in den Intrabandanteilen wirkt wiederum auf die Deltafunktion.
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L
2
−L
2
0
6
?
L+ δL
f-←
Abbildung 2.1: Schematische Darstellung der Fluktuationen δL der Dicke eines
Quantenfilmes in Wachstumsrichtung. Die Dicke schwankt dabei um einen mitt-
leren Wert L.
Der Index λ steht fu¨r die effektiven Massen in den unterschiedlichen Ba¨ndern
in z-Richtung. Im Normalfall wird diese von der Masse in der Quantenfilmebene
abweichen. Als Streupotential wird nun
UλIFR(~r||) = −δEλ(~r||) =
pi2~2δL(~r||)
L3z ·mλ
(2.47)
eingefu¨hrt. Damit ist das Matrixelement
〈
1
∣∣UλIFR(~r||)∣∣ 2〉 zu bestimmen. Mit einer
Mittelung u¨ber die La¨nge einer Elementarzelle und UλIFR(~r||) =
∑
~q||
ei~q||·~r||U IFR~q||,λ
erha¨lt man fu¨r das Matrixelement〈
1
∣∣UλIFR(~r||)∣∣ 2〉 = ∑
~q
U IFR~q,λ δ
λ1λ2
~k1,~k2+~q
Mit dieser Mittelung geht die Annahme einher, daß die Dickeschwankungen inner-
halb einer Elementarzelle vernachla¨ssigbar sind. Als Streuanteil im Hamiltonian
ergibt sich so
HIFR =
∑
q||,k||,λ
U IFRq||,λ c
†
k||+q||,λck||,λ, (2.48)
wobei
U IFRq||,λ =
pi2~2
L3z ·mλ
∫
d2r e−i~q||·~r||δL(~r||) (2.49)
ist. Deutlich ist sofort die formale Analogie zum Elektron-Phonon Hamiltonian.
Die fu¨r die spa¨teren Rechnungen wichtige Korrelation
〈
U IFR~q||,λ U
IFR
~q ′||,λ
′
〉
kann
durch eine doppelte Fouriertransformation gewonnen werden. Ausgangspunkt ist
dabei Gleichung (2.47).
δL(~r||) =
L3z ·mλ
pi2~2
UλIFR(~r||)
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⇒ 〈δL(~r||)δL(~r ′||)〉 = γλγλ′
〈∑
~q||~q ′||
U IFR~q||λ U
IFR
~q ′||λ
′ e
i(~q||·~r||+~q ′||·~r ′||)
〉
= α2e(~r||−~r
′
||)
2/β2
mit
γλ =
L3 ·mλ
pi2~2
Die doppelte Fouriertransformation von
1
A2
∫
d2rd2r′ α2e−(~r||−~r
′
||)
2/β2e−i(~q||·~r||+~q
′
||·~r ′||) =
α2β2pi
A
e−q
2
||β
2/4δ−~q||,~q ′||
muß dabei
γλγλ′
〈
U IFR~q||λ U
IFR
~q ′||λ
′
〉
entsprechen. Man bekommt so fu¨r die gesuchte Korrelationsfunktion〈
U IFR~q||λ U
IFR
~q ′||λ
′
〉
=
pi5~4
L6z ·mλmλ′
α2β2
A
e−q
2
||β
2/4δ−~q||,~q′|| . (2.50)
Im Folgenden wird definiert:
U12(~qλ) := U(~qλ)δ
λ1λ2
~k1,~k2+~q
δλλ1 (2.51)
2.1.3.6 Symmetrien
Nachdem die explizite Form der Matrixelemente bekannt ist, verbleibt nun als
Aufgabe die Bestimmung der Symmetrieeigenschaften. Dies geschieht durch Be-
trachtung der konjugiert komplexen Gro¨ßen in den Glg. (2.24)-(2.27) bzw. Glg.
(2.32), (2.40), (2.43), (2.45) und (2.49).
Γ(1234) = Γ(3412) = Γ?(4321) (2.52)
V (1234) = V (2143) = V ?(4321) (2.53)
D12(~qλ) = D
?
21(−~qλ) (2.54)
F12(~kσ) = −F ?21(−~kσ) (2.55)
U12(~qλ) = U
?
21(−~qλ) (2.56)
Dλ(~qλ) = D
?
λ(−~qλ) (2.57)
F (~kσ) = F (−~kσ) = −F ?(~kσ) (2.58)
W (1234) = W (1234)−W (2134) (2.59)
W (1234) = W ?(4321) (2.60)
W (1234) = W (2143) = −W (2134) = −W (1243) = W ?(4321) (2.61)
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2.2 Die Bewegungsgleichungen – Hierarchiepro-
blem und Korrelationsentwicklungen
Mit Kenntnis der Matrixelemente mu¨ssen nun die Bewegungsgleichungen der re-
levanten Gro¨ßen aufgestellt werden. Dies geschieht mit Hilfe der Heisenberg Be-
wegungsgleichung
− i~ d
dt
O = [H,O] . (2.62)
Die anschließende Bildung der quantenmechanischen Erwartungswerte fu¨hrt zu
einem wohlbekannten Problem: Einer Hierarchie von gekoppelten Gleichungen!
c†c → c†c†cc
c†c†cc → c†c†c†ccc
c†c†c†ccc → c†c†c†c†cccc
...
Dabei taucht das Problem auf, daß die ho¨heren Korrelationen dennoch sehr große
Beitra¨ge zu den Gleichungen liefern ko¨nnen. Aus diesem Grund geht man dazu
u¨ber, die Korrelationen mittels folgender Vorschrift zu faktorisieren.
<
u∏
s
a+s
u∏
r
ar > =
u∑
m=0
∑
all
κP
m∏
γ(n,m)Γu−m(n′,m′)
γu(n,m) = < a
+
n1
...amu >
Γu−m(n,m) = < a+n′1 ...am′u >
c
Diese Faktorisierungsregel fu¨r rein elektronische Systeme[21] wird dazu auf ver-
schiedene Teilchenarten erweitert (vgl. Anhang C.2.1). Sie kann mit dem erwei-
terten Dichteoperatorformalismus oder der Theorie der Green’schen Funktionen
bewiesen werden. Die Faktorisierung ist a¨quivalent zu einer Clusterzerlegung mit
anschließender Ordnung nach Selbstenergien. Der Index c kennzeichnet in dieser
Notation die Korrekturen zu den faktorisierten Anteilen. κP steht fu¨r das Vor-
zeichen ensprechend einer geraden oder ungeraden Permutation der Operatoren
ani
Bei dieser Faktorisierung hofft man, daß die Beitra¨ge der Korrekturen sukzes-
siv kleiner werden und man diese ab einer gewissen Ordnung nicht mehr beru¨ck-
sichtigen muß. Sichergestellt ist zuna¨chst einmal, daß die zugeho¨rigen Energie-
renormierungen kleiner werden, wie schnell die dabei enstehende Summe jedoch
konvergiert, ist vo¨llig unklar.
Anschließend werden die Bewegungsgleichungen fu¨r die Korrekturen mit Hilfe
der Bewegungsgleichungen der vollen Korrelationen und der faktorisierten Anteile
bestimmt. Fu¨r die Faktorisierung
〈AB〉 = 〈A〉 〈B〉+ 〈AB〉c
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wu¨rde dies dem Auflo¨sen nach d
dt
〈AB〉c gema¨ß
d
dt
〈AB〉 =
(
d
dt
〈A〉
)
〈B〉+ 〈A〉
(
d
dt
〈B〉
)
+
d
dt
〈AB〉c (2.63)
entsprechen.
Bevor jedoch die Gleichungen fu¨r die Korrekturen betrachtet werden, mu¨ssen
zuna¨chst einmal notwendige Verknu¨pfungen und Rechenregeln eingefu¨hrt werden.
Verwendung finden die Tensor- () und die gewo¨hnliche Matrixmultiplikation5
(·) als dessen Grenzfall, die wie folgt definiert sind:
A(2) B(4) =
∑
k
Ak1B
34
k2 + A
k
2B
43
k1
B(4)  A(2) =
∑
k
B4k21A
3
k +B
3k
12A
4
k (2.64)
B+(4) = (B
?)2143
A ·B = (A ·B)12 =
∑
k
A1kBk2 (2.65)
A+ = A+12 = A
?
21 (2.66)
Damit gilt (
A(2) B(4)
)+
= B+(4)  A+(2) (2.67)
(A ·B)+ = B+ · A+ (2.68)
Um Zweideutigkeiten zu vermeiden, werden dort, wo es no¨tig ist, die Tensoren
zweiter bzw. vierter Stufe6 mit einen Index((2)/(4)) gekennzeichnet. Weiterhin wird
ein Analogon zum Kronecker-δ beno¨tigt, welches u¨ber den
”
Delta-Tensor“ δ(2)
bzw. δ(4) einfu¨hrt wird. Dieser Tensor reduziert sich bei Anwendung von Glg.
(2.64) auf die bekannten Kronecker-δ gema¨ß:
δ(2) B(4) =
∑
k
δ1,kB
34
k2 + δ2,kB
43
k1
A(2)  δ(4) =
∑
k
Ak1δk,4δ2,3 + A
k
2δk,3δ1,4 (2.69)
5Die Notationen fu¨r die Matrizen σ12 ist dabei a¨quivalent zu σ21 Die Kombination aus hoch-
und tiefgestelltem Index soll nur die bei Tensoren u¨bliche Kombination von kontra- und kova-
rianten Vektoren verdeutlichen, als welche die einzelnen Operatoren aufgefaßt werden ko¨nnen.
Im Folgenden werden insbesondere bei 2-Operator Termen beide Schreibweisen gleichermaßen
benutzt.
6Im strengen Sinne sind die elektronischen Korrelationen und damit auch die zugeho¨rigen
Korrekturen sehr viel ho¨herer Ordnung (zwei- bzw. dreidimensionale Impule, Band- und Spinin-
dizes), welche sich in dieser Darstellung allerdings auf eine niedrigere Stufe vereinfachen lassen.
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Mit diesen Rechenvorschriften7 erha¨lt man die folgenden Gleichungen fu¨r die
Korrekturen der elektronischen Korrelationen σ21 =
〈
c†1c2
〉
und σ3412 =
〈
c†1c
†
2c3c4
〉c
− i~ d
dt
σ(2) = ω · σ(2) − σ(2) · ω +X −X+ (2.70)
− i~ d
dt
σc(4) = ω  σc(4) − σc(4)  ω + σ(2)  Ω− Ω+  σ(2)
− 1
2
(
δ(2)  Ω− Ω+  δ(2)
)
+W −W+. (2.71)
Man erkennt, daß beide Korrelationen mit der gleichen generalisierten Energie
ω21 = 1δ12 +
∑
qλ
U21(qλ)
+
∑
56
W (5216)σ52 +
∑
6
Γ(2661)
+
∑
qλ
D21(qλ)
〈
b†−qλ + bqλ
〉
+
∑
qν
F21(qν)
〈
a†−qν − aqν
〉
(2.72)
in der komplexen Ebene rotieren. Diese generalisierte Energie entha¨lt dabei so-
wohl reelle (Energierenormierungen der Einteilchenenergien k) wie auch ima-
gina¨re Anteile (Lebensdauer der Quasiteilchen). Dabei modifiziert das lokale Un-
ordungspotential bzw. dessen Fouriertransformierte
∑
qλ U21(qλ) und die Dipol-
Dipol Wechselwirkung
∑
6 Γ(2661) direkt die Energien der Einteilchenzusta¨nde.
Der Anteil der Coulombwechselwirkung
∑
56 W (5216)σ52 ist dagegen dichteab-
ha¨ngig und wird mit zunehmender Dichte immer wichtiger. Letztendlich kommen
noch Beitra¨ge aus den Feldern der Gitterschwingungen < bqλ > und des Lichtfel-
des < aqν > hinzu. Alle Anteile in der generalisierten Energie stammen aus den
faktorisierten Anteilen in den Bewegungsgleichungen und sind daher bereits aus
den Halbleiter-Blochgleichungen bekannt.
Die koha¨renten Phononen < bα > und Photonen < aα > entwickeln sich
gema¨ß
− i~ d
dt
〈bα〉 = −~ωα〈bα〉 −
∑
12
D12(α)σ12 (2.73)
und
− i~ d
dt
〈aα〉 = −~Ωα〈aα〉 −
∑
12
F12(α)σ12. (2.74)
7Man beachte, daß gilt: σ12 = σc12.
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Die Treiberterme sind ausschließlich durch 2-Operater Dichtematrizen gegeben.
Andererseits sind die koha¨renten Phononen und Photonen direkt mit den Git-
terverzerrungen des Kristalls (Glg. (2.11)) und dem koha¨renten Lichtfeld (Glg.
(2.14) und (2.15)) korreliert. Letztere werden daher direkt durch die Intra- und
Interbanddichten bestimmt.
Die zugeho¨rigen Korrekturen zu den elektronischen Korrelationen sind im
Treiberterm der 2-Operator Dichtematrix, Glg. (2.70),
X = X21 =
∑
345
W (3451)σc5234
+
∑
3qλ
D31(qλ)
〈
(b†−qλ + bqλ)σˆ32
〉c
+
∑
3qλ
F31(qλ)
〈
(a†−qλ − aqλ)σˆ32
〉c
(2.75)
und der 4-Operator Dichtematrix, Glg. (2.71),
W = W 3412 =
∑
567
W (4567)σc367125
+
∑
5qλ
D51(qλ)
〈
(b†−qλ + bqλ)σˆ5234
〉c
+
∑
5qν
F51(qν)
〈
(a†−qν − aqν)σˆ5234
〉c
(2.76)
enthalten. Es ist sofort erkennbar, wie die Kopplung an ho¨here Korrelationen er-
folgt. Sie findet sowohl u¨ber die Coulombwechselwirkung W (1234)σc, welche die
na¨chstho¨here rein elektronische Korrektur beinhaltet, wie auch u¨ber die Elektron-
Phonon bzw. Elektron-Photon Wechselwirkung durch phonon- bzw. photonassi-
stierte Gro¨ßen, < bqλσˆ >
c bzw. < aqλσˆ >
c, statt. Man beachte, daß formal die
beiden Treiberterme identisch wa¨ren, wenn man nur die entsprechenden elek-
tronischen Erwartungswerte um ein Elektron-Erzeuger/Vernichterpaar erweitern
wu¨rde! Fu¨r die verbleibende Gro¨ße
Ω = Ω3412 =
∑
56
[
W (5612)σ54σ63 +W (5612)σ
c
5634
+W (4561)σc2536 +W (5361)σ
c
2546
]
+
∑
qλ
[
D31(qλ)
〈
(b†−qλ + bqλ)σˆ24
〉c
+D41(qλ)
〈
(b†−qλ + bqλ)σˆ23
〉c]
+
∑
qν
[
F31(qν)
〈
(a†−qν − aqν)σˆ24
〉c
+F41(qν)
〈
(a†−qν − aqν)σˆ23
〉c]
(2.77)
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soll der Begriff generalisiertes Coulombfeld eingefu¨hrt werden. Der Begriff wird
aus mehreren Gru¨nden so gewa¨hlt. Zum einen liefert die Coulombwechselwir-
kung den Hauptanteil mit faktorisierten Beitra¨gen und Korrekturen, wa¨hrend
die Elektron-Phonon und Elektron-Photon Wechselwirkung nur u¨ber die assi-
stierten Gro¨ßen beitragen. Der zweite Grund liegt in der Struktur der Bewe-
gungsgleichung (2.71). Beru¨cksichtigt man, daß in den 4-Operator Korrekturen
jeweils 4 Operatoren vorkommen und so der Faktor 0.5 vor dem δ zustande-
kommt, so ist die vereinfachte formale Gestalt von der Form (δ− 2σ(2))Ω. Dieser
ist formal identisch mit dem Term in der Polarisationsgleichung der Halbleiter-
Blochgleichungen, welcher Phasenraumeffekte beschreibt! Es liegt die Vermutung
nahe, daß hier der entsprechende Beitrag vorliegt. Allerdings handelt es sich nun
um Effekte ho¨herer Ordnung, was auch sofort durch die Anzahl der beteiligten
Operatoren in den Erwartungswerten deutlich wird.
Desweiteren fallen zwei Dinge in den Bewegungsgleichungen der Dichtematri-
zen, Glg. (2.70) und (2.71), auf:
• Zum einen lassen sich beide Gleichungen vollsta¨ndig symmetrisch formulie-
ren. Dies ist eine Konsequenz der Hermitizita¨t in den Dichtematrizen σ(2)
bzw. σ(4).
• Da die Dichtematrizen hermitisch sind, d.h. σ+(2) = σ(2) bzw. σ+(4) = σ(4),
koppeln sie durch das
”
i“ in der Bewegungsgleichung allerdings an Terme,
welche antihermitisch sind, also A+ = −A, welche wiederum durch hermi-
tische Terme getrieben werden usw..
Die naheliegenste Mo¨glichkeit, die na¨chstho¨heren Korrelationen zu beschreiben,
liegt also darin, die Bewegungsgleichungen fu¨r die hermitischen und antihermi-
tischen Gro¨ßen zu herzuleiten. Dies wu¨rde in jedem Fall die Wahrung der Sym-
metrie der Gleichungen garantieren. Da sich aber nun jeder (anti)hermitische
Operator A˜ in der Form A˜ = A + A+ (A˜ = A − A+) schreiben la¨ßt, kann man
alternativ auch die Bewegungsgleichungen fu¨r A aufstellen, welcher in dem hier
vorliegenden Fall unter anderem durch die assistierten Gro¨ßen gegeben ist. Diese
sind nicht hermitisch und deshalb sind deren Bewegungsgleichungen auch nicht
in vollsta¨ndig symmetrischer Schreibweise formulierbar. Dennoch hat es sich her-
ausgestellt, daß die Gleichungen der assistierten Gro¨ßen bis auf die Treiberterme
durch eine einfache Vorschrift erhalten werden ko¨nnen. Dazu wird die folgende
Abbildung definiert:
γx (σ1, . . . , σn) = γx
(
n∏
i=1
σi
)
=
n∑
i=1
γx (σi)
n∏
j=0
j 6=i
σj (2.78)
γx (σi) = γx (〈σˆ〉i) = 〈σˆx〉ci (2.79)
γx(a · σ) = a · γx(σ) a kein Erwartungswert, sondern Zahl (2.80)
γx(a) = 0 (2.81)
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γ(σ1 ± σ2) = γ(σ1)± γ(σ2). (2.82)
Die σi stehen dabei fu¨r beliebige quantenmechanische Erwartungswerte, wa¨hrend
x den jeweilige Phononen- (bα) oder Photonenvernichter
8 (aα) kennzeichnet, mit
dem die Gro¨ße assistiert werden soll. Entha¨lt das Argument der Abbildung kei-
nen quantenmechanischen Erwartungswert, so ergibt sie Null. Mit Hilfe dieser
Abbildung schreiben sich die Bewegungsgleichungen fu¨r die assistierten Gro¨ßen
wie folgt:
− i~ d
dt
γaα
(
σ(2)
)
= γaα
(
ω · σ(2)
)− γaα (σ(2) · ω)
+ γaα
(
X −X+)+ Yphot(α) (2.83)
− i~ d
dt
γaα
(
σc(4)
)
= γaα
(
ω  σc(4)
)− γaα (σc(4)  ω)
+ γaα
(
σ(2)  Ω− Ω+  σ(2)
)
− γaα
(
1
2
(
δ(2)  Ω− Ω+  δ(2)
))
+ γaα
(
W −W+)+ Zphot(α). (2.84)
Die Quellterme Y und Z sind gegeben durch:
Yphot(α) = −
∑
34
F34(−α) [σ14δ23 − σ14σ32 − σc1324] (2.85)
und
Zphot(α) = −
∑
56
F56(−α) [σc1236δ45 − σc1246δ35 + σc125346
+σ16σ
c
2534 − σ26σc1534
+σ53σ
c
1246 − σ54σc1236] (2.86)
Es ist sofort ersichtlich, daß die Ankopplung der assistierten Gro¨ßen u¨ber die Ma-
trixelemente der entsprechenden Wechselwirkung geschieht. In diesen Termen ist
auch die oben erwa¨hnte Symmetriebrechung in Form der na¨chstho¨heren elektro-
nischen Korrelation zu sehen, welche sich nicht in eine symmetrische Schreibweise
bringen la¨ßt. Analog sind die assistierten Gleichungen fu¨r die phononenassistier-
ten Gro¨ßen gegeben. Dabei a¨ndern sich in den Quelltermen, Glg. (2.85) und
(2.86), lediglich die entsprechenden Matrixelemente, d.h. es ist nur F (−α) durch
D(−α) zu ersetzen. Die ausgeschriebenen Gleichungen sind in Anhang C.2.2 zu
finden.
8Diese Vorschrift gilt nur fu¨r den Vernichtungsoperator! Wird die entsprechende assistierte
Gro¨ße fu¨r den Erzeuger beno¨tigt, kann sie durch den konjugiert komplexen Term und Umindi-
zierung gewonnen werden.
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Wertet man γbα (ω  σ) bzw. γaα (ω  σ) in den Gleichungen (2.83) und (2.84)
aus, so tauchen weitere wichtige Korrelationen auf. Sie beschreiben Phononen(Pho-
tonen)dichten
− i~ d
dt
〈b†mµblν〉c = (~ωmµ − ~ωlν)〈b†mµblν〉c
−
∑
12
[
D12(−lν)〈b†mµσˆ12〉c −D12(mµ)〈blν σˆ12〉c
]
(2.87)
bzw.
− i~ d
dt
〈a†mµalν〉c = (~Ωmµ − ~Ωlν)〈a†mµalν〉c
−
∑
12
[
F12(−lν)〈a†mµσˆ12〉c + F12(mµ)〈alν σˆ12〉c
]
(2.88)
und -koha¨renzen
− i~ d
dt
〈bmµblν〉c = −(~ωmµ + ~ωlν)〈bmµblν〉c
−
∑
12
[D12(−lν)〈bmµσˆ12〉c +D12(−mµ)〈blν σˆ12〉c] (2.89)
bzw.
− i~ d
dt
〈amµalν〉c = −(~Ωmµ + ~Ωlν)〈amµalν〉c
−
∑
12
[F12(−lν)〈amµσˆ12〉c + F12(−mµ)〈alν σˆ12〉c] .(2.90)
Getrieben werden diese Terme von den entsprechenden assistierten 2-Operator
Dichtematrizen.
Neben diesen Korrelation tauchen noch weitere in den Gleichungen (2.83) und
(2.84) auf. Diese enthalten aber assistierte Gro¨ßen mit mindestens zwei Phono-
nen- oder Photonenoperatoren bzw. gemischte Anteile. Die damit verbundenen
Prozesse sollen im Weiteren nicht interessieren, so daß darauf verzichtet wird, die
Bewegungsgleichungen fu¨r diese, ebenso wie fu¨r die restlichen Korrelation ho¨herer
Ordnung, anzugeben.
2.2.1 Der Grenzfall niedriger Anregungsintensita¨ten
Zuna¨chst einmal erfolgt eine Einschra¨nkung der allgemeinen Gleichungen aus
Abschnitt 2.2, welche ja noch fu¨r den Multibandfall gelten, auf das Zweibandmo-
dell. Es werden damit nur ein Valenz- v und Leitungsband c beru¨cksichtigt. Die
erhaltenen, sehr komplexen Gleichungen werden nun auf den Grenzfall niedri-
ger Anregungsintensita¨ten vereinfacht. Dazu wird eine Entwicklung im externen
2.2. DIE BEWEGUNGSGLEICHUNGEN 23
Feld durchgefu¨hrt, wobei nur Anteile bis zur zweiten Ordnung beru¨cksichtigt wer-
den. Ebenfalls werden nichtresonante Anteile im Rahmen einer
”
Rotating Wave
Approximation“ vernachla¨ssigt. In diesen Gleichungen werden nun alle Gro¨ßen,
welche einen Exzitonenoperator
B†Qν =
∑
q
Ψν
(
q − mc
M
Q
)
c†qvq−Q (2.91)
enthalten, nach Exzitonen-Wellenfunktionen entwickelt. Der Exzitonenoperator
B†Qν beschreibt in dieser Notation die Erzeugung eines Exzitons mit Schwerpunkt-
simpuls Q im Zustand ν. Mit Hilfe der folgenden Definitionen〈
v†k1ck2
〉
=
∑
ν
Pν( ~Q1)Ψν(~q2)〈
a†λv
†
k1
ck2
〉c
=
∑
ν
Sλν ( ~Q1)Ψν(~q2) (2.92)〈
bλv
†
k1
ck2
〉c
=
∑
ν
T λν ( ~Q1)Ψν(~q2)〈
b†λv
†
k1
ck2
〉c
=
∑
ν
T λν( ~Q1)Ψν(~q2)〈
c†k1vk2v
†
k3
ck4
〉c
=
∑
νµ
Nνµ(− ~Q1, ~Q2)Ψ?ν(~q − ~q1)Ψµ(~q2)〈
bλc
†
k1
vk2v
†
k3
ck4
〉c
=
∑
νµ
Bλνµ(− ~Q1, ~Q2)Ψ?ν(~q − ~q1)Ψµ(~q2)
〈a†ασaβσ′〉c = Mσσ
′
αβ
〈aασ〉 = mσα
wobei
~Q1 = ~k2 − ~k1 (2.93)
~Q2 = ~k4 − ~k3 (2.94)
~q1 =
mxye
M
k1 +
mxyh
M
k2 (2.95)
~q2 =
mxye
M
k3 +
mxyh
M
k4 (2.96)
~q = ~k1 + ~k2 (2.97)
gilt, werden die Entwicklungskoeffizienten der einzelnen Gro¨ßen eingefu¨hrt. Wa¨h-
rend die Koeffizienten die Schwerpunktsdynamik eines Elektron-Lochpaares mit
Impuls ~Q beschreiben, ist die Informationen u¨ber die Relativbewegung mit den
entsprechenden Impulsen ~q in den Lo¨sungen Ψν(~q) der Wanniergleichung
− ~
2q2
2mr
Ψλ(q) +
∑
k
V (k)Ψλ(k + q) = −λΨλ(q), (2.98)
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enthalten. Die resultierenden Gleichungen lauten dann:
− i~ d
dt
S lσν (Q) = −
[
~2Q2
2M
− ~Ωlσ + ν + Egap
]
S lσν (Q)
−i
∑
λ
Ψ?λ(r = 0)Nλν(l||, Q)
−
∑
kµ
Sµ(Q− k)U νµexz(k)
+i
∑
qzµ
F (−Q,−qz, µ)Ψ?ν(r = 0)Mσµl,(Q,qz) (2.99)
− i~ d
dt
T βν (Q) = −
[
~2Q2
2M
+ ~ωβ + ν + Egap
]
T βν (Q)
−
∑
kµ
Tµ(Q− k)U νµexz(k)
−(1 + nβ)
∑
λ
Dνλexz(−β)Pλ(Q+ β||) (2.100)
− i~ d
dt
T βν (Q) = −
[
~2Q2
2M
− ~ωβ + ν + Egap
]
T βν (Q)
−
∑
kµ
T µ(Q− k)U νµexz(k)
−nβ
∑
λ
Dνλexz(β)Pλ(Q− β||) (2.101)
− i~ d
dt
Nνν′(Q,Q′) = −
[
~2
2M
(Q′2 −Q2) + ν′ − ν
]
Nνν′(Q,Q′)
+
∑
βλ
{
Dλνexz(β)
[
P?λ(Q+ β||)
(
T −βν′ (Q′) + T βν′ (Q′)
)
+ B−βλν′(Q+ β||, Q′) + Bβν′λ
?
(Q′, Q+ β||)
]
−Dν′λexz(β)
[
Pλ(Q′ − β||)
(
T −βν
?
(Q) + T βν ?(Q)
)
− B−βνλ (Q,Q′ − β||) + Bβλν
?
(Q′ − β||, Q)
]}
+
∑
kµ
[
Nµν′(Q+ k,Q′)Uµνexz(k)−Nνµ(Q,Q′ − k)U ν
′µ
exz (k)
]
+ i
∑
qzσ
[
F (−Q, qz, σ)Ψν(r = 0)SQ,qz ,σν (Q′)
+F ?(Q′, qz, σ)Ψ?ν(r = 0)SQ
′,qz ,σ
ν
?
(Q)
]
(2.102)
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− i~ d
dt
Bανν′(Q,Q′) = −
[
~2
2M
(Q′2 −Q2) + ν′ − ν + ~ωα
]
Bανν′(Q,Q′)
+
∑
βλ
[
Dλνexz(β)T αλ
?
(Q+ β||)
(
T −βν′ (Q′) + T βν′ (Q′)
)
−Dν′λexz(β) T αλ (Q′ − β||)
(
T −βν
?
(Q) + T βν ?(Q)
)]
+
∑
kµ
[
Bµν′(Q+ k,Q′)Uµνexz(k)− Bνµ(Q,Q′ − k)U ν
′µ
exz (k)
]
+
∑
λ
[
Dλνexz(−α)n−αNλν′(Q− α||, Q′)
−Dν′λexz(−α)(n−α + 1)Nνλ(Q,Q′ + α||)
]
(2.103)
− i~ d
dt
Pν(Q) = −
[
~2Q2
2M
+ ν + Egap
]
Pν(Q)
−
∑
βµ
Dνµexz(β)
[
T −βµ (Q− β||) + T βµ (Q− β||)
]
−
∑
kµ
Pµ(Q− k)U νµexz(k)
+ i
∑
qzσ
Ψ?ν(r = 0)F (Q, qz, σ)m
σ
Q,qz (2.104)
− i~ d
dt
Mσσ
′
nl = (~Ωnσ − ~Ωlσ′)Mσσ
′
nl
−
∑
λ
[
F ?(−lσ′)Snσλ (l||)Ψλ(r = 0)
+F (nσ)S lσ′λ
?
(n||)Ψ?λ(r = 0)
]
(2.105)
− i~ d
dt
mσα = −~Ωασmσα − iF ?(−ασ)
∑
λ
Pλ(α||)Ψλ(r = 0) (2.106)
Die in diesen Gleichungen auftretenden Matrixelemente sind fu¨r die Phononen
durch
Dνλexz(α) = D
c
(α)
∑
k
Ψ?ν(k)Ψλ
(
k − mhh
M
α||
)
− Dv(α)
∑
k
Ψ?ν(k)Ψλ
(
k +
me
M
α||
)
(2.107)
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und fu¨r die Unordnung durch
U νλexz(α) = U(α, c)
∑
k
Ψ?ν(k)Ψλ
(
k − mhh
M
α||
)
− U(α, v)
∑
k
Ψ?ν(k)Ψλ
(
k +
me
M
α||
)
(2.108)
gegeben. Die reine Wechselwirkung wird also durch eine Faltung mit den Exzi-
tonwellenfunktionen im Impulsraum ersetzt. Im Ortsraum bedeutet dies, daß die
Wechselwirkung am Ort ~r im Wesentlichen mit dem Absolutquadrat der Rela-
tivwellenfunktion Ψ(~r) gewichtet wird. Die Wechselwirkung von Phononen und
Unordnung mit den einzelnen exzitonischen Zusta¨nden wird also durch die ra¨um-
liche Ausdehnung der Elektron-Lochpaare bestimmt.
Weiterhin werden ab hier vereinfachend die Entwicklungskoeffizienten ebenso
wie die eigentlichen Erwartungswerte bezeichnet, also S als photonenassitierte Po-
larisation, P als Polarisation usw. und nur dort, wo Verwechslungsgefahr besteht,
explizit gesagt, ob es sich um den Koeffizienten oder die eigentliche physikalische
Gro¨ße handelt.
Zur weiteren Vereinfachung wird nun angenommen, daß im Fall der Phono-
nen eine Badna¨herung ausreichend ist. Dazu zwingt einen schon die Tatsache,
daß es numerisch unmo¨glich ist, auf den momentan verfu¨gbaren Rechnern die
Elektron-Phonon Wechselwirkung dynamisch fu¨r ein zweidimensionales elektro-
nisches System mit Phononen zu realisieren. Dabei spielt die Tatsache, daß Pho-
nonen prinzipiell als dreidimensionale Teilchen behandelt werden mu¨ssen, eine
wesentliche Rolle. Da der Einfluß der Phononen auf elektronische Wellenpakete
bereits von [9] untersucht wurde, ist dieser Aspekt nur noch im Fall der exzitoni-
schen Wellenpakete interessant. Dabei ist aber, wie die Wortwahl schon nahelegt,
die Coulombwechselwirkung dominant, so daß nach einer Entwicklung in Exziton-
Wellenfunktionen die Annahme eines Bades vernu¨nftige Ergebnisse liefern sollte.
Die Markovna¨herung wird ebenfalls bei den Photonen angewandt. Dabei wird
vorausgesetzt, daß Geda¨chtniseffekte und Energierenormierungen aufgrund der
Elektron-Photon Wechselwirkung keine wesentlichen A¨nderungen der Propagati-
on elektronischer oder exzitonischer Wellenpakete bewirkt. Da die Materie-Licht
Wechselwirkung hier nur im Rahmen der optischen Anregung und dem strahlen-
den Zerfall beru¨cksichtigt werden soll, ist die Na¨herung durchaus gerechtfertigt.
Daher werden die assistierten 2- und 4-Operator Erwartungswerte mit einer Mar-
kovna¨herung durch die nichtassistierten Gro¨ßen ausgedru¨ckt und man erha¨lt die
Bewegungsgleichungen fu¨r die Polarisation und die Exzitonendichte. Weiterhin
wird die Darstellung des elektrischen Feldes
~E(~r) = −1
c
∂
∂t
~A(~r)
= −i
∑
σ~k
√
2pi~Ω~kσ
V
e−i
~k·~r~ξ~kσ
(
a†−~kσ − a~kσ
)
(2.109)
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verwendet, um den Einfluß externer Photonen auszudru¨cken. Daru¨ber hinaus
werden sa¨mtliche Wechselwirkungsanteile, die Matrixelemente von ho¨herer als
zweiter Ordnung besitzen, vernachla¨ssigt. Damit verbleiben nur noch die Glei-
chungen fu¨r die Polarisation P und fu¨r die inkoha¨rentenExzitonendichte N .
∂
∂t
Pν( ~Q) = − i~
[
~2Q2
2M
+ EGap + En + ν
]
Pν( ~Q)
−
∑
µλ~k
W µνµλphon (
~Q, ~Q+ ~k)?Pλ( ~Q)
− i
~
∑
µ~k
U νµexz(k)Pµ( ~Q− ~k)
−
∑
λ
Γνλphot( ~Q)
?Pλ( ~Q)
+
2pii
~
∑
σ
ψ?ν(r = 0) ~Eσ( ~Q) · ~dcvf(0) (2.110)
Die Gleichung fu¨r die Polarisation P entha¨lt fu¨nf Anteile. Zum einen ist da der
wechselwirkungsfreie Anteil (Zeile 1), der die ungesto¨rte Dynamik eines Elektron-
Lochpaares beschreibt. Durch die Wechselwirkung mit den Phononen (Zeile 2)
nimmt die Polarisation jedoch ebenso ab, wie durch den strahlenden Zerfall (Zeile
4). Das externe elektrische Feld (Zeile 5) dient als Quelle und die Wechselwirkung
mit der Unordnung sorgt fu¨r die U¨berlagerung mit anderen Exzitonenzusta¨nden
(Zeile 3).
∂
∂t
Nλλ′( ~Q, ~Q ′) = − i~
[
~2
2M
(
Q′2 −Q2
)
+ λ′ − λ
]
Nλλ′( ~Q, ~Q ′)
+
i
~
∑
ν~k
[
U νλexz(k)Nνλ′( ~Q+ ~k, ~Q ′)− Uλ
′ν
exz (k)Nλν( ~Q, ~Q ′ + ~k)
]
−
∑
νν′~k
[
W νλνν
′
phon ( ~Q, ~Q+
~k)Nν′λ′( ~Q, ~Q ′)
+W νλ
′νν′
phon ( ~Q
′, ~Q ′ + ~k)?Nλν′( ~Q, ~Q ′)
−W λνλ′ν′phon ( ~Q ′ + ~k, ~Q ′)?
(
Nνν′( ~Q+ ~k, ~Q ′ + ~k) + Pν( ~Q+ ~k)?Pν′( ~Q ′ + ~k)
)
−W λ′νλν′phon ( ~Q+ ~k, ~Q)
(
Nν′ν( ~Q+ ~k, ~Q ′ + ~k) + Pν′( ~Q+ ~k)?Pν( ~Q ′ + ~k)
)]
−
∑
ν
[
Nνλ′( ~Q, ~Q ′)Γλνphot( ~Q) +Nλν′( ~Q, ~Q ′)Γλ
′ν
phot( ~Q)
?
]
(2.111)
Die inkoha¨rente Exzitonendichte N entha¨lt wie die Polarisation auch den nicht-
wechselwirkenden Anteil (Zeile 1) und auch sie zerfa¨llt strahlend (Zeile 7). Als
Quelle taucht hier jedoch nicht mehr das externe elektrische Feld auf, sondern
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die Polarisation (Zeile 5+6), welche u¨ber phononische Streuprozesse zerfa¨llt und
dabei inkoha¨rente Exzitonendichte generiert. Die inkoha¨rente Exzitonendichte
selber unterliegt weiterhin einer Streuung durch Phononen, welche zu einer Um-
verteilung der Impulse fu¨hrt (Zeile 3-6). Bei diesen Streuprozessen bleibt die
Dichte jedoch erhalten. Ebenfalls wirkt die Unordnung u¨ber Streuprozesse auf
die inkoha¨rente Exzitonendichte ein (Zeile 2).
In diesen Gleichungen sind die Phononenstreuraten definiert als
W µµ
′νν′
phon (
~k1, ~k2) =
pi
~2
∑
kz
Dµµ
′
exz(
~k2 − ~k1)Dνν′exz(~k2 − ~k1)?
×
[
n|~k2−~k1|δ
(
~2
2M
[
k21 − k22
]
+ ~ω|~k2−~k1| + ν′ − ν
)
+
(
1 + n|~k2−~k1|
)
δ
(
~2
2M
[
k21 − k22
]− ~ω|~k2−~k1| + ν′ − ν)] (2.112)
und die Zerfallsrate aufgrund der spontanen Emission durch
Γνν
′
phot( ~Q) =
pi
~2
∑
qzσ
∣∣∣F ( ~Q, qz, σ)∣∣∣2 Ψν(r = 0)Ψ?ν′(r = 0)
×δ
(
~2Q2
2M
+ EG + En + ν′ − ~ΩQ,qz ,σ
)
(2.113)
Die Phononenstreuraten enthalten dabei die energieerhaltende δ-Distribution wie
auch die entsprechenden Matrixelemente und Bose-Einstein Verteilungsfunktio-
nen nk fu¨r die Absorptions- und Emissionsprozesse. Bei den Zerfallsraten tauchen
zusa¨tzlich noch die Wellenfunktionen Ψ(r) auf, da diese nicht wie bei den Pho-
nonen mit in die neuen Matrixelemente integriert wurden (vgl. auch Glg. (2.107)
und (2.108)).
2.2.2 Die Behandlung von Unordnung - Problem der En-
semblemittelung
Nachdem nun die Hierarchie der quantenmechanischen Erwartungswerte abge-
brochen und ein Satz geschlossener Gleichungen erhalten wurde, liegt mit der
Behandlung der Unordnung ein weiteres Problem vor. Bei Voraussetzung eines
selbstmittelnden Experimentes bestehen dann zwei Mo¨glichkeiten:
1. Man berechnet fu¨r ein konkretes Unordungspotential die Dynamik des Sy-
stems. Dies wird fu¨r sehr viele verschieden Realisierungen der Unordnung
durchgefu¨hrt, wobei diese so gewa¨hlt wurden, daß sie einer bestimmten
Verteilung (z.B. Gauß- oder Poissonverteilung) folgen. Anschließend wird
u¨ber die verschiedenen Ergebnisse gemittelt. Ist dies erfu¨llt, kann mit die-
sem Verfahren die Unordnung im Rahmen der jeweiligen Modellannahmen
exakt beschrieben werden.
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2. Es wird eine Korrelationsentwicklung bezu¨glich der Ensemblemittelung durch-
gefu¨hrt.
〈UAB〉 = 〈U〉〈A〉〈B〉
+ 〈UA〉c〈B〉
+ 〈UB〉c〈A〉
+ 〈U〉〈A〉〈B〉c (2.114)
Analog zur quantenmechanischen Korrelationsentwicklung werden nun fu¨r
die Korrekturen die entsprechenden Bewegungsgleichungen aufgestellt. An-
schließend erfolgt eine Klassifizierung der Hierarchie nach der Unordnung
als Entwicklungsparameter, sowie ein Abbrechen, indem ab einer gewissen
Ordnung alle weiteren Korrekturen vernachla¨ssigt werden. Auch hier ha¨tte
man bis zu dieser Stelle die wesentlichen koha¨renten Eigenschaften des Sy-
stems erfaßt. Dieses Verfahren ist natu¨rlich nur im Grenzfall schwacher
Unordnung anwendbar.
In dieser Arbeit wird angenommen, daß die Unordnung schwach genug ist, um
eine Korrelationsentwicklung zu rechtfertigen. Die Exzitonendichte in Ensemble-
mittelung
〈〈c†vv†c〉〉
E
ist dann durch die Zerlegung〈
〈c†1v2v†3c4〉
〉
E
=
〈
〈c†1v2〉
〉
E
〈
〈v†3c4〉
〉
E
+
〈
〈c†1v2〉〈v†3c4〉
〉c
E
+
〈
〈c†1v2v†3c4〉c
〉c
E
bzw. in schematischer Schreibweise fu¨r die Entwicklungskoeffizienten durch
= 〈P?λPλ′〉E + 〈P?λ〉E 〈Pλ′〉E + 〈Nλλ′〉E
gegeben. Die durch die Ensemblemittelung in den Bewegungsgleichungen (2.110)
und (2.111) neu auftauchenden Gro¨ßen sind:
• 〈P?λPλ′〉E, eine Korrelation bezu¨glich der Ensemblemittelung, welche die
Entwicklungsamplituden der Polarisation entha¨lt,
• 〈Pλ〉E, die ensemblegemittelte Polarisationsamplitude,
• 〈UPλ〉E, die zur ensemblegemittelte Polarisationsamplitude unordnungsas-
sitierte Gro¨ße
• 〈Nλλ′〉E, die ensemblegemittelte Exzitonendichteamplitude sowie
• 〈UNλλ′〉E, die ensemblegemittelte unordnungsassitierte Exzitonendichteam-
plitude.
Ebenso wie im Fall der Phononen werden Markovna¨herungen angewandt und
damit die unordnungsassistierten Gro¨ßen eliminiert. Damit entfa¨llt sofort die
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Mo¨glichkeit, Unordnungs-Geda¨chtniseffekte und damit Lokalisierung zu beschrei-
ben. Da die Korrelationsentwicklung aber ohnehin schwache Unordnung voraus-
setzt, ist dies keine kritische Na¨herung. Der Vorteil dieser Verfahrensweise ist, daß
bei einer Entwicklung bis zur zweiten Ordnung im Unordnungsmatrixelement nur
noch die Kenntnis der Korrelationsfunktion
〈
U IFR~q||λ U
IFR
~q ′||λ
′
〉
, vgl. Glg. (2.50), zur
Beschreibung des Systems notwendig ist. Fu¨hrt man diese Berechnungen durch,
so ergeben sich die folgenden Gleichungen:9
∂
∂t
Pν( ~Q) = − i~
[
~2Q2
2M
+ EGap + En + ν
]
Pν( ~Q)
−
∑
µλ~k
W µνµλunord(
~Q, ~Q+ ~k)?Pλ( ~Q)
−
∑
µλ~k
W µνµλphon (
~Q, ~Q+ ~k)?Pλ( ~Q)
−
∑
λ
Γνλphot( ~Q)
?Pλ( ~Q)
+
2pii
~
∑
σ
ψ?ν(r = 0) ~Eσ( ~Q) · ~dcvf(0) (2.115)
Die Polarisationsgleichung bleibt bei der Ensemblemittelung bis auf die Unord-
nungsanteile unvera¨ndert. Letztere verursachen nun jedoch ebenso wie die ande-
ren Wechselwirkungen einen Zerfall der Polarisation. Die zugeho¨rigen Streuraten
sind definiert als
W µµ
′νν′
unord (
~k1, ~k2) =
pi
~2
〈
Uµµ
′
exz (
~k2 − ~K1)U νν′exz(~k2 − ~K1)?
〉
E
×δ
(
~2
2M
[
k21 − k22
]
+ ν′ − ν
)
, (2.116)
mit dem Matrixelement aus Glg. (2.108) Die ensemblegemittelte Exzitonendichte
∂
∂t
Nλλ′( ~Q, ~Q ′) = − i~
[
~2
2M
(
Q′2 −Q2
)
+ λ′ − λ
]
Nλλ′( ~Q, ~Q ′)
−
∑
νν′~k
[
W νλνν
′
unord( ~Q, ~Q+
~k)Nν′λ′( ~Q, ~Q ′)
+W νλ
′νν′
unord ( ~Q
′, ~Q ′ + ~k)?Nλν′( ~Q, ~Q ′)
−W λνλ′ν′unord ( ~Q ′ + ~k, ~Q ′)?Nνν′( ~Q+ ~k, ~Q ′ + ~k)
−W λ′νλν′unord ( ~Q+ ~k, ~Q)Nν′ν( ~Q+ ~k, ~Q ′ + ~k)
]
9Die Ensemblemittelung wurde dabei nicht explizit mitgeschrieben. Es ist jedoch klar, daß
alle hier auftauchenden Gro¨ßen nun gemittelt sind!
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−
∑
νν′~k
[
W νλνν
′
phon ( ~Q, ~Q+
~k)Nν′λ′( ~Q, ~Q ′)
+W νλ
′νν′
phon ( ~Q
′, ~Q ′ + ~k)?Nλν′( ~Q, ~Q ′)
−W λνλ′ν′phon ( ~Q ′ + ~k, ~Q ′)?Nνν′( ~Q+ ~k, ~Q ′ + ~k)
−W λ′νλν′phon ( ~Q+ ~k, ~Q)Nν′ν( ~Q+ ~k, ~Q ′ + ~k)
]
+
∑
νν′~k
[
W λνλ
′ν′
phon ( ~Q
′ + ~k, ~Q ′)?
×
(
Pν( ~Q+ ~k)?Pν′( ~Q ′ + ~k) +Kνν′( ~Q+ ~k, ~Q ′ + ~k)
)
+W λ
′νλν′
phon ( ~Q+
~k, ~Q)
×
(
Pν′( ~Q+ ~k)?Pν( ~Q ′ + ~k) +Kν′ν( ~Q+ ~k, ~Q ′ + ~k)
)]
−
∑
ν
[
Nνλ′( ~Q, ~Q ′)Γλνphot( ~Q) +Nλν′( ~Q, ~Q ′)Γλ
′ν
phot( ~Q)
?
]
(2.117)
unterscheidet sich im Gegensatz zur Polarisation von der ungemittelten Gro¨ße
nicht nur in den Unordnungsanteilen (Zeile 2-5), sondern auch die Quellterme
werden modifiziert. So werden aus dem Produkt von zwei Polarisationen zwei
Beitra¨ge, na¨mlich das Produkt von zwei ensemblegemittelten Polarisationen und
dem ensemblegemittelten Produkt (Zeile 10-13)
Kλλ′(k1, k2) = 〈Pλ(k1)?Pλ′(k2)〉E ,
welches im Folgenden als koha¨rente Exzitonendichte bezeichnet wird. Die dazu-
geho¨rige Gleichung lautet
∂
∂t
Kλλ′( ~Q, ~Q ′) = − i~
[
~2
2M
(
Q′2 −Q2
)
+ λ′ − λ
]
Kλλ′( ~Q, ~Q ′)
−
∑
νν′~k
[
W νλνν
′
unord( ~Q, ~Q+
~k)Kν′λ′( ~Q, ~Q ′)
+W νλ
′νν′
unord ( ~Q
′, ~Q ′ + ~k)?Kλν′( ~Q, ~Q ′)
−W λνλ′ν′unord ( ~Q ′ + ~k, ~Q ′)?
(
Kνν′( ~Q+ ~k, ~Q ′ + ~k) + Pν( ~Q+ ~k)?Pν′( ~Q ′ + ~k)
)
−W λ′νλν′unord ( ~Q+ ~k, ~Q)
(
Kν′ν( ~Q+ ~k, ~Q ′ + ~k) + Pν′( ~Q+ ~k)?Pν( ~Q ′ + ~k)
)]
−
∑
νν′~k
[
W νλνν
′
phon ( ~Q, ~Q+
~k)Kν′λ′( ~Q, ~Q ′)
+W νλ
′νν′
phon ( ~Q
′, ~Q ′ + ~k)?Kλν′( ~Q, ~Q ′)
]
−
∑
ν
[
Kνλ′( ~Q, ~Q ′)Γλνphot( ~Q) +Kλν′( ~Q, ~Q ′)Γλ
′ν
phot( ~Q)
?
]
, (2.118)
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wobei ersichtlich ist, daß eine große A¨hnlichkeit mit der der inkoha¨renten Ex-
zitonendichte besteht. Der Hauptunterschied ist jedoch, daß die koha¨rente Ex-
zitonendichte durch Unordnungsstreuung aus der Polarisation erzeugt wird und
zusa¨tzlich durch Phononen zu inkoha¨renter Exzitonendichte zerfa¨llt.
Stellt man diese Gleichungen schematisch dar, so werden sofort die mo¨glichen
Prozesse sichtbar. Das externe Lichtfeld generiert zuna¨chst koha¨rente Polarisati-
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Abbildung 2.2: Flußdiagramm fu¨r stattfindene Prozesse bei der Anregung von ex-
zitonischen Systemen. Die gestrichelte Linie kennzeichnet Photonenprozesse, die
gepunktete die Unordnung und die durchgezogene Linie steht fu¨r die Phononen.
on, welche u¨ber drei Wege zerfa¨llt:
1. Der strahlende Zerfall fu¨hrt zu den koha¨renten Beitra¨gen im emittierten
Sekunda¨remissionssignal.
2. Die Wechselwirkung mit den strukturellen Unebenheiten des Quantenfilmes
resultiert in der Erzeugung koha¨renter Exzitonendichte K.
3. Die akustischen Phononen verursachen die phononenassitierte Generation
inkoha¨renter Exzitonendichte N .
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Die koha¨rente Exzitonendichte kann ebenfalls radiativ zerfallen und produziert
dabei wiederum koha¨rente Beitra¨ge zu der emittierten Strahlung. Streuprozesse
aufgrund der Wechselwirkung mit dem Unordnungspotential fu¨hren zur Umver-
teilung der koha¨renten Exzitonen. Der Einfluß der Phononen wiederum verursacht
auch hier einen Zerfall und in der Folge entstehen durch diesen Prozeß inkoha¨ren-
te Exzitonen. Die Impulse der inkoha¨rente Exzitonendichte ko¨nnen nun durch
Phononen- und Unordnungsstreuprozesse umverteilt werden. Der strahlende Zer-
fall ist hier jedoch die einzige Mo¨glichkeit einer Vernichtung von inkoha¨renter Ex-
zitonendichte. Die dabei emitierten Anteile an der Strahlung tragen jedoch keine
Phaseninformationen des urspru¨nglichen anregenden Lichtfeldes mehr, sind also
inkoha¨rent.
Kapitel 3
Anwendungen
3.1 Relevante Gro¨ßen bei der Raum-Zeitdynamik
Bevor die ra¨umliche und zeitliche Dynamik von Wellenpaketen untersucht werden
kann, mu¨ssen zuerst die Gro¨ßen definiert werden, anhand derer die Ausbreitung
der Ladungstra¨ger beobachtet werden kann. Als Ausgangspunkt der Betrachtun-
gen dient die Dichtematrix
D( ~Q, ~q, t) = D˜
(
~q − m2
M
~Q, ~q +
m1
M
~Q
)
,
der Schwerpunkts-
~Q = ~k2 − ~k1
und Relativimpulse
~q =
m1~k1 +m2~k2
M = m1 +m2
.
D˜(~k1, ~k2) ist die verallgemeinerte Dichtematrix. m1/2 kennzeichnet dabei die ent-
sprechende Masse des Teilchens mit Impulsvektor k1/2.
• Die Ortsverteilung
D(~R, t) =
∑
~Q~q
ei
~Q·~RD( ~Q, ~q, t) (3.1)
gibt direkt die ra¨umliche Dichteverteilung an. Sie wird durch die Fourier-
transformation bezu¨glich des Schwerpunktsimpulses und dem U¨bersummie-
ren aller Relativimpulse gewonnen.
• Die Energie- oder Relativimpulsverteilung1
D(~q, t) =
∫
d2R D(~R, ~q, t) = D( ~Q = 0, ~q, t) (3.2)
1Beide Bezeichnungen ko¨nnen gleichwertig benutzt werden, da im hier vorliegenden Fall eine
eindeutige Relation zwischen beiden besteht.
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gibt an, wie sich die Anregung auf die Relativbewegung der Teilchen ver-
teilt. Im Rahmen dieser Arbeit wird weiterhin nur die Verteilung in Abha¨ngig-
keit der Impulsbetra¨ge
D(q, t) =
∫ 2pi
0
dφq
∫
d2R D(~R, ~q, t) (3.3)
beru¨cksichtigt. Allerdings ist diese Gro¨ße noch nicht ausreichend fu¨r die
alleinige Beschreibung der Wellenpaketdynamik, da die Information u¨ber
die Richtung der Propagation einzelner Elektronen (Exzitonen) noch fehlt.
Diese Information ist in der
• Winkelverteilung[22]
D(α = φq − φR, t) = 1
2piD0
∫ ∞
0
qdq
∫ ∞
0
RdR D(~R, ~q, t) (3.4)
enthalten. Die Verteilung gibt an, wie der Relativimpuls eines einzelnen
x
q
R
α
y
Abbildung 3.1: Winkel α zwischen Relativimpuls ~q und Radialvektor ~R.
Exzitons im Mittel zum Radialvektor ausgerichtet ist, vgl. Abb. 3.1. D0 ist
dabei die Gesamtdichte
D0 =
∫ pi
0
dα D(α) (3.5)
Eine um α = 0 (pi) zentrierte Verteilung bedeutet, daß die Relativimpule
und somit die Geschwindigkeitsvektoren radial aus dem Zentrum des Wel-
lenpaketes heraus(hinein)zeigen. Die Ladungstra¨ger propagieren im Mittel
also aus dem Fokus der Verteilung hinaus(hinein). Eine flache Verteilung
unabha¨ngig von α heißt dann, daß die Impuls- bzw. Geschwindigkeitsrich-
tungen statistisch gleichma¨ßig verteilt sind.
• Die Charakterisierung der Propagation kann durch die Varianz s2 = 〈R2〉−
〈R〉2 erfolgen. Im Fall einer gaußfo¨rmigen Verteilung exp[−R2||/∆2(t)] ist
letztere jedoch bereits durch deren 2. Moment
∆2(t) = 〈R2〉 = 1D0
∫ 2pi
0
dφR
∫ ∞
0
R3dR D(~R, t) (3.6)
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vollsta¨ndig bestimmt, wobei
D0 =
∫ 2pi
0
dφR
∫ ∞
0
RdR D(~R, t) (3.7)
wiederum die Gesamtdichte ist.
3.2. SYSTEME NICHTWECHSELWIRKENDER TEILCHEN 37
3.2 Systeme nichtwechselwirkender Teilchen
Nachdem die fu¨r die Raum-Zeitdynamik wichtigen Gro¨ßen definiert wurden, soll
nun erst einmal untersucht werden, wie das Verhalten von Teilchen ohne Wechsel-
wirkungen aussieht. Der Vorteil an dieser Verfahrensweise ist, daß unter Vorgabe
einer gaußfo¨rmigen Anfangsverteilung
D(~R, ~q) = α
2
pi2σ2
exp
[−R2/σ2 − q2α2] (3.8)
zum Zeitpunkt t = 0 die Dynamik vollsta¨ndig analytisch beschreibbar ist. Die zu
diesem Problem korrespondierende Bewegungsgleichung lautet(
d
dt
+ ~v(~q) · ~∇~R||
)
D(~R||, ~q, t) = 0. (3.9)
mit der Geschwindigkeit ~v(~q) = ~~q
M
. Die zugeho¨rige Lo¨sung ist durch
D(~R, ~q, t) = D(~R− t · ~v(~q)) (3.10)
gegeben. Die Dynamik wird also durch die Verteilung der Relativimpulse ~q be-
stimmt. Zusammen mit der Anfangsverteilung, Glg. (3.8), ergibt sich die Dynamik
des Wellenpaketes im Ortsraum als
D(~R, t) =
∑
~q
D(~R− t · ~v(~q)) = 2
pi∆20
exp
[
−R
2
∆20
]
, ∆20 = σ
2 +
~2t2
M2α2
. (3.11)
σ und α beschreiben dabei die ra¨umliche und energetische Breite der Verteilung.
Man erkennt deutlich, daß die Dynamik nur durch eine Verbreiterung des Wellen-
paketes charakterisiert ist. Das zweite Moment der Verteilung ist fu¨r große Zeiten
durch einen parabolischen Verlauf gekennzeichnet. Maßgeblich fu¨r die Geschwin-
digkeit der Ausbreitung ist dabei die Teilchenmasse M .
Die Energieverteilung kann durch die Integration u¨ber alle Ortskoordinaten
aus der Lo¨sung, Glg. (3.10), gewonnen werden.∫ ∞
0
RdR
∫ 2pi
0
dφR D(~R, ~q) = α
2
pi
exp
[−q2α2] (3.12)
Die Verteilung ist also zeitlich gesehen konstant, was aufgrund der fehlenden
Sto¨ße auch zu erwarten war.
Die Winkelverteilung, Glg. (3.4), kann in diesem Fall ebenfalls analytisch ex-
akt bestimmt werden. Sie ist durch den folgenden Ausdruck gegeben:
D(η = φq − φR) = A
8pi2
[
1
∆2
−
(
Mσα
~t cos η
)2
×
{
arctanµ− 0.5pi (1 + sgn(cos η))
µ3
− 1
µ2 (µ2 + 1)
}]
, (3.13)
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wobei
µ =
√
tan2 η +
(
Mσα
~t cos η
)2
(3.14)
ist. Betrachtet man die beiden Grenzfa¨lle t → 0 und t → ∞, so ist folgendes
Verhalten festzustellen:
• Fu¨r t→ 0 gilt:
D(η = φq − φR) = Aσ
2
8pi2∆2
(3.15)
Die Verteilung ist also winkelunabha¨ngig. Damit bewegen sich zu Beginn
die Teilchen im Mittel in alle mo¨glichen Richtungen.
0.0 1.6
η
0
2
4
6
8
10
D
(η)
1 ps
20 ps
50 ps
Abbildung 3.2: Zeitentwicklung der Winkelverteilung fu¨r nichtwechselwirkende
Teilchen der Anfangsverteilung Glg. (3.8). Mit zunehmender Zeit bildet sich ein
Maximum bei η = 0 heraus, welches immer schmaler und ho¨her wird. Die Mo-
dellparameter wurden wie folgt gewa¨hlt: σ = 1µm, α = 0.01µm und M = 0.2m0.
• Fu¨r t → ∞ ist ein Maximum bei η = 0 zu erkennen, welches mit zu-
nehmender Zeit immer sta¨rker und schmaler wird, siehe Abb. 3.2. Dieses
Verhalten zeigt, daß bei großen Zeiten im Mittel die meisten Teilchen eine
Geschwindigkeit parallel zum Radialvektor aufweisen. Physikalisch ist es so
zu verstehen, daß die Partikel zu Beginn zwar in alle mo¨glichen Richtungen
propagieren, da sie jedoch keinerlei Sto¨ßen unterliegen, haben sie irgend-
wann den urspru¨nglichen Anregungsbereich verlassen und die Richtung des
Geschwindigkeitsvektors geht asymptotisch gegen den Radialvektor.
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3.3 Elektronische Systeme
In diesem Abschnitt stehen die koha¨renten Aspekte der Ladungstra¨gerdynamik
im Vordergrund. Das Hauptaugenmerk liegt dabei auf den Elektron- und Loch-
dichten
f ek1k2 =
〈
c†k1ck2
〉
(3.16)
fhk1k2 = δk1k2 −
〈
v†k1vk2
〉
. (3.17)
Deren koha¨rente Anteile lassen sich mit Hilfe von Erhaltungssa¨tzen
f ek1k2 =
∑
k
P ?kk1Pkk2 (3.18)
fhk1k2 =
∑
k
Pk1kP
?
k2k
(3.19)
durch die Polarisation
Pk1k2 =
〈
v†k1ck2
〉
(3.20)
ausdru¨cken. Verwendet man nun die Entwicklung der Polarisation nach Exzi-
ton Wellenfunktionen, Glg. (2.92), so ko¨nnen nach einer Variablentransformation
auf Relativ- und Schwerpunktsimpulse sowie einer Fouriertransformation in den
Ortsraum die Dichten wie folgt geschrieben werden:
f e/h(~R) =
M2
4m2v/cA
∫
d2r
∣∣∣∣∣∑
λ
Ψλ
(
M~r
2mv/c
)
Pλ
(
~R∓ ~r
2
, t
)∣∣∣∣∣
2
(3.21)
Ebenso kann fu¨r die Exzitonendichte
Nk1,k2 =
∑
νν′
〈
B†k1νBk2ν′
〉
Ψ?ν(r = 0)Ψν′(r = 0) (3.22)
ein Erhaltungssatz formuliert werden. Ersetzt man in Glg. (3.22) die Exzitonope-
ratoren mit Hilfe von Glg. (2.91), so kann auch die koha¨rente Exzitondichte mit
der bei niedrigen Anregungsintensita¨ten gu¨ltigen Relation〈
B†k1νBk2ν′
〉
≈
〈
B†k1ν
〉〈
Bk2ν′
〉
(3.23)
durch die Polarisation berechnet werden. Im Ortsraum ergibt sich daraus die
Beziehung
N(R, t) =
∣∣∣∣∣∑
ν
Ψν(r = 0)Pν(R, t)
∣∣∣∣∣
2
. (3.24)
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Wa¨hrend die Lo¨sungen der Wanniergleichung (2.98) als bekannt vorausgesetzt
werden, muß die Exzitonenamplitude P dagegen mit Hilfe der Polarisationsglei-
chung (2.115) berechnet werden. Dabei werden sa¨mtliche Zerfallsprozesse ver-
nachla¨ssigt und es wird σ+-polarisiertes Licht angenommen. Dann erha¨lt man
mit
Ω(Q) = 2pi ~E( ~Q) · ~dcvf(0)
die folgende vereinfachte Gleichung:
− i~ d
dt
Pλ(Q, t) =
(
−~
2Q2
2M
+ ∆− λ
)
Pλ(Q, t) + Ψ?λ(~r = 0)Ω(Q). (3.25)
Um nun einige analytische Erkenntnisse bezu¨glich der Ladungstra¨gerverteilung
zu erlangen, werden zwei Annahmen gemacht:
1. Die paraxiale Na¨herung sei gu¨ltig. Dies ist fu¨r kleine transversale Impulse
im Vergleich zu den Impulsen in Propagationsrichtung des Lichtfeldes ~ez
(Q||  kz = 2piλ ) gu¨ltig. Diese Bedingung ist gut erfu¨llt fu¨r Wellenla¨ngen
von λ = 300nm und Pulsbreiten von 1µm (Q||/kz ≈ 0.05). Sta¨rker fokus-
sierte Pulse erfordern im Allgemeinen die Lo¨sung der gekoppelten Vektor-
Maxwellgleichungen, zu Illustrationszwecken von Effekten im Nahfeldbe-
reich wird im Folgenden die paraxiale Na¨herung auch bis zur Gro¨ßenord-
nung der Lichtwellenla¨nge verwendet. Mit dieser Na¨herung ist der auf den
Quantenfilm einfallende Lichtpuls durch eine gaußfo¨rmige Gestalt gegeben.
Ω(R||, t) = Ω0 exp
(
−(t− t0)
2
τ 2
− R
2
||
σ2
)
(3.26)
Zentriert ist der Puls dabei zeitlich um t0 mit der ra¨umlichen und zeitlichen
Breite σ und τ .
2. Als zweite Annahme wird vorausgesetzt, daß die ra¨umliche Verteilung prak-
tisch unvera¨ndert wa¨hrend der Dauer des einfallenden Pulses ist. Um den
zugeho¨rigen Fehler abzuscha¨tzen, wird der Fall freier Elektronen behan-
delt. Die mittlere kinetische Energie eines Elektrons ist durch die Pulsdauer
E = 2~/τ festgelegt. Bei Annahme einer parabolischen Dispersionsrelati-
on erha¨lt man eine typische Wellenzahl q = 2
√
mc/v/~τ und eine typische
Geschwindigkeit von ~q
mc/v
= 10−4µm/fs im Fall eines 100fs Pulses. Damit
wu¨rde sich eine ra¨umlich lokalisierte Verteilung von 1µm(0.2µm) Breite
maximal um 1(5) Prozent a¨ndern.
Durch diese Vereinfachungen kann die Gleichung fu¨r die Exzitonamplitude Pλ(Q, t)
analytisch fu¨r t− t0  τ glo¨st werden:
Pλ(R, t) = iτσ
2Ω0
√
pi
2~
Ψ?λ(~r = 0)
exp
(
− R2
4η2(t−t0)
)
η2(t− t0)
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× exp
[
− i
~
(∆− λ)(t− t0)− τ
2
4~2
(∆− λ)2
]
(3.27)
wobei
η(t) =
√
σ2
4
+
i~
2M
(t− t0) (3.28)
ist. Setzt man Glg. (3.27) in die Gleichungen (3.21) und (3.24) ein, so erha¨lt man:
f e/h(~R) =
Ω+0
2
piτ 2σ4
4A~2
∫
d2r g
(
~R− mv/c~r
2M
, t
)
· |Φ(~r, t)|2 (3.29)
und
N(R, t) =
Ω+0
2
piτ 2σ4
4~2
g
(
~R, t
)
· |Φ(~r = 0, t)|2 . (3.30)
Die Funktion
g(~R, t) =
∣∣∣∣exp [−R2/|η(t)|2]|η(t)|2
∣∣∣∣2 (3.31)
repra¨sentiert die Dynamik eines Wellenpaketes aus nichtwechselwirkenden Teil-
chen mit Masse M. Sie tra¨gt der Schwerpunktsbewegung des Elektron-Lochpaa-
res Rechnung. Diese Funktion beschreibt die ra¨umliche Ladungstra¨gerverteilung
als Gaußfunktion, welche sich mit zunehmender Zeit verbreitert. Die Funktion
|Φ(~r, t)|,
|Φ(~r, t)|2 =
∣∣∣∣∣∑
λ
Ψλ(~r)Ψ
?
λ(~r = 0) exp
[
i
~
(∆− λ)(t− t0)
]
× exp
[
−
(
(∆− λ) τ
2~
)2]∣∣∣∣2 , (3.32)
spiegelt dagegen die Relativbewegung zwischen Elektron und Loch wieder. Sie
ha¨ngt sowohl von den Eigenfunktionen der Wanniergleichung, Glg. (2.98), wie
auch vom energetischen U¨berlapp des einfallenden Pulses mit den Energien der
Eigenfunktionen aufgrund der endlichen Pulsdauer τ ab. Formal beschreibt diese
Funktion die Dynamik eines Ein-Teilchen Wellenpaketes mit einer deltafo¨rmigen
Gestalt im Ort zur Zeit t0 und der Wellenzahlverteilung[23]
exp
[
−
(
(∆− λ) τ
2~
)2]
.
Sie kann als Wahrscheinlichkeit interpretiert werden, Elektron und Loch im Ab-
stand ~r vorzufinden. Da die Schwerpunktsbewegung weder von der Anregungs-
energie, noch von der Pulsdauer oder davon abha¨ngt, ob die Teilchen nun cou-
lombkorriert sind oder nicht, mu¨ssen die Unterschiede in der Dynamik bei gleichen
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Teilchenmassen und gleicher Fokussierung also ausschließlich in der Relativbewe-
gung zu suchen sein!
Offensichtlich sind die Ladungstra¨gerverteilungen f e/h, Glg. (3.29), durch ei-
ne Faltung aus Schwerpunkts- (g(~R)) und Relativbewegung (|Φ(~r, t)|) gegeben.
Daher ist es auch zu erwarten, daß die attraktive Coulombwechselwirkung die
Wellenpaketdynamik nichtwechselwirkender Teilchen wesentlich a¨ndert. Im Ge-
gensatz dazu ist die Exzitonendichte, Glg. (3.30), ein direktes Produkt aus der
Schwerpunktsbewegung und der Wahrscheinlichkeit, Elektron und Loch an der
gleichen Stelle zu finden, gegeben. Die zugeho¨rige Dynamik kann als die Bewegung
eines Elektron-Lochpaares als einzelnes Teilchen mit der Masse M = me + mh
aufgefaßt werden.
3.3.1 Frei-Teilchenpropagation
Als na¨chstes werden mit Hilfe von Glg. (3.29) und (3.30) einige Beispiele fu¨r
Wellenpaketausbreitungen untersucht. Fu¨r die numerische Auswertung werden
folgende Parameter benutzt: σ = 1.08µm oder σ = 0.2µm, mv = 0.25m0,
mc = 0.0672m0, t0 = 0 und τ = 100fs. Diese entsprechen typischen Eigenschaf-
ten eines optisch angeregten GaAs-Quantenfilmes, zum einen mit herko¨mmlich
fokussiertem Licht [11, 12] und zum anderen durch Nahfeldanregungen[10]. Fu¨r
die weiteren Rechnungen ist der optisch anregende Puls immer um t0 = 0ps
zentriert. Die Lo¨sungen Ψ~ν(~r) der Wanniergleichung (2.98) sind ohne Wechsel-
wirkungspotential V (~r) im Ortsraum durch ebene Wellen
Ψ~ν(~r) =
1√
A
exp [−i~ν · ~r] (3.33)
mit den Energien
ν =
~2ν2
2mr
(3.34)
gegeben, wobei mr die reduzierte Masse ist. Mit diesen Ausdru¨cken erha¨lt man
fu¨r die Ladungstra¨gerdichten im Fall einer Bandkantenanregung (∆ = 0)
f e/h(R) =
Ω20τmrσ
2
4~3∆2e/hA
exp
(
− R
2
∆2e/h
)
, (3.35)
als Resultat von Glg. (3.21). Die Dynamik wird dabei durch eine sich zeitlich ver-
breiternde Gaußfunktion beschrieben. Diese Verbreiterung wird durch das zweite
Moment ∆2e/h der Verteilung, Glg. (3.6), charakterisiert, welches sich aus den
beiden Anteilen
∆20 =
σ2
2
+
2~2
M2σ2
(t− t0)2 (3.36)
und
∆̂2e/h =
~m2v/c
M2mr
(
τ
2
+
2
τ
(t− t0)2
)
(3.37)
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zusammensetzt. Der erste Beitrag, ∆20, ist abha¨ngig von der Gesamtmasse M und
der Gro¨ße σ der Verteilung, welche durch den ra¨umlichen Fokus des Lichtpulses
vorgeschrieben wird. Dieser Anteil steht in Bezug zu der Bewegung des Schwer-
punktes, verursacht durch den u¨bertragenen Photonenimpuls und ist zur Zeit
t = t0 proportional zu σ
−2.
In a¨hnlicher Weise wie die ra¨umlich Breite σ geht die Pulsdauer τ in den
zweiten Beitrag ∆̂2e/h, vgl. Glg. (3.37), ein. ∆̂
2
e/h spiegelt den kinetischen Ener-
gieu¨bertrag auf das Elektron-Lochpaar aufgrund der spektralen Bandbreite des
Pulses wieder. Zur Zeit t = t0 ist ∆̂
2
e/h proportional zu τ , was wiederum die inver-
se Breite der Wellenzahlverteilung fq =
∫
d2R fq(~R) = fq(Q = 0) nach dem Puls
bestimmt. Der Faktor mv/mc zwischen ∆̂
2
e und ∆̂
2
h in Glg. (3.37) ist verantwort-
lich fu¨r die schnellere Ausbreitung der Elektronen im Vergleich zu den Lo¨chern.
Da nun die Na¨herung nur fu¨r Zeiten, die viel la¨nger als die Pulsdauer sind, gu¨ltig
ist (τ  t − t0), kann der zeitunabha¨ngige Teil von Glg. (3.37) vernachla¨ssig
werden und fu¨hrt zum Ausdruck:
∆̂2e/h ≈
~m2v/c
M2mr
2
τ
(t− t0)2. (3.38)
Man beachte, daß fu¨r stark fokussierte Pulse 2~
2
M2σ2
(t− t0)2  1, der Lichtimpuls
ebenfalls signifikant zur Wellenpaketdynamik beitra¨gt. Im Allgemeinen ko¨nnen
sowohl die Fokussierung wie auch die Pulsdauer die Dynamik bestimmen und ty-
pische Ausbreitungszeiten festlegen. Welcher der beiden Anteile dominiert, ha¨ngt
wiederum von der konkreten Wahl der Parameter σ und τ ab.
Zur Illustration der analytische Lo¨sung zeigt Abb. 3.7 das ra¨umlich Profil der
Elektronendichte gema¨ß Glg.(3.35) fu¨r unterschiedliche Zeiten nach der optischen
Anregung zur Zeit t = 0fs und die Fokussierungen von σ = 0.2µm (Abb. 3.7.a))
und σ = 1.08µm (Abb. 3.7.b)). Es ist deutlich erkennbar, daß im Fall starker
Fokussierung (σ = 0.2µm) die Dynamik aufgrund des Lichtimpulses ∼ σ−2 we-
sentlich schneller ist als bei schwach fokussierten Pulsen (σ = 1.08µm). In beiden
Fa¨llen zeigt die Zeitableitung des zweiten Momentes der Verteilung d
dt
∆2e/h(t) ∼ t
eine lineare Zeitabha¨ngigkeit - ein Indiz fu¨r das ballistische Transportregime [6].
Die Relativbewegung |Φ(~r, t)|2 der nichtwechselwirkenden Elektronen und Lo¨-
cher, vgl. Glg. (3.32), ist in Abb. 3.8.a) gezeigt. Es ist eine Trennung der Elek-
tronen und Lo¨cher aufgrund unterschiedlicher Geschwindigkeiten erkennbar. Aus
Gru¨nden der Teilchenzahlerhaltung nimmt daher auch das Maximum bei r = 0,
wo die Teilchen optisch generiert wurden, ab.
3.3.2 Coulombkorrelierte Zusta¨nde
In diesem Abschnitt wird die Wellenpaketausbreitung fu¨r die Anregung von ge-
bundenen und ungebundenen Elektron-Lochpaaren analysiert. Die gebundenen
(Exzitonen) und ungebundenen (Kontinuum) Eigenzusta¨nde und Energien sind
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durch die Lo¨sung von Glg. (2.98) gegeben, vgl. (B.16) und (B.17). Aufgrund der
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Abbildung 3.3: Ortsverteilungen der Elektronendichte bei Anregung am 1s-
Exziton. Verglichen wird die ra¨umliche Propagation fu¨r nichtwechselwirkende
Elektronen (a,b) mit der von coulombkorrelierten Elektron-Lochpaaren(c,d). Die
Anregung erfolgte energetisch schmal mit einem 1ps Puls.
azimutalen Symmetrie in den Anregungsbedingungen tragen nur Zusta¨nde mit
m = 0 bei. Doch selbst mit dieser Einschra¨nkung notwendiger Quantenzahlen ist
es nicht mo¨glich, das Problem in vollem Umfang analytisch zu lo¨sen. Um stabile
numerische Resultate zu erhalten, wird Glg. (3.32) mit ca. 20000 unterschiedli-
chen ungebundenen und ca. 200 gebundenen Eigenzusta¨nden berechnet.
3.3.2.1 Anregungen am Exziton
Als erstes wird die Anregung an der niedrigsten Resonanz im System, dem 1s-
Exziton, betrachtet. Dabei wird die Dynamik der freien Elektronen der coulomb-
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korrelierter Elektron-Lochpaare gegenu¨bergestellt (Abb. 3.3). Es kann beobachtet
werden, daß die Ortsverteilungen durch gaußfo¨rmige Kurven beschrieben wer-
den, welche sich mit der Zeit verbreitern. Vergleicht man nun den Einfluß des
Anregungsgebietes σ und den der attraktiven Coulombwechselwirkung zwischen
Elektronen und Lo¨chern, so sind zwei Merkmale beobachtbar:
• Eine sta¨rker fokussierte Anregung verursacht eine schnellere Propagation.
Die trifft sowohl bei der freien Elektronendynamik (Abb. 3.3.a,b)) wie auch
bei den korrelierten Elektron-Lochpaaren (Abb. 3.3.c,d) zu.
• Die Propagation erfolgt bei den coulombkorrelierten Teilchen wesentlich
langsamer als fu¨r freie Teilchen. Dabei ist die Dynamik im Fall der 1.08µm-
Anregung auf einer 20ps- Zeitskala nicht mehr beobachtbar.
Das Verhalten der nichtwechselwirkenden Elektronen wurde bereits anhand der
analytischen Lo¨sung im letzten Abschnitt erkla¨rt. Daher ist bekannt, daß die
Dynamik im Fall der 1.08µm Fokussierung prima¨r durch Pulsla¨nge und damit die
Relativimpulsverteilung bestimmt wird. Aufgrund der Pulsverstimmung werden
in diesem Fall nur Zusta¨nde angeregt, welche na¨her an der Bandkante liegen als
bei Bandkantenanregung, wodurch die Propagation langsamer erfolgt. Der u¨ber-
tragene Schwerpunktsimpuls durch die ra¨umlich inhomogene Situation kann bei
dieser Foukussierung nahezu vernachla¨ssigt werden.
Bei den coulombkorrelierten Zusta¨nden ist aufgrund der spektral schmalen
Anregung zudem davon auszugehen, daß nur koha¨rente 1s-Exzitonen optisch ge-
neriert wurden. Reduziert man also zur analytischen Beschreibung die Summe
u¨ber alle Exzitonenzusta¨nde auf den 1s-Zustand und nimmt anstelle der zweidi-
mensionalen Exziton-Wellenfunktion
Ψ1s(r) =
√
8
pia20
exp
[
−2r
a0
]
,
wobei a0 den Exziton-Bohrradius kennzeichnet, den folgenden Ausdruck
Ψ1s(r) =
β
a0
exp
[
−r
2
a20
]
(3.39)
an, so kann das Integral Glg. (3.32) analytisch ausgewertet werden. β wurde aus
Normierungsgru¨nden β =
√
2/pi gesetzt. Das daraus resultierende analytische
Ergebnis fu¨r die Elektron- und Lochdichte lautet
f e/h =
4β2Ω+0
2
pi2τ 2σ2
A~2
|Ψ1s(r = 0)|2
exp
[
− R2
∆20+∆
2
e/h
]
∆20 + ∆
2
e/h
, (3.40)
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wobei das zweite Moment die Beitra¨ge ∆20, vgl. Glg. (3.36), und
∆
2
e/h =
a20m
2
v/c
8M2
. (3.41)
entha¨lt. ∆20 beschreibt die ballistische Exzitonpropagation, wobei ein Elekron-
Lochpaar als Einheit angesehen wird. Der zweite Beitrag, ∆
2
e/h, ha¨ngt unter-
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Abbildung 3.4: Relativfunktion fu¨r wechselwirkende und nichtwechselwirkende
Teilchen.
schiedlich von der Elektron- und Lochmasse ab und ist Ausdruck des ra¨umlichen
Feldgradienten (wenn σ
2
2
<
a20mv/c
8M2
) u¨ber die interne exzitonische Struktur mit
Ausdehnung a0.
Im Folgenden werden auf den betrachteten Zeitskalen zwei Fa¨lle diskutiert:
• ra¨umlich breite Anregungen σ2
2
 2~2
M2σ2
(t− t0)2
• ra¨umlich schmale Anregungen σ2
2
≈ 2~2
M2σ2
(t− t0)2
Die erste Situation liegt fu¨r ra¨umlich Breiten von σ = 1.08µm vor. Als Kon-
sequenz ist eine langsame Dynamik zu beobachten, vgl. Abb. (3.3d). Weiterhin
gilt ∆20  ∆
2
e/h. Aus diesem Grund zeigen auch die Elektron- und Lochverteilun-
gen nur geringfu¨gige Unterschiede im Ortsraum, welche aufgrund der langsamen
Dynamik nahezu zeitunabha¨ngig sind. Dieses Regime wurde bereits in [8] unter-
sucht.
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Die zweite Situation ist fu¨r σ = 0.2µm auf einer Pikosekunden Zeitskala zu
finden, wo eine schnellere Dynamik beobachtet werden kann, Abb. 3.3.c). Aus-
serdem besitzen ∆
2
e/h und ∆
2
0 die gleiche Gro¨ßenordnung. Daher sind auch die
Differenzen zwischen den Elektron- und Lochverteilungen betra¨chtlich gro¨ßer.
Ursa¨chlich fu¨r dieses Verhalten ist die Relativfunktion, Glg. (3.32). Wa¨hrend
im Fall nichtwechselwirkender Teilchen diese eine deutliche Verbreiterung zeigt,
Abb. 3.4.a), ist sie im Fall der coulombkorrelierten Elektronen und Lo¨cher nahezu
zeitlich konstant. Dies impliziert, daß ohne Wechselwirkung die Elektronen und
Lo¨cher eine ra¨umliche Trennung erfahren, was aufgrund der verschiedenen Mas-
sen auch zu erwarten ist. Die Coulombanziehung hat jedoch zur Folge, daß sich
Elektronen und Lo¨cher nicht mehr beliebig weit voneinander entfernen ko¨nnen.
Der Anziehung wirkt die unterschiedlich schnelle Propagation entgegen, so daß
sich ein mittlerer Abstand der Elektronen von den Lo¨chern von ungefa¨hr 30nm
einstellt, vgl. Abb. 3.4.b). Da die Relativfunktion zeitlich konstant ist, kann die
ra¨umliche Dynamik ausschließlich u¨ber die Schwerpunktsbewegung erfolgen, wel-
che naturgema¨ß sehr langsam ist.
Die koha¨rente exzitonische Dichte, Glg. (3.24), kann ebenfalls analytisch be-
rechnet werden:
N(R) =
2piσ2τ 2Ω+0
2
~2
|Ψ1s(r = 0)|4 e
−R2/∆20
∆20
. (3.42)
Deren Dynamik ist vollsta¨ndig durch die Schwerpunktsbewegung bestimmt, vgl.
Glg. (3.36). Wiederum ko¨nnen zwei Fa¨lle unterschieden werden.
(i) Zum einen, bei Annahme einer schwach fokussierten Anregung σ = 1.08µm,
kann die Argumentation der coulombkorrelierten Elektronen und Lo¨cher
einfach u¨bertragen werden. Die korrespondierende Dynamik gleicht Abb.
3.3.d).
(ii) Eine starke Fokussierung, σ = 0.2µm, resultiert in einem kleineren zeitun-
abha¨ngigen Anteil in ∆20 und verursacht so eine schnelle Dynamik auf einer
10ps Zeitskala.
3.3.2.2 Anregungen oberhalb der Bandkante
Auch die Situation bei Anregung oberhalb der Bandkante ist einfach zu verstehen.
In diesem Fall kann bei spektral hinreichend schmaler Anregung davon ausge-
gangen werden, daß kein energetischer U¨berlapp mit den gebundenen Zusta¨nden
vorliegt. Erfolgt die Anregung außerdem hinreichen hoch im Band, so na¨hern sich
die exakten Lo¨sungen der Wanniergleichung fu¨r die Streuzusta¨nde ebenen Wel-
len an. Damit ist natu¨rlich eine a¨quivalente Dynamik verbunden. In Abb. 3.5 ist
dieses Verhalten deutlich zu sehen. Dabei ist erkennbar, daß im Fall der starken
Fokussierung die Dynamik wiederum wesentlich schneller abla¨uft. Ein Vergleich
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Abbildung 3.5: Ortsverteilungen der freien und coulombkorrelierten Elektrondich-
te fu¨r einen τ = 1ps Puls und einer spektralen Anregung oberhalb der Bandkante.
der Zeitskalen der Anregungen am 1s-Exziton und hoch im Band zeigt, daß die
Propagation hier wesentlich schneller abla¨uft. Weiterhin ist eine Deformation des
Wellenpaketes erkennbar, was in der Folge zu einer Torusstruktur fu¨hrt. Bei-
de Effekte ko¨nnen anhand der Relativwellenfunktion |Φ(~r)|2, Abb. 3.6, erkla¨rt
werden. Zuna¨chst sind diese fu¨r freie Elektronen , Abb. 3.6.a), und coulomb-
wechselwirkende Elektron-Lochpaare, Abb. 3.6.b), identisch. Das ist aufgrund
der identischen Dynamik im Ortsraum auch zu erwarten gewesen. Im Vergleich
zu einer Anregung am 1s-Exziton, vgl. Abb. 3.4, ist hier jedoch zu beobachten,
wie das Maximum der Relativwellenfunktion zu endlichen Absta¨nden wandert
und dabei in der Amplitude abnimmt. Die Abnahme der Amplitude ist einfach
eine Folge der Normierung im Zweidimensionalen. Die Verschiebung des Maxi-
mums ha¨ngt dagegen mit der U¨berschußenergie der optischen Anregung in Bezug
auf die Bandkante zusammen. Diese resultiert in einer ra¨umlichen Trennung von
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Abbildung 3.6: Relativfunktion im Fall der Anregung oberhalb der Bandkante
mit einem 1ps Puls.
Elektronen und Lo¨chern. Bei hinreichen hohen Energien ist dann der kinetische
Anteil in der Relativbewegung so dominant, daß vom Einfluß der Coulombwech-
selwirkung nicht mehr viel zu spu¨ren ist und die Dynamik der der freien Teilchen
gleicht.
3.3.2.3 Anregungen an der Bandkante
Die Anregung an der Bandkante ist insofern ein Sonderfall, da nun sowohl gebun-
dene, wie auch ungebundene Zusta¨nde angeregt werden. Die Na¨herung, daß man
sich auf einzelne Exzitonen oder Kontinuumszusta¨nde zuru¨ckziehen kann, ist hier
nicht mehr gu¨ltig. In der Ortsverteilung der Elektronendichte, Abb. 3.7, sind wie-
derum die Zeitentwicklungen fu¨r die beiden Fa¨lle nichtwechselwirkender und cou-
lombkorrelierter Teilchen bei unterschiedlichen Fokussierungen dargestellt. Dabei
ist im Fall der frei beweglichen Elektronen, Abb. 3.7.a-b), ein qualitativ gleiches
Verhalten zu beobachten wie bei der Anregungen an der 1s-Resonanz. Aller-
dings erfolgt die Verbreiterung hier wesentlich schneller. Dies wird durch den
unterschiedlichen energetischen U¨berlapp des anregenden Pulses mit den Wellen-
funktionen verursacht. Aufgrund der in diesem Fall ho¨heren Anregungsenergie
werden nun mehr Zusta¨nde oberhalb der Bandkante angeregt, was in der Fol-
ge zu einer schnelleren Dynamik fu¨hrt. Dabei erfolgt jedoch keine vollsta¨ndige
Ladungstrennung wie bei Anregungen oberhalb der Bandkante und nichtwechsel-
wirkenden Teilchen, wie anhand der Relativfunktion, Abb. 3.8.a) gesehen werden
kann, vgl. auch Abb. 3.6.a). Die Wahrscheinlichkeit, ein Elektron und Loch am
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Abbildung 3.7: Ortsverteilungen der freien und coulombkorrelierten Elektrondich-
te fu¨r einen τ = 1ps Puls und einer spektralen Anregung an der Bandkante.
selben Ort vorzufinden (r=0), bleibt auch bei großen Zeiten maximal. Aufgrund
der ho¨heren mittleren Energien der Teilchen im Vergleich zur Anregung an der
Exzitonenresonanz wird die Relativfunktion aber schneller breiter, was Ausdruck
der ra¨umlichen Ladungstrennung ist.
Die Situation der coulombwechselwirkenden Elektronen und Lo¨cher zeigt da-
gegen ein komplizierteres Verhalten. So weist die Ortsverteilung bei schwacher
Fokussierung von σ = 1.08µm, Abb. 3.7.d), eine sehr viel langsamere Dynamik
als im Fall nichtwechselwirkender Teilchen auf. Reduziert man das Anregungsge-
biet auf σ = 0.2µm, so sind zusa¨tzlich Fluktuationen in der ra¨umlichen Breite
der Verteilung zu erkennen. Die Ursache dieser Erscheinung muß in der Relativ-
bewegung der Elektronen und Lo¨cher, Abb. 3.8.b), zu suchen sein. Diese zeigt
ein vo¨llig neues Verhalten als bisher:
• Die Verteilung besitzt eine sehr starke Spitze bei einem Elektron-Loch-
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Abbildung 3.8: Ortsverteilungen der freien und coulombkorrelierten Elektrondich-
te fu¨r einen τ = 1ps Puls und einer spektralen Anregung an der Bandkante.
abstand von r = 0. Dieses Maximum nimmt im Verlauf der Zeit zwar
ab, verschwindet aber nicht vo¨llig. Physikalisch bedeutet das, daß sich die
Elektronen nicht von den Lo¨chern lo¨sen. Es muß sich hier um die Beteilung
von gebundenen Zusta¨nden, also Exzitonen, handeln.
• Bei einem endlichen Elektron-Lochabstand ist ebenfalls ein endliche Wahr-
scheinlichkeit zu beobachten. Diese Wahrscheinlichkeit oszilliert jedoch, wo-
bei sie sta¨ndig breiter wird. Die damit verbundene ra¨umliche Trennung der
Elektronen und Lo¨cher la¨ßt auf die Beteiligung von Kontinuumszusta¨nden
schließen. Die auftretenden Oszillationen ko¨nnen innerhalb dieser Erkla¨rung
als Interferenz der verschiedenen gebundenen und ungebundenen Zusta¨nde
interpretiert werden. Damit ist aber physikalisch ebenfalls eine Fluktuation
im Abstand der Elektronen und Lo¨cher verbunden. Diese Schwankungen
sind letztendlich in der Ortsverteilung als
”
Atmen“ der Verteilung beob-
achtbar.
Beim Versuch, dieses Verhalten analytisch zu beschreiben, werden zwei Na¨herun-
gen angewandt:
1. Die gebundenen Zusta¨nde werden durch das 1s-Exziton als einzige Resonanz
beschrieben.
2. Die Kontinuumszusta¨nde werden durch ebene Wellen angena¨hert.
52 KAPITEL 3. ANWENDUNGEN
Durch diese Annahmen ist es mo¨glich, die Relativwellenfunktion analytisch zu
bestimmen. Dabei tauchen die Anteile von den ebenen Wellen∑
λ
∣∣∣∣∣
ebene Wellen
=
1
4pia20
exp [−r2/4D]
D
exp
[
i
~
∆ · (t− t0)− ∆
2τ 2
4~2
]
(3.43)
mit
D = E0
(
τ
4~
− ∆τ
2
2~2
+
i
~
(t− t0)
)
(3.44)
und vom 1s-Exziton∑
λ
∣∣∣∣∣
1s
=
2
pia20
e−r
2
exp
[
i
~
(∆− 1s)(t− t0)− (∆− 1s)2 τ
2
4~2
]
. (3.45)
auf. Da beide Beitra¨ge komplexwertig sind, tritt ein Interferenzterm 2< in Glg.
(3.32) auf. Er ist gegeben durch
< = E0
[(
τ
4~
− ∆τ
2
2~2
)
)
cos(Ω · (t− t0)) + 1~(t− t0) sin(Ω · (t− t0))
]
×
exp
[
− r2
4|D|2
(
τ
4~ − ∆τ
2
2~2 )
)]
|D|2 (3.46)
mit der Frequenz
Ω = r2
5E0(t− t0)
4|D|2~ . (3.47)
E0 kennzeichnet die dreidimensionale Exzitonbindungsenergie, vgl. Anhang Glg.
(B.18), und ∆ steht fu¨r die energetische Verstimmung des anregenden Pulses zur
Bandkante. Wenn diese Beschreibung korrekt ist, dann muß ein direkter Zusam-
menhang der ra¨umlichen Fluktuationen mit der Sta¨rke der Coulombwechselwir-
kung existieren.
3.3.2.4 Das zweite Moment der Ortsverteilung bei coulombkorrelier-
ten Zusta¨nden
Fu¨r die Untersuchung der im letzten Abschnitt beobachteten Fluktuationen der
ra¨umlichen Breite ist die Ortsverteilung schlecht geeignet, da sie nur die Informa-
tion der ra¨umlichen Breite zu bestimmten Zeiten entha¨lt. Das zweite Moment der
Verteilung enha¨lt jedoch genau diese Information fu¨r alle Zeiten und ist daher die
ideale Gro¨ße, um den Zusammenhang zwischen der Sta¨rke der Coulombwechsel-
wirkung mit der Frequenz der Oszillation zu untersuchen. Abbildung 3.9.a) zeigt
das zweite Moment der Ortsverteilungen zuna¨chst einmal fu¨r eine Exzitonenbin-
dungsenergie von E0 = −4meV und und verschiedenen spektralen Anregungen.
Abgesehen von den leichten Oszillationen, welche im Anschluß betrachtet werden
sollen, ist folgendes Verhalten sichtbar:
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Abbildung 3.9: Das zweite Moment coulombkorrelierter Zusta¨nde
• Mit zunehmender Anregungsenergie steigt das zweite Moment immer schnel-
ler an. Dieser Effekt ist ganz klar ein Folge des spektralen U¨berlapps des
Lichtpulses mit den zu diesen Energien zugeho¨rigen Wellenfunktionen.
• Der Anstieg scheint linear zu sein. Dies ist jedoch vermutlich nur aufgrund
der kurzen Zeitskalen so! Wie bereits analytisch gezeigt werden konnte, liegt
sowohl im Fall der ausschließlichen Anregung der 1s-Resonanz wie auch
bei Anregungen hoch im Band eine quadratische Abha¨ngigkeit vor. Es ist
unwahrscheinlich, daß im mittleren Regime plo¨tzlich ein anderes Verhalten
auftreten soll. Begu¨nstigt wird dieser Effekt durch die langen Zeitskalen
(100ps), auf denen die Schwerpunktsbewegung stattfindet.
• Der Anfangswert des zweiten Momentes zeigt ein nichtmonotones Verhal-
ten. Der Anstieg und anschließende Abfall kann ebenfalls ein Folge der
U¨berlagerung der Zusta¨nde, also ein Interferenzeffekt sein. Der Interferenz-
term in der Relativfunktion, Glg. (3.46), weist na¨mlich selbst bei t = t0, also
zum Zeitpunkt der Anregung, eine Abha¨ngigkeit von der Pulsverstimmung
zu Bandkante auf.
In Abbildung 3.9.b) wurde die Abha¨ngigkeit des zweiten Momentes von der drei-
dimensionalen Bindungsenergie E0 bei einer Bandkantenanregung dargestellt.
Dabei ist deutlich eine Frequenzverdopplung bei Verdopplung der Bindungsener-
gie erkennbar, was die bisherige Theorie u¨ber die Ursache der Oszillationen stu¨tzt.
Der nun sta¨rkere Anstieg bei der gro¨ßeren Bindungsenergie kann auf den kleineren
U¨berlapp des anregenden Pulses mit der nun weiter entfernt liegenden Exzitonre-
sonanz zuru¨ckgefu¨hrt werden. Dadurch werden im Verha¨ltnis zu den gebundenen
Exzitonen die Kontinuumszusta¨nde sta¨rker gewichtet, was zu einer schnelleren
Verbreiterung fu¨hrt.
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Abbildung 3.10: Ortsverteilung und Relativfunktion von Kontinuumszusta¨nden
3.3.2.5 Dynamik ungebundener Zusta¨nde
Die Ergebnisse der Untersuchungen an den Ortsverteilungen zeigen eigentlich
schon, daß im Fall einer Bandkantenanregung die Kombination von gebundenen
und ungebundenen Zusta¨nden eine wesentliche Rolle spielt. Um diesen Aspekt
noch weiter zu verscha¨rfen, wird nun angenommen, daß es hinreichend wa¨re,
Bandkantenanregungen durch die ausschließliche Verwendung von Kontinuums-
zusta¨nden zu beschreiben.2 In Abb. 3.10.b) ist der Vergleich zu freien Elek-
tronen gezeigt. Wa¨hrend die unkorrelierten Ladungstra¨ger die bereits bekann-
te Gaußstruktur mit der entsprechenden Verbreiterung aufweisen, ist bei den
coulombwechselwirkenden Elektronen die Ausbildung einer torusartigen Struk-
tur auffa¨llig.
Diese unterschiedlichen Charakteristika in der Dynamik wechselwirkender und
nichtwechselwirkender Elektron-Lochpaare kann wie folgt verstanden werden: In-
dem man die Coulombwechselwirkung einschaltet, verschiebt sich die Grundzu-
standsenergie, welche im Fall nichtwechselwirkender Teilchen der Bandkanten-
energie entspricht, zur niedrigsten Exzitonresonanz im System. Aus diesem Grund
enspricht eine Bandkantenanregung im Fall wechselwirkender Teilchen einer An-
regung mit einer U¨berschußenergie in der Gro¨ße der Bindungsenergie des 1s-
Exzitons. Diese U¨berschußenergie ist in einem Maxima bei endlichen Wellenzah-
len in der entsprechenden Verteilung zu sehen und fu¨hrt so zu der beobachteten
torusartigen Struktur des Wellenpaketes im Ortsraum.
Detailiertere Informationen ko¨nnen gewonnen werden, wenn man sich die Re-
2Da die Effekte bei einer starken Fokussierung sta¨rker hervortreten, wird σ = 0.2µm gewa¨hlt.
Die beobachteten Effekte sind jedoch keine Folge der Fokussierung!
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lativbewegung von Elektronen und Lo¨chern, |Φ(~r, t)|2, betrachtet, Glg. (3.32).
Abb. 3.10.a) zeigt die Zeitentwicklung von |Φ(~r, t)|2 in Anwesenheit der Cou-
lombwechselwirkung. Zur Zeit t = 0 ist ein scharfes Maximum um r = 0 zu
finden, ein Zeichen, daß Elektronen und Lo¨cher optisch an der gleichen Position
generiert wurden, a¨hnlich wie im nichtwechselwirkenden Fall. Mit zunehmender
Zeit wird das Maximum kleiner, verschiebt sich zu endlichen Distanzen und zeigt
so die Trennung von Elektronen und Lo¨chern, welche ihre Korrelation verlieren.
Die wellenartige Struktur in der Relativfunktion wird vermutlich durch die un-
vollsta¨ndige Basis verursacht, was in strukturierten Elektron-Lochabsta¨nden zu
sehen wa¨re.
Die Abnahme bei r = 0 ist wiederum eine Konsequenz des Verlustes der Kor-
relation von Elektronen und Lo¨chern nach ihrer korrelierten optischen Anregung
bei r = 0, welche sich mit zunehmender Zeit ra¨umlich trennen. Da sich die Elek-
tron(Loch)dichte durch eine Faltung der Relativ- und Schwerpunktsbewegung,
Glg. (3.29), berechnet, ist daher die torusartige Struktur im Ortsraum zu sehen.
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3.4 Exzitonische Systeme
In diesem Kapitel soll die Dynamik von exzitonischen Wellenpaketen untersucht
werden. Dabei wird angenommen, daß durch eine spektral schmale Anregung
an der niedrigsten Exzitonresonanz auch nur 1s-Exzitonen zu dieser Dynamik
beitragen, womit die Summe u¨ber die mo¨glichen Zusta¨nde in den Bewegungsglei-
chungen (2.115), (2.118) und (2.117) entfa¨llt. Obwohl die Gleichungen jetzt im
strengen Sinne die Dynamik der Entwicklungskoeffizienten der Exzitonendichte
(Polarisation) des 1s-Zustandes beschreiben, wird dieser aus praktischen Gru¨nden
auch weiterhin als Exzitondichte bezeichnet.
Begonnen wird die Untersuchung mit dem Versuch, einen Teilaspekt des Pro-
blems, die Exziton-Phononstreuung, auf analytischem Weg zu analysieren. Da
diese jedoch durch eine partielle Differentialgleichung zweiter Ordnung beschrie-
ben wird, ist dieser Versuch nur teilweise erfolgreich. Anschließend erfolgt die Aus-
wertung der numerischen Ergebnisse, welche anhand der Orts-, Relativimpuls-
und Winkelverteilung erfolgt (vgl. Abschnitt 3.1).
3.4.1 Analytisch lo¨sbare Modellsysteme
3.4.1.1 Exziton-Phonon Streuung – Der Zusammenhang zwischen der
ra¨umlich homogenen und inhomogenen Lo¨sung der Problems
Schreibt man die Anteile der Exziton-Phononstreuung von Glg. (2.117) in Relativ-
und Schwerpunktskoordinaten
~Q = ~Q ′ − ~Q
~q =
~Q ′ + ~Q
2
,
(3.48)
so kann man diese in folgende Gestalt bringen:
∂
∂t
N( ~Q, ~q, t)
∣∣∣∣
phon
= −
∑
~kλ,σ=±1
[
N( ~Q, ~q, t)wσ
(
~q + λ
~Q
2
, ~k
)
−N( ~Q, ~q + σ~k, t)w−σ
(
~q + σ~k + λ
~Q
2
, ~k
)]
(3.49)
Dabei wird der Querstrich, der in Glg. (3.48) aus Gru¨nden der Unterscheidbarkeit
fu¨r den Schwerpunktsimpuls benutzt wurde, hier und in allen folgenden Gleichun-
gen weggelassen. Die Streuraten wσ(~q,~k) sind dabei definiert als
wσ(~q,~k) =
1
~2
∑
kz
|D(k, kz)|2
(
nk,kz +
1− σ
2
)
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×ξ
(
|~q+σ~k| − |~q| − σ~ωk,kz
)
. (3.50)
Die Funktion ξ(x) ist allgemein durch
ξ(x) =
∫ ∞
0
e−
i
~xtdt (3.51)
gegeben. Um diese Anteile zumindest halbwegs vernu¨nftig beschreiben zu ko¨nnen,
mu¨ssen Na¨herungen in dem System der gekoppelten Gleichungen vorgenommen
werden. Dazu wird eine Entwicklung der Gleichungen nach dem Phononenimpuls
~k durchgefu¨hrt. Dies ist mo¨glich, da dieser klein gegen typische Elektronenimpulse
k  q ist. Gleichung (3.49) nimmt dadurch die Gestalt
∂
∂t
N( ~Q, ~q, t)
∣∣∣∣
phon
=
∑
~kλ,σ=±1
[
−σ~k · ~∇q +
(
~k · ~∇q
)2]
N( ~Q, ~q, t)wσ
(
~q + λ
~Q
2
, ~k
)
(3.52)
an. Dies ist die
”
Fokker-Planck“ Gleichung fu¨r ein ra¨umlich inhomogenes System[24].
Wie schon im ra¨umlich homogenen Fall kann sie auch hier in Form einer Konti-
nuita¨tsgleichung
∂tN( ~Q, ~q, t) = −~∇ ·~j( ~Q, ~q, t) (3.53)
geschrieben werden. Damit ist sofort ersichtlich, daß im betrachteten System die
Exzitonenzahl bei der Exziton-Phonon Streuung erhalten bleibt. Aufgrund der
Badna¨herung bei den Phononen ist dies auch die einzige erhaltene Gro¨ße. Eine
ausfu¨hrliche Diskussion der Eigenschaften der Fokker-Planck Gleichung ist in [25]
zu finden. Die Fouriertransformation von Gleichung (3.52) in der Zeit liefert sofort
die Eigenwertgleichung fu¨r den Fokker-Planck Operator.
λNλ( ~Q, ~q, t) =
∑
~kλ,σ=±1
[
−σ~k · ~∇q +
(
~k · ~∇q
)2]
Nλ( ~Q, ~q, t)wσ
(
~q + λ
~Q
2
, ~k
)
(3.54)
mit λ = −iw. Kennt man die Eigenfunktionen Nλ zum Eigenwert λ, so ist das
Problem prinzipiell gelo¨st. Da jedoch der Fokker-Planck Operator nichthermi-
tisch ist, werden auch die Eigenfunktionen zum hermitisch adjungierten Operator
beno¨tig, um ein binormalen Satz an Eigenfunktionen zu haben. Zur Konstruktion
dieses Operators bzw. der zugeho¨rigen Eigenfunktionen ist jedoch die Kenntnis
der stationa¨ren Verteilung N0(~q) notwendig. Daher wird im Folgenden versucht,
zuna¨chst diese zu bestimmen.
3.4.1.1.1 Die stationa¨re Lo¨sung - ra¨umlich homogene Systeme Im
ra¨umlich homogenen Fall ( ~Q = 0) ist die stationa¨re Verteilung gema¨ß Glg. (3.53)
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gewiß dann gegeben, falls die Stromdichte~j identisch verschwindet und eine nicht-
triviale Lo¨sung fu¨r das resultierende System der folgenden partiellen Differenti-
algleichungen erster Ordnung gefunden werden kann:
∑
~k,σ=±1
[
−σ~k +
~k(~k · ~∇q)
2
]
wσ(~q,~k)N
0(~q) = 0 (3.55)
Wertet man den Differentialoperator aus, so gelangt man zu der Gleichung
∑
j
Aij(~q)
∂
∂qj
N0(~q) + Ci(~q)N0(~q) = 0, (3.56)
wobei die Gro¨ßen Aij(~q) und Ci(~q) (i, j = x, y) wie folgt definiert sind:
Aij(~q) =
∑
~k,σ=±1
kikj
2
wσ(~q,~k) (3.57)
Ci(~q) =
∑
~k,σ=±1
ki
[
−σ +
~k · ~∇q
2
]
wσ(~q,~k) (3.58)
Die zugeho¨rige Matrixgleichung wird nun in den Variablen p =
∂
∂qx
N0( ~Q, ~q) und
q =
∂
∂qy
N0( ~Q, ~q) diagonalisiert und man erha¨lt:
p = −f(qx, qy)N0(qx, qy) (3.59)
q = −g(qx, qy)N0(qx, qy) (3.60)
mit den Funktionen
f(qx, qy) =
AyyCx − AxyCy
AxxAyy − AxyAyx (3.61)
g(qx, qy) =
AxxCy − AyxCx
AxxAyy − AxyAyx (3.62)
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Mit Hilfe der Definitionen (3.57) und (3.58) ko¨nnen außerdem die Relationen
∂
∂qx
Axy(qx, qy) =
∂
∂qy
Axx(qx, qy)
∂
∂qy
Axy(qx, qy) =
∂
∂qx
Ayy(qx, qy)
∂
∂qx
Axx(qx, qy) =
∂
∂qy
Ayy(qy, qx)
∂
∂qx
Cy(qx, qy) =
∂
∂qy
Cx(qx, qy)
∂
∂qx
Cx(qx, qy) =
∂
∂qy
Cy(qy, qx)
Axy(qx, qy) = Ayx(qx, qy)
(3.63)
gezeigt werden. Damit die beiden partiellen Differentialgleichungen, Glg. (3.59)
und (3.60), eine gemeinsame Lo¨sung haben, muß nun die Beziehung
∂
∂qy
f(qx, qy) =
∂
∂qx
g(qx, qy) (3.64)
gelten [26]. Anhand der obigen Symmetrien, Glg. (3.63), und der Definitionen
(3.57) und (3.58) kann festgestellt werden, daß diese Bedingung nicht erfu¨llt ist.
Die Lo¨sung mittels einer einfachen Pfadintegration ist somit nicht mo¨glich. Die-
se Tatsache ist a¨quivalent damit, daß die Stromdichte eben nicht identisch ver-
schwinden kann und somit kein detailiertes Gleichgewicht gilt.
Um dennoch eine stationa¨re Lo¨sung zu erhalten, wird nun versucht, die Ei-
genwertgleichung
∑
~k,σ=±1
[
−σ(~k · ~∇q) + (
~k · ~∇q)2
2
]
wσ(~q,~k)N(~q) = λN(~q) (3.65)
zu lo¨sen. Fu¨r λ = 0 erha¨lt man so auch die stationa¨re Verteilung. Allerdings hat
sich damit die Komplexita¨t des Problems erheblich erho¨ht, da nun eine parti-
elle Differentialgleichung zweiter Ordnung gelo¨st werden muß. Dazu werden die
beiden neuen Funktionen
N+(~q,~k) = w+1(~q,~k)N(~q)
N−(~q,~k) = w−1(~q,~k)N(~q) (3.66)
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eingefu¨hrt. Die gesuchte Verteilung kann aus diesen beiden u¨ber
N(~q) =
∑
~k
(
N+(~q,~k) +N−(~q,~k)
)
∑
~k
(
w+1(~q,~k) + w−1(~q,~k)
) = ∑~k
(
N+(~q,~k) +N−(~q,~k)
)
f(~q)
(3.67)
erhalten werden. Mit diesen Definitionen geht die Eigenwertgleichung, Glg. (3.65),
in folgende Gestalt u¨ber:
∑
~k
[
−(~k · ~∇q)
(
N+(~q,~k)−N−(~q,~k)
)
+
(~k · ~∇q)2
2
(
N+(~q,~k) +N−(~q,~k)
)]
=
λ
f(~q)
∑
~k
(
N+(~q,~k) +N−(~q,~k)
)
(3.68)
Die Gleichung wird nun summandenweise gelo¨st. Dazu wird eine Variablensub-
stitution
X1(q1, q2) = q1k1 + q2k2
X2(q1, q2) = q1k2 − q2k1
(3.69)
durchgefu¨hrt. Mit
G1( ~X,~k) = N
+( ~X,~k) +N−( ~X,~k)
G2( ~X,~k) = N
+( ~X,~k)−N−( ~X,~k)
(3.70)
erha¨lt man dann die zu lo¨sende Differentialgleichung
− k2 ∂
∂X1
G2( ~X,~k) +
k4
2
∂2
∂X21
G1( ~X,~k) =
λ
f( ~X,~k)
G1( ~X,~k) (3.71)
Andererseits bestehen natu¨rlich immer noch die Relationen (3.66). Damit gilt
ebenso:
G1( ~X,~k)(w−1( ~X,~k)− w+1( ~X,~k)) = −G2( ~X,~k)(w−1( ~X,~k) + w+1( ~X,~k)) (3.72)
Mit dieser Beziehung bekommt man als Bestimmungsgleichung fu¨r G1( ~X,~k):
k2
∂
∂X1
[
G1( ~X,~k)
w−1( ~X,~k)− w+1( ~X,~k)
w−1( ~X,~k) + w+1( ~X,~k)
]
+
k4
2
∂2
∂X21
G1( ~X,~k)
=
λ
f( ~X,~k)
G1( ~X,~k) (3.73)
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Im stationa¨ren Fall (λ = 0) kann diese Gleichung durch gewo¨hnliches Aufinte-
grieren gelo¨st werden und man erha¨lt:
G1( ~X,~k) = C1(X2, ~k)e
M( ~X,~k) + C2(X2, ~k)e
M( ~X,~k)
∫
dX1 e
−M( ~X,~k) (3.74)
wobei
M(X ′1, X2, ~k) = −
2
k2
∫ X′1
X1,0
dX1
w−1( ~X,~k)− w+1( ~X,~k)
w−1( ~X,~k) + w+1( ~X,~k)
(3.75)
ist. Damit lautet die stationa¨re Lo¨sung
N(~q) = f−1(~q)
∑
k
[
C1(q1k2 − q2k1, ~k)eM(~q·~k,q1k2−q2k1,~k)
+ C2(q1k2 − q2k1, ~k)eM(~q·~k,q1k2−q2k1,~k)
~q·~k∫
X1,0
dX1 e
−M(X1,q1k2−q2k1,~k)

Die Funktionen C1 und C2 sind dabei so zu wa¨hlen, daß geforderte Randbe-
dingungen erfu¨llt werden. Die Lo¨sung des vollen Eigenwertproblems ist dagegen
nicht analytisch durch eine endliche Anzahl von Quadraturen mo¨glich. Dies kann
z.B. dadurch gezeigt werden, indem man Glg. (3.73) u¨ber geeignete Transfor-
mationen auf die Riccati-Gleichung bringt, deren Lo¨sungen nur in Spezialfa¨llen
angebbar sind[27, 28]. Die Frage der Eindeutigkeit der stationa¨ren Lo¨sung ist
durchaus nichttrivial und muß in jedem Fall gesondert gepru¨ft werden. Kriterien
dazu ko¨nnen in [25] gefunden werden.
3.4.1.1.2 Die stationa¨re Lo¨sung - ra¨umlich inhomogene Systeme Nach-
dem nun bekannt ist, wie die stationa¨re Lo¨sung im homogenen Fall gefunden
werden kann, ist dieses Verfahren problemlos auch auf die ra¨umlich inhomogene
Situation anwendbar. Wenn man sich die zu lo¨sende Gleichung
∑
~k,σ=±1
[
−σ~k · ~∇q + (
~k · ~∇q)2
2
][
wσ(~q +
~Q
2
, ~k) + wσ(~q −
~Q
2
, ~k)
]
︸ ︷︷ ︸
w˜σ(~q, ~Q,~k)
N( ~Q, ~q)
= λN( ~Q, ~q) (3.76)
anschaut, so ist erkennbar, daß nur die entsprechenden Streuraten wσ(~q,~k) in
Glg. (3.65) durch w˜σ(~q, ~Q,~k) zu ersetzen sind. Ebenso ha¨tte man die Lo¨sung
der ra¨umlich inhomogenen Eigenwertgleichung, falls es gela¨nge, das Problem im
homogenen Fall in den Griff zu bekommen.
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3.4.1.2 Na¨herungsweise Lo¨sung der Fokker-Planckgleichung
Um die Fokker-Planckgleichung (3.76) lo¨sen zu ko¨nnen, mu¨ssen 3 Probleme in
den Griff bekommen werden:
1. Die Fokker-Planckgleichung ist eine gekoppelte Gleichung in den Relativ-
impulsen ~q. Die Mischung der unterschiedlichen q durch den Term ~k · ~∇q
und anschließender U¨bersummation muß auf geeignete Art und Weise auf-
gehoben werden.
2. Die Mischung der unterschiedlichen vektoriellen Komponenten der Relativ-
impulse muß durch geeignete Transformation eliminiert werden.
3. Das gro¨ßte Problem schließlich ist die Tatsache, daß es sich hier um eine
partielle Differentialgleichung 2. Ordnung mit nichtkonstanten Koeffizienten
handelt. Selbst wenn es gelingt, diese Gleichung auf eine gewo¨hnliche Dif-
ferentialgleichung 2. Ordnung zu reduzieren, ist eine Gleichung dieser Art
entweder nicht analytisch oder nur mit Hilfe spezieller Funktionen (Bessel-
funktionen, hypergeometrische Reihen etc.) darstellbar.
Es wird angenommen, daß eine im Ort und in den Relativimpulsen gaußfo¨rmige
Anfangsverteilung gema¨ß Glg. (3.8) vorliegt. Zuna¨chst wird gezeigt, daß dann
die beiden ersten Probleme ohne weitere Na¨herungen lo¨sbar sind. Dazu wird die
linke Seite von Glg. (3.49) mit
1 =
∑
~k,σ=±
Bσ(~q,~k, ~Q)∑
~k,σ=±1
Bσ(~q,~k, ~Q)
=
1
B(~q, ~Q)
∑
~k,σ=±1
Bσ(~q,~k, ~Q) (3.77)
multipliziert. Die Gro¨ße
Bσ(~q,~k, ~Q) =
1 + (~∇q · ~Q)+
(
~∇q · ~Q
)2
2
+ . . .

~Q=0
w˜σ(~q, ~Q,~k) (3.78)
kann dabei die Entwicklung der Streuraten, Glg. (3.50), nach den Schwerpunkts-
impulsen ~Q, aber auch die ungena¨herte Streurate sein. Bei
”
u¨blichen“ Fokus-
sierungen von σ = 1.08µm sind diese um 1-2 Gro¨ßenordnungen kleiner als die
Relativimpulse, so daß die Na¨herung gegebenfalls sinnvoll sein kann.
Nun wird Summation und Differentiation vertauscht und die Differentialglei-
chung fu¨r jeden Summanden separat betrachtet. Falls es gelingt, die Gleichung
summandenweise zu lo¨sen, hat man somit auch sofort eine Lo¨sung des Gesamt-
problems gefunden. Das Problem reduziert sich daher auf
1
B(~q, ~Q)
∂
∂t
Nσ( ~Q, ~q,~k, t) =
[
−σ~k · ~∇q + (
~k · ~∇q)2
2
]
Nσ( ~Q, ~q,~k, t), (3.79)
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wobei die neue Funktion Nσ( ~Q, ~q,~k, t) durch folgende Relationen mit der Exzito-
nendichte N( ~Q, ~q, t) verknu¨pft ist:
Nσ( ~Q, ~q,~k, t) = N( ~Q, ~q, t)Bσ(~q,~k, ~Q)
N( ~Q, ~q, t) =
1
B(~q, ~Q)
∑
~k,σ=±1
Nσ( ~Q, ~q,~k, t) (3.80)
Die ~k und σ u¨bersummierte Streurate ist dabei eine Art Gewichtungsfunktion,
mit der die einzelnen Relativ- und Schwerpunktsimpulse an der Streuung beteiligt
sind.
Als na¨chstes werden nun die einzelnen Vektorkomponenten der Relativimpulse
entkoppelt. Dazu dient die folgende lokale (im Punkt (k1, k2)
t) Variablentrans-
formation:
X1(q1, q2) = q1k1 + q2k2
X2(q1, q2) = q1k2 − q2k1
Y1(Q1, Q2) = Q1k1 +Q2k2
Y2(Q1, Q2) = Q1k2 −Q2k1
(3.81)
Damit reduziert sich Glg. (3.79) auf
1
B˜( ~X, ~Y ,~k)
∂
∂t
N˜σ(~Y , ~X,~k, t) =
[
−σk2 ∂
∂X1
+
k4
2
∂2
∂X21
]
N˜σ(~Y , ~X,~k, t) (3.82)
Die Gewichtungsfunktion besitzt nach der Transformation die neue Form
B˜( ~X, ~Y ,~k) =
1
~2k2
∑
~Z,kzσ
∣∣∣∣D(Zk , kz
)∣∣∣∣2(nZk ,kz + 1− σ2
)
{
ξ
(
~2
2M
[
Z2
k2
+
2σ
k2
~X · ~Z
]
− σ~ωZ
k
,kz
)
+
(
~2
2Mk2
)
(~Y · ~Z)2
2
ξ′′
(
~2
2M
[
Z2
k2
+
2σ
k2
~X · ~Z
]
− σ~ωZ
k
,kz
)}
.(3.83)
Eine Fourier- oder Laplacetransformation in der Zeit macht daraus sofort eine
gewo¨hnliche Differentialgleichung zweiter Ordnung, so daß damit die beiden er-
sten Probleme gelo¨st sind. Da es sich hier darum geht, die Lo¨sung anhand einer
Anfangsverteilung zu finden, wird die Laplacetransformation
N(s) =
∞∫
0
e−stN(t)dt, N(t) =
1
2pii
c+i∞∫
c−i∞
estN(s)ds Re(s) ≥ c (3.84)
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gewa¨hlt. Die transformierte Gleichung (3.82)
1
B˜( ~X, ~Y ,~k)
[
sN˜σ(~Y , ~X,~k, s)− N˜0,σ(~Y , ~X,~k)
]
=
[
−σk2 ∂
∂X1
+
k4
2
∂2
∂X21
]
N˜σ(~Y , ~X,~k, s) (3.85)
entha¨lt dann die Anfangsverteilung N˜0,σ(~Y , ~X,~k) als Inhomogenita¨t. Diese Gro¨ße
erha¨lt man durch entsprechende Umformungen aus Glg.(3.8):3
N˜0,σ(~Y , ~X,~k) =
α2
L2pi
exp
[
−α
2X2
k2
− Y
2σ2
4k2
]
Bσ(~q( ~X,~k), ~k, ~Q(~Y ,~k)) (3.86)
Als Na¨chstes muß nun die Lo¨sung der zugeho¨rigen homogenen Gleichung gefun-
den werden. Da die Gewichtungsfunktion selbst von X1 in nichttrivialer Weise
abha¨ngt, ist es nicht mo¨glich, in jedem Fall eine Lo¨sung anzugeben. Daher werden
2 verschiedene Na¨herungen betrachtet, welche die Gestalt der Gewichtungsfunk-
tion vera¨ndern4:
1. bezu¨glich X konstante Drift- und Diffusionsterme:
Die Gewichtungsfunktion wird also durch den Ausdruck
B˜( ~X, ~Y ,~k) ≈ B˜( ~X = 0, ~Y ,~k) (3.87)
gena¨hert, wobei einfach ~X = 0 in Glg. (3.83) gesetzt wurde. Diese Na¨he-
rung betrifft die Energieerhaltung eines einzelnen Streuprozesses. Im Fall
der Markovna¨herung stellt die Funktion ξ(x) zwar die entsprechende ener-
gieerhaltende Deltafunktion dar, im Allgemeinen ist die Energieerhaltung
jedoch nur eine Folge dieser Na¨herung. Weiterhin werden die Phononen als
Bad behandelt, d.h. Gesamtenergie und Gesamtimpuls des elektronischen
Systems sind von vornherein nicht erhalten gewesen. Die Teilchenzahlerhal-
tung wird dagegen durch diese Na¨herung nicht beeinflußt, das asymptoti-
sche Verhalten der Gewichtungsfunktion fu¨r große Relativimpulse ~q wird
allerdings gea¨ndert. Wa¨hrend die urspru¨ngliche Gewichtungsfunktion vor-
gab, daß die Streuung von Elektronen mit großen Relativimpulsen stark
unterdru¨ckt wurde, besteht diese Einschra¨nkung nun nicht mehr. Fu¨r klei-
ne Impulse geht die Gewichtungsfunktion trivialerweise in die exakte Form
u¨ber. Es ist zu hoffen, daß selbst diese einfachste mo¨gliche Na¨herung eine
gute Beschreibung des urspru¨nglichen Problems liefert.
3Man beachte, daß hier α und σ die energetische und ra¨umliche Breite der Anfangsverteilung
sind!
4Diese Na¨herungen sind relativ unkritisch, da sie Drift- und Diffusionsterm gleichermaßen
betreffen und außerdem die wichtige Kopplung der vektoriellen Komponenten bereits durch
vorherige Transformationen beru¨cksichtigt wurden.
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Benutzt man nun Glg. (3.87), so wirkt die partielle Ableitung ∂X1 nur noch
auf N˜σ(~Y , ~X,~k, t). Die Lo¨sung der homogenen Gleichung kann daher be-
stimmt werden und ist gegeben durch
G1/2,σ(~Y , ~X,~k, s) = exp
[(
σ
k2
± 1
k2
√
1 +
2s
B˜(~Y ,~k)
)
X1
]
. (3.88)
2. Drift- und Diffusionsterm mit quadratrischen Anteilen in X:
Es wird nun versucht, eine Na¨herung zu finden, welche das Verhalten der
Gewichtungsfunktion qualitativ besser beschreibt.
Nimmt man fu¨r die Funktion ξ(x) eine Lorenzfunktion an, so ist die Ge-
wichtungsfunktion selbst eine Summe verschiedener Lorenzfunktionen in
X1. Das Inverse einer einzelnen Lorenzfunktion ist wiederum ein Polynom
2. Grades. Die Idee bei dieser Na¨herung ist nun die Folgende: Man appro-
ximiert die Summe von verschiedenen Lorenzfunktionen durch das Inverse
eines Polynoms zweiten Grades. Diese Na¨herung sollte zumindest fu¨r kleine
X1 brauchbare Ergebnisse liefern, aber auch fu¨r gro¨ßere Impulse eine kon-
sistentere Annahme darstellen, da nun die Gewichtungsfunktion selber fu¨r
große Xi verschwindet. B˜ wird somit durch
1
B˜( ~X, ~Y ,~k)
≈ 1
B˜( ~X, ~Y ,~k)
∣∣∣∣∣
X1=0
X2=0
− ∂
2
X2
B˜( ~X, ~Y ,~k)
B˜( ~X, ~Y ,~k)2
∣∣∣∣∣
X1=0
X2=0
X22︸ ︷︷ ︸
=:a
− ∂
2
X1
B˜( ~X, ~Y ,~k)
B˜( ~X, ~Y ,~k)2
∣∣∣∣∣
X1=0
X2=0︸ ︷︷ ︸
=:b
X21
= a− bX21 (3.89)
gena¨hert. Wie leicht nachgerechnet werden kann, verschwinden aus Sym-
metriegru¨nden alle ungeraden wie auch die gemischten Ableitungen, so daß
der quadratische Anteil in X1 den ersten Beitrag darstellt. Die zu diesem
Problem zugeho¨rigen Lo¨sungen sind durch die konfluente hypergeometri-
sche 1F1(a, b; z) und Kummersche Funktion Ψ(a, b; z) gegeben, vgl. Anhang
B.2:
G1,σ(~Y , ~X,~k, s) =
√
bs√
2k2
√−bs
X1 exp
[
σX1
k2
− bsX
2
1√
2k2
√
−1
bs
]
× 1F1
(
1
8
(
b−
√
−2
bsk4
(2as+ 1)
)
,
3
2
;
bs
k2
√
−2
bs
X21
)
(3.90)
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G2,σ(~Y , ~X,~k, s) =
√
bs√
2k2
√−bs
X1 exp
[
σX1
k2
− bsX
2
1√
2k2
√
−1
bs
]
× Ψ
(
1
8
(
b−
√
−2
bsk4
(2as+ 1)
)
,
3
2
;
bs
k2
√
−2
bs
X21
)
(3.91)
Nachdem in beiden Fa¨llen Lo¨sungen der homogenen Gleichung bekannt sind,
kann die zugeho¨rige inhomogene Lo¨sung u¨ber die Methode der Variation der
Konstanten berechnet werden [29].
C1,σ(~Y , ~X,~k, s) = −
∫
N0,σ(~Y , ~X,~k)G2,σ(~Y , ~X,~k, s)
Hσ(~Y , ~X,~k, s)
dX1 (3.92)
C2,σ(~Y , ~X,~k, s) =
∫
N0,σ(~Y , ~X,~k)G1,σ(~Y , ~X,~k, s)
Hσ(~Y , ~X,~k, s)
dX1 (3.93)
Hσ(~Y , ~X,~k, s) = G1,σ(~Y , ~X,~k, s)∂X1G2,σ(~Y , ~X,
~k, s)
−G2,σ(~Y , ~X,~k, s)∂X1G1,σ(~Y , ~X,~k, s) (3.94)
Sie ist durch
N˜ inhomσ = C1,σG1,σ + C2,σG2,σ (3.95)
gegeben. Damit verbleiben zwei Integrationskonstanten je σ aus der homogenen
Lo¨sung. Die Normierung der Ladungstra¨gerdichte wird bereits durch die An-
fangsverteilung und die Laplacetransformation gewa¨hrleistet, so daß die insge-
samt vier verbleibenden Konstanten durch Randbedingungen festgelegt werden
mu¨ssen. Fu¨r ra¨umlich fokussierte Anregungen mit endlicher spektraler Breite sind
natu¨rliche Randbedingungen, d.h. die Verteilung und deren Ableitungen nach qi
verschwinden im Unendlichen, gegeben. Nun erfu¨llt die spezielle Lo¨sung der inho-
mogenen Gleichung bereits die volle Differentialgleichung, die Anfangsbedingung,
wie auch die geforderten Randbedingungen. Da die Lo¨sung des Anfangswertpro-
blems eindeutig bestimmt ist, stellt die spezielle Lo¨sung somit auch die phy-
sikalisch relevante Lo¨sung dar und die homogenen Anteile fallen weg. Damit ist
das Problem der Exziton-Phonon-Streuung prinzipiell gelo¨st, wobei sogar die Ge-
samtheit aller Lo¨sungen bestimmt werden konnte. Anschließend mu¨ssen nun die
inverse Laplacetransformation und anschließend die inversen Koordinatentrans-
formationen durchgefu¨hrt werden. U¨ber Relation (3.80) kann so die inkoha¨rente
Exzitonendichte berechnet werden.
Ein Problem besteht nun allerdings in der praktischen analytischen Auswer-
tung der integralen Ausdru¨cke, insbesondere die inverse Laplacetransformation
bereitet Probleme. Im Allgemeinen wird die endgu¨ltige Berechnung numerisch
erfolgen mu¨ssen, jedoch bietet dieses Verfahren den Vorteil, daß die Verteilung
zu beliebigen Zeiten direkt bestimmt werden kann anstatt die Lo¨sung u¨ber die
Bewegungsgleichungen durch die Zeitentwicklung mu¨hsam zu berechnen.
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Zwar liefert obiges Verfahren die Lo¨sung fu¨r beliebige Anfangsverteilungen
bei t = 0, welche die natu¨rlichen Randbedingungen erfu¨llen, dennoch kann bei
Verwendung der speziellen Anfangsbedingung, Glg. (3.8), ein einfacherer analyti-
scher Ausdruck in Fall konstanter Drift- und Diffusionsterme angegeben werden,
wenn man eine etwas andere Methode anwendet. Im Allgemeinen fu¨hrt diese
jedoch nicht notwendigerweise zum Erfolg.
3.4.1.3 Konstante Drift und Diffusionskoeffizienten
Man startet nun mit Glg. (3.82). Unter Verwendung der Na¨herung konstanter
Drift- und Diffusionsterme, Glg. (3.87), kann die in X1 fouriertransformierte Glei-
chung
1
B˜(~Y ,~k)
∂tNσ(r,X2, ~Y ,~k, t) =
[
−iσk2r − k
4
2
r2
]
Nσ(r,X2, ~Y ,~k, t) (3.96)
direkt in der Zeit aufintegriert werden.
Nσ(r,X2, ~Y ,~k, t) = Nσ(r,X2, ~Y ,~k, 0) exp
[
B˜(~Y ,~k)
(
−iσk2r − k
4
2
r2
)
t
]
+ Cσ(r,X2, ~Y ,~k) (3.97)
Da die Gewichtungsfunktion positiv ist und daher die Lo¨sung Nσ fu¨r t → ∞
verschwindet, muß Cσ die stationa¨re Lo¨sung des Problems, Glg. (3.52), sein.
Daraus folgt, daß
Nσ(r,X2, ~Y ,~k, 0) = N0σ(r,X2, ~Y ,~k)− Cσ(r,X2, ~Y ,~k) (3.98)
gilt, wobei N0σ(r,X2, ~Y ,~k) die Anfangsverteilung des Problems ist. Da die expli-
zite Form der Gleichgewichtsverteilung selbst bei konstanten Koeffizienten noch
immer eine sehr komplizierte Gestalt besitzt, wird nun angenommen, daß die
stationa¨re Verteilung ebenfalls durch eine gaußfo¨rmige Verteilung im Ort und in
den Relativimpulsen gegeben sei. Bei dieser Annahme ist es hinreichend, nur den
Anteil mit der Anfangsverteilung N0σ(r,X2, ~Y ,~k), Glg. (3.8), zu betrachten. Die
Berechnung des Anteils mit der stationa¨ren Lo¨sung verla¨uft dann vo¨llig analog.
Einsetzen der entsprechend transformierten Gleichung (3.86) fu¨r die Anfangs-
verteilung und anschließender Ru¨cktransformation5 liefert fu¨r diesen Anteil
Nσ( ~X, ~Y ,~k, t) =
α2
L2pi
B˜(~Y ,~k) exp
[
−X
2
2α
2
k2
− Y
2σ2
4k2
] exp [−(αkσB˜(~Y ,~k)t−αX1k )2
η˜(~Y ,~k,t)2
]
η˜(~Y ,~k, t)
,
(3.99)
5Nur die Tatsache, daß die Anfangsverteilung hier eine gaußfo¨rmige Gestalt hat, ermo¨glicht
die analytische Ru¨cktransformation.
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wobei η(~Y ,~k, t) durch
η˜(~Y ,~k, t) =
√
1 + 2α2k2B˜(~Y ,~k)t (3.100)
gegeben ist. Resubstitution der Variablen und die Summation u¨ber σ = ±1 und
~k ergibt dann:
N( ~Q, ~q, t) =
∑
~k
α2
L2piB( ~Q)η( ~Q,~k, t)
exp
[
−q
2α2 + (q1k2 − q2k1)2 2α4B( ~Q)t
η( ~Q,~k, t)2
]
× exp
(
−Q
2σ2
4
− α
2k2B( ~Q)2t2
η( ~Q,~k, t)2
)
×
[
B+1(~k, ~Q) exp
(
2αtB( ~Q)~q · ~k
η( ~Q,~k, t)2
)
+B−1(~k, ~Q) exp
(
−2αtB(
~Q)~q · ~k
η( ~Q,~k, t)2
)]
(3.101)
mit
η( ~Q,~k, t) =
√
1 + 2α2k2B( ~Q)t (3.102)
B( ~Q) =
∑
~k,σ=±
Bσ(~k, ~Q), (3.103)
wobei Bσ(~k, ~Q) = Bσ(~q = 0, ~k, ~Q) aus Glg. (3.78) ist. Davon ausgehend lassen
sich nun problemlos die Energie-
N(~q, t) = N( ~Q = 0, ~q, t)
=
1
B( ~Q)
∑
~k,σ=±1
α2Bσ( ~Q = 0, ~k)
L2piη
exp
[
− (q1k2 − q2k1)2 α
2
k2
]
× exp
[
− α
2
k2η2
(~q · ~k)2 + 2α
2σB(0)
η2
(~q · ~k)t− α
2k2B(0)2
η2
t2
]
(3.104)
und Schwerpunktsimpulsverteilung
N( ~Q, t) =
∑
~q
N( ~Q, ~q, t) =
1
4pi2
e−
Q2σ2
4 (3.105)
bestimmen. Wa¨hrend erstere offensichtlich eine explizite Zeitabha¨ngigkeit besitzt,
zeigt die Schwerpunktsimpulsverteilung ohne den Anteil der Frei-Teilchenenergien
keinerlei Dynamik. Dieses Verhalten ist in U¨bereinstimmung mit der Tatsache,
daß
d
dt
∑
q
N( ~Q, ~q, t) =
d
dt
N( ~Q, t) = 0 (3.106)
gilt, wie man anhand Glg. (3.49) feststellt. Damit ist natu¨rlich auch die Ladungs-
tra¨gerverteilung im Ortsraum konstant.
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3.4.1.4 Die Exziton-Phononstreuung in Kombination mit der freien
Bewegung der Exzitonen
Um festzustellen, wie die Dynamik im Ortsraum modifiziert wird, wenn die Frei-
Teilchenenergien beru¨cksichtigt werden, muß die Ausgangsgleichung (3.82) um die
entsprechenden Terme erga¨nzt werden. Die in X1 fouriertransformierte Gleichung
lautet dann:(
1
B˜(~Y ,~k)
[
∂t − ~
Mk2
Y1∂r +
i~
Mk2
X2Y2
]
+ σk2r +
k4
2
r2
)
Nσ(r,X2, ~Y ,~k, t) = 0
(3.107)
Diese partielle Differentialgleichung 1.Ordnung in 2 Variablen la¨ßt sich einfach
lo¨sen, wenn man die folgende lineare Transformation anwendet:
t˜ = t und
r˜ = r +
~Y1
Mk2
t
(3.108)
Die anschließende Resubstitution liefert schließlich
Nσ(r,X2, ~Y ,~k, t) = N0σ
(
r +
Y1~
Mk2
t,X2, ~Y ,~k, t
)
exp
[
− i~
Mk2
X2Y2t− k
4
2
r2t
]
× exp
[
−r
(
σk2t+
Y1~k2t2
2M
)
− σY1~t
2
2M
− k
4t
6
(
Y1~t
Mk2
)2]
+Cσ(r,X2, ~Y ,~k) (3.109)
mit einer beliebigen Funktion N0σ. Die Lo¨sung des hier vorliegenden Anfangs-
wertproblems erha¨lt man durch die Wahl t = 0. N0σ ist dann durch die in X1
fouriertransformierte Glg. (3.86) minus der stationa¨ren Lo¨sung Cσ(r,X2, ~Y ,~k)
gegeben. Auch hier wird die Annahme einer im Ort und in den Relativimpulsen
gaußfo¨rmigen stationa¨ren Verteilung gemacht. Betrachtet man nun wiederum nur
den Anteil, der nicht die stationa¨re Lo¨sung entha¨lt, so erha¨lt man schließlich:
Nσ(r,X2, ~Y ,~k, t) =
√
k2piα
2Lpi2
exp
[
−α
2X22
k2
− Y
2σ2
4k2
−
(
r + Y1~
Mk2
t
)2
k2
4α2
]
×
(
w˜σ( ~X = 0, ~k) +
Y 21
2
g˜σ( ~X = 0, ~k)
)
exp
[
− i~
Mk2
X2Y2t− k
4
2
r2t
]
× exp
[
−r
(
σk2t+
Y1~k2t2
2M
)
− σY1~t
2
2M
− k
4t
6
(
Y1~t
Mk2
)2]
(3.110)
Dies ist eine verschobene Gaußfunktion in r und somit problemlos wieder zuru¨ck
auf X1 fouriertransformierbar. Die anschließende Resubstitution der Xi und Yi
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sowie die Summation u¨ber ~k und σ = ±1 ergibt dann das endgu¨ltige Resultat
N( ~Q, ~q, t) =
1
B( ~Q)
∑
~k,σ=±1
α
L2piη
Bσ( ~Q,~k) exp
[
−α
2
k2
(q1k2 − q2k1)2 − Q
2σ2
4
]
× exp
[
− i~
Mη2
~Q · ~qt− α
2
k2η2
(~q · ~k)2 + 2(~q · ~k)α
2σtB( ~Q)
η2
+ i
~t2σB( ~Q)
2Mη2
( ~Q · ~k)
−i~α
2t2
Mη2
B( ~Q)
(
k2 ~Q · ~q + (q1k2 − q2k1)(Q1k2 −Q2k1)
)
− α
2k2t2B( ~Q)2
η2
− ~
2t3B( ~Q)
6M2η2
( ~Q · ~k)2
(
1 +
α2k2tB( ~Q)
2
)]
, (3.111)
wobei η durch Glg. (3.102) gegeben ist. Die Energie- oder Relativimpulsvertei-
lung wird wiederum durch Glg. (3.104) beschrieben. Im Gegensatz zum vor-
herigen Ergebnis besitzt nun aber auch die Schwerpunktsimpulsverteilung eine
Zeitabha¨ngigkeit:
N( ~Q, t) =
1
B( ~Q)
∑
~k,σ
1
4pi2
Bσ(~k, ~Q) exp
[
−Q
2σ2
4
− α
2k2t2B( ~Q)2
η2
]
× exp
[
− ~
2t2
4M2α2k2
(k2Q1 − k1Q2)2 − i~t
2σB( ~Q)
2Mη2
(
1 + α2k2tB( ~Q)
)
(~k · ~Q)
]
× exp
[
−(~k · ~Q)2~
2t2
η2
(
1
α2k2M2
+
13
6
tB( ~Q)
M2
+
17
16
α2k2t2B( ~Q)2
M2
)]
(3.112)
Anhand der Gleichungen (3.104), (3.111) und (3.112) soll nun die Dynamik der
Exzitonen in den Grenzfa¨llen kurzer und langer Zeiten untersucht werden.
3.4.1.5 Verhalten auf kurzen und langen Zeitskalen
Intuitiv erwartet man, daß bei kurzen Zeiten nur die Frei-Teilchendynamik zu
sehen ist. Man erha¨lt bei Auswertung von Glg. (3.111) bis zum ersten nichtver-
schwindenen Term in t:
N( ~Q, ~q, t ≈ 0) = 1
B( ~Q)
∑
~k,σ=±1
α
L2pi
Bσ( ~Q,~k) exp
[
−α2q2 − Q
2σ2
4
]
× exp
[
− i~
M
~Q · ~qt+ 2(~q · ~k)α2σtB( ~Q)
]
. (3.113)
Man erkennt, daß neben der Anfangsverteilung
exp
[
−α2q2 − Q
2σ2
4
]
(3.114)
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und Frei-Teilchen Energie
exp
(
− i~
M
~Q · ~qt
)
(3.115)
zusa¨tzliche Beitra¨ge vorhanden sind. Diese ko¨nnen mit der Exziton-Phonon Streu-
ung assoziiert werden und wirken direkt auf die Verteilung der Relativimpulse.
Der eigentliche zeitabha¨ngige Beitrag besteht allerdings aus zwei Anteilen die-
ser Art: einer fu¨r die tatsa¨chliche Anfangsverteilung und ein weiterer fu¨r die
Gleichgewichtsverteilung. Beide unterscheiden sich aufgrund der Annahme einer
Gaußverteilung im Ort und in den Relativimpulsen lediglich um die ra¨umliche σ
und energetische Breite α. Bei sehr langen Zeiten t→∞ liefert trivialerweise nur
die Gleichgewichtsverteilung einen nichtverschwindenen Beitrag, da die Lo¨sung
der Differentialgleichung gerade so konstruiert wurde.
Damit ist es gelungen, auf analytischem Weg ein Verfahren zu entwickeln, die
durch Exziton-Phononstreuung beeinflußte Dynamik inkoha¨renter Exzitonen zu
beschreiben.
3.4.2 Numerische Auswertung der Bewegungsgleichungen
Aufgrund der komplexen Struktur des betrachteten Problems ist eine Auswer-
tung der gekoppelten Gleichungen (2.115), (2.118) und (2.117) nur auf numeri-
schem Weg mo¨glich. Die Quadraturen wurden dabei mit Hilfe des Runge-Kutta
Verfahrens 4.Ordnung vorgenommen. Als Indikatoren fu¨r die numerische Kor-
rektheit wurden unterschiedliche Erhaltungssa¨tze u¨berpru¨ft(Dichteerhaltung bei
verschiedenen Ein- und Ausstreuprozessen) sowie einzelne kritische Rechnungen
mit Hilfe des Bulirsch-Stoer Verfahrens verifiziert. Letzteres bietet die Mo¨glichkeit
der Fehlerkontrolle, ist aber im Vergleich zum Runge-Kutta Verfahren mit den
dem Problem speziell angepaßten Schrittweiten langsamer. Das Programm wurde
parallelisiert und mit Hilfe von MPI (Message Passing Interface) implementiert.
Die beno¨tigte Rechenzeit lag dabei zwischen 2500 und 5000 CPU Stunden auf
einer Alpha-Workstation (21164A).
Die Auswertung der Gleichungen erfolgt im Fall ohne strukturelle Unordnung
anhand einer Lz = 30nm breiten Halbleiterheterostruktur. Spielen Quantenfilm-
fluktuationen eine Rolle, so wird die Breite von Lz = 15nm bis Lz = 30nm
variiert. Sofern nicht explizit anders erwa¨hnt, entsprechen die Anregungsbedin-
gungen einem τ = 500fs-Puls mit dem Maximum bei t0 = 3ps, resonant mit dem
1s-Exziton und einer ra¨umlichen Fokussierung von σ = 1µm. Fu¨r die Phononen
wurde der akustische Zweig verwendet, da kleine Energieu¨bertra¨ge notwendig
sind, um 1s-Exzitonen generieren zu ko¨nnen. Dies wird deutlich, wenn an ent-
sprechender Stelle der Generationsprozeß der inkoha¨renten Exzitonendichte dis-
kutiert wird. Die verwendeten modellspezifischen Parameter sind in Anhang A.1
zu finden. Da sa¨mtliche Gro¨ßen Zerfallsprozessen unterliegen, werden die Orts-,
Winkel- und Relativimpulsverteilung stets normiert.
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3.4.2.1 Geordnete Systeme
Da die optische Anregung zur Entstehung der Polarisation fu¨hrt, wird die Dis-
kussion mit dieser Gro¨ße begonnen. In Abb. 3.11 ist die Zeitentwicklung fu¨r un-
terschiedliche Temperaturen von T=10K bis zu T=300K zu sehen. Dabei ist eine
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Abbildung 3.11: Zeitentwicklung
der Polarisation bei unterschied-
lichen Temperaturen. Der Abfall
ist monoexponentiell, wie in ei-
ner logarithmischen Auftragung
leicht gesehen werden kann (nicht
gezeigt).
allgemeine Tendenz feststellbar. So nimmt mit zunehmender Temperatur das Ma-
ximum der Polarisation besta¨ndig ab, ebenso wie die Abfallszeit. Der Abfall selber
ist monoexponentiell, was auf eine zeitlich konstante Zerfallsrate hinweist. Das
Verhalten ist leicht zu verstehen. Aufgrund konstanter Anregungsbedingungen
und der nicht temperaturabha¨ngigen Materie-Lichtwechselwirkung wird in jeder
dieser Kurven der gleiche Betrag an Polarisation erzeugt. Die Prozesse, welche
zum Zerfall fu¨hren, sind in geordneten Systemen dagegen die strahlende Rekombi-
nation und die phononenassistierte Generation von inkoha¨renter Exzitonendichte,
vgl. Abb. 2.2. Der Ausstreuprozeß von der Polarisation zu der inkoha¨renten Ex-
zitonendichte hin nimmt mit zunehmender Temperatur zu, so daß ein fru¨herer
und sta¨rkerer Abfall der Polarisation zu sehen ist.
Das Zeitverhalten der inkoha¨renten Gesamtexzitonendichte N , welche durch
die Polarisation P erzeugt wird, ist in Abb. 3.12 zu sehen. Mit zunehmender
Temperatur sind dabei folgende Tendenzen erkennbar:
• Die Anstiegszeit wird ku¨rzer. Dies ist aufgrund des schneller stattfindenden
Generationsprozesses zu erwarten gewesen.
• Der Abfall wechselt von einem mono- zu einem biexponentiellen Verhalten
(T > 30K).
• Das Maximum nimmt zuna¨chst rasch zu (T < 75K), um bei hohen Tem-
peraturen (T = 300K) dann wieder abzufallen.
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Abbildung 3.12: Zeitentwicklung
des inkoha¨renten Anteils der Ex-
zitonendichte bei unterschiedli-
chen Temperaturen.
Um die beiden letzten Punkte verstehen zu ko¨nnen, muß man sich allerdings
zuerst die Zeitentwicklung der Relativimpulsverteilung, Abb. 3.13, anschauen.
Zu erkennen sind zwei Spitzen in der Verteilung, deren Lage offensichtlich zeit-
lich konstant ist. Anhand von Abb. 3.14 ist erkennbar, daß diese Spitzen den
Schnittpunkten der Exziton-Phonon qphon und der Exziton-Photon Dispersionen
qphot entsprechen. In einem streng zweidimensionalen System wa¨ren allerdings
nur Streuprozesse an diesen beiden Punkten der Dispersionskurven mo¨glich. Hier
jedoch werden Phononen und Photonen dreidimensional behandelt, wodurch ein
zusa¨tzlicher Impuls durch die z-Komponente aufgenommen (Photonen) bzw. ab-
gegeben (Phononen) werden kann. Dementsprechend ko¨nnen Exzitonen nur fu¨r
q|| ≥ pphon erzeugt werden und nur fu¨r q|| ≤ pphot strahlend zerfallen. Abha¨ngig
von der Temperatur finden dann noch Streuprozesse der Exzitonen mit Phononen
statt, welche eine Umverteilung bewirken. Diese Streuung ist in den Impulsvekto-
ren nicht eingeschra¨nkt und fu¨hrt zu einem
”
Verschmieren“ der scharfen Kanten
und einer Verbreiterung der Verteilung.
Anhand der Dispersionsrelationen wird deutlich, daß optische Phononen kaum
einen Beitrag zur phononenassistierten Generation der inkoha¨renten Exzitonen-
dichte liefern ko¨nnen. Der Schnittpunkt mit der 1s-Exzitondispersion liegt bei so
großen Relativimpulsen, so daß das zugeho¨rige Matrixelement nahezu verschwin-
det.
Betrachtet man unter diesen Gesichtspunkten die Energieverteilung, Abb.
3.13, so ist zu fru¨hen Zeiten (t=3ps) zuna¨chst nur die Generation von Exzito-
nendichte erkennbar (2+3), welche zu der Spitze bei qphon fu¨hrt. Zu spa¨teren
Zeiten (t=8ps) wird zum einen die Exzitonendichte umverteilt (1-3), zu sehen in
einer Verbreiterung der Verteilung und einem Auffu¨llen der Zusta¨nde bei kleinen
Wellenzahlen. Dabei setzt gleichzeitig der strahlende Zerfall ein (1+2). Da dieser
nur fu¨r q|| ≤ qphot stattfinden kann, kommt es zu einer Entleerung der Dich-
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T=30K Abbildung 3.13: Zeitentwicklung
der Relativimpulsverteilung des
inkoha¨renten Anteils der Exzito-
nendichte bei T=30K. Die bei-
den Spitzen in der Verteilung
korrespondieren zu den Schnitt-
punkten in den Dispersionsrela-
tionen zwischen Exzitonen, Pho-
nonen und Photonen.
te fu¨r kleinere Wellenzahlen und eine zweite Spitze bei q|| = qphot erscheint. Zu
noch spa¨teren Zeiten (t=50 ps) ist die Polarisation bereits vollsta¨ndig zerfallen
und es kann keine neue Dichte mehr generiert werden. Dominant sind nun die
Umverteilungs- und Zerfallsprozesse. Die Phononspitze qphon verschwindet also
und es ist nur noch die Kante bei qphot erkennbar, welche die Grenze des strah-
lenden Zerfalls kennzeichnet.
Die temperaturabha¨ngige Dynamik der inkoha¨renten Gesamtexzitonendichte
kann nun mit Hilfe der Relativimpulsverteilung erkla¨rt werden. Entscheidend
ist dabei, wie hoch der Anteil der Exzitonen mit q|| ≤ qphot an der Gesam-
texzitonendichte ist. Da dieser stark von den Exziton-Phonon Streuprozessen
beeinflußt wird, ist dieser Anteil sowohl zeit- wie auch temperaturabha¨ngig. In
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Abbildung 3.14: Dispersionsrelati-
on fu¨r Exzitonen, Phononen und
Photonen. q|| ist die Wellenzahl in
der Quantenfilmebene. Die Schnitt-
punkte qphon und qphot sind als die
Spitzen in Abb. 3.13 zu sehen.
Die Generation von Exzitonendich-
te ist nur fu¨r q|| ≥ qphon (2+3)
und der strahlende Zerfall nur fu¨r
q|| ≤ qphot (1+2) mo¨glich. Exziton-
Phonon Streuung kann fu¨r alle q||
(1+2+3) stattfinden.
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Abbildung 3.15: Verteilung der Relativimpulse der inkoha¨renten Exzitonendichte
bei unterschiedlichen Temperaturen.
Abb. 3.15 sind die Relativimpulsverteilungen fu¨r unterschiedliche Temperaturen
zu verschiedenen Zeiten dargestellt. Dabei sind zwei entgegengesetzte Prozesse
erkennbar:
1. Mit zunehmender Temperatur finden phononenassistierte Streuprozesse auf
immer ku¨rzeren Zeitskalen statt, zu sehen im wesentlich schnelleren Ver-
schwinden der generations- und zerfallsbedingten Strukturierung der Ver-
teilung. Dies begu¨nstigt den Auffu¨llprozeß der Exzitonen bei kleinen Rela-
tivimpulsen und fu¨hrt zu einem schnelleren Zerfall der inkoha¨renten Exzi-
tonendichte.
2. Mit zunehmender Temperatur wird die Gleichgewichsverteilung immer brei-
ter, wodurch der Prozentsatz der Exzitonen, welche strahlend zerfallen
ko¨nnen, immer weiter abnimmt. Dieser Prozeß resultiert in einer gro¨ßeren
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Abbildung 3.16: Winkelverteilung der inkoha¨renten Exzitonendichte in geordne-
ten Systemen. Zu sehen sind die mittleren Winkel zwischen der Propagations-
richtung der Exzitonen und dem Radialvektor des Anregungsgebietes fu¨r Tem-
peraturen von 10K bis 300K.
Lebensdauer der Exzitonen. Die Breite der Verteilung wird dabei maßgeb-
lich durch die Bose-Einstein Verteilung der Phononen bestimmt. Ebenfalls
wird mehr Exzitonendichte im gleichen Zeitraum aus der Polarisation ge-
neriert, wodurch der Anstieg der Exzitonendichte sta¨rker wird.
Das Resultat ist nicht nur das nichtmonotone Verhalten des Maximums der in-
koha¨renten Exzitonendichte, sondern auch das Verha¨ltnis des koha¨renten (be-
dingt durch den Zerfall der Polarisation) zum inkoha¨renten Anteil vera¨ndert sich
dementsprechend. Im Folgenden soll nun gekla¨rt werden, welchen Einfluß die bis-
her gefundenen Mechanismen auf die raum-zeitliche Dynamik haben. Dabei ist
zur vollsta¨ndigen Charakterisierung der ra¨umlichen Dynamik neben der Kenntnis
der Verteilung der Relativimpulse auch die der zugeho¨rigen Winkel notwendig.
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Abbildung 3.17: Ortsverteilung der inkoha¨renten Exzitonendichte fu¨r T=10K (a),
T=30K (b), T=75K (c) und T=300K (d) zu unterschiedliche Zeiten. Erkennbar
ist eine langsamere Propagation mit zunehmender Temperatur.
In Abb. 3.16.a-d) sind diese Informationen fu¨r die gleichen Temperaturen wie bei
den Relativimpulsverteilungen, Abb. 3.15.a-d), zu sehen. Erkennbar sind:
• Zu Beginn (t<6ps) weist die Verteilung Maxima bei den Winkeln 0 und
pi auf. Dies ist umso ausgepra¨gter, je geringer die Temperatur ist. Das
entspricht einer bevorzugten Propagation der Exzitonen (anti)parallel zum
Radialvektor. Auf diesen Zeitskalen ist die phononenassistierte Generation
der Exzitonen dominant, so daß diese die Ursache fu¨r diese Eigenart in der
Verteilung sein muß.
• Auf la¨ngeren Zeitskalen betrachtet (ca. 30-60ps), vera¨ndert sich die Vertei-
lung, indem diese nun vom Winkel 0 zum Winkel pi kontinuierlich abnimmt.
Dabei wird die Differenz zwischen Maximum (α = 0) und Minimum (α = pi)
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Abbildung 3.18: Zweites Moment der inkoha¨renten Exzitonendichte a) und dessen
Zeitableitung b) fu¨r unterschiedliche Temperaturen. Erkennbar ist eine langsa-
merer Wellenpaketdynamik mit zunehmender Temperatur. Anhand der Zeitablei-
tung wird deutlich, daß eine Klassifizierung des Transportregimes wie in bisheri-
gen Arbeiten [9, 19, 22, 6] nicht mehr mo¨glich ist.
mit zunehmender Temperatur immer kleiner. Physikalisch entspricht diese
Umverteilung einer bevorzugten Propagation aus dem Anregungsgebiet hin-
aus, wobei bei hohen Temperaturen diese Richtungsauswahl weniger ausge-
pra¨gt ist. Dies ist eine direkte Konsequenz der durch ho¨here Temperaturen
verku¨rzen freien Wegla¨nge der Exzitonen. Die damit einhergehende gro¨ße-
re Anzahl von Streuprozessen fu¨hrt zu einer Gleichverteilung der Winkel
(
”
Random Walk“). Im Grenzfall verschwindender Exziton-Phonon Streu-
ung wu¨rde die freie Propagation vorliegen und die Spitze beim Winkel 0
immer sta¨rker und scha¨rfer werden.
• Zu noch spa¨teren Zeiten (60-90ps) erfolgt eine Art
”
Ru¨ckentwicklung“, d.h.
die Winkelverteilung wird flacher. Damit ist eine langsamere Propagation
der Wellenpakete verbunden. Die Ursache liegt in der Strukturierung der
Relativimpulsverteilung. Bei großen Zeiten ist die Polarisation irgendwann
zerfallen und der Anteil der neu generierten Exzitonendichte wird immer
kleiner. Damit verschiebt sich die Relativimpulsverteilung u¨ber Streupro-
zesse, was wiederum zur A¨nderung der Winkelverteilung fu¨hrt.
Der Einfluß der Winkel- und Relativimpulsverteilung auf die Wellenpacketdyna-
mik der inkoha¨renten Exzitonendichte im Ortsraum ist in Abb. 3.17 dargestellt.
Die Wellenpaketdynamik findet dabei bei niedrigen Temperaturen, Abb. 3.17.a),
auf wesentlich ku¨rzeren Zeitskalen statt als bei hohen, Abb. 3.17.d), wobei die
anfa¨ngliche Gaußstruktur der Verteilung erhalten bleibt. Als Kriterium fu¨r das
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Abbildung 3.19: Zeitentwicklung des koha¨renten Anteils
∣∣∣〈P (~R)〉
E
∣∣∣2 der Exzito-
nendichte. Zu sehen ist die ra¨umliche Verteilung zu unterschiedlichen Zeiten und
Temperaturen von 10K bis 300K.
Transportregime wurde bisher stets das zweite Moment der Verteilung, Glg. (3.6),
herangezogen. Betrachtet man diese Gro¨ße bzw. deren Zeitableitung in der hier
vorliegenden Situation, Abb. 3.18, so erkennt man, daß nunmehr weder ein pa-
rabelfo¨rmiger noch ein linearer Verlauf in der Zeitableitung erkennbar ist. Eine
Einteilung in ballistisches oder diffusives Regime ist daher nicht mehr mo¨glich.
Die Dynamik der inkoha¨renten Exzitonendichte erfolgt im Fall ho¨herer Tem-
peraturen langsamer als bei niedrigen Temperaturen, zu sehen in dem langsa-
meren Anstieg des zweiten Momentes in Abb. 3.18.a). Die Zeitableitung in Abb.
3.18.b) zeigt die zeitlichen A¨nderungen jedoch noch viel deutlicher. Die Spitze bei
kleinen Zeiten fa¨llt zeitlich mit dem optischen Puls zusammen. Der anschließende
Anstieg der Zeitableitung ist uneinheitlich und spiegelt die gegenla¨ufigen Prozeße
bei der Generation, dem Zerfall, freier Propagation und Streuung an Phononen
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Abbildung 3.20: Inkoha¨rente Exzitonendichte bei unterschiedlichen Fokussierun-
gen. Im Vergleich sind die ra¨umlichen Verteilungen fu¨r σ = 0.25µm (a) und
σ = 1µm (b) bei der Temperatur von T=75K und zu gleichen Zeiten.
wieder. Der anschließende Abfall la¨ßt sich dagegen der
”
Ru¨ckentwicklung“ in der
Winkelverteilung zuordnen. Dieser Ru¨ckgang ist in U¨bereinstimmung mit der
Winkelverteilung bei niedrigen Temperaturen am sta¨rksten und setzt auch bei
der niedrigsten Temperatur zuletzt ein, da hier die Polarisation, deren Zerfall
diesen Prozeß in Gang setzt, am langsamsten abnimmt, vgl. Abb. 3.11.
Betrachtet man den koha¨renten Anteil der Exzitonendichte
〈P?1s〉E 〈P1s〉E
(
~R
)
=
∑
~Q,~q
e−i
~Q·~R
〈
P?1s
(
~q −
~Q
2
)〉
E
〈
P1s
(
~q +
~Q
2
)〉
E
=
∣∣∣〈P1s(~R)〉
E
∣∣∣2 , (3.116)
so ist festzustellen, daß unterschiedliche Temperaturen ebenfalls eine Auswir-
kung auf diese Anteile haben. Dabei a¨ndert sich die ra¨umliche Breite bei 10K
(Abb. 3.19.a)) zur wenig, wa¨hrend diese Effekte bei ho¨heren Temperaturen (Abb.
3.19.d)) immer sta¨rker werden. Auffallend ist allerdings, daß hier der entgegen-
gesetzte Effekt wie bei dem inkoha¨renten Anteil beobachtet werden kann, d.h.
die Verteilung verbreitert sich mit zunehmender Temperatur immer schneller.
Anhand der Gleichung (2.115) ist erkennbar, daß der Ausstreuterm durch die
Phononen als einziger temperaturabha¨ngiger Anteil die Ursache ist. In Abb. 3.21
sind dazu die Dispersionsrelationen der Phononen und der 1s-Exzitonen, einmal
mit Q = 0 und einmal mit Q > 0, gezeigt. Die Phononengerade mit negativer
Steigung entspricht dem Anteil der Phononenemission. Bei schwacher Fokussie-
rung σ = 1µm sind die Schwerpunktsimpulse der Polarisation auf Qa0 < 0.1
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begrenzt. Nimmt man diesen Grenzwert, dann sind Streuprozesse nur fu¨r q ≥ q1
aufgrund von Phononabsorption mo¨glich. Mit erho¨hter Temperatur erfolgt die-
se bei großen Impulsen bevorzugt ablaufende Streuung schneller, was zu einem
schnelleren Zerfall der Polarisation bei großen Impulsen fu¨hrt. Die Verteilung
wird daher durch die Streuung an Phononen im Impulsraum schmaler, was einer
Verbreiterung im Ortsraum entspricht.
Um beurteilen zu ko¨nnen, welchen Einfluß die ra¨umliche inhomogene Situati-
on auf die Ergebnisse hat, werden die einzelnen Gro¨ßen noch einmal in Abha¨ngig-
keit der Gro¨ße des Anregungsgebietes betrachtet. Begonnen wird mit der Ortsver-
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Abbildung 3.21: Dispersionsrela-
tion bei schwach fokussierter An-
regung σ = 1µm. Im homoge-
nen Fall (Q = 0) la¨uft Phonon-
absorption im Bereich (1+2) ab.
Bei Q > 0 werden die mo¨glichen
Impulse eingeschra¨nkt (2).
teilung der inkoha¨renten Exzitonendichte. In Abb. 3.20.a) ist deutlich zu erken-
nen, daß mit einer Fokussierung von σ = 0.25µm die Wellenpacketpropagation
sehr viel schneller abla¨uft als bei σ = 1µm Abb. 3.20.b). Die Ursache der schnel-
leren Dynamik sind:
1. Da das Anregungsgebiet bei sta¨rkerer Fokussierung kleiner ist, ko¨nnen die
Exzitonen es auch eher bei gleichen Impulsen verlassen. Aufgrund der Nor-
mierung der Abszisse auf σ, verbreitert sich die Verteilung daher wesentlich
schneller.
2. Mit sta¨rkerer Fokussierung wird ein gro¨ßerer Photonenimpuls auf die Exzi-
tonen u¨bertragen, der in der Folge wieder zu einer breiteren Schwerpunkt-
simpulsverteilung fu¨hrt. Damit erfolgt auch die Propagation der Exzitonen
schneller.
Die Verteilung der Relativimpulse, Abb. 3.22, wird durch die sta¨rkere Fokus-
sierung ebenfalls beeinflußt. Dabei ist bei σ = 0.25µm der Beitrag der Schwer-
punktsimpulse in der energieerhaltenden δ-Distribution in den Phononen-Streuraten,
vgl. Glg. (3.50),
δ
 ~2
2M
(~q ± ~Q
2
)2
−
(
~k + ~q ±
~Q
2
)2± ~ωkkz
 (3.117)
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Abbildung 3.22: Inkoha¨rente Exzitonendichte bei unterschiedlichen Fokussierun-
gen. Verglichen werden die Relativimpulsverteilungen fu¨r σ = 0.25µm (a) und
σ = 1µm (b) bei der Temperatur von T=75K und zu gleichen Zeiten.
nicht mehr vernachla¨ssigbar und fu¨hrt zu einem Ausschmieren der scharfen Kante
beim Generationsprozeß wie auch beim strahlenden Zerfall.
Der Einfluß der sta¨rkeren ra¨umlichen Fokussierung ist auch deutlich in der
Winkelverteilung, Abb. 3.23, zu sehen. Wa¨hrend bei σ = 1µm, Abb. 3.23.b)
bei kleinen Zeiten die Bevorzugung der Winkel α = 0 und α = pi noch relativ
schwach war, ist sie bei σ = 0.25µm, Abb. 3.23.a) sehr deutlich ausgepra¨gt. Mit
zunehmender Zeit ist dabei deutlich zu sehen, wie sich die Verteilung zugunsten
des Winkels α = 0 a¨ndert. Die Differenz zwischen Maximum und Minimum der
Verteilung ist dabei ebenfalls ein wenig gro¨ßer als bei der schwach fokussierten
Situation.
Die Ortsverteilung des koha¨renten Anteils der Exzitonendichte, Abb. 3.24, lie-
fert ein weiteres unerwartetes Resultat. So ist bei kleinen Anregungsgebieten of-
fensichtlich eine Verringerung der ra¨umlichen Breite zu beobachten. Dieser Effekt
kann wiederum anhand der Dispersionsrelationen erkla¨rt werden. In Abb. 3.25
ist die nun typische Situation dargestellt. Aufgrund der starken Fokussierung ist
die Schwerpunktsimpulsverteilung wesentlich breiter als zuvor. Die Gro¨ßenord-
nung der Schwerpunktsimpulse erreicht nun den Wert Qa0 ≈ 1. Damit laufen
neben den Absorptions- auch Emissionsprozesse ab. Letztere (2) ermo¨glichen je-
doch die Streuung und damit den Zerfall der Polarisation bei kleinen Impulsen.
Die prinzipiell mo¨glichen Prozesse der Absorption (1) werden allerdings durch die
Exziton - Wellenfunktionen im Matrixelement, welche fu¨r Impulse qa0 > 1 ≈ 0
ist, stark unterdru¨ckt. Effektiv wird daher bei starker Fokussierung die Streuung
an Phononen und der damit verbundene Zerfall der Polarisation bei kleinen Im-
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Abbildung 3.23: Inkoha¨rente Exzitonendichte bei unterschiedlichen Fokussierun-
gen. Zu sehen sind die Winkelverteilungen fu¨r σ = 0.25µm (a) und σ = 1µm (b)
bei der Temperatur von T=75K und zu gleichen Zeiten.
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Abbildung 3.24: Koha¨rente Exzitonendichte bei unterschiedlichen Fokussierun-
gen. Im Vergleich sind die Ortsverteilungen fu¨r σ = 0.25µm (a) und σ = 1µm
(b) bei der Temperatur von T=75K und zu gleichen Zeiten.
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Abbildung 3.25: Dispersionsrelation
bei stark fokussierter Anregung σ =
0.25µm. Im schraffierten Bereich (1)
la¨uft Phononabsorption, im Bereich
(2) Phononemission ab.
pulsen bevorzugt. Die dadurch verursachte breitere Schwerpunktsverteilung fu¨hrt
zu einer Verschma¨lerung im Ortsraum.
Zusammenfassend la¨ßt sich fu¨r geordnete Systeme also sagen, daß die bisher
bekannten Resultate fu¨r gaußfo¨rmige Anfangsverteilungen durch den Generati-
onsprozeß maßgeblich modifiziert werden.
• Die Sta¨rke der Exziton-Phononwechselwirkung bestimmt die Zeitskalen, auf
denen die Propagation abla¨uft. Dabei wird mit zunehmender Temperatur
die inkoha¨rente Exzitonendichte langsamer und die koha¨rente schneller.
• Die A¨nderung der ra¨umlichen Fokussierung verursacht eine A¨nderung in der
Wellenpaketdynamik. Die inkoha¨rente Exzitonendichte propagiert dadurch
schneller, wa¨hrend sich der koha¨rente Anteil
”
ra¨umlich zusammenzieht“.
• Der phononenassistierte Generationsprozeß verursacht die Strukturierung
der der Relativimpulsverteilung der inkoha¨renten Exzitonendichte, welche
nur oberhalb der Relativimpulse q|| ≥ qphon erzeugt wird. Mit zunehmender
Fokussierung des einfallenden Lasers verschmiert diese scharfe Grenze.
3.4.2.2 Ungeordnete Systeme bei T=0
Weist das System zusa¨tzlich noch Unregelma¨ßigkeiten in der Geometrie auf, so
kommt diese Symmetriebrechung als weitere Wechselwirkung ins Spiel. Da sich
hier auf die 1s-Zusta¨nde beschra¨nkt wird, kann die Unordnungskorrelationsfunk-
tion, Glg. (2.50), direkt angegeben werden:
〈U1s1sexz (k)U1s1sexz (k′)〉E =
pi5~4α2β2
L6zA
e−
k2β2
4 δ−k,k′
×
 1
mze
1(
1 +
(
mhha0k
4M
)2) 32 + 1mzhh 1(1 + (mea0k
4M
)2) 32

2
(3.118)
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Abbildung 3.26: Zeitentwicklung der
koha¨renten Exzitonendichte fu¨r ver-
schiedene Unordnungskonfigurationen.
Zu sehen sind Vergleiche, wobei entwe-
der β (a), Lz (b) oder α und β simultan
vera¨ndert wurden (c).
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Abbildung 3.27: Zeitentwicklung der
Polarisation fu¨r verschiedene Unord-
nungskonfigurationen. Zu sehen sind
Vergleiche, wobei entweder β (a), Lz
(b) oder α und β simultan vera¨ndert
wurden (c).
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Dabei wird zuna¨chst der Fall T = 0, d.h. kein Wa¨rmebad, behandelt. Bei die-
ser Annahme kann keine inkoha¨rente Exzitonendichte erzeugt werden und die
Anregung verbleibt vollsta¨ndig in den koha¨renten Anteilen, d.h. der Polarisation
〈P1s〉E und der koha¨renten Exzitonendichte 〈P?1sP1s〉E. Die ra¨umliche Fokussie-
rung wurde zur Versta¨rkung der vorhandenen Effekte auf σ = 0.5µm reduziert.
Bezugnehmend auf die Parameter, die hier fu¨r die Korrelationssta¨rke α und -la¨nge
β der Unordnung gewa¨hlt werden, ist zu sagen, daß α = 0.3nm im Bereich einer
Monolagenfluktuation von GaAs entspricht und β
”
physikal sinnvoll“ gewa¨hlt
wurde. Letzteres bedarf einiger Erla¨uterungen und ha¨ngt mit der Art des ver-
wendeten Modells zusammen.
Da die Gleichungen fu¨r die unordnungsgemittelten Gro¨ßen gelten sollen, darf
die Korrelationsla¨nge u.a. nicht gro¨ßer als der Exzitonen-Bohrradius sein. An-
dernfalls la¨gen Exzitonen in unterschiedlichen tiefen Potentialto¨pfen vor, welche
man anhand verschiedener Absorptionslinien sehen mu¨ßte. Diese Situation soll
nicht betrachtet werden. Andererseits darf die Korrelationsla¨nge auch nicht zu
klein werden, denn im Rahmen der Herleitung muß noch immer gelten, daß die
Unordnung u¨ber einer Einheitszelle nur schwach variieren darf. Kleine Korrelati-
onsla¨ngen erfordern dann eine Theorie, welche u¨ber die Dipolna¨herung, Glg. (2.5),
hinausgeht. Der Bereich von β ist so auf 1 − 10nm eingeschra¨nkt. Damit liegen
im Prinzip 3 unabha¨ngige Parameter vor, welche variiert werden ko¨nnen, na¨mlich
Korrelationsla¨nge α, -sta¨rke β und die Quantenfilmbreite Lz. Allerdings wird sich
herausgestellen, daß diese Parameter nicht unabha¨ngig voneinander sind, so daß
nicht alle mo¨glichen Kombinationen untersucht werden mu¨ssen.
In Abb. 3.26 und 3.27 sind die Zeitentwicklungen der koha¨renten Gesamt-
exzitonendichte K und der Gesamtpolarisation P dargestellt. Dabei wurden die
Parameter α, β und die Quantenfilmbreite Lz variiert. Anhand der Darstellungen
3.26.c) und 3.27.c) ist ersichtlich, daß das System mit den hier gewa¨hlten Para-
metern offensichtlich nur von dem Produkt α ·β, nicht jedoch von α oder β allein
beeinflußt wird.6 Daher ist es ausreichend, bei festgehaltener Quantenfilmbreite
und Korrelationsla¨nge sich die A¨nderungen bei wechselnder Korrelationssta¨rke
anzuschauen.
Der zweite relevante Parameter ist die variierende Breite Lz der Heterostruk-
tur. Deren Einfluß ist in den Abbildungen 3.26.b) und 3.27.b) zu erkennen. Da
dieser Parameter mit der sechsten Potenz im Nenner des Exziton-Unordnungsma-
trixelementes steht, verursacht eine Variation prima¨r eine A¨nderung der Sta¨rke
der Wechselwirkung. Die dazu korrespondierenden Streuzeiten werden dement-
sprechend mit schmaleren Strukturen immer ku¨rzer. Die Konsequenz ist, daß die
Polarisation schneller zur koha¨renten Exzitonendichte hingestreut wird. Sichtbar
wird dies in der Abnahme des Maximums der Polarisation bei gleichstarkem An-
stieg sowie in dem schnelleren Dephasieren, Abb. 3.27.b). Da in dem momentan
6Hier nicht gezeigt, aber trotzdem gepru¨ft wurde natu¨rlich auch, ob dies auch in Bezug auf
die Orts- oder Energieverteilungen zutrifft.
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Abbildung 3.28: Zeitentwicklung der Polarisation. Zu sehen ist die Ortsvertei-
lung bei variabler Korrelationsla¨nge β (α = 0.3nm, Lz = 20nm), a-c), und die
Abha¨ngigkeit von der Quantenfilmbreite Lz (α = 0.3nm, β = 10nm), d-f).
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betrachteten System die Unordnung die einzige Mo¨glichkeit darstellt, koha¨rente
Exzitonendichte zu erzeugen, ist versta¨ndlich, daß mit sta¨rkerer Wechselwirkung
auch die koha¨rente Exzitonendichte schneller ansteigen muß, vgl. Abb. 3.26.b).
Im Gegensatz zu den Phononen und der inkoha¨renten Exzitonendichte bildet sich
hier jedoch kein nichtmonotones Verhalten in Bezug auf den Maximalwert aus.
Da die Ursache dazu in der Umverteilung der Relativimpulse zu finden war, ist
hier also eine andere Dynamik zu erwarten.
In qualitativer U¨bereinstimmung dazu ist der Einfluß der Korrelationsla¨nge,
Abb. 3.27.a) und 3.26.a). Auch hier bedingt die Zunahme der Korrelationsla¨nge
β vorrangig die Verku¨rzung der Streuzeiten, vgl. Glg. (3.118). Allerdings geht
β nur quadratisch in den Vorfaktor des Matrixelementes ein, so daß die Effekte
nicht so stark ausfallen wie bei einer Reduktion der Filmbreite.
Die Ortsverteilung des Polarisationsanteils, Abb. 3.28, zeigt eine sehr schwa-
che Abha¨ngigkeit von den Unordnungsparametern. Dabei bewirkt eine Verbreite-
rung des Quantenfilmes, Abb. 3.28.d) bis Abb. 3.28.f), eine schnellere Propagation
der Polarisation. Dieser Einfluß der Unordnung kann mit Hilfe der Exponential-
funktion im Matrixelement, Glg. (3.118), erkla¨rt werden. Da im Fall der Unord-
nung prinzipiell alle Impulse gestreut werden ko¨nnen, legt prima¨r das Matrixele-
ment Einschra¨nkungen fest. Dabei ist ersichtlich, daß kleine Impulse bevorzugt
gestreut werden, wodurch die Polarisation dort auch schneller zerfa¨llt. Dadurch
resultiert eine verbreiterte Verteilung der Polarisation in den Schwerpunktsim-
pulsen, was wiederum zu einer schmaleren Verteilung im Ortsraum fu¨hrt. Da-
mit verursacht die Exziton-Unordnungsstreuung eine langsamere Dynamik des
Wellenpaketes. Eine Besta¨tigung des Effektes ist bei der Variation der Korrela-
tionsla¨nge zu sehen. Vergro¨ßert man diese, Abb. 3.28.a) bis Abb. 3.28.c), so fa¨llt
die Exponentialfunktion im Matrixelement schneller ab, was wiederum zu einer
Bevorzugung kleiner Impulse bei Streuprozessen fu¨hrt. Da jedoch die Exziton-
Wellenfunktionen in Matrixelement ebenfalls die Impulse nach oben begrenzen,
ist der Effekt nur sehr schwach ausgepra¨gt.
Die na¨chste Gro¨ße, welche betrachtet wird, ist die Relativimpulsverteilung,
Abb. 3.29. Wiederum wurden die Korrelationla¨nge (a-c) und die Quantenfilmbrei-
te (d-f) variiert. Allerdings scheinen die Unordnungsparameter keinerlei Einfluß
auf die Zeitentwicklung dieser Verteilung zu besitzen. Allen Konfigurationen ge-
meinsam ist eine langsame Verschma¨lerung der gaußfo¨rmigen Struktur, und zwar
auf den gleichen Zeitskalen. Dieser Effekt beruht auf der unordnungsassistierten
Generation aus der Polarisation. Betrachtet man dazu die entsprechenden Anteile
der Bewegungsgleichung (2.118), so lauten diese fu¨r die Relativimpulsverteilung:
∂
∂t
K(~q, t) ∼
∫
d2k |P1s(k, t)|2
∣∣∣U(~k + ~q)∣∣∣2 δ( ~2
2M
[
k2 − q2])
∼ |P1s(q, t)|2 h(~q) (3.119)
Dabei ist erkennbar, daß die Schwerpunktsimpulsverteilung der Polarisation di-
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Abbildung 3.29: Dynamik der Relativimpulse des koha¨renten Anteils der Exzi-
tonendichten fu¨r verschiedene Unordnungsparameter. In den Abbildungen a-c)
variiert die Korrelationsla¨nge β bei festgehaltener Korrelationssta¨rke α = 0.3nm
und Quantenfilmbreite Lz = 20nm. In den Abbildungen d-f) ist der zeitliche
Verlauf bei konstantem β = 10nm und α = 0.3nm, wobei die Quantenfilmbreite
gea¨ndert wird, zu sehen.
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rekt als Quelle der Relativimpulsverteilung der koha¨renten Exzitonendichte ein-
geht. Die Polarisation verbreitert sich jedoch im Ortsraum aufgrund der Frei-
Teilchenanteile in deren Bewegungsgleichung, vgl. Glg. (2.115) und Abb. 3.28, so
daß die zugeho¨rige Schwerpunktsverteilung schmaler wird. In der Folge ist dieses
Verhalten ebenfalls in der koha¨renten Exzitonendichte beobachtbar. Eine weitere
Konsequenz ist die Gro¨ße der Relativimpulse, welche hier um eine Gro¨ßenord-
nung kleiner sind als im Fall der phononenassistierten Generation inkoha¨renter
Exzitonendichte, vgl. Abb. 3.15.
Fu¨r das Versta¨ndnis der Dynamik im Ortsraum werden wie im Fall der in-
koha¨renten Exzitonendichte nun zuna¨chst die Winkelverteilungen der koha¨renten
Exzitonendichte 〈P ?1sP1s〉E, Abb. 3.31, untersucht. Im Gegensatz zu den Relati-
vimpulsen sind hier zum einen eine deutliche Dynamik wie auch Abha¨ngigkeiten
von den Unordnungsparametern feststellbar. Zu sehen sind die Zeitentwicklungen
fu¨r zunehmende Korrelationsla¨nge β (a-c) und wachsende Quantenfilmbreite Lz
(d-f). Es sind mehrere Auffa¨lligkeiten feststellbar:
• Die unordnungsassistierte Generation sorgt fu¨r eine starkes Maximum beim
Winkel α = pi/2 (zu sehen in allen Verteilungen.). Das bedeutet, daß auf
kurzen Zeitskalen die Exzitonenpropagation senkrecht zum Radialvektor
erfolgt, vgl. Abb. 3.30. Anschaulich bedeutet das, daß sich die koha¨renten
Exzitonen kreisfo¨rmig um das Zentrum des Anregungsgebietes bewegen. Ei-
Abbildung 3.30: Darstellung der kreisfo¨rmigen Bewegung der Exzitonen.
ne ra¨umliche Verbreiterung des Wellenpaketes kann dadurch nicht erfolgen.
Da jedoch die Verteilung auch bei anderen Winkeln Besetzung vorweisen
kann, wird die Sta¨rke dieses Effektes dadurch bestimmt, wie dominant das
Maximum im Vergleich zur restlichen Verteilung ist.
• Zu spa¨teren Zeiten spaltet sich das Maximum auf und die beiden neuen
Spitzen in der Verteilung wandern zu den Winkeln α = 0 und α = pi, deut-
lich zu sehen in Abb. 3.31.a) bei 60ps bis 90ps. Die ringfo¨rmige Bewegung
wird damit zugunsten einer parallelen und antiparallelen Richtung zum Ra-
dialvektor aufgegeben. Auch diese Unorientierung allein fu¨hrt noch nicht zu
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Abbildung 3.31: Winkelverteilungen des koha¨renten Anteils der Exzitonendichten
fu¨r verschiedene Unordnungsparameter. In den Abbildungen a-c) sind die Dyna-
miken fu¨r variierende Korrelationsla¨nge β bei festgehaltener Korrelationssta¨rke
α = 0.3nm und Quantenfilmbreite Lz = 20nm aufgetragen. Die Abbildungen d-f)
zeigen den zeitlichen Verlauf bei konstantem β = 10nm und α = 0.3nm, wobei
die Quantenfilmbreite gea¨ndert wird.
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einer schnelleren Propagation aus dem Anregungsgebiet hinaus, da sich bei
vorhandener Symmetrie beide Komponenten gegenseitig aufheben.
• Die Symmetrie der Verteilung wird jedoch gesto¨rt, was in Abb. 3.31.f) bei
90ps am deutlichsten gesehen werden kann. Diese Asymmetrie resultiert
natu¨rlich sofort in einer Vera¨nderung der ra¨umlichen Breite der Anregung
und da die Verteilung bei kleineren Winkeln sta¨rkere Beitra¨ge hat, bedeu-
tet dies letztendlich eine schnellere ra¨umliche Propagation. Die Ursache
der Symmetriebrechung du¨rfte in den Frei-Teilchenanteilen zu suchen sein,
welche zu einer sta¨rkeren Gewichtung kleiner Winkeln fu¨hren.
• Die Winkelverteilung strebt einer Gleichgewichtsverteilung entgegen, wel-
che durch nahezu gleichma¨ßige Anteile aller Winkel gekennzeichnet ist, vgl.
Abb. 3.31.d). Die freie Propagation wird dabei allerdings nach wie vor dafu¨r
sorgen, daß die Verteilung bei kleinen Winkeln sta¨rker besetzt ist. Dabei
erfolgt dieser U¨bergang umso schneller, je sta¨rker die Unordnung ist.
• Die Kurven zu unterschiedlichen Zeiten scheinen offenbar durch gemeinsa-
me Knotenpunke laufen. Diese resultieren vermutlich aus der Symmetrie in
der energieerhaltenden Deltadistribution und der daher auch vorhandenen
Symmetrie in den Exziton-Unordnungsstreuprozessen.
Anhand der Winkel- und Relativimpulsverteilung soll nun die Dynamik der
koha¨renten Exzitonendichte im Ortsraum erkla¨rt werden. Die zugeho¨rigen Vertei-
lungen sind fu¨r verschiedene Unordnungskonfigurationen in Abb. 3.32 dargestellt.
Zu erkennen sind gaußfo¨rmige Kurven mit einer halben Breite von ungefa¨hr 0.5.
Die A¨nderungen in der ra¨umlichen Breite sind dabei u¨ber 90ps gesehen ziemlich
groß, wobei auffa¨llt, daß sta¨rkere Unordnung eine schnellere ra¨umliche Propaga-
tion bewirkt. Im Gegensatz zur Dynamik inkoha¨renter Exzitonendichte sprechen
hier jedoch zwei Gru¨nde gegen eine Eigendynamik:
1. Die zugeho¨rige Winkelverteilung, Abb. 3.31, ist nahezu symmetrisch um
α = pi/2. Damit kann effektiv so gut wie keine Wellenpaketdynamik statt-
finden.
2. Die Relativimpulse sind eine Gro¨ßenordnung kleiner als die der inkoha¨ren-
ten Exzitonendichte. Da beide Anteile die gleichen Frei-Teilchenenergien
in ihren Bewegungsgleichungen aufweisen, ist die Dynamik der koha¨renten
Exzitonendichte ebenfalls eine Gro¨ßenordnung langsamer, also im 100ps bis
1ns Bereich.
Der Grund der beobachteten ra¨umlichen Ausdehnung muß daher im unordnungs-
assistierten Generationsprozeß liegen. Da die Polarisation selber einer ra¨umlichen
Verbreiterung unterliegt, u¨bertra¨gt sich diese auch auf die koha¨rente Exzitonen-
dichte. Da mit sta¨rkerer Unordnung die Generation versta¨rkt wird, ist daher auch
eine sta¨rkere Verbreiterung zu beobachten.
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Abbildung 3.32: Ortsverteilung des koha¨renten Anteils der Exzitonendichte fu¨r
verschiedene Unordnungsparameter. In den Abbildungen a-c) sind die Dynamiken
fu¨r variierende Korrelationsla¨nge β bei festgehaltener Korrelationssta¨rke α =
0.3nm und Quantenfilmbreite Lz = 20nm aufgetragen. Die Abbildungen d-f)
zeigen den zeitlichen Verlauf bei konstantem β = 10nm und α = 0.3nm, wobei
die Quantenfilmbreite gea¨ndert wird.
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Abbildung 3.33: Zweites Moment a) und dessen Zeitableitung b) der koha¨renten
Exzitonendichte. Verglichen werden die Situationen bei unterschlichen Korrela-
tionsla¨ngen bei einer Quantenfilmbreite von Lz = 20nm und einer Korrelati-
onssta¨rke von α = 0.3nm.
Eine Besta¨tigung dieser Theorie ist in der Betrachtung des zweiten Momen-
tes der Verteilung, Abb. 3.33 und Abb. 3.34, zu sehen. Zum einen ist deutlich
zu erkennen, daß das zweite Moment (a) der koha¨renten Exzitonendichte die
gleiche charakteristische Dynamik aufweist, wie die Polarisation, d.h. sie wird
schneller mit zunehmender Korrelationla¨nge und abnehmender Quantenfilmbrei-
te. Daru¨ber hinaus ist anhand der Zeitableitung (b) zu erkennen, daß das zweite
Moment offensichtlich eine quadratische Zeitabha¨ngigkeit besitzt. Vermutlich sind
die Auswirkungen der Unordnung auf die Ortsraumdynamik der Polarisation zu
schwach, um hier noch wahrnehmbar zu sein, so daß prima¨r die freie Propagation
sichtbar wird.
Werden nun die Ortsverteilungen aller koha¨renten Beitra¨ge zusammen be-
trachtet, so ist dabei Folgendes zu beachten:
1. Die Verteilung der Polarisation ist anna¨hernd doppelt so breit wie die der
koha¨renten Exzitonendichte, vgl. Abb. 3.28 und Abb. 3.32.
2. Die Ortsraumdynamik von Polarisation und koha¨renter Exzitonendichte er-
folgt in weiten Parameterbereichen entgegengesetzt, d.h. wa¨hrend sich mit
zunehmender Quantenfilmbreite die Polarisation stetig schneller verbreitert,
kann die Dynamik der koha¨renten Exzitonendichte langsamer werden.
3. Beide Verteilungen sind normiert. Damit lassen sich so erst einmal keiner-
lei Aussagen u¨ber die Beitra¨ge beider Anteile zur gemeinsamen Dynamik
aller koha¨renten Komponenten treffen. Anhand von Abb. 3.26 und 3.27
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Abbildung 3.34: Zweites Moment a) und dessen Zeitableitung b) der koha¨renten
Exzitonendichte. Zu sehen sind die Zeitentwicklungen fu¨r unterschiedlich breite
Quantenfilme bei einer Korrelationsla¨nge β = 10nm und -sta¨rke α = 0.3nm.
ist ersichtlich, daß bei großen Zeiten die Exzitonendichte dominieren muß,
wa¨hrend auf kurzen Zeitskalen die Polarisation die Hauptanteile liefert.
Damit ist klar, daß die Dynamik aller koha¨renten Beitra¨ge sich nicht einfach
durch die beiden separaten Betrachtungen beschreiben la¨ßt. Dieses ist in Abb.
3.35 zu sehen. Die wesentlichen Punkte sind dabei:
• Die Dynamik wird im Fall starker Unordnung durch die koha¨rente Exzito-
nendichte bestimmt, vgl. Abb. 3.35.d) und 3.32.d).
• Je schwa¨cher die Unordnung wird (gro¨ßere Quantenfilmbreite in Abb. 3.35.e)
und f) oder kleinere Korrelationsla¨nge in Abb. 3.35.a) und b) ), desto sta¨rker
wird der Beitrag der Polarisation. Zu sehen ist dies aufgrund
– der zunehmenden ra¨umlichen Verbreiterung bei gleichen Zeiten, gleich-
bedeuted mit einer Abnahme des Maximums durch die Normierung der
Verteilung,
– dem nichtmonotonen Verhalten in der Zeitentwicklung (Zuerst wird
die Verteilung ra¨umlich schmaler und anschließend wieder breiter, z.b.
in Abb. 3.35.e) oder 3.35.b) ) - ein deutlicher Hinweis auf entgegenge-
richtete zeitabha¨ngige Prozesse.
Zusammenfassend la¨ßt sich sagen, daß die Situation mit Einfu¨hrung von struk-
tureller Unordnung wesentlich komplizierter geworden ist. Desweiteren du¨rfte es
experimentell schwierig werden, die koha¨renten Anteile getrennt zu detektieren.
Die Kombination von Polarisation und koha¨renter Exzitonendichte fu¨hrt je nach
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Abbildung 3.35: Dynamik der Ortsverteilungen aller koha¨renten Anteile. Ge-
genu¨bergestellt werden die Verla¨ufe bei sich a¨ndernder Korrelationsla¨nge β bei
fester Korrelationssta¨rke α = 0.3nm und Quantenfilmbreite Lz = 20nm, a-c),
sowie die Entwicklung unterschiedlich breiter Quantenfilme bei sonst gleichen
Bedingungen(α = 0.3nm, β = 10nm), d-f).
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Parameterwahl zu einem nichtmonotonen Verhalten in der ra¨umlichen Propaga-
tion. Selbst wenn es gela¨nge, beide Anteile getrennt zu betrachten, kann so doch
das zweite Moment der Verteilung nicht als Kriterium genommen werden, ob nun
ballistischer Transport vorliegt oder nicht, da sich das Zeitverhalten in Anwesen-
heit von Unordnung qualitativ nicht von dem der vo¨llig ungesto¨rten Propagation
unterscheidet. In beiden Fa¨llen ist eine quadratische Abha¨ngigkeit von der Zeit zu
finden. Problematisch ist allerdings ebenfalls, daß durch die Normierung der Ein-
druck entsteht, als la¨ge die gesamten 100ps u¨ber eine Verteilung mit konstanter
Gesamtdichte vor. Dem ist aber nicht so, so daß effektiv die Messungen wohl auf
eine kleinere Zeitskala beschra¨nkt bleiben werden. Letztendlich ist es ebenfalls
unmo¨glich, ohne Phononen zu messen. In wieweit diese allerdings das Ergebnis
beeinflussen, wird im na¨chsten Abschnitt untersucht.
3.4.2.3 Ungeordnete Systeme im Wechselspiel mit einem Wa¨rmebad
Nachdem die Auswirkungen der strukturellen Unordnung und der Phononen als
einzelne Wechselwirkungsprozesse bekannt sind, soll nun der kombinierte Einfluß
auf die Exzitonendynamik untersucht werden. Anhand der schematischen Dar-
stellung, Abb. 2.2, wird ersichtlich, daß damit einige neue Mechanismen ins Spiel
kommen:
1. Die koha¨rente Polarisation weist nun einen neuen Zerfallskanal auf, da die
Streuung an Phononen zur Umwandlung von koha¨renter zu inkoha¨renter
Exzitonendichte fu¨hrt.
2. Die inkoha¨rente Exzitonendichte unterliegt nun nicht nur der Phononen-
streuung, sondern auch der Unordnungsstreuung.
Damit gibt es zwei Mo¨glichkeiten, inkoha¨rente Exzitonendichte mit Hilfe von
Phononen zu generieren – zum einen aus der Polarisation und andererseits aus
koha¨renten Exzitonen. Da jedoch koha¨rente Exzitonendichte K nur u¨ber die
Wechselwirkung mit der Unordnung entsteht, kann u¨ber Variation der Unord-
nungsparameter direkt das Verha¨ltnis gea¨ndert werden, mit dem die inkoha¨rente
Exzitonendichte aus der Polarisation und aus der koha¨renten Exzitonendichte
erzeugt wird. Im Folgenden wird daher die Temperatur bei T = 30K konstant
gehalten und die Sta¨rke der Unordnung u¨ber die Variation der Quantenfilmbreite
modifiziert.
Die Arbeiten in Zusammenhang mit Sekunda¨remission [30, 2, 3], welche den
selben Mechanismus in ra¨umlich homogener Situation betrachteten, haben ge-
zeigt, daß die Anteile der Phononen- und Unordnungsstreuung nichtadditiv sind.
Dieses Verhalten ist hier natu¨rlich ebenfalls zu sehen, so daß ein interessantes
Wechselspiel zu erwarten ist.
In Abbildung 3.36 ist die Zeitentwicklung fu¨r die Gesamtpolarisation P und
die Gesamtexzitonendichte des koha¨renten K und inkoha¨renten Anteils N zu
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Abbildung 3.36: Zeitentwicklung der Polarisation (a), der koha¨renten (c) und in-
koha¨renten Exzitonendichte (b) bei einer Temperatur von T=30K, einer Fokussie-
rung von σ = 0.5µm, Korrelationssta¨rke α = 0.3nm und einer Korrelationsla¨nge
von β = 10nm. Verglichen werden jeweils zwei verschiedene Quantenfilmbreiten.
sehen. Die Polarisation, Abb. 3.36.a), fa¨llt aufgrund der nun zwei vorhandenen
Zerfallskana¨le etwas schneller ab als in den Fa¨llen alleiniger Wechselwirkung mit
Phononen oder Unordnung. Der Effekt ist jedoch nur sehr schwach aufgrund der
niedrigen Temperatur. Mit gro¨ßerer Quantenfilmdicke kann dabei ein schnellerer
Zerfall beobachtet werden. Dieser schnellerer Zerfall ist die Folge einer versta¨rk-
ten unordnungsassistierten Generation von koha¨renter Exzitonendichte aus der
Polarisation, ebenfalls zu sehen im Zeitverlauf der koha¨renten Exzitonendichte,
Abb. 3.36.c). Je schmaler die Heterostruktur wird, umso sta¨rker ist das Maximum
und umso ku¨rzer ist die Anstiegszeit.
Die inkoha¨rente Exzitonendichte, Abb. 3.36.b), wird mit Hilfe von Phononen
erzeugt, wobei sowohl Anteile aus der Polarisation, wie auch aus der koha¨renten
Exzitonendichte stammen. Bei schmaleren Strukturen ist der Einfluß der Unord-
nung jedoch sta¨rker, so daß mehr koha¨rente Exzitonendichte erzeugt wird als bei
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Abbildung 3.37: Relativimpulsverteilung fu¨r die koha¨rente (c, d) und inkoha¨ren-
te Exzitonendichte (a, b) zu unterschiedlichen Zeiten und Heterostrukturen von
20nm und 30nm Breite.
breiten Strukturen. Die versta¨rkte Unordnungsstreuung fu¨hrt andererseits zu ei-
ner schnelleren Abnahme der Polarisation, welches in Folge die phononenassistier-
te Generation von inkoha¨renter Exzitonendichte aus der Polarisation herabsetzt.
Abha¨ngig von der Parameterwahl kann durch die beiden gegensa¨tzlichen Prozesse
die phononenassistierte Generation der inkoha¨renten Exzitonendichte zu-, aber
auch abnehmen. In der hier betrachteten Situation bewirkt das Verschma¨lern des
Quantenfilms eine versta¨rkte Generation der inkoha¨renten Anteile.
Als na¨chstes soll wieder die Ortsdynamik untersucht werden. Dazu wird zu-
na¨chst die Zeitentwicklung der Relativimpulse, zu sehen in Abb. 3.37, betrachtet.
Es ist zu erkennen, daß die koha¨renten (c, d) und inkoha¨renten Anteile (a, b) der
Exzitonendichte eine sehr unterschiedliche Dynamik aufweisen. Beide Verteilun-
gen zeigen dabei ein zum Teil bekanntes Verhalten, jedoch auch neue Aspekte.
Die inkoha¨rente Exzitonendichte besitzt wiederum die Kanten bei q|| = qphon
und q|| = qphot, welche aus dem phononassistierten Generationsprozeß aus der
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Polarisation heraus herru¨hren. Ebenfalls ist der Effekt der
”
unscharfen Kanten“
bekannt – er wird durch die Fokussierung σ = 0.5µm verursacht. Neu ist jedoch
die U¨berho¨hung bei q||a0 = 0.75, welche folgende Eigenschaften aufweist:
• Sie ist wesentlich sta¨rker im Fall schmaler Quantenfilme ausgepra¨gt.
• Sie scheint ein zeitliches Maximum zu besitzen, d.h. sie nimmt im Verha¨ltnis
zum Rest der Verteilung bis t = 20ps zu, um danach wieder abzufallen.
Da die Streuung an einem Unordnungspotential zwar eine Umverteilung der Rela-
tivimpulse7 verursacht, jedoch diese Streuung nur in der Winkelverteilung zu be-
obachten ist, muß die Ursache in der phononenassistierten Generation inkoha¨ren-
ter aus der koha¨renten Exzitonendichte liegen. Dazu werden die korrespondieren-
den Einstreuterme aus der Polarisation P und aus der koha¨renten Exzitonendich-
te K betrachtet.
∂
∂t
N (q, t) ∼
∫ 2pi
0
dφq
∫
d3k
[
K( ~Q = 0, ~k) +
∣∣∣P(~k)∣∣∣2]
×
∑
σ=±1
(
n|~k−~q| +
σ + 1
2
)
δ
(
~2
2M
[
k2 − q2]− σ~ω|~k−~q|) (3.120)
Einerseits sind die beiden Deltadistributionen fu¨r beide Anteile gleich. Anderer-
seits ist die Relativimpulsverteilung der koha¨renten Exzitonendichte direkt mit
der Polarisation u¨ber Gleichung (3.119) korreliert, welche den Quellterm auf-
grund der Unordnungsstreuung beschreibt. Damit unterscheiden sich die Relati-
verteilung der koha¨renten Exzitonendichte und die Schwerpunktsverteilung der
Polarisation nicht voneinander. Da die Polarisation nur vom Betrag
P(~k) = P(|~k|),
die koha¨rente Exzitonendichte jedoch ebenfalls noch vom zugeho¨rigen Winkel
des Impulses abha¨ngt, muß das, da es der einzige Unterschied ist, die Ursache
dieser U¨berho¨hung sein. Damit werden bei der Integration u¨ber alle Winkel im
Fall der koha¨renten Exzitonendichte die gestreuten Impulse noch winkelabha¨ngig
gewichtet, wa¨hrend dies bei der Polarisation nicht vorkommt.
Die Relativimpulse der koha¨renten Exzitonendichte werden durch die zusa¨tz-
lich stattfindende Phononenstreuung offensichtlich kaum beeinflußt, vgl. Abb.
3.37.c,d). Wie bisher ist eine leichte Verschma¨lerung der Verteilung in der Zeit
aufgrund Relation (3.119) erkennbar. Da bei den gewa¨hlten Parametern die Un-
ordnung dominant ist, vgl. auch das Verha¨ltnis von koha¨renter zu inkoha¨renter
Exzitonendichte in Abb. 3.36, ist der Einfluß auf die Relativimpulsverteilung der
koha¨renten Exzitonendichte praktisch nicht sichtbar.
7Gilt nur in Markovna¨herung!
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Abbildung 3.38: Zeitliche Dynamik der Winkelverteilungen der koha¨renten (c,
d) und inkoha¨renten Exzitonendichte (a, b) zu unterschiedlichen Zeiten und bei
verschieden breiten Quantenfilmstrukturen.
Die fu¨r die ra¨umliche Dynamik maßgebliche Verteilung der Winkel ist fu¨r die
inkoha¨rente, wie auch fu¨r die koha¨rene Exzitonendichte in Abb. 3.38.a,b) bzw.
3.38.c,d) zu sehen. Dabei kann man erkennen, daß sich die Verteilungen von de-
nen ausschließlicher Exziton-Phonon bzw. Exziton-Unordnungs Wechselwirkung
unterscheiden. Die inkoha¨rente Exzitonendichte weist dabei folgendes Verhalten
auf:
• Zu kleinen Zeiten werden bevorzugt Winkel um α = 0 und α = pi ange-
nommen, wobei die Verteilung um pi/2 symmetrisch ist. (Man beachte die
Skalierung der Achsen bei der Beurteilung der Sta¨rke des Effektes!)
• Zu gro¨ßeren Zeiten wird die Verteilung asymmetrisch, indem sich bei α = 0
ein Maximum herausbildet, welches die Propagation aus dem Anregungs-
gebiet hinaus beschreibt. Das Maximum ist im Fall der schmalen Quanten-
filmstrukturen, Abb. 3.38.a), weniger stark ausgepra¨gt.
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• Bei großen Zeiten erfolgt die bereits aus der Exziton-Phononstreuung be-
kannte
”
Ru¨ckentwicklung“ der Verteilung zu einer mehr abgeflachten Form.
Die Zacken bei großen Zeiten werden numerischen Artefakten zugeordnet.
Die Beobachtungen lassen sich mit dem Einfluß der Unordnung erkla¨ren. Zum
einen wirkt die Unordnungsstreuung selber der freien Propagation entgegen und
bewirkt eine Gleichverteilung der Winkel. Starke Unordnung (schmale Quanten-
filme), Abb. 3.38.a), verursacht somit eine flachere Winkelverteilung als schwache
(breite Quantenfilme), Abb. 3.38.b). Die Ru¨ckentwicklung ha¨ngt wiederum mit
der Umverteilung der Relativimpulse der inkoha¨renten Exzitonendichte nach dem
Zerfall der Quellen, also in diesem Fall der Polarisation und der koha¨renten Ex-
zitonendichte zusammen.
Die Winkeldynamik der koha¨renten Exzitonen zeigt dagegen folgendes Ver-
halten:
• Im Fall starker Unordnung (20nm), Abb. 3.38.c), ist die Verteilung fast
identisch zu dem Fall T=0, d.h. zu Beginn ist die Verteilung um das Maxi-
mum bei α = pi/2 zentriert und flacht spa¨ter ab. Allerdings werden kleine
Winkeln sta¨rker bevorzugt.
• Bei schwacher Unordnung (30nm), Abb. 3.38.d), sind eindeutig Abweichun-
gen zum bisherigen Verhalten feststellbar. Die Winkelverteilung ist zwar zu
Beginn wiederum stark um den Winkel α = pi/2 zentriert, allerdings flacht
sie danach nur unwesentlich ab. Stattdessen ist eine deutliche Verschiebung
zu kleinen Winkeln zu beobachten, einhergehend mit einer langsamen Ab-
nahme des Maximums.
Die Ursache der Verschiebung muß in dem phononenassistierten Zerfallsprozeß
als einzig neue Mo¨glichkeit liegen. Dabei sto¨rt die Phononenstreuung die in den
reinen Unordnungsanteilen vorhandene Symmetrie, welche bisher zu den Kno-
tenpunkten in den Verteilungen fu¨hrten. Das phononenassistierte Dephasieren
der koha¨renten Exzitonendichte scheint dabei stark selektiv in Bezug auf die
Winkel zu erfolgen, so daß die Verschiebung im Fall schwa¨cherer Unordnung,
Lz = 30nm, sta¨rker hervortritt. Bei schmaleren Quantenfilmstrukturen wird die-
ser Effekt offensichtlich durch die dann dominante Unordnung kompensiert, d.h.
die Winkelstreuung durch die Exziton-Unordnungswechselwirkung ist so stark,
daß die Verschiebung nicht mehr beobachtbar ist.
Durch die teilweise erheblichen Modifikationen in den Relativimpuls- und
Winkelverteilungen ergeben sich natu¨rlich einige Konsequenzen fu¨r die ra¨umliche
Propagation. Dabei werden jeweils die Dynamiken der Polarisation, der koha¨ren-
ten und inkoha¨renten Exzitonendichte bei 20nm und 30nm breiten Quantenfil-
men gegenu¨bergestellt, siehe Abb. 3.39. Die inkoha¨rente Exzitonendichte wird
durch eine gaußfo¨rmige Verteilung beschrieben, welche sich mit der Zeit verbrei-
tert. Die Verbreiterung findet bei einem breiten Quantenfilm, Abb. 3.39.d) aller-
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Abbildung 3.39: Ortsverteilungen in verschieden breiten Quantenfilmen. Ge-
genu¨bergestellt werden die inkoha¨rente (a, d) und koha¨rente Exzitonendichte (b,
e) sowie die ra¨umliche Dynamik der Polarisation (c, f) zu unterschiedlichen Zei-
ten.
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dings wesentlich schneller statt als bei einem schmalen, Abb. 3.39.a). Verursacht
wird dies durch zwei Aspekte:
1. Die Winkelverteilung, Abb. 3.38, ist in schmalen Strukturen wesentlich fla-
cher. Damit ist eine ungerichtetere Ladungstra¨gerbewegung verbunden, wel-
che zu einer langsameren Wellenpaketpropagation fu¨hrt.
2. Die Relativimpulsverteilung, Abb. 3.37, zeigt in schmalen Quantenfilmen
nicht die starke U¨berho¨hung. Damit liegt ein kleinerer mittlerer Relativim-
puls und damit eine geringere Geschwindigkeit der Ladungstra¨ger vor. Auch
dies fu¨hrt zu einer langsameren Propagation.
Der Effekt der Winkelstreuung dominiert jedoch, wie bereits aus dem Fall elek-
tronischer Wellenpakete mit Phononen bekannt ist [8, 6].
Die Dynamik der koha¨renten Exzitonendichte, Abb. 3.39.b,e), kann wie im Fall
ausschließlicher Unordnung erkla¨rt werden, vgl. auch Abschnitt 3.4.2.2. Hauptur-
sache ist wiederum die Dynamik der Polarisation, welche durch die koha¨rente Ex-
zitonendichte wiedergespiegelt wird. Aufgrund der praktisch nicht vorhandenen
Eigendynamik (sehr kleine Relativimpulse der koha¨renten Exzitonendichte) ist
der Einfluß der Winkelverteilung ebenfalls nicht sichtbar. Kompliziert wu¨rde die
Situation jedoch im Fall noch sta¨rkerer Fokussierung, wenn na¨mlich die Schwer-
punktsimpulse die gleiche Gro¨ßenordnung erreichen wu¨rden wie die Relativim-
pulse. Dann wa¨re die Eigendynamik der koha¨renten Exzitonendichte durchaus
sichtbar und auch deren Winkelverteilung wa¨re somit eine relevante Gro¨ße.
Zur Polarisation selber, Abb. 3.39.c,f) ist zu sagen, daß kein Unterschied in
den beiden verschieden breiten Quantenfilmen sichtbar ist. In beiden Fa¨llen ist
eine sich verbreiternde Gaußkurve erkennbar. Dazu tragen im Wesentlichen drei
Anteile bei:
• Die Frei-Teilchenanteile sind unabha¨ngig von der Unordnungskonfiguration
und ko¨nnen daher keine Unterschiede in der Dynamik produzieren.
• Die Streuung mit akustischen Phononen sorgt zwar fu¨r eine schnellere Dy-
namik, aber da hier die Temperatur konstant ist, spielt dies ebenfalls keine
Rolle.
• Die Exziton-Unordnungsstreuung hat, wie in Abschnitt 3.4.2.2 gezeigt wur-
de, nur einen extrem schwachen Einfluß auf die Propagationsgeschwingig-
keit.
Die beobachtete Dynamik ist also nicht weiter verwunderlich.
Bei einer Betrachtung des zweiten Momentes der koha¨renten und inkoha¨renten
Exzitonendichte, Abb. 3.40, wird schnell ersichtlich, daß eine Klassifizierung des
Transportregimes anhand dieser Gro¨ße nicht la¨nger sinnvoll ist. Dabei ist zu
beachten, daß fu¨r Zeiten gro¨ßer als 20-30ps die Ortsverteilungen bereits so breit
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Abbildung 3.40: Die Zeitentwicklung des zweiten Momentes sowie deren zeitli-
che Ableitung fu¨r die inkoha¨rente (a, b) und koha¨rente Exzitonendichte (c, d).
Gegenu¨bergestellt werden verschieden breite Quantenfilme.
geworden sind, daß die berechneten und im Diagramm gezeigten Werte zu klein
sind und daher in der Diskussion nicht beru¨cksichtigt werden. Doch abgesehen
von dieser Einschra¨nkung ist folgendes Verhalten erkennbar:
• Das zweite Moment der inkoha¨renten Exzitonendichte, Abb. 3.40.a), zeigt
eine kontinuierliche Zunahme, wobei diese im Fall der breiteren Struktur
wesentlich sta¨rker ist. Dies ist noch in U¨bereinstimmung damit, daß im
breiteren Quantenfilm die Unordnungstreuung schwa¨cher ist und somit die
ra¨umliche Propagation schneller ablaufen kann. Betrachtet man jedoch die
Zeitableitung des zweiten Momentes, Abb. 3.40.b), so ist ein linearer An-
stieg erkennbar, was auf ein ballistisches Transportregime hinweisen wu¨rde.
Ballistik liegt hier jedoch auf keinen Fall vor!
• Im Fall der koha¨renten Exzitonendichte, Abb. 3.40.c,d), war bei T = 0
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ein ballistisches Verhalten zu sehen, welches maßgeblich durch die Pola-
risationsdynamik bestimmt wurde. Eine endliche Temperatur modifiziert
das zweite Moment derart, daß die Zeitabha¨ngigkeit nun sta¨rker als t2 ist,
vgl. Abb. 3.40.d). Dieses Verhalten wa¨re schneller als die Frei-Teilchen Dy-
namik und widerlegt jeden Versuch einer Klassifizierbarkeit. Erkla¨rbar ist
dieses Verhalten dennoch. Da das zweite Moment und dessen Zeitableitung
wesentlich empfindlicher in Bezug auf die sehr kleinen Beitra¨ge der Eigendy-
namik der koha¨renten Exzitonendichte sind, verursachten diese mo¨glicher-
weise das beobachtete Verhalten. Da die Winkelverteilung als bestimmen-
de Gro¨ße eine schnellere Dynamik bei endlichen Temperaturen voraussagt,
kann so das
”
schneller als ballistische“ Verhalten erkla¨rt werden. Da in brei-
teren Strukturen die Winkelverteilung eine sta¨rkere Verschiebung zu kleinen
Winkeln zeigt, ist auch hier eine schnellere Propagation zu erwarten.
Betrachtet man die Wirkung von Unordnung und akustischen Phononen si-
multan, so taucht als na¨chstes Problem auf, daß man zur Beobachtung der bisher
beschriebenen Effekte eigentlich die Polarisation, die koha¨rente und inkoha¨ren-
te Exzitonendichte separat detektieren mu¨ßte. Im Allgemeinen wird dies jedoch
nicht mo¨glich sein, sondern man kann entweder nur den koha¨renten und den in-
koha¨renten Anteil ermitteln oder vielleicht auch nur die volle Exzitonendichte. Da
alle Verteilung stets auf Eins normiert sind, lassen sich daraus nur schlecht die
Dynamiken der Kombinationen ableiten. Aus diesem Grund werden diese zum
Schluß noch untersucht, um zu sehen, wann und ob man eventuell einen der An-
teile vernachla¨ssigen kann bzw. ob die ra¨umliche Propagation der Kombinationen
u¨berhaupt noch Aussagen in Bezug auf die einzelnen Anteile zulassen.
An Abb. 3.41 werden dazu die inkoha¨rente Exzitonendichte, alle koha¨renten
Beitra¨ge sowie die volle Exzitonendichte miteinander verglichen. Die inkoha¨renten
Anteile, Abb. 3.41.a,d), wurden soeben betrachtet, so daß an dieser Stelle keine
weitere Diskussion erfolgen soll.
Die koha¨renten Beitra¨ge, also koha¨rente Exzitonendichte und Polarisation ge-
meinsam weisen nun jedoch ein Verhalten auf, welches schon aus dem Fall ver-
schwindender Temperatur bekannt ist. Da ist zum einen zuerst die ra¨umliche
Verschma¨lerung und anschließend wieder eine Verbreiterung zu sehen, wobei das
nichtmonotone Verhalten bei der schmalen Heterostruktur, Abb. 3.41.b) sta¨rker
hervortritt. Dabei erstreckt sich der Einfluß der akustischen Phononen prima¨r auf
die Polarisationsdynamik. Da jedoch die Dynamik der koha¨renten Exzitonendich-
te maßgeblich durch die Polarisation bestimmt wird, betrifft die Wechselwirkung
beide Gro¨ßen im selben Maße. Die Unterschiede ko¨nnen daher allein mit Hilfe
der Ergebnisse bei T = 0 verstanden werden.
Die volle Exzitonendichte, also die Summe aus der Polarisation, koha¨renter
und inkoha¨renter Exzitonendichte, wurde bisher jedoch noch nicht betrachtet.
Zu sehen ist eine U¨berlagerung der koha¨renten und der inkoha¨renten Anteile mit
zeitlich unterschiedlichen Gewichtungen, Abb. 3.41.c,d). Im Vergleich der beiden
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Abbildung 3.41: Gegenu¨berstellung der ra¨umlichen Dynamik der inkoha¨renten
(a, d), koha¨renten (b, e) und aller Beitra¨ge (c, f) zur
”
vollen“ Exzitonendichte.
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unterschiedlich breiten Quantenfilme sind dabei erkennbar:
1. Die Verteilung weist ein zeitlich gesehen nicht-monotones Verhalten auf. Sie
wird dabei zuna¨chst ra¨umlich schmaler und verbreitert sich anschließend
wieder. Wie schmal die Verteilung wird, ha¨ngt dabei von der Quantenfilm-
breite ab, wobei eine schmalere Heterostruktur (Lz = 20nm) ein sta¨rkeres
ra¨umliches
”
Zusammenziehen“ vorweisen kann.8
2. Die Verteilung verliert ihre gaußfo¨rmige Gestalt und zeigt einen flachen
Ausla¨ufer bei gro¨ßeren Zeiten, Abb. 3.41.d)
Erkla¨rt werden kann die Zeitentwicklungen durch eine Kombination bereits be-
kannter Ortsraumdynamiken und der Zeitentwicklung der Gesamtpolarisation,
Abb. 3.36.a), der gesamten koha¨renten, Abb. 3.36.c), und der gesamten inkoha¨ren-
ten Exzitonendichte, Abb. 3.36.b). Zum einen ist das Verha¨ltnis von Polarisation
bzw. koha¨renter Exzitonendichte zur inkoha¨renten Exzitonendichte bei Zeiten
bis zu 20ps sehr groß. Allerdings fa¨llt die inkoha¨rente Exzitonendichte wesentlich
langsamer ab. Daher ist die Ortsraumdynamik zu großen Zeiten schon einmal
durch die inkoha¨rente Exzitonendichte gegeben. Variiert man nun die Sta¨rke der
Unordnung, indem man die Quantenfilmbreite reduziert, so dephasiert die Po-
larisation wesentlich schneller. Die ra¨umliche Breite der Polarisation war jedoch
anfangs doppelt so groß wie bei der koha¨renten und inkoha¨renten Exzitonendich-
te. In der Dynamik aller Beitra¨ge ist daher eine Verschma¨lerung zu sehen, wobei
der Effekt bei schmalen Strukturen sta¨rker wird.
Ist die Unordnung geeignet gewa¨hlt, kann zusa¨tzlich Folgendes passieren. Da
die Dynamik der koha¨renten Exzitonendichte durch die Dynamik der Polarisa-
tion bestimmt wird, zeigt die koha¨rente Exzitonendichte zum einen selber eine
ra¨umliche Verbreiterung. Zum anderen kann sie in die gleiche Gro¨ßenordnung
wie die inkoha¨rente Exzitonendichte geraten, wobei dann die U¨berlagerung bei-
der Verteilungen durch einen flachen Ausla¨ufer direkt sichtbar wird. In dem hier
vorliegenden Fall wird der flache Anteil durch die inkoha¨rente Exzitonendichte
beschrieben.
8Man beachte die unterschiedlichen Skalen!
Kapitel 4
Zusammenfassung
Im Rahmen dieser Arbeit wurden die Bemu¨hungen, die Dynamik ra¨umlich lokaler,
optischer Anregungen zu beschreiben, fortgefu¨hrt. Dabei wurden die Gleichun-
gen entwickelt, welche die Beschreibung sowohl elektronischer wie auch exzitoni-
scher Dichten unter dem Einfluß von Phononen, Materie-Feldwechselwirkung und
struktureller Unordnung erlauben. Die Spezialisierung der Gleichungen erlaubte
dann die Untersuchung koha¨renter elektronischer Dichten wie auch koha¨renter
und inkoha¨renter Exzitonendichte. Im Fall der elektronischen Wellenpakete wur-
den folgende Erkenntnisse erzielt.
• Die Dynamik la¨ßt sich in das Problem der Schwerpunkts- und Relativbe-
wegung separieren. Die Schwerpunktsbewegung wird dabei lediglich durch
die Masse des Elektron-Lochpaares und der Gro¨ße des Anregungsgebietes
bestimmt. Alle anderen Parameter, wie auch die konkrete Form der Wel-
lenfunktionen, gehen in die Relativbewegung ein.
• Betrachtet man spektral schmale Anregungen am 1s-Exziton oder innerhalb
des Bandes, so kann die Dynamik der Wellenpake na¨herungsweise durch die
ausschließliche Betrachtung des 1s-Exzitons bzw. ebener Wellen beschrieben
werden.
• Die Anregung an der Bandkante zeigt, daß hier ein kompliziertes Wech-
selspiel der verschiedenen angeregten Zusta¨nde vorliegt. Zu sehen ist dies
in Interferenzen, welche sich zum einen in zeitlich fluktuierenden Elektron-
Lochabsta¨nden, wie auch in Oszillationen des zweiten Momentes der Orts-
verteilungen zeigen. Die Vernachla¨ssigung der gebundenen Zusta¨nde fu¨hrt
dabei zu einer qualitativ falschen Beschreibung.
• Die Beru¨cksichtigung der Wechselwirkung scheint jedoch das prinzipielle
Zeitverhalten des zweiten Momentes nichtwechselwirkender Teilchen (∼ t2)
selbst bei Beru¨cksichtigung der Coulombwechselwirkung nicht zu beeinflus-
sen.
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Dabei wurden die Untersuchungen auf die koha¨renten Anteile der Elektron- und
Lochdichte beschra¨nkt. Ebenfalls wurde noch immer nicht die kombinierte Wir-
kung von aller Wechselwirkungen untersucht. Die Beru¨cksichtigung von Phono-
nen, Unordnung, Elektron-Feld- und Coulombwechselwirkung ha¨tte einen nume-
rischen Aufwand zur Folge, der mindestens in der gleichen Gro¨ßenordnung wie
die Rechnungen zur 1s-Exzitonendynamik liegt. Von theoretischer Seite ist dieses
Problem jedoch bereits durch die Herleitung der entsprechenden Bewegungsglei-
chungen gelo¨st worden. Die Erweiterung der Untersuchungen auf diese Ebene ist
im Moment noch die am ehesten machbare Fortfu¨hrung der Arbeit.
Anhand der Untersuchung exzitonischer Wellenpaketdynamik wurden folgen-
de Resultate erhalten.
• Die Charakterisierung der Dynamik koha¨renter oder auch inkoha¨renter Ex-
zitonendichte anhand des zweiten Momentes ist nun nicht la¨nger sinnvoll.
Verursacht wird dies zum einen durch die beiden verschiedenen Mo¨glichkei-
ten der Generation inkoha¨renterExzitonendichte, wie auch durch die Nicht-
gleichgewichtssituation durch den strahlenden Zerfall.
• Die U¨berlagerung von Polarisation, koha¨renter und inkoha¨renter Exzitonen-
dichte im Ortsraum kann zu einem nichtmonotonen Verhalten bezu¨glich der
Verbreiterung des Wellenpaketes, wie auch zu Deformationen fu¨hren.
• Die Art und Weise, wie die Generationsprozesse ablaufen, fu¨hren dazu, daß
fu¨r die koha¨renten Anteile eine durch Wechselwirkungsprozesse beschleu-
nigte Dynamik stattfinden kann. Die Ursache hierfu¨r liegt in den Matrix-
elementen und Energiedispersionen der Exzitonen, Phononen und der Un-
ordnung.
Die Beru¨cksichtigung der Anregungsprozesse macht deutlich, daß diese das Zeit-
verhalten des zweiten Momenten erheblich modifizieren. Um eine qualitativ rich-
tige Beschreibung zu erhalten, ko¨nnen diese bei der Betrachtung exzitonischer
Dichten nicht vernachla¨ssigt werden.
Die Situation bei Betrachtung von Nichtgleichgewichtssystemen ist damit we-
sentlich komplizierter wurde. Es ist nun nicht nur die Mo¨glichkeit verlorengegan-
gen, das Transportregime anhand des zweiten Momentes zu klassifizieren, sondern
eine Auswertung dieser Gro¨ße ist regelrecht irrefu¨hrend.
Einschra¨nkungen stellen hier sicherlich die verwendete Markov- und Bornna¨he-
rung bezu¨glich der Unordnung dar. Damit fehlt die Mo¨glichkeit der Beschreibung
von Lokalisierung. Weiterhin resultiert aus der Energieerhaltung bei den Streu-
prozessen eine um Gro¨ßenordnungen schmalere energetische Relativimpulsvertei-
lung der koha¨renten Anteile, was vor allem bei einem Vergleich mit den
”
weak-
memory“–Rechnungen von [3, 4] deutlich wird. Diese Beschra¨nkungen, wie auch
die ausschließliche Verwendung von 1s-Exzitonen sind eine Folge der momentan
verfu¨gbaren Rechnerkapazita¨ten, welche keine bessere Beschreibung zulassen. Ob
111
die beobachteten Pha¨nomene nun eine Folge der Na¨herungen sind oder auch bei
einer
”
qualitativ besseren“ Beschreibung auftreten, la¨ßt sich daher nur bedingt
beurteilen.
Anhang A
Modellparameter
In den Rechnungen wurden die folgenen Parameter verwendet:
Elektronenmasse 0.0672m0
Lochmasse in Quantenfilmebene 0.112m0
Lochmasse in z-Richtung 0.377m0
E0 4.2meV
Bohrradius 14.69nm
GaAs-Brechungsindex 3.61
(ω → 0) 13.74
(ω →∞) 10.9
GaAs-Bandlu¨ckenenergie 1.5eV
cLA 5905.3
m
s
Elektronenmasse m0 9.1095 · 10−31kg
Tabelle A.1: Modellparameter in den numerischen Rechnungen
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Anhang B
Spezielle Funktionen, Integrale
und Differentialgleichungen
B.1 Transversale Deltafunktion
~f(~r) =
∑
k
~f(~k)e−
~k·~r
~f(~k) =
1
Ld
∫
ddr ~f(~r)ei
~k·~r (B.1)
Es gilt:
~∇ · ~f(~r) = −i
∑
k
~k · ~f(~k)e−i~k·~r (B.2)
und da der transversale Anteil divergenzfrei ist, haben wir einen Ausdruck fu¨r
den longitudinalen Anteil von ~f(~r) gefunden. Nun la¨ßt sich ~f(~r) schreiben als:
~f(~r) =
∑
k
[(
~k
k
· ~f(~k)
)
~k
k
+
(
~f(~k)−
(
~k
k
· ~f(~k)
)
~k
k
)]
e−
~k·~r (B.3)
Nach Glg. (B.2) kann man nun direkt durch Anwenden der Divergenz auf Glg.
(B.3) zeigen, daß der transversale Anteil gegeben ist durch:
~fT (~r) =
∑
k
[
~f(~k)−
(
~k
k
· ~f(~k)
)
~k
k
]
e−
~k·~r
=
∑
k
[(
Id−
~k~kt
k2
)
1
Ld
∫
ddr′ ~f(~r′)
]
e−i
~k·~r
=
∫
ddr′δT (~r − ~r′)~f(~r′)e−i~k·~r (B.4)
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Man erha¨lt so fu¨r die Matrix der transversalen Deltafunktion
δT (~r − ~r′) = 1
Ld
∑
k
(
Id−
~k~kt
k2
)
e−i
~k·(~r−~r′) (B.5)
B.2 Die hypergeometrische Funktion
Die Definition der Funktionen wurde dem Tabellenwerk von Gradstein und Rys-
hik entnommen [31], der Vollsta¨ndigkeit halber werden hier aber noch einmal die
Definitionen, einige Funktionalgleichungen, sowie die zugeho¨rige Differentialglei-
chung angegeben. Die Definition der konfluenten hypergeometrischen Reihe ist
durch das Bildungsgesetz
1F1(a, b; z) = 1 +
a
b
z
1!
+
a(a+ 1)
b(b+ 1)
z2
2!
+
a(a+ 1)(a+ 2)
b(b+ 1)(b+ 2)
z3
3!
+ . . . (B.6)
und die Kummersche Funktion durch
Ψ(a, b; z) =
Γ(1− b)
Γ(a− b+ 1) 1F1(a, b; z) +
Γ(b− 1)
Γ(a)
z1−b 1F1(a− b+ 1, 2− b; z)(B.7)
definiert. Beides sind Lo¨sungen der Differentialgleichung
z
d2F
dz2
+ (b− z)dF
dz
− aF = 0, (B.8)
welche die linear unabha¨ngigen Lo¨sungen
1F1(a, b; z) (B.9)
und (B.10)
z1−b 1F1(a− b+ 1, 2− b; z) (B.11)
besitzt. Von den vielen Funktionalgleichungen sollen an dieser Stelle nur drei
angegeben werden.
d
dz
1F1(a, b; z) =
a
b
1F1(1 + a, 1 + b; z) (B.12)
z
b
1F1(1 + a, 1 + b; z) = 1F1(1 + a, b; z)− 1F1(a, b; z) (B.13)
1F1(a, b; z) = e
z
1F1(b− a, b;−z) (B.14)
B.3 Exziton-Wellenfunktionen
Die Exzitonwellenfunktionen sind im Zweidimensionalen durch
Ψk,m(~r) =
(i2kr)|m|
(2|m|)!
√
pik
R(1/4 + |λ|2) cosh(pi|λ|)
√√√√ |m|∏
j=0
[(
j − 1
2
)2
+ |λ|2
]
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× exp
(
pi|λ|
2
− ikr
)
exp(imφ)√
2pi
F
(
|m|+ 1
2
+ i|λ|; 2|m|+ 1; 2ikr
)
(B.15)
(B.16)
und den Energien ebener Wellen
k,m =
~2k2
2mr
gegeben[20]. Gebundene Zusta¨nde ko¨nnen mit Hilfe von Laguerre Polynomen
L
2|m|
n+|m|(ρ) berechnet werden:
Ψn,m(ρ) =
√
1
pia20 (n+ 0.5)
3
(n− |m|)!
(n+ |m|)!ρ
me−
ρ
2L
2|m|
n+|m|(ρ)e
imφ
mit ρ =
2r
(n+ 0.5)a0
(B.17)
Die zu diesen Zusta¨nden zugeho¨rigen Energien
n = −E0 1
(n+ 0.5)2
mit n = 0, 1, . . . , (B.18)
werden mit Hilfe der dreidimensionalen Exziton-Bindungsenergie E0 =
~2
2mra20
ausgedru¨ckt.
Anhang C
Bewegungsgleichungen
C.1 Bewegungsgleichungen der unfaktorisierten
Gro¨ßen
− i~ d
dt
σ12 = (1 − 2)σ12
+
∑
3qλ
(U31(qλ)σ32 − U23(qλ)σ13)
+
∑
345
(W (3451)σ3452 −W (2345)σ1345)
+
∑
34
(Γ(3441)σ32 − Γ(2443)σ13)
+
∑
3qλ
(
D31(qλ)〈(b†−qλ + bqλ)σˆ32〉 −D23(qλ)〈(b†−qλ + bqλ)σˆ13〉
)
+
∑
3qλ
(
F31(qλ)〈(a†−qλ − aqλ)σˆ32〉 − F23(qλ)〈(a†−qλ − aqλ)σˆ13〉
)
(C.1)
− i~ d
dt
σ1234 = (1 + 2 − 3 − 4)σ1234
+
∑
5qλ
(U51(qλ)σ5234 + U52(qλ)σ1534
−U35(qλ)σ1254 − U45(qλ)σ1235)
+
∑
56
(W (3456)σ1256 −W (5612)σ5634)
+
∑
567
(W (4567)σ125367 +W (5367)σ125467
116
C.1. VOLLE KORRELATIONEN 117
+W (5617)σ562734 +W (5672)σ561734)
+
∑
56
(Γ(3556)σ1246 − Γ(4556)σ1236
Γ(5661)σ5234 − Γ(5662)σ5134)
+
∑
3qλ
(
D51(qλ)〈(b†−qλ + bqλ)σˆ5234〉+D52(qλ)〈(b†−qλ + bqλ)σˆ1534〉
−D35(qλ)〈(b†−qλ + bqλ)σˆ1254〉 −D45(qλ)〈(b†−qλ + bqλ)σˆ1235〉
)
+
∑
3qλ
(
F51(qλ)〈(a†−qλ − aqλ)σˆ5234〉+ F52(qλ)〈(a†−qλ − aqλ)σˆ1534〉
−F35(qλ)〈(a†−qλ − aqλ)σˆ1254〉 − F45(qλ)〈(a†−qλ − aqλ)σˆ1235〉
)
(C.2)
− i~ d
dt
〈alν〉 = −~Ωlν〈alν〉 −
∑
12
F12(lν)σ12 (C.3)
− i~ d
dt
〈blν〉 = −~ωlν〈blν〉 −
∑
12
D12(lν)σ12 (C.4)
− i~ d
dt
〈amµalν〉 = −(~Ωmµ + ~Ωlν)〈amµalν〉
−
∑
12
[F12(−lν)〈amµσˆ12〉+ F12(−mµ)〈alν σˆ12〉] (C.5)
− i~ d
dt
〈a†mµalν〉 = (~Ωmµ − ~Ωlν)〈a†mµalν〉
−
∑
12
[
F12(−lν)〈a†mµσˆ12〉+ F12(mµ)〈alν σˆ12〉
]
(C.6)
− i~ d
dt
〈bmµblν〉 = −(~ωmµ + ~ωlν)〈bmµblν〉
−
∑
12
[D12(−lν)〈bmµσˆ12〉+D12(−mµ)〈blν σˆ12〉] (C.7)
− i~ d
dt
〈b†mµblν〉 = (~ωmµ − ~ωlν)〈b†mµblν〉
−
∑
12
[
D12(−lν)〈b†mµσˆ12〉 −D12(mµ)〈blν σˆ12〉
]
(C.8)
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assistierte Gro¨ßen
− i~ d
dt
〈blν σˆ12〉 = (1 − 2 − ~ωlν)〈blν σˆ12〉
+
∑
3qλ
(U31(qλ)〈blν σˆ32〉 − U23(qλ)〈blν σˆ13〉)
+
∑
345
(W (3451)〈blν σˆ3452〉 −W (2345)〈blν σˆ1345〉)
+
∑
34
(Γ(3441)〈blν σˆ32〉 − Γ(2443)〈blν σˆ13〉)
+
∑
3qλ
(
D31(qλ)〈(b†−qλ + bqλ)blν σˆ32〉 −D23(qλ)〈(b†−qλ + bqλ)blν σˆ13〉
)
−
∑
34
D34(−lν) (σ14δ23 − σ1324)
+
∑
3qλ
(
F31(qλ)〈(a†−qλ − aqλ)blν σˆ32〉 − F23(qλ)〈(a†−qλ − aqλ)blν σˆ13〉
)
(C.9)
− i~ d
dt
〈alν σˆ12〉 = (1 − 2 − ~Ωlν)〈alν σˆ12〉
+
∑
3qλ
(U31(qλ)〈alν σˆ32〉 − U23(qλ)〈alν σˆ13〉)
+
∑
345
(W (3451)〈alν σˆ3452〉 −W (2345)〈alν σˆ1345〉)
+
∑
34
(Γ(3441)〈alν σˆ32〉 − Γ(2443)〈alν σˆ13〉)
+
∑
3qλ
(
D31(qλ)〈(b†−qλ + bqλ)alν σˆ32〉 −D23(qλ)〈(b†−qλ + bqλ)alν σˆ13〉
)
+
∑
3qλ
(
F31(qλ)〈(a†−qλ − aqλ)alν σˆ32〉 − F23(qλ)〈(a†−qλ − aqλ)alν σˆ13〉
)
−
∑
34
F34(−lν) (σ14δ23 − σ1324) (C.10)
− i~ d
dt
〈blν σˆ1234〉 = (1 + 2 − 3 − 4 − ~ωlν)〈blν σˆ1234〉
+
∑
5qλ
(U51(qλ)〈blν σˆ5234〉+ U52(qλ)〈blν σˆ1534〉
−U35(qλ)〈blν σˆ1254〉 − U45(qλ)〈blν σˆ1235〉)
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+
∑
56
(W (3456)〈blν σˆ1256〉 −W (5612)〈blν σˆ5634〉)
+
∑
567
(W (4567)〈blν σˆ125367〉+W (5367)〈blν σˆ125467〉
+W (5617)〈blν σˆ562734〉+W (5672)〈blν σˆ561734〉)
+
∑
56
(Γ(3556)〈blν σˆ1246〉 − Γ(4556)〈blν σˆ1236〉
Γ(5661)〈blν σˆ5234〉 − Γ(5662)〈blν σˆ5134〉)
+
∑
3qλ
(
D51(qλ)〈(b†−qλ + bqλ)blν σˆ5234〉+D52(qλ)〈(b†−qλ + bqλ)blν σˆ1534〉
−D35(qλ)〈(b†−qλ + bqλ)blν σˆ1254〉 −D45(qλ)〈(b†−qλ + bqλ)blν σˆ1235〉
)
−
∑
56
D56(−lν) (σ1236δ45 − σ1246δ35 + σ125346)
+
∑
3qλ
(
F51(qλ)〈(a†−qλ − aqλ)blν σˆ5234〉+ F52(qλ)〈(a†−qλ − aqλ)blν σˆ1534〉
−F35(qλ)〈(a†−qλ − aqλ)blν σˆ1254〉 − F45(qλ)〈(a†−qλ − aqλ)blν σˆ1235〉
)
(C.11)
− i~ d
dt
〈alν σˆ1234〉 = (1 + 2 − 3 − 4 − ~Ωlν)〈alν σˆ1234〉
+
∑
5qλ
(U51(qλ)〈alν σˆ5234〉+ U52(qλ)〈alν σˆ1534〉
−U35(qλ)〈alν σˆ1254〉 − U45(qλ)〈alν σˆ1235〉)
+
∑
56
(W (3456)〈alν σˆ1256〉 −W (5612)〈alν σˆ5634〉)
+
∑
567
(W (4567)〈alν σˆ125367〉+W (5367)〈alν σˆ125467〉
+W (5617)〈alν σˆ562734〉+W (5672)〈alν σˆ561734〉)
+
∑
56
(Γ(3556)〈alν σˆ1246〉 − Γ(4556)〈alν σˆ1236〉
Γ(5661)〈alν σˆ5234〉 − Γ(5662)〈alν σˆ5134〉)
+
∑
3qλ
(
D51(qλ)〈(b†−qλ + bqλ)alν σˆ5234〉+D52(qλ)〈(b†−qλ + bqλ)alν σˆ1534〉
−D35(qλ)〈(b†−qλ + bqλ)alν σˆ1254〉 −D45(qλ)〈(b†−qλ + bqλ)alν σˆ1235〉
)
+
∑
3qλ
(
F51(qλ)〈(a†−qλ − aqλ)alν σˆ5234〉+ F52(qλ)〈(a†−qλ − aqλ)alν σˆ1534〉
−F35(qλ)〈(a†−qλ − aqλ)alν σˆ1254〉 − F45(qλ)〈(a†−qλ − aqλ)alν σˆ1235〉
)
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−
∑
56
F56(−lν) (σ1236δ45 − σ1246δ35 + σ125346) (C.12)
− i~ d
dt
〈amµblν〉 = −(~Ωmµ + ~ωlν)〈amµblν〉
−
∑
12
[F12(−mµ)〈blν σˆ12〉+D12(−lν)〈amµσˆ12〉] (C.13)
− i~ d
dt
〈a†mµblν〉 = (~Ωmµ − ~ωlν)〈a†mµblν〉
−
∑
12
[
F12(mµ)〈blν σˆ12〉+D12(−lν)〈a†mµσˆ12〉
]
(C.14)
C.2 Bewegungsgleichungen der Korrekturen
C.2.1 Faktorisierungen
rein fermionische Korrelationen:
〈c†1c2〉 = 〈c†1c2〉c (C.15)
〈c†1c†2c3c4〉 = 〈c†1c4〉〈c†2c3〉 − 〈c†1c3〉〈c†2c4〉+ 〈c†1c†2c3c4〉c (C.16)
〈c†1c†2c†3c4c5c6〉 = 〈c†1c4〉
(
〈c†2c6〉〈c†3c5〉 − 〈c†2c5〉〈c†3c6〉
)
− 〈c†1c5〉
(
〈c†2c6〉〈c†3c4〉 − 〈c†2c4〉〈c†3c6〉
)
+ 〈c†1c6〉
(
〈c†2c5〉〈c†3c4〉 − 〈c†2c4〉〈c†3c5〉
)
+ 〈c†1c4〉〈c†2c†3c5c6〉c − 〈c†2c4〉〈c†1c†3c5c6〉c
− 〈c†1c5〉〈c†2c†3c4c6〉c + 〈c†2c5〉〈c†1c†3c4c6〉c
+ 〈c†1c6〉〈c†2c†3c4c5〉c − 〈c†2c6〉〈c†1c†3c4c5〉c
− 〈c†3c5〉〈c†1c†2c4c6〉c + 〈c†3c4〉〈c†1c†2c5c6〉c
+ 〈c†3c6〉〈c†1c†2c4c5〉c + 〈c†1c†2c†3c4c5c6〉c (C.17)
rein bosonische Korrelationen:
〈a1〉 = 〈a1〉c (C.18)
〈a1a2〉 = 〈a1〉〈a2〉+ 〈a1a2〉c (C.19)
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Korrelationen aus fermionischen (c) und bosonischen (a) Operatoren:
〈ac†1c2〉 = 〈a〉〈c†1c2〉+ 〈ac†1c2〉c (C.20)
〈a1a2c†1c2〉 = 〈a1〉〈a2c†1c2〉c + 〈a2〉〈a1c†1c2〉c + 〈a1a2〉c〈c†1c2〉
+ 〈a1〉〈a2〉〈c†1c2〉+ 〈a1a2c†1c2〉c (C.21)
〈ac†1c†2c3c4〉 = 〈ac†1c4〉c〈c†2c3〉 − 〈ac†1c3〉c〈c†2c4〉
+ 〈c†1c4〉〈ac†2c3〉c − 〈c†1c3〉〈ac†2c4〉c
+ 〈a〉
(
〈c†1c4〉〈c†2c3〉 − 〈c†1c3〉〈c†2c4〉+ 〈c†1c†2c3c4〉c
)
+ 〈ac†1c†2c3c4〉c (C.22)
〈a1a2c†1c†2c3c4〉 = 〈a1a2〉c
(
〈c†1c4〉〈c†2c3〉 − 〈c†1c3〉〈c†2c4〉+ 〈c†1c†2c3c4〉c
)
+ 〈a1a2c†1c†2c3c4〉c
+ 〈a1c†1c4〉c〈a2c†2c3〉c − 〈a1c†1c3〉c〈a2c†2c4〉c
+ 〈a2c†1c4〉c〈a1c†2c3〉c − 〈a2c†1c3〉c〈a1c†2c4〉c
+ 〈a1〉〈a2c†1c†2c3c4〉c + 〈a2〉〈a1c†1c†2c3c4〉c
+ 〈a1〉〈a2〉
(
〈c†1c4〉〈c†2c3〉 − 〈c†1c3〉〈c†2c4〉+ 〈c†1c†2c3c4〉c
)
+ 〈a2〉
(
〈a1c†1c4〉c〈c†2c3〉 − 〈a1c†1c3〉c〈c†2c4〉
+〈c†1c4〉〈a1c†2c3〉c − 〈c†1c3〉〈a1c†2c4〉c
)
+ 〈a1〉
(
〈a2c†1c4〉c〈c†2c3〉 − 〈a2c†1c3〉c〈c†2c4〉
+〈c†1c4〉〈a2c†2c3〉c − 〈c†1c3〉〈a2c†2c4〉c
)
+ 〈a1a2c†1c4〉c〈c†2c3〉+ 〈a1a2c†2c3〉c〈c†1c4〉
− 〈a1a2c†1c3〉c〈c†2c4〉 − 〈a1a2c†2c4〉c〈c†1c3〉 (C.23)
〈ac†1c†2c†3c4c5c6〉 = 〈ac†1c†2c†3c4c5c6〉c
+ 〈a〉
[
〈c†1c4〉
(
〈c†2c6〉〈c†3c5〉 − 〈c†2c5〉〈c†3c6〉
)
−〈c†1c5〉
(
〈c†2c6〉〈c†3c4〉 − 〈c†2c4〉〈c†3c6〉
)
+〈c†1c6〉
(
〈c†2c5〉〈c†3c4〉 − 〈c†2c4〉〈c†3c5〉
)
+〈c†1c4〉〈c†2c†3c5c6〉c − 〈c†2c4〉〈c†1c†3c5c6〉c
−〈c†1c5〉〈c†2c†3c4c6〉c + 〈c†2c5〉〈c†1c†3c4c6〉c
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+〈c†1c6〉〈c†2c†3c4c5〉c − 〈c†2c6〉〈c†1c†3c4c5〉c
−〈c†3c5〉〈c†1c†2c4c6〉c + 〈c†3c4〉〈c†1c†2c5c6〉c
+ 〈c†3c6〉〈c†1c†2c4c5〉c + 〈c†1c†2c†3c4c5c6〉c
]
+ 〈ac†1c4〉c
(
〈c†2c6〉〈c†3c5〉 − 〈c†2c5〉〈c†3c6〉
)
− 〈ac†1c5〉c
(
〈c†2c6〉〈c†3c4〉 − 〈c†2c4〉〈c†3c6〉
)
+ 〈ac†1c6〉c
(
〈c†2c5〉〈c†3c4〉 − 〈c†2c4〉〈c†3c5〉
)
+ 〈c†1c4〉
(
〈ac†2c6〉c〈c†3c5〉 − 〈ac†2c5〉c〈c†3c6〉
)
− 〈c†1c5〉
(
〈ac†2c6〉c〈c†3c4〉 − 〈ac†2c4〉c〈c†3c6〉
)
+ 〈c†1c6〉
(
〈ac†2c5〉c〈c†3c4〉 − 〈ac†2c4〉c〈c†3c5〉
)
+ 〈c†1c4〉
(
〈c†2c6〉〈ac†3c5〉c − 〈c†2c5〉〈ac†3c6〉c
)
− 〈c†1c5〉
(
〈c†2c6〉〈ac†3c4〉c − 〈c†2c4〉〈ac†3c6〉c
)
+ 〈c†1c6〉
(
〈c†2c5〉〈ac†3c4〉c − 〈c†2c4〉〈ac†3c5〉c
)
+ 〈ac†1c4〉c〈c†2c†3c5c6〉c − 〈ac†2c4〉c〈c†1c†3c5c6〉c
− 〈ac†1c5〉c〈c†2c†3c4c6〉c + 〈ac†2c5〉c〈c†1c†3c4c6〉c
+ 〈ac†1c6〉c〈c†2c†3c4c5〉c − 〈ac†2c6〉c〈c†1c†3c4c5〉c
− 〈ac†3c5〉c〈c†1c†2c4c6〉c + 〈ac†3c4〉c〈c†1c†2c5c6〉c
+ 〈ac†3c6〉c〈c†1c†2c4c5〉c
+ 〈c†1c4〉〈ac†2c†3c5c6〉c − 〈c†2c4〉〈ac†1c†3c5c6〉c
− 〈c†1c5〉〈ac†2c†3c4c6〉c + 〈c†2c5〉〈ac†1c†3c4c6〉c
+ 〈c†1c6〉〈ac†2c†3c4c5〉c − 〈c†2c6〉〈ac†1c†3c4c5〉c
− 〈c†3c5〉〈ac†1c†2c4c6〉c + 〈c†3c4〉〈ac†1c†2c5c6〉c
+ 〈c†3c6〉〈ac†1c†2c4c5〉c (C.24)
C.2.2 Bewegungsgleichungen
− i~ d
dt
σ12 = (1 − 2)σ12
+
∑
3qλ
(U31(qλ)σ32 − U23(qλ)σ13)
+
∑
345
[W (3451) (σ32σ45 − σ35σ42 + σc3452)
−W (2345) (σ15σ34 − σ14σ35 + σc1345)]
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+
∑
34
(Γ(3441)σ32 − Γ(2443)σ13)
+
∑
3qλ
[
D31(qλ)
(
〈(b†−qλ + bqλ)σˆ32〉c + 〈b†−qλ + bqλ〉σ32
)
−D23(qλ)
(
〈(b†−qλ + bqλ)σˆ13〉c + 〈b†−qλ + bqλ〉σ13
)]
+
∑
3qλ
[
F31(qλ)
(
〈(a†−qλ − aqλ)σˆ32〉c + 〈a†−qλ − aqλ〉σ32
)
−F23(qλ)
(
〈(a†−qλ − aqλ)σˆ13〉c + 〈a†−qλ − aqλ〉σ13
)]
− i~ d
dt
σc1234 = (1 + 2 − 3 − 4)σc1234
+
∑
5qλ
(U51(qλ)σ
c
5234 + U52(qλ)σ
c
1534
−U35(qλ)σc1254 − U45(qλ)σc1235)
+
∑
56
[W (3456) (σ16σ25 − σ15σ26 + σc1256)
−W (5612) (σ54σ63 − σ53σ64 + σc5634)]
+
∑
567
{(W (4567)−W (4576)) [σ17σ26σ53 + σ17σc2536
+ σ26σ
c
1537 + σ57σ
c
1236]
+ (W (5367)−W (5376)) [σ17σ26σ54 + σ17σc2546
+ σ26σ
c
1547 + σ57σ
c
1246]
+ (W (5617)−W (6517)) [σ54σ63σ27 + σ54σc6273
+ σ63σ
c
5274 + σ57σ
c
6234]
+ (W (5672)−W (6572)) [σ54σ63σ17 + σ57σc6134
+ σ63σ
c
5174 + σ54σ
c
6173]
+W (4567) [σ53σ
c
1267 + σ
c
125367]
+W (5367) [σ54σ
c
1267 + σ
c
125467]
+W (5617) [σ27σ
c
5634 + σ
c
562734]
+W (5672) [σ17σ
c
5634 + σ
c
561734]}
+
∑
56
(Γ(3556)σc1246 − Γ(4556)σc1236
Γ(5661)σc5234 − Γ(5662)σc5134)
+
∑
3qλ
{
D51(qλ)〈(b†−qλ + bqλ)σˆ5234〉c +D52(qλ)〈(b†−qλ + bqλ)σˆ1534〉c
−D35(qλ)〈(b†−qλ + bqλ)σˆ1254〉c −D45(qλ)〈(b†−qλ + bqλ)σˆ1235〉c
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+D51(qλ)〈b†−qλ + bqλ〉σc5234 +D52(qλ)〈b†−qλ + bqλ〉σc1534
−D35(qλ)〈b†−qλ + bqλ〉σc1254 −D45(qλ)〈b†−qλ + bqλ〉σc1235
+σ54
(
D51(qλ)〈(b†−qλ + bqλ)σˆ23〉c −D52(qλ)〈(b†−qλ + bqλ)σˆ13〉
)
−σ53
(
D51(qλ)〈(b†−qλ + bqλ)σˆ24〉c −D52(qλ)〈(b†−qλ + bqλ)σˆ14〉
)
+σ15
(
D35(qλ)〈(b†−qλ + bqλ)σˆ24〉c −D45(qλ)〈(b†−qλ + bqλ)σˆ23〉
)
− σ25
(
D35(qλ)〈(b†−qλ + bqλ)σˆ14〉c −D45(qλ)〈(b†−qλ + bqλ)σˆ13〉
)}
+
∑
3qλ
{
F51(qλ)〈(a†−qλ − aqλ)σˆ5234〉c + F52(qλ)〈(a†−qλ − aqλ)σˆ1534〉c
−F35(qλ)〈(a†−qλ − aqλ)σˆ1254〉c − F45(qλ)〈(a†−qλ − aqλ)σˆ1235〉c
+F51(qλ)〈a†−qλ − aqλ〉σc5234 + F52(qλ)〈a†−qλ − aqλ〉σc1534
−F35(qλ)〈a†−qλ − aqλ〉σc1254 − F45(qλ)〈a†−qλ − aqλ〉σc1235
+σ54
(
F51(qλ)〈(a†−qλ − aqλ)σˆ23〉c − F52(qλ)〈(a†−qλ − aqλ)σˆ13〉
)
−σ53
(
F51(qλ)〈(a†−qλ − aqλ)σˆ24〉c − F52(qλ)〈(a†−qλ − aqλ)σˆ14〉
)
+σ15
(
F35(qλ)〈(a†−qλ − aqλ)σˆ24〉c − F45(qλ)〈(a†−qλ − aqλ)σˆ23〉
)
− σ25
(
F35(qλ)〈(a†−qλ − aqλ)σˆ14〉c − F45(qλ)〈(a†−qλ − aqλ)σˆ13〉
)}
(C.25)
− i~ d
dt
〈alν〉 = −~Ωlν〈alν〉 −
∑
12
F12(lν)σ12 (C.26)
− i~ d
dt
〈blν〉 = −~ωlν〈blν〉 −
∑
12
D12(lν)σ12 (C.27)
− i~ d
dt
〈amµalν〉c = −(~Ωmµ + ~Ωlν)〈amµalν〉c
−
∑
12
[F12(−lν)〈amµσˆ12〉c + F12(−mµ)〈alν σˆ12〉c] (C.28)
− i~ d
dt
〈a†mµalν〉c = (~Ωmµ − ~Ωlν)〈a†mµalν〉c
−
∑
12
[
F12(−lν)〈a†mµσˆ12〉c + F12(mµ)〈alν σˆ12〉c
]
(C.29)
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− i~ d
dt
〈bmµblν〉c = −(~ωmµ + ~ωlν)〈bmµblν〉c
−
∑
12
[D12(−lν)〈bmµσˆ12〉c +D12(−mµ)〈blν σˆ12〉c] (C.30)
− i~ d
dt
〈b†mµblν〉c = (~ωmµ − ~ωlν)〈b†mµblν〉c
−
∑
12
[
D12(−lν)〈b†mµσˆ12〉c −D12(mµ)〈blν σˆ12〉c
]
(C.31)
assistierte Gro¨ßen
− i~ d
dt
〈blν σˆ12〉c = (1 − 2 − ~ωlν)〈blν σˆ12〉c
+
∑
3qλ
(U31(qλ)〈blν σˆ32〉c − U23(qλ)〈blν σˆ13〉c)
+
∑
345
[W (3451) (σ32〈blν σˆ45〉c + σ45〈blν σˆ32〉c
−σ35〈blν σˆ42〉c − σ42〈blν σˆ35〉c + 〈blν σˆ3452〉c)
−W (2345) (σ34〈blν σˆ15〉c + σ15〈blν σˆ34〉c
−σ35〈blν σˆ14〉c − σ14〈blν σˆ35〉c + 〈blν σˆ1345〉c)
+
∑
34
(Γ(3441)〈blν σˆ32〉c − Γ(2443)〈blν σˆ13〉c)
+
∑
3qλ
[
D31(qλ)
(
〈(b†−qλ + bqλ)blν σˆ32〉c + 〈b†−qλ + bqλ〉〈blν σˆ32〉c
+ 〈(b†−qλ + bqλ)blν〉cσ32
)
−D23(qλ)
(
〈(b†−qλ + bqλ)blν σˆ13〉c + 〈b†−qλ + bqλ〉〈blν σˆ13〉c
+ 〈(b†−qλ + bqλ)blν〉cσ13
)]
−
∑
34
D34(−lν) [σ14δ23 − σ14σ32 − σc1324]
+
∑
3qλ
[
F31(qλ)
(
〈(a†−qλ − aqλ)blν σˆ32〉c + 〈a†−qλ − aqλ〉〈blν σˆ32〉c
+ 〈(a†−qλ − aqλ)blν〉cσ32
)
−F23(qλ)
(
〈(a†−qλ − aqλ)blν σˆ13〉c + 〈a†−qλ − aqλ〉〈blν σˆ13〉c
+ 〈(a†−qλ − aqλ)blν〉cσ13
)]
(C.32)
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− i~ d
dt
〈alν σˆ12〉c = (1 − 2 − ~Ωlν)〈alν σˆ12〉c
+
∑
3qλ
(U31(qλ)〈alν σˆ32〉c − U23(qλ)〈alν σˆ13〉c)
+
∑
345
[W (3451) (σ32〈alν σˆ45〉c + σ45〈alν σˆ32〉c
−σ35〈alν σˆ42〉c − σ42〈alν σˆ35〉c + 〈alν σˆ3452〉c)
−W (2345) (σ34〈alν σˆ15〉c + σ15〈alν σˆ34〉c
−σ35〈alν σˆ14〉c − σ14〈alν σˆ35〉c + 〈alν σˆ1345〉c)
+
∑
34
(Γ(3441)〈alν σˆ32〉c − Γ(2443)〈alν σˆ13〉c)
+
∑
3qλ
[
D31(qλ)
(
〈(b†−qλ + bqλ)alν σˆ32〉c + 〈b†−qλ + bqλ〉〈alν σˆ32〉c
+ 〈(b†−qλ + bqλ)alν〉cσ32
)
−D23(qλ)
(
〈(b†−qλ + bqλ)alν σˆ13〉c + 〈b†−qλ + bqλ〉〈alν σˆ13〉c
+ 〈(b†−qλ + bqλ)alν〉cσ13
)]
+
∑
3qλ
[
F31(qλ)
(
〈(a†−qλ − aqλ)alν σˆ32〉c + 〈a†−qλ − aqλ〉〈alν σˆ32〉c
+ 〈(a†−qλ − aqλ)alν〉cσ32
)
−F23(qλ)
(
〈(a†−qλ − aqλ)alν σˆ13〉c + 〈a†−qλ − aqλ〉〈alν σˆ13〉c
+ 〈(a†−qλ − aqλ)alν〉cσ13
)]
−
∑
34
F34(−lν) [σ14δ23 − σ14σ32 − σc1324]
(C.33)
− i~ d
dt
〈blν σˆ1234〉c = (1 + 2 − 3 − 4 − ~ωlν)〈blν σˆ1234〉c
+
∑
5qλ
[U51(qλ)〈blν σˆ5234〉c + U52(qλ)〈blν σˆ1534〉c
−U35(qλ)〈blν σˆ1254〉c − U45(qλ)〈blν σˆ1235〉c]
+
∑
56
[W (3456) (〈blν σˆ16〉cσ25 − 〈blν σˆ15〉cσ26
+ σ16〈blν σˆ25〉c − σ15〈blν σˆ26〉c + 〈blν σˆ1256〉c)
−W (5612) (〈blν σˆ54〉cσ63 − 〈blν σˆ53〉cσ64
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+ σ54〈blν σˆ63〉c − σ53〈blν σˆ64〉c + 〈blν σˆ5634〉c)]
+
∑
567
{W (3456) [〈blν σˆ125367〉c
+σ53 (σ26〈blν σˆ17〉c − σ27〈blν σˆ16〉c)
−σ16 (σ53〈blν σˆ27〉c + σ27〈blν σˆ53〉c)
+σ17 (σ53〈blν σˆ26〉c + σ26〈blν σˆ53〉c)
−〈blν σˆ16〉cσc2537 + 〈blν σˆ26〉cσc1537
+〈blν σˆ17〉cσc2536 − 〈blν σˆ27〉cσc1536
+〈blν σˆ53〉cσc1267 − 〈blν σˆ56〉cσc1237
+〈blν σˆ57〉cσc1236
−σ16〈blν σˆ2537〉c + σ26〈blν σˆ1537〉c
+σ17〈blν σˆ2536〉c − σ27〈blν σˆ1536〉c
+σ53〈blν σˆ1267〉c − σ56〈blν σˆ1237〉c
+σ57〈blν σˆ1236〉c]
W (5367) [〈blν σˆ125467〉c
+σ54 (σ26〈blν σˆ17〉c − σ27〈blν σˆ16〉c)
−σ16 (σ54〈blν σˆ27〉c + σ27〈blν σˆ54〉c)
+σ17 (σ54〈blν σˆ26〉c + σ26〈blν σˆ54〉c)
−〈blν σˆ16〉cσc2547 + 〈blν σˆ26〉cσc1547
+〈blν σˆ17〉cσc2546 − 〈blν σˆ27〉cσc1546
+〈blν σˆ54〉cσc1267 − 〈blν σˆ56〉cσc1247
+〈blν σˆ57〉cσc1246
−σ16〈blν σˆ2547〉c + σ26〈blν σˆ1547〉c
+σ17〈blν σˆ2546〉c − σ27〈blν σˆ1546〉c
+σ54〈blν σˆ1267〉c − σ56〈blν σˆ1247〉c
+σ57〈blν σˆ1246〉c]
W (5617) [〈blν σˆ562734〉c
+σ27 (σ63〈blν σˆ54〉c − σ64〈blν σˆ53〉c)
−σ53 (σ27〈blν σˆ64〉c + σ64〈blν σˆ27〉c)
+σ54 (σ27〈blν σˆ63〉c + σ63〈blν σˆ27〉c)
+〈blν σˆ57〉cσc6234 − 〈blν σˆ67〉cσc5234
−〈blν σˆ53〉cσc6274 + 〈blν σˆ63〉cσc5274
+〈blν σˆ54〉cσc6273 − 〈blν σˆ64〉cσc5273
+〈blν σˆ27〉cσc5634
+σ57〈blν σˆ6234〉c − σ53〈blν σˆ6274〉c
−σ67〈blν σˆ5234〉c + σ63〈blν σˆ5274〉c
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+σ54〈blν σˆ6273〉c − σ64〈blν σˆ5273〉c
+σ27〈blν σˆ5634〉c]
W (5672) [〈blν σˆ561734〉c
+σ17 (σ63〈blν σˆ54〉c − σ64〈blν σˆ53〉c)
−σ53 (σ17〈blν σˆ64〉c + σ64〈blν σˆ17〉c)
+σ54 (σ17〈blν σˆ63〉c + σ63〈blν σˆ17〉c)
+〈blν σˆ57〉cσc6134 − 〈blν σˆ67〉cσc5134
−〈blν σˆ53〉cσc6174 + 〈blν σˆ63〉cσc5174
+〈blν σˆ54〉cσc6173 − 〈blν σˆ64〉cσc5173
+〈blν σˆ17〉cσc5634
+σ57〈blν σˆ6134〉c − σ53〈blν σˆ6174〉c
−σ67〈blν σˆ5134〉c + σ63〈blν σˆ5174〉c
+σ54〈blν σˆ6173〉c − σ64〈blν σˆ5173〉c
+σ17〈blν σˆ5634〉c]}
+
∑
56
(Γ(3556)〈blν σˆ1246〉c − Γ(4556)〈blν σˆ1236〉c
Γ(5661)〈blν σˆ5234〉c − Γ(5662)〈blν σˆ5134〉c)
+
∑
5qλ
{
D51(qλ)
[
〈(b†−qλ + bqλ)blν σˆ5234〉c
+〈(b†−qλ + bqλ)blν〉cσc5234
+〈(b†−qλ + bqλ)blν σˆ23〉cσ54
−〈(b†−qλ + bqλ)blν σˆ24〉cσ53
+〈(b†−qλ + bqλ)σˆ23〉c〈blν σˆ54〉c
−〈(b†−qλ + bqλ)σˆ24〉c〈blν σˆ53〉c
+〈b†−qλ + bqλ〉〈blν σˆ5234〉c
]
+D52(qλ)
[
〈(b†−qλ + bqλ)blν σˆ1534〉c
+〈(b†−qλ + bqλ)blν〉cσc1534
+〈(b†−qλ + bqλ)blν σˆ14〉cσ53
−〈(b†−qλ + bqλ)blν σˆ13〉cσ54
+〈(b†−qλ + bqλ)σˆ14〉c〈blν σˆ53〉c
−〈(b†−qλ + bqλ)σˆ13〉c〈blν σˆ54〉c
+〈b†−qλ + bqλ〉〈blν σˆ1254〉c
]
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−D35(qλ)
[
〈(b†−qλ + bqλ)blν σˆ1254〉c
+〈(b†−qλ + bqλ)blν〉cσc1254
+〈(b†−qλ + bqλ)blν σˆ14〉cσ25
−〈(b†−qλ + bqλ)blν σˆ24〉cσ15
+〈(b†−qλ + bqλ)σˆ14〉c〈blν σˆ25〉c
−〈(b†−qλ + bqλ)σˆ24〉c〈blν σˆ15〉c
+〈b†−qλ + bqλ〉〈blν σˆ1254〉c
]
−D45(qλ)
[
〈(b†−qλ + bqλ)blν σˆ1235〉c
+〈(b†−qλ + bqλ)blν〉cσc1235
+〈(b†−qλ + bqλ)blν σˆ23〉cσ15
−〈(b†−qλ + bqλ)blν σˆ13〉cσ25
+〈(b†−qλ + bqλ)σˆ23〉c〈blν σˆ15〉c
−〈(b†−qλ + bqλ)σˆ13〉c〈blν σˆ25〉c
+〈b†−qλ + bqλ〉〈blν σˆ1235〉c
]}
−
∑
56
D56(−lν) [σc1236δ45 − σc1246δ35 + σc125346
+σ16σ
c
2534 − σ26σc1534
+σ53σ
c
1246 − σ54σc1236]
+
∑
5qλ
{
F51(qλ)
[
〈(a†−qλ − aqλ)blν σˆ5234〉c
+〈(a†−qλ − aqλ)blν〉cσc5234
+〈(a†−qλ − aqλ)blν σˆ23〉cσ54
−〈(a†−qλ − aqλ)blν σˆ24〉cσ53
+〈(a†−qλ − aqλ)σˆ23〉c〈blν σˆ54〉c
−〈(a†−qλ − aqλ)σˆ24〉c〈blν σˆ53〉c
+〈a†−qλ − aqλ〉〈blν σˆ5234〉c
]
+F52(qλ)
[
〈(a†−qλ − aqλ)blν σˆ1534〉c
+〈(a†−qλ − aqλ)blν〉cσc1534
+〈(a†−qλ − aqλ)blν σˆ14〉cσ53
−〈(a†−qλ − aqλ)blν σˆ13〉cσ54
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+〈(a†−qλ − aqλ)σˆ14〉c〈blν σˆ53〉c
−〈(a†−qλ − aqλ)σˆ13〉c〈blν σˆ54〉c
+〈a†−qλ − aqλ〉〈blν σˆ1254〉c
]
−F35(qλ)
[
〈(a†−qλ − aqλ)blν σˆ1254〉c
+〈(a†−qλ − aqλ)blν〉cσc1254
+〈(a†−qλ − aqλ)blν σˆ14〉cσ25
−〈(a†−qλ − aqλ)blν σˆ24〉cσ15
+〈(a†−qλ − aqλ)σˆ14〉c〈blν σˆ25〉c
−〈(a†−qλ − aqλ)σˆ24〉c〈blν σˆ15〉c
+〈a†−qλ − aqλ〉〈blν σˆ1254〉c
]
−F45(qλ)
[
〈(a†−qλ − aqλ)blν σˆ1235〉c
+〈(a†−qλ − aqλ)blν〉cσc1235
+〈(a†−qλ − aqλ)blν σˆ23〉cσ15
−〈(a†−qλ − aqλ)blν σˆ13〉cσ25
+〈(a†−qλ − aqλ)σˆ23〉c〈blν σˆ15〉c
−〈(a†−qλ − aqλ)σˆ13〉c〈blν σˆ25〉c
+〈a†−qλ − aqλ〉〈blν σˆ1235〉c
]}
(C.34)
− i~ d
dt
〈alν σˆ1234〉c = (1 + 2 − 3 − 4 − ~Ωlν)〈alν σˆ1234〉c
+
∑
5qλ
[U51(qλ)〈alν σˆ5234〉c + U52(qλ)〈alν σˆ1534〉c
−U35(qλ)〈alν σˆ1254〉c − U45(qλ)〈alν σˆ1235〉c]
+
∑
56
[W (3456) (〈alν σˆ16〉cσ25 − 〈alν σˆ15〉cσ26
+ σ16〈alν σˆ25〉c − σ15〈alν σˆ26〉c + 〈alν σˆ1256〉c)
−W (5612) (〈alν σˆ54〉cσ63 − 〈alν σˆ53〉cσ64
+ σ54〈alν σˆ63〉c − σ53〈alν σˆ64〉c + 〈alν σˆ5634〉c)]
+
∑
567
{W (3456) [〈alν σˆ125367〉c
+σ53 (σ26〈alν σˆ17〉c − σ27〈alν σˆ16〉c)
−σ16 (σ53〈alν σˆ27〉c + σ27〈alν σˆ53〉c)
+σ17 (σ53〈alν σˆ26〉c + σ26〈alν σˆ53〉c)
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−〈alν σˆ16〉cσc2537 + 〈alν σˆ26〉cσc1537
+〈alν σˆ17〉cσc2536 − 〈alν σˆ27〉cσc1536
+〈alν σˆ53〉cσc1267 − 〈alν σˆ56〉cσc1237
+〈alν σˆ57〉cσc1236
−σ16〈alν σˆ2537〉c + σ26〈alν σˆ1537〉c
+σ17〈alν σˆ2536〉c − σ27〈alν σˆ1536〉c
+σ53〈alν σˆ1267〉c − σ56〈alν σˆ1237〉c
+σ57〈alν σˆ1236〉c]
W (5367) [〈alν σˆ125467〉c
+σ54 (σ26〈alν σˆ17〉c − σ27〈alν σˆ16〉c)
−σ16 (σ54〈alν σˆ27〉c + σ27〈alν σˆ54〉c)
+σ17 (σ54〈alν σˆ26〉c + σ26〈alν σˆ54〉c)
−〈alν σˆ16〉cσc2547 + 〈alν σˆ26〉cσc1547
+〈alν σˆ17〉cσc2546 − 〈alν σˆ27〉cσc1546
+〈alν σˆ54〉cσc1267 − 〈alν σˆ56〉cσc1247
+〈alν σˆ57〉cσc1246
−σ16〈alν σˆ2547〉c + σ26〈alν σˆ1547〉c
+σ17〈alν σˆ2546〉c − σ27〈alν σˆ1546〉c
+σ54〈alν σˆ1267〉c − σ56〈alν σˆ1247〉c
+σ57〈alν σˆ1246〉c]
W (5617) [〈alν σˆ562734〉c
+σ27 (σ63〈alν σˆ54〉c − σ64〈alν σˆ53〉c)
−σ53 (σ27〈alν σˆ64〉c + σ64〈alν σˆ27〉c)
+σ54 (σ27〈alν σˆ63〉c + σ63〈alν σˆ27〉c)
+〈alν σˆ57〉cσc6234 − 〈alν σˆ67〉cσc5234
−〈alν σˆ53〉cσc6274 + 〈alν σˆ63〉cσc5274
+〈alν σˆ54〉cσc6273 − 〈alν σˆ64〉cσc5273
+〈alν σˆ27〉cσc5634
+σ57〈alν σˆ6234〉c − σ53〈alν σˆ6274〉c
−σ67〈alν σˆ5234〉c + σ63〈alν σˆ5274〉c
+σ54〈alν σˆ6273〉c − σ64〈alν σˆ5273〉c
+σ27〈alν σˆ5634〉c]
W (5672) [〈alν σˆ561734〉c
+σ17 (σ63〈alν σˆ54〉c − σ64〈alν σˆ53〉c)
−σ53 (σ17〈alν σˆ64〉c + σ64〈alν σˆ17〉c)
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+σ54 (σ17〈alν σˆ63〉c + σ63〈alν σˆ17〉c)
+〈alν σˆ57〉cσc6134 − 〈alν σˆ67〉cσc5134
−〈alν σˆ53〉cσc6174 + 〈alν σˆ63〉cσc5174
+〈alν σˆ54〉cσc6173 − 〈alν σˆ64〉cσc5173
+〈alν σˆ17〉cσc5634
+σ57〈alν σˆ6134〉c − σ53〈alν σˆ6174〉c
−σ67〈alν σˆ5134〉c + σ63〈alν σˆ5174〉c
+σ54〈alν σˆ6173〉c − σ64〈alν σˆ5173〉c
+σ17〈alν σˆ5634〉c]}
+
∑
56
(Γ(3556)〈alν σˆ1246〉c − Γ(4556)〈alν σˆ1236〉c
Γ(5661)〈alν σˆ5234〉c − Γ(5662)〈alν σˆ5134〉c)
+
∑
5qλ
{
D51(qλ)
[
〈(b†−qλ + bqλ)alν σˆ5234〉c
+〈(b†−qλ + bqλ)alν〉cσc5234
+〈(b†−qλ + bqλ)alν σˆ23〉cσ54
−〈(b†−qλ + bqλ)alν σˆ24〉cσ53
+〈(b†−qλ + bqλ)σˆ23〉c〈alν σˆ54〉c
−〈(b†−qλ + bqλ)σˆ24〉c〈alν σˆ53〉c
+〈b†−qλ + bqλ〉〈alν σˆ5234〉c
]
+D52(qλ)
[
〈(b†−qλ + bqλ)alν σˆ1534〉c
+〈(b†−qλ + bqλ)alν〉cσc1534
+〈(b†−qλ + bqλ)alν σˆ14〉cσ53
−〈(b†−qλ + bqλ)alν σˆ13〉cσ54
+〈(b†−qλ + bqλ)σˆ14〉c〈alν σˆ53〉c
−〈(b†−qλ + bqλ)σˆ13〉c〈alν σˆ54〉c
+〈b†−qλ + bqλ〉〈alν σˆ1254〉c
]
−D35(qλ)
[
〈(b†−qλ + bqλ)alν σˆ1254〉c
+〈(b†−qλ + bqλ)alν〉cσc1254
+〈(b†−qλ + bqλ)alν σˆ14〉cσ25
−〈(b†−qλ + bqλ)alν σˆ24〉cσ15
+〈(b†−qλ + bqλ)σˆ14〉c〈alν σˆ25〉c
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−〈(b†−qλ + bqλ)σˆ24〉c〈alν σˆ15〉c
+〈b†−qλ + bqλ〉〈alν σˆ1254〉c
]
−D45(qλ)
[
〈(b†−qλ + bqλ)alν σˆ1235〉c
+〈(b†−qλ + bqλ)alν〉cσc1235
+〈(b†−qλ + bqλ)alν σˆ23〉cσ15
−〈(b†−qλ + bqλ)alν σˆ13〉cσ25
+〈(b†−qλ + bqλ)σˆ23〉c〈alν σˆ15〉c
−〈(b†−qλ + bqλ)σˆ13〉c〈alν σˆ25〉c
+〈b†−qλ + bqλ〉〈alν σˆ1235〉c
]}
+
∑
5qλ
{
F51(qλ)
[
〈(a†−qλ − aqλ)alν σˆ5234〉c
+〈(a†−qλ − aqλ)alν〉cσc5234
+〈(a†−qλ − aqλ)alν σˆ23〉cσ54
−〈(a†−qλ − aqλ)alν σˆ24〉cσ53
+〈(a†−qλ − aqλ)σˆ23〉c〈alν σˆ54〉c
−〈(a†−qλ − aqλ)σˆ24〉c〈alν σˆ53〉c
+〈a†−qλ − aqλ〉〈alν σˆ5234〉c
]
+F52(qλ)
[
〈(a†−qλ − aqλ)alν σˆ1534〉c
+〈(a†−qλ − aqλ)alν〉cσc1534
+〈(a†−qλ − aqλ)alν σˆ14〉cσ53
−〈(a†−qλ − aqλ)alν σˆ13〉cσ54
+〈(a†−qλ − aqλ)σˆ14〉c〈alν σˆ53〉c
−〈(a†−qλ − aqλ)σˆ13〉c〈alν σˆ54〉c
+〈a†−qλ − aqλ〉〈alν σˆ1254〉c
]
−F35(qλ)
[
〈(a†−qλ − aqλ)alν σˆ1254〉c
+〈(a†−qλ − aqλ)alν〉cσc1254
+〈(a†−qλ − aqλ)alν σˆ14〉cσ25
−〈(a†−qλ − aqλ)alν σˆ24〉cσ15
+〈(a†−qλ − aqλ)σˆ14〉c〈alν σˆ25〉c
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−〈(a†−qλ − aqλ)σˆ24〉c〈alν σˆ15〉c
+〈a†−qλ − aqλ〉〈alν σˆ1254〉c
]
−F45(qλ)
[
〈(a†−qλ − aqλ)alν σˆ1235〉c
+〈(a†−qλ − aqλ)alν〉cσc1235
+〈(a†−qλ − aqλ)alν σˆ23〉cσ15
−〈(a†−qλ − aqλ)alν σˆ13〉cσ25
+〈(a†−qλ − aqλ)σˆ23〉c〈alν σˆ15〉c
−〈(a†−qλ − aqλ)σˆ13〉c〈alν σˆ25〉c
+〈a†−qλ − aqλ〉〈alν σˆ1235〉c
]}
−
∑
56
F56(−lν) [σc1236δ45 − σc1246δ35 + σc125346
+σ16σ
c
2534 − σ26σc1534
+σ53σ
c
1246 − σ54σc1236] (C.35)
− i~ d
dt
〈amµblν〉c = −(~Ωmµ + ~ωlν)〈amµblν〉c
−
∑
12
[F12(−mµ)〈blν σˆ12〉c +D12(−lν)〈amµσˆ12〉c] (C.36)
− i~ d
dt
〈a†mµblν〉c = (~Ωmµ − ~ωlν)〈a†mµblν〉c
−
∑
12
[
F12(mµ)〈blν σˆ12〉c +D12(−lν)〈a†mµσˆ12〉c
]
(C.37)
C.2.3 Symmetrien in den Korrekturen
〈c†1c†2c3c4〉c = −〈c†1c3c†2c4〉c (C.38)
〈c†1c†2c†3c4c5c6〉c = −〈c†1c4c†2c5c†3c6〉c (C.39)
〈ac†1c†2c3c4〉c = −〈ac†1c3c†2c4〉c (C.40)
〈ac†1c†2c†3c4c5c6〉c = −〈ac†1c4c†2c5c†3c6〉c (C.41)
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