Here, we mapped fMRI responses to incrementally changing shapes along a continuous 3D morph, ranging from a head (''face'') to a house (''place''). The response to each shape was mapped independently by using single-stimulus imaging, and stimulus shapes were equated for lower-level visual cues. We measured activity in 2-mm samples across human inferior temporal cortex from the fusiform face area (FFA) (apparently selective for faces) to the parahippocampal place area (PPA) (apparently selective for places), testing for ( 
Here, we mapped fMRI responses to incrementally changing shapes along a continuous 3D morph, ranging from a head (''face'') to a house (''place''). The response to each shape was mapped independently by using single-stimulus imaging, and stimulus shapes were equated for lower-level visual cues. We measured activity in 2-mm samples across human inferior temporal cortex from the fusiform face area (FFA) (apparently selective for faces) to the parahippocampal place area (PPA) (apparently selective for places), testing for (i) incremental changes in the topography of FFA and PPA (predicted by the continuous-mapping model) or (ii) little or no response to the intermediate morphed shapes (predicted by the category model). Neither result occurred; instead, we found approximately linearly graded changes in the response amplitudes to graded-shape changes, without changes in topography-similar to visual responses in different lower-tier cortical areas.
category ͉ continuous ͉ single-stimulus I n the brains of human and nonhuman primates, object processing involves the inferior temporal (IT) region of the cerebral cortex (1) (2) (3) (4) (5) (6) . Within this higher-tier region, the fundamental object processing steps appear to be reflected in the functional architecture-just as the functional architecture in lower-tier visual areas reflects the single-unit tuning for ocular dominance, orientation, direction of motion, etc.
Early physiological and optical imaging studies in monkey IT cortex (7) (8) (9) proposed that objects are processed according to a continuously changing map of object features, in small cortical columns analogous to those in early visual areas. We refer to this as the ''continuous-mapping'' model. Subsequent fMRI research described spatially larger ''modules'' in human IT cortex, in which specific regions [e.g., the fusiform face area (FFA) and the parahippocampal place area (PPA)] are selectively activated by discrete object categories (i.e., faces and places, respectively) (10) (11) (12) (13) (14) (15) . This can be called the ''category'' model of IT organization. Based on functional MRI (fMRI) and single units, apparently homologous categoryselective regions and responses have since been reported in monkey cortex (16) (17) (18) (19) . Empirically, the sheer number of fMRI reports for such modular regions is very persuasive-but competing possibilities have been proposed (20) (21) (22) . Here, we systematically tested and compared these two models, using a fMRI approach.
In previous fMRI studies, object selectivity has typically been tested by comparing multiple, naturalistic images of objects from a given object category versus multiple, naturalistic images from control category(ies). This approach can make it difficult to tease apart underlying effects. For example, use of multiple images makes it impossible to map the fMRI activity evoked by each single image within the category; group-common differences (e.g., according to category) are all that can be demonstrated by such an approach. Similarly, use of naturalistic images makes it difficult to study the effect of incremental changes in shape (as in lower-tier studies of orientation and direction), because naturalistic stimuli are not easily manipulated. With naturalistic images, it is also difficult to disambiguate the effects of shape from those due to variations in surface reflectance features (e.g., texture, luminance, color, specular reflection, etc.).
Here, we used stimuli that avoid all of these problems. Activity was mapped independently in response to each single stimulus shape (''single-stimulus imaging''), using extensive signal averaging. Experimental stimuli were computer-generated, 3D morph shapes. These shapes had a uniform surface reflectance and were equated for surface volume and closely matched for averaged retinotopic extent. The two extremes of the morph continuum (an en face view of a head versus a house; i.e., a face and a place) belonged to neuropsychologically relevant categories that are reportedly mapped in different cortical locations (13, 14) . However, the morph stimuli also included geometrically intermediate shapes that belonged to no identifiable object category (things). Instead of supporting either the category model or the continuous-mapping model, our results were best fit by a different model typical of the organization in lower-tier visual cortical areas.
Results
Conventional Localizers. First, we did control scans to localize areas FFA and PPA in each subject, using conventional blocks of multiple, naturalistic stimuli (faces versus places), during central fixation. Here, the retinotopic boundaries and stimulus features (clutter, spatial frequency) were equated or closely matched, and signal averaging was extensive. Fig. 1 shows maps of the resultant activity. Fig. 1 A appears very similar to previously published maps; it shows FFA and PPA in their expected locations, as spatially separated regions of faceand place-selective activity. However, to topographically isolate FFA and PPA in this extensively averaged data, we had to increase the statistical threshold to extremely high levels (P Ͻ 10 Ϫ55 ). When the threshold was instead lowered to more traditional levels ( Fig. 1B ; P Ͻ 10 Ϫ5 ), we found that the face-and place-selective regions (i.e., FFA and PPA) actually adjoin each other-even without spatial filtering.
The main goal of the present study was to measure incremental changes in fMRI activity across cortex, from FFA through PPA (e.g., along the red line in Fig. 1 A and B) , in response to correspondingly incremental changes in stimulus shape. C-F shows the most stringent predictions of the two main models, when measured along such sampling lines.
Main (Morph) Experiment. Fig. 2 shows the morph stimuli. One extreme of the morph continuum was a 3D rendering of a head, viewed slightly off-center. The other extreme was a house, viewed from a similar vantage point. Between these two morph extremes, 3D shape varied continuously, based on linearly proportionate changes along 3D distance functions. To optimize statistical sensitivity, the five representative shapes (at 25% steps along the morph continuum, indicated by blue boxes in Fig. 2 ) were presented by using one shape per block. Thus, in each block, we measured the fMRI activity in response to a single shape at a constant viewpoint, size, and position. To refresh neural activity within each (randomly ordered) common-shape block, the location of the virtual light source was changed every 2 seconds, systematically and equivalently, for each morph shape. This variation in illuminant position effectively eliminated repetition suppression.
Consistent with previous studies using naturalistic stimuli, the morph-based face and house shapes (i.e., 100/0% in Fig. 2 ) produced relatively higher activity in FFA and PPA, respectively [see supporting information (SI) Fig. 7 ]. Fig. 3 shows the grid-based region-of-interest (ROI) analysis used to measure the detailed activity in these two areas, and the cortical region between them, in each subject. As in Fig. 1B , the morph-driven regions FFA and PPA in Fig. 3 are topographically adjacent, without activity gaps between them.
According to the most stringent version of the category model ( Fig. 1 C and E) , the face and house shapes should produce robust fMRI activity in their respective areas-but the intermediate morph shapes should produce little or no activity, because those shapes do not belong to any object category. Instead, we found that those noncategorical, intermediate shapes produced at least as much activity as the recognizable, categorical face and house (see Fig. 4 ). Thus, that prediction of the category model was not fulfilled.
According to the continuous-mapping model, the peak of cortical activity should shift gradually across cortex, between FFA and PPA, because the stimulus shape is changed accordingly (Fig. 1 D  and F) . However, we found that the predicted topographical shift did not occur, within the sampled region in either single subjects (see SI Fig. 8 ) or the average across subjects (Fig. 5) . Thus, the continuous-mapping idea was not confirmed, in general. Instead, the amplitude of activity scaled up or down with the shape changes, in a graded manner without discontinuity between recognizable and unrecognizable shapes. Although there was a trend for activity to shift systematically in the correct direction within FFA (see Fig.  5 ), the size of this topographic shift was only 20% of that predicted by the continuous-mapping model, and there was no analogous shift within PPA-so presumably this is noise.
Attention Control. One possible concern is whether uncontrolled attention affected the above results, e.g., because of the differences in shape recognizability. To stabilize attention during scanning, we had subjects detect the presence of a briefly presented dot, which could occur anywhere on the morph shapes during scanning, at unpredictable times. The detectability of the dot converged to 67% correct, based on a staircase modulation of dot luminance relative to the local background luminance (as in refs. 23 and 24) . This attention manipulation did not significantly change the topography of our fMRI data (see SI Figs. 9-11). Thus, the fMRI activity in our other measurements appears to be driven, at least largely, by sensory (rather than higher-order) aspects of the stimuli, as in the initial descriptions of FFA and PPA (13, 25) .
Discussion
This study was designed to quantitatively compare two widely discussed models of the functional organization in IT cortex.
Continuous-Mapping Model. One model of IT architecture (8) is an extension of the well known columnar architecture described in early visual areas. In this continuous-mapping model, each specific visual feature is an optimal stimulus for a given corresponding column, less than a millimeter in width. Similar visual features activate adjoining columns. Thus, as one moves across the cortical surface, the optimal stimulus for the underlying Identical data are shown, at high and standard statistical thresholds, respectively. The pseudocolor scale indicates the exponent of a random-chance probability; thus, the probability of achieving a similar result by random chance is Ͻ10 Ϫ55 (A) and 10 Ϫ5 (B). The data are a group (n ϭ 10) average on the cortical surface, based on 12,096 functional volumes of fMRI data, in block-design comparisons of naturalistic images of faces and places. The peaks of activity (A) in FFA and PPA are topographically separated by 9 mm. However, at lower threshold (B), the face-and place-biased regions border each other. (C-F) Two models' predictions to the morph stimuli, along a sampling line along the cortical surface spanning FFA and PPA (indicated by the red line in A and B). Models are described for two scenarios; one in which PPA and FFA are adjacent (as found here) and another in which these two areas are topographically separated (as described in some previous studies). The predictions of the model are similar in these two scenarios but without a topographical gap in the former (compare C and D with E and F). Across the cortical surface (x axis), both models predict high activity to the face in FFA (red), and high activity to the house in PPA (cyan). The continuous-mapping model predicts a shift in the peak location of fMRI activity, between FFA and PPA, as shape is varied between the two morph extremes. The category model predicts no such shift; instead, its distinctive feature is a lack of activity to the intermediate morph shapes. Here, the shape of the predicted activity topography is also slightly different: The category model predicts a topographically flat, high sensitivity to faces everywhere in FFA, without falloff except for that imposed by the spatial resolution limits of the fMRI. The continuous map predicts a more Gaussian topography-reflecting an optimal stimulus that is represented one column wide and progressively less-optimal stimuli coded in adjoining columns-slightly blurred by the fMRI.
neurons will continue to change until the ''best'' feature becomes progressively quite different from the original feature-and resolvable by fMRI. In this way, one could end up with two regions that respond optimally to faces and places.
The continuous-mapping model has not been formally tested with fMRI, to our knowledge. However, this model is supported by anecdotal reports that different face stimuli produce a slightly different (although overlapping) pattern of cortical activation in both macaques (18) and humans (26) . That is, the different features in each set of faces produce a slightly different topography of activation.
Generally, our results did not support the continuous-mapping model (see Figs. 1 D and F, and 5) . To a first approximation, the peak of activity remained in either FFA or PPA; it did not shift continuously across the cortical surface as the shape changed accordingly. One could instead imagine that a continuous topographical shift did occur but in a way that was not captured by our rectangular ROIs. However, we did examine the maps in great detail and found no evidence for such irregular topographical shifts in either the grouped or the individual activity maps.
Category Model. In contrast, the category model ( Fig. 1 C and E) assumes that FFA and PPA are primarily activated by stimuli belonging to a given object category (faces and places, respectively). By this model, intermediate morph shapes should produce little or no activity, because these shapes do not belong to any object category. That prediction was also not met here; intermediate morph shapes instead produced levels of activity that were equal to that produced by the face and house.
Alternatively, it has been argued that FFA reflects the effects of expertise (20) . However, such an influence of expertise was not evident here (e.g., Fig. 4) . In contrast to the face and house shapes, subjects had never seen the intermediate shapes before the experiment, and did not actively discriminate those intermediate shapes during the experiment. Nevertheless all shapes produced equally robust activity.
''Norm-Based'' Model. Recent singe-unit and fMRI studies (15, 27, 28) have suggested an alternative model. In this norm-based model, exemplars of a given category are represented based on their distance from a learned object mean (the norm), and neural responses increase with increasing distance from that mean. Presumably that model would predict slight increases in FFA or PPA responses to faces or houses (respectively) that were slightly different (e.g., 95/5%) from the norm-based exemplars used here (100/0%). However, that model is ultimately a within-category model, which makes no explicit prediction for the between-category results described here.
''Different-Area'' Model. In both human and nonhuman subjects, the morph data suggest an alternative model (Fig. 6) , which (for lack of a better name) we call the different-area model. This model is analogous to the relationship between areas MT and V4, which lie adjacent to each other at lower levels of the visual cortex: certain visual stimuli (e.g., moving stimuli) preferentially activate area MT, whereas different visual stimuli (e.g., stationary flashed bars) produce relatively higher activation in V4 (e.g., refs. [29] [30] [31] [32] [33] [34] . By analogy, the present results suggest that specific regions of IT cortex (e.g., the different areas FFA and PPA) are functionally distinguishable from each other, and from other cortical regions without strictly defining the exact optimal stimuli and without assuming that higher-order cognitive influences (e.g., meaning, context) have any prominent effect (as in the current category model). Representative shapes along the morph continuum. The five shapes tested in this study are enclosed in cyan rectangles. In the experiment, the cyan rectangles were not present, and a small central fixation cross was included throughout the scan. Caveats/Limitations. It could be argued that our results are instead compatible with a modified version of the category model, in which the intermediate shapes nevertheless remind viewers of the face or house, thus producing activation equal to that of the actual face or house. However, that type of interpretation verges on circular; no matter what the actual variation in shape, one can always propose that subjects actually ''saw'' something else cognitively. Rather than invoking such hypothetical interpretations, consider the stimuli in Fig. 2 . By definition, the two morph extremes (face and house shapes) were by far the most ''face-like'' and ''house-like'' of the stimuli tested. Moreover, all but one of the subjects reported that the three intermediate shapes were not identifiable as familiar objects, although different results might be obtained in a twoalternative forced choice. The one exception in our sample stated that the intermediate shapes looked ''sort of like a loaf of bread,'' an object unlike either a face or a house. However, ultimately this concern about face-like and house-like objects will need to be resolved in further experiments.
Effects of Attention.
In a control experiment, we found our results unchanged after controlling for possible confounds due to attention (SI Figs. 8-10 ). Although it has been reported that nonspatial attention to object properties can influence activity in these areas (e.g., refs. 35 and 36), such effects are quite small, and largely modulatory, relative to the robust sensory differences that have historically localized and defined these areas. Furthermore, no study has reported that variations in any type of attention change the topography or location of the areas-only the amplitudes of the activity are reported changed.
Conclusion
Our results suggest that some of the architectural features of lower-level visual areas are retained at higher levels: FFA and PPA appear to be distinct ("classical") visual areas, located adjacent to each other on the cortical surface. On the other hand, we found no obvious evidence for a columnar mapping of features across the cortical surface analogous to that in early visual cortical areas (e.g. orientation, ocular dominance, and direction columns). Such repeating lower-level columns have been very challenging to reveal by using fMRI, so our negative evidence for columns could be expected on that basis. However, the proposed columns in IT cortext are more of a continuous gradient of feature sensitivity-like retinotopy at lower levels, which is easily demonstrated with fMRI.
One fundamental functional question (What is the ultimately "optimal" stimulus in FFA and/or PPA?) was not clarified here. Although previous generalities about optimal stimulus category (face versus place) were confirmed, we also found equal response amplitudes to nonidentifiable, unfamiliar shapes in these regions, compared with familiar face and house shapes; the latter result is not fully consistent with the strictest version of the category model. It could be argued that hypothetical reinterpretations of these shapes could account for the present results; here, our approach was instead to treat the shapes as physical constructs per se, without second-guessing cognition.
Our experimental design relied heavily on single-stimulus mapping, in which fMRI maps are resolved independently in response to each of the individual stimuli along a systematic stimulus continuum. This approach is conceptually analogous to single-unit recording-in which responses to each single stimulus are likewise resolved and compared. Hopefully, these analogous designs will reduce the interpretative gulf between single-unit and fMRI experimental results. Fig. 4 . Activity produced by categorical and noncategorical shapes within PPAϩFFA. Here, all activity was averaged within the ROI shown in Fig. 3 (i. e., in all of the 2-mm strips), relative to the uniform gray baseline condition, for each of the five shapes indicated, for all subjects and all sessions. Brackets indicate 1 SEM. The head and house produced approximately equal activity, compared with all three noncategorical shapes (things). If anything, the noncategorical activity was slightly higher than the responses to the categorical shapes. This is inconsistent with the predictions of the categorical model shown in Fig. 1 C and E.   Fig. 5 . Incremental changes in stimulus shape produce incremental changes in the amplitude of cortical activity. Here, the activity is shown within each 2-mm strip (i.e., the progression of activity across cortex, from the outer bound of FFA to the opposite end of PPA) averaged across all subjects and all sessions, relative to uniform gray baseline conditions, for the five shapes tested. To correct for the variation in averaged activity between conditions, the medians of the five functions have been normalized. The systematic changes in stimulus shape produced systematic changes in the amplitude of the peaks in FFA and PPA. However, we found little or no shift in the cortical location of the peaks, which is predicted by the continuous-mapping model. Fig. 1 C-F . This different-area model assumes that certain stimuli are indeed optimal for FFA and PPA, but that this response is graded instead of all-or-nothing (i.e., categorical). The model further assumes that FFA and PPA border each other anatomically, as suggested by the present data.
Experimental Procedures
Visual Stimuli. Morph shapes were calculated by representing the two end shapes (head/face and house) implicitly as signed distance functions in the 3D domain. After that, the continuous morph was computed so as to minimize the pointwise difference between the distance functions in the 3D domain while preserving at each intermediate point a solution that represented a signed distance function. For more details, see ref. 37 .
Stimuli were presented in the scanner via LCD projector (Sharp XG-P25, resolution ϭ 1,024 ϫ 768; screen size Ϸ31 ϫ 23°), by using MacStim Presentation. All morph shapes were equated for volume, surface reflectance, center location, virtual distance from the viewer, and viewpoint (relative to the ''frontal'' viewpoint defined for the two extreme shapes). In a block design, five test shapes were chosen, at 25% steps along the morph dimension. Each of the five shapes was presented unchanged throughout a given block, except as follows. To ''refresh'' fMRI activity within a block, the location of the (single) virtual light source was systematically varied every second. To minimize retinotopic artifacts, each of the five shapes was presented on a random dot background, and the individual random dot arrays were rerandomized at every change in shape or lighting (i.e., every second). Blocks devoted to each shape were presented in semirandom order. Also included in each scan were baseline blocks of uniform gray and blocks of grid-scrambled images.
Imaging Procedure. Subjects were scanned in a 3T MRI (TIM Trio; Siemens), using a single-shot gradient echo EPI sequence. Subjects fixated a central fixation cross that was present on all images. From each of five subjects, 15,360 functional volumes were obtained (33 slices, voxels 3 ϫ 3 ϫ 3 mm, TR 2 sec). All human subjects gave written consent, and the experimental protocol was approved by the Massachusetts General Hospital Institutional Review Board. All subjects had normal or corrected-to-normal vision. High-resolution 3D anatomical MR images (MP-RAGE) were also acquired from each subject, for use in subsequent cortical reconstruction cortex in flattened format (38, 39) . Attention Control. To control for variations in attention, additional experiments were conducted in which the subjects performed a detection task during presentation of all shapes. Subjects used in the attention control were also subjects in the passive-viewing experiments.
In this condition, each subject was cued (by the stimulus image change, once per second) to respond (via a button box located inside the scanner) by pressing button 1 if a small (0.2°ϫ 0.2°) red probe dot was present in the shape and button 2 if it was absent. The probe dot was present in 50% of the shapes, randomly ordered. When present, the probe dot could appear anywhere in the shape, with equal spatial probability. Thus, to achieve optimal performance, subjects had to attend carefully to the full visuotopic extent of each shape.
The detectability of the probe dot was manipulated by varying its red/white ratio (decreased saturation ϭ decreased detection). Because the white value varied over the shape (due to changes in lighting and local surface curvature), that value was always made equal to the average of the pixel group that it replaced on each image. Threshold was modulated by the staircase method (converging on 68% correct), to keep subjects' performance level constant, and to prevent pop-out effects. The subjects' performance was thus equated across the different shape conditions. Data Analysis. Data were analyzed by FS-FAST and FreeSurfer (http:// surfer.nmr.mgh.harvard.edu). All functional images were motion-corrected (40) , spatially smoothed with a Gaussian kernel of 2.5 mm (HWHM), and normalized across sessions individually. Average signal intensity maps were calculated for each condition, for each individual subject. Voxel-by-voxel statistical tests were conducted by computing contrasts based on a univariate general linear model. Significance levels were projected onto the flattened cortex individually and computed by using a fixed-effects model. For averaging across subjects, each subject's functional and anatomical data were spatially normalized by using the spherical transformation (38, 39) .
