Region-based image segmentation is one popular approach to image segmentation of generic images. In these methods, an image is partitioned into connected regions by grouping neighboring pixels of similar features, and adjacent regions are then merged with respect to the similarities between the features in these regions. To achieve fine-grain segmentation at the pixel level, we must be able to define features on a per-pixel basis. This is straightforward for color information, but not for texture. Typically texture feature extraction is very computationally intensive for individual pixels. In this paper, we propose a novel fast texture feature extraction method which takes advantage of the similarities between the neighboring pixels. The experiments demonstrate that our method can greatly increase the extraction speed while keeping the distortion within a reasonable range.
INTRODUCTION
Image segmentation is a fundamental process in many image, video and computer vision applications. It decomposes an image into several constituent components, which ideally correspond to real-world objects. Region-based image segmentation is a popular approach to image segmentation, in which an image is partitioned into connected regions by grouping neighboring pixels of similar features, and adjacent regions are then merged under some criterion such as the homogeneity of features in neighboring regions. Features of interest often include color, texture, shape, etc.
To achieve fine-grain segmentation at the pixel level, we must be able to define features such as color and texture on a per-pixel basis. The method for exacting color information is straightforward, but texture feature extraction is very computationally intensive for individual pixels. In this paper, we propose a novel fast texture feature extraction method which takes advantage of the similarities between the neighboring pixels to estimate texture values. The experiments show that our method can greatly increase the extraction speed while keeping the distortion due to estimation error within a reasonable range.
The remainder of the paper is organized as follows: In Section 2, we define the texture features for individual pixels and describe the traditional extraction method. In Section 3, we describe our fast texture feature extraction method. Then in Section 4, we examine the speedup of our extraction method. The effectiveness of our texture feature extraction method is examined in Section 5, and Section 6 concludes the report and discusses future work.
For extracting texture feature information, there are two primary methodologies. The first class of methods applies a linear transform, filter, or filter bank globally to the image. The local energy of the filter responses represents the local texture feature values 1 . Generally these methods have high computational complexity. The second class of methods divides the whole image into many small non-overlapping pixel blocks, and then applies some transform, such as a wavelet transform, to each block to get the local information 2 . These methods extract texture features for a block of pixels. Both methodologies have the problem of generating texture information for each individual pixel.
To extract texture features for each pixel, we apply a window of some pre-determined size, k*k, to each pixel, as illustrated in Figure 1 . The center of the window slides over every pixel and performs the wavelet transform † at each location to determine each pixel's texture feature. Throughout this paper we use the following notation. Let I be the whole image, M, N indicate the width and height of the image (as measured in pixels) respectively, and p(i,j) be the pixel for which we want to extract the texture information, where 0 <= i < M, 0 <= j < N. Let k*k be the size of the transform window. Since the texture values are defined in three orientations 3, 4 This way, we get the texture feature for each pixel in three separate orientations. However, since this method performs a k*k wavelet transform for each pixel instead of each k*k pixel block, it requires k*k times more computation than texture feature extraction on a single block. Texture feature extraction via this method is very computationally intensive for single-pixel texture feature extraction.
FAST FEATURE EXTRACTION METHOD
Usually the neighboring pixels in an image are not very distinct (i.e. they are highly correlated). Quite often in an image there are large regions of pixels with nearly the same color, such as the sky, or with uniform texture, such as walls, cloth, or sand. For typical pixel-level texture feature extraction, the texture values for each pixel are computed with the sliding window positioned such that the pixel is the center of the window. Clearly, for images of the type mentioned above, the neighboring pixels have the same (or nearly the same) texture features. In such cases, nearly identical results are generated by performing nearly identical computations. If we can determine beforehand which computations will result in nearly identical results, we can avoid these calculations, trading off decreased computational complexity with a small amount of distortion in the texture extraction results.
We propose a new hierarchical method to reduce the computation complexity and expedite texture feature extraction according to this principle. In our method, an image is divided into blocks of pixels of different granularities at the various levels of the hierarchy. The texture feature extraction hierarchy is represented by a quad-tree structure, in which a block at a higher level is divided into 4 sub-blocks at the next lower level. Starting from the highest level, we examine each block to see if unnecessary computations can be avoided. If a block at a given level of the hierarchy has solid color or uniform texture, we assign each pixel in this block the same texture feature values, which are equivalent to the texture features for the representative pixel ‡ of the block. Otherwise, we examine its sub-blocks in a similar way. Hence, each pixel will get its texture features in one of these blocks at a certain hierarchical level, either by copying the corresponding representative pixel's texture features, or by computing its own texture features if it is a representative pixel itself. 
s+a-1 ). Then, each pixel will get its texture features in one of these backbone blocks, either by copying the corresponding key pixel's texture features, or by computing its own texture features if it is a key pixel itself.
If we let key pixel p(i,j) be the upper-left pixel of a k*k sliding window to which the wavelet transform is applied, we can associate the texture feature extracted by this transform window to
) to denote the texture features for key pixel p(i,j), namely, the key pixel texture features, in the horizontal, vertical and oblique directions, respectively. Observe that this sliding window is the same as the sliding window for extracting texture feature for pixel p(i+k/2, j+k/2) which is described in section 1, and shown in Figure 3 
). Note, this assignment causes a misalignment between the texture values and their associated pixels, so our algorithm realigns them after assigning all texture values, as discussed below.
For a backbone block B s , if we let its key pixel P key (B s ) be the upper-left pixel of the sliding window for the wavelet transform, and let the size of the sliding window be 2 s+a-1 , i.e. the sliding window covers the backbone block exactly, we can associate the texture feature extracted by this transform window to B s . We use
to denote those texture features, namely, the backbone block texture features, in the horizontal, vertical and oblique directions, respectively. Observe that this sliding window is the same as the sliding window for extracting key pixel texture feature for pixel p(i, j), where the window size is 2 s+a-1 , as shown in Figure 3 . So,
). Notice that for 1 st level backbone block B s (i,j), the backbone block texture features and the key pixel texture features for key pixel p(i, j) are the same. Figure 3 shows how to extract the backbone block texture features for a backbone block and how to extract the key pixel texture features for its key pixel. Our fast texture feature extraction method takes advantage of the similarities between the neighboring pixels. ,j) ). No more texture extraction steps are needed for B s (i, j). Go to step 5.
Block Exit:
Exit texture extraction for B s (i, j).
When extracting the texture features for a pixel, the pixel should be positioned at the center of the window, as shown in Figure 1 (and in Figure 3 again). In our fast extraction method, we instead associate the texture features to the pixel in
, as show in Figure 3 . Therefore, after each pixel is assigned its texture values with the above algorithm, we have to make some modifications---let each pixel x(i, j) have the texture value of x(i-k/2, j-k/2). Before the shift, a pixel's color features and its texture features may be misaligned. After modification, every pixel will have its own local texture feature.
Observe that the fast texture estimation algorithm cannot assign texture feature values for the out-of-block pixels, but some of the out-of-block pixels may get their texture feature values in the alignment process described above. For the pixels that still don't have texture feature values after all those processing steps, we can either start with smaller sliding windows and extract texture features for each of them individually, or we can just use the texture features of the nearest key pixel as its texture features, as we did in this paper. If the width of the out-of-block pixels at the right margin of the image, and the height of out-of-block pixels at the lower margin of the image are both smaller than half of the size of the 
These numbers are usually small. If b = 4, the largest possible number of these out of block pixels is (M+N+7), which is only 1.002% of a 203*203 image. If b = 8, the largest possible number is (3M+3N+23), which is only 3.011% of a 203*203 image. Hence, our methods for extracting texture features for them are reasonable.
With this algorithm, we can quickly extract the texture features for each pixel in the image. After we extract the color feature and texture feature information for every pixel, we can begin the grouping and the merging process to segment the whole image.
THE SPEEDUP OF THE FAST FEATURE EXTRACTION METHOD
To evaluate the performance of the fast texture feature extraction algorithm, we used it in our hierarchical image segmentation algorithm 2 . This segmentation method assumes a hierarchical tree-like representation in which a node at a higher level represents a group of nodes at the next lower level, thus the root level represents the full image and each leaf node represents a small block of pixels or even a single pixel. A depth-first clustering algorithm is used to build the segmented hierarchical representation according to the similarities between the feature vectors of neighboring nodes at each level of the hierarchy. The feature vectors include color and texture information as described in Section 2 and 3. Table 1 show the images which were segmented. Their sizes are included in the parentheses. The color and texture features for each pixel were extracted in the first stage of segmentation. The texture feature extraction times (in µ sec) are illustrated in Figure 4 .
As we can see in Figure 4 , the texture feature extraction time decreases as texture threshold increases, as expected. The feature extraction times for "Dinosaur" and "Tower" are less than those of "Red Rose" and "Mountain", because they have larger portions of background with more homogeneous features, so less computation is needed.
When the texture threshold T is rather large, say 100,000 in our experiment, the backbone block texture measure and the backbone block texture distance will always be smaller than the threshold. So, no texture feature extraction beyond the level of the 1 st -level backbone blocks is necessary, and the extraction time becomes approximately equivalent to blocklevel texture feature extraction times. Conversely, when the texture threshold T is 0, the texture features have minimum distortion. However, the computation time will be much greater, though potentially less than computing texture features for all individual pixels, since there may be backbone blocks in which there is no texture variation over a wide area in the image. Table 2 shows the results comparing the computation time for texture feature extraction using the fast texture feature extraction algorithm versus extracting texture feature at the backbone level or pixel level. In this experiment the block size is 4*4 pixels. Normalizing the extraction time for block-level feature extraction to 1, the time for pixel-level (without the fast texture feature extraction) is 16. However, using our fast texture feature extraction method, the normalized extraction times for threshold T = 0 are 8.12~11.87. If we further relax the condition on distortion by increasing the texture threshold, the normalized time decreases significantly to 4.67~7.82 when the threshold T is 0.2. When threshold is 1, the normalized time further decreases to 4.30~6.76. The "Dinosaur" image has the lowest computation time when the threshold is 0, because it has a large background with homogenous texture. The "Tower" image has relatively large regions of the background that vary only marginally, which is why its normalized computation time decreases remarkably when the threshold is increased to 0. As can be seen in Figure 4 , the computation time curve for extracting texture features was similar for all four images. The extraction time decreases as the texture threshold increases, especially when the threshold is less than 1. The times decreased particularly dramatically for thresholds less than 0.2. The reduction in extraction time can be seen in Table 3 .
When the texture threshold is 0.2, the extraction time decreases by 27.79%~56.5%, depending on the content of the images. When the threshold is 1, the extraction time further decreases by 35.84%~59.92%. The "Tower" image, in particular, has a wide area of the background that varies only slightly, so its extraction time decreases quickly at texture thresholds below 0. From the analysis above, we can see that this fast texture feature extraction method greatly decreases the computational complexity and extraction time for pixel-level texture feature extraction.
THE FEATURE EXTRACTION EFFECTIVENESS OF THIS METHOD
Performing fast texture feature extraction with a threshold does introduce some distortion, effectively allowing the algorithm to trade off distortion with extraction time. To examine the degree of distortion introduced by our method, we examined the difference between the wavelet coefficients generated by the fast extraction method and those generated by the traditional pixel-level wavelet transform, across a range of thresholds. 
The Distortion Percentage of Fast Extraction Method
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Low Distortion Percentages mean that the extracted wavelet coefficients are close to the original coefficients generated by traditional pixel-level texture feature extraction. A Distortion Percentage of 0 indicates they exactly match. Conversely, high Distortion Percentages indicate significant variation from the original wavelet coefficients. Figure 5 : The Distortion Percentages of Fast Extraction method for "Dinosaur", "Red Rose", Mountain" and "Tower". Notice that the x-axes are on logarithmic scale. Figure 5 shows the Distortion Percentage of fast extraction method for "Dinosaur", "Red Rose", "Mountain" and "Tower" respectively. For all sub-bands, if the extraction threshold is in [0, 1], the Distortion Percentages are usually very low, less than 10%; for thresholds in the range (1, 5] , the Distortion Percentages are generally below 20%. As we can see from Figure 5 and Table 3 , when the threshold is 0.2, the Distortion Percentage is 0.6%~3.7%, while the reduction of computation time is 27.8%~56.5%; when the threshold is 1, the Distortion Percentage increases to 2.2%~7.7%, while the reduction in computation time is 35.8%~59.9%. So, fast texture extraction can be used to speed up the feature extraction process with only a small cost in feature distortion. 
The Fast Extraction Signal Noise Ratio
Here, higher FESNR means the extracted coefficients are closer to the original coefficients generated at pixel level. Figure 6 shows the FESNRs for "Dinosaur", "Red Rose", Mountain" and "Tower". When the fast extraction threshold is less than 1, the FESNR is usually very high, and with increasing of threshold, the FESNR decreases slightly. Above the extraction threshold 1, the FESNR decreases much more quickly. From these results, we can see that it is best to use a fast texture extraction threshold in the range [0, 1] . It greatly increases the extraction speed, but with only a small amount of distortion. 
The Final Segmentation with Fast Extraction Results
While the above results examine the distortion in the texture feature coefficients directly, we are also interested in how they affect segmentation performances. We once again use our hierarchical segmentation method to generate the segmented image, and then evaluate the segmentation results with several objective segmentation evaluation methods, including the F function proposed by Liu The F, Q and E for "Red Rose" and "Tower" are shown in Table 4 and 5. For all results shown here only the fast feature extraction threshold is varied. The number of regions is set at 10 to minimize the bias from a large number of regions. Although the results from these evaluation functions are not always consistent with each other, they generally showed that the segmentations with fast feature extractions do not necessarily mean inferior results. During the clustering process of our image segmentation algorithm, the regions are compared and merged according to the similarities in their texture and color feature values. The merging of feature values blurs the impact that was brought about by large texture thresholds here. Figure 7 shows the actual segmentation results for "Red Rose" image when the fast texture feature extraction threshold T varies from 0 to 1. Comparing these segmentation results with the original image in Table 1 , we can see that using higher fast feature extraction threshold does not lead to inferior segmentation results. The segmentation result with threshold T = 0.4 actually is better than the result with threshold 0.2; and using threshold T = 1 creates better segmentation result than using threshold 0.6 and 0.8. Overall, the differences between the segmentation results across thresholds in the range 0 to 1 are minor. So, for the whole segmentation system, using fast feature extraction can speed up the process, and it may at the same time help improve the segmentation results, which makes it a good alternative to the current feature extraction method.
CONCLUSION AND FUTURE WORK
In image segmentation, pixel-level feature extraction is required for a good segmentation performance. However, traditional texture feature extraction is very computationally intensive for individual pixels. In this paper, we propose a novel fast texture feature extraction method which takes advantage of the similarities between neighboring pixels. By carefully choosing the texture feature extraction threshold T, we can greatly increase the extraction speed while keeping the distortion within a reasonable range. The texture feature extraction threshold T is user-defined, so we can balance the extraction speed and the distortion according to specific situations.
However, there are still some problems. Even if we let the texture feature extraction threshold T be 0, for most images we cannot get exactly the same result as using traditional pixel-level feature extraction. Since the sliding window for key pixel texture feature is fixed to be b*b, whereas the sliding window for backbone block pixel feature is related to the size of the backbone block, using the backbone block texture measure, M(B s ), to measure the texture, but using the key pixel texture feature to describe all pixels when M(B s ) is small, will inevitably result in distortion when there is texture in B s 's lower level backbone blocks. One solution to this problem is to use variable-sized sliding window for the key pixel texture feature, but this leads to inconsistent feature accuracy. Or, we could remove the first step in the fast texture feature extraction algorithm, which solves this problem, but results in slower feature extraction.
The other problem is that while we can measure the overall distortion from fast texture feature extraction, and its overall impact on the final segmentation, we still don't know how it affects the segmentation locally. And, since the objective evaluation methods are generally not as capable of comparing segmentations with minor differences, a more appropriate evaluation method to fully justify the advantages and disadvantages of the fast extraction method with respect to segmentation accuracy is still needed.
