Abstract. This paper surveys some surprising applications of a lemma characterizing normal families of meromorphic functions on plane domains. These include short and efficient proofs of generalizations of (i) the Picard Theorems, (ii) Gol'dberg's Theorem (a meromorphic function on C which is the solution of a first-order algebraic differential equation has finite order), and (iii) the Fatou-Julia Theorem (the Julia set of a rational function of degree d ≥ 2 is the closure of the repelling periodic points). We also discuss Bloch's Principle and provide simple solutions to some problems of Hayman connected with this principle.
Over twenty years ago, on the way to a partial explication of the phenomenon known as Bloch's Principle, I proved a little lemma characterizing normal families of holomorphic and meromorphic functions on plane domains [68] . Over the years, the lemma has grown and, in dextrous hands, proved amazingly versatile, with applications to a wide variety of topics in function theory and related areas. With the renewed interest in normal families 1 (arising largely from the important role they play in complex dynamics), it seems sensible to survey some of the most striking of these applications to the one-variable theory, with the aim of making this technique available to as broad an audience as possible. That is the purpose of this report.
One pleasant aspect of the theory is that judicious application of the lemma often leads to proofs which seem almost magical in their brevity. In such cases, we have made no effort to resist the temptation to write out complete proofs. Hardly anything beyond a basic knowledge of function theory is required to understand what follows, so the reader is urged to take courage and plough on through. And now we turn to our tale. A family F of meromorphic functions on D is said to be normal on D if each sequence {f n } ⊂ F has a subsequence which converges χ-uniformly on compact subsets of D. It is easy to see that in case all functions in F are holomorphic, this condition is equivalent to the requirement that each sequence {f n } ⊂ F have a subsequence which either converges uniformly (with respect to the Euclidean metric) on compacta in D or diverges uniformly to ∞ on compacta in D.
Normality is, quite clearly, a compactness notion: a family F of meromorphic functions on D is normal if and only if it is precompact in the topology of χ-uniform convergence on compact subsets of D. Accordingly, by the Arzela-Ascoli Theorem, normality is equivalent to equicontinuity on compacta of the functions in F . Since these are smooth functions, this equicontinuity should be equivalent to the local boundedness of an appropriate derivative. Such is the content of
Marty's Theorem. [38] A family F of functions meromorphic on D is normal on D if and only if for each compact subset K ⊂ D there exists a constant M (K) such that
for all z ∈ K and all f ∈ F.
Here f # denotes the spherical derivative
Since χ(z, w) = χ(1/z, 1/w), f # = (1/f ) # , which provides a convenient formula for f # at poles of f. Armed with this background, we can now engage the subject of our survey.
2.
In its most general form, the result we shall be concerned with may be stated as follows.
Lemma. Let F be a family of meromorphic functions on the unit disc ∆ such that all zeros of functions in F have multiplicity greater than or equal to and all poles of functions in f have multiplicity greater than or equal to j. Let α be a real number satisfying − < α < j. Then F is not normal in any neighborhood of z 0 ∈ ∆ if and only if there exist
spherically uniformly on compact subsets of C, where g is a nonconstant meromorphic function. The function g may be taken to satisfy the normalization
This is Pang's generalization [48] , [49] (cf. [65] ) of the Main Lemma in [68] (where α is taken to be 0), with improvements due to Schwick [60] and Chen and Gu [13] ; cf.
[51]. By way of illustration, consider the non-normal family
Clearly, with no special restrictions on the zeros and poles of functions in F , the Lemma holds for −1 < α < 1; on the other hand, if all functions in F are holomorphic (so that the condition on the poles is satisfied vacuously for arbitrary j), we may take −1 < α < ∞. Similarly, for families of meromorphic functions which do not vanish, one may choose −∞ < α < 1. In point of fact, for most applications the choice α = 0 is sufficient. However, for dealing with families of functions defined by conditions on derivatives, it is essential to be able to choose α appropriately; cf. §8.
A word is in order concerning the condition that the limit function g have bounded spherical derivative. This requirement imposes severe restrictions on the growth of g; specifically g must be of finite order. Recall that the order of a meromorphic function g on the plane is given by
Here T 0 (r) is the Ahlfors-Shimizu characteristic of g, defined by
where
is the (normalized) area on the sphere of g({|z| ≤ t}), counting multiplicities. In particular, if g # is bounded, then T 0 (r) = O(r 2 ) so that ρ ≤ 2. For holomorphic functions, even more is true: bounded spherical derivative implies exponential type [17] , cf. [39] . In general, the limit functions which arise by the process described in the lemma need not have bounded spherical derivative. The possibility of choosing a function satisfying this additional condition plays an important role in certain applications; cf. § §3,8.
Let us sketch the proof of the Lemma in the case α = 0. Suppose first that F is normal on ∆ and that (i)-(iii) hold. Choose r such that |z k | ≤ r < 1. By Marty's Theorem, there exists M > 0 such that
It follows that g is a constant (possibly infinity).
Conversely, if F is not normal on ∆, by Marty's Theorem there exists a number r * , 0 < r
Fix r, r * < r < 1, and let
The maximum exists since f # k is continuous for |z| ≤ r. Clearly we have
This works! (In case z 0 is the only point in ∆ at which F fails to be normal, it is automatic that the sequence {z n } chosen above converges to z 0 . Otherwise, a slightly different argument, amounting to a diagonalization of the previous reasoning, is needed to insure that z k → z 0 ; cf. [60] Proof. Since normality is a local notion, we may suppose that D = ∆, the unit disc. Composing with a linear fractional transformation, we may also assume that the omitted values are 0, 1, ∞. Let us denote by F n the collection of functions on ∆ which omit the values 0, ∞, and all nth roots of 1, so that F = F 1 . Note that f ∈ F implies n √ f ∈ F n , while if h ∈ F n , then h n ∈ F. Suppose now that F is not normal. Then none of the families F n is normal, so by the Lemma we have, for each n, a nonconstant entire function g n obtained as a limit of functions omitting all values in S n = {0, 1, e 2πik/n , k = 0, 1, . . . , n − 1}. By Hurwitz's Theorem, g n also omits S n . Moreover, g
Write, for convenience, T n = S 2 n , G n = g 2 n , and consider the family G = {G n } on C. Now G # n (z) ≤ 1 for all z ∈ C, so by Marty's Theorem G is normal on C; hence a subsequence converges, χ-uniformly on compacta, to a limit function G.
The sets T n are nested, so that G m omits values in T n as soon as m ≥ n. By Hurwitz's Theorem, G must omit T n for every n. Since ∪T n is dense in the unit circle and G(C) is an open connected set, this implies that either 
The following lovely application of the Lemma allows us to reduce drastically the set on which this inequality is required to hold.
Theorem. (Lappan [36] ; cf. [35] , [14] , [30] 
) A family F of meromorphic functions is normal on D ⊂ C if and only if for each compact set K ⊂ D there exists a set E = E(K) ⊂Ĉ containing at least five points and a constant
Proof. Marty's Theorem shows that (3) is necessary with E =Ĉ. To prove sufficiency, suppose that (3) holds but F is not normal. Then we can find
Thus g # (ζ 0 ) = 0 whenever g(ζ 0 ) ∈ E, i.e., each value in E is totally ramified. But it is a well-known consequence of Nevanlinna's Second Fundamental Theorem ( [44] p. 279) that a nonconstant meromorphic function on C can have at most four totally ramified values. It follows that g is constant, a contradiction.
As a corollary, we have the following sharpening of Schwick's extension [61] of a theorem of Royden [56] . In the next section, we shall encounter another application to solutions of first-order differential equations.
Theorem. Let F be a family of functions meromorphic on D ⊂ C with the property that for each compact set
K ⊂ D there is a function h K : [0, ∞] → [0, ∞], which is finite somewhere on (0, ∞), such that |f (z)| ≤ h K (|f(z)|) for all f ∈ F and z ∈ K. Then F is normal on D. Proof. Fix K ⊂ D and take x 0 > 0 such that h K (x 0 ) < ∞. Putting M (K) = h K (x 0 ) and E(K) = {w ∈ C : |w| = x 0 }, we have, for each f ∈ F, f # (z) ≤ |f (z)| ≤ h K (|f(z)|) = h K (x 0 ) = M(K) whenever z ∈ K and f (z) ∈ E(K).
5.
According to a theorem of A.A. Gol'dberg [26] , a meromorphic function on the plane which satisfies a first order algebraic differential equation must have finite order. Recently, Bergweiler [5] observed that the Lemma can be exploited to yield a short proof of a significantly more general result, due to Barsegian [4] . Let f be a meromorphic function on C. For an m-tuple r = (r 1 , r 2 , . . . , r m ) of nonnegative integers, define
is an expression of the form
where the coefficients a r are rational in both variables and the index set is finite.
Define the weight of P [f ] by
where w(r) = r 1 + 2r 2 + · · · + mr m .
Theorem. A meromorphic function f on C which satisfies a differential equation of the form
is a differential polynomial such that n > w(P), has finite order.
Proof. Assume, to the contrary, that f has infinite order. From the definition of order (cf. §2), one sees easily that there exists a sequence {w k }, tending to infinity, such that log f
is not normal on ∆. So, by the Lemma, there exist z k ∈ ∆, ρ k → 0+, and a nonconstant meromorphic function g on C such that
Writing τ k = w k + z k , we see from the proof of the Lemma (cf. §2) that one may
Multiply both sides by ρ n k and let k → ∞; the left hand side clearly tends to g (ζ)
n , while the right hand side vanishes in the limit since n − w(r) ≥ 1 for each r ∈ I and τ k ρ k → 0 for each fixed . Thus g (ζ) n ≡ 0, a contradiction since g is nonconstant.
Taking somewhat greater care in the organization of the argument, Frank and Wang [23] have sharpened this result and obtained an explicit bound for the order of f in terms of the differential equation satisfied by f. An example of an equation of the form (f ) n = P [f ] with solutions of infinite order is
which is satisfied by f (z) = e e z . In this case, n = 2 < 3 = w(P ).
6.
We have already alluded to the historically important role played by normal family techniques in the development of complex dynamics. Even today, judicious application of the Lemma can result in significant simplifications. We illustrate this point with a streamlined proof of one of the principal results of the classical theory. Let f be a rational function of degree d ≥ 2 (or an entire function) and consider the collection of iterates f n , n ∈ N, where For w 0 ∈ J (f ) \ A, apply the Lemma (with α = 0) to the family F = {f n }. We obtain an increasing sequence of positive integers {n k } and
, χ-uniformly on compacta, where g is a nonconstant meromorphic function on C. By the choice of w 0 , the equation f (z) = w 0 has at least five simple roots z 1 , . . . , z 5 ∈ C. Since g can have at most four totally ramified values, for at least one of the z j , say z 1 , there exists ζ 0 ∈ C with g(ζ 0 ) = z 1 and g (ζ 0 ) = 0.
Consider now
The right hand side is nonconstant and vanishes for ζ = ζ 0 . It follows by Hurwitz's Theorem that, for k sufficiently large,
, a periodic point of f, and
With minor modifications, the argument above also establishes
Baker's Theorem. [2] The Julia set of a nonlinear entire function is the closure of the repelling period points.
Indeed, one may assume that f is transcendental. It follows from Nevanlinna's Second Fundamental Theorem that there exists a (possibly empty) set A ⊂ C consisting of at most two points such that for w / ∈ A the equation f (z) = w has infinitely many simple roots. (Specifically, one takes A = {w ∈ C : Θ(w) ≥ 1/2}; cf. [44] p. 280.) The proof then proceeds exactly as before. For the extension of this argument to meromorphic functions (and beyond), see [7] .
Baker's original proof made essential use of Ahlfors' Five Islands Theorem, one of the deepest results in all of function theory. The proof given above, depending only on elementary reasoning and a standard result of Nevanlinna Theory, thus represents a significant simplification. A proof that avoids Nevanlinna Theory altogether is in [3] .
7.
Marty's Theorem provides a complete and satisfying answer to the question of when a family of functions is normal. Unfortunately, in practice it is almost useless, as verification of the condition (1) in cases when normality is not already evident is generally extremely difficult. In many cases, the results in §4 provide an effective substitute for Marty's Theorem. Long before these results had been obtained, however, the search for more useful sufficient conditions for normality had given rise to the following heuristic principle: "A family of holomorphic (meromorphic) functions which have a property P in common in a domain D is (apt to be) a normal family in D if P cannot be possessed by nonconstant entire (meromorphic) functions in the finite plane" [29] p. 250. This principle is often attributed to André Bloch; however, I have been unable to find any mention of it in his published writings.
In the examples which follow we shall make repeated use of the family of functions F = {nz : n = 1, 2, 3, . . . }, which fails to be normal on the unit disc ∆. Indeed, set f n (z) = nz and let K be any compact subset of ∆ which contains the origin and at least one other point z 1 . No subsequence of {f n } can converge uniformly on K (since f n (z 1 ) → ∞), nor can any subsequence of {f n } diverge to infinity (as f n (0) = 0 for all n). Examples. 1. Say f has property P on D if |f (z)| ≤ 17 for z ∈ D. By Liouville's Theorem, any entire function with P is constant. That a family of (holomorphic) functions having P on a domain D is normal follows at once from Montel's Theorem. The heuristic principle has proved itself extremely effective in the identification of criteria which insure normality. However, it must be used with care. Consider, for example, the property "f is not entire". Obviously, no nonconstant entire function has this property (nor, for that matter, do the constants). On the other hand, it is clear that the property does not imply normality. Indeed, fix an analytic function g having the unit circle as a natural boundary and consider the collection of functions F = {g n } on ∆, where g n (z) = nz +g(z). Clearly, no function in F is entire; equally clearly, F is not a normal family.
If the (counter)example of the previous paragraph seems frivolous (and I do not think it is), more serious examples are near at hand. For example, the property "f is bounded" forces an entire function to be constant; however, every function in our paradigm non-normal family {nz} has this property on ∆. A similar comment applies to the property "f omits three values". Examples like these point up the need for a rigorous version of the heuristic principle. In his retiring presidential address to the Association for Symbolic Logic [54] , Abraham Robinson listed this as one of twelve problems worthy of attention of logicians (and, by extension, of mathematicians in general).
It turns out to be possible to answer Robinson's question in a stronger form than he had expected and without recourse to nonstandard analysis (which, naturally enough, he had hoped might provide the key to the solution). However, before turning to this, we need to dispose of the question: what is a property? Answer: a set (viz., the set of all objects having the property!). As we shall be concerned with properties of functions on domains in the plane, it will be convenient to display the domain of the function explicitly together with the function. Thus, following 
Theorem. [68] (cf. [69]) Let P be a property of meromorphic (holomorphic) functions which satisfies the following three conditions:
(i) If f, D ∈ P and D ⊂ D, then f, D ∈ P. (ii) If f, D ∈ P and ϕ(z) = ρz + b is nonconstant, then f • ϕ, ϕ −1 (D) ∈ P. (iii) Let f n , D n ∈ P, where D 1 ⊂ D 2 ⊂ D 3 ⊂ . . . and ∞ n=1 D n = C. If f n → f χ-uniformly on compact subsets of C, then f, C ∈ P. Suppose (a) f, C ∈ P only if f is constant. Then (b) {f : f, D ∈ P } is normal on D for each D ⊂ C.
Conversely, if (i) and (ii) hold, then (b) implies (a).
This result is a more or less immediate consequence of the Lemma, with α = 0. It provides a highly satisfactory explication of the heuristic principle so far as properties formulated in terms of the values taken on or omitted by functions is concerned. In such cases, conditions (i) and (ii) will generally be satisfied trivially, while (iii) follows more or less routinely from Hurwitz's Theorem.
Actually, much stronger versions of the Theorem hold. For instance, in (a) one can assume that the function f has order ≤ 2 (or is of exponential type, in case f is entire). This follows from the fact that the limit function g in the Lemma can be chosen to be such a function. Similarly, condition (ii) can be replaced [48] , [49] by the more general
This condition is particularly well adapted for dealing with properties formulated in terms of values omitted by derivatives of a function. In the discussion below, we shall restrict ourselves to applications of the Theorem as stated in its pristine form above. but χ(a, b)χ(b, c)χ(c, a) One attractive aspect of the Theorem is that it explains the failure of the heuristic principle in those cases where it does not give correct results.
Examples. (continued)
7. Say f, D ∈ P if f is bounded on D. Clearly (i), (ii), and (a) hold in this case; however, as we have seen, (b) does not follow. This is because (iii) does not obtain. Indeed, fix any nonconstant entire function f and let D n = {|z| < n}. Then f, D n ∈ P for each n, but clearly f, C / ∈ P. A similar discussion applies to the properties "f omits 3 (distinct) values on D" and "f is not entire" (i.e., f, D ∈ P ⇔ D = C).
8. Say f, D ∈ P if f is analytic on D and satisfies |f (z)| ≤ |f (z)| and 0 ∈ f (D). Suppose f, C ∈ P. Then |f (z)| ≤ |f (z)| on C, so f /f is constant, and (log f ) = f /f is also. Hence f (z) = Ke az and, since 0 ∈ f (D), K = 0. Thus the only entire function having P is f (z) ≡ 0. That P does not force normality is evident from the family {nz} on ∆. In this example, P fails to satisfy any of the conditions (i), (ii), and (iii).
9. Define f, D ∈ P if f = g , where g is analytic and univalent on D. The only entire function with this property is f (z) ≡ 0. Setting g n (z) = n(z +z 2 /10 + z 3 /10), we have Re g n (z) > 0 on ∆, so g n is univalent there. Since f n (z) = g n (z) = n(1/5 + 3z/5) vanishes at z = −1/3 for each n, {f n } does not form a normal family on ∆. Clearly (i) and (ii) hold, so it must be (iii) that fails. Verifying this is an amusing exercise, which we leave to the interested reader.
, so that a = 0 and f is constant. However, {nz} has P on ∆. Here it is condition (ii) that fails. It is obvious that (i) holds. To verify (iii), suppose f n → f uniformly on compacta, where f n = −1, −2 and f n − f n = 0 on D n . Then, by Hurwitz's Theorem, f must satisfy
1B and 2B contradict 3, and 3B contradicts 1 and 2 unless K = 0. Thus f, C ∈ P.
These last two examples of the failure of the heuristic principle are due to Rubel [57] . They show clearly that neither (ii) nor (iii) may be dispensed with in the formulation of the Theorem. in each case, a property involving the values of a function and its derivatives is known to imply that an entire or globally defined meromorphic function must be constant. Does the same property imply normality for a family of holomorphic or meromorphic functions? (Of course, this is just a special case of the "Bloch Principle" discussed above.
2 ) Over the years, most of these questions have been answered (affirmatively); let us indicate how the Lemma can be used to provide simple and uniform solutions to these problems.
We begin with the first, and easiest, of these problems, 5.11 of [28]. Fix n ≥ 1. It is classical that an entire function which satisfies f = 0, f (n) = 1 must be constant; Hayman [27] proved that this remains true for meromorphic functions on C. That a family of analytic functions on a domain D with this property is normal on D goes back to Miranda [41] . It was considered a great advance when Gu showed that the family of meromorphic functions on D such that f = 0, f (n) = 1 on D is normal there [33] .
The gap of almost half a century that separates Gu's theorem from Miranda's testifies to the formidable technical difficulties involved in extending a result for holomorphic functions to meromorphic functions. Remarkably, the Lemma does not distinguish between these cases. Accordingly, when it can be applied (and when appropriate results for globally defined individual functions are available), it yields normality results for families of meromorphic functions. Let us illustrate this point in the current situation.
Denote the family in question by F and suppose that F is not normal. As usual, one may assume D = ∆. Choose α = −n (as we may since f = 0 for f ∈ F). By the Lemma, there exist f k ∈ F and z k , ρ k such that ρ
locally χ-uniformly, where g is a nonconstant meromorphic function on C. Since g k = 0 and g is nonconstant, g = 0 by Hurwitz's Theorem. Also, f
The latter is impossible, for then g would be a nonconstant polynomial and g = 0 would contradict the Fundamental Theorem of Algebra. Thus g = 0, g (n) = 1. But then g is constant by Hayman's theorem, a contradiction.
The above method is easily adapted to handle the extension of Gu's theorem in which the condition f (n) = 1 is replaced by
where a 0 (z), a 1 (z), . . . , a n−1 (z) are fixed holomorphic functions. For holomorphic functions, this is due to Chuang and is one of the main results in [18] . The reader is invited to try his hand at proving this result for meromorphic functions (which do not vanish) using the Lemma. Problems 5.12 and 5.13 of [28] deal with the condition f f n = 1 where n ≥ 1 is fixed. This condition is known to force an entire function (Hayman [27] for n ≥ 2, Clunie [16] for n = 1) or a meromorphic function on C (Hayman [27] for n ≥ 3, Mues [43] for n = 2) to be constant. The corresponding normality results are due to Yang and Zhang [66] (for analytic functions, n ≥ 2) and [67] (for meromorphic functions, n ≥ 5), Gu [32] (for meromorphic functions, n = 3, 4), Oshkin [45] (for analytic functions, n = 1; cf. Li and Xie [37] ), and Pang [48] (for meromorphic functions, n = 2).
Here is a simple proof, based on the Lemma, that the family F of functions meromorphic on ∆ which satisfy f f n = 1 (n ≥ 2 fixed) is a normal family on ∆.
Suppose that F is not normal.
locally χ-uniformly, where g is a nonconstant meromorphic function on C. Now
, then g n+1 (ζ) = (n + 1)ζ + C, an impossibility (since g is single-valued). Thus g g n = 1. But then g must be constant, a contradiction.
All that prevents the above proof from settling the case n = 1 is the absence of the corresponding theorem for global meromorphic functions. However, we can actually get by with much less. In fact, Bergweiler and Eremenko [6] have proved that a function of finite order which satisfies f f = 1 must be constant. Since the limit function g may be taken to have finite order, we see that the above proof establishes that the condition f f = 1 also implies normality.
Once the normality criterion is established, it is easy to conclude that the only meromorphic functions on C for which f f = 1 are constant; this settles problem 1.19 in [28] . Indeed, let f be such a function, and suppose that f is not constant. Then we can find z 0 ∈ C such that f
, which tends to infinity, a contradiction. The results discussed above concerning the condition f f = 1 are due, independently and simultaneously, to Bergweiler and Eremenko [6] , Chen and Fang [12] , and Zalcman [71] .
It seems worth commenting on the "philosophy" of the proof of this result, which flies in the face of the conventional wisdom concerning proving theorems on entire and meromorphic functions. It has generally been felt that proofs involving special properties of functions of finite order should be avoided whenever possible and, where order considerations are unavoidable, that the lower order (obtained by replacing lim sup in (2) by lim inf) should be used in preference to the order. While this has often led to proofs of stronger results than would otherwise have been obtained, the results of this section suggest adopting a less doctrinaire stance. Indeed, what is remarkable about the solution for the case n = 1 is that a result established initially only for functions of finite order is shown by very general considerations to be valid for arbitrary meromorphic functions. It is to be expected that this same approach will prove successful in dealing with a variety of other problems. For a first step in this direction, see [11] , [50] .
For complete solutions of all of Hayman's problems on normal families via the Lemma, see [72] .
9.
In this report, we have focused on applications to one-dimensional complex analysis. It turns out that the ideas involved in the Lemma have much wider applicability. In this final section we survey briefly three such directions.
a. Quasimeromorphic mappings. The theory of quasiregular and quasimeromorphic mappings [53] is a generalization to R n of the theory of holomorphic and meromorphic functions on the plane, bearing much the same relation to that theory that the theory of quasiconformal mappings in space [63] bears classical conformal mapping. Ruth Miniowitz [40] has generalized our Lemma to families of K-quasimeromorphic mappings on the unit ball B n . As a consequence, she obtains analogues of Bloch's Principle, Montel's Theorem, and the Big Picard Theorem for quasimeromorphic mappings. It should be mentioned that these last two results depend on Rickman's extension of the Little Picard Theorem to quasiregular functions [52] . It would be interesting to adapt the argument of §3 to provide an independent proof of this important result, but I have not seen how to do it. Quite recently, Miniowitz's result has been used by Eremenko [19] Brody's Theorem. [9] (cf. [34] 
p. 68) A compact complex manifold is hyperbolic if and only if it contains no complex lines.
The ideas used in the proof of this result are closely related to the Lemma; indeed, as pointed out by Wu [64] p. 95, Brody's Theorem follows at once from the argument used to prove the Lemma. For further developments in this direction, see [34] Chapter 3.
c. Minimal surfaces. Let M be a complete minimal surface in R 3 . The Gauss map assigns to each point p ∈ M the unit normal to M at p, regarded as a point in the unit sphere S 2 ⊂ R 3 . In 1959, Osserman [46] showed that the Gauss map of a complete minimal surface in R 3 must be dense in S 2 unless M is a plane (in which case it is a constant), thereby initiating a sequence of developments (described in [47]; cf.
[25]) which culminated in
Fujimoto's Theorem. [24] The Gauss map of a complete minimal surface M in R 3 omits at most four points unless M is a plane. This is optimal, as it is not difficult to construct minimal surfaces whose Gauss maps omit any four (or fewer) prescribed points in S 2 . In a very interesting paper [55] , Antonio Ros has shown how the ideas around the Lemma can be adapted to deal with minimal surfaces and, in particular, to simplify the proof of Fujimoto's Theorem. This appears to be a most promising direction of future research.
10.
For a systematic account of the theory of normal families, the reader is directed to [42] , [59] , and [15] . The monograph [59] , in particular, provides an admirable introit to the modern theory.
