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Abstract
We present ENERGYNET, a new framework for analyzing and building artificial
neural network architectures. Our approach adaptively learns the structure of the
networks in an unsupervised manner. The methodology is based upon the theoret-
ical guarantees of the energy function of restricted Boltzmann machines (RBM)
of infinite number of nodes. We present experimental results to show that the final
network adapts to the complexity of a given problem.
1 Introduction
Despite the huge success of deep learning during the last years as a powerful framework, choosing
the right architecture still remains a practical problem. This presents several problems. On the one
hand, from the point of view of the optimization problem there is no guarantee of the optimality of
the learning objective [Cortes et al., 2016b]. On the other hand, large-scale hyperparameter tuning
requires large amounts of data and resources (e.g. random search [Bergstra et al., 2011]).
In this paper, we attempt to alleviate the problem of choosing the right network architecture. We
interpret the general structure of a neural network (NN) as an effective generative model for unsu-
pervised learning. We then introduce ENERGYNET as a framework for adapting the structure and
complexity of the network to the difficulty of the particular problem at hand with no pre-defined
architecture. The adaptation process is divided into two stages. Firstly, the architecture of the neural
network is predicted. Starting from a simple single layer neural network, we add more neurons as
required. Once the architecture of the network is estimated it works as a regular feedforward NN by
adding a supervised output layer and training with gradient descent.
Automatic design of NN architectures has been studied before. Fahlman and Lebiere [1990]
presented a system with a minimal network, then automatically trained and added new hidden
units. Genetic algorithms have also been proposed [Vonk et al., 1995, Rolls and Stringer, 2000,
Arifovic and Gençay, 2001, Saemi et al., 2007, Stanley et al., 2003, Stanley and Miikkulainen, 2002,
Miikkulainen et al., 2017]. Additionally, smaller networks has been used to train larger net-
works [Chen et al., 2015, Ha et al., 2016]. Finally, reinforcement learning has also been used for
searching different architectures [Zoph and Le, 2016].
Recently Cortes et al. [2016a] proposed the ADANET framework that adaptively learns NN archi-
tectures. The major difference of our work with that framework is as follows. Firstly, in our case
the architecture of the network has no output layer connections. Secondly, the architecture of the
network is now independent of the learned weights.
This paper is organized as follows. Section 2 presents the theory of the framework. We describe the
model complexity to balance the size of the networks and the theoretical properties of the iRBMs.
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Section 2.4 describes the properties of the DBNs. Section 3 describes the algorithm and Section 4
concludes with experimental results.
2 Preliminaries and Theory
Let X denote the input space. We assume that training and test points are drawn i.i.d. according to
some distribution D over X × {0, 1}. Given any x ∈ X, we denote by Φ(x) ∈ Rn0 , the feature
representation of x.
2.1 Artificial Neural Networks
The standard description of a modern feedforward network is a network of layers of nodes, where
each layer is mapped to the layer above it via a linear mapping composed with a component-wise
nonlinear transformation. To make this description precise, we define a neural network follow-
ing Cortes et al. [2016b]. Let l denote the number of layers in a network. For each k ∈ [l], denote
by nk the maximum number of nodes in layer k.
Let 1 ≤ p ≤ ∞ and k ≥ 1. Then define the set H
(p)
k to be the family of functions at layer k of the
network in the following way:
H
(p)
k =
{
x 7→
( nk−1∑
j=1
uj(ϕk−1 ◦ hj)(x)
)
: u ∈ Rnk−1 , ‖u‖p ≤ Λk, hj ∈ H
(p)
k−1
}
, (∀k > 1) (1)
where H
(p)
1 refers to the case of input features, Λk > 0 is a hyperparameter and where ϕk is an
activation function (e.g. Rectified Linear Unit (ReLU), see [Goodfellow et al., 2016] for more). The
choice of norm p here is left to the learner and will determine both the sparsity of the network and
the accompanying learning guarantee of the resulting model.
Since neural networks are built as compositions of layers, it is natural from the theoretical standpoint
to first analyze the complexity of any layer in terms of the complexity of its previous layer. Results
for ADANET [Cortes et al., 2016a] demonstrate that this can indeed be done, and that the empirical
Rademacher complexity of any intermediate layer k in the network is bounded by the empirical
Rademacher complexity of its input times a term that depends on a power of the size of the layer:
Definition 1 (Complexity of a neural network). Let r∞ = maxj∈[1,n1],i∈[1,m] |[Φ(xi)]j |, and
1
p
+
1
q
= 1. Then for any k ≥ 1, the empirical Rademacher complexity of H
(p)
k for a sample S of sizem
can be upper bounded as follows:
R̂S(H
(p)
k ) ≤ 2
k−1r∞
(
k∏
j=1
Λjn
1
q
j−1
)√
2 log(2n0)
m
. (2)
2.2 Restricted Boltzmann Machines (RBM)
The RBM is a two layer Markov Random Field, where the observed binary stochastic visible units
v ∈ {0, 1}D have pairwise connections to the binary stochastic hidden units h ∈ {0, 1}K . There
are no pairwise connections within the visible units, nor within the hidden ones [Hinton, 2002].
In an RBM model, each configuration (v,h) ∈ V ×H has an associated energy value defined by
the following function:
Definition 2 (RBM energy function). Restricted Boltzmann machine is an energy-based model, in
which we define the energy for a state {v,h} as:
E(v,h; θ) = −vTbv − hTbh − vTWh, (3)
where θ = {W,bv,bh} are the parameters of the model.
Definition 3 (Probability distribution of an RBM). Form data samples, the probability distribution
of the RBM of a visible vector is obtained by marginalizing over all configurations of hidden vectors:
Pθ(v) =
1
Z
∑
h′∈H
exp(−E(v,h′; θ))
2
where hi are the hidden nodes of the i-th layer, Z is the partition function used for normalization:
Z =
∑
v′∈V
∑
h′∈H
exp(−E(v,h; θ))
2.3 Infinite Restricted Boltzmann Machines (iRBM)
iRBM can be implemented using a random variable [Côté and Larochelle, 2015] or via Frank-Wolfe
optimization [Ping et al., 2016]. We follow the former approach where the order of a hidden unit
is taken into account by introducing a random variable z that can be seen as the effective number
of hidden units participating to the energy. Hidden units are selected starting from the left and the
selection of each hidden unit is associated with an incremental cost in energy.
The model via the latent variable z allows for different observations having been generated by a
different number of hidden units. Specifically, for a given v, the conditional distribution over the
corresponding value of z is:
P (z|v) =
N(z)∑K=∞
z′=1 N(z
′)
=
N(z)
Z(v)
(4)
where N(z) = exp (−F (v, z)) andK is the maximum number of hidden nodes, which in this case
is infinite. The free energy, F () is defined as:
F (v, z) = −vTbv −
z∑
i=0
(
soft+
(
Wiv + b
h
i
)
− βi
)
(5)
where βi is an energy penalty for selecting each i-th hidden unit.
The denominator (i.e. the normalization factor) needs to be defined for the infinite K . In this case
Z(v) must be divided into two parts, before the maximum number of nodes at a particular time step,
n, and the rest:
Z(v) =
n∑
z=1
N(z) +
∞∑
z=n+1
N(z) =
n∑
z=1
N(z) +
a
a− 1
N(z) (6)
where a is the result of a geometric series of the infinite term [Côté and Larochelle, 2015].
2.4 Deep Belief Networks (DBN)
There are two possible ways of putting together multiple RBMs: Deep Boltzmann Machines
(DBM) [Salakhutdinov and Hinton, 2009] and Deep Belief Networks (DBN) [Hinton et al., 2006].
Both are probabilistic graphical models consisting of stacked layers of RBMs. The difference is
in how these layers are connected [Salakhutdinov and Hinton, 2009]. In a DBN the connections
between layers are directed. Therefore, the first two layers form an RBM (an undirected graphical
model), then the subsequent layers form a directed generative model. In a DBM, the connection be-
tween all layers is undirected, thus each pair of layers forms an RBM. If multiple layers are learned
in a greedy, layer-by-layer way, the resulting composite model is a DBN [Bengio et al., 2007].
As described in Section 3 the algorithm proposed in this paper requires the use of the log-likelihood
of a DBN. Due to the presence of the partition function, exact maximum likelihood learning in
RBMs and DBNs are intractable. In [Salakhutdinov and Murray, 2008, Neal, 1998] an Annealed
Importance Sampling (AIS) is used to efficiently estimate the partition function of an RBM and
to estimate a lower bound on the log-probability of a DBN. We opted for a more efficient version
presented by Theis et al. [2011]. This still requires an estimation of the partition function for the top
RBM but uses samples drawn from the densities of each layer in a feed-forward manner.
3 Algorithm
Our System forms a DBN by stacking multiple iRBMs trained layer by layer. Since an iRBM is
an extension of an RBM, the training of a DBN remains unchanged. After each layer is trained
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using the contrastive divergence algorithm applying the specifics of iRBMs (see Section 2.3) it is
converted back into a regular RBM in order to compute the log-likelihood.
The minimum description length (MDL) criterion (see [Rissanen, 1984]) formalizes the idea that
for a set of hypothesesH and data set X , we should try to find the hypothesis or a combination of
hypotheses inH that compressesX most. The idea is applied successfully to the problems of model
selection and overfitting [Grünwald, 2005].
For a sequence of m data points X we want to find a model defined by a set of parameters θ =
[θ1, . . . , θL] that can efficiently maximize Pθ(x) for the data x. The description lengthMj(x) for
data x of an underlying model j is given by,
Mj(x) = − log
(
P
θˆ(j)
(x)
)
+ ℓ(θˆ(j)) (7)
where − log
(
P
θˆ(j)
(x)
)
represents the maximum likelihood estimate of model j which is identical
to the negative of the log-likelihood (Section 2.4); and ℓ(θˆ(j)) is the complexity of the model. Since
the ultimate goal is to treat the DBN as a regular DNN, the complexity of the regular DNN is defined
as the Rademacher complexity of Equation (2).
Appendix A describes in detail the general algorithm. In summary, the algorithm assumes there
is a maximum number of layers T . For every time step t for a network Ut+1 we will train a new
candidate layer h′t+1. In order for the candidate layer to become part of the new network U
′
t+1 it
must maximize the log-likelihood taking into account Equation 7.
4 Experimental results
In this section we present the performance of architectures generated by ENERGYNET on a number
of datasets: mnist, cifar-10, german and diabetes. Note that convolutional neural networks
are often a more natural choice for image classification problems such as cifar-10 (60,000 images
evenly categorized in 10 different classes [Krizhevsky, 2009]. However, the goal of our experiments
was a proof-of-concept showing that the structural learning approach we propose is very competitive
with traditional approaches for finding efficient architectures.
Table 1: Architecture and accuracy results for different datasets.
Best architecture Accuracy
Dataset DNN EnergyNet DNN EnergyNet
mnist 2048, 512, 1024 1525, 239 0.9862± 0.0003 0.9873± 0.0002
cifar-10 256, 1024 101, 257 0.6024± 0.0031 0.5856± 0.0011
german 16, 32 122 0.8677± 0.010 0.8851± 0.0079
diabetes 32, 16 184 0.8433± 0.011 0.8593± 0.0078
In Table 1 we compare ENERGYNET to a regular framework for defining DNN. The regular
framework uses the following hyperparameter ranges: learning rate in [0.0001, 0.5], batch size in
[16, 32, 64, 128] and ReLu activations. The search for hidden layer architectures is performed using
a combination of 30 networks with a predefined number of nodes using a Gaussian process bandits
algorithm [Snoek et al., 2012].
The ENERGYNET framework fixes the architecture with a maximum number of layers of 10, dual
norm of 2, a constant β = 1.01 and the same learning rate of 0.01 for every dataset. Appendix A
describes how the growth in every layer is controlled via Γ. This is fixed to Γ = 0.1 for all datasets
but mnist which is set to Γ = 0.8. Once the architecture is fixed, a DNN is trained and tuned using
the same range of hyperparameters as in the regular framework.
5 Conclusions
We presented ENERGYNET: a new framework for unsupervisedly analyzing the architecture of artifi-
cial neural networks. Our method optimizes for reconstruction performance, and it explicitly and au-
tomatically addresses the trade-off between network architecture and data modeling. We presented
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experimental results showing that ENERGYNET can efficiently learn DNN architectures that achieve
comparable results with baseline methods. ENERGYNET generates DNNs with fewer number of pa-
rameters. This is caused by the greedy construction of the model layer by layer with finer granularity
in the total number of nodes in each layer. Our framework is independent of the type of input fea-
tures so it can be used for other purposes as well (e.g. as a weak learner in ADANET [Cortes et al.,
2016a]).
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A Algorithm
In the following section we present the details of the algorithm introduced in Section 3.
The algorithm runs for T time steps in order to create a maximum of T layers (see Algorithm 1,
function BUILDNETWORK)). At time t there exist a neural network Ut (see Figure 1). A candidate
layer h′t+1 is trained as a new iRBM model. This iRBM is designed to have an infinite number of
nodes. This requires that a finite number of neurons n is selected (see TRAINNEWLAYER).
The description length of a fitted modelMt is the sum of two parts. The first part of the description
length represents the fit of the model to the data; as the model fits better, this term shrinks. The
second part of the description length represents the complexity of the model. This part encodes the
parameters of the model itself; it grows as the model becomes more complex.
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Algorithm 1 Constructs a network where γ is the average growth of a layer on each training step
and Γ is a threshold. A layer stops growing when the number of nodes converges.
function TRAINNEWLAYER(v)
n← 0
c← 0
while γ > Γ do
if ADDNODE() then
n← n+ 1
end if
γ ← n/c
c← c+ 1
end while
end function
function BUILDNETWORK
U ← {}
for t < T do
h
′
t ← TRAINNEWLAYER(v)
L ← CALCULATELOGLIKEHOOD(x)
Mt ← −L+ ℓ(U
′)
ifMt ≥Mt−1 then return U
else
U ← h′t
end if
end for
return U
end function
x1
x2
o1
Network Ut.
x1
x2
o1
h
′
t+1
Network Ut+1.
Figure 1: Network construction at time t. Output connections are marked with dotted lines because
they do not exist at construction time.
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