Perhaps one of the most profound capabilities of the brain is the conversion of incoming input into singular representation that is subsequently consolidated into a long lasting memory. Memory representations, or engrams, are known to be distributed 1, 2 , robust, and long lasting. Two remarkable features of engrams are 1) that they seem to be driven initially by the activity of relatively small group of neurons (compared to the size of the brain as a whole), and 2) they are robust to competition with already stored (native) memory representations 3 for neuronal resources. An important unanswered question is:
what are the dynamical properties of neural systems that allow newly encoded information to successfully compete with existing representations towards the formation of new memory engrams?
There is a growing body of work suggesting that the brain self-adjusts to operate near criticality [4] [5] [6] [7] [8] . This state is exemplified by a specific and universal scaling behavior of activity. While the SelfOrganized Criticality (SOC) hypothesis is still being debated 9 , work over the past decade has focused on:
1) providing experimental support for brain SOC and 2) demonstrating (using neural network models) the computational benefits of networks operating near criticality. Regarding the latter, it has been shown that critical dynamics supports optimized information transfer and memory storage capacity (among other network features) [10] [11] [12] [13] [14] . More recent studies have shown that neuronal and synaptic responses to external input help neural networks transverse a phase transition toward criticality 15, 16 . Others have postulated how residing near criticality affects storage of new memories 17 . Despite this, a unifying mechanistic link between criticality and memory formation is still lacking. Here, using various model systems, we first
show that intrinsic properties of the critical state itself provide distinct dynamical advantages necessary for forming novel memory representations. We then show experimentally that our models' predictions are born out in the hippocampal network in vivo, during de novo memory consolidation.
In this study, we first use a generic, auto-associative (attractor) neural network that embodies competition between native configurations and newly arriving external input. At the same time, the model can be driven towards criticality to show that a new representation driven by sparse input can be stabilized and stored only near that regime. Using mean field theory 18 , we argue that this is due to different scaling properties of stability of natively stored representations vs. externally driven input near criticality, allowing the latter to be fractionally more stable within a critical regime. Furthermore, the subsequent storage of this new representation drives the network away from criticality, temporarily stabilizing the overall state of the network. Based on this prediction we introduce a new metricFunctional Network Stability (FuNS) -to measure persistence of network representations from spike trains. We then turn to spiking a neuron model displaying SOC, and show that increased stability of functional representations upon memory storage also preferentially occurs near a critical regime. Finally, using the same metric, we analyze in vivo recordings from mouse hippocampus after contextual fear conditioning (CFC) and show that increased representational stability after conditioning predicts fear memory recall 24 h later.
Criticality and stability of new memories in attractor neural networks
The observations about the nature of memory representations led many to posit that memory behaves as a neural attractor, whereby representations are encoded as distributed network states 18, 19 .
Attractor neural networks are capable of storing multiple representations as distributed states, with internal dynamics driving the system to adopt the state corresponding to the lowest free energy. We used a network known to exhibit critical behavior (manifesting itself through changes in stability of the stored representations 18 ) to investigate the network dynamics when a new input competes with already formed (native) representations. We modified the generic attractor network model to incorporate synaptic plasticity, and we show that the storage of a new, externally-driven representation in such a network preferentially occurs near criticality.
The studied system consists of ten thousand nodes, with binary states = ±1, arranged in a small-world network ( = 0.1) with ~2% connectivity. On each step of integration, each node changes its state with probability (ℎ ) = to align with its observed synaptic input ℎ = 1 ∑ , where k represents the number of presynaptic nodes and is the weighted connection between the nodes. Here, = 1 is a control parameter which allows us to externally vary the system proximity to a phase transition by changing dynamics from low to high activity quantified by the average number of times a node switches its orientation; historically T is referred to as temperature but, from a system brain dynamics point of view, it represents a collective of hidden variables that serve to adjust its dynamics to drive it to criticality.
We define two respectively uncorrelated states as { / | ∈ [1, 10000]} to represent a natively stored configuration ( ) and a new configuration ( ) to be learned (stored) by the system. We choose a set = {1, … , } of M random nodes from the network to represent persistent external drive of the new configuration by setting ( ∈ ) = to be constant throughout the simulation. Each connection stemming from one of these input nodes then has a weight of = ( ∈ and ∈ [1,10000]), while a connection stemming from every other node has a weight of = ; here / is the weight of a respective configuration. The effect is a competition between the local fields emanating from the newly driven state and the native state, stored in the rest of the network.
We quantify the similarity of the final state, in terms of the spin orientations, with both the new and native configurations using network overlap, defined as
|, where = 10000 − , and the corresponding mean-field approximation is derived for the steady state solutions as a function of the systems temperature (Fig. 1a) . These solutions are (1) for the native state and (2) for the new representation driven by the external input. Based on the overlap of these solutions and on the stability (to be described below; Fig. 1c) Computer simulations (Fig. 1b top) coincide well with the mean-field approximation. In the subcritical (low temperature) regime the native state is systematically preferably retrieved over the new, externally driven state whereas in the supercritical regime (high temperature) neither representation is stable. However, within the critical region, the network overlap with the new representation is persistently fractionally greater than that with the native one.
We next investigated whether the network can stabilize this preferential state and store it as the new representation. To that effect network plasticity was introduced, allowing insight into whether, and over what dynamical regime (i.e. temperature range), the new configuration can be stored (i.e. the overlap with the new state will increase so that → (Fig. 1b bottom) ). The form of synaptic plasticity, 1c) . Thus the critical regime plays here a multifaceted role by: 1) rapidly declining overlap of native representations near the critical point, 2) maintaining fractional overlap of the externally driven representation (Fig. 1a, 1b top) , and 3) allowing the new representation to stabilize the global network state (through emergence of long-distance correlations) so that through synaptic plasticity, the representation can be distributed more widely (Fig. 1b bottom) . Importantly, we observed similar emergence of long-range correlations in a spiking network (Fig. 5c) .
We further examined how overall network dynamics change with the storage of new representation by measuring the change in network representational stability from before to after learning.
Here, representational stability is defined as = 1 − ̅ ⁄ , where ̅ is the mean spin flip probability and pmax = 0.5 is the random spin flip probability (achieved naturally for high temperature). For stable representations, =1 and for fast, noise driven changes, =0 (Fig. 2a) ; these values correspond to the functional stability metric introduced below for spiking networks. As expected, before learning, the network transitions around the critical point from being inherently stable to highly unstable. During the storage of the novel configuration (driven by subsequent strengthening of the network's connectivity), the critical point is shifted toward higher temperature values, resulting in a significant change of the network's stability around the critical regime (Fig. 2b) . We further investigated the relationship between changes in overlap of a new representation with changes in overall representational stability during learning. Namely, we measured these two quantities at near critical temperature during initial stages of memory consolidation (i.e. the first 20 iterations when synaptic plasticity is activated), (Fig 2c) . We observe that memory overlap and network stability have a monotonic relationship.
Thus, successful storage of the new representation leads to a significant increase in network stability -this is an important prediction of the model, which we will test below against data from spiking neuron models ( Fig. 5 ) and experimental recordings (Fig. 6) .
Finally, to investigate robustness of the phenomenon, we measured the change in the maximal network overlap with the new configuration from pre-learning to post-learning for varying input
properties. The maximum change in the overlap invariably occurs near criticality (Fig. 3a) . We observed the consolidation of the new memory for as small set of input neurons as M = 300 (i.e. 3% of total number of neurons) and synaptic weight ratio of ⁄~2.3 (Fig. 3b) ; the former is consistent with experimental observations 22, 23 .
Criticality promotes stability of representations in spiking neural networks.
While the persistent dynamical properties of critical regions are well captured by the generic attractor neural network introduced above, we next examined how this dynamical transition region would affect a spiking network. We investigate changes in the functional stability in the presence and absence of a structural network heterogeneity for networks composed of spiking neurons. The structural heterogeneity is implemented here as a strengthened set of connections emanating from a predefined subset of neurons. This directly corresponds to the M neurons being driven by external input in the attractor model. We find that increases in network stability and correlation length (analogous to those shown in Fig. 1c and Fig. 3 , respectively) are again observed near criticality, when synaptic heterogeneities corresponding to memory traces are introduced. One important difference from the attractor model is the progression of the phase transition itself: here functional stability saturates for super critical states and decays to zero when subcritical. However, the pattern of behavior (e.g. long-range correlations) in the critical regime is consistent across systems.
To characterize the dynamics of functional connectivity patterns for neuronal spike trains, we developed a metric we refer to as functional network stability (FuNS; Fig. 4a-c) . Briefly, spike trains for the network are divided into temporal bins of the shortest possible length necessary to provide a robust estimate of functional connectivity (Fig. 4a) . Average minimum distance (AMD) 24 is then used to evaluate functional network connectivity between cell pairs within each temporal bin ( We subsequently assessed how global dynamics near criticality affects FuNS. Here, we used a modified Bak-Tang-Wiesenfeld (BTW) model 25 as a proxy of integrate and fire neuronal network, to measure the distribution of spike-time avalanche lengths in the system as a function of coupling strength (Fig. 5a) . Avalanches represent consecutive temporal activation sequences of neurons within the network.
The BTW model is known to exhibit critical dynamics when connectivity strength is near unity. As expected, we found that the scaling of the avalanche lengths near criticality follows a power law distribution. We next compared FuNS in the presence and absence of a structural heterogeneity. Changes of FuNS as a function of the connectivity strength are shown in (Fig. 5b) . The spiking model results are fully analogous to the ones presented for the attractor network (Fig. 1) . The highest sensitivity of FuNS occurs just below the critical connectivity of 1.0. This identifies the optimal dynamical regime to be near, but just below criticality, coincident with a number of recent findings that in vivo brain dynamics operate in that regime 26 . We also investigated how the representational stability between neurons changes as a function of their distance from the heterogeneity (Fig. 5c) . As expected from the properties of the systems near phase transitions and similarly to the attractor network described in previous section (see Fig. 1 &   Fig. 2) , the decay of the change in stability with the distance from heterogeneity is slowest near criticality.
Taken together, these results imply that, when near criticality, network heterogeneities (driven through external input and/or local changes to synaptic connectivity) change the scaling of the avalanche statistics preferentially towards avalanches of longer duration and encompassing activity of more neurons as exemplified by changing avalanche distributions and stability change as a function of distance from those heterogeneities. This change promotes increased representational stability in a distributed circuit and subsequently provides dynamical substrate for spike timing dependent plasticity and thus learning of the novel configuration.
Changes in network dynamics and functional stability predict subsequent memory formation after contextual fear conditioning in mice.
To provide experimental support for the above hypothesis, we investigated whether FuNS changes can be detected following learning-induced network reorganization in vivo. We hypothesized that C57BL/6J mice underwent either CFC (placement into a novel environmental context, followed 2.5 min later by a 0.75 mA foot shock; n = 4 mice), sham conditioning (placement in a novel context without foot shock; Sham; n = 4 mice), or CFC followed by 6 h of sleep deprivation (a manipulation known to disrupt fear memory consolidation 31-34 ; Sleep Dep (SD); n = 5 mice; see Methods for details).
We first set out to characterize the dynamical changes in terms of event statistics for mice that form contextual fear memory (CFM) compared to those that do not; CFM is blocked by post-CFC sleep deprivation and is absent in sham conditioned mice. Avalanche statistics are calculated from LFP traces (Fig. 6a) . Values of the branching parameter for varying specified event rates and bin sizes indicate that system dynamics are sub-sampled for all mice in all groups 26 . Taking this into account, we calculate the fractional change in the branching parameter from pre-to post-learning; it shows clear separation between CFC mice and either SD or Sham mice (Fig. 6b) . The branching parameter measures the rate at which new neurons are recruited into the avalanche and indicates the spread of correlated activity throughout the network. Mechanistically, its increase is an indicator of network-wide strengthening of connections (i.e.
formation of network structural heterogeneity). During CFM consolidation, CFC mice exhibit a persistent increase in branching parameter, while SD mice with experimentally disrupted CFM consolidation show a persistent decrease in branching parameter, both relative to Sham branching parameter statistics. By contrast, sham animals showed no statistical deviations. We speculate that the increase of branching in CFC mice is directly related to memory consolidation while the decrease in SD mice can be associated with departure from criticality and failure of consolidation. This hypothesis is supported by previous studies 35 indicating that dynamics in the brain during sleep are closest to a critical regime. It is also generally consistent with studies that show deterioration of critical dynamics during long-term sleep deprivation in humans 36 . We then measured FuNS changes after each manipulation by quantifying pairwise AMD on a minute-by-minute basis over the entire pre-and post-training intervals. In line with our theory that predicts that FuNS will increase significantly only near criticality, we observed an increase in FuNS over the 24h following CFC, which was most pronounced when comparing FuNS in slow wave sleep (SWS; Fig. 6c) . We hypothesize that this may be due to two factors: 1) the aforementioned critical dynamics of the sleeping brain, and 2) the fact that SWS corresponds to internal network dynamics, rather than the changing external drive to the network experienced during wakefulness.
In contrast, no change in SWS FuNS was seen in Sham mice or following the period of experimental sleep deprivation in in SD mice. Group differences in SWS FuNS were reflected in the behavior of the mice 24 h post-training, when CFM was assessed behaviorally. CFC mice showed an increase in context-specific freezing upon return to the conditioning environment, which was significantly greater than freezing in Sham and SD mice (Fig. 6d inset) . Remarkably, SWS-specific FuNS increases for individual mice were predictive of their behavioral performance during subsequent memory assessment (Fig. 6d) . Thus the formation of a behaviorally-accessible memory trace in vivo is accompanied by increased FuNS in the CA1 network.
These results indicate that during and just after CFC a set of synapses is strengthened resulting in correlated spiking avalanches encompassing more active cells. These avalanches, through increased functional stability of activated cells, provide a dynamical substrate for subsequent memory consolidation. When animals are sleep deprived the branching parameter is significantly lowered indicating smaller recruitment of cells into the avalanches, lower functional stability in the circuits, and subsequent failure of memory consolidation.
Discussion
The question we address in this paper is how relatively sparse input can dynamically compete with already stored representations to be stored and later consolidated into a distributed memory (engram). Through theory and computation we show that criticality may play a vital role in mediating stabilization and subsequent storage of the new memory as a distributed representation. Namely, we show in a reduced attractor network that only when the system is driven towards a critical point, the new representation (through the input sites) globally impinges its activity pattern on the network making it fractionally dominant as compared to the native representation (Fig. 1) . This is primarily due to the fact that at criticality, the external input biases the state of the network towards the new representation, and the emergence of long-distance correlations allows it to spread throughout the system. Subsequently, state dependent synaptic plasticity allows for long-term storage (consolidation) of this new representation.
During the initial phase of consolidation we observe significant increase of network wide representational stability, and this increase can be directly correlated with the degree of memory consolidation (Fig. 2) . Thus network dynamics near criticality, during presentation of novel stimuli, allows preferential stabilization of novel representation throughout the circuit. Moreover, increased representational stability becomes a predictor of successfully storing a novel configuration; the changes in stability are not observed in networks far away from criticality.
We further show that this property is consistent across systems and can be measured in the brain.
Namely, we construct a metric (FuNS) that reports stability of functional representations for spiking, network-wide activity patterns and show that, similar to the results described above, FuNS increases occur only near the critical point for spiking network models, namely in a model with a known critical point ( Fig. 5 . Finally, through in vivo experimentation we show that: 1) FuNS is enhanced in CA1 during de novo memory encoding, 2) the degree of change of FuNS after CFC predicts subsequent memory performance, and 3) there is a systematic increase in branching parameter during normal memory consolidation, and a decrease during SD-induced memory disruption.
Taken together these results hint at a unifying mesoscopic mechanism underlying what is commonly referred to as "systems consolidation" -i.e., the formation of a widely distributed engram from a transient, discrete, and localized group of synaptic changes Our results support the hypothesis that, if the system is near criticality, discrete external input representing features of a novel learning experience stabilizes the functional connectivity within the larger neural circuit in order to promote formation of a distributed engram. Dynamically driven, widespread network stabilization promotes coordinated consolidation of initially disjointed memory features (e.g. smell and color), and could later aid in the seemingly instantaneous, coordinated recall of these features.
Finally, this work underscores the importance of FuNS as a measurement of memory consolidation. Our in vivo recording data suggest that, contrary to reports of sequential replay or reactivation which typically occur only minutes following learning
37, 38
, FuNS changes in the hippocampus are long-lasting (i.e., across the 24 h following training). The spatial extent and duration of FuNS changes are thus highly amenable to promoting systems memory consolidation. We believe that FuNS could provide a mechanism to drive structural network changes (e.g., through spike timingdependent plasticity) over widely-distributed networks. If (as recent data suggest) synaptic structures in CA1 are far more transient than synapses in the neocortex 39 , the rapid dissemination of memory traces for longer-term storage outside the hippocampus is likely required for consolidation. and from experimental LFP recordings following previous studies 1, 32 . Briefly, the time series in question are divided into discrete, regular time windows and probed for neural activity. An 
Branching Parameter Calculation for Varying Event Rate-based Bin Sizes
The avalanche branching parameter σ phenomenologically represents the average cascade level of an avalanche and it provides means for characterization of systems dynamical regime, attaining values σ < 1, σ = 1, and σ > 1 for subcritical, critical, and supercritical dynamics respectively.
The branching parameter calculation follows work by others 40 and is given by:
Where a is the number of events in a given time bin, Li is the total lifetime of i th avalanche, t represents number of activity bins a in i th avalanche and n is the total number of avalanches analyzed.
Chronic in vivo recording and contextual fear conditioning:
Male C57BL6/J mice (Jackson, aged 2-5 months) were implanted with driveable headstages 
Spike data analysis:
Electrophysiological signals were digitized and differentially filtered as spike and LFP data as described previously 32 using Omniplex hardware and software; single-unit spike data was discriminated using Offline Sorter software (Plexon). The firing of individual neurons was tracked throughout each experiment on the basis of spike waveform, relative spike amplitude on the two stereotrode recording channels, positioning of spike wave-form clusters in c) The attenuation of stability difference as a function of mean connectivity distance between the heterogeneity and other network sites. The colors correspond to coupling strength outside the heterogeneity. We observe that the slowest attenuation of stability change happens near but below critical dynamics (A=1). The curves for A≥1 overlap at zero for all distances. Only if network operates near-criticality can the new memory be consolidated (right) -successful consolidation is subsequently measured by mice freezing pattern when placed in the training cage.
