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Abstract
In order for a physical system to be regarded as a properly working quantum
computer the system is expected to meet a set of requirements suggested by David
DiVincenzo (Mesoscopic electron transport, 1997). Some of these requirements can be
addressed by quantum cellular automata models (Lloyd, Science 1993 and Benjamin,
PRA 2000) while the other requirements depend on the physical implementation.
Here I will review the two models and a suggested physical implementation (Twamley,
PRA 2004) of a quantum cellular automaton, utilizing endohedral fullerenes. I review
the suggested approach to meet the DiVincenzo’s requirements.
A small correction to the proposed basic pulse sequence is suggested.
31 Introduction
A realization of a quantum computer is one of the most intriguing challenges to which
scientists have committed themselves since the presentation of e￿cient quantum algorithms
such a the Shor algorithm [1] and the Grover algorithm [2]. As the rules of quantum
mechanics apply to many ￿elds in physics, many methods of realization were investigated.
It appears that ￿ve requirements must be met by the physical system to be a prop-
erly working quantum computer [3]. Some of these requirements are met theoretically by
quantum computation models based on quantum cellular automata (QCA) [4, 5]. Cellular
automata [6, 7, 8] are sets of many identical computational units, each evolving accord-
ing to the values of its neighbors and a set of rules which are applied globally. QCA
models are suited to systems where it is experimentally di￿cult or impossible to target
speci￿c units for manipulation, for example the NMR approach [9, 10] where two or more
qubits may have adjacent or even identical resonance frequencies. Realization of a QCA
was suggested [11] using endohedral fullerenes ￿ soccer-ball-shaped carbon molecules, each
encapsulating an atom. This suggestion is claimed to meet all of the requirements for a
physical realization to be a quantum computer.
Section 2 lists the requirements for realizing a quantum computer as suggested by David
DiVincenzo [3, 12, 13, 14]. In section 3, an introduction to cellular automata is given,
followed by two models of QCA which are presented and analysed. An implementation
of local 1-qubit and 2-qubit operations using only global rules of the QCA is detailed. In
section 4, the use of endohedral-fullerenes is described, and an implementation of the global
rules of the QCA using endohedral-fullerenes is reviewed. Speci￿cally, errors in the given
implementation [11] are pointed out, and an alternative implementation is presented and
analysed. In section 5, the ful￿llment of DiVincenzo’s requirements is further discussed;
Initialization capability is suggested to be implemented by algorithmic cooling [15, 16],
4measuring the output of the computation by is suggested by assigning a fullerene-based
single-electron transistor to each physical qubit [17]. An open question remains, whether
the relevant decoherence times of the suggested physical system are long enough compared
to typical logic gates time duration.
2 Physical implementations of quantum computing
As scientists endeavor on the realization of quantum information processing, a question
naturally arises: how can one build a working quantum computer?
To answer this question DiVincenzo set ￿ve requirements for physical realizations of
quantum computers. These requirements are nicely presented in [14] though they can also
be found in [3, 12, 13]:
1. A universal set of quantum gates must be implementable.
2. The system must be scalable with well characterized qubits.
3. Long relevant decoherence times, much longer than the gate operation time.
4. The ability to initialize the state of the qubits to a simple ￿ducial state such as
|000...i.
5. A qubit-speci￿c measurement capability.
In this work, a new suggestion for a physical realization of a quantum computer is reviewed.
As such, this suggestion must ful￿ll all of the above requirements. The ful￿lling of the ￿rst
requirement is the main topic of this work.
53 Quantum Cellular Automata
3.1 Cellular Automata (CA)
A cellular automaton [6, 7, 8] is a computational model. It consists of a grid of ￿cells￿, each
in one of a ￿nite number of states. The grid can be in any ￿nite number of dimensions.
Time is also discrete, and the state of a cell at time t is a function of the state of a ￿nite
number of cells, called the neighborhood, at time t − 1. The neighborhood are a selection
of cells which does not change during the automaton’s run (note: the cell itself may be
in its own neighborhood). All cells are identical in the sense that every cell has the same
rule for updating, based on the values in its neighborhood, and each update is applied
simultaneously to all the cells [18].
One example of a cellular automaton (CA) can be an in￿nite sheet of graph paper,
where each square is a cell, each cell has two possible states (black and white), and the
neighborhood of a cell is comprised of the square itself and the 8 surrounding squares. As
each square can be in one of two states, there are 29 = 512 possible patterns for a cell’s
neighborhood. The rule for the cellular automaton could be given as a table. For each of
the 512 possible patterns, the table would state whether the center cell will be black or
white on the next time step.
It is usually assumed that all cells in the CA start in the same state, except for a ￿nite
number of cells in other states, often called a con￿guration. More generally, it is sometimes
assumed that the CA starts out covered with a periodic pattern, and only a ￿nite number
of cells violate that pattern.
3.2 Motivation for using cellular automata
As discussed in section 2, a physical realization of a quantum computer is expected to
ful￿ll a set of ￿ve requirements set by DiVincenzo [3] . One of these requirements is the
6ability to perform a universal set of gates (requirement No. 1). This requirement implies
that single qubit operations must be feasible, hence it would seem that local addressing is
required.
Unfortunately, for some physical QC schemes local addressing requires a large overhead.
Here I will address this problem in NMR systems. In NMR we regard the nuclear spin as
a qubit. We address the spin via its resonance frequency which emanates from the spin’s
interaction with a static magnetic ￿eld. Two spins of the same type (e.g. of two 1H nuclei)
have resonance frequencies that may di￿er slightly due to di￿erent chemical neighborhoods.
A large NMR quantum computer requires a crowded frequency set because the number of
isotopes suitable for QC is small (around ￿ve ￿ 1H, 13C, 17N, 19F and 31P), and the largest
number of spins of one nuclear type used to date is six 1H nuclei [19, 20]. Assuming that
we can address six spins of each useful type at the same time we still have a computer
with ∼ 30 qubits at most. However this violates one of DiVincenzo’s requirements: the
computer must be scalable (requirement No. 2).
As explained in section 3.1, in a CA all cells share the same rules for updating, and each
update is applied simultaneously to all the cells (global addressing). The CA computa-
tional model works without local addressing. As the need for local addressing is cancelled,
scalability can potentially be achieved.
3.3 Lloyd’s Model
In 1993 Lloyd suggested a computer composed of arrays of weakly coupled quantum sys-
tems that are subjected to a sequence of electromagnetic pulses of well-de￿ned frequency
and length [4]. Consider three units (physical subsystems) A,B and C, each having a cor-
responding resonance frequency ωA,ωB and ωC. The computer is built as a hetropolymer of
the form ABCABCABC ..., each unit contains an electron which has a long-lived excited
state and hence a well de￿ned resonance frequency. There are also interaction hamiltoni-
7ans for each couple of system types and only nearest-neighbors interactions are considered.
For the simple case where the interaction hamiltonians are diagonal in the eigenbasis of
non-interacting units, we can regard the interaction as a correction to the interaction-free
hamiltonian. For example, instead of the resonance frequency ωB for the unit B there
are now four frequencies ωB
ac, a,c ∈ {↓,↑} each corresponding to a di￿erent state of B’s
neighbors. If all the frequencies ωX
yz X ∈ {A,B,C};y,z ∈ {↓,↑} are di￿erent from one
another, then by transmitting a pulse in one of these frequencies we will rotate only the
units with the corresponding neighborhood con￿guration. For example, if we apply a π
pulse using the frequency ωA
↑↑, we will ￿ip only the A’s with both neighbors in state |↑i .
All units of the same type, with the same neighborhood con￿guration, undergo the same
transformation when a pulse is applied in the corresponding frequency; this system can be
considered an implementation of a cellular automaton. The suggested system, however, is
much more powerful then a simple CA, as one can change the rule of the CA from step to
step [4].
To upload information, Lloyd uses the unit at the end of the array (polymer), which has
only one neighbor and hence a unique set of resonance frequencies {ωA:end
↓ ,ωA:end
↑ }. This
unit can be addressed without disturbing the rest of the units on the array. For example,
say we started from the ground state |↓↓↓↓ ...i of the array ABCA... and we want to
change this state to |↓↓↓↑ ...i we perform a set of π pulses using the next sequence:
|
A
↓
B
↓
A
↓
B
↓ ...i
ωA:end
↓ − − − − → |
A
↑
B
↓
A
↓
B
↓ ...i
ωB
↑↓ − − → |
A
↑
B
↑
A
↓
B
↓ ...i
ωA:end
1 − − − − → |
A
↓
B
↑
A
↓
B
↓ ...i
ωc
↑↓ − − → |
A
↓
B
↑
A
↑
B
↓ ...i
ωB
↓↑ − − → |
A
↓
B
↓
A
↑
B
↓ ...i
ωA
↑↓ − − → |
A
↓
B
↓
A
↑
B
↑ ...i
ωC
↓↑ − − → |
A
↓
B
↓
A
↓
B
↑ ...i.
In order to perform quantum computation one must also be able to manufacture a super-
position between |↓i and |↑i. This can be achieved by applying a π
2 pulse, which would
8bring the states from the computation basis to the x or y bases. Lloyd did not give any
speci￿c implementation of logical qubits and local universal gates 1 . This is not signi￿cant
however as the scheme which is discussed in this work is based on the more generalized
Benjamin model [5].
3.4 Benjamin’s Model
The Benjamin model [5] is identical to Lloyd’s with the exception that the array is built
from two types of units, i.e. it is of the formABABABAB..., which changes the resonance
frequencies scheme, as there is no distinction between the left and right neighbor of a unit
(except for the units at the ends of the hyperpolymer). Hence, the new frequencies are
referred to as ωX
f where f stands for ￿eld and is given by:
f =

          
          
2 neighbors are in |↑↑i
0 neighbors are in a|↑↓i + b|↓↑i
−2 neighbors are in |↓↓i
1 The neighbor (end unit) is in |↑i
−1 The neighbor (end unit) is in |↓i
3.4.1 Local addressing
One can apply a π pulse to a speci￿c unit on the array by having its neighbors in a
unique con￿guration resulting in the unit having a unique resonance frequency. Benjamin
implements this approach by using a logical control unit which labels the logical qubit to
be addressed.
q3
←CU→
q2 q1
1I am not aware that he ever published such speci￿c implementation, even though he indicated that he
would publish.
9the qubits (q1,q2 and q3 in the example above ) are evenly separated along the array. the
control unit (CU) can be moved with respect to the qubits. When a logic gate is applied
to the system it only a￿ects the qubit which is labeled by the control unit.
The implementation of the logical qubits (henceforth qubits) and the logical control
unit (henceforth control unit) is explained in section 3.4.3.
3.4.2 Controlled operations
As mentioned in section 3.2, a physical implementation of a quantum computer must
be universal. To show that universality is attainable it is not enough to provide local
operations, a controlled gate must also be implemented. Benjamin suggests the next scheme
for a controlled gate c − U between q1 to q3:
1. Bring the control unit to the control qubit, q1
q3 q2
CU
q1
2. Perform some mutual gate (e.g. CNOT) between q1 and CU
q3 q2
CU∗
q∗
1
3. Move the control unit to the target qubit, q3, without altering any qubit on the way.
CU∗
q3 q2 q∗
1
4. Apply U in the frequency for which CU∗ corresponds with the control qubit being
in the state |1i.
CU∗
q∗
3 q2 q∗
1
105. Move the control unit back to the control qubit
q∗
3 q2
CU∗
q∗
1
6. Invert the gate from step 2
q∗
3 q2
CU
q1
At the end of this procedure
|q
∗
3i =

 
 
U |q3i, |q1i = |1i
|q3i, |q1i = |0i
3.4.3 Implementation of logical qubits and the control unit
1. A logical |0i is represented by the physical state |↑↑↓↓i
2. A logical |1i by the physical state |↓↓↑↑i.
3. The control unit is represented as the sextet |↑↑↓↓↑↑i.
The (logical) qubits are separated by bu￿ers of four units in a |↓↓↓↓i state. For example,
the logical state |↑↓↑i is represented by the physical state
|↓↓↑↑↓↓↓↓↑↑↓↓↓↓↓↓↓↓↑↑i.
For the sake of readability I will sometimes use dashes (-) instead of ↓’s, especially where
the bu￿ers are located. The above example can be rewritten as
|↓↓↑↑ ---- ↑↑↓↓ ---- ↓↓↑↑i.
113.4.4 Global operations ￿ the rules of the cellular automaton
The cellular automaton is subjected to update rules speci￿ed by the notation AU
f (or BU
f )
i.e., each cell of type A (or B) is subjected to the unitary transformation U transmitted in
frequency ωA
f (or ωB
f ). For example, ANOT
0 can be implemented by transmitting a π pulse
with frequency ωA
0 . Reminder: f = 0 corresponds to the two B neighbors being in the
state a|↑↓i + b|↓↑i for some normalised a,b ∈ C.
ANOT
f and BNOT
f are the most frequently used operations in this work, thus, I will
regard them simply as Af and Bf. Here are some examples for the e￿ect of A0 and B0 on
certain states:
1. ···
B
-
A
-
B
-
A
↑
B
↑
A
-
B
- ···
A0 − → ···
B
-
A
-
B
-
A
-
B
↑
A
↑
B
- ···
A0 − → ···
B
-
A
-
B
-
A
↑
B
↑
A
-
B
- ···
2. ···
B
-
A
↑
B
↑
A
-
B
-
A
-
B
- ···
A0 − → ···
B
-
A
-
B
↑
A
↑
B
-
A
-
B
- ···
B0 − → ···
B
-
A
-
B
-
A
↑
B
↑
A
-
B
- ···
A0 − → ···
B
-
A
-
B
-
A
-
B
↑
A
↑
B
- ···
3. ···
B
-
A
-
B
-
A
-
B
↑
A
↑
B
- ···
A0 − → ···
B
-
A
-
B
-
A
↑
B
↑
A
-
B
- ···
B0 − → ···
B
-
A
-
B
↑
A
↑
B
-
A
-
B
- ···
A0 − → ···
B
-
A
↑
B
↑
A
-
B
-
A
-
B
- ···
From these examples we can deduce that a pair of 1’s surrounded 2 by zeros can be moved
along the array using a A0 and B0 alternatively. This is useful as the logical qubits and
control unit are represented by pairs of 1’s surrounded by zero’s.
As the qubits are separated by an even number of units (four), applying a A0,B0
alternation shifts all logical qubits in the same direction, regardless of their value is |0i
(physical |↑↑↓↓i) or |1i (physical |↓↓↑↑i).
3.4.5 Moving the control unit
To move the control unit (logical |↑↑ −− ↑↑i) with respect to the qubits, it is su￿cient
to separate the control unit from the qubits by an odd number of units. For example,
2reminder: only nearest neighbors count.
12applying an A0,B0 alternation to the next state.
A
-
B
-
A
↑
B
↑
A
↓
B
↓
A
-
B
-
A
-
B
-
A
↓
B
↓
A
↑
B
↑
A
-
B
-
A
-
B
-
A
-
B
↑
A
↑
B
-
A
-
B
↑
A
↑
B
-
A0 − →
A
-
B
-
A
-
B
↑
A
↑
B
↓
A
↓
B
-
A
-
B
-
A
-
B
↓
A
↓
B
↑
A
↑
B
-
A
-
B
-
A
↑
B
↑
A
-
B
-
A
↑
B
↑
A
-
B
-
B0 − →
A
-
B
-
A
-
B
-
A
↑
B
↑
A
↓
B
↓
A
-
B
-
A
-
B
-
A
↓
B
↓
A
↑
B
↑
A
-
B
↑
A
↑
B
-
A
-
B
↑
A
↑
B
-
A
-
B
- .
Notice that the qubits do not move with respect to each other.
The next example shows that A0,B0 alternation will move the control unit through a
qubit (a logical |1i in this example) without altering it:
B
-
A
-
B
-
A
↓
B
↓
A
↑
B
↑
A
-
B
↑
A
↑
B
-
A
-
B
↑
A
↑
B
-
A0 − →
B
-
A
-
B
-
A
-
B
↓
A
↓
B
↑
A
↓
B
↑
A
-
B
-
A
↑
B
↑
A
-
B
-
B0 − →
B
-
A
-
B
-
A
-
B
-
A
↓
B
↑
A
↓
B
↑
A
-
B
↑
A
↑
B
-
A
-
B
-
A0 − →
B
-
A
-
B
-
A
-
B
-
A
↑
B
↑
A
↓
B
↑
A
↓
B
↑
A
-
B
-
A
-
B
-
B0 − →
B
-
A
-
B
-
A
-
B
↑
A
↑
B
-
A
↓
B
↑
A
↓
B
↑
A
-
B
-
A
-
B
-
A0 − →
B
-
A
-
B
-
A
↑
B
↑
A
-
B
-
A
↑
B
↑
A
↓
B
↑
A
↑
B
-
A
-
B
-
B0 − →
B
-
A
-
B
↑
A
↑
B
-
A
-
B
↑
A
↑
B
-
A
↓
B
↓
A
↑
B
↑
A
-
B
-
A0 − →
B
-
A
↑
B
↑
A
-
B
-
A
↑
B
↑
A
-
B
-
A
-
B
↓
A
↓
B
↑
A
↑
B
-
Similarly a logical |0i will not change either. A general example for transparent motion of
control units trough logical qubits can be found in appendix B.
133.4.6 Local one-qubit gates
From the representation of logical qubits (section 3.4.3) one can represent any logical qubit
state |Si by the physical state |¯ s¯ sssi. Let U be some gate in the logical-qubits space and
let |Ti = U |Si be implemented by |¯ t¯ ttti . The gate U can be implemented on the array
using a sequence which is comprised of three main transformations:
B
-
A
-
B
-
A
¯ s
B
¯ s
A
s
B
s
A
-
B
↑
A
↑
B
-
A
-
B
↑
A
↑
B
-
Seq
− − →
B
-
A
-
B
-
A
-
B
-
A
↑
B
¯ s
A
↑
B
-
A
-
B
↑
A
↑
B
-
A
-
B
-
BU
2 − − →
B
-
A
-
B
-
A
-
B
-
A
↑
B
¯ t
A
↑
B
-
A
-
B
↑
A
↑
B
-
A
-
B
-
Seq−1
− − − →
B
-
A
-
B
-
A
¯ t
B
¯ t
A
t
B
t
A
-
B
↑
A
↑
B
-
A
-
B
↑
A
↑
B
- .
Where BU
f is de￿ned by the relation: |¯ ti = BU
f |¯ si ⇐⇒ |Ti = U |Si. The sequences
Seq and Seq−1 are described in detail in appendix A. Figure 1 illustrates a local logic gate
applied to a qubit, Y, which is initially not adjacent to the CU. This requires the CU to
move transparently through other qubits, in order to reach Y.
3.4.7 Local controlled-gates
As explained in section 3.4.2, in order to achieve a controlled gate, c−U between a control-
qubit and a target qubit, the CU needs to carry information from the control to the target.
Figure 2 illustrates such a controlled gate. As we already know how to use the CU form
↑↑ −− ↑↑ to apply a local gate, we would like to keep this form when the control is Y=1.
In case Y=0 we shall disable the CU. This disabling will be done by turning the CU to the
form ↑↑↑↑↑↑. This form can also move transparently through qubits (see appendix B) but
doesn’t change the value of the target qubit. In both cases (Y=0 or 1), after manipulating
the target, the CU will return to Y where both CU and Y will regain their original form.
A detailed sequence of a controlled gate c − U is given in appendix C.
14Figure 1: Illustration of the implementation of a local single-qubit gate.
In this ￿gure section of the array containing the control unit and three qubits (X, Y and
Z) are illustrated. The control unit moves transparently through Z, reaches Y where it
performs some manipulation, and returns back, again transparently through Z.
15Figure 2: Illustration of the implementation of a local controlled gate.
In this ￿gure, Y is the control and S is the target. The CU reached the control qubit,
Y. There a logic gate is applied to Y and the CU. If Y=1 the CU maintains it’s form,
↑↑ −− ↑↑, reaches the target, S, where U is applied to S. If Y=0 the CU is altered to a
disabled form, ↑↑↑↑↑↑. When the CU reaches S there will be no application of U, because
the CU is disabled. In any of these cases, the CU will go back to Y and restore its state.
16Figure 3: C60 fullerene.
Shaped like a soccer ball, the structure of C 60 is composed of pentagons completely sepa-
rated from each other by hexagons, making it a chemically stable molecule.
3.4.8 Universality
As a general single qubit operation and a general controlled gate can be performed, a uni-
versal set of logic gates can be implemented, meeting requirement No. 1 by DiVincenzo [3]
as discussed in section 2.
4 Quantum Cellular Automata with Endohedral Fullerenes
Fullerenes [21, 22] are one of the naturally occurring forms of carbon. They are molecules
composed entirely of carbon, taking the form of a hollow sphere, ellipsoid, or tube. Spher-
ical fullerenes are sometimes called buckyballs.
The molecule was named after Richard Buckminster Fuller, a noted architect who
popularized the geodesic dome. As buckminsterfullerenes have a similar shape as geode-
tic domes, the name seemed appropriate. In this work I will regard spherical fullerenes,
speci￿cally the molecule C60 (see ￿gure 3).
17Figure 4: C60 endohedral fullerene.
C60 is large enough to encapsulate an atom or a small molecule.
As fullerenes con￿ne a large space, it is possible to encapsulate an atom or a small
molecule inside a fullerene. Such encapsulating fullerenes are referred to as endohedral
fullerenes (see ￿gure 4). The current study reviews two species of endohedral fullerenes:
one is a C60 encapsulating an 15N atom and the other encapsulating a 31P atom. These
endohedral fullerenes are elegantly denoted 15N@C60 and 31P@C60 respectively.
4.1 Quantum cellular automaton quantum computing with endohedral-
fullerenes
In 2003 Twamley [11] suggested a realization of Benjamin’s model [5] (see section 3.4). In
this suggestion, endohedral-fullerenes of two types, 15N@C60 and 31P@C60 are used as the
units A and B respectively, as portrayed in ￿gure 5. In each fullerene, the nuclear spin of the
encapsulated atom is a spin 1/2 and is coupled to three uncoupled electrons located in the
highest energy level of the encapsulated atom. Two neighboring spin sites communicate via
electronic coupling. The entire system is exposed to a static and homogeneous magnetic
￿eld Bzˆ z. The interaction with this ￿eld induces a Zeeman splitting in the nuclei and
18Figure 5: Endohedral-fullerene chain.
The chain is composed of two types of fullerene units, namely 15N@C60 and 31P@C60,
placed in an alternating order.
electrons. The hamiltonian of an AB pair is composed of seven components:
• Two nucleus-￿eld coupling terms −γA
NBzIA
z − γB
NBzIB
z . Where γX
N is the nuclear
gyromagnetic coe￿cient of unit X, and IX
z is the ˆ z component of the nuclear spin
operator inside X.
• Two electron-￿eld couplings3 γeBzSA
z +γeBzSB
z . γe being the electronic gyromagnetic
coe￿cient, and SX
z is the ˆ z component of the electronic spin operator in X.
• Two electron-nuclear coupling AASA
z IA
z +ABSB
z IB
z . AX being the coupling coe￿cient
between the electrons and nucleus of unit X.
• One electron-electron coupling JDSA
z SB
z . JD being the coupling coe￿cient between
the electrons of two encapsulated atoms in neighboring units.
Measured values of all the above-mentioned coe￿cients are detailed in table 1
4.2 Implementing global operations
In sections 3.4.6 and 3.4.7 a universal set was implemented by using the global operations
(AU
f etc.) described in section 3.4.4. In this section Twamley’s implementation [11] of
3When I say electron-electron, electron-nuclear or electron-￿eld interaction I am referring to electron
threesomes and not to single electrons, because 15N and 31P both have three unpaired electrons.
19A = 15N@C60 B = 31P@C60
Electronic Zeeman energy γe 56 GHz 56 GHz
Nuclear Zeeman energy γN -6.1 MHz 34.5 MHz
Hyper￿ne coupling constant A 21.2 MHz 138.4 MHz
Table 1: Table of hyper￿ne coupling constants and interaction frequencies of 15N@C60 and
31P@C60 molecules at Bz = 2T. The electron-electron coupling constant, JD, is estimated
to be 50 MHz.
global operations is reviewed. An error in Twamley’s suggestion is shown and a correction
is supplied.
Consider the spin 1/2 sub-chain SASB, where Sχ represents the unpaired electron 4 of
unit χ. Assume that we know how to perform the controlled unitary operation U on SA
where SB is the control. This operation is denoted as C (B,A;U). The pulse sequence
implementation of C (B,A;U) is shown in section 4.2.1.
Now consider the sub-chain SBSASB, the SA undergoes two controlled gates simulta-
neously. As any unitary operation U commutes with itself and with 1, the resulting gate
will be
Ξ(B,A;U) , C (Bon the left,A;U)C (Bon the right,A;U)
Observe that Ξ(B,A;NOT) = A1. For ease of notation the next symbols are adopted:
• π
2 pulses, for example

+SB
y

, eiπ
2 SB
y .
• General rotations, for example

ZA
θ
	
, eiθSA
z .
Twamley details the procedure of implementing AU
2 , when U ∼ eiθSA
x , with the sequence
A
U
2 = Ξ
 
B,A;

X
A
δ
	
X
A
π/2−δ
	
Z
A
−π/2
	
Ξ
 
B,A;

X
A
π
	
Z
A
−π/2
	
X
A
π/2−δ
	
Ξ
 
B,A;

X
A
δ
	
,
4Note the di￿erence from the suggested system where each unit has three unpaired electrons.
20where θ = 2δ.
This sequence seems wrong. For instance, consider applying this sequence to the unit
SBSASB where both SB have value 0. hence ∀V unitary, Ξ(B,A;V ) ≡ 1, and also AU
2 = 1,
but the above sequence becomes −iσz. In the case where both neighbors are 1 Ξ(B,A;V ) ≡
V 2, and AU
2 should become U however it also becomes −iσz. See complete calculations in
appendix D. I suggest an alternative sequence
A
U
2 = Ξ
 
B,A;

Z
A
−π
	
Ξ
 
B,A;

X
A
δ
	
Ξ
 
B,A;

Z
A
π
	
Ξ
 
B,A;

X
A
δ
	
, 4δ , θ
I prove the correctness of this sequence in appendix E. Implementation of AU
0 is trivially
￿lliping all SB’s with

XB
π
	
, applying AU
2 and then ￿lliping back all SB’s. For implementing
AU
1 , Twamley suggests
A
U
1 =

Z
A
π
	
X
A
π/2−θ
	
Z
A
−π/2
	
Ξ
 
B,A;

X
A
π
	
Z
A
−π/2
	
X
A
π/2−θ
	
Ξ
 
B,A;

X
A
θ
	
,
This sequence is also erroneous, considering the case where both neighbors are 1, then ∀θ
the sequence should produce 1. However for this neighbors con￿guration we get

XA
2θ
	
,
see detailed calculation in appendix D. My suggestion is to use:
A
U
1 = Ξ
 
B,A;

Z
A
−π
	
Ξ
 
B,A;

X
A
−δ
	
Ξ
 
B,A;

Z
A
π
	
Ξ
 
B,A;

X
A
δ
	
, 2δ = θ.
For the analysis of this sequence see appendix E. Similarly we can implement AU
f for
U ∼ eiθSA
y by switching all the terms

XA
φ
	
with

Y A
φ
	
, and due to commutation relations
U ∼ eiθSA
z can also be achieved.
214.2.1 Implementing C (B,A;U)
Assume that the controlled-NOT gate C (B,A;NOT) can be implemented. This will not be
proved here, a proof can be found in my M.Sc. thesis [23]. Any controlled gate C (B,A;U)
can be written as [24]
C (B,A;U) = D · C (B,A;X) · E · C (B,A;U) · F (1)
U ≡

Z
A
β
	
Y
A
γ
	
Z
A
δ
	
= DXEXF. (2)
Where β, γ, and δ are the Euler angles for the desired unitary operation, D ,

ZA
β
	n
Y A
γ/2
o
,
E ,
n
Y A
−γ/2
on
ZA
−(β+δ)/2
o
, F ,
n
ZA
(δ−β)/2
o
, and X ,

XA
π
	
= NOT. Note that
DEF = 1, hence the operation in eq. 1 will become unity if B is set to 0.
4.3 An all electronic quantum computer.
From section 4.2 it appears that an all-electronic fullerene-based quantum computer is
possible. However, section 4.2 is referring to electronic spin-1/2 particles as opposed to
the current scheme of 15N@C60 and 31P@C60 where the electronic spin is 3/2. Twamley
suggests to regard this type of spin system as two spins: an inner spin ( |±1/2i) and
an outer spin (|±3/2i). Thus using only the SU(2) group of the entire SU(4) group at
hand. Unfortunately, though any U ∈ SU(2) which is diagonal in |msi factors into unitary
operations in the inner/outer spin space, U which is not diagonal will normally not factor
accordingly. Hence, the set of operations on the inner/outer spin does not coincide with
quantum computation as it contains non unitary operations. Twamley does not give a
detailed mathematical treatment here and doesn’t give any references. After consulting
with a few people I believe that Twamley had used the approach of ￿ctitious spin-1/2 [25].
In this method the entire spin space is split into spin-1/2-like subspaces. Meaning that for
each subspace there is a set of three operators that obey the Pauli algebra. The use of this
22method, however, is beyond the scope of this study.
4.4 An electron-nuclear computer
To solve the problem from section 4.3, one can encode the qubit on the nuclear spin of
the encapsulated nucleus, as the nuclei have spin 1/2. Global qubit rotations can then
be easily performed on the electrons. Whenever a non-diagonal single spin operation is
required, the electrons and nuclear states are swapped, and the single qubit operations will
be performed on the nuclear spins.
4.4.1 Hard pulses
Twamley claims that global qubit rotations can be achieved even if the single spin rotations
on the nuclei are performed by hard pulses, i.e. single spin rotations which do not distin-
guish between A and B nuclei. This is an important note, as for the speci￿c suggested
system of 15N@C60 and 31P@C60 the resonance frequencies of the two di￿erent nuclei over-
lap and so a soft pulse will be very complicated and time consuming. To prove his claim,
Twamley uses a pulse sequence that yields a selective coupling operator between the nuclei
of type A (or B) with their electrons5. Assuming that this selective coupling is possible
then selective SWAP is also possible. Such a SWAP can be used to implement a selective
spin θ rotation for example around the ˆ x axis to the A nuclei by the next spin-echo-like
method:
1. Apply a non-selective θ/2 rotation around ˆ x to the nuclei.
2. Apply a selective swap between the nuclei of B and their electrons.
5The pulse sequence is beyond the scope of this study, explanations regarding such sequences can be
found in [26, 27].
233. Apply a π pulse around z on the electrons of B. This rotation is diagonal in |msi,
hence unitary in the inner/outer spin space.
4. Redo step 2 ￿ Apply a selective swap between the nuclei of B and their electrons.
5. Redo step 1 ￿ Apply a non-selective θ/2 rotation around ˆ x to the nuclei.
6. Redo step 2 again ￿ selective swap of between the nuclei of B and their electrons.
7. Redo step 3 ￿ Apply a π pulse around z on the electrons of B.
8. Finally redo step 2 ￿ selective swap between the nuclei of B and their electrons.
As a result of this sequence the A nuclei have undergone a θ rotation around ˆ x due to
steps 1 and 5 which are the only steps that apply to A. The B nuclei however undergo a
θ/2 rotation and later a −θ/2 due to the refocusing π pulse on step 3.
Concluding this section, we saw how to implement the Benjamin model by a physical
system based on endohedral fullerenes. Though the electronic spin of the encapsulated
nuclei is not 1/2, universal operations can still be performed by the help of the nuclear
spins. Finally the possibility of using hard pulses was also discussed. All in all, the
suggested physical scheme seems to comply with two of DiVincenzo’s requirements [14]:
universality and scalability (requirements 1 and 2 in section 2).
5 More topics
5.1 Decoherence times
Another requirement by DiVincenzo is that the relevant decoherence times will be much
longer than the time required to implement the gates (requirement 3 in section 2).
24The pulses used for the nuclei are hard, as mentioned in section 4.4.1, and therefore con-
sume little time. The pulses on the electrons also consume little time, because the strength
of the nuclear-spin interaction di￿ers much from A to B. That leads the two correspond-
ing e￿ective resonance frequencies of the electrons to greatly di￿er from one another. This
leaves the spin-spin coupling times to be the bottle neck of the gate implementation time.
As the weakest spin-spin coupling is the one between 15C and it’s electrons (21.2 MHz),
let it be the bottle neck. One complete period of evolution under coupling would then be
(21.2 MHz)−1 ≈ 50ns. An electron-nucleus coupling is used typically 15 times in a single
global operation [11]. Thus each global operation takes up to 50 ns × 15 = 750ns. The
simplest logic gate requires ∼ 30 global operations6, meaning ∼ 22.5µs per gate. The
decoherence time of an electron in a concentrated sample of 15N@C60 is measured to be
∼ 20µs which means that the computer can performs about 1 simple gate per algorithm.
Not very impressive. However, the scheme that is suggested here is of fullerenes that
are concentrated only in 1 dimension. To my knowledge, the decoherence times for this
scheme were never measured. Theoretically the decoherence time for a sample with very
low concentration (∼ 0 spin concentration) should reach the thermalization time T1 = 1s
for electrons in 15N@C60 at a temperature of 7K. If this could be achieved one can expect
over 40,000 gates per decoherence time.
5.2 Initialization
DiVincenzo requires that the physical system be initialised to some simple ￿ducial state
(requirement 4 in section 2). Twamley suggests to use a spin-cooling quantum algo-
rithm [15, 28]. I take the liberty to excuse myself from explaining how this algorithm
works.
6I doubt that this number has any meaning whatsoever. For example, what if one wants to perform a
CNOT between the two most distant qubits? the number of global operations would be linear in the size
of the input and not a constant ∼ 30.
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Figure 6: Schematic diagram of the readout scheme.
The upper fullerene is to be detected. The spin-readout device consists of a source, island,
drain, two built-in spin ￿lters and a detector. The small un￿lled circles denote the electrons
whose spins have been ￿ipped by certain pulses. The spin ￿lter blocks spin-up electrons
and only lets spin-down electrons pass. As a result, there is a down-polarized current in the
source, and a click of the detector means that the electron spin in the measured fullerene
was in state |−3/2i.
5.3 Readout
The last of DiVincenzo’s requirements is the capability to measure the value of every qubit
(requirement 5 in section 2)
A readout scheme for the endohedral-fullerene based computer was suggested by Feng
and Twamley [17]. In this scheme every physical qubit on the computer is measured by a
single-electron transistor or SET (see ￿gure 6). The SET is composed of a fullerene located
in an island between two gold electrodes [29]. Each electrode carries a ￿lter that allows
only electrons with spin down to pass through. Finally a detector is located at the end of
the anode. In order to measure, the qubit state in each unit (fullerene) on the computer
is encoded onto the electronic qubit (for example the outer qubit |±3/2i). In the SET, an
electronic current runs through the ￿rst ￿lter which allows only the down spins to pass.
Each electron leaps to the fullerene where it dwells for a certain period of time. During
26this time, a selective π pulse is transmitted in a frequency that ￿ips the electron only if
the outer qubit (in the computer) is in state |3/2i. This is similar to a Pound-Overhauser
CNOT [30]. In the example of ￿gure 6, the control needs to be |0i for the NOT to occur.
This can be changed by choosing a di￿erent transmission frequency. The suggested pulse
must be a soft pulse as it is required to excite a speci￿c transition. After leaping o￿ the
fullerene, the electron arrives at the second ￿lter which will allow the passage only for the
electron spins that didn’t ￿ip due to the above-mentioned pulse. And so, we’ll know the
value of the physical qubit by checking whether the detector detects a current or not. If a
current is measured, it means that the measured qubit was in state |−3/2i and vice versa.
In order to be able to tune the pulse frequency, it is required that during every pulse the
number of electrons on the fullerene is the same. An exception is the cases where there are
no electrons on the fullerene. In these cases no harm is done if an rf pulse is transmitted, as
there is no electron current anyhow. According to [17], in the proposed SET the Coulomb
blockade regime is employed [29, 31], meaning that with very high probability there is
never more than one electron on the island.
6 Conclusions
The proposed scheme of an endohedral-fullerene chain has great potential as a way of re-
alizing a quantum cellular automaton quantum computer based on the Benjamin model.
The scheme is scalable as the cellular automaton contains only two kinds of computa-
tional units, namely the endohedral fullerenes 15N@C60 and 31P@C60. A universal set is
implemented in Benjamin’s model by a set of global operations, which can be realized
by electromagnetic pulses and spin-spin couplings in the fullerene chain. The computer
can be initialized by algorithmic cooling and measured by a fullerene based single electron
transistor. As for decoherence, though never measured for a fullerene chain, the relevant
27decoherence time may be ￿ve orders of magnitude longer than the time required to apply a
simple gate. And so all ￿ve requirements set by DiVincenzo may be met using this scheme.
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31A A detailed implementation for a local logic gate U
Given a logical qubit state |Si with a physical implementation |¯ s¯ sssi and a logical gate U,
let |Ti , U |Si. Here is the detailed sequence for implementing the application of U to |Si
B
-
A
-
B
-
A
¯ s
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A
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- only one physical bit carries the original info.
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The ￿nal state is a logical |Ti located in the initial location of the logical |Si, hence the
total operation is a U gate performed on the input |Si. Notice that after applying the BU
2 ,
32the rest of the sequence is simply reversing the sequence prior to the BU
2 .
B Disabled and enabled control units
Along with the regular (or enabled) form of the control unit, ↑↑ −− ↑↑, it is also useful to
use another form, ↑↑↑↑↑↑, called a disabled CU. The disabled CU is useful for controlled
operations as described in section 3.4.7. The next table shows that both forms moves
transparently through logical qubits when an A0, B0 alternation is applied (section 3.4.5).
Enabled CU Disabled CU
B
-
A
-
B
-
A
¯ s
B
¯ s
A
s
B
s
A
-
B
↑
A
↑
B
-
A
-
B
↑
A
↑
B
-
A0 − →
B
-
A
-
B
-
A
-
B
¯ s
A
¯ s
B
s
A
¯ s
B
↑
A
-
B
-
A
↑
B
↑
A
-
B
-
B0 − →
B
-
A
-
B
-
A
-
B
-
A
¯ s
B
s
A
¯ s
B
s
A
-
B
↑
A
↑
B
-
A
-
B
-
A0 − →
B
-
A
-
B
-
A
-
B
-
A
↑
B
s
A
¯ s
B
s
A
¯ s
B
↑
A
-
B
-
A
-
B
-
B0 − →
B
-
A
-
B
-
A
-
B
↑
A
↑
B
-
A
¯ s
B
s
A
¯ s
B
s
A
-
B
-
A
-
B
-
A0 − →
B
-
A
-
B
-
A
↑
B
↑
A
-
B
-
A
↑
B
s
A
¯ s
B
s
A
s
B
-
A
-
B
-
B0 − →
B
-
A
-
B
↑
A
↑
B
-
A
-
B
↑
A
↑
B
-
A
¯ s
B
¯ s
A
s
B
s
A
-
B
-
A0 − →
B
-
A
↑
B
↑
A
-
B
-
A
↑
B
↑
A
-
B
-
A
-
B
¯ s
A
¯ s
B
s
A
s
B
-
B
-
A
-
B
-
A
¯ s
B
¯ s
A
s
B
s
A
-
B
↑
A
↑
B
↑
A
↑
B
↑
A
↑
B
-
A0 − →
B
-
A
-
B
-
A
-
B
¯ s
A
¯ s
B
s
A
¯ s
B
↑
A
↑
B
↑
A
↑
B
↑
A
-
B
-
B0 − →
B
-
A
-
B
-
A
-
B
-
A
¯ s
B
s
A
¯ s
B
¯ s
A
↑
B
↑
A
↑
B
-
A
-
B
-
A0 − →
B
-
A
-
B
-
A
-
B
-
A
↑
B
s
A
s
B
¯ s
A
¯ s
B
↑
A
-
B
-
A
-
B
-
B0 − →
B
-
A
-
B
-
A
-
B
↑
A
↑
B
↑
A
s
B
s
A
¯ s
B
s
A
-
B
-
A
-
B
-
A0 − →
B
-
A
-
B
-
A
↑
B
↑
A
↑
B
↑
A
↑
B
s
A
¯ s
B
s
A
s
B
-
A
-
B
-
B0 − →
B
-
A
-
B
↑
A
↑
B
↑
A
↑
B
↑
A
↑
B
-
A
¯ s
B
¯ s
A
s
B
s
A
-
B
-
A0 − →
B
-
A
↑
B
↑
A
↑
B
↑
A
↑
B
↑
A
-
B
-
A
-
B
¯ s
A
¯ s
B
s
A
s
B
-
C Controlled logic gates
Here are two detailed examples for a controlled gate where Y is the control and S is the
target. In ￿gure 7, Y=0 and at the end of the sequence ¯ s is unchanged by BU
2 . In ￿gure 8,
Y=1 and at the end of the sequence ¯ s becomes ¯ t. The ￿gures do not describe the complete
sequence. In a complete sequence one must also invert all the operations that were applied
prior to BU
2 . This is done by repeating all those operations in reverse order. This inversion
will bring the CU back to Y and restore the original states of CU and Y.
33Figure 7: Implementation of a controlled gate where the control has value 0.
Figure 8: Implementation of a controlled gate where the control has value 1.
34D Analysis of Twamley’s implementation of AU
f
Section 4.2 reviews how Twamley indicates the procedures of implementing AU
f , when
U ∼ eiθSA
x . Here I will show in detail that the sequences are erroneous by explicitly
applying this sequence to the unit SBSASBfor di￿erent neighborhood values:
1. the ￿rst sequence is
A
U
2 = Ξ
 
B,A;

X
A
δ
	
X
A
π/2−δ
	
Z
A
−π/2
	
Ξ
 
B,A;

X
A
π
	
Z
A
−π/2
	
X
A
π/2−δ
	
Ξ
 
B,A;

X
A
δ
	
,
where θ = 2δ.
(a) First consider the case where both SB have value 0. hence ∀V unitary,
Ξ(B,A;V ) ≡ 1, and AU
2 should also become 1 but it becomes

X
A
π/2−δ
	 n
ZA
−π/2
o 
Z
A
−π/2
	
X
A
π/2−δ
	
=

X
A
π/2−δ
	
Z
A
−π
	
X
A
π/2−δ
	
= e
−iπ−2δ
4 σxe
−iπ
2 σz 
X
A
π/2−δ
	
=

1cos

π − 2δ
4

+ iσx sin

π − 2δ
4

(−iσz)

X
A
π/2−δ
	
= −iσz

1cos

π − 2δ
4

− iσx sin

π − 2δ
4


X
A
π/2−δ
	
= −iσz

X
A
−π/2−δ
	
X
A
π/2−δ
	
= −iσz 6= 1
(b) In the case where both neighbors are 1, Ξ(B,A;V ) ≡ V 2, and AU
2 should become
35U however it becomes

X
A
2δ
	
X
A
π/2−δ
	 n
ZA
−π/2
o 
X
A
2π
	
Z
A
−π/2
	
X
A
π/2−δ
	
X
A
2δ
	
=

X
A
π/2+δ
	
Z
A
−π/2
	
e
iπσx 
Z
A
−π/2
	
X
A
π/2+δ
	
=

X
A
π/2+δ
	
Z
A
−π/2
	
(−1)

Z
A
−π/2
	
X
A
π/2+δ
	
=

X
A
π/2+δ
	
Z
A
−π
	
X
A
π/2+δ
	
= e
iϕσxe
−iπ
2 σz 
X
A
π/2+δ
	
= [1cos(ϕ) + iσx sin(ϕ)](−iσz)

X
A
π/2+δ
	
, ϕ , π + 2δ
= (−iσz)[1cos(ϕ) − iσx sin(ϕ)]

X
A
π/2+δ
	
= e
−iπ
2 σze
−iϕσxe
iϕσx
= e
−iπ
2 σz 6= U ∼ e
iθσx.
2. The sequence
A
U
1 =

Z
A
π
	
X
A
π/2−θ
	
Z
A
−π/2
	
Ξ
 
B,A;

X
A
π
	
Z
A
−π/2
	
X
A
π/2−θ
	
Ξ
 
B,A;

X
A
θ
	
,
is also erroneous, because in the case where both neighbors are 1, we expect
∀θ, AU
1 ≡ 1, however
A
U
1 →

Z
A
π
	
X
A
π/2−θ
	
Z
A
−π/2
	
−1={ZA
2π}
z }| { 
X
A
2π
	 
Z
A
−π/2
	
X
A
π/2−θ
	
X
A
2θ
	
=

Z
A
π
	
X
A
π/2−θ
	
Z
A
π
	
X
A
π/2−θ
	
X
A
2θ
	
=

Z
A
π
	
Z
A
−π
	
X
A
−π/2+θ
	
X
A
π/2−θ
	
X
A
2θ
	
, from commutation relations
=

X
A
2θ
	
6≡ 1.
36E Analysis of the alternative implementation of AU
f
In section 4.2 the next alternative sequence was suggested for AU
2
A
U
2 = Ξ
 
B,A;

Z
A
−π
	
Ξ
 
B,A;

X
A
δ
	
Ξ
 
B,A;

Z
A
π
	
Ξ
 
B,A;

X
A
δ
	
, 4δ , θ
The sequence will now be analyzed for the di￿erent con￿gurations of SA’s neighborhood:
1. Both neighbors have the value 0. ∀V, Ξ(B,A;V ) = 1 =⇒ AU
2 → 1 as required
2. The neighbors’ state is a|↓↑i + b|↑↓i. ∀V, Ξ(B,A;V ) = V =⇒
A
U
2 →

Z
A
−π
	
X
A
δ
	
Z
A
π
	
X
A
δ
	
= e
−iπ
2 σze
i δ
2σxe
iπ
2 σze
i δ
2σx
= −iσz

1cos

δ
2

+ iσx sin

δ
2

iσz

1cos

δ
2

+ iσx sin

δ
2

=

1cos

δ
2

− iσx sin

δ
2

(−iσz)iσz

1cos

δ
2

+ iσx sin

δ
2

= e
−i δ
2σx1e
i δ
2σx
= 1
as required.
3. Both neighbors have the value 1. ∀V, Ξ(B,A;V ) = V 2 =⇒
A
U
2 →

Z
A
−2π
	
X
A
2δ
	
Z
A
2π
	
X
A
2δ
	
=
 
−1

X
A
2δ
	2
=

X
A
4δ
	
=

X
A
θ
	
= e
iθSA
x ∼ U
as required.
37I also suggested the next sequence:
A
U
1 = Ξ
 
B,A;

Z
A
−π
	
Ξ
 
B,A;

X
A
−δ
	
Ξ
 
B,A;

Z
A
π
	
Ξ
 
B,A;

X
A
δ
	
, 2δ = θ.
This sequence is also analyzed for all the con￿gurations of SA’s neighborhood:
1. Both neighbors have value 0, ∀V, Ξ(B,A;V ) = 1 =⇒ AU
2 → 1 as required
2. The neighbors’ state is a|↓↑i + b|↑↓i. ∀V, Ξ(B,A;V ) = V =⇒
A
U
2 =

Z
A
−π
	
X
A
−δ
	
Z
A
π
	
X
A
δ
	
= e
−iπ
2 σze
−i δ
2σxe
iπ
2 σze
i δ
2σx
= −iσz

1cos

δ
2

− iσx sin

δ
2

iσz

1cos

δ
2

+ iσx sin

δ
2

=

1cos

δ
2

+ iσx sin

δ
2

(−iσz)iσz

1cos

δ
2

+ iσx sin

δ
2

= e
i δ
2σx1e
i δ
2σx
= e
iδσx =

X
A
2δ
	
=

X
A
θ
	
= e
iθSA
x
as required.
3. Both neighbors have the value 1. ∀V, Ξ(B,A;V ) = V 2 =⇒
A
U
2 →

Z
A
−2π
	
X
A
−2δ
	
Z
A
2π
	
X
A
2δ
	
= −1

X
A
−2δ
	
(−1)

X
A
2δ
	
= 1
as required.
Similarly we can implement AU
f , where U ∼ eiθSA
y , by switching all the terms

XA
φ
	
with

Y A
φ
	
, and as SU2 is not commutative we can also achieve U ∼ eiθSA
z .
38