Abstract-In 1998, Lin presented a conjecture on a class of ternary sequences with ideal two-level autocorrelation. Those sequences have a very simple structure, i.e., their trace representation has two trace monomial terms. In this paper, we present a proof for the conjecture. The mathematical tools employed are the second-order multiplexing decimation-Hadamard transform, Stickelberger's theorem, the Teichmüller character, and combinatorial techniques for enumerating the Hamming weights of ternary numbers. As a by-product, we also prove that the ternary sequences conjectured by Lin are Hadamard equivalent to ternary m-sequences.
The Proof of Lin's Conjecture via the Decimation-Hadamard Transform
No, Golomb, Gong, Lee, and Gaal published five conjectures regarding binary sequences of period 2 n − 1 with ideal two-level autocorrelation [26] including two classes, called Welch-Gong transformation sequences, conjectured by the group of the authors in [12] . Interestingly, using monomial hyperovals, Maschietti constructed three classes of binary sequences of period 2 n − 1 with ideal two-level autocorrelation [24] from Segre and Glynn type monomial hyperovals and a shorter proof of those sequences is reported in [4] and [28] . Shortly after that, No, Chung, and Yun [25] , in terms of the image set of the polynomial z d +(z +1) d where d = 2 2k − 2 k + 1 where 3k ≡ 1 mod n, a special Kasami exponent, conjectured another class of binary sequences of period 2 n − 1 with ideal two-level autocorrelation. This class turned out to be the same class as the Welch-Gong sequences conjectured in [26] and Dobbertin formally proved that in [7] . In 1999, for the case of n odd, Dillon proved the conjecture of Welch-Gong sequence using the Hadamard transform [4] , i.e., he showed that the Welch-Gong sequence is equivalent to an m-sequence under the Hadamard transform. A few months later, Dillon and Dobbertin confirmed all these conjectured classes of ideal two-level autocorrelation sequences of period 2 n − 1, although the paper is published later [6] . The progress on binary 2-level autocorrelation sequences has been collected in [10] and has no new sequences coming out since then. The progress on searching for nonbinary sequences with 2-level autocorrelation seems different. For p = 3, Lin conjectured a class of ideal two-level autocorrelation sequences of period 3 n − 1 with two trace monomial terms in 1998 [22] . In 2001, a new class of ternary ideal two-level autocorrelation sequences of period 3 n − 1 was constructed by Helleseth, Kumar, and Martinsen [19] . In 2001, Ludkovski and Gong proposed several conjectures regarding ternary sequences with ideal two-level autocorrelation [23] , which are obtained by applying the second order decimation and Hadamard transform, introduced in [13] .
For any p = 2, in [16] , Helleseth and Gong found a construction of p-ary sequences of period p n − 1 with ideal two-level autocorrelation which includes the construction in [19] when p = 3. For the ternary case, the validity of the sequences conjectured by Lin has been first announced by Dillon, Arasu and Player in 2004 [2] . Together with Lin's conjecture, those found by Ludkovski and Gong have been claimed recently by Arasu in [1] which refers an unpublished paper by Arasu, Dillon and Player [3] . Nevertheless, the proofs have not appeared in the public domain yet since SETA 2004 announced this result in 2004 [2] . Their approach is 0018-9448 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
to use the Gauss sum and group ring to represent sequences as many researchers do, say [8] , to just list a few, and the Hasse-Davenport identity to determine the trace representation of the sequences. In this paper, we provide a proof for Lin's conjecture through the decimation Hadamard transform. In 2002, Gong and Golomb introduced the concept of the iterative decimation-Hadamard transform (DHT) to investigate ideal two-level autocorrelation sequences [13] . They showed that, for all odd n ≤ 17, using the second-order DHT and starting with a single binary m-sequence, one can obtain all known binary ideal two-level autocorrelation sequences of period 2 n − 1 without subfield factorization. Later, Yu and Gong generalized the second-order DHT to the second-order multiplexing DHT [29] , [30] . In this paper, we prove that, using the second-order multiplexing DHT and starting with a single ternary m-sequence, one may obtain the ternary ideal two-level autocorrelation sequences conjectured by Lin. The second set of the key tools for the proof includes Stickelberger's theorem and the Teichmüller character. Elementary enumeration methods for ternary numbers play the essential role in the last touch of the proof. Those methods are different from the approach sketched in [2] . As a by-product, we also confirm Conjecture 2 in [11] which is selected from [14] . In other words, the ternary sequences conjectured by Lin are Hadamard equivalent to ternary m-sequences.
This paper is organized as follows. In Section II, we give some notation and background which will be used later. In Sections III and IV, we present the proof of Lin's Conjecture. Finally, Section V concludes this paper.
II. PRELIMINARIES
Let F q denote the finite field of order q, where q = p n , and p is a prime number, and T r(·) denote the trace map from F q to F p . The primitive pth root of unity in characteristic 0 is denoted as ω p , i.e., ω p = e 2πi/ p .
A. Ideal Two-Level Autocorrelation Sequence and Lin's Conjecture
Let S = {s i } be a p-ary sequence with period N. For any 0 ≤ τ < N, the autocorrelation of S at shift τ is defined by
If C S (τ ) = −1 for any 0 < τ < N, we call S an (ideal) two-level autocorrelation sequence.
Conjecture 1 (Lin's Conjecture [22] ): Let n = 2m +1, and α be a primitive element in F 3 n . Suppose that S = {s i } is a ternary sequence defined by s i = T r(α i + α (2·3 m +1)i ) for i = 0, 1, 2, . . .. Then S has ideal two-level autocorrelation.
B. The Second-Order Decimation-Hadamard Transform
Let f (x) be a polynomial from F q to F p . Then the Hadamard transform of f (x) is defined by
and the inverse transform is given by
The following three concepts are from [13] . Definition 1: For any integer 0 < v < q − 1, we define
is called the first-order decimation-Hadamard transform (DHT) of f (x) with respect to T r(x), and the first-order DHT for short. Definition 2: For any integers 0 < v, t < q − 1, we define
with respect to T r(x), and the second-order DHT for short.
Definition 3: With the notation as in Definition 2, if
C. The Second-Order Multiplexing Decimation-Hadamard Transform
For the case of gcd(v, q − 1) > 1, we may define another kind of decimation-Hadamard transform, namely, the multiplexing decimation-Hadamard transform, which are introduced in [29] and [30] .
Definition 4: For any integer 0 < v < q − 1 and γ ∈ F * q , we define
is called the first-order multiplexing decimationHadamard transform (DHT) of f (x) with respect to T r(x), and the first-order multiplexing DHT for short.
Definition 5: For any integers 0 < v, t < q −1 and γ ∈ F * q , we define
is called the second-order multiplexing decimation-Hadamard transform (DHT) of f (x) with respect to T r(x), and the second-order multiplexing DHT for short.
Definition 6: With the notation as in Definition 5, if
D. Gauss Sums and Stickelberger's Theorem
The mapping ψ defined by
is an additive character of F q . Suppose that χ is a multiplicative character of F * q . For the convenience, we extend χ to F q by defining χ(0) = 0. Henceforth, the multiplicative character set of F * q will be denoted by F * q for simplicity. Definition 7: For any multiplicative character χ over F q , the Gauss sum G(χ) over F q is defined by
Lemma 1 ([21] ): For any multiplicative character χ over F q , we have
In other words, for any nontrivial character χ, G(χ) is invertible, and
The factorization of prime ideals in algebraic integer rings is an interesting issue.
Without loss of generality, we may assume that
. For the relationship among ( p), p i , and Q i , the reader is referred to Figure 1 .
For
Henceforth, we fix one prime ideal Q i , and denote it by Q for simplicity. There is one special multiplicative character χ on F q satisfying
This character is called the Teichmüller character. For simplicity, henceforth we denote it by χ p . The Teichmüller character has been used to investigate the dual of certain bent functions [15] .
Moreover, for any j , we use wt( j ) and σ ( j ) to denote wt( j) and σ ( j) respectively, where 0 ≤ j < q − 1 and j ≡ j (mod q − 1). Theorem 1 (Stickelberger's Theorem, [20] ): For any 0 < k < q − 1, we have
The following lemma is extremely powerful and well known, which will be used later.
Lemma 2: For any y ∈ F * q , we have
III. PROOF OF LIN'S CONJECTURE: PART I
Lemma 3:
Proof:
(2)
G(χ)χ(γ ).
Proof: Firstly, we have
By Lemma 2, it follows that
x∈F * 3 n ω T r(γ x v ) 3 = x∈F * 3 n 1 3 n − 1 χ∈ F * 3 n G(χ)χ(γ x d ) = 1 3 n − 1 χ∈ F * 3 n G(χ)χ(γ ) x∈F * 3 n χ d (x) = χ∈ F * 3 n ,χ d =1 G(χ)χ(γ ).
Theorem 2: Let f (x) = T r(x).
For the multiplexing DHT of f (x), if gcd(v, 3 n − 1) > 1 and gcd(t, 3 n − 1) = 1, then (v, t) is a realizable pair if and only if wt ( j vt) + wt (− j v) + wt ( j ) > 2n for any 0 < j < 3 n −1 with jd ≡ 0(mod 3 n −1), where d = gcd(v, 3 n − 1). Moreover, for any γ ∈ F * 3 n , the realization of f (x) under (v, t) and γ is given by (1) at the top of this page.
.
By Lemma 2, we have the deviations shown as (2) at the top of this page. According to Lemma 5, it follows that
If (v, t) is a realizable pair, then f (v, t)(λ, γ ) ≡ 0(mod 3 n ) for any λ and γ = 0. Thus, we have (3) at the top of this page for any λ = 0 and γ = 0. Therefore, G(χ
It follows that we have (5) at the top of this page. Thus the assertion is established.
With notations as in Theorem 2, let U = {x vt |x ∈ F * 3 n } (= {x d |x ∈ F * 3 n }), and
Let α be a primitive element of F 3 n . For any 0 ≤ i < 3 n − 1, α i can be written in the form of α i = γ λ vt , where γ ∈ and λ ∈ F 3 n . Then we can construct a ternary sequence T = {t i } by
Note that for any (
Theorem 3: The ternary sequence T = {t i } defined by (6) is an ideal two-level autocorrelation sequence.
Proof: For any 0 ≤ i < 3 n − 1 and 0 < τ < 3 n − 1, let α i = γ λ vt , and α τ = γ λ vt , where γ , γ ∈ , and λ, λ ∈
We have
According to the definition of g(v, t)(λ, γ ), we have
Theorem 4: For any n = 2m + 1, let v = 2(3 m+1 − 1), and
The proof of Theorem 4 is heavily related to the enumerating techniques for computing the Hamming weights of ternary numbers j vt, − j v and j . So we postpone it to Section IV. 
constructed via (6) has ideal two-level autocorrelation whose trace representation is given by
We construct another S = {s i } where s i = 2t i . Then S also has ideal two-level autocorrelation. The trace representation of S is given by
Thus, the validity of the Lin conjecture is established.
Remark 3: The results in Theorems 2 and 3 are general, which state a relationship between the second order multiplexing DHT and ternary 2-level autocorrelation sequences with their trace representation.

IV. PROOF OF LIN'S CONJECTURE: PART II
Theorem 4 is equivalent to the following theorem. Theorem 6:
We need some preparations in order to prove this theorem. One may check that wt ( 
We use C i to denote the coset modular 3 n − 1 which contains i . Thus
For any a > 0, we denote the residue of a modulo 3 n − 1 by a, i.e., a ≡ a (mod 3 n − 1) and 0 ≤ a < 3 n − 1. If a = 2m i=0 a i 3 i with a i ∈ {0, 1, 2}, then we write it as a = a 2m a 2m−1 · · · a 1 a 0 for simplicity, i.e., a 2m a 2m−1 · · · a 1 a 0 is the ternary representation of a. However, if it is clear that 0 < a < 3 n − 1, sometimes, we also directly write a instead of a for simplicity. For any 0 ≤ i ≤ 2m, using the shift operation, we define an equivalent relationship on:
The shift operation does not change the value of H ( j ), i.e., we have
Thus, for the assertion of Theorem 6, we only need to show that for one j in its equivalent class.
We need two more notations. For any r ≥ 0, let (ii) If R r0 and R r2 appear as a pair in a, then wt (a) = wt (2a).
Similarly, wt (2(b
Proof: The proof is easy, so we omit it.
Note that we allow r = 0. Thus we have wt (R 02 ) = wt (2R 02 ). This lemma is another important counting technique for the Hamming weights of a and 2a, which will be frequently used later. The following lemma shows that the effect of changing digits in a.
Lemma 8:
Proof: Assume that a ∼ b t −1 b t −2 · · · b 0 , where b i = R r i 0 or R r i 2 , i = 0, 1, . . . , t −1, and t ≥ 1. Under this equivalence, without loss of generality, we still keep the notation of i , and assume that 0 ≤ i < n. In the following, if j ≥ t, then
Let us look at a +2·3 i , which is actually the addition of 2 to one digit of some b k , where 0 ≤ k ≤ t − 1. In the following, we consider b k = R r0 and b k = R r2 separately, since for each case, the location of a digit which will be changed effects the Hamming weights of the resultant number.
Let a i+v−1 , . . . , a i+1 , a i is a segment of a. We say that a i is the least significant digit (LSD) of the segment and a i+v−1 , the most significant digit (MSD) of the segment. 
2. By Lemmas 6 and 7, 
By Lemmas 6 and 7, = (
2. By Lemmas 6 and 7, = ( p − 1)
0. By Lemmas 6 and 7,
By Lemmas 6 and 7, = −( p + 1) ii) By Lemmas 6 and 7, = r 1 + r 2 − r = −2.
By Lemmas 6 and 7, = −(
Lemma 9: For any i, j > 0, we have
. . , t − 1, and t ≥ 1. In the following lemma, we present the result on how wt (2a) will be changed when one digit is changed in a.
Lemma 10: Suppose that the segment to be changed is b i . We denote the resulting ternary vector from a by a . 
= wt (2a ) − wt (2a) = 2r . Proof: By Lemma 7, the result follows immediately. Now we are ready to show a proof of Theorem 6. Proof of Theorem 6: The proof consists of two parts. First we show that
. In other words, we have the following statements.
Proof of Claim 2.
We will use the induction to show this result. Note that for j = 2, we have H ( j ) = 2. Assume that Claim 2 holds for 2 ≤ j ≤ k − 1 < 3 n − 1. Now we consider the case of j = k. We write j = a 2m a 2m−1 · · · a 1 a 0 , the ternary representation of j . In the following, if i > 2m, then a i = a i−2m−1 . In order to compute wt ((3 m+1 − 1) j) and wt (2(3 m+1 − 1) j), we need to consider 2m + 1 pairs: (a 0 , a m+1 ), . . . , (a i , a m+1+i ), . . . , (a 2m , a m ) from counting the Hamming weight of (3 m+1 − 1) j , i.e., the table at the top of this page. Type 1. There exists 0 ≤ i ≤ 2m such that a i = 0 and a m+1+i = 0.
If j = (3 n − 1)/2, then H ( j ) > 1. Hence, we can assume
Otherwise, by Lemmas 8 and 9, we have the following inequalities:
We now compute H ( j ) directly for the case that j ∈ C 1 ∪ C 2·3 m +1 . We only need to compute j = 1 and j = 2 · 3 m + 1.
. Hence, we may assume i = 0. In this case,
. Hence, we may assume i = m. In this case, we also have
Thus Claim 2 is true for this case. Type 2. For any 0 ≤ i ≤ 2m, a i = 0 or a m+1+i = 0. Suppose that a i ≤ a m+1+i for 0 ≤ i ≤ 2m. Then, it follows that a 0 ≤ a m+1 ≤ a 1 , i.e., a 0 ≤ a 1 . Similarly, we have a 1 ≤ a 2 ≤ · · · ≤ a 2m ≤ a 0 . Thus, a 2m = a 2m−1 = · · · = a 0 which means that j = (3 n − 1)/2. We get a contradiction. Thus there exists 0 ≤ i 1 ≤ 2m such that a i 1 > a m+1+i 1 . As a consequence,
Because H ( j ) = H (3 j ), without loss of generality, we can assume that
In this case,
. We can classify the ternary representation of those j into three disjoint cases, which are listed in Table I . (1) a = 1. In this case, (3 m+1 − 1) j contains two segments 
(2) a = 2. In this case, (3 m+1 − 1) j contains two segments 
Case II: j contains a segment of the form x aa · · · aa r≥1 b0,
In other words,
is contained in a segment of form R r2 . e 1 = e 2 = · · · = e r = 1, e r+1 = 0 or 1. Because x = 1, e 0 = 1. We change the segment of j from 11 · · · 11 
(2) a = 2, b = 1. By the analysis above, we only need to consider the case of x = 0. In this case, (3 m+1 − 1) j contains two segments .
In other words, − 1) j ) .
Case III: j contains 0 and segments of the form 0a0, where a = 0.
(1) j only contains 0's and segments of the form 010. Since j ∈ C 1 , there are at least two segments of 010. By Lemma 7, we only need to consider segments of form S r0 in (3 m+1 − 1) j. Among such patterns, one may check that only S 10 
V. CONCLUDING REMARKS
In this paper, we present a proof for Lin's conjecture using the second order multiplexing DHT together with Stickelberger's theorem, and the Teichmüller character for getting a sufficient and necessary condition for ideal 2-level autocorrelation sequences and their trace representation, and combinatorial techniques for enumerating the Hamming weights of ternary numbers. As we can see the treatments of the proof, the results obtained in first part of the proof is general, and the second part of the proof is rather involved in enumeration of the Hamming weights of ternary numbers. As a by-product, we also confirmed a conjecture in [14] , which is restated as Conjecture 2 in [11] , i.e., two term sequences, conjectured by Lin, are Hadamard equivalent to m-sequences. Furthermore, using the second order multiplexing DHT, we have found the realizable pairs of (v, t) from starting an m-sequence instead of starting with a sequence conjectured by Lin, which realize the conjectured ideal two-level autocorrelation sequences in [23] by computer search. These new findings are under further investigation.
