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Abstract
We consider the task of policy learning from an offline dataset generated by some
behavior policy. We analyze the two most prominent families of algorithms for this
task: policy optimization and Q-learning. We demonstrate that policy optimization
suffers from two problems, overfitting and spurious minima, that do not appear in
Q-learning or full-feedback problems (i.e. cost-sensitive classification). Specifi-
cally, we describe the phenomenon of “bandit overfitting” in which an algorithm
overfits based on the actions observed in the dataset, and show that it affects policy
optimization but not Q-learning. Moreover, we show that the policy optimization
objective suffers from spurious minima even with linear policies, whereas the Q-
learning objective is convex for linear models. We empirically verify the existence
of both problems in realistic datasets with neural network models.
1 Introduction
In the offline policy learning problem, we are given a dataset of context, action, reward tuples from
a behavior policy, and the goal is to learn a new policy which maximizes the expected reward.
This problem is of central interest to the fields of off-policy reinforcement learning [1, 11, 13, 14,
28, 30, 33, 35, 43], causal inference from observational data [2, 8, 25, 52], and contextual bandits
[12, 21, 44, 47, 48]. The problem encompasses essentially any offline decision making application.
For example, healthcare decision making [17, 37, 41], recommender systems [8, 15, 31], and robotics
[24, 39] can all be cast as offline policy learning problems. For simplicity, in this paper we will focus
on the contextual bandit version of the problem where each episode has only one timestep.
Most algorithms for offline policy learning fall into two families. The first is policy optimization
where a policy is optimized to maximize an estimate of its value. The second is Q-learning (which
is equivalent to “model-based” learning in the bandit setting) where we estimate the value of each
(context, action) pair by regression and then choose the action with the highest estimate given a
context. In this paper we raise two issues that affect policy optimization, but not Q-learning.
The first issue is “bandit overfitting” whereby the policy which maximizes the policy optimization
objective overfits based on the actions of the behavior policy. This problem is worse when using
flexible models which can interpolate the data, which has become the standard in modern supervised
learning [5, 36, 51]. The problem is fundamental to policy learning which must learn normalized
context-conditional distributions over actions. With a sufficiently flexible model and access to only
the observed action from the dataset, this normalization forces the policy to overfit. In contrast,
Q-learning avoids bandit overfitting by reducing policy learning to regression which does not require
normalization and thus does not constrain the Q function on unobserved actions.
The second issue is one of optimization. We show that policy learning with full-feedback and linear
policies is a generalization of learning halfspaces, which is known to be computationally hard in
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general [18]. Moreover, we construct instances with bandit feedback where optimizing the policy
optimization objective is computationally hard, but where Q-learning easily learns the optimal policy.
When attempting to optimize the policy by gradient descent (i.e. policy gradient), either of these
versions of hardness manifests as spurious minima. By contrast, Q-learning can be interpreted as a
convex surrogate for the policy learning problem, which we show is calibrated.
2 Setup
2.1 The offline contextual bandit problem
Let the context space X be infinite and the action space A to be finite with |A| = K <∞. At each
round, a context x ∈ X and a reward vector r ∈ [rmin, rmax]K (which contains the full-feedback
reward including all counterfactual actions) are drawn from a joint distribution D. Note that r can be
dependent on x since they are jointly distributed. Then a policy pi maps contexts to distributions over
actions, pi : X → P(A). An action a is sampled according to pi(a|x) and the reward on the round is
r(a), the component of the vector r corresponding to a.
In the offline setting we are given a finite dataset of N independent rounds with a fixed behavior
policy pib. We will denote this dataset S = {(xi, ai, ri(ai))}Ni=1 of tuples in X ×A× [rmin, rmax]
drawn i.i.d from the joint distribution induced by D and pib.
We will assume access to the behavior probabilities pib(ai|xi). This assumption likely holds in
settings where the behavior policy is another algorithm, but not in settings where the behavior policy
is a human. Importantly, our negative results about importance weighted policy optimization hold
even with access to this behavior policy.
The goal is to use the dataset S to learn a policy pi to maximize the value V (pi):
V (pi) := Ex,r∼DEa∼pi(·|x)[r(a)]. (1)
2.2 Basic Algorithms
Importance weighted policy optimization. This algorithm directly optimizes the policy to max-
imize an estimate of the value. Since we only observe rewards of the behavior policy, we use
importance weighting to get an unbiased value estimate to optimize through. Explicitly:
VˆIW(pi;S) :=
1
N
N∑
i=1
ri(ai)
pi(ai|xi)
pib(ai|xi) , pˆiS := arg maxpi∈Π VˆIW(pi;S). (2)
Q-learning: regression with a greedy policy. Another simple algorithm is to first learn the func-
tion Q(x, a) = Er|x[r(a)] and then use a greedy policy with respect to this Q function. Explicitly:
QˆS := arg min
Q∈Q
N∑
i=1
(Q(xi, ai)− ri(ai))2, pˆiQˆ(a|x) := 1
[
a = arg max
a′
Qˆ(x, a′)
]
. (3)
While we call this Q-learning, we should be careful to note that model-based and Q-learning
algorithms are equivalent in the bandit setting where we only have one timestep.
3 Bandit overfitting
In supervised learning, flexible models might overfit noise in the labels. However, in modern
machine learning, the best performance is often achieved by models that are trained past the point of
interpolating the dataset [51]. When we have bandit feedback we no longer get the full label, but
rather only observe the actions selected by the behavior policy. This can be thought of as a new source
of noise when learning a policy and can lead to a distinct type of overfitting which we call bandit
feedback overfitting, or bandit overfitting. In this section, we show that bandit overfitting is especially
harmful to policy optimization, which learns conditional distributions over all actions. However, it is
not harmful to Q-learning, which learns separate regression estimates of the value of each action.
Before we dive in, it is useful to define “interpolating model”. We say that a classH can interpolate a
dataset D if minh∈H
∑N
i=1 `(h(xi), yi) = minz1,...,zN
∑N
i=1 `(zi, yi), so that some hypothesis can
minimize the loss at every datapoint.
2
3.1 Bandit overfitting in policy optimization
To see what distinguishes bandit overfitting from overfitting under full feedback (i.e. supervised
learning or cost-sensitive classification) we first define the full feedback objective VˆFF given the full
vector of rewards ri rather than just ri(ai), along with the policy p˜iS which maximizes this objective:
VˆFF(pi;S) :=
1
N
N∑
i=1
〈ri, pi(·|xi)〉, p˜iS := arg max
pi∈Π
VˆFF(pi;S). (4)
To understand bandit overfitting, we will compare the behavior of three different types of policies: pˆiS
which maximizes VˆIW with bandit feedback, p˜iS which maximizes VˆFF with full feedback, and pi∗
which maximizes the population value V . Specifically we want to make this comparison when Π is a
class of policies that can interpolate the dataset S. Since the behavior of each maximizing policy is
underspecified off of the data, we will compare the policies on the contexts xi observed in the dataset
S. To do this, define V (pi;S) to be the true value of a policy restricted to the contexts in dataset S:
V (pi;S) :=
1
N
N∑
i=1
Er|xiEa∼pi|xi [r(a)]. (5)
The noiseless, positive rewards case. The simplest case is that of noiseless, positive rewards. In
this setting the full feedback interpolator will match the optimal policy, while the bandit feedback
interpolator will match the behavior policy in expectation. The following Proposition makes this
explicit. The proof can be found in Appendix A.
Proposition 1. Let the rewards be positive and deterministic, that is rmin > 0 and p(r|x) = δρ(x)(r)
for some function ρ : X → [rmin, rmax]K . Assume for any S of size N sampled from D that each
xi ∈ S is distinct and that Π is capable of interpolating S. Then
V (p˜iS ;S) = V (pi
∗;S), while ES [V (pˆiS ;S)] = ES [V (pib;S)].
Figure 1: Dots represent datapoints, col-
ored by which action was observed at
that context. The policy pi which per-
fectly maximizes VˆIW (pi) on this dataset
is represented by a small MLP.
This shows a key difference between overfitting in full
feedback supervised learning versus bandit overfitting.
When the rewards are noiseless, the full feedback op-
timizer p˜iS matches the optimal policy on the observed
contexts, while the bandit optimizer pˆiS can be arbitrarily
suboptimal depending on the value of the behavior policy.
An example. To drive home exactly what happens in
bandit overfitting, we give the following example. Con-
sider the following simple bandit problem with two actions
(called 1 and 2):
x ∼ U([−1, 1]), r|x = (1, 2), pib(a|x) = 1/2 ∀ x, a
The true optimal policy chooses pi∗(2|x) = 1 for all x and
V (pi∗) = 2. But, given a finite sample S, and a sufficiently
flexible policy class, a policy pˆiS which sets pˆiS(ai|xi) = 1
for all i will have a higher estimated value, even though
it will have a lower true value. For example, if N/2 of the
observed points have ai = 1, then VˆIW(pi∗;S) = 2 while
VˆIW(pˆiS ;S) =
1
N
N∑
i=1
ri(ai)
pˆiS(ai|xi)
1/2
=
2
N
N∑
i=1
ri(ai) =
2
N
(
N
2
(1) +
N
2
(2)
)
= 3. (6)
The general case. The outcome of policy learning in the noiseless, positive rewards case is clearly
not what we would want it to be. When rewards are negative, the behavior of an optimizer of VˆIW
on the dataset is underspecified, but the following Proposition bounds the performance of pˆiS in the
general case, whose proof can be found in Appendix A.
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Proposition 2. Assume that each xi ∈ S is distinct, the rewards are non-zero, and that Π is an
interpolating class. Then
V (pˆiS ;S) ≤ 1
N
N∑
i=1
1[ri(ai) > 0]
(
Er|xi [r(ai)]
)
+ 1[ri(ai) < 0]
(
max
a 6=ai
Er|xi [r(a)]
)
. (7)
A few observations are in order. First, the value of pˆiS is very sensitive to the actions chosen by the
behavior policy. Second, the value of pˆiS is also very sensitive to the sign of the rewards. As we will
discuss below, this connects directly to use of baselines and control variates.
Connection to “propensity overfitting” and self-normalized estimators. Swaminathan and
Joachims [48] raise a similar issue that they call “propensity overfitting” and propose a self-normalized
estimator in an attempt to alleviate the problem. They explain the issue as overfitting towards the sum
of propensities PˆN defined below and they propose to maximize the self-normalized VˆSNIW:
PˆN (pi;S) =
1
N
N∑
i=1
pi(ai|xi)
pˆib(ai|xi) , VˆSNIW(pi;S) =
VˆIW(pi;S)
PˆN (pi;S)
=
∑N
i=1 ri(ai)
pi(ai|xi)
pˆib(ai|xi)∑N
i=1
pi(ai|xi)
pˆib(ai|xi)
(8)
Unfortunately the self-normalized estimator is also vulnerable to bandit overfitting, although in a
slightly different way. Consider the following modified version of the previous example:
x ∼ U([−1, 1]), r|x = (1.0 + x, 2.0 + x), pib(a|x) = 1/2 ∀x, a (9)
Assume that x1 ≈ 1 and a1 = 2 (or reorder the indices so that the maximum xi with ai = 2
is first). Then a policy pˆi that sets pˆi(a1|x1) = 1 and pˆi(ai|xi) = 0 for all i > 1 has value of
Vˆ (pˆi) = 2.0 + x1 ≈ 3 > 2 ≈ Vˆ (pi∗), which is clearly suboptimal behavior.
Connection to baselines and control variates. As shown above, the importance weighted value
objective is very sensitive to the sign of the rewards. In particular, the problem of bandit overfitting
is much improved if the sign of the expected reward matches an indicator of the optimal action, i.e.
sign(Er|x[r(a)]) = 2 · 1[a = pi∗(x)] − 1. In this case the optimizers of VˆIW and VˆFF will match
in expectation over the observed dataset. This could be achieved for example by subtracting off
a baseline b(x) = Er|x[maxa 6=pi∗(x) r(a)]. Unfortunately, computing such a baseline can require
access to pi∗ and is thus not practical to implement in most problems. However, if the structure of the
problem is well understood, for example if rewards only take two values as in classification, then
such a baseline can be found easily.
Many algorithms from the reinforcement learning and contextual bandit literature use some sort of
baseline or control variate to shift the rewards [12, 21, 46]. These are often explained as a way to
reduce variance of the value estimator. The view from bandit overfitting suggests that these baselines
may have an added benefit of reducing the effects of bandit overfitting.
Connection to generalization bounds for small policy classes. While the optimizers of the policy
optimization objective display bandit overfitting when we have flexible model classes, restricted
model classes can still yield generalization bounds. There are many of these already in the literature.
For example, Strehl et al. [44] considers a finite policy class Π of deterministic policies and using
a clipped importance weighted estimator (a discussion of these clipped estimators can be found in
Appendix B). For any δ > 0 and for any policy piτ ∈ Π with piτ (a|x) > 0 only if pib(a|x) ≥ τ (we
will call this property strict overlap with pib), they show that with probability at least 1− δ,
V (piτ )− V (pˆi) ≤ 2
τ
√
log(|Π|/δ)
2N
(rmax − rmin). (10)
In particular, if pib has strict positivity such that pib(a|x) ≥ τ for all x, a, then we can replace piτ
above by pi∗. Similar results using VC dimension are presented in [8, 47]. These results show that,
like with overfitting in supervised learning, bandit overfitting is not a problem when we have a small
model class and a large dataset. However, this is not usually the case in modern machine learning.
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Validation and regularization. The machine learner’s toolbox when faced with overfitting usually
consists of explicit regularization and/or model selection by validation on held out data. This is not
how recent successes in supervised learning with interpolation work, but it may be necessary to fall
back on these tools. In the offline policy learning setting, it is possible to use held out data to estimate
the value of a learned policy by importance weighted value estimation to perform model selection.
And while we are not aware of any, it is feasible that regularizers could be designed to mitigate bandit
overfitting. However, as we show below, Q-learning does not face this issue and is thus free to use
interpolating models.
3.2 No bandit overfitting in Q-learning
In this subsection we prove that this Q-learning algorithm can reduce policy learning to regression.
This allows us to plug in any result about the generalization capabilities of a regression algorithm
to get a regret bound on the learned policy. This is especially nice since interpolating models have
proven to be empirically successful at regression problems [36, 51] and some interpolators are even
provably good estimators [6, 5, 7, 32]. This is in contrast to policy optimization which, as shown
above, cannot plug into the literature on classification.
We break the transformation of policy learning into regression into two steps. First, we need to
resolve the mismatch between maximizing the value of the greedy policy and minimizing the MSE of
the Q function under the distribution induced by that greedy policy. Second, we need to transfer the
regression learned on the distribution induced by the behavior policy to the distribution induced by
the greedy policy. This is a specific instance of the “covariate shift” problem [16, 42]. This transfer
step requires strong assumptions in the worst case. Essentially, we need to guarantee that the test
distribution induced by the learned policy overlaps with the training distribution. This usually requires
something like strict positivity where pib(a|x) ≥ τ > 0 for all x, a so that all possible policies are
covered. This is a standard assumption in causal inference since without it we cannot differentiate
between policies that choose actions outside of the support of the behavior [20].
A strictly more general way to present our results on Q-learning is to consider a variant of the algorithm
that constrains the greedy policy to actions that the behavior policy chooses with probability at least
τ . This idea was recently introduced in the RL community by Fujimoto et al. [13]. We formally
define the τ -behavior constrained policy pˆiQˆ,τ for an estimated Q function Qˆ as:
pˆiQˆ,τ (a|x) = 1
[
a = arg max
a′
{Qˆ(a′|x) : pib(a′|x) ≥ τ}
]
. (11)
This is strictly more general than positivity, since under positivity the behavior constraint disappears
(so we do not even need access to pib) and our results go through. Explicitly, we prove the following
Proposition and its Corollary. The full proof can be found in Appendix C.
Proposition 3. Let R̂ be the empirical risk of the learned Qˆ on the training set. Let pˆiQˆ,τ be the
τ -behavior constrained policy for Qˆ. Take any δ > 0 and any piτ with strict overlap with pib so that
piτ (a|x) > 0 only if pib(a|x) ≥ τ . Then with probability at least 1− δ
V (piτ )− V (pˆiQˆ,τ ) < 2
√
R̂+ βN (δ)
τ
, (12)
where βN (δ) denotes a regression generalization term that depends on assumptions about the
regression problem, but goes to zero as N →∞.
Corollary 1. Assume strict positivity so that pib(a|x) ≥ τ for all x, a. Let pˆiQˆ be the greedy policy
for Qˆ. Then V (pi∗)− V (pˆiQˆ) < 2
√
R̂+βN (δ)
τ with probability at least 1− δ.
The key insight is that Q-learning does not suffer from bandit overfitting. As long as the behavior
policy overlaps with the learned policy, we can reduce policy learning to regression and inherit
the usual behavior of regression algorithms. Note that there are potentially better ways to connect
the learned policy to the regression problem than relying on strict overlap for the transfer step.
Richer structural assumptions about the transfer problem could yield tighter results. There are also
algorithmic changes to learn Q functions more amendable to transfer by reweighting the regression
problem [16, 25, 22, 23], but it is not clear that such reweighting is effective with flexible models
[9, 16]. These issues are beyond the scope of this paper, but interesting directions for future work.
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3.3 Normalization: the difference between policies and regressors
We have shown that policy optimization suffers from bandit overfitting, but Q-learning does not. Now
we will present a brief explanation of why this is the case. The key difference between parameterizing
a policy and a Q function is that the policy must produce a normalized distribution over actions.
When combined with interpolation and bandit feedback, this normalization becomes a serious liability.
Formally, consider a single datapoint x, a, r(a) in the case of positive rewards and interpolating
policy classes. Then
pˆiS(·|x) = arg max
p∈∆K
r(a)
pib(a|x)p(a) = ea, QˆS(a|x) = arg minq∈R(r(a)− q)
2 = r(a) (13)
where ea is the standard basis vector. The behavior of QˆS at actions other than a is not controlled by
the behavior at a, while the behavior of pˆiS is dependent across actions. Fundamentally, Q learning is
attempting to model the outcomes of counterfactual actions by generalizing from nearby contexts for
each action. On the other hand, policy optimization generalizes both across actions via normalization
and across contexts via conditioning on x.
4 Optimization in offline policy learning
Bandit overfitting seems like a serious problem, but when we optimize policies by gradient descent
we find it very unlikely to learn pathological policies like the one shown in Figure 1. Since we know
that massively overfit policies will get higher objective values and that such overfit policies can be
learned with our policy class, the disconnect stems from the optimization.
In this section we will analyze the optimization in policy learning. To avoid confounding issues
of model architecture, we will focus our theory on the landscapes of policy learning with linear
models. We will show that optimization of the empirical objective VˆIW suffers from spurious minima
and is computationally hard in the worst case even for linear policies. By contrast, optimization in
Q-learning is the same as regression which is convex for linear Q functions.
4.1 Spurious minima and computational hardness in policy optimization
Computational hardness. It is useful to situate ourselves in relation to the classic problem of
binary classification. Specifically, if we consider threshold linear classifiers then finding the empirical
risk minimizer (ERM) is the NP hard problem of weak proper agnostic learning of halfspaces [18].
As a corollary we get the following result that for both bandit feedback and full feedback the problem
of optimizing the policy optimization objective is NP-hard. The proof can be found in Appendix D.
Proposition 4. Consider a problem with two actions, rewards in [0, 1], and piθ(1|x) = 1[φ(x)>θ >
0]. For 0 < , δ, it is NP-hard to differentiate between datasets for which there exists θ with
VˆIW(piθ;S) > 2(1− ) from those where for all θ we have VˆIW(piθ;S) < 2( 12 + δ), and similarly
for VˆFF between those of at least 1−  and at most 12 + δ.
This computational hardness suggest that gradient descent on a smoothed version of the threshold
(like the softmax, or any standard projection onto the simplex) will suffer from many spurious minima,
so that optimization by gradient descent will not find the best policy. This is indeed the case, as
results from [3, 10] have shown exponentially many local minima in the dimension of the features.
Spurious minima exist in VˆIW for problems where Q-learning finds pi∗. The example above
shows that even for instances where the true rewards are linear, the bandit-feedback objective may
have spurious minima. The proof proceeds by embedding the classification problem in the rewards of
the bandit problem. However, with bandit feedback, we can also embed the classification problem in
the observed actions. When we do this, we find problems where optimizing the policy optimization
objective is hard, but where Q-learning can easily recover pi∗.
Proposition 5. For any binary classification dataset C = {xi, yi}Ni=1 and policy class Π, there exists
a dataset S = {xi = xi, ai = yi, ri(ai) = cai}Ni=1, constants c1, c2, and behavior pib such that
arg max
pi∈Π
VˆIW(pi;S) = arg min
pi∈Π
N∑
i=1
Ea∼pi|xi [1[a 6= yi]] (14)
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but Q-learning with linear models recovers pi∗ for the problem that S is sampled from.
This is tightly connected to bandit overfitting. Since in positive reward problems the objective VˆIW is
maximized by selecting the observed actions, we can embed an arbitrary classification problem into
VˆIW. This is true even when r(a) = ca is constant so that the optimal policy in the bandit problem is
easily found by Q-learning. Policy optimization is “distracted” by the observed actions into solving a
much harder problem than is necessary, which causes optimization issues.
−2 −1 0 1 2
0
1
a2 = 1
a3 = 2 a1 = 2
piθ(1|x)
piθ(2|x)
Policy at θ = (−10, 5)
Context
Figure 2: Left: the landscape of the objective function
VˆIW(piθ;S), with a few trajectories of gradient ascent plotted
from initializations at each of the white dots. Right: an example
of a policy near a spurious minimum with θ = (−10, 5).
An example of spurious min-
ima. Consider the same data
generating process as above:
x ∼ U([−1, 1]), r|x = (1, 2),
pib(a|x) = 1/2 ∀x, a
But now, we will instantiate a
dataset with N = 3 and parame-
terize a linear policy with θ ∈ R2:
piθ(1|x) = σ(θ1x+ θ2)
piθ(2|x) = 1− σ(θ1x+ θ2)
x =
(−1
0
1
)
, a = r =
(
2
1
2
)
where σ is the sigmoid function.
The behavior of policy optimiza-
tion in this problem is shown in Figure 2. Many initializations yield suboptimal policies that choose
action 1 at two of the three states. For θ at one of the spurious minima, V (piθ) = 1.25 while
V (pi∗) = 2, and VˆIW(piθ;S) = 2 while VˆIW(pi∗;S) = 2.67.
Comparison to local minima of [10]. Chen et al. [10] show the existence of spurious minima
in cost-sensitive classification with linear policies, full feedback, deterministic rewards, and only a
single context. The type of spurious minima we point out here is distinct. Their construction uses
full feedback and no reliance on context. Our result points out the optimization challenges that arise
specifically under bandit feedback and relies on the use of many contexts in the dataset.
Surrogate objectives. The usual way around computational hardness and spurious minima in
classification is via surrogate objectives. Using a convex surrogate transforms the ERM problem
from a computationally hard, non-convex problem into one of convex optimization, but the minimizer
of the surrogate is not necessarily the minimizer of the threshold misclassification rate. For the usual
classification algorithms like logistic regression, small values of the population surrogate risk imply
small values of the population risk, so we call the surrogates “classification-calibrated” [4]. While
the use of convex surrogate objectives is widespread in classification, surrogate objectives are rare
in the contextual bandit and reinforcement learning literature. In the case of full-feedback policy
optimization (i.e. cost-sensitive classification), surrogate objectives have been presented in [10, 40].
4.2 Q-learning as a convex surrogate
To connect Q-learning to this discussion, it is useful to think of the Q-learning algorithm as a
convex surrogate for learning an argmax policy in the contextual bandit problem. Learning an
argmax policy means finding θ ∈ Rd × RK to maximize V (piθ) for the policy piθ(a|x) = 1[a =
arg maxa′(φ(x)
>θ)(a′)], where the argmax is taken over the unnormalized scores of each action.
Proposition 6. Assume strict positivity, that pib(a|x) ≥ τ for all x, a. Then Q-learning is a calibrated
convex surrogate for the regret of the linear argmax policy, meaning that the objective is convex and
there exists an increasing function δ() = 2
√
/τ with δ(0) = 0, such that for any  ≥ 0
Ex,a[(Qˆ(x, a)−Q(x, a))2] ≤  =⇒ V (pi∗)− V (pˆiQˆ) ≤ δ(). (15)
The proof follows directly from Proposition 3 and the fact that the MSE for linear models is convex.
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5 Experiments
5.1 The interaction between overfitting and spurious minima
Figure 3: Policy optimization of kernel-based
policies with varying bandwidths.
Bandit overfitting affects flexible policy classes while
spurious minima affects classes that generalize across
contexts. It is not clear how the two problems inter-
act. To test the interaction we use a linear policy
with kernel-based features where we can smoothly
vary the complexity and generalization capabilities of
the model by changing the bandwidth of the kernel.
We sample 100 datapoints from our toy two-action
problem. We sample 100 parameter initializaitons
for each bandwidth and then run policy optimization
by gradient descent. Full details are in Appendix E.
As seen in Figure 3, small bandwidths demonstrate
severe bandit overfitting, while larger bandwidths do
not. The increasing variance indicates the increasing
presence of local minima for less flexible models.
5.2 Bandit-MNIST and neural networks
Figure 4: Results on bandit-MNIST. Circles
indicate means, crosses indicate individual
models, bars show standard deviation.
We can also verify that bandit overfitting and spu-
rious minima manifest themselves on realistic data.
We use a bandit version of MNIST with a uniform
behavior policy (note this problem setup largely fol-
lows the same one used in [10]). We set the rewards
to be 1 for an incorrect action and 2 for a correct
action. Both policies and Q functions are represented
by MLPs with one hidden layer of width 512 and out-
put dimension 10. We sample 5 different datasets for
each experiment (which amounts to sampling differ-
ent actions). For each dataset, we sample 5 different
random initial parameters and plot the the mean and
standard deviation of values of the learned policies
after convergence for each dataset with error bars
showing the noise over initializations. Full details
and more variants of this problem can be found in
Appendix E. In Figure 4, the effects of bandit overfit-
ting are evident in the gap between VˆIW and V while the presence of spurious minima is evident by
the variance in solutions across initial parameters. Q-learning has near-optimal performance.
Further experiments on bandit versions of CIFAR-10 from [10, 21] can be found in Appendix E.
6 Discussion
In this paper we have presented the issues of bandit overfitting and spurious minima that affect the
policy optimization approach to policy learning. Q-learning is more robust to these problems. This
begs the question, is Q-learning always preferable to policy optimization? We would not go so far. In
settings where the model class is appropriately regularized, policy optimization won’t suffer from
bandit overfitting. The optimization problems are still substantial, but the use of surrogates may help
[10]. Policy optimization has also been observed to be more robust to confounding, which we have
not considered here [34], and clipping may be an easier way to mitigate coverage problems than
behavior constraints [44]. However, in scenarios without strong prior guidance other than the desire
to use flexible models we would suggest Q-learning to avoid bandit overfitting and spurious minima.
Several interesting directions for future work include: designing baselines and regularizers to mitigate
bandit overfitting, finding Q-learning-like surrogates that are more tailored to policy learning, and
extending our analysis to the online, replay buffer, and full reinforcement learning settings.
8
Acknowledgements
We would like to thank Aahlad Puli for thoughtful conversations.
This work is partially supported by the Alfred P. Sloan Foundation, NSF RI-1816753, NSF CAREER
CIF 1845360, NSF CHS-1901091, Samsung Electronics, and the Institute for Advanced Study. DB is
supported by the Department of Defense (DoD) through the National Defense Science & Engineering
Graduate Fellowship (NDSEG) Program.
References
[1] Rishabh Agarwal, Dale Schuurmans, and Mohammad Norouzi. An optimistic perspective on
offline reinforcement learning. 2019.
[2] Susan Athey and Stefan Wager. Efficient policy learning. arXiv preprint arXiv:1702.02896,
2017.
[3] Peter Auer, Mark Herbster, and Manfred KK Warmuth. Exponentially many local minima for
single neurons. In Advances in neural information processing systems, pages 316–322, 1996.
[4] Peter L Bartlett, Michael I Jordan, and Jon D McAuliffe. Convexity, classification, and risk
bounds. Journal of the American Statistical Association, 101(473):138–156, 2006.
[5] Mikhail Belkin, Daniel Hsu, Siyuan Ma, and Soumik Mandal. Reconciling modern machine-
learning practice and the classical bias–variance trade-off. Proceedings of the National Academy
of Sciences, 116(32):15849–15854, 2019.
[6] Mikhail Belkin, Daniel J Hsu, and Partha Mitra. Overfitting or perfect fitting? risk bounds for
classification and regression rules that interpolate. In Advances in neural information processing
systems, pages 2300–2311, 2018.
[7] Mikhail Belkin, Alexander Rakhlin, and Alexandre B Tsybakov. Does data interpolation
contradict statistical optimality? arXiv preprint arXiv:1806.09471, 2018.
[8] Léon Bottou, Jonas Peters, Joaquin Quiñonero-Candela, Denis X Charles, D Max Chickering,
Elon Portugaly, Dipankar Ray, Patrice Simard, and Ed Snelson. Counterfactual reasoning and
learning systems: The example of computational advertising. The Journal of Machine Learning
Research, 14(1):3207–3260, 2013.
[9] Jonathon Byrd and Zachary C Lipton. What is the effect of importance weighting in deep
learning? arXiv preprint arXiv:1812.03372, 2018.
[10] Minmin Chen, Ramki Gummadi, Chris Harris, and Dale Schuurmans. Surrogate objectives
for batch policy optimization in one-step decision making. In Advances in Neural Information
Processing Systems, pages 8825–8835, 2019.
[11] Thomas Degris, Martha White, and Richard S Sutton. Off-policy actor-critic. arXiv preprint
arXiv:1205.4839, 2012.
[12] Miroslav Dudík, John Langford, and Lihong Li. Doubly robust policy evaluation and learning.
arXiv preprint arXiv:1103.4601, 2011.
[13] Scott Fujimoto, David Meger, and Doina Precup. Off-policy deep reinforcement learning
without exploration. arXiv preprint arXiv:1812.02900, 2018.
[14] Carles Gelada and Marc G Bellemare. Off-policy deep reinforcement learning by bootstrapping
the covariate shift. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 33,
pages 3647–3655, 2019.
[15] Alexandre Gilotte, Clément Calauzènes, Thomas Nedelec, Alexandre Abraham, and Simon
Dollé. Offline a/b testing for recommender systems. In Proceedings of the Eleventh ACM
International Conference on Web Search and Data Mining, pages 198–206, 2018.
[16] Arthur Gretton, Alex Smola, Jiayuan Huang, Marcel Schmittfull, Karsten Borgwardt, and
Bernhard Schölkopf. Covariate shift by kernel mean matching. 2009.
[17] Arthur Guez, Robert D Vincent, Massimo Avoli, and Joelle Pineau. Adaptive treatment of
epilepsy via batch-mode reinforcement learning. In Proceedings of the 20th national conference
on Innovative applications of artificial intelligence-Volume 3, pages 1671–1678, 2008.
9
[18] Venkatesan Guruswami and Prasad Raghavendra. Hardness of learning halfspaces with noise.
SIAM Journal on Computing, 39(2):742–765, 2009.
[19] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image
recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition,
pages 770–778, 2016.
[20] Miguel A Hernan and James M Robins. Causal inference.
[21] Thorsten Joachims, Adith Swaminathan, and Maarten de Rijke. Deep learning with logged
bandit feedback. In International Conference on Learning Representations, 2018.
[22] Fredrik D Johansson, Nathan Kallus, Uri Shalit, and David Sontag. Learning weighted repre-
sentations for generalization across designs. arXiv preprint arXiv:1802.08598, 2018.
[23] Fredrik D. Johansson, Uri Shalit, Nathan Kallus, and David Sontag. Generalization bounds
and representation learning for estimation of potential outcomes and causal effects. ArXiv,
abs/2001.07426, 2020.
[24] Dmitry Kalashnikov, Alex Irpan, Peter Pastor, Julian Ibarz, Alexander Herzog, Eric Jang,
Deirdre Quillen, Ethan Holly, Mrinal Kalakrishnan, Vincent Vanhoucke, et al. Qt-opt: Scal-
able deep reinforcement learning for vision-based robotic manipulation. arXiv preprint
arXiv:1806.10293, 2018.
[25] Nathan Kallus. Balanced policy evaluation and learning. In Advances in Neural Information
Processing Systems, pages 8895–8906, 2018.
[26] Diederik P Kingma and Jimmy Ba. Adam: A method for stochastic optimization. arXiv preprint
arXiv:1412.6980, 2014.
[27] Alex Krizhevsky. Learning multiple layers of features from tiny images. Technical report, 2009.
[28] Sascha Lange, Thomas Gabel, and Martin Riedmiller. Batch reinforcement learning. In
Reinforcement learning, pages 45–73. Springer, 2012.
[29] Yann LeCun, Corinna Cortes, and CJ Burges. Mnist handwritten digit database. ATT Labs
[Online]. Available: http://yann.lecun.com/exdb/mnist, 2, 2010.
[30] Sergey Levine, Aviral Kumar, George Tucker, and Justin Fu. Offline reinforcement learning:
Tutorial, review, and perspectives on open problems. arXiv preprint arXiv:2005.01643, 2020.
[31] Lihong Li, Wei Chu, John Langford, and Robert E Schapire. A contextual-bandit approach to
personalized news article recommendation. In Proceedings of the 19th international conference
on World wide web, pages 661–670, 2010.
[32] Tengyuan Liang and Alexander Rakhlin. Just interpolate: Kernel" ridgeless" regression can
generalize. arXiv preprint arXiv:1808.00387, 2018.
[33] Yao Liu, Adith Swaminathan, Alekh Agarwal, and Emma Brunskill. Off-policy policy gradient
with state distribution correction. arXiv preprint arXiv:1904.08473, 2019.
[34] Yifei Ma, Yu-Xiang Wang, et al. Imitation-regularized offline learning. arXiv preprint
arXiv:1901.04723, 2019.
[35] Ofir Nachum, Yinlam Chow, Bo Dai, and Lihong Li. Dualdice: Behavior-agnostic estimation
of discounted stationary distribution corrections. In Advances in Neural Information Processing
Systems, pages 2315–2325, 2019.
[36] Preetum Nakkiran, Gal Kaplun, Yamini Bansal, Tristan Yang, Boaz Barak, and Ilya
Sutskever. Deep double descent: Where bigger models and more data hurt. arXiv preprint
arXiv:1912.02292, 2019.
[37] Xinkun Nie, Emma Brunskill, and Stefan Wager. Learning when-to-treat policies. arXiv preprint
arXiv:1905.09751, 2019.
[38] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan,
Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, Alban Desmaison, Andreas
Kopf, Edward Yang, Zachary DeVito, Martin Raison, Alykhan Tejani, Sasank Chilamkurthy,
Benoit Steiner, Lu Fang, Junjie Bai, and Soumith Chintala. Pytorch: An imperative style, high-
performance deep learning library. In H. Wallach, H. Larochelle, A. Beygelzimer, F. d Alché-
Buc, E. Fox, and R. Garnett, editors, Advances in Neural Information Processing Systems 32,
pages 8024–8035. Curran Associates, Inc., 2019.
10
[39] Lerrel Pinto and Abhinav Gupta. Supersizing self-supervision: Learning to grasp from 50k
tries and 700 robot hours. In 2016 IEEE international conference on robotics and automation
(ICRA), pages 3406–3413. IEEE, 2016.
[40] Bernardo Avila Pires, Csaba Szepesvari, and Mohammad Ghavamzadeh. Cost-sensitive mul-
ticlass classification risk bounds. In International Conference on Machine Learning, pages
1391–1399, 2013.
[41] Niranjani Prasad, Li-Fang Cheng, Corey Chivers, Michael Draugelis, and Barbara E Engelhardt.
A reinforcement learning approach to weaning of mechanical ventilation in intensive care units.
arXiv preprint arXiv:1704.06300, 2017.
[42] Hidetoshi Shimodaira. Improving predictive inference under covariate shift by weighting the
log-likelihood function. Journal of statistical planning and inference, 90(2):227–244, 2000.
[43] Noah Siegel, Jost Tobias Springenberg, Felix Berkenkamp, Abbas Abdolmaleki, Michael
Neunert, Thomas Lampe, Roland Hafner, Nicolas Heess, and Martin Riedmiller. Keep doing
what worked: Behavior modelling priors for offline reinforcement learning. In International
Conference on Learning Representations, 2020.
[44] Alex Strehl, John Langford, Lihong Li, and Sham M Kakade. Learning from logged implicit
exploration data. In Advances in Neural Information Processing Systems, pages 2217–2225,
2010.
[45] Yi Su, Lequn Wang, Michele Santacatterina, and Thorsten Joachims. Cab: Continuous adaptive
blending estimator for policy evaluation and learning. arXiv preprint arXiv:1811.02672, 2018.
[46] Richard S Sutton and Andrew G Barto. Reinforcement learning: An introduction. MIT press,
2018.
[47] Adith Swaminathan and Thorsten Joachims. Counterfactual risk minimization: Learning from
logged bandit feedback. In International Conference on Machine Learning, pages 814–823,
2015.
[48] Adith Swaminathan and Thorsten Joachims. The self-normalized estimator for counterfactual
learning. In advances in neural information processing systems, pages 3231–3239, 2015.
[49] Philip Thomas and Emma Brunskill. Data-efficient off-policy policy evaluation for reinforce-
ment learning. In International Conference on Machine Learning, pages 2139–2148, 2016.
[50] Yu-Xiang Wang, Alekh Agarwal, and Miroslav Dudik. Optimal and adaptive off-policy evalua-
tion in contextual bandits. In Proceedings of the 34th International Conference on Machine
Learning-Volume 70, pages 3589–3597. JMLR. org, 2017.
[51] Chiyuan Zhang, Samy Bengio, Moritz Hardt, Benjamin Recht, and Oriol Vinyals. Understanding
deep learning requires rethinking generalization. arXiv preprint arXiv:1611.03530, 2016.
[52] Zhengyuan Zhou, Susan Athey, and Stefan Wager. Offline multi-action policy learning: Gener-
alization and optimization. arXiv preprint arXiv:1810.04778, 2018.
11
Appendix
A Bandit overfitting proofs
Proposition 1. Let the rewards be positive and deterministic, that is rmin > 0 and p(r|x) = δρ(x)(r)
for some function ρ : X → [rmin, rmax]K . Assume for any S of size N sampled from D that each
xi ∈ S is distinct and that Π is capable of interpolating S. Then
V (p˜iS ;S) = V (pi
∗;S), while ES [V (pˆiS ;S)] = ES [V (pib;S)].
Proof. First we consider the value of the full-feedback policy p˜iS :
V (p˜iS ;S) =
1
N
N∑
i=1
ρ(xi)(arg max
a
ri(a)) =
1
N
N∑
i=1
ρ(xi)(arg max
a
ρ(xi)(a)) (16)
=
1
N
N∑
i=1
max
a
ρ(xi)(a) = V (pi
∗;S) (17)
Then we can consider the bandit feedback policy pˆiS . Note that pˆiS(a|xi) = 1[a = ai] maximizes
VˆIW since the rewards are all positive. By exchanging summation and integration we get
ES [V (pˆiS ;S)] = ES
[
1
N
N∑
i=1
Ea∼pˆiS |xi [ρ(xi)(a)]
]
(18)
= ES
[
1
N
N∑
i=1
ρ(xi)(ai)
]
(19)
=
1
N
N∑
i=1
ExiEai∼pib|xi [ρ(xi)(ai)] (20)
= ES [V (pib;S)] (21)
Proposition 2. Assume that each xi ∈ S is distinct, the rewards are non-zero, and that Π is an
interpolating class. Then
V (pˆiS ;S) ≤ 1
N
N∑
i=1
1[ri(ai) > 0]
(
Er|xi [r(ai)]
)
+ 1[ri(ai) < 0]
(
max
a 6=ai
Er|xi [r(a)]
)
. (7)
Proof. The proof follows similar ideas to the one above. If ri(ai) > 0, then pˆiS(a|xi) = 1[a = ai]
maximizes VˆIW at data point i. If ri(ai) < 0, then the only restriction of pˆiS(a|xi) is that it is 0 at ai.
In the extreme case, the policy class is exactly aligned with the optimal policy up to this restriction.
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Expanding out the consequences of these two facts:
V (pˆiS ;S) =
1
N
N∑
i=1
Er|xiEa∼pˆiS |xi [r(a)] (22)
=
1
N
N∑
i=1
1[ri(ai) > 0]Er|xiEa∼pˆiS |xi [r(a)] + 1[ri(ai) < 0]Er|xiEa∼pˆiS |xi [r(a)] (23)
=
1
N
N∑
i=1
1[ri(ai) > 0]Er|xi [r(ai)] + 1[ri(ai) < 0]Er|xiEa∼pˆiS |xi [r(a)] (24)
≤ 1
N
N∑
i=1
1[ri(ai) > 0]
(
Er|xi [r(ai)]
)
+ 1[ri(ai) < 0]
(
max
a 6=ai
Er|xi [r(a)]
)
(25)
B Clipped importance weighting
Clipping is often necessary to prove guarantees about policy optimization based on importance
weighting estimators. The clipping serves to ensure that the variance of the value estimator is finite.
It can also be seen as pessimistically valuing actions that are observed with very small probability,
thus encouraging the learned policy to prefer actions that are more common. Explicitly, the result of
Strehl et al. [44] cited in the main text uses the following clipped estimator for some τ > 0 in place
of VˆIW :
Vˆτ (pi;S) =
1
N
N∑
i=1
ri(ai)
pi(ai|xi)
max{τ, pib(ai|xi)} (26)
Slightly different clipping schemes are proposed in [8, 47] which clip the fraction pi/pib rather than
just the denominator. In the policy evaluation literature there are also a host of other estimators that
combine various clipping strategies with doubly robust estimators and Q-learning style regressors,
e.g. [45, 49, 50]. These interesting results are somewhat orthogonal to our work which focuses on
policy optimization through these estimators and encounters problems even in the case of uniform
policies where clipping has no effect.
C Regret bound for Q-learning
As explained in the main text, linking a regression bound to a regret bound requires two steps: transfer
and mismatch.
Transfer. The key step to ensure that Q-learning will work successfully is to transfer the Q function
learned from data generated by the behavior to data generated by the new greedy policy. This can be
viewed as a very particular form of covariate shift [16, 42] or as estimating the conditional average
treatment effect of the greedy policy from observational data generated by the behavior [23]. The key
insight is that without strong structural assumptions, such transfer requires the support of the target
distribution to be contained in the support of the data generating distribution.
Lemma 2 (Transfer: from pib to piτ ). Let Πτ be the set of policy with strict overlap of τ with the
behavior policy pib. Then the error of Qˆ under the distribution induced by piτ is bounded as
sup
pi∈Πτ
Ex,a∼D,pi[Q(x, a)− Qˆ(x, a))2] < 1
τ
(
Ex,a∼D,pib [(Q(x, a)− Qˆ(x, a))2]
)
. (27)
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Proof. Let piτ be any policy in Πτ . Then
ExEa∼piτ |x[(Q(x, a)− Qˆ(x, a))2] =
∫
x
p(x)
∑
a
piτ (a|x)(Q(x, a)− Qˆ(x, a))2dx (28)
=
∫
x
∑
a
piτ (a|x)pib(a|x)
pib(a|x)p(x)(Q(x, a)− Qˆ(x, a))
2dx (29)
<
1
τ
∫
x
∑
a
pib(a|x)p(x)(Q(x, a)− Qˆ(x, a))2dx (30)
=
1
τ
Ex,a∼D,pib [(Q(x, a)− Qˆ(x, a))2] (31)
where we use a multiply and divide trick and apply the definition of strict overlap to ensure that
piτ (a|x)
pib(a|x) <
1
τ , since piτ (a|x) must be 0 if pib(a|x) < τ .
Mismatch. We need to connect the bound on worst case the regression error to the value of the
learned policy. This follows from some algebraic manipulation and an application of Jensen’s
inequality and is encoded in the following Lemma.
Lemma 3 (Mismatch: from MSE to Regret). If pˆi is the τ -behavior constrained policy with respect
to Qˆ we can bound the regret against any policy with strict overlap of τ with pib as
sup
pi∈Πτ
V (pi)− V (pˆi) ≤ 2
√
sup
pi∈Πτ
Ex,a∼D,pi[(Q(x, a)− Qˆ(x, a))2] (32)
Proof. We can expand the definition of regret and then add and subtract and apply a few inequalities
sup
pi∈Πτ
V (pi)− V (pˆi) = sup
pi∈Πτ
Ex
[
Ea∼pi|x[Q(x, a)]− Ea∼pˆi|x[Q(x, a)]
]
(33)
= sup
pi∈Πτ
Ex
[
Ea∼pi|x[Q(x, a)]− Ea∼pˆi|x[Qˆ(x, a)] + Ea∼pˆi|x[Qˆ(x, a)] (34)
− Ea∼pˆi|x[Q(x, a)]
]
(35)
≤ sup
pi∈Πτ
Ex
[
Ea∼pi|x[|Q(x, a)− Qˆ(x, a)|] + Ea∼pˆi|x[|Q(x, a)− Qˆ(x, a)|]
]
(36)
≤
√
sup
pi∈Πτ
ExEa∼pi|x[(Q(x, a)− Qˆ(x, a))2] (37)
+
√
ExEa∼pˆi|x[(Q(x, a)− Qˆ(x, a))2] (38)
≤ 2
√
sup
pi∈Πτ
Ex
[
Ea∼pi|x[(Q(x, a)− Qˆ(x, a))2]
]
(39)
The first inequality holds since pˆi ∈ Πτ and by using the definition of absolute value, the second by
Jensen, and the third again because pˆi ∈ Πτ .
Regression. The last step to instantiate the result is to plug in any generalization bound for re-
gression. This usually requires either smoothness assumptions or structural assumptions about the
target function, i.e. the true Q function, as well as the noise in the data (which is subgaussian since
the rewards are bounded). Then, most generalization bounds for regression take something like the
following form: for any δ > 0 with probability 1− δ:
Ex,a∼D,pib [(Q(x, a)− Qˆ(x, a))2] < βN (δ) +
1
N
N∑
i=1
(ri(ai)− Qˆ(xi, ai))2 (40)
One nice thing is that regression provably works, even with some types of interpolating regressors
[6, 7, 32]. Moreover, interpolation has repeatedly been shown to be empirically useful [36, 51].
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Proposition 3. Let R̂ be the empirical risk of the learned Qˆ on the training set. Let pˆiQˆ,τ be the
τ -behavior constrained policy for Qˆ. Take any δ > 0 and any piτ with strict overlap with pib so that
piτ (a|x) > 0 only if pib(a|x) ≥ τ . Then with probability at least 1− δ
V (piτ )− V (pˆiQˆ,τ ) < 2
√
R̂+ βN (δ)
τ
, (12)
where βN (δ) denotes a regression generalization term that depends on assumptions about the
regression problem, but goes to zero as N →∞.
Proof. The proof follows directly from linking the Lemmas with a regression result. Explicitly, by
Lemma 3 we get
V (piτ )− VpˆiQˆ,τ ≤ sup
pi∈Πτ
V (pi)− V (pˆi) ≤ 2
√
sup
pi∈Πτ
Ex,a∼D,pi[(Q(x, a)− Qˆ(x, a))2] (41)
Then applying Lemma 2 gives us
V (piτ )− VpˆiQˆ,τ < 2
√
1
τ
(
Ex,a∼D,pib [(Q(x, a)− Qˆ(x, a))2]
)
. (42)
finally, replacing the population MSE by the regression generalization bound yields the result.
D Optimization proofs
Proposition 4. Consider a problem with two actions, rewards in [0, 1], and piθ(1|x) = 1[φ(x)>θ >
0]. For 0 < , δ, it is NP-hard to differentiate between datasets for which there exists θ with
VˆIW(piθ;S) > 2(1− ) from those where for all θ we have VˆIW(piθ;S) < 2( 12 + δ), and similarly
for VˆFF between those of at least 1−  and at most 12 + δ.
Proof. Assume that each xi ∈ S is assigned to either yi = 1 or yi = −1. Define S+ = {i : yi = 1}
and S− = {i : yi = −1} be the sets of indices of positive and negative labels. Let φi = φ(xi) be
the feature of the context xi. Define Φ+ = {i : φ>i θ > 0} and Φ− = {i : φ>i θ ≤ 0} be the sets
of predicted positive and negative labels. Define Acc(θ) = 1N (|S+ ∩ Φ+|+ |S− ∩ Φ−|) to be the
accuracy of the halfspace corresponding to θ.
The result of Guruswami and Raghavendra [18] states that for any (, δ) it is NP-hard to differentiate
problem instances where there exists θ with Acc(θ) ≥ 1 −  from those where for all θ we have
Acc(θ) ≤ 12 + δ.
Now we want to construct bandit problems where the policy optimization objective is exactly to solve
the halfspace learning problem.
First we consider VˆFF . Let ri(1) = 1[yi = 1] and ri(2) = 1[yi = −1].
VˆFF (piθ;S) =
1
N
N∑
i=1
∑
a
ri(a)pi(a|xi) (43)
=
1
N
N∑
i=1
ri(1)1[φ
>
i θ > 0] + ri(2)1[φ
>
i θ ≤ 0] (44)
=
1
N
N∑
i=1
1[yi = 1]1[φ
>
i θ > 0] + 1[yi = −1]1[φ>i θ ≤ 0] (45)
=
1
N
(|S+ ∩ Φ+|+ |S− ∩ Φ−|) = Acc(θ) (46)
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Now we define, assume the behavior policy is uniform and let ai = 1 when yi = 1 and ai = 2 when
yi = −1. Take the rewards as above. Then,
VˆIW (piθ;S) =
1
N
N∑
i=1
ri(ai)
pib(ai|xi)pi(ai|xi) (47)
=
2
N
N∑
i=1
1[ai = 1]ri(ai)pi(ai|xi) + 1[ai = 2]ri(ai)pi(ai|xi) (48)
=
2
N
N∑
i=1
1[ai = 1]1[yi = 1]pi(ai|xi) + 1[ai = 2]1[yi = −1]pi(ai|xi) (49)
=
2
N
N∑
i=1
1[yi = 1]1[φ
>
i θ > 0] + 1[yi = −1]1[φ>i θ ≤ 0] (50)
=
2
N
(|S+ ∩ Φ+|+ |S− ∩ Φ−|) = 2Acc(θ) (51)
The result immediately follows by applying the hardness result cited above.
Proposition 5. For any binary classification dataset C = {xi, yi}Ni=1 and policy class Π, there exists
a dataset S = {xi = xi, ai = yi, ri(ai) = cai}Ni=1, constants c1, c2, and behavior pib such that
arg max
pi∈Π
VˆIW(pi;S) = arg min
pi∈Π
N∑
i=1
Ea∼pi|xi [1[a 6= yi]] (14)
but Q-learning with linear models recovers pi∗ for the problem that S is sampled from.
Proof. Let c1, c2 > 0 be any positive constants. Define pib(1|x) = c2c1+c2 and pib(2|x) = c1c1+c2 for
all x. Then
VˆIW (pi;S) =
1
N
N∑
i=1
ri(ai)
pi(ai|xi)
pib(ai|xi) (52)
=
1
N
N∑
i=1
cyi
pi(yi|xi)
cy¯i/(c1 + c2)
(53)
=
c1c2
c1 + c2
1
N
N∑
i=1
pi(yi|xi) (54)
=
c1c2
c1 + c2
1
N
N∑
i=1
Ea∼pi|xi [1[a = yi]] (55)
The main statement of the proposition immediately follows, since maximizing the policy optimization
implies maximizing the accuracy, which is the same as minimizing the classification error.
Now we consider what Q-learning will do on this problem. Since the rewards are just constant c1
and c2, the optimal policy for the bandit problem just chooses the action with the larger reward,
so that pi∗(a|x) = 1[a = arg maxi ci]. The Q function is similarly simple as Q(x, 1) = c1 and
Q(x, 2) = x2. Since there is no noise in the rewards, with a dataset larger than the feature dimension,
linear regression will eaxctly recover the true Q function and thus the optimal policy.
So, while the optimization problem posed by policy optimization can be very hard and give the wrong
solution, the optimization problem for Q-learning is not only easy but results in the proper solution to
the bandit problem.
16
E Experiments
E.1 Toy problem
E.1.1 Detailed experimental setup
Data. We again use the toy problem from the main text:
x ∼ U([−1, 1]), r|x = (1, 2), pib(a|x) = 1/2 ∀ x, a
A dataset of 100 points is sampled according to this data generating process.
Model. For each sampled context xi we calculate a feature vector:
φ(xi) = (kσ(xi, x1), . . . , kσ(xi, xN )) (56)
where kσ is an RBF kernel with bandwidth σ. The parametric policy then consists of a parameter
θ ∈ RN×K so that
piθ(·|xi) = softmax(φ(xi)>θ) (57)
In the plots we use 20 different bandwidths on a log scale from 0.01 to 1.0.
Learning. Parameters are initialized according to a normal distribution with mean 0 and variance
1. We optimize with Adam [26] using a learning rate of 0.01 for 1000 steps of full-batch gradient
descent.
E.1.2 Extended results
In the paper we presented results for olicy optimization on one dataset of 100 datapoints. Here we
show how these results are consistent across resamplings of the dataset and different dataset sizes.
First, we can consider resampling k different datasets of N datapoints and average acrosss dataset
draws Si. Explicitly, for each bandwidth σ and each of the 100 initializations, we calculate
1
k
∑k
i=1 VˆIW(piθ;Si). Then we can plot the mean and standard deviation of this average across
100 parameter initializations. This yields the following plots for k = 10 and N = 10, 50, 100:
Figure 5: Bandwidth versus value, averaged across 10 dataset draws for datasets of size 10, 50, 100.
These plots show the same trend observed in the paper, namely that increasing bandwidth leads to
less bandit overfitting as seen by the smaller gap between VˆIW and V , but more spurious minima as
seen by the increasing variance across initial parameters.
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E.2 Bandit MNIST
E.2.1 Detailed experimental setup
Data. We use a bandit version of the MNIST dataset [29]. The setup largely follows [10]. We split
the train set into the first 55000 images as train and the last 5000 as validation. Each of the 10 classes
becomes an action. The data is sampled from a uniform behavior policy
pib(a|x) = 0.1 ∀ a, x (58)
We use shifted versions of the one-hot labels as the reward vectors. For example, in the main text we
use an offset o = 1, but for a general offset o, we use reward vectors of
ri(a) = o+ 1[a = yi] (59)
where yi is the index of the label in the original supervised problem.
Model. We use an MLP with ReLU activations and one hidden layer of width 512 and output
dimension 10 as both the policy and the Q function. The policy just has a softmax layer to normalize
the output distribution.
Learning. We train using Adam [26] with a learning rate of 0.001 for 100 epochs with a batch size
of 100. We use a learning rate schedule where we decrease the learning rate by a factor of 5 after 5
epochs of non-improvement of the objective on the validation set.
E.2.2 Extended results
In this section we will present some extended results on variants of the bandit-MNIST task. We
will show that the effects observed in the paper are robust to different reward values than (1,2),
non-uniform behavior policies, and noisy rewards. We also demonstrate learning curves showing
convergence of training.
Different reward values. As explained in Proposition 2, the behavior of policy optimization is
sensitive to the sign of the rewards. Here we consider two different settings of the rewards, either
{−2,−1} or {−0.5, 0.5}. The theory would suggest that learning will fail due to bandit overfitting
and spurious minima for negative rewards, much like positive rewards. This is shown in Figure 6.
The theory would also suggest that with rewards in {−0.5, 0.5} so that the optimal action (correct
label) has positive reward, while all suboptimal actions have negative reward will no longer suffer
from overfitting. This is born out by Figure 7. It is interesting to note that without bandit overfitting,
the optimization is also much improved. This can be explained by Proposition 5 which shows that
much of the optimization difficulty in scenarios with bandit overfitting comes from having to classify
the random behavior actions rather than the standard MNIST problem.
Figure 6: Value of policies learned by policy optimization and Q-learning across 5 dataset draws with
rewards in {−2,−1}.
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Figure 7: Value of policies learned by policy optimization and Q-learning across 5 dataset draws with
rewards in {−0.5, 0.5}.
Learning curves. To demonstrate that the variance across parameter initializations we observe
when running policy optimization is caused by local minima, we provide the learning curves across 5
initializations for one dataset draw. All models seem to have converged well before the 100 epochs.
Again we contrast strictly positive rewards against rewards whose sign indicates the optimal action.
Figure 8: Learning curves for policy optimization with 5 different initializations on one dataset draw.
Non-uniform behavior policies. We consider two non-uniform behavior policies with rewards
in {1, 2}. The first mixes in an optimal behavior policy: with probability 0.5 the optimal action is
chosen and otherwise an action is selected uniformly at random. The second selects actions from a
categorical distribution that heavily favors one action and only rarely chooses three of the ten actions.
For both policies, policy optimization exhibits both bandit overfitting and spurious minima.
Figure 9: A comparison between policy optimization and Q-learning for a behavior policy that
chooses the correct label with probability 0.5 and chooses uniformly at random otherwise.
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Figure 10: A comparison between policy optimization and Q-learning for a behavior policy that is a
categorical distribution with probabilities (0.01, 0.01, 0.01, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.37).
Noisy rewards. Finally, we consider the case where we flip each observed reward with probability
0.25. So now the correct action will get reward 2 with probability 0.75 and 1 with probability 0.25,
while an incorrect action will get reward 1 with probability 0.75 and 2 with probability 0.25. Dataset
draws include noise from uniform behavior actions and reward noise. Now the optimal achievable
performance we should expect is 1.75 instead of 2 and the expected performance of a completely
random policy improves from 1.1 to 1.3. The noise in the rewards led to more stable performance of
policy optimization, but that performance is stably near the guessing rate for this problem. Q-learning
on the other hand was still able to learn well with label noise.
Figure 11: A comparison between policy optimization and Q-learning under a uniform behavior
policy with noisy rewards.
E.3 Bandit CIFAR-10
E.3.1 Detailed experimental setup
Data. We use a bandit version of the CIFAR-10 dataset [27]. The conversion from classification to
bandit is made just as for MNIST.
We use two different behavior policies. One is a uniform behavior and the other is the hand-coded
behavior policy from [21], which we will refer to as BLBF (for batch learning from bandit feedback,
as it is called in that paper). We run three different random initializations for each algorithm on each
dataset.
Model. We use a ResNet-18 [19] from PyTorch [38] for both the policy and the Q function. The
only modification we make to accommodate for the smaller images in CIFAR is to remove the first
max-pooling layer.
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Learning. We train using SGD with momentum 0.9 and a batch size 128 for 500 epochs. We use
a learning rate of 0.1 for the first 150 epochs, 0.01 for the next 150, and 0.001 for the last 200. To
improve stability we use gradient clipping and reduce the learning rate in the very first epoch to 0.01.
E.3.2 Results
Offset 1.0. The first experiment is to use an offset of 1.0 as with the first MNIST experiment above,
leading to rewards of 2.0 for a correct prediction and 1.0 for an incorrect prediction.
Figure 12: A comparison between policy optimization and Q-learning on CIFAR-10 with either
uniform or BLBF behavior and rewards in {1, 2}.
Our Q-learning outperforms the algorithms from both [10] and [21] on this problem which advocate
for using a surrogate objective and importance weighted policy optimization with a tuned offset. We
note that our Q-learning performs substantially better than the baseline in [10] likely because they
decrease the learning rate on their Q-learning implementation by a factor of 100.
With positive rewards, policy optimization is barely able to outperform random guessing. We also see
bandit overfitting in the gap between VˆIW(·;S) and V (·;S). We also see severe optimization issues
as the algorithm gets stuck in local minima where VˆIW is far from optimal. In contrast, Q-learning
works well, learning to above 85% accuracy on uniform data and above 90% on the BLBF data which
is easier to learn from since it contains more correctly labeled examples.
Tuned offset. Alternatively, as in [21] we can tune the offset as a hyperparameter to optimize for
the performance of policy optimization. We searched over [0,−0.2,−0.4,−0.6,−0.8,−1.0] to find
the best offset after 100 epochs and found -0.2 to be the best offset. We found that policy optimization
barely outperformed random guessing with all the other offsets.
Figure 13: A comparison between policy optimization and Q-learning on CIFAR-10 with either
uniform or BLBF behavior and rewards in {−0.2, 0.8}.
By tuning the offset, performance of policy optimization is dramatically improved. We still see bandit
overfitting in the gap between VˆIW and the true value. And we see issues of optimization causing
variance across seeds and making training noisy and slow. Note that both [10] and [21] were able to
get better performance from policy optimization by training for at least twice as long and using more
complicated learning rate schedules. As before, Q-learning works as expected.
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Learning curves. Not only does Q-learning perform well, but it was also substantially faster and
easier to train, as shown in the learning curves in Figure 14 below. We include the learning curve for
a supervised classifier trained with cross-entropy as an upper bound for performance.
Figure 14: Train and test accuracies for models trained on uniform behavior data by importance
weighted policy optimization (IW) and Q-learning (Q) with three random seeds each. Fully supervised
learning (cross ent) included as an upper bound.
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