Introduction
The problem of counting the number of integral points of an elliptic curve over a finite field has captured the interest of both pure number theorists and cryptographers. It is important in cryptography to know the number of integral points in order to evaluate the difficulty of solving the discrete logarithm problem in the group of points on an elliptic curve. The number of applications of the theory of elliptic curves to cryptography over the last decades is overwhelming. Among the most important applications are the ones in public key cryptography (see [9] , [10] , [14] , [21] ), primality testing (see [2] , [4] ) and the factoring of large integers (see [13] , [16] ). In this paper we shall investigate the problem of the representation of the number of integral points of an elliptic curve modulo a prime number p. Our first thought when dealing with this problem would be to consider an elliptic curve of the form y 2 = x 3 + ax + b (mod p), with a, b ∈ Z and p a prime number, and try to identify for which values x = 0, 1, . . . , p − 1 the integer x 3 + ax + b is a square mod p. However, among the nonzero integers mod p half of them are squares. From the other half, we obtain two roots, namely y and −y. Therefore, we expect that the equation y 2 = x 3 + ax + b ( mod p) will be satisfied for approximately p pairs (x, y). In other words, we expect the elliptic curve to have more or less p + 1 points, counting also the point at infinity. In 1930, H. Hasse (Math. Z. 31(1930), 565 − 582) proved the following very deep result (see [19] for a proof). Theorem 1.1. Let p be a prime number and E an elliptic curve over the finite field
Moreover, a very interesting result is that whenever there exists an integer N , such that |N − p − 1| < 2 √ p , then there exists an elliptic curve mod p which has exactly N integral points (see also [21] ). When the prime number p is considerably small, it is easy to calculate the number of integral points on an elliptic curve mod p, but for large prime numbers this becomes very difficult. An efficient algorithm for calculating the number of integral Date: May 3, 2014.
1 points over finite fields was discovered in 1985 by R. Schoof (see [18] ) and was later improved by N. D. Elkies and A. O. L. Atkin (see [3] ). There exist several formulae for the representation of the number of integral points of an elliptic curve mod p. One of the most commonly used is the following. The number of solutions of the congruence
where x, y ∈ M p = {0, 1, . . . , p − 1} and a, b ∈ Z can be expressed in the form (see [15] )
where
Of course, if we are talking about elliptic curves and not just congruences, then since the point at infinity is the neutral element of the additive group of an elliptic curve, we have to add one to the previous formula obtaining (1)
It is a known fact (see [6] , [11] , [12] ) that
where ṗ denotes the Legendre symbol. There is no explicit analytical formula in order to calculate exponential sums which involve polynomials of third degree. Hence, we shall try to find a way to express the exponential sum using non-exponential terms.
Expressing N p in terms of rational functions
By the definition of Bernoulli numbers we have
where B n denotes the nth Bernoulli number and |z| < 2π, where z ∈ C. Hence, if we set z = −2πif (x)/p, where f (x) is a polynomial for which |f (x)| < p, we obtain
which is equivalent to
However, it is a known fact that for every integer n ≥ 0,
Thus, we have
But, ζ(−2n) = 0 , for every natural number n. Hence,
Thus, we obtain
Then we can write
The following functional equation holds for every integer n
Also, for a positive integer n one has
Thus,
But, for n ≡ 1 (mod 4) and n ≡ 3 (mod 4) it follows that sin πn 2 = 1 and sin
respectively. By using (4), identity (3) implies
Thus, (2) becomes
However, the interesting case is when
where x, y ∈ M p and a, b ∈ Z.
In order to use the results obtained above, we must investigate the cases for which we have |f (x)| < p, that is
But, unfortunately, there are no integers a, b, for which the above inequality holds true for every prime number p. Hence, we shall set
Consequently, by (6) we get
In this case, it is obvious that there exist integers a and b (for example a = b = 1) for which the desired property is satisfied. Therefore, by (1) and (8) we obtain the following theorem. 
the number of its integral points can be expressed in the form
However, if we express the sum involved in the representation of N p presented in the above theorem, in a slightly different form and use the same technique, we can end up with terms of power m instead of mp 2 . In addition, the following method has the advantage of dealing with elliptic curves for which we do not necessarily have
Then, if a, b ≥ 0 (i.e. f (x) is an increasing and positive valued function), we can express X in the form
where L is such that
In the second sum of the right hand side of the above relation, it always holds
Therefore, for the values of x for which
where k(x, p) ∈ Z and r(x, p) ∈ R, with 0 ≤ r(x, p) < 1. In the following, we shall denote k(x, p) and r(x, p) by k and r, respectively. Then, we have e −2πif (x)/p = e −2πi(k+r) = e −2πir .
But, we always have |2πir| < 2π. Thus, by the generating function of Bernoulli numbers
for z = −2πir, we obtain by exactly the same procedure we followed previously, that
Hence,
and therefore we obtain the following theorem.
number of its integral points can be expressed in the form
where L is an integer such that |f (x)/p| < 1, for every integer x, with 0 ≤ x ≤ L. Similarly, if a < −3(p − 1) 2 and b ≤ 0, the number of integral points on the elliptic curve can be expressed in the form
where L is an integer such that |f (x)/p| < 1, for every integer x, with L + 1 ≤ x ≤ p − 1. The functions S(x), Q(x), R(x), Q 1 (x), R 1 (x) and W (r) are defined by (5), (7), (9) and (10), respectively.
In the case where −3(p − 1) 2 ≤ a < 0 the function f (x) is neither increasing nor decreasing for the whole interval of x. In that case, we would have to break the sum into more than two summands in order to apply the above technique. For the cases of a which we investigated, the only thing remaining is to identify the value of L for a given elliptic curve (mod p). But, this is always possible since it suffices to solve the equation x 3 + ax + b − p = 0 and from the solution, choose the appropriate value for L. For example, given the elliptic curve with equation y 2 = x 3 + 5x + 37 and the prime number p = 1087, it follows that x 0 = 10 is the solution of the equation x 3 + 5x + 37 − 1087 = 0 and therefore we obtain L = 9.
Computing the function S(x)
It is well known (see [20] ) that
for every t ∈ R, such that |t| < 1, where γ denotes the Euler-Mascheroni constant. Let f (x) be a polynomial function, such that |f (x)| < p, where 0 ≤ x ≤ p − 1.Then, by (11) we can write
Because of the uniform convergence of the above series, differentiating we get
However, for any t > 0, it can be proved that (see [5] )
Thus, since we are investigating the case when f ′ (x) is either strictly positive or strictly negative (i.e. nonzero), we have
But, by (11) it is evident that for every t ∈ R, such that |t| < 1, we have
Hence, if we substitute again t by f (x)/p, where |f (x)| < p and then calculate the derivative of both sides, we obtain
Equivalently,
Therefore, by adding (12) and (13) by parts, we obtain the following Proposition.
But, it is easy to see that both series A 1 (x) and B 1 (x) converge to a real number. Therefore, (14) gives an explicit formula for the representation of S(x), when |f (x)| < p. In order to find an upper and a lower bound for S(x), we shall use the following lemma.
Lemma 3.2. Let α, β be real numbers, such that β > α > 0. Then,
Proof. Recall the geometric series
which converges uniformly in the interval (−θ, θ), where 0 < θ < 1. Thus,
where k = j + 1. Hence,
and thus J = lim
However,
Therefore,
, where δ 1 and δ 2 are real constants. But, for 0 < ǫ < 1 we have
and hence
for c > 0, it follows that the series J converges uniformly and absolutely for every ǫ, such that 0 < ǫ < 1. Therefore, we can interchange the sum with the limit for ǫ → 0 + .
The above lemma yields that
for every λ, such that λ > 0. Hence, for λ = 1 ± f (x)/p , we obtain
and evidently
where ζ(s) stands for the Riemann zeta function. Therefore, from (14) and the above relation, we obtain
Computing the function W (r) in terms of r
Recall that
where r = r(x, p). To compute W (r) in terms of r, we shall follow a similar procedure to that of the previous section. Assume that f (x)/p ∈ Z. Then, r = 0 and also r is locally differentiable. Then, if we set t = r in (11), we get
Differentiating with respect to x, we have
Similarly, by setting t = −r in (11) it follows that
By (15) and (16), we obtain the following Proposition and B 2 (r) = n≥1 1 n(n + 1 + r) .
2 By r ′ we denote the derivative dr(x, p)/dx.
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As expected, by (17) we see that the function W (r) converges to a real number. The above result holds true only when f (x)/p is not an integer and thus r is differentiable. But, if this is not the case, it is clear that r = 0 and therefore W (r) = 0. However, according to Lagrange's Theorem for polynomials (see [17] ) we know that for any polynomial of the form h(x) = a n x n + a n−1 x n−1 + · · · + a 1 x + a 0 ,
where a 0 , a 1 , . . . , a n ∈ Z, the polynomial congruence
where p is a prime number, such that a n ≡ 0 (mod p), has at most n solutions. Therefore, in our case, it is evident that the polynomial congruence
where f (x) = x 3 + ax + b, has at most 3 solutions. In other words, there exist at most 3 values of x ∈ M p , such that r = 0.
Some remarks concerning the fractional part of f (x)/p
In the previous section, we have computed the function W (r) in terms of the fractional part r of the function f (x)/p. Generally, we could say that the fractional part of an arbitrary function has a relatively random behavior. However, the fractional part r has a more predictable behavior. In this section, we will present some basic properties of the function r. It is evident that the number of factors 3 of n ! which are divisible by p, is equal to ⌊n/p⌋. Note that by ⌊u⌋ we denote the greatest integer not exceeding the real number u. However, for any integer n we know that (18) f (x) = a n x n + a n−1 x n−1 + · · · + a 1 x + a 0 , where a 0 , a 1 , . . . , a n ∈ Z and x ∈ M p , such that f (x) ≥ 0, it follows that
e 2πimk/p , when f (x) ≥ 1, and obviously is equal to zero when f (x) = 0. Thus, we obtain the following Proposition.
