Abstract-Neural networks (NNs) have been successfully applied to solve a variety of application problems including classification and function approximation. They are especially useful as function approximators because they do not require prior knowledge of the input data distribution and they have been shown to be universal approximators. In many applications, it is desirable to extract knowledge that can explain how the problems are solved by the networks. Most existing approaches have focused on extracting symbolic rules for classification. Few methods have been devised to extract rules from trained NNs for regression. This article presents an approach for extracting rules from trained NNs for regression. Each rule in the extracted rule set corresponds to a subregion of the input space and a linear function involving the relevant input attributes of the data approximates the network output for all data samples in this subregion. Extensive experimental results on 32 benchmark data sets demonstrate the effectiveness of the proposed approach in generating accurate regression rules.
I. INTRODUCTION
T HE LAST two decades have seen a growing number of researchers and practitioners applying neural networks (NNs) to solve a variety of problems such as pattern classification and function approximation. For classification problems, the outputs, and often the inputs as well, are discrete. On the other hand, function approximation or regression problems have continuous inputs and outputs, and the function or regression may be nonlinear. In many applications, it is desirable to extract knowledge from trained neural networks for the users to gain a better understanding of how the networks solve the problems. Most existing research works have focused on extracting symbolic rules for solving classification problems [1] . Few methods have been devised to extract rules from trained neural networks for regression [2] .
The rules generated from neural networks should be simple enough for human users to understand. Rules for function approximation normally take the form: if (condition is satisfied), then predict , where is either a constant or a linear function of , the attributes of the data. This type of rules is acceptable because of their similarity to the traditional statistical approach of parametric regression.
A single rule cannot approximate the nonlinear mapping performed by the network well. One possible solution is to divide the input space of the data into subregions. Prediction for all samples in the same subregion will be performed by a single linear equation whose coefficients are determined by the weights of the network connections. With finer division of the input space, more rules are produced and each rule can approximate the network output more accurately. However, in general, a large number of rules, each applicable to only a small number of samples, do not provide meaningful or useful knowledge to the users. Hence, a balance must be achieved between rule accuracy and rule simplicity.
This paper describes a method called rule extraction from function approximating neural networks (REFANN) for extracting rules from trained neural networks for nonlinear function approximation or regression. It is shown that REFANN produces rules that are almost as accurate as the original networks from which the rules are extracted. For some problems, there are sufficiently few rules that useful knowledge about the problem domain can be gained. REFANN works on a network with a single hidden layer and one linear output unit.
To reduce the number of rules, redundant hidden units and irrelevant input attributes are first removed by a pruning method called NN pruning for function approximation (N2PFA) before REFANN is applied. The continuous activation function of the hidden unit is then approximated by either a three-piece or a five-piece linear function. The various combinations of the domains of the piecewise linear functions divide the input space into subregions such that the function values for all inputs in the same subregion can be computed as a linear function of the inputs.
This paper is organized as follows: Section II presents related works for function approximation, pruning, and rule extraction. Sections III-V describe our algorithms, namely N2PFA, approximation of nonlinear activation function, and REFANN. Two illustrative examples that show how the algorithms work in detail are presented in Section VI. Extensive experiments have been performed which show the effectiveness of the proposed method for function approximation. The results from these experiments are presented in Section VII. Finally, Section VIII concludes the paper with a discussion on the interpretability of the extracted rules and a summary of our contributions.
II. RELATED WORKS AND MOTIVATION
Existing NN methods for function approximation typically employ the radial basis function (RBF) networks [3] or combinations of RBF networks and other methods [4] . A disadvantage of RBF networks is that they typically allocate a unit to 1045-9227/02$17.00 © 2002 IEEE cover a portion of the input space. As a result, many units are required to adequately cover the entire input space, especially for a high-dimensional input space with complex distribution patterns. Networks with too many hidden units are not suitable for rule extraction because many rules would be needed to express their outputs. In contrast, our method adopts the multilayer neural network with one hidden layer, which has been shown to be a universal function approximator.
The number of rules extracted from such an NN increases with increasing number of hidden units in the network. To balance rule accuracy and rule simplicity (as discussed in Section I), an appropriate number of hidden units must be determined, and two general approaches have been proposed in the literature. The constructive algorithms start with a few hidden units and add more units as needed to improve network accuracy [5] - [7] . The destructive algorithms, on the other hand, start with a large number of hidden units and remove those that are found to be redundant [8] . The number of useful input units corresponds to the number of relevant input attributes of the data. Typical algorithms usually start by assigning one input unit to each attribute, train the network with all input attributes and then remove network input units that correspond to irrelevant data attributes [9] , [10] . Various measures of the contribution of an input attribute to the network's predictive accuracy have been proposed [11] - [15] . We have opted for the destructive approach since in addition to producing a network with the fewest hidden units, we also wish to remove as many redundant and irrelevant input units as possible.
Most existing published reports have focused on extracting symbolic rules for solving classification problems. For example, the MofN algorithm [16] and GDS algorithm [17] extract MofN rules; BRAINNE [18] , Bio-RE, Partial-RE, Full-RE [19] , RX [20] , NeuroRule [21] and GLARE [22] generate disjunctive normal form (DNF) rules; and FERNN [23] extracts either MofN or DNF rules depending on which kind of rules is more appropriate.
On the other hand, few methods have been devised to extract rules from trained NNs for regression. ANN-DT [24] is one such algorithm which is capable of extracting rules from function approximating networks. The algorithm regards NNs as "black boxes." It produces decision trees based on the networks' inputs and the corresponding outputs without analyzing the hidden units' activation values and the connection weights of the networks. In contrast, our REFANN method derives rules from minimum-size networks. It prunes the units from the original networks and extracts linear rules by approximating the hidden unit activation functions by piecewise linear functions.
III. NETWORK TRAINING AND PRUNING ALGORITHM
In this section we describe the N2PFA training and pruning algorithm. The available data samples , where input and target , are first randomly divided into three subsets: the training, the cross-validation and the test sets. Using the training data set, a network with hidden units is trained, so as to minimize the sum of squared errors augmented with a penalty term
where are positive penalty parameters, is the weight of the connections from input unit to hidden unit and is the weight of the connection from hidden unit to the output unit. The penalty term when minimized pushes the weight values toward the origin of the weight space, and in practice results in many final weights taking values near or at zero. Network connections with such weights may be removed from the network without sacrificing the network accuracy [25] .
The hidden unit activation value for input and its predicted function value are computed as follows:
is the value of input for pattern . The function is the hidden unit activation function. This function is normally the sigmoid function or the hyperbolic tangent function. We have used the hyperbolic tangent function . A local minimum of the error function can be obtained by applying any nonlinear optimization methods such as the gradient descent method or the quasi-Newton method. In our implementation, we have used a variant of the quasi-Newton method, namely the BFGS method [26] due to its faster convergence rate than the gradient descent method. The BFGS method with line search also ensures that after every iteration of the method, the error function value will decrease. This is a property of the method that is not possessed by the standard backpropagation method with a fixed learning rate.
Once the network has been trained, its hidden and input units are inspected as candidates for possible removal by a network pruning algorithm. A pruning algorithm called N2PFA has been developed. This algorithm removes redundant and irrelevant units by computing the mean absolute error (MAE) of the network's prediction. In particular, and , respectively, the MAEs on the training set and the cross-validation set , are used to determine when pruning should be terminated (5) where and are the cardinality of the training and crossvalidation sets, respectively.
Algorithm N2PFA:
Given: Data set . Objective: Find an NN with reduced number of hidden and input units that fits the data and generalizes well.
Step 1) Split the data into three subsets: training, cross-validation, and test sets.
Step 2) Train a network with a sufficiently large number of hidden units to minimize the error function (1). • Set , and .
• Set and go to Step 4.1). Else use the previous setting of network weights.
Step 5) Remove irrelevant inputs:
1) For each
, set for all and compute the prediction errors . 2) Retrain the network with for all where , and compute and of the retrained network. 3) If and , then • Remove input unit .
• Set and .
• Set and go to Step 5.1). Else use the previous setting of network weights.
Step 6) Report the accuracy of the network on the test data set.
The value of is used to determine if a network unit can be removed. Typically, at the beginning of the algorithm when there are many hidden units in the network, the training mean absolute error will be much smaller than the cross-validation mean absolute error . The value of increases as more and more units are removed. As the network approaches its optimal structure, we expect to decrease. As a result, if only is used to determine whether a unit can be removed, many redundant units can be expected to remain in the network when the algorithm terminates because tends to be small initially. On the other hand, if only is used, then the network would perform well on the cross-validation set but may not necessarily generalize well on the test set. This could be caused by the small number of samples available for cross-validation or an uneven distribution of the data in the training and cross-validation sets. Therefore, is assigned the larger of and so as to remove as many redundant units as possible without sacrificing the generalization accuracy. The parameter is introduced to control the chances that a unit will be removed. With a larger value of , more units can be removed. However, the accuracy of the resulting network on the test data set may deteriorate. We have conducted extensive experiments to find a value for this parameter that works well for the majority of our test problems.
IV. APPROXIMATING HIDDEN UNIT ACTIVATION FUNCTION
Having produced the pruned network, we can now proceed to extract rules that explain the network outputs as a collection of linear functions. The first step in our rule extraction method is to approximate the hidden unit activation function. We approximate the activation function by either a three-piece linear function or a five-piece linear function.
A. Three-Piece Linear Approximation
Since is antisymmetric, it is sufficient to illustrate the approximation just for the nonnegative values of . Suppose that the input ranges from zero to . A simple and convenient approximation of is to over-estimate it by the piecewise linear function as shown in Fig. 1 . To ensure that is larger than everywhere between zero to , the line on the left should intersect the coordinate with a gradient of , and the line on the right should intersect the coordinate with a gradient of . Thus, can be written as
The point of intersection of the two line segments is given by (7) The total error of estimating by is given by as (8) That is, the total error is bounded by a constant value.
Another simple linearization method of approximating is to under-estimate it by a three-piece linear function. It can be shown that the total error of the under-estimation method is unbounded and is larger than that of the over-estimation method for .
B. Five-Piece Linear Approximation
By having more line segments, the function can be approximated with better accuracy. 
The underlying idea for this approximation is to find the point that minimizes the total area of the triangle and the two trapezoids (10) , , and are expressed in terms of a constant and the free parameter (11) (12) (13) The bisection method [27] for one-dimensional optimization problems is employed to find the optimal value of . The total error of estimating by this linear approximation is computed to be as (14) V. RULE GENERATION REFANN generates rules from a pruned NN according to the following steps.
Algorithm REFANN: Given: Data set and a pruned network with hidden units. Objective: Generate linear regression rules from the network.
Step 1) Train and prune a network with one hidden layer and one output unit.
Step 2) For each hidden unit : 1) Determine from the training samples. 2) If the three-piece linear approximation is used:
• Compute [ (7)].
• Define the three-piece approximating linear function as if if if .
• Using the pair of points and of function , divide the input space into subregions.
3) Else if the five-piece linear approximation is used:
• Find using the bisection method and compute and according to (11) and (12 • Using the points divide the input space into subregions.
Step 3) For each nonempty subregion, generate a rule as follows: 1) Define a linear equation that approximates the network's output for input sample (15) where (16) 2) Generate the rule condition: ( and and ), where is either , , or for the three-piece approximation approach; or is either , , , , or for the five-piece approximation approach.
Step 4) (Optional) Apply C4.5 [28] to simplify the rule conditions. In general, a rule condition is defined in terms of the weighted sum of the inputs [see (16) ] which corresponds to an oblique hyperplane in the input space. This type of rule condition can be difficult for the users to interpret. In some cases, the oblique hyperplanes can be replaced by hyperplanes that are parallel to the axes without affecting the prediction accuracy of the rules on the data set. Consequently, the hyperplanes can be defined in terms of the isolated inputs, and are easier for the users to understand. In some cases of real-life data, this enhanced interpretability would come at a possible cost of reduced accuracy. If the replacement of rule conditions is still desired, it can be achieved by employing a classification method such as C4.5 in the optional Step 4).
VI. ILLUSTRATIVE EXAMPLES
The following examples of applying REFANN on two different data sets illustrate the working of the algorithm in more details. 1 The input attributes of the first data set are continuous, while those of the second data set are mixed. These two problems are selected because the pruned networks have few hidden units and the extracted rules have better accuracy than multiple linear regression. For both problems, we applied the three-piece linear approximation.
Example 1-Pollution Data Set:
The data set has 15 continuous attributes as listed in Table I . The goal is to predict the total age-adjusted mortality rate per 100 000 (MORT). The values of all 15 input attributes were linearly scaled to the interval [0, 1], while the target MORT was scaled so that it ranged in the interval [0, 4] .
One of the networks that had been trained for this data set was selected to illustrate in details how the rules were extracted by REFANN. This network originally had eight hidden units, but only one hidden unit remained after pruning. The number of training, cross-validation and test samples were 48, six, and six, respectively. Only the connections from inputs PRE, JAT, JUT, HOU, NOW, and SO2 were still present in the pruned network.
The weighted input value with the largest magnitude was taken as and the value of was computed according to (7) to be 0.6393. Therefore, the hyperbolic tangent function was approximated by
The three subsets of the input space were defined by the following inequalities.
• Region 1: PRE JAT JUT HOU NOW SO2 .
• Region 2: PRE JAT JUT HOU NOW SO2 .
• Region 3: PRE JAT JUT HOU NOW SO2 . It should be noted that the coefficients of the two parallel hyperplanes that divide the input space into the three regions are equal to the weights from the th input unit to the hidden unit. Upon multiplying the coefficients of by the connection weight value from the hidden unit to the output unit [see (15) An optional final step of REFANN is to describe the three input subspaces by rule conditions generated by C4.5. All training samples in Region 1 were given a target value of 1, in Region 2 a target value of 2, and in Region 3 a target value of 3. The following rules were generated by C4.5.
Rule . The errors of the pruned NN and the rule sets are shown in Table II . We combined the training and cross-validation sets and obtained the coefficients of the linear regression that fit the samples. Using the backward regression option of SAS [29] , none of the input attributes was found to be significant at the default significance level of 0.10. The errors from linear regression on the test set are included in Table II for comparison. In addition to the MAE and the root mean squared error (RMSE), we also show the relative root mean squared error (RRMSE) and the relative mean absolute error (RMAE) RRMSE
RMAE (18) where the summation is computed over the samples in the test set and is the average value of in the test set. These relative errors are sometimes preferred over the usual sum of squared errors or the mean absolute error because they normalize the differences in the output ranges of different data sets. An RRMSE TEST SET or an RMAE that is greater than 100 indicates that the method performs worse than the method that simply predicts the output using the average value of the samples.
The results from this example highlight the effectiveness of the REFANN algorithm in splitting the input space into subspaces, where in each subspace a linear equation is generated. By applying different equations depending on the values of the input data, the accuracy of the predictions is significantly improved. The error statistics also indicate that the prediction quality of the rules is very close to those of the pruned network. The training data set contained 318 samples, while the cross validation and test sets contained 40 samples each. The unarycoded data required the NN to have 26 input units. One of the smallest pruned networks has only one hidden unit and seven input units left. The relevant network inputs and their corresponding attributes in the original data set are the following: 1) iff cylinders 2 is greater than three; 2) iff model is later than 78; 3) iff model is later than 76; 4) iff model is later than 73; 5) iff origin is one; 6) is the continuous attribute horsepower; and 7) is the continuous attribute weight.
Using the three-piece linear approximation of the hidden unit activation function, a rule set consisting of just two rules was obtained.
Rule Set 2: Rule 1: if Region 1, then . . We compare the predictive accuracy of the extracted rules with the NN and multiple linear regression in Table III . The multiple linear regression model has 14 parameters that are significant at . Fitting the data with more input attributes, however, does not give a better model as shown by the RMSE and MAE of this model. By using a pruned NN to divide the input space into two regions and having a linear equation in each of these regions for prediction, the RMSE and MAE are reduced by 18% and 27%, respectively.
VII. EXPERIMENTAL RESULTS
Two sets of experiments were conducted to evaluate the performance of the proposed algorithms. The first set of experiments test N2PFA's accuracy in nonlinear function approximation on standard benchmark data (Section VII-A). The second set of experiments measure the complexity and accuracy of the rules extracted by REFANN (Section VII-B).
A. N2PFA Results
There have been a number of papers that propose algorithms for constructing and/or training NN for regression [6] , [30] - [33] . A recent paper by Frank et al. [34] compares the results of naive Bayes methodology for regression to those from other regression methods including linear The data sets used in the experiment and the summary of their attribute features are listed in Table IV . They are shown in increasing order of the number of samples. Most of the data sets consist of both numeric and discrete attributes. The total number of attributes ranges from two to 25. Except for problem no. 19 pwLinear, all the other problems are from real-world domains.
The following experimental setting were used to obtain the statistics from our network pruning algorithm:
• Ten-fold cross-validation scheme: We divided each data set randomly into ten subsets of equal size. Nine subsets were used as the training set . The samples in one of these subsets formed the cross-validation set . The predictive accuracy rates of the pruned networks and the extracted rules were computed on the one remaining subset of samples not used for training and cross-validation. This procedure was performed ten times so that each subset was tested once. Test results were averaged over 20 ten-fold cross-validation runs.
• The same set of penalty parameter values in the penalty term (2) was used: and .
• The value of was set to 0.02 when hidden units were being pruned. This value was reset to when input units were being pruned in Step 5) of N2PFA.
• The starting number of hidden units for all problems was eight. The numbers of input units are shown in Table IV . The number of input units includes one unit with a constant input value of one to implement hidden unit bias.
• The BFGS algorithm for network training was terminated (i.e., the network was assumed to have been trained) if the relative decrease in the error function value (1) after two consecutive iterations is less than 10 .
• One input unit was assigned to each continuous attribute in the data set. Discrete attributes were unary-coded. A discrete attribute with possible values was assigned network inputs.
• Continuous attribute values were scaled to range in the interval [0, 1], while unary-encoded attribute values were either zero or 0.2. We found that the 0/0.2 encoding produced better generalization than the usual 0/1 encoding for most of the data sets we experimented with.
• A missing continuous attribute value was replaced by the average of the nonmissing values. A missing discrete attribute value was assigned the value "unknown" and the corresponding input was set to the zero vector .
• The target output values were linearly scaled to range in the interval , where was either four or 16. Our results are summarized in Tables V and VI . For comparison purpose, we also include the results from Frank et al. [34] , who had applied four other regression methods on the data sets. Naive Bayes (NB) method [34] applies Bayes' theorem to estimate the probability density function of the target value given an input sample . The method assumes that given the predicted value , the attributes of are independent of each other. LR is the standard linear regression method. Attribute selection was accomplished by backward elimination. The -nearest neighbor ( NN) is a distance-weighted -nearest neighbor method. The value of varied from one to 20 and the optimal value of was chosen using leave-one-out cross-validation on the training data. The model-tree predictor method M5 generates binary decision trees with linear regression functions at the leaf nodes [35] . This method is an improved reimplementation of Quinlan's M5 [36] .
To compare the pruned NN accuracy on a test problem with that of another method, we computed the estimated standard error of the difference between the two means. The statistic for testing the null hypothesis that the two means are equal was then obtained. We conducted a two-tailed test with significance level . The means and standard deviations in columns NB, LR, kNN, and M5 shown in bold indicate that the error means are significantly higher or worse than the corresponding figures of the pruned NNs. Those printed in italic are significantly lower than the corresponding NN error means. Table VII summarizes the results presented in Tables V and  VI. We can see from the number of NN wins that the pruned NNs perform quite well compared to the other methods for regression. The nearest competitor is M5 . Using the RRMSE as the performance measure, the number of NN wins is almost the same as that of losses. However, when the errors are measured in terms of RMAE, pruned NN outperforms M5 in 13 data sets and produces significantly higher errors only on four data sets.
B. REFANN Results
We applied REFANN to each of the networks that had been pruned by the N2PFA algorithm. The results are summarized in Tables VIII-X. All the figures in these tables are averages and standard deviations from 20 replications of ten-fold cross-validation runs with different random data splitting for each ten-fold run. Table VIII shows the RRMSE, while Table IX shows Tables VIII and IX bold indicate average error rates of the pruned networks or the extracted rules that are significantly lower (higher) than the corresponding rates of M5 .
Table X summarizes the comparison results between REFANN and M5 . Approximation of the hidden unit activation function by a three-piece linear function deteriorates the predictive accuracy for most of the problems tested. On the other hand, the accuracy of the five-piece approximation are practically identical to the accuracy of the pruned networks. Table XI shows the average number of hidden units and input units in the pruned networks. For most of the problems, the number of remaining hidden units is significantly less than eight, the number of initial hidden units in the original networks. The number of input attributes left unpruned by the network pruning algorithm is shown in terms of the original attributes and the unary-encoded attributes. We have also included in this table the percentage reduction of the input attributes by pruning. The reduction in the original attributes of the data ranges from 0% for the servo data set to 90.62% for the cholesterol data set. In all of the 200 NNs trained and pruned on samples from the servo data set, all four attributes were still present. The reduction in encoded input attributes by pruning ranges from 7.80% for the meta data set to 95.63% for the breasttumor data set. The average reductions in the number of original attributes and encoded attributes for the 32 test data sets are 42.27% and 54.60%, respectively.
The number of rules presented in Table XII is the number of linear functions generated by the algorithm REFANN for each nonempty subregion of the input space. For problems such as servo and housing, REFANN generated a large number of rules which are not likely to aid our understanding about the relationship between the input and output of the data. For the remaining 30 data sets, REFANN has produced an average of 6.2 rules per set using the three-piece approximation and 10.94 rules per set using the five-piece approximation. The fidelity of the rules was computed to measure how similar the predictions of the rules were compared to those of the pruned networks Fidelity As expected, the fidelity of the rules from the five-piece approximation method is higher compared to that of the corresponding rules from three-piece approximation method. As REFANN approximates the activation of the individual hidden units, it can be expected to generate rules with much higher fidelity than "pedagogical" approaches. Pedagogical approaches such as the ANN-DT method [24] are rule extraction methods that extract global relationship between the input and output of a network without directly investigating the hidden unit activations [1] .
Finally, the last column of Table XII shows the average CPU time needed to execute the ten-fold cross-validation once. The time reported is the total time to train and pruned ten NNs plus the time to extract the rules from these networks using the threepiece and five-piece approximations. The codes for network training and pruning and for rule extraction were written in FORTRAN and run on a Sun Ultra Enterprise 450.
VIII. COMMENTS AND CONCLUSION
Essentially, producing rules understandable for humans in cases of approximation of nonlinear multivariable relationships is a challenging task. Rarely, if not only in trivial cases, are the outputs constant in selected variables, and even this may only be true in selected subregions of the input space. Let us call such an approximation by a number of constant conditions a zero-order approximation. Such representation of the domain is perhaps the most naive, and it does not describe most of the problems sufficiently well. It usually also produces a large number of rules, each typically containing logic operators relating input variables. The main advantage of such rules is that they are both natural and simplest to understand. More typically in real-life TABLE XI  THE AVERAGE NUMBER OF HIDDEN UNITS AND THE NUMBER OF INPUT ATTRIBUTES OF THE PRUNED NETWORKS problems, however, inputs are correlated, and output(s) needs to be expressed in terms of some form of algebraic expressions of input variables. This leads to the concept of a straightforward linear functional link between variables which is explored in this paper.
Linearization of the relationships between input variables can be understood as a first-order approximation. As such, exploring an interpolation based on linear combinations of inputs introduces a more realistic approximation technique as compared with zero-order technique. Because this representation reflects interactions between input variables (which is disregarded in zero-order approach), once the rule has been produced, the increased burden of its interpretation is shifted onto the user. To clearly understand the rule, or gain the knowledge about the domain, the user needs to grasp and reconcile all the existing interactions among variables. It should be noted that these interactions would differ in different subregions of input space, and they may involve multivariable scenarios.
Although the proposed rules in the form of linear combinations are not as easy to interpret as the ones resulting from zero-order approximation, they still offer a fair degree of transparency. The coefficients of each variable present in the rule are indicative of the degree and sign of the correlation of that variable with the output. This important feature of the knowledge domain could not be extracted from rules based zero-order approximation. As to the interpretability of the rules presented in this paper, more complex problems lead naturally to more rules each with larger numbers of antecedents compared to simple problems. The proposed technique offers a tradeoff between the number, accuracy, and interpretability of the rules.
Comparing these three measures of quality is difficult for a number of reasons. Interpretability of the rules is highly subjective and renders itself to different verdicts. Even if it could be somehow quantified, we still need to consider the number and the accuracy of the rules. Given the lack of an existing standard and the tradeoff between the three qualities of rule comparisons, we have evaluated the rules extracted by our method on the 32 benchmark data sets and have found our method to be comparable if not superior to other methods.
In this paper, we have described the algorithm N2PFA for pruning NNs that have been trained for regression and the algorithm REFANN for extracting linear regression rules from the pruned networks. The algorithm N2PFA produces pruned networks that are no less accurate than other regression methods for many of the problems that we have tested. The algorithm REFANN attempts to provide an explanation for the network outputs by replacing the nonlinear mapping of a pruned network by a set of linear regression equations. Using the weights of a trained network, REFANN divides the input space of the data into a small number of subregions such that the prediction for the samples in the same subregion can be computed by a single linear equation. REFANN approximates the nonlinear hyperbolic tangent activation function of the hidden units using TABLE XII  THE AVERAGE NUMBER OF RULES GENERATED, THEIR FIDELITY, AND THE AVERAGE CPU TIME FOR ONE TEN-FOLD CROSS-VALIDATION RUN a simple three-piece or five-piece linear function. It then generates rules in the form of linear equations from the trained network. The conditions in these rules divide the input space into one or more subregions. For each subregion, a linear equation that approximates the network output is generated. Experiments performed on a wide range of real-world problems show the effectiveness of the method in generating accurate rule sets with high fidelity.
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