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Abstract
Operator splitting (OS) methods represent a powerful strategy to solve an extensive range of mathematical
models in the form of differential equations. They have a long and celebrated history, having been successfully
used for well over half a century to provide efficient numerical solutions to challenging problems. In fact, OS
methods are often the only viable way to solve many problems in practice.
The simplest, and perhaps, most well-known OS methods are Lie–Trotter–Godunov and the Strang–
Marchuk methods. They compute a numerical solution that is first-, and second-order accurate in time,
respectively. OS methods can be derived by imposing order conditions using the Campbell–Baker–Hausdorff
formula. It follows that, by setting the appropriate order conditions, it is possible to derive OS methods
of any desired order. An important observation regarding OS methods with order higher than two is that,
according to the Sheng–Suzuki theorem, at least one of their defining coefficients must be negative. Therefore,
the time integration with OS methods of order higher than two has not been considered suitable to solve
deterministic parabolic problems, because the necessary backward time integration would cause instabilities.
Throughout this thesis, we focus our attention on high-order (i.e., order higher than two) OS methods.
We successfully assess the convergence properties of some higher-order OS methods on diffusion-reaction
problems describing cardiac electrophysiology and on an advection-diffusion-reaction problem describing
chemical combustion. Furthermore, we compare the efficiency performance of higher-order methods to second-
order methods. For all the cases considered, we confirm an improved efficiency performance compared to
methods of lower order.
Next, we observe how, when using OS and Runge–Kutta type methods to advance the time integration, we
can construct a unique extended Butcher tableau with a similar structure to the ones describing Generalized
Additive Runge–Kutta (GARK) methods. We define a combination of methods to be OS-GARK methods.
We apply linear stability analysis to OS-GARK methods; this allows us to conveniently analyze the stability
properties of any combination of OS and Runge–Kutta methods. Doing so, we are able to perform an
eigenvalue analysis to understand and improve numerically unstable solutions.
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1 Introduction
Operator splitting (OS) methods represent a powerful strategy to solve an exceptionally broad range of
mathematical models in the form of differential equations. They have a long and celebrated history, having
been successfully used for well over half a century to provide efficient numerical solutions to challenging
problems, and they remain an active area of research effort; see, e.g., [Yan71, Mar90, HV03, GMS06, GOY16]
and references therein, for thorough expositions of methods and applications. In particular, compelling
applications of OS methods come from diverse areas of science and engineering, including direct numerical
simulation of particulate and free-surface flows [GPH+01], quantum mechanics [BJM02, Tha08], reactive
flows [OB05], real-time simulation of fuel cells [KIFS10], chemotaxis [TSL00, GV02], and cardiac simulations [CS18a,
CS18b, STZ16, ZMSS14], to name only a few. In fact, OS methods are often the only viable way to solve
many problems in practice.
The simplest, first, and, perhaps most well-known OS methods is the Lie–Trotter–Godunov method
[LE70, Tro59, God59]. The Lie–Trotter–Godunov method splits the original problem into two sub-problems,
performs an integration on each operator at each time-step, and computes a numerical solution that approximates
the exact solution to a degree which is first-order accurate. Another well-known OS method is the one
discovered independently by Strang [Str68] and Marchuk [Mar71]. This method was derived based on a
symmetrization principle by carrying out two half steps of the Lie–Trotter–Godunov method with reversed
sequence. The Strang–Marchuk method computes a numerical solution that is second-order accurate.
Although the Lie–Trotter–Godunov and the Strang–Marchuk methods are the most famous splitting
methods, it is possible to derive OS method of any desired order. To do so, it is necessary to impose
order conditions to guarantee the proper order of convergence. Such order conditions can be derived by
approximating the product of the sub-flows of the sub-problems obtained via OS using the Campbell–
Baker–Hausdorff formula to get a series of commutators in powers of the time-step [HLW06]. This way,
the Campbell–Baker–Hausdorff formula can be used to derive order conditions to obtain OS methods of any
order. One important observation is that, when deriving an OS method of order higher than two, at least
one of the defining coefficients that characterize an OS method must be negative. This result was proven
independently by Sheng [She89] and Suzuki [Suz91] in 1989 and 1991, respectively, and, later, by Goldman
and Kaper [GK96], who showed that each operator must have a negative coefficient.
Both the Lie–Trotter–Godunov and the Strang OS methods do not have negative coefficients. For this
reason, these methods are considered stable for solving problems where the differential equation is well-posed
for forward time integration. In fact, the presence of negative coefficients translates into a need for backward
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time integration, which is unstable for solving deterministic parabolic systems.
Throughout this thesis, we focus our attention on high-order (i.e., order higher than two) OS methods.
We start by assessing the convergence properties of some higher-order OS methods on one- and three-
dimensional reaction-diffusion problems describing cardiac electrophysiology via the bidomain [SLC06] and
monodomain [Tun78] models. In all the problems, expected rates of convergence of high-order OS methods are
successfully demonstrated on different examples with a variety of initial conditions and cell models, including
the Niederer benchmark problem [NKB+11]. Having established the proper order of convergence of high-order
OS methods, we focus our attention on their efficiency performance. Results show that using higher-order
OS methods reduces the CPU time needed to complete the simulations by 20% to 40% depending on the
problem considered. We successfully conduct similar experiments to verify the convergence and the efficiency
of higher-order OS on an advection-diffusion-reaction problem describing chemical combustion [BCP11]. The
expected order of convergence and a better efficiency performance are achieved on the combustion problem
as well.
We observe that such extended Butcher tableaux have a similar structure to the ones describing Generalized
Additive Runge–Kutta (GARK) methods. This observation leads to the conclusion that the combination of
OS and Runge–Kutta methods used for the time integration can be written as a GARK method scaled by
the coefficients of the OS method chosen. We define these methods to be OS-GARK methods.
We study the stability of the OS-GARK method by applying linear stability analysis. Doing so, we derive
a stability function that can be written as the product of the stability functions of the Runge–Kutta methods
used in the integration scaled by the coefficients of the OS methods. With this result, we can conveniently
analyze the stability of any combination of OS and Runge–Kutta methods used.
Being able to plot the stability region results particularly useful in cases where the solution of a split
problem is unstable. In fact, it is sometime possible to understand numerically unstable solutions by obtaining
the eigenvalues of the Jacobian and by verifying whether they are captured by stability region or not. We apply
this stability theory to a variety of problems with stable and unstable solutions, including the combustion
problem and the Brusselator equations [PL68].
1.1 Contributions of the Thesis
1. We assessed the convergence of OS methods with order higher than two on problems describing cardiac
electrophysiology in one and three dimensions using a variety of initial conditions and cell models.
We demonstrated gains in efficiency between 15% and 30% in terms of CPU time of such high-order
methods on the same set of cardiac problems. Similar results were obtained when solving an advection-
diffusion-reaction problem describing chemical combustion.
2. We showed how, by choosing an OS method and Runge–Kutta type integrators, it is possible to
construct an extended Butcher tableau with the same structure as the extended Butcher tableau
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describing GARK methods. It follows that the time integration performed using an OS method together
with Runge–Kutta integrators can be written as a GARK method with the coefficients scaled by the
coefficients of the OS method. We defined such methods to be OS-GARK methods.
3. We performed a linear stability analysis of OS-GARK methods to show how it is possible to derive a
stability function for OS-GARK methods that can be simplified as the product of the stability functions
of the integrators scaled by the coefficients of the OS method.
4. We used the presented stability theory to justify stable and unstable behaviours in the solution of
various problems, such as the Brusselator problem and a chemical combustion problem.
Results about the convergence and the gains in efficiency of OS methods with order higher than two
can be found in [CS18a]. In [CS18a], we demonstrate that it is possible to obtain stable results
from third-order OS methods applied to the bidomain and monodomain models describing cardiac
electrophysiology. Furthermore, the authors demonstrate the accompanying gains in efficiency obtained
using higher-order OS compared to lower-order methods on a number of illustrative problems.
Further empirical results about the stability of OS of order four are presented in [CS18b]. In [CS18b],
we demonstrate the stability of OS methods of up to order four to solve the bidomain and monodomain
models on several examples arising in the field of cardiovascular modeling.
Finally, empirical results about the efficiency of OS methods of order four were presented in [CS19]. In
[CS19], we compare the performance of fourth-order OS methods with real and complex to solve the
Niederer problem [NKB+11], a well-defined benchmark in cardiac tissue electrophysiology, as well as a
variant with a stiffer cell model.
1.2 Structure of the Thesis
The remainder of this thesis is structured into four chapters. In chapter 2, we present a review of OS methods
from a historical point of view. In chapter 3, we focus on the stability of OS methods. We present the state
of the art regarding the stability of OS methods, our results about the construction of the extended Butcher
tableau and we derive the stability function. In chapter 4, we present numerical experiments demonstrating
the convergence, efficiency, and stability properties of high-order OS methods. Finally, in chapter 5, we
describe our conclusions and possible directions for future work.
3
2 Literature Review of Operator Splitting Methods
This chapter provides the background information associated with the main concepts of OS methods.
In section 2.1, we present the theoretical framework behind OS methods, including the issue of positivity
preservation and the treatment of boundary conditions. In section 2.2, we present a historical review of
OS methods from the first low-order methods to the more recent higher-order ones, including methods with
complex coefficients.
2.1 Theoretical Background
OS methods have a broad range of applications. This can be understood by the fact that they are particularly
useful when discretizing systems that are large, coupled, and non-linear. Simulating such systems typically
poses a number of challenges. In order to cope with such challenges, a well-known classic strategy is divide-
and-conquer. OS methods attempt to decouple the systems under consideration into smaller and simpler
sub-systems that can potentially be solved more readily with specialized techniques.
In this chapter, we present a survey of OS methods from a largely historical perspective. The theory is
illustrated in terms of a basic 2-additive splitting, but it is easily generalizable to N -additively split systems,
and the notation is kept general in order to ease the interpretation to many possible applications.
It is useful to start our discussion about OS methods by presenting their general theoretical framework.
Consider the following Cauchy problem
dy
dt
= A(y) = A[1](y) +A[2](y), y(0) = y0, (2.1)
where the (generally non-linear) operator A(·) has been additively split into two terms A[1](·) and A[2](·)
and y0 is the given initial condition (IC). The exact flow of (2.1) can be written as
φt(y0) = e
tDId(y0),








where Aj refers to the “component” j of A(·); see, e.g., [HLW06] for more details.









that are somehow more desirable to solve. The composition of the associated flows φ[l]t , l = 1, 2, of the
sub-problems in (2.2) can be written as per the following lemma.
Lemma 2.1.1 (Gröbner 1960 [HLW06]). Let φ[1]s and φ
[2]
t be the flows of the differential equations in (2.2),







where D[1] and D[2] are the Lie derivatives of A[1] and A[2], respectively, and where Id defines the identity.









which represents the exact flow φt of (2.1). The product of the exponentials in (2.3) can approximate the




























Throughout this thesis, we focus our attention on the class of fractional-step methods; see, e.g., [LeV92].
To understand how to derive methods belonging to this class, we consider an evolution equation in the form











S∆t(y) = Sαs∆t ◦ Sαs−1∆t ◦ · · · ◦ Sα1∆t(y), (2.5)
so that


















, k = 1, 2, . . . , s, (2.6)
where, for coefficients α[l]k , the index l runs over the operators and the index k runs over the stages of the
method.
The solution information from the end point of each sub-flow with fractional step α[l]k is used as the initial
condition for the start of the subsequent sub-flow. An example of a two-stage, two-additive OS method with




k = 1, k, l = 1, 2, to advance the numerical solution from time tn to time




k = tn + ∆t, l = 1, 2 is depicted in Figure 2.1. The solid lines denote sub-flows, and the















Figure 2.1: Schematic of a two-stage, 2-additive OS method. The solid lines denote the sub-flows,
and the dashed lines denote the transfer of solution information between sub-flows.






















 , l = 1, 2, k = 1, 2, . . . , s, (2.8)
for appropriate α[l]k , an algorithm for a generic OS method applied to (2.2) is given in Algorithm 1, where
it is assumed the sub-system with A[1] is solved first. For the sub-steps that require solving the sub-system
with the operator A[2] first, the order of the solves and the associated indexing and temporary variables are
reversed.
Algorithm 1 One step of an s-stage 2-additive OS for a generic Cauchy problem (2.1) with abscissae given
by (2.8)
Require: α[l]0 = 0, l = 1, 2; t = tn; y
[1]
n ≈ y(tn).
1: for k = 1 to s do
2: Solve the sub-system
3: ẏ[1] = A[1](y[1]) for t[1]n,k ≤ t ≤ t
[1]
n,k+1
4: subject to the local IC y[1](t[1]n,k) = y
[2]
n,k and the prescribed BCs to obtain y
[1]
n,k+1.
5: Solve the sub-system
6: ẏ[2] = A[2](y[2]) for t[2]n,k ≤ t ≤ t
[2]
n,k+1
7: subject to the local IC y[2](t[2]n,k) = y
[1]




9: return yn+1 = y
[2]
n,s ≈ y(tn+1).
The two sub-systems solved in Algorithm 1 can be thought of as advancing the first sub-flow Sα1∆t in




Figure 2.1. The subsequent sub-flows in (2.5) can be executed in a similar fashion to complete the integration
to time t = tn+1. Of course, to ensure that the overall OS method attains the desired order p of accuracy in
time, we need to approximate the flows of both sub-systems to at least order p.
2.1.1 Positivity Preservation
In this section, we describe some results regarding positivity preservation on certain classes of problems solved
using OS.
Although the analysis and the treatment of positivity preservation is not studied in any other section of
the thesis, positivity preservation is an important feature in numerous applications, specifically those that
come from computational biology or chemistry, where the state variables may represent population sizes,
densities, absolute temperatures, or concentrations; see, e.g. [EK01, Mur03, Dur10].
Many results are centred on the theme that the composition of positive operators is a positive operator [Kos80].
Therefore, exponential operator splitting methods preserve positivity provided that the defining sub-flows do
so.
An example based on this theme is given in [HKO12]. In this study, the authors consider an inhomogeneous
semi-linear parabolic problem of the form
∂y
∂t
= Ay + f(y), y(0) = y0. (2.9)
Positivity is lost when trying to solve (2.9) by using unconditionally positive Runge–Kutta or multistep
methods (see, [San01, BC78]) of order p > 1. As explained in [HKO12], the situation improves when using
exponential Runge–Kutta or exponential multistep methods. In fact, positivity is lost when using methods
of order p > 2 belonging to these classes. However, none of the these methods preserves positivity for semi-
linear parabolic problem. This issue can be overcome by using exponential operator splitting methods (see
[HKO12, RS11]). In fact, OS methods are used to make direct use of the split sub-flows to help preserve
properties of the exact flow under numerical discretization because they are constructed to preserve the
properties of the exact flow. An immediate consequence of this simple observation is the following result.
Proposition 2.1.2 (Hansen 2012, [HKO12]). If the semigroups e−tA and e−tf generated by A and f are
positive and solved exactly , then the (combined) (see e.g.,[HKO12]) Strang splitting (2.24) preserves the
positivity of the numerical flow.
A stronger result to preserve positivity when using high-order OS was presented in [RS11], where up to
fourth-order accuracy was achieved by splitting the Vlasov–Poisson system using second- and fourth-order
OS methods defined by Strang and Yoshida (see sections 2.2.2 and 2.2.3 of this thesis), and by solving the
sub-flows using a semi-Lagrangian method of the appropriate order and such that the overall system preserves
positivity after each time step.
Despite these results, a general theory about preserving positivity using OS methods is lacking. We
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encourage the interested reader to refer to the literature (see e.g., [HKO12, San01, BC78, RS11] and references
therein) when dealing with positivity preservation on particular problems.
2.1.2 Treatment of Boundary Conditions
In many applications, the solution of Cauchy problem (2.1) is the result of a method-of-lines discretization of
a partial differential equation (PDE). When applying OS methods in such cases, it is important to consider
the treatment of boundary conditions (BCs). In particular, it is shown in [CGA94] that the conventional way
of imposing BCs at the intermediate stages by using the prescribed value of the boundary data inevitably
reduces the accuracy to first order, independently of the order of accuracy of the difference operator. In
[CGAD95], Carpenter and collaborators presented the simultaneous approximation term (SAT) as a general
technique to impose correct intermediate boundary values for linear PDEs to attain the full order of accuracy.
The SAT technique solves a linear combination of the BCs and the differential equations near the boundary.
However, the approach presented in [CGAD95] was not suitable for non-linear PDEs solved with integrators
of order higher than three. The solution to the non-linear case was given in [AGC96], where Abarbanel,
Gottlieb, and Carpenter presented a variation of the linear SAT method. The idea behind the solution for
the non-linear case comes from the fact that the linear SAT yields intermediate values for the boundary
terms that have the required degree of accuracy. By using a linear combination of such terms computed
with the linear SAT, the authors were able to recover a scheme that attained the required degree of accuracy
for non-linear PDEs. We refer the interested reader to [AGC96] for more details and to [DRFHZ14] for a
comprehensive review about SAT.
In [HV03], Hundsdorfer and Verwer point out that, when solving PDEs using an OS method with order
p > 2, the unavoidable negative time-steps (see subsection 2.2.3) could limit the effectiveness of higher-order
OS methods. In fact, as pointed out also in [Sor07], diffusion or reaction terms could lead to instabilities
when using backward time integration. For this reason, the use of higher-order methods has been focused
on conservative problems where BCs are not relevant such as the Schrödinger equation and Hamiltonian
systems [HV03]. In general, difficulties with OS methods may arise for PDE problems where BCs are physical
conditions for the entire problem and BCs for the sub-steps are missing. So, when taking a step using OS,
these physical conditions may not be obvious, and one may have to reconstruct them for the specific splitting
in consideration; see [HV03] for more details.
Other problems related to OS methods and the treatment of BCs arise when dealing with advection
problems with Dirichlet BCs at the inflow boundary [HV03]. In particular, when using higher-order OS
methods, we necessarily need to take backwards steps (see section 2.2), which require backward-in-time
boundary values at the outflow of the boundary as well [HV03].
More recently, various authors came across the issue of order reduction when applying OS methods
especially in the context of diffusion-reaction PDEs. In 2015, Einkemmer and Ostermann [EO15] considered
the case where the BCs on the domain Ω were time-dependent and of inhomogeneous Dirichlet type. In those
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cases, the OS procedure does not retain the correct order. To overcome this problem, the authors proposed
to rewrite the problem in such a way that homogeneous boundary conditions can be imposed (see [EO15] ).
In the following year, the same authors [EO16] proposed correction for a semi-linear diffusion-reaction
problem with oblique Dirichlet BCs. The approach for this case is similar to the one adopted in [EO15],
where the BCs need to be modified by a time-dependent boundary condition constructed such as to avoid
order reduction (see [EO16]). It is useful to point out that a cheaper construction of this correction was
presented in [BV19].
Despite these results, to the best of our knowledge, a general theory and analysis of BCs for splitting
methods is lacking. As a general rule, the treatment of the boundaries should be as consistent as possible
with the method used on the interior of the domain [HV03].
2.2 A Brief History of Operator Splitting Methods
According to [CHMM78], the first operator splitting method on record was introduced in 1875 by Lie [LE70]
(reprinted 1888) in order to solve (2.1) in the case where A[1] and A[2] are twom×m time-dependent matrices
















yn, y(0) = y0, n = 0, 1, 2, . . . . (2.11)
In 1958, Trotter made the first important contribution to (2.11) by extending the theory to the case where
A[1] and A[2] are unbounded operators as follows: [Tro59]
Theorem 2.2.1 (Trotter). Let H be a Hilbert space, not necessarily separable. If A[1] and A[2] are self-
adjoint operators in H such that A[1] +A[2] is also self-adjoint in H, then (2.10) is satisfied for each t ∈ R
and for each y ∈ H.
Especially for high-dimensional problems, computing the exponential of a matrix can be a non-trivial
operation. Therefore, a matrix-free version of this method is usually used. Such equivalent version of the
method in (2.11) was introduced in 1959 by Godunov [God59] while he was working with non-linear systems
describing gas dynamics.
Godunov obtained a variation of the upwind method in which the local characteristics are not provided
by diagonalizing the Jacobian matrix, but rather by solving a series of Riemann problems forward in time.
In the Godunov method, the evolution from time tn to time tn+1 = tn + ∆t is computed by first assuming a
piecewise constant distribution of the data over the spatial grid. Then, solutions can be found by solving a
sequence of Riemann problems obtained by separating the contributions from the left and right states. The
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numerical solution to the problem is then obtained by piecing together the contributions from the different
solutions to the Riemann problems [LeV92].
The method, commonly named after Lie–Trotter [Tro59] or Godunov [God59], can be written in the
following way. Starting from (2.2), first solve
dy[1]
dt
= A[1]y[1], y[1](0) = y0,





= A[2]y[2], y[2](0) = y[1]∆t,
for t ∈ [0,∆t] to obtain y[2]∆t. According to the notation introduced in (2.6), the Lie–Trotter–Godunov method


















Figure 2.2: Schematic of the Lie–Trotter–Godunov method. The blue solid line denotes the flow of
the first sub-system, the dashed line denotes the transfer of solution information between sub-flows,
and the red line denotes the flow of the second sub-system.
The Lie–Trotter–Godunov method is perhaps the simplest and most well-known OS method. It computes
an approximation to the exact solution of (2.1) that is first-order accurate in the sense that the local splitting
error L is





This result can be derived by comparing the Taylor series of the exact solution y(t) with the approximate
solution y[2]∆t obtained via OS. We have

























which, when substituted into the above Taylor series, gives
















The expansions of the approximate solutions y[1](∆t) and y[2](∆t) are, respectively






























respectively. Inserting the series expansion for y[1](∆t) into the expansion of y[2](∆t), the local splitting
error becomes











where [A[1],A[2]] = A[1]A[2]−A[2]A[1] is, generally, a non-vanishing commutator. Because the error after one
time step is proportional to (∆t)2, the Lie–Trotter–Godunov OS method is first-order accurate. From now
onwards, we denote the Lie–Trotter–Godunov scheme simply with G1.
Curiously enough, Godunov came up with his method by critically analyzing some suspicious conjectures
in a report by Zhukov [God99] that was made available to him. Later on, Godunov discovered that Lax
published a much more robust version of Zhukov’s report a year before his thesis defense, but he did not read
it until after. Godunov admitted that had he read Lax’s paper a year earlier, the “Godunov Method” would
have never been created [God99].
2.2.1 Alternating Implicit Direction Methods
Other methods that incorporate the OS paradigm are the so-called Alternating Direction Implicit (ADI) type
methods. According to Usadi and Dawson [UD06], ADI methods were first introduced by Rachford, Douglas,
and Peaceman in their founding publications [PR55, DR56] to solve parabolic partial differential equations
in two spatial dimensions. ADI methods are predictor-corrector -type methods, where part of the difference
operator is computed in an initial (predictor) step and another part is computed in a final (correction) step.
In this approach, each individual operator employs a simple tridiagonal matrix. For this reason, ADI methods
are memory-efficient, easy to parallelize, and they have been used in many applications such as astrophysics
[SN92], bioengineering [SWL+15], and economics [IT08].
The first variant of ADI methods that we describe here is the Peaceman–Rachford method. The predictor














for y∆t/2, where I is the identity. Then, the roles of the operators are reversed and the corrector step






































In general, the Peaceman–Rachford method is first-order accurate. However, when A[1] and A[2] are linear
and commute, this method becomes second-order accurate [GOY16].
An alternative to the Peaceman–Rachford method is the Douglas–Rachford method [DR56]. With an































The Douglas–Rachford method, even in the case where the operatorsA[1] andA[2] are linear and commute,
is, at best, first-order accurate [LM79]. However, to improve accuracy, a variant of the method based on
the second-order Crank–Nicolson method has been proposed in [DK01]. This alternative method, commonly
referred to as Douglas–Kim method solves





+ ∆tA[2] (y0) . (2.16)
Next, it completes the time-step by solving











Although the Douglas–Kim method is more accurate than other ADI methods in the sense that is second
order accurate, it is also less stable compared to the classical ADI methods [UD06].
Both the Peaceman–Rachford and Douglas–Rachford methods are generalizable to the case where A is
split into more than two operators. The details of such generalization go beyond the scope of this thesis, and,
therefore, they are omitted here. Details can be found in [GW96] and chapter 2 of [GOY16], respectively.
We remark that, unlike in the Peaceman–Rachford method, the roles played by operators A[1] and A[2]
in the Douglas–Rachford method are not interchangeable. This fact is confirmed by numerical experiments
where, for the same ∆t, the convergence rate depends on the choice ofA[1] andA[2] (see chapter 2 in [GOY16]).
As a general rule, it is desirable to take A[2] as the operator with the best continuity and monotonicity
properties [GOY16, Wac13], additionally, many numerical experiments confirm that the Douglas–Rachford
method is more robust and faster when solving problems where one of the operators is non-smooth [GOY16,
Wac13]. This behaviour is consistent with the fact that the Douglas–Rachford method has better stability
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properties than the Peaceman–Rachford method (see [GOY16] for more details). Like the Lie–Trotter–
Godunov method, both the classic ADI methods are also part of the family of additive operator splitting
methods [GOY16].
2.2.2 Second-Order Operator Splitting Methods
In some situations, first-order operator splitting methods may not be efficient enough to achieve a sufficiently
accurate numerical solution. Accordingly, higher-order methods were sought, and second-order methods were
proposed in the latter half of the twentieth century.
The first second-order operator splitting method that we consider was presented by Lax and Wendroff in







, y(0) = y0, (2.18)
where t, x1, and x2 denote the derivative with respect to time and along spatial directions x1 and x2,
respectively, and Ā[1] and Ā[2] are symmetric, constant matrices that do not necessarily commute. To




where SLW2∆t is a linear difference operator obtained from the Taylor series in time (see chapter 3 in [Wan18])






























































By approximating the spatial derivatives of y0 using symmetric first- and second-order centred finite differences,
the Lax–Wendroff method can be written as
















2 y0ij−1 − 2y0ij + y0ij+1
∆x21
+ Ā[2]
2 y0i−1j − 2y0ij + y0i+1j
∆x22
+(Ā[1]Ā[2] + Ā[2]Ā[1])




where the indices i and j define the grid points in the x1 and x2 directions, respectively. The Lax–Wendroff
method belongs to the class of spatial operator splitting methods; it is second-order accurate and stable if the
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ratios |λiA[1]|∆t/∆x and |µiA[2]|∆t/∆x, where λi and µi, the eigenvalues derived from the Von Neumann
stability analysis, are reduced by
√
8 [Str68].
In 1968, Strang proposed a second-order variant of the Lie–Trotter–Godunov method also based on a























Following the notation in (2.6) and (2.7), the method is represented by
(α̌2∆t)(α1∆t), (2.23)












Figure 2.3: Schematic of the SM2 OS method. The solid lines denote the sub-flows and the dashed
lines denote the transfer of solution information between sub-flows.
We refer to this method, independently proposed by Strang [Str68] and Marchuk [Mar71], as SM2. After
a series expansion, we find the local splitting error to be [HV03]

























is the solution computed at t = ∆t/2. Because the error for the SM2 method is proportional to
(∆t)3, this OS method is second-order accurate.
We note that it is common to refer to the modification of (2.22) that combines the half steps into a single
step as the Strang (or Strang–Marchuk) method, i.e.,
SC-SM2∆t := (∆t/2)(∆̌t)(∆t/2). (2.24)
From now on, we will refer to this scheme as C-SM2. Indeed, (2.22) and (2.24) are equivalent only when
the exact flows of A[1] and A[2] are available; otherwise they ultimately lead to different methods with
correspondingly different accuracy and stability properties (see chapters 3 and 4).
2.2.3 Higher-Order Operator Splitting Methods
Not much theory about OS methods was developed until the 1980s. Some higher-order (p > 2) symplectic
methods were developed in the previous years [MQ02]. However, all of these methods introduced spurious
damping leading to inaccurate results. Therefore, they are not considered in this thesis.
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The first important higher-order operator splitting method was given by Ruth in 1983 [Rut83], where





+ V (x, t).
The strategy to develop such methods relies essentially on performing canonical transformations (x,p) →
(x1,p1) on the original Hamiltonian, H, to derive initial conditions. Classically, this is done by selecting new
sets of coordinates to derive a new expression for H and by expanding it in Taylor series around t = 0. Ruth
derived consistency conditions by choosing to approximate the new Hamiltonian to a certain order (for more
details, see [Rut83]). Following this approach, Ruth derived first- and second-order methods consistent with
Lie–Trotter–Godunov and SM2, respectively, and proposed a third-order method. This method, denoted









Table 2.1: Coefficients α[l]k , l = 1, 2, k = 1, 2, 3, for the R3 method.
A noteworthy observation about the coefficients in table 2.1 is that some of them are negative. Although
this may seem to be undesirable, especially for deterministic parabolic differential equations, the necessity of
negative coefficients for OS methods with order higher than two has been proven by various authors between
1989 and 1996. In 1989, Sheng [She89] was solving PDEs by using exponential splitting with a similar
approach as the Lie–Trotter–Godunov method. By expanding in Taylor series and equating coefficients of
S∆t(y) = et(A
[1]+A[2])y,
where S∆t(y) approximates the operator splitting method as a linear combination of products of exponentials
as in (2.5), Sheng showed that, for methods with order p greater than two, at least one of the coefficients
α
[l]
k must be negative. About a year later, Suzuki independently proved the same result [Suz91] by showing
that a third-order decomposition of et(A
[1]+A[2]) is only possible with the use of negative coefficients. In the
literature, the results proven by Sheng and Suzuki are known as Sheng–Suzuki Theorem.
Theorem 2.2.2 (Sheng, Suzuki). If the splitting method (2.5) is of order p ≥ 3 for general A[1] and A[2],
then at least one of the α[l]k for l = 1, 2, k = 1, 2, . . . , s, is strictly negative.
The proof can be found in [She89, Suz91].
The systematic interest and development of splitting methods by numerical analysts was triggered by
the work of Neri [Ner88], who applied the CBH formula to derive higher-order methods. In 1990, Yoshida
suggested an elegant way to construct higher-order symplectic integrators using the CBH formula. The idea
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, l = 1, 2, . . . , N . By using the CBH formula (2.4),





























To find higher-order OS methods, Yoshida made use of the following lemma.
Lemma 2.2.3 (Yoshida). Let S∆t(y) be an operator of the form (2.25) that has the time reversibility property
S∆t(y)S−∆t(y) = S−∆t(y)S∆t(y) = Id(y).
If we expand S∆t(y) using the CBH formula, then all the coefficients for even powers of ∆t are zero.
Therefore, a method that has a symmetric form, i.e., such that the condition given by Lemma 2.2.3 holds,
is automatically of even order. Having restricted the set of solutions, Yoshida presented various methods up
to order eight [Yos90]. Here, we are interested in a four-stage, fourth-order method, denoted from now on by
Y4. Using (2.24), the Y4 method takes the form of a 3-fold composition
SC-SM2θ∆t ◦ SC-SM2(1−2θ)∆t ◦ S
C-SM2
θ∆t ,
where θ = 1/(2 − 3
√
2) is arrived at from repeated application of the CBH formula; see [Yos90] for details.
Following the notation used for the previous methods, the Y4 method can be written as
(α4∆t)(α3∆t)(α2∆t)(α1∆t), (2.26)
where the coefficients α[l]k for l = 1, 2, k = 1, 2, 3, 4, for the method (2.26) are displayed in table 2.2. The
method proposed by Yoshida is remarkable in the sense that is a four-stage, fourth-order OS method with







2 (1− θ)/2 1− 2θ
3 (1− θ)/2 θ
4 θ/2 0
Table 2.2: Coefficients α[l]k l = 1, 2, k = 1, 2, 3, 4, for the Y4 method.
In 1995, McLachlan showed how to use Free Lie algebra theory to determine the order conditions that
an OS method needed to attain a particular order. In particular, McLachlan used (2.4) to expand the
composition (2.5) asymptotically as
exp
(




where XP ∈ LP(A[1],A[2]) are the elements of degree P of the Free Lie algebra L generated by A[1] and A[2],
i.e., the vector space spanned by all the commutators of degree P of A[1] and A[2] [McL95]. Upon choosing
a basis for LP(A[1],A[2]), the XP are polynomials of degree P with coefficients α[l]k . Naturally, if XP = 0 for
P = 1, 2, . . . , p− 1, then a method is of order p. As we have seen, there are numerous ways of deriving order
conditions for OS methods (see e.g., [Yos90, Suz91]). The number of order conditions increases as we look
for higher-order methods. It follows that the number of free parameters also increases, making the search for
the α[l]k that define a method challenging. To reduce the number of order conditions, a strategy that has been
adopted by various authors (e.g., [Yos90]) over the years consists of choosing methods that have symmetry
properties. In particular, in the framework of Free Lie algebra theory, McLachlan noticed that if s is the
number of stages in the method, then, for a non-symmetric (NS) method, there are 2s + 1 free parameters
α
[l]
k , whereas the number reduces to s + 1 if the method is symmetric (S). The number of order conditions
and parameters for methods up to order p = 6 is given in table 2.3.






2s+ 1 s+ 1
Table 2.3: Number of order conditions and free parameters for type NS and S OS methods.
McLachlan, who was working on Hamiltonian systems, derived the order conditions for various OS
methods, symmetric and non-symmetric, up to order eight and determined the methods that minimized
the Hamiltonian truncation error defined in [MA92]. Among all the methods presented in [McL95], we
present a six-stage, fourth-order symmetric method (M4), which, according to our notation, can be written
as
(α6∆t)(α5∆t)(α4∆t)(α3∆t)(α2∆t)(α1∆t).
The coefficients α[l]k , l = 1, 2, k = 1, 2, . . . , 6, for the M4 method are presented in table 2.4.
In 1996, Goldman and Kaper presented a more precise version of the Sheng–Suzuki Theorem [GK96].
Theorem 2.2.4 (Goldman, Kaper). If p is a positive integer such that p ≥ 3, then for every order-p accurate










Additionally, in [GK96], the authors provide the corresponding result for the more general case of an
N-additive OS method. Here, we present a sketch of the proof as presented in [BC05]; a complete version

















Table 2.4: Coefficients α[l]k , l = 1, 2, k = 1, 2, . . . , 6, for the M4 method.
Proof. Let (2.5) be an OS method. The first important observation that leads to an elementary proof of
theorem 2.2.4 is that OS methods in the form of (2.5) and first-order (p = 1) composition methods are closely









∆t, for some coefficients βk, k = 0, 1, . . . , 2s, in the following way
S∆t = χ∗β2s∆t ◦ χβ2s−1∆t ◦ · · · ◦ χ
∗






































If β2s = β0 = 0, then (2.5) and (2.27) are equivalent if
α
[1]
k = β2k−1 + β2k−2, α
[2]
k = β2k + β2k−1, k = 1, 2, . . . , s,













βj = 1. (2.28)
If (2.28) holds, then we say that (2.5) and (2.27) are also consistent.
The next important observation is that for any order p, the order conditions for the coefficients α[1]k ,
α
[2]
k , k = 1, 2, . . . s, are equivalent to the order conditions for the coefficients βi, i = 1, 2, . . . , 2s (see [McL95]).




















































β3k = 0. (2.30)
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We suppose that more than two βk are non-zero because β31 +β32 = 0 together with the consistency condition













But then, β32k−1 + β
3
2k−2 must be negative for some k = 0, 1, . . . , s. Because we have sgn(x
3 + y3) =





























for some k = 1, 2, . . . , s..
In 1998, Descombes and Schatzman proposed a fourth-order OS method [DS98] based on the SM2 method.
By applying Richardson extrapolation [Ric11] to (2.23), the authors were able to derive a weighted-sequential
(WS) splitting method [DS98, Des01]. Given (2.2), a WS splitting solves a step of the Lie–Trotter–Godunov
splitting first for t ∈ [0,∆t] to obtain y[2]∆t. Next, another Lie–Trotter–Godunov splitting is performed by
applying A[1] and A[2] reversed order: The solution at the end of each time step is then obtained by a
weighted sum of solutions
y∆t = θy
[2]
∆t + (1− θ)y
[1]
∆t. (2.31)


















Table 2.5: Coefficients α[l]k , l = 1, 2, k = 1, 2, . . . , 5, for the DS4 method.
In 1999, Sornborger and Stewart in [SS99] used different methods to derive order conditions and found
both integer and irrational solutions that minimized the 2-norm of the leading local error coefficients. From
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the order conditions, the authors derived a number of third- and fourth-order methods [SS99]. In [Sor07],
a specific nine-stage, third-order method is presented and shown to be stable for a simple diffusion-reaction
PDE. This method, denoted from now onwards by SS3, is represented by
(α9∆t)(α̌8∆t)(α̌7∆t)(α̌6∆t)(α̌5∆t)(α4∆t)(α3∆t)(α̌2∆t)(α̌1∆t).















Table 2.6: Coefficients α[l]k , l = 1, 2, k = 1, 2, . . . , 9, for the SS3 method.
Although our interest is mainly focused on fractional-step operator splitting methods, it is important to
mention the development, in recent years, of a great number of operator splitting methods for various classes
of ordinary differential equations (ODEs). Interest in these methods was driven by the fact that OS methods,
compared to standard integrators, have a number of advantages that can be summarized as follows [BCM08]:
• They are usually easy to implement.
• In general, they are explicit.
• The algorithms are sequential, and the intermediate solution can be stored as a vector.
• Specific OS methods can be chosen based on the structure of the problem.
• Some OS methods preserve structural properties of the exact solution such as symplecticity, phase-space
volume-preservation, and time-symmetry. Therefore, symplectic splitting methods applied to ODEs can
be viewed as a class of geometric integrators.
A few authors provided comprehensive surveys of such methods. In particular, in 2002, McLachlan [MQ02]
underlined how OS methods constitute a general and flexible tool to construct geometric integrators for
conservative systems and classified the best known methods. Description of the classification of these methods
goes beyond the scope of this thesis.
In the same year, Blanes and Moan [BM02] showed how the search of more efficient symplectic methods,
especially for methods with p ≥ 4, was not complete. In particular, the authors focused their search on















is a numerical method of order p usually referred in [BM02] as a PRK method. To reduce the set of possible
solutions when determining the coefficients α[l]k , l = 1, 2, k = 1, 2, . . . , s, the authors only considered
methods of even order where the coefficients have the First Same As Last (FSAL) property. Using this
approach, the number of order conditions for a fourth-order method is only four [BM02]. Here, we consider
a six-stage, fourth-order PRK method proposed in [BM02] that was found using a randomized search and an
optimization algorithm (see [BM02] for more details). The selected method, denoted with “BM4” from now
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Table 2.7: Coefficients α[l]k , l = 1, 2, k = 1, 2, 3, 4, for the BM4 method.
In 2005, Csomós, Faragó, and Havasi proposed to use a WS splitting method rather than the more
conventional sequential splitting methods proposed earlier in the literature [CFH05]. The following theorem
summarizes the results about the accuracy of the WS method based on the splitting error analysis [CFH05].
Theorem 2.2.5 (Csomós, Faragó, Havasi). Assume that the operators A[1] and A[2] do not commute. Then
the WS method (2.31) is
• first order without any condition,
• second order if and only if θ = 1/2. In this case, we call the method Symmetric Weighted Splitting
(SWS).
Furthermore, if Id is the identity, the SWS method is






















By considering mainly symplectic methods, Blanes, Casas, and Murua in 2008 published a comprehensive
report [BCM08] on operator splitting methods for ODEs focusing mainly on Runge–Kutta–Nyström methods
for the integration of Hamiltonian systems. Description about this class of methods goes beyond the scope
of this thesis; the interested reader can find more information in [BC05, BCF+13, BM02, BCM08].
We continue our survey of fractional-step operator splitting methods by presenting a family of higher-
order OS methods proposed by Koch, Neuhauser, and Thalhammer in [KNT13] and further analyzed by
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Auzinger and co-workers in [AH14, AHHK16]. The derivation of the order conditions was based on the















After a calculation based on the Leibniz formula for higher derivatives [AHHK16], according to our notation,



























where q = (q1, . . . , qs) ∈ Ns0, the set of integers from 0 to s. As explained in [AH14], the above definition
of d
p
dtpL(0) defines a minimal set of order conditions that include a linear combination of higher-order
commutators of A[1] and A[2], defining a basis for an appropriate Lie algebra. For example, the order
condition for the Godunov scheme can be derived from (2.2.3) in the following way. Set the order p = 1, the






















































































The consistency condition ddtL(0) = 0 for order p = 1 is then equivalent to α
[1]
1 = 1 and α
[2]
1 = 1.
For this reason, the authors chose to use as a basis the Lyndon (or Lyndon–Shirshov) words over the
alphabet A[1],A[2]. To select optimal methods among those that satisfy the order conditions, the authors






where the λp+1,q are the coefficients of the Lyndon monomials [AHKK17]. This measure is particularly well
designed and advantageous because it uses precisely the same framework used to set up the order conditions
(see [HLW06, AH14] for more details).
The first higher-order OS method belonging to this class considered here is one proposed by Auzinger
and co-workers in [AHKK17]. This method, denoted in [AHKK17] as “Emb 3/2 AKS” and here simply as
“AKS3”, is third-order accurate, and it is a three-stage method. It is optimal in the sense that it has minimal




where the coefficients α[l]k for l = 1, 2, k = 1, 2, 3 are displayed in table 2.8. The AKS3 method belongs to
the class of embedded exponential operator operator splitting methods; it is, in fact, the main integrator of a















Table 2.8: Coefficients α[l]k , l = 1, 2, k = 1, 2, 3, for the AKS3 method.
We conclude our review of OS methods by presenting a result by Auzinger, Hoastätter, and Koch [AHK19].
In their work, the authors present a result about generalized splitting methods based on the fact that, in
many applications, the commutator [B, [B,A]] and its exponential are easy to compute see [OMF02, AHK19].
This suggests to consider generalized splitting methods of the form























Based on (2.33), the authors present the following fourth-order scheme [AHK19]




















The generalization provided by (2.33) allows the coefficients α[2]k and α
[1]
k , k = 1, 2, . . . , s to be positive
positive even when the OS method is of order p ≥ 3. However, the negative coefficients are necessary for
order p ≥ 5.
Theorem 2.2.6 (Auzinger, Hoastätter, Koch). If S is a generalized splitting method of the form (2.33) of
order p ≥ 5 with real coefficients when applied to an equation (2.2) where the operators A[1] and A[2] satisfy
[B, [B,A]] = 0, then at least one of the coefficients α[1]k , k = 1, 2, . . . , s, is strictly negative.
A proof of theorem 2.2.6 can be found in [Chi05]
2.2.4 Operator Splitting Methods with Complex Coefficients
As presented in section 2.2.3, many OS methods with high order were developed in the last decade of the
twentieth century. In accordance with the Sheng–Suzuki and the Goldman–Kaper theory, methods with
order higher than two must contain negative coefficients. Historically, for many applications, this may be a
drawback because backward time integration can lead to instabilities. Many authors have also claimed that
higher-order OS methods may also be less efficient because the backward time integration forces movement in
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the opposite direction to the main integration [Cha03, BCM10, MQ02]. Furthermore, to compensate for the
backward time integration, some of these methods have large forward sub-integrations, which may destabilize
the integration and increase the truncation error [Cha03].
To overcome these problems, in 2003, Chambers showed how to develop higher-order integrators with
smaller coefficients and (potentially) smaller truncation errors [Cha03] than OS methods with real coefficients.
The author achieved this result by deriving OS methods with complex coefficients. Throughout the next
subsection, we present how some of these methods were derived and describe their advantages and drawbacks.
The approach adopted by Chambers is very similar to what numerous authors did to derive OS methods











, i = 1, 2, . . . ,m,
where x = (x1, x2, . . . , xm), and p = (p1, p2, . . . , pm) are, respectively, the coordinates and momenta of
the bodies and H is the Hamiltonian of the system. Symplectic integrators are often conveniently used for
Hamiltonian systems where H can be split into sub-problems that can be solved separately. For example, if
we split H = H1 +H2, the evolution q after a time step can be expressed as
q(t+ ∆t) = e∆t(H1+H2)q(t),
where, unless H1 and H2 commute, the RHS is approximated using CBH formula (2.4). Following the same
idea used by Yoshida [Yos90] and Forest and Ruth [FR90], Chambers solved order conditions for OS methods
but allowing for complex solutions. This way, Chambers was able to derive third- and fourth-order methods
with complex coefficients. Here, we present a three-stage, third-order method. From now on, we denote
this method with C3. The coefficients α[l]k , l = 1, 2, j = 1, 2, 3 for the C3 method are presented in table
2.9. There is also a third-order OS method with complex coefficients that is exactly the conjugate of the C3






























Table 2.9: Coefficients α[l]k , l = 1, 2, k = 1, 2, 3, for the C3 method.
In 2009, Castella and collaborators [CCDV09] presented a result about the order of an OS S∆t.














k = 0, l = 1, 2, . . . , N,
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Corollary 1. Whenever p is even and the composition is symmetric (i.e., α[l]s−k+1 = α
[l]
k ,∀k), then S∆t is of
order p+ 2.
Castella and coworkers chose to construct higher-order OS methods as a composition of the SM2 method
by restricting the set of solutions to ones with complex α[l]k . Additionally, to reduce the computational cost,
they wanted to keep the number of stages low, and, to reduce the size of the time sub-steps, they chose
coefficients small in magnitude. With these constraints in mind, the authors proposed a four-stage, fourth-
order method that we denote here with CCDV4 [CCDV09] . The coefficients for the CCDV4 method are







2 (ω0 + ω1)/2 ω0
3 (ω0 + ω1)/2 ω1
4 ω1/2 0
Table 2.10: Coefficients α[l]k , l = 1, 2, k = 1, 2, 3, 4, for the CCDV4 method.
An interesting characteristic of this method is that it is derived after a three-fold composition of the SM2
method, precisely as the Y4 method described in section 2.2.3 (see [AH14, CCDV09] for more details).
Lastly, we introduce the reader to another family of methods that was discovered by Auzinger and
collaborators using the same strategy as the used to derive the AKS3 method. The authors found a three-
stage, third-order method. According to our notation, this method, denoted with AKS3C from now on, can
be written as
(α3∆t)(α2∆t)(α1∆t),
for coefficients α[l]k , k = 1, 2, 3, displayed in table 2.11. As for the C3 method, the conjugate of this method

























Table 2.11: Coefficients α[l]k l = 1, 2, k = 1, 2, 3, for the AKS3C method.
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The same authors also found another three-stage, third-order method that has the characteristic of being
palindromic. According to our notation, this method, denoted with AKS3CP from now on, can be written
as
(α3∆t)(α2∆t)(α1∆t),






1 0.201639688260407656 + i0.105972321241365172 α[1]3
2 0.410612900985895537− i0.206043441934939727 α[1]2
3 0.387747410753696807 + i0.100071120693574555 α[1]1
Table 2.12: Coefficients α[l]k l = 1, 2, k = 1, 2, 3, for the AKS3CP method.
Another OS method we consider here was proposed by Auzinger, Hofstätter, Ketcheson, and Koch. This
method was derived by minimizing (2.32), and it was presented in [AHKK17]. The method we consider,
denoted in [AHKK17] as “Emb 4/3 A c” and here simply by AK4, is a five-stage, fourth-order method and
belongs to the family of embedded exponential operator splitting methods. It is, in fact, the principal integrator
of a 4(3) pair of methods. Using our notation, the AK4 method can be written as
(α5∆t)(α4∆t)(α3∆t)(α2∆t)(α1∆t),






1 0.109525706004194176 - i0.0460468765633518715 α[1]5
2 0.229070097527301312 + i0.0110520760987947350 α[1]4
3 0.207808170031590079 + i0.0019350400369144765 α[1]3
4 0.225474403617092379 + i0.1433526732116915910 α[1]2
5 0.228121622819822054 - i0.1102929127840489310 α[1]1
Table 2.13: Coefficients α[i]j , l = 1, 2, k = 1, 2, . . . , 5, for the AK4 method.
As we have seen, in recent years, various authors have come up with splitting methods with complex
coefficients with positive real part. This procedure allows to overcome the order barrier where splitting
methods of order greater than two involve necessarily negative coefficients in the real space. One drawback
of this class of methods is that, in general, splitting methods with complex coefficients are considered about
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four times more expensive [BCM10] than the corresponding methods with real coefficients, and this generally
makes them uncompetitive in practice. However, one can think that the main application of OS methods
with complex coefficients could be on parabolic PDEs. In fact, according to the theory, higher-order methods
with real coefficients cannot be used because of the necessary backward time integration. However, it has
been shown in [CS18a, CS18b] that higher-order OS methods with real coefficients maintain their order of
accuracy for a certain class of problems such as the bidomain and the monodomain model. Results about
numerical experiments that confirm the proper accuracy and the gains in efficiency of higher-order OS with
real coefficients and how they compare to methods with complex coefficients are presented in chapter 4.
As for the practical implementation of splitting methods with complex coefficients, the general idea
is that the numerical integration has to be carried using complex variables. However, as pointed out in
[Cha03, BCM10], it is claimed that for problems with real solutions, for the output, one should take either
the real part of the variables or their modulus only. In fact, as explained in [BCM10], the authors observed
that removing the imaginary part at each step, i.e., projecting on the real space at each step, the error growth
can be considerably diminished in some cases.
2.2.5 Operator Splitting Methods used in the Numerical Experiments
In this section, we present a concise summary of the OS methods that are used in the numerical experiments
presented in chapters 3 and 4.
OS abbreviation Reference Order Number of Stages Coefficients
SM2 (2.23) 2 2 Real
SS3 table 2.6 3 9 Real
AKS3 table 2.8 3 3 Real
R3 table 2.1 3 3 Real
Y4 table 2.2 4 4 Real
C3 table 2.9 3 3 Complex
AKS3CP table 2.12 3 3 Complex
CCDV4 table 2.10 4 4 Complex
Table 2.14: Summary of OS methods used in the numerical experiments
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3 On the Stability of Operator Splitting Methods
This chapter treats the stability of OS methods. In section 3.1, we present some results from the literature
regarding the stability of OS methods and we motivate our research. In section 3.2, we describe the connection
between OS and Generalized Additive Runge–Kutta methods, and how to write an extended Butcher tableau
that incorporates such information. Additionally, we present a general result about the stability analysis for
OS methods. In section 3.3, we present some simple examples that describe how to apply the theory described
in section 3.2. Finally, in section 3.4, we show how to apply the order conditions for OS and Runge–Kutta
methods to the extended Butcher tableau.
3.1 Motivation
We begin our journey towards understanding the stability of OS methods by introducing to the concepts of
linear stability analysis, A-stability, and L-stability.
Consider the following test equation
dy
dt
= λy, y(0) = y0, t > 0, (3.1)
where λ is a constant complex scalar. The solution to (3.1), y = eλty0, satisfies
|y(t)| ≤ |y0| ⇐⇒ Re(z) ≤ 0, (3.2)
where Re(z) represents the real part of some complex number z = λ∆t. When we apply a numerical method
to the test equation, if we define the numerical solution after n time steps to be yn, it is possible to define an
amplification factor yn+1 = R(z)yn and a region of absolute stability as that region of the complex z-plane
where
|yn+1| ≤ |yn| n = 0, 1, 2, . . . . (3.3)
Based on these definitions, the concept of A-stability can be defined in the following way [AP98].
Definition 1 (A-stability). A method is considered to be A-stable if its absolute stability region contains the
entire left plane, i.e., if a complex value z ∈ C has |R(z)| ≤ 1 whenever Re(z) ≤ 0.
In other words, if a method is A-stable, it is ensured that modes in the numerical solution decay when
the corresponding modes in the original problem decay [RS05].
Another useful concept is regarding the stability of numerical methods is L-stability [AP98].
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Definition 2 (L-stability). A method is considered to be L-stable if it is A-stable and the condition limz→−∞R(z) =
0 holds.
This ensures that, for an L-stable method, the amplification factor R(z) has the correct asymptotic
behaviour in the limit of large negative z.
Having established the main concepts about linear stability analysis of numerical methods, we summarize
some results about the stability of OS methods presented by various authors.
We start our survey by describing the work of Ropp and Shadid. In [RS05], the authors explored the












+ bT − T 2C, (3.4b)
subject to time-independent Dirichlet boundary conditions T (0, t) = T (1, t) = a, C(0, t) = C(1, t) = b/a,
a = 0.6, b = 2, D1 = D2 = 1/40, ICs T (x, 0) = a+ x(1− x) and C(x, 0) = b/a+ x2(1− x) and for t = [0, 2].




= A[1]D (y) +A
[2]
R (y), (3.5)
where y = [T,C]T and A[1]D (y) and A
[2]






 and A[2]R (y) =
a− (b+ 1)T + T 2C
bT − T 2C
 . (3.6)
To solve the split system, the authors considered the G1 and the combined-SM2 splitting method described
in section 2.2. In both cases, the authors chose to integrate the reaction term in (3.5) as a system of ODEs
using Heun’s method [RS05]. When using the G1 splitting, the diffusion part is solved using the first-order
Backward Euler (BE) method. Similarly, when using the combined-SM2 splitting, the diffusion part is solved
using the second-order Implicit Midpoint method. By applying linear stability analysis to the split system,
the authors established the following result [RS05]:




R is negative definite;
• A[1]D is normal with real negative eigenvalues, λi < 0, i = 1, 2, . . . n.




|RD(∆tλi)| ≤ 1/υR(∆t) for 0 ≤ ∆t ≤ ∆t∗ ≤ ∞, (3.7)
where RD is the amplification factor for the diffusion term and ∆t∗ is the time-step restriction required for
A-stability, then the Godunov OS scheme is A-stable.
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The proof can be found in [RS05]. The authors also hint at a similar result in the case where the
combined-SM2 splitting is used (see [RS05]).
An even stronger result was derived in the case where the diffusion part is solved using an L-stable Singly
Diagonally Implicit Runge–Kutta (SDIRK) method. In fact, further results in [RS05] confirmed that when
using an L-stable scheme, such as the two-stage, second-order SDIRK (SDIRK2O2), the solution is smooth
and well behaved for all values of ∆t. Additionally, the authors found that when solving the diffusion term
with a method that is not L-stable, a time step restriction ∆t∗ is required to avoid instabilities [RS05] .
In a later publication [RS09], the same authors studied the stability of an advection-diffusion-reaction
(ADR) equation solved with the G1 and the combined-SM2 splittings. In a similar way as in [RS05], the
authors study the stability of the splitting method and derive similar results for A- and L- stability of the
G1 and the combined-SM2 methods for the ADR case.
The results presented in [RS05] and [RS09] provide some insight regarding the stability of the G1 and
the combined-SM2 methods in certain cases. However, they do not provide results regarding the stability of
others OS and time-stepping methods.
More results about the stability of OS methods were further described by Christlieb, Liu, and Xu in






A[l](y), y(0) = y0. (3.8)
The idea of the work presented in [CLX15] was to write OS methods as additive Runge–Kutta (ARK)
methods. The family of ARK methods belongs to the class of Runge–Kutta methods that can be defined as
[HLW06].
Definition 3 (RK methods). Let bi and aij , i, j = 1, 2, . . . , s̃, be real numbers and let ci =
∑s̃
i=1 aij. One
step of an s̃-stage Runge–Kutta (RK) method is given by
yn+1 = yn + ∆t
s̃∑
i=1
biA(tn + ci∆t, ỹi), (3.9a)
ỹi = yn + ∆t
s̃∑
j=1
aijA(tn + cj∆t, ỹj), i = 1, 2, . . . , s̃. (3.9b)
The coefficients bi, ci, and aij , i, j = 1, 2, . . . , s̃, of a RK method can be written in a table called a
Butcher tableau in the following way
c1 a11 a12 . . . a1s̃






cs̃ as̃1 as̃2 . . . as̃s̃
b1 b2 . . . bs̃
.
30




where, for later convenience of notation, b is intended to be a row vector.
For an IVP in the form of (3.8), when different s̃-stage Runge–Kutta (RK) integrators are applied to each
operator A[l], the entire numerical method is called an additive RK (ARK) method [KC03].
Definition 4 (ARK methods). Let b[l]i and a
[l]







ij . One step of an s̃-stage ARK method is given by










i ∆t, ỹi), (3.10a)










j ∆t, ỹj), i = 1, 2, . . . , s̃, (3.10b)
where b[l]i , c
[l]
j , and a
[l]
ij are the coefficients of the method.
The Butcher tableau for ARK methods can be written as [SG15]
c[1] . . . c[N ] A[1] . . . A[N ]
b[1] . . . b[N ]
, (3.11)
where A[l], l = 1, 2, . . . , N , is the integrator of the operator l. Details about the study presented in [CLX15]
go beyond the scope of this thesis. However, it is important to point out that all the results regarding the
splitting error and the stability of the OS methods considered in [CLX15], again, were formulated based on
on the assumptions that each sub-flow is solved exactly (i.e., no error contributions from the integrators).
However, it is clear that, during the time integration, both the OS and the methods used in the time
integration of the sub-flows introduce errors and potentially contribute to instabilities. It follows, that
neither of these components can be ignored when studying the stability of an OS method or when trying to
design a new method. We present our contribution to these results in the next section.
3.2 A General Result About Stability of Splitting Methods
The first important assumption that leads to establishing a general result for the stability of OS methods is
that we consider Runge–Kutta method (3.9) as integrators used in the time integration of the sub-flows.
An important observation is that the family Generalized Additive Runge–Kutta (GARK) methods defined
in [SG15] can be regarded as a natural generalization of ARK methods (3.10). In fact, GARK methods can
be defined in the following way:
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Definition 5 (GARK methods). Let b[l]i and a
[l]





ij . One step of a GARK scheme with an N -way partitioning of the right-hand side of (3.8)
stages reads










i ∆t, ỹi), (3.12a)










j ∆t, ỹj). (3.12b)
In other words, GARK methods generallize the structure of ARK methods by allowing for different stage
values with different components of the right-hand side [SG15]. As described in [SG15], any GARK method
can be written as an ARK method (and vice versa) so that the Butcher tableaux for GARK methods have
the same structure as Butcher tableaux for ARK methods (3.11) (see theorem 2.5 in [SG15]).
With definitions 3 and 5, we are now ready to present a result that describes the connection between the
OS method and the RK integrators chosen to solve a split problem.
Theorem 3.2.1. Consider (3.8). Let s be the number of stages in the OS method considered, and let α[l]k ,
l = 1, 2, . . . , N , k = 1, 2, . . . , s, be the coefficients of the OS method associated with operator l. Let ᾱ be the
vector that contains the coefficients α[l]k of the OS in the order they are applied during each time step of the










l = 1, 2, . . . , N , k = 1, 2, . . . , s, be the Butcher tableau of each s̃[l]k -stage Runge–Kutta integrator used in the
sub-integration time-stepping. Then, we can construct an extended Butcher tableau with the same structure
as (3.11) that incorporates the coefficients of the Runge–Kutta integrators scaled by the coefficients of the OS
















, l = 1, 2, . . . , N, k = 1, 2, . . . , s.






k . From ᾱ, fill the first s̃
[1]



















1 0 . . . 0 0
. . . 0 . . . 0
. . . 0










1 0 . . . 0 0 . . . 0 . . . 0 . . . 0
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Next, copy α[2]1 A
[2]
1 in the second block on the s̃
[1]
1 + 1 column starting from the s̃
[1]




















. . . 0 . . . 0
. . . 0
... 0 . . . 0
... α[2]1 b
[2]





1 0 . . . 0 0


















1 0 0 . . . 0 . . . 0
















... . . . 0 0 . . . . . . 0




... 0 α[2]1 b
[2]
1




















































































... α[N ]s a
[N ]
s
















... . . . 0 0 . . . . . . 0




... 0 α[2]1 b
[2]
1





















































To conclude, we observe that, when solving a system (3.8) by combining an s-stage OS method with various
RK time-stepping methods, the time integration described by (3.15) can be written as GARK method where
the entries have been scaled by the coefficients α[l]k , l = 1, 2, . . . , N, k = 1, 2, . . . , s of the OS method.
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For convenience, we show the extended Butcher tableau for a consistent 3-stage, 3-additive OS method.
Note that this tableau has structure
c[1] A[1] c[2] A[2] . . . c[N ] A[N ]
























1 0 . . . . . . . . . . . . . . . 0 0
α
[1]
































































































































. . . (3.17)
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1 . . . . . . . . . . . . . . . 0 0
α
[2]




1 0 . . . . . . . . . . . . 0 0
α
[2]

































































































. . . (3.18)
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. . .
0 0 0 0 0 0 0 0 0 0









1 0 . . . . . . . . . 0 0
α
[3]




1 0 . . . . . . . . . 0 0
α
[3]




1 0 . . . . . . . . . . . . 0
α
[3]




1 0 . . . . . . . . . . . . 0
α
[3]








2 . . . . . . 0
α
[3]





























































We define a GARK method scaled by the coefficients of the OS method in the following way:
Definition 6 (OS-GARK methods). Consider (3.8) and assume that we advance the time integration by
choosing a combination of OS methods and Runge–Kutta time-stepping methods. Then, one step of an OS-
GARK methods reads
















i ∆t, ỹi), (3.20a)
















j ∆t, ỹj). (3.20b)
Having determined the connection between the combination of OS and RK methods used to solve (3.8),
the extended Butcher tableau, and OS-GARK methods, we are now ready to present a general result about
the stability of OS-GARK methods.















s ], and A[l] be the lth building block in the extended
Butcher tableau. Additionally, we define the stability function of each RK method used to integrate each
operator A[l], l = 1, 2, . . . , N , to be R[l]RK(z[l]). Then, the stability function R(z[1], z[2], . . . , z[l]) of the OS
method is given by

























where IS×S denotes the S × S identity matrix and 1S×1 represents the S × 1 vector of ones.
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Proof. Suppose that we consider an s-stage OS method with coefficients ᾱ.
Assume that we apply an RK method (3.9) to the split operator A[1] for t = ᾱ1∆t. Then, after performing















Next, assume that we apply a (potentially different) RK method to the operator A[2] for t = ᾱ2∆t. Then,
after performing linear stability analysis, by defining the intermediate solution at the end of the second


















































Suppose now that we apply the GARK method (3.20) to the test equation (3.21). Then we obtain






























By casting (3.29b) in matrix form we can write







where Ỹ = [ỹ1, ỹ2, . . . , ỹs̃[l]k
]T and A[l] is the matrix with entries a[l]ij in the Butcher tableau of the Runge–Kutta












Similarly, we can write (3.29a) as








where B̄[l] is the vector with entries b[l]i . Combining (3.31) and (3.33) we can write

















Then, the stability function for OS-GARK methods is defined as


















Having presented the main results about the stability of OS methods, we now describe some simple examples
to illustrate how to apply and interpret theorems 3.2.1 and 3.2.2.
Example 3.3.1 (Construction of the extended Butcher tableau). We now present a simple illustrative
problem and the result regarding the construction of the extended Butcher tableau. Consider the following
problem
ẏ = Ay = A[1]y +A[2]y +A[3]y, y(0) = y0, (3.35)
where the the RHS has been split into three operators. We choose to integrate the system using the three-stage,
























3 1/2 0 0
Table 3.1: Coefficients α[i]j , i, j = 1, 2, 3 for the AK3-2 method.
In this case, ᾱ reads








2/2, 1/2, 0, 0].
Suppose that, at each stage, we decide to integrate A[1] using the BE, Heun, and FE methods. The tableaux









Additionally, we choose to integrate A[2] using the FE, Explicit Midpoint Rule, and BE methods. The





0 1 , and
1 1
1 .







According to theorem 3.2.1, the tableau produced has size 11 and a structure similar to (3.16). Next, we fill
the tableau in the following way. We multiply A[1]1 = 1 by ᾱ1 = 1/2 and we copy the result in the first row


















. . . 0 0 0 0 0



















0 0 0 0
· · ·
. . .
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 . . . 0 0
0 0 0 . . . 0 0
0 0 0
. . . 0 0
... 0 0 . . . 0 0
...
...





Next, in the second building block, we copy A[2]1 multiplied by ᾱ2 = 1−
√
2/2 on the s̃[1]1 + 1 row starting
from the s̃[1]1 + 1 = 2 column. We fill the remaining rows with b
[2]































































0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 . . . 0 0
0 0 0
. . . 0 0
0 0 0
. . . 0 0
... 0 0
... 0 0
0 0 0 0
.
Next, in the third block, we copy A[3]1 multiplied by ᾱ3 =
√
2/2 on the s̃[1]1 +s̃
[2]





column. We fill the remaining rows with b[3]1 multiplied by ᾱ3 =
√



























































0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0
... . . . 0 0




. . . 0 0




. . . 0 0




. . . 0 0
... 0 0 0







. . . 0 0
.
Repeating the step until we exhaust all the columns in each building block, upon simplification, we get the
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Example 3.3.2 (Derivation of the stability function). To understand theorem 3.2.2, consider the following
problem
ẏ = Ay = A[1]y +A[2]y y(0) = y0, (3.36)
where the the RHS has been split into two operators. We choose to integrate the system using the G1 OS













Table 3.2: Coefficients α[i]j for the G1 method.
In this case, ᾱ reads
ᾱ = [1, 1].




and A[2] with the BE method with coefficients
1 1
1 .
Then, the extended Butcher tableau reads
0 0 0 0 0 0
1 1 1 0 0 1
1 0 0 1
.
By applying the extended Butcher tableau to the test equation (3.21), (3.22) becomes

















Then, we can (3.37) to obtain the stability function associated with the extended Butcher tableau


































To conclude, we apply the FE method to the test equation
ẏ = A[1]y y(0) = y0, (3.39)




[1]) = 1 + z[1]. (3.40)
In a similar way, we can apply the BE method to the test equation
ẏ = A[2]y y(0) = y0, (3.41)








We notice that the last term in (3.38) is exactly the product of the (3.40) and (3.42), with z[1] and z[2] scaled
by the coefficients of the G1 OS method as expected from theorem 3.2.2.
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3.4 Order Conditions
In section 3.2, we have seen how to construct a Butcher tableau that describes the choice of OS method and
RK integrators to advance the time integration for a given problem. Of course, although in most situations
this is not desirable, the order of the OS pOS is not always the same as the order pRK of the RK integrators
chosen. To check the global order of accuracy of the combination of OS and RK methods, we can use the
order conditions for an alternating OS method (2.5), (2.6) and RK methods.








are given by [BC05]










k = 1, (3.43a)






















































the order conditions pRK up to order 2 are given by
pRK = 1 :
s̄∑
j=1
bj = 1, (3.44a)







Having defined the order conditions for OS and RK methods, we are now ready to verify the global order
of convergence of the extended Butcher tableau based on the order of convergence of the OS and RK methods.
Example 3.4.1 (SM2 OS with BE on both operators). When solving
ẏ = A[1]y +A[2]y, y(0) = y0,
using the SM2 OS method and BE on both operators, the extended tableau reads
1/2 0 1/2 0 0 0 0 0 0 0
1/2 1/2 1/2 0 0 0 0 1/2 0 0
1/2 1 1/2 0 0 0 0 1/2 1/2 0
1 1 1/2 0 0 1/2 0 1/2 1/2 0
1/2 0 0 1/2 0 1/2 1/2 0
.
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Because pOS = 2 and pRK = 1, we expect the overall order of the extended Butcher tableau to be equal to 1.
We can check that by verifying the order condition for the RK method (3.44a) on each building block of the






































































Because the condition for order 2 is not satisfied, the order of convergence of the extended tableau is 1 as
expected.
Example 3.4.2 (SM2 OS with Heun on both operators). When solving
ẏ = A[1]y +A[2]y
using the SM2 OS method and Heun on both operators, the extended tableau reads
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1/2 0 1/2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1/2 0 1/4 1/4 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1/2 1/2 1/4 1/4 0 0 0 0 0 0 0 0 1/2 0 0 0 0 0
1/2 1/2 1/4 1/4 0 0 0 0 0 0 0 0 1/4 1/4 0 0 0 0
1/2 1 1/4 1/4 0 0 0 0 0 0 0 0 1/4 1/4 1/2 0 0 0
1/2 1 1/4 1/4 0 0 0 0 0 0 0 0 1/4 1/4 1/4 1/4 0 0
1 1 1/4 1/4 0 0 0 0 1/2 0 0 0 1/4 1/4 1/4 1/4 0 0
1/4 1/4 0 0 0 0 1/4 1/4 0 0 1/4 1/4 1/4 1/4 0 0
.
Because pOS = 2 and pRK = 2, in this case, we expect the overall order of the extended Butcher tableau to be
equal to 2. We can check that by verifying the order conditions for the RK method (3.44a) and (3.44b) on
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Because the condition for overall order equal 2 is satisfied, the order of convergence of the extended tableau
is 2 as expected.
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4 Numerical Experiments
In this chapter, we report some numerical experiments to assess the accuracy, efficiency, and stability
of some of the OS methods presented in the previous chapters. In section 4.1, we describe results about
the accuracy and the efficiency of higher-order OS methods compared to the second-order SM2 method
on various cardiac electrophysiology problems. In section 4.2, we present results about higher-order OS
methods on an advection-diffusion-reaction problem, and we present some preliminary results that support
the stability theory presented in chapter 3. Finally, in section 4.3, we extend the use of our stability theory to
understand instabilities in the solution of the Brusselator equations, and we compute stable solutions based
on our analysis.
4.1 Cardiac Electrophysiology: Bidomain and Monodomain Models
The heart is a muscular organ that pumps blood to the rest of the body. This pumping function is a process
that is controlled by a complex pattern of electrical activation of approximately billion muscle cells. Because
the myocardial electrical activity is fundamental for the function of the heart, extensive research has been
done to understand the different mechanisms occurring at a cellular, tissue, and organ level [SLC06]. It
follows that the organ-level electrical activity in the heart is the result of billions of small-scale processes
occurring in the cells, yet the knowledge about how these processes interact is limited. For this reason, the
use of mathematical models and computer simulation to reproduce the electrical activity of the heart has
been a promising technique to study the heart and heart diseases.
Mathematically, the electrophysiological behaviour of the heart can be modelled using the bidomain
[Tun78] and the monodomain models [SLC06]. Both are multi-scale reaction-diffusion models that were
developed to overcome the fact that the distance scales used to measure the electrical potentials are large
compared to the length of a single cell [Tun78]. For this reason, the bidomain and monodomain models use a
continuum approach in order to model the large number of cells. The monodomain model is a simplification
of the bidomain model [SLC06]. It is widely used by the research community, but the bidomain model is
generally considered the most accurate and general model of cardiac tissue electrophysiology [GG16].
Because of the high resolutions in time and space required to produce relevant data, the bidomain and
monodomain models are challenging to solve in realistic situations. Accordingly, a common approach to
simulate these models is via OS. Historically, first- and second-order OS methods have been used successfully
in finding solutions for the bidomain and monodomain models; see, e.g., [SLT05], [STZ16], [QG99] and
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references therein. In this section, we show how to obtain stable solutions to the bidomain and monodomain
models using higher-order OS methods. Additionally, we present the significant accompanying efficiency
gains offered by higher-order methods when compared to lower-order methods.
Before presenting the results of the numerical experiments, we give the mathematical description of the
bidomain and monodomain models. In the bidomain model, it is assumed the heart is divided into two
separate domains: the intracellular domain and the extracellular domain. The two domains are co-located,
but it is assumed that they are separated by the cell membrane. The cell membrane is embedded with small
channels called gap junctions that allow ions to pass directly from one cell to another without entering the
space between the two cells [SLT05].
The bidomain model has become widely accepted as an accurate and general mathematical description for
signal propagation and external stimulation of heart tissue. It couples a system of reaction PDEs on the micro-
scale describing the chemical reactions and flow of ions across the cell membrane of individual myocardial
cells with a system of diffusion PDEs on the macroscale describing the propagation of the electrical activation
through the heart [STZ16].








+ χIion(t, s, v) = ∇ · (σi∇v) +∇ · (σi∇ue), (4.1b)
0 = ∇ · (σi∇v) +∇ · ((σi + σe)∇ue), (4.1c)
subject to boundary conditions on ∂Ω× [t0, tf ] given by
n̂ · (σi∇v + σi∇ue) = 0, (4.1d)
n̂ · (σe∇ue) = 0, (4.1e)
where s = s(t,x) is a vector describing the cellular state at location x ∈ Ω and time t ∈ [t0, tf ], v = v(t,x)
is the transmembrane potential, and ue = ue(t,x) is the extracellular potential. The ionic current term
Iion(t, s, v) and the term f(t, s, v) are non-linear terms related to the cell model, and σi and σe are the
intracellular and extracellular conductivities of the heart tissue. Finally, χ is the area of the cell membrane
per unit volume, Cm is the capacitance of the cell membrane per unit area, and n̂ is the outward unit normal
to ∂Ω.
The monodomain model is a simplified version of the bidomain model that describes only the dynamics
of the transmembrane potential v [SLC06]. Under the assumption σe = λσi, where λ is a constant scalar, we
can rewrite (4.1c) as





Substituting this into (4.1b) together with (4.1a) give the final form of the monodomain model [SLC06]
∂s
∂t




+ χIion(t, s, v) =
λ
1 + λ
∇ · (σi∇v), (4.2b)
subject to
n̂ · (σi∇v) = 0, (4.2c)
where (4.2c) is derived from (4.1d) and (4.1e) in a similar fashion to (4.2b).
To apply OS to the bidomain model, we write the bidomain model (4.1) as
MẎ = A(Y) = A[1](Y) +A[2](Y), (4.3)

















(∇ · (σi∇v) +∇ · (σi∇ue))
∇ · (σi∇v) +∇ · ((σi + σe)∇ue)
 . (4.5)
Doing so, we split (4.1b) into a non-linear PDE, involving only the Iion term and no spatial derivatives,
and a linear PDE [STZ16]. Upon spatial discretization, the non-linear PDE forms an ODE sub-system at
each mesh point, and hence we loosely refer to this sub-system as such. Similarly, the discretized linear PDE
system forms a differential-algebraic equation (DAE) sub-system with index one where ue is an algebraic
variable and s and v are differential variables. In a similar fashion to the bidomain model, we write the
















After spatial discretization, this splitting reduces the non-linear PDE to a set of non-linear ODEs at each
spatial mesh point and a linear PDE.
In this section, we present the numerical experiments that were performed in order to assess the accuracy
and the efficiency of some higher-order OS methods described in chapter 2, when applied to the bidomain and
monodomain models. When applying third-order OS methods to solve the bidomain and the monodomain
models, to ensure the overall integration is third-order accurate in time, we need to approximate the sub-flows
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of the sub-systems to at least third order in time. For both the bidomain and the monodomain models, we
choose to approximate the flow of A[1] with the ERK3 method defined by the Butcher tableau
0 0 0 0
1/2 1/2 0 0
1 −1 2 0
1/6 2/3 1/6
To approximate the flow of A[2], we use the L-stable, two-stage, third-order singly diagonal Runge–Kutta
method (SDIRK(3,2)) defined by the Butcher tableau
γ γ 0
1− γ 1− 2γ γ
1/2 1/2
with γ = (3 +
√
3)/6 [ARS97].
Similar considerations must be made when solving the bidomain and monodomain models using a fourth-
order splitting. To ensure the overall integration is fourth-order accurate, we approximate the flows of
the ODE and PDE sub-systems using fourth-order integrators. In this case, for both the bidomain and
monodomain models, A[1] is solved using the classic ERK4 method
0 0 0 0 0
1/2 1/2 0 0 0
1/2 0 1/2 0 0
1 0 0 1 0
1/6 1/3 1/3 1/6
The numerical method used to approximate the flow of A[2] for both system is the A-stable, three-stage,
fourth-order (SDIRK(3,4)) method defined by the Butcher tableau
(1 + γ)/2 (1 + γ)/2 0 0
1/2 −γ/2 (1 + γ)/2 0
(1− γ)/2 1 + γ −(1− 2γ) (1 + γ)/2
1/(6γ2) 1− 1/(3γ2) 1/(6γ2)








A detailed summary of the discretization of A[1] and A[2] with explicit and implicit RK methods can
be found in [TZ15]. All the experiments consist of problems set in one and three spatial dimensions. The
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experiments also include a variety of different initial conditions and cardiac ionic cell models with a range of
stiffness characteristics.
The Chaste software environment [MAB+13] is used for all the numerical tests. Chaste uses linear finite
elements for the spatial discretization and integrates in time as per the method of lines. The (Chaste default)
method for handling the Iion term in the finite element method uses ionic current interpolation [PMSW11].
To solve the linear systems (4.5) and (4.6) in Chaste, we use a Krylov subspace solver and the conjugate
gradient solver with block Jacobi preconditioner.
Timings were recorded in Chaste 3.4 running in serial on a dual Quad-Core Intel Xeon 2.26GHz with
16GB of RAM running OS X El Capitan 10.11.6 and represent the minimum of ten runs.
4.1.1 Accuracy
We assess the accuracy of the third-order SS3 (table 2.6), ASK3 (table 2.8), and R3 (table 2.1), and fourth-












where w̃i and wi denote the reference and numerical solution respectively for the quantity w at the space-time
point i. The reference solution is assumed to be accurate enough that it can serve as a proxy for the true





where the subscripts 1 and 2 refer to computations performed using time steps ∆t1 and ∆t2. In the remainder
of the chapter, the MRMS is measured only for the transmembrane potential v; i.e., only [MRMS]v, is used.
This is because usually v is considered the variable of interest and because the error of ue is, in general,
smaller [SLT05, SLC06].
Reference solutions for the tests were generated as follows. The spatial domain was uniformly discretized
into cells of size ∆x = 0.001 mm. We compared solutions computed by the default semi-implicit method [SPVW09]
in Chaste by halving the time step until there were 4 to 6 matching digits between successive approximations.
The final time step that led to a solution with 4 to 6 matching digits was ∆t = 5e−6 ms for the 1D problems
and ∆t = 2.5e−6 ms for the 3D problems. Solutions were then stored from the finest mesh at Ns = 101
equally spaced points in the spatial interval and Nt = 21 equally spaced points in the time interval of the
simulations for a total of N = NsNt space-time points.
4.1.1.1 1D experiments
The monodomain model is simulated in one spatial dimension with two cell models, those of FitzHugh and
Nagumo (FHN) [Fit66] and Ten Tusscher and Panfilov (TTP) for epicardial tissue [tTP06].
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The FHN model has two cellular state variables and is considered to be non-stiff [SD10], whereas the
TTP model has 19 cellular variables and is considered to be highly stiff [SD10]. We use the following initial
conditions for the variables in each model:
s(0, x) = s0,
v(0, x) = v0 + 100(1− sin(x)),
where s0 and v0 are the default values for s and v according to the definition in CellML [ALN+03] for the
cell model in use. We use the Chaste default parameters χ = 1400/cm, Cm = 1 µF/cm
2, and σi = 1.75
mS/cm. For all the reported cases, we set the spatial domain to be (0, 1) cm and the time interval to [0, 40]
ms. We use a regular grid with Ns = 51 points giving a spatial resolution ∆x = 0.02 mm. Convergence of the
third- and fourth-order methods is assessed using different combinations of time steps for both cell models
considered. Results for all the higher-order methods described are reported in Tables 4.1, 4.2, 4.3, and 4.4,
confirming the expected order of convergence.
FHN TTP
∆t (ms) [MRMS]v p [MRMS]v p
1.5e−5 0.03896 − 0.04058 −
1.0e−5 0.01245 2.84 0.01358 2.90
8.0e−6 0.00653 2.89 0.00635 3.04
Table 4.1: Convergence of the SS3 method
applied to the monodomain model in one
dimension using the FHN and the TTP
epicardial cell models.
FHN TTP
∆t (ms) [MRMS]v p [MRMS]v p
1.5e−5 0.03683 − 0.03946 −
1.0e−5 0.01304 3.20 0.01058 3.24
8.0e−6 0.00787 2.92 0.00528 3.11
Table 4.2: Convergence of the AKS3 method
applied to the monodomain model in one
dimension using the FHN and the TTP
epicardial cell models.
FHN TTP
∆t (ms) [MRMS]v p [MRMS]v p
1.5e−5 0.03748 − 0.03699 −
1.0e−5 0.01102 3.01 0.0101 3.20
8.0e−6 0.00571 2.95 0.00512 3.04
Table 4.3: Convergence for the R3 method
applied to the monodomain model in one
dimension using the LR1 and the TTP
epicardial cell models.
FHN TTP
∆t (ms) [MRMS]v p [MRMS]v p
1.5e−5 0.03051 − 0.02985 −
1.0e−5 0.00621 3.92 0.00571 4.07
8.0e−6 0.00321 3.96 0.00237 3.94
Table 4.4: Convergence for the Y4 method
applied to the monodomain model in one
dimension using the LR1 and the TTP
epicardial cell models.
4.1.1.2 3D experiments
The convergence of the higher-order OS methods when applied to solve the bidomain model is verified by
considering the cell models of Luo–Rudy Phase I (LR1) [LR91] and TTP for epicardial tissue [tTP06]. The
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model of LR1 has nine cellular state variables and is considered mildly stiff [SD10]. We use the following
initial conditions for the variables in our model:
s(0, x, y, z) = s0,
v(0, x, y, z) = v0 + 100(1− sin(xyz)),
ue(0, x, y, z) = 0,
where, as before s0 and v0 are the CellML default values for s and v according to the cell model in












i = 1.75 mS/cm and σfe = σne = σte = 7 mS/cm.1
The spatial domain is set to (0, 1) cm×(0, 1) cm×(0, 1) cm, and the time interval to [0, 40] ms. We use a grid
with Ns = 51 equally spaced points per direction resulting in a ∆x = 0.02 cm. The accuracy of the third-
and fourth-order methods when applied to the bidomain model is assessed for all the cell models considered
in this study, and the results are reported in tables 4.5, 4.6, 4.7, and 4.8, confirming the expected order of
convergence for all the schemes.
LR1 TTP
∆t (ms) [MRMS]v p [MRMS]v p
1.5e−5 0.03975 − 0.03948 −
1.0e−5 0.01199 2.90 0.01219 2.89
8.0e−6 0.00597 3.12 0.00611 3.09
Table 4.5: Convergence for the SS3 method
applied to the bidomain model in three
dimensions using the LR1 and the TTP
epicardial cell models.
LR1 TTP
∆t (ms) [MRMS]v p [MRMS]v p
1.5e−5 0.03751 − 0.03846 −
1.0e−5 0.00995 3.27 0.01145 2.98
8.0e−6 0.00491 2.98 0.00583 3.02
Table 4.6: Convergence for the AKS3
method applied to the bidomain model in
three dimensions using the LR1 and the TTP
epicardial cell models.
LR1 TTP
∆t (ms) [MRMS]v p [MRMS]v p
1.5e−5 0.03799 − 0.03699 −
1.0e−5 0.01012 3.21 0.01184 2.90
8.0e−6 0.00495 3.19 0.00578 3.20
Table 4.7: Convergence for the R3 method
applied to the bidomain model in three
dimensions using the LR1 and the TTP
epicardial cell models.
LR1 TTP
∆t (ms) [MRMS]v p [MRMS]v p
1.5e−5 0.03147 − 0.03004 −
1.0e−5 0.00571 4.20 0.00583 4.04
8.0e−6 0.00234 3.99 0.00242 3.97
Table 4.8: Convergence for the Y4 method
applied to the bidomain model using the LR1
and the TTP epicardial cell models.
1It can be observed that because the conductivity tensors are proportional in this example, the bidomain model considered
can in theory be written as a monodomain model. It is nevertheless solved numerically as a bidomain model. Accordingly, this
observation has no bearing on the convergence rates reported.
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4.1.2 Efficiency comparison on the Niederer benchmark problem
A well-known benchmark problem in the field of cardiovascular modelling appears in the study by Niederer
et al. [NKB+11], in which various cardiac tissue electrophysiology simulation codes were used to solve a
standardized benchmark problem by evaluating convergence properties in space and time. In this section, we
briefly present the benchmark problem and the performance results that were obtained for the SS3, AKS3,
and R3 third-order and Y4, CCDV4 (table 2.10), and AK4 (table 2.13) fourth-order OS methods.
The Niederer benchmark problem is defined over a cuboidal domain of dimension 20 mm × 7 mm × 3
mm as shown in figure 4.1, with all boundaries assumed to have no-flux boundary conditions and a stimulus
delivered from one corner of the domain [NKB+11]. The ventricular fibre microstructure and orientation are
modelled using anisotropic tensors. The cardiac electrical activation was modelled using the monodomain
model (4.2) coupled with the TTP cell model for epicardial tissue [tTP06]. The final time for the simulation
was set to 40 ms. A complete list of the initial values for the state variables can be found in [NKB+11].
The Niederer benchmark problem was solved by various research groups using different codes and the results
compared using an “N -version” code evaluation [HR94, NKB+11]. In [NKB+11], the analysis was presented
in a quantitative way by looking at the differences in activation times T 81 between the corners labelled P1
and P8 in the domain; see figure 4.1. The analysis was performed in this way because activation times at
various points are commonly evaluated in experiments, and hence they provide a practical way to extract










Figure 4.1: Summary of points over the cuboidal domain at which activation times were evaluated.
The reference solution for the Niederer benchmark problem was generated in Nektar++ [CMAC+15], a
spectral/hp element code, using the following protocol. The spatial domain was uniformly discretized into
cells of size ∆x = 0.01 mm for a total of Nx = 420, 000 spatial points. The solution of the PDE system
(4.2b) was then expressed in terms of polynomials of degree 11 via the spectral/hp element method on each
cell. The Strang–Marchuk operator-splitting method together with the forward Euler method for (4.2a) and
the second-order IMEX Gear method [EB08] for (4.2b) were used for the temporal discretization to obtain
first-order accurate solutions. Seven solutions were then generated using time step sizes according to the
sequence ∆tj = 2j · 10−2 ms, j = 1, 0, . . . ,−5, at which point a precision of two matching decimal places was
reached between successive approximations at all shared space-time points for the two finest discretizations.
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Richardson extrapolation [Ric11] was then used to generate an eighth-order solution that had converged to
six matching decimal places. This solution is used as the reference solution in our experiments.
As per [NKB+11], we first look at the difference in activation times T 81 from P1–P8 between the reference
solution and the numerical solutions. T 81 ≈ 38 ms for the reference solution. Numerical solutions are
generated using the the Chaste default first-order semi-implicit (SI) method [SPVW09] and the SS3 method
with ERK3 and SDIRK(3,2) as integrators. The differences ∆T 81 in computed T 81 between the reference
solution and the numerical solution computed using the SI and the SS3 schemes are summarized in tables 4.9
and 4.10, respectively. The spatial and temporal resolutions considered were chosen to match those considered
in [NKB+11] to evaluate the various software packages used in the study. The difference in activation times
between the reference and the numerical solution is smaller when using the third-order OS method, meaning
the higher-order method appears to be more accurate than the lower-order method by this measure [CS18a].
∆t = 0.05 ms ∆t = 0.01 ms ∆t = 0.005 ms





∆x = 0.5 mm 0.1912 0.1512 0.1657 0.1343 0.1575 0.1175
∆x = 0.2 mm 0.1535 0.1195 0.1178 0.1078 0.1291 0.0969
∆x = 0.1 mm 0.1294 0.1057 0.0843 0.0833 0.1057 0.0772
Table 4.9: Difference in activation times from P1–P8 and [MRMS]v error between the reference
solution and the solution computed using the SI method for various spatial and temporal resolutions.
∆t = 0.05 ms ∆t = 0.01 ms ∆t = 0.005 ms





∆x = 0.5 mm 0.1763 0.1216 0.1486 0.1047 0.1256 0.0862
∆x = 0.2 mm 0.1445 0.1045 0.1085 0.0818 0.0916 0.0719
∆x = 0.1 mm 0.1122 0.0864 0.0867 0.0638 0.0781 0.0579
Table 4.10: Difference in activation times from P1–P8 and [MRMS]v error between the reference
solution and the solution computed using the SS3 method for various spatial and temporal resolutions.
To provide context to the way errors have been measured in this thesis, tables 4.9 and 4.10 also display
the [MRMS]v errors between the reference and the numerical solutions computed for the SI and the SS3
methods, respectively. We observe that all the solutions computed with the temporal and spatial resolutions
used in [NKB+11] have an [MRMS]v in excess of 5%.
Finally, we look at the efficiency of the SS3, AKS3, and R3 third-order and the Y4, CCDV4, and AK4
fourth-order OS methods described in chapter 2 when applied to the Niederer benchmark problem using
Chaste with ∆x = 0.1 mm. In a similar way as before, the efficiency of a scheme is assessed by determining
(to one significant figure) the maximum constant time step size that yielded a numerical solution that
approximately satisfied, but did not exceed, a 5% MRMS error tolerance for the transmembrane potential v.
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In table 4.11, we report the maximum time step size for the second-order SM2 method and the third-order
SS3, AKS3, and R3 methods. Table 4.11 also shows the actual MRMS error and the computational times,
from which we notice that the third-order methods can use larger time steps than the second-order method
while meeting the 5% MRMS error tolerance. This leads to SS3 and AKS3 being over 20% and 30% more
efficient than SM2, respectively. Again, the AKS3 method is more efficient than the SS3 method by over
10%.
SM2 SS3 AKS3 R3
∆t (ms) [MRMS]v Time (s) ∆t (ms) [MRMS]v Time (s) ∆t (ms) [MRMS]v Time (s) ∆t (ms) [MRMS]v Time (s)
3e−3 0.049 1031.32 1e−2 0.046 1132.27 7e−3 0.045 992.27 9e−3 0.047 612.89
Table 4.11: Efficiency comparison between the second- and third-order methods applied to the
Niederer benchmark problem.
From the results in table 4.11 and 4.12, we notice that the R3 method is the most efficient OS method
among all the OS methods considered in this study. In particular, when using the TTP cell model as in the
original Niederer benchmark, the R3 method appears to between 15% and 25% more efficient than AKS3 and
Y4, and between 50% and 60% more efficient than the methods with complex coefficients. For this problem,
the methods with complex coefficients are not able to take a significantly larger step size for the accuracy
requested. The additional expense per step associated with complex arithmetic alone then leads to their
underperformance.
Y4 CCDV4 AK4
∆t (ms) [MRMS[v Time (s) ∆t (ms) [MRMS]v Time (s) ∆t (ms) [MRMS]v Time (s)
8e−2 0.048 830.32 9e−2 0.049 1957.85 8e−2 0.048 2036.82
Table 4.12: Efficiency comparison of the Y4, CCDV4, and AK4 OS methods on the Niederer
benchmark problem.
4.2 Advection-Diffusion-Reaction Combustion model
Another set of experiments was conducted on an advection-diffusion-reaction (ADR) model describing the
combustion of a chemical quantity c. In this section, we confirm the convergence rates of methods with
complex coefficients and compare their performance with the R3 and Y4 methods. We show that, indeed, the
methods with complex coefficients can take a larger stable step size while meeting a given accuracy criterion;
however, their performance is generally not competitive on hardware that does not optimize for complex
arithmetic.
Combustion simulations can be difficult to perform because they involve many coupled PDEs that describe
the interactions between burning agents and the conservation of energy, mass, and momentum [EM11]. A
simplified, one-dimensional version of a combustion model was presented in [BCP11], where the combustion
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where x ∈ [10, 50], c = c(x, t) is the mass fraction of the reacted products, U0 ∈ [0, 1] is a parameter that
controls density and velocity changes of the fluid domain, L = 1 is the length scale of the velocity field, the
parameters γ = 0.1 and β = 1 represent the average diffusivities, and δ = 0, 1 is a parameter that allows the
advection to be switched off and on.
For our experiments, following [BCP11], we evaluate the model setting U0 = 0 and by using the Fisher–
Kolmogorov–Petrovskii–Piskunov (FKPP) ignition reaction type
fFKPP(c) = ωc(1− c),
where ω = 0.1 represents the rate of reaction. The boundary conditions are periodic, and the initial condition
is given as







with x0 = 20.5 and σ0 = 10. In all the experiments described below, we use N = 2000 uniformly
distributed spatial points. The spatial discretization is performed using and first- and second-order central
finite differences to discretize the first- and second-order derivatives in (4.9), respectively.
To assess the accuracy of some of the third- and fourth-order OS methods described in chapter 2, we use
the MRMS defined in (4.7) using 2000 points in space and 30 points in time. The reference solution for this
set of experiments is assumed to be accurate enough that it can serve as a proxy for the true solution. The
order of convergence of the numerical solution p was then computed again in the standard way as per (4.7).
Reference solutions for the combustion problem were generated for decreasing tolerances until the numerical
solution had converged to six matching decimal digits using a constant time step size of ∆t = 5e− 5 and the
ERK4 on the spatially discretized version of (4.9).









, and A[2](c) = fFKPP(c). The final
time is set at tf = 15 s.
Convergence of the third- and fourth-order methods is assessed using different combinations of time steps.
To ensure the overall accuracy of OS methods with order p ≥ 3, we need to approximate the flows of both
sub-systems to at least third order in time. We choose to do so by integrating A[1](c) using the ERK3 method
and by approximating the flow of A[2](c) using the SDIRK(2,3) method. At order four, we choose to integrate
A[1](c) using the ERK4 method and by approximating the flow of A[2](c) using the SDIRK(3,4) method.
Results for the R3, C3, and AKS3CP (table 2.12) methods are reported in table 4.13, and those for the
Y4 and CCDV4 methods are reported in table 4.14. The expected orders of convergence are confirmed for
all the methods considered.
Next, we present the relative efficiency results by comparing the methods with complex coefficients against
the R3 and Y4 methods, the most OS efficient methods with real coefficients. In particular, the Y4 OS method
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R3 C3 AKS3CP
∆t (ms) [MRMS]c p [MRMS]c p [MRMS]c p
1.5e−5 0.02578 − 0.03457 − 0.02876 −
1.0e−5 0.00736 3.24 0.01059 2.93 0.00762 3.24
8.0e−6 0.00992 2.84 0.00543 2.95 0.00397 2.92
Table 4.13: Convergence of the R3, C3, and AKS3CP methods applied to the ADR problem with
the advection term (δ = 1).
Y4 CCDV4
∆t (ms) [MRMS]c p [MRMS]c p
1.5e−5 0.03956 − 0.03952 −
1.0e−5 0.00766 4.05 0.00812 3.90
8.0e−6 0.00295 4.27 0.00317 4.19
Table 4.14: Convergence of the Y4 and CCDV4 methods applied to the ADR problem with the
advection term (δ = 1).
appears to be more efficient than the R3 method on this particular set of problems. We solve the same set of
problems described above. In this case, we consider (4.9) in both cases where δ = 0 and δ = 1. We compared
the CPU times obtained from using the maximum constant time step (correct to within 1e−3 ms) that yielded
a numerical solution that did not exceed a 5% MRMS error tolerance for c. In the case where ∆t was not
commensurate with the time intervals on which the reference solution was stored, we calculated the MRMSc
error using interpolated values from a Hermite polynomial spline of the appropriate order. Efficiency results
for the third- and fourth-order methods with complex coefficients considered in this study are reported in
tables 4.15 and 4.16, respectively. In all except one of the cases, we observe that OS methods with complex
coefficients can use a larger time step than the methods they are compared to while attaining a [MRMS]c
that does not exceed 5%. However, the increase in step size does not lead to reduced CPU times, which
appear to be much larger than the ones for the R3 and Y4 methods. This can be explained by the fact
that on a standard computer, complex arithmetic normally takes approximately four times the number of
flops as real arithmetic. The computational cost of complex arithmetic can be made comparable to that of
real arithmetic by making use of an FPGA device [CS15]. In such an environment, methods with complex
coefficients would outperform those with real coefficients due to the increased acceptable step sizes. Such an
investigation, however, is beyond the scope of this thesis.
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R3 C3 AKS3CP
∆t (ms) [MRMS]c Time (s) ∆t (ms) [MRMS]c Time (s) ∆t (ms) [MRMS]c Time (s)
δ = 0 3.5e−3 0.0481 125.12 5.5e−3 0.0484 298.38 5.0e−3 0.0491 312.28
δ = 1 2.5e−3 0.0493 138.43 4.0e−3 0.0489 407.52 4.0e−3 0.0486 361.82
Table 4.15: Efficiency comparison between the R3, C3, and AKS3CP methods applied to the ARD
combustion problem without, (δ = 0), and with, (δ = 1), advection term. The table displays the
maximum constant time step that maintained [MRMS]c ≤ 5%.
Y4 CCDV4
∆t (ms) [MRMS]c Time (s) ∆t (ms) [MRMS]c Time (s)
δ = 0 4.0e−3 0.0492 96.71 5.0e−3 0.0494 409.54
δ = 1 4.0e−3 0.0496 123.72 4.0e−3 0.0489 488.36
Table 4.16: Efficiency comparison between the Y4 and CCDV4 methods applied to the ARD
combustion problem without, (δ = 0), and with, (δ = 1), advection term. The table displays the
maximum constant time step that maintained [MRMS]c ≤ 5%.
4.3 The Brusselator Problem
As explained in chapter 3, in [RS05], the authors explored the stability of the G1 and the combined-SM2
OS methods applied the Brusselator equations introduced in [PL68]. The Brusselator equations are used to
model chemical dynamics and are given by (3.4).
Solutions can be found numerically by splitting (3.4) as (3.5). In [RS05], the authors solved (3.4) via OS.
When using the G1 OS method, the authors obtained stable solutions over the entire ∆t range considered
(∆t = 0.01, 0.05, 0.1, 0.25). However, when using the combined-SM2 method, the authors found that the
solution did not converge unless the time step was chosen to be sufficiently small (see [RS05] for more
details).
Here, we reproduce and improve some results reported in [RS05]. We compute the reference solution using
the parabolic and elliptic Matlab solver pdepe until there were 4 to 6 matching digits between successive
approximations. Following the experiments in [RS05], we compute numerical solutions to (3.4) by using
the G1 OS method and by integrating both the diffusion and the reaction terms using the backward Euler
method. The numerical solution showed good convergence over the entire ∆t range considered. In the
next set of experiments, we solve (3.5) by using the combined-SM2 splitting paired with Heun’s method to
approximate the flow of both operators. As in [RS05], the solution obtained in this case showed instabilities
for ∆t. Figures 4.2 and 4.3 display the unstable solutions computed with the combined-SM2 splitting and
∆t = 0.25 for the variables T and C, respectively, compared to the reference solution.
To understand and improve such oscillatory behaviours, we analyze the stability region for the case
where the problem is solved using the combined-SM2 OS paired with Heun’s method. Figure 4.4 shows
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Figure 4.2: Solution of the variable T in the Brusselator problem solved with the combined-SM2 OS
for ∆t = 0.25. The reference solution is also plotted.











Figure 4.3: Solution of the variable C in the Brusselator problem solved with the combined-SM2 OS
for ∆t = 0.25. The reference solution is also plotted.
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the eigenvalues of the reference solution and stability regions of the combined-SM2 OS when using Heun’s
method on both operators. We observe that not all the eigenvalues are captured by the stability region of
the combined-SM2 OS and Heun’s methods and, therefore, the solution is unstable for this time step.
We are able to eliminate the instabilities in the solution by using the SM2 OS method paired with Heun’s
method to integrate both operators. Figure 4.5 shows the stability region and the eigenvalues of the reference
solution for this case. As shown, for the same ∆t as in the previous experiment, now all the eigenvalues are
captured by the stability region resulting in a stable numerical solution.
Figure 4.4: Eigenvalues of the reference solution and stability regions of the combined-SM2 OS when
using Heun’s method on both operators with ∆t = 0.25.
Figure 4.5: Eigenvalues of the reference solution and stability regions of the SM2 OS when using
Heun’s method on both operators with ∆t = 0.25.
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5 Conclusions and Future Work
5.1 Conclusions
Operator splitting methods represent a powerful strategy to solve a broad range of problems involving
the solution of differential equations. Accordingly, the understanding of their properties is of paramount
importance. In this thesis, we analyzed the accuracy, stability, and efficiency of various OS methods, focusing,
in particular, on methods with order higher than two.
We studied the accuracy of some third- and fourth-order methods present in the literature on various
problems describing cardiac electrophysiology and chemical combustion. In all our experiments, we showed
the correct order of convergence for all the methods considered.
Having determined the proper order of accuracy for each method, we compared the efficiency performance
of the higher-order methods compared to the “state-of-the-art” second-order SM2 methods. We showed that,
despite the higher number of stages defining the higher-order OS methods, methods with order higher than
two were able to take a larger time steps than second-order methods while attaining the same accuracy.
This resulted in more efficient performance. In particular, we found that third-order methods can be 20%
to 30% more efficient than the SM2 method when solving both cardiac electrophysiology problems and
problems describing chemical combustion. We also considered the performance of OS methods with complex
coefficients. In particular, we found that, although methods with complex coefficients are in some cases able
to take a larger time step than methods with real coefficients of the same order, they are outperformed by
OS methods with real coefficients due to the expense of complex arithmetic.
We observed that, when using OS methods together with Runge–Kutta type methods to advance the
time integration, it is possible to construct an extended Butcher tableau that has the same structure as the
ones defining Generalized Additive Runge–Kutta (GARK) methods. We defined this new class of methods
to be OS-GARK methods. We applied linear stability analysis to OS-GARK methods and derived a stability
function that can be simplified as the product of the stability functions of the Runge–Kutta methods used
in the integration scaled by the coefficients of the OS methods.
Being able to analyze and plot the stability region is useful when trying to understand unstable numerical
solutions. In fact, using an eigenvalue analysis, we were able to determine whether the stability region was
capturing all the eigenvalues or not, resulting in stable or unstable numerical solutions. We assessed the




In this thesis, we studied the accuracy, efficiency, and stability of higher-order OS methods and demonstrated
their advantages over second-order methods on some classes of problems.
In principle, by solving the optimization problem by increasing the number of degrees of freedom and by
adding order conditions to obtain an OS methods of desired order p, it is possible to solve for an OS method
of any order. We leave the search for new OS methods for future work.
Because the stability function and, therefore, the shape of the stability region of OS-GARK methods
depend on the coefficients of the OS method, we propose that it would be possible to derive coefficients of an
OS method by maximizing the area of the stability region. This translates into solving a global optimization
problem that has the area of the stability region as objective function, the coefficients of the new OS methods
as degrees of freedom, and the order conditions as constraints.
Additionally, we must specify that, when solving the optimization problem to derive new OS methods,
the objective function, the degrees of freedom, and the constraints could be set to be only dependent on
the coefficients of the new OS methods. In other words, it is possible to optimize the area of the stability
region for pre-determined Runge–Kutta integrators chosen to advance the time integration. This choice can
be made to simplify the complexity of the optimization algorithm. In fact, the number of degrees of freedom
and order conditions rapidly increases when allowing for various integrators of the desired order. Of course,
the algorithm can be improved by not choosing a priori the Runge–Kutta integrators, but this comes at the
expense of increasing the computational cost of the algorithm. We leave the implementation of the simplified
and the improved version of the optimization algorithm that includes the coefficients of the Runge–Kutta
methods as degrees of freedom and their order conditions as constraints for future work.
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