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Abstract
Spacecraft formations control and development in deep space represent the
next technological challenge in space exploration. In the Sun-Earth system,
Lagrangian points are considered natural habitat for formations missions
like MAXIM, DARWIN, eLISA and NWO. Applications of spacecraft for-
mations include high-resolution interferometry, stereographic imaging, syn-
thetic apertures and detection of Earth-like planets, raising new challenges
in control, propulsion and instrumentation. Thus, stringent relative posi-
tions accuracy specifications, typical of these missions, do not permit the use
of linearised techniques. State-dependent Riccati equation control includes
non-linearities inherent to the problem guaranteeing control suboptimality.
In this thesis, spacecraft formation around Lagrangian points are considered.
Relative motion using Leader/Follower coordination scheme is formulated by
the circular restricted three-body problem. A perturbed model is developed
including typical perturbations and disturbances of the problem as Moon’s
gravitational perturbation and solar radiation pressure disturbance. State-
dependent Riccati equation control is then applied on the nonlinear equations
considering the New Worlds Observer mission manoeuvres. Simulation errors
and costs are analysed with respect to mission specifications reaching good
accuracy and efficient fuel consumption.
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Chapter 1
Introduction
Spacecraft formations control and development represent the next techno-
logical challenge in space exploration. Single monolithic spacecraft no longer
satisfy scientific and community demands. Many recent successes in space
applications using formations scheme demonstrate its feasibility and advan-
tages. Formation assembly made possible the construction of the largest
artificial body in orbit the International Space Station (ISS), otherwise im-
possible to launch as a single spacecraft. A great international research
laboratory continuously occupied since November 2000. In future, the con-
struction of space habitat, Bernal sphere, great space observatories o more
complex structures could be done using formations paradigm. Advantages
of multiple spacecraft systems are many: reduced costs, reconfigurability, a
major resolution, system robustness and redundancy. On the other hand ma-
jor complexity in guidance, coordination and collision avoidance are issues
attending to be solved.
Scope of the present work is to study formations in deep space environ-
ment, specially in the Sun-Earth system. In this context Lagrangian points
represent key locations to satellites and spacecraft. Particularity around
L2 point of the Sun-Earth system, designed from scientific community to
be home for future space observatories is used by many missions like Gaia,
Planck, DARWIN and the planned James Webb Space Telescope. Dynam-
ics studied are relative to the circular restricted three-body problem resulting
in a non-Kelplerian trajectory motion. Non-linearities of the problem and
great accuracy requested in formation flying missions do not permit the use
of linear techniques. Thus, We adopt the State-dependent Riccati equation
control to satisfy precision requirements. The controller is applied on the
New Worlds Observer mission designed to find new Earth-like planets in the
Universe, which may be launched in 2020 by NASA.
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1.1 Contribution to Knowledge
Reference texts and papers relative to both space formations and circular
restricted three-body problem represent a small number in space sector. We
may contribute in giving a straightforward classification, analysing as many
aspects as possible of spacecraft formations issues, gathering definitions and
properties.
The use of a novel control as state-dependent Riccati equation control in
space application, particularly formation around L2 Lagrangian point con-
tribute in validating controller potential in such field.
Finally, the choice of New Worlds Observer mission as reference data in
simulations, may propose a trajectory control solution to the formation. Note
that this work can be easily extend to the other Lagrangian points.
1.2 Limitations
Formation spacecraft attitude are not included in our studies. A complete
analysis of stable manifold relative to Lissajous orbit are not considered. In
addition, we do not own realistic data of Lissajous orbit, it is simulated using
relative equations derived from linear analysis.
Details on formation spacecraft construction and materials are not owned,
hence to develop disturbances model we consider parameters relative to the
worst case. Thus, solar radiation pressure disturbance model may appear
simple, this is because its full analysis is not the scope of this work.
Finally, we assume that measurements required to the control law are
continuously available and ideal. This is the natural step in developing a
real-life control system Once we quantify the extent to which the performance
specifications using ideal measurements are achievable, future work will look
into the effects of sensor errors and measurement rate on the overall formation
keeping performance.
1.3 Structure of the Thesis
In chapter 2, we classify multiple spacecraft systems and control iden-
tifying main keywords and giving definitions to understand the problem in
question. Then, chapter 3 presents deep space formation problem referring
to equations set of the three-body problem and differences with Keplerian
motion. Literature overview is also presented with used models and controls.
Dynamics equations relative to circular restricted three body problem is
studied in chapter 4, developing nonlinear, linear and relative (linear and
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nonlinear in the leader-follower configuration) dynamics. Then, models of
Lissajuos orbits, Moon’s perturbation and solar radiation pressure distur-
bances are developed. Description of Lagrangian points and quasi-periodic
orbits are also given. Chapter 5 presents the state-dependent Riccati equa-
tion control with properties and design structure.
In chapter 6, we present New Worlds Observer mission’s goals and in-
formations. Thus, simulations results of control and its relative analysis are
reported. Science mode, six months period and observations cycle simu-
lations are developed. Then, computational and propellent mass costs are
analysed.
The last chapter reports conclusion on the present work. Tables of mis-
sions and parameters cited in the thesis are summarized in the appendixes.
Chapter 2
Multiple Spacecraft Systems
In 1969, data from US, Soviet, and European Space Research Organiza-
tion satellites were correlated to study how large solar flares interacted with
the Earth’s magnetic and ionospheres, thereby achieving the first contempo-
raneous spatial sampling by a group of separated spacecraft [28]. The use
of multiple spacecraft increases over the years enabling science missions that
cannot otherwise be achieved with a single spacecraft. The recent successes
of the GRACE, GRAIL and MMS 1 missions demonstrate the critical impor-
tance of involving two or more spacecraft flying in a coordinated manner to
achieve science goals. Afterwards, not only science missions were improved
by the use of multiple spacecraft, specially communications, navigation and
remote sensing. Examples include the IRIDIUM global mobile phone com-
munications system launched in 1997, a constellation of 66 satellites which
provides global telecommunications services. The US Air Force Global Posi-
tioning System (GPS) constellation of 24 satellites designed to provide posi-
tion and timing information that users worldwide currently enjoy free use of
it (similar systems as GLONASS and Galileo are under development respec-
tively in Russia and Europe).
The interest in improving such systems is clearly explained by one of most
important aerospace agency in the planet, NASA. In early 2011, in an effort
to streamline future resource allocation and refine its plans, NASA’s Office
of the Chief Technologist released a set of technology roadmap with the aim
of fostering the development of concepts and cross-cutting technologies ad-
dressing NASA’s needs for the 2011-2021 decade and beyond. In the NRC
report entitled Restoring NASA’s Technological Edge and Paving the Way
for a New Era in Space[8], discusses the technical aspects and challenges
associated with three high-priority TA04 technologies: Relative Guidance
1 Further information and descriptions of mentioned missions, in this work, are available
in mission appendix A.1.
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Algorithms, Extreme Terrain Mobility, and Small Body/Microgravity
Mobility. Relating to the Relative Guidance Algorithmsthe challenge is
to extend guidance techniques to multiple collaborative vehicles in space as
well as on the ground [32]. The priority is to develop systems of multiple
agents with a high coordination architecture as autonomous as possible.
Thus, the concept of multiple spacecraft flying in formation become an at-
tractive alternative to traditional monolithic spacecraft analysing its several
advantages such as increased instrument resolution, reduced cost, reconfig-
urability and overall system robustness. Modern space telescopes represent
an example to underline physical limits of monolithic spacecraft. Currently
the largest primary aperture under development is that of the James Webb
Space Telescope (JWST) with a diameter of 6.5 m. It represents a major shift
in telescope design due to the use of a deployable primary mirror. However,
its size is still limited by the diameter of launch vehicle. A limitation for all
current space-borne telescopes. One method to overcome this obstacle may
be to autonomously assemble small independent spacecraft, each with their
own mirror, while in orbit as proposed in AAReST mission (Autonomous
Assembly of a Reconfigurable Space Telescope [37]).
As discussed above, multiple spacecraft formation represent a key tech-
nology for future missions and potential applications. Recently, increases in
the available processing power, improvements in navigation, and advances in
the manufacturing process have all made the concept of a multiple spacecraft
formation feasible.
However, the problem in question had few reference texts and papers yet
with respect to other space problems. Barnhart [3] shows how a literary ex-
plosion of satellite formation related topics come off in the recent 15 years.
We can find many definitions and classifications of multiple spacecraft sys-
tems in literature. In order to understand and study the formation problem
may be of primary importance to identify keywords and to classify issues.
2.1 Multiple Spacecraft Classification
Shaw [30] suggests the generic term to refer multiple satellites, or space-
craft, called distributed satellite system. The term distributed satellite sys-
tem (DSS), or distributed spacecraft system, is used concerning to a system
of many satellites designed to operate in a coordinated way in order to per-
form some specific function. An important distinction identifies two formal
types of DSS:
1. Constellation: multiple satellites sparsely distributed in space to sat-
isfy a global demand and typically do not require precise orientation
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between spacecraft, but optionally may need propulsive station keep-
ing.
2. Cluster : spacecraft intentionally placed close together in the same orbit
to train on a common target. The system therefore has more satellites
than the minimum necessary to satisfy coverage requirements.
Thus, the first class of the multiple spacecraft system should be con-
sidered about its target. Each spacecraft can have an individual target in
constellation class or common, shared target in the cluster DSS class. Note
that despite Shaw [30] definitions, we do not consider a subset of satellites
system working on the same target as a cluster system if they do not share
some kind of formation structure, as Barnhart [3] suggest. Examples of con-
stellation DSS class are IRIDIUM, GPS and ORBIMAGE while cluster DSS
class examples are GRACE, TSS-1 and TPF.
Focusing on cluster DSS, we can distinguish two subclasses:
1. Free flying
2. Formation flying
The cluster of satellites may have a more complex structure, namely, a
formation. Formation flying requires that satellites in a cluster maintain pre-
cise spacing and orientation relative to each other, with the level of precision
based on mission requirements. This directly implies that the spacecraft must
have exact real-time location knowledge of all nodes and a propulsion system
to maintain the formation. The definition of spacecraft formation flying is
not very precise or universally agreed upon. Scharf [28] defines formation
flying as a set of more than one spacecraft whose dynamic states are coupled
through a common control law. However the following definition, proposed
by NASA’s Goddard Space Flight Center as mentioned in [2], may be widely
accepted:
The tracking or maintenance of a desired relative separation,
orientation or position between or among spacecraft
Examples of free flying missions are GRAIL and GRACE while formation-
flying missions are MMS, eLISA, DARWIN and TechSat-21.
We extend this first classification to update DSS characteristics with other
two important proprieties: cluster composition and cluster number of space-
craft. Cluster composition defines two classes of DSS: homogeneous and
different compositions. Missions like TPF and DARWIN use different forma-
tions composition: some spacecraft carry mirrors focusing towards the target
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star, then each mirror reflects the infra-red light toward the last spacecraft,
with different structure and tasks, located in the formation centre. Instead,
GRACE, GRAIL and MMS missions use homogeneous spacecraft composi-
tions to improve scientific analysis with redundant measurements. Control,
guidance and coordination are affected by formation structure.
Cluster number class characterize the oncoming missions with uncom-
mon high number of spacecraft (sometimes called agents) compared to the
past standard. Since 1957, increasing mission requirements have driven up
satellite mass from Sputnik’s 84 kg to over 6000 kg for some systems today.
Consequently, cost, complexity, program time-lines and management over-
head have grown considerably. Reversing this trend, a fast-growing small
satellite industry, rooted in academia, has enabled increasingly capable and
cost effective space missions. SWIFT, CubeSat and SPHERES are some
names of small satellites that would push the frontier of the existing forma-
tions flying spacecraft concepts by one or two orders of magnitude in two
major technological drivers: the enormous number (100 to 1000 or more)
of spacecraft, compared with the previous two to ten spacecraft formation
concepts, and the tiny size.
Accordingly, it is important to add two other classes to distinguish forma-
tions composition of few spacecraft from swarm formations. As the formation
problem, again, swarm had many definitions among researchers. We agree
with Morgan [22] and Hadaegh [17] definition of swarmas a collection
of hundreds to thousands of spacecraft. Swarming control and coordina-
tion methods have the advantage that they easily scale to large numbers
of vehicles without incurring large communication or computation burdens.
However, they are typically not fuel-optimal and rarely include provisions of
collision avoidance.
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Figure 2.1: Complete classification of distributed spacecraft systems.
Spacecraft mass classification is beyond the interest of this work. How-
ever, Barnhart [3] developed a complete satellite categories by mass and costs
very interesting to examine.
Now we are able to draw up a complete classification of DSS systems
including four relevant characteristics, as in figure 2.1 :
1. DSS target:
- Constellation: individual
- Cluster : shared, common
2. Cluster formations precision:
- Formation flying
- Free flying
3. Cluster composition:
- Homogeneous spacecraft
- Different composition
4. Cluster spacecraft number:
- Few spacecraft: two to ten
- Swarm: hundred to thousands
2.2. Spacecraft Formations Control Classification 9
2.2 Spacecraft Formations Control Classifi-
cation
The first classification of DSS, in the previous section, categorized the
formation with respect to spacecraft types used in the mission. In this sec-
tion, we will focus on control problem discovering the countless differences
between proposed controls and properties of formation problem. Scharf in
[28] and [27] provides survey about spacecraft formation flying guidance and
control, dividing guidance and control in categories. Unifying previous classes
and adding some missing categories gives a complete panorama of the main
formation control techniques characteristics in literature.
Formation flying guidance can be divided into two main categories based
on the ambient dynamic environment:
- Deep Space (DS)
- Planetary Orbital Environments (POE)
Due to the dynamical environment inherent in POE guidance, this area
has a larger number of associated papers. In POE, spacecraft are subjected
to significant orbital dynamics and environmental disturbances. The POE
literature focuses on developing periodic, thrust-free relative spacecraft tra-
jectories called passive relative orbits (PROs). Active relative orbits (AROs)
are designed by posing an optimal control problem for more complex space-
craft configuration.
Disturbances and perturbations became an important component in a
formation control problem in POE low Earth orbit (LEO). J2 and drag per-
turbation, debris and solar radiation are the main perturbations in POE,
especially in LEO. While in DS sensor noise, time delay in communication,
solar pressure radiation and third (or fourth) body gravity perturbation could
be included in the formation control problem.
Tillerson [36] provide another keyword in formation control problem, tra-
jectory design problem. There are two primary trajectory design problems of
interest for formation flying spacecraft:
- Formation initialization or reconfiguration problem: is a complex opera-
tion of formation control, nonetheless results necessary to exploit all
the advantages of a formation flight. Generally, formation reconfig-
uration consists of a series of manoeuvres to transform the original
formation configuration into some other configuration changing space-
craft position inside the formation. Formation reconfiguration enables
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multiple mission requirements to be satisfied as observing many tar-
gets and increases the reliability of the formation when one spacecraft
formation fails. The main issues are to minimize fuel and time, to re-
alize a balanced fuel consumption between spacecraft using optimized
manoeuvres.
- Formation-keeping problem: is the main challenge in formation control
problem in both POE and DS formation flights. In order to preserve
the formation’s geometry from deterioration due to perturbation, dis-
turbances, errors and instable orbits which will affect the formation
functions, a formation keeping strategy is needed to maintain relative
positions during mission lifetime. The main issues are fuel optimal-
ity, try to exploit natural dynamics of the orbits and perturbations, to
achieve formation keeping developing an autonomous strategy.
Formation keeping is a relatively long-duration activity compared to es-
tablishment or reconfiguration. Hence, it is imperative that the reference
relative orbit for formation maintenance is chose as close as possible to that
supported by the physics of perturbed relative motion problem. Formation
flying control papers may include one or both of these problems. Examples
of formation keeping strategies are Morgan [22] and Gurfil [13] (both use
the energy matching condition for formation keeping). Generally, in litera-
ture, fuel consumption is the most important parameter used to evaluate the
optimality of formation control.
To handle more than one spacecraft, classic control systems are insuffi-
cient. We need specific architectures to coordinate each agent and to share
information among spacecraft. Five control architectures are widely used in
formation control problems:
- Multiple-Input, Multi-Output (MIMO): formation controllers are designed
using a dynamic model of the entire formation. Formation is treated
as a multiple-input, multiple-output plant. The primary advantages of
the MIMO architecture are optimality and stability. However, since the
entire state is used, MIMO algorithms also have the highest information
requirements and they are not robust to local failures.
- Leader/Follower (L/F): is the most studied formation control architecture.
L/F has also been referred to as Chief/Deputy, Master/Slave and the
traditional terminology from two-spacecraft rendezvous Target/Chase.
L/F uses a hierarchical arrangement of individual spacecraft controllers
that reduces formation control to individual tracking problems. Each
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spacecraft only needs information about its leaders. This fact also sim-
plifies formation coordination. Regarding L/F robustness, if a space-
craft fails, then only its followers are affected (single-leader single point
of failure). All the advantage of L/F are traded for optimality. Con-
necting individual, locally optimal formation tracking control laws does
not guarantee a globally optimal formation controller. In addition, in-
formation requirements can approach those of a MIMO formation and
there is no explicit feedback from the followers to the leader.
- Virtual Structure (VS): The spacecraft behave as rigid bodies embedded in
a larger, virtual rigid body (structure). In particular, the overall mo-
tion of the virtual structure and the constant specified positions and
orientations of spacecraft within it are used to generate reference tra-
jectories for the spacecraft using individual controllers. One advantage
of the virtual structure approach is the facility to prescribe the group
behaviour, and it can maintain tight formation during manoeuvres. In
addition, feedback from spacecraft to the virtual structure is naturally
defined. The main disadvantage is the centralized approach, which re-
sults in a single point of failure for the whole system and sometimes
requiring the formation to act as a virtual structure limits the class of
potential applications.
- Cyclic: Similar to L/F, a formation controller in the cyclic architecture
is formed by connecting individual spacecraft controllers. However,
Cyclic differs from L/F in that the controller connections are not hi-
erarchical. Scharf [27] defines Cyclic algorithm to be an interconnec-
tion of individual spacecraft controllers that results in a cyclic control
dependency directed graph. By allowing non-hierarchical connections
between individual spacecraft controllers, cyclic algorithms can perform
better than L/F algorithms and distribute control effort more evenly.
Cyclic approach can also be completely decentralized in the sense that
there is neither a coordinating agent nor instability resulting from sin-
gle point failures. The formation geometry “emerges” from the inter-
actions of individual controllers. The two primary drawbacks of cyclic
algorithms are that stability is poorly understood and in many cases
the information requirements are as great as for MIMO algorithms.
However, cyclic approach is generally still more robust than MIMO
algorithms.
- Behavioral : combines the outputs of multiple controllers designed for achiev-
ing different and possibly competing behaviors. A behavior could be
an objective such as collision-avoidance or move-to-goal functions that
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the spacecraft must individually or collectively perform. Behavioral
approach is a decentralized implementation and can achieve more flex-
ibility, reliability and robustness than centralized implementations. Ex-
plicit formation feedback is included through the communication be-
tween neighbours. Unfortunately, the behavioral approach is hard to
analyse mathematically. In addition, behavioral algorithm has limited
ability for precise formation keeping, the group cannot maintain for-
mation very well during manoeuvres.
A coordination architecture could include other two keywords: centralized
and decentralized architecture. Basically, coordination schemes showed above
are centralized, except behavioral and cyclic approaches. Decentralized ar-
chitectures are very common for swarm formation problem. To coordinate so
many agents (100 to 1000) we cannot share the entire information set among
agents congesting the network. In addition, spacecraft have a reduced com-
putational capability. Decentralized architectures share only important in-
formation taking care to optimize communication network. Obviously, these
decentralized architectures cannot ensure optimality.
In addition, the equations set used in a formation control problem must
be analysed. Dynamics equations identifying a formation problem are not
unique. Indeed, they are chosen after analysing aspects and properties cited
above as function of mission requirements. Formation goals address the se-
lection of the best set of equations in order to develop control. Even in
very similar problem contexts a very different dynamic equations could be
found in literature. Among all these differences, we can locate three classes
of equations set:
- Non-linear dynamics : exact or approximated represent the generic set of
equations used when resolution and precision requirements associated
to the formation mission do not permit the use of linearised models.
- Linear dynamics : Clohessy-Wiltshire equations, linear time-varying, lin-
earised dynamics by Taylor expansion. . . etc. are widely developed to
study formation problem because nonlinear models raise a computa-
tional issues. There are many linearised equations with different reso-
lution degrees.
- Euler-Lagrange formulation: generally used to treat formation as a rigid
body, especially with V/S coordination scheme.
Furthermore, these models could be represented using many different co-
ordinate systems such as standard orbital elements, hybrid orbital elements,
quaternions or Cartesian frames following problem requirements.
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Figure 2.2: Formation control problem classification.
In addition to these classes, Gurfil [15] categorized relative motion control
approaches into two main branches: impulsive control, relying on chemical
thrusters, and continuous control, using low-thrust electric propulsion. Im-
pulsive control assumes that the orbital elements (or Cartesian frame. . . etc.)
of some reference orbits are known and attempts to generate control com-
mands which will match the instantaneous orbital elements to those of the
desired values, even under orbital perturbation. Continuous control have
mostly used full-state feedback of the Cartesian relative position and veloc-
ity to develop high-precision tracking control laws, capable of maintaining
small steady-state errors under a myriad of orbital perturbations.
Finally yet importantly, missions and applications of formation flying
spacecraft defines many control variables. Several types of formation flying
missions have been proposed: interferometric imaging, infra-red telescope ap-
plication, passive aperture radar and repeat ground-track observations. Each
of these missions requires variable degrees of control to achieve observation
objectives. In figure 2.2 a control problem summary diagram is presented.
Chapter 3
Deep Space Formations
In this chapter, we present the challenging problem of deep-space forma-
tion flying. The resolution and precision requirements associated with typical
profiles of deep-space formation flying missions raise new challenges in tra-
jectory design, control, instrumentation and propulsion. The non-Keplerian
trajectories of deep space spacecraft necessitate a specialized treatment of the
formation control. Often, trajectory analysis and design are carried out in
the context of the circular restricted three-body problem with Sun and Earth
as primary gravitational bodies. An example of infra-red telescope mission1
can better explain the meaning of non-Keplerian trajectories.
Telescope in LEO, as known, cannot guarantee high resolution images
under Earth radiation disturbance. In this context, we need to find a position
to the satellite away from Earth, because of its huge amount of infra-red
radiation. Thinking about the satellite in a distant orbit from the Sun, as
orbit-2 in figure 3.1, could solve the problem of being at a reasonable distance
from the Earth. However, the problem is that the telescope and the Earth
rotate around the Sun at different speeds. Indeed, as we go away from the
Sun the gravity becomes weaker and the speed of the telescope decreases.
These are results of Kepler laws:
Kepler Third law. A line joining a planet and the Sun sweeps
out equal areas during equal intervals of time: period
2
area3
= constant
Therefore, the satellite will be left behindand we will have often com-
munication problems between satellite and Earth because of the Sun inter-
1 The example in question refers to the Herschel Space Observatory. It was a space
observatory built and operated by the European Space Agency (ESA) active from 2009
to 2013, represented the largest infra-red telescope ever launched. It was orbiting around
the L2 Lagrangian point in the Sun-Earth system.
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Figure 3.1: Keplerian motion of the satellite in the Sun-Earth system. 1 and 2
are the near and far orbit from the Sun.
ference. Similar problems could be found with orbit-1 where the telescope
goes fasterthan Earth.
This is how we treat problems using Keplerian motion. However, re-
mind that one hypothesis of Kepler’s laws, and the two-body problem, is the
negligible mass of the planet, as the Sun is much heavier than any planet.
Instead, treating this example as a three-body problem, we find both Earth
and Sun have significant mass meaning that both contribute gravity. There-
fore, gravitational pull is not only of the Sun but the combination of the
Earth gravity and the Sun gravity. Removing Keplerian hypothesis leads to
a non-Keplerian motion, or three-body problem (Sun, Earth and Telescope
are the three bodies in question). Hence, we want to find an orbit that
keeps the telescope away from the Earth and, at the same time, to some-
how keep-station (same speed) the Earth while rotating around the Sun, as
a geostationary satellite in LEO. By the combination of the primary bodies
(Sun-Earth) gravity, Lagrange discovered five saddle points (libration points)
in which the telescope could orbit at the same speed with Earth around the
Sun2, known as the five Lagrangian points.
2 Note that Earth mass is much smaller than the Sun mass that is why those saddle
points are closer to the Earth than to the Sun. L2 point of Sun-Earth system is at 1% the
distance of the Earth from the Sun but it is four times further than the Moon is from the
Earth.
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3.1 Three-Body Problem
The three-body problem formulates the dynamics in Deep Space missions,
as shown in the last section. Although the Keplerian two–body problem has
a very elegant analytical solution, the general three-body problem increases
the level of complexity to such a degree as to make an analytical solution
intractable. Whereas Newton was the first to study the combined motion of
several celestial objects, the French astronomer and mathematician Lagrange
studied the problem and demonstrated that analytical solutions exist for the
three-body problem if certain restrictions are imposed. The first hypothesis
is to assume that the mass of each body is sufficiently large to affect the
motion of the remaining two bodies. A familiar three-body problem is the
Sun-Earth-Moon system. Although the Moon does orbit the Earth in a
near-elliptical manner, to account for some of the deviations of its orbit
relative to Earth, the gravitational effect of the Sun must also be taken into
account. This is one reason why a precise description of the lunar orbit is very
complicated. Imposing additional restrictions and hypothesis redefines the
three-body problem type and helped Lagrange to obtain analytical solutions.
Starting from the general three-body problem to continue in adding re-
strictions, we obtain three main problem classes:
Three-body problem: The most general case studied by Lagrange in which
the size or orientation of the fixed three-body formation is free to vary
with time. The results are the general conic solutions. The special case
in which all three bodies are assumed to rotate about their centre of
mass at a common angular rate yields to a simplified analytical solution.
Restricted three-body problem: The third body is taken to be small enough
so that it does not influence the motion of the other two large bodies,
called primary bodies. A good way to visualize this is to think about
the Apollo program, where a small space vehicle is flying under the
gravitational influence of the uniformly rotating Earth–Moon system.
Elliptic and circular restricted three-body problem: The motion of the pri-
mary bodies are assumed to follow an elliptical (or circular orbits)
about their centre of mass while a third body of relatively infinitesimal
mass is moving among them in a general fashion. However, elliptical
motion is still complex.
Lagrange’s studies showed that it is possible to find solutions to the three-
body problem where the shape of the three-body formation does not change
in time. These restrictions force the three bodies to remain in an equilat-
eral triangle or collinear formation, called invariant shapes. These invariant
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shapes yields to the discovering of the libration points by Lagrange himself
in 1772. Szebehely [33], Schaub [29] and Koon [19] provide authoritative
coverage of the literature on the subject.
3.2 Circular Restricted Three-Body Problem
Focusing on the circular restricted three-body problem (CRTBP), we as-
sume that both m1 and m2 are very massive objects compared to the third
mass m, figure 3.2. The Keplerian motion of the first two masses is de-
termined through their respective inverse-squared gravitational attraction
by neglecting the effect of the relatively small third mass on the first two
masses. Therefore, the masses m1 and m2 affect the motion of m (small
mass), without in return being affected by m themselves. In addition, the
primary bodies (m1 and m2) are assumed to be in circular orbits about their
mutual centre of mass. This is a good approximation for several celestial
couples like Earth-Moon, Sun-Earth, Sun-Jupiter. . . etc. The small mass m
could then be a spacecraft, telescope or some asteroids moving under the
influence of the Sun and another planet.
Lagrange found for the circular restricted three-body problem five distinct
three-body formations that are invariant when viewed from the rotating ref-
erence frame. The five possible locations for m for which its location appears
invariant or stationary as seen by the rotating frame are called Lagrange li-
bration points L1, L2, L3, L4 and L5, illustrated in figure 3.2. We can see
that the straight-line points L1, L2 and L3 are evident from the collinear
solution, whereas the points L4 and L5 are evident from the equilateral tri-
angle solution. Though their existence was thought to be of purely academic
interest by Lagrange however, the Trojan asteroids subsequently discovered
(1906) oscillate about L4 and L5 Sun-Jupiter system, figure 3.3.
Across the years, many missions were proposed near the libration points of
the Sun-Earth system and the Earth-Moon system. In the Sun-Earth system,
the L1 libration point is an ideal position for monitoring solar activities
such as solar wind. The vision of the surface of the Sun is always available
to the spacecraft at L1 and the long distance between L1 and the Earth
(around 1.5 million km), makes an early warning possible. Many space-
based observatory missions take place in L2 point of the Sun-Earth system
because of its observation geometries and thermal stability. These points also
are far enough from Earth so that atmosphere, space debris and radiation
cannot be disturbances to the system. The other points of the Sun-Earth
system were not interesting to science matter over the years.
In the Earth-Moon system libration points L4 and L5 are very interesting
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Figure 3.2: Stationary Lagrange Points, see [29].
for future location of communication satellites to support L2 Earth-Moon
satellites, while the Moon interference raise communication problems with
Earth.
Appendix section A.2 reports a complete list of past, present and planned
missions in the Sun-Earth lagrangian points. Notice that most of the planned
missions adopted a satellites formation instead of single spacecraft as histor-
ical missions did.
3.3 Formations Flying Models Overview in
Deep Space
Although there is no general analytical solution to the CRTBP, several re-
searchers have attempted to develop approximate analytical solutions. There
are three critical assumptions currently used to simplify the dynamics and
to obtain a closed-form analytical solution of relative motion:
1. The Three-body problem: The Sun and the Earth combination are each
considered point masses for the purposes of modelling gravitational
forces.
2. The restricted part of the problem: The mass of the third body (space-
craft) is assumed infinitesimally small relative to those of the other two
bodies, so negligible.
3.3. Formations Flying Models Overview in Deep Space 19
Figure 3.3: The Jupiter Trojans near L4 and L5. Image credit: David Darling.
3. The circular part of the problem: The motion of one primary to the
other is an elliptical orbit with eccentricity near to zero.
Under these assumptions, the non-circular motion of the two primaries
about their barycentre became a disturbance source. The nonlinear model
is the starting point to find linearised models in order to be controlled. In
addition, with a linearisation method we can find periodic or quasi periodic
trajectories in the vicinity of the collinear libration points. These models
are then extended with the coordination architecture feature. Authors Koon
[19], Wang [38], Li [20] and Luquette [21] present a full overview of the models
used in literature. We will introduce the main features.
In the 1980’s, Richardson developed the analytical approximation for pe-
riodic motion near the collinear points in the Sun-Earth-Moon system. In
his paper, the CRTBP differential equations were developed with respect to
a collinear libration point. Using Taylor series expansion of the nonlinear
terms, a Hill-like linearised motion equations with its relevant analytical so-
lution was obtained by truncating the higher order terms. Selecting suitable
initial conditions, the solution rise to halo orbit motion, which is a periodic
orbit. This model correspond to the linear time-invariant model of relative
motion.
Following the approach of Richardson, Segerman and Zedd’s (2003) de-
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rive a model for relative motion near the collinear libration point to support
MAXIM mission. The nonlinear-form equations of absolute motion of both
the hub and the telescope are derived separately based on the CRTBP prob-
lem. The equations of motion for the telescope relative to the hub are ob-
tained by differencing. Then the resulting differential equations are expanded
in powers of the distance between L2 and the hub, as well as between the
hub and the telescope. Finally, the Lindstedt-Poincare3 method is applied
to the expanded equations to derive analytical solution.
Scheeres and Vinh’s study (2000) investigates the spacecraft motion rela-
tive to an unstable halo orbit in Hill’s problem, which is the simplified version
of CRTBP. In the original paper of the authors, they developed a formation-
keeping strategy based on a linear time-varying model (reduced into a series
of discrete segments).
Howell and her group (2003) studied the dynamical system theory (DST)
applied to this problem extensively. DST can provide a better understand-
ing of the geometry of the phase space in the CRTBP. The focus of their
work is to determine the natural behaviour on the centre manifold of a halo
orbit near the libration points and then utilize the centre manifold for for-
mation flight design. A two-dimensional torus centred on a nominal halo
orbit has been found to be suitable to fly the slave spacecraft. They will
keep a bounded relative distance from the master spacecraft on the nominal
halo. Disadvantage of using a natural dynamics around halo orbit present,
in the other hand, is the strict requirement of the accurate computation of
the model.
Finally, Wang [38] developed a quasi-linear parameter-varying model try-
ing to include many non-linearities of the full system using a linear model
structure. In practice, we can divide models in the most common three cat-
egories of modelling dynamics: nonlinear (NL), linear time-varying (LTV)
and linear time-invariant (LTI) models. Therefore, LTV are not so common
to be developed in researches papers.
All these models could include perturbations and disturbances. There are
generally four main disturbance sources:
i - The non-circular motion of the two primaries about their barycentre
ii - The gravitational forces from other celestial bodies (fourth body)
iii - Solar radiation pressure force
3The Lindstedt-Poincare method uses analytical approximations in order to compute
families of periodic orbits. The main idea behind is built on the observation that non-
linearity alters the frequency of linearized system. Full method overview is provided in
[19].
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iv - Non-perfect equivalent of the real Earth-Moon system and its barycen-
tre
The last perturbation refers to the use of the Earth-Moon system as the
second primary body instead of the Earth only. These perturbations will
make the naturally unstable motion (in collinear formation) of the spacecraft
diverge even faster. Therefore, active station-keeping or formation-keeping
manoeuvres are needed.
3.4 Formations Flying Control Algorithms in
Deep Space
POE guidance, as cited before, has a large number of associated papers.
This imbalance is referred also considering the research in formation flying
control. The reason of this gap could be investigate in the number of missions
in DS environment. In space exploration, DS missions represent the next
technological challenge, indeed missions in POE far outweigh the number
in DS. Missions away from Earth orbit include many tough aspects to take
in consideration. Spacecraft are distant to be controlled in real-timefrom
Earth, thus they must be as autonomous as possible. Fuel-consumption,
mission endurance and cost are generally more complex to make efficient.
The most common control strategies focus on the design of position
keeping and reconfiguration for spacecraft running on unstable but control-
lable orbits, including halo orbits and Lissajous orbit. In addition, control
strategy is often coupled with a control coordination architecture (L/F, VS,
Cyclic. . . etc.). Coordination approach specify the type and the number of
information to share among the spacecraft formation. Optionally, these ar-
chitectures are decentralized improving system redundancy.
Due to the simplicity of the linear time-invariant (LTI) models in the
CRTBP, several Linear Quadratic Regulator (LQR) controllers for formation
flying have been presented. Folta [5] provides a decentralized approach with
a standard control using a LQR. Chung [6] studied tethered formations with
a decentralized attitude control strategy and a gain scheduled LQR control,
the experimental validation was made using SPHERES system. Acikmese
[1] chooses a linearised time-discretize dynamics for a convex reconfiguration
algorithm. Convex algorithms are computationally efficient and simple in
adding constraints.
To improve control accuracy and save fuel consumption, a more precise
model such as a linear parameter-varying (LPV) model or ephemeris model,
which will reduce the modelling error, should be taken into account. There-
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fore, several authors have attempted to design a gain-varying controllers by
using a LPV system directly. Carpenter [4] proposed a decentralized architec-
ture using a Linear Quadratic Gaussian (LGQ) method by a LPV dynamics.
Gurfil [16] utilizing the framework of the circular restricted three-body prob-
lem developed a time-varying continuous Linear Quadratic control law.
Furthermore, to meet the future mission’s stringent millimetre relative po-
sition accuracy, many authors have designed nonlinear controllers by using
nonlinear models. Chung [7] takes a nonlinear approach to under-actuated
tethered formation flying spacecraft and extended his decentralized control
approach. Gurfil [14] developed a controller to keep the formation in high
precision via a nonlinear model of the circular restricted three-body problem
using a novel nonlinear adaptive neural control methodology, which includes
the disturbances of solar radiation pressure and lunar gravity. Darvish [9] de-
veloped two control strategies linear (LQR approach) and nonlinear (Integral
Sliding Mode) in order to compare them in different tasks. These nonlinear
controller algorithms achieve good control performance for the formation sys-
tem. However, the heavy computation burden of the on-board computer for
these controllers should be considered before implementation.
In addition, in literature, many authors used an Euler-Lagrangian for-
mulation in order to develop the dynamics of the formation problem. Ren
[25] built a decentralized formation scheme for spacecraft formation flying
via structure approach.
Unfortunately, papers treating strictly the restricted three-body problem
represent a small number compared to Keplerian orbit formulation. Hence,
comparison among controller’s results become a tough task.
Chapter 4
Circular Restricted Three
Body Problem
In this chapter, dynamical models relating to the circular restricted three-
body problem are presented. The discussion includes nonlinear and linearised
equations of motion about libration points and dynamics in non-dimensional
form. In addition, an overview of libration point stability and a quasi-periodic
orbit developed from linearised model are presented. Perturbations and dis-
turbances in deep space are also studied. Firstly, we will analyse a sin-
gle spacecraft motion in a circular restricted three-body problem following
Schaub [29] and Wie [40] development. Then, a formation dynamics using
Leader/Follower scheme is proposed.
4.1 Nonlinear Dynamics
We consider the Sun-Earth system and it is assumed that the spacecraft
mass is insignificant compared to the masses of the two primary bodies.
Hence, the orbital motion of the two primary bodies is not affected by the
spacecraft. To develop the equations of motion of mass m near the circularly
orbiting m1 and m2, we express the inertial position vector r of m with
components taken in a rotating reference frame F : {eˆr, eˆθ, eˆ3}. The origin
of F is at the system centre of mass as shown in figure 4.1. The first basis
vector eˆr runs along the line between the two large bodies in the direction
of the smaller body. The third basis vector eˆ3 is in the direction of the orbit
normal. The cross product of eˆ3 and eˆr yields the second basis vector eˆθ.
These vectors form an orthogonal coordinate system. The position vector of
the spacecraft m in the rotating frame is:
r = rxeˆr + ryeˆθ + rzeˆ3 (4.1)
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Figure 4.1: Rotating coordinate system of the CRTBP problem F : {eˆr, eˆθ, eˆ3},
see [29].
Writing the vectors from the large bodies to m in the rotating frame gives:
ξ1 = (rx + r1)eˆr + ryeˆθ + rzeˆ3 (4.2)
ξ2 = (rx − r2)eˆr + ryeˆθ + rzeˆ3 (4.3)
The relative distances ξi to mi are given by:
‖ξi‖ =
√
(rx ± ri)2 + r2y + r2z
where r1 is the distance from the centre of mass to the largest body and r2
is the distance from the centre of mass to the smallest body. Note that:
r12 = r1 + r2
This distance represents the Sun-Earth distance, called astronomical unit
(AU). With respect to the inertial coordinate frame, the two large bodies are
rotating about their centre of mass with a constant angular velocity:
Ω =
00
ω

Since m m1,m2 the constant angular velocity magnitude of the m1 −m2
system is given by:
ω =
√
G(m1 +m2)
r312
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Note that while both m1 and m2 perform planar, circular motions, the mass
m is able to move both within the orbit plane and perpendicular to it.
Deriving with respect to the inertial frame reminding that the two large
bodies are rotating with a constant angular velocity:
e˙r = Ω× eˆr e˙θ = Ω× eˆθ e˙3 = Ω× eˆ3
The cross product is defined as:
e˙i = Ω× eˆi = det
∣∣∣∣∣∣
eˆr eˆθ eˆ3
0 0 ω
1 0 0
∣∣∣∣∣∣ (4.4)
that yields:
e˙r = ωeˆθ e˙θ = −ωeˆr e˙3 = 0
Taking two inertial derivatives of r, while keeping in mind that F is a rotating
reference frame. Inertial velocity and acceleration vector of r is expressed as:
r˙ = (r˙x − ωry)eˆr + (r˙y + ωrx)eˆθ + r˙zeˆ3 (4.5)
r¨ = (r¨x − 2ωr˙y − rxω2)eˆr + (r¨y + 2ωr˙x − ryω2)eˆθ + r¨zeˆ3 (4.6)
Newton’s Law of Universal Gravitation for n bodies states:
Fg = −Gmi
n∑
j=1
j 6=i
mj
‖rji‖3 rji (4.7)
where Fg is the total gravitational force acting on the i
th body, G is the
universal gravitation constant, mj are the masses of the respective bodies,
and rji is the position vector from the j
th body to the ith body. Newton’s
Second Law defines force as the time derivative of momentum:
F = mi
dvi
dt
+ vi
dmi
dt
where:
ξ˙i = vi =
dξi
dt
ξ¨i =
dvi
dt
=
d2ξi
dt2
(4.8)
The derivatives in equations 4.8 are with respect to an inertial frame. As-
suming constant mass, then:
dmi
dt
= 0 (4.9)
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with gravity as the only force (the restricted part of the restricted three-body
problem). Substituting equations 4.1 and 4.9 into equation 4.7 and dividing
by mi (spacecraft mass), yields:
ξ¨i = −G
n∑
j=1
j 6=i
mj
‖ξji‖3 ξji
Expanding the equation of motion for a satellite in the restricted three-
body problem:
r¨ = −Gm1‖ξ1‖3 ξ1 −
Gm2
‖ξ2‖3 ξ2 (4.10)
Substituting equations 4.2, 4.3 and 4.6 into equation 4.10, dynamics can now
be written as:
r¨x − 2ωr˙y − ω2rx +G
(
m1
‖ξ1‖3 (rx + r1) +
m2
‖ξ2‖3 (rx − r2)
)
+ dx = 0 (4.11a)
r¨y + 2ωr˙x − ω2ry +G
(
m1
‖ξ1‖3 +
m2
‖ξ2‖3
)
ry + dy = 0 (4.11b)
r¨z +G
(
m1
‖ξ1‖3 +
m2
‖ξ2‖3
)
rz + dz = 0 (4.11c)
The terms 2ωr˙y and 2ωr˙x are the Coriolis accelerations, while ω
2rx and ω
2ry
are centrifugal acceleration terms, d = [dx, dy, dz] is the total disturbance
vector (see section 4.3). Let the potential function U(rx, ry, rz)
1be defined
as:
U(rx, ry, rz) =
ω2
2
(r2x + r
2
y) +
Gm1
‖ξ1‖ +
Gm2
‖ξ2‖ (4.12)
The velocity and acceleration vectors of m as seen by F are given by:
r˙ =
r˙xr˙y
r˙z
 r¨ =
r¨xr¨y
r¨z

Using the potential function U and the local velocity and acceleration
vectors, we are able to write the equations of motion of m :
r¨x = 2ωr˙y +
∂U
∂rx
1U(rx, ry, rz), however, is a pseudo-potential function which is, in fact, the centrifugal
plus gravitational force potential as mentioned in [40].
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r¨y = −2ωr˙x + ∂U
∂ry
r¨z =
∂U
∂rz
4.1.1 Non-Dimensional Form
The equations of motion 4.11 can be written in a convenient non-dimensional
form. Non-dimensional parameters are defined such that any scalar distances
are non-dimensional (r12, ω, (m1 +m2) and ri having unity values) by intro-
ducing the scalar parameter ρ. Many authors choose this convenient form to
develop controls in the CRTBP problem. Defining:
ρ =
m2
m1 +m2
(1− ρ) = m1
m1 +m2
(4.14)
The additional parameters assume the following values:
µ1 = 1− ρ µ2 = ρ
r1 = ρ r2 = 1− ρ
Assuming µi = Gmi
2 the gravitational parameter for primary mass mi. The
equations of motion in non-dimensional form are expressed as:
r¨x − 2r˙y − rx +
(
1− ρ
‖R1‖3 (rx + ρ) +
ρ
‖R2‖3 (rx − (1− ρ))
)
= 0 (4.15a)
r¨y + 2r˙x − ry +
(
1− ρ
‖R1‖3 +
ρ
‖R2‖3
)
ry = 0 (4.15b)
r¨z +
(
1− ρ
‖R1‖3 +
ρ
‖R2‖3
)
rz = 0 (4.15c)
where:
‖R1‖ =
√
(rx + ρ)2 + r2y + r
2
z ‖R2‖ =
√
(rx − (1− ρ))2 + r2y + r2z
Note that time is, now, in units of 1/ω, and rx, ry, rz, r1 and r2 are in units
of r12.
2µ is used by some authors as the primaries mass ratio. Normally if µ had a subscript
it refers to the gravitational parameter, otherwise it refers to the primaries mass ratio.
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4.1.2 Libration Points
The dynamics expressed in equations 4.15 (and equations 4.11) yield
natural equilibrium points generally termed libration points, also lagrangian
points. By setting all time derivatives in the equations of motions to zero,
five libration, or Lagrange, points can be calculated:
rx =
(
1− ρ
‖R1‖3 (rx + ρ) +
ρ
‖R2‖3 (rx − (1− ρ))
)
(4.16a)
ry =
(
1− ρ
‖R1‖3 +
ρ
‖R2‖3
)
ry (4.16b)
0 =
(
1− ρ
‖R1‖3 +
ρ
‖R2‖3
)
rz (4.16c)
The location of these points depends on the masses and distances of the
primary bodies3. However, three points are always collinear with two large
bodies L1, L2 and L3 (laying along x-axis), and the other two points form
equilateral triangles with the two large bodies (L4 and L5). Equations 4.16
yield rz = 0, hence all the equilibrium points lie in the x-y plane.
Gascheau4 was the first to study the stability of the L4 and L5 points.
The motion near equilateral libration points is stable when the ratio of the
smaller body mass to the total system mass is less than 0.0385208 (also
known as the Routh value). Instead, the motion near collinear libration
points is unstable, figure 4.2. Barring any other forces, an object’s orbit
around a stable equilateral libration point will eventually decay until it rests
at the libration point itself. An object in an orbit around a collinear libration
point, on the other hand, will eventually fly away from the vicinity of the
libration point. Despite this instability of collinear points, they are widely
used in space missions. Wang [38] and Schaub [29] provide a complete survey
on libration points and their stability.
4.2 Linearised Dynamics
Motion around a collinear libration point is more easily expressed in a
local coordinate frame, shown in figure 4.3, with the origin located at the
libration point. The radial direction xˆ is collinear with eˆr, going from the
3For the Earth-Moon system, we find L2 : x = 1.15568 (dimensionless). Considering
the Sun-Earth system L2 : x = 1.010075. As expected, higher mass ratio bring L2 point
near to the smaller mass.
4Gabriel Gascheau was born in 1798, he was a professor at Toulouse University, in
France.
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Figure 4.2: Illustration of the L1 and L2 partial instability in the Earth-Moon
system, see [29].
Sun (or largest body) through the libration point. The cross-track direction
zˆ is parallel and in the same direction as eˆ3, the orbit normal. Crossing zˆ
with xˆ gives the along-track yˆ (same direction of eˆθ). Motion in the x − y
plane will be referred to as in-plane, and any motion in the z direction will
be referred to as out-of-plane.
Next, break the position vector r, into the libration point position vector
r0 and the vector from the libration point to the satellite p:
r = r0 + p
We express p in the local coordinate frame. The individual coordinates can
be written as:
rx = x0 + x ry = y0 + y rz = z0 + z (4.17)
where x0, y0 and z0 are the coordinates of the libration point. We chose the
L2 point as in figure 4.3. Until now, the equation of motion contain nonlinear
terms, all stemming from the potential U . To simplify for continued analysis,
these equations must be linearised. Hence, we substitute equations 4.17 into
equations 4.11 and perform a Taylor series expansion on the partials of U ,
about the libration point. The series is truncated after the quadratic terms,
and the derivatives are evaluated at the libration point.
The most involved part of this is the computation of the second partial
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Figure 4.3: Coordinate frame system for linearised dynamics with centre in L2.
derivatives of the potential function U :
∂2U
∂r2x
= ω2 −G
[
m1
(
1
‖ξ1‖3 − 3
(rx + r1)
2
‖ξ1‖5
)
+m2
(
1
‖ξ2‖3 − 3
(rx − r2)2
‖ξ2‖5
)]
∂2U
∂r2y
= ω2 −G
[
m1
(
1
‖ξ1‖3 − 3
r2y
‖ξ1‖5
)
+m2
(
1
‖ξ2‖3 − 3
r2y
‖ξ2‖5
)]
∂2U
∂r2z
= −G
[
m1
(
1
‖ξ1‖3 − 3
r2z
‖ξ1‖5
)
+m2(
1
‖ξ2‖3 − 3
r2z
‖ξ2‖5
)]
We need also the cross terms to compute all the differential of U . Evaluat-
ing these terms at the collinear libration points means that z = y = 0. In the
case of our libration point L2, the equilibrium point is (x0, 0, 0). Therefore,
all cross-term derivatives involving z disappear and are not shown above. For
collinear libration points:
∂2U
∂rxry
∣∣∣∣
r0
=
∂2U
∂rxrz
∣∣∣∣
r0
=
∂2U
∂ryrz
∣∣∣∣
r0
The x and y motions are coupled, while the z motion is independent. Relative
distance are obtained as:
‖ξ1‖
∣∣
r0
=
√
(x0 + r1)2 + 02 + 02 = |x0 + r1|
‖ξ2‖
∣∣
r0
=
√
(x0 − r2)2 + 02 + 02 = |x0 − r2|
4.2. Linearised Dynamics 31
This linearisation works for any collinear libration point as L1 and L3 have,
also, z = y = 0. Only the distance in the x− axis changes (x0).
The linearised equations of motion about a collinear libration point be-
come:
x¨− 2ωy˙ − UXXx = 0 (4.19a)
y¨ + 2ωx˙− UY Y y = 0 (4.19b)
z¨ − UZZz = 0 (4.19c)
where:
UXX =
∂2U
∂r2x
∣∣∣∣
r0
= ω2 −G
[
m1
(
1
‖ξ1‖3 − 3
(x0 + r1)
2
‖ξ1‖5
)
+
+m2
(
1
‖ξ2‖3 − 3
(x0 − r2)2
‖ξ2‖5
)]
(4.20a)
UY Y =
∂2U
∂r2y
∣∣∣∣
r0
= ω2 −G
[
m1
‖ξ1‖3 +
m2
‖ξ2‖3
]
(4.20b)
UZZ =
∂2U
∂r2z
∣∣∣∣
r0
= −G
[
m1
‖ξ1‖3 +
m2
‖ξ2‖3
]
(4.20c)
By building a state vector x consisting of the positions and velocities, the
equations of motion can be expressed in state-space notation:
x˙ = Ax
x =
[
x y z x˙ y˙ z˙
]T
(4.21)
x˙ =
[
x˙ y˙ z˙ x¨ y¨ z¨
]T
(4.22)
A =

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
UXX 0 0 0 2ω 0
0 UY Y 0 −2ω 0 0
0 0 UZZ 0 0 0
 (4.23)
The state-space form with the dynamic matrix in equation 4.23, is often
used to develop formation dynamics. Capenter [5] used similar equations.
Other authors used a non-dimensional dynamic matrix form as Li [20].
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Figure 4.4: Periodic and quasi-periodic orbits around collinear points, see [10]
4.2.1 Quasi-Periodic Orbits
Linear analysis suggests the existence of periodic (and quasi-periodic) or-
bits near the collinear libration points. In 1960s, Robert Farquhar discovered
trajectories around L2 in which a communication satellite could be placed al-
lowing continuous link between the Earth and the Moon’s far side. He named
such trajectory halo orbitas it appeared from the Earth to be a halo en-
circling the Moon. In space, a halo orbit looks like the edges of a potato
chip. To date, a complete description and computation of the periodic or-
bits around an extended neighbourhood of the collinear libration points has
been obtained. The main objects found are planar and vertical families of
Lyapunov periodic orbits, three-dimensional quasi-periodic Lissajous orbits,
periodic halo orbits and quasi-halo orbits, figure 4.4. Here we follow the
presentation of Wie [40], with a similar development, which gives a succinct
summary of quasi-periodic orbits.
The linearised equations of a spacecraft near the collinear libration point
are given by equations 4.19:
x¨− 2ωy˙ − UXXx = 0
y¨ + 2ωx˙− UY Y y = 0
z¨ − UZZz = 0
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where the partial derivatives are evaluated at the collinear libration point.
Because the z motion is uncoupled, two characteristic equations exist. The
in-plane characteristic equation can be obtained as:
λ4 + (4ω − UXX − UY Y )λ2 + UXXUY Y = 0
and the out-of-plan equation:
λ2 − UZZ = 0
The out-of-plane equation is a simple harmonic oscillator. The eigenvalues
are:
λ5,6 = ±j
√
|UZZ | = ±jωz (4.24)
where ωz is called the out-of-plane frequency. Out-of-plane motion is always
periodic. The in-plane eigenvalues are:
λ1,2 = ±
√
−β1 +
√
β21 + β
2
2 (4.25)
λ3,4 = ±j
√
β1 +
√
β21 + β
2
2 = ±jωxy (4.26)
where ωxy is the in-plane frequency, and βi :
β1 = 2ω − (UXX + UY Y )
2
β22 = −UXXUY Y
Szebehely [33], proves that UXX is always positive, whereas UY Y and UZZ
are always negative. The in-plane motion has a divergent mode as well as an
oscillatory mode. Considering a modal decomposition of the state matrix A
into a diagonal matrix Λ, choosing the proper initial conditions, the solution
can be made to contain only the oscillatory modes. Assuming:
Q =
[
q1 . . . q6
]
P =
[
p1 . . . p6
]
where qi is the normalized right-side eigenvector corresponding to λi and pi is
the normalized left-side eigenvector corresponding to λi, then through modal
decomposition:
A = QΛPT
Λ =
λ1 . . .
λ6

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Remembering that:
PTQ = I
Consequently, the solution can be obtained as:
x(t) = eAtx(0) =
6∑
i=1
eλitqip
T
i x(0)
Note that pTi x(0) is scalar. The conditions to eliminate the exponential terms
are:
pT1 x(0) = p
T
2 x(0) = 0
These conditions, useful to leave only oscillatory poles remaining, can be met
if:
x˙(0) =
ωxy
κ
y(0) y˙(0) = −κωxyx(0)
where:
κ =
ω2xy + UXX
2ωωxy
(4.27)
At least, the quasi-periodic solution to the linearised equations of motion for
a collinear libration point can be expressed as:
x(t) = x(0) cos(ωxyt) +
y(0)
κ
sin(ωxyt) (4.28a)
y(t) = y(0) cos(ωxyt)− κx(0) sin(ωxyt) (4.28b)
z(t) = z(0) cos(ωzt) +
z˙(0)
ωz
sin(ωzt) (4.28c)
Equations would be reduced if x(0) = z(0) = 0 and z˙(0) = −y(0)ωz :
x(t) = κ−1y(0) sin(ωxyt) (4.29a)
y(t) = y(0) cos(ωxyt) (4.29b)
z(t) = −y(0) sin(ωzt) (4.29c)
The difference between the in-plane and out-of-plane frequencies results
in a quasi-periodic Lissajous trajectory, shown figure 4.5 and figure 4.6. Un-
less the frequency ratio is a rational number, the Lissajous trajectory does
not close. For the case of rational frequency ratios, the trajectory becomes
periodic and it is called a halo orbit. The Lissajous trajectory and halo
orbit are the results of the linear analysis of restricted three-body-problem.
These orbits can be used as reference trajectories for a spacecraft control
problem. Spacecraft will not be placed in the exact Lagrangian point but in
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Figure 4.5: Lissajous reference trajectory near L2 point of the Sun-Earth system.
L2 point of Sun-Earth system is at 1% the distance of the Earth from the Sun but it
is four times further than the Moon is from the Earth. Image credit: NASA/JPL-
Caltech.
periodic or quasi-periodic orbit around Lagrangian points, as Lissajous or-
bit. Lissajous orbit allows continuous communication with Earth and better
visibility. These orbits are natural manifold results of gravitational forces
interferences. Appendix A.2 shows how many missions use this type of orbit.
4.2.2 Open-Loop Simulations
Using linearised equations in the state-space form, adopting the dynamic
matrix in 4.23, we will simulate a spacecraft in open-loop, without control
action, near the L2 point of the Sun-Earth system. In order to account
Moon’s gravitational disturbance, we consider the system Earth-Moon and
its barycentre as second primary body. Then, a comparison with nonlinear
equations is presented. Numerical simulations are all done using MATLAB
computing environment.
The numerical values needed to built the dynamic matrix are shown in
table 4.15. The remaining numerical values are calculated using these astro-
nomical constants, in table 4.2 equations needed to built constant parameters
are presented.
5The basic constants are given by the Planetary Fact Sheet of NASA.
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Figure 4.6: Simulated Lissajous reference trajectory in MATLAB.
Parameter Numerical Value Unit of Measurement
Earth mass mE 5.972 19× 1024 kg
Sun mass mS 1.988 500× 1030 kg
Moon mass mM 0.073 46× 1024 kg
Gravitational Constant G 6.6720× 10−20 km3/kg × s2
Astronomical Unit AU 149 597 870.700 km
Table 4.1: Astronomical Constants of the Sun-Earth-Moon system used in the
open-loop simulations.
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Parameter Equation Unit of Measurement
µ1 G×mS km3/s2
µ2 G× (mE +mM ) km3/s2
r1
mE +mM
mS +mE +mM
×AU km
r2
mS
mS +mE +mM
×AU km
L2 (1.010 070 193 8 ,0, 0)×AU km
ω
√
G× (mS +mE +mM )
AU3
rad/s
Table 4.2: Constant parameters equations used in the open-loop simulations.
The period of rotation based on the angular velocity (transformed in
rad/day) of the system is:
T =
2pi
wrad/day
= 365.3 days
Now the dynamics matrix can be written using the constant definitions and
substitute them in the equations 4.20 to build A:
A =

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
UXX 0 0 0 2ω 0
0 UY Y 0 −2ω 0 0
0 0 UZZ 0 0 0

Parameters for quasi-periodic orbit used to simulate Lissajous orbit are
in table B.1. Note that these quantities are in rad/day and not in seconds.
Indeed the simulations uses this scale factor to test spacecraft orbit across
the days. Parameters with measurements including seconds in the past tables
are skilfully transformed in days unit. The resulting in-plane period is about
177.4 days, and the out-of-plane is 183.9 days. Lissajous orbit values could
be easily calculated using equations 4.26, 4.24 and 4.27.
Figure 4.7 shows spacecraft motion around L2 point in half a year. Ex-
tending time to a year of simulations, spacecraft, without any control, is not
able to maintain the reference orbit, and the instability of L2 point push
spacecraft away from it, figure 4.8.
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Figure 4.7: Simulation of linear dynamics without control action in 183 days
orbiting around L2 point.
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(a) (b)
Figure 4.8: Simulations comparison in one year between linear dynamics (a),
and nonlinear dynamics (b) around L2 point without control action.
The nonlinear dynamics in equations 4.11 are also simulated in open-
loop around L2 point. First the origin of the system is shifted to L2 and then
astronomical constant, showed in tables 4.2 and 4.1, are used to calculate
motion. Remind that quasi-orbit solutions are the results of linear analysis.
In addition, collinear points are naturally unstable so including all the non-
linearities of the problem made spacecraft diverges faster from the libration
point than linear models, as shown in figure 4.8. Hence, a control action is
needed in order to follow reference trajectories as Lissajous.
In addition, because of collinear points instability, nonlinear dynamics
are stable only in the exact value of lagrangian points, that is why an appro-
prate choice of problem’s constants must be done to not incur in numerical
perturbation issue (see appendix B.2).
4.3 Perturbations and Disturbances
As mentioned in chapter 3.3, generally CRTBP adopted four main dis-
turbance sources in the deep space environment:
1. Non-circular motion of the two primaries about their barycentre.
2. Gravitational forces from other celestial bodies (fourth body).
3. Solar radiation pressure force.
4. Non-perfect equivalent of the real Earth-Moon system and its barycen-
tre.
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In practice, assuming motion is near libration points in the Sun-Earth sys-
tem, these disturbances are generated from two main sources: Moon’s grav-
itational perturbation and solar radiation disturbance. Regarding Earth’s
circular orbit assumption is not too strict as may appear. Earth’s orbital
eccentricity6 value is 0.0167, where a value of 0 is a circular orbit, and values
between 0 and 1 form an elliptical orbit.
Considering the gravitational perturbation of the Moon, or fourth body
perturbation, a simple model could be developed as:
dMoon = − µM‖ξ3‖3 ξ3
where µM is the gravitational parameter of the Moon and ξ3 is the relative
distance. Using the rotating coordinate system and to account Moon’s or-
bit around Earth, a consistent perturbation model is developed. Idealizing
Moon’s orbit as a circle is:
dMoon = −µM RM(t) + r‖RM(t) + r‖3 + µM
RM(t)
‖RM(t)‖3 (4.30)
RM(t) is the circle radius in the elliptic plane
7 and r is the spacecraft position.
Expanding equation 4.30:
dxMoon = −µM
rx +RM cos(ωM t+ θ)− r2
M31
+ µM
RM cos(ωM t+ θ)
M32
(4.31a)
dyMoon = −µM
ry +RM sin(ωM t+ θ)
M31
+ µM
RM sin(ωM t+ θ)
M32
(4.31b)
dzMoon = µM
rz
M31
(4.31c)
where:
- ωM : Angular velocity of the Earth-Moon system.
- θ: Moon’s orbit phase.
- M1 =
√
(rx +RM cos(ωM t+ θ)− r2)2 + (ry +RM sin(ωM t+ θ))2 + r2z
- M2 =
√
(RM cos(ωM t+ θ)− r2)2 + (RM sin(ωM t+ θ))2
In figure 4.9 we simulate Moon’s mean acceleration perturbation using
parameters in table B.1 across 30 days.
6Orbital eccentricity of an astronomical object is a parameter that determines the
amount by which its orbit around another body deviates from a perfect circle. In this
case, Earth’s orbit around the Sun.
7Moon’s orbital eccentricity is near to zero (0.054), but it is inclined 5◦15′′ to the
ecliptic. This inclination can be neglected in this context.
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.
Figure 4.9: Mean acceleration of Moon’s perturbation simulated along 30 days.
Next, we consider the solar radiation pressure’s disturbance (SRP). SRP
is exerted by solar radiation on objects within the solar system. While it
acts on all bodies within the system, the smaller bodies are most affected as
spacecraft and satellites. Unlike charged particles and electrons of solar wind,
SRP is an electromagnetic radiation carrying energy and linear momentum.
Depending on SRP impact type with spacecraft’s surface some energy and
momentum will be transferred to it and so perturbing its trajectory. Hence,
modelling SRP’s disturbance require many parameters as satellite attitude,
detailed model of the satellite’s materials, a shadow function and so on.
Neglecting spacecraft attitude, an approximation for preliminary mission
design could be developed as:
dSRP = −SFs(1 + q)
mc
r
‖ξ1‖ (4.32)
where:
- S: Cross-sectional area [m2].
- Fs: Solar flux [W/m
2] 8.
- q: Coefficient of reflectivity.
- m: Spacecraft mass [kg].
8Energy flux per unit normal area at 1 AU from the Sun
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Figure 4.10: Mean acceleration of SRP’s disturbance simulated along 30 days.
- c: Speed of light [m/s].
Expanding equation 4.32:
dxSRP = −
SFs(1 + q)
mc
(rx + r1)
‖ξ1‖ (4.33a)
dySRP = −
SFs(1 + q)
mc
ry
‖ξ1‖ (4.33b)
dzSRP = −
SFs(1 + q)
mc
rz
‖ξ1‖ (4.33c)
Figure 4.10 shows SRP’s mean acceleration disturbance using parameters in
table B.1 across 30 days.
A consistent perturbed model in deep space using the three-body problem
is built using both SRP’s disturbance and Moon’s gravitational perturbation.
Total disturbance vector is calculated as:
d = dMoon + dSRP (4.34)
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Figure 4.11: CRTBP rotating Earth-fixed coordinate frame, see [14].
4.4 Coordination Frames
Though the reference frame used above to model CRTBP is common
and widely developed in literature, some authors may present a different
coordinate system. Unlike the nonlinear equations used in section 4.1 the
linearized one, 4.19, were developed shifting the origin of the rotating frame
from the barycentre of the Sun-Earth system to the L2 point. Anyway there
is no need to transformation matrix to switch from one frame to another,
simply we can add or substrack to x − axis variables the x0 value of any
collinear libration point.
Conversely, Gurfil [14] adopted a rotating Earth-fixed coordinate system,
with the origin of the coordinate system at the centre of the small primary
(Earth), rather than the barycentre, figure 4.11. As mentioned by the author,
the choice of this coordinate system yield the orbit determination process
straightforwardly performed with the position and velocity vectors measured
relative to Earth. The equations of relative motion are expressed as:
r¨ = −µE r‖r‖3 − µS
[
(R + r)
‖R + r‖3 −
µSR
‖R‖3
]
+ u + d
where:
- r: The position vector of the spacecraft relative to the Earth.
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- R: The position vector of the Earth relative to the sun.
- µE, µS: Gravitational constants of the Earth and the Sun.
- u,d: Control and disturbance acceleration input vectors.
The transformation of some position vector p from rotating frame to the
inertial frame is given by:
[p]Xˆ,Yˆ ,Zˆ =
cos(t) − sin(t) 0sin(t) cos(t) 0
0 0 1
{[p]xˆ,yˆ,zˆ +
10
0
}
4.5 Formation Dynamics
Dynamics studied in the last sections refer to a single spacecraft in orbit
around a libration point. Spacecraft formation requires that at least one of
the satellites to be controlled relative to another satellite, thus equations must
be extended. Firstly, we have to choose the referring formation coordination
architecture. Among possibilities, we will use the Leader-Follower structure
to model formation. In L/F coordination scheme, one leader spacecraft is
controlled to a reference orbit and the spacecraft follower, control its relative
states to that leader in the formation. L/F formulation is simple to develop,
widely used, stable and suitable to the missions considered in this work.
Although there is no authoritative books treating formations problem in
CRTBP, researchers as Carpenter [5], Gurfil [14], Darvish [9] and Luquette
[21] presented formations in CRTBP (around lagrangian points in some cases)
in their papers.
4.5.1 Nonlinear Formation Dynamics
We consider two spacecraft formation, leader and follower, as shown in
figure 4.12. In this scenario, the leader follows a periodic or quasi-periodic or-
bit (halo or Lissajous) with infrequent control for orbit maintenance. Control
is only applied to the follower spacecraft to maintain a specified trajectory
relative to the leader spacecraft. Nonlinear equations of CRTBP are used to
develop the relative motion by differencing the equations of motion for the
follower and leader. Using equations 4.10 to model the spacecraft leads to:
r¨F = − µErEF‖rEF‖3 −
µSrSF
‖rSF‖3 + uF (4.35)
r¨L = − µErEL‖rEL‖3 −
µSrSL
‖rSL‖3 (4.36)
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Figure 4.12: Formation spacecraft coordination frame using L/F scheme.
The subscripts L and F stands for leader and follower, S and E instead,
represent the Sun and Earth respectively. The gravitational parameter is
expressed by µi. The equation of relative motion are now developed as:
r¨ = r¨F − r¨L =
[
− µErEF‖rEF‖3 −
µSrSF
‖rSF‖3 + uF
]
−
[
− µErEL‖rEL‖3 −
µSrSL
‖rSL‖3
]
(4.37)
Using mathematical identities we can simplify the dynamics:
r¨ =
[
− µErEF‖rEF‖3 −
µSrSF
‖rSF‖3 + uF
]
−
[
− µErEL‖rEL‖3 −
µSrSL
‖rSL‖3
]
+
+
[
µErEL
‖rEF‖3 −
µErEL
‖rEF‖3
]
+
[
µSrSL
‖rSF‖3 −
µSrSL
‖rSF‖3
]
(4.38)
Solving the last equation in order to obtain a compact equation form, the
resulting relative motion are given by:
r¨ = −
(
µE
‖rEF‖3 +
µS
‖rSF‖3
)
r + µE
(
1
‖rEL‖3 −
1
‖rEF‖3
)
rEL+
+ µS
(
1
‖rSL‖3 −
1
‖rSF‖3
)
rSL + uF (4.39)
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Equation 4.39 represents the full nonlinear dynamics of relative motion. Ex-
panding these equations we get:
x¨ = ω2x+ 2ωy˙ + µS
(
xL + r1
‖rSL‖3 −
xL + x+ r1
‖rSF‖3
)
+
+ µE
(
xL − r2
‖rEL‖3 −
xL + x− r2
‖rEF‖3
)
+ ufx (4.40a)
y¨ = ω2y − 2ωx˙+ µS
(
yL
‖rSL‖3 −
yL + y
‖rSF‖3
)
+ µE
(
yL
‖rEL‖3 −
yL + y
‖rEF‖3
)
+ ufy
(4.40b)
z¨ = µ1
(
zL
‖rSL‖3 −
zL + z
‖rSF‖3
)
+ µ2
(
zL
‖rEL‖3 −
zL + z
‖rEF‖3
)
+ ufz (4.40c)
where:
- rL = [xL, yL, zL]: represent leader position
- r = [x, y, z]: stand for the relative position between leader and follower
- Relative distances to primary bodies are calculated as:
‖rEL‖ =
√
(xL − r2)2 + y2L + z2L
‖rSL‖ =
√
(xL + r1)2 + y2L + z
2
L
‖rEF‖ =
√
(xL + x− r2)2 + (yL + y)2 + (zL + z)2
‖rSF‖ =
√
(xL + x+ r1)2 + (yL + y)2 + (zL + z)2
Note that we are using the coordinate frame with the centre located in
the barycentre of the Sun-Earth system. As shown in the previous section,
to transform equations 4.40 in the frame with the centre in the L2 point of
the system, just add, to the x-axis, the coordinate of the L2 point x0.
4.5.2 Linear Formation Dynamics
More general state-space model including the control vector u yields:
x˙ = Ax + Bu (4.41)
To introduce formation spacecraft to the state-space model in equation (4.41),
we can simply add satellites by making the matrices block diagonal and ap-
pending additional satellite states on the state error vector. This process
yields to an uncoupled satellite system where there is no relative control
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between spacecraft; every matrices block is independent from the other (di-
agonal form). In this case, the state error vector is expressed as:
x˘ =

x1 − xref1
x2 − xref2
...
xj − xrefj
 =

x˘1
x˘2
...
x˘j
 (4.42)
The control vector is expressed as:
u =
[
u1 u2 . . . uj
]T
(4.43)
Thus, the plant dynamics matrix:
A =

A1
A2
. . .
Aj
 (4.44)
where:
Aj =

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
UXX 0 0 0 2ω 0
0 UY Y 0 −2ω 0 0
0 0 UZZ 0 0 0

Control mapping matrix becomes:
B =

B1
B2
. . .
Bj

The numerical subscript refers to the satellite number, with subscript j being
the last satellite included in the single condensed equation.
Therefore, formation flying requires that at least one of the satellites is
controlled relative to another satellite. In the uncoupled system, as shown
above, there is no relative control. Relative control of one satellite to another
is simply achieved as in equation 4.37. The follower satellite controlled rel-
ative to the leader one, in linear model, is then developed as:
x˙F − x˙L = A(xF − xL) + BuF
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This is rewritten as:
x˙relative = Axrelative + BuF
xrelative is the relative state vector. If all additional satellites are controlled
relative to the first satellite, then the continuous state-space system in equa-
tion 4.44 holds, but the control mapping matrix becomes:
B =

B1
−B1 B2
...
. . .
−B1 Bj

The additional spacecraft are now controlled relative to the leader. The
reference trajectory of the leader is whatever stellar trajectory is desired and
a reference trajectory of a follower is whatever relative motion or position
is desired about leader. Remind that in this case if the leader fails then the
hole system fails, one leader one point of failure.
Chapter 5
State-Dependent Riccati
Equation Control
The State-Dependent Riccati Equation Control technique (SDRE) was
first proposed by Pearson in the sixties and later expanded and studied over
the nineties becoming very popular in last decade [34]. SDRE control syn-
thesis is an attractive and promising method to approach with infinite-time
horizon nonlinear optimal control problems in feedback form. Algorithm’s
first step is the parametrization (or factorization) of the nonlinear dynam-
ics into the state vector and the product of a matrix-valued function that
depends on the state itself. The nonlinear system is transformed into a (non-
unique) linear structure having state-dependent coefficient (SDC) matrices,
capturing all the non-linearities of the system. Then, an algebraic Riccati
equation (ARE), using the SDC matrices, is solved online to give the subop-
timal control law. Hence, every iteration the algorithm solves an ARE whose
coefficients vary with the given state space point.
As mentioned before, SDC parametrization is not unique, this is to intend
as an extra degree of freedom used to improve controller performance. Cimen
[34], [35] and Cloutier [18] developed a complete overview about SDRE and
its practical impact, while Franzini [11] and [12] represent a control example
in space application using SDRE strategy.
5.1 Problem Formulation
Consider a nonlinear system having dynamics represented in the form:
x = f(x) + g(x)u, x(0) = x0 (5.1)
where x ∈ Rn is the state, u ∈ Rm is the input vector, a continuous f : Rn →
Rn and g : Rn → Rn×m, so that g(x) 6= 0, ∀x ∈ Rn, with the origin as an
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equilibrium point such that f(0) = 0. In addition the minimization of a cost
function:
J(x,u) =
1
2
∫ ∞
0
[xT(t)Q(x)x(t) + uT(t)R(x)u(t)]dt (5.2)
is considered as a performance criterion, where Q : Rn → Rn×n is the state
weighting matrix, and R : Rn → Rm×m is the input weighting matrix. Satis-
fying Q(x) ≥ 0 and R(x) > 0, ∀x a stabilizing control law is written as:
u(x) = k(x) = −K(x)x, k(0) = 0 (5.3)
where K : Rn → Rm×n and k ∈ C1(Rn), is then sought to approximately
minimize the cost function equation 5.2 driving the system to the origin
∀x. This problem represents the starting point to the SDRE strategy for
nonlinear control.
5.2 Extended Linearisation
The fist step of the SDRE control algorithm is the development of an
apparent linearisation, factorizing the nonlinear system to get a linear-like
structure by the use of state-dependent coefficient (SDC) matrices. Equation
5.1 becomes:
x˙(t) = A(x)x(t) + B(x)u(t), x(0) = x0 (5.4)
With linear form given by SDC matrices A(x),B(x)1.
Mathematical parametrization of SDC matrices is clearly non-unique if
n > 1 which may lead to different control responses but at the same time
adds flexibility to the SDRE design. Hence, the extra degree of freedom
could be exploited to achieve better performance or effect trade-offs between
optimality and stability.
Properties of linear systems as controllability and detectability can be
reformulated, using SDC representation, as:
Definition 1. The SDC representation 5.4 is a stabilizable (con-
trollable) parametrization of the nonlinear system 5.1 in a region
Ω ∈ Rn if the pair [A(x),B(x)] is pointwise stabilizable (control-
lable) in the linear sense ∀x ∈ Ω. Thus, SDC representation is
stabilizable if:
rank(MC(x)) 6= 0 ∀x ∈ Ω (5.5)
1Existence conditions of SDC matrices are fully studied in [34].
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where controllability matrix is defined as:
MC(x) =
[
B(x)|A(x)B(x)| . . . |An−1(x)B(x)] (5.6)
Definition 2. The SDC representation 5.4 is a detectable (ob-
servable) parametrization of the nonlinear system 5.1 in a region
Ω ∈ Rn if the pair [C(x),A(x)] is pointwise detectable (observ-
able) in the linear sense ∀x ∈ Ω. Thus, SDC representation is
detectable if:
rank(MO(x)) 6= 0 ∀x ∈ Ω (5.7)
where observability matrix is defined as:
MO(x) =
[
CT(x)|AT(x)CT(x)| . . . |(AT(x))n−1CT(x)] (5.8)
Generally, extended linearisation refers to the use of any linear control
synthesis method to the linear-like SDC structure, treating A(x) and B(x)
as constant matrices. Hence, the resulting nonlinear control laws of form 5.3
made the closed-loop dynamics (SDC) matrix:
ACL(x) = A(x)−B(x)K(x) (5.9)
pointwise Hurwitz.
5.3 Control Structure
Extended linearisation mentioned in the previous section represent the
primary step developing SDRE nonlinear optimal control. Once linear-like
structure gained, linear control synthesis is formulated using linear quadratic
regulator problem (LQR). Accordingly to LQR representation, the state-
feedback controller is obtained in the form:
u(x) = −R−1(x)BT(x)P(x)x (5.10)
where P(x) is the unique, symmetric and positive-definite solution of the
algebraic State-Dependent Riccati Equation:
P(x)A(x) + AT(x)P(x)−P(x)B(x)R−1(x)BT(x)P(x) + Q(x) = 0
(5.11)
namely SDRE control. The state input weighting matrices must be continu-
ous and symmetric such that:
Q(x) ≥ 0 and R(x) > 0→ ∀x ∈ Ω
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The state-feedback gain in equation 5.9 for minimizing cost function equation
5.2 is:
K(x) = R−1BT(x)P(x) (5.12)
The SDRE solution to the nonlinear problems in equations 5.1 and 5.2
becomes a generalization of the LQR problem where all of the coefficient
matrices are state-dependent. Now, at each instant, the algorithm treats the
state-dependent coefficients matrices as constant, computing a control action
by solving LQ optimal control problem. The resolution of an online ARE
simplify the implementation of the controller avoiding the more expensive
computational resolution of the Hamilton-Jacobi-Bellman (HJB) equation.
5.3.1 Algebraic Riccati Equation Resolution
As is evident from the last section, the most expensive computational
step in SDRE methodology is online ARE resolution. Two methods could
be used in solving the problem: direct and iterative methods. Direct method
find the exact solution a each sample, while the iterative method compute an
approximate solution through consecutive iteration and usually is the faster
one.
ARE solution can be computed using the correspondent Hamiltonian ma-
trix :
H =
[
A −BR−1BT
−Q −AT
]
Transforming H using similarity property:
H = TΛT−1
where the first n columns of T are the eigenvectors relative to the eigenvalues
of H with positive real part, and the second n columns are the eigenvectors
relative to the eigenvalues with negative real part. Thus, factorizing T and
Λ as:
Λ =
[
Λ+ 0n×n
0n×n Λ−
]
, T =
[
T+ T−
]
=
[
T11 T12
T21 T22
]
The ARE solution is then given by:
P = T22T
−1
12 (5.13)
Note that the Hamiltonian matrix may be balanced before computing simi-
larity transformation. Another direct method is based on the Schur decom-
position of Hamiltonian matrix, while Kleinman algorithm is one of iterative
numerical procedure.
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5.3.2 Control Properties
Stability and optimality are fully treated in Cimen [34], [35] and Cloutier
[18], here we present the main theorems and definitions. Considering local
asymptotic stability of SDRE control the following theorem yields to:
Theorem 1 (Mracek & Cloutier, 1998). Consider the nonlinear
system in equation 5.1 with feedback control 5.10 applied, where
x ∈Rn with n > 1 and P(x) is the unique, symmetric, positive-
definite and pointwise stabilizing solution of the SDRE equation
5.11. Then if equation 5.4 is a stabilizable and detectable SDC
parametrization such that A(x),B(x),Q(x) and R(x) are C1(Rn)
matrix-valued functions, the SDRE control technique produces a
closed-loop solution which is locally asymptotically stable.
Global asymptotic stability can be proved only in some particular cases, the
asymptotic stability is limited to a neighbourhood of the origin.
Global optimality, as well as global stability, cannot be proved in multi-
variable systems. But as the state x→ 0 the solution of the state-dependent
Riccati equation P(x) tends to the solution of the ARE for linearised problem
at the origin. Hence, in a small neighbourhood of the origin the SDRE control
law is arbitrary close to the optimal control law. The SDRE control method
is therefore asymptotically optimal, since it converges to the optimal control
law close the origin as x→ 0.
5.4 Control Design
Design flexibility represent a primary property and advantage of SDRE
control. The weighting matrices Q(x) and R(x) are not the only design
parameters in the SDRE approach. SDC representation A(x), which fully
captures the non-linearities of the system, is another key design feature. As
mentioned previously, SDC parametrization is not unique in the multivariable
case. An example from Cimen [34], may explain better the non-uniqueness
of SDC factorization:
Example. For instance, suppose A1(x) and A2(x) are two dis-
tinct SDC parametrizations, such that f(x) = A1(x)x = A2(x)x.
Then:
A(x, α) = αA1(x) + (1− α)A2(x)
is also an SDC parametrization for any α, which is easily verified
by multiplying both sides with x. Therefore, A(x, α) represents
an infinite family of SDC parametrizations contained in a line.
5.4. Control Design 54
The solution of the SDRE become P(x, α) and so the nonlinear feedback
controller will be parametrized by α creating an extra degree of freedom to
improve controller performance. Obviously, properties of SDRE controller
as optimality, stability and controllability are also dependent from α guar-
anteeing to the designer to achieve required trade-offs among performance
indices.
SDC parametrization may not be so simple in some cases. The nonlinear
system must be converted to a system that is conforming so that an effective
SDRE design can be performed. The basic structure required are the system
dynamics affine in control and f(x) ∈ C1(Rn) with f(0) = 0. Many systems
do not conform to this conditions, here some cases:
- Presence of state-independent terms
- Presence of state-dependent terms which exclude the origin
- Non-linearity and constraints in the controls
- Uncontrollable and unstable but bounded state dynamics
These cases are fully presented by the cited authors of this section. Nonethe-
less, we will show the first case about the state-independent terms, also
referred as bias terms. While condition f(0) = 0 is violated to handle a bias,
b(t), three solutions are available:
1. Constant bias : or slowly varying it can be modelled as:
b(t) = −λb(t)
with λ a small positive number.
2. Combination of states : the bias term can be multiplied and divided by
some states that it is known will not go to zero:
b(t) =
[
b(t)
x
]
x
3. New state: augment the system with a stable state y, with initial value
y(0) such that:
b(t) =
[
b(t)
y
]
y
Chapter 6
SDRE Formation Control
In this chapter, SDRE control is applied on the New Worlds Observer
mission (NWO), described by Luquette [26]. The proposed mission includes
a large occulter and a space telescope. It may appear a very tiny formation
compared to the cited missions as TPF, DARWIN and eLISA, but due finan-
cial issues of NASA and ESA these missions are in concept stage until now.
Formations with a large number of agents lead to major cost, design and
control problems. The New Worlds mission, as TPF and DARWIN, is de-
signed to discover Earth-like planets with only two spacecraft, with possible
developing in a short time.
SDC parametrization of formations dynamics is illustrated in the other
sections with control simulations examples of formation keeping and recon-
figuration of the NWO mission.
Recovering multiple spacecraft classification of section 2.1, we can identify
NWO mission through the yellow classes in figure 6.1. Briefly, the choosing
mission is included in the cluster class while the Telescope and the Star-
shade are operating close together on a common target. The formation have
states coupled in order to maintain a precise formation flying. The NWO
spacecraft structure is different, Starshade and Telescope have different goals
and shapes, and it is a two spacecraft formation. In the formation control
classification of section 2.2, this problem is categorized as in figure 6.2.
6.1 New Worlds Observer Mission
A preliminary research projects was funded from 2005 through 2008 by
NASA Institute for Advanced Concepts and the University of Colorado in
conjunction with other research corporations. Since 2010 the project has
been looking for additional financing from NASA and other sources in the
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Figure 6.1: NWO mission categorized in the distributed spacecraft system clas-
sification of chapter 2.
Figure 6.2: Formation control classification of SDRE control applied on CRTBP
formation problem within NWO mission of chapter 2.
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amount of roughly $3 billion including its own four meters telescope, or $750
million for one occulter to be used with the James Webb Space Telescope.
The planned operational lifetime of the NWO mission is five years with a
goal for an extended mission of an additional five years. The two spacecraft
will be lunched in separate launch vehicles, Telescope in June 2019 and Star-
shade in February 2020. Complete information details about the mission are
available in [39] and [26].
6.1.1 Science Activity
New Worlds Observer is designed to discover and characterize Earth-like
planets, and more generally extrasolar planets (exoplanets) including two
spacecraft, a Telescope and a Starshade, figure 6.3. The key science goals of
NWO are:
1. Discovery: Discover dozens of Earth-like planets in the Habitable
Zones1 (HZ) of nearby stars with a total search completeness of 30.
2. Characterization: Characterize the planets we find using time-resolved
photometry, spectroscopy, and polarimetry giving us information such
as atmospheric conditions, internal structure, mass estimates, and signs
of life.
3. Planetary Systems: Study other aspects of the extrasolar system
including giant planets, planetesimal belts and exo-zodiacal dust.
4. General Astrophysics: Conduct a large range of astronomical re-
search about 70% of the time, while the NWO starshade is moving
from target to target.
The star’s habitable zone is located near to the star itself, so NWO must
provide extremely high-contrast imaging at very small star-planet angular
separation. The Starshade does this by suppressing the starlight2 by many
orders of magnitude allowing light from planets to pass to the Telescope,
figure 6.4. Because the residual starlight that does enter the Telescope is not
imaged into the same pixels as the planet, the planet contrast limit3 is 10−100
lower than the starlight suppression. Hence, if the starlight is suppressed to
10−10, we can see planets that are 10−11 to 10−12 of stellar brightness. A
1The habitable zone, by definition, is where an Earth-like planet receives the right
amount of energy to have liquid water on its surface.
2Starlight is the fraction of incident starlight that enters the telescope.
3Planet contrast limit is the faintest planet that can be seen by NWO near a given
star.
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habitable terrestrial planet is very small in size and thus reflects only a tiny
fraction of the star’s light (which does not depend on the luminosity of the
star). Since the system was tuned to find extrasolar systems like our own,
most of the target stars are F, G and K type4.
Once exoplanets have been discovered physical properties can be char-
acterized. Water is the necessary ingredient for the types of life found on
Earth and it has played an intimate, even if not fully understood, role in
the origin and the development of the life on Earth. The presence of carbon
dioxide, oxygen, methane, ozone and ammonia also give the key signatures
of the presence of life.
Up to 70% of the telescope observing time will be dedicated to astrophysi-
cal observations of interest to the larger community. The Telescope is similar
to the Hubble Space Telescope5 but nearly twice the diameter, covering the
same waveband. General Astrophysics observations can be conducted both
while the Starshade is moving to the next target (stand-alone mode) and
during planet finding and characterization (parallel observations). While the
telescope is observing a nearby target star being occulted by the Starshade,
the wide-field camera can be used to obtain deep images of the background
field.
6.1.2 Formation and Trajectory
The Telescope and the Starshade constitute NWO formation’s spacecraft.
The Starshade is 50 m diameter operating at 72 000 km from a 4 m telescope.
The Starshade incorporates a special petal pattern6 around its perimeter,
that diffract light from the observation target onto the Telescope, suppressing
light from the target star and passes light from the surrounding planetary
system. The occulter payload must be folded up for launch due to its larger
diameter, designing a mechanism to reliably deploy the Starshade and lock
it into its final shape.
The 4 m telescope is able to resolve the expolanet from the background
and it is the breakpoint for a monolithic mirror fitting inside existing launch
vehicles and using existing facilities. While it is larger than Hubble Space
4Stellar classification under the Morgan-Keenan system using the letters O, B, A, F,
G, K and M, a sequence from the hottest (O type) to the coolest (M type). The Sun is
classified as G type.
5The Hubble Space Telescope is a Space Telescope launched in 1990 in LEO, still
operated until now. Built by NASA with the contribution of ESA is one of the largest and
most versatile space telescope.
6The optimal petal number is 16 in order to obtain a balance between spacecraft mass
and shadow diameter.
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Figure 6.3: The space observatory in formation with the Telescope and the
Starshade. Image credit: NASA/JPL/Caltech.
Figure 6.4: The use of a starshade decouples inner working angle from aperture
diameter. The extended light in these images is due to exozodiacal dust, dis-
tributed as in our Solar System, and is not residual stellar light. As the aperture
of the telescope increases, the image of the Earth emerges from the glow, see [39].
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Telescope (2.4 m), it has the same tolerances. However, the optical design is
straightforward because of the starlight suppression, with no need of special
optical requirements.
NWO orbit environment is the L2 lagrangian point of the Sun-Earth
system. NWO will have a six-month Lissajous orbit around L2 point. The
telescope will follow its nominal orbit in a stable manifold performing orbit
maintenance once or twice every 6 months. Due to the large separation, the
Starshade will have to travel many thousands of kilometres to align with each
target star. In practice, the Starshade does not generally align with a stable
manifold about L2.
The mission stage is characterized by a cycle of two formation control
modes: science and realignment. Science observations controls formation
alignment with a specific target star. The time required for collecting data
on a given target varies in duration from hours to several days. Based on
current design concepts, the transition requires an alignment error of less than
30 milli-arcseconds (mas), or within 10 meters of the Telescope/target star
line-of-sight at 72 000 km range. Therefore, science mode could be classified
as formation keeping type.
After completing science data collection for a given target, the formation
requires realignment to the next target. Realignment is accomplished by
manoeuvring the Starshde while the Telescope maintains a Lissajous orbit
about L2. The formation reconfiguration manoeuvre slews the formation
line-of-sight through an angle of 20 degrees over a period of two weeks. The
Starshade would orbit the Telescope with a six month period, equal to 2
degrees per day, holding a nominal offset of 72 000 km with respect to the
Telescope.
6.1.3 Local Coordination Frame
In addition to the rotating coordination frame illustrated in the previous
chapters, we need a ranging system that gives relative distances between the
Telescope and the Starshade.
Spherical coordinate system is adopted to identify relative distances in the
formation, figure 6.5. The Starshade position is determined relative to the
Telescope using range (or radial coordinate) measurement and two angular
coordinates: azimuth and polar (here replaced by elevation) angles. Range
is the radial distance, and with azimuth and elevation constitute the frame
of reference of the local coordinate system centred on the Telescope, figure
6.6. While the local coordinate system on the Starshade is oriented the
same as the reference coordinate system on the Telescope, the position of the
Starshade can be determined from simple trigonometry.
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Figure 6.5: Spherical coordinates (r, θ, φ) as commonly used in physics: radial
distance r, polar angle θ, and azimuthal angle φ.
For convention positive azimuth is defined as counter-clockwise from b2
direction in the b1 − b2 plane. Positive elevation is defined from the b1 − b2
plane upwards in the positive b3 direction. Thus, the position of the Starshade
relative to the Telescope is:
x = r cos(θ) sin(φ) (6.1a)
y = −r cos(θ) cos(φ) (6.1b)
z = −r sin(θ) (6.1c)
where r is the range, θ is the elevation and φ is the azimuth. Therefore, Star-
shade spacecraft trajectory will be imposed using the following parameters:
Starshade =
[
r θ φ
]T
(6.2)
Spherical coordinates can be obtained from its Cartesian coordinates
(x, y, z) by the formulae:
r =
√
x2 + y2 + z2 (6.3a)
θ = arccos
(
z
r
)
(6.3b)
φ = arctan
(
y
x
)
(6.3c)
The inverse tangent denoted in equation 6.3c must be suitably defined, taken
into account the correct quadrant using atan2 function.
For the local coordinate system centred on the Telescope spacecraft to
always be oriented the same as the Starshade coordinate system.
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Figure 6.6: Local coordination frame using spherical parameters centred on the
Telescope.
6.2 SDC Parametrization of Relative Motion
In order to apply SDRE control on the formation in the CRTBP problem,
we must develop an extended linearisation factorizing the nonlinear dynamics
of CRTBP problem to get a linear-like structure. The use of state-dependent
coefficient matrices, as suggested in the previous chapter, gives linear form of
A(x),B(x) matrices. SDC parametrization is not unique. Thus, we propose
a possible linearisation of relative dynamics.
Leader-Follower formation in the nonlinear dynamics of CRTBP are char-
acterized by the following equations (see section 4.5.1):
x¨ = ω2(x+ L2) + 2ωy˙ + µS
(
L2 + r1 + xL
r3SL
− L2 + r1 + xL + x
r3SF
)
+
+ µE
(
L2 − r2 + xL
r3EL
− L2 − r2 + xL + x
r3EF
)
(6.4a)
y¨ = ω2y − 2ωx˙+ µS
(
yL
r3SL
− yL + y
r3SF
)
+ µE
(
yL
r3EL
− yL + y
r3EF
)
(6.4b)
z¨ = µS
(
zL
r3SL
− zL + z
r3SF
)
+ µE
(
zL
r3EL
− zL + z
r3EF
)
(6.4c)
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where:
- µS, µE: Gravitational constants of the Sun (S) and the Earth (E).
- L2: Position of the L2 point in the x− axis of the rotating coordinate
frame (see 4.3).
- r1, r2: Distances from the Sun-Earth’s centre of mass to the Sun (1)
and to the Earth (2).
- r = [x, y, z]: relative positions between L and F.
- rL = [xL, yL, zL]: leader positions (L).
- Relative distances:
 leader (L) from the Sun (S):
rSL =
√
(L2 + r1 + xL)2 + y2L + z
2
L
 leader (L) from the Earth (E):
rEL =
√
(L2 − r2 + xL)2 + y2L + z2L
 follower (F) from the Sun (S):
rSF =
√
(L2 + r1 + xL + x)2 + (yL + y)2 + (zL + z)2
 follower (F) from the Earth (E):
rEF =
√
(L2 − r2 + xL + x)2 + (yL + y)2 + (zL + z)2
Note that the L2 constant is introduced into equation set to shift the coor-
dination frame centre from the Sun-Earth’s centre of mass to the L2 point.
While lagrangian collinear points lie on the x−axis, there is no need to trans-
formation matrices. We will assume that the Starshade of the NWO mission
is the follower and the Telescope is the leader in the formation structure.
The state vector is composed by the relative positions and velocities be-
tween the Telescope and the Starshade:
x =
[
x y z x˙ y˙ z˙
]
(6.5)
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Starting with equation 6.4a, thus factorizing each member and pulling out
the state in order to have a linear-like structure yields to:
x¨ = 2ωy˙ +
(
ω2 − µS
r3SF
− µE
r3EF
)
x+ µS
(
L2 + r1 + xL
r3SL
− L2 + r1 + xL
r3SF
)
+
+ µE
(
L2 − r2 + xL
r3EL
− L2 − r2 + xL
r3EF
)
+ L2ω
2 (6.6)
Accordingly, we get some state-independent terms, bias, as shown in section
5.4. Bias terms of equation 6.6 are:
- b1 = µS(L2 + r1 + xL)
(
1
r3SL
− 1
r3SF
)
- b2 = µE(L2 − r2 + xL)
(
1
r3EL
− 1
r3EF
)
- b3 = L2ω
2
For the first bias term, through mathematical manipulations we find:
1
r3SL
− 1
r3SF
=
r3SF − r3SL
r3SLr
3
SF
=
(
rSF − rSL
)(
r2SF + rSF rSL + r
2
SL
)
r3SLr
3
SF
=
(
r2SF − r2SL
)(
r2SF + rSF rSL + r
2
SL
)(
rSF + rSL
)
r3SLr
3
SF
(6.7)
By taken in exam the following equation member:
r2SF − r2SL = (L2 + r1 + xL + x)2 + (yL + y)2 + (zL + z)2+
− [(L2 + r1 + xL)2 + y2L + z2L]
= x(x+ 2xL + 2r1 + 2L2) + y(y + 2yL) + z(z + 2zL)
(6.8)
Defining γ1 as:
γ1 ≡ µS r
2
SF + rSF rSL + r
2
SL(
rSF + rSL
)
r3SLr
3
SF
(6.9)
Finally, we can parametrize the first bias term as:
b1 = γ1(L2+r1+xL)
(
x(x+2xL+2r1+2L2)+y(y+2yL)+z(z+2zL)
)
(6.10)
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Proceeding with analysis of the second bias term, we find:
1
r3EL
− 1
r3EF
=
r3EF − r3EL
r3ELr
3
EF
=
(
rEF − rEL
)(
r2EF + rEF rEL + r
2
EL
)
r3ELr
3
EF
=
(
r2EF − r2EL
)(
r2EF + rEF rEL + r
2
EL
)(
rEF + rEL
)
r3ELr
3
EF
(6.11)
and:
r2EF − r2EL = (L2 − r2 + xL + x)2 + (yL + y)2 + (zL + z)2+
− [(L2 − r2 + xL)2 + y2L + z2L]
= x(x+ 2xL − 2r2 + 2L2) + y(y + 2yL) + z(z + 2zL)
(6.12)
Therefore, defining γ2 as:
γ2 ≡ µE r
2
EF + rEF rEL + r
2
EL(
rEF + rEL
)
r3ELr
3
EF
(6.13)
Hence, the second bias term could be factorized as:
b2 = γ2(L2−r2+xL)
[
x(x+2xL−2r2+2L2)+y(y+2yL)+z(z+2zL)
]
(6.14)
Lastly, the third bias term must be parametrized augmenting the state
vector by a new state, η, while it is a constant parameter with no way to pull
out any state:
ω2L2 = η
ω2L2
η
→ η˙ = λη, λ > 0 (6.15)
The state vector becomes:
x =
[
x y z x˙ y˙ z˙ η
]
(6.16)
Considering equation 6.4b, similar mathematical operations are done to
get SDC parametrization. First:
y¨ = −2ωx˙+ y
(
ω2 − µS
r3SF
− µE
r3EF
)
+
+ µSyL
(
1
r3SL
− 1
r3SF
)
+ µEyL
(
1
r3EL
− 1
r3EF
)
(6.17)
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The bias terms are now:
- b1 = µSyL
(
1
r3SL
− 1
r3SF
)
- b2 = µEyL
(
1
r3EL
− 1
r3EF
)
hence, using the parameters definition in equation 6.9 and 6.13, the bias
terms could be written as:
- b1 = γ1yL
(
x(x+ 2xL + 2r1 + 2L2) + y(y + 2yL) + z(z + 2zL)
)
- b2 = γ2yL
(
x(x+ 2xL − 2r2 + 2L2) + y(y + 2yL) + z(z + 2zL)
)
Same consideration to equation 6.4c:
z¨ = −z
(
µS
r3SF
+
µE
r3EF
)
+
+ zLµS
(
1
r3SL
− 1
r3SF
)
+ zLµE
(
1
r3EL
− 1
r3EF
)
(6.18)
The bias terms are parametrized as:
- b1 = zLµS
(
1
r3SL
− 1
r3SF
)
- b2 = zLµE
(
1
r3EL
− 1
r3EF
)
then:
- b1 = γ1zL
(
x(x+ 2xL + 2r1 + 2L2) + y(y + 2yL) + z(z + 2zL)
)
- b2 = γ2zL
(
x(x+ 2xL − 2r2 + 2L2) + y(y + 2yL) + z(z + 2zL)
)
Now the parametrization process ended and the SDC matrices A(x),B(x)
could be written as:
A(x) =

0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
Dxx Dxy Dxz 0 2ω 0 ω
2L2/η
Dyx Dyy Dyz −2ω 0 0 0
Dzx Dzy Dzz 0 0 0 0
0 0 0 0 0 0 −λ

(6.19)
6.2. SDC Parametrization of Relative Motion 67
where:
1. x− dynamics:
- Dxx = ω
2 −
(
µS
r3SF
+
µE
r3EF
)
+ γ1(x + 2xL + 2r1 + 2L2) + γ2(L2 −
r2 + xL)(x+ 2xL − 2r2 + 2L2)
- Dxy = γ1(L2 + r1 + xL)(y + 2yL) + γ2(L2 − r2 + xL)(y + 2yL)
- Dxz = γ1(L2 + r1 + xL)(z + 2zL) + γ2(L2 − r2 + xL)(z + 2zL)
2. y − dynamics:
- Dyx = γ1yL(x+ 2xL + 2r1 + 2L2) + γ2yL(x+ 2xL − 2r2 + 2L2)
- Dyy = ω
2 −
(
µS
r3SF
+
µE
r3EF
)
+ γ1yL(y + 2yL) + γ2yL(y + 2yL)
- Dyz = γ1yL(z + 2zL) + γ2yL(z + 2zL)
3. z − dynamics:
- Dzx = γ1zL(x+ 2xL + 2r1 + 2L2) + γ2zL(x+ 2xL − 2r2 + 2L2)
- Dzy = γ1zL(y + 2yL) + γ2zL(y + 2yL)
- Dzz = −
(
µS
r3SF
+
µE
r3EF
)
+ γ1zL(z + 2zL) + γ2zL(z + 2zL)
The state vector and B(x) matrix are written:
x =
[
x y z x˙ y˙ z˙ η
]
(6.20)
B(x) =

0 0 0
0 0 0
0 0 0
1 0 0
0 1 0
0 0 1
0 0 0

(6.21)
In appendix C.1 SDC parametrization of the generic CRTBP dynamics
are developed.
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Figure 6.7: A summary scheme of the control system structure developed in this
work.
6.3 Simulations Results
Once the SDC parametrization is calculated the SDRE controller is ready
to be applied on the linear-like form system. Simulations results are given
using MATLAB environment and Simulink tool. Control closed-loop struc-
ture is developed as figure 6.7. The diagram is composed by the following
elements:
- Leader : includes the Telescope dynamics. The Telescope follows a Lis-
sajous orbit with equations described in section 4.2.1. NWO mission’s
papers do not give specific Lissajous orbit so initial conditions used in
the simulations to initialize leader’s Lissajous orbit are:
x0 =
[
0 6 000 000 0 ωxyy(0)/κ −kωxyx(0) −y(0)ωz
]
m (6.22)
- Reference Relative Trajectory : the reference trajectory is generated
using the local coordinate frame in section 6.1.3. Range, elevation and
azimuth signals are processed by a first order filter.
- SDRE controller : the SDRE controller with the SDC parametrization
of section 6.2. State and input matrices used in the simulations are:
R = R0 ×
1 0 00 1 0
0 0 1
 Q = 106 ×

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

(6.23)
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Figure 6.8: Simulation of formation orbit during seven days in open-loop without
SDRE control action.
Thus, the control of the Starshade is in position.
- CRTBP Relative Motion: relative formation dynamics described as in
section 4.5.1. Rotating coordinate frame is centred in the L2 point of
the Sun-Earth system.
- Perturbation and Disturbances : Moon’s perturbation and SRP distur-
bance are included in the model, see section 4.3. Moon’s orbit phase
is θ0 = 0. Total disturbance vector d is added to Starshade dynamics.
Note that perturbations are not included in the SDC parametrization.
Hence the controller ignore their dynamics.
Fixing spherical parameters as: r = 72 000 km, θ = 180° and φ = 0°. The
Starshade, without any control action, drift away from its initial reference
orbit, Figure 6.8. Range error is about 105 cm order and angles errors are
above several degrees, figure 6.9. Hence, SDRE control action is necessary
to align the formation.
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Figure 6.9: Spherical errors during seven days in open-loop without SDRE con-
trol action.
6.3.1 Science Mode
Science mode controls formation alignment with a specific target star.
Observation time required to collect data varies from hours to several days.
Using the following initial conditions we simulate a formation keeping tra-
jectory with fixed spherical parameters:
- r= 72 000 km
- θ = 180°
- φ = 0°
R0 value used in the simulation is 134 500.
Using SDRE control range, elevation and azimuth reference signals are
followed by the Starshade without diverging from its reference trajectory. In
figures 6.10 and 6.11, relative distances and formation orbit using SDRE are
presented. Figure 6.12 shows control accelerations components, while figure
6.13 shows errors on the spherical parameters of the formation.
Comparison between unperturbed and perturbed models is also done.
The blue-line in figures identifies simulations without SRP’s disturbance and
Moon’s perturbation while the red-line is relative to the complete model
simulations with perturbations and disturbances.
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Figure 6.10: Simulation of formation orbit during seven days using SDRE con-
trol.
Figure 6.11: Relative distances between the Telescope and the Starshade using
SDRE control. Simulation in the blue-line is without perturbation and distur-
bances, red-line shows simulation with SRP’s and Moon’s perturbations.
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Figure 6.12: SDRE control accelerations. Simulation in the blue-line is without
perturbation and disturbances, red-line shows simulation with SRP’s and Moon’s
perturbations.
Figure 6.13: Formation spherical parameters errors using SDRE control. Sim-
ulation in the blue-line is without perturbation and disturbances, red-line shows
simulation with SRP’s and Moon’s perturbations.
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Spherical coordinates errors are presented using centimetres values for
range parameter, and mas values for elevation and azimuth angles. Mas7
stand for milli-arcsecond, which means that if:
1 degree = 3600 arcseconds = 3600000 milliarcseconds (6.24)
then:
1 milliarcsecond =
1
3600000
degree (6.25)
Note that range error is under 1 centimetre despite its huge value even
in the perturbed model with error requestion of about few metres. A great
precision is also reached on azimuth and elevation angles, both under 30 mas.
Analysing figure 6.13, it is visible a drift trend in the perturbed model.
It seems that SDRE controller action can not be effective in a long term
simulation. Hence, a long term simulation test is required.
6.3.2 Six Months Period
Simulation is extended to a six months period. As cited before, the Star-
shade will orbit the Telescope in about six months period. Range parameter
is fixed as technical specifications r = 72 000 km along the simulation period,
azimuth and elevation angles constants φ = 0◦, θ = 0◦. R0 value used in
simulation is 149 000.
In figures 6.14 and 6.15, relative distances and formation orbit using
SDRE control are presented. Figure 6.16 shows control accelerations com-
ponents, while figure 6.17 shows errors on the spherical parameters of the
formation. Simulations include control with perturbations (red-line) and
without perturbations (blue-line). Errors among spherical parameters are
reduced achieving a great formation alignment accuracy, even in a long term
period.
The drift trend is not visible anymore replaced by a periodic phenomenon.
The oscillations in figures 6.15, 6.16 (barely visible in figure 6.17) are results
of the periodic Moon’s perturbation, section 4.3. Looking at the Moon from
L2 point, the gravitational effect reach its peak when the fourth body’s or-
bit is closest to the lagrangian point achieving maximum distance, at the
same time, from the Sun. This gravitational perturbation is periodic with 28
days period (see angular velocity ωM), meaning that in six months the phe-
nomenon will repeats about 6 − 7 times (7 peaks are visible in figure 6.15).
Remind that Moon’s orbit lie on the x − y plane, reaching its maximum
distance from the Sun when y = 0. This may explain why SDRE control
7A milliarcsecond is about the size of an astronaut on the Moon as seen from Earth.
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Figure 6.14: Formation orbit during six months period using SDRE control.
Figure 6.15: Relative distances between the Telescope and the Starshade us-
ing SDRE control in six months period. Simulation in the blue-line is without
perturbation and disturbances, red-line shows simulation with SRP’s and Moon’s
pertubations.
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Figure 6.16: SDRE control accelerations in six months period. Simulation in
the blue-line is without perturbation and disturbances, red-line shows simulation
with SRP’s and Moon’s pertubations.
Figure 6.17: Formation spherical parameters errors using SDRE control in six
months period. Simulation in the blue-line is without perturbation and distur-
bances, red-line shows simulation with SRP’s and Moon’s pertubations.
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Figure 6.18: Relative distances between the Telescope and the Starshade in six
months period. Simulation in the blue-line is without the Moon’s perturbation
(red-line).
acceleration x and y in figure 6.19 are stressed to reject the perturbation
while z acceleration does not change in time.
Figures 6.18 and 6.19 show simulations with the Moon’s perturbation
red-line and with only SRP’s disturbance blue-line.
Finally, imposing azimuth angle to a fixed φ = 90◦ and elevation to a
fixed θ = 0◦ along a six month period formation’s orbit becomes as in figure
6.20 with the Starshade’s orbit behind Telescope’s one.
6.3. Simulations Results 77
Figure 6.19: SDRE control accelerations in six months period. Simulation in the
blue-line is without the Moon’s perturbation (red-line).
Figure 6.20: Formation orbit during six months period using SDRE control,
φ = 90◦.
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Figure 6.21: Reference elevation angle signal during 27 days.
6.3.3 Observations Cycles
In the following simulation elevation angle varies in a period of about
one month. SDRE controller is tested in a cycle of formation keeping and
formation realignment. Reference elevation angle signal is in figure 6.21. The
others spherical parameters are fixed φ = 0◦ and r = 72 000 km. R0 = 200 000
is used in this simulation. Elevation angle varies as follows:
- Days [0-1] : formation keeping with θ = 180◦.
- Days [1-8] : formation realignment varying elevation angle from 180◦
to 185◦ during seven days, , about 0.7 degrees per day.
- Days [8-13] : formation keeping with θ = 185◦.
- Days [13-20] : formation realignment during 7 days varying elevation
angle from 185◦ to 190◦.
- Days [20-27] : formation keeping with θ = 190◦
In figures 6.22 and 6.23, relative distances and formation orbit using
SDRE control are presented. Figure 6.24 shows control accelerations com-
ponents, while figure 6.25 shows errors on the spherical parameters of the
formation.
Angles errors in figure 6.25 may appear huge. However, excluding the
realignment stage, errors are under 1 mas in azimuth and elevation (see
figure 6.26), making possible the science mode observation. Range error still
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Figure 6.22: Formation orbit during 27 days using SDRE controller with eleva-
tion reference signal 6.21.
Figure 6.23: Relative distances between the Telescope and the Starshade using
SDRE controller with elevation reference signal 6.21.
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Figure 6.24: SDRE control accelerations with elevation reference signal 6.21.
Figure 6.25: Formation spherical parameters errors using SDRE controller with
elevation reference signal 6.21.
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Figure 6.26: Zoom on formation spherical parameters errors in 6.25.
in centimetre order even in transition mode. Thus, controller response is
fast enough to follow reference signal achieving a good precision in formation
alignment.
The next proposed simulation use challenging signals to stress controller.
Azimuth and elevation angles are changing at the same time with similar
signals. Controller must take in care two angles variation plus the leader
non-constant trajectory motion. In figures 6.27 and 6.28 reference signals
are presented. Signals vary as follows:
- Days [0-1] : formation keeping with θ, φ = 0◦.
- Days [1-5] : formation realignment varying elevation and azimuth an-
gles from 0◦ to 2◦ during 4 days, about 1 degree per day.
- Days [5-8] : formation keeping with θ, φ = 2◦.
- Days [8-12] : formation realignment during 4 days, varying elevation
and azimuth angles from 2◦ to 1◦.
- Days [12-15] : formation keeping with θ, φ = 1◦.
- Days [15-21] : formation realignment during 6 days, varying elevation
and azimuth angles from 1◦ to 4◦.
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Figure 6.27: Reference azimuth angle variation during 23 days.
Figure 6.28: Reference elevation angle variation during 23 days.
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Figure 6.29: Formation orbit during 23 days using SDRE controller with two
reference angles signals 6.27 and 6.28.
Variation in the reference signals are tiny in order to test controller response
in precision manoeuvres.
In figures 6.29 and 6.30, relative distances and formation orbit are pre-
sented. Figure 6.31 shows control accelerations components, while figure 6.32
shows errors on the spherical parameters of the formation.
SDRE controller is stressed when signals moved from a formation re-
alignment manoeuvre to a formation keeping one and vice versa, as evident
in figure 6.31. Errors in this simulation are worst than others, that because
angle variation are coupled and fast. Although, range error is below technical
specifications of 1 m, while angles errors are high in the transition mode but
return under 30 mas in observation step, see figure 6.33.
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Figure 6.30: Relative distances between the Telescope and the Starshade using
SDRE controller with two reference angles signals 6.27 and 6.28.
Figure 6.31: SDRE control accelerations with two reference angles signals 6.27
and 6.28.
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Figure 6.32: Formation spherical parameters errors using SDRE controller with
two reference angles signals 6.27 and 6.28.
.
Figure 6.33: Zoom on formation spherical parameters errors in 6.32 using SDRE
controller.
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6.4 Comments on Control Usage
In the following section we are going to analyse computational cost and
propellant mass cost relative to simulations reported in the last section.
One important aspect in choosing nonlinear control is the computational
cost, that may not be supported by on-board computer, as cited in chap-
ter 3. Computational cost of SDRE controller, using MATLAB-Simulink,
is considered relative to mean value along simulations loops. Control loop
execution time of SDRE took 1.5558 ms, performed on a PC with Intel i7
processor at 2.3 GHz and 8 GB RAM.
Propellent cost analysis is not so easy as computational cost. We knew
that models of fuel consumption in this stage of the mission, together with
the incomplete data owned by the author, are not accurate. Still, we use the
proposed model in order to analyse perturbation effect on the Starshade, and
to give rough indications of the control action.
First we have to define the cost function. Hamilton [23] suggests a simple
cost function to calculate propellant mass (mprop) needed:
mprop = m0
(
1− exp
( −∆V
Isp × g
))
(6.26)
where:
- m0 : Initial spacecraft mass (Starshade mass).
- ∆V : Control velocity changes calculated as:
∆Vx =
time∑
k=1
|ux|T ∆Vy =
time∑
k=1
|uy|T ∆Vz =
time∑
k=1
|uz|T (6.27)
total control velocity is then calculated as:
∆V = ∆Vx + ∆Vy + ∆Vz (6.28)
where T is the manoeuvre interval. Absolute value of the control is
taken because the direction of manoeuvre has no bearing on the used
fuel.
- Isp : is the specific impulse
8 of the thruster.
8Specific impulse is a measure of the efficiency of rocket and jet engines. By definition,
it is the total impulse (or change in momentum) delivered per unit of propellant consumed
and is dimensionally equivalent to the generated thrust divided by the propellant flow rate.
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Simulation Fuel Consumption [g/day]
Science mode unperturbed 67.742
Science mode perturbed 74.764
Six months period unperturbed 81.014
Six months period perturbed 101.650
Six months period without Moon’s perturbation 85.402
Six months period (φ = 90◦) 186.140
Observations cycle (θ varies) 246.090
Observations cycle (θ and φ vary) 380.382
Table 6.1: Fuel consumption values in simulations of section 6.3.
- g: gravitational acceleration constant 9.81 m/s2.
Using the information the author holds we find that:
- m0 = 4406 kg: Cash [39] calculate the expected Starshade wet mass.
- Isp = 4200 s: Cash [39] suggest the use of NEXT ion propulsion system,
our research suggest this value for ion-thruster.
Control velocities are calculated as in equations 6.27 and 6.28, using simula-
tion time T = 1 minute.
Cash [39] quantified Starshade total propellent mass to bemtotal = 1220 kg.
In table 6.1 simulations results of the last section are presented with mean
fuel consumption in grams per day across simulations period.
As seen in table 6.1, the perturbed model consume, on average, about 21%
of propellant mass more than unperturbed model. Hence, Moon’s perturba-
tion and SRP’s disturbance actions on the Starshade can not be neglected.
NWO mission’s planned lifetime is five years, as cited before. Calculating
five years of Starshade science mode perturbed simulation we obtain that
fuel requested is:
m5years = 84× 365× 5 = 153 300 g = 153.3 kg (6.29)
Far away from the 1220 kg on board estimated by Cash [39]. Even in the worst
case of 380.382 grams per day of last simulation, the total propellent mass
required is 694 kg. Figure 6.34 present a five years orbits of the formation.
Another important aspect to underline in this section is the stable man-
ifold of the Starshade’s orbit. Changing spherical parameters Starshade’s
orbit may not be in a stable manifold around L2 point requiring more pro-
pellent to its manoeuvres. Reason why configuration with φ = 90 in tabel 6.1
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require more propellant than the standard formation. However, a complete
analysis of a stable and efficient Lissajous orbit is not the scope of this work.
Figure 6.34: Five years formation orbit.
Chapter 7
Conclusions
State-dependent Riccati equation controller was applied on spacecraft
formations in the generic nonlinear dynamics of the circular restricted three-
body problem, referring to the New Worlds Observer mission’s manoeuvres.
Moon’s gravitational perturbation and solar radiation pressure’s disturbance
were modelled and added in the perturbed model as main disturbances in
deep space environment of the Sun-Earth system. The leader-follower rel-
ative motion is used in the SDC parametrization. Control action reached
good alignment between spacecraft formation, with acceptable errors among
spherical parameters in nearby all simulations. Moon’s perturbation effect
on formation was also analysed.
Propellent mass cost model was presented, and comparison among mis-
sion’s manoeuvres consumption were done. In addition, a comparison be-
tween perturbed and unperturbed models were presented. Fuel consumption
results acceptable with respect to mission’s specifications. Computational
cost of state-dependent Riccati equation controller using Matlab environ-
ment was reported.
SDRE controller results efficient and feasible in this type of space ap-
plication. Errors and consumptions were both improved by the controller,
allowing the use of nonlinear dynamics. Parametrization of nonlinear dynam-
ics was not so difficult to find, but slightly long calculations were requested.
However, SDRE control results reward that choice. Accuracy and precision
requested for the Starshade’s manoeuvres, typical in DS missions profile,
were possible using SDRE control action.
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Appendix A
A.1 Cited Missions
Table A.1: Missions Information.
Agency ID (year) Goals and information
NASA TSS-1 (1992)
TSS-1R (1996)
TiPS (1996-2006)
TSS - Tethered Satellite System. A
tether satellite is a satellite connected
to another by a space tether. Tether
satellites can be used for various pur-
poses, including research into tether
propulsion, tidal stabilization and or-
bital plasma dynamics. A number of
tether satellites have been launched,
with varying degrees of success.
NASA/DLR GRACE
(2002-active)
GRACE - Gravity Recovery And Cli-
mate Experiment.
GRAIL (2012) GRAIL - Gravity Recovery and In-
terior Laboratory. In GRACE mis-
sion two satellites mapping detailed
measurements of gravity Earth’s field
anomalies, while GRAIL is composed
by two small spacecraft using high-
quality gravitational field mapping of
the Moon to determine its interior
structure.
continue in the next page
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Agency ID (year) Goals and information
ESA LISA Pathfinder
(2015-active)
eLISA (2034)
eLISA - Evolved Laser Interferometer
Space Antenna. LISA mission will test
technologies needed for the eLISA, an
ESA gravitational wave observatory
planned to be launched in 2034. In
2016 LISA Pathfinder demonstrated
that eLISA mission is feasible. eLISA
aims to measure gravitational waves
directly by using laser interferometry.
The LISA concept has a constella-
tion of three spacecraft, arranged in
an equilateral triangle with million-
kilometre arms flying along an Earth-
like heliocentric orbit. The distance
between the satellites is precisely mon-
itored to detect a passing gravitational
wave.
NASA TPF (concept) TPF - Terrestrial Planet Finder
TPF was a proposed project by NASA
to construct a system of telescopes in
space for detecting extrasolar terres-
trial planets. A formation of 5 space-
craft: 4 carrying mirrors will be fo-
cused towards the target star. Each
mirror reflects the infrared light to-
ward the fifth spacecraft in the centre
of the formation. The interferometer
would use a technique called nulling to
reduce the starlight thus enabling the
detection of infrared emission from the
planets. Actual funding has not mate-
rialized.
continue in the next page
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Agency ID (year) Goals and information
ESA DARWIN
(Planned)
Darwin have involved a constellation
of four to nine spacecraft designed to
directly detect Earth-like planets or-
biting nearby stars and search for ev-
idence of life on these planets. The
most recent design envisaged three
free-flying space telescopes flying in
formation as an astronomical interfer-
ometer.
Academy SWIFT
SPHERES
SWIFT - Swarms of Silicon Wafer In-
tegrated Femtosatellites
SPHERES - Synchronized Position
Hold Engage and Reorient
Experimental Satellite
Very small satellites with limited re-
sources and computational capabili-
ties SWIFT (100 g class). Potential
applications: sparse aperture interfer-
ometers, distributed sensors for space
weather monitoring, and communica-
tions relays.
NASA TechSat-21 TechSat-21 - Technology Satellite of
the 21st Century
A spacecraft developed by the U.S.
Air Force Research Laboratory’s to
test technology for formation flight of
spacecraft which can rapidly change
formation based on mission require-
ments.
NASA EO-1/Landsat 7 EO-1 - Earth Observing System
(2000 - active) ST5 - Space Technology 5
continue in the next page
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Agency ID (year) Goals and information
ST5 (2006) EO-1 Mission satellite is part of
NASA’s New Millennium Program to
develop and validate a number of in-
strument and spacecraft bus break-
through technologies designed to en-
able the development of future earth
imaging observatories that will have
a significant increase in performance
while also having reduced cost and
mass. EO-1 follows Landsat 7 in its
orbit by exactly one minute. Space
Technology 5 is a cluster of three satel-
lites investigating the Earth’s magne-
tosphere.
NASA Beyond Einstein MAXIM - Black-Hole Imager
program:
SPECS,
SPECS - Submillimeter Probe, Evolu-
tion of Cosmic Structure
MAXIM,
LISA. . .
Beyond Einstein program is a NASA
project designed to explore the lim-
its of Einstein’s theory of General
Relativity. The project includes two
space observatories, and several ob-
servational cosmology probes. The
program culminates with the Ein-
stein Vision probes, after completion
of the Great Observatories program.
Constellation-X and LISA have been
promoted as the Einstein Great Ob-
servatories.
NASA MMS
(2015-active)
MMS - Magnetospheric Multiscale
Mission
continue in the next page
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Agency ID (year) Goals and information
MMS is a NASA unmanned space mis-
sion to study the Earth’s magneto-
sphere, using four identical spacecraft
flying in a tetrahedral formation. In
order to collect the desired science
data, the 4-satellite MMS constella-
tion must maintain a tetrahedral for-
mation through a defined region of
interest in a highly elliptical orbit.
The formation will be maintained us-
ing a high altitude rated GPS receiver,
Navigator, to provide orbit knowl-
edge, and regular formation mainte-
nance manoeuvres.
EU Universities QB50 – CubeSat
(in orbit)
Cubesat is a type of miniaturized
satellite for space research that is
made up of multiples cubic small units.
A single CubeSat is simply too small
to also carry sensors for significant sci-
entific research (1.33 kg max). Hence,
for the universities the main objective
of developing, launching and operating
a CubeSat is educational.
ending the previous page
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A.2 Missions Around Lagrangian Points
Past, present and planned missions around the Lagrangian points of the
Sun-Earth system:
Mission Type L-Point Orbit Type Launch-Deactivation
ISEE-3 Single Spacecraft L1 Halo 1978-1997
Genesis Single Spacecraft L1 Halo 2001-2004
GGS-WIND Single Spacecraft L1 Lissajous 1994-active
SOHO Single Spacecraft L1 Lissajous 1995-active
ACE Single Spacecraft L1 Lissajous 1997-active
DSCOVR Single Spacecraft L1 Lissajous 2015-active
LISA Pathfinder Single Spacecraft L1 Lissajous 2015-active
Kuafu Formation Spacecraft L1 Lissajous Planned
WMAP Single Spacecraft L2 Lissajous 2001-2010
Herschel S.O. Single Spacecraft L2 Lissajous 2009-2013
Planck Single Spacecraft L2 Lissajous 2009-2013
Chang’e 2 Single Spacecraft L2 Lissajous 2010-active
Gaia Single Spacecraft L2 Lissajous 2013-active
PLATO Single Spacecraft L2 Lissajous Planned
JWST Single Spacecraft L2 Lissajous Planned
TPF-DARWIN Formation Spacecraft L2 Lissajous Planned
Stellar Imager Single Spacecraft L2 Lissajous Planned
MAXIM Formation Spacecraft L2 Lissajous Planned
Constellation-X Formation Spacecraft L2 Lissajous Planned
ATLAST Single Spacecraft L2 Halo Planned
NWO Formation Spacecraft L2 Lissajous Planned
Table A.2: Missions around Lagrangian points in the Sun-Earth system
Appendix B
B.1 Simulation Parameters
Table B.1: Astronomical constants and parameters used in simulations.
Parameter Value Unit
Earth mass mE 5.972 19× 1024 kg
Sun mass mS 1.988 500× 1030 kg
Moon mass mM 0.073 46× 1024 kg
Gravitational Constant G 6.6720× 10−20 km3/kg × s2
Astronomical Unit AU 149 597 870.700 km
Moon’s orbit radius RM 384 320 km
In-plane frequency ωxy 0.035 403 867 652 427 rad/day
Out-of-plane frequency ωz 0.034 161 114 000 146 rad/day
Non-oscillatory poles nulling factor κ 3.188 789 017 092 47 −
Speed of light c 300 000 000 m/s
Follower mass mf 4406 kg
Solar flux F 1358 W/m2
Coefficient of reflectivity q 0.6 -
Coss-sectional area S 252 m2
Gravitational acceleration constant g 9.81 m/s2
ISP thurster ISP 4600 s
ending the previous page
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Table B.2: Parameters equations used in simulations.
Parameter Value Unit
Sun gravitational parameter µS G×mS km3/s2
Earth gravitational parameter µE G×mE km3/s2
Moon gravitational parameter µM G×mM km3/s2
Distance centre mass-Sun r1
mE +mM
mS +mE +mM
× AU km
Distance centre mass-Earth r2
mS
mS +mE +mM
× AU km
L2 point x− component 1.010 075 060 594 611× AU km
Sun-Earth angular velocity ω
√
G× (mS +mE)
AU3
rad/s
Earth-Moon angular velocity ωM
√
G× (mE +mM)
R3M
rad/s
ending the previous page
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Figure B.1: Numerical perturbation in simulation
B.2 Numerical Perturbation
Nonlinear model is developed around an unstable point, numerical per-
turbation in simulation play an important role. Placing spacecraft in the
exact unstable L2 point without any external forces or perturbations, the
spacecraft must keep its orbit in the point. As shown in figure B.1, a small
numeric perturbation could generate a high error state order enough to push
away spacecraft from L2 point after few iterations. This perturbation could
be controlled by using a more precise quantity of L2 point numerical value.
Adopting L2 : x = 1.010 075 060 594 611 939 8 error are in the order of 10
−7
(in one year spacecraft will store errors in the order of few centimetres),
which we thought enough precise for our simulations. Note that the numer-
ical value of L2 reported above is suitable only choosing celestial quantities
as in table B.1.
Appendix C
C.1 CRTBP SDC Parametrization
A possibile SCD parametrization of CRTBP nonlinear dynamics (or fol-
lower dynamics) is presented in this appendix. Reminding equations 4.11
and shifting the centre of the rotating coordinate frame to L2 point:
x¨ = ω2(x+ L2) + 2ωy˙ − µS x+ r1 + L2
r3SF
− µE x− r2 + L2
r3EF
(C.1a)
y¨ = ω2y − 2ωx˙− µS y
r3SF
− µE y
r3EF
(C.1b)
z¨ = −µS z
r3SF
− µE z
r3EF
(C.1c)
where relative distances are written as:
- rSF =
√
(x+ r1 + L2)2 + y2 + z2
- rEF =
√
(x− r2 + L2)2 + y2 + z2
SDC matrix, A(x) is then factorized as:
A(x) =

0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
Dxx 0 0 0 2ω 0 γ
0 Dyy 0 −2ω 0 0 0
0 0 Dzz 0 0 0 0
0 0 0 0 0 0 −λ

(C.2)
where:
- Dxx = ω
2 −
(
µS
r3SF
+
µE
r3EF
)
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- Dyy = ω
2 −
(
µS
r3SF
+
µE
r3EF
)
- Dzz = −
(
µS
r3SF
+
µE
r3EF
)
- γ = ω2L2 − µSL2 + r1
r3SF
− µEL2 − r2
r3EF
The state vector becomes:
x =
[
x y z x˙ y˙ z˙ η
]
(C.3)
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