Abstract. Importance sampling-based algorithms are a popular alternative when Bayesian network models are too large or too complex for exact algorithms. However, importance sampling is sensitive to the quality of the importance function. A bad importance function often leads to much oscillation in the sample weights, and, hence, poor estimation of the posterior probability distribution. To address this problem, we propose the adaptive split-rejection control technique to adjust the samples with extremely large or extremely small weights, which contribute most to the variance of an importance sampling estimator. Our results show that when we adopt this technique in the EPIS-BN algorithm [14] , adaptive splitrejection control helps to achieve significantly better results.
Introduction
Bayesian networks [11] have become core tools for knowledge representation in Artificial Intelligence. One obstacle to their application is their computational complexity, which is NP-hard [3] . Importance sampling based algorithms are a popular alternative when Bayesian network models are too large or too complex for exact algorithms. The state of the art importance sampling algorithm is the EPIS-BN algorithm [14] , whose main idea is to use several steps of loopy belief propagation (LBP) [10] to estimate an importance function for importance sampling. The algorithm is shown to reach the precision limit of sampling algorithms on some networks. However, due to the potential instability of LBP and, hence, possibly poor importance functions, EPIS-BN can still perform sub-optimally. This is manifested in the oscillation in the sample weights. Samples with extremely large weights and extremely small weights contribute most to the variance of the estimator. To address this problem, we propose an adaptive split-rejection control technique to adjust these samples. The technique consists of two parts: adaptive split control, which is to adaptively split samples with extremely large weights, and adaptive rejection control, which is to stochastically reject samples with extremely small weights. Although the adaptive split-rejection control may introduce correlation into the samples, the correlation is minimal in comparison to the reduction in the overall variance for sample sets with much oscillation. Our results show that when we apply adaptive split-rejection control in EPIS-BN, it helps the algorithm to achieve significantly better results. Two closely related techniques are resampling [9] and pruned-enriched Rosenbluth method (PERM) [5, 7, 12] . The major advantage of our technique is that it exploits the fact that importance sampling in Bayesian networks is a high dimensional problem such that it generates useful samples more efficiently.
Importance Sampling
We start with the theoretical roots of importance sampling. We will use capital letters for variables and lowercase letters for their states. Bold letters denote sets of variables or states. Let f (X) be a function of n variables X = {X 1 , ..., X n } over the domain Ω ⊂ R n . Consider the problem of estimating the multiple integral
We assume that the domain of integration of f (X) is bounded, i.e., that V exists. Importance sampling approaches this problem by estimating
where g(X), called the importance function, is a probability density function such that g(X) > 0 across the entire domain Ω. One practical requirement of g(X) is that it should be easy to sample from. In order to estimate the integral, we generate samples x 1 , x 2 , ..., x N from g(X) and use the generated values in the sample-mean formulaV
The estimator almost surely converges to V under certain weak assumptions [4] . The performance of the estimator in Equation 3 can be measured by its variance
Rubinstein [13] shows that if f (X) > 0, the optimal importance function is
In this case, the variance of the estimator is zero. However, the concept of the optimal importance function is of rather theoretical significance because finding V is equivalent to finding the posterior distribution, which is the problem that we are facing. Nevertheless, it suggests that if we find instead a function that is close enough to the optimal importance function, we can still expect good convergence rates.
Improving Importance Sampling by Adaptive Split-Rejection Control
Since we normally have no access to the optimal importance functions, we have to resort to approximation techniques or even guess work to estimate them. Importance functions thus obtained may yield far from optimal performance, which is directly reflected in the much oscillation in the sample weights. In such a sample set, extremely large weights and extremely small weights contribute most to the variance of the estimator. Furthermore, if the ratio f /g is unbounded, the variance of the estimator may be infinite, in which case importance sampling is unreliable. To remedy this problem, we propose the adaptive Split-Rejection control technique to adjust these samples. The technique includes two parts: adaptive split control and adaptive rejection control.
Adaptive Split Control
Samples with extremely large weights have a large impact on the variance of an importance sampling estimator, because they dominate the estimator and make other samples less useful. If some of these large-weight samples are in the unimportant parts of f , the estimator will wrongly put too much emphasis on these parts, and its performance will inevitably be poor. To deal with this problem, we propose the adaptive split control technique. The basic idea is to split a sample with a large weight into several samples with smaller weights. This technique is related to the enrichment method in [12, 5, 7] . In Bayesian networks, since we need to go over all the nodes in the topological order to draw a single sample, we can further exploit the power of adaptive split control by appointing several rejection nodes, say every 50th nodes. More formally, adaptive split control works as follows. Adaptive Split Control:
, and keep track of the cumulative weights for every rejection node. 2. For all the rejection nodes, sort the weights ascendingly, and let split threshold c s = w αs×M using the choose split percentile α s .
according to Steps 4 and 5. 4. Go over each node in the topological order of the network, and instantiate it to a state that is sampled from its distribution conditional on its parents. 5. If the cumulative weight w becomes larger than the split threshold c s at a rejection node, we split it into k = w/c s + 1 samples, each with weight w/k.
It is easy to show that the new estimator is still unbiased.
Theorem 1. The importance sampling estimator with adaptive split control is unbiased.
There are two purposes for the adaptive split control technique. First, we can prevent a sample weight from blowing up and get samples with more uniform weights. Second, after we split the sample, the resulting samples enable us to explore a wider range of the sample space, and we are more likely to get better samples. Intuitively, adaptive split control tries to modify the old importance function such that the new importance function g s (X) approximately follows the following distribution:
where q cs is defined as
where
. The result is only approximate because of the way that we calculate the number of split samples. Suppose the target density and the importance function are both normalized, the following theorem shows that adaptive split control reduces the χ 2 distance between the two distributions, which is defined as
Theorem 2. The χ 2 distance between the modified importance function in Equation 6 and the target density is smaller than that between the original importance function and the target density; that is,
Proof. Let
Hence, max{w(x), c s } and min{w(x), c s }w(x) are positively correlated. Therefore,
Although splitting samples may introduce correlations among the samples, we can look at it in a different way. After we increase the mass of the importance function in the parts where large-weight samples come from, these weights will have smaller weights.
In the mean time, we also have more chances to hit these samples. In some sense, we are performing selective resampling; we are only resampling from samples with extreme weights. Also, there is an interesting connection between adaptive split control and Rao-Blackwellization [8] . The idea of Rao-Blackwellization is, if we can perform part of the multiple integral in Equation 1 analytically, we can reduce the variance of the estimator in Equation 3. In adaptive split control, instead of performing exact integration, we draw multiple samples to estimate that part of the integral, which can also reduce the variance of the estimator.
Adaptive Rejection Control
Samples with extremely large weights have a large impact on the variance of an importance sampling estimator. Similarly, samples with extremely small weights also have impact on the variance. Since they are very small, they do not play much role in the estimator but only make its variance larger. Simply throwing them away is not good because that introduces bias. To adjust these samples, we can apply a technique called rejection control (RC) [8] . Suppose we have drawn samples
Rejection control conducts the following operation for any given threshold value c r > 0. Rejection Control:
1. For j = 1, ..., N , accept x j with probability
2. If the jth sample x j is accepted, its weight is updated to w * j = q cr w j /r j , where
It can also be easily shown that rejection control is an unbiased operation.
Theorem 3. The importance sampling estimator with rejection control is unbiased.
Similarly to adaptive split control, rejection control adjusts the importance function so that the new importance function g r (X) is expected to be closer to the target function f (X). In fact, it is easily seen that
The following theorem can be proven analogously to Theorem 2. 
Theorem 4 is a very strong result, because it holds essentially for any c r . However, it has also been shown that rejection control can be looked on as an importance sampling algorithm in a higher dimension, and the χ 2 distance between the target density and the modified importance function for the new algorithm is larger than that of the importance sampling algorithm without rejecting any samples [1] .
To make rejection control useful, we propose the adaptive rejection control technique, which extends rejection control in two ways. First, to draw one sample for a Bayesian network, we need to go over all the nodes in the network. However, we need not wait until the end in order to figure out that some samples may have extremely low weights. If we find that they become very small and not promising before we finish drawing them, we can reject them early. Therefore, the first extension works as follows.
-Early rejection: Instead of using rejection control after we get a complete sample, we apply this technique for each, say 50th, node when drawing each sample.
This extension reduces the cost of rejecting samples and improves the efficiency in obtaining effective samples; It is the key element that makes rejection control useful.
Second, we notice that it is hard to specify a c r in advance when we apply rejection control to importance sampling in Bayesian networks, because the posterior distribution is only known up to a constant. Therefore, the second extension is:
-Adaptive rejection: Instead of setting a rejection threshold c r in advance, we draw an initial sample set with size M , sort the sample weights w i s, and let c r = w α×M , where α is a chosen rejection percentile.
The bigger α is, the more samples are likely to be rejected, so we need to draw more samples in order to obtain a predefined number of samples. The cost is that the running time of the algorithm will inevitably increase. Therefore, we can fine-tune the choice of α in order to achieve a satisfactory tradeoff between precision and efficiency.
To summarize, the adaptive rejection control technique works as follows: Adaptive Rejection Control:
, and keep track of the cumulative weights for every 50th node. 2. Sort the weights ascendingly, and let c r = w αr ×M using the choose rejection percentile α r for all the rejection nodes.
, during which we apply rejection control technique each time when we come across a rejection node.
Adaptive Split-Rejection Control
We call the resulting technique by putting adaptive split control and adaptive rejection control together adaptive split-rejection control. The following corollary follows from Theorem 1 and 3. Furthermore, it is easily seen that the new importance function of the adaptive splitrejection control has the following form.
Corollary 1. The importance sampling estimator with adaptive split-rejection control is unbiased.

Algorithm: ASREPIS-BN
The following corollary immediately follows from Theorems 2 and 4.
Corollary 2. The χ 2 distance between the target density and the modified importance function in Eqn. 14 is smaller than that between the target density and the original importance function; that is,
This technique not only allows us to discard some poor samples well before we finish drawing them, but also enables us to explore a wider range of the sample space. The technique is very general, because it can be applied in any existing importance sampling algorithm for Bayesian networks. However, we should not blindly apply adaptive split-rejection control the same way under all circumstances. When the original sample set is already good, the correlation introduced by the technique may become dominant in comparison to the reduction of the sample variance, so the results may become worse. In that case, it is desirable to adjust the split and rejection percentiles or simply switch it off altogether in order to reduce the number of samples involved in the control. The quality of a sample set can be evaluated by the coefficient of variation (cv 2 (w)) [8] . The cv 2 (w) of the unnormalized weights is defined as follows:
is a good estimator of the χ 2 distance between the importance function and the target distribution. We recommend to increase the split percentile and the decrease rejection percentile as cv 2 (w) decreases, and we switch off the adaptive split-rejection control as cv 2 (w) drops below some threshold value cv c . We extend the EPIS-BN algorithm using the above adaptive rejection control technique, which results in the Adaptive Split-Rejection Controlled Evidence Pre-propagation Importance Sampling (ASREPIS-BN) algorithm, outlined in Figure 1 . The algorithm has three main stages. The first stage (Steps 1-4) applies loopy belief propagation and -cutoff to calculate an importance function. The second stage (Steps 5-6) draws an initial sample set to estimate the split thresholds c s and rejection thresholds c r . The third stage (Steps 7-9) applies adaptive split-rejection control to do importance sampling.
Experimental Results
To test the performance of the ASREPIS-BN algorithm, we compared it against the EPIS-BN algorithm. We did experiments on the ANDES, CPCS, and PATHFINDER networks. Our comparison was based on Hellinger's distance [6] between exact answers and sampling results. Hellinger's distance yields results identical toKullback-Leibler divergence in most cases, but its major advantage is that it can handle zero probabilities, which are not uncommon in Bayesian networks. We implemented our algorithm in C++ and performed our tests on a 2.8 GHz Xeon Windows XP computer with 2GB memory.
Review of the Performance of EPIS
Experimental results in [14, 15] show that the EPIS-BN algorithm achieves a considerable improvement over the previous state of the art algorithm, the AIS-BN [2] .
Furthermore, the results in [14, 15] also show that the EPIS-BN algorithm already approaches the limit that sampling algorithms can achieve on CPCS and PATHFINDER, because the precision that it achieves on these networks is already in the same order as those of probabilistic logic sampling on the same networks without evidence. In the latter case, since there is no evidence in the networks, logic sampling samples from the optimal importance function, the prior distribution. We believe that precision so achieved is the limit of sampling algorithms.
Results of Proposed Heuristics on ANDES Network
In this experiment, we generated a total of 75 test cases for the ANDES network. These cases consisted of five sequences of 15 cases each. For each sequence, we randomly chose a different number of evidence nodes: 15, 20, 25, 30, 35 respectively. We set α r to be 0.8 and α s to be 0.99. We switched off adaptive split-rejection control when the cv 2 (w) of the initial sample set was less than cv c = 3.0. Since adaptive split-rejection control has two heuristics: adaptive split control (S) and adaptive rejection control (R), we performed experiments that aimed at disambiguating their roles. We denote EPIS-BN without any heuristic method as the EPIS algorithm, EPIS-BN with only adaptive split control as EPIS+S, EPIS-BN with only adaptive rejection control as EPIS+R, and EPIS-BN with both heuristics as EPIS+SR (ASREPIS-BN). We also tested the EPIS-BN with pure rejection control method proposed in [8] , which is denoted as EPIS+RC. Again, the difference between our proposed adaptive rejection control and pure rejection control is that the former method applies rejection control periodically before finishing a complete sample, while the latter applies rejection control to complete samples. We compared the performance of EPIS, EPIS+S, EPIS+R, EPIS+SR and EPIS+RC and tested them on the same 75 test cases generated as described above. In order to be fair for all the algorithms, we let EPIS-BN run for 320K samples and let From the Figure 2b , we can see that the pure rejection control [8] made the performance of EPIS-BN worse, which is rightly pointed out in [1] . However, our proposed adaptive rejection control with several extensions, helped EPIS-BN achieve a better precision as Figure 2a shows. Figure 2a also shows that adaptive split control also helped EPIS-BN achieve a better precision. More dramatically, the two heuristics amplified each other in EPIS+SR (ASREPIS-BN) and helped it achieve a much better precision. The median errors for EPIS-BN, EPIS+S, EPIS+R and EPIS+SR are 0.0029, 0.0022, 0.0025, and 0.0017 respectively. A paired one-tail t-test indicates that that the improvement of ASREPIS-BN over EPIS-BN is significant at p = 4.44 × 10 −18 level. We would like to stress that the improvement is achieved within the same time and with fewer samples. The ASREPIS-BN algorithm only generated, on the average, 170K samples. Therefore, we conclude that the quality of the samples generated by ASREPIS-BN is much better than that of EPIS-BN.
Fixed Number of Samples
In this experiment, we let both EPIS-BN and ASREPIS-BN run for 320K samples. Obviously, since we let ASREPIS-BN run for more samples than the last experiment, we can get even bigger improvement. Figure 3(a) shows the overall error of the results of the two algorithms. The median errors were 0.0032 for EPIS-BN and 0.0013 for ASREPIS-BN. ASREPIS-BN achieves an overall error that is less than half of that of EPIS-BN.
Results on CPCS and PATHFINDER
Since EPIS-BN already performs almost optimally on the CPCS and PATHFINDER networks, we used more conservative parameters in this experiment; We let rejection percentile α r to be 0.2, split percentile α s to be 0.999, and switch-off threshold cv c to Figure 4 . We can see that adaptive split-rejection control also brings some improvements for CPCS and PATHFINDER. The median errors for EPIS-BN, EPIS+S, EPIS+R, and EPIS+SR were 0.00076, 0.00072, 0.00069, 0.0006 on CPCS and 0.00063, 0.00055, 0.00061, 0.00055 on PATHFINDER respectively. Although the improvement is not much in comparison to that on ANDES, we again believe that this is due to ceiling effect: EPIS-BN already does very well on the two networks.
Conclusion
We propose the adaptive split-rejection control technique to stochastically reject samples with extremely small weights and adaptively split samples with extremely large weights for importance sampling in Bayesian networks. Our results show that the technique significantly improves the performance of EPIS-BN. Although adaptive split-rejection control may introduce correlation among the samples, the correlation is minimal in comparison to the reduction in the overall sample variance for sample sets with much oscillation. However, how to choose optimal split and rejection percentiles under different circumstances needs further exploration.
