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ABSTRACT 
Content based visual information retrieval system (CBVIR) is an important system to 
know the information of the images. Image is much more powerful than a document because 
it can say a lot more than a document itself. Feature extraction is one of the major steps of 
CBVIR system. For image classification, there are bunch of methods.Segmentation Based 
Fractal Texture Analysis (SFTA) is an efficient texture feature method among them for its 
higher precision and accuracy. For large number of Dataset, it is necessary for optimizing the 
feature extraction time and accuracy. As a result, we bring a new approach on SFTA 
algorithm on our research. We use an optimum multilevel thresholding hybrid method of 
Genetic Algorithm (GA) and Particle Swarm Optimization (PSO), called HGAPSO with our 
proposed GLCO (Grey Level Classification Based Optimization) method for increasing the 
effectiveness of the SFTA technique. To avoid the computational complexity we have 
implemented our proposed HGAPSO based SFTA algorithm on NVIDIA Graphics 
Processing Unit (GPU).GeForce GTX 610 is fully utilized to perform the scanning to see its 
efficiency. Our experimental results show average 95.5% classification accuracy for our 
tested dataset and also the GPU based implementation experiences 120+ X speedup over 
conventional CPU implementation.  
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CHAPTER 01 
INTRODUCTION 
1.1 Motivations 
For image retrieval problem, Content Based Visual Information Retrieval (CBVIR) 
[1] performs pre-processing, extraction of features, creation of feature database and the work 
of matching the features of the query images to the dataset; these four basic steps. For these 
four steps, we are focusing on the Feature extraction techniques. As we know, texture 
extraction is important and it is needed to be faster for large scale dataset, we, in this thesis, 
proposed a parallel efficient SFTA technique. SFTA already achieved higher precision and 
accuracy for classification [2]. In addition, it is already 3.7 times faster than Gabor and 1.6 
times faster than Haralick [2]. Though it is faster already, we again emphasized on making it 
more accurate and further faster for large number of dataset. In this research a new approach 
for SFTA is proposed. In the proposed method, we use hybrid multilevel threshold method 
called HGAPSO for finding out a significant number of threshold values for a better expected 
result than previous model. In [3] and [4], Ghamisi et al. proposed the HGAPSO method. 
This hybrid algorithm is mainly consisting of two portions: one is for combining the standard 
velocity and another is for updating the rules of PSOs (Particle Swarm Optimization) with the 
ideas of selection, crossover and mutation from GA (Genetic Algorithm) [5].There is a 
specific reason behind the replacement of multilevel thresholding approach. Existing Otsu 
method can easily be extended to solve the problem of determining the optimal threshold for 
multilevel, but it is not efficient as the computation time will increase exponentially [6]. 
Especially the problem occurs when the number of threshold increase on Otsu. So in our 
proposed SFTA model, we use HGAPSO method and our proposed GLCO (Grey level 
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Classification Based Optimization) method for optimizing the value of threshold value, which 
increases more accuracy. 
 Another concerning issue is total computation time for large scale dataset. The 
challenging phase is how much faster you can compute a task. With the availability of GPUs 
it can be believed that using its parallel techniques SFTA algorithm can have a faster 
processing time. An implementation of our proposed HGAPSO based SFTA algorithm is 
handled by GPU using Compute Unified Device Architecture (CUDA), will reduce the 
processing time a lot than sequential CPU processing time.  
 There are scopes to speed up the whole image feature extraction process and meet the 
demand of accelerating it. This paper illustrates how this task is handled by a GPU using 
Compute Unified Device Architecture (CUDA). CUDA by NVIDIA, a parallel computing 
architecture uses parallel compute engine in NVIDIA GPUs to solve many computationally 
intensive problems in a more efficient way than on CPU [7]. Using its parallel techniques we 
demonstrate how computation can speed up. We evaluated the proposed effective parallel 
SFTA feature extraction method for two different datasets: KTH-TIPS [11] and Textured 
Surfaces [12] which are publicly available [13-15].The symbols used throughout the paper 
are listed in Table 1.  
 
 
 
 
 
 
 
 
10 
 
  
Table 1 – Symbol Table 
Symbol Definition 
I Grayscale Image 
𝐼𝐼𝑏𝑏  Binary Image 
𝑛𝑛𝑙𝑙  Gray Level range 
𝑇𝑇𝑜𝑜𝑜𝑜  Set of optimized Threshold Values 
𝑛𝑛𝑡𝑡  Number of Threshold  
𝑛𝑛𝑡𝑡𝑡𝑡  Number of GLC ranged Threshold 
ε Box Size in Box Counting Algorithm 
Δ Border Image 
𝑉𝑉𝑆𝑆𝑆𝑆𝑇𝑇𝑆𝑆  SFTA Feature Vector 
Kr Kernel 
𝑃𝑃𝑙𝑙  Parameter List 
D Fractal Dimension 
 
 
1.2 Contribution Summary 
The summary of the main contributions is as follows: 
 Otsu method can easily be extended to solve the problem of determining the optimal 
threshold for multilevel, but it is not efficient as the computation time will increase 
exponentially [6]. Especially the problem occurs when the number of threshold 
increase on Otsu. So in our proposed SFTA model, we use HGAPSO method for 
optimizing the value of threshold, which increases more accuracy. 
 After applying HGAPSO, for further filtration for more accuracy, we proposed an 
algorithm named GLCO (Grey Level Classification based Optimization) to bring 
more accuracy to SFTA and make it reliable. 
 By using CPU-GPU based implementation of our proposed work, the whole process 
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experiences 120+ X speedup over conventional CPU implementation. 
 
1.3 Thesis Orientation 
The rest of the thesis is organized as follows: 
 Chapter 02includes the necessary background information regarding the proposed 
approaches of SFTA algorithm parallel.  
 Chapter 03 presents the proposed model of our SFTA approach. 
 Chapter 04 demonstrates the experimental results and comparison. 
 Chapter 05 concludes the thesis and states the future research directions.  
 
  
12 
 
CHAPTER 02 
BACKGROUND INFORMATION 
2.1 GPU Architecture and CUDA 
When we consider a processor that is more power efficient and have a better performance, 
GPU comes in top of that list. Comparing to a CPU, a GPU provides a better performance 
because they offer a higher peak GFLOPS (Giga floating-point operations per second) [8]. 
The GPU that we used for the experimentations is GeForce GTX 610. GeForce GTX 610 has 
several Multiprocessors (SM). The SM is paired into a GPC (Graphics processing clusters) 
block. Those GPC blocks are connected to the L2 cache and the cache is connected to the 
memory controller. There are mainly two types of memory in GPU. One is on-chip memory 
and the other is off-chip memory. The on-chip memory has low access latency but a 
relatively small size. On the other hand the off-chip memory has larger size and also higher 
access latency [9].   
CUDA (Compute Unified Device Architecture) introduced by NVIDIA is a general 
purpose parallel computing platform and programming model [10]. The CUDA functions are 
called kernels. Unlike C functions that run only once this kernel runs N times in parallel by N 
different CUDA threads. Each thread that executes the kernel is given a unique thread ID. 
The threads are organized in a hierarchy consisting of blocks and grids as shown in the Figure 
2.1 When calling a kernel function the size of the grid and thread block is specified. Below is 
an example of the function to call kernels. 
Kr<<<dim Grid, dim Block>>> (Pl) (1) 
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Fig 2.1: GPU Architecture. 
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2.2 SFTA Algorithm 
The samples of the vibration signal in the time domain are utilized to present the 
signal in the 2-D dimension. Firstly, the matrix based on sample value of signal is generated 
by segmenting the signal into the same length sub-parts and arranging each sub-part as the 
column of the matrix. In this case, length of sub-part will decide the height of a matrix and 
the number of sub-part will define the width of a matrix. Finally, the value of samples will be 
normalized in the range 0-255 of gray image to convert the matrix into an image. 
 
2.2.1 Two Threshold Binary Decomposition (TTBD) 
First of all, the Two-Threshold Binary Decomposition (TTBD) takes as input a 
grayscale image I(x, y) and returns a set of binary images. The first step of TTBD consists in 
computing a set T of threshold values by Otsu multilevel threshold algorithm. Here Otsu 
algorithm is applied to each image region recursively till the desired number of thresholds is 
not obtained. 
The next step of the TTBD algorithm consists in decomposing the input grayscale 
image I(x, y) into a set of binary images. This is achieved by selecting pairs of thresholds 
from the set of threshold values and applying a two-threshold segmentation [2] as follows: 
𝐼𝐼𝑏𝑏(𝑥𝑥,𝑦𝑦) = �10  𝑖𝑖𝑓𝑓 𝑡𝑡𝑙𝑙 < 𝐼𝐼(𝑥𝑥,𝑦𝑦) ≤ 𝑡𝑡𝑢𝑢)0, 𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒  (2) 
Where 𝑡𝑡𝑙𝑙and 𝑡𝑡𝑢𝑢  are lower and upper threshold value. Where 𝑡𝑡𝑙𝑙  and 𝑡𝑡𝑢𝑢  are lower and 
upper threshold values. The set of binary images is obtained by applying the two threshold 
segmentation (eq. 2) to the input image using all pairs of contiguous thresholds from T ∪ { 
𝑛𝑛𝑙𝑙} and all pairs of thresholds {t, 𝑛𝑛𝑙𝑙}, t ∈ T, where 𝑛𝑛𝑙𝑙  corresponds to the maximum possible 
gray level in I(x, y) [2]. Thus, the number of resulting binary images is 2𝑛𝑛𝑡𝑡  [2]. 
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Here is a problem regarding the number of the resulting binary images. On practical 
work, the number is not2𝑛𝑛𝑡𝑡 , it is (2𝑛𝑛𝑡𝑡 − 1). The explanation is given on the chapter 3.3. 
Another main issue in here is multilevel thresholding using Otsu. When Otsu method 
is extended to solve multilevel thresholding, it is not efficient to determine the optimal 
threshold for exponential computation time [6] along with increasing the number of 
thresholds.  
So we propose our new approach based on HGAPSO in section 3 to get better 
accuracy and optimization. 
 
2.2.2 SFTA Extraction Algorithm 
Figure 2.2 shows a flow diagram of SFTA feature extraction algorithm. Where, After 
the TTBD being applied to the input gray level image, the SFTA feature vector is constructed 
as the resulting binary images’ size, mean gray level and boundaries’ fractal dimension. The 
regions ‘boundaries of a binary image 𝐼𝐼𝑏𝑏(x, y) are the representation of a border image [2] 
denoted by Δ(x, y) and computed as follows: 
(𝑥𝑥,𝑦𝑦) =  �1 𝑖𝑖𝑓𝑓 ∃ (𝑥𝑥′ , 𝑦𝑦′) ∈ 𝑁𝑁8[(𝑥𝑥,𝑦𝑦)]:𝐼𝐼𝑏𝑏(𝑥𝑥′ ,𝑦𝑦′) = 0 Λ
𝐼𝐼𝑏𝑏(𝑥𝑥 ,𝑦𝑦) = 10, 𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒   (3) 
 
Δ(x, y) takes the value 1 if the pixel at position (x, y) in the corresponding binary 
image 𝐼𝐼𝑏𝑏  (x, y) has the value 1 and having at least one neighboring pixel with value 0. 
Otherwise, Δ(x, y) takes the value 0[2]. Here the resulting borders are one-pixel wide. The 
fractal dimension D is computed from each border image using the box counting algorithm. 
Fig 2 illustrates the main SFTA feature extraction Algorithm. First the input image is 
decomposed into a set of binary image by the TTBD algorithm [2]. Then, the SFTA feature 
vector is constructed as the resulting binary images ‘size, mean gray level [2]. 
16 
 
 Figure 2.2: SFTA Extraction Diagram. 
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CHAPTER 03 
PROPOSED HGAPSO and GLCO BASED SFTA APPROACH 
3.1 Introduction 
Figure 3.1 demonstrates a detailed implementation of our proposed model. It demonstrates 
how the algorithm is set up. It brings light to what part of the code is sent to GPU for 
execution. In our proposed model, first of all we apply multilevel hybrid threshold method 
HGAPSO to get desired number of threshold value. Then we apply our proposed GLCO 
(Grey Level Classification Based Optimization) method for optimization and bring more 
accuracy on threshold value finding. Then after the end of TTBD stage, we apply SFTA 
extraction portion to make our efficient SFTA algorithm. Finally we implement that efficient 
SFTA algorithm by using GPU. 
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Fig 3.1:HGAPSO and GLCO based SFTA CPU-GPU Approach. 
 
3.2 Apply HGAPSO 
Based on the GA (Genetic Algorithm) and PSO (Particle Swarm Optimization) theorem 
[18, 20], it is found that each of them can be combined to obtain a better optimization results 
[3, 4]. In [3] and [4], Ghamisi et al. proposed the HGAPSO method. This hybrid algorithm 
has two main parts. One is to combine the standard velocity and another is to update the rules 
of PSOs with the ideas of selection, crossover and mutation from GA [5].  
PSO (Particle Swarm Optimization) consists of a set of solutions, which we call swarm or 
population. Each solution consists of a set of parameters and represents a point in the 
multidimensional space, denoted as a particle [21]. The velocity of the particles are adjusted 
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based on the historical behavior of each particle and its neighbors while flying through the 
search space. A particle’s motion is highly affected by its current position and its memory of 
previous useful parameters along with the cooperation and knowledge of the swarm [5, 22]. 
Therefore, the particles have a tendency to fly towards a better search area over the search 
process course [20]. The velocity of the i-th particle in the k-th iteration is determined as 
follows: 
𝑉𝑉𝑖𝑖𝑖𝑖
𝑘𝑘+1 =  𝑊𝑊𝑉𝑉𝑖𝑖𝑖𝑖𝑘𝑘 +  𝑐𝑐1𝑒𝑒1�𝑜𝑜𝑏𝑏𝑖𝑖𝑖𝑖𝑘𝑘 −  𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘 � +  𝑐𝑐2𝑒𝑒2�𝑡𝑡𝑏𝑏𝑖𝑖𝑖𝑖𝑘𝑘 −  𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘 � (4) 
 
 
 
Where 𝑐𝑐1 and 𝑐𝑐2are acceleration constants and 𝑒𝑒1 and 𝑒𝑒2 are random values in the range of 
0 and 1. The parameter W is regarded as the inertia weight. The parameter shows the position 
of each particle in the d-dimensional search space [5]. 
The parameter W (eq. 4) is regarded as the inertia weight. The parameter 𝑥𝑥𝑖𝑖𝑖𝑖
𝑘𝑘 shows the 
position of each particle in the d-dimensional search space. The best previous position of 
each particle is represented by 𝑜𝑜𝑏𝑏𝑖𝑖𝑖𝑖
𝑘𝑘  and considered as particle best position.𝑡𝑡𝑏𝑏𝑖𝑖
𝑘𝑘  is the best 
position of all particles, being denoted as global best particle [5]. The i-th particle position is 
updated by: 
𝑥𝑥𝑖𝑖𝑖𝑖
𝑘𝑘+1 =  𝑥𝑥𝑖𝑖𝑖𝑖𝑘𝑘 + 𝑉𝑉𝑖𝑖𝑖𝑖𝑘𝑘  (5) 
 
On the other hand, Genetic algorithm (GA); an evolutionary optimization technique 
based on the genetic process [5, 23] It can emphasize much stronger on global, as opposed to 
local search and optimization [5, 22]. Furthermore, GA is able to find an optimal solution by 
not exploring the whole search space [5]. GA starts optimization with several solutions, 
called chromosome or individual. These chromosomes are consisting of several genes which 
can have different values [5]. The attributes of each individual are carried by these genes, 
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which represents the fitness value of the chromosome. A set of the chromosomes establish a 
population. Among them, the most fitted ones are selected for generation. The two most fitted 
chromosomes are selected and their chromosomes are combined to make a new solution on 
the generation phase [5]. The act of combination is done by crossover, followed by a 
mutation mechanism applied on each child individually [23]. This cycle is repeated 
iteratively till a termination criterion is not met [24]. The hybrid algorithm HGAPSO 
combines the standard velocity and updates rules of PSOs with the ideas of selection, 
crossover and mutation from Gas [3, 4]. The Hybrid GAPSO is made for optimization of 
problems in continuous and multidimensional search spaces [25].  
We are using this HGAPSO method for finding out a particular user defined number 
of threshold values with a better optimization.So finally our HGAPSO based SFTA algorithm 
is given here by using pseudo code. 
 
3.3Apply GLCO (Grey Level Classification based Optimization) 
From HGAPSO, we get the number of threshold values. Then again we pass the 
number of threshold values on this method to get the newly defined optimized with more 
accuracy threshold values. First of all, we equally classify the grey level density 0 to 255 into 
equal class. Then from all threshold values, we find their occurrence number on those classes. 
After that from each class we take the mean value from thresholds. Thus our proposed GLCO 
method helps to find out the defined number of optimized threshold values. The pseudo code 
is describing the whole GLCO process here: 
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1. Define GLC (Grey Level Class) by equally spaced band of numbers ranging from 0 
– 255 [intensity of grey level image range] 
2. For each t ∈ T; find in which GLC; the t belongs to. 
3. For each GLC; calculate the mean of all threshold values of that class range to 
calculate the optimized threshold values. 
4. If no threshold value in a GLC, threshold value = (Range start point + Range End 
point)/2 
 5. Finally this function returns the optimized number of threshold called Top 
 
So finally our HGAPSO and GLCO based SFTA algorithm is given here by using pseudo 
code. 
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Algorithm 1 HGAPSO & GLCO Based SFTA extraction algorithm. 
Require: Grayscale image I and number of thresholds nt 
Ensure: Feature vector VSFTA. 
1: T ← HGAPSO (I,𝑛𝑛𝑡𝑡) 
2: 𝑇𝑇𝑜𝑜𝑜𝑜← GLCO (T,𝑛𝑛𝑡𝑡𝑡𝑡 ) 
3: 𝑇𝑇𝑆𝑆← {{𝑡𝑡𝑖𝑖 ,𝑡𝑡𝑖𝑖+1}: 𝑡𝑡𝑖𝑖 ,𝑡𝑡𝑖𝑖+1∈𝑇𝑇𝑜𝑜𝑜𝑜 , i ∈[1..|𝑇𝑇𝑜𝑜𝑜𝑜  | − 1]} 
4: 𝑇𝑇𝐵𝐵← {{𝑡𝑡𝑖𝑖 ,𝑛𝑛𝑙𝑙}:𝑡𝑡𝑖𝑖∈𝑇𝑇𝑜𝑜𝑜𝑜 , i ∈[1..|𝑇𝑇𝑜𝑜𝑜𝑜  |]} 
5: i ← 0 
6: for {{𝑡𝑡𝑙𝑙 ,𝑡𝑡𝑢𝑢}:{𝑡𝑡𝑙𝑙 ,𝑡𝑡𝑢𝑢} ∈𝑇𝑇𝑆𝑆U𝑇𝑇𝐵𝐵} do 
7: 𝐼𝐼𝑏𝑏← TwoThresholdSegmentation (I,𝑡𝑡𝑙𝑙 ,𝑡𝑡𝑢𝑢 ) 
8: Δ(x, y) ← Find Borders (𝐼𝐼𝑏𝑏) 
9: VSFTA[i] ← BoxCounting (Δ) 
10: VSFTA[i + 1] ← MeanGrayLevel (I, 𝐼𝐼𝑏𝑏) 
11: VSFTA[i + 2] ← Pixel Count (𝐼𝐼𝑏𝑏) 
12: i ← i + 3 
13: end for 
14: return VSFTA 
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3.4The problem with the number of two threshold binary image and practical 
experiment based proposal 
According to the proposed SFTA algorithm, Costa et el. [2] showed that, the number 
of resulting binary images is 2𝑛𝑛𝑡𝑡 , but it should be 2𝑛𝑛𝑡𝑡 − 1. Where 𝑡𝑡𝑙𝑙  and 𝑡𝑡𝑢𝑢  are lower and 
upper threshold value. The set of binary images is obtained by applying the two threshold 
segmentation (eq. 2) to the input image using all pairs of contiguous thresholds from T ∪ { 
𝑛𝑛𝑙𝑙  } and all pairs of thresholds {t,𝑛𝑛𝑙𝑙}, t ∈ T, where 𝑛𝑛𝑙𝑙  corresponds to the maximum possible 
grey level in I(x, y). Thus, the number of resulting binary images is2𝑛𝑛𝑡𝑡 − 1.Figure 3.2 shows 
the details of this result process [2]. 
 
Figure 3.2: Binary Image Creation from Threshold Values. 
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 So according to this number of 2𝑛𝑛𝑡𝑡 − 1binary images, in Figure 3.3, we get the 
decomposition of region from a satellite image by applying TTBD, where number of 
threshold value was 8 and we got 15 binary images. 
 
Figure 3.3: Binary Image Decomposition Form Satellite Image. 
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3.5Kernel Call 
From the TTBD portion, the TTBD decomposition technique is performed on GPU. With the 
equal length class distribution of grey level range from 0 to 255, each segment is sent to 
corresponding threads. After the complementation of the work, the results are read back to 
the host (CPU) for processing. Again, from the SFTA extraction portion the find borders and 
box counting functions are performed in the second kernel. After the complementation of the 
work, the results are read back to the CPU for processing like kernel 1. Figure 3.4 illustrates 
the whole process. 
 
 
Figure 3.4: GPU Kernel Call. 
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CHAPTER 04 
EXPERIMENTAL ANALYSIS 
4.1 Introduction 
Figure 3.1 demonstrates a detailed implementation of our proposed model. It 
demonstrates how the algorithm is set up. It brings light to what part of the code is sent to 
GPU for execution. In our proposed model, first of all we apply multilevel hybrid threshold 
method HGAPSO to get desired number of threshold value. Then we apply our proposed 
GLCO (Grey Level Class Based Optimization) method for optimization and bring more 
accuracy on threshold value finding. Then after the end of TTBD stage, we apply SFTA 
extraction portion to make our efficient SFTA algorithm. Finally we implement that efficient 
SFTA algorithm by using GPU.  
For our proposed algorithm CUDA Toolkit 7.5 is used and the graphics hardware with 
specification: NVIDIA GT 610 All the experiments are done in a personal computer (PC) 
with the configuration Intel(R) Core i3-4160 CPU @ 3.6 GHz, 8GB RAM, running Windows 
8.1.  
We applied our proposed HGAPSO and GLCO based SFTA algorithm on two 
publicly available dataset: KTH-TIPS [11] and Texture Surface [12]. On these two different 
dataset, we apply the original SFTA algorithm and our proposed HGAPSO and GLCO based 
SFTA algorithm by taking same numbers of threshold values. Like main SFTA approach [2], 
we did not notice any major change on classification accuracy increasing phase after the 
threshold value reached 10 to 11. Until 10 to 11, the accuracy was in increasing order. The 
interesting fact is our proposed HGAPSO and GLCO based SFTA algorithm gave more 
accuracy on each threshold value till 9 than original SFTA algorithm. Mainly after 9, no 
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additional texture patterns has been identified by our proposed TTBD phase. For particular 
image training on each dataset, we use SVM (Support Vector Machine).  
After the accuracy had been tested, we make the GPU compatible version of our code. 
Then we calculate the runtime both in CPU and GPU of our proposed algorithm. It gave 15 
times faster result than only CPU based code. We used several functions on GPU (figure 6) 
and for other functions, we used CPU. The main result of the total test were calculated on 
CPU. 
 
 
4.2 KTH-TIPS Dataset 
The KTH-TIPS (Textures under varying Illumination, Pose and Scale) is made of 810 
grayscale images [11]. The dataset has 10 texture classes such as: aluminum foil, brown 
bread, corduroy, cotton and sponge. Figure 4.1 shows some sample images form the dataset. 
 
 
Figure 4.1: Sample Images from KTH-TIPS. 
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4.3The Textured Surfaces Dataset 
The Textured Surfaces Dataset [12] has several surfaces composed of materials such 
as wood, marble and fur under varying viewpoints, scales and illumination conditions. 4.2 
shows some sample images form the dataset. 
 
 
Figure 4.2: Sample Images from Texture Surfaces Dataset. 
 
 
 
4.4Accuracy Measurement 
 Figure 4.3 shows the accuracy percentage for dataset KTH-TIPS [11] for number of 
threshold values. From here, it is clearly visible that our proposed algorithm can give more 
accuracy than SFTA [2] algorithm. 
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Figure 4.3: Classification Accuracy for KTH-TIPS Data. 
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Figure 4.4: Classification Accuracy for Textured Surfaces Dataset. 
Similarly Figure 4.4 shows the accuracy percentage for Texture Surfaces Dataset [12] 
for number of threshold values. Also from that, it is clearly visible that our proposed 
algorithm can give more accuracy than SFTA [2] algorithm. 
 
4.5 Runtime Measurement 
For CPU-GPU approach, we used 512 GPU blocks and 256 threads. We separated the 
datasets into several segments by dividing them into particular number of images to train 
them training purpose for classification. Then we run our proposed HGAPSO based approach 
on CPU first. After that we did the same thing, but this time we used our GPU-CPU based 
approach, which is the parallel process by using CUDA kernel. Then we compared the testing 
runtime of our proposed HGAPSO based SFTA algorithm with conventional SFTA method. 
We took different images from different varieties.  
Table 2 shows the CPU-GPU based runtime and CPU based runtime for HGAPSO 
and GLCO based SFTA algorithm for texture surface dataset [12]. The surprising fact is on 
CPU-GPU based approach, the runtime is more than 120 x times faster in each case. 
Table 2 – Runtime Comparison Chart for Textured Surface Dataset 
Number 
of 
Images 
GPU 
Block 
GPU 
Thread 
GPU CPU 
Based 
Runtime 
(seconds) 
CPU 
Based 
Runtime 
(seconds) 
20 512 256 2.89 355.67 
40 512 256 5.43 717.36 
80 512 256 11.31 1482.49 
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 CHAPTER 05 
CONCLUSIONS AND FUTURE WORKS 
5.1 Concluding Remarks 
In this thesis, based on the experimental result, showed that our new approach on 
SFTA algorithm based on HGAPSO and GLCO brings more accuracy on image classification 
with identification. Also this project proved that NVIDIA GPU based parallel approach on 
CUDA kernel can improve the runtime a lot, which is really amazing. Experimental results 
show average 95.5% classification accuracy for our tested dataset, where conventional Otsu 
based thresholding SFTA exhibits 93% classification accuracy. The proposed GPU based 
implementation experiences 120+ X speedup over conventional CPU implementation. 
As everyday more GPU are coming and the architecture is improving, we do believe 
that the next generation GPU architecture will make the work much faster along with a result 
with better accuracy. Feature extraction will be much easier. 
 
5.2 Future Works 
The potential future directions for research based on the results presented in this thesis can be 
characterized into the following sections. 
 
5.2.1 Image Conversion Techniques 
Exploring the characteristics of the other time-frequency representations. 
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 5.2.2 Feature Extraction and Classification 
1. New texture features of an image are necessary to devise, which are robust to noise 
and can significantly decrease performance degradation in the distinction and also for 
more accuracy for finding the classifications. 
2. Different statistical classifiers, including both supervised and unsupervised, should be 
investigated and experimented. 
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