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Abstract
We study here the regularity of certain P#al-type interpolation problems involving the M/obius transforms of
the zeros of zn + 1 and zn − 1 along with one additional point  or two additional points  and 1.
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1. Introduction
Let n denote the linear space of all polynomials with complex coe:cients of degree at most
n. Consider polynomials A(z)∈n and B(z)∈m, with n and m distinct zeros, respectively, given
by A ≡ {y1; y2; : : : ; yn} and B ≡ {z1; z2; : : : ; zm}. For a given positive integer r, we shall study here
the P#al-type (0; r) interpolation problem by polynomials P(z)∈m+n−1, which are required to take
arbitrarily prescribed values at the zeros of A(z) and arbitrarily prescribed values of the rth derivative
at the zeros of B(z). We shall denote the foregoing problem by describing it as the P#al-type (0; r)
interpolation problem: {A(z); B(z)}. We shall say that the problem is regular if there exists a unique
polynomial of degree m + n − 1, which satis?es the foregoing conditions of interpolation. It can
easily be seen that the P#al-type (0; r) interpolation problem {A(z); B(z)} is regular if and only if for
any P(z)∈m+n−1 the following set of interpolatory conditions:
P(yk) = 0; k = 1; 2; : : : ; n; A(yk) = 0; (1.1)
P(r)(zk) = 0; k = 1; 2; : : : ; m; B(zk) = 0 (1.2)
implies that P(z) ≡ 0.
∗ Corresponding author. Indira Gandhi National Open University, Maidan Garhi, New Delhi 110 068, India.
0377-0427/03/$ - see front matter c© 2003 Elsevier Science B.V. All rights reserved.
doi:10.1016/S0377-0427(02)00868-3
254 H.P. Dikshit / Journal of Computational and Applied Mathematics 155 (2003) 253–261
The (0; r) interpolation problem {A(z); A(z)} will be termed as the (0; r) interpolation problem on
the zeros of A(z). For r = 1, the (0; r) interpolation problem on the zeros of A(z) is the Hermite
problem of interpolation, whereas for r ¿ 1, it is a problem of Lacunary interpolation or the Hermite–
BirkhoH or even just BirkhoH interpolation.
The well-known Fej#er–Hermite interpolation problem was studied in Ref. [7]. Later, P#al [10]
studied a modi?ed version of the Fej#er–Hermite interpolation problem. Thus, considering a given
real polynomial A(x) of degree n with n distinct zeros and a real number  such that A() = 0, P#al
[10] studied the regularity of the interpolation problem {(x− )A(x); A′(x)}, with the condition that
the interpolating polynomial of degree 2n − 1 is required to take value 0 at the point . Here and
elsewhere A′(x) will denote the ?rst derivative of A(x). P. Tur#an initiated the (0; 2) interpolation
problem on the zeros of (1−x2)P′n−1(x), where Pn−1(x) is the Legendre polynomial of degree n−1.
For the nodes as the roots of unity, the problem was solved by KiMs [8]. Considerable literature exists
on the subject of lacunary interpolation or BirkhoH interpolation on the roots of unity [9]. It is only
recently that BirkhoH interpolation on nonuniformly distributed nodes on the unit circle has been
attracting much attention. For some references of recent works in this direction, we refer to [1–6].
It is interesting to observe that in some of the results proved in [1,3] regarding the regularity of
certain interpolation problems on the zeros of (z − )A(z), with all the zeros of A(z) lying on the
unit circle, we have succeeded in determining the entire range of values of  in the complex plane
for which the corresponding interpolation problem is regular.
In particular, nonuniformly distributed nodes on the unit disk obtained by the M/obius Transform
T(z) = (z − )=(1 − z); 0¡¡ 1, of the set Un of zeros of zn − 1 and the set U ′n of the zeros
of zn + 1 have been studied. It is easily seen that the sets T(Un) and T(U ′n) are, respectively, the
sets Vn and W

n of nonuniformly distributed nodes on the unit disk which consist of the zeros of
the polynomials vn(z) and w

n(z) de?ned by
vn(z) := (z + )
n − (1 + z)n; wn(z) = (z + )n + (1 + z)n: (1.3)
We shall study here the regularity of certain polynomial interpolation problems where the poly-
nomial accepts prescribed values at the zeros of v2n(z) and ?rst or second derivatives at the zeros
of (z − )wn(z) or (z − 1)wn(z). It may be observed that very recently de Bruin [2] has studied
regularity of certain interpolation problems where one or two of the zeros of wn(z) and/or v

n(z) is
omitted from the set of the interpolation points.
2. Pal-type (0; 1) interpolation problem {C2n(z); (z − )wn(z)}
We shall study here the regularity of the following P#al-type (0; 1) interpolation problem by
polynomials P(z)∈3n, which satisfy the conditions
P(zk) = bk ∀zk ∈V2n; (2.1)
P′(z′′k ) = ck ∀z′′k ∈Wn ; (2.2)
P′() = d; (2.3)
where {bk}; {ck} and d are given and  is some complex number. We prove
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Theorem 1. The P5al-type (0; 1) interpolation problem (2.1)–(2.3) is regular if and only if the
derivative of v2n(z)w

n(z) at z=  is nonzero. In particular, the problem is regular for =1 or any
other zero of vn(z).
Proof. We shall prove the result by proving that P(z) ≡ 0, if bk = ck = d = 0 in the interpolatory
conditions (2.1)–(2.3). Since there are 3n+ 1 interpolatory conditions we consider the polynomial
P3n(z) = v2n(z)Qn(z); Qn(z)∈n; (2.4)
of degree 3n which clearly satis?es (2.1) with bk = 0.
We observe that v2n(z) = v

n(z)w

n(z); V

2n = V

n ∪Wn , Vn ∩Wn = . Thus, v2n(z′′k ) = 0 for every
z′′k ∈Wn , and we see from (2.2), with ck = 0, and (2.4) that
{v2n(z)}′z=z′′k Qn(z
′′
k ) = 0; z
′′
k ∈Wn : (2.5)
We also note that for any zk ∈V2n,
{v2n(z)}′z=zk =
2n(1− 2)(zk + )2n−1
1 + zk
= 0: (2.6)
Therefore, (2.5) implies that
Qn(z′′k ) = 0; z
′′
k ∈Wn ; (2.7)
and we may write
Qn(z) = Cwn(z) (2.8)
for some constant C. Combining (2.4) and (2.8) we see that (2.3) with d= 0 implies
C[v2n(z)w

n(z)]
′
z= = 0:
Thus, C = 0 or equivalently P3n(z) ≡ 0 if [v2n(z)wn(z)]′z= = 0. Further, if = z′k ∈Vn , then
{v2n(z)wn(z)}′z=z′k = {v

2n(z)}′z=z′k{w

n(z)}z=z′k ;
which is nonzero since as already seen in (2.6), {v2n(z)}′z=z′k = 0 and of course {w

n(z)}z=z′k = 0.
This completes the proof of the theorem.
Remark 2.1. As proved in Theorem 1,  may be chosen as any zero of vn(z) to ensure regularity.
However, there are many other possible choices for . For example,  could be  or −. In fact,
 could be any complex number other than the 3n − 1 roots of the polynomial: {v2n(z)}′wn(z) +
v2n(z){wn(z)}′.
3. Pal-type (0; 2) interpolation problem {C2n(z); (z − )wn(z)}
We shall study here the regularity of the P#al-type (0; 2) interpolation problem by polynomials
P(z)∈3n which satisfy conditions (2.1) and
P′′(z′′k ) = ck ∀z′′k ∈Wn ; (3.1)
P′′() = d (3.2)
for given complex numbers {ck}; d and some  such that ∈Vn . We prove
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Theorem 2. Let 0¡¡ 1, and ∈Vn . Then the P5al-type (0; 2) interpolation problem (2.1), (3.1)
and (3.2) is regular.
Proof. Since there are 3n+1 conditions, we shall consider polynomials P(z) ≡ P3n(z) of degree 3n
and show that if
P3n(zk) = 0 ∀zk ∈V2n; (3.3)
P′′3n(z
′′
k ) = 0 ∀z′′k ∈Wn ; (3.4)
P′′3n() = 0 for some ∈Vn ; (3.5)
then P3n(z) vanishes identically.
In view of (2.1) we may set
P3n(z) = v2n(z)Qn(z); Qn(z)∈n: (3.6)
DiHerentiating (3.6) twice and evaluating at any zk ∈V2n, we have
P′′3n(zk) = 2{v2n(z)}′z=zkQ′n(zk) + {v2n(z)}′′z=zkQn(zk): (3.7)
But we see that for every zk ∈V2n,
{v2n(z)}′′z=zk =
2n(2n− 1)(1− 2)(1 + 2 + 2zk)(zk + )2n−2
(1 + zk)2
: (3.8)
Thus, for any zk ∈V2n, it follows from (2.6), (3.7) and (3.8) that
P′′3n(zk) = 4n(1− 2)
(zk + )2n−1
1 + zk
Q′n(zk)
+ 2n(2n− 1) (zk + )
2n−2
(1 + zk)2
(1− 2)(1 + 2 + 2zk)Qn(zk): (3.9)
Thus, P′′3n(zk) = 0; zk ∈V2n implies that
(1 + zk)(zk + )Q′n(zk) + (n− 12)(1 + 2zk + 2)Qn(zk) = 0: (3.10)
Now using conditions (3.4) and (3.5), we see that (3.10) holds for all zk ∈Wn ⊂ V2n and ∈Vn .
Since Qn(z)∈n, this means that Qn(z) satis?es the following diHerential equation:
Q′n(z) +
(
n− 1
2
)
(1 + 2z + 2)
(z + )(1 + z)
Qn(z) = C
(z − )wn(z)
(z + )(1 + z)
(3.11)
for some constant C. We thus, see that the integrating factor is given by
exp
∫ (
n− 1
2
)
(1 + 2z + 2)
(z + )(1 + z)
dz = {(z + )(1 + z)}n−1=2:
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Multiplying by the integrating factor, we can solve equation (3.11) and see that
{(z + )(1 + z)}n−1=2Qn(z) = C
∫ z
−1=
wn(t)(t − )[(+ t)(1 + t)]n−1=2 dt + D; (3.12)
where C and D are some constants. Here D=0 since the left-hand side of (3.12) is zero for z=−1=.
But the left-hand side is also zero for z =−. Thus, we have from (3.12)
CI := C
∫ −
−1=
wn(t)(t − )[(+ t)(1 + t)]n−3=2 dt = 0: (3.13)
We shall now need the well-known integral [5]
I(a; b) :=
∫ −
−1=
(t + )a(1 + t)b dt = (−1)a (1− 
2)a+b+1
a+1
#(a+ 1)#(b+ 1)
#(a+ b+ 2)
(3.14)
for Re a¿ 1; Re b¿−1. Following the notation introduced in (3.14) and writing t− as t+−(+),
we see that, say,
I =
∫ −
−1=
{(t + )2n−1=2(1 + t)n−3=2 + (t + )n−1=2(1 + t)2n−3=2} dt
− (+ )
∫ −
−1=
{(t + )2n−3=2(1 + t)n−3=2 + (t + )n−3=2(1 + t)2n−3=2} dt
= I
(
2n− 1
2
; n− 3
2
)
+ I
(
n− 1
2
; 2n− 3
2
)
− (+ )
[
I
(
2n− 3
2
; n− 3
2
)
+ I
(
n− 3
2
; 2n− 3
2
)]
= I1 + I2 − (+ )[I3 + I4]: (3.15)
Using (3.14), we see that
I4 = I
(
n− 3
2
; 2n− 3
2
)
=−
(−1

)n−1=2
(1− 2)3n−2 #(n−
1
2)#(2n− 12)
#(3n− 1)
and
−I1 = I
(
2n− 1
2
; n− 3
2
)
= (−1)n (1− 
2)
n+1
(4n− 1)
(3n− 1)
1
2
I4;
−I2 = I
(
n− 1
2
; 2n− 3
2
)
=
(1− 2)

(2n− 1)
(3n− 1)
1
2
I4;
I3 = I
(
2n− 3
2
; n− 3
2
)
= (−1)n 1
n
I4:
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Thus, it follows from (3.15) that
2I
I4
=−
[
(−1)n
n
{
4n− 1
3n− 1 (1− 
2) + 2(+ )
}
+
2n− 1
3n− 1 (1− 
2) + 2(+ )
]
: (3.16)
We now observe that the only real zeros of vn(z) are 1 or ±1, accordingly n is even or odd
integer. In what follows we shall consider separately diHerent cases for the choices of  and n.
Considering the case when  is an imaginary zero of vn(z), we see from (3.16) that
Im
(
2I
I4
)
=−2
[
(−1)n
n
+ 1
]
Im();
which is always nonzero for 0¡¡ 1. Thus (3.16) implies that I = 0 and we conclude from (3.13)
that C = 0 which in its turn implies that Qn(z) ≡ 0 from (3.12) where we have already seen that
D = 0.
Next, considering the case when =−1, which is of course admissible only when n is even, we
see from (3.16) that
2I
I4
= (− 1)
[
1
n
{
4n− 1
3n− 1 (1 + )− 2
}
+
2n− 1
3n− 1 (1 + )− 2)
]
=
(− 1)
(3n− 1)n
{
4n− 1− (2n− 1)+ (2n− 1)n − (4n− 1)n+1}
=
(− 1)
(3n− 1)n
{
(2n− 1)(1− ) + 2n(1− n+1) + (2n− 1)(n − n+1)} ;
which is clearly negative since 0¡¡ 1. Thus, we conclude as before from (3.12) and (3.13) that
Qn(z) ≡ 0.
Considering the case when = 1 and n is odd we see from (3.16) that
2I
I4
=
1
n
[
4n− 1
3n− 1 (1− 
2) + 2(+ 1)
]
− 2n− 1
3n− 1 (1− 
2)− 2(1 + ):
Thus,
2n+1
(3n− 1)I
(1 + )I4
={4n− 1− (2n− 1)n}(1− ) + 2(3n− 1)(− n+1)
=4n− 1 + (2n− 1)− (2n− 1)n − (4n− 1)n+1
=(4n− 1)(1− n+1) + (2n− 1)(− n):
The right-hand side of the above is clearly positive for 0¡¡ 1 and therefore I = 0, which
combined with (3.12) and (3.13) gives that Qn(z) ≡ 0.
Finally, considering the case when = 1 and n is even, we see from (3.16) that
−2I
I4
=
1
n
[
4n− 1
3n− 1 (1− 
2) + 2(+ 1)
]
+
2n− 1
3n− 1 (1− 
2) + 2(+ 1):
The right-hand side of the above is clearly positive for 0¡¡ 1 and I = 0.
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We thus complete the proof of Theorem 2.
4. Pal-type (0; 2) interpolation problem {C2n(z); wn(z)(z − 1)(z − )}
In this section we shall study the P#al-type (0; 2) interpolation problem by polynomials P(z)∈3n+1,
which satisfy conditions (2.1), (3.1) and
P′′(1) = d1; P′′() = d2;  = 1; ∈Vn (4.1)
for given complex numbers d1 and d2. We prove the following
Theorem 3. Let 0¡¡ 1. Then the P5al-type (0; 2) interpolation problem (2.1), (3.1) and (4.1)
is regular.
Proof. Since there are a total of 3n + 2 interpolatory conditions, we shall consider the polynomial
P(z) = P3n+1(z) of degree 3n+ 1 and show that if
P3n+1(zk) = 0 ∀zk ∈V2n; (4.2)
P′′3n+1(z
′′
k ) = 0 ∀z′′k ∈Wn ; (4.3)
P′′3n+1(1) = 0; P
′′
3n+1() = 0;  = 1; ∈Vn ; (4.4)
then P3n+1(z) vanishes identically. Following closely the proof of Theorem 2, we set
P3n+1(z) = v2n(z)Qn+1(z); Qn+1(z)∈n+1: (4.5)
As in the proof of Theorem 2, we note that P′′3n+1(zk) = 0; zk ∈V2n implies that
(1 + zk)(zk + )Q′n+1(zk) + (n− 12)(1 + 2zk + 2)Qn+1(zk) = 0: (4.6)
Since Qn+1(z)∈n+1; W n ⊂ V2n and 1; ∈V2n, conditions (4.3) and (4.4) combined with (4.6)
imply that Qn+1(z) satis?es the following diHerential equation:
(z + )(1 + z)Q′n+1(z) + (n− 12)(1 + 2z + 2)Qn+1(z) = C(z − 1)(z − )wn(z) (4.7)
for some constant C. Multiplying by the integrating factor {(z + )(1 + z)}n−1=2, we can solve
equation (4.7) to obtain
{(z + )(1 + z)}n−1=2Qn+1(z)
=C
∫ z
−1=
wn(t)(t − 1)(t − )[(+ t)(1 + t)]n−1=2 dt + D (4.8)
for some constants C and D. Since the left-hand side in (4.8) is zero for both z = − and −1=,
we have
CI := C
∫ −
−1=
wn(t)(t − 1)(t − )[(+ t)(1 + t)]n−3=2 dt = 0: (4.9)
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Replacing (t − 1)(t − ) by (t + )2− (1 + +2)(t + ) + (1+ )(+ ) and using the notation of
(3.14), we see that, say,
I =
∫ −
−1=
{(t + )2n+1=2(1 + t)n−3=2 + (t + )n+1=2(1 + t)2n−3=2} dt
− (1 + 2+ )
∫ −
−1=
{(t + )2n−1=2(1 + t)n−3=2 + (t + )n−1=2(1 + t)2n−3=2} dt
+(1 + )(+ )
∫ −
−1=
{(t + )2n−3=2(1 + t)n−3=2 + (t + )n−3=2(1 + t)2n−3=2} dt
= I
(
2n+
1
2
; n− 3
2
)
+ I
(
n+
1
2
; 2n− 3
2
)
− (1 + 2+ )
{
I
(
2n− 1
2
; n− 3
2
)
+ I
(
n− 1
2
; 2n− 3
2
)}
+(1 + )(+ )
{
I
(
2n− 3
2
; n− 3
2
)
+ I
(
n− 3
2
; 2n− 3
2
)}
= J1 + J2 − (1 + + 2)(I1 + I2) + (1 + )(+ )(I3 + I4): (4.10)
We may note that I1; I2; I3, and I4 in (4.10) are the same as those occurring in (3.15) and
J1 = (−1)n (1− 
2)2
n+2
(4n2 − 14)
3n(3n− 1) I4;
J2 =
(1− 2)2
2
(n2 − 14)
3n(3n− 1) I4:
Thus using the above and (3.16), we have from (4.10)
I
I4
=
(1− 2)2
2
1
12n(3n− 1)
{
(−1)n
n
(16n2 − 1) + 4n2 − 1
}
+(1 + + 2)
(1− 2)
2
1
3n− 1
{
(−1)n
n
(4n− 1) + 2n− 1
}
+(1 + )(+ )
{
(−1)n
n
+ 1
}
: (4.11)
Considering the case when n is odd, we ?rst observe that the only real zero of vn(z) is 1 and
therefore  must be a nonreal complex number. Further, from (4.11) we see that
C0 Im
(
I
I4
)
= (1− ){−(4n− 1) + (2n− 1)n}+ 2(3n− 1)(n − 1);
where C0 = (2(3n − 1)=(1 + ))n+1. The right-hand side of the above is clearly negative for
0¡¡ 1. Thus, I = 0 and we conclude from (4.9) that C=0. This combined with (4.8) proves that
Qn+1(z) ≡ 0.
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Next we consider the case when n is even and  is a nonreal complex number. Thus, we see
from (4.11) that
C0 Im
(
I
I4
)
= (1− ){(4n− 1) + (2n− 1)n}+ 2(3n− 1)(1 + n);
where C0=(2(3n−1)=(1+))n+1. The right-hand side of the above is clearly positive for 0¡¡ 1
and therefore I = 0. As before we conclude from (4.8) that Qn+1(z) ≡ 0.
Finally, we consider the case when n is even and  is real. Since vn(z) for n even has only two
real zeros 1 and −1, we have =−1 in this case. Thus, (4.11) gives
I
I4
=
(1− 2)2
2
1
12n(3n− 1)
{
1
n
(16n2 − 1) + (4n2 − 1)
}
+
(1− 2)
3n− 1
{
1
n
(4n− 1) + 2n− 1
}
− (1− 2)
{
1
n
+ 1
}
;
and we see that
C1
I
I4
= (1− 2){16n2 − 1 + (4n2 − 1)n}+ 12n2{(4n− 1) + (2n− 1)n}
− 12n(3n− 1)2(1 + n)
= (1− 2){16n2 − 1 + (4n2 − 1)n}+ 12n2(n− nn);
where C1 = 12n(3n − 1)n+2=(1 − 2). The right-hand side in the above is clearly positive for
0¡¡ 1. We thus complete the proof of Theorem 3.
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