Abstract. Genetic data is now collected in many clinical trials, especially in population pharmacokinetic studies. There is no consensus on methods to test the association between pharmacokinetics and genetic covariates. We performed a simulation study inspired by real clinical trials, using the pharmacokinetics (PK) of a compound under development having a nonlinear bioavailability along with genotypes for 176 single nucleotide polymorphisms (SNPs). Scenarios included 78 subjects extensively sampled (16 observations per subject) to simulate a phase I study, or 384 subjects with the same rich design. Under the alternative hypothesis (H 1 ), six SNPs were drawn randomly to affect the log-clearance under an additive linear model. For each scenario, 200 PK data sets were simulated under the null hypothesis (no gene effect) and H 1 . We compared 16 combinations of four association tests, a stepwise procedure and three penalised regressions (ridge regression, Lasso, HyperLasso), applied to four pharmacokinetic phenotypes, two observed concentrations, area under the curve estimated by noncompartmental analysis and model-based clearance. The different combinations were compared in terms of true and false positives and probability to detect the genetic effects. In presence of nonlinearity and/or variability in bioavailability, model-based phenotype allowed a higher probability to detect the SNPs than other phenotypes. In a realistic setting with a limited number of subjects, all methods showed a low ability to detect genetic effects. Ridge regression had the best probability to detect SNPs, but also a higher number of false positives. No association test showed a much higher power than the others.
INTRODUCTION
Personalized care development should improve efficacy of drugs, and limit the risks associated with their use (1) , and is particularly beneficial for drugs with narrow therapeutic margin and variability in response. Pharmacogenetics (2, 3) studies the proportion of interindividual variability in drug response that can be explained by genetic variation, investigating specifically the link between the genotype and the pharmacokinetic (PK)/pharmacodynamic (PD) (4) phenotype. In PK/PD studies, phenotypes can be observed (e.g. residual concentrations, biomarker measurements) or estimated (e.g. total exposure or specific PK parameters).
Estimated phenotypes in PK are mainly derived through two methods. The noncompartmental analysis (NCA) (5) calculates for each subject measurements of PK exposure such as the area under the curve (AUC) or maximal and trough-observed concentrations through model-free approaches. It requires rich and balanced data per individual, which makes it inappropriate for studies in advanced phases of drug development or in special populations (paediatrics…). Model-based approaches on the other hand describe the dynamic phenomena through a mathematical model and estimate primary PK parameters summarising physiological processes. These methods involve nonlinear mixed effects models (NLMEM) (6) , which jointly analyse data obtained on a set of individuals to determine the typical model parameters (fixed effects), and the parameters of inter and intraindividual variability (random effects), as well as the residual error. NLMEM are better suited to sparse and unbalanced data, and clinical studies can be combined to increase the power to detect genetic effect (7) . Unlike monogenic diseases, caused by mutation of a single gene, the variability in PK/PD is usually the product of a set of markers with low to intermediate effect sizes. The screening of a large number of genetic markers, such as single nucleotide polymorphisms (SNP), is possible thanks to the development of genotyping methods and microarrays (8) . This has two major consequences: the number of genetic variants studied tends to be larger than the number of subjects and some of these variants are correlated due to linkage disequilibrium (9) .
An exhaustive literature review about clinical pharmacogenetic studies was performed to gain an overview of the methods currently used in this type of study (see the supplementary materials for the literature review methods we used). Information about the phenotypes (obtained by NCA or modelling), the design of studies, the genetic data and the statistical analysis have been extracted from each publication, and summarised through descriptive statistics. During the period 2010-2012, on 85 pharmacogenetic studies using PK parameters as phenotypes, 69% used NCA and 31% used modelling-based phenotypes for association analysis. About two thirds of the studies included less than 50 subjects and only 15% more than 100 subjects. A limited number of genetic covariates were studied (three genes (minimum=1; maximum=45) and eight SNPs (minimum=1; maximum=198) in average). Genes were finely targeted because they are known to be involved in the PK of studied molecules. Finally, association between NCA-based phenotype and polymorphism were mainly investigated using univariate methods (univariate ANOVA, t test…) (57%), multivariate methods (multivariate linear regression) (14%) and stepwise or descriptive methods. Model-based phenotypes were explored using mostly stepwise regression (78%), univariate methods applied on individual parameter estimates (7%) or descriptive methods.
So, although health authorities strongly recommend studying the pharmacogenetics of new chemical entities in development (10, 11) , there is no consensus on analysis methods to explore a large number of polymorphisms in association with PK phenotypes. Specific approaches and statistical tools are required, which must take into account the small amount of PK information provided by each individual in relation to the number of genetic covariates, and be able to detect a signal in a large number of possible relationships. Penalised regression methods analyse all markers simultaneously and use a penalisation function which shrinks most effect coefficients to select a parsimonious set of markers of the phenotype variability. These methods have been especially used in genome-wide association studies (GWAS) to binary outcomes (12) or quantitative traits (13) . Here, we evaluate three such methods: ridge regression (14) adapted to include a test of significance for its derived estimates (15) , the Lasso (16) and the HyperLasso (17), a generalisation of the Lasso.
In the present study, we propose to compare those three penalised regression methods with a stepwise approach through a simulation study, to assess their ability to detect the influence of genetic variables on the PK. We apply them to four possible PK phenotypes (two observed concentrations, AUC estimated by NCA, model parameters estimated by NLMEM). This work is based on collaboration with the pharmaceutical industry (Institut de Recherches Internationales Servier (IRIS)) and thus focuses specifically on issues of clinical trials for drug development. This also provided a real case study to design the simulations which had interesting features, including a nonlinear absorption, resulting from the drug's physicochemical properties, and a large number of SNPs collected thanks to a specific microarray. This could enable a meaningful comparison of phenotypes in a challenging context.
MATERIALS AND METHODS

Overview
In this work, we use a model previously developed to fit the data from a real example for a molecule in early clinical development at IRIS (Motivating data example section). For this work, we have simulated PK profiles using the model and parameters based on the real data to derive phenotypes (PK phenotypes section), on which we have applied different association methods (Statistical methods for genetic association section). We have simulated scenarios (Simulation study section) for different experimental protocols varying especially the number of subjects and evaluate the methods in terms of detection probability (Evaluation section).
Motivating Data Example
The simulation study was inspired by a real dataset which we cannot use for confidentiality issues, but which presented characteristic features encountered during the early phases of drug development, including frequent PK sampling, extensive genetic data, a complex PK profile and a wide range of doses. We start by describing the clinical study and the experimental protocols, as well as the model that will be used in the simulation study.
Drug S developed by IRIS was investigated in three phase I clinical studies performed in a total of 78 adult healthy volunteers. All subjects were genotyped at baseline using a DNA microarray developed by the laboratory. This chip has been developed specifically for PK studies and consists only of SNPs known for being involved in the PK of drugs, i.e. markers of phase I and II metabolic enzymes, of SLC or ABC family transports, as well as nuclear receptor genes. The studies included eight dose groups (5, 10, 20, 50, 100, 200, 400 or 800 units) with different allocations (respectively, 6, 6, 24, 12, 12, 6, 6 and 6 subjects by dose) and extensive PK sampling. A two-compartment model with a double absorption function (Fig. 1, Table I ) was used to describe the PK of drug S. The nonlinearity with dose was due to the low solubility of drug S, and was modelled through a dependency of the absorption parameters F and FRAC on dose. The relationship of F with dose was expressed through an Imax model (5) 
Pharmacokinetic Phenotypes
To capture the PK signal, we considered three types of measures in this study.
Observed Concentrations
Observed concentrations are easy to obtain and require no additional analysis step. Here, we considered the last concentration at 192 h after a single dose administration (C192h), and the concentration at 24 h (C24h), which corresponds to a trough concentration when repeated doses are given during routine treatment.
Noncompartmental Approach
AUC was calculated using the linear trapezoidal rule, and extrapolation to infinity was achieved assuming an exponential decay (5, 18) .
Normalisation of Observed and NCA Phenotypes
To take into account the nonlinearity in dose absorption, observed concentrations C24h and C192h, and AUC obtained by NCA were normalised by dose. An Emax model (5) of phenotype on dose was fitted for each dataset: 
Model-Based Approach
Considering N subjects, sampled at one or n i times, the concentration y ij measured in a subject i receiving a dose D i at time t ij , is described by a nonlinear function (19) f such as:
where θ i is the vector of individual parameters assumed to follow a log-normal distribution:
with μ the population average parameter and η i the difference between the population average and the individual i parameter. We assumed that PK parameters follow a log-normal distribution to ensure that they are strictly positives (20) . ε ij is the residual effect that quantifies the deviation between the model prediction and the measured value for subject i at time j. The residual variability was described using a proportional model:
where σ slope represents the proportional component. We typically assume η i ∼N(0,ω 2 ) and ε ij ∼N(0,σ 2 ).
Statistical Methods for Genetic Association
We assume that a linear model links the phenotype to the genetic variants as in:
where Phenotype i is a vector for individual phenotypes, β 0 an intercept, SNP ik a vector for the genetic variants and β k a vector for the individual genetic effect size associated to the genetic variant and ε i a residual error following a Gaussian distribution. In this model, the genetic variant takes values 0, 1 or 2, reflecting the number of mutated alleles. All phenotypes are log-transformed to ensure that they follow a normal distribution. To account for type I error inflation due to the multiplicity of tests, all methods used a Sidak correction on the family wise error rate (FWER) to compute a type I error per SNP α:
where N t and P t are the numbers of SNPs and PK parameters considered simultaneously.
Ridge Regression
Ridge regression imposes a penalty on the size of the β k to reduce the prediction error (15) without preventing the integration of the model variables. We used the approach proposed by Cule et al. to set semi-automatically the penalty so that the trace of the projection matrix, which relates the predictions to the observations, is equal to the number of components in a principal component analysis (PCA) of the data. From a Bayesian perspective, this correspond to applying a Gaussian prior of identical variance on the eigenvalues issued from the PCA (21). The ridge regression do not shrunk coefficients estimates to 0. Therefore, we used a Wald test on these coefficients and their standard error (SE), as proposed by Cule et al., (15) to perform the variable selection with the test statistic T 0 :
where SE(β k ) is the standard error of the regression coefficient β k . Under the null hypothesis, T 0 follows a Student t distribution with a significant threshold equal to the type I error per SNP α.
Lasso
Lasso (16) also uses a penalty function, which from a Bayesian point of view corresponds to using a doubleexponential (DE) probability density as a prior on β k . The Lasso sets some coefficients to 0 for sufficiently large values of the tuning parameter; this allows variable selection and ensures a parsimonious model. The regularisation parameter ξ is calculated to achieve a target FWER, using the following expression (17) :
where α is the type I error per SNP, Ф -1 is the inverse normal distribution function, N the number of subjects and σ the standard error of the phenotype considered.
HyperLasso
HyperLasso (17) is derived from the Lasso. Here, the penalisation corresponds to using a normal-exponential gamma (NEG) distribution as a prior on β K and depends on two parameters: a shape parameter λ and a scale parameter γ. The sharp peak at zero and the flatter tail of the NEG distribution favour sparse solutions but the estimates of larger effects are shrunken less severely than the Lasso. The smaller the shape parameter, the heavier the tails of the distribution and the more peaked at zero, which can result in fewer correlated SNPs being selected. The shape parameter λ was set to 1 in our study, which gives realistic effect size distributions (22) . As for Lasso, the scale parameter γ is calculated, again depending on a type I error per SNP α, using the following expression (17):
where α is the type I error per SNP and D the parabolic cylinder function (23) .
Stepwise Procedure
We use the algorithm in Fig. 2 inspired by Lehr et al. (24) and based on univariate regression: (i) PK phenotypes are regressed on each SNP and a Wald test is applied with a significance threshold equal to α. To account for linkage disequilibrium, among selected SNPs showing strong correlation (r 2 >0.8), only the most significant is kept. Then (ii) the most significant among selected SNPs is included in the linear regression of the PK phenotype on the SNPs. These iterative steps are performed until no more SNP enter the linear model. Simulation Study Genotypes SNPs were simulated using the Hapgen2 software (25) based on the DNA microarray used in clinical studies. To simulate genetic variants for the 200 data sets while retaining the correlations between variants found in the human genome, we used a reference panel of Hapmap genotypes data set (Hapmap 3 release 2) for a Caucasian population (26) . Hapgen2 simulates genotype with the same LD patterns as the reference data (25) .
Summaries of simulated genotypes, i.e. minor allele frequencies, Hardy-Weinberg equilibrium and LD plots, can be found in supplementary file (Simulated polymorphisms information).
Pharmacokinetic Profiles
Using the model and parameters estimates from the motivating data example (Table I) , we simulated concentrations after a single dose administration according to an extensive sampling schedule with 16 samples per subject at 0.5, 1, 1.5, 2, 3, 4, 6, 8, 12, 16, 24, 48, 72, 96, 120 and 192 h after taking the tablet. We did not include a limit of quantification (LOQ), and the data were simulated without censoring. NCA method was applied on these simulated profiles and for the model-based approach, population and individual parameters were re-estimated using the Monolix software (27) and SAEM estimation algorithm (28) . Individual CL, Q and V2 were used as PK phenotype in a post-model covariate analysis step.
In each simulation scenario, we performed two simulations: in the first simulation (null hypothesis H 0 ) we assumed there was no effect of genetics on the PK parameters; in the second simulation (alternative hypothesis H 1 ), six SNPs were drawn randomly and we assumed they had an impact on the log-transformed clearance according to the following model:
where CL i is the individual clearance, μ CL the population clearance, β k the effect size associated to the genotype SNP ik and η iCL the interindividual variability in clearance. For each SNP, the associated effect size β k is computed as a function of the coefficient of genetic component (R GC k ) and the minor allele fraction (p k ), according to the following equation:
where R GCk is the part of the interindividual variability in CL explained by the SNP (expressed in %) and ω 2 CL is the variance of random effects on CL due to non-genetic sources.
To simulate realistic genetic effects, the six SNPs altogether explained a total R GC of 30% with unbalanced effect sizes (R GC k , respectively, equal to 1, 2, 3, 5, 7 and 12%). These effect sizes were chosen to be consistent with genetic effects observed in clinical studies. For example, warfarin doses have been associated with three genetic variants in the cytochrome P450 warfarin-metabolising genes CYP4F2 and CYP2C9 and in the warfarin drug target VKORC1, explaining, respectively, 1.5, 12 and 30% of variability (29) .
Simulation Scenarios
We simulated different scenarios. In the first scenario, S real , the design was chosen to be close to the drug S Phase I clinical trials protocol: 78 subjects (N) receiving 8 different doses (5, 10, 20, 50, 100, 200, 400 or 800 units) with a similar allocation ratio and 16 sampled times (n) at 0. 5, 1, 1.5, 2, 3, 4, 6, 8, 12, 16, 24, 48 , 72, 96, 120 and 192 h. A second scenario S large using the same design but with more subjects (N=384, n=16) was considered as well to investigate a large sample situation. This scenario represents an ideal case from a design perspective, with a large number of subjects and a rich protocol for each subject. Figure 3 represents the PK profiles from a simulated data set with S large design as function of the genotypes of the SNP explaining 12% of the clearance interindividual variability (under the alternative hypothesis H 1 ). The profiles show an important interindividual variability. As expected, last concentrations are lower in heterozygotes and rare homozygotes under H 1 , due to the increase of clearances.
To evaluate the effect of the PK model structure including the nonlinearity of absorption, three additional scenarios were simulated using the same design than S large but different structural models: a nonlinear absorption without interindividual variability on F (S large, no IIV_F ), a linear PK (S linearPK : FRAC=0.5, F=0.8, ω(F)=32.9%) and a linear PK without variability on F (S linearPK, no IIV_F : FRAC=0.5, F=0.8, ω(F)=0).
Evaluation
Each method, ridge regression, Lasso, HyperLasso and the stepwise procedure, was applied to each PK phenotype: observed C24h and C192h, AUC estimated by NCA and model parameters CL, V and Q estimated by NLMEM. To enable proper power comparison, the target FWER was set to 20% (with a prediction interval for 200 data sets equal to [14.5-25.5] ). Under H 0 , an empirical FWER was estimated as the percentage of data sets where at least one SNP was found significant. If necessary, the type I error per SNP α were corrected empirically until the FWER estimate was not significantly different from 20%. Under H 1 , we recorded for each method and phenotype the number of true positives (TP, corresponding to the selection of a SNP which was indeed associated to CL in the simulation, its maximum over the 200 simulations being 1200) and false positives (FP, corresponding to a SNP selected in the model but not present in the simulation). A 95% confidence interval was also estimated assuming the number of TP or FP follows a Poisson distribution. The true positive rate (TPR) and the false positive rate (FPR) were calculated as follow:
where FN is the count of false negatives and TN the count of true negatives. The TPR was the main outcome on which we statistically compared the different methods and phenotypes. First, we compared the TPR across the different phenotypes for each method, using Cochran's Q test (30) in the following way: for each dataset and each phenotype, we defined a variable X with value 1 for the phenotype(s) with the maximal TPR, and 0 for the other ones; this was done separately for each method. A global test for each method was performed first, with a significance threshold set to 5%; if the phenotypes were found to be significantly different, pairwise comparisons were then performed with a Wilcoxon test, using a Sidak correction for the number of tests (a corrected threshold of 0.009 for six pairwise comparisons).
Once the phenotype yielding the highest TPR across the different methods has been selected, the same approach was applied to compare methods on this phenotype. In each simulation, we also recorded the number of datasets for which all methods detected the same number of SNPs (X=1 for all methods), and the number of datasets for which all methods failed to detect at least one SNP (X=0 for all methods).
The probability to detect a given number x (x=1,…,6) of the six SNPs which were associated to CL was computed as the percentage of data sets simulated under H 1 where x or more SNPs are selected. Of note, for the model-based analysis, associations were explored on parameters CL, Q and V2. TP were causal variants associated to CL and FP were non-causal variants associated to CL and any variants associated to Q and V2. The FPR for the model-based phenotype designed by CL were then computed by taking into account the FP on any of the three model parameters. Table II shows the estimates of the empirical FWER under H 0 . All methods tended to be too conservative since the FWER was lower than expected for all methods and phenotypes, except on the last concentration parameter C192h. After an empirical correction of thresholds or penalisation parameters depending on the method, FWER was properly controlled around 20%, as shown in Table II . This correction was applied in the corresponding simulation under H 1 .
RESULTS
Scenario 1: S real
Control of FWER Under H 0
To investigate why the FWER was not controlled under H 0 despite the calibration step within each method, we simulated a scenario S independent similar in design to S real but with independent SNPs. The FWER estimates in S independent were non-significantly different from 20% (results in supplementary materials). This suggests that correlations between SNPs lead to a decrease in FWER.
Performance Under H 1
In each scenario, the total number of SNP associated with the PK was 1200, but only a small number was effectively detected, as shown in Table III . This was even more apparent for associations based on NCA parameter or observed concentrations. The TPR was significantly different between the different phenotypes (p<0.001 for each of the four methods, according to Cochran's Q test) and was highest for CL in each two by two phenotype tests (p<0.002 for all pairwise comparisons). The FPR on the other hand was similar for all phenotypes (Fig. 4a) . The methods were then compared for CL, and the TPR was found to be significantly different between the four methods (p<0.001). Ridge regression yielded a higher TPR more often than the other methods (p < 0.003 for all pairwise comparison), while Lasso, HyperLasso and the stepwise procedure were comparable.
The probability to detect at least one genetic variant on CL estimates was low, around 40% for all methods (Fig. 5a ). This probability decreased quickly when trying to detect more variants and reached 0 for three variants or more.
Scenario 2: S large
Control of FWER Under H 0
As expected, due to the larger number of subjects, the estimated FWER increased with comparison to the scenario S real , but remained below the target of 20% for some methods. Empirically corrected thresholds and penalty terms were determined for each combination of phenotype and method to obtain FWER estimates of 20% and were then used for the simulations under H 1 (results in supplementary materials).
Performance Under H 1
The number of TP increased clearly compared to the previous scenario (Table IV) . Concerning the comparison between phenotypes, we found similar results as for S real : all methods were more powerful when applied to CL compared to the other phenotypes (p<0.001 for all pairwise comparison). The number of FP also increased and was quite high, but increased proportionally less than the number of TP for the model-based phenotypes, C192h and AUC. For C24h on the other hand, the number of FP exceeded the number of TP. Thus, for a similar FPR between all phenotypes, the TPR was higher for CL (Fig. 4b) . The TPR for ridge regression was higher than Lasso and HyperLasso (p< 0.001 with methods applied to CL). The TPR for the stepwise procedure was intermediate; the 2 by 2 tests were not significant for the comparison of the stepwise procedure versus ridge regression or Lasso.
As expected, with increasing the number of subjects, the power of all methods increased to reach almost 100% to detect at least one genetic variant (Fig. 5b) . Then, the power decreased when trying to detect more variants. Departure in methods was observed on the power to detect at least three and more variants, with the ridge regression and stepwise procedure showing higher power.
Influence of the Structural PK Model Under H 1
In both scenarios, regardless of the association method, the power to detect a gene effect was higher using PK parameter obtained by NLMEM than AUC estimated by NCA or observations. We investigated whether this was due to the specific features in the PK model, i.e. the nonlinearity Total number of true positives (TP) and false positives (FP) with their 95% confidence interval under the alternative hypothesis. On 200 simulated data sets, overall 1200 SNPs were set to impact clearance (maximum TP number) in the absorption model and/or the variability in the bioavailability. When we assumed no variability on the bioavailability parameter F (scenario S large, noIIV_F ), the difference in the number of TP between CL and AUC was smaller (Fig. 4c) , but the TPR for CL remained higher compared to AUC. Assuming a linear absorption, while retaining variability on F, also reduced this difference (scenario S linearPK , Fig. 4d ) but only when we used a linear absorption model without variability on F did the benefit of CL over AUC disappear (scenario S linearPK, noIIV_F , results in supplementary materials). Changes in the PK structural model did not affect the number of TP for C192h, while removing the variability on bioavailability increased the number of TP for C24h, although it remained very low.
DISCUSSION
Many analysis methods have been proposed in the pharmacogenetic literature, depending on the phenotypes studied and the association test. NCA is mainly used to represent the PK exposure, univariate association methods are still widely applied and sample sizes are limited. This work aimed to evaluate 16 combinations of four phenotypes and four methods and the design of the different simulation scenarios was based on actual clinical studies. This realistic setting enabled a meaningful comparison, providing at the same time a challenging context of nonlinear PK and a custom set of polymorphisms.
This work takes place in context of exploratory analyses, and we therefore chose a high FWER for variable selection Fig. 4 . Percentage of true positive rate (TPR) versus false positive rate (FPR) (dots). Each PK phenotype is represented by one colour and each association method by one symbol. The S real scenario is on the top-left with a focus on lower values of TPR and FPR (a), the S large scenario is on the top-right (b), the S large,noIIVF scenario is on the bottom-left (c), and the S linearPK scenario is on the bottom-right (d) (20%). The four association methods use estimated phenotypes after an initial estimation step without covariates included in the model. Work on alternative approaches which simultaneously estimate the PK model parameters and the genetic size effects are ongoing (31); they require iterative selection and estimation which increases the computational burden. We decided to study the most common association methods based on a maximum likelihood approach, the ridge regression and Lasso, together with a specific extension for genetic covariates (HyperLasso). Other penalised regression methods have been proposed such as the elastic net method (32) , which has shown intermediate performances between ridge regression and Lasso. Other approaches to investigate include modifications of the penalised methods we used, such as the significance test very recently developed for the Lasso (33) . In the present work, we did not consider gene-gene and gene-environment interactions. Model-based approaches have been proposed in such contexts, and evaluated on real pharmacogenetic data sets (34) . These methods or clusteringbased algorithms should be compared to penalised regression methods in simulations close to those presented in this work. Frequentist approaches are most often used in population PK/PD analysis. Bayesian methods (35) may also be worth considering for variable selection but their use remains limited in population PK/PD studies. The estimate of entire distributions of parameters adds an additional numerical complexity requiring further development beyond the scope of the present work.
Several methodological works associating pharmacogenetics and NLMEM have been published (36) (37) (38) (39) . Lehr et al. have suggested an adaptation of the classical stepwise covariate selection on PK phenotype in NLMEM (24) , and a method inspired from Lasso has already been used for the selection of non-genetic covariates in NLMEM (40) . But this is the first work comparing model-based approach with NCA in this area. In our study, all methods showed a higher number of TP when used on individual clearances CL from NLMEM, compared to the other phenotypes (AUC, C24h and C192h). Furthermore, relatively to the number of TP, the number of FP was lower for model-based phenotypes (CL, Q and V2) than other phenotypes, also improving the TPR. This finding indicates that using a modelling approach enables better power. Indeed, the modelling approach allows separating the different phases of the PK process (absorption, distribution, metabolism, excretion), improving the interpretation of the genetic effects by the comprehension of mechanisms behind the association between a genetic and a primary PK parameter. The benefits provided by this approach compared to the NCA in terms of power have also been shown in other areas (41, 42) , especially when the number of samples per subject is limited, but remained to be demonstrated in the field of pharmacogenetics.
In the simulation, we did not include a LOQ and the data were simulated without censoring. In practice however, late measurement of last concentrations could entail a significant number of data below LOQ which would decrease the ability to detect genetic differences. We would expect the NCA approach to be also impacted, as data below the LOQ are usually omitted in NCA, resulting in bias in parameters estimated through such approach (43) . In NLMEM on the other hand, different methods based on likelihood have been developed to impute values below the LOQ in NLMEM (44) , resulting in unbiased estimates. With such methods, presence of data below the LOQ should not modify the probability to detect genetic effects on phenotypes estimated through NLMEM. AUC is highly correlated with CL AUC ¼ Dose CL À Á when the number of samples per subject is large, as in the design used in simulations. Despite this, the power to detect a gene effect was higher for the model-based approach than for the phenotypes estimated by NCA or observed due to the specific features in the PK model, the nonlinearity in the absorption model and the variability in the bioavailability. Indeed, with a linear absorption and no variability on the bioavailability parameter F (scenario S linearPK, noIIV_F ), the TPR is similar between CL and AUC (results in supplementary materials). Still in the linear case, an interindividual variability on F reduces the TPR of AUC (scenario S linearPK ). In the nonlinear case, although the phenotypes observed or estimated by NCA are normalised, because of estimation errors in the Emax model used for the normalisation, their respective TPR are lower than CL, even with no variability on F (scenario S large, noIIV_F ). In such a rich design, where the subjects are extensively sampled, AUC is appropriate when the PK is simple (linear, without variability on the absorption process).
In our simulations, we introduced effects from six SNPs on CL parameter in the PK model to simulate concentration profiles under the alternative hypothesis. These settings may favour the model-based phenotypes and also by extension AUC which is directly correlated with CL. With a nonlinear PK model, model-based phenotypes proved much more powerful compared to the phenotype estimated by NCA, even correcting the AUC by dose to take into account the nonlinearity. On the other hand, when the PK model was linear, we found similar results in terms of TPR and FPR for both phenotypes, but only when there was no interindividual variability on bioavailability. Concerning the observed phenotypes, we expected the late concentration C192h to be a good reflection of clearance, and to give similar performance than CL after correction for nonlinearity. However, this was not the case in our results, even with a linear PK. The reason for this is probably that the influence of the other parameters dilutes the impact of the genotypes on this observed phenotype, while AUC only depends on CL. But the results in terms of TP obtain on C192h were better than on C24h. This concentration is not informative for elimination clearance because occurring for many subjects during the rebound simulated using our PK model, so that the poor performance for this phenotype could be expected.
In the model-based approach, using NLMEM individual parameter estimates are derived after the estimation of the population parameters and their precision depends on the amount of individual information available in the data (45) .
In the scenarios we simulated, the number of sampling points per subject was large, so that all model parameters, included the phenotype, were well estimated. The number of TP obtained using the simulated clearances (without the estimation step) in both scenarios was only slightly higher than when using the estimated clearance.
The estimates of the probability to detect causal variants were similar between methods in scenario S real , while a departure was noticed in scenario S large to detect at least three variants. The ridge regression method exhibited the highest count of TP but to the cost of a higher number of FP. In scenario S real , the estimates were rather low and fell to nearly 0% for the probability to detect at least three of the six SNPs, indicating a low ability to detect multiple effects in a realistic design. As expected, increasing the number of subjects (scenario S large ) strongly increased the probability of the different methods to detect more variants. But detecting all the six simulated variants remained very rare, due to the small percentage of variability explained by some variants. Our simulations illustrate the importance of the number of subjects in pharmacogenetic studies: infrequent mutations are unobserved in a small population and association methods are sensitive to the frequency of the variant allele (39) .
All methods were fast to run, requiring several minutes to several hours depending on the number of subjects in the scenario. Despite its iterative algorithm, stepwise procedure using univariate regression was the simplest and fastest method in all scenarios. However, the use of a full stepwise procedure using model estimation like proposed by Lehr et al. (24) causes a sharp increase in run time (39) . Ridge regression and Lasso were intermediate methods in terms of run time and HyperLasso was the slowest method.
There have been few papers comparing association methods in pharmacogenetics applied to PK/PD. The present work complements a previous study by Bertrand and Balding (39) , who compared four association methods (ridge regression, Lasso, HyperLasso and a stepwise procedure) on only one kind of PK phenotype, CL estimated by NLMEM. Their setup is close to our scenario S large in terms of the number of subjects (N=300), but each subject was sampled only six times. We compared the number of TP and FP between our studies. Our results for model-based phenotypes are partly different from those presented in this study. Bertrand and Balding found both fewer TP and less FP than in the S large scenario. These differences result from our respective calculations of TP and FP. In Bertrand and Balding (39), causal variants were removed from the analysis data sets and TP were defined as SNPs correlated with the causal variants with an r 2 >0.05. In our study on the other hand, the causal variants were present in the analysis data sets. Using the calculations of Bertrand and Balding, we obtained similar numbers of FP but the numbers of TP remained higher. Bertrand and Balding also explored 1227 SNPs, i.e. seven times more SNPs in a similar number of subjects. In the ridge regression, the threshold for the Wald test proposed by Cule et al. (15) was therefore much more stringent which could explain that ridge regression detected fewer TP than the other shrinkage-based approaches in their study.
In conclusion, this work shows the critical importance of using modelling approaches for pharmacogenetic studies.
They allow detecting associations between genetic variants and PK more efficiently, in particular in the presence of complex PK involving nonlinearity, where the AUC even corrected for the dose effect was much less sensitive to the genetic effect. In addition, the use of models allows for the analysis of intrinsic parameters with physiological meaning as an elimination or an absorption rate. Our results also reinforce the importance of the number of subjects in pharmacogenetic studies, and suggest that it may not be reasonable to expect to detect even strong genetic effects and/or genetic effect due to rare alleles with small sample sizes. In addition, this work has highlighted statistical difficulties; FWER was not properly controlled and lower than expected. An empirical correction had to be performed to target 20% for the FWER. This decrease was due to the correlation between SNPs, as we showed in an additional simulation with uncorrelated genotypes. Consequently, to enable the comparison across the different methods, the FWER was set empirically for the 16 combinations of methods and phenotypes. A final message from this work is that in our simulation settings, no association method showed a much higher power than the others.
