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ON APPROXIMATIONS FOR THE DISTRIBUTION OF
FIRST LEVEL CROSSING TIME
Vsevolod K. Malinovskii and Konstantin V. Malinovskii
Abstract. We investigate performance of approximations put forth in Malinovskii (2017a)
and Malinovskii (2017b) for the distribution of the time of first level u crossing by
the random process Vs − cs, s > 0, where Vs is compound renewal process. In the
case of Exponential inter-renewal and jump size random variables, we compare the
approximations with exact and with simulation results. In a few other cases including
Erlang and Pareto inter-renewal and jump size random variables, where exact results
are absent, we compare the approximations with simulation results.
1. Introduction
Let random variables T1, i.i.d. Ti
d
= T , i = 2, 3, . . . , i.i.d. Yi
d
= Y , i = 1, 2, . . . , be
positive, and all mutually independent. Compound renewal process with time s > 0 is
Vs =
Ns∑
i=1
Yi,
or 0, if Ns = 0 (or T1 > s), where Ns = max {n > 0 :
∑n
i=1 Ti 6 s}, or 0, if T1 > s.
Within the renewal model, T1 is called interval between starting time zero and time of
the first renewal, Ti, i = 2, 3, . . . are called inter-renewal times, and Yi are called sizes
of jumps at the moments of renewals; the distribution of T1 may be different from the
distribution of the other interclaim intervals, i.e., from the distribution of T .
By fT1(x) and fT (x) we denote p.d.f. of random variables T1 and T . By fY (x) we
denote p.d.f. of random variable Y . Throughout the entire presentation, p.d.f. fT (x)
and fY (x) are assumed bounded from above by a finite constant. By FT (x) and FY (x)
we denote respective c.d.f.
For c > 0 and u > 0, the random variable
Υ = inf {s > 0 : Vs − cs > u} ,
or +∞, as Vs − cs 6 u for all s > 0, is called the time of the first level u crossing by the
process Vs − cs. It is easily seen that for t > 0
P{Υ 6 t} =
∫ t
0
P{u+ cv − Y1 < 0}fT1(v)dv +
∫ t
0
P{v < Υ 6 t | T1 = v}fT1(v)dv.
Key words and phrases. Compound renewal processes, Time of first level crossing, Approximations,
Exact formulas, Simulation, Light-tailed and heavy-tailed distributions.
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The distribution of Υ appears in many branches of applied probability, including
risk and queueing theories, and was considered by many authors. For it, there are many
closed-form formulas and approximations, derived by different techniques.
Investigating P{Υ 6 t}, we will be focused on P{v < Υ 6 t | T1 = v}. As soon
as the distribution of T1 is specified, the former is straightforward from the latter. For
example, for T1 Exponential with parameter β, we have
P{Υ 6 t} =
∫ t
0
P{Y1 > u+ cv}e−βvdv +
∫ t
0
P{v < Υ 6 t | T1 = v}e−βvdv.
If, in addition, Y is, e.g., Exponential with parameter α, we have
P{Υ 6 t} = λ
∫ t
0
e−µ(u+cv)e−λvdv + λ
∫ t
0
P{v < Υ 6 t | T1 = v}e−λvdv
=
λe−µu
λ+ cµ
(
1− e−(λ+cµ)t)+ λ
∫ t
0
P{v < Υ 6 t | T1 = v}e−λvdv.
The goal of this paper is to get an idea of the quality of the approximations for
P{v < Υ 6 t | T1 = v} obtained in Malinovskii (2017a) and Malinovskii (2017b), in
which inverse Gaussian and generalized inverse Gaussian distributions are involved, and
which seem to be new. Remarkable is that they are derived under a set of conditions
similar to those usually imposed in the common local central limit theorem. For this
purpose, these approximations will be compared with exact formulas available in the
Exponential case, and with numerical simulation results obtained in a few other cases,
including Mixture of two Exponentials, Erlang and Pareto.
This paper is organized as follows. In Section 2, we present two approximations
obtained in Malinovskii (2017a) and Malinovskii (2017b). In Section 3, for T and Y
Exponential, we compare approximations with exact result given in Theorem 3.1. In
Section 4, we deal with performance of these approximations in a few cases when T
and Y are non-Exponential. As a benchmark in all these non-Exponential cases, we use
numerical simulation results. In Section 5, we make several conclusive remarks.
2. Approximations
Put1 M = ET/EY , D2 = ((ET )2DY +(EY )2DT )/(EY )3, write ϕ(m,s2) for p.d.f. of a
normal distribution with mean m and variance s2, and for c > 0, u > 0, t > 0, 0 < v < t
introduce
Mt(u, c, v) =
∫ c(t−v)
u+cv
0
1
1 + x
ϕ(
cM(1+x), c
2D2(1+x)
u+cv
)(x)dx
=
[
Φ(0,1)
(√
u+cv
cD
√
x
(
x(1 − cM)− 1))
+ exp
{
2
u+ cv
c2D2
(1− cM)
}
Φ(0,1)
(
−
√
u+cv
cD
√
x
(
x(1 − cM) + 1))
]∣∣∣∣
c(t−v)
u+cv +1
x=1
and
Et(u, c, v) =Mt(u, c, v) + CF Ft(u, c, v) + CS St(u, c, v), (2.1)
1Here DY = E(Y − EY )2 and DT = E(T − ET )2.
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where
Ft(u, c, v) =
∫ c(t−v)
u+cv
0
x−Mc(1 + x)
(1 + x)2
ϕ(
cM(1+x), c
2D2(1+x)
u+cv
)(x)dx,
St(u, c, v) = u+ cv
c2D2
∫ c(t−v)
u+cv
0
(x −Mc(1 + x))3
(1 + x)3
ϕ(
cM(1+x),
c2D2(1+x)
u+cv
)(x)dx,
and
CF =
E(T − ET )3
2cD2DT
(
(ET )2DY
D2(EY )3
− 1
)
− ETE(Y − EY )
3
2cD2EYDY
(
DT
D2EY
− 1
)
+
ET
2cD2
,
CS =
E(T − ET )3
6cD4EY
− (ET )
3
E(Y − EY )3
6cD4(EY )4
+
ETDY
2cD2(EY )2
.
Recall that (see Theorem 4.2 in Malinovskii (2017b))
Ft(u, c, v) = − c
2D2
u+ cv
[
Φ(0,1)
(√
u+cv
cD
√
x
(
x(1 − cM)− 1))
+ exp
{
2
u+ cv
c2D2
(1− cM)
}
Φ(0,1)
(
−
√
u+cv
cD
√
x
(
x(1− cM) + 1))
]∣∣∣∣
c(t−v)
u+cv +1
x=1
+ 2(1− cM) exp
{
2
u+ cv
c2D2
(1− cM)
}
Φ(0,1)
(
−
√
u+cv
cD
√
x
(
x(1 − cM) + 1))
∣∣∣∣
c(t−v)
u+cv +1
x=1
− 2cD√
2πx(u+ cv)
exp
{
− u+ cv
2xc2D2
(
x(1 − cM)− 1)2}
∣∣∣∣
c(t−v)
u+cv +1
x=1
,
and that (see Theorem 4.3 in Malinovskii (2017b))
St(u, c, v) = −3 c
2D2
u + cv
[
Φ(0,1)
(√
u+cv
cD
√
x
(
x(1 − cM)− 1))
+ exp
{
2
u+ cv
c2D2
(1− cM)
}
Φ(0,1)
(
−
√
u+cv
cD
√
x
(
x(1 − cM) + 1))
]∣∣∣∣
c(t−v)
u+cv +1
x=1
+ 2(1− cM)
(
3− 4u+ cv
c2D2
(1− cM)
)
× exp
{
2
u+ cv
c2D2
(1− cM)
}
Φ(0,1)
(
−
√
u+cv
cD
√
x
(
x(1 − cM) + 1))
∣∣∣∣
c(t−v)
u+cv +1
x=1
−
√
2 cD√
π
√
u+ cv x3/2
(
3
(
1− u+ cv
c2D2
(1− cM)
)
x+
u+ cv
c2D2
)
× exp
{
− u+ cv
2xc2D2
(
x(1− cM)− 1)2}
∣∣∣∣
c(t−v)
u+cv +1
x=1
.
Let us formulate two core results of Malinovskii (2017a) and Malinovskii (2017b).
Theorem 2.1 (Malinovskii (2017a)). In the above model, let p.d.f. fT (y) and fY (y)
be bounded from above by a finite constant, D2 > 0, E(T 3) < ∞, E(Y 3) <∞. Then for
c > 0, for fixed 0 < v < t we have
sup
t>v
∣∣∣P{v < Υ 6 t | T1 = v} −Mt(u, c, v)
∣∣∣ = O
(
ln(u+ cv)
u+ cv
)
,
as u+ cv →∞.
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Theorem 2.2 (Malinovskii (2017b)). In the above model, let p.d.f. fT (y) and fY (y)
be bounded from above by a finite constant, D2 > 0, E(T 4) < ∞, E(Y 4) <∞. Then for
c > 0, for fixed 0 < v < t we have
sup
t>v
∣∣∣P{v < Υ 6 t | T1 = v} − Et(u, c, v)
∣∣∣ = O
(
ln(u+ cv)
(u+ cv)2
)
,
as u+ cv →∞.
Bearing in mind that Ft(u, c, v) and St(u, c, v) both are O((u+cv)−1), as u+cv→∞,
Theorem 2.2 is a development of Theorem 2.1 that may be called asymptotic expansion
with the first correction term written down explicitly. This theoretical advancement is a
kind of results commonly known for many limit theorems of the theory of probability.
However, these two approximations viewed merely as two different tools available for
numerical evaluation of P{v < Υ 6 t | T1 = v} need not be one strictly better than the
other2 uniformly in all sets of fixed parameters and variables. For better understanding of
how these tools work, it requires further insight into performance of these approximations.
It is noteworthy that both Theorems 2.1 and 2.2 are in a sense unready for effective
analytical evaluation of the accuracy of the approximations proposed there because the
right hand sides are given in terms of O(·); it does not allow us to assess effectively the
impact of the distribution of T and Y on the actual performance. It could be done if the
estimates in terms of O(·) were replaced by computable upper bounds, with constants
explicitly written in terms of, e.g., cumulants of T and Y .
It appears that this development of Theorems 2.1 and 2.2 can be done by a further
development of the methods suggested in Malinovskii (2017a) and Malinovskii (2017b),
but it seems to be an extremely laborious analytical work. So, in Sections 3 and 4 we
will be focused onMt(u, c, v) and Et(u, c, v) in a few test cases to get a numerical insight
into performance of these approximations.
3. Performance of approximations when T and Y are Exponential
Let us consider the case when T is Exponential with parameter β > 0 and Y is
Exponential with parameter α > 0. Plainly,
ET =
1
β
, DT =
1
β2
, EY =
1
α
, DY =
1
α2
,
and
M =
α
β
, D2 =
2α
β2
.
It is calculated straightforwardly that
CF =
β
4α c
, CS =
β
4αc
.
Denote by Iν(z) the modified Bessel function of the first kind of order ν (see, e.g.,
Abramowitz and Stegun (1972)). For T and Y Exponential, one can get an exact formula
for P{v < Υ 6 t | T1 = v} as follows.
2It is not surprising that in some cases corrected approximation Et(u, c, v) may yield less accurate
result than the main term approximationMt(u, c, v); in some cases the former, in contrast to the latter,
may assume negative values.
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Figure 1. (Exponential Y –Exponential T ) Graphs (X-axis is c) of the func-
tions P{v < Υ 6 t | T1 = v} (blue) given in Theorem 3.1 and Mt(u, c, v)
(red) for Exponential T with parameter β and Exponential Y with parameter
α, as β = α = 1, v = 0, u = 10, t = ∞ (above), t = 100 (below). By dots,
shown are the results of simulation (∆c = 0.05, N = 1000) according to the
algorithm described in Section 4.3.
Theorem 3.1. Assuming that T and Y are Exponential with parameters β > 0 and
α > 0 respectively, for 0 < v < t we have
P{v < Υ 6 t | T1 = v} =
√
αβc (v + u/c)e−αue−αcv
×
∫ t−v
0
I1(2
√
αβc(y + v + u/c)y)√
(y + v + u/c)y
e−(αc+β)ydy.
Proof of Theorem 3.1. ForM(s) = inf
{
k > 1 :
∑k
i=1 Yi > s
}−1 and 0 < v < t,
we have (see equation (2.1) in Malinovskii (2017a))
P{v < Υ 6 t | T1 = v} =
∫ t
v
u+ cv
u + cz
∞∑
n=1
P{M(u+ cz) = n}f∗nT (z − v)dz. (3.1)
For T Exponential with parameter β, we have
f∗nT (z − v) = β
(β(z − v))n−1
(n− 1)! e
−β(z−v), n = 1, 2, . . . . (3.2)
For Y Exponential with parameter α, we have
P{M(u+ cz) = n} = (α(u+ cz))
n
n!
e−α(u+cz), n = 1, 2, . . . . (3.3)
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Figure 2. (Exponential Y –Exponential T ) Graphs (X-axis is t) of the func-
tions P{v < Υ 6 t | T1 = v} (blue) given in Theorem 3.1 andMt(u, c, v) (red)
for Exponential T with parameter β and Exponential Y with parameter α, as
β = α = 1, v = 0, u = 10, c = 0.9 (above), c = 1 (middle), c = 1.1 (below).
Bearing in mind that modified Bessel function of the first kind of order 1 is3
I1(z) =
∞∑
k=0
1
k! (k + 1)!
(z
2
)2k+1
=
∞∑
n=1
1
n! (n− 1)!
(z
2
)2n−1
,
3See e.g. Abramowitz and Stegun (1972), or Watson (1945), or Chapter XVII, Section 17.7 in
Whittaker and Watson (1963).
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Figure 3. (Exponential Y –Exponential T ) Graphs (X-axis is c) of the func-
tions P{v < Υ 6 t | T1 = v} (blue) given in Theorem 3.1 and Et(u, c, v) (green)
defined in equation (2.1), for Exponential T with parameter β and Exponen-
tial Y with parameter α, as β = α = 1, v = 0, u = 50, t = ∞ (above),
t = 1000 (below). By dots, shown are the results of simulation (∆c = 0.01,
N = 1000) according to the algorithm described in Section 4.3.
we put (3.2) and (3.3) in (3.1). We have
∫ t
v
u+ cv
u + cz
e−α(u+cz)
∞∑
n=1
(α(u + cz))n
n!
β
(β(z − v))n−1
(n− 1)! e
−β(z−v)dz
= αβ
∫ t
v
(u+ cv)
∞∑
n=1
αn−1βn−1(u + cz)n−1(z − v)n−1
n!(n− 1)! e
−α(u+cz)e−β(z−v)dz
=
√
αβc (v + u/c)e−αue−αcv
∫ t−v
0
I1(2
√
αβc(y + v + u/c)y)√
(y + v + u/c)y
e−(αc+β)ydy,
as required. In the last equation we made the change of variables: z − v = y. 
In Figs. 1–4, performance of the approximations Mt(u, c, v), Et(u, c, v) of Theo-
rems 2.1 and 2.2 is visualized, when T is Exponential with parameter β = 1 and Y is
Exponential with parameter α = 1.
In Figs. 1 and 3 respectively, we compare Mt(u, c, v) and Et(u, c, v) with the exact
numerical values for P{v < Υ 6 t | T1 = v} given in Theorem 3.1, as c varies and t is
fixed4. The results of simulation according to the algorithm described in Section 4.3, are
4Note that u and t in Figs. 1 and 3 are set different.
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Figure 4. (Exponential Y –Exponential T ) Above: graphs (X-axis is c) of the
functions P{v < Υ 6 t | T1 = v} (blue) given in Theorem 3.1 and Mt(u, c, v)
(red). Middle: graphs of Mt(u, c, v) (red), Et(u, c, v) (green), Ft(u, c, v), and
St(u, c, v). Below: graphs of P{v < Υ 6 t | T1 = v} (blue) and Et(u, c, v)
(green). Here β = α = 1, t = 1000, v = 0, u = 50. In this case, c∗ = 1/M = 1,
D2 = 2, CF = 0.25 c
−1, CF = 0.25 c
−1.
shown by dots. In Fig. 2, it is done, as t varies and c is fixed. Figs. 1–3 demonstrate
good accuracy of both approximations Mt(u, c, v) and Et(u, c, v) throughout all chosen
range of c and t.
In Fig. 4, visualized is performance of the approximationMt(u, c, v) of Theorem 2.1
(above), and of the approximation Et(u, c, v) of Theorem 2.2 (below); both are compared
with the exact numerical values for P{v < Υ 6 t | T1 = v} given in Theorem 3.1. On
the one hand, it may be seen that in this test case the former lies closer to the exact
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than the latter5. On the other hand, the latter lies consistently below the exact all over
c in all range chosen, while the latter does not. Visualization is also done (middle) for
the components Ft(u, c, v) and St(u, c, v) which, together with the factors CF and CS ,
produce Et(u, c, v) as in (2.1). It is noteworthy that lower Fig. 3 and lower Fig. 4 are the
same, except that simulation results are shown on the former.
4. Performance of approximations when T and Y are non-Exponential
First, we recall the properties of three non-Exponential distributions which will be
selected as distributions of T and Y . Second, we describe the algorithm of numerical
simulation. Finally, we present the main results of this section.
4.1. Three non-Exponential distributions. Let us select the Mixture of two
Exponentials and Erlang distributions as two non-Exponential distributions which prop-
erties strongly resemble those of Exponential, and Pareto, which properties are far from
those of Exponential; in particular, it is well known that Pareto is heavy-tailed.
Case 4.1 (Mixture of two Exponentials). The random variable X is a Mixture of
two Exponentials if for 0 < λ1 < λ2 <∞ and for p, q such that p+ q = 1, 0 6 p, q 6 1,
its p.d.f. is
fX(x) = λ1pe
−λ1x + λ2qe−λ2x, x > 0,
and 0, as x 6 0. Plainly, the corresponding c.d.f. FX(x) =
∫ x
0 fX(z)dz is
FX(x) = 1− (pe−λ1x + qe−λ2x), x > 0, (4.1)
and 0, as x 6 0. By direct calculations, it is easy to check that
EX =
p
λ1
+
q
λ2
, DX =
qλ21 + pλ
2
2 + pq(λ1 − λ2)2
λ21λ
2
2
,
E(X − EX)3 = − 6pq
2
λ21λ2
− 6p
2q
λ1λ22
+
2p
(
3q + p2
)
λ31
+
2q
(
3p+ q2
)
λ32
.
Case 4.2 (Erlang). The random variable X is Erlang if for θ > 0 and integer k its
p.d.f. is
fX(x) =
θkxk−1
Γ(k)
e−xθ, x > 0,
and 0, as x 6 0. It is well known that Erlang is a particular case of the Gamma p.d.f.
By direct calculations, it is easy to check that
EX =
k
θ
, DX =
k
θ2
, E(X − EX)3 = 2k
θ3
.
Case 4.3 (Pareto). The random variable X is Pareto if for a > 0 and b > 0 its p.d.f.
is
fX(x) =
ab
(xb+ 1)a+1
, x > 0,
and 0, as x 6 0. Plainly, the corresponding c.d.f. FX(x) =
∫ x
0
fX(z)dz is
FX(x) = 1− 1
(xb + 1)a
, x > 0, (4.2)
5It is no surprise, bearing in mind in particular that u is taken equal to 50, i.e. is rather moderate.
This and the following remark is just a curious observation rather than a characteristic feature.
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and 0, as x 6 0. By direct calculations, it is easy to check that for a > 3 we have
EX =
1
(a− 1) b , DX =
a
(a− 1)2(a− 2) b2 , E(X − EX)
3 =
2a(a+ 1)
(a− 1)3(a− 2)(a− 3) b3 .
4.2. Algorithm of simulation. The starting point for the entire simulation pro-
cess is a pseudo-random number generator from Uniform [0,1] distribution. We deal with
the standard (see Knuth (1981)) linear congruence random number generator6 based on
the equation
xn+1 = (κxn + ̺) mod m,
where κ = 23456789 is the multiplier, ̺ = 22185 is the increment, and m = 232 is
the modulus. The initial seed x0 is selected using a build-in Maple procedure. Each
successive term is transformed into the next. The pseudo-random terms are in the range
from 1 to m−1. To get floating point numbers between 0 and 1, a floating point division
by m is done. It is known that matching of the numbers thus produced to a sample from
the Uniform [0, 1] distribution depends heavily on the choice of κ and m.
Using this pseudo-random number generator from Uniform [0,1] distribution, pseudo-
random numbers from Exponential, Mixture of two Exponentials, Erlang7, and Pareto
distributions are all obtained using the method of inverse transforms (see, e.g., Devroye (1986)).
For instance, pseudo-random number from Mixture of two Exponentials is E = F−1X (U)
with c.d.f. FX given in (4.1), or for λ1 = 1 and λ2 = 2 in explicit form
8
E = − ln
(−p+√p2 + 4q(1− U)
2q
)
, (4.3)
and pseudo-random number from Pareto is P = F−1X (U) with c.d.f. FX given in (4.2),
or in explicit form
P =
1
b
(
1
(1− U)1/a − 1
)
, (4.4)
where U is pseudo-random number from Uniform [0, 1] distribution produced by the
generator described above.
To evaluate, using numerical simulation, the probability P{v < Υ 6 t | T1 = v} as a
function of c, while u, t, v are fixed, we address the interval [cmin, cmax] on the abscissa
axis, where c∗ = 1/M ∈ [cmin, cmax]. We introduce the lattice
C = {ci, i = 0, 1, . . . , nC}
with the span ∆c > 0, i.e. put c0 = 0 and ci = ci−1 +∆c, i = 1, 2, . . . , [cmax/∆c] + 1.
Starting with c0, we iterate through the nodes of C. Dealing with the node ci, we
simulate the values P{v < Υ 6 t | T1 = v} at the points ci, i = 0, 1, . . . , nC on the basis of
the definition of this probability. Namely, for each ci we simulate the bundle consisting
6Though presumably some built-in pseudo-random number generators implemented in most stan-
dard symbolic computation packages such as Maple may be in some cases superior to that pseudo-random
number generator, we use it to avoid “black boxes” in the description of the algorithm. We bear in mind
that every random number generator has its advances and deficiencies, see Hellekalek (1998). Quoting
from Section 10 of this paper which discusses criteria for good random number generators, we agree that
“random number generators are like antibiotics. Every type of generator has its unwanted side-effects.
There is no safe generators. Good random number generators are characterized by theoretical support,
convincing empirical evidence, and positive practical aspects. They will produce correct results in many,
though in not all, situations.”
7For Erlang with parameters θ > 0 and integer k, simulation may be based on the fact that it is a
sum of k i.i.d. Exponential random variables with parameter θ > 0.
8In the general case, for arbitrarily chosen λ1 > 0 and λ2 > 0, there is no explicit expression and
one should solve numerically the equation FX(E) = U with respect to E.
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Figure 5. (Erlang Y –Erlang T ) Above: graphs (X-axis is c) of the func-
tions Mt(u, c, v) (red), Ft(u, c, v), St(u, c, v); below: graphs of the functions
Mt(u, c, v) (red), Et(u, c, v) (green) in the case when Y is Erlang with param-
eters α = 1, m = 2, T is Erlang with parameters β = 1.2, k = 2, and t = 1000,
v = 0, u = 40. In this case, c∗ = 1/M = 1.2, D2 = 1.39, CF = 0.6 c
−1,
CS = 0.3 c
−1. By dots, shown are the results of simulation (∆c = 0.05,
N = 1000) according to the algorithm described in Section 4.3.
of N trajectories of the process Vs − cis. Then we pick up the ratio of the trajectories
that crossed the level u to the total number of trajectories N and declare it the value of
the probability in question in the node ci.
4.3. Approximations and simulation results. The following Lemma 4.1 is ap-
plied to calculate approximations Mt(u, c, v) and Et(u, c, v) for Erlang Y and T , shown
in Fig. 5.
Lemma 4.1 (Erlang Y –Erlang T ). For Y Erlang with parameters α > 0 and integer
m, and T Erlang with parameters β > 0 and integer k, i.e., for
fY (x) =
αmxm−1
Γ(m)
e−xα, fT (x) =
βkxk−1
Γ(k)
e−xβ, x > 0,
and 0, as x 6 0, we have
M =
αk
βm
, D2 =
αk(k +m)
m2β2
, CF =
βm((2 +m)k − 2m)
2αk(k +m) c
, CS =
βm(k + 2m)
6αk(k +m) c
.
The following corollary is straightforward, if we put m = 1.
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Figure 6. (Pareto Y –Mixture of two Exponentials T ) Above: graphs (X-axis
is c) of the functionsMt(u, c, v) (red), Ft(u, c, v), St(u, c, v); below: graphs of
the functionsMt(u, c, v) (red), Et(u, c, v) (green) in the case when Y is Pareto
with parameters aY = 4.0, bY = 0.35, T is Mixture of two Exponentials with
parameters λ1 = 1, λ2 = 2, p = 2/3, and t = 1000, v = 0, u = 40. In this
case, c∗ = 1/M = 1.143, D2 = 2.304, CF = 1.04 c
−1, CS = 0.076 c
−1. By
dots, shown are the results of simulation (∆c = 0.05, N = 1000) according to
the algorithm described in Section 4.3.
Corollary 4.1 (Exponential Y –Erlang T ). For Y Exponential with parameter α >
0, and T Erlang with parameters β > 0 and integer k, we have
M =
αk
β
, D2 =
αk(k + 1)
β2
, CF =
β(3k − 2)
2αk(k + 1) c
, CS =
β(k + 2)
6αk(k + 1) c
.
In upper and lower Fig. 5, in the case when Y is Erlang with parameters α = 1,
m = 2, T is Erlang with parameters β = 1.2, k = 2, and t = 1000, v = 0, u = 40,
visualized are the functions Mt(u, c, v), Ft(u, c, v), St(u, c, v) which, together with the
factors CF = 0.6 c−1, CS = 0.3 c−1, are involved (see (2.1)) in the construction of
Et(u, c, v). Visualized are also the approximations Mt(u, c, v) and Et(u, c, v), compared
with the results of simulation shown by dots. The simulation algorithm is described in
Section 4.3 (∆c = 0.05 and more frequent in the flexure region, N = 1000). Simulation
demonstrates that in this test case Mt(u, c, v) looks preferable for c < c∗, though both
Mt(u, c, v) and Et(u, c, v) look equally accurate for c > c∗.
The following Lemma 4.2 is applied to calculate approximations Mt(u, c, v) and
Et(u, c, v) in the case of Pareto Y and Mixture of two Exponentials T , shown in Fig. 6.
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Lemma 4.2 (Pareto Y –Mixture of two Exponentials T ). For Y Pareto with parame-
ters aY > 3, bY > 0, and T Mixture of two Exponentials with parameters λ1 > 0, λ2 > 0,
and 0 < p < 1 (q = 1− p), i.e., for
fY (x) =
aY bY
(xbY + 1)aY +1
, fT (x) = λ1pe
−λ1x + λ2qe−λ2x, x > 0,
and 0, as x 6 0, we have
M = (aY − 1)bY
(
p
λ1
+
q
λ2
)
,
D2 = (aY − 1)bY
(
aY
aY − 2
( p
λ1
+
q
λ2
)2
+
λ22p+ λ
2
1q + (λ1 − λ2)2pq
λ21λ
2
2
)
,
CF =
(aY − 2)λ1λ2
2(aY − 3)(aY − 1)bY
(
4λ1λ2pq + 2λ21q(aY − (1 + p)) + 2λ22p(aY − (1 + q))
)2
c
×
(
λ32
(
(−12 + 9aY + a2Y )p3 − 12(6− 5aY + a2Y )pq − 2(6− 5aY + a2Y )q3
+ (6− 5aY + a2Y )p2(1 + q)
)
+ λ31q
2
(
6(1 + p)− aY (6 + 4p) + a2Y (1 + p+ 3q)
)
+ λ1λ
2
2pq
(
6− 12p+ aY (−5 + 7p− 35q) + 42q + a2Y (1 + 7p+ 7q)
)
+ λ21λ2pq
(
6(1 + 7p− 2q) + aY (−5− 35p+ 7q) + a2Y (1 + 7p+ 7q)
))
,
CS =
(aY − 2)2λ1λ42
6(aY − 1)bY (4λ1λ2pq + 2λ21q(aY − (1 + p)) + 4λ22p(aY − (1 + q)))2 c
×
(
− 6λ
2
1p
2q
λ22
− 6λ1pq
2
λ2
+ 2p(p2 + 3q)− 2aY (1 + aY )(λ2p+ λ1q)
3
(6− 5aY + a2Y )λ32
+ 2q(3p+ q2)
+
3aY (λ2p+ λ1q)
(aY − 2)2λ32
(
4λ1λ2pq + 2λ
2
1q
(
aY − (1 + p)
)
+ 2λ22p
(
aY − (1 + q)
)))
.
In Fig. 6, visualization is done in the case when Y is Pareto with parameters aY = 4.0,
bY = 0.35, and T is Mixture of two Exponentials with parameters λ1 = 1, λ2 = 2,
p = 2/3, and t = 1000, v = 0, u = 40. Simulation is done according to the algorithm
described in Section 4.3 (∆c = 0.05 and more frequent in the flexure region, N = 1000),
using equation (4.4) for Pareto Y and equation (4.3) for Mixture of two Exponentials T
with λ1 = 1 and λ2 = 2.
The following Lemma 4.3 is applied to calculate approximations Mt(u, c, v) and
Et(u, c, v) for Pareto Y and Erlang T , shown in Fig. 7.
Lemma 4.3 (Pareto Y –Erlang T ). For Y Pareto with parameters aY > 3, bY > 0,
and T Erlang with parameters β > 0 and integer k, i.e., for
fY (x) =
aY bY
(xbY + 1)aY +1
, fT (x) =
βkxk−1
Γ(k)
e−xβ, x > 0,
and 0, as x 6 0, we have
M =
k(aY − 1)bY
β
, D2 =
k(aY − 1)bY
β2
(
1 +
kaY
aY − 2
)
,
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Figure 7. (Pareto Y –Erlang T ) Above: graphs (X-axis is c) of the func-
tions Mt(u, c, v) (red), Ft(u, c, v), St(u, c, v); below: graphs of the functions
Mt(u, c, v) (red), Et(u, c, v) (green) in the case when Y is Pareto with pa-
rameters aY = 4.0, bY = 0.4, T is Erlang with parameters β = 6.0, k = 4,
and t = 1000, v = 0, u = 40. In this case, c∗ = 1/M = 1.25, D2 = 1.2,
CF = 2.73 c
−1, CS = −0.26 c
−1. By dots, shown are the results of simulation
(∆c = 0.05, N = 1000) according to the algorithm described in Section 4.3.
CF = (aY − 2)β a
2
Y (−2 + k + 3k2)− aY (−10 + 5k + k2) + 6(−2 + k)
2(aY − 1)(aY − 3)bY k(−2 + aY + aY k)2 c ,
CS = β
a3Y (2 + 3k + k
2)− a2Y (14 + 15k + 7k2) + 2aY (16 + 9k + 2k2)− 24
6(aY − 1)(aY − 3)bY k(−2 + aY + aY k)2 c .
In Fig. 7, visualized is the case when Y is Pareto with parameters aY = 4.0, bY = 0.4,
T is Erlang with parameters β = 6.0, k = 4, and t = 1000, v = 0, u = 40. Simulation is
done according to the algorithm described in Section 4.3 (∆c = 0.05 and more frequent
in the flexure region, N = 1000), using equation (4.4) and bearing in mind that this
Erlang T is a sum of four i.i.d. Exponential summands with parameter β = 6.0.
The following Lemma 4.4 is applied to calculate approximations Mt(u, c, v) and
Et(u, c, v) for Pareto Y and T , shown in Fig. 8.
Lemma 4.4 (Pareto Y –Pareto T ). For Y Pareto with parameters aY > 3, bY > 0,
and T Pareto with parameters aT > 3, bT > 0, i.e., for
fY (x) =
aY bY
(xbY + 1)aY +1
, fT (x) =
aT bT
(xbT + 1)aT+1
, x > 0,
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Figure 8. (Pareto Y –Pareto T ) Above: graphs (X-axis is c) of the func-
tions Mt(u, c, v) (red), Ft(u, c, v), St(u, c, v); below: graphs of the functions
Mt(u, c, v) (red), Et(u, c, v) (green) in the case when T is Pareto with param-
eters aT = 4.0, bT = 0.4, Y is Pareto with parameters aY = 4.0, bY = 0.4,
and t = 1000, v = 0, u = 40. In this case, c∗ = 1/M = 1, D2 = 3.333,
CF = 0.125 c
−1, CS = 0.25 c
−1. By dots, shown are the results of simulation
(∆c = 0.05, N = 1000) according to the algorithm described in Section 4.3.
and 0, as x 6 0, we have
M =
(aY − 1)bY
(aT − 1)bT , D
2 =
(
aY
aY − 2 +
aT
aT − 2
)
(aY − 1)bY
(aT − 1)2b2T
,
CF =
(aT − 2)(aY − 2)bT
4(aT − 3)(aY − 3)bY
× a
2
Y (9− 10aT + a2T ) + aY (−3 + 15aT + 2a2T )− 3aT (5 + aT )
(aY − 1)3(aT − 1) c ,
CS =
(aT − 2)bT
4(aT − 3)(aY − 3)bY
× a
3
Y (aT − 1)2 − 4aT (1 + aT ) + a2Y (−7 + 11aT − 6a2T ) + aY (4− 7aT + 9a2T )
(aY − 1)3(aT − 1) c .
In Fig. 8, visualized are the functions Mt(u, c, v), Ft(u, c, v), St(u, c, v) which to-
gether with the factors CF = 0.125 c−1, CS = 0.25 c−1 are involved (see (2.1)) in the
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construction of Et(u, c, v), and the approximationsMt(u, c, v), Et(u, c, v) in the case when
T is Pareto with parameters aT = 4.0, bT = 0.4, Y is Pareto with parameters aY = 4.0,
bY = 0.4, and t = 1000, v = 0, u = 40. By dots, shown are the results of simulation
(∆c = 0.05 and more frequent in the flexure region, N = 1000) carried out according to
the algorithm described in Section 4.3, using equation (4.4).
The comparison of Mt(u, c, v) and Et(u, c, v) with the results of simulation shows
that in all test cases of Figs. 5–8 both these approximations are surprisingly accurate, in
particular in the vicinity of the point c∗ = 1/M , though u = 40 chosen in Figs. 5–8 is
rather moderate.
5. Conclusions
In the case of Exponential T and Y , we have compared (a) numerical results yielded
by approximations of Theorems 2.1 and 2.2, (b) numerical results derived by means of
exact formula of Theorem 3.1, and (c) numerical results yielded by simulation. The
availability of the exact formula in this case allows us, inter alia, to be confident in the
error-free operating of the computer simulation program.
For T and Y non-Exponential, when exact formulas like in Theorems 3.1 do not ex-
ist or are excessively cumbersome (see, e.g., Borovkov and Dickson (2008)), in our hands
remains only simulation technique. We use it for getting numerical benchmarks needed
to verify and evaluate performance of the approximationsMt(u, c, v) and Et(u, c, v) put
forth in Theorems 2.1 and 2.2. The comparison of Mt(u, c, v) and Et(u, c, v) and simu-
lation results done in Section 4 indicates a good quality of these approximations.
It is noteworthy that the approximationsMt(u, c, v) and Et(u, c, v), unlike, e.g., the
famous Crame´r-type approximation, hold true not only for the distributions of Y with
exponentially decreasing tail, but also for heavy-tailed Y , so we include Pareto distribu-
tion in our numerical analysis. Examining simulation results given in Figs. 1, 3, and 5–8,
we see that the approximations Mt(u, c, v) and Et(u, c, v) are very satisfactory for both
light-tailed and heavy-tailed T and Y . This examining confirms that the approximations
Mt(u, c, v) and Et(u, c, v) are satisfactory uniformly on c, including vicinity of the criti-
cal point c∗ = 1/M , in all cases considered. Generally, the accuracy of approximations
Mt(u, c, v) and Et(u, c, v) is visibly better than, e.g., of the Crame´r-type approximation
all over the range of c, including outside the vicinity of c∗; more detailed discussion of
the deficiencies of Crame´r-type approximation, from whichMt(u, c, v) and Et(u, c, v) are
free, may be seen in Malinovskii and Kosova (2014).
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