The study of boundary value problems involving linear differential equations is becoming a well-established area of analysis. Applying the extension theory of symmetric operators to concrete differential operators, we obtained a general characterization of selfadjoint extensions of symmetric differential operators [l, 10, 12, 131; the domain of any selfadjoint extension of the minimal operator T,, generated by the symmetric differential expression %v)= 2 Pk(X) DN-kYY a<x<b k=O can be described completely by means of a set of linearly independent boundary conditions which are separated at the endpoints of the interval (a, b), where P;'(X), I-+(X), . . . . pN(x) are complex-valued and sufficiently smooth. For the general symmetric quasi-differential operators, the same results were obtained [2], To study a similar problem in the case of non-symmetric differential expressions, Glazman introduced in [6] the concepts of the J-symmetric operator and the J-selfadjoint operator.
INTROJECTION
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Let .I be a conjugate-linear involution from complex Hilbert space A into itself, i.e., J is surjective and satisfies then A is said to be J-selfadjoint.
Concerning the general theory of J-selfadjoint extensions of J-symmetric operators, by using different methods, Galindo [S] and Knowles [S] proved that every J-symmetric operator has a J-selfadjoint extension. For the problem of concretely describing all, the J-selfadjoint extensions of a given J-symmetric operator A, Zhikhar [15] , in the late 1950s derived partial results, based upon a work of Vishik; he gave a characterization of all the so-called "well-posed" J-selfadjoint extensions of A when the regularity held, n(A), of A was non-empty (A" is said to be a well-posed J-selfadjoint extension of A relative to a fixed value & in n(A) if A is a J-selfadjoint extension of A and I, is in JT(A")). Later, Knowles [S] developed his more general theory describing all the J-selfadjoint extensions of A provided the regularity field 17(A) was non-empty, and deleted the restriction that the extensions were well-posed. Recently, Race [ 111 further removed the restriction on the regularity field, and gave a complete solution to the problem of describing all the J-selfadjoint extensions of a J-symmetric operator.
Applying this theory to the J-symmetric differential operator T, with only one singular endpoint, Knowles and Race gave a characterization of the boundary conditions which determine the domain of any J-selfadjoint extension of T, with minimal deficiency index (i.e., in the limit-point case), respectively, in the case when the regularity field J7( T,,) was non-empty and in the general case. These boundary conditions are only restricted at the regular endpoint. In this paper we use Race's theory and Cao's and Sun's methods [l, 123 to remove the restriction that r, have a minimal deficiency index. We see that the boundary conditions which determine the domain of any J-selfadjoint extension of T,, not only have the restriction at the regular endpoint, but also have the restriction at the singular enpoint; however, these boundary conditions are separated.
PRELIMINARIES
Most of the contents in this section are selected from [ 111. From the definition of J-symmetric operator and the properties of conjugate-linear involution, we obtain that if A" is a J-symmetric extension of A, a J-symmetric operator, then JA*J is a retraction of JA *J, i.e., AcA"cJA"*JcJA*J.
(2.1)
Consequently any J-symmetric extension of A must be a restriction of JA*J to a linear manifold of g(JA*J) containing 9(A). Since A is closable, and since the J-selfadjoint operator is closed, we need only search among the closed J-symmetric extensions of 2 to find all the J-selfadjoint extensions of A. From (2.1) and Lemma 2.1, we know that any J-selfadjoint extension A' of A satisfies
We define an inner product on 9(JA*J) by (x, Y)* = (Jx, Jy) + (A*Jx, A*Jy), (2.3) i.e.. With this inner product, 9(JA*J) becomes a Hilbert space [3] . Using 0 and 0 to denote the orthogonal sum and the orthogonal complement with respect to this inner product, respectively, it is then clear that the quotient space 9(JA*J)/9(A) is isomorphic to 9(JA*J)OSS(A), i.e., are complex-valued, measurable over (a, b) and Lebesgue integrable on all compact subsets of (a, b), and p. is non-vanishing. The endpoint a is said to be regular if a < -00, and each of the functions in (2.9) is integrable in every interval [a, /I], /I < b; otherwise a is said to be singular. Similar definitions apply to b.
The expression t is said to be regular if it is regular at both endpoints; otherwise r is said to be singular.
We say We then define the minimal operator T,,(z) generated by t in L2(a, b) to be the closure of z restricted to CF(a, b).
An important relation associated T with z+ is T,(z)* = T,(z+).
(2.14)
z(y) z -Y+) = NY, 4 (2.15) for any y, z in 9( T,(z)), where where Cy, 51 12 = CY, 216 -CY, 4,.
It is not difficult to see that if a is regular and b is singular, then
for 
3. rf T is regular at a, then n < def T,(z) < 2n. [7] , i.e., 47) = f dim WT,(~))P(T~T)), then we have def T,,(r) = d(7). We may assume that el, . . . . eZrn are normally orthogonal with respect to the inner product (2.4) in which A is replaced by T,(z). By Lemma 2.7 we have ~(T,(t))=~(To (7) ce,, 7(e,)i I; = (e,, w* = b,.
If d(r) is the mean deficiency index of T defined by Kauffman in
ce,, +e,)l I: = j" a) 7(h) dx-lb e,we,)) dx a a = J" 7(e,) 7(e,) dx -1" ek7 + 7(e,) dx a a = j" 7(e,) 7(e,) dx + I" eker dx Proof: (1) rank(C8,,8,1,) ,.,,,.,,~2m-2n. (3.6) From this fact we obtain rank(Ce,, ~slb)2mx2m<2m-2n. The conclusion follows from these two inequalities.
Without loss of generality, we may assume that the first 2m -2n raws of E= w,, &lb)lCk,sCZm are linearly independent. Let , (3.7) where E, is a (2m -2n) x 2m matrix and E2 is a 2n x 2m matrix; then rank E, = 2m -2n. Since GCE, + GDE, = 0, we have aEl=Olx2,,,.
But rank E, = 2m -2n, so
This contradicts the fact that rank(a,k)2, x 2m = 2n. 
I= 1 s=l
Now substituting (3.14) into (3.13) we have (3.11), in which Then u E &#( T,, (7)) follows from (4.8), (4.9) and (2.21). This contradicts the fact that w,, . . . . w, are linearly independent modulo G@(T,(r)).
( 
Hence
The proof is completed.
THE CASE WITH Two SINGULAR ENDPOINTS
It is similar to the case of symmetric differential operators in [13] that the result of Theorem 4.1 can be generalized to the case when 7 is singular both at a and at b. For this we need to prove Kodaira's deficiency index formula for J-symmetric differential operators.
Let 7(y) be the differential expression defined by (2.8) which is singular both at a and at b. TO is the minimal operator corresponding to 7 and GS(7',) is the domain of r,,. Choose c to be a fixed point between a and b and write T,-and T,+ as the minimal operators generated in L2(u, c] and L2[c, b), respectively, by 7; g( T; ) and g( T,+ ) are the domains associated with them. We use T,, T; and T[ to denote the maximal operators generated in L2(u, b), L2(u, c] and L2[c, b) by 7, respectively; Q(T,), GQ T; ) and g( T: ) are the domains associated with them. Let T be the restriction of 7 From the above analysis we see that T is in fact "the direct sum" of T,-and T,f . Since 2'; and T,+ are both closed J-symmetric operators, T is also a closed J-symmetric operator. If N=2n, then zF(y)= y C2n1 It has the same form which we considered in Section 2.
Let LN=((-l)k~k,N+,~~r),~k,r~N.
For any FEZ,,,(Z), we define its adjoint by If F+ = F, then zF+( y) = zF( y). In this case we call zF symmetric [14] . If F' = F, then kF+J(y) = tF(y), where J is the complex conjugation. In this case, ~~ is called J-symmetric. Now we consider differential operators arising from J-symmetric quasidifferential expressions. For simplicity, we omit the subscript F. Let Z= [a, b) and r be regular at a and singular at 6 . Define the maximal operator T, associated with T as follows: 
zj(x)*= 0, a'<x<b.
Here a' is a fixed point between a and b. 
