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Abstract
We construct a probabilistic representation of a system of fully coupled parabolic equations arising as
a model describing spatial segregation of interacting population species. We derive a closed system of
stochastic equations such that its solution allows to obtain a probabilistic representation of a weak solution
of the Cauchy problem for the PDE system. The corresponded stochastic system is presented in the form of
a system of stochastic equations describing nonlinear Markov processes and their multiplicative functionals.
1 Introduction
Systems of nonlinear parabolic equations arise as models in description of various physical,
chemical and biological phenomena. To mention some of them recall such phenomena as
chemotaxis which is a biological phenomenon describing the change of motion of a popula-
tion densities or of single particles in response (taxis) to an external chemical stimulus spread
in the environment [18]. Another example, are cross-diffusion systems which describe segre-
gation processes in dynamics of interacting populations [12], [20] and in general a number of
diffusive conservation laws. Mathematical models of these conservation laws are presented as
systems of quasilinear parabolic equations in both divergent and non divergent form.
Actually, from the probabilistic point of view systems of nonlinear parabolic equations
can be divided into several large classes.Let us mention here two of them, namely, systems of
type 1 [17] having diagonal entries of second order terms
u
q
t =
1
2
d∑
i,j=1
F iju (x)∇2ijuq +
d∑
i=1
aiu(x)∇iuq +
d1∑
m=1
d∑
i=1
[Bu]
mq
i (x)∇ium +
d1∑
m=1
cmqu (x)u
m, (1.1)
where coefficients au, Bu, cu and F
ij
u =
∑d
k=1A
ki
u A
jk
u , have the form au(x) = a(x, u(x),∇u(x))
and systems of type 2 [1] with nondiagonal entries of second order terms such as
u
q
t = divG
q + f q(u), l = 1, 2, (1.2)
where Gq = αq∇uq + βq∇(uq)2 + γq∇[u1u2] and αl, βl, γl are constants.
The results concerning weak and classical solutions of the Cauchy problem for type 1
parabolic systems could be found in the monograph [17] and a number of more recent pa-
pers. Probabilistic approach to investigation of different types of the Cauchy problem solution
(namely, classical, generalized and viscosity) for nonlinear parabolic systems of type 1 was de-
veloped for many years. In particular, probabilistic representations for classical solutions of the
Cauchy problem for nonlinear parabolic systems of this kind were constructed in [5] -[?], for
generalized solutions in [8] and for viscosity solutions in [3].
Investigation of parabolic systems of type 2 started by Amann [1] was developed by many
researches especially in connections with problems arising in applications. These systems are
sometimes called cross-diffusion systems nevertheless there are only few papers devoted to the
investigation of their stochastic origin [10], [11], [13] or the stochastic representation of their
solutions [4].
This paper is aimed to develop ideas stated in [3], [4].
We consider a particular case of the above system with cross diffusion used to model the
segregation of interacting species proposed in [20]. The system under consideration has the
form
u1t = ∆(u
1(d1 + d11u
1 + d12u
2)) + u1(α1 − α11u1 − α12u2), u1(0, x) = u10(x), (1.3)
1Key words: stochastic differential equations, Markov chains systems of semilinear parabolic equations, classical solutions of the
Cauchy problem
u2t = ∆(u
2(d2 + d21u
1 + d22u
2)) + u2(α2 − α21u1 − α22u2), u2(0, x) = u20(x), (1.4)
where u1 and u2 are the densities of two competing species.
Here and below we use notations ut =
∂u
∂t
for a partial derivative of u(t, x) in t ∈ [0, T ]
and ∇u = ( ∂u
∂x1
, . . . , ∂u
∂xd
) for the gradient of u.
Note that a probabilistic approach to investigation of the parabolic equations includes
there steps. The first is under assumption that there exists a unique solution of the PDE
problem (as a rule rather regular) one have to derive a potential probabilistic representation
in terms of some diffusion processes. The second step is to derive a closed stochastic system
for these diffusion processes and the third step is to investigate the stochastic problem and
construct its solution with the required properties which allow to check that it gives rise to the
solution of the original PDE problem.
In our previous papers this program was partly realized. The aim of this paper is to derive
a probabilistic interpretation of a generalized solution of the Cauchy problem for this system
and to construct a closed stochastic system of stochastic equations.
A probabilistic approach to construct a representation of a generalized solution to the
Cauchy problem for a scalar nonlinear parabolic equation based on the results of the Kunita
stochastic flows theory [14]–[16] was developed in [7], [8].
The main problem we meet while extending this approach to systems with cross diffusion
is the fact that we cannot apply directly the Ito formula which is a main tool in construction of
probabilistic representation of a generalized solution of the Cauchy problem for scalar nonlinear
parabolic equations [7] and systems of nonlinear parabolic equations with diagonal principal
part [8].
Nevertheless using the stochastic flow approach we succeed to derive the probabilistic
representation of a generalized solution to (1.3), (1.4).
2 Probabilistic models for a fully coupled system of PDEs
2.1 Dual PDEs
To define a generalized solution of the Cauchy problem (1.1), (1.2) we have to introduce a
number of functional spaces.
• The set Ckb (Rd;Rd1) of Ck-smooth functions f : Rd → Rd1 whose partial derivatives of
order less or equal then k are bounded.
• The set C1,k0 ([0, T ]×Rd, Rd1) of continuous functions u : [0, T ]×Rd → Rd1 with compact
supports with continuous first partial derivatives in t and partial derivatives of order less or
equal then k in x ∈ Rd.
• The set L2 = L2(Rd;R) of real valued functions with the norm ‖u‖L2 = (
∫
Rd |u(x)|2dx)
1
2
which is the Hilbert space with the inner product 〈u, v〉 = ∫Rd u(x)v(x)dx for u, v ∈ L2.• The Sobolev space Hk = {u ∈ L2 : ∇ku ∈ L2}, where ∇ku(x) is a generalized k-th
order derivative with the norm
‖u‖k =

∫
Rd
[|u(x)|2 + ∑
|α|≤k
‖∇αu(x)‖2]dx


1
2
,
where |α| = ∑αj.
• The Schwartz space D = C∞0 (Rd) and the space Hk0 = Hk0 which is a completion of D
in the norm ‖ · ‖k. Given R2 -valued functions u, h with components in D set
〈〈u, h〉〉 =
∫
R
u(x) · h(x)dx,
where u · h = u1h1 + u2h2.
• WT = {u : u ∈ L2((0, T );L2(Rd))∩L2((0, T );H10(Rd))} – the set of functions t 7→ u(t, ·)
from (0, T ) to L2(Rd) with the norm
‖u‖2W =
∫
Rd
∫ T
0
[‖u(t)‖2L2 + ‖∇u(t)‖2L2]dt.
A couple of functions u1, u2 ∈ WT is a weak (generalized) solution of the Cauchy problem
(1.3), (1.4) provided u1, u2 ∈ WT and equalities
∂s
∫
Rd
uq(s, x)h(x)dx =
∫
Rd
uq(s, x)[M qu∆h(x) + c
q
u1,u2(x)]h(x)dx (2.1)
hold for arbitrary h ∈ C1,∞0 ([0, T ]× Rd) and q = 1, 2. Here
M qu = dq + dq1u
1 + dq2u
2, cqu = αq − αq1u1 − αq2u2. (2.2)
Along with this definition we need one more which gives a prompt concerning to what
sort of diffusion processes we should be interested in.
We say that a couple of functions u1, u2 ∈ WT is a weak (generalized) solution of the
Cauchy problem (1.3), (1.4) provided u1, u2 ∈ WT and equalities∫ t
0
〈uq(s),
{
∂sh+
1
2
[M qu ]
2∆h(s) + cqu1,u2(s)h(s)〉
}
ds (2.3)
= 〈uq(t), h(t)〉 − 〈uq(0), h(0)〉
hold for arbitrary h ∈ C1,∞0 ([0, T ]× Rd) and q = 1, 2. Here
M qu =
√
2[dq + dq1u1 + dq2u2], c
q
u = αq − αq1u1 − αq2u2. (2.4)
We say that a couple (u1, u2) ∈ W2s,T is a regular solution of the Cauchy problem (1.3)–
(1.4) provided (u1, u2) ∈ C1,2([0, T ]×Rd;R2)∩W2T in addition to the above integrals identities.
It should be noted that similar to [9] we can prove the following statement.
Lemma 2.1. Let uq(t, x), q = 1, 2 be a solution to (1.3)–(1.4) such that supθ∈(0,T ) |uq(t, x)| <
∞ and uq ∈ L1([0, T ]× G) for each compact set G ∈ Rd. Then (2.3) holds for a.a. t ∈ [0, T ]
and for every function h ∈ Cb([0, T ]×Rd) ∩ C1,2b ((0, T )× Rd)
Proof. It is enough to check this equality for any h(t, x) = 0 for ‖x‖ > R for some R > 0.
Let ρ ∈ C∞0 ((0, T )). Since uq satisfies (1.3)–(1.4), then applying integration by part formula
we easily check that
∫ T
0
∫
Rd
uq(t, x)[∂t(ρh) +Mq(ρh)](t, x)dxdt = 0,
where
Mqh(t, x) =M qu∆h(t) + cqu(t)h. (2.5)
Hence
−
∫ T
0
d
dt
ρ(t)
∫
Rd
uq(t, x)h(t, x)dx dt =
∫ T
0
ρ(t)
∫
Rd
uq(t, x)[∂th(t, x) + Lh(t, x)]dx dt.
This yields that the function t 7→ ∫Rd uq(t, x)h(t, x)dx has an absolutely continuous version and
d
dt
∫
Rd
uq(t, x)h(t, x)dx =
∫
Rd
uq(t, x)[∂th(t, x) +Mquh(t, x)]dx.
Finally for some real number C∫
Rd
uq(t, x)h(t, x)dx = C +
∫ t
0
∫
Rd
uq(θ, x)[∂θh(θ, x) +Mquh(θ, x)dxdθ for a.a. t ∈ [0, T ].
Since by assumption h(t, x) converges uniformly to h(0, x) as t→ 0 we get
lim
t→0
∫
Rd
uq(t, x)h(0, x)dx→
∫
Rd
u
q
0(x)h(0, x)dx
and thus C =
∫
Rd h(0, x)u
q
0(x)dx.
Assume that there exists a unique C2-regular generalized solution (u1, u2) to (1.3)-(1.4),
such that infx u
1(t, x) ≥ 0, infx u2(t, x) ≥ 0.
To construct stochastic processes associated with the Cauchy problem
∂sh
q +M qu(x)∆h
q + cqu(x)h
q = 0, hq(T, x) = hq(x), 0 ≤ s ≤ t ≤ T, (2.6)
we consider a stochastic differential equation (SDE)
dξq(θ) = M qu(ξ
q(θ))dw(θ), ξq(s) = y, 0 ≤ s ≤ θ ≤ t ≤ T (2.7)
and a linear SDE
dηq(θ) = cqu(ξ
q(θ))ηq(θ)dθ, ηq(s) = 1, q = 1, 2. (2.8)
Here w(t) is a standard Rd-valued Wiener processes defined on a given probability space
(Ω,F , P ). By the above assumption coefficients M qu and cqu in (2.7), (2.8) are bounded Lip-
schitz continuous nonrandom functions. Hence, by standard reasoning we can prove that there
exists a Markov process ξq(t) satisfying (2.7) and a multiplicative functional ηq(t) (of the pro-
cess ξq(t)) which satisfies (2.8). In addition for h ∈ C2(Rd) ∩ H2(Rd) there exists a unique
classical solution hq of the Cauchy problem (2.6) that admits a probabilistic representation in
the form
hq(s, y) = E[ηq(t)hq(ξqs,y(t))]. (2.9)
Later we will see that to deal with the original Cauchy problem (1.3)–(1.4) we have to
consider a more complicated linear SDE of the form
dηq(θ) = c˜qu(ξ(θ))η
q(θ)dθ + Cqu(ξ(θ))η
q(θ)dw(θ), ηq(s) = 1, q = 1, 2, (2.10)
with coefficients c˜qu = c
q
u + ‖∇Mu‖2 and Cu = −∇Mu.
Along with the process ξq(θ) we will need the process ξˆq(θ) = ξq(t − θ). One can easily
see that ξq(t) = ξˆq(0) and ξˆq(t) = ξq(0).
The process ξq(θ) satisfying (2.7) and its time reversed ξˆq(θ) = ξq(t−θ) play an important
role in construction of probabilistic representations for generalized solutions of (1.3)–(1.4).
Similar to [4] based on the results of [15],[16] we can prove the following statement.
Theorem 2.2 Given strictly positive regular (weak) solution u1, u2 ∈ W0,T ∩ C1,2 of
the Cauchy problem (1.3)–(1.4) let ξq(θ), ηq(θ), q = 1, 2 satisfy (2.7), (2.10) while ξˆq(θ) and
ηˆq(θ) = ηq(t) ◦ ψqθ,t be the corresponding time reversal processes.
Then functions
uq(s, x) = Es,x
[
ηˆq(t)uq0(ξˆ
q(t))
]
, q = 1, 2, (2.11)
satisfy the integral identities
〈uq(t), h〉 = 〈uq(0), h〉 −
∫ t
0
〈[∆[uq(θ)M qu(θ)] + cqu(x)uq(θ)]h〉}dθ (2.12)
Note that the system (2.7) ,(2.10) ,(2.11) is not closed since coefficients of SDEs governed
the processes ξˆq(θ) and ηˆq(θ) depend on uq and ∇uq. Hence to make this system closed we
need probabilistic representations both for functions uq and their gradients ∇uq as well.
2.2 Stochastic flows
We start with introducing some required functional spaces.
Given a Wiener process w(θ) denote by w˜(θ) = w(t − θ) − w(t) for a fixed t > θ and
given a stochastic process ξq(θ), s ≤ θ ≤ t denote by ξˆq(θ) = ξq(t− θ) its time reversal process.
Let φq0,θ : R
d → Rd, ψq0,θ : R → Rd be stochastic flows generated by ξq(θ) and ξˆq(θ) that is
ξ
q
0,y(θ) = φ
q
0,θ(y), ξˆ
q
0,x(θ) = ψ
q
0,θ(x), that is φ
q
0,t(ψ
q
0,t(x)) = x.
Given bounded functions uq(θ, x) ∈ R2, q = 1, 2, defined on [0, T ]×Rd and differentiable
in x we consider a stochastic equation (2.7). One can check (see [19], [6]) that the time reversal
process ξˆ0,xq (θ) satisfies the equation
dξˆ
q
0,x(θ) = [M
q
u∇M qu ](ξˆq0,x(θ))dθ +M qu(ξˆq0,x(θ))dw˜(θ), ξˆq0,x(0) = x. (2.13)
where, 0 ≤ θ ≤ t.
In addition under the above assumptions the mappings φq0,θ : x 7→ ξq0,θ(x) and ψq0,θ : y 7→
ξ
q
0,θ(y) are differentiable. The process J
q(t) = ∇ξq(t) satisfies the SDE
dJq(θ) = ∇M qu(θ)Jq(θ)dw(θ), Jq(s) = I, (2.14)
where I is the identity matrix. Denote by Jq0,t(ω) = detJ
q
0,t(ω) and note that
J
q
0,t(ω) > 0 and J
q
s,s(ω)) = 1.
Moreover Jq0,t satisfies the SDE
dJq(θ) = Jq(θ)Tr[Jq(θ)dJq(θ)], Jq(s) = 1. (2.15)
The relation (2.15) can be easily deduced from a known formula for a differential of a determi-
nant of a matrix and polylinearity of the function detJq w.r.t rows of the matrix Jq. Note that
for a linear function f(x) we have df(ξ(t)) = ∇f · dξ(t) that is there are no correction terms in
the Ito formula.
Along with SDE (2.13) we will need below an alternative SDE for the process ξˆq(θ). To
derive the required SDE we apply the Ito-Wentzell formula to the composition φq0,t ◦ ψq0,t. Let
dψ
q
0,x(θ) = λ
q
u(ψ
q
0,x(θ))dθ + Λ
q
u(ψ
q
0,x(θ))dw(θ), ψ
q
0,x(0) = x,
where coefficients Λqu and λ
q
u should be defined to ensure that ψ
q
0,t(x) is time reversal to φ
q
0,t(κ).
Since in this case φq0,t ◦ ψq0,t(x) = x then we get
d[φq0,t ◦ ψq0,t(x)] = M qu(ψq0,κ(t))dw(t) + [∇φq0,t](ψq0,t(x))Λqu(ψu0,t(x))dw(t)
+[∇φq0,t](ψq0,t(x))λqu(ψq0,t(x))dt+∇M qu(ψq0,t(φq0,t(x)))Λqu(ψq0,t(x))dt = 0.
Hence
Λqu(ψ
q
0,t(x)) = −[∇φq0,t(ψq0,t(x))]−1M qu(ψq0,t(x)),
λqu(ψ
q
0,t(x)) = [∇φq0,t(ψq0,t(x))]−1M qu(ψq0,t(x))∇M qu(φq0,t(κ)).
Thus the process ξˆq(t) ≡ ξˆq0,x(t) = ψq0,t(x) satisfies the SDE
dψ
q
0,θ(x) = [∇φq0,θ(x)]−1M qu(x)∇M qu(x)dθ − [∇φq0,θ(x)]−1M qu(x)dw(θ), ξˆq(0) = x. (2.16)
As a result the following assertion holds.
Theorem 2.3 Let φqs,t(κ) be a solution of (2.12) with C
k -smooth coefficients for (k ≥ 3).
Then the inverse flow [φqs,t]
−1 = ψqs,t satisfies (2.16) and is a diffeomorphism.
Given a generalized function uq0 we define a composition of u
q
0 with a stochastic flow
ψ
q
s,t(ω) as a random variable valued in the space D′ dual to D. Note that given h ∈ D a
product h ◦ φqs,t(ω)Jqs,t(ω) belongs to D. Set
〈uq0, T qs,th(ω)〉 = 〈uq0, h ◦ φqs,t(ω)Jqs,t(ω)〉, h ∈ D. (2.17)
One can check that (2.17) defines a linear functional on D which we denote by uq0 ◦ ψus,t. If m
can be represented as uq0 = u
q
0(x)dx, where u
q
0(x) is a continuous function then u
q
0 ◦ ψus,t is just
a composition of u0 with ψ
u
s,t due to an equality∫
Rd
u
q
0(ψ
q
0,t(x, ω))h(x)dx =
∫
Rd
u
q
0(y)h(φ
q
0,t(y, ω))J
q(t))dy, h ∈ D, (2.18)
resulting from the changing variable formula under the integral sign
〈uq0 ◦ ψq0,t(·), h〉 =
∫
Rd
u
q
0(ξˆ
q
0,x(t))h(x)dx =
∫
Rd
u
q
0(y)h(ξ
q
s,y(t))J
q(t)dκ.
By similar arguments we conclude that when uq(t) ◦ ψq0,t(x) = ηˆq0,x(t)uq0(ξˆq0,x(t)),
〈uq(t) ◦ ψqs,t(·), h〉 =
∫
Rd
ηˆqs,x(t)u
q
0(ξˆ
q
s,x(t))h(x)dx
=
∫
Rd
u
q
0(y)η
q
s,y(t)h(ξ
q
s,y(t))J
q(t))dy.
Let
M˜qu(x) =
1
2
[M qu ]
2(x)∆, Mqu = M˜qu + cqu (2.19)
and Mqu be dual operators to Lqu in L2(Rd), that is
〈Lqvuq, h〉 = 〈uq0,Mquh〉, 〈Lquuq, h〉 = 〈uq,Mquh〉.
By the above considerations we note that given a function h ∈ D one can consider a
process γq(t) defined by
γq(t) = ηq(t)h(ξq0,y(t))J
q(t) (2.20)
and use γq(t) as stochastic test functions. Actually, since 〈ηˆq(t)uq0 ◦ψq0,t, h〉 = 〈uq0, γq(t)〉 we can
state the following assertion.
Lemma 2.4.Let coefficients c˜qu and C
q
u have the form
c˜qu(ξ
q(θ)) = cqu(ξ
q(θ))− 〈∇M qu(ξq(θ)),∇M qu(ξq(θ))〉, Cqu(ξq(θ)) = −∇M qu(ξq(θ)). (2.21)
Then the processes γq(θ) = ηq(θ)h(ξq0,y(θ))J
q(θ), q = 1, 2, have stochastic differentials of the
form
dγqy(θ) =
[
1
2
[M qu ]
2∆h+ cquh
]
(ξq0,y(θ))η
q(θ)Jq(θ)dθ (2.22)
+[M qu∇h(ξq0,y(θ))ηq(θ)Jq(θ)dw(θ).
Proof. We apply the Ito formula to evaluate dγq(t)
dγq(θ) = d[ηq(θ)h(ξq(θ))J(θ)] = d[ηq(θ)]h(ξq(θ))Jq(θ) + ηq(θ)d[h(ξq(θ))]Jq(θ)
+ηq(θ)h(ξq(θ))dJq(θ) + d[ηq(θ)]d[h(ξq(θ))]Jq(θ)
+ηq(θ)d[h(ξq(θ))]dJq(θ) + d[ηq(θ)]h(ξq(θ))dJq(θ).
Taking into account the expressions for dξq(t), dηq(t) and dJq(t) from (2.7), (2.10) and (2.15)
we deduce
dγq(θ) = {c˜quh+
1
2
[M qu ]
2∆h + 〈Cqu,M q∇h〉+ 〈∇M qu ,M qu∇h〉}(ξ(θ))ηq(θ)Jq(θ)dθ
+〈Cqu, h∇M qu〉](ξq(θ))ηq(θ)Jq(θ)dθ + {Cquh +∇[M quh]}(ξq(θ))ηq(θ)Jq(θ)dw(θ).
Setting
Cqu(ξ(θ)) = −∇M qu(ξ(θ))
and
c˜qu(ξ(θ)) = c
q
u(ξ(θ)) + 〈∇M qu(ξ(θ)),∇M qu(ξ(θ))〉
we get
dγq(θ) =
[
cqu(ξ
q(θ))h(ξ(θ)) +
1
2
[M qu ]
2(ξq(θ))∆h(ξq(θ))
]
ηq(θ)Jq(θ)dθ
+M qu(ξ
q(θ))∇h(ξq(θ))ηq(θ)Jq(θ)dw(θ).
To conclude this section remind (see [15]) that given functions mq ∈ H1 we can define
random variables 〈ηq(t)mq ◦ ψq0,t, h〉 and prove that it has finite moments for mq ∈ H1 and
h ∈ H1 ∩ C∞0 = R. Hence 〈Kq0,t, h〉 = E〈ηq(t)mq ◦ ψq0,t, h〉 is a continuous linear functional
on R that yields Kqs,t ∈ H1 and Kqs,t = E[ηq(t)mq ◦ ψqs,t] is called a generalized expectation of
gq(t) = ηq(t)mq ◦ ψqs,t. Denote by U q(t)mq = E[ηq(t)mq ◦ ψ0,t]. It is a linear map from H1 into
itself, possessing the semigroup property U q(t)U q(s) = U q(s + t) for any s, t > 0. IOne can
easily verify this fact using stochastic flow properties.
〈U q(t)U q(s)mq, h〉 = E[〈U q(s)mq, ηq(t)h ◦ φqs,tJqs,s+t〉]
= E[〈mq, ηq(s)h ◦ φq0,sJ0,s〉|Gq=ηq(s+t)h◦φq
s,s+t
Jˆ
q
s,s+t
] = E[〈mq, (Gq ◦ φvs,s+t ◦ φqs,0)(Jqs,s+tJq0,s)〉]
= E[〈mq, Gq ◦ φqs+t,0Jˆq0,s+t〉] = 〈U q(t+ s)mq, h〉.
Due to evolution properties of multiplicative operator functionals we can check as well
that families U q0,tm
q = E[ηq(t)mq(t) ◦ ψ0,t], have the evolution property.
3 Stochastic counterpart of the Cauchy problem for a system with
cross-diffusion
Note that to obtain a closed system of stochastic equations which can be treated as a stochastic
counterpart of the system
∂uq
∂t
= ∆[uq[dq + dq1u
1 + dq2u
2]] + cquu
q, uq(0, x) = u0q(x), q = 1, 2. (3.1)
it is not enough to construct a stochastic representation of the solution to (3.1) itself since
coefficients of SDEs for ξˆq(θ) and ηˆq(θ) derived in the previous section depend on ∇uq. Hence
we need stochastic representations for spatial derivatives of uq(t, x). In the previous section it
was shown that we can associate with (3.1) a system of stochastic equations
dξ
q
0,y(θ) =M
q
u(ξ
q
0,y(θ))dw(θ), ξ
q
0,y(0) = y, (3.2)
dηq(θ) = c˜qu(ξ
q
0,y(θ))η
q(θ)dθ + Cqu(ξ
q
0,y(θ))η
q(θ)dw(θ), ηm(0) = 1, (3.3)
dξˆ
q
0,x(θ) = [M
q
u∇M qu ](ξˆq0,x(θ))dθ +M qu(ξˆq0,x(θ))dw˜(θ), ξˆ0,x(0) = x, (3.4)
dηˆq(θ) = c˜qu(ξˆ
q
0,x(θ))ηˆ
q(θ)dθ + Cqu(ξˆ
q
0,x(θ))(ηˆ
q(θ), dw(θ)), (3.5)
ηˆq(0) = 1, q = 1, 2,
uq(t, x) = E[ηˆq(t)uq0(ξˆ0,x(t))]. (3.6)
To make the system (3.4)-(3.6) closed we need an extra relation for the function vqi (t, x) =∇iuq(t, x), i = 1, . . . , d, since coefficients of (3.4) and (3.5) depend on ∇uq.
To derive this relation we need some additional speculations based on results from [12].
By formal differentiation of the system
∂uq
∂t
= ∆[uq(dq + dq1u
1 + dq2u
2)] + cquu
q, uq(0, x) = uq0(x), q = 1, 2. (3.7)
we get a PDE for vqi = ∇iuq
∂v
q
i
∂t
= ∆{vqi (dq + dq1u1 + dq2u2) + uq(dq1v1 + dq2v2)}+ uq∇icq(u) + cq(u)vqi , (3.8)
v
q
i (0, x) = ∇iuq0(x).
In a similar way from
∂hq
∂θ
+ (dq + dq1u
1 + dq2u
2)∆hq + cq(u)hq = 0, hq(t, y) = h(y), (3.9)
we get a PDE for gqi = ∇ihq
∂g
q
i
∂θ
+ ((dq + dq1u
1 + dq2u
2))∆gqi + (dq1v
1
i + dq2v
2
i )divg
q +∇icq(u)hq + cq(u)gqi = 0, (3.10)
g
q
i (0, y) = ∇ihq(y).
In addition note that we can construct a stochastic representation of the solution to
(3.9)-(3.10) in the form
Gq(θ, y) = E[βq(t)G0(ξ
q
θ,y(t))],
where G(t, y) =
(
hq(t, y)
∇hq(t, y)
)
and stochastic processes ξq(τ) and βqik(τ) satisfy SDEs
dξq(τ) =
√
2[dq + dq1u1(t, ξq(τ)) + dq2u2(t, ξq(τ))]dw(τ), ξ
q(θ) = y, 0 ≤ θ ≤ τ ≤ t,
dβq(τ) = nqu(ξ(t))β
q(τ)dτ +N qu(ξ(τ))β
q(τ)dw(τ).
Here
βq(τ) =
(
betaq(τ) 0
∇βq(τ) βq(τ)
)
, nqu =
(
cqu 0∇cqu cqu
)
, Nmu =
(
0 0
0 [dq1v
1+dq2v2]δ√
2(dq+dq1u1+dq2u2)
)
where δ is the Kronecker delta. Thus for G0(y) = G
q(0, y) =
(
hq(y)
∇hq(y)
)
we get
Gq(θ, y) = E
[(
βq(t) 0
∇ηq(t) βq(t)
)(
h(ξqθ,y(t))
∇h(ξqθ,y(t))
)]
=
(
E[βq(t)h(ξqθ,y(t))]
E[∇βq(t)h(ξqθ,y(t)) + βq(t)∇h(ξqθ,y(t))]
)
.
To deduce the stochastic representation for the function gqj = ∇jhq we note that given the
PDE system (3.9)-(3.10) we can derive its stochastic representation as follows. Let us rewrite
the system (3.7),(3.8) in the form
∂
∂t
(
uq
vq
)
= Zq
(
uq
vq
)
, q = 1, 2. (3.11)
where
Zq
(
uq
vq
)
= ∆
[(
dq + dq1u
1 + dq2u
2 0
dq1v
1 + dq2v
2 dq + dq1u
1 + dq2u
2
)(
uq
vq
)]
+
(
c
q
11 0
c
q
21 c
q
22
)(
uq
vq
)
.
Consider as well a dual system derived from (3.11) as follows. Integrate over Rd a product
of (3.11) and vector test functions (h, g)∗, where gj = ∇jh, j = 1, . . . , d. As a result we obtain
a system of the form 〈〈(
uq
vq
) [
∂
∂t
(
hq
gq
)
+Qq
(
hq
gq
)]〉〉
= 0, (3.12)
where
Qq
(
h
g
)
=
(
dq + dq1u
1 + dq2u
2 0
dq1v
1 + dq2v
2 dq + dq1u
1 + dq2u
2
)
∆
(
hq
gq
)
+
(
c
q
11 0
c
q
21 c
q
22
)(
hq
gq
)
.
Here and below we denote by〈〈(
u
vi
)(
h
gi
)〉〉
=
( ∫
Rd u(x)h(x)dx∫
Rd vi(x)gi(x)dx
)
.
In the sequel we take into account the relation [dq1v
1 + dq2v
2]∆h = [dq1v
1 + dq2v
2]divg that
allows to construct a proper stochastic representation of the backward Cauchy problem
∂
∂θ
(
hq
gq
)
+Qq
(
hq
gq
)
= 0,
(
hq(t)
gq(t)
)
=
(
h
q
0
g
q
0
)
, 0 ≤ θ ≤ t (3.13)
based on results of [14].
To this end along with (3.2) we consider a stochastic equation of the form
dβq(θ) = [c˜q]∗(ξq(θ))βq(θ)dθ + [C˜q]∗(ξq(θ))(βq(θ), dw(θ)), βq(s) = βq (3.14)
with respect to the two component process βq(θ) =
(
β
q
1(θ)
β
q
2(θ)
)
with coefficients c˜q and Cq to be
chosen below. Let β¯q(θ) maps βq to βq(θ), that is
β¯q(θ) =
(
β¯
q
11(θ) 0
β¯
q
21(θ) β¯
q
22(θ)
)
.
Define a stochastic test function
κq(θ) =
(
κ
q
1(θ)
κ
q
2(θ)
)
=
(
β¯
q
11(θ) 0
β¯
q
12(θ) β¯
q
22(θ)
)(
hq(ξq(θ))
gq(ξq(θ))
)
Jq(θ), (3.15)
where Jq(θ) is a Jacobian of the stochastic transformation y → ξqs,y(θ). The stochastic differ-
ential of the process κq(θ) has the form dκq(θ) =
(
dκ
q
1(θ)
dκ
q
2(θ)
)
with
dκ
q
1(θ) = [c˜
q
11h
q +
1
2
[M qu ]
2∆hq + 〈Cq11, [M qu∇hq +∇M quhq](ξ(θ))〉βq11(θ)Jq(θ)]dθ
+〈M qu∇hq(ξ(θ)),∇M qu〉βq11(θ)Jq(θ)dθ + 〈N q1 (ξ(θ)), dw(θ)〉,
dκ
iq
2 (θ) =
[
[c˜q21h
q +M qu∇M qudivgq](ξq(θ))βiq21(θ)
]
Jq(θ)dθ
+
[
β
q
22(θ)[c˜22g
q
i (ξ
q(θ)) +
1
2
[M qu ]
2∆gqi (ξ
q(θ))
]
Jq(θ)dθ
+{Cq21βiq21(θ)[M qu∇hq(ξq(θ)) +∇M quhq(ξ(θ))] + Cq22β22(θ)[M qu∇gqi + gqi∇M qu ](ξ(θ))
+βiq21(θ)M
q
u〈∇hq,∇M qu〉(ξq(θ)) + βq22(θ)M qu〈∇gi,∇M qu〉(ξq(θ))}Jq(θ)dθ
+〈[N21(ξq(θ))βiq21(θ) +N iq22(ξq(θ))βq22(θ)], dw(θ)〉Jq(θ).
Let us specify coefficients c˜q and Cq. As it was done in the previous section we choose
C
q
11 = −∇M qu , c˜q11 = cmu + ‖∇M qu‖2. (3.16)
Next we choose
C
q
21 = −∇M qu , Cm22 =
(dq1v
1 + dq2v
2)δ
M
q
u
−∇M qu , (3.17)
[c˜q21]i = ∇icqu + ‖∇M qu‖2, c˜q22 = cqu + ‖∇M qu‖2. (3.18)
We do not specify for the moment N q1 and N
q
2 since they do not take part in the probabilistic
representation of uq and vq.
Next we proceed as in the previous section. Denote by βˆq(θ) the time reversal of the
process β¯q(θ). To get a closed counterpart of the system (1.1) in addition to theorem 1 we state
the following assertion.
Theorem 3.1.Under assumptions of theorem 1 both the functions uq(t, x) admit stochastic
representations (3.10) and functions vqj = ∇juq admit stochastic representations
(
uq(t, x)
∇iuq(t, x)
)
= E
[(
βˆ
q
11(t) 0
βˆ
q
21(t) βˆ
q
22(θ)
)(
u
q
0(ξˆ
q
0,x(t))
v
q
i (ξˆ
q
0,x(t))
)]
. (3.19)
Proof. To verify the last assertion of the theorem we note that we have the following
matrix relations 〈〈∫ t
0
(
u
q
0
v
q
i0
)(
dκ
q
1(θ)
dκ
q
2(θ)
)〉〉
=
〈〈(
u
q
0
v
q
i0
)(
dκ
q
1(t)
dκ
q
2(t)
)〉〉
(3.20)
−
〈〈(
u
q
0
v
q
i0
)(
dκ
q
1(0)
dκ
q
2(0)
)〉〉
.
At the other hand from (3.15) we deduce
E
[〈〈∫ t
0
(
u
q
0
v
q
i0
)(
dκ1(θ)
dκ2(θ)
)〉〉]
(3.21)
= E
[∫ t
0
〈〈(
u
q
0
v
q
i0
)
d
[(
βm11(θ) 0
β
q
21(θ) β
q
22(θ)
)(
hq(ξq0,·(θ))
gq(ξq0,·(θ))
)
Jq(θ)
]〉〉]
= E
[∫ t
0
〈〈(
u
q
0
v
q
i0
)(
β
q
11(θ) 0
β
q
21(θ) β
q
22(θ)
)
Qq
(
hq(ξq0,·(θ)
gq(ξq0,·(θ))
)
Jq(θ)
〉〉
dθ
]
.
By the change of variables ξ0,y(θ) = x applying stochastic Fubini theorem we get
E
[〈〈∫ t
0
(
u
q
0
v
q
i0
)
,
(
dκ1(θ)
dκ2(θ)
)〉〉]
(3.22)
= E
[∫ t
0
〈〈(
βˆ
q
11(θ) 0
βˆ
q
21(θ) βˆ
q
22(θ)
)(
u
q
0(ξˆ
q
0,·(θ))
v
q
i0(ξˆ
q
0,·(θ))
)
Qq
(
hq
gq
)〉〉
dθ
]
=
∫ t
0
〈〈
E
[(
βˆ
q
11(θ) 0
βˆ
q
21(θ) βˆ
q
22(θ)
)(
u
q
0(ξˆ
q
0,·(θ))
v
q
i0(ξˆ
q
0,·(θ))
)]
Qm
(
hq
gq
)〉〉
dθ
=
∫ t
0
〈〈
ZqE
[(
βˆ
q
11(θ) 0
βˆ
q
21(θ) βˆ
q
22(θ)
)(
u
q
0(ξˆ0,·(θ))
v
q
i0(ξˆ0,·(θ))
)](
hq
gq
)〉〉
dθ.
Hence we derive that the functions(
λq(t, x)
∇λq(t, x)
)
= E
[(
βˆ
q
11(θ) 0
βˆ
q
21(θ) βˆ
q
22(θ)
)(
u
q
0(ξˆ
q
0,x(θ))
v
q
i0(ξˆ0,x(θ))
)]
satisfy integral identities〈〈(
λq(t)
∇λq(t)
)(
hq
gq
)〉〉
−
〈〈(
λq(0)
∇λq(0)
)(
hq
gq
)〉〉
=
〈〈
Qq
(
λq(t)
∇λq(t)
)(
hq
gq
)〉〉
which results due to the assumed uniqueness of a solution to (1.1) that(
λq(t, x)
∇λq(t, x)
)
=
(
uq(t, x)
∇uq(t, x)
)
and hence (
uq(t, x)
∇uq(t, x)
)
= E
[(
βˆ
q
11(t) 0
βˆ
q
21(t) βˆ
q
22(t)
)(
u
q
0(ξˆ0,x(t))
v
q
i0(ξˆ
q
0,x(t))
)]
.
As a result we deduce from the last equality that (3.14) holds and in addition
∇uqi (t, x) = E[ζˆ21(t)uq0(ξˆ0,x(t)) + ζˆm22(t)vqi0(ξˆq0,x(t))].
Remark. We have proved that under a priori assumption about existence of a unique
regular solution of the Cauchy problem (1.1) there exists a stochastic representation of this
solution and moreover we derive a closed system of stochastic equations that can be considered
separately without any reference to this a priori assumption. To be more precise we have shown
that the system (3.4), (3.14) and (3.18) with coefficients given by (3.15) – (3.17) is a closed
stochastic system which can be considered independently of (1.1).
At the next step starting with the system (3.4), (3.14) and (3.19) which can be rewritten
in the form
dξˆ
q
0,x(θ) = [M
q
u∇M qu ](ξˆq0,x(θ))dθ +M qu(ξˆq0,x(θ))dw˜(θ), ξˆ0,x(0) = x,
dβˆq(θ) = c˜qu(ξˆ
q(θ))βˆq(θ)dθ + Cqu(ξˆ
q(θ)βˆq(θ)dw(θ), βˆq(0) = I
with coefficients c˜q, Cq given by (3.16)– (3.18) and
(
uq(t, x)
∇uq(t, x)
)
= E
[(
βˆ
q
11(θ) 0
βˆ
q
21(θ) ζˆ
q
22(θ)
)(
u
q
0(ξˆ
q
0,x(θ))
v
q
0(ξˆ
q
0,x(θ))
)]
we will formulate conditions to ensure that the functions uq(t, x) defined by the last relation
exist and give the required generalized solution of the problem (1.2), (1.3). This will be done
in a forthcoming paper.
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