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4, is the eth partial recursive function; I(e) = {n 1 4, = 4,). An effective choice function is a 
partial recursive functional h wth dam(h) E B(w) such that h(A) E A whenever h(A) is defined. 
THEOREM: If h( A) is defined for all infinite A E w, then { h(Z(e)) 1 e E o} is strongly effectively 
immune. This result may be generalized to functionals H such that, for all A E dam(H), H(A) is 
a finite subset of A. 0 1986 Academic Press, Inc. 
It is well known that (see, e.g. [ 1, Theorem 1; or 3, Lemma 4]), if one selects, for 
each partial recursive function 4,, the least number n such that q5n = $,, one obtains 
an immune set of natural numbers. John Case has shown (unpublished) that this 
set is actually strongly effectively immune (see definition below). In Section 1 we 
extend Case’s result to an arbitrary effective choice function defined on all infinite 
sets of natural numbers. Selecting the least element of a set is merely the simplest 
example of such a choice function. In Section 2 we prove a generalization of which 
Blum’s classical result on size measures [ 1, Theorem 1 ] is a corollary. 
1 
Let w be the set of natural numbers. A set Z E w is strongly effectively immune if 
Z is infinite and there exists a recursive function f such that 
ran(q5,) G Z -+ max(ran(q5,)) <f(x) for all x E w. By an effective choice function we 
mean a partial recursive functional h with dom(h)cB(w) such that SEA 
whenever h(A) is defined. When we say h is partial recursive we mean that, for 
some finite set of instructions E, the computation of h(A) is based on E and finitely 
much information about the membership pattern of A (see Rogers [4, p. 3583). A 
good example of an h defined on all infinite subsets of w would be: h(A) is the kth 
smallest element of A, where k is the smallest element of A. 
THEOREM 1. Let h be an effective choice function whose domain includes all 
infinite subsets of 0. Then Z is strongly effectively immune, where 
Z= (h(Z(n)) ) n E w}. 
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We break the proof into two parts. First we show that for each now we can 
compute a finite set F(n) of natural numbers such that h(Z(n)) eF(n). Then we 
prove a general lemma that enables us to conclude that 2 is strongly effectively 
immune. 
Given n E w choose indices n(0) = n, n( 1) > n(O), n(2) > n( l), n(3) > n(2),... such 
that 4”(i) = 4” for all i > 0. This can be done by adding more and more “padding” to 
the set of instructions coded by n. Let T be the finite-branching tree of all finite 
binary strings c such that o(n(i)) = 1 for all n(i) d length(a) and the instructions for 
h diverge (produce no answer) when provided only with the following information 
about a set A: a(k)= 1 --+~EA, a(k)=O-,k#A. 
Suppose T were infinite. Then, by Konig’s infinity lemma (any finite-branching 
infinite tree has an infinite path, [2, p. 120]), T has an infinite path 
a(O)ca(l)ca(2)c ..*. Let A = {k ( @i)(a(i)(k) = l)}. The path contains all infor- 
mation about A; therefore, h(A) is undefined. However, for each i there exists a j 
such that o(j)(n(i)) = 1, which implies that A is infinite. So h(A) is defined, a con- 
tradiction. Hence T is finite. 
So, for some natural number k, every string (T in T has length less than k. This 
means that, if A c (0, I,..., k} and n(i) E A for all i with n(i) d k, then h(A) is defined 
and the only information needed in the computation of h(A) is the membership pat- 
tern of A up to k. That is, h(a) is defined for all strings cr of length k with 
a(n(i)) = 1 for n(i) 6 k, where h is the partial recursive function computed by the 
same set of instructions E as h, but instead of being given the entire membership 
pattern of a set A, it is only given an initial segment of such a pattern. 
We know k exists; using an obvious search procedure we look for a number m 
such that h(o) is defined for all (r of length m satisfying o(n(i)) = 1 for n(i) < m. Let 
h(n) be the first such number we find; it may or may not be the least such. Set 
F(n) = {h(o) 1 length(o) = b(n) and (Vi)(n(i) <b(n) + a(n(i)) = l)}. 
Clearly, h(Z(n)) E F(n). 
LEMMA. Let Y be an infinite subset of CO. Suppose there exists a recursive function 
g such that max(Z(x) n Y) <g(x) for all x E CO. Then Y is strongly effectively immune. 
Proof Let x E o. For each z E o, let 
/ 
4,(y) if the computation of q5,( y) 
i,?(Y) = takes z steps or less 
undefined, otherwise. 
Let h be a recursive function such that 
if (t, y) is the smallest 
pair such that q5,,,( y) > g(u) 
the empty function, if no such pair exists, 
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By the fixed-point theorem of recursion theory ([4, p. 180]), there exists a num- 
ber u such that 4, = $hCvj. Let f(x) = g(u). 
Now suppose ran(#,)s Y and ran(4,) contains a number bigger than f(x), 
Then, for some least pair (z, y), we will have Q),,,(y) > g(v). Therefore, c$” = dhCvj = 
4bx,cvj = 4bxcrj. So 4,(y) E 4~) n Y yet d,Ay) > g(u), a contradiction. 
The theorem follows directly from the lemma by setting g(x) = max(F(x)). 
One can easily construct an example of effective choice functions h such that 
h(Z(n)) is defined for all n, but {h(Z(n)) 1 n E w } is not immune. One such is given by 
the following algorithm, which converges unless 0 $ A and A E Z(0). 
Does 0 E A? If YES, set h(A) = 0. If NO, look for x, y, z such that x E A and 
c$,( v) = z. If such a triple is found, let g(z) be a canonical index for the constant 
function whose value is always z. 
Does g(z) E A? If YES, set h(A) = g(z). If NO, set h(A) equal to the smallest 
element of A. 
Then h(Z(e)) is defined for all e, and if 4, is the constant function whose value is 
always z, h(Z(e)) =g(z). Hence run(g) E {h(Z(e)) 1 LEO}. 
2 
Let D(i) be the ith finite subset of w in some standard enumeration of all finite 
subset of o (e.g., we could define D(i) by the equation i = C (2’ 1 j E D(i) ) ). A size 
measure [ 1, p. 3581 is a function s from o into o for which there exists a recursive 
function q such that, for all n E o, {m 1 s(m) = n} = D(q(n)). So, for each n, there are 
only finitely many programs of size n and we know exactly what these programs 
are. We cannot derive Blum’s result on size measures [ 1, Theorem 1 ] directly from 
our Theorem 1. We need to generalize it to choice functions H which, given any 
infinite set A s o, select a finite subset of A rather than a single element. Notice that 
we do not require H(A) to be nonempty. 
THEOREM 2. Let H be a partial recursive functional with dam(H) & 9(o) such 
that, for all A E dam(H), <H(A) is a finite subset of A. Suppose the domain of H 
includes all infinite subsets of w. Then there exists a recursive function p such that, for 
all n E co, H(Z(n)) G D(p(n)). 
Proof. Given n, we must find a finite set F(n) such that H(Z(n)) &F(n). We 
proceed exactly as in the proof of Theorem 1, with H in place of h. The only change 
is in the definition of F(n). We now define 
F(n) = u (H(o) 1 length(a) = b(n) and (Vi)(n(i) <b(n) + a(n(i)) = l)}, 
and we define p by the condition F(n) = D(p(n)). 
COROLLARY 1. Lt H be as in Theorem 2 and set Z = u { H(Z(e)) 1 e E CO}. Then, if 
Z is infinite, Z is strongly effectively immune. 
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ProoJ Let g(x) = max D((p(x)) and apply the Lemma of Section 1. 
COROLLARY 2. Let H be as in Theorem 2 and suppose 8 is a recursive function 
whose range is infinite. Then one can find j uniformly in H and 8 such that 
e(j) 4 W(W))). 
Proof. Let p be as in the conclusion of Theorem 2 and set E’(n) = D(p(n)). For 
any n let t(n) be @u(n)) where u(n) is the least k such that B(k) # F(n). By the lixed- 
point theorem of recursion theory 14, p. 1803, there exists a number m, effectively 
computable from indices for H and 8, such that d,(,,=d,. Let j= u(m). Then 
e(j) = B(u(m)) # F(m), and since Z(O(j)) = Z(B(u(m))) = Z(t(m)) = Z(m), H(Z(e(j))) = 
H(Z(m)). So, since H(Z(m)) E F(m), e(j) $ H(Z(8( j))). 
From Corollary 2 we get 
COROLLARY 3 (Blum [ 1, Theorem 1 I). Let s be a size measure. Let 0 be any 
recursive function with infinite range and let $ be any recursive function. Then there 
exists jgw uniform in 8, $ such that, for some ic Z(O(j)), $(s(i)) < s(e(j)). 
Proof: We may assume that $ is monotone increasing, otherwise, replace it by 
any recursive function which dominates it and is monotone increasing. For any 
AECO, A ~0, define H(A)= ( XEA 1 (Vy~E)(s(x)< $(s(y)))}. It is not hard to 
show H(A) may be effectively computed from A. This uses the assumption A # 0, 
since we need to compute min {$(s(x)) 1 x E A }. We are then done, by Corollary 2. 
Blum gets a little stronger result; namely, i can also be found uniformly in 8 and 
$. The reason we must pay this price not entirely clear, but it seems to stem from 
our desire to have the function H(Z(n)) depend only on Z(n). 
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