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Precompactness theorem for compact Heisenberg
manifolds with sub-Riemannian metrics and the
Gromov–Hausdorff topology
Kenshiro Tashiro
Abstract
In this paper, we introduce two notions. One is the moduli space of
compact Heisenberg manifolds with left-invariant sub-Riemannian metrics
of various rank. It is an analogy of the moduli space of flat tori. The other
is a new volume form on the Heisenberg Lie group, which is continuous
under the topology of the moduli space.
In this setting, we show a variation of Mahler’s compactness theorem
for compact Heisenberg manifolds, that is, a subspace of the moduli space
is precompact in a canonical topology of the moduli space if the volumes
and the systoles are uniformly bounded. Moreover we show that that
canonical topology corresponds to the Gromov–Hausdorff topology.
1 Introduction
In the study of the Gromov–Hausdorff space, one fundamental work is a
characterization of (pre)compact subsets. The starting point is the following
Gromov’s precompactness theorem given in [10]. LetM(n,C,D) be the space of
compact n-dimensional Riemannian manifolds such that every element satisfies
Ric ≥ C and diam ≤ D for some C ∈ R and D > 0. Then M(n,C,D) is
precompact.
In subsequent researches, one has established synthetic notions of Ricci cur-
vature bound in terms of metric measure spaces. Typical works are Lott–
Villani and Sturm’s construction of CD(K,N)-space, and Ohta’s construction
of MCP (K,N)-space, see [13], [19], [20] and [15]. It is well known that those
spaces are compact in the Gromov–Hausdorff topology.
Sub-Riemannian manifolds gave many interesting examples on this theme.
In [11], Juilet showed that the (2n+ 1)-dimensional Heisenberg group endowed
with a left-invariant sub-Riemannian distance is not contained in CD(K,N) for
any K ≥ 0 and N ∈ (0,∞), but contained in MCP (0, 2n+ 3). His scheme has
been applied to many classes of Carnot groups to show the propertyMCP (0, N)
with finite N > 0 in [16], [17] and [3].
These researches lead us to study which subset, containing nilpotent Lie
1
groups or compact nilmanifolds, is compact. For this problem, we start from
the easiest case, compact Heisenberg manifolds. Namely let Hn be the (2n+1)-
Heisenberg Lie group, and Γ a uniform lattice in Hn. the quatient space Γ\Hn
is called a compact Heisenberg manifold. One says that a geodesic metric on
Γ\Hn is left invariant if the pullback metric on Hn is left invariant.
The main result of this paper is an analogy of Mahler’s compactness theorem
for compact Heisenberg manifolds.
Theorem 1.1 (Main Theorem). Let A be a set of compact Heisenberg manifolds
endowed with sub-Riemannian metrics of corank 0 and 1 such that
• there is v > 0 such that the minimal volumes (see Definition 5.4) of any
compact Heisenberg manifolds, are bounded above by v uniformly in A,
and
• there is s > 0 such that the systoles of any compact Heisenberg manifolds
are bounded below by s uniformly in A.
Then A is precompact under the Gromov–Hausdorff topology.
This is a variation of Mahler’s compactness theorem of [14]. He showed that
if a subset of the moduli space of flat tori has a upper bound of the volume and
a lower bound of the systole, then that space is precompact.
Remark 1.1. For compact Riemannian Heisenberg manifolds, an analogy of
Mahler’s compactness theorem is proved by Boldt in [5].
The outline of this paper is as follows.
In Section 2, we recall the moduli space and Mahler’s compactness theorem
for flat tori.
In Section 3, we introduce the moduli space of compact Heisenberg manifolds
with left invariant sub-Riemannian metrics of various rank. Our basic idea is
the construction of the moduli space of flat tori in Section 3. Main tool is the
characterizarion of isometry class of compact nilmanifolds established by Gordon
and Wilson in [7], and the affineness of isometries of nilpotent Lie groups given
by Kivioja and Le Donne in [12].
In Section 4, we recall the Riemannian geodesics and normal trajectories on
the Heisenberg Lie group in a form suitable for our setting. We use Eberlein’s
calculation for Riemannian case, and Agrachev–Barilari–Boscain’s one for sub-
Riemannian case (cf. [6] and [2] respectively).
In Section 5, we introduce the minimal volume form on the Heisenberg Lie
group. In sub-Riemannian geometry, establishing a canonical volume with re-
spect to its sub-Riemannian structure is one important problem. One already
has a natural volume form, called Popp’s volume, which is defined for every
equiregular sub-Riemannian manifold. However we also know that if a se-
quence of Riemannian manifolds converges to a sub-Riemmanian manifold in
the Gromov–Hausdorff topology, then its Riemannian volume diverges, although
the limit space has a finite Popp’s volume. That is why we try to introduce an
appropriate volume form which is continuous in the moduli space.
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In Section 6, we give the proof of a variation of Mahler’s compactness theo-
rem for compact Heisenberg manifolds. Our idea is based on Boldt’s technique
in [5] which was applied to Riemannian case.
In Section 7, we show that the topology of our moduli space, given in Sec-
tion 3, corresponds to the Gromov–Hausdorff topology. Our proof uses a specific
computation of length minimizing paths on Heisenberg Lie group given in Sec-
tion 4 and the Mahler type theorem in Section 6.
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2 Moduli space and Mahler’s compactness the-
orem for flat tori
In this section, we recall the moduli space of flat tori and Mahler’s compact-
ness theorem.
Let {e1, . . . , en} be the canonical basis of Rn, and 〈·, ·〉0 be the inner product
on Rn with respect to that basis. We identify A ∈ GLn(R) to the uniform lattice
AZn. It is easy to show that A,B ∈ GLn(R) induce the same lattice if and only
if there is Z ∈ GLn(Z) such that AZ = B. Let (AZn\Rn, gA) be the flat torus
such that the natural projection (Rn, 〈·, ·〉0) → (AZn\Rn, gA) is a Riemannian
covering map. Then (AZn\Rn, gA) is isometric to (BZn\Rn, gB) if and only if
there is R ∈ O(n) such that RA = B. Now the moduli space of flat tori is given
as follows.
Definition 2.1 (See [23]). The isometry classes of n-dimensional flat tori is
parametrized by
M(Tn) = O(n)\GLn(R)/GLn(Z). (1)
We call this double coset space the moduli space of n-dimensional flat tori.
It is well known that there is a one-to-one correspondance between double
coset spaces O(n)\GLn(R)/GLn(Z) and GLn(Z)\GLn(R)/O(n) via the map-
ping O(n)xGLn(Z) 7→ GLn(Z)x−1O(n). This dual space has the following
geometric description.
We identify A ∈ GLn(R) to the inner product 〈·, ·〉A on Rn such that the
orthonormal basis is {Ae1, . . . , Aen}. For two matrices A,B ∈ GLn(R), the
inner product 〈·, ·〉A coincides with 〈·, ·〉B if and only if there is R ∈ O(n) such
that AR = B. In other words, GLn(R)/O(n) is the space of inner products on
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n. Let gA be the flat metric on T
n = Zn\Rn such that the natural projection
(Rn, 〈·, ·〉A)→ (Tn, gA) is a Riemannian covering. Then (Tn, gA) is isometric to
(Tn, gB) if and only if there is Z ∈ GLn(Z) such that Z∗〈·, ·〉A = 〈·, ·〉B. In the
terminology of matrices, it is equivalent to become ZA = B. Thus the following
definition is also valid to describe isometry classes of flat tori.
Definition 2.2. The isometry classes of n-dimensional flat tori is parametrized
by the double coset space
Mˆ(Tn) = GLn(Z)\GLn(R)/GLn(Z). (2)
We call it the dual moduli space of n-dimensional flat tori.
We endow M(Tn) and Mˆ(Tn) the quatient topology of GLn(R) ⊂ Rn2 .
Notice that the canonical bijection gives a homeomorphism between them.
Let us pass to explain the Mahler’s compactness theorem. The original
statement is the following.
Theorem 2.1. Let A ⊂M(Tn) be a subset such that
1. there is v > 0 such that for all A ∈ A,
| det(A)| < v,
2. there is s > 0 such that for all A ∈ A,
inf {‖Az‖0 | z ∈ Zn} > s,
where ‖ · ‖0 is the Euclidean norm.
Then A is precompact.
The first condition implies that the full volume of the flat torus (AZn\Rn, gA)
is bounded above by v. The second condition reads that the systole of the torus
is bounded below by s.
From the idenification map M(Tn)→ Mˆ(Tn), we also have the dual state-
ment.
Theorem 2.2. Let Aˆ ⊂ Mˆ(Tn) be a subset such that
1. There is v > 0 such that for all A ∈ Aˆ,
| det(A)|−1 = | det(A−1)| < v,
2. there is s > 0 such that for all A ∈ Aˆ,
inf {‖z‖A | z ∈ Zn} > s.
Then A is precompact.
Since the Riemannian volume form is given as det
(
tA−1
)
dx1∧· · ·∧dxn, the first
inequality gives a bound of the full volume. The second condition also implies
a lower bound of the systole.
4
3 The moduli space of compact nilmanifolds with
left invatiant sub-Riemannian metrics
At the first part of this section, we give a parametrization of a fixed compact
nilmanifold endowed with left invariant sub-Riemannian metrics of various rank.
Secondly we compute a specific parametrization of the moduli space for compact
Heisenberg manifolds.
3.1 On compact nilmanifolds
Let N be a simply conneced nilpotent Lie group, n the associated Lie alge-
bra, and Γ a lattice in N . We shall construct the moduli space of a compact
nilmanifold endowed with any left invariant sub-Riemannian metrics. The idea
is based on the dual moduli space of flat tori defined in Definition 2.2.
First of all, we recall the classification of compact Riemannian nilmanifolds
given by Gordon and Wilson in [8].
Theorem 3.1 (Theorem 5.4 in [8]). Let Stab(Γ) = {Φ ∈ Aut(N) | Φ(Γ) = Γ}
and Inn(N) denotes the group of inner automorphisms of N . Let g˜1 and g˜2 be
left invariant Riemannian metrics on N and g1 and g2 the induced metrics on
Γ\N . Then (Γ\N, g1) is isometric to (Γ\N, g2) if and only if g˜1 = Φ∗g˜2 for
some Φ ∈ Inn(N) · Stab(Γ).
The most important fact used in the proof of Theorem 3.1 is the affineness
of isometries among nilpotent Lie groups. Here we say that an isometry of
Lie group is affine if it is a composition of a left translation and a Lie group
homomorphism. It is well known that every isometry of nilpotent Lie group
endowed with a left invariant Riemannian metric is affine in [22]. This result is
generalized to a broad class left invariant metrics as follows.
Theorem 3.2 (Theorem 2 in [12]). Let (Ni, di) (i = 1, 2) be pairs of connected
nilpotent Lie groups and left-invariant metrics which induce manifold topology.
Then every isometry from (N1, d1) to (N2, d2) is affine
Theorem 3.2 gives the following classification of compact sub-Riemannian
nilmanifolds in the same way to Theorem 3.1.
Theorem 3.3 (cf. Theorem 5.4 in [8]). Let (Γ\N,Ei, gi) be compact nilmani-
folds endowed with left invariant sub-Riemannian metrics. Then (Γ\N,E1, g1)
is isometric to (Γ\N,E2, g2) if and only if there is Φ ∈ Inn(N) · Stab(Γ) such
that
• Φ−1∗ (V1) = V2,
• Φ∗(g˜1) = g˜2,
where Vi is the fiber of Ei at Γe, and g˜i is the lift of gi to the universal cover
N .
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We are ready to define the moduli space of compact nilmanifolds Γ\N
with any left invariant sub-Riemannian metrics. Fix a basis {Xi}i=1,...,n of
TΓe(Γ\N) ≃ n, and set 〈·, ·〉0 to be the canonical inner product on n with re-
spect to the basis {X1, . . . , Xn}.
Let Xk = {A ∈M(n) | KerA = Span {Xi1 , . . . , Xik}}. We will identify A ∈
Xk to the inner product 〈·, ·〉A on n such that an orthonormal basis of 〈·, ·〉A is
{AX1, . . . , AXn}. Thus (ImA, 〈·, ·〉A) determines a sub-Riemannian structure
of corank k on Γ\N .
Let Yk ⊂ Xk be the subset of bracket generating distributions. It is easy to
see that Yk is non-empty only if k ≥ r = dimN/[N,N ]. Two matrices A and
B ∈ Yk determine the same distribution if and only if ImA = ImB. Moreover
A and B determine the same inner product if and only if there is R ∈ O(n) such
that AR = B. In fact, if 〈·, ·〉A = 〈·, ·〉B , then for u, v ∈ (KerA)⊥
〈u, v〉0 = 〈Au,Av〉A = 〈Au,Av〉B = 〈(B|KerB⊥)−1Au, (B|KerB⊥)−1Av〉0.
Thus we have the orthogonal matrix R such that
R|(KerA)⊥ = (B|(KerB)⊥)−1A|(KerA)⊥ , R(KerA) = KerB.
This implies the equality BR = A. The converse is trivial.
The above argument says that the set of equivalence classes
⋃Yk/O(n) is
the space of sub-Riemannian metrics on Γ\N .
We have given a condition for two sub-Riemannian nilmanifolds being iso-
metric in Theorem 3.3, hence we can classify the isometry classes as follows.
Definition 3.1. The isometry classes of nilmanifolds with left invariant sub-
Riemannian metrics of various rank is parametrized by
M(Γ\N) = (Inn(N) · Stab(Γ))∗ \
⋃
Yk/O(n).
3.2 The moduli space of compact Heisenberg manifolds
Let Hn be the (2n + 1)-dimensional Heisenberg Lie group, hn the associ-
ated Lie algebra, and {X1, . . . , X2n, Z} be a canonical basis of hn such that
[Xi, Xi+n] = Z for each i = 1, . . . , n and the other brackets equal zero. In this
section, we give a specific computation of the moduli space of compact Heisen-
berg manifolds, which was completed by Gordon and Wilson for Riemannian
case in [7].
Let Dn be the set of n-tuples of integers r = (r1, . . . , rn) such that ri | ri+1
for all i = 1, . . . , n. For each r ∈ Dn, let r˜ be the (2n + 1)-tuple of integers
given by {
r˜i = ri for 1 ≤ i ≤ n,
r˜i = 1 for n+ 1 ≤ i ≤ 2n+ 1.
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For r ∈ Dn, let Γr < Hn be a subgroup defined by
Γr = 〈r˜1 exp(X1), . . . , r˜2n exp(X2n), r˜2n+1 exp(Z)〉.
This gives a characterization of lattices in the Heisenberg Lie group.
Theorem 3.4 (Theorem 2.4 in [7]). Any uniform lattice Γ < Hn is isomorphic
to Γr for some r ∈ Dn.
Moreover, Γr is isomorphic to Γs if and only if r = s.
Fix a lattice Γr. The following canonical matrix form is useful for analysis
on the Heisenberg Lie groups.
Lemma 3.1. For A ∈ Y0 ∪Y1, there is R ∈ O(2n+1) and P ∈ Inn(Hn)∗ such
that
PAR =
(
A˜ O
O ρA
)
, (3)
where A˜ is a 2n× 2n invertible matrix and ρA ∈ R.
Moreover, let P ′ ∈ Inn(Hn)∗ and R′ ∈ O(2n + 1) be other matrices such
that (3) hold. Then they satisfy
• R′ = R
(
R˜ O
O ±1
)
for some R˜ ∈ O(2n),
• P ′ = P .
Proof. By multiplicating an appropriate orthogonal group R ∈ O(2n + 1), we
can assume that AR sends Z to the Z-axix. It implies that the (2n+ 1)-row of
AR is t
(
0 · · · 0 ρA
)
for some ρA ∈ R. Then we can write AR as
AR =
(
A˜ O
~a ρA
)
(4)
with some A˜ ∈ GL2n(R) and ~a ∈ R2n.
Let x = exp(
∑2n
i=1 xiXi + zZ) ∈ Hn. We have the matrix representation of
the differential of the inner automorphism Px = (ix)∗ by
Px =
(
I2n O
x˜ 1
)
,
where x˜ = (−xn+1, . . . ,−x2n, x1, . . . , xn) and I2n is the identity matrix.
With this terminology, we can write the matrix PxAR as
PxAR =
(
A˜ O
~a+ x˜A˜ ρA
)
.
Since A˜ is invertible, we can take a unique x˜ such that ~a+ x˜A˜ = 0.
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Next we will prove the uniqueness of those matrices. Let R′ ∈ O(2n+ 1) be
another matrix such that
AR′ =
(
A˜′ O
~a′ ρ′A
)
.
We will write
A =
 ~a1...
~a2n+1
 , R = (~r1 · · · ~r2n+1) , R′ = (~r′1 · · · ~r′2n+1) .
From the definition of R and R′, we have
~ai · ~r2n+1 = ~ai · ~r′2n+1 = 0 for 1 ≤ i ≤ 2n,
~a2n+1 · ~r2n+1 = ρA,
~a2n+1 · ~r′2n+1 = ρ′A
.
The first equality implies that two vectors ~r2n+1 and ~r′2n+1 are unit vectors
vertical to the plane spanned by ~a1, . . . ,~a2n. Hence we have ~r2n+1 = ±~r′2n+1
and ρA = ±ρ′A.
It is well known that {~r1, . . . , ~r2n+1} and
{
~r′1, . . . , ~r′2n+1
}
form orthonormal
bases of R2n+1. We have shown that ~r2n+1 = ±~r′2n+1, hence there is R˜ ∈ O(2n)
such that
tRR′ =
(
R˜ O
O ±1
)
.
This gives the uniqueness of orthogonal matrices. Moreover, the above argument
give the matrix representation of Px′AR
′ by
Px′AR
′ =
(
A˜R˜ O(
~a+ x˜′A˜
)
R˜ ±ρA
)
.
Hence x = x′ gives the equality
(
~a+ x˜′A˜
)
R˜ = 0. This concludes P ′ = P .
The above argument gives a parametrization of the isometry class of compact
Heisenberg manifolds by
M(Γr\Hn) = Stab(Γr)∗\ (GL2n(R)× R) / (O(2n)× {±1}) .
We will give a matrix representation of Stab(Γr)∗. For r ∈ Dn, let
diag(r) = diag(r1, . . . , rn, 1, . . . , 1)
be a diagonal 2n× 2n matrix, and define an anti-symmetric matrix
Jn =
(
O −In
In O
)
.
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We embed the group
S˜p(2n,R) = {β ∈ GL2n(R) | βJnβ = ǫ(β)Jn, ǫ(β) = ±1}
into GL2n+1(R) via the mapping ι : β 7→
(
β 0
0 ǫ(β)
)
.
With these notations we give the characterization of Stab(Γr)∗ = Stab(log(Γr))
as follows.
Theorem 3.5 (Theorem 2.7 in [7]). The differential of the stabilizer of Γr is
given by
Πr = ι
(
Gr ∩ S˜p(2n,R)
)
,
where Gr = diag(r)GL2n(Z)diag(r)
−1.
Finally we obtain a specific computation of M(Γr\Hn).
Definition 3.2. The isometry classes of a compact Heisenberg manifold Γr\Hn
with left invariant metrics of various corank are parametrized by
Πr\ (GL2n(R)× R) / (O(2n)× {±1}) . (5)
Here the action on the second factor only change its sign. Moreover, any
matrices acting upon the first factor has determinant ±1. This argument shows
the following.
Lemma 3.2. For A,B ∈ Y0 ∪ Y1 with [A] = [B], we have
• det(A˜) = det(B˜),
• |ρA| = |ρB|.
Remark 3.1. The double coset space Gr\GL2n(R)/O(2n) is homeomorphic to
GL2n(Z)\GL2n(R)/O(2n), the moduli space of flat tori of dimension 2n.
4 Length minimizing paths on the Heisenberg
Lie group
In this section, we recall length minimizing paths on the Heisenberg group
endowed with a Riemannian and sub-Riemannian metric defined by matrices in
Y0 and Y1 respectively.
4.1 Riemannian geodesics
Let A be a matrix in Y0 of the canonical form, 〈·, ·〉A the inner product on
hn such that its orthonormal basis is {AX1, . . . , AX2n, AZ}, and V ⊂ hn the
subspace given by
V = Span {AX1, . . . , AX2n} = Span {X1, . . . , X2n} .
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Let us write A =
(
A˜ O
O ρA
)
. Define the skew symmetric operator jA(c) :
V → V for c ∈ R by
〈jA(c)(X), Y 〉A = 〈cZ, [X,Y ]〉A,
where 〈·, ·〉A is the inner product on hn such that its orthonormal basis is
{AX1, . . . , AX2n, Z}.
Remark 4.1. In the study of Riemannian nilpotent Lie groups, one usually
uses a skew symmetric operator JA(c) : V → V defined by
〈JA(c)(X), Y 〉A = 〈cZ, [X,Y ]〉.
This operator is equivalent to our jA(c) up to scalar. In fact,
〈jA(c)(X), Y 〉A = 〈cZ, [X,Y ]〉A
= ρ2A〈cZ, [X,Y ]〉A
= ρ2A〈JA(c)(X), Y 〉A
= 〈ρ2AJA(c)(X), Y 〉A,
thus we have jA(c) = ρ
2
AJA(c).
A direct calculation gives the matrix representation of jA(c) with respect to
the basis {AX1, . . . , AX2n} by
jA(c) = c
tA˜JnA˜, (6)
Since the matrix tA˜JnA˜ is skew symmetric, there is an orthogonal matrix
R ∈ O(2n+ 1) such that AR is of canonical matrix form and
jAR(c) = c
t
(
A˜R
)
JnA˜R (7)
= c
(
O −diag(λ1(A), . . . , λn(A))
diag(λ1(A) . . . , λn(A)) O
)
, (8)
where ±√−1λi(A) are the eigenvalues of jA(1) with an order 0 < λ1(A) ≤ · · · ≤
λn(A). We sometimes require a canonical matrix form to satisfy (8).
Lemma 4.1. For A,B ∈ Y0 with [A] = [B], λi(A) = λi(B) for all i = 1, . . . , n.
Proof. From the definition of the moduli space, there is P ∈ Gr ∩ S˜p(2n,R) and
R ∈ O(2n) such that PA˜R = B. The matrix representation of jPA˜R shows that
jPA˜R(1) =
t
(
PA˜R
)
JnPA˜R
= R−1 tA˜tPJnPA˜R
= ±R−1 tA˜JnA˜R
= R−1jA(1)R.
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Hence the eigenvalue of jB(1) is
±λ1(A), . . . ,±λn(A).
Later we simply write λi’s. For i = 1, . . . , n, let Wi = Span {AXi, AXi+n}.
We have the following geodesic computation.
Lemma 4.2 (Special case of Proposition 3.5 in [6]). Let γ : [0, T ] → Hn,
γ(t) = exp(
∑2n
i=1 xi(t)AXi + z(t)Z) be the geodesic in (Hn, 〈·, ·〉A) with the
initial data γ(0) = e and γ˙(0) =
∑2n
i=1 viAXi + wZ. Put θi =
wλi
ρ2
A
.
• If w 6= 0, then(
xi(t)
xi+n(t)
)
=
1
θi
(
sin(θit) cos(θit)− 1
− cos(θit) + 1 sin(θit)
)(
vi
vi+n
)
(9)
for each i = 1, . . . , n, and
z(t) = tw +
1
2
n∑
i=1
(
tλi
θi
− λi
θ2i
sin(θit)
) (
v2i + v
2
i+n
)
. (10)
• If w = 0, then {
xi(t) = vit for all i = 1, . . . , 2n,
z(t) ≡ 0.
In particular, we can determine a length minimizing geodesic from e to
exp(pZ) for any p > 0.
Lemma 4.3. Let m be the integer such that the eigenvalues of jA(1) satisfy
0 < λ1 ≤ · · · < λm = · · · = λn.
Then the unit speed length minimizing geodesics from e to pZ is given as follows.
1. If
• ρA ≤ 1 and p ≤ 2piρ
2
A
λn
, or
• ρA ≥ 1 and p ≤ 2piρ
2
A
λn
(
1 +
√
ρ4A − 1
)
,
then the inital datum of the unique geodesic is (0, p
ρA
) ∈ V ⊕ RZ.
2. Otherwise, the initial data of length minimizing geodesics are given by
(v, w) ∈ V ⊕ RZ, where
w = ρ2A
(
λnp
π
− 2ρ2A + ρ6A
)− 1
2
and any v ∈⊕k≥mWk such that ‖(v, w)‖2A = |v|2 + (ρAw)2 = 1.
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Proof. We omit a complete calculation and only give a sketch of the proof.
Trivially the path exp(tρAZ) is a unit speed geodesic, which reaches the
point pZ at the time p
ρA
.
Next we characterize length minimizing geodesics which connect e and pZ
with the initial data (v, w) ∈ V ⊕ RZ for v 6= 0. According to Theorem 2.9
in [9], such geodesics are length minimizing until the time 2pi
θn
. This implies
that the initial data v is in
⊕
k≥mWk if the resulting geodesic terminates at
pZ ∈ [Hn, Hn]. The information of the endpoint and the velocity of the geodesic
gives the system {
p = z
(
2pi
θn
)
=
2piρ2
A
λn
+ piλn
θ2
n
|v|2,
|v|2 + ρ2Aw2 = 1
.
This system has a solution if p ≥ 2piρ2A
λn
. Moreover, the length of the resulting
geodesic, 2pi
θn
, is longer than that of exp(tρAZ) if
• ρA ≥ 1 and p ≥ 2piρ
2
A
λn
(
1 +
√
ρ4A − 1
)
, or
• ρA ≤ 1 and p ≥ 2piρ
2
A
λn
.
This gives our claim.
4.2 Normal extremals on the Heisenberg group
Let A be a matrix in Y1 of the canonical form, and (ImA, 〈·, ·〉A) the induced
sub-Riemannian structure on the Heisenberg groupHn. In this section, we recall
normal trajectories on the Heisenberg group, which is an analogy of geodesics in
Riemannian geometry. For more precise information on this subject, see Section
4 in [1] or Section 5.2 in [2].
vspace10pt
As in the previous section, let 〈·, ·〉A be the inner product on hn such that
its orthonormal basis is {AX1, . . . , AX2n, Z}. For c ∈ R, we define a skew
symmetric operator jA(c) : V → V by
〈jA(c)(X), Y 〉A = 〈cZ, [X,Y ]〉A.
We assume that jA(c) has a canonical matrix representation
jA(c) = c
(
O −diag(λ1, . . . , λn)
diag(λ1, . . . , λn) O
)
.
Let hi : T
∗Hn → R be a function defined by hi(p) = p(AXi(x)) for p ∈
T ∗xHn, and define hz : T
∗Hn → R by hz(p) = p(Z(x)).
A path γ : [0, T ]→ Hn, parametrized by γ(t) = exp(
∑2n
i=1 xi(t)AXi+z(t)Z),
is called a normal trajectory if there is a lift ℓ : [0, T ] → T ∗Hn such that the
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following sub-Riemannian Hamiltonian equation follows.
v˙i = λiw˙v˙i+n,
v˙i+n = −λiw˙v˙i,
w˙ = 0,
{
x˙i = vi,
z˙ = 12
∑n
i=1 λi (xivi+n − xi+nvi) ,
(11)
where vi(t) = hi ◦ ℓ(t) and w(t) = hz ◦ ℓ(t). Such a lift ℓ is called a normal
extremal.
Remark 4.2. Every bracket generating distribution on THn is fat. Thus every
length minimizing path on Hn is represented as a normal trajectory.
The sub-Riemannian Hamiltonian equation gives a specific computation of
normal trajectories.
Lemma 4.4 (See Section 5.2 of [2] or Lemma 14 in [17]). Let γ : [0, T ]→ T ∗Hn
be the normal trajectory with the initial data
γ(0) = e, hi(ℓ(0)) = vi, hz(ℓ(0)) = w,
where ℓ : [0, T ] → T ∗Hn is the associated normal extremal. Set ξi = q(0)λi.
Then γ is parametrized as follows.
• If w 6= 0, then(
xi(t)
xi+n(t)
)
=
1
ξi
(
sin(ξit) − cos(ξit) + 1
cos(ξit)− 1 sin(ξit)
)(
vi
vi+n
)
(12)
for each i = 1, . . . , n, and
z(t) =
1
2
2n∑
i=1
(
λit
ξi
− λi
ξ2i
sin(ξit)
)(
v2i + v
2
i+n
)
. (13)
• If w = 0, then xi(t) = vit and z(t) ≡ 0.
5 The minimal volume form on the Heisenberg
group
In this section, we introduce a volume form which is valid for both Rie-
mannian and sub-Riemannian metrics on the Heisenberg groups, and give its
fundamental facts. First of all, we recall the Riemannian volume form and
Popp’s volume form on the Heisenberg Lie group.
The Riemannian volume form
Let A be a matrix in Y0. By Lemma 3.1, we can assume that A has the
canonical form A =
(
A˜ O
O ρA
)
. Then its Riemannian volume form is given by
vR(A) =
∣∣det(tA−1)∣∣ dX1 ∧ · · · ∧ dZ = ∣∣∣ρ−1A det(A˜)−1∣∣∣ dX1 ∧ · · · ∧ dZ. (14)
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By Lemma 3.2, the Riemannian volume form is invariant under the choice
of representative in M(Γr\Hn).
The Popp’s volume form
Let A be a matrix in Y1. By multiplicating an appropriate orthogonal group
from the right, we can assume that the kernel of A is RZ. Then A has a matrix
representation by
A =
(
A˜ O
~a 0
)
, (15)
where A˜ is an invertible matrix and ~a is a vector in R2n.
The idea of the Popp’s volume is to construct a canonical inner product on
hn = ImA ⊕ [hn, hn]. Such an inner product is defined as follows. Let 〈·, ·〉AZ
be an inner product on [hn, hn] ≃ R given by
〈Z1, Z2〉AZ = min {〈X1, X2〉A · 〈Y1, Y2〉A | [Xi, Yi] = Zi, Xi, Yi ∈ ImA} .
Combining with the inner product 〈·, ·〉A on ImA, we obtain a new inner product
〈·, ·〉A on hn = ImA⊕ [hn, hn] by
〈(U1, V1), (U2, V2)〉A = 〈U1, U2〉A + 〈V1, V2〉AZ . (16)
Definition 5.1. The Popp’s volume form on (Hn, ImA, 〈·, ·〉A) is the Rieman-
nian volume form on (Hn, 〈·, ·〉A).
Let cij be real numbers defined by [AXi, AXj ] = cijZ, and define δ(A) to
be
δ(A) =
 ∑
1≤i,j≤2n
c2ij

1
2
. (17)
As we show in the following lemma, δ is a function well defined on M(Γr\Hn).
Lemma 5.1. For two matrices A,B ∈ Y1 with [A] = [B], we have δ(A) = δ(B).
Proof. If [A] = [B], then there is P ∈ Gr ∩ S˜p(2n,R) and R ∈ O(2n) such that
PA˜R = B˜.
A direct calculation shows that δ(A) is the Hilbert–Schmidt norm of the
matrix tA˜JnA˜. Since P ∈ S˜p(2n,R) and R ∈ O(2n), we have
δ(B) = ‖tRtA˜tPJnPA˜R‖HS
= ‖ ±tA˜JnA˜‖HS
= δ(A).
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Remark 5.1. Suppose A is chosen to be the canonical form. Then we have
δ(A) =
√√√√2 n∑
i=1
λi(A)2.
As in Theorem 20.6 in [1], we have a specific computation of the Popp’s
volume form by
vsR(A) = δ(A)
−1
∣∣∣det(A˜)−1∣∣∣ dX1 ∧ · · · ∧ dX2n ∧ dZ, (18)
In other words, the unit vector of (hn, 〈·, ·〉A) along the Z-axis is ±δ(A)Z.
Remark 5.2. • For A ∈ Y0, the Popp’s volume with respect to A is the
Riemannian volume vR(A).
• By Lemma 3.2 and Lemma 5.1, Popp’s volume form does not depend on
the choice of the representative of M(Γr\Hn).
5.1 Introduction of the minimal volume form
The Riemannian volume and the Popp’s volume are left-invariant by their
definition. Hence they are scalar multiples of the Haar volume form. This
argument gives an order of (positive) left-invariant volume forms.
Definition 5.2. Let vi = cidX1 ∧ · · · ∧ dZ, (ci > 0, i = 1, 2) be left-invariant
volume forms. We writes v1 < v2 if c1 < c2.
For A ∈ Y0, we will define the induced Popp’s volume with respect to a
bracket generating subspace W ⊂ hn as follows.
Definition 5.3. We define vsR,W (A) to be the Popp’s volume form of the sub-
Riemannian structure (W, 〈·, ·〉A|W ).
Under these preparation, we will introduce the minimal volume form on the
Heisenberg group.
Definition 5.4. For A ∈ Y0 ∪Y1, the minimal volume form v(A) is defined by
v(A) = min {vsR,W (A) |W ⊂ ImA : bracket generating subspace} .
Remark 5.3. If A is in Y1, the minimal volume form coincides the Popp’s
volume form.
We can find a condition for the induced Popp’s volume with respect to
A ∈ Y0 being minimal.
Lemma 5.2. For a fixed matrix A ∈ Y0, vsR,W (A) is minimal if and only if
W⊥RZ in 〈·, ·〉A.
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Proof. By multiplicating an appropriate orthogonal group, we can assume that
A sends Z into the Z-axis. Let P : hn → (RZ)⊥ be the projection with respect
to the inner product 〈·, ·〉A. Since W does not contain the Z-axis, P |W is a
linear isomorphism from W to (RZ)⊥. Thus we have unique ti’s in R such
that (P |W )−1(AXi) = AXi + tiZ. A direct calculation shows that the subset{
AX1+t1Z√
1+t2
1
, . . . , AX2n+t2nZ√
1+t2
2n
}
forms an orthonormal basis of (W, 〈·, ·〉A).
Since RZ is the center of hn, we haveAXi + tiZ√
1 + t2i
,
AXj + tjZ√
1 + t2j
 = cij√
(1 + t2i )
(
1 + t2j
)Z. (19)
By the formula (18) and (17), we obtain the induced Popp’s volume form of
(V, 〈·, ·〉A|V ) by
vsR,V (A) =
 ∑
1≤i,j≤2n
c2ij
(1 + t2i )(1 + t
2
j)
−
1
2 2n∏
k=1
√
1 + t2kdX1 ∧ · · · ∧ dX2n ∧ dZ
=
 ∑
1≤i,j≤2n
c2ij
(1 + t2i )(1 + t
2
j)
∏2n
k=1 (1 + t
2
k)
−
1
2
dX1 ∧ · · · ∧ dX2n ∧ dZ.
Hence the induced Popp’s volume vsR,W (A) attains the minimum if and only
if t1 = · · · = t2n = 0, that is, W = (RZ)⊥.
Remark 5.4. If we take A ∈ Y0 with ρA ≥ δ(A), then the minimal volume
coincides the Riemannian volume. If not, the minimal volume coincides the
induced Popp’s volume vsR,(RZ)⊥(A).
5.2 Fundamental facts on the minimal volume
Next we will state fundamental facts on the minimal volume. One is the
continuity under the quatient topology of the moduli space.
Proposition 5.1. Let {[Ak]} ⊂ M(Γ\Hn) be a sequence of metrics converging
to [A0] ∈ M(Γ\Hn). Then there is measurable maps φi : Γ\Hn → Γ\Hn such
that the push forward of the minimal volume forms φi∗(v(Ak)) converges to
v(A0).
Proof. By Lemma 3.1, we can assume each Ak has the form
Ak =
(
A˜k O
O ρAk
)
, (20)
where A˜k converges to A˜0 and ρAk → ρA0 as k → ∞. Since A˜k converges to
A˜0, we also have the continuity of δ :M(Γr\Hn)→ R.
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From the definition of the minimal volume, it is trivial to see that v(Ak)
converges to v(A0). These canonical form of matrices are given by applying
isomorphisms in Inn(Hn) · Stab(Γr), hence we can take measurable maps φi
from those isomorphisms.
The next proposition is on a boundedness of the minimal volume. It is
well known that if a sequence of compact Riemannian Heisenberg manifolds
converges to a sub-Riemannian Heisenberg manifold, then the sequence of Rie-
mannian volumes diverges, although the distance function converges. In other
words, a diameter do not give a bound of the Riemannian volume form. How-
ever, we can show that a diameter bound gives a uniform bound of minimal
volume form.
Proposition 5.2. For any D > 0, there is V (D) > 0 such that if the diameter
of a compact Heisenberg manifold is bounded by D, then the minimal volume
form is smaller than V (D)dX1 ∧ · · · ∧ dZ.
Proof. Let A ∈ Y0 ∪ Y1 be a matrix of canonical form, 〈·, ·〉A the associated
inner product on ImA, and 〈·, ·〉0 the inner product on hn with respect to the
basis {X1, . . . , X2n, Z}. We will denote the distance function on Γr\Hn and
on Hn by dA and d˜A respectively. The diameter bound implies the following
inequality.
sup
x∈Hn
inf
γ∈Γr
d˜A(e, γx) ≤ D. (21)
First, we show the following claim.
Claim 5.1. For any X ∈ V = Span {X1, . . . , X2n},
‖X‖A ≤ 4nD‖X‖0.
In particular, we obtain a lower bound ‖AXj‖0 ≥ 14nD .
Proof. We shall show that any X ∈ V with ‖X‖0 = 1 satisfies ‖X‖A ≤ 4nD.
Recall that the lattice Γr is generated by r˜i exp(Xi)’s.
Let γ
1
2
i = exp(
r˜i
2 Xi). Since γ
1
2
i is on the plane exp(V ), the length minimizing
path from e to γ
1
2
i in Hn is given by the straight segment exp(tXi). Moreover,
the length minimizing path from Γre to Γrγ
1
2
i in Γr\Hn is the projection of
exp(tXi). In fact, elements in Γrγ
1
2
i is written as
exp
((
r˜i
2
+ z
)
Xi + Pi
)
,
where z ∈ Z and Pi are elements orthogonal to Xi in 〈·, ·〉0. Hence the length
minimizing path from Γre to Γrγ
1
2
i is realized when
z = ±1 and Pi = 0.
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This shows that the length minimizing path from Γre to Γrγ
1
2
i is the projection
of exp(tXi).
Combining with the diameter bound, we obtain∥∥∥∥ r˜i2 Xi
∥∥∥∥
A
= d˜A
(
e, γ
1
2
i
)
= dA
(
Γre,Γrγ
1
2
i
)
≤ diam (Γr\Hn, ImA, 〈·, ·〉A) ≤ D.
Since r˜i ≥ 1,
‖Xi‖A ≤ 2D
r˜i
≤ 2D. (22)
Let X =
∑
i ciXi be a element in V with
∑2n
i=1 c
2
i = 1. By the triangle
inequality, we have
‖X‖A ≤
∑
i
|ci|‖Xi‖A ≤
∑
i
2D = 4nD.
Let us pass to give a bound of det(A˜). Claim 5.1 implies that the eigenvalue
of the gram matrix tA˜A˜ is greater than (4nD)−2. This gives the lower bound of
the determinant of the matrix A˜ by
det(A˜) ≥ (4nD)−2n . (23)
Next we compute a lower bound of δ(A). From its definition, we have
[X1, X2] = Z, hence the combination with (22) gives the inequality
‖Z‖A = min {‖U‖A · ‖V ‖A | [U, V ] = Z}
≤ ‖X1‖A · ‖X2‖A
≤ (2D)2.
Since δ(A)Z is the unit vector, we have
δ(A) ≥ (4D)−2. (24)
(23) and (24) shows that the induced Popp’s volume on V is bounded as
vsR,V (A) ≤ 16D2(4nD)2ndX1 ∧ · · · ∧ dZ.
From the definition of minimal volume, we also obtain a bound
v(A) ≤ 16D2 (4nD)2n dX1 ∧ · · · dX2n ∧ dZ,
thus we can take V (D) = 16D2 (4nD)
2
.
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6 Mahler’s compactness Theorem for compact
Heisenberg manifolds
The goal of this section is to give the following theorem.
Theorem 6.1. Let A(v, s) ⊂ M(Γr\Hn) be a subset which consists of sub-
Riemannian compact Heisenberg manifolds such that the minimal volumes are
bounded above by v and systoles are bounded below by s. Then A(v, s) is pre-
compact with respect to the quatient topology.
Our proof is based on that of Boldt in [5], who showed a variation of Mahler’s
compactness theorem for compact Riemannian Heisenberg manifolds.
First of all, Let us summarize information obtained from the bound of vol-
umes and systoles. Let π : Hn → hn → V be the projection map.
Lemma 6.1. Let A ∈ Y0∪Y1 be a matrix of canonical form. Suppose the systole
of the compact Heisenberg manifold (Γr\Hn, ImA, 〈·, ·〉A) is bounded below by
s. Then we have
• inf {‖π(γ)‖A | γ ∈ Γr} ≥ s,
• δ(A) ≤
√
2n
s
,
• |ρA| ≤ max
{
1, C(s, v), 1
s
}
.
Here Cs is a unique positive number such that
C2s
(
1 +
√
C4s − 1
)
=
n√
2πs
.
Proof. Recall that the systole of the compact Heisenberg manifold (Γr\Hn, dA)
is given by
inf
{
d˜A(e, h
−1γh) | h ∈ Hn, γ ∈ Γr
}
.
First assume γ is in Γr \ [Hn, Hn]. Then
{
h−1γh | h ∈ Hn
}
= π−1 (π(γ)).
Hence the distance from e to
{
h−1γh | h ∈ Hn
}
is minimized when h−1γh ∈
exp(V ), which yields
inf
{
d˜A(e, h
−1γh) | h ∈ Hn
}
= ‖π(γ)‖A.
This argument gives the first inequality.
Next we give a bound of δ(A). We choose A ∈ Y0 ∪ Y1 so that tAJnA has
the form (
O −diag(λ1, . . . , λn)
diag(λ1, . . . , λn) O
)
.
For each i = 1, . . . , n, let ci,T : [0, 4T ] → Hn be a concatenation of four unit
speed segments inductively defined by
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ci,T (t) =

exp(−tAXi) (t ∈ [0, T ]),
ci,T (T ) · exp(−(t− T )AXi+n) (t ∈ [T, 2T ]),
ci,T (2T ) · exp((t− 2T )AXi) (t ∈ [2T, 3T ]),
ci,T (3T ) · exp((t− 3T )AXi+n) (t ∈ [3T, 4T ]).
Moreover let cT : [0, 4nT ]→ Hn be the concatenation of ci,T ’s. The endpoint of
cT is exp (4T
∑n
i=1 λi). We choose T > 0 so that the endpoint of cT is exp(Z).
Then T = (4
∑n
i=1 λi)
−1
, and the length of cT is given by n (
∑n
i=1 λi)
−1
. From
the assumption of the systole, we obtain the bound
n
(
n∑
i=1
λi
)−1
≥ d˜A(e, exp(Z)) ≥ s.
Since each λi are positive, we also obtain the bound of δ(A) by
δ(A) =
√√√√2 n∑
i=1
λ2i ≤
√
2
n∑
i=1
λi ≤
√
2n
s
.
We pass to a bound of |ρA|. If A ∈ Y1, then automatically ρA = 0, thus we
assume A ∈ Y0.
Assume γ is in Γr ∩ [Hn, Hn]. Then every closed curve in Γr\Hn freely
homotopic to γ is homotopic to γ with fixed endpoints. This gives a bound
inf
{
d˜A(e, γ) | γ ∈ Γr ∩ [Hn, Hn]
}
= d˜A (e, exp(Z)) ≥ s. (25)
If |ρA| is smaller than 1, then we have nothing to prove. If |ρA| ≥ 1. Lemma
4.3 gives a classification of a length minimizing geodesic from e to exp(Z) as
follows.
(a) If 1 ≤ 2piρ2A
λn
(
1 +
√
ρ4A − 1
)
, then such a path is a straight segment exp(tZ).
(b) If 1 ≥ 2piρ2A
λn
(
1 +
√
ρ4A − 1
)
, then such a path is not straight.
In the case (b), we obtain
ρ2A
(√
ρ4A − 1 + 1
)
≤ λn
2π
≤ δ(A)
2π
≤ n√
2πs
.
This gives a bound of |ρA| by Cs that is given in the statement.
In the case (a), the geodesic from e to Z in Hn is exp(tZ) with the length
1
|ρA| . Combining with the systole bound, we have
s ≤ d(e, Z) = 1|ρA| .
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We summarize the above arguments to give an upper bound of |ρA| by
|ρA| ≤ max
{
1, Cs,
1
s
}
. (26)
Combination with a bound of the minimal volume gives the following infor-
mation.
Lemma 6.2. Suppose that the Heisenberg manifold (Γr\Hn, ImA, 〈·, ·〉A) sat-
isfies the systole bound below by s and the minimal volume bound above by v.
Then we have the lower bound of the determinant of A˜ by
det(A˜) ≥ C˜s
v
n∏
i=1
ri,
where C˜s = min
{
1, C−1s , s,
s√
2n
}
.
Proof. Recall that the minimal volume form is represented as
v(A) = min
{
ρ−1A , δ(A)
−1} det(A˜)−1 dX1 ∧ · · · ∧ dZ.
Lemma 6.1 gives a bound
min
{
ρ−1A , δ(A)
−1} ≥ C˜s,
where C˜s is given as in the statement.
It is well known that the full volume of the compact Heisenberg manifold
(Γr\Hn, ImA, 〈·, ·〉A) is given by∫
Γr\Hn
v(A) = min
{|ρA|−1, δ(A)−1}det(A˜−1) n∏
i=1
ri.
Now the full volume is bounded above by v, thus we obtain a bound of det(A˜)
by
det
(
A˜
)
≥ C˜s
v
n∏
i=1
ri. (27)
Next we prepare technical lemmas on the matrix analysis.
Lemma 6.3 (cf. Lemma 1.60 in [5]). Let U be a complete set of representatives
for Gr/Πr. For any C > 0, there are only finitely many A ∈ U such that
δ(A) ≤ C.
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Proof. For any A,B ∈ U with A 6= B, we have jA(1) 6= jB(1). In fact, if it were
not the case then
tAJnA = jA(1) = jB(1) =
tBJnB,
thus we have B−1A ∈ S˜p(2n,R). Since Πr = Gr ∩ S˜p(2n,R), we have A = B
in Gr/Πr, it is a contradiction.
By the above argument, the mapping ι : U → M(2n), A 7→tAJnA is injec-
tive. Moreover the image of ι is discrete since entries of matrices in U are in 1
r2
n
Z.
On the other hand, δ(A) is the Hilbert–Schmidt norm of ι(A). Since M(2n) is
finite dimensional vector space, every closed ball is compact. These imply that
the intersection of the image of ι and the closed ball consists of finitely many
matrices.
For a invertible matrix A ∈ GL2n(R), let s1(A), . . . , s2n(A) be the singular
values of A, that is the eigenvalues of tAA. We require s1(A) ≥ · · · ≥ s2n(A).
Lemma 6.4 (cf. Lemma 1.62 in [5]). For any A,P ∈ GL2n(R),
λn(P )s2n(A) ≤ λn(PA). (28)
Proof. First recall a fundamental fact on the singular values. As a consequence
of Theorem III.4.5 in [4], one has
si(L)s2n−i+1(M) ≤ s1(LM)
for all L,M ∈ GL2n(R) and i = 1, . . . , 2n. We choose i = 2n, L =t A and
M = tPJnPA, and obtain
s2n(
tA)s1(
tPJnPA) ≤ s1(t(PA)Jn(PA)). (29)
Again we choose i = 1, L =tPJnP and M = A, and apply to s1(
tPJnPA) in
the left hand side of (29) to yield
s2n(
tA)s2n(A)s1(
tPJnP ) ≤ s1
(
t(PA)JnPA
)
. (30)
Note that tAA is similar to AtA, thus
s2n(
tA) = s2n(A). (31)
Moreover a direct calculation shows that t(tPJnP )
t
PJnP = − (tPJnP )2, which
yields
s1
(
tPJnP
)
= λ2n(P ). (32)
Now (30), (31) and (32) show our claim.
Finally we give the proof of Mahler’s compactness theorem for compact sub-
Riemannian Heisenberg manifolds.
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Proof of Theorem 6.1. Recall the moduli space of sub-Riemannian compact Heisen-
berg manifolds
Πr\GL2n(R)× R/O(2n)× {±1} .
Here the action on the second factor by Πr and O(2n)× {±1} only change the
sign. Moreover, the third inequality of Lemma 6.1 gives bound of the second
factor. Hence we only need to check the precompactness of the first factor, later
denoted by A˜.
We will denote by B the quatient space GL2n(R)/O(2n), and let pG : B →
Gr\B, pΠ : B → Πr\B and pΠG : Πr\B → Gr\B be the canonical projections.
Note that the quatient space Gr\B is homeomorphic to the moduli space
of 2n dimensional flat tori. Hence Theorem 2.2, Lemma 6.1 and 6.2 show that
pΠG(A˜) is precompact. As shown in Theorem 4.4.2.1 of [21], Gr acts on B
properly discontinuously. Hence we can take a precompact subset K ⊂ B such
that pG(K) = pΠG
(
A˜
)
.
From the definition of K, there exists a subset V ⊂ U such that
A˜ ⊂
⋃
P∈V
pΠ(PK). (33)
We will check the following claim.
Claim 6.1. We can choose a subset V to be finite.
It is easy to see that Claim 6.1 give precompactness of A˜ since K is precom-
pact.
Proof. Let A be a matrix in K. Since K is precompact and the function of the
minimum singular value s2n : B → R is continuous, we have M > 0 such that
s2n(A) > M .
Let W ⊂ U be a subset defined by
W =
{
P ∈ U | λn(P ) ≥
√
2n
sM
}
.
Lemma 6.4 shows that
δ(PA) > λn(PA) ≥ λn(P )s2n(A) ≥
√
2n
s
for any A ∈ K. Lemma 6.1 implies that ⋃P∈W (PK) and A are disjoint. Hence
we can take V = U \ W , which consists of matrices P with λn(P ) <
√
2n
sM
. This
yields the inequality
δ(P ) ≤ 2nλn(P ) < 2
√
2n2
sM
.
By Lemma 6.3, Such V is finite.
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7 The quatient topology and the Gromov–Hausdorff
topology on the moduli space
This last section is devoted to show the following.
Theorem 7.1. Let Id : (M(Γr\Hn),Oq)→ (M(Γr\Hn),OGH) be the identity
map, where Oq is the quatient topology and OGH is the Gromov–Hausdorff
topology. Then the identity map is a homeomorphism.
Proof. Let {[Ak]} be a sequence in the moduli space which converges to [A0] in
Oq. We show that [Ak] converges also in OGH .
By applying automorphisms in (Inn(Hn) · Stab(Γr))∗, We can assume that
each Ak has a caninical form Ak =
(
A˜k O
O ρAk
)
, A˜k → A˜0 and ρAk → ρA0 in
the canonical topology.
Notice that we only need to check the following three cases.
(a) Ak’s and A0 are in Y0,
(b) Ak’s and A0 are in Y1,
(c) Ak’s are in mathcalY0 and A0 ∈ Y1.
In the case (a), it is trivial to see that the sequence of distance function {dAk}
converges to dA0 , since the geodesic equation in Lemma 4.2 has continuous
parameter under Oq. Hence {(Γr\Hn, dAk)} converges to (Γr\Hn, dA0) in the
Gromov–Hausdorff topology. The same claim follows in the case (b) by using
Lemma 4.4.
In the case (c), our exponential coordinate maps with respect to Ak’s con-
verge to that of A0. Moreover the geodesic γk of the initial data
γk(0) = e, γ˙k(0) =
2n∑
i=1
viAkXi + ρ
2
Ak
wZ
converges to the normal trajectory γ0 of the initial data
γ0(0) = e, hi (ℓ(0)) = vi, hz (ℓ(0)) = w.
This proves that (Γr\Hn, dAk) converges to (Γr\Hn, dA0) in the Gromov–Hausdorff
topology. Hence the identity map is continuous.
Conversely we show that the inverse of the identity map is continuous. Let
{[Bk]} ⊂ M(Γr\Hn) be a sequence which converges to [B0] in the Gromov–
Hausdorff topology. Then the diameter of the Heisenberg manifolds (Γr\Hn, dBk)
is uniformly bounded, hence the minimal volumes are uniformly bounded by
Proposition 5.2.
Moreover, we can see that the systoles are uniformly bounded below by
using the techniques in [18]. In fact, denote by dGH(dBk , dB0) the Gromov–
Hausdorff distance between two compact Heisenberg manifolds with metrics
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dBk and dB0 . By Proposition 3.2 in [18], we can take a positive number δ2
such that the δ2-cover of the compact Heisenberg manifold (Γr\Hn, dB0) is the
universal cover. Fix ǫ < δ231 and set δ1 = δ2 − 11ǫ. Take sufficiently large k
so that dGH(dBk , dB0) ≤ ǫ. Denote by Gk the group of deck transformation of
the δ1-cover of (Γr\Hn, dBk). From its definition, Gk is a quatient group of Γr.
On the other hand, by Theorem 3.4 in [18], there is a surjective homomorphism
from Gk to Γr. Hence Gk is isomorphic to Γr. This argument implies that the
systoles of (Γr\Hn, dBk) are uniformly bounded below by δ1.
Now Theorem 6.1 gives us a converging subsequence in the quatient topology.
Moreover the limit point is unique since the Gromov–Hausdorff topology splits
isometry classes. This concludes that the inverse map of the identity map is
continuous.
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