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Existence of global strong solution for the compressible
Navier-Stokes equations with degenerate viscosity
coefficients in 1D
Boris Haspot ∗†
Abstract
We consider Navier-Stokes equations for compressible viscous fluids in the one-
dimensional case. We prove the existence of global strong solution with large initial
data for compressible Navier Stokes equation with viscosity coefficients of the form
∂x(ρ
α∂xu) with
1
2
< α ≤ 1 (it includes in particular the important physical case
of the viscous shallow water system when α = 1). The key ingredient of the proof
relies to a new formulation of the compressible equations involving a new effective
velocity v (see [17, 16, 14, 13]) such that the density verifies a parabolic equation.
We estimate v in L∞t,x norm which enables us to control the L
∞
t,x norm of
1
ρ
by using
the maximum principle.
1 Introduction
In this paper we wish to investigate the existence of global strong solutions of the following
Navier-Stokes equations for compressible isentropic flow:{
∂tρ+ ∂x(ρu) = 0,
∂t(ρu) + ∂x(ρu
2)− ∂x(µ(ρ)∂xu) + ∂xP (ρ) = 0.
(1.1)
with possibly degenerate viscosity coefficient µ(ρ) ≥ 0.
Throughout the paper, we will assume that the pressure P (ρ) verifies a γ type law:
P (ρ) = ργ , γ > 1. (1.2)
Following the idea of [4, 17, 16, 14, 13], setting v = u+ ∂xϕ(ρ) with ϕ
′(ρ) = µ(ρ)ρ2 we can
rewrite the system (1.1) as follows 1: ∂tρ− ∂x(
µ(ρ)
ρ
∂xρ) + ∂x(ρv) = 0,
ρ∂tv + ρu∂xv + ∂xP (ρ) = 0.
(1.3)
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The important point to note here is that this change of unknown is true for any viscosity
coefficients (including in particular the important case of constant viscosity coefficients).
There is no limitation as it is the case in dimension N ≥ 2, indeed we recall that in
this case the BD entropy involves an algebraic relation between the coefficients µ and
λ which precludes in particular the case of constant viscosity coefficients (see [4, 16] for
more details).
We emphasize in addition that the introduction of the effective velocity v allows to trans-
form the system (1.1) into a parabolic equation on the density and a transport equation
on the velocity (we will see in the sequel that v is not so far to verify a damped transport
equation). It seems surprising to observe that contrary to u which has a parabolic be-
havior, v has a hyperbolic behavior. Roughly speaking, the compressible Navier Stokes
equations in the one dimensional-case can be seen as the compressible Euler equations
with a viscous regularizing term on the density of the type −∂x(µ(ρ)ρ ∂xρ). Note that it is
less obvious in dimension N ≥ 2 since the momentum equation of (1.3) has in addition
a term of the form div(µ(ρ)curlv), see [16]).
A large amount of literature is dedicated to the study of the compressible Navier-Stokes
equations with constant viscosity case, however physically the viscosity of a gas depends
on the temperature and on the density (in the isentropic case). Let us mention the case
of the Chapman-Enskog viscosity law (see [6]) or the case of monoatomic gas (γ = 53)
where µ(ρ) = ρ
1
3 . More generally, the viscosity coefficient µ(ρ) is expected to vanish
as a power of the density ρ on the vacuum. In this paper we are going to deal with
degenerate viscosity coefficients which can be written under the form µ(ρ) = µρα with
1
2 < α ≤ 1. It is worth pointing out that the case α = 1 corresponds to the so called
viscous shallow water system. This system with friction has been derived by Gerbeau
and Perthame in [10] from the Navier-Stokes system with a free moving boundary in the
shallow water regime at the first order (it corresponds to a small shallowness parameter).
This derivation relies on the hydrostatic approximation where the authors follow the role
of viscosity and friction on the bottom.
We are going now to recall some results on the existence of solutions for the one-
dimensional case when the viscosity coefficient is constant positive. The existence of
global weak solutions was first obtained by Kazhikhov and Shelukin [24] for smooth
enough data close to the equilibrium (in particular the initial density ρ0 is bounded away
from zero). The case of discontinuous data (still bounded away from zero) was studied
by Shelukin [38, 39, 40] and then by Serre [36, 37] and Hoff [18]. First results dealing
with vanishing initial density were also obtained by Shelukin [41]. In [20], Hoff extends
the previous results by proving the existence of global weak solution with large discon-
tinuous initial data having different limits at x = ±∞. In passing let us mention that
the existence of global weak solution in any dimension N ≥ 2 has been proved for the
first time by Lions in [28] and the result has been later refined by Feireisl et al ([9] and
[8], see also [5]). Concerning the uniqueness of the solution, Solonnikov in [43] obtained
the existence of strong solution for smooth initial data in finite time. However, the reg-
ularity may blow up when the density approaches from the vacuum. A natural question
is to understand if the vacuum may occur in finite time. Hoff and Smoller ([21]) showed
that for any weak solution of the Navier-Stokes equation in the one-dimensional case, the
density remains strictly positive all along the time provided that no vacuum states exist
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initially. The existence of global strong solution with large initial data for initial density
far away from the vacuum has been proved for the first time by Kanel [23] (see also [18]).
Concerning the case with degenerate viscosity coefficients, it seems more delicate to
estimate all along the time the L∞ norm of 1ρ when we assume that initially
1
ρ0
belongs
to L∞. In other words, it is possible that vacuum arises in finite time. This is in par-
ticular the main obstruction in order to prove the existence of global strong solution
for degenerate viscosity coefficients. This question is at present far from being solved.
The main theorem of this paper answers to the case µ(ρ) = µρα with 12 < α ≤ 1. We
emphasize that the 1D compressible Navier-Stokes equations with degenerate viscosity
has also been considered in the opposite case where we assume that the initial density
is compactly supported (see [29], [33, 34], [35], [47], [48], [22] and [26]). The authors are
concerned by the evolution of the free boundary delimiting the vacuum.
As explained previously, in our case the crucial fact is that 1ρ remains bounded in L
∞
norm all along the time in order to take into account the parabolic effects on the velocity
u. This point is essential if we wish to prove global uniqueness results. The first results
are due to Mellet and Vasseur who proved in [32] the existence of global strong solution
with large initial data when µ(ρ) verifies the following condition:µ(ρ) ≥ νρα ∀ρ ≤ 1 for some α ∈ [0,
1
2
),
µ(ρ) ≥ ν ∀ρ ≥ 1.
The key tool of the proof consists in controlling the L∞ norm of 1ρ by using an entropy
derived by Bresch and Desjardins in [3] (see also the interesting paper [4]) in the multi-
dimensional case ( in the one-dimensional case, a similar inequality was introduced earlier
by Kanel in [23] and Vaigant [44] for flows with constant viscosity, see also Shelukin [42]).
Indeed it allows to Mellet and Vasseur to control in L∞(L2) norm the quantity ∂xρ
α− 1
2 ,
from Sobolev embedding they deduce that 1ρ belongs to L
∞
T (L
∞(R)) for any T > 0.
Similar arguments allow to control the L∞ norm of the density ρ. It is then sufficient for
proving that the solution of V. Solonnikov in [43] can be extended for any time T (or in
other word that there is no blow up in finite time). We would like also to mention that
Mellet and Vasseur proved in [31] the stability of the global weak solution for compressible
Navier-Stokes equation with viscosity coefficient verifying the so called BD entropy (see
[2, 3]) in dimension N = 2, 3 (we refer also to [3, 4] when we add friction terms). Let
us mention in particular that the case µ(ρ) = µρ with µ > 0 and λ(ρ) = 0 verifies the
algebraic relation related to the BD entropy discovered in [3], it corresponds here to
the so called viscous shallow water system. For N = 2, 3 the important problem of the
existence of global weak solutions has been recently resolved independently by Vasseur
and Yu [45, 46] and Li and Xin in [27].
The goal of this paper consists in extending the result of [32] to the case where µ(ρ) = µρα
with 12 < α ≤ 1 and µ > 0. To do this, we are going to study the system (1.3) and
to prove that v remains in L∞T (L
∞) for any T > 0. Indeed we can observe that the
effective velocity v verifies a damped transport equation with a remainder term bounded
in L2T (L
∞). We can then use the maximum principle on the first equation of (1.3) in
order to control 1ρ in L
∞ norm. In particular we deduce that the solution of Solonnikov
in [43] does not blow up for any time T > 0 which is sufficient to show the existence of
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global strong solution.
In the next section we state our main result. Section 3 deals with the proof of the theorem
2.1 and we postpone an Appendix in order to explain the equivalence between the system
(1.1) and the system (1.3).
2 Main result
Following Hoff in [20], we work with positive initial data having positive limits at x = ±∞.
We fix constant positive density ρ+ > 0 and ρ− > 0 and a smooth monotone function
ρ¯(x) such that:
ρ¯(x) = ρ± when x± ≥ 1, ρ¯(x) ≥ c > 0 ∀x ∈ R. (2.4)
We assume in addition that ∂xρ¯ belongs to L
2(R) ∩ L∞(R). In the sequel in order to
simplify the proof, we will deal with viscosity coefficients of the form µ(ρ) = µρα with
α > 0. In addition we assume that there exists C > 0 such that:
µ(ρ) ≤ C + CP (ρ) ∀ρ ≥ 0. (2.5)
This condition will be verified in the assumptions of the Theorem 2.1. Our main theorem
states as follows.
Theorem 2.1 Assume that µ(ρ) = ρα with 12 < α ≤ 1 and 0 < ǫ < 14 . Assume that
P (ρ) = aργ with γ ≥ α+ 12 + ǫ. The initial data ρ0 and u0 satisfy:
0 < α0 ≤ ρ0(x) ≤ β0 < +∞,
ρ0 − ρ¯ ∈ H1(R),
u0 ∈ H1(R),
∂xρ0 ∈ L∞,
(2.6)
for some constant α0 and β0. Then there exists a global strong solution (ρ, u) of system
(1.1) on R+ × R such that for every T > 0:
ρ− ρ¯ ∈ L∞(0, T ;H1(R)),
u ∈ L∞(0, T ;H1(R)) ∩ L2(0, T,H2(R)),
v ∈ L∞T (L∞(R)).
(2.7)
Moreover for every T > 0, there exists constant α1(T ) and β(T ) such that
0 < α1(T ) ≤ ρ(t, x) ≤ β(T ) < +∞ ∀(t, x) ∈ (0, T )× R. (2.8)
Remark 1 This result extends the work [32] to the classical viscous shallow water system
and more generally to the case 12 < α ≤ 1.
We emphasize that it would be possible to consider initial velocity u0 verifying (u0− u¯) ∈
H1(R) with u¯ a regular function having different limits at the infinity.
It should be also possible to weaken the regularity assumptions on the initial data by
working in critical space for the scaling of the equations (see [12, 15]).
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Remark 2 We emphasize that our conditions on γ allow to deal with the so-called vis-
cous Saint Venant equation derived by Gerbeau and Perthame in [10] from the Navier-
Stokes equations with free boundary where P (ρ) = ρ2, γ = 2.
We would like to precise why the theorem has restriction on the range of α and γ. First
the fact that α > 12 allows to show that the density remains bounded in L
∞ norm all
along the time. Indeed from Sobolev embedding this is essentially a consequence of the
fact that ∂x(ρ
α− 1
2 ) belongs to L∞T (L
2) for any T > 0. Now if we wish to estimate the
L∞ norm of 1ρ , it seems natural to use the maximum principle on the mass equation of
(1.3). To do this we need to verify that the diffusion term µ(ρ)ρ = ρ
α−1 is bounded away
from zero and this requires that α ≤ 1 since ρ belongs to L∞t,x.
In addition in order to apply the maximum principle, we must be able to estimates
v ∈ L∞(Lp) for p sufficiently large. Since v verify a damped transport equation with a
remainder term of the form P (ρ)µ(ρ) u, it remains essentially to control
P (ρ)
µ(ρ) u in L
1
T (L
∞) for
any T > 0. We will show that ρ
1
2
+ǫu remains bounded in L2T (L
∞) for any T > 0. Now we
can observe that P (ρ)µ(ρ) u = ρ
γ−α− 1
2
−ǫρ
1
2
+ǫu, it explains why we assume that γ−α− 12−ǫ ≥ 0
because ργ−α−
1
2
−ǫ can be estimated via the L∞ norm of the density ρ.
We think that our assumption γ ≥ α+ 12+ǫ is not optimal, in the proposition 3.3. It seems
that the choice β = α2 + ǫ is better (in this case the condition on γ would be γ ≥ 3α2 + ǫ).
In order to do this we must obtain estimates on ρ
1
pu in L∞T (L
p) with 1 ≤ p < 2 for any
T > 0. A good option to prove this is maybe to deal with weight on the velocity u0.
We would like to mention that in the result of Mellet and Vasseur [32], the coefficient γ
verifies the less restrictive condition γ > 1. This is due to the fact that the control on 1ρ
in L∞ direct is more direct and is a consequence of the entropy on v.
When the viscosity coefficient µ(ρ) satisfies:
µ(ρ) ≥ ν > 0 ∀ρ ≥ 0, (2.9)
the existence of strong solution with large initial data in finite time is classical (see [43]).
Proposition 2.1 Let (ρ0, u0) satisfy (2.6) and assume that µ satisfies (2.9) there exists
T0 depending on α0, β0, ‖ρ0 − ρ¯‖H1 and ‖u0‖H1 such that (1.1) has a unique solution
(ρ, u) on (0, T0) satisfying:
ρ− ρ¯, u ∈ L∞(0, T1,H1(R)), ∂tρ ∈ L2((0, T1)× R),
u ∈ L2(0, T1,H2(R)), ∂tu ∈ L2((0, T1)× R)
for all T1 < T0.
Moreover, there exist some α(T ) > 0 and β(T ) < +∞ such that α(t) ≤ ρ(, x) ≤ β(t) for
all t ∈ (0, T0).
Remark 3 It is important to mention that if ρ0 − ρ¯ and u0 are in Hs(R) with s ≥ 1
then the regularity Hs is preserved on (0, T0) and we have ρ− ρ¯, u ∈ L∞(0, T,Hs(R)) for
any T < T0.
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Remark 4 We mention that it could be possible to extend this theorem to the case of
critical initial data for the scaling of the equations (see [11, 12, 15] in dimension N ≥ 2).
In particular it would allow to improve the theorem 2.1 in terms of regularity on the
initial data.
3 Proof of theorem 2.1
We wish to use the proposition 2.1, that is why we are going to consider an approximation
of the system (1.1). To do this we look at viscosity coefficients of the form µn(ρ) =
max( 1n , µ(ρ)) with n ∈ N∗, then the viscosity coefficient µn verifies the assumption (2.9)
and we can apply the proposition 2.1. In addition we smooth out the initial data and we
work with initial data of the form:
(ρn0 − ρ¯, un0 ) = ((ρ0 − ρ¯) ∗Kn, u0 ∗Kn),
with Kn a regularizing kernel. Using the proposition 2.1 there exist approximated strong
solutions (ρn, un) on a maximum time interval (0, Tn). Furthermore since (ρ
n
0 − ρ¯, un0 ) =
((ρ0 − ρ¯) ∗Kn, u0 ∗Kn) is in any Hs(R) with 1 ≤ s < +∞, therefore we know that the
solution (ρn, un, vn) is regular and verify in particular vn ∈ L∞((0, Tn), L∞(R)).
We are interested now in proving that Tn = +∞ for any n ∈ N. It will be sufficient if we
show that we have for any T ∈ [0, Tn] (if Tn < +∞) and any n ∈ N:
‖ρn(T, ·) − ρ¯‖L∞(0,T ;H1(R)) ≤ C(T ),
‖un‖L∞(0,T ;H1(R))∩L2(0,T,H2(R)) + ‖∂tun‖L2(0,T,H2(R)) ≤ C(T ),
0 < α(T ) ≤ ρn(T, x) ≤ β(T ) < +∞ ∀x ∈ ×R,
(3.10)
with α, β and C continuous.
In addition it implies that for n ≥ 1α(T )α , (ρn, un) is a solution of the system (1.1) on [0, T ]
for initial data (ρn0 − ρ¯, un0 ) = ((ρ0 − ρ¯) ∗Kn, u0 ∗Kn). Furthermore via the proposition
2.1 we know that this solution is unique.
Now by standard compactness argument, we can prove that the sequence (ρn, un)n∈N∗
converges up to a subsequence in the sense of the distribution to a global solution (ρ1, u1)
of (1.1) with initial data (ρ0, u0) as in the theorem 2.1 and verifying (2.7) and (2.8).
The uniqueness of the solution will be ensure by the proposition 2.1. Indeed from (2.8)
we have on any interval t ∈ [0, T ] with T > 0:
µ(ρ1(t, x)) ≥ α(T )α ≥ c > 0 ∀x ∈ R,
we can then use the uniqueness part of the proposition 2.1 to ensure that the solution
(ρ1, u1) is unique.
Now we are going to focus us on the main difficulty of the proof which consists in proving
(3.10). In order to simplify the notation in the sequel, we assume that (ρ, u) is a strong
solution of (1.1) on the maximal time interval (0, T0) with initial data (ρ0, u0) (it is
possible to prove such result if we extend the proposition 2.1 to the case µ(ρ) = ρα, to
do this it suffices to follow the proof of [12, 15, 11] in the case N ≥ 2). We are going
in particular to prove (3.10) for (ρ, u) with the maxiimal time interval (0, T0) and not
(ρn, un) with the maximal time interval (0, Tn) with n ∈ N∗.
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In any case the proof does not change when we apply exactly the same argument to
(ρn, un) with n ∈ N∗. Indeed when we work directly with (ρ, u), we consider always the
worth case since µ(ρ) is degenerate.
Let us give an example, typically in order to prove that vn remains bounded in L
∞
norm, we will need in the to estimate ‖ P (ρn)
µ(ρn)ρ
β
n
‖L∞t,x with β = 12 + ǫ, ǫ > 0. We observe in
particular that:
P (ρn)
µn(ρn)ρ
β
n
≤ P (ρn)
µ(ρn)ρ
β
n
.
3.1 Entropy inequalities
We are going to follow the arguments of [32]. Let us define the well-known relative
entropy, for any functions U =
(
ρ
ρu
)
and U¯ =
(
ρ¯
0
)
we set:
H(U/U¯) = H(U)−H(U˜)−DH(U¯)(U − U¯),
= ρ(u− u¯)2 + p(ρ/ρ¯),
where p(ρ/ρ¯) is the relative entropy associated to 1γ−1ρ
γ :
p(ρ/ρ¯) =
1
γ − 1ρ
γ − 1
γ − 1 ρ¯
γ − γ
γ − 1 ρ¯
γ−1(ρ− ρ¯).
Let us mention that since p is convex, the function p(ρ/ρ¯) remains positive for every ρ
and p(ρ/ρ¯) = 0 if and only if ρ = ρ¯.
Mellet and Vasseur in [32] have obtained the following entropy inequalities.
Lemma 1 Since (ρ0, u0) verifies:∫
R
H(U0/U¯)dx =
∫
R
[ρ0
(u0)
2
2
+ p(ρ0/ρ¯)]dx < +∞, (3.11)
we have for every T ∈ (0, T0), there exists a positive constant C(T ) such that:
sup
[0,T ]
∫
R
[ρ
(u)2
2
+ p(ρ/ρ¯)]dx+
∫ T
0
∫
R
µ(ρ)(∂xu)
2dx dt ≤ C(T ). (3.12)
The constant C(T ) depends only on T > 0, U¯ , the initial value U0, γ and on the constant
C appearing in (2.5).
Remark 5 Let us point out that when both ρ¯ and ρ0 are bounded above and below away
from zero, we can prove that:
p(ρ0/ρ¯) ≤ C(ρ0 − ρ¯)2. (3.13)
In particular (3.13) is verified under the assumptions of theorem 2.1.
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Lemma 2 For any T ∈ (0, T0), there exists C(T ) such that the following inequality holds:
sup
[0,T ]
∫
[
1
2
ρ|u+ ∂x(ϕ(ρ))|2 + p(ρ/ρ¯)|dx
+
∫ T
0
∫
R
∂x(ϕ(ρ))∂x(ρ
γ)dxdt ≤ C(T ),
(3.14)
and ϕ verifying ϕ′(ρ) = µ(ρ)
ρ2
. The constant C(T ) depends only on T > 0, (ρ¯, 0), the
initial data U0, γ and on the constant C on (2.5).
3.2 Proof of theorem 2.1
3.2.1 A priori estimates
Since the initial datum (ρ0, u0) satisfies (2.6), we have:∫
ρ0(u0)
2dx < +∞,
∫
p(ρ0/ρ¯)dx < +∞ and
∫
ρ0|∂x(ϕ(ρ0))|2dx < +∞.
Using lemmas 1 and 2 it yields for any T < T0 (L
γ
2 is the Orlicz space, see [28] in the
Appendix A):
‖√ρu‖L∞((0,T ),L2) ≤ C(T ),
‖ρ‖L∞((0,T ),L1
loc
∩Lγ
loc
) ≤ C(T ),
‖ρ− ρ¯‖L∞((0,T ),Lγ2 ) ≤ C(T ),
‖
√
µ(ρ)∂xu‖L2((0,T ),L2) ≤ C(T ),
(3.15)
and:
‖√ρ∂xϕ(ρ)‖L∞((0,T ),L2) ≤ C(T ),
‖∂xργ · ∂xϕ(ρ)‖L2((0,T ),L2) ≤ C(T ),
(3.16)
with C a continuous function.
3.2.2 Uniform bounds on the density
The first proposition shows that the density is bounded by above.
Proposition 3.2 For every T ∈ (0, T0) there exists β(·) and C(·) continuous functions
such that :
0 ≤ ρ(T, x) ≤ β(T ) ∀x ∈ R,
and
‖ρ− ρ¯‖L∞((0,T ),H1(R)) ≤ C(T ).
Proof: Since µ(ρ) = ρα we know via the estimate (3.16) that ∂xρ
α− 1
2 belongs to L∞T (L
2)
for any T ∈ (0, T0]. In addition we know that ρ− ρ¯ is in L∞T (L2γ) using (3.15). For ǫ > 0
there exists C,C1 > 0 such that:
C1|ρ− ρ¯|1{|ρ−ρ¯|≤ǫ} ≤ |ρα−
1
2 − ρ¯α− 12 |1{|ρ−ρ¯|≤ǫ} ≤ C|ρ− ρ¯|1{|ρ−ρ¯|≤ǫ}. (3.17)
8
It implies since ρ− ρ¯ belongs to L∞(R+, Lγ2(R)) that there exists C > 0 such that:
‖(ρα− 12 − ρ¯α− 12 )1{|ρ−ρ¯|≤ǫ}‖L2(R) ≤ C‖ρ− ρ¯‖Lγ2 (R). (3.18)
We have now:
(ρα−
1
2 − ρ¯α− 12 )2 = ρα− 12 (ρα− 12 − ρ¯α− 12 ) + ρ¯α− 12 (ρ¯α− 12 − ρα− 12 ).
We deduce since the measure of {|ρ− ρ¯| ≥ ǫ} is finite ( it suffices to use the Tchebytchev
inequality and the fact that ρ− ρ¯ belongs to Lγ2(R)):
‖(ρα− 12 − ρ¯α− 12 )1{|ρ−ρ¯|>ǫ}‖2L2(R) ≤ (‖ρ‖α− 12L∞(R) + ‖ρ¯α− 12 ‖L∞)‖(ρα− 12 − ρ¯α− 12 )1{|ρ−ρ¯|>ǫ}‖L1(R)
≤ (‖ρ‖α− 12L∞(R) + ‖ρ¯α− 12‖L∞)‖(ρα− 12 − ρ¯α− 12 )1{|ρ−ρ¯|>ǫ}‖L2(R)|{|ρ − ρ¯| ≥ ǫ}| 12
≤ (‖ρ‖α− 12L∞(R) + ‖ρ¯α− 12‖L∞)‖(ρα− 12 − ρ¯α− 12 )1{|ρ−ρ¯|>ǫ}‖L2(R) ‖ρ− ρ¯‖
γ
2
L2γ
ǫ
γ
2
.
(3.19)
The fact that α− 12 > 0 plays a crucial role here since we can bound ρα−
1
2 by ‖ρ‖α−
1
2
L∞ . Now
by Sobolev embedding, Gagliardo-Nirenberg inequality , (3.18) and (3.19), we deduce
that there exists C,C ′ > 0 sufficiently large such that:
‖ρα− 12 − ρ¯α− 12‖2H1(R) ≤
(‖∂xρα− 12 ‖L2(R) + ‖∂xρ¯α− 12‖L2(R) + ‖(ρα− 12 − ρ¯α− 12 )1{|ρ−ρ¯|≤ǫ}‖L2(R)
+ ‖(ρα− 12 − ρ¯α− 12 )1{|ρ−ρ¯|≥ǫ}‖L2(R))2
≤ C(‖∂xρα− 12 ‖2L2(R) + ‖∂xρ¯α− 12‖2L2(R) + C‖ρ− ρ¯‖2Lγ2 (R)
+
(‖ρα− 12‖L∞(R) + ‖ρ¯α− 12 ‖L∞)‖(ρα− 12 − ρ¯α− 12 )‖H1(R) ‖ρ− ρ¯‖
γ
2
L2γ
ǫ
γ
2
)
≤ C(‖∂xρα− 12 ‖2L2(R) + ‖∂xρ¯α− 12‖2L2(R) + C‖ρ− ρ¯‖2Lγ2 (R)
+
(
(‖∂x(ρα−
1
2 − ρ¯α− 12 )‖
1
2
L2(R)
‖ρα− 12 − ρ¯α− 12 ‖
1
2
L2(R)
+ 2‖ρ¯α− 12‖L∞
)
× ‖(ρα− 12 − ρ¯α− 12 )‖H1(R)
‖ρ− ρ¯‖
γ
2
L2γ
ǫ
γ
2
)
(3.20)
Since by energy estimate ∂xρ
α− 1
2 belongs to L∞([0, T0], L
2) and ∂xρ¯
α− 1
2 is in L2, from
bootstrap argument we deduce that ρα−
1
2 − ρ¯α− 12 belongs to L∞T (H1(R)) for any T ∈
(0, T0) with:
‖ρα− 12 (T, ·) − ρ¯α− 12 (T, ·)‖H1(R)) ≤ C(T ), (3.21)
with C continuous. By Sobolev embedding, using the fact that α − 12 > 0 and since ρ¯
belongs to L∞ we deduce that ρ is bounded in L∞T (L
∞(R)) for any T ∈ (0, T0):
‖ρ(T, ·)‖L∞ ≤ β(T ), (3.22)
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with β continuous.
Now combining the fact that ∂xρ
α− 1
2 belongs to L∞([0, T0], L
2) and the fact that ρ is
bounded in L∞([0, T0], L
∞) we deduce that ∂xρ is bounded in L
∞([0, T0], L
2) (because
α − 12 ≤ 1). Let us prove now that ρ − ρ¯ is bounded in L∞([0, T0], L2), from (3.17) we
get for C1 > 0:
‖ρ− ρ¯‖2L2 ≤
1
C21
‖ρα− 12 − ρ¯α− 12 ‖2L2 + |{|ρ− ρ¯| ≥ ǫ}| ‖ρ− ρ¯‖2L∞
≤ 1
C21
‖ρα− 12 − ρ¯α− 12 ‖2L2 +
‖ρ− ρ¯‖γ
Lγ2
ǫγ
‖ρ− ρ¯‖2L∞ .
(3.23)
From (3.21), (3.22) and energy estimate we deduce that there exists a continuous function
C such that for any T ∈ (0, T0):
‖ρ(T, ·) − ρ¯(·)‖H1(R)) ≤ C(T ). (3.24)

We are going now to prove that ρβu is bounded in L2T (L
∞) for β suitably chosen.
Proposition 3.3 Let ǫ > 0 small enough and α ∈ (12 , 1], we have for β = 12 + ǫ:
ρβu ∈ L2([0, T0], L∞). (3.25)
Proof: Multiplying the momentum equation of (1.1) by u|u|p with p > 0 as in [31] and in-
tegrating by parts on [0, T0)×R we can prove that ρ
1
2+pu belongs to L∞([0, T0], (L
2+p(R))
for any 0 < p < +∞. Indeed we have for any T ∈ (0, T0):
1
p+ 2
∫
R
ρ(T, x)|u|2+p(T, x)dx+ (p + 1)
∫ T
0
∫
R
µ(ρ(t, x))(∂xu(t, x))
2|u|p(t, x)dxdt
+
∫ T
0
∫
R
∂xP (ρ)(t, x)u(t, x)|u|p(t, x)dtdx = 1
p+ 2
∫
R
ρ0(x)|u0|2+p(x)dx.
(3.26)
We recall that since u0 belongs to L
∞(R)∩L2(R) then u0 is any Lp+2(R). Next we have
by integration by parts and Young inequality:
|
∫ T
0
∫
R
∂xP (ρ)(t, x)u(t, x)|u|p(t, x)dtdx| = |(p + 1)
∫ T
0
∫
R
ργ(t, x)|u|p(t, x)∂xu(t, x)dtdx|
≤ p+ 1
2
∫ T
0
∫
R
ρα(t, x)(∂xu(t, x))
2|u|p(t, x)dtdx+ p+ 1
2
∫ T
0
∫
R
ρ2γ−α(t, x)|u|p(t, x)dtdx.
(3.27)
Next from Ho¨lder inequality and by interpolation, we get for p ≥ 2 and since 2γ−α−1 ≥ 0:∫ T
0
∫
R
ρ2γ−α(t, x)|u|p(t, x)dtdx ≤ ‖ρ‖2γ−α−1L∞([0,T ]×R)
∫ T
0
∫
R
ρ(t, x)|u|p(t, x)dtdx
≤ ‖ρ‖2γ−α−1L∞([0,T ]×R)
∫ T
0
‖ρ 1p+2u(t, ·)‖
(p−2)(p+2)
p
Lp+2
‖√ρu(t, ·)‖
4
p
L2
dt
≤ ‖ρ‖2γ−α−1L∞([0,T ]×R)
∫ T
0
(1 + ‖ρ 1p+2u(t, ·)‖p+2
Lp+2
)‖√ρu(t, ·)‖
4
p
L2
dt
(3.28)
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Plugging (3.28) and (3.27) in (3.26) and using Gronwall lemma we deduce that ρ
1
pu
belongs to L∞([0, T0], L
p) for any p ≥ 4 and by interpolation for any p ≥ 2.
We recall now that since:
∂x(ρ
βu) = ρβ−
α
2 ρ
α
2 ∂xu+
β
α− 12
ρβ−α+
1
2u∂x(ρ
α− 1
2 ), (3.29)
taking β = 12 + ǫ with 0 < ǫ <
1
4 , we have:
∂x(ρ
βu) = ρ
1−α
2
+ǫρ
α
2 ∂xu+
β
α− 12
ρ1+ǫ−αu∂x(ρ
α− 1
2 ).
We note now that ρ1+ǫ−αu belongs to L∞([0, T0], L
1
ǫ (R)) because ρ belongs to L∞([0, T0], L
∞)
and ρ
1
pu is in L∞([0, T0], L
p) for any p ≥ 2. It implies via the estimate (3.16), (3.22) and
since α ≤ 1 that ∂x(ρβu) belongs to L2T (L2(R))+L∞T (Lp(R)) (for any T ∈ (0, T0)) which
is embedded in L2T (L
2(R) + Lp(R)) with 1p =
1
2 + ǫ. By the Riesz Thorin theorem it
implies that the Fourier transform F(∂x(ρβu)) is in L2T (L2(R)+Lp
′
(R)) with 1p +
1
p′ = 1.
In particular we deduce from Ho¨lder inequality that F(ρβu)1{|ξ|≥1} is in L2T (L1(R)) for
any T ∈ [0, T0]. Since ρβu = ρǫ√ρu, we obtain from Ho¨lder inequality that ρβu is in
L2T (L
2) for any T ∈ [0, T0]. From Plancherel theorem we can prove that F(ρβu)1{|ξ|≤1}
is in L2T (L
1(R)). It gives that F(ρβu) is in L2T (L1(R)). We thus get that ρβu belongs to
L2([0, T0], L
∞(R)). 
The following proposition is the most crucial point of the proof. We show that the
density is bounded by below.
Proposition 3.4 For every T > 0 there exists a continuous function α and c > 0 such
that for all T < T0:
0 < c ≤ α(T ) ≤ ρ(T, x) ∀x ∈ R.
Proof: Since (ρ, u) is a regular solution 2 which verifies the system (1.1) on (0, T0), it is
also solution of the system (1.3) on (0, T0) with: ∂tρ− ∂x(
µ(ρ)
ρ
∂xρ) + ∂x(ρv) = 0,
ρ∂tv + ρu∂xv + ∂xP (ρ) = 0.
(3.30)
We are interested in proving that v remains bounded in L∞([0, T0], L
∞). Let us multiply
the momentum equation of (3.30) by v|v|p (with p ≥ 0) and integrate over (0, T ) × R
(with T ∈ (0, T0)), we get using the fact that ∂xP (ρ) = γ ρ
γ+1
µ(ρ) (v − u):
1
p+ 2
∫
R
ρ(T, x)|v(T, x)|p+2dx+ γ
∫ T
0
∫
R
ργ+1(s, x)
µ(ρ(s, x))
|v(s, x)|p+2dx ds
=
1
p+ 2
∫
R
ρ0(x)|v0(x)|p+2dx+ γ
∫ T
0
∫
R
ργ+1(s, x)
µ(ρ(s, x))
u(s, x)v(s, x)|v(s, x)|pdx ds.
(3.31)
2If necessary we can use a regularizing process by looking at initial data of the form (ρn0 − ρ¯, u
n
0 ) =
((ρ0 − ρ¯) ∗Kn, u0 ∗Kn) with Kn a regularizing kernel and passing after to the limit by compactness.
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From the Theorem 2.1, it is easy to observe that ρ
1
q
0 v0 belongs to any L
q with q ≥ 2.
From Ho¨lder inequality we deduce that:
|
∫ T
0
∫
R
ργ+1(s, x)
µ(ρ(s, x))
u(s, x)v(s, x)|v(s, x)|pdx ds|
= |
∫ T
0
∫
R
ργ+
1
p+2 (s, x)
µ(ρ(s, x))
u(s, x)ρ
p+1
p+2 (s, x)v(s, x)|v(s, x)|pdx ds
≤
∫ T
0
‖ρ 1p+2 v(s, ·)‖p+1
Lp+2
‖ρ
γ+ 1
p+2 (s, ·)
µ(ρ(s, ·)) u(s, ·)‖Lp+2ds.
(3.32)
It suffices now to control the norm ‖ρ
γ+ 1
p+2 (s,·)
µ(ρ(s,·)) u(s, ·)‖Lp+2 . Since µ(ρ) = ρα we have to
estimate ‖ργ−α+ 1p+2 (s, ·)u(s, ·)‖Lp+2 and using Ho¨lder inequality we have with β = 12 + ǫ
for ǫ > 0 small enough:
‖ργ−α−β+ 1p+2 (s, ·)ρβ(s, ·)u(s, ·)‖p+2
Lp+2
≤ ‖ρβu(s, ·)‖pL∞‖
√
ρu(s, ·)‖2L2‖ρ(s, ·)‖
(p+2)(γ−α− pβ
p+2
)
L∞ .
(3.33)
We need at this level that γ−α− pβp+2 ≥ 0 for any p ≥ 2 which is true since γ−α−β ≥ 0
(indeed in other case we should control the norm ‖1ρ(s, ·)‖L∞ that we precisely wish to
estimate). The previous inequality is true since in the Theorem 2.1 we assume that
γ ≥ α+ 12 + ǫ. Plugging (3.33) in (3.31) and using (3.32) we have:∫
R
ρ(T, x)|v(T, x)|p+2dx+ γ(p + 2)
∫ T
0
∫
R
ργ+1(s, x)
µ(ρ(s, x))
|v(s, x)|p+2dx ds
≤
∫
R
ρ0(x)|v0(x)|p+2dx+ γ(p+ 2)
∫ T
0
(‖ρ 1p+2 v(s, ·)‖p+1
Lp+2
× ‖ρβu(s, ·)‖
p
p+2
L∞ ‖
√
ρu(s, ·)‖
2
p+2
L2
‖ρ(s, ·)‖(γ−α−
pβ
p+2
)
L∞
)
ds.
(3.34)
From Young inequality we have:∫
R
ρ(T, x)|v(T, x)|p+2dx+ γ(p + 2)
∫ T
0
∫
R
ργ+1(s, x)
µ(ρ(s, x))
|v(s, x)|p+2dx ds
≤
∫
R
ρ0(x)|v0(x)|p+2dx+ γ(p+ 2)
∫ T
0
(
(1 + ‖ρ 1p+2 v(s, ·)‖p+2
Lp+2
)
× ‖ρβu(s, ·)‖
p
p+2
L∞ ‖
√
ρu(s, ·)‖
2
p+2
L2
‖ρ(s, ·)‖(γ−α−
pβ
p+2
)
L∞
)
ds.
(3.35)
Using the Gronwall lemma, we deduce that for any t ∈ (0, T0) we have:
‖ρ(t, ·) 1p+2 v(t, ·)‖p+2
Lp+2
≤(‖ρ 1p+20 v0‖p+2Lp+2 + γ(p+ 2)∫ T0
0
‖ρβu(s, ·)‖
p
p+2
L∞ ‖
√
ρu(s, ·)‖
2
p+2
L2
‖ρ(s, ·)‖(γ−α−
pβ
p+2
)
L∞ ds
)
× exp
(
γ(p+ 2)
∫ T0
0
(‖ρβu(s, ·)‖ pp+2L∞ ‖√ρu(s, ·)‖ 2p+2L2 ‖ρ(s, ·)‖(γ−α− pβp+2 ))L∞ ) ds).
(3.36)
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We deduce that we have for any p ≥ 0:
‖ρ(t, ·) 1p+2 v(t, ·)‖Lp+2 ≤(‖ρ 1p+20 v0‖p+2Lp+2 + γ(p + 2)∫ T0
0
‖ρβu(s, ·)‖
p
p+2
L∞ ‖
√
ρu(s, ·)‖
2
p+2
L2
‖ρ(s, ·)‖(γ−α−
pβ
p+2
)
L∞ ds
) 1
p+2
× exp
(
γ
∫ T0
0
(‖ρβu(s, ·)‖ pp+2L∞ ‖√ρu(s, ·)‖ 2p+2L2 ‖ρ(s, ·)‖(γ−α− pβp+2 ))L∞ ) ds).
(3.37)
According to proposition 3.2, 3.3 and the inequality (3.38), we get that for all p ∈ [0,+∞[:
‖ρ(T, ·) 1p+2 v(t, ·)‖Lp+2 ≤ C(T ) ∀T ∈ (0, T0), (3.38)
with C a continuous function independent on p.
At this level, we can prove a L∞t,x control on the velocity v. Indeed we have the following
proposition.
Proposition 3.5 We have then:
∀T ∈ (0, T0), ‖v‖L∞
T
(L∞) ≤ C(T ), (3.39)
with C a continuous function.
Proof: We recall that for all t ∈ (0, T0) the solution (ρ, v) verifies 3:
ρ(t, x) ≥ Bt > 0 ∀x ∈ R and ‖v(t, ·)‖L∞ ≤ C1t < +∞, (3.40)
with possibly Bt →t→T0 0 and C1t →t→T0 +∞. We observe that ∀ǫ > 0 sufficiently small
(such that ǫ < ‖v(t,·)‖L
∞
2 ), we have for any p ≥ 2 and t ∈ (0, T0):
‖ρ 1p v(t)‖Lp ≥
( ∫
{x, |v(t,x)|≥‖v(t,·)‖L∞−ǫ}
ρ(t, x)|v|p(t, x)dx) 1p
≥ (‖v(t, ·)‖L∞ − ǫ)( ∫
{x, |v(t,x)|≥‖v(t,·)‖L∞−ǫ}
ρ(t, x)dx
) 1
p
≥ (‖v(t, ·)‖L∞ − ǫ)B 1pt ∣∣{x, |v(t, x)| ≥ ‖v(t, ·)‖L∞ − ǫ}∣∣ 1p .
(3.41)
Since we have Bt > 0 and 0 <
∣∣{x, |v(t, x)| ≥ ‖v(t, ·)‖L∞ − ǫ}∣∣ < +∞, we can pass to
the limit when p goes to +∞ in (3.41). It implies that for any ǫ > 0 small enough, we
get using (3.38):
‖v(t, ·)‖L∞ − ǫ ≤ C(t) ∀t ∈ (0, T0).
It concludes the proof of the proposition 3.5. 
In particular we have proved that v belongs to L∞([0, T0], L
∞(R)). We can rewrite
the mass equation of (1.3) as follows:
∂t(
1
ρ
)− ∂x(ρα−1∂x(1
ρ
)) + 2(∂x(
1
ρ
)))2ρα + 2∂x(
1
ρ
)v − ∂x(v
ρ
) = 0. (3.42)
3This is true if we consider a regularization on the initial data such that v0 ∗Kn belongs to H
s with
s > 1
2
.
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We deduce using the maximum principle on [0, T0) (see [25]) that
1
ρ is in L
∞([0, T0], L
∞(R)).
Indeed we have used the fact that v is in L∞[[0, T0], L
∞(R)), that there exists c > 0 such
that ρα−1(t, x) ≥ c > 0 for all (t, x) ∈ (0, T0) × R (because α ≤ 1 and ρ belongs to
L∞([0, T0], L
∞(R))) and that (∂x(
1
ρ )))
2ρα ≥ 0. It conclude the proof of the proposition
3.4.
An other possibility consists in proving that (1ρ− 1ρ¯) is bounded in any L∞([0, T0], Lp+2(R))
with p ≥ 0. To do this it suffices again to multiply the equation (3.42) by (1ρ − 1ρ¯)|1ρ − 1ρ¯ |p
with p ≥ 2 and integrate over (0, T )× R for any T ∈ (0, T0). Indeed we have:
1
p+ 2
∫
R
| 1
ρ(T, x)
− 1
ρ¯(x)
|p+2dx
+ (p + 1)
∫ T
0
∫
R
ρα−1(t, x)
(
∂x(
1
ρ(t, x)
)
)2| 1
ρ(t, x)
− 1
ρ¯(x)
|pdtdx
+ 2
∫ T
0
∫
R
(
∂x(
1
ρ(t, x)
)
)2
ρα−1(t, x) | 1
ρ(t, x)
− 1
ρ¯(x)
|pdtdx ≤ 1
p+ 2
∫
R
| 1
ρ0(x)
− 1
ρ¯(x)
|p+2dx
+ (p + 1)
∫ T
0
∫
R
ρα−1(t, x)|∂x( 1
ρ(t, x)
)| |∂x( 1
ρ¯(x)
)| | 1
ρ(t, x)
− 1
ρ¯(x)
|pdtdx
+ 2
∫ T
0
∫
R
(
∂x(
1
ρ(t, x)
)
)2 ρα(t, x)
ρ¯(x)
| 1
ρ(t, x)
− 1
ρ¯(x)
|pdtdx
+ 2
∫ T
0
∫
R
|∂x( 1
ρ(t, x)
)| |v(t, x)| | 1
ρ(t, x)
− 1
ρ¯(x)
|p+1dtdx
+ (p + 1)
∫ T
0
∫
R
|v(t, x)|
ρ(t, x)
|∂x( 1
ρ(t, x)
− 1
ρ¯(x)
)| | 1
ρ(t, x)
− 1
ρ¯(x)
|pdtdx
(3.43)
It suffices now to proceed by bootstrap and using Gronwall lemma. Indeed we have for
example using Young inequality and for ǫ, C > 0:∫ T
0
∫
R
ρα−1(t, x)|∂x( 1
ρ(t, x)
)| |∂x( 1
ρ¯(x)
)| | 1
ρ(t, x)
− 1
ρ¯(x)
|pdtdx
≤ ǫ
2
∫ T
0
∫
R
(
∂x(
1
ρ(t, x)
)
)2| 1
ρ(t, x)
− 1
ρ¯(x)
|pdtdx
+
1
2ǫ
∫ T
0
∫
R
(
∂x(
1
ρ¯(x)
)
)2
ρ2α−2(t, x)| 1
ρ(t, x)
− 1
ρ¯(x)
|pdtdx
≤ ǫ
2
∫ T
0
∫
R
(
∂x(
1
ρ(t, x)
)
)2| 1
ρ(t, x)
− 1
ρ¯(x)
|pdtdx
+
C
2ǫ
∫ T
0
∫
R
(
∂x(
1
ρ¯(x)
)
)2
(1 + | 1
ρ(t, x)
− 1
ρ¯(x)
|2 + | 1
ρ¯(x)
|2)| 1
ρ(t, x)
− 1
ρ¯(x)
|pdtdx
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We conclude for this term by using Gronwall lemma and the fact that ∂x(
1
ρ¯),
1
ρ¯ are in
L∞ and (ρ− ρ¯) belongs to L∞([0, T0], L2 ∩ L∞). In a similar way we have for ǫ > 0:∫ T
0
∫
R
(
∂x(
1
ρ(t, x)
)
)2 ρα(t, x)
ρ¯(x)
| 1
ρ(t, x)
− 1
ρ¯(x)
|pdtdx ≤
ǫ
∫ T
0
∫
R
(
∂x(
1
ρ(t, x)
)
)2
ρα−1(t, x) | 1
ρ(t, x)
− 1
ρ¯(x)
|pdtdx
+
∫ T
0
∫
{ρ≥ǫρ¯}
(
∂x(
1
ρ(t, x)
)
)2ρα(t, x)
ρ¯(x)
| 1
ρ(t, x)
− 1
ρ¯(x)
|pdtdx.
The second term on the right hand side is bounded because 1ρ¯ is in L
∞, ρ belongs to
L∞([0, T0], L
∞) and ∂xρ is bounded in L
∞([0, T0], L
2). The first term on the right hand
side can be absorbed by the terms on the left hand side of (3.43). Let us give a last
example, using again Young inequality we have for ǫ > 0:∫ T
0
∫
R
|∂x( 1
ρ(t, x)
)| |v(t, x)| | 1
ρ(t, x)
− 1
ρ¯(x)
|p+1dtdx ≤
ǫ
2
∫ T
0
∫
R
|∂x( 1
ρ(t, x)
)|2 | 1
ρ(t, x)
− 1
ρ¯(x)
|pdtdx
+
1
2ǫ
∫ T
0
‖v(t, ·)‖2L∞ (
∫
R
| 1
ρ(t, x)
− 1
ρ¯(x)
|p+2dx)dt.
Now using the fact that ∂xρ
α− 1
2 belongs to L∞([0, T0], L
2) we prove easily that (1ρ − 1ρ¯)
is bounded in L∞([0, T0]× R). Indeed it suffices to observe that ∂x(1ρ) = − 1α− 1
2
( 1
ρα+
1
2
−
1
ρ¯α+
1
2
)∂x(ρ
α− 1
2 )− 1
α− 1
2
1
ρ¯α+
1
2
∂x(ρ
α− 1
2 ). Since ( 1
ρα+
1
2
− 1
ρ¯α+
1
2
) is bounded in any L∞([0, T0], L
p+2)
with p ≥ 2 we deduce that ∂x(1ρ ) belongs to L∞([0, T0], L2 +Lq) with 1q = 12 + 1p+2 . Now
we obtain the result by using similar arguments than the proof of the proposition 3.3. 
3.2.3 Uniform bounds for the velocity
Proposition 3.6 There exists a continuous function C such that ∀T ∈ (0, T0):
‖u‖L2((0,T ),H2(R)) ≤ C(T ),
and:
‖∂tu‖L2((0,T ),L2(R)) ≤ C(T ).
In particular u ∈ C((0, T ),H1(R)), ∀T ∈ (0, T0).
Proof: This proposition follows [32]. First, we observe that u is bounded in L2((0, T ),H1(R))
for any T ∈ (0, T0). Indeed since we have ρ ≥ α1 > 0 using (3.12) it implies that ∂xu is
bounded in L2((0, T ) × R) and u is bounded in L∞((0, T ), L2(R)). Therefore u belongs
to L2([0, T0],H
1(R)).
We deduce via the mass equation that ∂tρ is bounded in L
2([0, T0]×R) using (3.16), propo-
sitions 3.2, 3.4 and Sobolev embedding. Since ρ− ρ¯ is bounded in L∞([0, T0],H1(R)), it
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yields using interpolation and Sobolev embedding (see [1] for example) that ρ belongs to
Cs0([0, T0]× R) for some s0 in (0, 1).
Next let us rewrite the momentum equation of (1.1) as follows:
∂tu− ∂x(µ(ρ)
ρ
∂xu) = −γργ−2∂xρ+
(
∂xϕ(ρ)− u
)
∂xu. (3.44)
In order to obtain new estimates on u, we are going to control the right hand side of
(3.44). The first term ργ−2∂xρ is bounded in L
∞([0, T0], L
2(R)) (thanks to propositions
3.2, 3.4 and estimate (3.16)). For the last part following [32], we write (using Ho¨lder
inequality, Gagliardo-Nirenberg inequality and energy estimate):
‖(∂xϕ(ρ)− u)∂xu‖L2((0,T ),L2(R))
≤ ‖∂xϕ(ρ)− u‖L∞((0,T ),L2(R))‖∂xu‖L2((0,T ),L∞(R))
≤ ‖∂xϕ(ρ)− u‖L∞((0,T ),L2(R))‖∂xu‖
1
2
L2((0,T ),L2(R))
‖∂xxu‖
1
2
L2((0,T ),L2(R))
≤ C‖∂xxu‖
1
2
L2((0,T ),L2(R))
.
Using regularity results for parabolic equation of the form (3.44) ( see [25], we can check
here that that the diffusion coefficient is in Cs0((0, T ) × R)) gives for any T ∈ (0, T0):
‖∂tu‖L2((0,T ),L2(R) + ‖∂xu‖L2((0,T ),H1(R)) ≤ C‖∂xu‖
1
2
L2((0,T ),H1(R))
+ C,
with C depending on ‖u0‖H1 and by bootstrap for any T ∈ (0, T0):
‖∂tu‖L2((0,T ),L2(R)) + ‖u‖L2((0,T ),H2(R)) ≤ C(T ).
This concludes the proof of the proposition 3.6. 
Combining all the previous propositions, we have proved the theorem 2.1.
4 Appendix
Let us explain why the system (1.1) is equivalent to the system (1.3) via the change of
unknown v = u+ ∂xϕ(ρ).
Proposition 4.7 We can formally rewrite the system (1.1) as follows with v = u +
∂xϕ(ρ) (ϕ
′(ρ) = µ(ρ)
ρ2
): 
∂tρ− ∂x(µ(ρ)
ρ
∂xρ) + ∂x(ρv) = 0,
ρ∂tv + ρu∂xv + ∂xP (ρ) = 0,
(ρ, u)/t=0 = (ρ0, u0).
(4.45)
Proof: As observed in [17, 16, 14, 13], we are interested in rewriting the system (1.1)
in terms of the following unknown v = u+ ∂xϕ(ρ) where ϕ
′(ρ) = µ(ρ)
ρ2
. We have then by
using the mass equation of (1.1):
∂tρ+ ∂x(ρv) − ∂x(ρϕ′(ρ)∂xρ) = 0.
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and it gives:
∂tρ+ ∂x(ρv)− ∂x(µ(ρ)
ρ
∂xρ) = 0.
From the mass equation in (1.1) we obtain:
ρ∂t[∂x(ϕ(ρ))] + ρ∂x
(µ(ρ)
ρ2
∂x(ρu)
)
= 0. (4.46)
Next we have:
ρ∂x
(µ(ρ)
ρ2
∂x(ρu)
)
= ρ∂x(
µ(ρ)
ρ
∂xu+ u∂xϕ(ρ)),
= µ(ρ)∂xxu+ ρ∂x(
µ(ρ)
ρ
)∂xu+ ρ∂x(u∂xϕ(ρ)),
= µ(ρ)∂xxu+ ∂xµ(ρ) ∂xu− µ(ρ)
ρ
∂xρ ∂xu+ ρ∂x(u∂xϕ(ρ)),
= ∂x(µ(ρ)∂xu) + ρu∂xxϕ(ρ).
(4.47)
Now we can rewrite the momentum equation of (1.1) as follows:
ρ∂tu+ ρu∂xu− ∂x(µ(ρ)∂xu) + ∂xP (ρ) = 0. (4.48)
We get now adding the equality (4.46) to the momentum equation (4.48) and using (4.47):
ρ∂tv + ρu∂xv + ∂xP (ρ) = 0.
It concludes the proof. 
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