Abstract Email overload is a recent problem that there is increasingly difficulty that people have to process the large number of emails received daily. Currently, this problem becomes more and more serious and it has already affected the normal usage of email as a knowledge management tool. It has been recognized that categorizing emails into meaningful groups can greatly save cognitive load to process emails, and thus this is an effective way to manage the email overload problem. However, most current approaches still require significant human input for categorizing emails. In this paper, we develop an automatic email clustering system, underpinned by a new nonparametric text clustering algorithm. This system does not require any predefined input parameters and can automatically generate meaningful email clusters. The evaluation shows our new algorithm outperforms existing text clustering algorithms with higher efficiency and quality in terms of computational time and clustering quality measured by different gauges. The experimental results also well match the labeled human clustering results.
knowledge management tool that conveniently enables fast and accurate communication. On the other side, the increasing volume of email threatens to cause a state of "email overload" [20] where the volume of messages exceeds individuals' capacity to process them. This is because of the fact that the majority of email users use email as an archival tool and never discard messages [19] . As this gradual congestion of a user's mailbox with messages ranging from working related documents and personal information, users are becoming unable to successfully finding an important archived message hidden in their mailbox without any structure. We urgently need an effective managing tool to solve the email overload problem.
Although search engines can help people find the information in their email archives, in most cases, people can not find out or tend to forget a suitable key word in the anticipated email messages. Without a well-defined key word, the search results will not be satisfiable even the search engine is intelligent enough. Recently, people realize that categorizing email messages into different groups can significantly reduce the cognitive load on email users [18] . If an email system can present messages in a form that is consistent with the way people process and store information, it will greatly help them in comprehending and retrieving the information contained within those groups [15] .
Currently, categorizing email messages often involves manually creating folders in a users' mailbox and setting up rules to dispatch incoming emails [13, 22] . This still requires a heavy cognitive load of creating the folder structure and the rules, which can be difficult for normal users. Moreover, the difficulty increases when the daily incoming emails reach a certain number, e.g., 100 to 200 messages per day for experienced email users [7] . Therefore, an automatic categorizing mechanism which can alleviate people's cognitive load is very beneficial to manage the email overload problem.
In this paper, a new automatic nonparametric clustering system to manage the email overload problem is presented. We implement this system with a client-side prototype application. It can automatically generate email clusters according to emails' content (title and body) by a new text clustering algorithm. It does not require users to input any predefined parameter and, therefore, it is especially useful for nontechnical users. The evaluation shows our approach achieves good clustering results with high efficiency and high clustering quality.
The rest of the paper is organized as follows. Section 2 gives the overview of the system design. Section 3 presents the details of the new nonparametric text clustering algorithm. Evaluation of this system is presented in Sect. 4. Evaluation measurements, data sets used in the experiments, the results in terms of computational time and quality of clustering, and consistency with human clustering are given in this section. Section 5 gives a survey on related areas. Section 6 discusses the issues that make this system a practical and effective system. Section 7 provides the conclusion of this paper.
System design
The system design goal of the automatic email clustering system is to automatically categorize emails into different meaningful groups, and thus to alleviate human cog- nitive load to process emails. The emails in clusters the system produced must be of same relative groups. We also notice a fact that most actual email users manually create 1-level folders in their mail box, rather than create multi-level hierarchical folders because exploring the multi-level hierarchical structure is also burdensome. Therefore, we choose 1-level folders containing emails as the output in this system. We implement the system by a client-side prototype application. It first read email messages from an email client's data file, then it converts email texts into vector matrix and generate similarity matrix. The details regarding algorithms will be introduced in Sect. 3. After the matrices are generated, they are input into our new nonparametric text clustering algorithm. The automatic nonparametric clustering algorithm produces email clusters. Finally, the application outputs 1-level email clusters in a user interface. The flow chart can be found in Fig. 1 .
The application interface can be found in Fig. 2 . The figure shows when the application finishes its clustering process by using a data set it lists the clusters and the population in the clusters in the left list box, and email subjects and bodies in the right text boxes. A friendly interface can significantly enhance people's email processing capability. However, it is beyond the scope of this paper. Here, we focus on the automatic email clustering algorithm, which is the core of this application.
A new nonparametric text clustering algorithm

Cluster validity
To validate a cluster analysis solution, there are many validation techniques such as Hubert's statistic [1, 3] , significance tests on variables (MANOVA) [21] , and Monte Carlo procedures [1] . We use Hubert's statistic which does not require predefined parameters to validate the cluster structures. The underlying idea is that our algorithm aims at evaluating the degree of agreement between a predetermined partition and the inherent clustering structure. Therefore, our algorithm combines the cluster optimization and clustering itself together, thus it produces high quality clusters and achieve high efficiency. 
Consistently, the inherent clustering structure can be represented by using a N × N proximity matrix X = [X(i, j )]. It is the observed correlation coefficient of emails i and j , which means the proximity of point i to point j in the whole email space. The Hubert's statistic then can be obtained by measuring the correlation between these two symmetric matrices X = [X(i, j )] and Y = [Y (i, j)] as follows.
where X and Y are the means of the values in X and Y, and σ X and σ Y are the standard deviations. The value of Hubert's statistic scaled from −1 to 1, and a large absolute value of the normalized statistic implies well separated and compact clusters. Equation (2) can be further written as
The Hubert's statistic has twofold meanings. First, the proximity matrices X and Y measures are generic to cover both interclass and intraclass statistics. Second, when the product of X(i, j ) and Y (i, j) is large, it is very likely that the email points are apart and assigned to different clusters with distant mean vectors. Therefore, we can see that the larger the Hubert's statistic means stronger evidence there are compact clusters generated. To this end, we use the maximum Hubert's statistic as our cluster validation measure as follows.
3.2 Vector space model for text clustering Before emails can be classified into different clusters, they must be represented by a numerical form. In this paper, we adopt the vector space model [2] , which has been used in information retrieval to compute the degree of similarity between each text document stored in the system. In this model, each email is converted to a vector e, in the term space, as follows.
where tf i is the frequency of the ith term in the email. In the vector space model, intrasimilarity is quantified by measuring the raw frequency of a term t i inside an email document e i . tf i is usually normalized as formula (6) to prevent a bias toward longer emails (which may have a higher term frequency regardless of the actual importance of that term in the email) to give a measurement of the importance of the term t i within the particular email.
where n i is the number of emails in which the index term t i appears, and the denominator is the number of occurrences of all terms. Intercluster dissimilarity is quantified by measuring the inverse of the frequency of a term t i among the emails in the whole space. This factor is usually referred as the inverse document frequency or the idf factor. The motivation for usage of an idf factor is that terms which appear in many emails are not necessarily useful for distinguishing a relevant email from nonrelevant ones. idf can be written as
where N is the total number of emails in the system. Then tfidf can be used to filter out common terms which have little discriminating power, as defined in the follows.
As our clustering algorithm has many iteration steps, in each iteration step, the goal is to separate the existing collection of emails into two sets: the first one that is composed of emails related to the currently generated cluster and the second one is composed of emails not related it. Two main issues need to be resolved, intracluster similarity and intercluster dissimilarity. The quantification of intracluster similarity provides the features which better describe the emails in the currently generated cluster. Furthermore, the quantification of intercluster dissimilarity represents the features which better distinguish the emails in currently generated cluster. Therefore, intrasimilarity is quantified by measuring the term frequency tf i . Intercluster dissimilarity is quantified by measuring the inverse of the frequency idf i .
Nonparametric text clustering algorithm
Our new nonparametric text clustering algorithm has the following 7 steps.
1. Construct the data matrix with the vector space model. 2. Standardize the data matrix. 3. Compute the similarity matrix and input similarity matrix into the clustering procedure. 4. Select a seed for clustering. 5. Add or delete point into the currently generated cluster with Hubert's statistic validity test. 6. Repeat step 5 until no point can be allocated. 7. Repeat steps 4 to 6 until all the clusters are generated.
The key differences between our algorithm and traditional clustering algorithms such as hierarchical agglomerative algorithm and partitioning-based k-means algorithm [1] are first, there is no need to reconstruct the data or similarity matrix for each iteration, which can greatly save computational time; and second, it incorporates the validation part into to the clustering process, instead of putting the validation after all clusters are generated, which can optimize the quality of clustering all the time.
The clustering result does not depend on the selection of seed in step 4, although a good selection can speed up the clustering process. We use Euclidean distance measure to choose the seed, which has most neighbor points with the average Euclidean distances among points. The Euclidean distance measurement can be written as
where X ik is the value of the kth variable for the ith point. The average Euclidean distances then can be written as
Computational simplification
The Hubert's statistic is robust because the inter-class and intraclass information is embedded into cluster evaluation. However, the original Hubert's statistic approach requires high computation load. Therefore, we make further simplification for (3) as follows.
From this formula, we find many parts can be pre-calculated when the data and similarity matrix are given, which is before the iteration (from step 4 to 6) starts. If we can precalculate these parts, which are defined as follows, the computational time can be greatly saved.
Then by substituting (12) (13) (14) into (11), we have Therefore, the actual computation needed in each iteration is for those parts with Y (i, j).
Evaluation
Measurements
The performance of a text clustering algorithm can be evaluated in terms of computational time, quality measure (high intracluster similarity and low intercluster similarity), and consistency with human clustering (if we have labeled data as priori). We first use some unlabeled email data sets to test our algorithm on the first two measurements. We also compare our result with other two clustering algorithms, hierarchical agglomerative algorithm (using the nearest neighbor algorithm) and k-means algorithm. The quality of clustering is measured by using different measurements, Hubert's statistic, simple matching coefficient, and Jaccard coefficient. Readers can find the definitions of simple matching coefficient and Jaccard coefficient in [1] . A higher value in these measurements indicates a higher clustering quality. Then we use labeled email data sets to test our algorithm on the consistency with human clustering.
Data sets
All the email data sets are from real life email collections in a university environment. Stop words are removed from the emails before performing clustering process. Suffix-stripping algorithm is also used to perform stemming. The data sets' details are shown in Table 1 .
Computational time and quality of clustering
After the runs with different clustering algorithms, we get the clustering results. The numbers of main clusters produced by each algorithm are shown in Table 2 . Here, we choose the clusters with email number greater than 5 as main clusters because grouping emails into even smaller clusters will require people's cognitive load to search through a large number of groups and, therefore, those clusters become useless. For k-means clustering algorithm, the number of clusters is preset. From this table, we can see our algorithm can match the labeled data sets 5 and 6 very well in terms of cluster number. But for normal email users, dividing the emails into more than ten clusters may not be very suitable. We leave the design an optimal number of clusters as the future work. Table 3 shows the computational time of each algorithm. The time unit is second. From the table, we can see our nonparametric text clustering algorithm performs much faster than both hierarchical agglomerative algorithm and k-means algorithm. For example, for data set 1, hierarchical agglomerative algorithm needs 808% of time of our algorithm to perform the clustering, and k-means algorithm needs 342% of time of our algorithm to perform the clustering. From the absolute computational time point of view, our algorithm also costs reasonably low. For example, when classifying data set 4 with 3,987 emails, the computation time is 135 seconds (about 2 minutes), which is a reasonable response for a clustering system. We also find that k-means algorithm is faster than hierarchical agglomerative algorithm in all the runs, which conforms that k-means has lower time complexity than hierarchical agglomerative algorithm.
The average Hubert's statistic of each algorithm is shown in Table 4 . From the table, we can see for all the data sets, the Hubert's statistic is higher than 0.764 if our clustering algorithm is used. Our algorithm outperforms others in this measurement, which means the clusters produced by our algorithm have higher intracluster similarity and lower intercluster similarity than other algorithms. Hierarchical agglomerative algorithm is better than k-means algorithm in terms of clustering quality measured by Hubert's statistic. The average simple matching coefficient of each algorithm is shown in Table 5 . Again, we find our algorithm has better clustering quality measured by simple matching coefficient than both hierarchical agglomerative algorithm and k-means algorithm. The simple matching coefficient of k-means is lower than both our algorithm and hierarchical agglomerative algorithm.
The average Jaccard coefficient of each algorithm is shown in Table 6 . The Jaccard coefficient is often more sensitive than the simple matching coefficient; sometimes the negative matches are a dominant factor. From the table, we find our algorithm achieved above 0.821 Jaccard coefficients for all the data sets. Hierarchical agglomerative algorithm has slightly lower Jaccard coefficient than our algorithm from data set 1, 4, and 5. It has slightly higher Jaccard coefficient than our algorithm from data set 2, 3, and 6. K-means has much lower Jaccard coefficient than both our algorithm and hierarchical agglomerative algorithm. From the above results, we can clearly see our text clustering algorithm outperforms traditional hierarchical agglomerative algorithm and k-means algorithm in terms of computational time and clustering quality which is measured by Hubert's statistic, simple matching coefficient, and Jaccard coefficient.
Consistency with human clustering
The above analysis shows the quality of our clustering algorithm according to the internal indices, which does not require external gauges. If we have labeled data as the known priori, we can test how the clustering algorithm matches existing results. Ideally, we want the clustering algorithm to do the clustering automatically for human, but does not lose any accuracy of clustering when compared with the human clustering. We compare the consistency between our algorithm and human clustering in terms of population of clusters and the percentage of matching. For a perfect algorithm, both above measures should have a 100% match. However, we believe it is extremely difficult. We will discuss this very low possibility in Sect. 6. Figure 3 shows the comparison between the populations of different clusters that produced by our algorithm and human from data set 5. The number of main clusters produced by our algorithm well matches the one of human clustering, which is 7. Out of the 342 emails, 328 emails are classified into these 7 main clusters. From this figure we can see cluster 1 to 4 matches the human clustering very well. For example, in cluster 1, there are 85 emails allocated by our algorithm and human allocate 87 emails into it. Figure 4 shows the same comparison from data set 6. The number of main clusters produced by our algorithm is 12, which also matches the human clustering. 1,089 emails are classified into these 12 main clusters and the other 37 emails are classified into the rest minor clusters. From Fig. 4 , we also find the populations of clusters of our algorithm well match human clustering.
Population of clusters can only reflect a quantity in each cluster, but not the quality of clustering. We simply use a matching percentage to measure the quality of clustering. We show in the following figures the percentage of emails that match human clustering in each cluster. From Fig. 5 , we find that more than 60% clustered emails match human clustering for all the clusters from data set 5. The best match is in cluster 5, which reaches 81.8% matching. Figure 6 also shows the same trend generated from data set 6. In Fig. 6, cluster 3 has the highest matching percentage, which is 97.9%. Cluster 12 has the lowest matching percentage, which is 33.3%.
We also test the matching percentage for both hierarchical agglomerative algorithm and k-means algorithm. For hierarchical agglomerative algorithm, we choose the largest 7 clusters for data set 5 and the largest 12 clusters for data set 6 for the comparison because the main clusters it produces do not exactly match the cluster number from human clustering. Table 7 shows the comparison of average matching percentage of each clustering algorithm. From the table, we can see our nonparametric text clustering algorithm can produce better matching clustering results than both hierarchical agglomerative algorithm and k-means algorithm. The matching percentages of hierarchical agglomerative algorithm and k-means algorithm are relatively low, therefore, they face the difficulty to be adopted as a practical clustering method to manage the email overload problem. 5 Related work
Techniques for managing email overload
Techniques for managing email overload include rule-based techniques and automatic clustering techniques. Rule-based techniques require an email user to define a set of rules to sort incoming messages into existing folders. Many commercial products such as Microsoft Outlook and Eudora are using rule-based techniques. As it is difficult for non-technical users to create folders and rules, rule-based techniques can only be an auxiliary way to manage email overload problem. Automatic clustering techniques classify incoming emails and reduce the effort required for rule creation and folder maintenance. Currently there are a few techniques used to manage email overload. For example, Magi [14] records each email interaction and uses a machine learning algorithm to classify new messages based on the user's previous behavior, which requires a training phase involving all previous records to be trained to perform the classification. In [13] a prototype system was developed to scan all emails in existing folders and creates a nearest-neighbor (NN) classifier. Then the system compares incoming messages to the classifier and categorizes the emails. Although the training of NN classifier is fast, it is not effective when training data is insufficient. In [11] a system was proposed to automatically identify messages belonging to the same structured activity. It is a system that supports the use of email as a task manager from a high level point of view. Email-based activities are formalized as finite state automata, where messages represent state transitions.
Automatic Clustering Email Management System (ACEMS) [18] uses a hierarchical text clustering method to generate the hierarchy of email clusters and their contents. Compared to other existing email management systems, it offers automatic classification process with can save cognitive load for the user. However, users must first input the weights for each email attributes such as "to field," "cc field," title, date, and body, etc. There is no theoretical proof for assigning the weights to those attributes by using the same measurement. Even if it is doable from engineering perspective, nontechnical users will face the difficulty of assigning the right weights for the best performance, which discourage the use of this system. The other question raised in this system is the hierarchical email tree output because it does not give a threshold to decide the levels of the tree. Obviously, too many levels in the tree will require cognitive load if the user wants to locate the email in the tree.
From the survey on techniques for managing email overload, we find that all existing email management systems heavily rellies on a user-created folder structure or user-defined input parameters, which have not essentially achieved the goal of automatically managing email overload.
Text clustering techniques
The main goal of clustering is to partition a given set of objects into homogeneous groups based on given features, such that objects within a group are more similar to each other and more different from objects that are in other groups [5] . The task of text clustering is to assign an electronic document to one or more categories, based on its contents. Text clustering has been used in many areas such as ranking the Web search results [8, 16] , automatic generation of taxonomy of Web documents [6] , Spam detection [17] , etc.
Many text clustering techniques have been explored. The main two categories of clustering techniques are hierarchical and partitioning-based clustering techniques [1] . Hierarchical text clustering techniques first classify the documents into a few broad classes, each of which is further divided into smaller classes, and each of these further partitioned, and so on until terminal classes are generated which are not further subdivided. Hierarchical clustering techniques can be further divided into agglomerative methods (such as the nearest neighbor and centroid cluster analysis) and divisive methods (such as association analysis). Hierarchical text clustering techniques inherently generate a hierarchical tree structure, thus have been used in many taxonomy applications. Partitioning-based text clustering techniques create a nonnested partitioning of the data by using iterative partitioning process. Partitioningbased techniques firstly partition the data into some specified number of clusters, compute the centroids of these clusters; secondly, allocate all the data into the clusters that have the nearest centroids; thirdly, compute the new centroids of the clusters; and then repeat the second and third steps until no data change in the clusters. The typical partitioning-based clustering techniques are the k-means algorithm and its variants [4, 12] . The time complexity of this method is linear in the number of documents. However, then number of clusters, k, must be known before the partitioning.
Discussion
From the evaluation, we find it is extremely difficult to achieve a 100% matching with human clustering. The inherent reason here is that the clustering system does not have linguistic knowledge. In order for meaningfully similar emails to be clustered together in the same clusters, the clustering system must possess the linguistic knowledge needed to correctly handle cases such as
• differentiating the meanings in middle ages and middle aged, and in news release and new release; • realizing that king and kingship are very related, unlike gun and gunship; and • realizing that unfearful and fearless are synonymous, but not unhelpful and helpless, etc.
Suffix-stripping algorithm is of no use in this regard. Therefore, we need to work toward integrating linguistic knowledge into the email clustering system. Another issue we may pay attention to is the aid from human input in order to improve the clustering quality. Ideally clustering emails into different groups should be looked on as a fully automated task without any human input. However, a mixedinitiative clustering methods may be helpful to manage the email overload problem because up to today although the email clustering systems can generate clusters, they still cannot help people choose a right name for the cluster without human input. In [9] , user feedback is incorporated into the text clustering algorithm and improvements in clustering quality have been made.
Conclusion
Email overload has become a serious problem that has strongly affect people's usage of email as a knowledge management tool. We proposed a novel email clustering system to solve this problem. The essential part of this system is a new automatic nonparametric clustering algorithm. By using this algorithm, emails users can get clustered emails easily without any input. The experiments show our algorithm has high efficiency and high clustering quality in terms of computation time and clustering quality measured by Hubert's statistic, simple matching coefficient, and Jaccard coefficient. We also found our algorithm match very well with human clustering, while other traditional clustering methods such as hierarchical agglomerative algorithm and k-means algorithm can not perform well so as to be a practical solution.
