Abstract: Parkinson's disease (PD) is a neurodegenerative disorder of unknown etiology. It causes, during its course, vocal impairment in approximately 90% of patients. PD patients suffer from hypokinetic dysarthria, which manifests in all aspects of speech production: respiration, phonation, articulation, nasality and prosody. To evaluate these, clinicians have adopted perceptual methods, based on acoustic cues, to distinguish different disease states. In order to improve these evaluations, we used a variety of voice samples comprising the numbers from 1 to 10, four rhymed sentences, nine Turkish words plus the sustained vowels "a", "o", and "u". Samples were collected from 40 people, 20 with PD. We used the method of LeaveOne-Subject-Out (LOSO) validation with a K Nearest Neighbor (k-NN) classifier with its different types of kernels, (i.e.; RBF, Linear, polynomial and MLP). The best result obtained was 82.5% using two diffirent voice samples; 1-the 4 th acoustic features along with the 17 th voice samples; 2-The 3 th and the 5 th acoustic features along with 20 th voice sample.
Introduction
Parkinson's disease (PD) is the second most common neurological disorder after Alzheimer's disease. It causes, during its course, a variety of symptoms. These include difficulty walking, talking, thinking or completing other simple tasks [1] [2] [3] . Such neurological diseases profoundly affect the lives of patients and their families [1] . PD is generally seen in people over the age of 50. For most elderly people who are suffering from the disease, physical visits to the clinic for diagnosis, monitoring, and treatment are difficult and complicated [4] [5] . Parkinson's disease causes vocal impairment for approximately 90% of patients [6] . Vocal disorders do not appear abruptly. They are the result of a slow process whose early stages may be unnoticed. For this reason, the development of early diagnosis and tele-monitoring systems with accurate, reliable, and unbiased predictive models, are crucial for patients and research [1] [7] . These will allow practitioners and patients to act faster and better understand the disease. There are recent studies for the detection of voice disorders with machine learning tools using acoustic measurements (features) of dysphonia. These include fundamental frequency or pitch of vocal oscillation (F0); absolute sound pressure level (indicating the relative loudness of speech); jitter which represents the cycle-to-cycle variation of fundamental frequency; shimmer which represents the extent of variation in speech amplitude from cycle to cycle; and harmonicity which represents the degree of acoustic periodicity [1] [8] [9] . Studies have shown variations in all these measurements for distinguish person with PD from healthy controls [10] , which shows that these acoustic parameters could be useful to evaluate speech disorders [1] . Voice impairments can be detected by using acoustic features extracted from people with PD. Other measurements, such as complex nonlinear aperiodicity, turbulent, aero-acoustic, and non-Gaussian randomness of the sound could be useful to increase the efficacy of voice disorder diagnosis systems [8] .
As for disorders, Little et al. [1] aimed to discriminate healthy people from people with PD by detecting dysphonia. In their study, sustained vowel "a" phonations were recorded from 31 subjects, of whom 23 were diagnosed with PD. They then selected ten highly uncorrelated measures, and found four that, in combination, lead to overall correct classification performance of 91.4%, using a kernel Support Vector Machine (SVM). Betul Erdogdu Sakar et al [5] analyzed multiple types of sound recordings collected from people with Parkinson's disease. The extracted features were fed into SVM and k-Nearest Neighbor (k-NN) classifiers for PD diagnosis by using a leave-one-subject-out (LOSO) cross-validation scheme and summarized Leave-One-Out. To distinguish healthy subjects from PWP, most studies use SVM classification [1] [5] . Success of the diagnostic system is measured with true positive (TP), true negative (TN), false positive (FP) and false negative (FN) rates.
In this work, we used a dataset that was published in the UCI machine learning archive on June 2104 and which was used by Betul Erdogdu Sakar et al [5] . In their study, multiple voice samples per subject were collected during the pronunciation of numbers from 1 to 10, four rhymed sentences, nine words in Turkish language along with sustained vowels "a", "o", and "u" from 40 people, 20 with Parkinson's disease. In this paper we used the same database as [5] . The main idea of our work is to show the effectiveness of using, not multiple types of voice recording as [5] , but each type of voice recording independently in order to improve the classification accuracy. For classification, we used k-NN, and to evaluate the success of the models in discriminating healthy subjects from people with Parkinson's disease, we calculated accuracy, specificity, sensitivity scores [5] .
Data acquisition
The database of this study (Table I) was downloaded from the UCI machine learning archive, and was used in [5] . It consists of 20 Parkinsonian patients (6 female, 14 male) and 20 healthy subjects (10 female, 10 male) (Figureure 1) who visited the Department of Neurology in the Cerrahpasa Faculty of Medicine, Istanbul University. The test group consisted of patients suffering from Parkinson's disease for 0 to 6 years. The age of PD patients varied between 43 and 77 years (mean: 64.86, standard deviation: 8.97). The age of healthy subjects ranged between 45 and 83 years (mean: 62.55, standard deviation: 10.79). For each individual, 26 voice samples including sustained vowels, numbers, words, and short sentences were recorded. The voice samples were selected by a group of neurologists from a set of speaking exercises that aim to improve voice performance. All samples were recorded by a Trust MC-1500 microphone with a frequency range between 50 Hz and 13 kHz. The microphone was set to 96 kHz, 30 dB and placed at a distance of 10 cm from the subject, who then read or repeated the specified words or texts. In the UCI machine learning archive dataset [11] 
Methodology
In their study, Betul Erdogdu Sakar et al [5] used a classification with Leave-One-SubjectOut (LOSO) validation scheme, in which all the 26 voice samples of one individual were left out to be used for validation as if it was an unseen individual, and the rest of the samples are used for training [5] . According to their method, if the majority of the voice samples of a test individual are classified as unhealthy, then the individual is classified as positive [5] . In their study, they presented another classification with Summarized Leave-One-Out (s-LOO). The aim of using this method was to compare the success of conventional Leave-One-Subject-Out validation with an unbiased Leave-One-Out (LOO) [5] . In this method, the feature values of the 26 voice samples of each individual are summarized using central tendency and dispersion metrics such as mean, median, trimmed mean (10% and 25% removed), standard deviation, interquartile range, mean absolute deviation, and a novel form of dataset consisting of N samples is formed where N is the number of individuals [5] . The purpose of summarizing the voice samples of individuals is to minimize the effect of variations between different voice samples of a subject [5] . The best classification accuracy achieved in their research was 77.50% using s-LOO with linear kernel of SVM and the best results of 1000 runs of selecting a random voice samples from each individual was 85% with the same SVM kernel [5] which is not a steady results, because it needs 1000 runs maybe less maybe more and also they used random voice samples and not the same sample for all subjects. The methodology of our method is described in the next paragraphs:
A. Feature Extraction
Dysarthria is the set of voice illnesses related with turbulences of muscular control of the speech organs. Dysarthria includes all malfunctions related to breathing, phonation, articulation, nasalization and prosody. These deficits can be measured and detected by analyzing various features of voice. In this study each subject was asked to read or say predetermined 26 items comprising numbers from 1 to 10, four rhymed sentences, nine words in Turkish language plus sustained vowels "a", "o", and "u". A total of 1040 recordings each represented with by a 26 dimensional feature vector was calculated (Table II) along with a binary PD-score. A PD-score of zero indicates that the feature vector belongs to a person with PD and a score of one indicates that it belongs to a healthy subject. To extract features from voice samples, Praat acoustic analysis software [12] was used. A group of 26 linear and timefrequency based features were extracted from each voice sample.
Fundamental Frequency
The fundamental frequency is the number of opening and closing cycles of the vocal folds per second.
Voice breaks
Normal voices can easily maintain phonation when saying sustained vowel /a/. Some pathological voices have difficulty with it. This can be measured in different ways [12] . Fraction of locally unvoiced pitch frames (FLUPF) represents the fraction of pitch frames that are considered as unvoiced (the MDVP calls it DUV) [12] . Number of voice breaks is defined as the number of times distances between consecutive pulses that are longer than 1.25 divided by the pitch floor [12] . Degree of voice breaks is computed as the total duration of the breaks between the voiced parts of the signal, divided by the total duration of the analyzed part of the signal (the MDVP calls it DVB). [12] .
Jitter measurement
Jitter (absolute) represents the cycle-to-cycle variation of fundamental frequency. It is computed as the average absolute difference between consecutive periods, expressed as [15] Jitter (rap) represents the Relative Average Perturbation, computed as the average absolute difference between a period and the average of it and its two neighbors, divided by the average period [15] [16] . Jitter (ppq5) represents the five-point Period Perturbation Quotient, defined as the average absolute difference between a period and the average of it and its four closest neighbors, divided by the average period [15] [16].
Shimmer measurement
Shimmer (dB) represents the variability of the peak-to-peak amplitude in decibels, computed as the average absolute base-10 logarithm of the difference between the amplitudes of consecutive periods, multiplied by 20 [15] where A i is the extracted peak-to-peak amplitude data, and N is the number of extracted fundamental frequency periods F 0 . Shimmer (relative) is expressed as the average absolute difference between the amplitudes of consecutive periods, divided by the average amplitude, expressed as a percentage [15] 
Shimmer (apq11) represents the 11-point Amplitude Perturbation Quotient, defined as the average absolute difference between the amplitude of a period, and the average of the amplitudes of it, and its ten closest neighbors, divided by the average amplitude [15] .
Harmonicity
Harmonics-to-Noise Ratio (HNR) is expressed as the degree of acoustic periodicity [12] .
B. Classification with Leave-One-Subject-Out (LOSO)
Voice analysis for detecting patients with Parkinson's disease using the hybridization Instead of using conventional bootstrapping or LOO validation methods [13] [14] (which consist of sparing some samples of an individual in the training phase and some for the testing phase, creating an artificial overlap between the training and test sets) or s-LOO (which summarizes the feature values of N voice samples of each subject by using central tendency and dispersion metrics [5] ), we use a LOSO validation scheme. That is, we left out all the samples of one individual to be used for validation as if it were an unseen individual, and trained a classifier on the rest of the samples. In addition, we compared two methods of using LOSO validation: first with all the 26 voice samples of each individual; then, using LOSO for each voice sample independently.
Evaluation Metrics
In order to measure the success of our classifiers and select the best acoustic features, we used the evaluation metrics accuracy, sensitivity and specificity. Accuracy is the ratio of correctly classified instances to total instances [5] :
Where TP is true positive (Healthy subjects who was correctly classified), TN is true negative (Patients with PD who was correctly classified), FP is false positive (Patients with PD who was incorrectly classified) and FN is false negative (Healthy subjects who were incorrectly classified). Accuracy represents the success of the classifier to discriminate between the two groups, Sensitivity represents the accuracy of detecting Healthy subjects and Specificity represents the accuracy of detecting the other patients with PD 
Experimental result
In this study, we replicated the work in [5] . Firstly, we used LOSO method with all the 26 voice samples at the same time of each individual as can be seen in Table I . These 26 voice samples contain sustained vowels, numbers, words, and short sentences. For example; in the first step of LOSO method, we left out the 26 voice samples of the first subject to be used for validation, and we trained our classifier on the other voice samples of the other 39 subjects (all subjects except the first one). And then we decide if it is TP, TN, FP or FN. In the second step, we left out the 26 voice samples of the second subject to be used for validation, and we trained our classifier on the other voice samples of the other 39 subjects (all subjects except the second one) then we decide if it is TP, TN, FP or FN. This method is repeated for all until the 40 th subject. Then we calculated the accuracy sensitivity and specificity. The best obtained classification accuracy was 48.077% using k-NN with k=3 as shown in the Table III . This is somewhat lower than that what was obtained in [5] using the entire 26 voice sample at the same time. By using s-LOO, they got 85% as maximum classification accuracy after 1000 runs which is not a steady result, because it needs 1000 runs maybe less maybe more and also they used random voice samples and not the same sample for all subjects. In order to build a real system to diagnosis the disease we should use the same recordings for all subjects and not different ones. The best obtained results using same recording was 77.50% using s-LOO with linear kernel of SVM and 82.14% using s-LOO with RBF kernel of SVM for the test dataset which is not use in this study. In our study, instead of using all the 26 voice samples at the same time, we used LOSO for every voice sample independently. That is we used LOSO for the first voice sample of each subject and we calculated the accuracy, and then for the second voice sample and so on until the 26 th voice sample. As can be seen from Figureure 2 and Figureure 3 and Table II , the best result obtained was 82.5% using two different voice samples; 1-the 4 th acoustic features (Jitter (ppq5)) along with the 17 th voice samples (short sentence); 2-The 3 th (Jitter (rap)) and the 5 th (Jitter (ddp)) acoustic features along with 20 th voice sample (word). These samples correspond to "sentences" and "words". From these results, it is clear that Jitter measurements and the running speech contain more information about the state of a subject as pathological or healthy.
Conclusion
The characteristic disorders of Parkinson's disease are the result of a slow process whose early stages may go unnoticed. For this reason, we used a variety of voice samples per subject with multiple types of voice recordings, in order to develop method for early diagnosis and to build predictive tele-diagnosis and tele-monitoring models. The representations of acoustic signals have allowed us to examine the effect of Parkinsonism on the phonological system. However, during the various stages of processing, the results show that some voice samples are not reliable indicator of the state of a subject. Indeed, for Parkinson's patients some parameters do not confirm the presence of the disease and do not distinguish them from healthy subjects. The purpose of this study is to show the effectiveness of using each type of voice recording and each acoustic feature independently. The best result obtained was 82.5% using running speech samples along with jitter measurement by k-NN and LOSO validation scheme with k=3. 
