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Introduction
In this paper, we study the following fractional Schrödinger-Poisson system
where s, t ∈ (0, 1) and ε > 0 is a small parameter. The potential V : R 3 → R is a bounded continuous function satisfying (V 0 ) inf
V (x) = V 0 > 0; (V 1 ) There is a bounded domain Λ ⊂ R 3 such that
Without of loss of generality, we may assume that 0 ∈ M. The nonlinearity g : R → R is of C 1 -class function. The non-local operator (−∆) s (s ∈ (0, 1)), which is called fractional Laplace operator, can be defined by (−∆) s u(x) = C s P.V. . Fractional Laplacian appears in lots of real world, such as: fractional quantum mechanics [33, 34] , anomalous diffusion [39] , financial [15] , obstacle problems [48] , conformal geometry and minimal surfaces [12] . In the very recent years, the progress of nonlinear equations involving fractional Lapalcian can be found in [1, 5, 9, 13, 14, 15, 16, 18, 19, 20, 22, 28, 42, 43, 48, 49, 51, 52] and so on.
For u ∈ S(R 3 ), the fractional Laplace operator (−∆) s can be expressed as an inverse Fourier transform
where F and F −1 denote the Fourier transform and inverse transform, respectively. If u is sufficiently smooth, it is known that (see [42] ) it is equivalent to
u(x + y) + u(x − y) − 2u(y) |x − y| 3+2s dy.
By a classical solution of (1.1), we mean two continuous functions that (−∆) s u is well defined for all x ∈ R 3 and satisfies (1.1) in pointwise sense. Since we are looking for positive solutions, we may assume that g(s) = 0 for s < 0. Furthermore, we need the following conditions: (g 0 ) lim The hypotheses (g 0 )-(g 2 ) are so-called the critical Berestycki-Lions type conditions, which was introduced in [63] . For simplicity, we may assume that κ = 1 and g(τ ) = f (τ ) + |τ | 2 * s −2 τ , for τ > 0. Then system (1.1) is equivalent to the following one ε 2s (−∆) s u + V (x)u + φu = f (u) + u
where f satisfies (f 0 ) lim
s −2 = 0; (f 2 ) there exists λ > 0 such that f (τ ) ≥ λτ q−1 , for τ > 0 and some q ∈ ( 4s+2t s+t , 2 * s ). In the very recent years, the study of the existence, concentration and multiplicity of positive solutions for fractional Schrödinger-Poisson system (1.1) is just starting. When ε = 1, by using the Nehari-Pohozaev manifold combing monotone trick with global compactness Lemma, Teng [55] studied the existence of positive ground state solution for the system (−∆) s u + V (x)u + φu = |u| p−1 u + |u|
Using the similar methods, in [56] , positive ground state solutions for problem (1.3) with |u| p−1 u + |u| 2 * s −2 u replaced by |u| p−1 u with p ∈ (2, 2 * s − 1), were established when s = t. In [62] , the authors studied the existence of radial solutions for system (1.3) with |u| p−1 u + |u| 2 * s −2 u replaced by f (u), where the nonlinearity f (u) verifies the subcritical or critical assumptions of Berestycki-Lions type. When 0 < ε < 1 small, in [40] , the authors studied the semiclassical state of the following system
where s ∈ (0, 1), α ∈ (0, N ), θ ∈ (0, α), N ∈ (2s, 2s + α), γ α is a positive constant, f (u) satisfies the following subcritical growth assumptions: 0 < KF (t) ≤ f (t)t with some K > 4 for all t ≥ 0 and
t 3 is strictly increasing on (0, +∞). In [38] , by using the methods mentioned before, Liu and Zhang proved the existence and concentration of positive ground state solution for problem (1.2) . When the system (1.2) verifying that s = t and f (u) + u 2 * s −1 replaced by K(x)|u| p−2 u which V has positive global minimum and K(x) has global maximum, in [60] , the authors prove the existence of a positive ground state for ε > 0 sufficiently small and concentration behavior of these ground state solutions as ε → 0. In [55] , we studied the system (1.1) with competing potential, i.e., g(u) = K(x)f (u) + Q(x)|u| 2 * s −2 u, where f is a function of C 1 class, superlinear and subcritical nonlinearity, V (x), K(x) and Q(x) are positive continuous functions. Under some suitable assumptions on V , K and Q, we prove that there is a family of positive ground state solutions which concentrate on the set of minimal points of V (x) and the sets of maximal points of K(x) and Q(x). For the local assumption on the potential V (x), Teng [56] firstly applied the penalization methods developed by [17] to study the concentration phenomenon of system (1.4) under the hypotheses made on V (x) and f :
• inf τ 3 is non-decreasing in τ ∈ (0, +∞). The penalization methods were applied to fractional Schrödinger equations, please see [1, 3, 28] . For extending our result in [56] , through modifying the penalization methods developed by Byeon and Wang [10] , Teng [57] studied the concentration behavior of system (1.1) with V (x) satisfying (V 0 )-(V 1 ) and g verifying
τ q−1 is non-decreasing in τ ∈ (0, +∞). When s = 1, system (1.1) reduces to the following Schrödinger-Poisson system
In recent years, there has been increasing attention to (1.4) on the existence of positive solutions, ground state solutions, multiple solutions and semiclassical states, see for example [2, 6, 21, 27, 45, 46, 64] and the references therein. It is well known that system (1.4) appearing in quantum mechanics models (see e.g. [37] ) and in semiconductor theory [41] . Especially, systems like (1.4) have been introduced in [6] as a model to describe solitary waves. Regarding the concentration phenomenon of solutions for Schrödinger-Poisson systems like (1.4), there has been the object of interest for many scholars. In [26] , the author studied the system (1.4) with 4, 6) , and f (t) = o(t 3 ) as t → 0.
By using Ljusternik-Schnirelmann theory and minimax method, the author obtained the multiplicity of positive solutions for ε > 0 small which concentrate on the minima of V (x). In [58] , Wang et al. studied the existence and concentration of positive ground state solutions for system (1.4) with g(
In the critical case, He and Zou [27] considered system (1.4) with g(x, v) = v 5 +f (v), where f satisfies the similar hypotheses as [26] , proved that system (1.4) has a ground state solution concentrating around a global minimum of V (x) as ε → 0. In [59] , the authors studied the system (1.4) with g(
Under some suitable assumptions on V (x) and b(x), Wang et al. [59] proved the existence of least energy solution (u ε , φ ε ) and then showed that u ε converges to the least energy solution of the associated limit problem and concentrates to some set in R 3 depending on the potentials V and b. The above assumptions made on the potential V (x) is global, for the local assumption, there are few results obtained in the literature. As far as we know, only in [29] studied the Schrödinger-Poisson system (1.4) with V (x) satisfying the local condition inf
and g(x, v) = λ|v| p−2 v + |v| 4 v for 3 < p ≤ 4, where Λ is an open set of R 3 and λ > 0, the authors constructed a family of positive solutions which concentrates around a local minimum of V as ε → 0.
The semiclassical state of the following Schrödinger-Poisson system
has attracted many scholars' attention. When p ∈ (1, 5), Ruiz and Vaira [47] proved the existence of multi-bump solutions of system and these bumps concentrate around a local minimum of the potential V . Ianni and Vaira [31] obtained the existence of positive bound state solutions which concentrate on a non-degenerate local minimum or maximum of V by using a Lyapunov-Schmitt reduction method. Ianni and Vaira [30] also showed the existence of radially symmetric solutions, which concentrate on the spheres. For the critical case, for system (1.5) with u p replaced by f (u) + u 5 , in [36] , the authors proved the multiplicity of positive solutions and the number of positive solutions depends on the profile of the potential and that each solution concentrates around its corresponding global minimum point of the potential in the semiclassical limit. For the local assumptions on the potential V (x), Seok [48] studied the system (1.5) with u p replaced by f (u) satisfying
and proved the existence of the spike solutions through following a variational approach developed by Byeon-Jeanjean [7, 8] . Using the similar ideas as ByeonJeanjean [7] , Zhang [61] considered the system (1.5) with u p replaced by a general nonlinearity f (u) satisfying the critical growth assumptions
and constructed a solution (u ε , φ ε ), which concentrates at an isolated component of positive locally minimum points of V as ε → 0. From the above known results, we see that the monotonic hypothesis
t 3 is necessary to study the concentration behavior of system (1.4) whatever critical case or subcritical case. The purpose of this paper is to weak this monotonic hypothesis to the following one:
To the best of our knowledge, except [29] , there are few papers to study the concentration phenomenon of Schrödinger-Poisson system (1.4) with local assumption on the potential V (x), not mention to the fractional Schrödinger-Poisson system (1.1). Motivated by the above cited papers, the goal of this paper is to study the existence and concentration of positive bound state solutions for system (1.
Our main results is as follows.
, and ε ∈ (0, ε 0 )
for some constants C > 0 and C 0 ∈ R.
We will give some comments on our main result. [7, 10] and combine the penalization methods introduced by M. del Pino, P. L. Felmer [17] , for overcoming the obstacle caused by the non-compactness due to the unboundedness of the domain and the lack of (AR) condition.
The paper is organized as follows, in Section 2, we give some preliminary results. In Section 3, we prove the existence of positive ground state solutions for "limit problem". In Section 4, we prove the main result Theorem 1.1.
Variational Setting
In this section, we outline the variational framework for studying problem (1.2) and list some preliminary Lemma which used later. In the sequel, we denote by · p the usual norm of the space L p (R 3 ), the letter c i (i = 1, 2, . . .) or C denote by some positive constants.
2.1. Work space stuff. We define the homogeneous fractional Sobolev space
which is the completion of
The fractional Sobolev space H α (R 3 ) can be described by means of the Fourier transform, i.e.
In this case, the inner product and the norm are defined as
.
From Plancherel's theorem we have u 2 = F u 2 and |ξ|
We denote · by · H α in the sequel for convenience. In terms of finite differences, the fractional Sobolev space H α (R 3 ) also can be defined as follows
|x − y| 3+2α dy endowed with the natural norm
Also, in view of Proposition 3.4 and Proposition 3.6 in [42] , we have
We define the Sobolev space
It is well known that (see [35] )
3−2s ). Obviously, the conclusion also holds for H ε .
2.2. Formulation of Problem (1.2). It is easily seen that, just performing the change of variables u(x) → u(x/ε) and φ(x) → φ(x/ε), and taking z = x/ε, problem (1.2) can be rewritten as the following equivalent form
which will be referred from now on. Observe that if 4s + 2t ≥ 3, there holds 2 ≤ 12 3+2t ≤ 6 3−2s and thus
that is φ t u is a weak solution of (−∆) t φ t u = u 2 and so the representation formula holds
Substituting φ t u in (2.2), it reduces to a single fractional Schrödinger equation
3)
The solvation of (2.3) can be looking for the critical points of the associated energy functional J ε : H ε → R defined by
Let us summarize some properties of the function φ t u . By using simple computation, it is easy to check the following conclusions.
where constant C is independent of u;
and thus u is a solution for problem (2.3).
In the following, we collect some useful Lemma. We define
(ii) Then µ ∞ and ν ∞ are well defined satisfy
where R is a positive number, then
Suppose that there exists a bounded open set Q ⊂ R 3 and a positive number γ > 0 such that
Moreover, suppose that
3 and a sequence of positive numbers
By Lemma 2.2, there exist an at most countable index set J, sequence
We claim that there is at least one j 0 ∈ J such that x j0 ∈ Q with ν j0 > 0. If not, for all j ∈ J, x j ∈ Q with ν j > 0, then
Taking supp(ϕ) = Q, we see that Q |u k | 2 * s dx → 0, contradicts with (2.4). Thus, the claim is true.
We define the Lévy concentration function
then Q k is a non-decreasing and bounded function. Fixing a small τ ∈ (0, S
2s
s ), we can find
Hence, we obtain that
Now, we prove that there is a small τ 0 ∈ (0, S 3 2s
Otherwise, for any ε > 0, there exists r ε > 0 such that σ k (ε) > r ε . Hence, for any x ∈Ω, there holds
Furthermore,
Let k → +∞ and then ε → 0, we get ν j0 ≤ 0, which achieves a contradiction. For the above τ 0 , we still denote σ k := σ k (τ 0 ) and the corresponding sequence z k ∈ Q.
Note that
, up to a subsequence, we may assume that
By the fact that z k ∈ Q and σ k → 0, we see that for k large enough,
Thus, v is a solution of equation (2.6). Next, we will prove that v is nontrivial. By virtue of (2.7), we only need to show that
If (2.8) holds true, from (2.7), we know that
By Lemma 2.2, there exist an at most countable index set J, sequence {x j } j∈J ⊂ R 3 and {ν j } ⊂ (0, ∞) such that
Next, we show that {x j } j∈J ∩B 1 (0) = ∅. Suppose by contradiction that there exists j 0 ∈ J such that x j0 ∈ B 1 (0), and define the function φ ρ =: φ(
. Indeed, by Hölder's inequality, we have that
and directly computations, we get
and
then we claim that lim
Indeed, since
. Next we will discuss the six cases on the above domains, respectively.
|z − y| 3+2s dz dy = 0.
•
2ρ (x j ). There holds |z − y| ≥ |z − x j | − |y − x j | ≥ ρ and thus
. By Hölder's inequality, we have
Observe that for any fixed
If |y − z| > ρ, then |y − z| ≥ |y−xj| 2
. One has
From all the above estimates and using Hölder's inequality, we get that lim sup
Letting ρ → 0 + and then letting K → +∞, (2.12) follows. Thus, from (2.11), (2.9) and (2.10), we get that
which leads to ν j0 ≥ S But, by (2.7), we have that
which contradicts with τ 0 < S 3 2s
s . Hence, {x j } j∈J ∩ B 1 (0) = ∅ and then (2.8) holds. We complete the proof. 
where
for some constant C depending only on n, α and s.
Limiting problem
In this section, we consider the "limiting problem" associated with problem (2.2)
for µ > 0. The energy functional for the limiting problem (3.1) is given by
We define the Nehari-Pohozaev manifold
and set b µ = inf u∈Mµ I µ (u). By standard arguments, we can show the following properties of M µ .
Proposition 3.1. The set M µ possesses the following properties:
Moreover,
Now, it is easy to check that I µ satisfies the mountain pass geometry.
From Lemma 3.2, the mountain-pass level of I µ defined as follows
satisfies that c µ > 0. Furthermore, by (f 3 ), it is easy to verify that
By using Lemma 3.2 and (3.2), we can show the equivalent characterization of mountain-pass level c µ .
In order to obtain the boundedness of (P S) sequence, we will construct a (P S) sequence {u n } for I µ at the level c µ that satisfies G µ (u n ) → 0 as n → +∞ i.e., Lemma 3.4. There exists a sequence {u n } in H s (R 3 ) such that as n → +∞,
Proof. By (3.3), (3.2) and q > 4s+2t s+t , we have that
Hence, sequence {u n } is bounded in H s (R 3 ).
For obtaining the compactness of the above bounded sequence {u n }, we need the estimate of the Mountain-Pass level c µ which is given as the following Lemma. 
, and 
, we deduce that
Since h δ (τ ) → −∞ as τ → +∞, we have that sup{h δ (τ ) : τ ≥ 0} = h δ (τ δ ) for some τ δ > 0. Hence, τ δ verifies the following equality:
We claim that {τ δ } is bounded from below by a positive constant for δ small. Otherwise, there exists a sequence δ n → 0 such that τ δn → 0 as n → +∞. Thus 0 < c µ ≤ sup τ ≥0 I µ (u τ δn ) ≤ sup τ ≥0 h δn (τ ) = h δn (τ δn ) → 0 as n → ∞, a contradiction. So there exists a constant C 0 > 0 independent of δ such that τ δ ≥ C 0 . Using the similar argument in (3.7), we can show that the sequence {τ δ } is bounded from above by a constant C independent of δ. Thus 0
s dx, then we get for some universal constant C > 0 so that
Directly computation, we get that . Thus, by (3.4), we deduce that
By (i) of Lemma 2.1, (3.4) and (3.7), using the elementary inequality (a + b) α ≤ a α + α(a + b) α−1 b, α ≥ 1 and a, b ≥ 0, we deduce that
• In the case s > 
In view of (3.4), we have that We can choosing λ large enough such that the above three limit equal to +∞, for instance, λ = δ −2s .
, it follows from (3.4) that 2 q ) δ 2s | log δ| = +∞, 4s + 2t s + t < q < 6 3 − 2s .
• In the case , by means of (3.4), we get
Observing that = +∞, 4s + 2t s + t < q < 6 3 − 2s .
From the above arguments, we conclude the proof.
From the estimate of mountain pass level, using the Vanishing Lemma, it is not difficult to deduce that the bounded sequence {u n } ⊂ H s (R 3 ) given in (3.3) is non-vanishing. That is, Lemma 3.7. There exists a sequence {x n } ⊂ R 3 and R > 0, β > 0 such that Proof. Let {u n } be the sequence given in (3.3). Set u n (x) = u n (x + x n ), where {x n } is the sequence obtained in Lemma 3.7. Thus { u n } is still bounded in H s (R 3 ) and so up to a subsequence, still denoted by { u n }, we may assume that there exists
It follows from Lemma 3.7 that u is nontrivial. Moreover, using (iv) of Lemma 2.1, it is not difficult to verify that u is a nontrivial solution of problem (3.1), and since f ∈ C 1 (R 3 ), standard arguments lead to G µ ( u) = 0. By Fatou's Lemma and (3.3), we have
. Indeed, from the above inequality, we get that
By virtue of the Brezis-Lieb Lemma and interpolation argument, we conclude that
Hence, from the standard arguments, it follows that u n → u in H s (R 3 ). Therefore, by Lemma 3.3, we conclude that I µ ( u) = c µ and I ′ µ ( u) = 0. Next, we show that the ground state solution of (3.1) is positive. Indeed, by standard argument to the proof Proposition 4.4 in [55] , using Lemma 2.6 two times, we have that u ∈ C 2,α (R 3 ) for some α ∈ (0, 1) for s > 1 2 . Using − u − as a testing function, it is easy to see that u ≥ 0. Since u ∈ C 2,α (R 3 ), by Lemma 3.2 in [42] , we have that
Assume that there exists x 0 ∈ R 3 such that u(x 0 ) = 0, then from u ≥ 0 and u ≡ 0, we get
However, observe that (−∆)
The proof is completed.
Let L µ be the set of ground state solutions W of (3.1) satisfying W (0) = max
. By similar proof of Proposition 3.8 in [57] , we can establish the following compactness of L µ .
The penalization scheme
For the bounded domain Λ given in (
and χ Λε (εz) = 1 if z ∈ Λ ε , χ(z) = 0 if z ∈ Λ ε , where Λ ε = Λ/ε. It is easy to see that under the assumptions (f 1 )-(f 3 ), g(z, τ ) is a Caratheodory function and satisfies the following assumptions:
k τ 2 for all s ≥ 0 with the number k > 2, whereF (τ ) is a prime function off ;
is nondecreasing in τ ∈ R + and z ∈ Λ,
is nondecreasing in τ ∈ (0, a) and z ∈ R 3 \Λ. Obviously, if u ε is a solution of (4.1) satisfying u ε (z) ≤ a for z ∈ R 3 , then u ε is indeed a solution of the original problem (2.3).
For u ∈ H ε , let
Let us define the functional J ε : H ε → R as follows
Clearly, J ε ∈ C 1 (H ε , R). To find solutions of (4.1) which concentrates in Λ as ε → 0, we shall search critical points of J ε such that Q ε is zero. Set
Fix a cut-off function ϕ ∈ C ∞ 0 (R 3 ) such that 0 ≤ ϕ ≤ 1, ϕ = 1 for |z| ≤ β, ϕ = 0 for |z| ≥ 2β and |∇ϕ| ≤ C/β. Set ϕ ε (z) = ϕ(εz), for any W ∈ L V0 and any point
For A ⊂ H ε , we use the notation
We want to find a solution near the set
for ε > 0 sufficiently small.
Similar arguments as the proof of Lemma 4.1, Lemma 4.2 and Lemma 4.3 in [57], we can show that
• N ε is uniformly bounded in H ε and it is compact in H ε for any ε > 0;
where 
Proof. In the proof we will drop the index i and write ε instead of ε i for simplicity, and we still use ε after taking a subsequence. By the definition of N d0 ε , there exist {W ε } ⊂ L V0 and {x ε } ⊂ M β such that
) and x ε → x 0 as ε → 0. Thus, for ε > 0 small,
Step 1. We claim that
where A ε = B 3β/ε (x ε /ε)\B β/2ε (x ε /ε). Suppose by contradiction that there exists r > 0 such that
Thus, there exists y ε ∈ A ε such that B1(yε) |u ε | 2 * s dz ≥ r > 0 for ε > 0 small. Since y ε ∈ A ε , there exists y * ∈ M 4β ⊂ Λ such that εy ε → y * as ε → 0. Set v ε (z) = u ε (z + y ε ), then for ε > 0 small,
Thus, up to a subsequence, we may assume that there exists
It is easy to check that v satisfies
Indeed, by the definition of weakly convergence, we have
s , the Lebesgue dominated convergence Theorem, the boundedness of supp(ϕ) and (g 0 )-(g 1 ), it follows that
. Therefore, we get that
Hence, for sufficiently large R > 0, by Fatou's Lemma, we have that
On the other hand, by the Sobolev embedding theorem and (4.3), one has
Observing that y ε ∈ A ε , implies that |y ε − xε ε | ≥ β 2ε , then for ε > 0 small enough, there hold
where o(1) → 0 as ε → 0. Thus, we have proved that
This leads to a contradiction if d 0 is small enough.
It is easy to check that for ε > 0 small, R 3 \Λε u ε ϕ(z − y ε ) dz = 0 uniformly for any ϕ ∈ C ∞ 0 (B 2 (0)). Thus, for any ϕ ∈ C ∞ 0 (B 2 (0)) with ϕ = 1, we deduce that
By the facts that lim
3+2t < 2 * s , and using Hölder's inequality, we deduce that
uniformly for ϕ ∈ C ∞ 0 (B 2 (0)) with ϕ = 1. By (f 0 ) and (f 1 ), for any η > 0, there exists C η > 0 such that
uniformly for z ∈ B 2 (0) and for ε small enough and then, we have
for ε sufficiently small. Letting ε → 0 and then η → 0 in the above inequality, we see that A 4 → 0 as ε → 0 uniformly for ϕ ∈ C ∞ 0 (B 2 (0)) with ϕ = 1. Hence (4.7) holds.
By Proposition 2.4, taking Q = B 1 (0) and V = B 2 (0), from (4.5) and (4.7), it follows that there exists z ε ∈ R 3 and σ ε > 0 with
and v ≥ 0 is a nontrivial solution of
By Theorem 1.1 in [11] and Claim 6 in [50] , we see that
for some κ > 0, µ > 0, x 0 ∈ R 3 , and
Thus, there exists R > 0 such that
On the other hand, using the facts that σ ε → 0 and z ε → z ∈ B 1 (0) (imply that B σεR ( z ε + z ε ) ⊂ B 2 (z ε ) for ε small), we have that
But, by the Sobolev imbedding Theorem and (4.3), we get where
). Since u ε ∈ H ε and using (V 0 ), it is easy to check that u ε ψ ε ∈ H s (R 3 ). Moreover,
By Proposition 2.3, we have
ε for ε > 0 small, so (4.11) holds. Therefore, by the interpolation inequality, it is not difficult to verify that
As the same proof of (26) in [56] , we obtain that
By (4.12), we deduce that
Hence, we get
where o(1) → 0 as ε → 0.
We now estimate P ε (u ε,2 ). It follows from (4.3) that
where o(1) → 0 as ε → 0 and using the similar arguments as (4.13), we can prove that
and u ε,2 Hε(B β/ε (xε/ε)) = o(1). Furthermore, the above inequality implies that lim sup ε→0 u ε,2 Hε ≤ 6d 0 .
(4.15)
Then, we get
In particular, taking d 0 > 0 small enough, we can assume that P ε (u ε,2 ) ≥ 0. Hence, from (4.14), it holds J ε (u ε ) ≥ P ε (u ε,1 ) + o(1). (4.17) Furthermore, by (4.12) , it is easy to check that
Hence, using the facts that We next estimate P ε (u ε,1 ).
by virtue of (V 0 ). Thus, up to a subsequence, we may assume that there exists a u ∈ H s (R
s and u ε → u a.e. in R 3 . We now claim that
In view of Proposition 2.3, suppose the contrary that there exists r > 0 such that
Thus, for ε > 0 small, there exists y ε ∈ R 3 such that
• { y ε } is bounded in R 3 , then there exists r 0 > 0 such that | y ε | ≤ r 0 . Let
, for ε > 0 small, by (4.20) , it holds
We now are to prove that
Combining the above estimate with x ε → x 0 ∈ M β , we see that u ≥ 0 is a solution of (−∆)
On the other hand, the following Brezis-Lieb splitting properties hold:
uniformly for all ϕ ∈ C ∞ 0 (B r0+2 (0)) with ϕ = 1. Thus, (4.22) is proved. By Proposition 2.4, there exist z ε ∈ R 3 and σ ε > 0 such that z ε → z ∈ B r0+1 (0), σ ε → 0 and
where w ≥ 0 is a nontrivial solution of (4.8) and satisfies (4.9). Since
but by (4.3), we get
Thus,
On the other hand, by (4.3), we have
hence, we get
From the W 0 ∈ L V0 , and by (4.24), (4.25), we have that
where we have used the fact that
small, we get a contradiction with Lemma 3.6.
• { z ε } is unbounded. Without loss of generality, we may assume that lim 
i.e., lim inf
, then z ε ∈ B 3β/ε (0)\B β/2ε (0), and by (4.4), we get lim inf
which contradicts with (4.26). Thus | z ε | ≤ β 2ε for ε > 0 small. Without loss of generality, we may assume that ε z ε → z 0 ∈ B β/2 (0) and u ε ⇀ u in H s (R 3 ), where u ε (z) := u ε (z + z ε ). If u = 0, it is easy to check that u satisfies that
Similarly as in the proof of the case v = 0 of the claim (4.4), we can get a contradiction for d 0 sufficient small. Thus u = 0. Similarly as the proof of the case u = 0 of the claim (4.4) (where using Proposition (2.4)), we find that there exist x ε ∈ R 3 and σ ε > 0 such that x ε → x ∈ B 1 (0), σ ε → 0 and
where u * is a nontrivial of solution of (4.7) and satisfies (4.8). Thus, there exists R > 0 such that
On the other hand, we have that By (4.17), recalling that u ε (z) = u ε,1 (z + xε ε ), we have P ε ( u ε ) ≤ c V0 + o(1).
Letting ε → 0, and using (4.27), (V 0 ), we get
On the other hand, in view of J ′ ε (u ε ), u ε,1 → 0 and (4.18), and Q ′ ε (u ε ), u ε,1 = 0, we deduce that Indeed, Choosing a cutoff function ψ ρ ∈ C ∞ (R 3 ) such that ψ ρ (z) = 1 on R 3 \B 2ρ (0), ψ ρ (z) = 0 on B ρ (0), 0 ≤ ψ ρ ≤ 1 and |∇ψ ρ | ≤ C ρ . Since ψ ρ u ε,n ∈ H ε , then J ′ εn (u ε,n ), ψ ρ u ε,n → 0 as n → ∞. Thus, for sufficiently large ρ such that Λ ε ⊂ B ρ (0), we have g(εz, u ε,n )u ε,n ψ ρ dz ≤ V 0 k R 3 |u ε,n | 2 ψ ρ dz.
In view of the fact that |D s ψ ρ | 2 ≤ C ρ 2s for any z ∈ R 3 and Hölder's inequality, we deduce that
(u ε,n (z) − u ε,n (y))(ψ ρ (z) − ψ ρ (y))u ε,n (y) |z − y| 3+2s dy dz
|D s ψ R | 2 |u ε,n | 2 dz 1 2 ≤ C ρ s u ε,n 2 ≤ C ρ s . Therefore, from the estimates above, we obtain R 3 \B2ρ(0) (|D s u ε,n | 2 + V (εz)|u ε,n | 2 ) dz ≤ C ρ s .
Thus, the claim follows. From (4.30), we see that u ε,n → u ε in L 2 (R 3 ). Next, we claim that u ε,n → u ε in L 
Since L V0 and M β are compact, there exist W 0 ∈ L V0 , x ′ ∈ M β such that W n → W 0 in H s (R 3 ) and x n → x ′ as n → ∞. Thus, for ε > 0 small, s and W 0 ∈ L V0 that C ε + ε ≥ J ε (u ε,n ) = J ε (u ε,n ) − 1 q(s + t) − 3 G V0 (W 0 ) ≥ (q − 4)s + (q − 2)t 2(q(s + t) − 3) . The proof is completed.
Proof of Theorem 1.1. Using Lemma 4.5 and by similar arguments as the proof the Theorem 1.1 in [57] , we can complete the proof of Theorem 1.1.
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