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Abstract 
In this thesis, we assess various climatic impacts of stratospheric aerosol injection 
(SAI) ± a geoengineering proposal that aims to cool Earth by enhancing the sunlight-
reflecting aerosol layer in the lower stratosphere. To this end, we employ simple 
radiative transfer models, a detailed radiative transfer code (SOCRATES), and two 
Hadley Centre general circulation models (HadGEM2-CCS and HadGEM2-ES). We 
find that the use of a light-absorbing aerosol (black carbon) for SAI would result in 
significant stratospheric warming and an unprecedented weakening of the 
hydrological cycle. Conversely, we find that SAI with sulphate or titania aerosol could 
counteract many of the extreme climate changes exhibited by a business-as-usual 
scenario (RCP8.5) by the end of this century. In a separate investigation, we show 
that volcanic aerosol dispersion following low-altitude volcanic eruptions can exhibit 
high sensitivity to the ambient weather state. 9ROFDQLFDHURVROPD\JHWµWUDSSHG¶LQD
single hemisphere or transported to the opposite hemisphere depending simply on 
the meteorological conditions on the day of the eruption. In a final study, we 
investigate the impacts of SAI on North Atlantic tropical storm frequency. We find 
that SAI exclusively promoted in the southern hemisphere would increase North 
Atlantic storm frequency, and vice versa for northern hemisphere SAI. The results of 
this thesis should promote further research into SAI, which could conceivably be 
deployed to maintain global-mean temperature below the COP21 target of +1.5 K 
above pre-industrial levels, whilst society transitions onto a sustainable energy 
pathway. Conversely, the possibility of SAI being weaponised, for instance, to 
specifically increase North Atlantic tropical storm frequency, should motivate 
policymakers to implement effective regulation and governance to deter unilateral 
SAI deployments. 
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Introduction        
7KH ,QWHUJRYHUQPHQWDO 3DQHO RQ &OLPDWH &KDQJH¶V ,3&& WK DVVHVVPHQW UHSRUW
(AR5) provides compelling evidence of the extent of recent global warming and 
related climate changes. Global warming is primarily the result of the accumulation in 
the atmosphere of greenhouse gases (GHG) released as by-products of 
anthropogenic processes [IPCC, 2013]. Recent international efforts to mitigate GHG 
emissions have been vociferous but largely ineffective, which is exemplified by a 
54% increase of global carbon dioxide (CO2) emissions between 1990 and 2011 
[IPCC, 2013]. This insufficient mitigation, coupled with projections of severe climate 
changes in the future, has led to the development of alternative strategies for dealing 
with climate change. One such strategy is adaptation, which aims to reduce the 
impacts of climate change, while another strategy is geoengineering, defined as the 
intentional large-scale manipulation of the environment with the aim of reducing 
global warming [Keith, 2000]. Geoengineering can be broadly split into two 
categories: methods that aim to sequester atmospheric CO2 in an inert form - carbon 
dioxide removal (CDR) methods, and methods that aim to reflect more sunlight back 
to space - solar radiation management (SRM) or alternatively solar geoengineering 
(SG) methods [Shepherd, 2009]. A widely researched SRM proposal is stratospheric 
aerosol injection (SAI), which aims to cool the Earth by enhancing the reflective 
aerosol layer in the stratosphere.  
In this thesis, the climatic impacts of SAI will be explored for scenarios in which 
sulphate (SO4), black carbon (BC), and titania (TiO2) aerosols are injected into the 
stratosphere. Additionally, the related phenomena of volcanic eruptions will be 
investigated. In Chapter 1, we present an overview of global warming and climate 
change, followed by an assessment of mitigation, adaptation, and geoengineering. In 
Chapter 2, simple energy balance models are employed to investigate the radiative 
effects of various stratospheric aerosol layers. In Chapter 3, a detailed radiation code 
is employed to assess the radiative effects of various stratospheric aerosol layers in 
further detail. In Chapter 4, we present the results of general circulation model 
(GCM) simulations of SAI with SO4, BC, and TiO2 injection against a high GHG-
concentrations scenario. In Chapter 5, we present the results of GCM simulations of 
large-scale volcanic eruptions. In Chapter 6, we investigate the impacts of SAI on 
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North Atlantic tropical cyclone (TC) frequency. In Chapter 7, we summarise the 
results of this thesis and discuss future research for understanding the climatic 
impacts of SAI. 
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Chapter 1  An overview of global warming, 
climate change, and 
geoengineering 
1.1. Global warming 
1.1.1. (DUWK¶VHQHUJ\Ealance 
,QRUGHU WRGLVFXVVJOREDOZDUPLQJ LW LV ILUVW QHFHVVDU\ WRGHVFULEH(DUWK¶VHQHUJ\
balance and the factors controlling the climate. 7KH WHUP µFlimate¶ refers to the 
complete distribution of weather events in a region over some time period, which 
includes the average weather state and the extreme weather events. Often climate is 
represented by a selection of variables such as temperature, pressure and 
SUHFLSLWDWLRQ>6HLQIHOGDQG3DQGLV@µ&OLPDWHFKDQJH¶UHIHUVWRDGLYHUJHQWWUHQG
in a climatic variable over some timescale greater than an averaging timescale; the 
classical averaging period is 30 years [Seinfeld and Pandis, 1998]. Climate change 
can refer to changes to the average weather state or to changes to variability, 
including the frequency of extreme events. An imposed climate change is unlikely to 
be exclusive to one climatic variable due to the relationships that exist between 
different components of the climate system [Trenberth, 2011]. 
Climate is the product of the absorption of solar energy by components of the Earth 
system, and the subsequent redistribution of the energy as radiation or as latent and 
dynamical heat transfer within the atmosphere, land and oceans [Gill, 1982]. Climate 
change is caused by changes to (DUWK¶V HQHUJ\ EXGJHW HLWKHU WKURXJK WKH
redistribution of energy within the climate system or by changes to Top-Of-the-
Atmosphere (TOA) radiative fluxes. In an equilibrium state, the solar radiative flux 
into the atmosphere is balanced by the sum of the outgoing thermal radiative flux 
and the reflected solar radiative flux [Gill, 1982]. Radiation emitted by the sun is 
predominantly shortwave (SW) radiation and radiation emitted by terrestrial sources 
is predominantly longwave (LW) radiation. When the TOA energy fluxes are out of 
EDODQFHDQG(DUWKLVDEVRUELQJPRUHHQHUJ\WKDQLWLVHPLWWLQJ(DUWK¶VDWPRVSKHUH
and surface warm which increases the outgoing thermal radiative flux. This negative 
feedback loop continues (with Earth continuously warming) until the TOA energy 
EDODQFHLVUHVWRUHG&RQYHUVHO\(DUWK¶VWHPSHUDWXUHZLOOGHFUHDVHLIWKHSODQHWHPLWV
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more energy than is absorbed, in order to restore the TOA energy balance. Not all of 
the incident solar radiation is absorbed by Earth; a fraction is reflected by Earth-
system constituents such as clouds, gases, aerosols, and the surface. The fraction 
of the incident solar radiation reflected by Earth is denoted the planetary albedo (Į). 
Assuming that Earth radiates with a single temperature Te, a simple zero-
dimensional model incorporating the Stefan-Boltzmann law can be used to describe 
(DUWK¶V HQHUJ\ EDODQFH QHJOHFWLQJ WKH SUHVHQFH RI WKH DWPRVSKHUH [Seinfeld and 
Pandis, 1998]:- 
 
7KHWHUPıTe4 in Eq. 1.1 is the blackbody emission, where ı is the Stefan-Boltzmann 
constant (ı= 5.67¯10-8 Wmí2 Kí4). The solar radiative flux (S0DW(DUWK¶VGLVWDQFH
from the sun is approximately 1370 Wmí2 [Seinfeld and Pandis, 1998]. As the 
projected area of Earth is a quarter of its total surface area, the average solar 
radiative flux at the TOA is 343 Wmí2. The planetary albedo is approximately 0.3 
[Kiehl and Trenberth, 1997]. Hence, of the 343 Wmí2 of solar irradiance incident at 
the TOA, approximately 103 Wmí2 is reflected to space and 240 Wmí2 is absorbed 
by components of the atmosphere, land and ocean. In a state of equilibrium, energy 
fluxes at the TOA are balanced and therefore the outgoing thermal radiation emitted 
by the atmosphere must equal 240 Wmí2. Therefore the simple model gives the 
equilibrium temperature of Earth as Te §  . 7KLV LV QRW (DUWK¶V DFWXDO
temperature; rather it is the temperature of a blackbody (a perfect emitter and 
absorber of radiation) that emits the same amount of radiation as Earth in radiative 
balance. 
The simple model can be extended to include an isotropic atmosphere with 
temperature TA and a surface with temperature TS [Gill, 1982]. The parameter İ can 
be used to represent both the fraction of the upwelling LW radiation from the surface 
that is absorbed by the atmosphere and the emissivity of the atmosphere. Assuming 
that energy fluxes at the surface and at the TOA are in equilibrium, one can derive 
equations for the temperatures TA and TS. 
 
 
(1.1) 
(1.2) 
(1.3) 
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(DUWK¶V global-mean surface temperature (GMST, TS) is approximately 288 K 
[Seinfeld and Pandis, 1998], which can be used in the Eq. 1.2 to attain a value for 
the atmospheric emissivity of İ = 0.77, and a value for the atmospheric temperature 
of TA = 242 K. This value for TA is approximately equal to the atmospheric 
WHPSHUDWXUHDW WKHVFDOHKHLJKWRI WKHDWPRVSKHUH §NP >-DFRE@&HUWDLQ
atmospheric constituents absorb LW radiation DQGWKHUHIRUHDIIHFWWKHDWPRVSKHUH¶V
absorption efficiency (İ). These constituents include water (H2O - as vapour, cloud 
droplets, hydrometeors or ice crystals) and LW-absorbing gases such as CO2, 
methane (CH4), nitrous oxide (N2O) and halogen-based compounds such as 
chlorofluorocarbons (CFC) and hydrochlorofluorocarbons (HCFC) [Seinfeld and 
Pandis, 1998]. Atmospheric gases that absorb thermal radiation are collectively 
referred to as greenhouse gases. If the atmospheric emissivity (which often equals 
the atmospheric absorptivity) were to increase by 2.5 % to İ = 0.79, the model 
predicts that equilibrium temperatures would increase to TS = 289 K and TA = 243 K. 
Therefore a rise in the LW-absorptivity of the atmosphere would increase the surface 
and atmospheric temperatures; a phenomenon known as the enhanced greenhouse 
effect [Forster et al., 2007].  
1.1.2. The enhanced greenhouse effect 
The atmospheric greenhouse effect was first theorized in the early 19th Century, 
when scientists such as Joseph Fourier recognized the importance of the 
atmosphere in regulating (DUWK¶V VXUIDFH WHPSHUDWXUH %\ GHYHORSLQJ D VLPSOH
energy budget model, Fourier deduced that without the atmospheric absorption and 
re-HPLVVLRQRIWHUUHVWULDOKHDWUDGLDWLRQ(DUWK¶VVXUIDFHZRXOGEHFRQVLGHUDEO\FRROHU
than observed [Fourier, 1824]. Although the analogy of a greenhouse has been 
historically applied to this phenomenon, the mechanisms of heat entrapment by the 
atmosphere and by greenhouses are different. In the atmosphere, GHGs absorb 
outgoing terrestrial LW radiation and then re-emit some of the radiation back to the 
surface, whilst in an actual greenhouse the glass exterior suppresses convection 
which limits the dynamical transfer of heat. In 1859, John Tyndall showed that 
certain atmospheric trace gases such as CO2 and water vapour are opaque to LW 
radiation whilst the ambient air is comparatively transparent [Tyndall, 1861]. The first 
attempt to quantify the enhanced greenhouse effect was made by Svante Arrhenius 
in 1896.  Arrhenius  combined a  simple energy balance  model with estimates of the  
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global climatology to calculate the change in surface temperature for various levels 
of atmospheric CO2 and water vapour. Arrhenius found that a doubling of the CO2 
concentration would produce a global temperature increase of approximately +5 K 
[Arrhenius, 1896]. 
In order to accurately describe the enhanced greenhouse effect, it is necessary to 
neglect the presuppositions that the atmosphere is isotropic and that radiation is 
monochromatic, as used in Section 1.1.1. Instead, the atmosphere should be 
considered as consisting of layers, with the layer temperatures decreasing with 
altitude. Rather than being monochromatic, solar and terrestrial radiations span a 
ZLGHVSHFWUXPRIZDYHOHQJWKV$VVXPLQJWKDW(DUWK¶VVXUIDFHDFWVDVDEODFNERG\
the radiation emitted by the surface (FB) at a certain wavelength (Ȝ) is related to the 
surface temperature (TDFFRUGLQJWR3ODQFN¶VODZ(T>3ODQFN@ 
 
Figure 1.1. Observed solar and terrestrial spectral irradiances and the equivalent 
blackbody emission for 6000 K and 300/263 K respectively. Fig 4.1 from Barry and 
Chorley (2003) 
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In Eq. 1.4, h LV3ODQFN¶VFRQVWDQWc is the speed of light in a vacuum, and k is the 
Boltzmann constant. As the temperature increases, the emissive power of a body 
increases at all wavelengths and the maximum value of FB(Ȝ) moves to shorter 
wavelengths according to WiHQ¶V GLVSODFHPHQW ODZ >:LHn, 1893]. The sun emits 
radiation at an effective temperature of ~6000 K which has a peak emission power at 
Ȝ    ȝP )LJ  ZKLOH (DUWK¶V VXUIDFH HPLWV DW DQ HIIHFWLYH WHPSHUDture of 
~.ZLWKDSHDNHPLVVLRQDWȝP$V WKHVXQ¶V WHPSHUDWXUH LVPXFKJUHDWHU
WKDQ (DUWK¶V WKH VXQ HPLWV ~2¯105 more energy per unit square metre. 
Approximately 40% of the solar radiation is between 0.4- ȝP WKH YLVLEOH 6:
spectrum), while mosW RI WKH WHUUHVWULDO UDGLDWLRQ LV LQ WKH /: VSHFWUXP ! ȝP
[Seinfeld and Pandis, 1998]. 
As noted, solar and terrestrial radiation do not traverse the atmosphere unimpeded. 
Instead a fraction of the radiation is attenuated by interactions with gases, aerosols 
and clouds. Some atmospheric gas molecules (dimers) scatter radiation via Rayleigh 
scattering, and some gas molecules absorb radiation at wavelengths which are 
VSHFLILF WR WKH PROHFXOH¶V FRPSRVLWLRQ 7KHVH ZDYHOHQJWKV RU DEVRUSWLRQ OLQHV
coincide with the energy levels of electrons in the molecule. Certain atmospheric 
conditions result in a broadening of absorption lines which instead appear as narrow 
absorption bands [Drake, 2000]. The spectral irradiances for solar and terrestrial 
radiation are shown in Fig. 1.1. The spectral regions where solar and terrestrial 
radiation pass through the atmosphere relatively unimpeded such as between 0.3-
 ȝP DQG - ȝP DUH FDOOHG DWPRVSKHULF ZLQGRZV $SSUR[LPDWHO\  RI WKH
terrestrial radiation emitted between 7- ȝP HVFDSHV WR VSDFH >6HLQIHOG DQG
Pandis, 1998]. However, this spectral region coincides with strong absorption bands 
of GHGs such as ozone (O3), CH4, N2O and CFCs. CO2 has strong absorption 
EDQGV DW  ȝP DQG  ȝP ZLWK WKH ODWWHU DSSUR[LPDWHO\ FRUresponding to the 
ZDYHOHQJWK RI SHDN WKHUPDO HPLVVLRQ IURP (DUWK¶V VXUIDFH >Barry and Chorley, 
2003@$EVRUSWLRQEDQGVIRUGLIIHUHQW*+*VPD\FRLQFLGHVXFKDVDWȝPIRUH2O 
and CO2 [Seinfeld and Pandis, 1998]. O3 absorbs efficiently in the ultraviolet (UV) 
spectrum (<ȝPDQHIIHFWZKLFKIRUPVWKHPDLQVRXUFHRIVWUDWRVSKHULFKHDWLQJ
(1.4) 
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[Lacis and Hansen, 1974]. By absorbing most of the solar radiation with wavelengths 
EHORZ  ȝP O3 PRGXODWHV WKH 89 UDGLDWLRQ WKDW UHDFKHV (DUWK¶V VXUIDFH 89
radiation is potentially harmful to humans, animals and plants [Solomon et al., 1999].  
The atmospheric greenhouse effect is enhanced by elevated GHG concentrations. In 
HTXLOLEULXP /: UDGLDWLRQ HPLWWHG E\ (DUWK¶V VXUIDFH LV DEVRUEHG E\ *+*V LQ WKH
atmosphere and then re-emitted at a lower ambient temperature. The LW radiation is 
consecutively absorbed and re-emitted at increasingly lower temperatures by 
ascending layers in the atmosphere until the air is thin enough for the radiation to 
escape to space. Enhancing the GHG concentrations in these high and thin 
DWPRVSKHULF OD\HUV LQFUHDVHV WKH OD\HU¶V DEVRUSWLRQ HIILFLHQF\ DQG SUHYHQWV /:
radiation from being transmitted. Therefore, the altitude of effective emission of LW 
radiation to space is shifted to a higher and cooler layer that is unable to radiate heat 
as efficiently as before. The atmosphere is now in a state of radiative imbalance 
(with a surplus of radiation being absorbed by the system) and so the lower 
atmospheric layers collectively warm to restore the radiative balance [Seinfeld and 
Pandis, 1998; Turco, 1997]. If the atmospheric concentration of a GHG is negligible 
then increasing its concentration will proportionately increase the radiative 
absorption in its absorption bands [Seinfeld and Pandis, 1998]. Eventually though, 
an absorption wavelength will become saturated which reduces the radiative impact 
of further GHG concentration increases. This saturation effect has a caveat: 
increases to GHG concentrations at an altitude different to the altitude of saturation 
will still have a radiative impact.  
Atmospheric GHG concentrations have increased since the start of industrialisation 
(ca. 1800) due to the accumulation of GHGs emitted as by-products of 
anthropogenic activity. For instance, the IPCC estimates that from 1750 to 2011, 555 
PgC1 of CO2 was released to the atmosphere from fossil fuel combustion and land 
use activity, of which 240 PgC remained in the atmosphere while the rest was 
absorbed by the oceans and land [IPCC, 2013]. The average atmospheric CO2 
concentration increased from 280 ppm (parts per million by volume) in 1750 to 391 
ppm in 2011, and at the time of writing exceeds 400 ppm on an annual average 
basis.  Additionally,  atmospheric CH4  concentrations  have increased from 772  ppb 
                                                 
1 1 PgC = 1 x 1012 NJ&§[12 kg[CO2] 
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(parts per billion by volume) in 1750 to 1803 ppb in 2011, primarily as the result of 
CH4 emissions from agricultural activity. As well as contributing to the greenhouse 
effect, these gases have changed the chemistry of the atmosphere and oceans, for 
instance, global near-surface oceanic pH has decreased by 0.0018 yr-1 since 1991 
owing to the dissolution of CO2 [Lauvset et al., 2015].  
As a result of rising atmospheric GHG concentrations and the enhanced greenhouse 
HIIHFW (DUWK¶V DWPRVSKHUH DQG VXUIDFH KDYH ZDUPHG VLQFH  )LJ 
Observations indicate that the GMST increased by +0.85 K from 1900 to 2011 with 
most of Earth¶V VXUIDce experiencing a warming trend [IPCC, 2013]. The oceans 
have absorbed over 90% of the energy that has accumulated in the climate system 
since 1971. This is because the density of water is a factor of 800 greater than the 
average density of air (which varies with temperature, pressure, and humidity), and 
consequently the specific heat capacity of water is four times that of air [Gill, 1982]. 
 
Figure 1.2. Observed GMST anomalies for 1850-2012 relative to the mean of 1961-
1990. Figure and caption SPM.1 from IPCC (2013) 
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Global warming is therefore not restricted to the atmosphere, but also affects the 
oceans resulting in thermal expansion which is an important long-term component of 
projected sea-level rise. 
1.1.3. Recent climate changes 
As noted in Section 1.1.1, climate change is unlikely to be exclusive to one climatic 
variable. Therefore, global warming has impacts that extend to the hydrosphere, the 
cryosphere, the biosphere and the geosphere due to interactions and feedbacks 
between these systems [Baede et al., 2001]. The study of physical climate change 
can broadly be grouped into two fields: identifying historical and recent climate 
changes through observational and system-modelling research; and predicting future 
climate changes through scenario-dependent system-modelling. These two fields of 
research are inextricably entwined, for example, the development of GCMs that are 
capable of accurately simulating past and current climate is an essential aspect of 
ERWKILHOGV&OLPDWHFKDQJHKDVLPSOLFDWLRQVIRUDOO(DUWK¶VLQKDELWDQWVEXWGXHWRWKH
complexity of the Earth system and energy transfer between the various 
components, the magnitude and manifestation of climate change varies with region 
[IPCC, 2013]. Consequently, climate change research has garnered significant social 
and political traction invoking the need for regular, widely-publicised, scientific 
summary reports provided by the IPCC. The latest report (AR5), which was released 
in 2013, offers a comprehensive study of the state of understanding of recent 
anthropogenic climate change and makes scenario-based predictions of future 
climate changes. It is therefore instructive WRVXPPDULVHWKH$5¶VILQGLQJV 
In Section 1.1.2 we discussed how atmospheric GHGs affect the global energy 
EXGJHW 2WKHU QDWXUDO DQG DQWKURSRJHQLF PHFKDQLVPV DOVR DOWHU (DUWK¶V HQHUJ\
EXGJHW DQG WKHUHIRUH LQGXFH FOLPDWH FKDQJH 7KH PHWULF µUDGLDWLYH IRUFLQJ¶ 5) LV
widely used to quantify the global energy budget perturbation for a given forcing 
agent [Myhre et al., 2013]. Although there are many definitions for RF, we often use 
WKH µDGMXVWHG¶ 5) $5) LQ WKLV WKHVLV 7KH $5) LV WKH DQQXDO DQG JOREDO-mean 
radiative flux change at the tropopause after stratospheric temperature adjustment 
following the introduction of a forcing agent [Forster and Shine, 1997] and is normally 
defined as the difference between pre-industrial and present day conditions. The 
tropopause  demarcates the overlying stratosphere from the underlying  troposphere 
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(the atmospheric layer closest to the surface), and is commonly defined as the 
minimum in the vertical profile of temperature [Trenberth et al., 2007]. A positive RF 
leads to surface warming; a negative RF leads to surface cooling. The total RF from 
increasing GHGs for 2011 relative to 1750 was around +3 Wm-2, comprising +1.68, 
+0.97, +0.17, and +0.18 Wm-2 for changes in atmospheric CO2, CH4, N2O, and 
halocarbon concentrations respectively (Fig. 1.3). Aerosols (solid or liquid particles 
suspHQGHG LQ DLU FRQWULEXWH WR (DUWK¶V HQHUJ\ EXGJHW GLUHFWO\ E\ VFDWWHULQJ RU
absorbing radiation and indirectly by modifying cloud properties, altering atmospheric 
chemistry or by changing the surface albedo. Just as the concentrations of CO2 have 
been enhanced by anthropogenic activities, the concentration of aerosols such as 
SO4, BC, organic carbon (OC) and nitrate (NO3) aerosols have also increased owing 
to industrial and agricultural practices. Although BC contributes a positive RF of 
+0.64 Wm-2, the total aerosol effect is -0.9 Wm-2 (-0.27 Wm-2 for the direct effect, 
-0.55 Wm-2 for the indirect effect ± Fig. 1.3), due primarily to the backscatter of solar 
radiation by most atmospheric aerosols [Haywood and Boucher, 2000]. The aerosol 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.3. Radiative forcing estimates in 2011 relative to 1750 and aggregated 
uncertainties for the main drivers of climate change. Figure and caption SPM.5 from 
IPCC (2013) 
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RF (in particular indirect effects due to aerosol-cloud interactions, which are 
described in more detail in Section 2.2) contributes the largest uncertainty to the total 
anthropogenic RF estimate of +2.29 Wm-2 (Fig. 1.3). 
A myriad of observations indicate that global and regional climate changes have 
occurred as a direct consequence of anthropogenic activity. The most well-known 
realisation of climate change is global warming (Fig. 1.2). Observations suggest that 
global warming over the 20th century was intermittent, with certDLQ µKLDWXV¶ SHULRGV
occurring such as within the last 15 years in which the GMST only exhibited marginal 
increase (+0.05 K decade-1). This hiatus has been variously attributed to enhanced 
ocean heat uptake [Meehl et al., 2011], reduced stratospheric water concentrations 
[Solomon et al., 2010], and increased atmospheric aerosol concentrations 
[Kaufmann et al., 2011; Haywood et al., 2014]. Regardless of the source of the 
hiatus, global warming continues to be pervasive. For instance, observations indicate 
that the surface layer of the ocean (<75 m depth) has warmed by +0.11 K per 
decade since 1971 on a global-mean basis, with warming observed to a depth of 
7000 m. Since 1971, 60 % of the net increase of energy in the climate system 
appears to have accumulated in the upper ocean (< 700 m depth) and 30 % has 
been stored in the deep ocean (>700 m depth) [IPCC, 2013]. In addition to global 
warming, observations indicate that since 1950 the frequency of heat waves over 
Northern Europe and the frequency and intensity of heavy precipitation events over 
North America have increased [Schär et al., 2004; DeGaetano, 2009]. This indicates 
that both the mean temperature state and the distribution of temperature extremes 
(such as the incidence of heat waves) have changed.  
In the cryosphere, global warming has contributed to glacier melt, snow cover retreat 
in the northern hemisphere (NH), and sea-ice loss. Glacial ice loss between 1971 
and 2009 amounted to 226 Gt yr-1. From 2002 to 2011, the average rates of ice loss 
from the Greenland and Antarctic ice sheets were 251 and 147 Gt yr-1 respectively. 
The rate of ice loss from the West Antarctic ice sheet has increased by ~70 % in the 
last decade [Paolo et al., 2015], which has concomitantly led to the possible 
destabilisation of buttressed glaciers [Jacobs et al., 2011]. Additionally, NH snow 
cover has decreased since the mid 20th century and permafrost temperatures have 
increased by +3 K in Northern Alaska (1980s-2000s) and up to +2 K in parts of 
Russia (1971-2011) [Romanovsky et al., 2010a,b]. Permafrost thawing is of 
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particular concern due to the high concentrations of organic carbon stored in the 
permafrost which, if released into the atmosphere in the form of CH4, could 
aggravate global warming. This phenomenon is known as the permafrost carbon 
feedback (PCF) [Schaefer et al., 2014]. The melting of land and sea ice has 
contributed to observed changes in sea level. From 1993 to 2010, the observed 
global-mean sea level (GMSL) rose by +2.8 mm yr-1 with contributions of +1.1 mm 
yr-1 from ocean thermal expansion, +0.76 mm yr-1from glacial changes, +0.33 and 
+0.27 mm yr-1 from changes to the Greenland and Antarctic ice sheets respectively, 
and +0.38 mm yr-1 from changes to land water storage [Church et al., 2013]. The 
GMSL rise since the mid 19th century is unprecedented in the past two millennia 
[IPCC, 2013]. 
1.1.4. Future climate changes 
Predicting future climate changes is complicated by uncertainties regarding future 
GHG emissions, land-use changes, and other scenario-dependent unknowns. 
Additional complexity arises from inter-model variability, internal meteorological 
variability, and due to the inability of current GCMs to accurately model aerosol-cloud 
interactions due to their coarse parameterisations of sub-grid-scale processes. To 
overcome these uncertainties, the IPCC routinely uses results from Model 
Intercomparison Projects (MIP) in which various GCMs simulate a suite of 
predefined IXWXUH VFHQDULRV )RU H[DPSOH WKH ,3&&¶V th Assessment report used 
Coupled Model Intercomparison Project 3 (CMIP3) data [Meehl et al., 2007] which 
utilised scenarios from the IPCC-FRPPLVVLRQHGUHSRUWµ6SHFLDO5HSRUWRQ(PLVVLRQV
6FHQDULRV¶65(6>1DNLFHQRYLFet al., 2000]. The transient SRES scenarios ranged 
from the societally-optimistic B1 scenario (+1.9 K global-mean surface warming in 
2100 relative WRWRWKH³KLJKJURZWK´$),VFHQDULR.JOREDO-mean surface 
warming in 2100 relative WR >,3&&@7KH,3&&¶Vth assessment report 
used CMIP5 data [Tayor et al., 2012], which utilised Representative Concentration 
Pathway (RCP) scenarios. RCP replaced the SRES scenarios by using a policy-
driven platform to provide more relevant realisations of future emissions scenarios 
[Moss et al., 2010]. The RCP deck specified GHG concentrations, contrasting with 
65(6¶VVSHFLILFDWLRQRI*+*HPLVVLRQV LQRUGHU WRDYRLG LQWHU-model carbon-cycle 
uncertainties. The RCP scenarios ranged from the mitigation-intensive RCP2.6 
scenario [van Vuuren et al., 2011] to the carbon-intensive RCP8.5 scenario [Riahi et 
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al.@7KHVXIIL[HV µ¶DQG µ¶ UHIHU WR WKHDSSUR[LPDWH*+*-induced RF in 
2100 with respect to 1850. By 2100, CO2 emissions in RCP2.6 and RCP8.5 are zero 
and ~25 PgC yr-1 , while the GMST rise by 2100 (relative to the pre-industrial period) 
is 1.6 K in RCP2.6 and 4.3 K in RCP8.5, with likely2 ranges of [0.9, 2.3] and [3.2, 5.4] 
K respectively [Stocker et al., 2013]. For the summary of projected climate changes 
given here, we discuss the key findings of the RCP projections. 
Over the next half century, climate models predict that GMST will continue to rise at 
a rate that is approximately independent of the mitigation (i.e. RCP) scenario (Fig. 
1.4 ± left), but subsequent GMST changes are significantly affected by the choice of 
scenario (Fig. 1.4 ± right). For example, RCP2.6 exhibits a GMST rise of +1 K by 
2100 with respect to 1986-2005, while RCP8.5 exhibits an equivalent rise of +3.7 K 
[Figure SPM.7 in IPCC, 2013]. The Arctic region will warm comparatively more than 
the global mean due to the positive temperature feedback [e.g. Pithan and 
Mauritsen, 2014] and surface-albedo feedback [e.g. Kharin et al., 2013]. This 
temperature feedback primarily arises from the lack of convective coupling between 
vertical atmospheric layers in the Arctic; therefore a greater surface temperature 
change is required to enhance outgoing LW radiation than at lower latitudes. The 
surface-albedo feedback arises from sea-ice melt and snow-cover retreat, which 
results in increased solar absorption at the surface. Over land regions, the frequency 
and duration of heat waves is projected to increase over the century regardless of 
mitigation scenario. In certain parts of Asia, for example, temperature extremes in 
the RCP8.5 scenario by 2100 are predicted to exceed the threshold for human 
adaptability [Pal and Etahir, 2015].  
Changes to the hydrological cycle in the near term will be dominated by the internal 
variability of the climate system. However, by 2100 in the RCP8.5 scenario, the high-
latitudes and equatorial Pacific Ocean will likely experience an increase in annual-
mean precipitation, while many mid-latitude and subtropical land regions will likely 
experience a reduction in precipitation [Stocker et al., 2013]. Projections of 
subtropical drying in regions such as southern Africa, south-western United States of 
                                                 
2
 The IPCC use a specific terminology to quantify uncertainty in observations and 
projections. From highest to lowest likelihood (with likelihood ranges in brackets), these 
include: virtually certain (99-100%), very likely (90-100%), likely (66-100%), about as likely 
as not (33-66%), unlikely (0-33%), very unlikely (0-10%), and exceptionally unlikely (0-1%) 
[IPCC, 2013] 
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America (USA), and the Mediterranean are related to the predicted poleward 
expansion and weakening of the Hadley Cell [Lu et al., 2007]. Consequently, the risk 
of agricultural droughts in semi-arid areas within these regions increases by the end 
of this century in the RCP8.5 scenario [Collins et al., 2013]. Annual and global-mean 
precipitation will increase with GMST by 1-3 % K-1, which results from the enhanced 
moisture capacity of warmer air. Extreme precipitation events are very likely to 
increase in intensity in the tropics and mid latitudes in the 21st century. Over parts of 
Central America, Africa, and Australia, the intensity of extreme precipitation events is 
also projected to increase despite a reduction in annual-mean precipitation [Kharin et 
al., 2013; Sillmann et al., 2013].  
 
Arctic sea-ice extent is highly sensitive to atmospheric temperature changes 
[Mahlstein and Knutti, 2012] and is predicted to continue to diminish under global 
 
Figure 1.4. CMIP5 ensemble and annual-mean near-surface air temperature 
anomaly for (left) 2016-2035 and (right) 2081-2100 relative to 1986-2005 for the four 
RCP scenarios. Adapted from Fig. TS.15 in Stocker et al. (2013) 
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warming. Over the next century, the September Arctic sea-ice extent (the annual 
minimum) is predicted to decrease by between 43% (RCP2.6) and 94% (RCP8.5) 
[Collins et al., 2013]. Some CMIP5 models predict a sea-ice free Arctic in September 
by the end of the century in the RCP8.5 scenario [Hezel et al., 2014]. The snow-
covered area in the NH during boreal spring is predicted to retract by between 7 % 
(RCP2.6) and 25 % (RCP8.5) over the next century [Brutel-Vuilmet et al., 2013]. 
Snow-cover retreat exposes underlying frozen ground (permafrost) to the warm 
atmosphere. NH permafrost extent is therefore predicted to decline over the next 
century, with 37 % and 81 % total area reductions predicted for RCP2.6 and RCP8.5 
respectively, which could incur a strong PCF and concomitantly enhanced global 
warming [Collins et al., 2013]. 
The uptake of atmospheric CO2 by land is limited by a deficiency of nutrients 
required for photosynthesis, such as nitrogen and phosphorous [Goll et al., 2012]. 
The representation of the nitrogen and phosphorous cycles in GCMs differs 
significantly and hence there is significant inter-model uncertainty surrounding how 
much additional CO2 will be stored in the land in the future, although most CMIP5 
models predict that the land remains a net sink for CO2 over the 21st century 
[Friedlingstein et al., 2014a]. The net CO2 flux from the atmosphere to the ocean is 
predicted to decrease with global warming (particularly over the Southern Ocean). 
The oceans will continue to warm in the near and long-term future, with the top 100 
m layer experiencing a global-mean warming of approximately +0.6 and +2 K in 
RCP2.6 and RCP8.5 respectively over the next century. GMSL is affected by 
changes to oceanic heat and salinity content, and by net water flux changes. The 
GMSL rise in 2081-2100 relative to 1986-2005 is likely to be in the following 5-95% 
ranges: 0.26-0.55 m for RCP2.6 and 0.45-0.82 m for RCP8.5 [Stocker et al., 2013].  
In summary, the climate changes predicted for the next century are mostly scenario 
dependent. A mitigation-intensive scenario (e.g. RCP2.6) would avoid much of the 
climate change and associated risks to societies and ecosystems encountered by a 
business-as-usual scenario (e.g. RCP8.5). For instance, a recent study found that by 
2050 there would be 529,000 mortalities worldwide due to food production changes 
in the RCP8.5 scenario, with 71% less mortalities in the RCP2.6 scenario 
[Springmann et al., 2016]. The magnitude of future climate changes will be 
SURSRUWLRQDOWRKXPDQLW\¶VDJJUHJDWHGCO2 emissions. 
Chapter 1  Page | 31 
1.2. Mitigation, adaptation, and geoengineering 
1.2.1. Mitigation 
Reducing GHG emissions (i.e. mitigation) is the safest solution to averting global 
warming and deleterious climate change [Shepherd, 2009]. Nevertheless, total 
anthropogenic GHG emissions have continued to rise in recent years; for instance, 
increasing from 39 to 49 GtCO2eq/yr3 between 2000 and 2010. The fundamental 
drivers of increasing GHG emissions are population growth and economic growth. 
Although population growth has increased steadily since 1970, economic growth 
has increased more rapidly [Canadell et al., 2007]. 
Mitigation refers to strategies that aim to reduce GHG emissions or enhance GHG 
sinks. Internationally, there is consensus that the installation of effective mitigation 
technology is imperative in order to avoid dangerous climate change [UNFCCC, 
2015]. Mitigation comprises strategies to decarbonise the energy supply, alter 
societal behaviour, and to increase the energy efficiency of existing infrastructure 
and industrial practices. Effective mitigation is only achievable with all-inclusive 
international cooperation as many anthropogenic GHGs (e.g. CO2 and CFCs) have 
long atmospheric lifetimes and become well-mixed regardless of their source. 
However, certain international and domestic issues have limited the effectiveness of 
mitigation strategies (see Box 1). Despite the emergence of widely-agreed 
international pledges to reduce GHG emissions such as the Kyoto protocol, current 
pledges for future emissions are consistent with scenarios that exhibit global 
warming of greater than +3 K relative to pre-industrial levels [e.g. Boyd et al., 2015]. 
In contrast, the United Nations Framework Convention on Climate Change 
(UNFCCC) have declared +2 K warming to be the upper tolerance level in order to 
DYHUW µGDQJHURXV¶FOLPDWHFKange. Remarkably, the recent Paris agreement agreed 
an even more optimistic target of +1.5 K warming, the achievement of which would 
UHTXLUHWKH³LPPHGLDWHXS-scaling of mitigation action and the development of a low- 
HQHUJ\ GHPDQG WUDMHFWRU\´ >,3&& D]. The IPCC (2013) have proposed an 
interpretation of anthropogenic global warming which relates the cumulative 
anthropogenic CO2 emissions to the global-mean warming since pre-industrial times 
                                                 
3 The metric GtCO2eq/yr represents the sum of the anthropogenic emissions of each GHG 
weighted by their global warming potential (GWP) relative to the GWP of CO2 [Forster et al., 
2007]. 
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Box 1. A brief summary of why existing mitigation policies have failed 
(1) Disconnection between science and policy - Possible reasons for this 
disconnection are that policy and science have different rules, values, 
goals, and languages, and that policymakers adopt the elements of the 
science that best support their own interests or ideas, or are consistent with 
the policies of the organisations that they represent [Gupta, 2010]. 
(2) Weakening domestic support - Domestic support for climate change 
policy has diminished over time as alternative international or domestic 
events have become more important [Lorenzoni et al., 2007]. A possible 
reason for the diminishing public support could be the perceived personal 
sacrifices in the short term necessary to achieve long-term (and therefore 
less palatable) benefits [Bernauer and McGrath, 2016]. Additionally, the 
prevalence of climate scepticism in the media has possibly weakened 
SXEOLFDFFHSWDQFHRIFOLPDWHFKDQJH¶VYDOLGLW\ 
(3) Climate change is complex - Climate change is more complex than 
originally perceived, for instance, there is a general uncertainty over what 
constitutes dangerous climate change and what emissions caps are 
required to stabilise climate. There is also the question of whether 
industrialised nations should take responsibility for past GHG emissions. 
Additionally some countries might benefit from climate change, e.g. easier 
extraction of natural resources, and therefore are less incentivised to 
mitigate GHG emissions. There are also serious free-rider incentives, i.e. 
countries reaping the benefits in terms of economic advantage of other 
FRXQWULHV¶ HPLVVLRQV UHGXFWLRQV$GGLWLRQDOO\ FOLPDWHFKDQJHSROLF\KDV WR
be integrated in the context of other international agenda such as 
sustainable development, trade negotiations, migration and human rights 
concerns [Helm, 2009].  
(4) Ineffective policy ± The Kyoto protocol did not specify binding emissions 
caps for the USA or Russia, or any emissions targets for India or China. 
8QGHU WKH.\RWRSURWRFRO LQGXVWULDOLVHGFRXQWULHVFRXOG µH[SRUW¶HPLVVLRQV
to developing countries. For iQVWDQFHDOWKRXJKWKH8QLWHG.LQJGRP¶V8. 
 Continued overleaf 
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(1) primary-production GHG emissions decreased by 12.5 % between 1990 
and 2008; if GHG emissions from imported goods are accounted for, 
effective emissions actually increased by 19 % during this period [Helm, 
2009]. Additionally, the Kyoto protocol did not account for GHG emissions 
from aviation or shipping, and provided no emissions targets beyond 2012. 
There were no incentives for compliance, and no enforceable penalties for 
missing targets. Barrett (2009) argues that effective emissions reductions 
can only be achieved by fundamental policy changes. 
 
 
(Fig. 1.5). Using this metric, the +1.5 K warming threshold will likely be exceeded 
with cumulative CO2 emissions of ~600 GtC. As current cumulative CO2 emissions 
stand at ~550 GtC and the global CO2 emission rate is ~10 GtC/yr [Friedlingstein et 
al., 2014b], the +1.5 K budget will likely be reached within 5 years without significant 
mitigation. 
Working Group ,,,¶V :*,,, FRQWULEXWLRQ WR AR5 was a comprehensive analysis of 
potential mitigation strategies. WGIII found that scenarios in which atmospheric GHG 
concentrations are stabilised at ~450 ppm CO2eq would likely obtain a peak global 
warming below +2 K [IPCC, 2014a]. These scenarios unanimously show that 
substantial GHG emissions cuts would be required by mid 21st century to 
successfully offset +2 K warming. These cuts would amount to total GHG emissions 
in 2050 which are 40-70 % lower than in 2010, with further reductions toward net 
zero or negative emissions by 2100. Negative emissions refer to the CDR proposals 
which remove CO2 from the atmosphere (see Section 1.2.3). Existing CDR schemes 
are currently too expensive and ineffective to be employed on a large scale. 
One method of reducing GHG emissions is to reduce the global energy demand by 
transitioning to low-energy societies. This could be induced by incentivising 
environmentally friendly transport schemes such as cycling and walking, by 
switching to low-carbon fuels such as hydrogen fuels, or by influencing lifestyle and 
behavioural choices [IPCC, 2014a]. However climate policy also has to be 
accommodating  of other societal goals  such as sustainable development.  Goal 7 of 
the  United  1DWLRQV¶ sustainable  development  program  is  to  ³HQVure  access   to  
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DIIRUGDEOHUHOLDEOHVXVWDLQDEOHDQGPRGHUQHQHUJ\IRUDOO´4. Therefore, policies that 
discourage the development of certain energy sources in developing countries might 
also contravene societal development targets. Decarbonisation of the energy supply 
sector is an alternative strategy to reducing energy demand [Bruckner, 2016]. 
Specifically, decarbonisation refers to methods of reducing GHG emissions within 
the energy supply sector by, for instance, switching to Renewable Energy (RE) 
sources, increasing nuclear energy production or by installing Carbon Capture and 
Storage (CCS) at existing fossil fuel plants [IPCC, 2014a]. RE comprises 
technologies that harvest energy from earth system processes. Existing RE 
technologies include bioenergy, solar energy, geothermal energy, hydropower, 
ocean energy and wind energy. The deployment of RE has proliferated rapidly in 
recent years due to policy changes, declining costs of technology, changes to the 
price of fossil fuels, and a general increase in global energy demand [IPCC, 2011]. 
The cost of replacing an existing carbon-intensive energy source with RE varies with 
technology and location. In many regions of the world, RE is not economically 
competitive with fossil fuels after accounting for the costs of infrastructure 
replacement, and therefore policies for the subsidisation of RE, combined with 
carbon taxation, are often required to encourage investment [IPCC, 2011]. 
                                                 
4 http://www.un.org/sustainabledevelopment/energy/ 
 
Figure 1.5. GMST anomaly plotted against cumulative anthropogenic CO2 emissions 
for the RCP scenarios. Fig SPM.10 from IPCC (2013) 
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Nuclear power is already utilised by 30 countries and contributed 11 % of the global 
electricity generation in 2011 [Bruckner et al., 2014]. However, this contribution 
decreased from 17 % in 1993 with the decline attributed to operational and mining 
risks, financial and regulatory risks, waste management concerns, nuclear weapon 
concerns, and negative public conceptions [IPCC, 2014a]. CCS technologies are 
already used by the fossil fuel extraction industry but, up until recently, had not been 
integrated into a large-scale fossil fuel plant [Boot-Handford et al., 2014]. The large-
scale deployment of CCS will initially require incentives to encourage investment and 
additional regulations to monitor the storage of CO2 [Herzog, 2009]. Additional 
decarbonisation of the energy sector could be provided in the short term by switching 
from coal-based power plants to natural gas combined-cycle power plants or 
combined heat and power plants, or by improving the efficiency of fossil fuel 
extraction and redistribution. Most of the IPCC future scenarios that achieved peak 
global warming of less than +2 K implicitly XVHGQDWXUDOJDVDVDµEULGJH¶WHFKQRORJ\
in the near future [Bruckner et al., 2014]. 
Any effective mitigation strategy will also need an overhaul of other sectors that 
contribute GHG emissions. For instance, the global transport sector could cut their 
CO2 emissions by 15-40 % by 2050 by switching to fuel efficient vehicles, utilising 
biofuels, and incentivising rail and public transport [IPCC, 2014a]. These changes 
would also contribute to improved regional air quality and therefore human health. 
The buildings sector could adopt very low energy building codes for new buildings 
and apply retrofits for old buildings to reduce the energy usage for heating and 
cooling. Additionally, the encouragement of societal lifestyle and behavioural 
changes could reduce energy demand in the buildings sector by ~50 % by mid 21st 
century. The industrial sector could reduce their GHG emissions by increasing the 
efficiency of electrical equipment, adopting efficient material-use and recycling 
procedures, and by promoting product innovations. The agriculture and forestry 
industries could reduce their GHG emissions by better land-management practices 
to enhance soil carbon storage, improved use of fertilisers to limit N2O emissions, 
and by utilising better forest-conservation practices [IPCC, 2014a]. The installation of 
sector-specific policies is an effective means of achieving the necessary reductions 
to GHG emissions. In summary, to achieve effective mitigation would require all-
inclusive international participation, a general decarbonisation of each sector (with 
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emphasis on energy supply), effectual governance and regulation, and for these 
processes to be instigated promptly.  
1.2.2. Adaptation 
Certain climate changes are now unavoidable due to the accumulation of historical 
GHG emissions. As discussed in Section 1.1.3, climate change is already detectable 
in regional and global observations. Consequently, ecosystems and societies are 
already impacted by the various manifestations of climate change. Adaptation 
consists of coping strategies that aim to reduce the impacts of climate change that 
are already happening and to increase resilience to future impacts [Adger et al., 
2005]. Poorer nations have the highest demand for adaptation due to their inability to 
finance adaptation projects and their increased susceptibility to the risks of climate 
change [Adger et al., 2003]. Often climate impacts, adaptation and vulnerability are 
UHVHDUFKHG LQ WDQGHP VXFK DV E\ WKH ,3&&¶V :RUNLQJ *URXS ,, :*,, LQ WKHLU
contribution to AR5. This is because climate impacts are often contextual; varying 
from location to location, and the vulnerability and status of the local society has to 
be accounted for when designing a suitable adaptive response [IPCC, 2014b]. 
Science and policy must therefore be integrated in a local context, i.e. within a 
deliberative engagement framework with all stakeholders [Richardson et al., 2011]. 
Learning lessons from previous strategies is also important for adaptation. The IPCC 
has highlighted eight specific climate risks where adaptation will be important: 1) 
impacts on low-lying coastal areas from storms, flooding, and sea-level rise; 2) 
impacts on large urban populations from inland flooding; 3) impacts on critical 
services (e.g. energy supply) from extreme weather events; 4) impacts on vulnerable 
urban populations from heat waves; 5) impacts on food security from warming, 
droughts, and flooding; 6) impacts on water availability and irrigation in semi-arid 
regions; 7) impacts on marine ecosystems, biodiversity, and dependent 
communities; 8) impacts on terrestrial ecosystems, biodiversity and dependent 
communities (Fig. 1.6) [IPCC, 2014b].  
Adaptation schemes are transitioning from a phase of development to the 
implementation of specific strategies [Mimura et al., 2014]. For instance, the Arctic is 
experiencing climate changes such as sea-ice retreat, snow-cover loss and 
permafrost thawing. In response, targeted adaptation strategies have been 
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introduced such as the International Maritime 2UJDQL]DWLRQ¶V LQWHUQDWLRQDO µ3RODU
&RGH¶ IRU FRQWUROOLQJ $UFWLF VKLSSLQJ WR UHGXFH VHD-ice degradation, and the 
installation of heat exchangers in roadways to slow permafrost thawing [Ford et al., 
2016]. Climate change is also impacting the prevalence of infectious diseases such 
as malaria and dengue fever in the tropics [Altizer et al., 2013]. Effective adaptation 
strategies for limiting disease prevalence have been introduced, including mosquito 
control, the development of early-warning systems for predicting epidemics, the 
provision of safe water supplies and sanitation systems, and effective flood control in 
affected areas [Richardson et al., 2011]. The number of adaptation policies and 
strategies implemented by Annex I (i.e. industrialised) nations increased by 87 % 
between 2010 and 2015 [Lesnikowski et al., 2015]. In Europe, these strategies 
include coastal and water management, environmental protection, and disaster risk 
management policies [IPCC, 2014b]. In semi-arid regions such as Saharan Africa, 
climate change is impacting water resources and dependent ecosystems, resulting in 
 
Figure 1.6. Global patterns of recent impacts attributed to climate change. Symbols 
indicate categories of impacts, the relative contribution of climate change (major or 
minor) to the observed impact, and confidence in attribution to climate change. Copy 
of Figure SPM.2 from IPCC (2014b) 
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increased risk of crop failure and additional weed, pest, and disease pressure on 
crops and livestock [Niang et al., 2014]. Effective adaptation schemes such as crop 
management and conservation of agriculture and forestry are being implemented in 
these regions, but are limited by the low adaptive capacities of these countries. In 
response, the Adaptation Fund has been created by the United Nations (with finance 
provided by the clean development mechanism project) to finance adaptation 
projects in developing countries5. While adaptation projects are currently unregulated 
by the UNFCCC, adaptation is increasingly growing in importance in international 
climate change policy [Ford et al., 2015]. 
1.2.3. Geoengineering 
Most of the social and political discourse on tackling climate change has focused on 
mitigation and adaptation. However, there is a limit to the adaptive capacity of certain 
societal and natural systems [Smit and Wandel, 2006], and international mitigation 
efforts have thus far proven unsuccessful at reducing GHG emissions. Additionally, 
there is uncertainty over the actual climate sensitivity to enhanced GHGs and the 
existence and location of tipping points in the climate system [Lenton and Vaughan, 
2009]. Therefore, climate changes might occur more rapidly and irreversibly than 
current predictions indicate [Roe and Baker, 2007]. Significant interest has arisen in 
alternative strategies for tackling climate change, in particular strategies that aim to 
alleviate global warming (i.e. geoengineering) [Crutzen, 2006]. Geoengineering 
comprises strategies to remove CO2 from the atmosphere (CDR), and strategies to 
reduce solar absorption by the Earth system (SRM). CDR is inherently less risky 
than SRM as it aims to return the climate system closer to its natural state by 
targeting the source of the problem (i.e. elevated GHG concentrations) and also 
directly counteracts side effects such as ocean acidification [Caldeira et al., 2013]. 
However, no existing CDR proposal has been demonstrated to be effective at an 
affordable cost and CDR suffers from other limitations such as a slow global 
temperature response (order of decades) and logistical uncertainties over the 
transport and storage of sequestered CO2. In Section 1.1.2, we showed that global 
warming is induced by the trapping of LW radiation by atmospheric GHGs. 
Therefore, by removing CO2 from the atmosphere, CDR aims to cool Earth by 
                                                 
5 http://unfccc.int/cooperation_and_support/financial_mechanism/adaptation_fund/items/3659.php 
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intervening in the LW budget. Alternatively, SRM aims to cool Earth by reflecting 
more SW radiation to space or by reducing the SW irradiance at the TOA. SRM 
therefore intends to resolve a LW problem by intervening in the SW budget, which 
inherently poses greater climate risks than CDR due to the different spatiotemporal 
distributions of LW and SW radiation within the Earth system [Seinfeld and Pandis, 
1998]. However, SRM could reduce global-mean temperature within 1 to 2 years and 
could be implemented at a substantially lower cost than current CDR proposals 
[Shepherd, 2009]. 
After conducting an extensive comparison of geoengineering proposals in 2009, the 
Royal Society concluded that no existing SRM or CDR proposal offers an immediate 
alternative to mitigation, however further research should be conducted for both 
strategies [Shepherd, 2009]. The impetus for further research is clear ± SRM 
provides the only known means of rapidly cooling Earth in the event of a climate 
emergency, and CDR could provide a useful accessory to mitigation in reducing the 
net flux of CO2 to the atmosphere and therefore offsetting climate change. It is 
important to note that any geoengineering strategy would have to be subjected to 
strict regulation and governance, and would also endure uncertain societal and 
political implications (these topics are outside the scope of this thesis) [Vaughan and 
Lenton, 2011]. Figure 1.7 schematically compares the effectiveness, affordability, 
 
Figure 1.7. 7KH5R\DO6RFLHW\¶VJUDSKLFDOFRPSDULVRQRIWKHUHODWLYHHIIHFWLYHQHVs, 
safety, affordability, and timeliness of various geoengineering proposals [Shepherd, 
2009] 
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safety and timeliness of the various geoengineering proposals assessed by the 
Royal Society [Shepherd, 2009]. An ideal geoengineering strategy would occupy the 
top right quadrant of Fig 1.7, and be green (safe, i.e. low risk) and sizeable (i.e. quick 
to produce global cooling). No existing proposal fulfils all of these criteria (Fig. 1.7). 
In the next section we will discuss the main facets of existing geoengineering 
proposals and make reference to Fig. 1.7 where necessary.  
1.2.3.1. Carbon dioxide removal 
CO2 emissions from anthropogenic sources currently amount to ~10 GtC yr
-1, of 
which ~50 % remains in the atmosphere [Caldeira et al., 2013]. The rest of the CO2 
is sequestered in the land and ocean via a wide spectrum of interlinked physical, 
chemical, and biological processes. CDR strategies aim to store atmospheric CO2 in 
an inert form within the land and ocean reservoirs by enhancing natural processes or 
by installing artificial processes [Vaughan and Lenton, 2011]. Alternatively, GHGs 
other than CO2 could be removed from the atmosphere, for instance Boucher and 
Folberth (2010) discuss CH4 extraction methods. However, GHG-removal proposals 
other than CDR have received little attention thus far; therefore we concentrate on 
CDR here. 
Land-XVH PDQDJHPHQW UHIRUHVWDWLRQ DIIRUHVWDWLRQ DQG µDvoided 
GHIRUHVWDWLRQ¶ strategies are variously referred to as CDR and mitigation 
approaches. Terrestrial ecosystems remove ~30 % of the total CO2 that is currently 
emitted to the atmosphere by fossil fuel combustion. Of the total carbon stored in the 
land, ~75 % is stored in soil and ~25 % is stored in vegetation [Vaughan and Lenton, 
2011]. Land-use management by growing cover crops or applying manure or 
compost to soil in agricultural land could enhance land carbon uptake by 1.4 GtC yr-1 
by 2030 [NRC, 2015]. Changes to land use by, e.g., deforestation, contribute 20 % of 
current anthropogenic CO2 emissions; therefore avoiding deforestation could 
effectively augment mitigation [Shepherd, 2009]. The conversion of land from 
unforested areas to woodland by afforestation (establishment of new forests) or 
reforestation (restoration of previous forests) may conflict with sustainable 
development goals such as equitable food production and conservation of 
biodiversity [Vaughan and Lenton, 2011]. Additionally, there is uncertainty over the 
effectiveness of these approaches at sequestering CO2; for instance, the CO2 
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emissions from soil disturbance might outweigh the CO2 sequestered within the 
newly formed vegetation [Caldeira et al., 2013]. However, these approaches are 
generally safe, affordable and could be implemented immediately (bottom right 
quadrant of Fig. 1.7). 
There are multiple approaches to using biomass for CDR. The first is to burn 
biomass in a zero-oxygen environment (pyrolysis) to form charcoal (biochar), which 
is a relatively stable form of organic carbon that can then be stored in soils or the 
deep ocean [Shepherd, 2009]. However, this process would require significant 
energy consumption for transport, production and burying of the biochar, and the 
residence time of biochar within these natural reservoirs is uncertain [NRC, 2015]. 
Also, pyrolysis only stores 50 % of the available carbon as charcoal; the rest is 
emitted as CO2 which would need to be sequestered [Vaughan and Lenton, 2011]. 
Alternatively, biomass or biofuels could be burnt in place of conventional fossil fuels 
for electricity and heat generation, with the resulting CO2 emissions sequestered 
using CCS (BECCS). The sequestered CO2 would then be pumped underground for 
long-term storage [Caldeira et al., 2013]. A large-scale BECCS scheme could 
potentially offset the radiative forcing from a carbon-intensive mitigation scenario, 
although this would require substantial land-use requirements for biomass growth 
which could conflict with land requirements for food production and biodiversity 
[Vaughan and Lenton, 2011]. Many mitigation scenarios utilised in the literature 
(such as RCP2.6) implicitly assume extensive reliance on BECCS by the end of the 
century [Smith et al., 2015].  
Enhanced weathering techniques aim to accelerate the removal of atmospheric 
CO2 by promoting UHDFWLRQV ZLWK FDUERQDWH DQG VLOLFDWH URFNV DW (DUWK¶V VXUIDFH
[Shepherd, 2009]. Eventually, the bicarbonate products of these reactions are 
transported to the deep oceans. Natural weathering processes remove ~0.1 GtC of 
CO2 per year from the atmosphere, which amounts to ~1 % of current emissions 
[Caldeira et al., 2013]. Therefore, the complete removal of anthropogenic CO2 from 
the atmosphere by natural weathering would take thousands of years [NRC, 2015]. 
Land and ocean-based enhanced weathering methods have been suggested such 
as: the dispersal of silicate-bearing olivine in soils, the dispersal of silicate/carbonate 
minerals in the ocean, or the addition of lime to the oceans [Shepherd, 2009]. Lime is 
a strong base therefore adding lime would also counteract ocean acidification. 
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Enhanced weathering proposals are inhibited by their necessary scale, cost, and 
potential environmental risks (Fig. 1.7 ± affordability = 2). For instance, the 
manufacture of lime from carbonate salts would be energy demanding and also 
produce hydrochloric acid which would need to be safely disposed of [Shepherd, 
2009]. The scale of industry required for the mining and transport of minerals would 
be significant, approximately 100 billion tons yr-1 of minerals would be needed to 
offset current CO2 emissions [NRC, 2015]. Additionally, the environmental impacts of 
artificially increasing silicate or carbonate concentrations in soils and in the ocean 
are unknown [Shepherd, 2009]. 
CO2 could be captured from ambient air by a catalytic reaction with a sorbent, with 
the resultant pure CO2 stream compressed and stored in geological reservoirs (i.e. 
using CCS) [Keith et al., 2006]. This strategy is referred to as Direct Air Capture 
and Storage (DACS). The CO2 concentration in ambient air is 100-300 times less 
than in the flue gas from a power plant, therefore much more energy would be 
required to extract the equivalent amount of pure CO2 using DACS than BECCS or 
conventional CCS [Caldeira et al., 2013]. Energy would be required for regeneration 
of the sorbents and the compression and transport of the CO2 gas, and the provision 
of sorbents such as sodium hydroxide would also be necessary [Vaughan and 
Lenton, 2011]. However, DACS power plants would not suffer the same positional 
restrictions as CCS or BECCS, and could be placed near to the storage reservoir 
[Shepherd, 2009]. Additionally, DACS would require less land than BECCS, and 
would therefore conflict less with global agricultural needs [Vaughan and Lenton, 
2011].  
Ocean Iron fertilisation (OIF) strategies aim to enhance the biological carbon pump 
that transfers CO2 from the atmosphere to the deep oceans [Buesseler et al., 2008]. 
The deep oceans contain ~35,000 GtC of combined CO2 and organic carbon, 
compared to ~750 GtC in the atmosphere [Shepherd, 2009]. The transfer of CO2 to 
the deep ocean from the surface is very slow (i.e. thousands of years) therefore 
ocean fertilisation aims to expedite this process. In certain areas of the ocean, CO2 
WKDW KDV EHHQ DEVRUEHG LQWR WKH VXUIDFH OD\HU LV µIL[HG¶ YLD SKRWRV\QWKHVLV E\
microorganisms such as algae. A fraction of the fixed carbon sinks to the deep 
ocean as faecal or organic material from the remains of the algal bloom. In the deep 
oceans, bacteria and other microorganisms use the organic carbon for respiration, 
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concomitantly releasing CO2 into the ambient water [NRC, 2015]. This biological CO2 
pump is limited by the deficiency of nutrients in certain areas for algal growth. OIF 
seeks to promote algal growth by providing the necessary nutrients to these areas. 
Specifically, the Redfield ratio describes the algal composition in terms of relative 
masses of constituent elements. The relative values for carbon, nitrogen, 
phosphorous and iron are 106: 16: 1: 0.001 respectively. Therefore, one iron atom 
could theoretically sequester ~106,000 organic carbon atoms [Shepherd, 2009]. 
Although OIF appears promising on paper, field experiments indicate that only a 
fraction of the CO2 fixed at the surface would eventually be transported into the deep 
ocean [Caldeira et al., 2013]. Additionally, the promoted algal bloom might reduce 
the algal production downstream due to nutrient robbing, and the effects of the 
additional nutrients on local ecosystems are uncertain [Buesseler et al., 2008].  
1.2.3.2. Solar radiation management 
In Section 1.1, a simple energy balance model was used to demonstrate that 
increasing the absorptivity of the atmosphere would result in atmospheric and 
surface warming (Eq. 1.1-1.3). In contrast, increasing the planetary albedo (Į) or 
reducing the solar constant (S0) in the same model results in atmospheric and 
surface cooling. These effects form the basis of the majority of SRM strategies, 
which aim to offset the positive RF from rising GHGs by increasing the planetary 
albedo or by reducing the solar irradiance at the TOA and thereby reducing the 
DEVRUSWLRQRI6:UDGLDWLRQDW(DUWK¶VVXUIDFH>6KHSKHUG@650PHWKRGV could 
be implemented at the surface, in the atmosphere or in space; either uniformly over 
the globe or in specific regions (Fig. 1.8). Although SRM could offset the positive RF 
from enhanced GHG concentrations on a global-mean basis, the RF cancellation 
would not be exact regionally [Shepherd, 2009]. Therefore, there would likely be 
disparities in regional climate changes under SRM such as differing rainfall 
perturbations [Kravitz et al., 2014a]. SW forcing perturbs the hydrological cycle 
comparatively more than LW forcing, therefore SRM would not be able to restore 
global-mean temperature and precipitation simultaneously [Bala et al., 2008]. The 
FOLPDWHDFKLHYHGE\650ZRXOGRQO\DSSUR[LPDWH WKHHTXLYDOHQW µVWDELOLVHG*+*V¶
climate [Ricke et al., 2010]. Additionally, SRM would not directly counteract side 
effects of the greenhouse effect such as ocean acidification and would likely incur 
other side effects such as O3 depletion [Vaughan and Lenton, 2011].  
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Various surface albedo modification strategies have been suggested, such as the 
brightening of human settlements, selective growing of reflective crop varieties, or 
the brightening of the deserts or the ocean surface. Although the brightening of 
human settlements would reduce urban heat island effects, this method is 
prohibitively expensive for SRM and would have a negligible radiative effect on a 
global scale (bottom left quadrant of Fig 1.7) [Vaughan and Lenton, 2011]. Crop 
albedo modification (CAM) would involve exchanging current vegetation for crops 
with a higher albedo [Shepherd, 2009]. Crop albedo varies with plant properties such 
as colour, morphology and canopy structure [Irvine et al., 2011]. CAM could be 
applied to cropland, pastures or wild grassland, and could potentially increase 
surface albedo in these areas by 0.02-0.08 [Ridgwell et al., 2009]. However, on a 
global scale, CAM would be unable to induce significant cooling, although regional 
cooling would be more pronounced and could significantly alter atmospheric 
circulation patterns [e.g. Doughty et al., 2011]. Desert albedo modification would 
involve covering desert areas with a highly reflective surface such as polyethylene-
aluminium, which would increase the local surface albedo from ~0.35 to ~0.8 
 
Figure 1.8. Illustration of various SRM proposals: a) space-based reflectors, b) 
stratospheric aerosol injection, c) marine-cloud brightening, d) ocean albedo 
enhancement, e) crop-albedo enhancement, f) brightening of human settlements. 
Fig. 2 from Caldeira et al. (2013) 
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[Gaskill, 2004]. Desert region covers 2-3.5 RI(DUWK¶VVXUIDFHDUHD >&URRNet al., 
2015]. The primary limitations of this approach are the risk of local climate changes 
and widespread ecological impacts, potential changes to atmospheric circulation 
patterns, the costs of installing and maintaining the reflective surfaces, and potential 
conflicts with competing land-use requirements (Fig 1.7 ± red circle) [Shepherd, 
2009; Vaughan and Lenton, 2011; Irvine et al., 2011; Crook et al., 2015]. 
 
Atmospheric albedo modification proposals comprise stratospheric aerosol injection, 
marine cloud brightening, and cirrus cloud thinning. SAI will be discussed in detail in 
Section 1.4. Marine cloud brightening (MCB) would involve brightening clouds over 
parts of the ocean by modifying their physical properties. Two MCB methods have 
been suggested: the injection of sea-salt aerosol into the boundary layer and the 
stimulation of biological emissions of cloud condensation nuclei (CCN) precursor 
gases [Vaughan and Lenton, 2011]. The specific goal of MCB is to enhance the CCN 
concentration in low-OHYHO PDULQH FORXGV ZKLFK FRYHU a  RI (DUWK¶V VXUIDFH
and thHUHIRUH LQFUHDVH WKHFORXG UHIOHFWLYLW\ WKH µ7ZRPH\HIIHFW¶ DQGSRVVLEO\ WKH
cloud lifetime [Schäfer et al., 2015]. MCB would be most effective in unpolluted 
environments where clouds have naturally lower CCN concentrations, such as over 
the Southern Ocean or the west coasts of North and South America and the west 
coast of Africa [Jones and Haywood, 2012; Caldeira et al., 2013]. As the aerosol 
residence time in the troposphere is ~1-2 days, the injected aerosols would need 
regular replenishment [Schäfer et al., 2015]. An effective MCB scheme would need 
to generate a consistent supply of aerosols of a sufficient diameter to serve as CCN, 
and utilise an effective means of dispersing the aerosol [Shepherd, 2009]. 
Suggested methods of injecting aerosols include dispersing hydrophilic powder from 
aircraft or generating and spraying sea-salt from wind-driven, unmanned, remotely-
controlled seacraft [Salter et al., 2008]. If the latter method were used, only a few 
percent of the aerosol released at the surface would actually reach the cloud base 
[Shepherd, 2009]. Wang et al. (2011) investigated the impacts of various sea-salt 
injection strategies on cloud albedo and found that the effectiveness would be highly 
sensitive to the ambient meteorology, the proximity of spray-generators, and the 
baseline cloud properties. Brightening a region might unintentionally reduce the 
albedo of adjacent regions (Fig. 1.9). An advantage of MCB relative to other SRM 
methods is that, should unforeseen problems arise, MCB could be turned off 
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immediately and the sea-salt would rain out within ~10 days [Shepherd, 2009]. 
Additionally, there is more flexibility over the location of the applied forcing than for 
SAI. However, the effectiveness of MCB is a complex function of the local 
meteorology and baseline cloud properties; spraying into polluted or heavily 
precipitous clouds would have negligible effect and injection of large particles might 
act to increase cloud drizzle and be counterproductive [Wang et al., 2011]. The 
localised forcing applied by MCB would have to be much greater than the global-
mean forcing (due to the limited area of application) to have a global effect; hence 
MCB is likely to significantly modify regional weather patterns [Niemeier et al., 2013]. 
 
Cirrus cloud thinning (CCT) is not a conventional SRM method as it aims to 
enhance the outgoing LW radiation by stripping high-altitude cirrus clouds that 
contribute to the greenhouse effect [Mitchell and Finnegan, 2009]. CCT would 
involve the seeding of cirrus-forming regions with a sufficient concentration of ice 
nuclei (IN) such as bismuth tri-iodide, in order to force a transition from 
homogeneous to heterogeneous freezing, which would lead to larger ice particles 
with greater sedimentation velocities [Kristjánsson et al., 2015]. IN could be injected 
from commercial aircraft, with a mid to high-latitude emission preferable due to the 
enhanced cirrus greenhouse effect at higher latitudes [Storelvmo et al., 2014]. An 
advantage of CCT over conventional SRM is that it specifically targets LW radiation, 
and therefore directly counteracts the enhanced greenhouse effect [Kristjánsson et 
al., 2015]. Concomitantly, CCT would alleviate the polar amplification of global 
warming and would also act to increase global-mean precipitation by instigating 
radiative cooling of the atmosphere [Muri et al., 2014; Crook et al., 2015]. However, 
Figure 1.9. Snapshot of simulated cloud albedo for three MCB approaches: (left) 
uniform spraying, (centre) 3 spray generators, (right) 1 spray generator, when 
sprayers are at x = 24 km on their second journey. Figure 1a and caption from Wang 
et al. (2011) 
Chapter 1  Page | 47 
overseeding could promote cirrus lifetime and lead to smaller ice particles which 
would counterproductively induce global warming (an IN injection of 0.02 cm-3 has 
been found to be optimal for CCT) [Storelvmo and Herger, 2014]. Additionally, the 
microphysical processes of cirrus formation are poorly constrained in climate models 
due to a lack of observations, and it is unclear as to what extent CCT could be 
effective [Storelvmo et al., 2014; Penner et al., 2015]. 
Space-based reflectors FRXOG EH GHSOR\HG LQ VRODU RUELW RU LQ (DUWK¶V RUELW DQG
could potentially be advantageous over other SRM approaches by providing a 
spatially uniform RF [Vaughan and Lenton, 2011]. In contrast to the albedo 
modification proposals (e.g. MCB, CAM), space-based reflectors intercept SW 
radiation outside of the Earth system, and concomitantly reduce the solar irradiance 
at the TOA (S0 in Eq. 1.1-1.3) rather than altering the planetary albedo (Į in Eq. 1.1-
1.3). Govindasamy and Caldeira (2000) found that a ~2 % reduction to the solar 
constant could counterbalance the positive forcing from a doubling of atmospheric 
CO2 concentrations. Angel (2006) suggest that a sunshade of ~3 million km
2 (which 
amounts to ~10 trillion refracting disks) placed at the L1 Lagrangian point would 
offset the current greenhouse forcing. However, the necessary technological scale of 
space-based methods is currently prohibitive; it would be several decades before 
any scheme could be implemented [Schäfer et al., 2015]. Additionally the costs of 
development, implementation and maintenance would be an order of magnitude 
greater than other SRM approaches (Fig 1.7 ± affordability = 1), and therefore 
space-based SRM methods have received limited attention [Shepherd, 2009]. 
1.3. Stratospheric aerosol injection 
1.3.1. Background  
The emphasis in this thesis will be on a specific SRM method: SAI, which the Royal 
Society determined was the most promising of all exisiting SRM proposals (top 
quadrant - Fig. 1.7) [Shepherd, 2009]. SAI involves the injection of light-scattering 
aerosol into the stratosphere in order to reduce solar irradiance at the surface. The 
aerosol residence time in the stratosphere is longer than in the troposphere (~1 year 
compared to ~1 week), therefore less aerosol would need to be injected into the 
stratosphere than the troposphere to achieve a desired surface cooling [Rasch et al., 
2008a]. The natural analogue of SAI is a major volcanic eruption such as Mt. 
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Pinatubo in 1991, which injected ~20 Tg of sulphur dioxide (SO2) into the tropical 
stratosphere [McCormick et al., 1995]. SO2 oxidises in the lower stratosphere to form 
sulphuric acid (H2SO4) vapour, which condenses in high concentrations and in the 
presence of water vapour, organic compounds and ammonia to form SO4 aerosol 
[Yu et al., 2007]. The newly nucleated SO4 aerosol is highly efficient at reflecting SW 
radiation. After Pinatubo, a global-mean lower tropospheric cooling of ~0.3 K was 
observed for the subsequent 2 years [Soden et al., 2002]. Over time, aerosols are 
removed from the stratosphere in mid-latitude tropopause folds and in the diabatic 
descent of air at high latitudes [Tegtmeier et al., 2008]. 
SAI was conceptualised by Budyko (1977), who suggested that injection of SO2 into 
WKH WURSLFDO VWUDWRVSKHUH DQ µDUWLILFLDO YROFDQR¶ FRXOGEHXVHG WR FRXQWHUDFWJOREDO
warming. Budyko suggested that the large-scale Brewer-Dobson circulation (BDC) in 
the stratosphere would disperse the SO4 evenly over the globe therefore making the 
location of injection peripheral. Following its conception, SAI received little attention 
for 15 years [Keith, 2000]. The emergence of SAI as an active research topic in the 
early 1990s resulted from the significant rise in publicity garnered by global warming. 
In an expansive report on geoengineering, the USA National Academy of Sciences 
[NAS, 1992] compared the cost-effectiveness of various SAI strategies such as using 
aircraft, balloons and artillery shells to disperse aerosol. However, Schneider (1996) 
notes that many scientists in the 1990s were still concerned that SAI research would 
GHWUDFW IURP PLWLJDWLRQ HIIRUWV WKH µPRUDO KD]DUG¶ SUREOHP DQG ZRXOG FRQIOLFW ZLWK
efforts to reduce atmospheric pollution. Additionally, there was concern over the 
environmental risks posed by SAI, and therefore research remained fragmented until 
the turn of the century. In 2000, Govindasamy and Caldeira used a GCM to assess 
the climate response to an idealised SRM scenario in which the solar constant (S0) is 
uniformly reduced by 1.8 7KLVDSSURDFKPRUHFORVHO\UHVHPEOHVDµVSDFH-based 
UHIOHFWRUV¶ VFHQDULR WKDQ 6$, EXW LV VHHQ DV D XVHIXO SUR[\ IRU XQGHUVWDQGLQJ WKH
climate response to SAI [Kravitz et al., 2011]. Rather conclusively, the results 
showed that SRM could induce a sufficient global-mean surface cooling to 
counterbalance the warming from a doubling of CO2, whilst approximately offsetting 
regional climate changes. The results of this investigation led Keith (2000) to state 
WKDW ³WKH DVVXPStion that albedo geoengineering could not do an effective job of 
countering CO2-induced climate change must be re-H[DPLQHG´ )XUWKHU PRGHOOLQJ
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experiments were conducted by Govindasamy et al. (2002, 2003) to evaluate the 
impacts of the idealised SRM scheme on the terrestrial biosphere. In 2006, the 
Nobel SUL]H ODXUHDWH 3DXO &UXW]HQ IHOW FRPSHOOHG E\ WKH ³JURVVO\ GLVDSSRLQWLQJ´
international mitigation efforts and worrying signs of potentially dangerous climate 
changes to write an editorial in Climatic Change in which he advocated SAI research 
[Crutzen, 2006]. This endorsement, combined with a similar appraisal from Tom 
Wigley [Wigley, 2006], instigated a period of sustained research into the viability of 
SAI. Since 2006, modelling studies of SAI have increased in complexity from the use 
of simple energy balance models [e.g. Wigley, 2006] to intricate GCMs with explicit 
aerosol representation [e.g. Heckendorn et al., 2009] and coupled atmosphere-
ocean models [e.g. Schmidt et al., 2012]. In the summary presented here, we 
discuss the technical viability and potential climate impacts of SAI. 
1.3.2. Injection strategy 
Budyko (1977) suggested the use of existing commercial aircraft to disperse SO2 
over the globe, by using either enhanced sulphur fuel or an external SO2-injecting 
mechanism. However, Laakso et al. (2012) found that simply modifying current 
FRPPHUFLDODLUFUDIW¶V IXHO FRQWHQWZRXOGQRW induce an appreciable radiative effect. 
NAS (1992) compared the relative benefits of aircraft with other possible delivery 
mechanisms such as firing SO2-bearing artillery shells into the stratosphere, or 
releasing balloons filled with SO2 from the surface. NAS (1992) found that the use of 
aircraft would likely be the most cost-effective delivery system of those proposed. 
Turco (1996) proposed releasing carbonyl sulphide (OCS) at the surface rather than 
SO2 in situ, which would remove the costs associated with transport of aerosol. 
However, Crutzen (2006) estimates that ~95% of the emitted OCS would be 
sequestered by the land or removed by chemical reactions in the troposphere, with 
only ~5 % reaching the lower stratosphere. OCS is also very long-lived in the 
troposphere and should an OCS injection scheme produce unintended negative 
climate effects it would be difficult to extract the OCS from the atmosphere [Rasch et 
al., 2008b]. Rasch et al. (2008b) discussed the use of high-altitude aircraft as a SO4 
delivery mechanism in some detail. A problem they identified is that the increased 
coagulation and sedimentation rates immediately after injection would lead to large 
and optically-inefficient particles. Smaller SO4 particles efficiently scatter SW 
radiation, while larger particles also absorb LW radiation and are more rapidly 
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removed from the stratosphere via sedimentation [Stenchikov et al., 1998]. Smaller 
SDUWLFOHVZLWKUDGLXVȝPDUHWKHUHIRUHRSWLPDOIRU6$,+RZHYHUWKHLPPHGLDWH
coagulation of newly-nucleated aerosol or condensation onto background aerosol 
would limit the effectiveness of any SAI scheme, necessitating further injections 
[Heckendorn et al., 2009]. Niemeier and Timmreck (2015) found that the 
effectiveness of SAI would decrease exponentially with SO2 injection rate (Fig. 1.10). 
Pierce et al. (2010) suggested that injecting H2SO4 vapour instead of SO2 would 
produce comparatively smaller particles, although English et al. (2012) found no 
discernible difference in the resultant SO4 sizes or mass burdens between these 
approaches. Niemeier et al. (2011) found that aerosol injection at 30 hPa instead of 
50 hPa altitude would increase aerosol burdens by ~50 %. However, the burdens 
and aerosol sizes that would result from SAI still remain uncertain due to current 
model limitations and scenario unknowns. 
Various analyses have been conducted to assess the affordability and technological 
feasibility of SAI [e.g. Robock et al., 2009]. In terms of field experiments, a small-
scale experiment was performed in Russia in 2009 which investigated aerosol 
generated from a helicopter [Izrael et al., 2009] and various other experiments have 
been suggested [Keith et al., 2014]. Despite this, the technology required to perform 
SAI on a large scale does not currently exist [Robock, 2014]. The cost of SAI would 
depend on the means of delivery and the amount of aerosol injected. Robock et al. 
(2009) estimate that employing a fleet of existing military aircraft to inject 1 Tg[S] yr-1 
at 20 km altitude could cost $4 billion yr-1. Davidson et al. (2012) estimate that a 10 
Tg yr-1 injection rate would cost $10 billion yr-1 using aircraft; whereas tethered 
 
Figure 1.10. (left) Top of the atmosphere net radiative flux perturbation for SAI with 
different injection rates, plotted with an exponential fit (red line). (right) radiative 
forcing per injection for different injection rates. Fig. 1 from Niemeier and Timmreck 
(2015) 
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balloons could provide the same injection for $400 million yr-1. McClellan et al. 
(2012) found that specially designed aircraft would be the most cost-effective 
deployment strategy, with running costs of $2.6 billion yr-1 to transport 1 Tg of 
aerosol to 30 km altitude. All three studies suggested that deployment strategies 
other than aircraft could be prohibitively expensive, although Davidson et al. (2012) 
was the only study to find balloons the most cost-effective strategy. The costs of SAI 
are unlikely to be prohibitive compared with environmental concerns and social and 
political barriers [Robock, 2014]. 
1.3.3. Choice of aerosol 
SO4 injection strategies benefit from the extensive research of volcanic eruptions and 
of the natural sulphur cycle [Carslaw and Kärcher, 2006]. The stratosphere already 
contains a background SO4 layer formed from the upward transport of sulphur 
precursor gases from the troposphere, which exerts a negative radiative forcing of 
approximately -0.1 Wm-2 [Solomon et al., 2011]. Volcanic eruptions can significantly 
alter the stratospheric SO4 concentration. Stratospheric SO4 aerosols provide 
surfaces for heterogeneous reactions between free radicals and O3 which can result 
in O3 depletion [Tilmes et al., 2008]. Stratospheric O3 efficiently absorbs solar UV 
radiation, which would otherwise be harmful to humans and ecosystems. An O3 hole 
develops over Antarctica in the austral winter every year as the result of O3 
destruction within polar stratospheric clouds (PSC). After the Pinatubo eruption, the 
Antarctic O3 hole extended well beyond the area of PSC formation due to 
heterogeneous chemistry on the Pinatubo aerosol [Solomon, 1999]. O3 depletion 
(and concomitant UV changes at the surface) in a SO4 injection scenario would be 
more pronounced at high latitudes than in the tropics [Tilmes et al., 2012; Pitari et al., 
2014]. 
SAI research has predominantly focussed on SO4 due to the volcanic analogue. 
However, a variety of other aerosols have also been proposed, including minerals 
[Pope et al., 2012], dust [NAS, 1992], and BC [Ferraro et al., 2011]. Teller et al. 
(1997) suggested that dielectric material, electrical conductors or resonant molecules 
could be utilised due to their high SW scattering efficiency, therefore less mass 
would be required than for SO4 to produce a desired radiative cooling. Alternatively, 
certain nanoparticles could be lofted to the upper stratosphere by photophoretic 
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levitation [Keith, 2010]. A BC injection scenario is analogous to a conceptual nuclear 
winter. BC efficiently absorbs SW radiation; therefore a stratospheric BC layer would 
reduce the solar irradiance at Earth's surface and cool the troposphere. By absorbing 
SW radiation, BC would also warm the stratosphere and impact O3 chemistry 
[Kravitz et al., 2012]. An ideal candidate particle for SAI would only interact with SW 
radiation, would have a long atmospheric residence time, would not affect 
atmospheric chemistry, and would not be toxic [Robock, 2014]. Minerals such as 
TiO2 and diamond scatter SW radiation more efficiently per mass than SO4 and have 
therefore been suggested for SAI [Pope et al., 2012]. Injection of solid particles could 
potentially reduce the risks of O3 depletion associated with SAI, although the rate 
coefficients of O3 reactions on solid aerosol surfaces are poorly constrained [Tang et 
al., 2014; Weisenstein et al., 2015].  
SAI with alternative aerosols has received limited attention despite offering the 
possibility of avoiding certain negative impacts of SO4 injection. Pope et al. (2012) 
identify TiO2 as having the greatest refractive index at the peak wavelength of solar 
emission of the various minerals assessed in that study, therefore TiO2 can be 
thought of as an optimal sunlight-scatterer. Conversely BC is an effective sunlight-
absorber [Kravitz et al., 2012] and hence provides an interesting contrast to SO4 and 
TiO2. In Chapters 2-4 we will investigate the radiative and climatic implications of 
injecting these aerosols into the stratosphere. 
1.3.4. Potential climate impacts 
GCMs are useful tools for assessing the potential climatic impacts of SAI. Early 
GCM-based research used a uniform solar reduction to represent SAI [e.g. 
Govindasamy and Caldeira, 2000], but this simple representation ignores the 
nuances of SAI,  such  as stratospheric O3 changes  that result  from  heterogeneous 
chemistry  on the  aerosol surfaces  [Pitari et al., 2014],  stratospheric  warming  and 
related circulation changes [Aquila et al., 2014], changes to diffuse and direct solar 
radiation at the surface [Kalidindi et al., 2015], and the effects of upper tropospheric 
warming on the hydrological cycle [Ferraro et al., 2014]. Note, however, that aerosol 
injected into the tropical stratosphere is transported poleward by the BDC; therefore 
a tropical aerosol injection would produce a global aerosol layer that approximates a 
uniform solar reduction [Robock et al., 2008; Niemeier et al., 2013]. For this brief 
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discussion, we will refer to both approaches (the simple solar reduction method and 
the explicit aerosol injection method) as SAI, although important differences will be 
noted. 
The Geoengineering Model Intercomparison Project (GeoMIP) was formed to 
compare the results of different GCMs simulating the same suite of idealised solar 
geoengineering scenarios (Table 1.1, [Kravitz et al., 2011]). In this section, we 
discuss the robust results of GeoMIP. Fig. 1.11 shows the near surface air 
temperature changes in the G1 scenario relative to a scenario in which atmospheric 
CO2 concentrations are instantaneously quadrupled. The overcooling in the tropics 
and residual warming at high latitudes in G1 (Fig. 1.11 ± right) occurs because there 
is more sunlight in the tropics on an annual-mean basis and therefore SRM is more 
effective at lower latitudes, and because the greenhouse effect is approximately 
globally uniform as GHGs are well-mixed. Therefore, the net TOA radiative effect 
under SAI is positive at high latitudes and negative at low latitudes [e.g. Fig. 3 in 
Kravitz et al., 2013]. Yu et al. (2015) found that the pattern of temperature changes is 
qualitatively the same for solar reduction (G1, G2) and SAI (G3, G4) scenarios. 
A robust feature of SAI is the tendency for climate to rapidly rebound toward a base-
VWDWHFOLPDWHIROORZLQJ6$,¶VFHVVDWLRQ$VDQ example, Fig. 1.12 shows the global-
mean temperature evolution for the GeoMIP G2 experiment (Table 1.1) [Jones et al., 
Experiment Description 
G1 Instantaneously quadruple the CO2 concentration (as measured from 
pre-industrial levels) while simultaneously reducing the solar constant 
to counteract this forcing 
G2 In combination with a 1% increase in CO2 concentration per year, 
gradually reduce the solar constant to balance the changing radiative 
forcing 
G3 In combination with RCP4.5 forcing, starting in 2020, gradual ramp-up 
the amount of SO2 or sulphate aerosol injected, with the purpose of 
keeping global average temperature nearly constant. Injection will be 
done at one point on the Equator or uniformly globally 
G4 In combination with RCP4.5 forcing, starting in 2020, daily injections of 
a constant amount of SO2 at a rate of 5 Tg SO2 per year at one point 
on the Equator through the lower stratosphere (׽16± 25 km in altitude) 
RUWKHSDUWLFXODUPRGHO¶VHTXLYDOHQW7KHVHLQMHFWLRQVZRXOGFRQWLQXHDW
the same rate through the lifetime of the simulation 
 
Table 1.1. A summary of the GeoMIP experiments [Kravitz et al., 2011] 
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2013]. In the 50th model year of G2 (indicated by vertical dashed lines in Fig 1.12a), 
SAI was instantaneously terminated and the experiment continued for an additional 
20 years. Immediately after the cessation of SAI, the climate undergoes a rapid 
rebound toward the state it would have attained in the absence of SAI (Fig. 1.12a). 
Such rapid climate changes could exceed the threshold of adaptability for certain 
ecosystems and economies [Alley et al., 2003]. Rapid climate change would be 
observed in many climatological fields such as precipitation, sea ice and ocean 
dynamics [e.g. Jones et al., 2013]. This µtermination effect¶ was highlighted by 
Robock (2008) as a key impediment of SAI.  
 
Another robust feature of SAI is a deceleration of the hydrological cycle arising from 
the increased moist static stability of the troposphere [Bala et al., 2008], and from 
surface changes due to elevated CO2 concentrations [Fyfe et al., 2013]. SW  forcing 
 
Figure 1.11. GeoMIP multi-model ensemble surface temperature anomaly with 
respect to pre-industrial conditions for: (left) abrupt quadrupling of CO2, (right) 
uniform solar reduction, (top) annual-mean, (middle) December-January-February, 
(bottom) June-July-August. Stippling indicates where fewer than 75% of the models 
agree on the sign of the difference. Fig. 2 from Kravitz et al. (2013)  
Chapter 1  Page | 55 
 
preferentially cools the surface while elevated GHG concentrations warm the 
atmosphere. The net effect is a loss of energy by the atmospheric column which is 
compensated by reduced latent heat fluxes at the surface and therefore a slowing 
down of the hydrological cycle [Schmidt et al., 2012; Bala et al., 2008]. A 
stratospheric SO4
 layer would further weaken the hydrological cycle by absorbing 
and re-emitting terrestrial LW radiation and concomitantly warming the upper 
troposphere [Fyfe et al., 2013; Niemeier et al., 2013; Ferraro et al., 2014]. As an 
example of this effect, a deceleration of the hydrological cycle was observed in 
precipitation and streamflow records in the year following the Pinatubo eruption 
[Trenberth and Dai, 2007]. Additionally, in a high CO2 environment, plants are able to 
absorb CO2 faster and therefore close their stomata for longer which limits 
evapotranspiration and weakens the hydrological cycle [Fyfe et al., 2013; Tilmes et 
al., 2013]. This phenomenon is denoted the CO2 fertilisation effect [Kravitz et al., 
2013]. Changes to the hydrological cycle from the CO2 fertilisation effect and the 
HQKDQFHGPRLVWVWDWLFVWDELOLW\DUHGHQRWHGµIDVWUHVSRQVHV¶WRHOHYDWHG&22 [Tilmes 
et al., 2013]. The long-term response to elevated CO2 concentrations is atmospheric 
warming, which increases the moisture-holding capacity of the atmosphere and 
concomitantly VWUHQJWKHQV WKH K\GURORJLFDO F\FOH 7KLV µVORZ IHHGEDFN¶ HYHQWXDOO\
GRPLQDWHV WKH µIDVW UHVSRQVH¶ IRU LQVWDQFH LQ WKH *HR0,3 DEUXSW[&22 scenario 
global-mean precipitation increases by +7 % relative to pre-industrial conditions 
 
Figure 1.12. a) Global-mean surface temperature anomaly for the GeoMIP 1pctCO2 
H[SHULPHQWVGRWWHGOLQHVDQGWKH650µ*¶H[SHULPHQWVROLGOLQHV7KHYHUWLFDO
dashed line indicates termination of SRM. b) Rate of increase of surface temperature 
(K/decade) immediately after termination in G2. c) Rate of increase of temperature in 
the 1pctCO2 experiment. Adapted from Fig. 1 and Fig. 5 in Jones et al. (2013) 
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[Tilmes et al., 2013]. Conversely, in scenario G1 global-mean precipitation 
decreases by 4.5 %, with the largest reductions occurring in tropical monsoon 
regions and NH mid latitudes [Tilmes et al., 2013; Crook et al., 2015]. This is 
EHFDXVH6$,VXSSUHVVHVWKHµVORZIHHGEDFN¶ZKLOVWDXJPHQWLQJWKHµIDVWUHVSRQVH¶
The hydrological cycle also responds to changes in temperature gradient. For 
instance, a hemispherically asymmetric SAI application would displace the Inter-
Tropical Convergence Zone (ITCZ) towards the warmer hemisphere (Fig. 1.13), 
which could have ramifications for Sahelian rainfall and Atlantic storm tracks 
[Haywood et al., 2013; 2016]. 
 
An area of research that remains comparatively undeveloped is the impacts of SAI 
on tropical and extratropical storms. Moore et al. (2015) assessed the impact of the 
GeoMIP SO2 injection scenarios (G3 and G4) on Atlantic hurricane activity and found 
that the preferential cooling of the tropics in G3 effectively maintained the number of 
Hurricane Katrina-sized storms in 2050-2070 at present day levels; offsetting the 
increase in hurricane activity exhibited by RCP4.5. North Atlantic tropical cyclone 
frequency is intrinsically related to the position of the ITCZ and interhemispheric 
aerosol gradients [Dunstone et al., 2013; Haywood et al., 2016]. This provides the 
motivation for work presented in Chapter 6, in which we assess whether single-
hemisphere SAI could effectively modulate North Atlantic tropical storm frequency. 
Various studies have investigated whether SAI could be used to maintain Arctic and 
Antarctic seasonal sea-ice extent. Berdahl et al. (2014) assessed changes to sea-ice 
extent in the GeoMIP G3 and G4 scenarios, and found that neither SAI scenario was 
 
Figure 1.13. June-October precipitation anomaly when SAI is applied in the NH only 
(left) and the southern hemisphere (SH) only (right) from 2020-2070 relative to 
RCP4.5. Fig. 4 from Haywood et al. (2013) 
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able to completely mitigate global or Arctic warming trends over the period 2020-
2070 due to committed warming from historical GHG emissions. Concomitantly, 
March and September sea-ice extents progressively declined during the SAI era in 
G3 and G4, albeit at a slower rate than in RCP4.5. McCusker et al. (2015) assessed 
the ability of SAI to maintain the West Antarctic ice sheet, by applying SAI at a 
sufficient rate to counterbalance the radiative forcing from the RCP8.5 scenario. 
McCusker et al. (2015) found that, although SAI could return GMST and GMSL to 
1990s levels, SAI would not completely mitigate the poleward displacement of the 
Antarctic vortex or the concomitant upwelling of warmer water below the ice sheets. 
Applegate and Keller (2015) suggest that the effectiveness of SAI at restoring sea 
ice and preserving ice sheets would be sensitive to the baseline GHG 
concentrations, the year of SAI initiation, and the magnitude of SAI applied. 
Land and ocean carbon storage will be impacted by climate changes and 
atmospheric CO2 changes in the future. Over vegetation, elevated CO2 
concentrations act to enhance stomatal resistance which reduces evapotranspiration 
and plant respiration and increases CO2 retention [Fyfe et al., 2013]. At low latitudes, 
water and heat stress are at present the primary impediments for crop growth, while 
at high latitudes the cold climate limits the duration of crop growing seasons [Glienke 
et al., 2015]. SAI would ameliorate the tropical heat stress from global warming and, 
combined with the CO2 fertilisation effect, increase net primary productivity (NPP) at 
low latitudes [Pongratz et al., 2012]. However, SAI would offset some of the warming 
at high latitudes (Fig. 1.11) and therefore partially restrict the enhancement of plant 
growth in these regions [Glienke et al., 2015]. SO4 aerosols scatter solar radiation, 
which increases the diffuse to total (diffuse + direct) SW radiation ratio at the surface. 
Diffuse radiation is able to penetrate deeper into plant canopies than direct radiation 
and therefore illuminate a greater fraction of the vegetation, which enhances 
photosynthesis [Kalidindi et al., 2015]. This effect is suppressed for high atmospheric 
aerosol burdens where the direct to total radiation ratio at the surface exceeds a 
critical threshold of ~0.4 [Xia et al., 2016]. Kalidindi et al. (2015) found that the 
enhancement of photosynthesis by the diffuse fertilisation effect under SAI would be 
overcompensated by the reduced direct radiation at the surface. In contrast, Xia et 
al. (2016) found that the diffuse fertilisation effect in an SAI scenario could enhance 
the land CO2 sink. Therefore, the importance of the diffuse fertilisation effect on land 
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CO2 storage under SAI remains uncertain. Many climate models do not incorporate a 
nitrogen cycle and instead specify an unlimited nitrogen supply for photosynthesis. 
As nitrogen is often a limiting nutrient in soil, the CO2 fertilisation effect is often 
overestimated in predictions of future NPP changes [Glienke et al., 2015]. Tjiputra et 
al. (2016) found that nitrogen limitation would inhibit the CO2 fertilisation effect and 
therefore reduce the positive impact of SAI on NPP in low latitudes. The 
inconsistencies amongst the findings presented here suggest that the true response 
of the land to climate and CO2 changes under SAI remains uncertain. Tjiputra et al. 
(2016) additionally found that intensive SAI could stabilise the Atlantic meridional 
overturning circulation (AMOC) in the NH oceans which would increase the oceanic 
CO2 sequestration relative to a no-SAI scenario. However, this would come at the 
cost of intensified ocean acidification, which could deleteriously impact oceanic 
ecosystems. 
Tropical lower-stratospheric warming under SAI would enhance the local upwelling 
velocity and transport O3-poor air in the lower stratosphere to higher altitudes where 
O3 is more easily destroyed [Schoeberl et al., 1993a; Tilmes et al., 2009]. 
Additionally, stratospheric warming acts to modify wind fields through the thermal 
wind relationship, which could result in a prolonged easterly phase of the Quasi-
Biennial Oscillation (QBO) under SAI [Aquila et al., 2014]. Stratospheric aerosols 
provide sites for catalytic heterogeneous reactions which destroy O3, for instance, 
record low O3 concentrations were observed in Antarctica for the successive two 
winters after Pinatubo [McCormick et al., 1995]. Although O3 depletion results in 
more UV radiation at the surface, stratospheric SO4 could potentially counteract this 
effect by backscattering UV radiation. Tilmes et al. (2012) and Pitari et al. (2014) 
found that surface UV increases due to O3 depletion under SAI would be entirely 
mitigated by aerosol scattering at low to mid latitudes (Fig. 1.14), but that this 
compensation would be less successful at high latitudes. O3 depletion in an SAI 
scenario would diminish over time as anthropogenic CFCs are removed from the 
stratosphere [Pitari et al., 2014]. 
1.1. Summary 
SAI has received much attention recently as it is the only known mechanism for 
rapidly cooling Earth in the event of a climate emergency. The technological 
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feasibility of SAI remains uncertain, in particular the logistics of transporting sufficient 
aerosol to the stratosphere and producing and maintaining an optically efficient 
aerosol layer are unresolved [Robock, 2014]. Additionally, the political and social 
barriers to SAI deployment are poorly understood, for instance, public acceptance of 
SAI would be pivotal for deployment yet SAI remains a peripheral topic in the climate 
change agenda [Corner et al., 2013]. However, scientific research into the climatic 
impacts of SAI has proliferated due in part to the continued development of GCMs. A 
wide variety of research has been conducted, assessing various components of the 
climate system, for instance, the impacts of SAI on temperature, rainfall, sea ice, and 
atmospheric dynamics are relatively well established [Kravitz et al., 2013].  
A notable area of SAI research that remains undeveloped is the potential utility of 
alternative aerosols to SO4. Ferraro et al. (2011) assessed the atmospheric 
temperature changes for various aerosols using a fixed dynamical heating code, and 
found that BC would produce a significantly greater stratospheric warming than SO4 
per injected mass. However, research on the climate impacts of SAI with alternative 
aerosols has generally received little attention. Alternative aerosols to SO4 might 
 
Figure 1.14. Surface UV-B changes for G3 and G4 with respect to RCP4.5 (2040-
2049) for (a) all models, (b) model averages split into contribution from aerosol and 
O3 changes, (c) zonally-DYHUDJHGµWRWDO¶FKDQJHVDVDIXQFWLRQRIPRQWKV)LJ
from Pitari et al. (2014) 
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prove advantageous by avoiding the known side effects of SO4 injection such as O3 
depletion and stratospheric warming [Pope et al., 2012]. Additionally, aerosols such 
as TiO2 scatter more sunlight per unit pass than SO4 and therefore less aerosol 
would need to be injected for an equivalent radiative effect.  
The general aim of this thesis is to explore the viability of counteracting 
anthropogenic climate change by injecting various aerosols into the stratosphere. In 
the literature review (Section 1.3) we identified SO4 as the preeminent SAI 
candidate, TiO2 as an efficient sunlight scattering aerosol, and BC as an efficient 
sunlight absorber. An interesting investigation (and the overarching aim of this 
thesis) is to compare the associated climate changes for SAI with these three 
aerosols. Thus, the main questions this thesis aims to answer are: 
Goal 1. What are the associated climate changes (aerosol-induced and residual) 
for an equal amount of geoengineering for SO4, TiO2 and BC injection? 
Goal 2. What are the relative quantities of each aerosol needed to produce an 
equal amount of geoengineering? 
Goal 3. How effective is SAI at counteracting global warming and climate change 
and what are the robust residual climate changes that would arise? 
In Chapters 2-4, we will assess the climatic impacts of injecting alternative aerosols 
to SO4 using simple radiative transfer models (Chapter 2), an offline radiation code 
(Chapter 3), and a coupled atmosphere-ocean GCM (Chapter 4). As a means of 
WHVWLQJWKH*&0¶VDHURVROVFKHPHWKH3LQDWXERHUXSWLRQZDVVLPXODWHGZLWK
the results of the simulations presented in Chapter 5.  
Another area of research that we identified in the literature review (Section 1.3) as 
being undeveloped is the impacts of SAI on tropical storm frequency. In Chapter 6, 
we will assess whether single-hemisphere SAI could be used to effectively modulate 
North Atlantic tropical storm frequency, in a complementary investigation to 
Haywood et al. (2013) who instead looked at single-hemisphere SAI and Sahelian 
precipitation.  
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Chapter 2  An introduction to atmospheric 
aerosols and simple models of 
their radiative effect  
2.1. Introduction 
The aim of this chapter is to introduce atmospheric aerosols and to investigate how 
atmospheric aerosol layers influence the solar radiation budget. We begin by 
discussing important aerosols, their sources and sinks, and their functions in the 
climate system. We then focus on SO4, and discuss its precursor gases, chemistry, 
and relevant atmospheric processes. We then discuss how spherical aerosol 
particles interact with radiation (i.e. Mie theory) and we investigate specific aerosol 
optical properties. We conclude this chapter with a description of simple radiative 
transfer models for an atmospheric aerosol layer and explore applications to 
idealised aerosol layers that are chosen to represent SAI. 
2.2. Atmospheric aerosols 
2.2.1. Background 
Aerosols refer to solid or liquid particles suspended in a gas, although cloud droplets 
and hydrometeors (e.g. rain droplets) are not included in this definition despite 
fulfilling this criterion [Boucher et al., 2013]. Although the common definition of 
aerosol covers both the particle and the surrounding gas, we define aerosol as 
simply the particle in this thesis. Important atmospheric aerosols include SO4, 
mineral dust, BC, OC, NO3, and sea-salt (SS). Aerosols are either directly emitted to 
the atmosphere (primary aerosols) or form from the gas phase via chemical 
reactions (secondary aerosols). Anthropogenic processes have significantly altered 
the atmospheric aerosol composition, for instance, the majority of BC, SO4 and NO3 
is of anthropogenic origin [Boucher et al., 2013]. 
Aerosols are removed from the troposphere within seconds to weeks by wet and dry 
deposition processes; therefore, the global distribution of tropospheric aerosol 
exhibits significant spatiotemporal heterogeneity [Haywood and Boucher, 2000]. In 
contrast, stratospheric aerosol has an average atmospheric residence time of 1-2 
years due to the lack of wet deposition in the stratosphere [Carslaw and Kärcher, 
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@ $HURVROV GLUHFWO\ LQIOXHQFH (DUWK¶V UDGiation budget by absorbing and 
scattering radiation and, by acting as CCN, aerosols modify cloud microphysical 
SURSHUWLHVDQGLQGLUHFWO\LQIOXHQFH(DUWK¶VUDGLDWLRQEXGJHW 
2.2.2.  Aerosol size distributions 
Aerosol particles are predominantly microscopic in size, ranging from a few 
QDQRPHWUHVWRWHQVRIPLFURPHWHUVLQGLDPHWHU$SDUWLFOH¶VPLFURSK\VLFDOSURSHUWLHV
are modified during its atmospheric lifetime by processes such as coagulation, 
chemical reactions, state changes, condensation and re-evaporation of water vapour 
and volatile chemical species on the aerosol surface, and the activation of cloud 
droplets [Seinfeld and Pandis, 1998]. Solid aerosols, such as BC, often exist as long 
particle chains (agglomerates), and may be coated with liquids such SO4 or water. 
Liquid aerosols such as SO4 or NO3 are spherical, with sizes dependent on the age 
of the particle. Nucleation mode particles (i.e. newly nucleated particles) contain very 
few molecules and are therefore only a few nanometres in radius. Over time, 
nucleation particles grow by coagulation, condensation and evaporation to obtain 
sub-micrometre sizes (denoted Aitken mode 0.1-0.3 µm and accumulation mode 0.3-
1 µm aerosols). Large aerosols, such as coarse mode (radius > 1 µm) mineral dust, 
experience greater gravitational settling velocities than smaller aerosols and are 
therefore deposited closer to their sources [Prospero, 1999].  
The atmosphere contains aerosol number concentrations that may exceed 107-108 
particles per cm3. It is therefore impractical to monitor the precise size distribution of 
atmospheric aerosol. Instead, statistical relationships are often used to model the 
number concentrations of aerosol particles. The lognormal distribution provides a 
good fit to observations and is often used to model aerosol size distributions in 
GCMs [Seinfeld and Pandis, 1998]. Using the lognormal distribution, the number 
concentration (m-3) of particles with radii between r and r + dr (N(r)) is given by Eq. 
2.1. 
 
N0 is the total aerosol number concentration, rm is the median radius and ı is the 
geometric standard deviation (or spread) of the lognormal distribution. It is also 
(2.1) 
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useful to model the aerosol volume concentration (V(r)), in order to determine the 
aerosol mass distribution. Assuming that the particles are spherical, the volume 
concentration (m3 m-3) of particles with radii between r and r + dr is given by Eq. 2.2. 
 
V(r) peaks at a larger radius than the N(r), which means that most of the mass is 
contained in particles with larger radii and most of the number concentration is in 
particles with smaller radii. Often, atmospheric aerosol distributions will comprise 
multiple modes (e.g. nucleation, Aitken and coarse), each of which can be 
represented by a separate size distribution. 
2.2.3.  Important atmospheric aerosols 
Mineral dust contributes over half of the total atmospheric aerosol mass burden, with 
surface emissions of ~2000 Tg yr-1 from semi-arid regions such as the Saharan 
desert and South West Asia [Huneeus et al., 2011]. The transport of mineral dust to 
urbanised areas can result in reduced air quality and associated negative human 
health effects [Knippertz and Todd, 2012]. However, mineral dust contains high iron 
content and, when deposited into the ocean, can influence oceanic biogeochemistry 
by providing an important nutrient for phytoplankton [Choobari et al., 2013]. 
Approximately 25 % of current mineral dust emissions are from land that has been 
disturbed by anthropogenic factors such as land-use changes and climate change 
[Ginoux et al., 2012]. Although primary mineral dust is hydrophobic, coagulation with 
soluble particles in the atmosphere allows aged dust particles to act as CCN and 
nucleate cloud droplets (see Box 2) [e.g. Carslaw et al., 2010].  
SS is emitted to the atmosphere from bubble bursting from wind-generated waves at 
the ocean surface [Boucher et al., 2013]. Bubble bursting occurs during wave 
breaking and from friction between the overlying wind and the ocean surface, 
consequently, oceanic SS emissions are sensitive to the speed of near-surface 
winds [Athanasopoulou et al., 2008]. Global SS emissions are poorly constrained by 
observations and climate models, which is due to the model specific representations 
of both SS and the sea spray source function [de Leeuw et al., 2011]. Boucher et al. 
(2013)   estimate  natural  SS  emissions  of  1400  to  6800  Tg yr-1.  SS  is  primarily  
(2.2) 
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Box 2. Aerosol-cloud interactions 
 
Figure 2.1 Schematic of the aerosol-cloud interactions (Fig. 1 from Haywood and 
Boucher (2000)) 
When the ambient atmosphere is supersaturated with water vapour, aerosol 
particles act as CCN and nucleate cloud particles. Cloud droplet activation 
GHSHQGVRQDFRPSOH[LQWHUSOD\EHWZHHQDSDUWLFOH¶VVXUIDFHFXUYDWXUHWKH.HOYLQ
effect) which tends to oppose activation, and its solute concentration (the Raoult 
effect) which reduces the ambient vapour pressure required to instigate activation 
[Lohmann et al., 2016]. Very small aerosol particles are therefore unlikely activate 
due to their high surface curvature. The homogeneous nucleation of liquid cloud 
droplets requires water vapour supersaturations of ~400 % whereas 
heterogeneous nucleation on aerosol surfaces may occur at supersaturations of 
<1 % [Seinfeld and Pandis, 1998]. 
Clouds contribute to the planetary albedo by reflecting solar radiation and 
contribute to the greenhouse effect by absorbing terrestrial LW radiation and then 
re-emitting at a lower temperature [Lohmann et al., 2016]. On a global and 
annual-mean basis, the cloud albedo effect dominates with a cloud radiative effect 
of -47 Wm-2 compared to +26 Wm-2 for the cloud greenhouse effect [Boucher et 
al., 2013]. Cloud microphysical properties are sensitive to the ambient aerosol 
distribution. For instance, an increase in CCN concentration can enhance the 
cloud particle concentration for a constant liquid water content. As smaller 
particles have greater surface area than larger particles, and the optical thickness
              Continued overleaf 
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composed of inorganic sodium chloride (NaCl), organic aerosol (OA), and water as 
an internal mixture, with particles ranging from 0.05 to 10 µm in diameter [Andreae 
and Rosenfeld, 2008]. SS is hygroscopic and therefore fine mode SS particles 
efficiently act as CCN, which is an important factor for cloud distributions over 
unpolluted ocean regions where concentrations of other hygroscopic aerosols are 
negligible. SS also scatters SW radiation, which results in an annual-mean direct 
radiative effect over the Southern Ocean of -2 W m-2 [Ayash et al., 2008]. 
BC is a primary aerosol formed from the incomplete combustion of biomass, 
biofuels, and fossil fuels. Total global BC emissions amount to ~8 Tg yr-1, while OC 
is co-emitted from these sources at a total rate of ~34 Tg yr-1 [Bond et al., 2004].  BC 
remains in the atmosphere for approximately a week and is therefore concentrated 
near to regions of high fossil fuel and biomass burning activity such as over NH 
continents [Chung and Seinfeld, 2005]. Although pure BC aerosol is hydrophobic, 
atmospheric ageing via coagulation with hygroscopic material can enhance a BC 
SDUWLFOH¶VK\JURVFRSLFLW\DQGFRQFRPLWDQWO\ LQFUHDVHWKHHIILFDF\RIPRLVWXUHXStake 
[Liu et al., 2013]. Aged BC particles are therefore able to act as CCN and IN, and are 
more likely to be removed through wet deposition than fresh BC particles. BC 
efficiently absorbs SW radiation and therefore anthropogenic BC emissions from 
fossil fuel burning have contributed a radiative forcing of +0.4 Wm-2 [IPCC, 2013]. BC 
deposition on snow and sea ice decreases the albedo of the surface, which 
enhances ice melt and asserts a positive feedback on climate [Flanner et al., 2007]. 
Other atmospheric aerosols include NO3, primary organic aerosol (POA), secondary 
organic aerosol (SOA) and primary biogenic aerosol particles (PBAPs). NO3 forms 
of the cloud is proportional to the total particle surface area, this results in an 
enhanced cloud DOEHGR>7ZRPH\@7KLVSURFHVVZKLFKLVGHQRWHGWKHµILUVW
LQGLUHFWHIIHFW¶LVVFKHPDWLFDOO\VKRZQLQ)LJ2WKHUDHURVRO-cloud interactions 
may act to suppress precipitation and modify cloud lifetime [Albrecht et al., 1989] 
DQGDUHGHQRWHGµVHFRQGLQGLUHFWHIIHFWV¶7KHILUVWLQGLUHFWHIIHFWKDVEHHQVWXGLHG
with respect to volcanoes [e.g. Gassó, 2008; Yuan et al., 2011; McCoy and 
Hartmann, 2015] and in ship tracks [e.g. Chen et al., 2012]. Aerosol-cloud-
radiation interactions remain the most uncertain of all known climate forcing 
agents [Rosenfeld et al., 2014]. 
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from the reaction of nitric acid (HNO3) with ammonia (NH3), and from the reaction of 
HNO3 with mineral dust or SS [Andreae and Rosenfeld, 2008]. The first reaction 
requires a high ambient concentration of HNO3 and NH3 and low concentration of 
H2SO4, and results in the formation of submicron ammonium nitrate (NH4NO3) 
particles [Bauer et al., 2007]. The second reaction produces coarse-mode nitrate 
salts [Xu and Penner, 2012]. POA is emitted to the atmosphere from fossil fuel 
combustion, biomass burning and bubble bursting at the ocean surface [Jimenez et 
al., 2009; Gantt et al., 2011]. SOA is formed from the oxidation products of volatile 
organic compounds of biogenic origin (e.g. monoterpene, isoprene) and 
anthropogenic origin (e.g. petroleum) [Andreae and Rosenfeld, 2008; Ehn et al., 
2014]. OA (POA + SOA) comprises ~50 % of the atmospheric sub-micron aerosol 
mass and influences climate by acting as CCN [Spracklen et al., 2011]. PBAPs are 
solid particles emitted from biological sources. PBAPs include microorganisms such 
as bacteria and viruses, and other organic matter such as fungal spores, pollen and 
plant debris [Désprés et al., 2012]. Global PBAP emissions are noteworthy at 50-
1000 Tg yr-1 [Boucher et al., 2013] and local emissions over vegetation may be 
enhanced during precipitation events [Huffman et al., 2013]. Additionally, PBAPs are 
important vectors for the spread of airborne viruses, and may play an important 
climatic role as IN [Huffman et al., 2013]. 
2.2.4. The sulphur cycle 
SO4 plays an important role in the climate system by scattering solar radiation and 
acting as CCN. Atmospheric SO4 is the final oxidation product of reduced sulphur 
gases emitted from the surface. The atmospheric sulphur cycle is dominated by 
anthropogenic SO2 emissions and natural dimethyl sulphide (DMS) and OCS 
emissions. Additionally, large volcanic eruptions can significantly perturb the 
tropospheric or stratospheric sulphur budget [Gettelman et al., 2015; Schlesinger 
and Bernhardt, 2013]. Reduced sulphur plays an important biological role in 
providing structure to protein chains [Charlson et al., 1992], while acidic sulphur 
compounds deposited at the surface contribute to the natural weathering of rocks 
[Calmels et al., 2007]. In this section, we explore the key components of the sulphur 
cycle in order to establish the primary functions and origins of SO4 in the climate 
system.  
Chapter 2  Page | 67 
2.2.4.1. Precursor gases 
Dimethyl sulphide (DMS) 
The main natural source of atmospheric SO4 is from the oxidation of DMS [Haywood 
and Boucher, 2000]. DMS forms from the decomposition of dimethylsulphonium 
proprionate, which is produced by marine organisms such as phytoplankton and 
algae [Carslaw et al., 2010]. The ocean-to-atmosphere transmission of DMS is 
sensitive to the atmospheric wind-speed, the temperature difference between the 
atmosphere and the ocean surface, and the DMS concentration in the seawater 
[Andreae and Crutzen, 1997]. The annual-mean DMS flux from the ocean to the 
atmosphere is approximately 28 Tg[S] yr-1 [Lana et al., 2011]. DMS is oxidised in the 
atmosphere within days by reaction with the hydroxyl (OH) radical or the NO3 radical. 
The OH oxidation pathway is predominant in the marine atmosphere, and only 
occurs during the daytime due to the prerequisite photolysis of OH, which requires 
sunlight [Seinfeld and Pandis, 1998]. The primary oxidation product of DMS is SO2 
 
Figure 2.2. The atmospheric sulphur cycle, adapted from Fig. 3 of Sheng et al. 
(2015a). Arrows point in the direction of fluxes, with adjoining numbers denoting the 
magnitude of the flux (Tg[S] yr-1). Numbers in the boxes indicate the atmospheric 
burden (Tg[S]). Red numbers are results from the SOCOL-AER chemistry-transport 
model [Sheng et al., 2015a]. Green numbers are estimates from Lee and 
Brimblecombe (2016). Blue numbers are estimates from Watts (2000). Purple 
numbers are from Notholt and Bingemer (2006). The stratospheric aerosol burden 
F\DQLVIURP6$*(BȜREVHUYDWLRQV>$UIHXLOOHHWDO@ 
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with lesser amounts of methane sulphonic acid, OCS, and other gases produced. 
SO2 is oxidised in the troposphere with a lifetime of a week to form SO4 [Carslaw et 
al., 2010]. GCM simulations indicate that DMS emissions account for ~30 % of the 
global atmospheric SO4 burden [Kloster et al., 2006].  
Carbonyl sulphide (OCS) 
OCS is the most abundant sulphur gas in the atmosphere, due to its low reactivity 
and concomitantly long tropospheric residence time [Seinfeld and Pandis, 1998]. The 
primary sources of atmospheric OCS include the oxidation of DMS and carbon 
disulphide (CS2) gases, and the direct emission of OCS from the ocean [Notholt and 
Bingemer, 2006]. Minor sources include emissions from wetlands, fossil fuel burning, 
biomass burning, and photochemical processing in raindrops [Schmidt et al., 2013a]. 
Total global OCS emissions amount to ~1.65 Tg[S] yr-1, of which oceanic fluxes 
comprise 55 %, oxidation processes 20 %, and anthropogenic activities 25 % [Lee 
and Brimblecombe, 2016]. The primary OCS sinks include uptake by land vegetation 
and soils, and oxidation by the OH radical in the troposphere [Watts, 2000]. As the 
tropospheric residence time for OCS is long (~2-6 years), a fraction of the OCS is 
transported to the stratosphere. In the stratosphere, OCS is converted to SO2 via 
photodissociation or oxidation pathways, which is then further oxidised to form SO4 
aerosol [Barkley et al., 2008]. The lower stratosphere contains a background SO4 
layer known as the Junge layer, which is maintained in volcanically quiescent 
periods by contributions from OCS [Brühl et al., 2012], SO2 from moderate volcanic 
eruptions [Vernier et al., 2011], and anthropogenic SO2 emissions [Myhre et al., 
2004]. The relative contributions of these sources to the Junge layer remain a 
subject of contention [e.g. Solomon et al., 2011].  
Carbonyl disulphide (CS2) and hydrogen sulphide (H2S) 
CS2 is emitted from anthropogenic sources such as rayon, cellophane, and pigment 
production, and natural sources such as the ocean, anoxic soils and wetlands [Chin 
and Davis, 1993]. Total global emissions are estimated to be ~1.1 Tg[S] yr-1, 
although this is highly uncertain due to lack of observations [Lee and Brimblecombe, 
2016]. In the troposphere, CS2 is oxidised within days to form OCS and SO2. 
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H2S is emitted from natural sources such as vegetation, salt marshes, wetlands, 
coastal waters, and the oceans, and from anthropogenic sources such as 
automobiles, natural gas extraction and paper refineries [Möller, 1984; Kourtidis et 
al., 2004]. H2S observations are sparse; therefore, emissions estimates are subject 
to large uncertainty. In particular, volcanic H2S emissions estimates range from 1-35 
Tg[S] yr-1 [Carn et al., 2016]. Part of the difficulty in measuring H2S arises from its 
weak infrared absorption lines, which overlap with H2O and CO2 [Clarisse et al., 
2011]. Watts (2000) estimates global H2S emissions to be ~7.25 Tg[S] yr
-1 with a 43 
% anthropogenic contribution. In the troposphere, H2S has a lifetime of days and is 
readily oxidised to form SO2 [Seinfeld and Pandis, 1998]. 
Sulphur dioxide (SO2) 
Atmospheric SO2 occurs naturally as an intermediate oxidation product between 
reduced sulphur gases such as DMS, OCS, CS2 and H2S, and fully oxidised SO4 
(Fig. 2.2). However, current anthropogenic SO2 emissions from fossil fuel 
combustion, sulphide ore smelting, and biomass burning amount to ~52 Tg[S] yr-1, 
which exceeds natural sources such as continuous volcanic degassing (~10 Tg[S] 
yr-1) and the oxidation of reduced sulphur gases (~35 Tg[S] yr-1) [Notholt and 
Bingemer, 2006; Klimont et al., 2013]. SO2 is oxidised in the troposphere to form SO4 
aerosol through an aqueous pathway involving dissolution of SO2 in water droplets, 
and via direct oxidation in the presence of the OH radical [Charlson et al., 1992]. SO2 
LV GLUHFWO\ DEVRUEHG E\ (DUWK¶V VXUIDFH GU\ GHSRVLWLRQ DQG LV VXEMHFW WR ZHW
deposition due to its high solubility in water [Seinfeld and Pandis, 1998].  
Anthropogenic SO2 emissions increased from 10 Tg[S] yr
-1 in 1900 to 65 Tg[S] yr-1 in 
1980, due to global economic expansion and the associated proliferation of coal 
combustion [Smith et al., 2011]. Of particular noteworthiness, the post-war period 
(1950-1970) experienced an unprecedented SO2 emissions growth of ~17 Tg[S] per 
decade. This resulted in enhanced tropospheric SO4 concentrations which 
contributed to two major environmental problems - air pollution (e.g. smog) and acid 
rain [Stern, 2006]. Major smog events in London (1952) and Los Angeles (1966) 
caused ~3500 and 169 deaths respectively, and galvanised the UK and US 
JRYHUQPHQWV WR LQWURGXFH µFOHDQ DLU¶ UHJXODWLRQ DFWV >6WHUQ  %ULPEOHFRPEH
2006]. From 1990 to 2000, global SO2 emissions decreased due to a policy-driven 
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shift from coal to natural gas energy resources and from the development of flue-gas 
desulphurization (FGD) techniques [Smith et al., 2011]. Although SO2 emissions in 
Asia continued to increase from 2000-2005 due to intensive industrialisation, the 
recent proliferation of FGD in China has resulted in a national SO2 emissions 
reduction since 2006 [Klimont et al., 2013]. SO2 emissions reductions improve 
regional air quality and affect climate by altering the planetary albedo. For instance, 
concerted SO2 emissions reductions in Europe since the 1980s have inadvertently 
enhanced the polar amplification of global warming [Navarro et al., 2016]. 
The SO2 emission trends outlined above were implicated in myriad climatic changes 
observed over the 20th century, for instance, a weakening of the South Asian 
monsoon [Bollasina et al., 2011], a southward shift of the tropical rainbelt [Hwang et 
al., 2013], and North Atlantic storm changes [Dunstone et al., 2013]. Additionally, 
observed atmospheric SO4 burdens were closely correlated to observed surface 
solar radiation changes from 1950-2000 [Wild, 2012]. Therefore, Wild (2012) 
VXJJHVWVWKDWWKHREVHUYHGVRODUµGLPPLQJ¶HSLVRGHIURPWRZDVWKHUHVXOW
of increasing anthropogenic SO2 emissions, and thH REVHUYHG VRODU µEULJKWHQLQJ¶
 
Figure 2.3. Aerosol 550nm optical depth anomaly during periods of (a) high SO2 
emissions and (b) low SO2 emissions and clear-sky radiative effect (c,d) for the 
respective periods. Data are from HadGEM2-ES historical simulations. Fig. 1 from 
Haywood et al. (2011) 
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episode from 1980 to 2000 resulted from emissions reductions. Figure 2.3 shows the 
550nm aerosol optical depth anomaly and surface clear-sky solar radiation anomaly 
between: (a,c) 1860 and 1980, and (b,d) 1980 and 2000, from HadGEM2-ES 
simulations performed by Haywood et al. (2011). It is clear that the solar dimming 
QHJDWLYHǻ)DQGEULJKWHQLQJ SRVLWLYHǻ)SDWWHUQV LQFORXG-free skies are closely 
correlated with increases and decreases in aerosol burden, respectively, which 
supports the SO2-solar-dimming hypothesis. This result highlights the influence that 
humanity had on the climate over the 20th century. 
2.2.4.2. Tropospheric sulphate 
SO4 is the most important component of the sulphur cycle in terms of climatic 
influence. It is useful to distinguish between tropospheric and stratospheric SO4 
because of their different compositions, origins and atmospheric roles. Tropospheric 
SO4 exists as a mixture of H2SO4, ammonium bisulphate (NH4HSO4), and 
ammonium sulphate ((NH4)2SO4), with the relative masses of these species 
determined by the ambient acidity and NH3 availability [Seinfeld and Pandis, 1998]. 
Atmospheric aerosols are rarely composed of a single chemical constituent due to 
ageing processes; therefore, SO4 often exists as a mixture with NH3, NO3, organic 
compounds and BC [Boucher et al., 2013]. SO4 is highly soluble in water and 
WKHUHIRUHUHDGLO\DFFXPXODWHVZDWHUYDSRXU>G¶$OPHLGDet al., 1991]. Additionally, this 
hygroscopic tendency allows SO4 to act as CCN and thereby nucleate cloud 
particles. Although it is widely recognised that tropospheric SO4 plays an important 
role in modulating cloud distributions and cloud microphysical properties [e.g. 
Carslaw et al., 2010], determining the contribution of anthropogenic SO4 to the total 
cloud radiative effect has proven difficult [Seinfeld et al., 2016]. 
Clouds influence the sulphur cycle by providing sites for aqueous-phase chemistry 
and by removing SO4 within precipitation. The first process involves cloud droplets 
absorbing semivolatile organic and sulphur compounds, which can then condense 
onto the SO4 CCN particle. If the cloud droplet evaporates, the aerosol is re-emitted 
to the atmosphere with a greater mass [Ervens et al., 2011]. Precipitation removes 
SO4 from the atmosphere via nucleation scavenging and impaction scavenging. 
Nucleation scavenging (or rainout) involves the removal of aerosol that was involved 
in the formation of the cloud droplet, while impaction scavenging (or washout) occurs 
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when a falling hydrometeor collects aerosol during its descent [Lohmann et al., 
2016]. Croft et al. (2010) used a GCM to determine the contribution of rainout and 
washout to the total SO4 deposition, finding relative contributions of 82 % and 14 % 
respectively. SO4 is also deposited at the surface via dry deposition and gravitational 
settling (sedimentation). Aerosols are (dry) transported from the upper atmosphere 
toward the surface by eddy diffusion and gravitational settling. Subsequent 
transmission through the quasi-laminar sub-layer directly above the surface is 
dependent on the size of the aerosol and the surface topography. Sub-micron 
particles (<0.1 µm) are transmitted to the surface via Brownian diffusion, coarse 
mode particles (>2.5 µm) via gravitational settling, and intermediate sized particles 
via impaction and interception [Fuzzi et al., 2015]. Observations and model studies 
indicate that dry deposition only plays a minor role in the removal of particulate-SO4 
from the troposphere compared to wet deposition [Croft et al., 2010; Vet et al., 2014]. 
2.2.4.3. Stratospheric sulphate 
The transport of chemicals from the troposphere to the stratosphere occurs primarily 
in mid-latitude folds and in rising air masses in the tropics (Fig. 2.4) [Holton et al., 
1995]. The tropical tropopause layer marks the key entry point of sulphur gases such 
as OCS, SO2 and H2SO4 into the stratosphere. Once in the stratosphere, OCS and 
 
Figure 2.4. The key stratospheric SO4 processes. Fig. 1.1 from Carslaw and Kärcher 
(2006)  
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SO2 are oxidised to form H2SO4 vapour, which is generally supersaturated in the 
lower tropical stratosphere [Rasch et al., 2008b]. OCS oxidation prevails above 25 
km altitude, while SO2 oxidation is active at lower altitudes [Weisenstein and Bekki, 
2006]. SO4 aerosols form in the lower stratosphere from the binary homogeneous 
nucleation of gaseous H2SO4 and water vapour. These newly-nucleated particles 
then grow by condensation and coagulation [Carslaw and Kärcher, 2006]. Although 
stratospheric aerosol is primarily composed of aqueous H2SO4 (75% by weight), 
other chemicals such as meteoric smoke particles [e.g. Saunders et al., 2012] and 
HNO3 [Carslaw and Kärcher, 2006] also contribute to the aerosol mass. 
Aerosol that forms in the lower tropical stratosphere is rapidly transported zonally by 
the strong stratospheric wind current [Bluth et al., 1992]. Additionally, aerosol in the 
lower tropical stratosphere is transported poleward by the slow overturning BDC, 
ZKLFK LV SDUWLDOO\ LPSHGHG E\ D ³OHDN\ WURSLFDO SLSH´ EHWZHHQ -30o latitude. This 
µOHDN\ WURSLFDO SLSH¶ UHVWULFWV WKH PL[LQJ RI WURSLFDO DQG VXEWURSLFal air during the 
easterly phase of the QBO [Carslaw and Kärcher, 2006]. Stratospheric aerosols 
continue to evolve by microphysical processes throughout their residency. At the top 
of the stratospheric aerosol layer (~30 km altitude), SO4 aerosols evaporate due to 
high ambient temperatures and low H2SO4 partial pressures. Within the aerosol 
layer, aerosols grow via coagulation and condensation and undergo gravitational 
settling which reduces the aerosol mass near the top of the aerosol layer 
[Weisenstein and Bekki, 2006]. Aerosols are removed from the stratosphere in 
extratropical tropopause folds and during the diabatic descent of air over the poles in 
winter and spring. Additionally, aerosols act as sites for PSC particle formation at 
high latitudes, with these PSC particles then rapidly growing to micrometre sizes and 
falling out of the stratosphere (Fig. 2.4) [Fahey et al., 2001]. The average 
stratospheric lifetime for an aerosol particle is 1-2 years [Driscoll et al., 2012]. 
Continuous volcanic degassing provides a constant source of SO2 to the 
stratosphere and thereby modulates the background SO4 layer [Vernier et al., 2011]. 
Occasional cataclysmic volcanic eruptions can inject vast quantities of SO2 into the 
stratosphere and transiently enhance the background SO4 layer [Robock, 2000]. 
Stratospheric SO4 influences O3 chemistry by providing sites for catalytic 
heterogeneous reactions involving free radicals and O3 [Solomon, 1999]. 
Additionally, an enhanced stratospheric SO4 layer can lead to warming in the lower 
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tropical stratosphere, which then induces a positive mode of the Arctic oscillation (i.e. 
a stronger polar vortex) and results in high-latitude winter warming [Mao and 
Robock, 1998]. More importantly for this chapter, an enhanced stratospheric SO4 
layer efficiently backscatters solar radiation to space, which reduces the solar 
irradiance at the surface and results in global cooling. This effect was observed after 
Mt. Pinatubo [Soden et al., 2002], but was first posited by Benjamin Franklin in 1784 
following the 1783 Lakagigar eruption [Franklin, 1784]. The interaction of aerosol 
with solar radiation is investigated in the next section. 
2.3. Aerosol interactions with radiation 
2.3.1. Mie theory: overview 
When a beam of light traverses a medium (for instance, the atmosphere), particles in 
that medium attenuate the beam by scattering and absorbing a fraction of its energy. 
7KHGHJUHHRIDWWHQXDWLRQGHSHQGVRQ WKHSDUWLFOH¶V UDGLXV a) and refractive index 
(m), and on the wavelength of the incident radiation (Ȝ). Mie theory formulates the 
scattering and absorption of light by spherical particles with sizes greater or 
approximately equal to the wavelength of the incident radiation [Mie, 1908]. Mie 
theory is applicable to light scattering by atmospheric aerosols. For smaller particles 
such as gases, the Rayleigh approximation is sufficient to describe the distribution of 
scattered radiation [Liou, 1977]. Mie theory solely depends on two properties of the 
particle ± its radius and refractive index. 
We do not give the complete mathematical formulation of Mie theory here [see e.g. 
Bohren and Huffman, 1983]. It is sufficient for our purposes to note that Mie theory 
provides a solution in spherical polar coordinates ൣݎƸ ǡ ߠ෠ǡ ߶෠൧ WR0D[ZHOO¶VHTXDWLRQVIRU
the specific example of an electromagnetic wave scattered by a spherical particle in 
a homogeneous medium. Mie theory begins with a derivation of the scattering 
coefficients an and bn (where n denotes the nth element of an infinite series, and the 
coefficients an and bn are composed of harmonic Riccati-Bessel functions of the 
covariates m, a and Ȝ). an and bn are directly obtained from solving the wave equation 
with the boundary conditions that the incident, scattered and internal electric and 
PDJQHWLF ILHOGV DUH FRQWLQXRXV RQ WKH SDUWLFOH¶V VXUIDFH To relate the scattered 
electromagnetic field to the incident field (which is the overarching aim of Mie 
theory), it is expedient to define two scattering functions: S1(ș) and S2(ș)  (where  ș is  
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the angle of the scattered wave relative to the direction of propagation of the incident 
wave). 
 
 
 
ʌn and Ĳn are functions of the associated Legendre polynomials of order 1, and the 
cosine of ș is 1 in the direction of propagation of the incident wave. The higher order 
terms of the infinite series in Eq. 2.3 become more important as the radius of the 
particle increases. Figure 2.5 shows polar plots (ș from 0o to 360o) of the first five 
terms of ʌn and Ĳn. The higher order terms of ʌn and Ĳn exhibit larger forward lobes 
(i.e. in the ș = 0o direction), and smaller backward lobes (ș = 180o direction) than the 
lower order terms. The physical interpretation of this result is that larger particles 
scatter more radiation in the forward direction than the backward direction. 
It is customary when outlining Mie theory to decompose the scattered and electric 
fields into perpendicular (Ep) and parallel (El) components (Fig. 2.6). Under this 
 
Figure 2.5. Polar plots of the first functions of ʌn and Ĳn. Fig. 4.3 from Bohren and 
Huffman (1983) 
(2.3a) 
ș 
(2.3b) 
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guise, the scattered electric field (Es) is related to the incident electric field (Ei) 
according to Eq. 2.4 [Liou, 1977]. In Eq. 2.4, k is the wavenumber (k = 2ʌ / Ȝ) of the 
incident and scattered radiation, and i is the imaginary unit. Equation 2.4 is the 
fundamental result of Mie theory, and describes the amplitude and polarisation of the 
scattered wave as a function of its position in space, the properties of the incident 
wave, and the SDUWLFOH¶VRSWLFDOSURSHUWLHV 
 
2.3.2. Extinction, scattering, and absorption efficiencies 
In terms of aerosol-radiation interactions, we are particularly interested in certain 
optical parameters that can be obtained from Mie theory. Firstly, it is useful to 
determine the fraction of the incident energy that is either absorbed or scattered by 
an individual aerosol particle. From Mie theory, this is achieved by integrating the 
Poynting vectors (i.e. the energy fluxes through a surface; determined from ½ 
Re{E×H} where H is the magnetic field and Re{} denotes the real part of a complex 
number) over the surface of an imaginary sphere with radius r that completely 
encloses the particle. From these integrals, we can obtain the total power that is 
scattered (Ws) and made extinct (We = absorbed + scattered) by the particle. 
 
 
Figure 2.6. Schematic of the perpendicular (Ep) and parallel (El) components of the 
incident and scattered electric fields. Based on Fig. 2 from Liou (1977) 
(2.4) 
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Mie theory provides us with expressions for Es, Ei, Hs
* and Hi
*, which represent the 
electric fields and the complex conjugates of the magnetic fields for the incident and 
scattered waves, respectively. The scattering and extinction cross sections (ıs and 
ıe in units of m2) follow from dividing Ws and We by the intensity of the incident 
radiation (in units of W m-2), once the integrals in Eq. 2.5 have been explicitly solved. 
Expressions for ıs and ıe in terms of the scattering coefficients an and bn are 
provided below (Eq. 2.6). 
 
 
 
 
 
The virtual cross-sections ıs and ıe UHSUHVHQW WKH ³VKDGRZV´RI WKHSDUWLFOHRU WKH
area of the incident irradiance that is attenuated by scattering or extinction. The 
absorption cross-section (ıa) can be determined from the difference between the 
extinction and scattering cross-sections (ıa = ıe - ıs). It is also useful to determine 
the scattering, absorption, and extinction efficiencies (Qs, Qa, Qe), defined as the 
ratios of the virtual cross-sections (ıs, ıa, ıe) to the partLFOH¶V JHRPHWULF FURVV-
sectional area. For a spherical particle with radius a, the cross-sectional area of the 
particle is equal to ʌD2. Expressions for the unitless scattering and extinction 
efficiencies (Qs and Qe, respectively) are given in Eq. 2.7. 
 
(2.5a) 
(2.5b) 
(2.6a) 
(2.7a) 
(2.7b) 
(2.6b) 
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In Eq. 2.7, x denotes the size parameter (x = ka = 2ʌD Ȝ$VZLWKWKHYLUWXDOFURVV-
sections, the absorption efficiency Qa is the difference between the extinction and 
scattering efficiencies (Qa = Qe ± Qs). Figure 2.7 shows the extinction, scattering and 
absorption efficiencies as a function of particle radius (0.01 < a < 4 PIRUȜ 
µm and for three different values of m. For Fig 2.7, we have varied the imaginary part 
of m and kept the real part equal to 1.333; which is the real part of the refractive 
index of H2O at Ȝ = 0.55 µm. We calculated the optical parameters plotted in Fig. 2.7 
using a Matlab® Mie code written by Christian Maetzler6 and based on the algorithm 
of Bohren and Huffman (1983). In Fig. 2.7, the Qe and Qs values for m = 1.333+0i are 
identical because the imaginary component of m (i.e. the absorption component) is 
zero. Three aspects of Qs(m =1.333+0i) are particularly interesting: (1) for a < Ȝ, Qs 
increases monotonically, (2) for a > Ȝ, Qs oscillates periodically around ~2, and (3) 
for a > Ȝ, Qs exhibits a pronounced ripple structure. Effect (1) is denoted the Rayleigh 
effect and is applicable to particles much smaller than the incident wavelength of 
light. Specifically, Rayleigh theory is valid for x << 1 and |m|x << 1. Under the 
Rayleigh criteria Qs §Ȝ-4 and Qa §Ȝ-1; this means that smaller particles scatter and 
absorb radiation more efficiently at shorter wavelengths. Effect (2) is denoted the 
interference effect and arises from interference of transmitted and diffracted waves 
incident on the centre of the particle. For Re{m} > 2.5, the periodicity of the 
interference effect disappears [Chýlek and Zhan, 1989]. Lastly, effect (3) is denoted 
the ripple effect and arises from the resonances of electromagnetic waves on the 
SDUWLFOH¶V VXUIDFH ,Q PDWKHPDWLFDO WHUPV WKLV DULVHV IURP PLQLPD LQ WKH
denominators of the an and bn coefficients [van de Hulst, 1957]. Both the interference 
                                                 
6 http://omlc.org/software/mie/ - last accessed 10/10/2016 
 
Figure 2.7 (a) extinction, (b) scattering, and (c) absorption efficiencies as a function 
of radius for Ȝ = 0.55µm and various refractive indices 
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and ripple structures are attenuated for partially absorbing particles (m = 1.333+0.01i 
and m = 1.333+0.1i in Fig. 2.7). 
2.3.3.   Single scattering albedo 
A useful optical parameter for the aerosol sciences is the wavelength-dependent 
single scattering albedo (Ȧ0) which GHVFULEHV WKH UDWLR RI D SDUWLFOH¶V VFDWWHULQJ
efficiency to its extinction efficiency (Eq. 2.8). A particle that purely scatters radiation 
at a specified wavelength (Ȝ0) would exhibit Ȧ0(Ȝ0) = 1, while a purely absorbing 
particle would exhibit Ȧ0(Ȝ0) = 0. 
 
2.3.4.   Specific extinction coefficient 
Another useful parameter for the aerosol sciences is the specific (i.e. mass-
weighted) extinction coefficient (ke in m
2 kg-1). Equation 2.9 formulates ke for a 
spherical particle with radius a and density ȡ (in units of kg m-3). The specific 
absorption and scattering coefficients (ka and ks respectively) can be obtained by 
substituting ıa and ıs in place of ıe in Eq. 2.9.  
 
2.3.5.  The scattering phase function and asymmetry parameter 
The scattering phase function P(ș) describes the angular distribution of the scattered 
light [Seinfeld and Pandis, 1998]. P(ș) is equal to the flux density F(ș) of the 
scattered radiation in a given direction (ș), normalised by the flux density integrated 
over all directions. For spherical particles, the phase function and flux density are 
independent of the azimuthal angle (׋ ± see Fig. 2.6). The phase function is related 
to the scattering functions S1(ș) and S2(ș) according to the following relation (Eq. 
2.10). 
 
(2.8) 
(2.9) 
(2.10) 
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Figure 2.8 The scattering phase function P(ș) for 4 particle radii and 2 
wavelengths, given a refractive index of m=1.333+0iµg¶µb¶DQGµPMAX¶UHIHUWRWKH
asymmetry parameter, the backscatter ratio and the maximum value of P(ș) 
respectively 
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Of particular interest to the aerosol sciences is the fraction of the scattered radiation 
that is scattered into the forward or backward directions. Although various 
parameters have been used to describe the angular distribution of the scattered light, 
the asymmetry parameter (g) is predominantly used. g is the intensity-weighted 
mean of the cosine of ș (Eq. 2.11). g = 1 for light scattered entirely into ș = 0o (i.e. 
forward scattering), g = -1 for light scattered entirely into ș = 180o (i.e. backward 
scattering), and g = 0 for isotropic scattering.  
 
$QRWKHUXVHIXOµDQJXODUGLVWULEXWLRQ¶SDUDPHWHULV the hemispheric backscatter ratio b, 
which measures the fraction of the scattered wave that is scattered into the 
backward hemisphere.  
 
Figure 2.8 shows the scattering phase functions and associated asymmetry 
parameter and hemispheric backscatter ratios for four different particle radii (a = 
0.01, 0.1, 0.5, and 1 µm) and two wavelengths (Ȝ = 0.5 and 1 µm), assuming a 
particle with constant refractive index m = 1.333+0i. It is clear that the larger particles 
preferentially scatter radiation into the forward direction (for instance, g = 0.84 for a = 
0.5 µm and Ȝ = 0.5 µm), while the smaller particles scatter evenly into the forward 
and backward directions (for instance, b = 0.50 for a = 0.01 µm and Ȝ = 0.5 µm). 
 
2.3.6.  Optical parameters for various aerosols 
2.3.6.1. Refractive Indices  
:H KDYH VKRZQ WKDW D SDUWLFOH¶V RSWLFDO SURSHrties are dependent its radius and 
refractive index, and on the wavelength of the incident radiation. It is important to 
note that Mie theory as outlined in Section 2.3.1 is only exact for spherical particles; 
in reality, atmospheric particles assume a wide variety of shapes. Additionally, Mie 
theory only describes the elastic scattering of light, i.e. in which the scattered 
radiation has the same wavelength as the incident radiation. Inelastic light scattering, 
(2.11) 
(2.12) 
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in which the wavelength of the scattered radiation is different to that of the incident 
radiation, is not included within the Mie framework. Inelastic light scattering can 
occur when a particle changes its quantum state during interaction with light (the 
Raman effect). Inelastic light scattering is several orders of magnitude smaller than 
elastic scattering; therefore, we only consider elastic light scattering and the optical 
constants derived in Section 2.3.2 here. 
It is interesting to note that Mie theory solely depends on two properties of the 
particle ± its radius and refractive index. The refractive index of a substance is the 
ratio of the speed of light in a vacuum (c) to the speed of light in the substance 
[Mishchenko et al., 2002]. m is often decomposed into real and complex parts (m = n 
+ ik). The real part describes the dispersion (or phase lag), and the imaginary part 
the decrease of intensity of a wave as it propagates through the substance. The 
imaginary part contains detail of the light-absorptivity of the substance. The refractive 
index is a wavelength dependent quantity, i.e. m(Ȝ) = n(Ȝ) + ik(Ȝ), and differs widely 
between materials. As an example, we shall look at the refractive indices for various 
aerosols that have been suggested for SAI (Section 1.3.3).  
Figure 2.9 shows refractive indices for SO4 as a H2SO4 (75% wt) solution, BC, and 
rutile TiO2. The SO4 and BC refractive indices are from a World Meteorological 
Organisation report [Deepak and Gerber, 1983] and the rutile TiO2 indices are from 
Zeidler et al. DQG5LEDUVN\µ5XWLOH¶refers to a specific tetragonal TiO2 
crystal; other (rarer) TiO2 polymorphs include anatase and brookite. We have chosen 
rutile instead of the other TiO2 polymorphs due to its greater refractive indices in the 
SW spectrum, which is an optimal property for an SAI candidate particle. Hereafter, 
any reference to TiO2 can be regarded as exclusively pertaining to rutile. TiO2 is 
birefringent, which means that a beam of light incident on a TiO2 crystal is refracted 
in two different directions. The two refracted waves are polarised in the 
perpendicular or parallel planes relative to the c-axis (or the optic axis) of the TiO2 
crystal. Therefore, TiO2 has two sets of wavelength-dependent refractive indices 
GHQRWHG µSDUDOOHO¶ DQG µSHUSHQGLFXODU¶ LQ )LJ  /HW m|| denote the parallel 
refractive index and let m٣ denote the perpendicular refractive index. For a uniaxial 
crystal such as rutile TiO2, one of the refracted rays obeys 6QHOO¶VODZVXFKWKDWWKH
speed of light propagation in the crystal is constant for all angles of incidence (the 
µRUGLQDU\¶UD\7KHRWKHUUHIUDFWHGUD\GRHVQRWREH\6QHOO¶VODZDQGWKHUHIRUHKDVD
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YDULDEOHYHORFLW\WKDWGHSHQGVRQWKHDQJOHRILQFLGHQFHWKHµH[WUDRUGLQDU\UD\¶7KH
refractive index of the ordinary ray is m٣, while the refractive index of the 
extraordinary ray varies from m٣ for incident light parallel to the c-axis, to m|| for 
incident light perpendicular to the c-axis7. 
It is interesting (if slightly off topic) to relate the salient features of Fig. 2.9 to the 
structural and atomic properties of the individual substances. For instance, both the 
real and imaginary components of the refractive indices of BC are approximately 
spectrally invariant. This is due to the close proximity of energy levels between 
valence electrons in the graphitic (sp2) bonds that make up the aromatic components 
of BC [Bond and Bergstrom, 2006]. The TiO2 refractive indices are far more variable 
than for BC, for instance, k(Ȝ) for 0.3 < Ȝ < 0.5 µm spans five orders of magnitude. 
Tropf et al. (1995) discuss the dependency of n and k on lattice vibrations, electronic 
transitions and free-carrier density for the dielectric crystal yttria (Y2O3). While yttria 
has a cubic structure and rutile a tetragonal structure, the key modes of their 
                                                 
7
 https://www.microscopyu.com/techniques/polarized-light/principles-of-birefringence  
 
Figure 2.9 (a-c) real and (d-f) imaginary components of the refractive indices as a 
function of wavelength for SO4, BC, and TiO2 
Chapter 2  Page | 84 
refractive indices are comparable [e.g. Fig. 1 in Tropf et al., 1995]. In Fig 2.9, the 
large values of k(Ȝ) when Ȝ < 0.3 µm can be explained by the band theory of solids, 
i.e. by the difference between the low-energy valence band and the high-energy 
conduction band of TiO2 [Yang et al., 2004]. The large values of n(Ȝ) when 0.2 < Ȝ < 
5 µm relate to the free-carrier (or specifically the valence electron) density of TiO2 
[Rocquefelte et al., 2004]. The large fluctuations of n(Ȝ) when 15 < Ȝ < 30 µm can be 
attributed to TiO2 lattice vibrations [Tropf et al., 1995]. Lastly, aqueous H2SO4 is 
composed of a mixture of SO4, HSO4, and OH ions. The fluctuations in k(Ȝ) for Ȝ > 3 
µm relate to vibrations of various bonds within these ions, for instance the double 
S=O bond in SO4 resonates at Ȝ > 8.5 µm [Remsberg et al., 1974]. These 
observations should highlight the inextricable relationship that exists between a 
VXEVWDQFH¶VUHIUDFWLYHLQGLFHVDQGLWVDWRPLFDQGVWUXFWXUDOSURSHUWLHV 
2.3.6.2.  Optical coefficients for a single particle 
The optical coefficients ke(Ȝ), Ȧ0(Ȝ), and g(Ȝ) (Sections 2.3.3 - 2.3.5) can now be 
derived for SO4, BC and TiO2 particles using the refractive indices in Fig. 2.9. These 
RSWLFDOFRHIILFLHQWVFROOHFWLYHO\GHVFULEHDVXEVWDQFH¶VRSDFLW\ LWVUHODWLYHVFDWWHULQJ
and absorption efficiencies, and the angular distribution of the scattered radiation. 
This is sufficient for modelling radiative transfer through an aerosol layer, which is 
the aim of Section 2.4. The optical coefficients ke(Ȝ), Ȧ0(Ȝ), and g(Ȝ) are all functions 
of the particle size parameter x and refractive index m(Ȝ). As x is a function of the 
SDUWLFOH¶VUDGLXVaZHUHTXLUHDYDOXHRIµa¶ in order to derive the optical coefficients 
for various wavelengths. For this section we arbitrarily prescribe a = 0.1 µm, which is 
a typical size for Aitken or accumulation mode atmospheric aerosols (see Section 
2.2.2) [Deepak and Gerber, 1983]. We use the average of the parallel and 
perpendicular refractive indices for TiO2, and assume aerosol densities (ȡ) of 1769, 
4230, and 1000 kg m-3 for SO4, TiO2, and BC respectively. 
Figure 2.10 shows the optical constants as a function of wavelength (0.2 < Ȝ < 20 
µm) for SO4, TiO2 and BC. It is clear that BC has a much greater ke in the SW 
spectrum (Ȝ < 1 µm) than TiO2 or SO4, but this is mostly through SW absorption 
rather than scattering (Ȧ0 < 0.5 for BC). It is also clear that SO4 has the lowest ke(Ȝ) 
for Ȝ = 0.55 µm (i.e. the peak wavelength of solar emission), while TiO2 has a 
comparable ke(0.55 µm) to BC despite being purely scattering at this wavelength (Ȧ0 
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= 1). However, TiO2 also absorbs in the UV spectrum (Ȧ0 < 1 for Ȝ < 0.3 µm), as 
explained in Section 2.3.6.1. Therefore, while SO4 produces less SW attenuation per 
mass than TiO2, it does not exhibit TiO2¶VSW absorptivity. The consequences of SW 
absorption by TiO2 will be explored in Chapter 4. Lastly, SO4 and BC exhibit a similar 
(uniform) decline of asymmetry parameter g with wavelength, which means that both 
substances scatter preferentially in the forward direction at smaller wavelengths. In 
contrast, TiO2 exhibits a less uniform pattern of g with a greater backscattering 
capacity than SO4 or BC for Ȝ < 0.55 µm and a greater forward scattering capacity 
for Ȝ > 0.55 µm. 
2.3.6.3  Optical coefficients integrated over a size distribution 
We noted in Section 2.2.2 that atmospheric aerosols undergo various ageing 
processes and thus exist as a distribution of different sizes. The lognormal 
distribution provides a close fit to observed aerosol size distributions; therefore, we 
will use this as the basis of this work. The optical parameters Ȧ0(Ȝ), ke(Ȝ), and g(Ȝ), 
as given in Eqs 2.8, 2.9 and 2.11 respectively, are only applicable to a single 
spherical particle with radius a. The specific extinction, scattering, and absorption 
coefficients, integrated over an aerosol size distribution with radii represented by r, 
are given in Eq. 2.13.  
 
 
Figure 2.10 (a) specific extinction coefficient keȜb) single-VFDWWHULQJDOEHGRȦ0Ȝ
and (cDV\PPHWU\SDUDPHWHUJȜIRUDVSKHULFDOSDUWLFOHZLWKD = 0.1 µm given SO4, 
TiO2 and BC refractive indices9HUWLFDOGDVKHGOLQHVLQGLFDWHȜ = 0.55 µm. 
(2.13a) 
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In Eq. 2.13, EȜAȜDQGSȜDUHWKHµYROXPH¶H[WLQFWLRQDEVRUSWLRQDQGVFDWWHULQJ
coefficients (in units of m-17KH µYROXPH¶ coefficients describe the light attenuation 
per unit metre through a homogeneous substance with an aerosol number 
concentration of N0 (m
-3 ± where N0 is a constant factor in n(r)). The coefficients݇௘തതത, ݇௔തതത, and ݇௦തതത describe the light attenuation per unit metre and unit mass of a substance. 
The size-integrated single-scattering albedo and asymmetry parameter are given in 
Eqs 2.14 and 2.15. 
 
 
The optical coefficients ݇௘തതതሺߣሻ, ߱଴തതതതሺߣሻǡ and ҧ݃ሺߣሻ are all wavelength-dependent 
quantities. Often the radiative flux is given as the integrated flux over a spectrum of 
wavelengths. Formulae for the spectrally-weighted optical coefficients (for an 
arbitrary wavelength spectrum Ȝa < Ȝ < Ȝb) are provided in Eqs 2.16 - 2.18 
[Stenchikov et al., 1998]. 
 
(2.13b) 
(2.13c) 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
(2.18) 
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In Eqs 2.16 - 2.18, f (Ȝ) is the irradiance between Ȝ and Ȝ + GȜ. For instance, 
Stenchikov et al. (1998) use the Planck function FB(Ȝ, T) (Eq. 1.4 in this thesis) with 
T = 6000 K to represent the solar irradiance.  
We can now determine the spectrally-weighted optical coefficients for SO4, BC, and 
TiO2 for a typical atmospheric size distribution. Specifically, we prescribe a dry 
median radius of rm = 0.1 µm and standard deviation ı = 1.8 and use the lognormal 
distribution (Eq. 2.1). We use the Matlab Mie code to calculate the optical efficiencies 
(e.g. Qe) and the asymmetry parameter and then integrate over the aerosol size 
distribution using Eqs 2.13-2.15. Finally, we utilise solar spectral irradiances from 
Kurucz (1995) for f  (Ȝ) in Eqs 2.16-2.18 to determine spectrally-integrated coefficients 
for the SW spectrum (Table 2.1). 
(Solar) spectrally 
weighted coeffs. 
SO4 BC TiO2 
ke (m
2 kg-1) 2290 6580 2062 
Ȧ0 0.997 0.434 0.956 
g 0.703 0.654 0.677 
 
Table 2.1 Spectrally weighted optical coefficients for SO4, BC, and TiO2 for a 
standard atmospheric size distribution. The values presented represent mean values 
integrated over the spectral region 0.3-3µm 
 
2.4. Simple models of aerosol shortwave radiative forcing 
2.4.1. Background 
In Section 2.2, we established that aerosols are ubiquitous throughout the 
atmosphere. In particular, we noted that a semi-permanent and uniform SO4 layer 
exists in the lower stratosphere. In Section 2.3, we showed that aerosols attenuate 
radiation via scattering and absorption and we derived optical coefficients for SO4, 
BC, and TiO2. We now combine these two sections in order to assess how a uniform 
aerosol layer would influence TOA SW radiative fluxes. We concentrate on the SW 
budget because the specific goal of the SAI geoengineering is to cool Earth by 
reflecting solar radiation. SO4, BC, and TiO2 will also influence LW radiation, as 
indicated by the non-zero optical coefficients for longer wavelengths (Ȝ >> 1 µm) in 
Fig. 2.10. We will assess the LW effect of an aerosol layer in Chapter 3. 
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2.4.2. Atmospheric transmissivity 
Figure 2.11 shows a schematic of a simple model for SW radiative transfer through 
an atmosphere, an underlying aerosol layer, and a surface. The integrated solar 
radiative flux at the top of the atmosphere is S0. The angle that the sun makes with 
WKHQRUPDOWR(DUWK¶VVXUIDFHWKHVRODU]HQLWKDQJOHLVGHQRWHGș0 and its cosine µ0 
= cos(ș0) equals 1 for an overhead sun. As sunlight traverses the atmosphere, a 
fraction will be absorbed by O3 and water and a fraction will be scattered by gas 
particles (Rayleigh scattering). Lacis and Hansen (1974) developed simple 
parameterisations for these processes, which we will use here to assess the 
atmospheric transmission at different solar zenith angles. Firstly, we relate the 
fraction of the incident sunlight that is absorbed by O3 in the visible and UV spectra 
to the O3 burden (x) (Eqs 2.19-2.20). 
 
 
Figure 2.11 Schematic of a simple radiative transfer model for an aerosol layer 
(2.19) 
(2.20) 
Chapter 2  Page | 89 
In Eqs 2.19-2.20, the covariate x is proportional to the vertical O3 column burden u 
(in cm-3) and a magnification factor (M), which is a function of µ0 (Eq. 2.21). 
 
We now relate the fraction of the incident sunlight that is absorbed by atmospheric 
water to the water column burden (y¶) (Eq. 2.22). In similar fashion to x in Eq. 2.21, y¶ 
is related to the vertical precipitable-water column burden (y in cm-3) by the 
magnification factor (y´ = y M). 
 
We now relate the fraction of the incident sunlight that is scattered by gas particles to 
the cosine of the solar zenith (Eq. 2.23). 
 
 
Finally, the atmospheric transmission (i.e. the fraction of the SW radiation that 
permeates the atmosphere) is unity minus the sum of the absorbed and scattered 
fractions (Eq. 2.24). 
 
Figure 2.12 The SW transmissivity (T) of the atmosphere as a function of µ0 using 
the Lacis and Hansen (1974) model with u = 0.4cm-1 and y = 0.7cm-1 
(2.21) 
(2.22) 
(2.23) 
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Lacis and Hansen (1974) give typical values for u and y as 0.4 and 0.7 cm-1 
respectively, which we adopt here. Fig. 2.12 shows the SW transmission (T) of the 
atmosphere as function of µ0. For µ0 = 0.5, the model gives T = 0.78 which is in close 
agreement with the value adopted by Charlson et al. (1991) (T = 0.76). The 
atmospheric transmission is greatest for small ș0 (i.e. overhead sun) and decreases 
as ș0 increases. 
2.4.3. &KDUOVRQ¶VPRGHOIRUDSXUHO\VFDWWHULQJDHURVROOD\HU 
We return to Fig. 2.11 in order to assess the effect of a purely scattering aerosol (i.e. 
Ȧ0 = 1) layer on TOA SW fluxes. This derivation follows Charlson et al. (1991). An 
important property of an aerosol layer is the dimensionless aerosol optical depth 
(AOD, ɒ), which is defined as the specific extinction efficiency (ke) multiplied by the 
aerosol mass concentration (ȡ in kg m-3) and integrated over the vertical depth of the 
aerosol layer (Eq. 2.25). 
 
The AOD is the sum of the scattering and absorption optical depths (ɒ = ɒs + ɒa). For 
a purely scattering aerosol, ɒa = 0 and ɒ = ɒs. If we assume that ɒ << 1 (i.e. a thin 
aerosol layer) then we can neglect multiple scattering. Under this assumption, the 
fundamental equation of radiative transfer for a plane-parallel atmosphere reduces to 
%HHU¶VODZ(T 
 
In Eq. 2.26, Fs is the scattered radiative flux and F0 is the incident radiative flux. We 
now determine the fraction of the scattered radiation that is scattered in the upward 
direction. The hemispheric upscattered fraction for monodirectional incident radiation 
(ȕ(µ0)) can be determined by integrating the aerosol phase function P(ș) (Eq. 2.10) 
over the upward hemisphere (i.e. -µ´ א [0,1] where µ´ is the scattering angle relative 
to the downward normal) [Wiscombe and Grams, 1976].  
(2.24) 
(2.25) 
(2.26) 
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The reflectivity of the aerosol layer, or the fraction of the incident radiation that is 
scattered in the upward direction, is Ra = ȕɒ / ȝ0 and the transmissivity of the aerosol 
layer is Ta =  1 - Ra. Given a surface reflectivity Rs, cloud fraction Ac, atmospheric 
transmissivity T, and TOA incident radiation µ0S0, Charlson et al. (1991) derived the 
following formula (Eq. 2.28) for the change in the outgoing TOA radiation (i.e. the 
6:UDGLDWLYHIRUFLQJGXHWRWKHDGGLWLRQRIDQDHURVROOD\HUǻF) :- 
 
The over-bars in Eq. 2.28 denote an integration of the zenith angle dependent 
parameter over µ0 א [0, 1] (i.e. isotropic incident radiation), and the factor ½ denotes 
the sunlit fraction of Earth averaged over a year. The factor (1 - Ac) arises from the 
assumption that the aerosol radiative HIIHFWǻF) is negligible in cloudy regions. This 
model also assumes that the aerosol layer resides below the cloud layer and that all 
of the atmospheric absorption and reflection occurs above the aerosol layer. 
Therefore, this aerosol layer is assumed to reside near the surface. The application 
of this model to a stratospheric aerosol layer, such as would exist under SAI, is 
questionable due to these important assumptions. Nonetheless, this model is useful 
for garnering an impression of the qualitative outcome of a stratospheric aerosol 
layer. 
In the SW spectrum, SO4 is approximately purely scattering (Ȧ0 § LQ7DEOH
WKHUHIRUH LW LV LQVWUXFWLYH WR FDOFXODWH ǻF for a typical SO4 layer. We use the 
spectrally-integrated optical coefficients for SO4 from Table 2.1. If we approximate 
the Mie phase function with the Henyey-Greenstein phase function [Wiscombe and 
Grams, 1976] then the hemispheric upscattered fraction for isotropic light (ߚҧ) can be 
related to the asymmetry parameter (g) according to the following formula (Eq. 2.29). 
 
 
(2.27) 
(2.28) 
(2.29) 
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In Eq. 2.29, K() denotes the complete elliptic integral of the first kind. For g = 0.703 it 
follows that ߚҧ ൌ  ?Ǥ ? ?. In order to determine the SO4 optical depth (Eq. 2.25), we 
need an SO4 column burden. From Fig. 2.2 (page 67), the global tropospheric SO4 
aerosol burden is 0.49 Tg[S], or ~2×109 kg[SO4]. The average SO4 column burden 
RYHU (DUWK¶V VXUIDFH LV WKHQ ×10-6 kg m-2 JLYHQ WKDW (DUWK¶V VXUIDFH DUHD LV
5.1×1014 m2. Therefore the tropospheric sulphate optical depth averaged over 
(DUWK¶V VXUIDFH is approximately ߬ ൌ  ? ? ? ? ൈ  ?Ǥ ? ? ? ? ?ି଺ ൌ  ?Ǥ ? ? ? (Eq. 2.25). We 
follow Charlson et al. (1991) and adopt Ac = 0.6, Rs = 0.15, S0 = 1370 Wm
-2, and T = 
 ,I ZH DSSO\ WKHVH YDOXHV WR (T ZH JHW ǻF = -0.22 Wm-2. This can be 
compared to the anthropogenic SO4 radiative forcing of -0.34 Wm
-2 from AR5 
[Boucher et al., 2013]. We have not included the effects of hygroscopic growth on 
the SO4 optical properties, which would magnify the specific extinction coefficient 
DQGWKHUHIRUHPDNHǻF more negative than -0.22 Wm-2 [Charlson et al., 1991]. The 
Edwards and Slingo radiation code (Chapter 3) includes a hygroscopic growth 
module for SO4 >)LW]JHUDOG  G¶$OPHLGD et al., 1991] which can be used to 
assess the solar spectrally weighted optical coefficients for SO4 under humid 
conditions.  At a relative humidity of 70 % (i.e. the average relative humidity of the 
lower tropical troposphere [Vergados et al., 2015]), we find that ke = 5578 m
2 kg-1, Ȧ0 
= 0.997, and g = 0.759. Using Eq. 2.29, the hemispheric upscattered fraction is ߚҧ ൌ  ?Ǥ ? ? (i.e. less upscattering than for dry SO4) and the optical depth is ɒ = 0.022. If 
we apply these values to Eq 2.28, we derive a SW radiative forcing of ǻF = -0.48 
Wm-2. This implies that hygroscopic growth is an important factor in SO4 SW forcing. 
2.4.4. +D\ZRRGDQG6KLQH¶VPRGHOIRUDSDUWLDOO\DEVRUELQJDHURVRO
layer 
+D\ZRRGDQG6KLQHH[WHQGHG&KDUOVRQ¶VPRGHOWRLQFOXGHFRQVLGHUDWLRQIRU
partially- absorbing aerosols (Ȧ0   8VLQJ D VLPLODU GHULYDWLRQ WR &KDUOVRQ et al. 
(1991), but relaxing the Ȧ0 = 1 assumption, Haywood and Shine (1995) derived the 
following formula (Eq. 2.30) for the aerosol layer SW radiative forcing. 
 
In Eq. 2.30, D is the fractional daylength (congruent to the factor ½ in Eq. 2.28) and 
Ȧ0 is the spectrally-weighted single scattering albedo (Eq. 2.17). In contrast to the 
(2.30) 
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model used by Charlson et al. (1991), it is possible to attain a positive radiative 
IRUFLQJXVLQJ+D\ZRRGDQG6KLQH¶VPRGHO7Kis occurs when a partially absorbing 
aerosol layer resides above a reflective surface. Using Eq. 2.30, Haywood and Shine 
derived an inequality for the critical value of Ȧ0 at which the radiative forcing 
changes sign (Eq. 2.31).  
 
Figure 2.13 shows the critical single scattering albedo (Eq. 2.31) as a function of Rs 
and for various ȕ. As ȕ decreases (i.e. as the aerosol scatters more radiation toward 
Earth), the critical single scattering albedo increases, which means that forward-
scattering aerosols are more likely to induce a positive radiative forcing than 
aerosols that scatter evenly into both hemispheres. 
Using Eq. 2.30, we now use the optical coefficients in Table 2.1 to determine the SW 
radiative forcing for an idealised aerosol layer consisting of SO4, BC, or TiO2. We 
make the same assumptions as before, such that S0 = 1370 Wm
-2, Ac = 0.6, and D = 
½, and we prescribe an aerosol layer with ɒ = 0.1. Figure 2.14 shows the SW 
radiative forcing for these aerosol layers as function of Rs. For SO4 ǻF < 0 for 
almost all values of Rs; this is due to SO4¶VQHDUXQLWDU\Ȧ0,QFRQWUDVWǻF changes 
sign for TiO2 at approximately Rs = 0.5 which suggests that TiO2 would produce a 
SRVLWLYH UDGLDWLYH IRUFLQJ RYHU UHIOHFWLYH VXUIDFHV ǻF changes sign for BC at Rs = 
 
Figure 2.13 The critical VLQJOHVFDWWHULQJDOEHGRȦ0 DWZKLFKWKHUDGLDWLYHIRUFLQJǻ)
changes sign 
(2.31) 
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0.075, which suggests that BC would only produce a negative radiative forcing over 
surfaces with low albedo. 
 
2.4.5. 5XVVHOO¶VPRGHOIRUVRODU]HQLWKDQJOHGHSHQGHQWUDGLDWLYH
forcing 
5XVVHOOHWDOH[WHQGHG+D\ZRRGDQG6KLQH¶VPRGHOE\FRQVLGHULQJWKHVRODU
zenith angle dependency of the radiative forcing (Eqs 2.32-2.33). 
 
 
ǻR(µ0) describes the change in planetary albedo due to the addition of an aerosol 
layer. The atmospheric transmission T(µ0) can be approximated by using the Lacis 
and Hansen (1974) model (Eq. 2.24). The hemispheric upscattered fraction for 
monodirectional incident radiation ȕ(µ0) can be estimated by substituting the Mie 
phase function with the Henyey Greenstein phase function. ȕ(µ0) then becomes a 
single integral over the aerosol phase function [Eq. 22 in Wiscombe and Grams, 
1976]. Figure 2.15 shows ȕ(µ0) as a function of g and for various µ0. ȕ(µ0) decreases 
 
Figure 2.14 5DGLDWLYHIRUFLQJǻF) as a function of surface reflectance Rs for SO4, 
BC and TiO2 
(2.32) 
(2.33) 
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with increasing µ0, which means that the upscattered fraction is at a minimum for a 
directly overhead sun. 
)LJXUHVKRZVWKHUDGLDWLYHIRUFLQJǻF) as function of µ0 for various parameter 
values. We assume ܴ௦ሺߤ଴ሻ ൌ ܴ௦തതത, such that the surface is a Lambertian reflector. In 
Fig. 2.16a, ɒ is varied while all other parameters are constant (see figure for details 
RIYDOXHV,WLVFOHDUWKDWWKHPDJQLWXGHRIǻF increases with Ĳ,WLVDOVRFOHDUWKDWǻF 
achieves its most negative value at µ0 §RUș0 §o), i.e. when the sun is near 
the horizon. In Fig. 2.16b, Ȧ0 is varied while other parameters are held constant. For 
Ȧ0  ǻF < 0 for all values of µ0, while for Ȧ0  ǻF > 0 for µ0 > 0.55. Partially- 
absorbing aerosols therefore induce a positive SW radiative forcing at small zenith 
angles. In Fig. 2.16c, Rs is varied while all other parameters are fixed with Ȧ0 
prescribed as 0.9 (i.e. a partially-absorbing aerosol). Over a low-albedo surface (Rs = 
ǻF < 0 for all µ0, while over a high-albedo surface (Rs  ǻF > 0 for all µ0 > 
0.1. This means that a partially-absorbing aerosol may induce a positive or negative 
SW radiative forcing depending on the surface reflectivity. For instance, over highly-
reflective clouds, partially-absorbing aerosols induce a positive radiative forcing. 
Finally, in Fig. 2.16d, g is varied while other parameters are fixed. For g = 0.9 (i.e. an 
aerosol that scatters light predominantly in the forward direction ± see Fig. 2.8), ǻF > 
 
Figure 2.15 Upscattered fraction ȕ(µ0) as a function of the asymmetry parameter g 
for various µ0. Also plotted is the upscattered fraction for isotropic incident radiation ߚҧ. Adapted from Fig. 3 of Wiscombe and Grams (1976) 
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0 for µ0 > 0.5, while for g = 0.5 (i.e. an aerosol with comparatively more backward 
VFDWWHULQJǻF < 0 for all µ0. We recall from Section 2.3.5 that larger particles exhibit 
greater values of g than smaller particles. For SAI, smaller particles (i.e. with g closer 
to 0.5) will therefore be more effective at inducing a negative SW radiative forcing 
than larger particles. Figure 2.16 indicates that the SW radiative forcing induced by 
DQ DHURVRO OD\HU ZRXOG EH KLJKO\ VHQVLWLYH WR WKH DHURVRO OD\HU¶V RSWLcal properties 
(i.e. ɒ, Ȧ0, g), the underlying surface albedo (Rs) and the solar zenith angle (µ0). 
 
2.4.6. 5XVVHOO¶VPRGHODSSOLHGWR624, BC, and TiO2 aerosol layers 
It is instructive to apply the lessons learnt in the last section to idealised aerosol 
layers that are relevant to SAI. In Section 2.3.6, we derived spectrally weighted 
optical coefficients for SO4, BC, and TiO2 (Table 2.1). We apply these coefficients to 
5XVVHOO¶VPRGHO(TIRr the instance of a ɒ = 0.1 aerosol layer, with Ac = 0 and 
for three values of Rs (0.1, 0.5, 0.9). Figure 2.17 shows the TOA SW radiative forcing 
for these conditions and for the three aerosol species. For SO4 and TiO2ǻF < 0 for 
 
Figure 2.16 5XVVHOO¶VPRGHOIRUUDGLDWLYHIRUFLQJDVDIXQFWLRQRIVRODU]HQLWKDQJOHIRU
various (a) optical depths (ɒ = 0.01, 0.05, 0.1), (b) single scattering albedos (Ȧ0 = 1.0, 
0.75, 0.5), (c) surface albedos (Rs = 0.1, 0.3, 0.5, 0.7) and (d) asymmetry parameters (g = 
0.5, 0.7, 0.9). For all scenarios Ac = 0 and S0 = 1370 Wm
-2  
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all µ0 for an absorbing underlying surface (Rs = 0.1), but for reflective surfaces (Rs = 
ǻF becomes positive for larger values of µ0. Interestingly in the SO4 case 
(Fig. 2.17a)ǻF is more positive at larger values of µ0 for Rs = 0.5 than Rs = 0.9. This 
is because the first term in Eq. 2.33 (i.e. the scattering term) is a polynomial that is 
second order in Rs. If we assume Ȧ0 = 1, µ0 = 1, and note that for g = 0.7, ȕ§òߚҧ 
(Fig. 2.15), then Eq. 2.33 becomes a linear function of (1 ± Rs)(½ - 2Rs) which has 
maxima at Rs = 0.625. For TiO2, the radiative forcing over a highly reflective surface 
(Rs = 0.9) is positive for all values of µ0 (Fig. 2.17b)ZKLOH IRU%&ǻF < 0 only for 
small µ0 and low surface reflectivity (Fig. 2.17c).  
 
The SO4 ǻF at µ0 = 0.5 and Rs = 0.1 is -11 Wm-2. Donohoe and Battisti (2011) give a 
global-mean surface albedo from observations of ~0.12, therefore Rs = 0.1 is suitable 
IRU DSSUR[LPDWLQJ (DUWK¶V VXUIDFH albedo. If we assume Ac = 0.6 [Charlson et al., 
 
Figure 2.17 5XVVHOO¶VPRGHOIRr (a) SO4, (b) TiO2, and (c) BC layers with ɒ = 0.1 
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@LQ(TDQGPXOWLSO\ǻF(0.5) by a factor of ½ (i.e. factor D in Eq. 2.30), we 
obtain a rough estimate for the global and annual-mean UDGLDWLYH IRUFLQJRIǻFav = 
-2.2 Wm-2. Lacis et al. (1992) showed that the tropopause radiative forcing from a 
stratospheric SO4 layer relates to the change in ɒ E\ǻF §ǻɒ, which is similar to 
the ratio found here using a simple model and ɒ = 0.1. 
2.5. Summary 
At the beginning of this chapter, we discussed the functions and origins of important 
atmospheric aerosols, with emphasis on SO4 and the sulphur cycle. We identified 
two ways in which aerosols may interact with radiation: by altering cloud properties, 
and by directly absorbing or scattering radiation. We then proceeded to briefly outline 
Mie theory, which relates the radiation scattered by a spherical particle to the optical 
properties and size of the particle, and to the properties of the incident radiation. 
From Mie theory, we discussed certain useful wavelength-dependent optical 
coefficients such as the specific extinction coefficient, the single scattering albedo, 
and the asymmetry parameter. We then proceeded to integrate these optical 
coefficients over a wavelength spectrum (a waveband) and over a typical 
atmospheric aerosol size distribution, for the specific cases of SO4, BC, and TiO2 
aerosols. These aerosols are potential candidates for SAI [Ferraro et al., 2011]. We 
then discussed three simple SW radiative transfer models (a purely scattering 
aerosol model, a partially absorbing aerosol model, and a solar zenith angle 
dependent model) that can be used to estimate the TOA SW radiative forcing 
induced by a tropospheric aerosol layer. In Section 2.4, we applied these radiative 
transfer models to various idealised aerosol layers using the optical parameters 
derived in Section 2.3. An interesting result from Section 2.4 is that a SW-absorbing 
aerosol such as BC would only produce a negative SW radiative forcing over low-
albedo surfaces (Figs 2.14 and 2.17). This suggests that a stratospheric BC layer 
would enhance the absorption of sunlight within the atmosphere, and therefore it will 
be interesting to assess whether this would still lead to a surface cooling (which is 
the primary goal of SAI). 
It is important to note the limitations of the simple models utilised here. For instance, 
the assumption that clouds entirely reflect incident SW radiation is simplistic. 
Additionally, the models omit representation of the LW radiation changes that an 
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atmospheric aerosol layer would induce. Also, the spectrally-averaged optical 
properties presented in Table 2.1 were determined using the TOA S0(Ȝ) distribution, 
when spectral-averaging over a post-atmospheric transmission solar distribution (i.e. 
S0(Ȝ)T(Ȝ)) would be more appropriate for a tropospheric aerosol layer. In Chapter 3, 
we will use a complex radiative transfer code to investigate the radiative flux 
changes induced by atmospheric aerosol layer in greater detail and with greater 
accuracy than the models used in this chapter. Additionally, we will assess surface 
radiation changes for aerosol layers composed of SO4, TiO2 and BC. 
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Chapter 3  Investigating the radiative effects 
of a stratospheric aerosol layer 
using a detailed radiative transfer 
code  
3.1. Introduction 
The simple models employed in Chapter 2 were derived from the radiative transfer 
equation (RTE) for a plane-parallel atmosphere under the thin aerosol layer 
approximation. Additionally, these simple models were derived for tropospheric 
aerosol layers, i.e. it was assumed that the atmospheric attenuation of SW radiation 
by, for instance, atmospheric absorption and Rayleigh scattering occurs above the 
aerosol layer. The assumption of a tropospheric aerosol layer is clearly inappropriate 
for SAI, in which the enhanced aerosol layer would primarily reside above the 
tropopause, or above 80% of the mass of the atmosphere [Seinfeld and Pandis, 
1998]. To determine the radiative effects of a stratospheric aerosol layer with greater 
fidelity, it is necessary to use a more detailed radiation code with explicit 
representation of the various constituents of the atmosphere. In this chapter, we will 
discuss the RTE for a plane-parallel atmosphere and derive approximate solutions. 
We will then use the Suite Of Community RAdiative Transfer Codes based on 
Edwards and Slingo (SOCRATES) radiation code [Edwards and Slingo, 1996] to 
evaluate radiative flux changes for stratospheric aerosol layers composed of various 
aerosols. 
3.2. Radiative transfer through a plane-parallel atmosphere 
3.2.1. The radiative transfer equation 
The classical RTE for monochromatic (i.e. single wavelength) diffuse radiation in a 
plane-parallel atmosphere is given in Eq. 3.1. A full derivation of Eq. 3.1 is provided 
in Chapter 2 of Zdunkowski et al. (2007). We will adopt =GXQNRZVNL¶V notations in 
this section. 
 (3.1) 
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In order to understand Eq. 3.1, it is necessary to discuss its individual components. 
The radiance (I) describes the diffuse radiation flowing through a surface (dı) 
parallel to a plane, in a direction contained within a solid angle (dȦ) in a unit time (dt) 
and with frequencies in the range [Ȟ, Ȟ+dȞ]. I(Ĳ,µ) has units of W m-2 sr-1 Hz-1. The 
optical depth Ĳ is the integral of atmospheric extinction coefficient over a vertical path 
from the top of the atmosphere (s = 0, Fig. 3.1) to a reference level (s, Fig. 3.1). The 
parameter µ0 is the cosine of the solar zenith angle ș0, which describes the incident 
direction of the direct solar radiation (S0) relative to the horizontal plane, and the 
parameter µ describes the direction of the diffuse radiation. I(Ĳ,µ) is therefore the 
monochromatic diffuse radiance at position Ĳ (relative to the top of the atmosphere) 
and with direction µ.  
Equation 3.1 is the azimuthally-averaged form of the RTE for a plane-parallel 
DWPRVSKHUH%\µplane-SDUDOOHO¶ZHPean that the model atmosphere is assumed to 
consist of horizontal layers in which the optical properties are uniform across each 
OD\HU %\ µD]LPXWKDOO\-DYHUDJHG¶ ZH PHDQ WKDW WKH RSWLFDO SURSHUWLHV KDYH EHHQ
integrated over the azimuthal angle ׋ א [0, 2ʌ] (see Fig. 2.6) to give a two 
dimensional field (ș, z), where z is measured from the lower boundary of the lowest 
DWPRVSKHULFOD\HU7KHWHUPµGLIIXVHUDGLDWLRQ¶UHIHUVWRDQ\UDGLDWLRQRWKHUWKDQWKH
direct solar radiation (S0). Equation 3.1 relates the change in the diffuse radiation 
field to the sinks and sources of radiation within the atmosphere. The second term 
on the right hand side of Eq. 3.1 describes the diffuse radiation scattered from 
direction µ ' into direction µ (where Ȧ0 is the single scattering albedo of the layer (Eq. 
 
Figure 3.1 Schematic of the plane-parallel atmosphere geometry. ȝ > 0 denotes 
upwelling radiation and ȝ < 0 denotes downwelling radiation. ș0 describes the 
incident direction of direct solar radiation. Fig. 2.3 from Zdunkowski et al. (2007) 
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2.8) and P(µ,µ') is the scattering phase function (Eq. 2.10)). The third term on the 
right hand side describes the fraction of S0 that is converted via scattering into 
diffuse radiation, and the fourth term describes the addition of radiation from 
DWPRVSKHULFHPLVVLRQLHDFFRUGLQJWR3ODQFN¶VODZ(TIRUDQDWPRVSKHUHLQ
local thermodynamic equilibrium). 
3.2.2. Two-stream approximate solutions 
In atmospheric sciences, it is most useful to use radiative fluxes (F) instead of 
radiances (I). F describes the rate at which radiation crosses a surface irrespective 
of the incident angle of the radiation. Thus F is obtained by integrating I over all solid 
angles (dȦ). The aim of this section is to obtain explicit formulae for F using Eq. 3.1. 
This derivation follows Zdunkowski et al. (2007). We will use the standard Schuster-
Schwarzschild two-stream approximation [Schuster, 1905; Schwarzschild, 1906] in 
which Eq. 3.1 is evaluated for an upward flux (F+) stream and a downward flux (F-) 
stream, where the fluxes are determined from Eq. 3.2. 
 
Firstly, we let -µ' and -µ0 refer to the direction of the downward diffuse radiation and 
direct solar radiation respectively, and we define the upscattered fraction ȕ(-µ') as 
follows. 
 
Note that Eq. 3.3 is identical to Eq. 2.27 but for a slight change of notation. Next, we 
will ignore the B(Ĳ) term in Eq. 3.1 as there is negligible atmospheric emission in the 
solar (SW) spectrum which is of primary interest here, and we integrate over the 
upper and lower hemispheres (µ א [0, 1] and -µ א [0, 1] respectively). We then use 
the definitions Eq. 3.2-3.3 to obtain the following two-stream flux relations. 
 
(3.2) 
(3.3) 
(3.4a) 
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Next, we average µ and ȕ(-µ) with respect to the up and downwelling radiances 
I(Ĳ,µ±) to obtain the parameters µ± and ȕ± (Eqs 3.5-3.6). For interest, Zdunkowski et 
al. (2007) defines µ± as the mean directional cosines of the up and downwelling 
diffuse radiation.  
 
Finally, we insert the expressions Eqs 3.5-3.6 into Eq. 3.4 in order to remove any 
reference to the diffuse radiance (I) and we give the result in matrix form (Eq. 3.7). 
 
Explicit expressions for the coefficients Įij are provided in Eq. 3.8. 
 
Various two-stream models based on Eq. 3.7 exist, each with their own values for 
the coefficients Įij. Most of the models assume that µ+ = µ - ŁD where the constant 
D is denoted the diffusivity factor, and ȕ+ = ȕ- Łȕ(g) for some constant function of the 
(3.4b) 
(3.5a) 
(3.5b) 
(3.6a) 
(3.6b) 
(3.7) 
(3.8) 
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asymmetry factor g. With these assumptions, we can define Į1 and Į2 such that Į11= -
Į22= Į1 and Į21= -Į12= Į2, and we can rewrite Eq. 3.7 in terms of Į1 and Į2.  
  
 
 
Table 3.1 Atmospheric optical parameters for the models used in SOCRATES 
Additionally, we introduce the parameters s and d such that V Į1 + Į2 and d = Į1 ± Į2. 
Table 3.1 contains the values of s and d for the various models that are included 
within the SOCRATES code. Equation 3.9 is only valid for the SW spectrum, as the 
assumption of negligible atmospheric emission is invalid for LW radiation. On the 
other hand, there is little solar emission in the LW spectrum (Ȝ > 3 µm), therefore it 
is appropriate to negate the S0 term from the RTE when deriving Eq. 3.9 for the LW 
spectrum. An equivalent formula to Eq. 3.9 for the LW spectrum is given in Eq. 3.10 
[Zdunkowski et al., 2007].  
 
 
3.3. The SOCRATES radiation code 
3.3.1. Background 
SOCRATES uses the two-stream framework outlined in Section 3.2.2 to calculate 
radiative fluxes for a prescribed plane-parallel atmospheric column [Manners et al., 
2016]. Figure 3.2 shows the vertical resolution of such an atmosphere. Radiative 
fluxes are determined on model levels (with indices on the right hand side of Fig. 
3.2), while optical properties are prescribed on model layers. For the SW spectrum, 
SOCRATES calculates the total upward flux (i.e. direct + diffuse) U, the total 
(3.9) 
(3.10) 
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downward flux V, and the direct solar flux Z. For the LW spectrum SOCRATES 
defines U and V as differential (i.e. minus ʌ%) upwelling and downwelling fluxes. 
Recurrence relations between successive fluxes are given in Eq. 3.11.  
 
The subscripts on U, V, and Z refer to levels, and the subscripts on T, R, T0 and S± 
refer to layers. T and R UHSUHVHQWD OD\HU¶V WUDQVPLVVLYLW\DQG UHIOHFWLYLW\ WRGLIIXVH
radiation, respectively, and T0 UHSUHVHQWV D OD\HU¶V Wransmissivity to direct solar 
radiation. Formulae for T and R DVDIXQFWLRQRIWKH OD\HU¶VRSWLFDOSURSHUWLHVIROORZ
from finding the general solutions to the ordinary differential equations in Eq. 3.9. 
SOCRATES treats the source terms S± in Eq. 3.11 differently for the SW and LW 
spectra. As noted in Section 3.2.2, the primary source of diffuse radiation in the SW 
spectrum is from scattering of the direct solar beam (Eq. 3.12), while in the LW 
spectrum, atmospheric emission becomes the primary source. In the SW spectrum, 
S± is proportional to Z according to Eq. 3.12. 
 
The coefficients c1i and c2i are functions of the optical properties of the atmospheric 
layer, and follow from solving the particular integrals of the ordinary differential 
 
Figure 3.2 Vertical resolution of the plane-parallel atmosphere used by SOCRATES 
[Manners et al., 2016] 
(3.12) 
(3.11) 
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equations in Eq. 3.9 whilst approximating ȕ(-µ0) with a suitable function of the 
asymmetry factor g [Zdunkowski et al., 2007]. To complete the model for the SW 
spectrum, we require boundary conditions for U and V. At the top of the atmosphere, 
we set V0 = Z0 = S0µ0 where S0 is the solar radiative flux in a particular waveband. We 
use Eq. 3.13 for the lower boundary condition, with Rs and Rd the surface albedos for 
direct and diffuse radiation respectively. Note, that we will assume Rs = Rd for the 
rest of this chapter. 
 
3.3.2. į-rescaling of the optical properties 
62&5$7(6¶V 6: PRGHO UHTXLUHV DV LQSXW RQO\ WKUHH RSWLFDO SDUDPHWHUV IRU HDFK
atmospheric layer: the asymmetry parameter (g), the layer optical depth (ɒ), and the 
single scattering albedo (Ȧ0). We recall from Eq. 2.25 that ɒ is simply the specific 
extinction coefficient (ke) multiplied by the column mass of the layer. Also, Ȧ0 is 
simply the ratio of the scattering coefficient and the extinction coefficient (ks / ke). 
Therefore, the basic optical parameters used by SOCRATES are ks, ke, and g. Of 
these parameters, only g contains information about the angular distribution of 
scattering. This simple treatment of the angular distribution of scattering can lead to 
large inaccuracies in the calculated radiative fluxes if an atmosphere contains highly-
peaked forward-scattering particulates. A simple way to reduce these inaccuracies is 
to use the į-rescaling transformation (Eq. 3.14), where the scaling parameter f = g2 
is introduced [Joseph et al., 1976]. The optical parameters ɒ, Ȧ0, and g can now be 
replaced with their transformed parameters, ɒ *, Ȧ0*, and g*. 
 
3.3.3. Optical properties for a prescribed atmosphere 
SOCRATES requires as input, for each atmospheric layer and for each waveband, 
the optical parameters ks, ke, and g. If į-rescaling is required then the parameter f will 
also be needed. In an individual atmospheric layer, multiple processes may act to 
(3.13) 
(3.14a) 
(3.14b) 
(3.14c) 
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attenuate radiation. For instance, in Section 1.1.2 we discussed the absorption of LW 
radiation by atmospheric gases, and in Section 2.3.1 we discussed the scattering 
and absorption of SW radiation by gas and aerosol particles. Additionally, clouds 
attenuate both SW and LW radiation, with the specific cloud radiative effect 
dependent on the altitude of the cloud, its composition (i.e. liquid water / ice/ mixed-
phase), and its optical thickness. Let the index j denote an individual light-attenuation 
process in a layer. Then the optical parameters for a given atmospheric layer and 
waveband (ks, ke, g, f) are related to the optical parameters for the individual 
processes (ks
(j), ke
(j), g(j), f (j)) according to Eq. 3.15 [Manners et al., 2016]. 
 
For each process, f (j) = g(j)×g(j). The optical depth of the layer is then ɒ  = ke îǻm, 
ZKHUHǻm is the column mass of the layer which can be obtained from the equation 
RIK\GURVWDWLFEDODQFHǻm = ȡ×dz = - dp/ g, where ȡ, p, and g are the atmospheric 
density, pressure and the gravitational constant respectively). The single scattering 
albedo of the layer is obtained from Ȧ0 = ks / ke. 
For radiative absorption by gases, SOCRATES uses the correlated k approach, in 
which ke
gas is weighted by the mass mixing ratio of the gas and by a temperature and 
pressure dependent scaling factor to account for Doppler broadening [Sun, 2011]. 
7KHµPDVVPL[LQJUDWLR¶PHWULFLVGHILQHGDVWKHFRQFHQWUDWLRQRIDVXEVWDQFHLQNJ
m-3) divided by the density of dry air. For clouds, the optical parameters (ks
cloud, 
ke
cloud, gcloud) are derived from parameterised functions of the cloud droplet effective 
radius (re) and the liquid and/or ice water content (L / I). These parameterisations 
were derived from single-column Mie calculations of light transfer through a cloudy 
atmosphere [e.g. Slingo and Schrecker, 1982]. Rayleigh scattering and other 
atmospheric radiative phenomena such as continuum absorption (i.e. the self-
(3.15a) 
(3.15b) 
(3.15c) 
(3.15d) 
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broadening of the absorption lines of water vapour) are optional inclusions in a call to 
SOCRATES.  
3.3.4. Optical properties for a prescribed aerosol layer 
It is useful to relate the treatment of aerosols by SOCRATES to the optical 
parameters that were derived from the fundamental particle properties in Chapter 2. 
Firstly, for each aerosol we must prescribe a size distribution and density before 
proceeding to calculate the optical parameters for each waveband using Eqs 2.16-
2.18. SOCRATES contains a Mie scattering module which is able to calculate the 
spectrally-weighted optical parameters using the method outlined in Section 2.3, 
given prescribed spectral weighting coefficients (i.e. f ȜLQ(TV-2.18) and for a 
given set of wavebands. As the SW and LW spectra are treated separately by 
SOCRATES, it is necessary to provide two sets of optical parameters for each 
aerosol (and more specifically, for all light-attenuating processes) ± one for the SW 
spectrum and one for the LW spectrum. Therefore, we require two sets of spectral 
weighting coefficients. For the SW spectrum, it is customary to use either the 
observed TOA solar spectral irradiances [Kuruckz, 1995] or the Planckian function 
(Eq. 1.4) with T = 6000 K. For the LW spectrum, it is customary to use the Planckian 
function with T  .ZKLFK LVDSSUR[LPDWHO\HTXDO WR(DUWK¶VHIIHFWLYHHPLVVLRQ
temperature (Te §. 
SOCRATES is able to account for multiple aerosol types in a single atmospheric 
layer. Let l and ql denote the index and mass mixing ratio respectively for an 
individual aerosol type. Then the combined aerosol optical parameters (ks
aero, ke
aero, 
gaero) follow from combining the individual aerosol optical parameters and weighting 
by the aerosol mass mixing ratio (Eq. 3.16). SOCRATES accounts for hygroscopic 
aerosol by calculating the layer-mean relative humidity and then interpolating the 
optical parameters from a prescribed lookup table. 
 
(3.16a) 
(3.16b) 
(3.16c) 
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3.4. &RPSDULVRQRI62&5$7(6ZLWK5XVVHOO¶VPRGHO 
As a preliminar\H[HUFLVHZHFRPSDUH5XVVHOO¶VPRGHOIRUWKH6:UDGLDWLYHIRUFLQJ
of an aerosol layer with SOCRATES for an equivalent scenario. For SOCRATES, we 
use a mid-latitude atmospheric column (see Section 3.5.2) and prescribe a uniform 
aerosol mass mixing ratio between 15-20 km altitude such that the total aerosol 
optical depth is 0.1. Optical parameters for SO4, TiO2 and BC are determined using 
the method outlined in Section 2.3.6 for 6 wavebands in the SW spectrum and 
assuming a lognormal distribution with rm = 0.1 µm and ı  )RU5XVVHOO¶VPRGHO
we only account for the SW absorption by O3 in the parameterisation of atmospheric 
transmission (i.e. T2 in Eq. 2.32), and we use an O3 column burden of 0.4 cm
-1. 
Figure 3.3 shows the SW radiative forcing as a function of solar zenith angle for 
5XVVHOO¶V PRGHO DQG 62&5$7(6 DVVXPLQJ FOHDU-VN\ FRQGLWLRQV 5XVVHOO¶V PRGHO
underestimates the negative radiative forcing induced by the SO4 and TiO2 over low-
 
Figure 3.3 TOA radiative forcing for a ɒ = 0.1 aerosol layer calculated using 
5XVVHOO¶VPRGHO(TDQG62&5$7(6ZLWKDW\SLFDOPLG-latitude clear-sky 
atmospheric column and a lower stratospheric (15-20 km altitude) aerosol layer 
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albedo surfaces at small zenith angles, and gives a positive radiative forcing at mid-
range zenith angles (µ0 §RYHUKLJK-albedo surfaces, where SOCRATES gives a 
positive radiative forcing (Fig. 3.3a,b). These differences might have been reduced 
KDG ZH DFFRXQWHG IRU WKH VSHFWUDO GLVWULEXWLRQ RI RSWLFDO FRHIILFLHQWV LQ 5XVVHOO¶V
model, rather than specifying a single optical coefficient to represent the entire SW 
spectrum (Section 2.4.6). Boucher et al. (1998) and Russell et al. (1997) have 
compared simple and detailed SW radiative transfer models in some detail. 
 
3.5. Development of a model atmosphere 
3.5.1. Background 
To assess the annual and seasonal radiative effects of a global aerosol layer in 
detail, it is necessary to develop a background global atmosphere that sufficiently 
UHSUHVHQWV (DUWK¶V DWPRVSKHUH :H OLPLW WKH VFRSH RI WKLV H[HUFLVH WR WKH
development of a zonal-mean model atmosphere that is acceptably representative of 
(DUWK¶VDWPRVSKHUH)LJXUH VKRZVDVFKHPDWLFRI WKHDWPRVSKHULFJULGZKHUH
we have chosen (horizontal) latitude increments of 10o from 90oS to 90oN. Aerosol 
and gaseous mass mixing ratios, cloud properties and water vapour mass mixing 
ratios are all defined on layers and are assumed uniform across each grid-cell. We 
derive suitable values for the zonal-mean surface albedo as a function of latitude 
from the literature. Additionally, we will consider the monthly variations of the solar 
zenith angle as a function of latitude. 
 
 
Figure 3.4 Schematic of a zonal-mean global atmosphere grid with horizontal increments 
of 10o latitude. P and T on the vertical axes refer to the atmospheric pressure and 
temperature respectively 
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3.5.2. Temperature, pressure, water vapour, and ozone 
 
The offline SOCRATES code comes provisionally equipped with standard 
atmospheric profiles from McClatchey et al. (1972). Single column profiles are 
provided for the tropics (TRO), the mid-latitude region for winter and summer (MLW 
and MLS respectively), and the sub-Arctic region for winter and summer. Each 
profile includes the temperature (T), pressure (P), water vapour mass mixing ratio 
(qH2O) and O3 mass mixing ratio (qO3) on 1 km levels from the surface to 25 km 
altitude, then on 5 km levels from 25 km to 50 km altitude, and finally evaluated at 70 
and 100 km altitudes. In total, therefore, each profile has 33 levels. We linearly 
interpolate T, qH2O, and qO3 with the logarithm of P to obtain values at the mid-points 
of layers.  
During the model-evaluation stage of this chapter (Section 3.5.7), we found that the 
McClatchey sub-Arctic profiles do not provide a good representation of the high 
latitude climates. Therefore, we instead use ERA-Interim (ERA-I) data, averaged 
over the period 1979-2015 and interpolated onto the McClatchey pressure grid, for 
the high latitudes in our model atmosphere [Dee et al., 2011]. Specifically, we have 
created single-column profiles for the South Polar Region (60oS-90oS) summer and 
winter (SPS and SPW), and for the North Polar Region (60oN-90oN) summer and 
winter (NPS and NPW). Table 3.2 shows the atmospheric profiles designated for 
each month and latitude and Fig. 3.5 shows the vertical profiles of T, qH2O, and qO3.  
 
Figure 3.5 Atmospheric single-column profiles for the tropics (TRO), mid-latitude 
region summer and winter (MLS, MLW), and North/South Polar region summer and 
winter (NPS, NPW, SPS, SPW) from McClatchey et al. (1972) and ERA-I [Dee et al., 
2011] 
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Latitude 
ĺ 
0RQWKĻ 
85S, 75S, 
65S 
55S, 45S, 
35S 
25S, 15S, 
5S 
5N, 15N, 
25N 
35N, 45N, 
55N 
65N, 75N, 
85N 
JAN-MAR SPS* MLS TRO TRO MLW NPW* 
APR-JUN SPW* MLW TRO TRO MLS NPS* 
JUL-SEP SPW* MLW TRO TRO MLS NPS* 
OCT-DEC SPS* MLS TRO TRO MLW NPW* 
Table 3.2 The atmospheric profiles designated for each season and latitude band.  
* indicates the data is from ERA-I 
 
 
3.5.3. Atmospheric gases 
SOCRATES uses mass mixing ratios (q) as input for gases and aerosols. However, 
atmospheric gases are often expressed in terms of a molar mixing ratio with respect 
to dry air (mol mol-1). The observed global-mean molar mixing ratios of the long-lived 
GHGs CO2, CH4 and N2O in the year 2000 were 3.69×10
-4, 1.75×10-6, and 3.16×10-7 
mol mol-1 respectively8. The atmosphere also contains various halocarbon gases 
which are primarily of anthropogenic origin. It is common practice to subsume all 
CFC gases into a CFC-12 equivalent quantity (CFC-12eq), and all hydrofluorocarbon 
(HFC) gases into a HFC-134A equivalent quantity (HFC-134Aeq). The molar mixing 
ratios of CFC-12eq and HFC-134Aeq in the year 2000 were 9.99×10-10 and 
8.09×10-11 mol mol-1. Mass mixing ratios can be determined from the product of the 
PRODUPL[LQJUDWLRDQGWKHUDWLRRIWKHJDV¶PRODUPDVVWRWKHPRODUPDVVRIGU\DLU
(28.964 g mol-1). Hence, mass mixing ratios for CO2, CH4, N2O, CFC-12eq, and 
HFC-134Aeq in the year 2000 were 5.6×10-4, 9.67×10-7, 4.8×10-7, 4.17×10-9, and 
2.85×10-10 kg kg-1 respectively. The mass mixing ratio of oxygen (O2) is 0.2314. We 
apply these mass mixing ratios uniformly in our model atmosphere. In the spectral 
files used for this work, CO2, O2, H2O and O3 absorb in the SW spectrum, while CO2, 
H2O, O3, CH4, N2O, CFC-12 and HFC-134A absorb in the LW spectrum. 
3.5.4. Surface albedo 
We use the zonal-mean surface albedo (Rs) model of Donohoe and Battisti (2011) 
(Fig 3.6). The global-mean Rs in this model is 0.14. Rs is highest at the poles due to 
the prevalence of sea ice and ice sheets at high latitudes. In the tropics, Rs is much 
lower  (Rs < 0.1) due  to the  significant  oceanic  surface area.  We  have  made the 
                                                 
8 Data from http://www.pik-potsdam.de/~mmalte/rcps/  
Chapter 3  Page | 113 
 
 
assumption that Rs is seasonally invariant here, which may be inappropriate at high 
latitudes due to the seasonality of sea ice. We have also made the assumption that 
Rs is spectrally invariant (i.e. Rs(ȜŁRs). Varotsos et al. (2014) found from airborne 
observations that water albedo decreases with wavelength in the solar spectrum, 
while sand albedo increases with wavelength in the solar spectrum. Therefore the 
use of a spectrally invariant Rs may also lead to inaccuracies in the calculated 
radiation field. 
3.5.5. Clouds 
SOCRATES includes a detailed cloud radiation scheme which is able to 
accommodate liquid, ice, and mixed phase clouds. Therefore, it is judicious to 
represent the cloud phase when creating a zonal-mean cloud distribution. For this 
work, we use a subset of the ERA-I reanalysis data to develop a cloud distribution 
[Dee et al., 2011]. Specifically, we use the ERA-I cloud fractional cover (CLFR), ice 
water content (IWC), and liquid water content (LWC) for the period December 1994 
to November 1999, averaged over the December-February (DJF), March-May 
(MAM), June-August (JJA), and September-November (SON) seasons. For the 
individual months in the model atmosphere, we use the appropriate seasonal cloud 
field (for instance, for January we use the DJF field). Figure 3.7 shows the gridded 
seasonal cloud data. The low temperatures at high tropospheric altitudes provide a 
limit to the LWC above 5 km altitude (Fig. 3.7e-h). In the upper troposphere, clouds 
are instead predominantly composed of ice crystals. The highest cloud layer is in the 
tropics, while a persistent cloud layer exists near the surface at high latitudes. 
 
Figure 3.6 Zonal-mean surface albedos from Donohoe and Battisti (2011) 
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Figure 3.7 Seasonally-averaged zonal-mean cloud distributions from ERA-I (Dec 1994 ± Nov 
1999). (a-d) cloud fraction, (e-h) cloud liquid water content (106 kg per kg of dry air), (i-l) cloud 
ice water content (106 kg per kg of dry air) 
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3.5.6. Solar zenith angle 
In order to calculate the SW radiative fluxes for each season and latitude it is 
necessary to determine the monthly-mean daytime solar zenith angles ș0 and the 
daylength D (i.e. the time interval between sunrise and sunset). Let n    « 
denote the month index, where for January we let n = 1. Then the solar declination 
DQJOHǻLQXQLWUDGLDQVFDQEHGHWHUPLQHGIURP(T 
 
The solar declination angle is at a minimum and maximum during the summer and 
winter solstices respectively. Now, let t = 0, ..., 23 denote the time lapse in unit hours 
relative to the solar noon. Then the hour angle can be determined from Eq. 3.18. 
 
Finally, the solar zenith angle as a function of hour angle, latitude (ɗ, in radians), and 
month can be determined from Eq. 3.19. 
 
The monthly-mean daylength D in unit hours can be obtained by multiplying the hour 
angle at sunrise (h*) by 24/Ɏ (Eq. 3.20). 
 
We require ș0 at regular time intervals during daytime hours (ș0 < 90o) for each 
latitude and month. It is therefore necessary to choose suitable daytime hour angles 
at which to calculate ș0. We choose hour angle increments of h*/6 and define hday = 
{-h*, -h*+h*« h*}, which equates to 13 time-steps. The daytime ș0 follow from 
substituting hday for h in Eq. 3.19. 
 
 
 
(3.17) 
(3.18) 
(3.19) 
(3.20) 
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3.5.7. Evaluation of the model atmosphere 
3.5.7.1.    Model configuration 
It is important to evaluate the radiative fluxes in the model atmosphere before 
assessing stratospheric aerosol layers, in order to gain confidence in our model. It is 
firstly necessary to specify a microphysical cloud representation. For this 
investigation, we prescribe constant liquid cloud droplet and ice crystal effective radii 
of 6 µm and 30 µm respectively [Manners et al., 2016]. Additionally, we use 
62&5$7(6¶V OLTXLG GURSOHW DQG LFH FU\VWDO W\SHV  DQG  ZKLFK Uelate the cloud 
optical coefficients to the effective radius using a Padé approximation with thin 
averaging for liquid droplets, and a parameterisation following Baran et al. (2001) for 
the ice crystals [Edwards and Slingo, 1996]. For this investigation, we uniformly 
apply Ɂ-rescaling and we represent the vertical cloud distribution using the maximum 
random overlap option [see Manners et al., 2016, for details]. All of these options are 
the default values for SOCRATES when coupled to the Met Office Unified Model 
(MetUM), which provides the motivation for their use in this work [e.g. Johns et al., 
1997]. However, it is important to note the simplicity of this treatment of cloud 
microphysics ± in reality cloud effective radii vary spatiotemporally; clouds can be 
decomposed into stratiform and convective types (depending on how they are 
formed); and the use of thin averaging for water droplets assumes an optically thin 
cloud which is often not the case. Additionally SOCRATES does not delineate 
between cloud types when implementing the cloud-overlap scheme and the choice 
of maximum random overlap will affect the radiative fluxes between successive 
model levels. All of these choices will affect the cloud radiative properties. Finally, 
the ERA-I LWC and IWC data are provided as grid box mean values, whereas 
SOCRATES requires in-cloud mean values. Therefore, we must divide the LWC and 
IWC by the CLFR before inputting to the radiation code. 
Using the zonal-mean model atmosphere with no aerosol representation, we now 
use SOCRATES to calculate the SW and LW radiative fluxes at every altitude, 
latitude (ɗ), month (n), and monthly-mean daytime solar zenith angle (ș0) for the 
case of cloudy and clear skies. For SW radiation, we use a 6-waveband spectral file 
WKDWVSDQVȜP)RU/: radiation, we use a 9 waveband spectral file that 
VSDQVPȜFP7KHVHVSHFWUDOILOHVDUHWKHGHIDXOWVSHFWUDOILOHVXVHGE\WKH
operational MetUM. The cloud SW radiative effect CRESW(ɗ,n,ș0) and LW radiative 
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effect CRELW(ɗ,n,ș0) are obtained from the difference in outgoing SW and LW 
radiative fluxes, respectively, at the top of the atmosphere between the cloudy and 
clear-sky scenarios. To obtain the monthly-mean CRESW (where we have used a 
single day to represent average monthly conditions), we must integrate the daytime 
CRESW over the 24 hour day (Eq. 3.21). 
 
In Eq. 3.21, ș0,1= ș0,13 is the greatest daytime solar zenith angle (i.e. equal to 90o for 
all low and mid latitudes throughout the year) and ș0,7 is the noon-time solar zenith 
angle. LW emission is independent of ș0; therefore we only need to calculate CRELW 
once for each month. For simplicity, we assume all months are of equal length, and 
therefore the annual-mean CRE is the average of the monthly-means (Eq 3.22).  
 
In Eq. 3.22, CRE may refer to either CRESW or CRELW. Finally, to obtain the global 
and annual-mean cloud radiative effect, we weight the zonal-mean CRE by the 
IUDFWLRQRI(DUWK¶VWRWDOVXUIDFHDUHDZLWKLQWKHUHVSHFWLYHODWLWXGH-bands (Eq. 3.23). 
 
3.5.7.2.    Cloud radiative effect and TOA radiation 
We now compare the annual-mean radiative fluxes in the model atmosphere to 
observations. Table 3.3 shows the global and annual-mean CRE and TOA radiative 
fluxes for the model and from satellite observations. To test the sensitivity of the 
model to changes in cloud cover, we have also calculated the radiative quantities for 
VFHQDULRVLQZKLFKWKH&/)5LVXQLIRUPO\PXOWLSOLHGE\DQGµ&/)5î¶DQG
µ&/)5î¶UHVSHFWLYHO\ whilst all other factors, including the in-cloud LWC and IWC, 
are held constant. The CRESW and CRELW observations are from the Clouds and the 
Earth's Radiant Energy System (CERES) dataset averaged over the years 2001-
2007 [Allan et al., 2011], while the TOA radiative flux observations are taken from 
(3.21) 
(3.23) 
(3.22) 
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Trenberth et al. (2009). ,WLVFOHDUWKDWWKHµ&/)5î¶PRGHOSURYLGHVWKHEHVWILWWR
the CRE observations,  whilst  µ&/)5 î ¶  provides  the  best  fit  to the  TOA  
radiative  flux observations.  
[Wm-2] Clear sky Model CLFR × 1.5 CLFR × 2 Observations 
CRESW N/A -30 -44 -58 -47 
CRELW N/A 17 25 33 28 
CRESW + CRELW N/A -13 -19 -25 -19 
TOA 6:Ļ 339 339 339 339 341 
72$6:Ĺ 48 78 91 106 102 
72$/:Ĺ 261 244 235 227 239 
 
Table 3.3 Global and annual-mean cloud radiative effects and TOA radiative fluxes 
for clear sky conditions, cloudy skies, and from observations. CRESW and CRELW 
observations are from Allan et al. (2011) and TOA fluxes are from Trenberth et al. 
(2009) 
 
Figure 3.8a shows the annual-mean CRE IRUWKHµCLFR î¶PRGHODQGIRU&(5(6
REVHUYDWLRQV DV D IXQFWLRQ RI ODWLWXGH ,W LV FOHDU WKDW µCLFR î ¶ DGHTXDWHO\
captures the spatial distribution of CRE, with a peak negative CRESW at ~60
oS and 
peak CRELW over the equator and at 60
oS/N. Figure 3.8b shows the annual-mean 
all-sky incoming SW radiation and outgoing SW and LW radiation as a function of 
latitude for µCLFR î¶and CERES observations. The model proficiently captures 
the spatial distribution of outgoing SW and LW radiation. Figure 3.8c shows the 
annual-mean all-sky (ALL) and clear-sky (CLR) downward SW and LW fluxes at the 
surface. Again, the model proficiently captures the radiative fluxes in the tropics and 
mid-latitudes. However, in the SH at high latitudes, significantly more LW radiation is 
reaching the surface in the model (~200 Wm-2) than in the observations (~100 
Wm-2). This indicates that we should treat results from the model at high latitudes 
ZLWK D GHJUHH RI FDXWLRQ +RZHYHU DV RQO\ a  RI (DUWK¶V VXUIDFH DUHD LV
contained at latitudes > 60o, the global-mean values should be adequately 
represented by the µCLFR î¶model. We will therefore adopt µCLFR × ¶DVWKH
background model atmosphere. We recognise that the use of zonal-mean profiles 
such as those presented in this work ignore certain specific correlations that may 
influence the TOA radiative fluxes and cloud radiative effect. For example, cloud 
fraction is generally higher over oceanic areas where the supply of moisture from the 
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surface is more abundant than over land regions. Thus there will be higher cloud 
fractions over relatively dark surfaces and lower cloud fraction over relatively bright 
surfaces. Other factors will also impact on the fidelity of the results include e.g. 
land/ocean variations in column water vapour which affects the SW and LW radiation 
budget [Heng et al., 2014]. These kinds of correlations necessitate a pragmatic 
approach where we simply scale the cloud fraction in order that the zonal-model is 
reasonably representative of observations. 
3.6. Stratospheric aerosol layer radiative forcing 
The purpose of Section 3.5 was to develop a model atmosphere which could be 
used to investigate the radiative effects of various stratospheric aerosol layers. We 
will now combine a realistic representation of a stratospheric aerosol layer with the 
reasonably representative model atmosphere to evaluate the radiative flux changes 
induced by various stratospheric aerosols. Note that, for simplicity, we do not include 
tropospheric aerosol or background stratospheric aerosol in our model.  
3.6.1.  A stratospheric aerosol layer model 
Firstly, it is necessary to specify realistic zonal and monthly-mean stratospheric 
aerosol fields. Our approach differs from Ferraro et al. (2011), who applied a 
globally-uniform aerosol layer between the tropopause and 22 km altitude. Instead, 
we use the difference of the zonal and monthly-mean volc2 and bgd SO4 fields from  
 
Figure 3.8 (a) TOA annual-mean cloud radiative effect for the µCLFR î¶PRGHOand 
CERES (2001-2007) observations, (b) TOA incoming and outgoing radiative fluxes, (c) 
downwelling radiative fluxes at the surface for all-sky (ALL) and clear-sky (CLR) conditions 
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Figure 3.9 Monthly and zonal-mean aerosol mass mixing ratios (MMR in 10-9 kg/kg) from 
Rasch et al. (2008a), normalised so that the global aerosol burden is 1 Tg 
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Rasch et al. (2008a) to obtain realistic stratospheric aerosol layers. volc2 is based on 
a constant 2 Tg[S] yr-1 injection scenario with a prescribed SO4 aerosol lognormal 
distribution with rm = 0.376 µm and ı = 1.25 µYROF¶ refers to the use of a post-
volcanic stratospheric aerosol size distribution and µ2¶ denotes the injection rate), and 
bgd (i.e. background) is the equivalent scenario with no geoengineering (i.e. with 
SO4 from other sources). In the volc2 simulation, SO2 was injected at a constant rate 
evenly between 10oS-10oN and in a 2 km thick region at 25 km altitude [Rasch et al., 
2008a]. The volc2 and bgd aerosol fields were provided to us in terms of zonal and 
monthly-mean aerosol surface-area concentrations SA (µm
-2 cm-3). To obtain mass-
mixing ratios (qA) from SA, we must use Eq. 3.24. 
 
In Eq. 3.24, ȡs is the aerosol density (kg m-3), ȡair is the atmospheric density (kg m-3), 
and re (m) is the effective radius of the aerosol size distribution [Stenchikov et al., 
1998]. For the volc2 size distribution, the effective radius is 4.3×10-7 m and we 
assume ȡs = 1769 kg m-3 for SO4. In order to obtain ȡair, we must apply the ideal gas 
law to the temperatures and pressures from the appropriate atmospheric profile for 
each month and latitude band (Table 3.2). After calculating qA for volc2 and bgd, we 
then subtract the bgd qA from the volc2 qA to obtain the desired stratospheric aerosol 
profiles. The volc2-bgd global stratospheric aerosol burden is found to be 
approximately 22 Tg. Figure 3.9 shows the gridded monthly volc2-bgd aerosol mass 
mixing ratios normalised such that the global atmospheric aerosol burden is 1 Tg. A 
persistent tropical aerosol reservoir is clearly present, which may be due to the 
tropical SO2 injection design employed by Rasch et al. (2008a). The stratospheric 
aerosol is contained within a ~20 km vertical layer above the tropopause for all 
latitudes and months. 
 
3.6.2. Radiative forcing definitions 
7KHµDGMXVWHGUDGLDWLYHIRUFLQJ¶ARF) was defined in Section 1.1.3 as the change in 
net downwelling radiation at the tropopause induced by a climate forcing agent, after 
allowing for stratospheric temperature adjustment [Myhre et al., 2013]. The 
µLQVWDQWDQHRXVUDGLDWLYHIRUFLQJ¶IRF) is defined as the change in net radiation at the  
(3.24) 
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tropopause without stratospheric temperature adjustment. The purpose of calculating 
the RF derives from the fact that climate change is a direct consequence of energy 
changes in the atmosphere. In equilibrium climate model studies, the change in 
GMST ǻT) following the addition of a forcing agent can be related to the RF E\ǻT = 
Ȝ×RF, where Ȝ is the climate sensitivity parameter (K / Wm-2). The ARF metric has a 
sWURQJHUOLQHDUUHODWLRQVKLSZLWKǻT than the IRF as the troposphere and stratosphere 
are only weakly coupled [Mhyre et al., 2013]. ARF and IRF are both historical 
FRQFHSWV DQG KDYH JHQHUDOO\ EHHQ VXSHUVHGHG E\ WKH µHIIHFWLYH UDGLDWLYH IRUFLQJ¶
(ERF) which also accounts for rapid tropospheric adjustments. Aerosol radiative 
effects can be further grouped into direct aerosol-radiation interactions (ari) and 
indirect aerosol-cloud interactions (aci). In this section, we will evaluate the IRFari 
(i.e. the instantaneous radiative forcing for an aerosol layer, evaluated at the 
tropopause) as our background atmosphere is fixed. Additionally, we will evaluate 
the annual-mean net radiation changes at the surface and TOA. In order to evaluate 
IRFari, it is necessary to specify a zonal-mean tropopause model. We use the JJA 
(Jan-Aug) and DJFM (Dec-Mar) zonal-mean tropopause heights from Wilcox et al. 
(2012) which were derived from ERA-I dataset for the period 1989-2007. We use the 
JJA tropopause for the Apr-Sep months and the DJFM tropopause for the Oct-Nov 
months (Fig. 3.10). 
 
 
 
Figure 3.10 Zonal-mean tropopause pressure for (a) October-March and (b) April-
September seasons. Values are from Wilcox et al. (2012) based on ERA-I data 
Chapter 3  Page | 123 
 
3.6.3. Aerosol microphysical properties 
We are interested in the SAI candidate aerosols SO4, TiO2, and BC in this thesis. 
Refractive indices and densities for these aerosols were given in Section 2.3.6. To 
assess the importance of aerosol size on IRFari, two lognormal size distributions will 
be investigated for each aerosol: a LARGE particle mode with rm = 0.376 µm and ı= 
1.25 and a SMALL particle mode with rm = 0.05 µm and ı = 2.03. These size 
distributions are the volcanic (volc2) and background aerosol distributions of Rasch 
et al. (2008a). Although Rasch et al. (2008) derived these distributions from SO4 
observations, the SMALL size distribution is similar to the optimised TiO2 distribution 
of Pope et al. (2012) (i.e. rm = 0.045 µm and ı= 1.8). The applicability of assuming 
spherical particles for the solid aerosols BC and TiO2 is questionable due to their 
tendency to form long-chain agglomerates in the atmosphere [Dykema et al., 2016], 
 
Figure 3.11 Aerosol optical properties for (a,c,e) SMALL and (b,d,f) LARGE size-
distributions as a function of wavelength. Points are plotted at the middle of each 
waveband, as detailed in Bellouin et al. (2007) 
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which will be discussed more in Chapter 4. Additionally, the use of a uni-modal size 
distribution is a simplification ± in reality atmospheric aerosols exist in various size 
modes depending their age and composition (Section 2.1). We use a uni-modal size 
distribution in this work to reflect the dominant stratospheric aerosol size mode in 
terms of radiative interactions for background and post-volcanic conditions [Rasch et 
al., 2008]. Figure 3.11 shows the specific absorption and scattering coefficients for 
the SMALL and LARGE size modes. It is clear the SW coefficients are more 
sensitive than the LW coefficients to the change in aerosol size. 
 
 
 
Figure 3.12 Annual-mean net IRF at the (a-c) TOA, (d-f) tropopause (TROP), and 
(g-i) surface (SURF) for SMALL/LARGE SO4, BC, and TiO2 as a function of latitude 
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3.6.4. Instantaneous radiative forcing 
To assess the radiative effects of various aerosol layers, we adopt the approach of 
Ferraro et al. (2011) and  prescribe  an  aerosol  mass  burden such that the annual- 
mean net (SW+LW) IRFari at the tropopause is -3.5 Wm-2 for each aerosol type and 
size mode. To achieve this, we firstly calculated the IRFari for a global aerosol mass 
burden of 1 Tg (i.e. Fig. 3.9) using the same approach as for the CRE (Eqs 3.21-
3.23) but with the CRE replaced with the net downwelling radiation difference 
between the scenarios with and without the aerosol layer. This double call to the 
radiation code is a commonly used approach to calculate RF. After calculating 
IRFari(1Tg), we assumed that the IRFari is a linear function of aerosol mass burden 
and hence derived a new estimate for the aerosol mass burden using 1 Tg × -3.5 
Wm-2 ÷ IRFari(1Tg). Figure 3.12 shows the annual-mean radiative forcing evaluated 
at the TOA, the tropopause (i.e. the IRFari), and the surface, given a global and 
annual-mean net IRFari of -3.5 Wm-2. SO4 induces the greatest LW IRFari (Fig. 
3.12d), and hence the SO4 SW IRFari must also be greater than for BC and TiO2 to 
produce an equal net IRFari. The BC SW RF at the TOA is positive (Fig. 3.12b) while 
the BC SW IRFari is negative (Fig. 3.12e), which suggests that the stratosphere in 
that scenario is absorbing SW radiation. The TiO2 TOA SW anomaly is also less than 
the TiO2 SW IRFari, which also suggests that the stratosphere in that scenario is 
predominantly absorbing SW radiation.  
Figure 3.13 shows the annual-PHDQDHURVRORSWLFDOGHSWKDQRPDO\ǻɒ) evaluated at 
wavelength Ȝ = 550 nm. Although the aerosol mass-mixing ratio is largest in the 
 
 Figure 3.13 Annual-mean 550nm aerosol optical depth required for a net IRFari of -
3.5 Wm-2 
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tropics (Fig. 3.9), the ȟɒ peaks at high latitudes. The ȟɒ pattern closely matches the 
IRFari pattern in Fig. 3.12 except at high latitudes where there is much less sunlight 
incident at the TOA (Fig. 3.8b), hence the IRFari here is at a minimum. Table 3.4 
shows the ȟɒ, aerosol mass burden, and global and annual-mean SW and LW 
IRFari. The SO4 mass burden required to produce a net IRFari of -3.5 Wm
-2 is much 
greater than the TiO2 and BC mass burdens [Ferraro et al., 2011]. Interestingly, the 
mass burden and LW IRFari for LARGE SO4 are both less than for SMALL SO4. This 
result is counterintuitive as smaller aerosols reflect SW radiation more effectively 
than larger aerosols (Section 2.3.5) and therefore less mass should be needed for 
an equal radiative effect, while larger aerosols absorb more effectively in the LW 
spectrum. Table 3.4 suggests that the LARGE SO4 distribution is a more optimal 
aerosol than SMALL SO4 for SAI. The opposite is true for BC and TiO2, in which the 
SMALL modes require less mass and induce less LW IRFari than the LARGE 
modes. 
Aerosol Size mode ȟɒ (550nm) Mass burden (Tg) SW IRFari (Wm-2) LW IRFari (Wm-2) 
SO4 
SMALL 0.15 27 -4.27 0.79 
LARGE 0.17 23.6 -4.19 0.71 
BC 
SMALL 0.019 1.1 -3.58 0.07 
LARGE 0.016 1.8 -3.64 0.13 
TiO2 
SMALL 0.046 7.9 -3.68 0.19 
LARGE 0.032 14.8 -3.86 0.36 
 
Table 3.4 Global-mean 550nm aerosol optical depth anomaly, aerosol mass burden, 
and SW/LW net radiation changes at the tropopause for each aerosol and size mode  
 
 
3.6.5. Adjusted radiative forcing 
3.6.5.1.    A fixed dynamical heating model 
In Section 3.6.2, we noted that the GMST response to an imposed radiative forcing 
exhibits a stronger linear relationship with the ARF than with the IRF as the 
troposphere and stratosphere are weakly coupled. The ARF differs from the IRF by 
accounting for stratospheric temperature adjustment. As the SW IRFari for TiO2 and 
BC are significantly different to the respective SW perturbations at the TOA (Fig. 
3.12), stratospheric temperature changes are likely to be important in these 
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scenarios. Therefore, it is instructive to evaluate the stratospheric temperature 
changes, and furthermore the ARFari, for these scenarios in order to predict the 
climate response. A simple method for determining stratospheric temperature 
adjustment is to use a Fixed Dynamical Heating (FDH) model, which assumes that 
heating rate perturbations are solely counterbalanced by radiative processes 
[Maycock et al., 2011]. Although FDH does not account for dynamical temperature 
changes, comparisons with GCMs have shown that FDH produces a qualitatively 
similar stratospheric temperature response [e.g. Gray et al., 2009]. 
The instantaneous SW and LW heating rates (Qs and Ql in Ks
-1) on model layers can 
be calculated from the net SW and LW radiation leaving the atmospheric layer 
(Wm-2) divided by the product of the column mass burden of the layer (kg m-2) and 
the specific heat capacity cp (J kg
-1 K-1). If an atmospheric layer experiences a net 
radiation gain then the corresponding heating rate will be positive. In a quasi-steady 
state, the SW and LW heating rates are balanced by dynamical heating rate (Qd 
such that Qs + Ql = -Qd). If a climate forcing agent is introduced to the atmosphere 
then the radiative heating rates will change (let Qs´ and Ql´ denote the perturbed 
heating rates). The FDH approach relates the temperature tendency to the perturbed 
heating rates. Specifically, we will assume that Qd remains unchanged, we let T0 
denote the original temperature and we let T denote the adjusted temperature. Then 
the atmospheric temperature tendency (dT/dt) can be related to the heating rates 
according to Eq. 3.25 [Forster and Shine, 1997]. 
 
The FDH approach incrementally advances Eq. 3.25 in time (Eq. 3.26), until the 
perturbed heating rates (Qs´ + Ql´) are balanced by the dynamical heating rate (Qs + 
Ql).  
 
The FDH code used for this investigation is based on the model developed by 
Forster and Shine (1997), which has subsequently been used by Maycock et al. 
(2011), Ferraro et al. (2011) and others. In this model, temperature changes are only 
DSSOLHGDERYHDVSHFLILHGWURSRSDXVHOHYHODQGDFRQVWDQWWLPHLQFUHPHQWRIǻt = 6 
(3.25) 
(3.26) 
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KU LVXVHG7HPSHUDWXUHVDUHDVVXPHGHTXLOLEUDWHGZKHQ_ǻT| = |T(t ǻt) ± T(t)| < 
0.001 K. We evaluate the stratospheric temperature adjustment for each month and 
latitude. The SW heating rates are calculated for each daytime solar zenith angle 
and then integrated over a month using an equivalent formula to Eq. 3.21. The LW 
heating rates are determined for a single daytime solar zenith angle in similar fashion 
to the CRELW in Section 3.5.7. The unperturbed heating rates (Qs and Ql) are firstly 
determined for the background atmosphere on model layers. Heating rates are then 
linearly interpolated onto model levels using the logarithm of atmospheric pressure. 
The perturbed SW heating rates (Qs´) are not sensitive to atmospheric temperature 
changes and therefore we only need to calculate the monthly-mean Qs´ once for 
each atmospheric column. The perturbed LW heating rates (Ql´) are sensitive to 
atmospheric temperature changes and must be re-calculated at each timestep (Eq. 
3.26).  
3.6.5.2.    Aerosol-induced stratospheric temperature changes 
Figures 3.14-3.16 show the DJF and JJA seasonal-mean temperature anomalies for 
SMALL and LARGE mode (3.14) SO4, (3.15) TiO2, and (3.16) BC. These figures can 
be compared to Fig. 2 of Ferraro et al. 2XUZRUNGLIIHUVIURP)HUUDUR¶VDVZH
have used a different aerosol layer representation, aerosol size distributions, and 
background climatology. Nevertheless, the stratospheric temperature changes in our 
work are qualitatively similar to those of Ferraro. In particular, we find a peak 
warming in the lower tropical stratosphere for all aerosols and both seasons. In the 
case of SO4, this is primarily induced by terrestrial LW absorption and then minimal 
LW emission to space from the cold tropical tropopause layer (i.e. a LW flux 
convergence) [Ferraro et al., 2011]. BC and TiO2 both exhibit strong stratospheric 
warming in the summer hemisphere (Figs 3.15-3.16), which results from the 
absorption of solar radiation within the aerosol layer. BC exhibits a much greater 
maximum stratospheric warming (25.6 / 24.6 K for SMALL / LARGE) than either SO4 
(3.7 / 3.4 K) or TiO2 (4.8 / 3.8 K), which is due to its greater SW absorption 
coefficient (Fig. 3.11). Note that the colour bar ranges in Figs 3.14-3.16 vary due to 
the significantly greater stratospheric heating in the BC scenario (Fig. 3.15) than in 
the SO4 and TiO2 scenarios (Figs 3.14 and 3.16). 
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Figure 3.14 (a,b) December-February (DJF) and (c,d) June-August (JJA) stratospheric 
temperature adjustment for SMALL/LARGE mode SO4 
 
Figure 3.15 The same as Fig. 3.14 but for BC 
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 TROP RF (Wm-2) TOA RF (Wm-2) 
Aerosol Size SW LW NET SW LW NET 
IRFari 
SO4 
SMALL -4.3 +0.8 -3.5 -4.2 +1.4 -2.8 
LARGE -4.2 +0.7 -3.5 -4.2 +1.3 -2.9 
BC 
SMALL -3.6 +0.1 -3.5 +3.2 +0.1 +3.3 
LARGE -3.6 +0.1 -3.5 +2.9 +0.2 +3.1 
TiO2 
SMALL -3.7 +0.2 -3.5 -2.6 +0.2 -2.4 
LARGE -3.9 +0.4 -3.5 -3 +0.3 -2.6 
ARFari 
SO4 
SMALL -4.3 +1.1 -3.2 -4.2 +1 -3.2 
LARGE -4.2 +0.9 -3.2 -4.2 +0.9 -3.2 
BC 
SMALL -3.6 +2.4 -1.2 +3.2 -4.3 -1.1 
LARGE -3.6 +2.4 -1.3 +2.9 -4.1 -1.2 
TiO2 
SMALL -3.7 +0.6 -3.1 -2.6 -0.5 -3.1 
LARGE -3.9 +0.7 -3.2 -3 -0.2 -3.2 
 
Table 3.5 Annual and global-mean radiative forcing at the tropopause (TROP) and 
TOA before and after accounting for stratospheric temperature adjustment (IRF and 
ARF respectively)  
 
Figure 3.16 The same as Fig. 3.14 but for TiO2 
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Table 3.5 shows the annual and global-mean net radiation changes at the 
tropopause (TROP) and TOA, before and after accounting for stratospheric 
temperature adjustment (IRFari and ARFari respectively). It is clear that the effect of 
stratospheric temperature adjustment is to equilibrate the radiative fluxes at the 
tropopause (TROP) and the TOA. The resultant ARFari for BC (-1.2 Wm-2) is smaller 
than for SO4 or TiO2 (-3.2 Wm
-2) as the stratospheric temperature changes are much 
greater for BC (Fig. 3.14). Figure 3.17 shows the annual-mean net radiation changes 
at the TOA, TROP and SURF as a function of latitude when stratospheric 
temperature adjustment is accounted for. The stratospheric warming in the BC 
scenario results in a positive TROP ARFari at high latitudes. For SO4 and TiO2, the 
 
Figure 3.17 Annual-mean ARF at the TOA, tropopause (TROP) and surface (SURF) 
for SMALL/LARGE SO4, BC, and TiO2 after stratospheric temperature adjustment 
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spatial distribution of ARFari is similar to the IRFari (Fig 3.12). It is clear that for a 
light-absorbing aerosol such as BC, the IRFari is not a useful proxy for the ARFari. 
Hansen et al. (1997) found a similar result for stratospheric O3 changes. As the 
ARFari  is  linearly  proportional to GMST  response it follows that,  for an  equivalent 
IRFari, BC would produce the least surface temperature change of the aerosols 
assessed here. 
 
3.7. Diffuse radiation at the surface 
Vegetation requires sunlight for photosynthesis; therefore, the distribution of sunlight 
RYHU(DUWK¶VVXUIDFHLVRIYLWDOLPSRUWDQFHIRUWKHUHJXODWLRQRIOLIH'LIIXVHVXQOLJKWLV
able to penetrate deeper into plant canopies than direct sunlight; therefore plant 
canopies as a whole use diffuse sunlight more efficiently than direct sunlight [Gu et 
al., 2003]. However, the total intensity of sunlight at the surface is diminished by a 
scattering atmosphere. Therefore photosynthesis may either be enhanced by the 
presence of stratospheric aerosol due to elevated diffuse radiation, or diminished 
due to reduced sunlight intensity. Plant photosynthesis results in the conversion of 
atmospheric CO2 into biomass, therefore the atmospheric CO2 concentration is 
sensitive to changes in photosynthetic activity. 
Atmospheric aerosols scatter radiation into the forward and backward directions, and 
thereby increase the diffuse/direct ratio at the surface [Kalidindi et al., 2015]. 
Mercado et al. (2009) showed that the global land carbon sink was enhanced over 
the period 1960-1999 due to an enhanced diffuse fertilisation effect caused by 
aerosol and cloud changes. Gu et al. (2003) investigated the diffuse fertilisation 
effect for a single deciduous forest following the 1991 Mt. Pinatubo eruption, finding 
that the Pinatubo aerosol enhanced the clear-sky noon-time photosynthesis rates in 
1992 by 23% relative to background levels. Kalidindi et al. (2015) used a GCM to 
assess the diffuse and direct sunlight changes at the surface for an SAI scenario 
with a 20 Tg[SO4] stratospheric aerosol layer. They found global-mean diffuse and 
direct anomalies at the surface of +10 and -12 Wm-2 respectively; and that the 
diffuse fertilisation effect was completely offset by the reduced direct sunlight at the 
surface. Figure 3.18 shows the annual-mean direct, diffuse and net (direct+diffuse) 
solar radiation anomalies at the surface for our model, and the diffuse/direct ratio for 
HDFK DHURVRO W\SHVL]H DQG IRU WKH EDFNJURXQG DWPRVSKHUH µ%*'¶ 7KH JOREDO-
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mean diffuse and direct radiation anomalies at the surface for the SO4 LARGE 
scenario are +9.4 and -13 Wm-2 respectively, which are comparable to Kalidindi et al. 
(2015). SO4 clearly produces the largest diffuse and direct changes at the surface 
(per equivalent IRFari) of the aerosols considered here, and the SO4 diffuse/direct 
ratio is most enhanced at high latitudes. The diffuse radiation anomaly at the surface 
for BC is minimal, which suggests that BC would not induce a strong diffuse 
fertilisation effect. Note that the model employed here does not allow for changes to 
cloud properties, which would also alter the distribution of sunlight at the surface. 
Also the model does not account for changes to humidity, ozone, and gas / aerosol 
concentrations; nor does the model account for spatiotemporal heterogeneity in the 
stratospheric aerosol size distribution, all of which would affect the diffuse/direct 
ratio. 
3.8. Ultraviolet radiation at the surface 
3.8.1. Background 
The solar radiation spectrum can be divided into UV ȜPYLVLEOH
ȜPDQG LQIUD-UHG OLJKW Ȝ!P$SSUR[LPDWHO\RI WKH WRWDOVRODU
power at the top of the atmosphere is contained within the UV spectrum, 46% is in 
the visible spectrum and 46% is in the infra-red spectrum [Iqbal, 1983]. The UV 
spectrum can be further divided into UV-& ȜP89-% Ȝ
 
Figure 3.18 (a-c) Annual-mean changes to the downwelling direct and diffuse solar 
radiation at the surface as a function of latitude; (d-f) the ratio of diffuse to direct solar 
radiation 
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0.315 µm), and UV-$ȜPVXE-spectra. UV-C contains more energy 
per quanta than either UV-B or UV-A, but solar UV-C is almost completely absorbed 
by atmospheric O3, O2 DQGWUDFHJDVHVDQGWKXVYHU\ OLWWOHUHDFKHV(DUWK¶VVXUIDFH
[Casale et al., 2003]. In contrast, UV-%LVRQO\µVWURQJO\¶DEVRUEHGE\O3, while UV-A 
is weakly absorbed by O3 and thus readily transverses a cloud-free atmosphere. The 
distribution of UV radiation at the surface depends on the solar zenith angle, O3 
column burden, cloudiness, aerosol concentrations, and surface reflectivity 
[Sabziparvar et al., 1999]. The path-length through the stratospheric O3 layer is at a 
minimum for directly overhead sun, hence surface UV is more abundant at low 
latitudes than at high ODWLWXGHV>G¶2UD]LRet al., 2013].  
Although most of the UV that reaches the surface is in the UV-A spectrum, UV-B is 
far more environmentally damaging. The environmental consequences of increases 
in surface UV-B are far-reaching and include: increases in skin cancer incidence; 
ocular (eye) damage, damage to vegetation by plant DNA mutations, damage to 
outdoor materials, and changes to tropospheric photochemistry (such as enhanced 
smog formation) [Madronich et al., 1998]. Although enhanced UV-B exposure 
increases the risk of skin cancer, UV-B is also essential for vitamin D synthesis in 
humans. Vitamin D deficiency increases the risk of internal cancers, auto-immune 
diseases and psychiatric diseases [Williamson et al., 2014]. Therefore, changes in 
UV-B at the surface may act to promote and/or damage human health. The specific 
ULVNRIVXQEXUQHU\WKHPDRUVNLQFDQFHUGHSHQGVRQDQLQGLYLGXDO¶VVNLQ-pigment. 
Individuals with very fair skin (Fitzpatrick phototype I) are likely to experience 
erythema after receiving a UV-B dosage of 15-30 mJ/cm2, whereas for dark-skinned 
individuals (Fitzpatrick phototype VI,) the minimium UV-B dosage that causes 
erythema is 90-150 mJ/cm2 [d¶2UD]LRet al., 2013].  
Historical surface UV-B trends were closely aligned to contemporaneous 
atmospheric O3 changes [Madronich et al., 1998]. In a seminal paper, Molina and 
Rowland (1974) proposed that anthropogenic emissions of CFC gases would result 
in unprecedented stratospheric O3 depletion; which was later verified as manifest 
from Antarctic observations [Farman et al., 1985]. Subsequent concern over the 
consequences of O3 depletion (for instance, UV-B increases at the surface) resulted 
in thHVLJQLQJRIWKHµ0RQWUHDO3URWRFRORQ6XEVWDQFHVWKDW'HSOHWHWKH2]RQH/D\HU¶
in 1987; an international treaty to phase out emissions of CFCs and other O3 
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depleting substances (ODS). The Montreal Protocol has largely been successful at 
phasing out ODS emissions, and stratospheric O3 levels are predicted to return to 
1980s values between the years 2040 and 2060 [Eyring et al., 2010]. There is strong 
evidence to suggest that UV-%LUUDGLDQFHDW(DUWK¶VVXUIDFHKDVLQFUHDVHGLQUHFHQW
decades as a result of O3 depletion [McKenzie et al., 2007]. Consequently, surface 
UV-B irradiance is predicted to decrease over the next 50 years as stratospheric O3 
levels return to 1980s values [Williamson et al., 2014]. 
Transient stratospheric O3 depletion events have been observed in the aftermath of 
large volcanic eruptions. In 1992, following the 1991 Mt Pinatubo eruption, the global 
and annual-mean O3 burden was 2% lower than any of the preceding 12 years, and 
column O3 burden reductions of 50% were recorded in the Antarctic spring [Gleason 
et al., 1993]. Ozone destruction is catalysed by heterogeneous chemistry on the 
surface of liquid SO4 particles in the presence of free radicals such as reactive 
chlorine [Tilmes et al., 2012]. Aerosols are removed from the stratosphere within 1-2 
years; hence the catalysis of O3 destruction by volcanic aerosol is a short-term 
phenomenon. The same would not be true for SAI, as the geoengineered 
stratospheric aerosol layer would have to be regularly replenished to avoid the 
termination effect [Jones et al., 2013]. Tilmes et al. (2009) simulated SAI with a 
GCM, and found that a constant 4 Tg[SO2] yr
-1 tropical injection scenario would delay 
the recovery of the Antarctic O3 layer by approximately 30 years, due to enhanced 
heterogeneous chemistry on the aerosol surfaces and changes to stratospheric 
 
Figure 3.19 The normalised solar irradiance as a function of wavelength (blue) 
[Kuruckz., 1995], plotted with the erythemal action spectrum (red) [McKinlay and 
Diffey, 1987] 
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dynamics. Tilmes et al. (2012) expanded the work of Tilmes et al. (2009) by 
investigating UV changes at the surface using the same SAI scenario, and then 
FRPSDULQJ DJDLQVW D µQR-JHRHQJLQHHULQJ¶ VLPXODWLRQ 6WUDWRVSKHULF DHURVROV
influence UV radiation directly via scattering and absorption, and indirectly via 
perturbing O3 concentrations [Vogelmann et al., 1992]. These effects tend to be of 
the opposite sign, with UV increases at the surface from aerosol-induced O3 
depletion counteracted by increased UV shielding from the aerosol layer. Tilmes et 
al. (2012) found that in the tropics, the surface UV irradiance was reduced under SAI 
as a result of a dominant aerosol scattering effect, but at high-latitudes surface UV 
increased as a consequence of O3 depletion. 
3.8.2. Erythemal UV changes at the surface 
3.8.2.1.    Aerosol optical properties in the UV spectrum 
In this section, we will evaluate the changes in UV radiation at the surface for the 
SO4, BC, and TiO2 aerosol layers described in Section 3.6. Specifically, we adopt the 
approach used in Tilmes et al. (2012) and calculate the noon-time erythemal UV 
radiation (UVERY) changes at the surface under SAI. UVERY is defined as the UV 
irradiance at the surface S0ȜZHLJKWHGE\WKHHU\WKHPDODFWLRQVSHFWUXPEȜDQG
LQWHJUDWHGRYHUȜ)LJ9) [McKinlay and Diffey, 1987]. EȜGHVFULEHVWKHUHODWLYH
risk of developing erythema in human skin as a function of wavelength. Skin 
exposed to UV-C or UV-B light will burn faster than skin exposed to UV-A, which is 
reflected  in  EȜ   For  this  investigation,  we  use  a   SW   spectral   file  with  220  
 
Aerosol Size 
Absorption 
(m2 kg-1) 
Scattering 
(m2 kg-1) 
Asymmetry 
parameter g 
SO4 
SMALL 4×10-4 4890 0.71 
LARGE 4×10-4 2610 0.67 
BC 
SMALL 5733 4765 0.71 
LARGE 2171 2173 0.87 
TiO2 
SMALL 1018 1945 0.45 
LARGE 360 711 0.68 
 
Table 3.6 Aerosol optical properties weighted by solar irradiance [Kuruckz, 1995] 
and integrated over the UV spectrum 
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wavebands, rather than the 6 wavebands used in previous sections. This spectral file 
includes 66 wavebands in the UV VSHFWUXPȜȝP7DEOHVKRZVWKH
aerosol optical properties averaged over the UV spectrum.  
From Table 3.6, although SMALL SO4 exhibits a greater UV scattering coefficient 
than LARGE SO4,  it  also  scatters more in the forward direction (g = 0.71 compared 
to g = 0.67). This is a surprising result as smaller aerosols should scatter more in the 
backward direction than larger aerosols (Section 2.3.5), which warrants further 
investigation. Figure 3.20 shows the scattering efficiency (ke) and asymmetry 
parameter (g) for SO4 for the SMALL and LARGE size distributions and for a narrow 
SMALL distribution (rm = 0.05 µm and ı = 1.25). For the SMALL/NARROW 
distribution, ke and g decrease monotonically with wavelength. In contrast, for the 
SMALL distribution, g increases slightly over the UV spectrum and actually exceeds 
g IRU WKH/$5*(GLVWULEXWLRQEHWZHHQȝPDQGȝP This suggests that the 
60$// GLVWULEXWLRQ¶V DQRPDORXVO\ ODUJH g in the UV spectrum is due to the large 
spread of the SMALL distribution (ı = 2.03). Returning to Table 3.6, the SMALL-
mode BC and TiO2 particles scatter more into the backward direction than their 
respective LARGE-mode particles. BC and TiO2 also absorb strongly in the UV 
spectrum.  
The SO4 LARGE scenario uses a similar SO4 mass burden (~20 Tg) to that used by 
Tilmes et al. (2012). As we are also using the same aerosol size distribution, we feel 
 
Figure 3.20 (a) scattering efficiency and (b) asymmetry parameter in the SW 
spectrum for SMALL (rm ı 60$//1$552:Um ı DQG
LARGE (rm=0.376ı PRGH624 
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justified in presenting here the UVERY changes at the surface due to the aerosol-
induced O3 GHSOHWLRQ ǻ23) as calculated by Tilmes et al in their VSL=6 scenario. 
µ96/ ¶UHIHUVWRWKHIDFWWKDW7LOPHVet al. tested the sensitivity of SAI-LQGXFHGǻ23 
for various levels of very-VKRUW OLYHG 96/ KDORJHQ FRQFHQWUDWLRQV 7KH µ96/ ¶
scenario  specified a  uniform  stratospheric  increase  of reactive bromine (Bry)  by 6 
parts per trillion (ppt), and represented a mid-range estimate of stratospheric VSL 
halogen concentrations.  
 
3.8.2.2.    Aerosol-induced surface UV changes 
Figure 3.21 shows the noontime surface UVERY changes (%) as a function of latitude 
for the SMALL/LARGE SAI scenarios for the (left) February-April and (right) August-
October seasons. Figures 3.21a,b show the UVERY changes for SO4 LARGE and for 
WKHDVVRFLDWHGǻ23-induced UVERY changes in the VSL=6 scenario of Tilmes et al. 
(2012). Fig. 3.21 can be compared to Fig. 4 of Tilmes et al. (2012). For each of the 
 
Figure 3.21 UVERY changes (%) at the surface for the (a,c,e,g) Feb-Apr and (b,d,f,h) 
Aug-Oct seasons. (a,b) UVERY changes due to O3 depletion in the VSL=6 scenario 
of Tilmes et al. (2012), (c-h) UVERY changes due to aerosols alone 
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aerosols considered here, the UVERY changes are greater for the SMALL mode than 
the LARGE mode, which suggests that smaller aerosols would be more efficient at 
blocking UV radiation than larger aerosols. However, smaller aerosols also have a 
greater surface area concentration than larger aerosols, which results in more sites 
for heterogeneous chemistry and concomitant O3 depletion [Pope et al., 2012]. 
Therefore, the UVERY FKDQJHVGXHWRǻ23 for the SO4 SMALL scenario would likely 
be greater than the UVERY changes plotted in Figs 3.21a,b. The peak UVERY 
reductions in the SO4 scenarios occur at low latitudes (Fig. 3.21c,d), with negligible 
UVERY changes at high latitudes. In contrast, the UV-absorbing aerosols BC and TiO2 
exhibit peak UVERY reductions at high latitudes (Fig. 3.21e-h). For perspective, 
observed surface UVERY irradiances are greater in the tropics (~250 mWm
-2) than at 
high latitudes (<50 mWm-2). As vitamin D deficiency is a particular problem at high 
latitudes [e.g. Casswall, 2013], it is ambiguous whether surface UVERY increases at 
KLJK ODWLWXGHV VXFKDVVHHQ LQ WKHǻ23 scenario in Fig. 3.21) would be harmful or 
beneficial to humans [Nowack et al., 2016]. 
In order to perform a thorough assessment of the UVERY impacts of SAI, additional 
work would be needed to assess thHǻ23 for BC and TiO2 injections [Tang et al., 
2014]. Ozone changes may directly occur on the surface of aerosol particles, or may 
be instigated indirectly by changes to the ambient stratosphere [Kravitz et al., 2012]. 
Kravitz et al. (2012) found that a 1 Tg yr-1 stratospheric injection of small-radius BC 
particles caused global-mean O3 depletion of 50%, which was an indirect 
consequence of stratospheric warming. Stratospheric warming increases the 
moisture content of air entering the stratosphere, which results in enhanced OH-
catalysed O3 depletion. Research into the heterogeneous chemistry on the surface 
of TiO2 particles has already started with Tang et al. (2014). 
3.9. Summary 
At the start of this chapter, we discussed the radiative transfer equation for a plane-
parallel atmosphere and its use within the SOCRATES radiative transfer code. We 
then created a zonal-mean model atmosphere which included explicit representation 
of atmospheric gases, seasonal cloud distributions and surface reflectivity as a 
function of latitude. Using the model atmosphere, we have evaluated the radiative 
effects of stratospheric aerosol layers composed of SO4, TiO2, and BC. For each 
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aerosol, and for small and large size distributions, we have determined the global 
aerosol burden required to induce an annual-mean instantaneous radiative forcing at 
the tropopause of -3.5 Wm-2. Using the resultant aerosol layers, we have 
investigated the effects of SAI on the stratospheric temperature profile, diffuse 
radiation at the surface and UV radiation at the surface. 
An interesting finding of this chapter is that the adjusted radiative forcing for the SW-
absorbing BC is a factor of 3 smaller than the instantaneous radiative forcing. This is 
because the SW absorption within the BC layer results in a lower-stratospheric 
warming and a thermal heating of the tropopause. This effect is less apparent for 
SO4 and TiO2, for which the instantaneous and adjusted radiative forcings are similar 
(-3.5 and -3.2 Wm-2 respectively). Another finding of this work is that the RF 
perturbations are more sensitive to changes in aerosol composition than size. For 
instance, the stratospheric temperature changes (Figs 3.14-3.16) are markedly 
different for the aerosol species, but differ little between the two size modes. 
However, due to the limited scope of the sensitivity tests performed here (i.e. only 
two size distributions are assessed) and due to the simplicity of the model 
DWPRVSKHUH 6HFWLRQ  ZKLFK GRHVQ¶W DFFRXQW IRU DHURVRO-cloud interactions, 
further research would be needed to robustly determine the sensitivity of RF to 
aerosol size. It may be that the SMALL and LARGE distributions selected here are 
too similar to each other to gage the true sensitivity of radiative flux perturbation to 
aerosol size. Indeed, in Fig. 3.20, we have shown that the SMALL SO4 distribution 
exhibits significantly different optical properties to a SMALL and NARROW SO4 
distribution. As the aerosol sizes that would eventuate from SAI are unknown, and 
would be dependent on the injection scenario and would vary spatiotemporally 
[Heckendorn et al., 2009], we feel justified in using the SMALL/ LARGE distributions 
in this work. Two important aerosol effects have not been accounted for in this 
chapter: the impact on clouds (and associated radiation) changes, and the 
hygroscopic growth of aerosols. We shall consider both effects implicitly in Chapter 
4.  
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Chapter 4  Climatic impacts of stratospheric 
geoengineering with sulphate, 
black carbon and titania injection* 
4.1. Introduction 
Geoengineering strategies, or large-scale climate interventions that aim to reduce 
global warming, include strategies to sequester atmospheric CO2 (CDR), and 
VWUDWHJLHV WR UHGXFH VRODU LUUDGLDQFH DW (DUWK¶V VXUIDFH 650 >Shepherd, 2009]. 
CDR and SRM were briefly discussed in Chapter 1. SAI, an SRM scheme which has 
received significant attention, involves the enhancement of the stratospheric aerosol 
layer in order to reflect more sunlight back to space. This scheme mimics large 
volcanic eruptions such as Mt Pinatubo in 1991, which injected approximately 15 to 
20 Tg of SO2 into the tropical stratosphere and induced a globally averaged surface 
cooling of around 0.3 K for the following two years [Stenchikov et al., 2002]. Further 
details of the Pinatubo eruption will be given in Chapter 5. 
SO4 aerosols have featured predominantly in SAI research because of the volcanic 
analogue [e.g. Kravitz et al., 2011]. GCM simulations suggest that, while sufficient 
SO4 injection could effectively reduce global-mean temperature, possible side effects 
include changes to regional temperature and precipitation [Bala et al., 2008; Tilmes 
et al., 2013], O3 [e.g. Tilmes et al., 2009; Pitari et al., 2014], stratospheric dynamics 
[Aquila et al., 2014] and sea-ice extent [Berdahl et al., 2014]. SAI would likely 
produce a tropical overcooling and high-latitude residual warming if the global-mean 
temperature were stabilised, due to an imperfect mitigation of the TOA radiative 
fluxes [Kravitz et al., 2013]. Precipitation changes could result from changes to the 
moist static stability of the atmosphere and a concomitant weakening of the 
hydrological cycle [Bala et al., 2008], and the regional precipitation changes under 
GeoMIP simulations have been shown to be reasonably consistent across a range of 
climate  models  [Tilmes et al.,  2013]. Stratospheric O3  concentrations  could  be  
*This chapter is based on the following publication, a copy of which is provided in 
Appendix 1. 
Jones, A. C., J. M. Haywood, and A. Jones (2016a), Climatic impacts of 
stratospheric geoengineering with sulphate, black carbon and titania injection, 
Atmos. Chem. Phys., 16, 2843-2862, doi:10.5194/acp-16-2843-2016 
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depleted as a result of enhanced heterogeneous chemistry on the surface of SO4 
aerosols or as a result of changes to the stratospheric dynamics and chemistry 
[e.g. Tilmes et al., 2009]. Stratospheric dynamical changes could occur as the result 
of tropical heating in the SO4 layer and by changes to wave propagation from the 
troposphere [e.g. Aquila et al., 2014].  
In order to ameliorate the known side effects of SO4 injection, some authors have 
proposed alternative aerosols to SO4 [e.g. Teller et al., 1997]. Crutzen (2006) 
suggested the possible injection of BC, which would mimic hypothetical nuclear 
winter scenarios. One advantage of BC over SO4 is that less mass would be needed 
for an equivalent radiative forcing [Crutzen, 2006]. BC particles efficiently absorb 
solar radiation, unlike SO4 which primarily reflects solar radiation [Ferraro et al., 
2011]. Alternatively, minerals such as TiO2, silica (SiO2) and Al2O3, which have a 
high refractive index at wavelengths of peak solar radiative flux (~550 nm), have also 
been suggested [Pope et al., 2012]. Although the use of alternative aerosols is not a 
new suggestion [e.g. Teller et al., 1997], comparatively little research has been 
conducted on their potential utility. Kravitz et al. (2012) simulated a constant BC 
injection scenario of 1 Tg yr-1 LQ WKH WURSLFV IRU VPDOO UDGLXV  ȝP DQG ODUJH
UDGLXV  ȝPDHURVROV 7KH\ IRXQG WKDW WKH VPDOO SDUWLFOH %&DHURVRO VFHQDULR
produced a global-mean surface cooling of 9.45 K, but also induced stratospheric 
warming of >60 K and global O3 loss of ~50 %. The large particle BC aerosol 
scenario had a negligible climatic impact. Using an FDH code, Ferraro et al. (2011) 
compared the stratospheric heating of SO4, TiO2, and BC layers for an equivalent 
instantaneous radiative forcing. Their results showed a tropical stratospheric 
warming signal for all the aerosols, though much greater in the case of BC. To date, 
no work has used a comprehensive fully coupled atmosphere-ocean GCM to directly 
compare the possible climatic impacts of SAI with alternative aerosols to SO4, which 
is the motivation for the research documented in this chapter. 
In this chapter, we show the results from GCM simulations of the stratospheric 
injection of SO4, TiO2 and BC against a baseline RCP8.5 scenario. TiO2 is selected 
to represent an efficient light-scattering aerosol and BC is selected as a light-
absorbing aerosol. Further details of the physical and optical properties of BC and 
TiO2 are given in Chapter 2. RCP8.5, which is the high-end carbon-intensive 
CMIP5 scenario, is selected to give a significant greenhouse effect against which to 
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employ geoengineering, in order to distinguish the climatic impacts specific to each 
aerosol. Observations have shown that the current global GHG emissions exceed 
the emissions inherent in RCP8.5 [Peters et al., 2013]; therefore this work could be 
considered as geoengineering against a business-as-usual scenario. Additionally, 
the next generation of GeoMIP simulations (GeoMIP6) will utilise a carbon-intensive 
scenario [Kravitz et al., 2015], hence the research described in this chapter will 
provide a useful supplement to those results. We chose to inject aerosol at a 
sufficient rate to counterbalance the TOA annual and global-mean radiative flux 
imbalance caused by increasing atmospheric GHGs. Our simulation design is similar 
WR*HR0,3¶V*VFHQDULRZKLFK LQVWHDGXVHG WKH5&3FRQFHQWUDWLRQVVFHQDULR
as its baseline and injected SO2 at a sufficient rate to counterbalance GHG radiative 
forcing [Kravitz et al., 2011]. In Section 4.2, we describe the specifications of the 
GCM employed, including the aerosol optical properties utilised. In Section 4.3, we 
describe the geoengineering strategy incorporated. We then analyse the climate 
changes in the 2090s with respect to a simulated historical period in Section 4.4, and 
discuss impacts on a wide range of meteorological parameters in Section 4.5.  
4.2. Model 
4.2.1. The HadGEM2-CCS model 
For this investigation, we use the Hadley Centre Global Environment Model version 
2-Carbon Cycle Stratosphere (HadGEM2-CCS) model in a fully coupled 
atmosphere-ocean mode. HadGEM2-CCS is the high-top configuration of the 
HadGEM2 family of models, and includes a well-resolved stratosphere that is 
capable of internally generating a realistic QBO [Martin et al., 2011]. The atmosphere 
component comprises 60 vertical levels extending to 84 km and a horizontal 
resolution of 1.25o x 1.875o latitude by longitude respectively. The 40-level ocean 
component has a horizontal resolution of 1o by 1o from the poles to 30o N/S, with the 
latitudinal resolution then increasing smoothly to 0.33o at the equator [Martin et al., 
2011]. For this investigation, GHG concentrations, stratospheric O3, anthropogenic 
aerosols and aerosol precursor gases are prescribed following the CMIP5 protocol 
[Taylor et al., 2012], with historical data from 1860-2005 and RCP8.5 concentrations 
from 2005-2100. HadGEM2-CCS contains the aerosol module: Coupled Large-scale 
Aerosol Simulator for Studies in ClimDWH&/$66,&7KHPRGXOH¶VVXOSKur cycle is 
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described in detail in Bellouin et al. (2011) and is schematically shown in Fig. 4.1. 
Briefly, it includes the oxidation of SO2 and DMS to form SO4 aerosol in aqueous and 
gas phase reactions. SO4 is represented by ammonium sulphate refractive indices 
(typical of tropospheric sulphate ± Section 2.2.4.2), and is partitioned into Aitken, 
accumulation and dissolved modes, with hygroscopic growth in the accumulation 
PRGH IROORZLQJ G¶$OPHLGD et al. (1991). Mass transfer from the Aitken to 
accumulation mode occurs through coagulation (Aitken-accumulation collisions) and 
mode-merging (Aitken-Aitken collisions). The Aitken and accumulation modes are 
represented by lognormal size-distributions with a prescribed dry-mode median 
radius (rm) and geometric standard deviation (ı). Aerosol is removed from the 
atmosphere via wet and dry deposition (important in the troposphere) and 
sedimentation (important in the stratosphere) with sedimentation rates calculated by 
DSSO\LQJ6WRNHV¶/DZ. SO2 and DMS are primarily emitted into the first model layer 
(i.e. DWWKHVXUIDFHH[FHSWIRUDQWKURSRJHQLF³FKLPQH\VWDFN´622 emissions which 
are emitted into the fifth model layer (~0.5 km altitude). Atmospheric concentrations 
of chemical oxidants (e.g. OH) are prescribed for the duration of the simulations 
[Martin et al., 2011]. 
 
 
 
Figure 4.1 Schematic of the CLASSIC sulphur cycle. Processes that transfer mass 
between sulphur species are in blue, sources are in green, and sinks are in red. Purple 
numbers next to arrows denote approximate annual-mean fluxes (Tg[S]/yr) and in boxes 
denote global burdens (Tg[S]) Adapted from Fig. 5 in Bellouin et al. (2007) 
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4.2.2. Stratospheric aerosol microphysical and optical properties 
In the geoengineering simulations, we inject SO2 into the model stratosphere and 
allow CLASSIC to oxidise the SO2 to form SO4, which is then able to interact with 
radiation (Fig. 4.1). For this investigation we have modified the size distribution of 
accumulation-mode SO4 in CLASSIC in order to better represent the optical and 
physical properties exhibited by larger aerosols in high stratospheric aerosol 
burdens. &/$66,&¶V default size distribution for accumulation-mode SO4 assumes a 
dry mode median radius of rm = 0.095 ȝP and a geometric standard deviation of ı  = 
1.4. In this study, we instead represent accumulation-mode SO4 using the volc2 size 
distribution from Rasch et al. (2008a) with rm  ȝPDQG ı  = 1.25, and apply 
this change ubiquitously (i.e in the troposphere and stratosphere). Although 
stratospheric SO4 predominantly exists as a sulphuric acid solution (see Section 
2.2.4.3), for consistency with the control simulations we represent SO4 with 
ammonium sulphate refractive indices in the geoengineering runs. This contrasts 
with our use of sulphuric acid refractive indices in Chapters 2 and 3. Fig 4.2a shows 
the specific absorption and scattering coefficients in the SW and LW spectra for dry-
mode ammonium sulphate (blue/red) and for sulphuric acid (purple/orange), using 
the volc2 size distribution. The SW coefficients are very similar for the two species. 
In the LW spectrum, the dry-mode ammonium sulphate absorbs less radiation for 
wavelengths > 10 µm, for instance, having an absorption coefficient of 10 m2kg-1 DWȜ
 ȝPFRPSDUHG to 96 m2kg-1 for sulphuric acid. However, at a relative humidity of 
 
Figure 4.2 Optical properties as a function of wavelength for (a) accumulation mode 
SO4 as ammonium sulphate ((NH4)2SO4 - blue/red ± used in the simulations) and 
sulphuric acid (H2SO4 - purple/orange), (b) TiO2, (c) BC. Points are plotted at the 
middle of each spectral waveband, as detailed in Bellouin et al. (2007) 
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  DPPRQLXP VXOSKDWH¶V DEVRUSWLRQ FRHIILFLHQW LQFUHDVHV WR P2kg-1 due to 
hygroscopic growth, which is more consistent with sulphuric acid. 
CLASSIC includes a tropospheric BC scheme with fresh, aged and in-cloud modes 
[Bellouin et al., 2011]. We introduce an additional non-hygroscopic stratospheric BC 
component and prescribe a uni-modal lognormal size distribution with rm = 0.0118 
ȝP DQG ı = 2.0, which is taken from tropospheric BC observations [Deepak and 
Gerber, 1983]. We prescribe a density for BC of 1000 kg m-3 and take refractive 
indices from a World Meteorological Organisation report [Deepak and Gerber, 1983]. 
For stratospheric TiO2, we assume the non-hygroscopic uni-modal lognormal size 
distribution of Pope et al. (2012) with rm =  ȝP DQG ı = 1.8. This size 
distribution was selected to give the TiO2 aerosol a high scattering efficiency, as 
shown by Pope et al. (2012). We prescribe a density for TiO2 of 4230 kg m
-3 [Pope et 
al., 2012], and for the refractive indices we follow Ferraro et al. (2011) and use the 
average of the extraordinary and ordinary values from Ribarsky (1985). 
The specific absorption (ka) and scattering (ks) coefficients for SO4 
(accumulation/dry-mode), TiO2 and BC are plotted as a function of wavelength in 
Fig. 4.2. For SO4, the specific extinction coefficient (ke) at 500nm of 3200 m
2kg-1 and 
single scattering albedo (Ȧ0) of 1 reflects the non-absorbing properties of SO4. 
Although TiO2¶VQPVFDWWHULQJHIILFLHQF\ks = 3850 m2kg-1) is greater than SO4¶V
in this instance, TiO2 additionally absorbs SW radiation (ka = 2000 m
2kg-1 at 250 nm, 
and ka = 600 m
2kg-1 at 500 nm) which can be explained by the band-theory of solids 
[Yang et al., 2003]. Thus TiO2 is partially absorbing at solar wavelengths. Our 
modelled BC efficiently absorbs SW radiation (ka = 8300 m
2kg-1 at 500 nm) but also 
produces a non-negligible SW scattering effect (ks = 2500 m
2kg-1 at 500 nm) which is 
comparable in magnitude to the equivalent scattering efficiency of both TiO2 and 
SO4. Therefore, to describe TiO2 as an efficient light-scatterer and/or BC as an 
efficient light-absorber is an over-simplification. 
2XU FKRLFH RI SDUWLFOH VL]H DQG GHQVLW\ ZLOO LPSDFW WKH DHURVRO¶V JUDYLWDWLRQDO
sedimentation rate and therefore its atmospheric residence time (the sedimentation 
rate is also a property of the local atmospheric conditions) [Rasch et al., 2008a]. To 
respective gravitational sedimentation rates by using the method of Pruppacher and 
.OHWWZKLFKXWLOLVHV6WRNH¶VODZDQGLQFRUSRUDWLQJWHPSHUDWXUHDQGSUHVVXUH 
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values from the International Standard Atmosphere [ICAO, 1993] (Fig. 4.3). The 
method for determining the gravitational sedimentation rate as a function of 
temperature (T in oC), pressure (P), and aerosol radius (rm) and density (ȡ) is as 
follows. Firstly, the dynamic viscosity of air (Șa) as a function of the air temperature is 
calculated using the implicit relationship given in Eq. 4.1, which is derived from 
Smithsonian tables [p. 323, Pruppacher and Klett, 1979].  
 
 
 
The mean free path of air particles ߣ (the average distance travelled by a moving air 
particle between successive impacts) is then determined as a function of the 
temperature and pressure, and reference temperature T0 = 20 
oC and reference 
pressure P0 = 101,325 Pa (Eq. 4.2).  
 
Finally, the Cunningham correction factor (Cf) and the sedimentation velocity (v) are 
calculated using Eq. 4.3 - 4.5 [p. 362, Pruppacher and Klett, 1979]. 
 
 
Figure 4.3 (a) Gravitational sedimentation rates for SO4, TiO2 and BC, calculated 
using densities of 1769, 4230 and 1000 kg/m3 respectively, the mass-weighted radii 
of the specified log-normal distributions and the method of Pruppacher and Klett 
(1979) (b) We use the International Standard Atmosphere [ICAO, 1993] for 
temperature and pressure as a function of altitude  
Chapter 4  Page | 148 
 
 
 
 
Where g = 9.8m s-1 is the acceleration due to gravity. We find that the average 
sedimentation rates between 18-26 km altitude for our prescribed SO4, TiO2, and BC 
are 23, 9.5 and 0.75 m day-1 respectively, and the equivalent rates between 26-30 
km are 52, 22, and 1.8 m day-1. Therefore, one would expect BC to be advected to 
much higher altitudes than SO4 in these simulations. For perspective, Schoeberl et 
al. (2008) deduced from observations that the atmospheric tropical vertical velocity 
between 18 and 26 km has an upper limit of 35 m day-1, and the equivalent velocity 
between 26 and 30 km is below 61 m day-1. 
4.3. Method 
4.3.1. Model validation  
:HILUVWYDOLGDWHGWKHPRGHO¶VVWUDWRVSKHULF624 scheme by simulating the 1991 Mt 
Pinatubo eruption and then comparing the results with observations. These 
simulations comprised a 10-member ensemble in which 20 Tg[SO2] is injected 
between 16-18 km over a 24-hour period in June 1991, which was the method 
adopted by Aquila et al. (2012). Figure 4.4a shows the annual and global-mean SO4 
AOD anomaly for the HadGEM2 ensemble and for AVHRR and SAGE II 
observations. The model clearly captures the peak AOD from the AVHRR data, and 
the exponential decline thereafter. SAGE II was unable to capture the peak AOD for 
the first few months after Pinatubo due to saturation at AODs > 0.15, which is clear 
from Fig. 4.4a. Figures 4.4b-d show the zonal-mean AOD anomaly for the same time 
period. The agreement between the model and observed AOD is reasonable. Some 
differences in the temporal evolution of the AODs in the model and the observations 
are due to the almost concurrent eruption of Cerro Hudson which injected 
approximately 3.3 Tg[SO2] into the southern hemisphere [Deshler and Anderson-
Sprecher, 2006]. This relatively close agreement between observations and 
HadGEM2 estimates, together with other modelling studies of other volcanic 
eruptions [Haywood et al., 2010] suggests that the model is a useful tool for SAI 
simulations.  
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Figure 4.4 (a) 75oS-75oN-mean 550nm SO4 AOD anomaly for the Pinatubo 
simulations and observations, (b-d) timeseries of zonal-mean 550nm SO4 AOD 
anomaly. The grey shaded area in (a) shows +/- 1 standard deviation for the 
simulations 
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4.3.2. Geoengineering specifications 
For this work, we firstly utilised HadGEM2-CCS simulations that had already been 
performed for CMIP5 [Jones et al., 2011; Taylor et al., 2012]. These included a 240-
year pre-LQGXVWULDO FRQWURO SL&RQWURO VLPXODWLRQ IRUFHG E\ FRQVWDQW ¶V *+*V
and  aerosol  emissions)  and  a  3-PHPEHUµLQLWLDOYDOXH¶HQVHPEOHIRUWKHUHFHQW
historical period (1860-2005). For the future period (2005-2100) we decided to use 
WKH µFDUERQ-LQWHQVLYH¶ 5&3 VFHQDULR IROORZLQJ &0,3 SURWRFRO ZLWK WKH -
member ensemble directly following on from the historical simulations [Taylor et al., 
2012]. We then extracted the climatologies at the start of year 2020 from the RCP8.5 
simulations and used these as the basis of our geoengineering simulations. 
Specifically, the geoengineering simulations comprised 3-member ensembles of: 
RCP8.5 with SO2 injection (geoSulf), RCP8.5 with TiO2 injection (geoTiO2), and 
RCP8.5 with BC injection (geoBC). Aerosol (or gaseous SO2 for the geoSulf 
scenario) was injected continuously from 2020 to 2100, and at a constant rate 
between 23 and 28 km altitude (4 model levels) in a single vertical column at the 
equator. The injection altitude and location were chosen to ensure a long 
stratospheric lifetime of the aerosol, which is transported poleward by the upper 
branch of the BDC [Niemeier et al., 2011], and therefore make the geoengineering 
approach reasonably efficient. Table 4.1 contains a summary of the simulations. 
 
Scenario 
name 
Description Time period Ensemble 
size 
CMIP5? 
piControl Constant pre-industrial 
conditions 
1860 
(240 yrs) 
1 Yes 
Historical Historical GHG/aerosol 
forcing 
1860-2005 3 Yes 
RCP8.5 High GHG concentrations 
scenario 
2005-2100 3 Yes 
geoSulf SO2 injection to counteract 
RCP8.5 forcing 
2020-2100 3 No 
geoBC BC injection to counteract 
RCP8.5 forcing 
2020-2100 3 No 
geoTiO2 TiO2 injection to counteract 
RCP8.5 forcing 
2020-2100 3 No 
 
Table 4.1 Specifications of the experiments used in this study 
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We inject aerosol at such a rate as to maintain the TOA net radiative flux at 
piControl levels. Specifically, we define the TOA radiative flux Imbalance (TOA-Imb) 
as the annual and global-mean TOA net radiative flux (incoming SW minus 
outgoing LW+SW) minus the average TOA net radiative flux of the piControl 
period. The piControl TOA net radiative flux is positive (+0.27 Wmí2) as 
anthropogenic GHGs were emitted prior to 1860 (the piControl reference period). 
By sufficient aerosol injection, we aim to maintain TOA-Imb = 0. A schematic of 
this strategy is shown in Fig. 4.5. This scenario represents our interpretation of 
µHTXDO DPRXQW RI JHRHQJLQHHULQJ¶ IRU HDFK DHURVRO7KHDGYDQWDJH RI UHWXUQLQJ
net radiation to piControl levels (rather than completely equilibrating TOA fluxes) 
is that  piControl had  already  been  simulated comprehensively for  CMIP5 (240 
model years), hence permitting robust statistics to be calculated. The TOA 
radiative imbalance is a metric that satellites are able to measure (e.g. CERES 
>/¶(FX\HUet al., 2015] and EarthCare [Illingworth et al., 2015]), albeit with +/- 3 
Wmí2 accuracy at present [Priestley et al., 2011; von Schuckmann et al., 2016]. 
Therefore our target could be applicable to an actual SAI scenario. In contrast, 
the ARF (the net radiation perturbation at the tropopause from some external 
forcing, after stratospheric adjustment) cannot be directly measured by satel lites 
and therefore it would be difficult to obtain a specified radiative forcing in an 
 
Figure 4.5 Schematic showing the goal of the geoengineering strategy 
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actual SAI scenario. Of course, other metrics could be chosen [e.g. MacMartin et 
al., 2013], with each metric having its own signal/noise characteristic.   
 
4.3.3. Conducting the simulations 
We now describe the process by which we carried out the simulations. The RCP8.5 
and piControl simulations had already been conducted prior to this investigation as 
part of CMIP5. The geoengineering simulations took place in 3 phases: (a) we 
performed atmosphere-only simulations of 1 Tg yr-1 aerosol injection to determine 
the aerosol TOA radiative effect; (b) we used the aerosol radiative effect to calculate 
initial injection rate estimates; (c) we began the 80-year GCM integrations, 
calibrating the injection rates en route. 
 
a. We performed atmosphere-only simulations with a constant 1 Tg yr-1 aerosol 
injection rate using historical background-conditions (1990-2005). We then 
determined the steady-state annual and global-mean aerosol radiative effect (the 
difference in TOA net radiation between the aerosol simulation and the control, 
per injection rate), which is given in Table 4.2. For SO4, because the radiative 
effect was small, we performed an additional simulation with 5 Tg[SO2] yr
-1 and 
then divided the results by 5 for precision. Similarly, the BC simulation failed to 
converge to steady state within 15 years and was therefore run for a further 15 
years. 
 
b. Rather than use the TOA-Imb from the RCP8.5 simulations to estimate the 
required aerosol injection rates, we instead used the Anthropogenic Radiative 
Forcing (AnthroRF)9 [Meinshausen et al, 2011]. Specifically, we deducted the 
1860 AnthroRF (0.17 Wmí2) from the AnthroRF s for 2020, 2040, 2060, 2080, 
and 2100, and then calculated the injection rates required to offset these adjusted 
AnthroRFs by dividing by the TOA aerosol radiative effect. We used the 
                                                 
9 http://www.pik-potsdam.de/~mmalte/rcps/ 
 SO4 TiO2 BC 
TOA radiative effect 
(Wm-2 / Tg yr-1) 
0.46 1.1 7.4 
 
Table 4.2 TOA radiative effect per injection rate 
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AnthroRF to estimate the injection rates required to produce TOA-Imb = 0 as this 
seemed a sensible method for approximating the necessary aerosol injection. 
Because each model will have an AnthroRF which is different from Meinshausen 
et al. (2011) it is possible that our initial estimate is in error. However, our method 
uses this only as an initial 1st guess for the injection rates, which are iteratively 
adjusted as described in c). The model then linearly interpolates the injection 
rates between these years. 
 
c. A single simulation was then initiated for each aerosol, with initial injection rates 
as specified in Table 4.3. After every 20 year interval, the simulation was stopped 
and the TOA-Imb was calculated for that time period. If there was significant 
deviation from zero (we adopted |mean(TOA-Imb)|> 0.25 Wmí2 as the criterion), 
then we recalculated the amount of injection required. The recalibration was 
conducted as follows: the TOA-Imb at the end of the 20 year period (time = t20) 
was calculated for the mean of the RCP8.5 ensemble, denote this Rrcp. The 
injection of aerosol at time t20 at rate Igeo produced TOA-Imb Rgeo which we wish 
to be zero. Therefore an improved injection rate at t20 would be I´geo= Igeo
×Rrcp / 
(Rrcp - Rgeo). Additionally, at all specified timesteps after t20 (tn = t20+20n, n = 1,...), 
we modify the injection rate as such: ,¶geo(tn) = Igeo(tn). Rrcp/(Rrcp - Rgeo). After 
resetting the injection rates, we restarted the simulation from the start of the last 
 AnthroRF (Wm-2) 
SO2 injection 
rate (Tg/yr) 
TiO2 injection 
rate (Tg/yr) 
BC injection rate 
(Tg/yr) 
Year Actual Adjusted Initial Final Initial Final Initial Final 
2020 2.56 2.39 5.2 4.4 2.2 1.4 0.32 0.21 
2040 3.83 3.66 8.0 7.4 3.3 2.5 0.49 0.29 
2060 5.34 5.17 11.2 11.6 4.7 4.1 0.70 0.45 
2080 6.79 6.62 14.4 13.6 6.0 4.8 0.89 0.62 
2100 8.15 7.98 17.4 14.2 7.3 6.2 1.08 0.88 
 
Table 4.3 Anthropogenic radiative forcing (AnthroRF) [Meinshausen et al., 2011]; 
AnthoRF minus AnthroRF(year = 1860); estimated injection rates; and final injection 
rates 
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time period. Final injection rates are given in Table 4.3. We then used the final 
injection rates to run two more ensemble members for each aerosol. This 
feedback-orientated method is similar to the methods suggested by MacMartin et 
al. (2014) and Kravitz et al. (2014b). 
4.3.4. Conducting the analysis 
Our analysis focuses initially on the temporal evolution of the TOA-Imb and global-
mean temperature changes to show that our simulations provide plausible 
counterbalances to global-mean temperature changes under RCP8.5. However, our 
main focus is on the differences between a recent historical period (1980-2005) 
(hereafter denoted HIST) and the geoengineering experiments during the period 
2090-2100, with an emphasis on different geographical patterns. As we were not 
explicitly attempting to reach a specific global-mean temperature, the choice of 
reference period was left until after the geoengineering simulations had been 
completed. We then selected a recent historical period from which the 2090s 
global-mean temperature anomaly for geoSulf was negligible (Fig. 4.6b). The 
HIST period selected is close to the historical control period used in the IPCC 
 
Figure 4.6 Timeseries of annual and global-mean a) TOA radiative flux anomaly with 
respect to the piControl simulation b) near-surface air temperature anomaly with 
respect to the HIST period c) global-mean precipitation anomaly with respect to HIST 
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AR5 report (1986-2005) [e.g. Fig. 12.10 from Collins et al., 2013] which facilitates 
comparison of our RCP8.5 climate changes with the CMIP5 multi-model means. 
4.4. Results 
4.4.1. Effectiveness at maintaining the global-mean climate 
Figure 4.6 shows the annual and global-mean TOA-Imb and near-surface air 
temperature anomaly for the geoengineering and RCP8.5 simulations, with respect 
to the HIST period. For all of the geoengineering simulations we were able to 
maintain TOA-,PE§IRUWKHHQWLUHW\RIWKH-year period (Fig. 4.6a). For geoSulf, 
geoTiO2 and geoBC, the TOA-Imb was maintained within +/- 0.21, +/- 0.18 and +/- 
0.20 Wm-2, respectively (1 standard deviation throughout the 2020-2100 period). The 
near-surface global temperature response differs between the aerosols with a 
greater cooling trend for SO4 than for TiO2 or BC (Fig. 4.6b). 
 
To determine the cause of the anomalous warming in geoBC, we assess the net 
radiative flux at the top of the atmosphere for 2020-2100. Figure 4.7 shows the 
global-mean net-downward radiative flux anomaly for the geoengineering 
experiments, evaluated at the TOA and the tropopause; and the global-mean 
net-downward heat flux anomaly at the surface. The radiative flux changes at the 
 
Figure 4.7 10-year running-average annual and global-mean net radiation anomaly 
at the tropopause and TOA, and net downward heat flux anomaly at the surface, 
with respect to piControl. Positive values indicate an increase in net downward flux 
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TOA and tropopause, and the heat flux anomaly at the surface, are comparable 
for the geoSulf and geoTiO2 experiments for the duration of 2020-2100. In 
contrast, geoBC exhibits an increasingly positive net radiative flux anomaly at the 
tropopause (+0.2 Wmí2 averaged over 2020-2100) despite the negligible TOA 
radiative flux anomaly. After stratospheric temperature adjustment, radiative 
perturbations at the TOA and tropopause are equal for a given climate forcing, 
which implies that the consistently non-adjusted stratosphere (due primarily to 
increasing aerosol injection rates) is responsible for the differences in TOA and 
tropopause radiative perturbations in geoBC. Hansen et al. (1997) also found 
that instantaneous and adjusted radiative forcing differ most when there is a 
large heating affecting the tropopause. This implies that if we had injected 
aerosol sufficiently to produce an equal radiative effect at the tropopause, the 
temperature trends for the geoengineering experiments in Fig. 4.6 would have 
been more comparable. If we were to choose stabilisation of temperature as our 
basic metric, then one could approximate the results by simply scaling the results by 
the ratio of the temperature perturbation relative to 1980-2005 to that for geoSulf. 
The scaling would be 1 (by design) for geoSulf, 1.1 for geoTiO2 and 1.28 for geoBC. 
If the metric chosen were instead to keep the global-mean precipitation the same, 
then the scaling would be 1 (by design) for geoSulf, 0.91 geoTiO2 and 0.68 for 
geoBC. However, we shall see that the changes in many of the variables we 
consider are dominated by large scale changes in the spatial patterns of response 
rather than the 10-30 % changes in magnitude of the response that applying such a 
scaling would induce. We therefore choose to present un-scaled results here but 
caveat that such a scaling could be applied should we wish to apply a different 
metric. From Fig. 4.6b, geoSulf exhibits a near-surface air cooling trend with respect 
to 2020 despite a net gain of atmospheric energy, which is likely due to an uneven 
vertical distribution of this energy gain. 
Fig. 4.6c shows the global-mean precipitation anomaly with respect to the HIST 
period. The precipitation reduction is greater for BC than for SO4 and TiO2, 
despite the positive temperature trend in geoBC. The hydrological sensitivity to 
geoengineering, defined as the global-mean precipitation change per unit 
temperature change, is 2 % K-1 for SO4, 2.5 % K
-1 for TiO2, and 4.6 % K
-1 for BC. 
The hydrological sensitivity for RCP8.5 is  1.32 % K-1,  which  is close to the  CMIP5  
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Figure 4.8 Annual and seasonal zonal-mean mass concentration anomalies for 
sulphate (geoSulf ± a,d,g), TiO2 (geoTiO2 ± b,e,h) and black carbon (geoBC ± c,f,i) 
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ensemble-mean [Fig. 12.7  from  Collins  et al.,  2013].  For comparison, Bala et al. 
(2008) found a hydrological sensitivity of 2.4 % K -1 for solar irradiance reduction 
and 1.4 % K-1 for CO2 increase. 
4.4.2 Aerosol distribution 
The time-averaged injection rates for the 2090s period are 14 Tg[SO2] yr
-1, 5.8 Tg 
yr-1 and 0.81 Tg yr-1 for geoSulf, geoTiO2 and geoBC, respectively. This SO2 
injection rate is approximately equivalent to 1 Mt Pinatubo eruption per year 
[Dhomse et al., 2014]. These injection rates equate to global aerosol mass-burden 
anomalies of 49.5, 20.2, and 5.1 Tg for geoSulf, geoTiO2 and geoBC, respectively. 
The geoBC mass burden is comparable to the equilibrium burdens of the high- 
altitude (HA) and small-radius (SmR) experiments from Kravitz et al. (2012), 
although they injected BC at a constant rate of 1 Tg yr-1,  around  20% higher than in 
our study. The SmR experiment involved a 10-year injection of BC particles with a 
uniform radius of 0.03 µm, into a region between 100-150 mb altitude and over the 
latitude range 10oS-10oN, against baseline perpetual year 2000 conditions. Figure 
4.8 shows the 2090s annual, June-July-August (JJA) and December-January-
 
Figure 4.9 Annual-mean 550nm optical depth anomaly for (a) sulphate (geoSulf), (b) 
TiO2 (geoTiO2) and (c) black carbon (geoBC) 
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February (DJF) aerosol mass concentration anomalies. Peak SO4 concentrations are 
found at the injection region at the equator (Figs. 4.8a,d,g) and over the winter pole. 
TiO2 and BC reach greater altitudes than SO4 (>50 km), which is due to their smaller 
size-distributions and self-lofting from SW absorption [Kravitz et al., 2012]. While 
SO4 aerosol concentrations are highest at the equator, the highest concentrations of 
BC are found in the polar stratosphere. This is because the larger particle size of the 
SO4 aerosol is subject to a larger sedimentation velocity (Fig. 4.3) and thus a greater 
fraction of aerosol is removed close to the source region. The results from TiO2 
suggest a spatial distribution intermediate between SO4 and BC owing to the 
intermediate size distribution. Figure 4.9 shows the annual-mean 550nm aerosol 
optical depth anomaly, which corroborates our inference of a tropical aerosol 
reservoir for SO4.  
Figure 4.10 shows the total annual, JJA and DJF aerosol deposition anomalies 
averaged over the 2090s. SO4 is predominantly deposited in the NH extratropics in 
the boreal spring and summer (Fig. 4.10d) which is likely attributable to tropopause 
fold events in the lower branch of the BDC [Kravitz et al., 2012]. In contrast, TiO2 and 
BC are primarily deposited at high latitudes in the polar winter, which is attributable 
 
Figure 4.10 Annual and seasonal total deposition anomalies (in units of mg m-2 yr-1 and 
0.25× mg m-2 yr-1 respectively) 
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to the diabatic descent of air in the deep branch of the BDC [e.g. Tegtmeier et al., 
2008]. Kravitz et al. (2012) also found in their SmR experiment that BC deposition 
was limited to the Polar Regions, but their maximum deposition was during polar 
summer rather than polar winter. The annual and global-mean deposition rates of 
SO4 and BC from geoengineering are 37 and 1.5 mg m
-2 yr-1 respectively. These 
amounts may be compared with 231 and 12.7 mg m-2 yr-1 from non-geoengineering 
sources, amounting to increases of 16 % and 12 % respectively. The annual and 
global-mean deposition rate for TiO2 is 11 mg m
-2 yr-1. 
 
 
 
4.4.3 Temperature and precipitation 
Figure 4.11 shows the annual-mean near-surface air temperature (Figs. 4.11a-d) 
and precipitation anomalies (Fig. 4.11e-h) with respect to HIST. RCP8.5 (Fig 4.11a) 
shows the typical global warming signal of amplified warming at high latitudes 
due to temperature feedbacks [e.g. Pithan and Mauritsen, 2014] and the surface-
albedo feedback [e.g. Kharin et al., 2013]. This results in an annual-mean warming 
of 11.3 K averaged over the Arctic region (> 60 oN) and an average NH land 
warming of 7.3 K. This figure provides an alarming picture of the change in global-
mean temperature by the end of this century should global society follow the RCP8.5 
pathway. All 3 SAI experiments produce a surface-cooling with respect to RCP8.5, 
with geoSulf exhibiting the greatest global-mean cooling effect of -4.85 K, 
considering TOA-Imb is balanced for each geoengineering experiment. The 
latitudinal distribution of cooling varies markedly between the SAI experiments, with 
relative tropical cooling for geoSulf and geoTiO2 (Figs. 4.11b,d) and polar cooling for 
geoBC (Fig. 4.11F'HILQLQJ WKH µ6$, FRROLQJHIIHFW¶ as the temperature difference 
between SAI and RCP8.5, the ratio of cooling effect at high latitudes (> 60o) between 
geoBC and geoSulf is 1.19 and between geoBC and geoTiO2 is 1.23.  In  the  tropics 
and mid-latitudes (< 60o) the equivalent ratios are 0.64 and 0.71 respectively. The 
high-latitude cooling in the case of geoBC is attributable to the zonal distribution of 
BC (Figs. 4.8c,f,i) which is more evenly spread over the stratosphere than for 
geoSulf and geoTiO2. The result is a greater surface SW forcing at high-latitudes in 
the summer hemisphere for geoBC. For instance, in the Arctic (>60oN) in JJA, the 
surface SW forcing is -25.7 Wm-2 in geoBC and -3.3 and -6.6 Wm-2 in geoSulf and 
geoTiO2 respectively.  Although the global-mean  precipitation rate  increases in  the  
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Figure 4.11 Annual-mean near-surface air temperature (top) and precipitation rate (bottom) 
anomalies with respect to HIST. Stippling indicates where changes are significant at the 5% 
level using a two-WDLOHG6WXGHQW¶VW-test 
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RCP8.5 scenario (Fig. 4.11e), certain regions such as the Amazon basin exhibit a 
drying trend. This is in line with the CMIP5 multi-model projections documented in 
AR5 [e.g. Fig. 12.10 from Collins et al., 2013]. All of the SAI experiments show a 
global-mean precipitation reduction with respect to both HIST and RCP8.5 (Figs. 
4.11f-h), which is due to the deceleration of the hydrological cycle and is a robust 
model response to SAI [e.g. Yu et al., 2015; Tilmes et al., 2013; Bala et al., 2008]. 
The magnitudes of the precipitation changes are greater for geoBC than for geoSulf 
or geoTiO2, for instance, the global-mean precipitation anomaly is -0.26 mm day
-1 for 
geoBC compared to -0.12 mm day-1 for geoSulf and -0.14 mm day-1 for geoTiO2. In 
order to maintain TOA-Imb=0, BC must produce a greater SW perturbation at the 
tropopause and at the TOA than SO4 or TiO2, which is compensated by the 
increased LW perturbation resulting from stratospheric warming. The troposphere 
is relatively transparent to SW radiation but absorbs efficiently in the LW 
spectrum, therefore the annual-mean surface radiative forcing in the geoBC 
experiment is greater (í18.6 W mí2) than for geoSulf or geoTiO2 íDQGí
Wmí2 respectively ± see Fig. 4.12). Bala et al. DQG0XOOHUDQG2¶*RUPDQ
(2011) have shown that the magnitude of the global-mean precipitation response to 
an imposed forcing is dependent on the energy flux entering/leaving the atmosphere 
(the radiative forcing of the atmosphere). The radiative forcing of the atmosphere is 
 
Figure 4.12 ¶VDQQXDODQGJOREDO-mean net downward energy flux anomalies at 
the surface (Wmí2). Calculated with respect to piControl 
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the difference between net radiative fluxes at the TOA and at the surface. As the net 
radiative flux anomaly at the TOA is, by design, equal for the different 
geoengineering scenarios here and the net radiative flux anomaly at the surface is 
greater for geoBC (Fig. 4.12), the precipitation reduction is therefore amplified in the 
geoBC scenario.  
It is important to note that if the RCP8.5 warming relative to HIST was completely 
offset in the geoBC and geoTiO2 experiments, the hydrological response would be 
greater than in Fig. 4.11. Using the hydrological sensitivities calculated in Section 
4.4.1, the precipitation changes relative to HIST would be -0.34 mm day-1 for geoBC 
and -0.16 mm day-1 for geoTiO2. From Fig. 4.12, the reduction in surface SW flux in 
the RCP8.5 scenario is due to increases in water vapour [Haywood et al., 2011]. 
Haywood et al. (2011) report a clear-sky reduction of -5.7 Wm-2 in RCP8.5 2090s 
with respect to a recent historical period, while our study is consistent at a value 
of -5.4 Wm-2 (not plotted). However, in all geoengineering cases, this reduction is 
comprehensively overwhelmed by aerosol direct effects. Figure 4.13 shows the 
JJA temperature (Figs. 4.13a-d) and precipitation (Figs. 4.13e-h) anomalies. In the 
geoSulf and geoTiO2 scenarios, the temperature is effectively maintained at HIST 
levels (Figs. 4.13b,d). However, a slight bias towards high-latitude NH warming in 
geoSulf and geoTiO2 results in a northward displacement of the ITCZ, which is 
exemplified by the Sahelian precipitation increase in Figs. 4.13f,h. This phenomenon 
was noted by Haywood et al. (2013) and has been observed after large 
hemispherically-asymmetric volcanic eruptions [Oman et al., 2006a]. Although the 
general pattern of precipitation change is similar for the 3 SAI scenarios, geoBC 
again displays a greater drying signal, with 80% of the total land area experiencing a 
JJA precipitation reduction in geoBC compared to 70% for geoTiO2, 57 % for geoSulf 
and 52 % for RCP8.5. 
Figure 4.14 shows the DJF temperature (Figs. 4.14a-d) and precipitation (Figs. 
4.14e-h) anomalies. The temperature reduction over Greenland in geoBC (Fig. 
4.14c) is due to the significant decrease in downwelling SW radiation at the surface 
during the Arctic sea-ice formation season (September-October-November), which 
leads to a positive sea-ice albedo feedback and further localised cooling. This 
inference is corroborated by Fig. 4.15, which shows the Arctic DJF sea-ice extent in 
terms  of the average  DJF sea-ice boundary.  The sea-ice  boundary  in geoBC (Fig.  
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Figure 4.13 JJA near-surface air temperature (top) and precipitation rate (bottom) anomalies 
with respect to HIST 
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Figure 4.14 DJF near-surface air temperature (top) and precipitation rate (bottom) 
anomalies with respect to HIST 
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4.15c) extends to well below Greenland, and the total sea-ice extent anomaly is 
+1.72 million km2 which vastly exceeds the HIST standard deviation of +/- 0.52 
million km2. In comparison, the sea-ice extent anomaly of -11 million km2 for RCP8.5 
(Fig. 4.15a) marks a reduction by 43% of the total HIST sea-ice extent. Returning to 
Fig. 4.14, the poleward shift in the NH extratropical rain-belt over the Atlantic in 
RCP8.5 (Fig. 4.14e) is a robust result of GHG-induced global warming and is related 
to storm track displacement [Lombardo et al., 2015]. This same response is evident 
in the geoengineering simulations (Figs. 4.14f-h), although to a much lesser extent in 
geoSulf and geoTiO2. 
4.4.4.  Stratospheric changes 
Figure 4.16 shows the zonal-mean temperature change as a function of latitude and 
altitude for the JJA and DJF seasons. The stratospheric cooling in conjunction with 
tropospheric warming in RCP8.5 (Figs. 4.16a,e) is a robust result of increasing GHG 
concentrations  [e.g.  Schmidt et al., 2013b].  Stratospheric  cooling  is  the  result  of  
 
Figure 4.15 DJF NH sea-ice edge plotted with the HIST extent 
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Figure 4.16 JJA (a-d) and DJF (e-h) zonal-mean temperature anomaly with altitude, 
with respect to HIST 
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Figure 4.17 JJA (a-d) and DJF (e-h) zonal-mean temperature anomaly with altitude, 
with respect to the HIST temperature profile for RCP8.5 (a,e), and with respect to 
RCP8.5 for geoSulf, geoBC and geoTiO2 
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enhanced GHG concentrations increasing the emissivity (İ in Eq. 1.3) of the 
atmosphere above the level of effective LW emission to space. Aerosols directly 
affect temperature by absorbing radiation, and indirectly by scattering radiation and 
by ambient dynamical and chemical changes [Carslaw and Kärcher, 2006]. SO4 
predominantly absorbs in the LW and near-infrared spectra (Fig. 4.2a). The 
stratospheric radiative heating in geoSulf is therefore most pronounced in the 
tropical region, where SO4 absorbs outgoing LW radiation from the warm 
troposphere below and then emits comparatively less radiation from the cold 
stratosphere. In contrast, TiO2 and BC absorb in both the SW and LW spectrum 
(Figs. 4.2b,c), and therefore preferentially warm the summer hemisphere and tropical 
stratosphere where solar radiation is most prevalent. geoBC produces the most 
significant warming effect, with an average stratospheric (15-50 km altitude) 
temperature increase of 33 K and a maximum temperature increase of 68 K (Figs. 
4.16c,g). Figure 4.17 shows the zonal-mean temperature changes for RCP8.5 with 
respect to HIST (the same as in Fig. 4.16) and for geoSulf, geoTiO2, and geoBC with 
respect to 2090s RCP8.5. The maximum BC-induced heating relative to the baseline 
RCP8.5 scenario is 76 K (Figs. 4.17c,g). This is comparable to the ~80 K 
temperature change that Kravitz et al. (2012) found in their SmR scenario. For 
comparison, the maximum SO4-induced and TiO2-induced heating relative to 
RCP8.5 are far more modest at 7 K and 22 K, respectively (Figs. 4.17b,d,f,h). 
A warming of the lower tropical stratosphere could have multiple climatic 
repercussions such as a weakening of the tropospheric tropical circulation [Ferraro 
et al., 2014], strengthening of the polar vortex [Driscoll et al., 2012] and modification 
of the QBO [Aquila et al., 2014]. Additionally, an increase in the tropical tropopause 
layer temperature would increase the specific humidity of air entering the 
stratosphere [Dessler et al., 2013]. Changes to the stratospheric water vapour 
content could have significant chemical and radiative impacts, contributing to O3 
depletion via the HOx cycle and stratospheric warming via LW absorption [Kravitz 
et al., 2012]. To assess the effects of geoengineering on stratospheric water 
vapour, we calculate the time-averaged H2O mixing ratio averaged between 
20oS-20oN and 16-20 km altitude. In the HIST era, the H2O MMR is 4.2 ppmv, in 
close agreement with Halogen Occultation Experiment (HALOE) HALOE 
observations [Gettelman et al., 2010]. In the 2090s, the average H2O MMR is 6.3 
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ppmv for RCP8.5, 4.8 ppmv for geoSulf, 7.1 ppmv for geoTiO2, and 32.7 ppmv 
for geoBC. The stratospheric water vapour feedback is therefore greater for 
geoBC and geoTiO2 than for geoSulf.  
 
A strengthening of the polar vortex could be instigated by an increased temperature 
gradient between the tropical/mid-latitude and polar stratospheres, a phenomenon 
which was observed after the Pinatubo eruption [Stenchikov et al., 2002]. We 
concentrate on the Arctic wintertime (DJF) response to SAI, and adopt a similar 
metric to that used by Ferraro et al. (2011) to determine the stratospheric 
temperature gradient. Specifically, we determine the difference in temperature 
between 20oN-20oS (Tropics) and 50oN-90oN (North Pole) at 17-22 km altitude in the 
DJF season. Using this metric, the change in temperature gradients for geoBC, 
geoSulf and geoTiO2 are +10.4, +7, and +10.1 K, respectively; with all experiments 
indicating a steeper temperature gradient between the tropics and poles. Fig. 4.18 
shows the 50hPa DJF geopotential height anomalies over the Arctic for RCP8.5 and 
 
Figure 4.18 DJF 50hPa geopotential height anomaly 
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the 3 SAI experiments. The negative geopotential height anomaly centered over the 
North Pole in all the SAI experiments is indicative of a strengthened polar night jet 
and a positive Arctic Oscillation phase [Stenchikov et al., 2002]. The DJF zonal-
mean zonal-wind anomaly (Fig. 4.19) substantiates our inference of a strengthened 
polar-night jet under SAI, with increased zonal windspeeds at 65oN and 40 km 
altitude of 62 m s-1, 17 m s-1, and 37 m s-1 for geoBC, geoSulf and geoTiO2 
respectively.  
The QBO is a periodic change in the equatorial zonal wind pattern in the 
stratosphere, which fluctuates between easterly and westerly phases [Baldwin et al., 
2001].  Aquila et al. (2014) showed that radiative heating in the  aerosol layer could 
prolong the westerly phase of the QBO (where the phase is defined at 40 hPa) by 
enhancing the residual-mean upwelling motion and strengthening the westerly 
winds. HadGEM2-CCS includes a non-orographic gravity wave scheme that permits 
the model to internally generate a QBO and is therefore capable of assessing QBO 
changes [Martin et al., 2011]. The average QBO period for the HIST ensemble is 27 
months which agrees closely with observations [e.g. Baldwin et al., 2001]. Figure 
4.20 shows the 2090s QBO timeseries for one ensemble member of the RCP8.5 and 
 
Figure 4.19 DJF zonal-mean zonal wind anomaly relative to HIST 
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SAI experiments. The average QBO periods for this time span, which are determined 
using all 3 ensemble members, are 20 months for RCP8.5, 31 months for geoSulf 
and 36 months for geoTiO2. For geoBC, no QBO-like oscillation can be detected in 
the 10-year time span, suggesting a persistent westerly phase such as observed by 
Aquila et al. (2014) in their 5 Tg[SO2] yr
-1 injection scenario (G5
22-25km- ZKHUH µ¶
indicates the SO2 LQMHFWLRQ UDWH DQG µ- NP¶ LQGLFDWHV WKH LQMHFWLRQ DOWLWXGH). In 
their HadGEM2-CC simulations, Kawatani and Hamilton (2013) also observed a 
decline in the QBO period for the RCP8.5 scenario, although they were unable to 
provide a reason for this. A robust inference from this work is that the magnitude of 
6$,¶V LPSDFW RQ VWUDWRVSKHULF ]RQDO ZLQGV FRUUHODWHV ZLWK WKH PDJQLWXGH RI WKH
stratospheric warming (Fig. 4.17 for temperature, and Figs 4.19, and 4.20 for wind 
anomalies). 
 
Figure 4.20 Time series of equatorial (5S-5N) zonal-mean zonal wind profile 
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4.4.5  Sea level and permafrost changes 
As noted in Chapter 1, 90 % of the energy accumulated by the Earth system as a 
result of anthropogenic GHGs has been absorbed by the oceans. As a result, the 
oceans have warmed and the GMSL has risen in recent decades by +1.1 mm yr-1 
from thermal expansion alone. Although other processes influence the GMSL, such 
as ice-sheet and glacial melt and land water storage changes, thermosteric (salinity 
and temperature related) changes are projected to contribute 30-50 % of the total 
GMSL rise in the 21st century in all of the RCP scenarios [Church et al., 2013]. It is 
straightforward to calculate the thermosteric component of GMSL rise using the 
UNESCO equation, which relates the density of seawater to its temperature and 
salinity, and then by integrating the density anomalies over the ocean depth 
[UNESCO, 1981; Gill, 1982]. Figure 4.21 shows the thermosteric GMSL rise for the 
RCP8.5 and geoengineering simulations and the average change in ocean water 
density, both relative to the HIST era. The GMSL rise in the RCP8.5 scenario of ~30 
cm in 2100 relative to HIST is in close agreement with the CMIP5 ensemble [Fig. 
13.10 in Church et al., 2013]. The geoengineering scenarios exhibit an insignificant 
negative trend in GMSL rise (Fig. 4.21a), which suggests that SAI at a sufficient rate 
to balance TOA energy fluxes would be effective at counteracting thermosteric sea 
level rise regardless of the aerosol injected. This is despite geoBC exhibiting a 
significant Arctic sea-ice increase (Fig. 4.15), although global-mean surface energy 
 
Figure 4.21 Timeseries of thermosteric GMSL rise (i.e. global MSLR), calculated 
using changes in oceanic temperature and salinity. (a) thermosteric GMSL rise (b) 
oceanic density anomaly 
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fluxes are effectively stabilised in geoBC despite the sea-ice change (Fig. 4.12). Our 
results substantiate the findings of Irvine et al. (2012) and Moore et al. (2010). 
Permafrost refers to permanently frozen soil layers found at high latitudes and in 
mountainous regions [Caesar et al., 2013]. As discussed in Chapter 1, permafrost 
changes are important for climate due to the large amount of OC stored in the frozen 
soil which, if emitted to the atmosphere as CH4 or CO2, could exacerbate global 
warming. We assess the terrestrial permafrost changes in these simulations by 
specifying permafrost-laden gridcells as gridcells in which the deep soil (3 m depth) 
temperature is below freezing point for 2 consecutive years. As also found by Caesar 
et al. (2013), Koven et al. (2013) and Slater and Lawrence (2013), HadGEM2 
overestimates the total global permafrost extent (GPE), with a year 2000 value of 26 
million km2 (Fig 4.22) compared to an observed area of ~18 million km2 [Hugelius et 
al., 2014]. The HIST permafrost areal extent over the Tibetan plateau (1.97 million 
km2) also slightly exceeds the observed extent (~1.6 million km2 [Ran et al., 2012]). 
The GPE in the HIST/RCP8.5 scenario decreases from 27 to 23 million km2 between 
1980 and 2020, and then continues to rapidly diminish to reach 7 million km2 by year 
2100, as also found by Caesar et al. (2013). All three geoengineering scenarios 
exhibit a 10-year GPE rebound following the initiation of aerosol injection (2020-
2030), after which GPE is then essentially stabilised at ~25 million km2 (Fig. 4.22). 
Figure 4.23 shows the spatial maps of NH permafrost boundaries in the HIST period 
(thick   black   lines)  and  2090s  periods.   It  is  clear  that  all  three  SAI  scenarios 
NH permafrost 
area (106 km2) 
NH 
>:ĺ
180E, 
(4ĺ1@ 
N. America 
>:ĺ
25W, 
1ĺ1@ 
N. Eurasia 
>:ĺ
170W, 
1ĺ1@ 
Tibet 
>(ĺ( 
1ĺ1@ 
HIST 
1980-2005 
26.44 9.10 15.37 1.97 
RCP8.5 
2090s 
7.97 3.44 4.09 0.44 
geoSulf 
2090s 
25.29 9.03 14.17 2.10 
geoTiO2 
2090s 
24.92 8.97 13.91 2.03 
geoBC 
2090s 
24.32 8.79 14.31 1.21 
 
Table 4.4 NH total permafrost area (106 km2) for the HIST and 2090s periods 
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Fig 4.23 Permafrost boundaries for the HIST (1980-2005) and 2090s periods 
 
Fig 4.22 Global permafrost areal extent (106 km2) for the ensemble-means of HG2 
simulations 
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effectively mitigate changes to the northern circumpolar (latitudes > 43.5N) 
permafrost boundary. However, the geoBC scenario exhibits a 39 % decrease of 
permafrost extent over the Tibetan Plateau relative to HIST (Fig 4.23d; Table 4.4). 
This relates to the residual atmospheric warming at low latitudes in the geoBC 
scenario (Fig. 4.11c). Conversely, the geoSulf and geoTiO2 scenarios exhibit 
permafrost area gains over the Tibetan Plateau of 7 % and 3 % relative to HIST 
respectively (Table 4.4).  
HadGEM2-CCS does not include the permafrost carbon feedback therefore it is 
prudent to estimate it. Approximately 1300 (+/- 200) GtC of OC is stored in the 
northern circumpolar permafrost region [Hugelius et al., 2014], while the Tibetan 
Plateau permafrost contains ~160 (+/- 90)  GtC of OC  [Mu et al., 2015]. Schneider 
von Deimling et al. (2012) used a GCM coupled to a detailed permafrost model to 
investigate the PCF for the RCP8.5 scenario. By 2100, they found a 57 % permafrost 
areal decrease with respect to present day, and cumulative CO2 and CH4 emissions 
over the 21st century from permafrost thawing of +30 [16, 55] and +0.19 [0.07, 0.45] 
GtC respectively. This can be compared to present day anthropogenic emissions 
CO2 and CH4 emissions of +10 and +0.4 GtC yr
-1, respectively. Therefore, it is 
unlikely that the PCF will significantly alter global-mean temperature by 2100, even 
in the RCP8.5 scenario [Collins et al., 2013]. As SAI obviates much of the permafrost 
thawing (Fig. 4.22-4.23), we estimate that it would additionally inhibit the PCF 
response. 
4.5. Summary and Discussion 
In this chapter, we have assessed the climatic impacts of SO4, BC and TiO2 injection 
against a baseline RCP8.5 scenario, by comparing the 2090s climate with a 
simulated historical period. We have shown that, although the distribution of climate 
changes are similar for the three SAI scenarios, certain changes differ, for instance 
BC produces a substantially greater stratospheric warming signal with concomitantly 
greater changes to stratospheric dynamics. The severity of the stratospheric 
temperature changes effectively excludes BC from being a viable option for 
geoengineering. Additionally, we have shown that producing an equivalent top of 
the atmosphere radiative perturbation with a SW-absorbing aerosol such as BC (or 
to a lesser extent TiO2) compared to a SW-scattering aerosol such as SO4, induces 
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a comparatively greater SW forcing at the surface. Bala et al. (2008) showed that 
reduced latent heat fluxes compensate for the SW reduction at the surface, 
instigating a deceleration of the hydrological cycle that is proportional to the 
magnitude of the SW reduction. This explains the comparatively greater precipitation 
reduction exhibited by geoBC in Figs. 4.11, 4.13, and 4.14. Our results complement 
Niemeier et al. (2013), who showed that a LW-absorbing SO4 layer would produce a 
greater hydrological perturbation per TOA SW forcing than a simple solar irradiance 
reduction scenario. The geoBC scenario displays a greater cooling at high latitudes 
than the geoSulf and geoTiO2 scenarios (Figs. 4.11, 4.13, and 4.14), which 
comparatively exhibit a net tropical cooling. This raises the question of whether a 
combination of aerosols could potentially be injected to produce a cooling that is 
uniform with latitude if necessary. Although SAI with SO4 and TiO2 effectively 
maintains the regional distribution of temperature at HIST levels, with a slight 
residual warming at high latitudes, the hydrological cycle decelerates substantially in 
all SAI scenarios which is exemplified by a global-mean reduction in precipitation. 
However, annual-minimum sea-ice extent in both hemispheres and global-mean 
thermosteric sea-level (Fig. 4.21) are almost entirely maintained at HIST levels for all 
SAI scenarios. 
We find that SO4 induces less stratospheric warming than TiO2. In contrast, Ferraro 
et al. (2011) found that the peak stratospheric warming for TiO2 was approximately a 
third of that from SO4. Although the different climatologies, model configurations, and 
aerosol spatial distributions will contribute to the difference in stratospheric 
temperature adjustment between our work and Ferraro et al. (2011), the primary 
reason for the disparity is likely to be the aerosol size distributions. Our TiO2 is 
smaller (rm = 0.045 µm compared to 0.1 µm for Ferraro et al. (2011)) and therefore 
VFDWWHUV DQG DEVRUEV 6: PRUH HIILFLHQWO\ SURGXFLQJ D JUHDWHU ORFDOLVHG µVRODU¶
warming. Their SO4 distribution contains a larger spread (ı = 2.0 for Ferraro et al. 
(2011) compared to ı = 1.25 here), resulting in more coarse-mode particles and 
greater LW absorption. This disparity highlights the sensitivity of climatic effects to 
the specified aerosol size distribution. On a separate note, Ferraro et al. (2011) 
neglected to alter the TiO2 density component in the calculation of their aerosol mass 
and specific optical properties [A. Ferraro, personal communication]. The density that 
they used for TiO2 of 1600 kg m
-3 is appropriate for SO4, but should have been 
Chapter 4  Page | 178 
 
altered to ~4000 kg m-3 for TiO2. Therefore, their TiO2 aerosol burden should be 
multiplied by 2.5 to give 7.5 Tg, and their optical coefficients divided by 2.5, to obtain 
appropriate values. 
It is important to note that the climate impacts described in Section 4.4 are 
dependent on the optical properties of the aerosol, which are further dependent on 
WKHDHURVROSDUWLFOH¶VVL]HVKDSHDQGFRPSRVLWLRQ>HJ.UDYLW]et al., 2012]. In this 
investigation, the dry-mode size distribution of the aerosol species is held constant 
and hygroscopic growth is not represented in the BC and TiO2 schemes (Section 
4.2.2), nor are the effects of internal mixing represented. Observations have shown 
that fresh BC aerosol is predominantly hydrophobic, but the uptake of soluble 
particulates (e.g. secondary organics) results in increased hygroscopicity [Liu et 
al., 2013]. Mineral dust, which contains 1-10 % TiO2 by mass [Ndour et al., 2008], 
exhibits low hygroscopicity for radii < 0.1 µm and similar growth to equivalently-
sized SO4 aerosol thereafter [Koehler et al., 2009]. Although the historical 
stratospheric water vapour content is low (~4.2 ppmv in the tropical lower 
stratosphere during the HIST period), aerosol-induced stratospheric warming in 
the tropical tropopause layer would increase the specific humidity of air entering 
the stratosphere, therefore impacting hygroscopic growth. The injection of aerosol 
into pre-existing aerosol layers would lead to larger particles through coagulation and 
condensation, whiFKZRXOGIXUWKHUDOWHUWKHDHURVRO¶VRSWLFDODQGSK\VLFDOSURSHUWLHV
The actual size of the aerosol in an SAI scheme would therefore depend on the 
injection strategy (e.g. location/ season) and the size and composition of the injected 
species [e.g. Carslaw and Kärcher, 2006; Heckendorn et al., 2009]. Recent research 
from Heckendorn et al. (2009), Pierce et al. (2010), English et al. (2012), and 
Weisenstein et al. (2015) have highlighted the importance of representing aerosol 
growth in SAI simulations. Incorporating aerosol microphysics would result in a better 
UHSUHVHQWDWLRQ RI WKH DHURVRO¶V RSWLFDO SURSHUWLHV WKLV LV SDUWLFXODUO\ LPSRUWDQW IRU
solid aerosols that form chain-like fractals. However, it is also important that the 
PRGHO¶VFOLPDWRORJ\LVDEOH to respond radiative changes induced by the aerosol. A 
more detailed assessment would couple a 3D GCM with a detailed aerosol 
microphysics module, but such experiments over the centennial timescales of this 
work are computationally expensive. The next-generation Hadley Centre model 
(UKESM-1) will incorporate the GLOMAP-mode two-moment aerosol module [Mann 
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et al., 2010] and the UKCA chemistry scheme, which would allow for such an 
assessment [Morgenstern et al., 2009]. A detailed assessment of the aerosol 
microphysics for SO4, BC, and TiO2 injection is therefore not within the scope of this 
work, but presents an important subject for future work. 
Another interesting aspect of SAI which we have not directly assessed in this work is 
the impacts to tropospheric climatology once the aerosol is removed from the 
stratosphere. In particular, we identified SO4 and aged BC aerosol as being 
hygroscopic in Section 2.2, and therefore able to act as CCN and form cloud 
droplets. Additionally, stratospheric SO4 aerosol is able to nucleate cirrus cloud 
droplets, such as observed following the Mt Pinatubo eruption [Lohmann et al., 
2003], which would enhance LW absorption in the upper atmosphere. Aerosol-cloud 
interactions are coarsely parameterised by current GCMs such as HadGEM2, and 
contribute the largest source of uncertainty to past and future climate forcing 
[Boucher et al., 2013]. Therefore we defer a detailed analysis of the impacts of SAI 
on cloud properties to a future piece of work with UKESM-1. Nevertheless, it 
interesting to note from Fig. 4.10 that much of the aerosol deposition from these 
simulations is over pristine environments (e.g. the open ocean) where marine cloud 
brightening would be most effective [e.g. Jones and Haywood, 2012].  
The climatic impacts described in Section 4.4 are specific to geoengineering 
against a baseline RCP8.5 scenario. If instead we had used a middle-of-the-road 
GHG-concentrations scenario such as RCP4.5 [Taylor et al., 2012], as used in 
the first tier of GeoMIP scenarios [Kravitz et al., 2011], then less aerosol-injection 
would be needed to obtain TOA-Imb=0 and therefore the aerosol deposition 
rates and atmospheric mass concentrations would be less than those reported in 
Section 4.4. One would expect that the magnitude of stratospheric temperature 
changes (Fig. 4.17) and therefore zonal-mean zonal wind changes (Fig. 4.20) 
would be much less for each of the aerosols, possibly confounding the 
conclusions given here relating to their comparative efficacy. An estimate for the 
amount of SAI required for RCP4.5 can be garnered from integrating the 
temperature anomalies for RCP8.5 and RCP4.5 for the period 2020-2100. The 
ratio of the integrated temperature anomalies for RCP4.5 to RCP8.5 is 0.43, 
hence we can assume that the injection rates required for RCP4.5 are ~0.43 of 
those for RCP8.5, producing a climate perturbation ~0.43 times as great. A 
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further set of simulations, which instead utilise RCP4.5 as the baseline scenario, 
would be required to test this hypothesis. 
We have used prescribed O3 fields in these simulations because representing 
stratospheric chemistry is prohibitively computationally expensive for the multiple 
centennial simulations performed here [Martins et al., 2011]. Kravitz et al. (2012) 
showed in their SmR scenario that BC injection could potentially result in global O3 
depletion of >50 %, therefore the chemistry changes in SAI could potentially exceed 
the importance of the physical changes in terms of climatic impacts (e.g. UV 
radiation at the surface). Tilmes et al. (2012) showed that SW scattering by 
geoengineered SO4 could potentially compensate for O3 loss by back-scattering UV 
radiation in the tropics, but that this effect was insufficiently compensatory at high 
latitudes. Their result was scenario-dependent; O3 loss due to heterogeneous 
chemistry is enhanced for smaller particles and in the presence of higher free-radical 
concentrations. Therefore, additional research is needed in order to understand the 
effects on atmospheric chemistry of injecting alternative aerosols. This work has 
already been started for TiO2 by Tang et al. (2014). 
Another important aspect of SAI which is comparatively under-researched is the 
potential for impacts on human health. Aerosol concentrations in the air near the 
surface are of interest because of potential human respiratory impacts [Robock, 
2008]. For instance, WKH 86$¶V 1DWLRQDO ,QVWLWXWH IRU 2FFXSDWLRQDO 6DIHW\ DQG
Health (NIOSH) recommends maximum exposure limits of 0.3 mg m -3 for 
ultrafine TiO2 particles (radius <0.05 µm) and 2.4 mg m
-3 for fine particles (radius 
< 1.5 µm) [Dankovic et al., 2011]. After undergoing coagulation and ageing in the 
atmosphere, it is likely that the second exposure limit is more applicable to this 
work. ,QRXUVLPXODWLRQVWKHPD[LPXP¶VQHDU-surface air concentration of TiO2 
(e.g. Fig. 4.8) for land regions between 60oS-60oN is 254 ng m-3, which is of the 
order of 102 OHVV WKDQ WKH 1,26+ µILQH-SDUWLFOH¶ H[SRVXUH OLPLW 7KH HTXLYDOHQW
maximum concentration anomalies of BC in geoBC and SO4 in geoSulf are 10 ng m
-3 
and 1851 ng m-3 respectively. More work is needed to assess the potential impacts 
of SAI on air quality and human health. 
Another thus far unmentioned aspect of this research is the potential for surface 
albedo modification by aerosol deposition. In particular, BC deposition on snow 
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reduces the snow albedo through enhanced snow-melt and the coarsening of snow 
grains, which results in amplified high-latitude warming [Marks and King, 2013]. 
HadGEM2-CCS does not include the BC-on-snow feedback; therefore we estimate it 
by comparing the deposition rates for 2090s geoBC with the historical period. Jiao et 
al. (2014) report that the simulated annual-mean Arctic (>60oN) BC deposition for the 
2006-2009 period ranges from 13-35 ×107 kg yr-1 for the AEROCOM Phase II 
models. The annual-mean Arctic BC deposition for the 2006-2009 period from our 
HadGEM2-CCS simulations is 23×107 kg yr-1, which is within the AEROCOM range. 
The annual-mean Arctic BC deposition anomaly for the 2090s period in geoBC is 
19.6×107 kg yr-1. Therefore, the effects of dirty snow in such an SAI scenario would 
likely be significant, which would have impacts on the distribution of temperature, 
particularly at high latitudes, potentially confounding some of our conclusions. 
Although we have emphasized this issue with respect to BC, it is important to note 
that any particle that absorbs SW radiation will instil this forcing. Therefore TiO2, 
which has a non-unitary single scattering albedo at short wavelengths, will also 
cause snow-grain coarsening and snow-melt by absorbing solar radiation and 
warming the top layer of the snow pack. 
This research has highlighted potential climate impacts of injecting various 
stratospheric aerosols in order to ameliorate global warming. However, additional 
research is needed to further assess the climatic impacts of stratospheric aerosol 
injection such as the impacts on O3. Whilst research indicates that SAI is capable of 
averting certain climate changes such as surface-warming, SAI provides no 
amelioration for other climate impacts, such as ocean acidification. It is therefore 
important to note that the safest possible solution to avoiding the sort of climate 
change instantiated by (e.g.) Fig. 4.11a of this thesis is to effectively mitigate GHG 
emissions.  
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 Chapter 5  Sensitivity of volcanic aerosol 
dispersion to meteorological 
conditions: A Pinatubo case study* 
5.1. Introduction 
In Chapter 4 we used HadGEM2-CCS to investigate the climatic impacts of SAI. It is 
important to note that the conception of SAI as a geoengineering proposal was 
motivated by large-scale volcanic eruptions [Budyko, 1977]. As a precursor to the 
SAI simulations performed for Chapter 4, we simulated the 1991 Pinatubo eruption 
to validate HadGEM2-&&6¶VDHURVRO transport module (Section 4.3.1). An interesting 
result of these simulations was the high variability of the AOD exhibited by the 10-
member 1-day eruption simulations (Fig. 4.4). In this chapter, we assess the 
sensitivity of volcanic aerosol dispersion to ambient meteorological conditions by 
simulating Pinatubo-like eruption scenarios.  
5.2.  The 1991 Mt. Pinatubo eruption 
After weeks of precursory activity, Mt. Pinatubo in the Philippines (15oN, 121oE) 
erupted on 15th June 1991 in a volcanic episode that lasted ~9 hours starting at 
14:00 (local time), although 90% of the total magmatic injecta was emitted in an 
intense phase that lasted ~3 hours [Holasek et al., 1996, Guo et al., 2004; Self et al., 
2004]. The Pinatubo eruption was significant for multiple reasons. It was the first 
major volcanic eruption to be comprehensively documented by satellite instruments, 
lidars and airborne aerosol counters [McCormick et al., 1995]; it likely produced the 
greatest volume of volcanic material injected into the atmosphere of any 20th century 
eruption [Bluth et al., 1992; Robock, 2000]; and it had a broad climatic influence that 
would prove a vital validation tool for the burgeoning GCM development community. 
The Pinatubo eruption induced a global-mean lower-tropospheric cooling of 0.3oC 
(averaged over the subsequent 4 years) [Soden et al., 2002];  enhanced O3  reaction  
 
 
 
*This chapter is based on the following publication, a copy of which is provided in 
Appendix 2. 
Jones, A. C., J. M. Haywood, A. Jones, and V. Aquila (2016b), Sensitivity of 
volcanic aerosol dispersion to meteorological conditions: A Pinatubo case study, 
J. Geophys. Res. Atmos., 121, 6892±6908, doi:10.1002/2016JD025001. 
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catalysis for 1-2 years [Hofmann et al., 1992; McCormick et al., 1995]; disrupted the 
hydrological cycle [Spencer et al., 1998; Trenberth and Dai, 2007]; induced a tropical 
stratospheric warming [Labitzke and McCormick, 1992]; and instigated a wealth of 
other climatic perturbations [e.g. McCormick et al., 1995; Robock, 2000]. 
The primary driver of these climatic impacts was the volcanic aerosol that resided in 
the stratosphere for multiple years and influenced both the incoming SW radiation 
and outgoing LW radiation [Stenchikov et al., 1998]. This aerosol plume was 
primarily composed of SO4 in the form of liquid H2SO4 droplets (60-80 % by mass) in 
aqueous solution, formed from the oxidation of gaseous SO2 which was oxidised to 
SO4 with an e-folding time of ~35 days [Bluth et al., 1992]. Heavier constituents of 
the initial plume such as ash were removed from the atmosphere within weeks and 
therefore provided a short-term, localised climatic forcing [Russell et al., 1996; 
Niemeier et al., 2009]. Early observations from the Total Ozone Mapping 
Spectrometer (TOMS) instrument suggested that Pinatubo emitted ~20 Tg of SO2 
[Bluth et al., 1992], although a later, revised estimate suggested 14-23 Tg [Guo et 
al., 2004]. Recent Pinatubo simulations with models that incorporate aerosol 
microphysics suggest that an SO2 emission of nearer 14 Tg produces better 
agreement with observations [Sheng et al., 2015b].  
The evolution of the aerosol cloud was observed by the Advanced very-high-
resolution radiometer (AVHRR) and Stratospheric Aerosol and Gas Experiment 
version 2 (SAGE II) satellite-borne instruments [Stowe et al., 1992; McCormick and 
Veiga, 1992]. After the eruption, the aerosol plume was rapidly transported westward 
via zonal stratospheric winds and encircled Earth within 22 days [Bluth et al., 1992]. 
Additionally, the aerosol cloud was initially advected both northward and southward, 
crossing the equator within 1 week [Young et al., 1994]. Subsequent meridional 
tUDQVSRUW ZDV LPSHGHG E\ WKH ³OHDN\ WURSLFDO SLSH´ ± a sharp latitudinal potential 
vorticity gradient in the subtropical stratosphere ± and later by the strong polar night 
jet in the SH [Boville et al., 1991]. For the first couple of months after the eruption, 
the aerosol cloud was primarily confined to the tropical stratosphere (20oS-30oN), 
within altitudes of 20-30 km [McCormick et al., 1995]. The contemporaneous 
descending easterly-shear phase of the QBO, coupled with a strong lower-
stratospheric meridional wind gradient in the subtropics, contributed to the initial 
confinement of the aerosol to the tropics [Trepte and Hitchman, 1992; Trepte et al., 
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1993; Choi et al., 1998]. By July 1991, aerosol in the lower stratosphere (~16 km/ 
100 hPa altitude) had been transported to high NH latitudes (>50oN), primarily 
through advection by a tropospheric quasi-stationary anticyclone over Asia 
[McCormick et al., 1995; Trepte et al., 1993; Timmreck et al., 1999b]. Additionally, 
aerosol was later transported to the NH at higher altitudes (~25 km/ 30 hPa altitude) 
in the months following the shift from summer to winter stratospheric dynamics in 
October 1991 [Trepte et al., 1993]. Significant aerosol transport into the SH occurred 
during September 1991 in the high altitude regime (~22 km/ 40 hPa altitude), 
primarily as the result of transient subtropical anticyclones [Trepte et al., 1993]. The 
global sulphate cloud decayed exponentially with an e-folding time of ~1-2 years 
[Kirchner et al., 1999; Driscoll et al., 2012]. 
Various GCMs have been used to simulate the dispersal of the Pinatubo aerosol 
cloud. Early experiments treated the aerosol as a passive tracer, which disregards 
the radiative feedbacks of the aerosol [Boville et al., 1991; Pudykiewicz and Dastoor, 
1995; Timmreck et al., 1999b]. Young et al. (1994) combined a 3D circulation model 
with an aerosol transport/radiation code to show the importance of including the 
radiative feedbacks on the resultant dispersion of the aerosol. Timmreck et al. 
(1999a) showed that the stratospheric dynamical adjustments from aerosol-induced 
radiative heating could induce a strengthening of the polar vortex, in agreement with 
observations from 1991/1992 [e.g. Robock and Mao, 1995]. However, the simulated 
tropical aerosol reservoir in Timmreck et al. (1999a) was short-lived compared with 
observations, which the authors attributed to the absence of a QBO in their GCM. 
The QBO is a periodic oscillation of the equatorial, stratospheric zonal-mean zonal-
wind direction at ~40 hPa altitude [Baldwin et al., 2001]. Pinatubo simulations with 
GCMs that do not include a QBO have generally exhibited a short-lived tropical 
aerosol reservoir [Oman et al., 2006b; Niemeier et al., 2009; Toohey et al., 2011]. 
Niemeier et al. (2009) coupled an aerosol microphysics module with a GCM to show 
that radiative heating induced by the short-lived ash ejected by Pinatubo could alter 
the initial trajectory of the sulphate plume. Toohey et al. (2011) showed that the 
Pinatubo AOD evolution is sensitive to the season of eruption (particularly in the 
NH), which they attributed to the state of the BDC in the stratosphere. Aquila et al. 
(2012) (hereafter, AQ12) simulated Pinatubo using the GEOS-5 GCM, which 
included a single-moment sulphate-transport scheme and radiatively-interactive 
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aerosol, but no QBO representation. They injected 20 Tg[SO2] at the comparatively 
low altitudes of 16-NPRYHUD VLQJOHGD\ LQ FRQVHFXWLYH µth -XQHV¶DQGZLWK
perpetual year-2000 conditions. The low-altitude specification was selected because 
sensitivity tests with high-altitude eruptions (16-25, 17-27, 20-27, 20-30 km) had 
elevated the aerosol to altitudes that exceeded observations [e.g. McCormick and 
Veiga, 1992]. Their ensemble-mean 550nm AOD evolution (Fig. 2 of AQ12) 
compared well to AVHRR and SAGE II observations. English et al. (2013) coupled a 
3D sectional aerosol model to a GCM to study the linearity of atmospheric aerosol 
burdens to increasing levels of SO2 emissions, finding a non-linear relationship due 
to enhanced aerosol growth and sedimentation. To compensate for the omission of 
radiatively-interactive aerosol and a QBO, English et al. (2013) injected over a wide-
area (2oS-14oN, 95oE-115oE) and vertical span (15-29 km altitude), a technique also 
utilised by Timmreck et al. (1999a), Weisenstein et al. (2007), and Dhomse et al. 
(2014) 7KLV µZLGH-LQMHFWLRQ¶ PHWKRG VLGHVWHSV WKH QHFHVVDU\ UDGLDWLYHO\-induced 
dynamical changes required to transport the aerosol southward and upward [AQ12]. 
Dhomse et al. (2014) used a detailed aerosol microphysics module coupled to a 
GCM with an internally-generated QBO, to show that a simulated 10 Tg[SO2] 
Pinatubo-like eruption produced aerosol size distributions that matched observations 
better than the ubiquitously utilised 20 Tg[SO2] emission rate. Mills et al. (2016) also 
found that a 10 Tg[SO2] injection produced the best fit to Pinatubo observations, 
while Sheng et al. (2015b) found that 14 Tg[SO2] produced the best fit. However, 
climate models are imperfect tools for inferring the quantity of SO2 emitted by a 
volcanic eruption due to scenario-based uncertainties such as the altitude and 
composition of the volcanic plume; model-specific limitations such as coarse 
spatiotemporal resolutions and parameterised processes; missing processes such 
as the co-injection of volcanic ash, and internal variability such as meteorological 
conditions. 
A previously unexplored aspect of the Pinatubo eruption is the role of meteorology in 
the evolution of the aerosol plume; although the ensemble standard-deviations in 
Fig. 1 and Fig. 3 of AQ12 and Figs 5d,e,f of Toohey et al. (2011) suggest a high 
meteorological sensitivity in previous simulations. The spread of the aerosol plume 
has implications for the climatic impacts of volcanic eruptions. For instance, 
Haywood et al. (2013) showed that enhancement of the stratospheric sulphate 
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burden in a single hemisphere could alter the position of the ITCZ and associated 
monsoon precipitation. The aim of this investigation is to explicitly assess the 
sensitivity of the Pinatubo aerosol dispersion to the ambient meteorology. 
Additionally, we compare the aerosol dispersion from a 10-day eruption to the 
ensemble-mean of ten 1-day eruptions, which represent two intuitive methods of 
overcoming meteorological variability whilst simulating a volcanic eruption. In Section 
5.3 we describe the GCM (HadGEM2-CCS) used for this investigation and the 
Pinatubo simulation suite. In Section 5.4.1 we compare the global-mean sulphate 
optical depth anomalies for the Pinatubo simulations to observations. In Section 
5.4.2 we compare the aerosol dispersion for the ensemble-mean of the 1-day 
eruptions with the 10-day eruption. In Section 5.4.3 we compare the aerosol 
dispersion for individual 1-day eruption simulations to assess the importance of 
meteorology. We discuss the significance of our results in the context of potential 
climatic impacts of future volcanic eruptions and future GCM Pinatubo simulations in 
Section 5.5. 
5.3. Method 
5.3.1. Model specifications 
For this work, we use the HadGEM2-CCS GCM in atmosphere-only mode with 
prescribed climatological sea-surface temperature and sea-ice fields. We use 
perpetual piControl baseline conditions derived from CMIP5 specifications [Jones et 
al., 2011; Taylor et al., 2012]. This includes prescribed O3 fields following Cionni et 
al. (2011) and fixed atmospheric concentrations of CO2, CH4, and N2O. Except for 
the process of CH4 oxidation, HadGEM2-CCS does not include stratospheric 
chemistry, but does include a well-resolved stratosphere capable of internally 
generating a realistic QBO [Hardiman et al., 2012; Watson and Gray, 2014]. The 
internal QBO is forced by parameterised orographic and non-orographic gravity 
wave drag schemes [Martin et al., 2011]. HadGEM2-CCS has been used for 
assessing the impacts of climate change on the stratospheric polar vortex strength 
[Mitchell et al., 2012], the climatic impacts of stratospheric geoengineering schemes 
[Jackson et al., 2015; Jones et al., 2016a], and the influence of solar variability on 
surface climate [Gray et al., 2013]. Additionally, Haywood et al. (2010) simulated the 
2008   Sarychev   volcanic   eruption   with   an   atmosphere-only   configuration   of  
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HadGEM2-CCS (as used here). Haywood et al. (2010) found that the simulated SO2 
dispersion closely resembled Infrared Atmospheric Sounding Interferometer (IASI) 
observations and the SO4 showed reasonable agreement with that derived from the 
Optical Spectrograph and Infrared Imager System (OSIRIS) limb-sounding 
instrument. 
We discussed HadGEM2-&&6¶V DHURVRO VFKHPH LQ Section 4.2. As in Chapter 4, 
&/$66,&¶Vsulphate accumulation mode is modified for this investigation in order to 
reflect the larger aerosols observed after volcanic eruptions [Russell et al., 1996]. 
The modified accumulation mode is represented by a lognormal distribution with 
geometric mean radius of rm = 0.376 µm and standard deviation of  ı = 1.25  [Rasch 
et al., 2008a], with the corresponding optical properties shown in Fig. 4.2a. This size 
distribution is applied throughout the atmosphere, which will have some influence on 
the tropospheric sulphur cycle and the associated aerosol-radiation and aerosol-
cloud interactions. For instance, increasing the size of particles in the accumulation 
mode will enhance the rate of coagulation (transferring more mass from the Aitken to 
accumulation mode), which will concomitantly accelerate wet deposition from the 
 
Figure 5.1. Zonal-mean zonal-wind during the Pinatubo-eruption era for a) the 
HadGEM2-CCS control simulation, b) ERA-I reanalysis data [Dee et al., 2011] 
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boundary layer (Section 4.2.1).  By prescribing a fixed radius, the model is unable to 
accurately represent the physical and optical properties of the evolving aerosol size 
distribution within the aerosol plume [Dhomse et al., 2014]. The dry-mode effective 
radius of this distribution (0.42 µm) is similar to the peak effective radius between 1 
to 200 hPa from the Pinatubo simulations of English et al.  7KH PRGHO¶V
radiation scheme [Edwards and Slingo, 1996] is coupled to the dynamics, allowing 
for radiatively-induced aerosol self-lofting [Young et al., 1994]. 
5.3.2. Pinatubo simulation design 
A 40-year piControl simulation was initially conducted, from which we selected a 
model-year in which the simulated QBO in June resembled the Pinatubo-concurrent 
QBO conditions. Specifically, Mt. Pinatubo erupted in June 1991, at which time the 
QBO had entered an easterly phase 2 months previously [Hansen et al., 1992]. 
Trepte et al. (1993) showed that the transport of aerosol after large tropical volcanic 
eruptions is highly sensitive to the contemporaneous QBO phase. A time-series of 
our simulated QBO compared with the ERA-I re-analyses for the Pinatubo period is 
shown in Fig. 5.1. Our Pinatubo simulations were initiated from June in the selected 
model-year (time/altitude indicated in Fig. 5.1 by a green star). We performed a 
single control simulation with no additional SO2 emission, a single simulation with a 
continuous 10-day eruption (10D) in which SO2 is emitted evenly between 1
st-10th 
June, ten simulations with 1-day eruptions (1D) in which SO2 is emitted evenly over 
Name 
Injection 
height 
(km) 
Duration of 
eruption 
Total SO2 
emitted (Tg) 
Ensemble 
members 
Ensemble-
mean name 
CONTROL N/A N/A N/A 1 N/A 
10D_HIGH 19-29 10 days 14 1 N/A 
1D_HIGH 19-29 1 day 14 10 
1D_HIGH_A
V 
10D_LOW 16-18 10 days 20 1 N/A 
1D_LOW 16-18 1 day 20 10 1D_LOW_AV 
1D_LOW+CH 
16-18 (P) 
11-16 
(CH) 
1 day (P) 
8 hours 
(CH) 
20 (P) 
3.3 (CH) 
2 N/A 
3H_LOW 16-18 3 hours 20 10 3H_LOW_AV 
 
Table 5.1. List of experiments. For the 1D_LOW+CH siPXODWLRQVµ3¶UHIHUVWR
3LQDWXERDQGµ&+¶UHIHUVWR&HUUR+XGVRQ 
Chapter 5  Page | 189 
a 24-hour period on 1st, ..., 10th June, and ten simulations with 3-hour eruptions (3H) 
in which SO2 is emitted evenly over a 3-hour period from 14:00-17:00 on 1
st, ..., 10th 
June. The 1D scenario was chosen following the simulation design of AQ12. 
However, as 90 % of the total mass injected by Pinatubo on June 15th occurred 
during a ~3 hour phase from 14:00-17:00 [Holasek et al., 1996, Self et al., 2004], we 
also examine any differences that may occur when representing Pinatubo emissions 
with a 3-hour eruption. For each of the Pinatubo simulations, SO2 is injected into a 
single horizontal grid-cell at (15oN, 120oE). We test two Pinatubo-like eruption 
scenarios that have been used in the literature. Firstly, we adopt a similar eruption 
design to AQ12, in which 20 Tg[SO2] is injected evenly between 16-18 km (100-70 
hPa) altitude (2 vertical model-levels), and denote these experiments LOW. 
Secondly, we adopt a similar eruption design to Dhomse et al. (2014) and inject 14 
Tg[SO2] evenly between 19-29 km (65-15 hPa) altitude (9 vertical model-levels), and 
denote these experiments HIGH. The HIGH scenario differs slightly from Dhomse et 
al. (2014) who injected 10 and 20 Tg[SO2] between 19-27 km altitude. Sheng et al. 
(2015b) found that 14 Tg[SO2] injection at high altitudes produces a close match to 
observations. The experiments are listed in Table 5.1. Although the simulated 
FOLPDWRORJ\ LV µSHUSHWXDO SL&RQWURO¶ ZH XVH WKH HTXLYDOHQW 3LQDWXER \HDU IRU
plotting/references to facilitate comparison with observations. 
5.4. Results 
5.4.1. Global-mean sulphate optical depth 
The primary climatological field assessed in this research is the 550 nm sulphate 
AOD, which was diagnosed in the aftermath of the Pinatubo eruption by the AVHRR 
and SAGE II satellite-borne instruments, albeit at slightly different wavelengths of 
630 nm and 525 nm respectively [Stowe et al., 1992; McCormick and Veiga, 1992]. 
Figure 5.2 shows the monthly-mean 550nm AOD anomaly, averaged between 75oS-
75oN, for the HadGEM2-CCS (HG2) 1D and 10D simulations and the AVHRR and 
SAGE II observations. This plot is similar to Fig. 4.4a in Chapter 4, but differs for the 
SAGE II and AVHRR observations as we have chosen to use updated datasets for 
this investigation. AVHRR data is only collected over the cloud-free global oceans 
and is based on the updated dataset of Zhao et al. (2013). For SAGE II, we use the 
updated gap-filled aerosol-extinction climatology deve
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Model Initiative (CCMI) simulationVEDVHGRQWKH6$*(BȜPHWKRG>$UIHXLOOH et al., 
@ 7KH 6$*(BȜ GDWDVHW XVHV REVHUYDWLRQV IURP WKH &U\RJHQLF /LPE $UUD\
Etalon  Spectrometer   (CLAES)   and  Halogen  Occultation  Experiment   (HALOE) 
instruments when SAGE II data is unavailable [L. Thomason, personal 
FRPPXQLFDWLRQ@7RUHWULHYH6$*(BȜ$2'VZHLQWHJUDWHDHURVROH[WLQFWLRQV
above the tropopause height, where the tropopause is derived from our HG2 
simulations as in Mills et al. (2016). For AVHRR, we subtract the monthly-mean 
AODs from the year 1990 to calculate anomalies, which was the approach used by 
AQ12 and Mills et al. (2016). For HG2, we subtract the parallel AOD of the 
CONTROL simulation to calculate anomalies. The blue and orange shaded areas in 
Fig. 5.2 show the range for the 1D_LOW and 1D_HIGH experiments, respectively. 
From Fig. 5.2, it is clear that both the 1D_LOW_AV and the 1D_HIGH_AV AODs are 
initially in close agreement with the AVHRR values, with a peak in October 1991 of 
~0.17 and exponential decline thereafter. As discussed by multiple authors, SAGE II 
was unable to capture the peak AOD for the first few months after Pinatubo due to 
saturation  at  AODs > 0.15 [Russell et al., 1996].  Despite the integration of  CLAES  
 
 
Figure 5.2. 75oS-75oN mean sulphate 550nm AOD anomaly for the HadGEM2-CCS 
simulations and SAGE II (black, thick) and AVHHR (black, dashed) observations. The 
blue shaded area shows the range of the 1D_LOW ensemble, the light-red shaded 
area shows the range of the 1D_HIGH ensemble 
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data with SAGE II data to overcome this saturation issue [L. Thomason, personal 
FRPPXQLFDWLRQ@ WKHXSGDWHG6$*(BȜGDWDVHW LVVWLOOXQDEOH WRFDSWXUH WKH
peak aerosol extinctions in the immediate aftermath of the eruption. However, the 
greater coverage of the SAGE II REVHUYDWLRQVDQGWKH LQVWUXPHQW¶VDELOLW\ WRGHWHFW
lower AODs than AVHRR (< 0.02) [Stowe et al., 1992] make it useful for later AOD 
values. In particular, from January 1992 the aerosol plume had diminished 
VXIILFLHQWO\IRU6$*(BȜDQG$9+55$2'VWREHVLPilar on the global-mean scale 
(Fig. 5.2). A few aspects of the HG2 AODs in Fig. 5.2 are salient: (1) 10D_LOW is 
significantly less than 1D_LOW_AV and peaks in September 1991 at ~0.145 rather 
than October 1991 with a peak of ~0.17; (2) the 1D_LOW ensemble spread is broad, 
for instance, the maximum AOD in April 1992 is ~0.15 compared a minimum of 
~0.065; (3) the 1D_HIGH ensemble spread is small, suggesting that the aerosol 
dispersion after a high-altitude SO2 emission would be less sensitive to the ambient 
meteorology.  
 
Figure 5.3 compares the global 550 nm sulphate AOD anomaly for the 3H_LOW and 
1D_LOW simulations. It is clear that the 3-hour and 1-day eruptions produce very 
similar AODs, both in terms of ensemble-mean and the ensemble-range. This result 
 
Figure 5.3. 75oS-75oN mean sulphate 550nm AOD anomaly for the 3H_LOW_AV 
ensemble-mean (brown) and 1D_LOW_AV ensemble-mean (green) and 
observations. Dashed lines indicate the range of the ensemble 
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could be an artefact of our model; a better representation of the aerosol 
microphysics within the evolving aerosol plume might yield greater differences 
between the 3-hour and 24-hour eruptions scenarios than shown here due to 
differing feedbacks between the aerosol and the meteorology. However, for the basis 
of this investigation and due to the similarity between the AOD evolutions, we 
present results from the aerosol dispersion from the 1D_LOW simulations instead of 
the 3H_LOW simulations for consistency with AQ12. 
5.4.2. 10-day eruption against 1-day eruption ensemble-mean 
Figure 5.4 shows the time-series of zonal-mean AOD anomaly for the 10D 
experiments and the ensemble-means of the 1D H[SHULPHQWVDQGIRU6$*(BȜDQG
AVHRR observations. For the HG2 experiments, we use the zonal-mean AOD over 
oceans from 05/91-12/91 for best comparison with AVHRR. The R2 values given in 
Fig. 5.4 for the HG2 AOD fields are calculated with respect to AVHRR from July ± 
'HFHPEHU  DQG 6$*(BȜ WKHUHDIWHU 52, the coefficient of determination, 
describes the proportion of the variance in the observations that can be explained by 
the model (ranging from 0 to 1, with higher values indicating better agreement) 
[Legates and McCabe, 1999]. Note that Figs 5.4d,e,f are almost identical to Figs 
4.4b,c,d, except that we have used the updated AVHRR and SAGE II datasets in this 
section. While 1D_LOW_AV captures the transport of aerosol into the SH as 
observed by SAGE II and AVHRR, the 10D_LOW volcanic aerosol is entirely 
confined to the NH. It is clear from the R2 values that 1D_LOW_AV describes slightly 
more of the variability in the observations than 1D_HIGH_AV (R2 of 0.31 compared 
to 0.27), and that 1D_LOW_AV is a much better fit to the observations than 
10D_LOW. The difference in AOD in the SH between 1D_LOW_AV and the 
observations is partially attributable to the Cerro Hudson eruption  in  August  1991  
at  (46oS,  73oW)  which  injected  3.3  Tg[SO2]  into  the stratosphere [Deshler and 
Anderson-Sprecher, 2006] and is not represented in these simulations. The Cerro 
Hudson aerosol was able to penetrate deep into the SH immediately (because of the 
YROFDQR¶VORFDWLRQZKLOVWWKH3LQDWXERDHURVROZDVFRQWHPSRUDQHRXVO\FRQILQHGWR
the tropical vortex [McCormick et al., 1995; Legrand and Wagenback, 1999]. We 
chose not to represent the Cerro Hudson eruption in these simulations as the 
primary purpose is to investigate the influence of meteorological variability on the 
evolution of the plume from Pinatubo from HG2. By omitting representation of Cerro 
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+XGVRQ D µSHUIHFW¶ 3LQDWXER VLPXODWLRQ ZRXOG QRW produce R2 = 1, because the 
$9+556$*(BȜREVHUYDWLRQVDOVR LQFOXGH WKH&HUUR+XGVRQDHURVRO7KHUHIRUH
R2 DV XVHG LQ )LJ  RQO\ SURYLGHV DQ DSSUR[LPDWHPHDVXUH RI ³JRRGQHVV RI ILW´
between the model and observations. 
 
Figure 5.5 shows the equatorial SO2 concentration anomaly plotted against altitude 
in September 1991 for 10D_HIGH, 1D_HIGH_AV, 10D_LOW, and 1D_LOW_AV. 
Observations from the Microwave Limb Sounder (MLS) [Read et al., 1993] are 
indicated by black circles in Fig. 5.5. It is clear that 1D_LOW_AV best captures the 
peak of the SO2 plume as observed by the MLS at ~22 hPa altitude. However, 
1D_LOW_AV overestimates the SO2 concentrations at ~50 hPa compared to the 
MLS observations, which could be due to SO2 removal processes that are not 
represented in the model such as deposition on ash or ice, or it could be due to the 
 
Figure 5.4. Latitude vs time plot of monthly/zonal-mean sulphate 550nm AOD 
anomaly for a) 10D_HIGH, b) 1D_HIGH_AV, c) 10D_LOW, d) 1D_LOW_AV, e) 
SAGE II, f) AVHRR. Red triangles indicate the Pinatubo eruption  
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fixed aerosol radius used here. The 14 Tg[SO2] HIGH simulations fail to capture the 
peak of the SO2 plume, however the HIGH simulations do provide a better fit to the 
MLS observations at ~10 hPa than the LOW simulations. This suggests that our 
simulations of Pinatubo with HG2 are better represented  by LOW  than HIGH 
injection profiles although we recognise that the best representation of injection 
profile would be somewhat higher than LOW but considerably lower than HIGH. For 
the rest of this analysis, we focus on the LOW experiments as the 1D_LOW 
ensemble-mean provides the best fit to the observations such that 1D_LOW_AV has 
a similar global-mean AOD evolution to 1D_HIGH_AV (Fig. 5.2); a better R2 in the 
horizontal (Fig. 5.4) and a better vertical SO2 distribution when compared to 
observations (Fig. 5.5). 
 
From Fig. 5.5, the 10D_LOW SO2 concentrations are much smaller than the MLS 
measurements reported by Read et al. (1993) and peak at 40 hPa altitude rather 
than the ~25 hPa altitude from observations. Conversely, the 1D_LOW_AV and most 
of the 1D_LOW HQVHPEOH¶V622 concentrations are similar to observations (e.g. ~14 
ppbv at 22 hPa).  Figure 5.6  shows  the  atmospheric  zonal-mean SO4 mass mixing 
ratio anomalies for 1D_LOW_AV and 10D_LOW for July, September, November, 
and December 1991.  From Fig. 5.6, the sulphate reservoir in the tropics in July is at 
 
Figure 5.5. Equatorial (10oS-10oN) mean SO2 concentration anomaly in September 
1991 for 1D_HIGH_AV, 10D_HIGH, 1D_LOW_AV, and 10D_LOW. Black circles 
indicate Microwave Limb Sounder (MLS) observations as reported in Read et al. 
(1993) 
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Figure 5.6. Latitude vs altitude plot of zonal-mean sulphate mass concentration anomaly for 
10D_LOW and 1D_LOW_AV 
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a higher altitude for 1D_LOW_AV than for 10D_LOW and closer to the equator, for 
instance the peak mass mixing ratio anomaly (indicated  by  dashed lines in Fig. 5.6) 
in July for 1D_LOW_AV is at (34hPa, 4oN) and for 10D_LOW is at (41hPa, 19oN). 
Trepte and Hitchman (1992) showed that aerosol in the lower tropical stratosphere 
(>40 hPa altitude) is rapidly transported towards high latitudes, whilst aerosol at 
higher altitudes (40-10 hPa altitude) is confined to the tropical pipe. By July, 3 Tg[S] 
of combined SO2 and SO4 has been transported to mid/high NH latitudes (>30
oN) in 
10D, compared to 1.9 Tg[S] in 1D_LOW_AV (Fig. 5.7). The sulphate in the tropical 
reservoir in 1D_LOW_AV is predominantly transported to the SH in the upper branch 
of the BDC (~30 hPa altitude) in September (Fig. 5.6f), reaching the South Pole by 
November (Fig. 5.6g), in line with observations [Trepte et al., 1993]. However, the 
10D_LOW aerosol is only transported to the SH in a lower stratospheric pathway at 
~100 hPa altitude (Fig. 5.6d).  
 
Figure 5.7. (a) Global, (b) tropical (30oS-30oN), (c) extratropical NH (30oN-90oN), and 
(d) extratropical SH (30oS-90oS) atmospheric sulphur burden (Tg[S]) anomalies for 
10D_LOW (blue lines) and 1D_LOW_AV (red lines). Continuous lines correspond to 
total sulphur, dashed lines to SO4, and dotted lines to SO2 
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To explain the difference in meridional transport between 1D_LOW_AV and 
10D_LOW, it is necessary to compare the radiative heating perturbations. Figure 5.8 
shows (a) the initial clear-sky heating rate anomaly for the duration of the eruption 
(i.e. 10 days for 10D_LOW and 1 day for 1D_LOW_AV) at the eruption location, (b) 
the equatorial (5oS-5oN) temperature anomaly in July, and (c) the equatorial vertical 
velocity anomaly in July. The 1D_LOW simulations clearly exhibit a greater radiative-
heating perturbation than for 10D_LOW (Fig. 5.8a), which is due to the difference in 
initial mass-loading of SO2. Although the radiative properties of SO2 are not 
represented in this model, the SO4 plume, which immediately begins to form from 
oxidation of the volcanic SO2, is also denser for 1D_LOW than 10D_LOW, thus 
inducing a greater radiative heating perturbation which is counterbalanced by 
adiabatic cooling from enhanced vertical motion and by temperature tendencies [e.g. 
Eq. 3 in Holton et al., 1995].  This is exemplified by the greater equatorial heating 
(Fig. 5.8b) and vertical velocity perturbation (Fig. 5.8c) in 1D_LOW_AV than 
10D_LOW. The 1D_LOW DHURVROLVWKHUHIRUHµVHOI-ORIWHG¶WRKLJKHUDOWLWXGHVWKDQWKH
10D_LOW aerosol, and is concomitantly transported in the upper stratospheric 
pathway in the SH.  
The peak aerosol burden anomaly in the 1D_LOW_AV experiment is 5.8 Tg[S] (Fig. 
5.7), which falls within the observed uncertainty range of 3.7 to 6.7 Tg[S] given by 
Dhomse et al. (2014). By December 1991, 40% of the 10 Tg[S] volcanic sulphur in 
1D_LOW_AV has been removed from the atmosphere (Fig. 5.7a). Figure 5.9 shows 
the relative contributions to the total sulphur deposition at the surface from the 
 
Figure 5.8. (a) Instantaneous clear-sky heating rate anomaly for the duration of the 
eruption at [15oN, 120oE], (b) July 1991 zonal-mean temperature anomaly averaged 
between 5oS and 15oN, (c) July 1991 zonal-mean vertical velocity anomaly averaged 
between 5oS and 15oN 
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primary removal processes for the first 7 months after the eruption for 10D_LOW and 
1D_LOW_AV. It is clear that the wet deposition of dissolved sulphate by large-scale 
precipitation events contributes the largest deposition of sulphur (~60 %), followed by 
convective scavenging of accumulation-mode sulphate (~25 %). SO2 deposition by 
convective scavenging contributes ~4% of the total sulphur deposition, which 
decreases over time as SO2 is oxidised to form sulphate.  
 
 
5.4.3. µ'D\¶HUXSWLRQDJDLQVWµ'D\¶HUXSWLRQ 
Figure 5.10 shows the zonal-mean AOD evolution for the individual 1D_LOW 
simulations. The first 8 ensemble members show reasonable conformity with 
$9+556$*(BȜREVHUYDWLRQV (Fig. 5.4e,f), which is quantitatively corroborated by 
their similar R2 values (~0.3-0.5). However, the last 2 simulations (1D_LOW_9 and 
1D_LOW_10) exhibit minimal transport of aerosol into the SH, in disagreement with 
the observations (reflected in R2 values <0.1). The only difference between the 
simulations is the meteorology encountered by the aerosol plume. Figure 5.11 shows 
the zonal-mean AOD evolution from AQ12¶VHQVHPEOHPHPEHUVHTXLYDOHQWWRRXU
Fig. 5.10). Despite the fact that the meteorology is independent of that in AQ12, we 
have obtained very similar results ± for instance the difference between their 
simulations  Pin45act4d  and  Pin45act3d,  with  the  latter showing  a persistent-NH  
 
Figure 5.9. Monthly-mean sulphur deposition anomaly partitioned into the key loss 
pathways for (a) 10D_LOW and (b) 1D_LOW_AV. Acc. and Dis. stand for 
accumulation and dissolved, LS refers to large-scale precipitation, Conv. refers to 
convective scavenging, and Dry refers to dry deposition 
Chapter 5  Page | 199 
 
aerosol plume, is similar to the difference between our 1D_LOW_1 and 
1D_LOW_10. Figure 5.12 shows the zonal-mean AOD evolution for the 3H_LOW 
simulations. It is clear that the individual 3H_LOW simulations are very similar to 
their counterpart 1D_LOW simulations, for instance 1D_LOW_1 and 3H_LOW_1 
have R2 values of 0.50 and 0.48 respectively. 
As mentioned in Section 5.4.2, the absence of SH aerosol in the HG2 
simulations could partially be attributed to the lack of representation of the Cerro 
Hudson (CH) eruption, which occurred on the 15th August 1991. In order to assess 
the importance of the CH eruption on SH aerosol in the aftermath of the Pinatubo 
eruption, we have rerun the 1st and 10th 1D ensemble members (1D_LOW_1 and 
1D_LOW_10) with a CH-like eruption included. CH is represented by a 3.3 Tg[SO2] 
injection, with SO2 emitted uniformly between 11-16 km altitude from 04:00-12:00 on 
August 1st (2 months after Pinatubo) at (46oS, 73oW) [Schoeberl et al., 1993b; 
Deshler and Anderson-Sprecher,  2006].  Figure 5.13 shows the zonal-mean 550nm 
AOD evolution for the 1D_LOW_1+CH and 1D_LOW_10+CH experiments. It is clear 
that the inclusion of CH in the simulations has not significantly affected the AOD 
distribution, for instance, the R2 values for the 1D_LOW_10 and 1D_LOW_10+CH 
experiments are the same (0.09).  
 
 
Figure 5.10. Latitude vs time plot of monthly/zonal-mean sulphate 550nm AOD 
anomaly for the 1D_LOW ensemble 
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Figure 5.11. Latitude vs time plot of monthly/zonal-mean sulphate 550nm AOD anomaly for 
the 8-member Pinatubo ensemble from Aquila et al. (2012) 
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Figure 5.13. Latitude vs time plot of monthly/zonal-mean sulphate 550nm AOD 
anomaly for (a) 1D_LOW_1, (b) 1D_LOW_10, (c) 1D_LOW_1 plus Cerro Hudson, 
and (d) 1D_LOW_10 plus Cerro Hudson. Red and green triangles indicate the 
Pinatubo and Cerro Hudson eruptions respectively 
Figure 5.12. Latitude vs time plot of monthly/zonal-mean sulphate 550nm AOD 
anomaly for the 3H_LOW ensemble 
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Figure 5.14 shows the total sulphur (SO2+SO4) column burden anomaly (g[S]/m
2) for 
the most disparate 1D_LOW simulations, 1D_LOW_1 and 1D_LOW_10, at intervals 
of 3, 7, 14 and 30 days after the initiation of the eruption. The circled-arrows in Fig. 
5.14 show the direction of the [S]-concentration-anomaly weighted wind vector. 
During the first 3 days following the eruption, the 1D_LOW_10 aerosol exhibits a 
more northward progression as indicated by the significant aerosol burden at 30oN in 
Fig. 5.14e. The 1D_LOW_10 aerosol is advected northward by the prevailing 
southerly wind at ~45oE (Fig. 5.14e), whilst the 1D_LOW_1 aerosol remains 
concentrated between 10o-20oN. The most dramatic difference in the [S]-weighted 
wind vector between 1D_LOW_1 and 1D_LOW_10 simulations occurs at day 7. 
Here, 1D_LOW_1 indicates a continued progression westward in the easterly winds 
while 1D_LOW_10 shows an almost complete reversal in the direction of advection 
owing to the influence of the anticyclone over Asia in this simulation. Figure 5.15 
shows the 100 hPa wind-vector superimposed on the 100hPa wind-speeds for 
1D_LOW_1  and 1D_LOW_10,  evaluated 3 days after the eruption,  and  for  ERA-I 
 
Figure 5.14. Sulphur ([S]) column burden anomaly for 1D_LOW_1 and 1D_LOW_10 
for 3, 7, 14 and 30 days after the eruption. Circled-arrows show the direction of the 
[S]-concentration-anomaly weighted wind vector ሾොǡ ොሿ 
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reanalysis on June 18th and June 20th 1991 [Dee et al., 2011]. It is clear that the 
northward advection of aerosol in 1D_LOW_10 is driven by the anticyclonic vortex 
centred over North India [30oN, 75oE] (Fig. 5.15b), which is not present in 
1D_LOW_1 at the equivalent time (Fig. 5.15a). Although a similar southerly wind at 
~45oE is present on June 18th in the reanalysis data (Fig. 5.15c), it had dissipated by 
the 20th June (Fig. 5.15d). Anticyclogenesis over Asia in June is the result of 
warming over a region spanning Iraq to Tibet [Yanai et al., 1992], with anticyclonic 
anomalies then propagating eastward along the subtropical jet [Watanabe and 
Yamazaki, 2012] and eventually weakening by August [Bourassa et al., 2012]. 
Bourassa et al. (2012) suggested that an anticyclonic vortex over Asia was 
fundamental in the transport of the volcanic plume immediately after the 2011 Nabro 
[13oN, 41oE] eruption although these findings have been contested [Fromm et al., 
2014]. What is clear is that the precise meteorological conditions that prevail during 
the eruption strongly influence the poleward progression of the aerosol. From Fig. 
5.14  and  Fig. 5.15  we  have  shown  that  the aerosol transport  out of the tropics is 
 
 
 
Figure 5.15. 100 hPa horizontal windvector plotted on 100 hPa horizontal windspeed 
for (a) 1D_1 eruption + 3 days, (b) 1D_10 eruption + 3days, (c) ERA-I 18/06/1991, (d) 
ERA-I 20/06/1991 [Dee et al., 2011] 
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Figure 5.16. Latitude vs altitude plot of zonal-mean sulphate mass concentration anomaly for 
1D_LOW_1 and 1D_LOW_10 
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inextricably linked to the ambient wind direction, with the 1D_LOW_1 aerosol 
encountering a zonally-dominant transport regime (Fig. 5.14a). As a result, by day 30 
the 1D_LOW_1 aerosol is primarily confined to the tropics (Fig. 5.14d) at altitudes of 
~40 hPa, while the 1D_LOW_10 aerosol is primarily confined to the NH (Fig. 5.14h). 
Consequently, 1D_LOW_1 aerosol is transported into the SH within the upper 
branch of the BDC (Fig. 5.16). By January 1992, 0.54Tg[S] of combined SO2 and 
SO4 has been transported to the SH in 1D_LOW_1, compared to 0.1 Tg[S] in 
1D_LOW_10 (Fig. 5.17). 
5.4.4. Potential climatic consequences 
The spatial distribution of the volcanic aerosol has important implications for the 
resultant  climate  impacts.   Haywood  et  al.  (2013)   showed  that  hemispherically-
asymmetrical aerosol forcing is causally related to the displacement of the ITCZ. For 
instance, the 20th century NH volcanic eruptions of Novarupta-Katmai (June 1912) 
and El Chichón (March-April 1982) produced peak sulphate AOD hemispheric-
asymmetries (AODNH-SH) of 0.08 and 0.07 respectively [Sato et al., 1993;  Haywood  
 
Figure 5.17. Equivalent to Fig. 5.7 but for 1D_LOW_1 and 1D_LOW_10  
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et al., 2013], resulting in significant negative Sahelian precipitation anomalies in 
the subsequent year. In contrast, Pinatubo produced a peak AODNH-SH of 0.04 and 
no significant shift in the ITCZ [Haywood et al., 2013], although precipitation is 
generally suppressed subsequent to large volcanic eruptions owing to reductions in 
surface  irradiances leading to  reductions in latent heat fluxes and a slowing down of 
the hydrological cycle [Trenberth and Dai, 2007]. In these experiments, 1D_LOW_1 
produces a peak AODNH-SH of 0.05, which is close to the Pinatubo observations, 
while 1D_LOW_10 produces a peak AODNH-SH of 0.10, which exceeds the observed 
AODNH-SH for Novarupta-Katmai and El Chichón. Figure 5.18 shows the SW radiative 
flux anomalies at the tropopause for 1D_LOW_1 and 1D_LOW_10, averaged over 
the 2 complete calendar years (Jan-Dec) following the eruption. The SW forcing is 
more spatially uniform for 1D_LOW_1 than for 1D_LOW_10, which is a direct result 
of the location of the aerosol plume. For instance, the SW forcing in 1D_LOW_10 in 
the SH is negligible (-0.25 Wm-2), while the SW forcing in the NH is significant (-4.1 
Wm-2). The standard deviation of the NH (30oN-90oN) mean net SW flux at the 
tropopause in the Control simulation is 0.26; therefore this SW forcing is significant 
DWWKHıOHYHO  
The aerosol burden in the tropical reservoir has implications for stratospheric 
dynamics   and   therefore   stratospheric   O3  concentrations  [Aquila  et  al.,  2014]. 
Stratospheric sulphate aerosols provide surfaces for heterogeneous reactions 
between free radicals and O3 which can result in O3 depletion [Aquila et al., 2013]. 
Additionally, tropical stratospheric warming due to LW and near-infrared absorption 
within the aerosol layer would increase the local upwelling velocity and transport O3- 
 
Figure 5.18 Tropopause short wave net-downward radiation anomaly for 1D_LOW_1 
and 1D_LOW_10 simulations averaged over 2 subsequent years following the eruption  
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poor air in the lower stratosphere to higher altitudes where O3 is more easily 
destroyed [Schoeberl et al., 1993a]. Figure 5.19 shows the equatorial zonal-mean 
zonal-wind perturbation for 1D_LOW_1, 1D_LOW_10, 1D_LOW_AV, and 
10D_LOW. Tropical stratospheric aerosols promote a prolonged westerly QBO 
phase [Aquila et al., 2014]. The greater tropical sulphate reservoir in 1D_LOW_1 
causes a delay to the downward propagation of the easterly winds, which is 
exemplified by the positive (westerly) anomaly in 1D_LOW_1 at ~40 hPa following 
the eruption (Fig. 5.19). Labitzke (1994) reports that after Pinatubo observations 
sKRZHG D ZDUPLQJ RI WKH ORZHU VWUDWRVSKHUH RI DERXW (?. DQG D GHOD\ LQ WKH
downward propagation of the easterly winds. Figure 5.20 shows the equatorial zonal- 
mean zonal-wind profiles for the Control and 1D_LOW_1 simulations. QBO phase 
changes  are  indicated  in  Fig. 5.20  by  vertical  black  lines  along  40  hPa altitude 
(where the QBO phase is defined by the zonal-wind direction at 40 hPa) [Baldwin et 
al., 2001]. From Fig. 5.20, the first QBO phase change following Pinatubo is delayed 
by 1-2 months in the 1D_LOW_1 simulation compared to the CONTROL. 
Additionally,  the  significant  aerosol  concentration  anomaly  at the  South Pole in 
 
 
Figure 5.19 Stratospheric equatorial (5oS-5oN) zonal-mean zonal wind anomaly with 
respect to CONTROL, for 1D_LOW_1, 1D_LOW_10, 1D_LOW_AV, and 10D_LOW  
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November 1991 for 1D_LOW_1 (Fig. 5.16c) would enhance heterogeneous O3 
chemistry within the Antarctic vortex, as observed after the Pinatubo eruption 
[McCormick et al., 1995].  
5.5. Summary and Discussion 
We have shown that the dispersion of volcanic aerosol can be highly sensitive to the 
ambient meteorology, with this sensitivity dependent on the altitude of SO2 emission. 
While simulations using the 20 Tg[SO2] LOW injection scenarios show a lot of 
sensitivity to meteorological conditions, simulations using the 14 Tg[SO2] HIGH 
scenarios show little sensitivity. While it is difficult to determine whether the 20 
Tg[SO2] LOW or the 14 Tg[SO2] HIGH simulations provide simulations that are more 
consistent with observations from global-mean assessments of the AOD alone, 
assessment of the spatial distribution in both the horizontal and vertical suggests 
that, for our modelling study at least, members of the 20 Tg[SO2] LOW ensemble are 
most consistent with observations. We find that the mean of the ten 1-day eruptions 
where 20 Tg[SO2] is emitted between 16-18 km altitude provides a reasonable 
consistency with observations, but there is significant variability between the 
ensemble members. This variability is related to anomalous anticyclonic activity 
 
Figure 5.20 QBO for the (a) CONTROL and (b) 1D_LOW_1 simulations. The vertical 
black line indicates the Pinatubo eruption, the horizontal black line indicates the 40 
hPa level, and vertical black lines (between 50-30 hPa) indicate the QBO phase 
changes. Dashed lines indicate U = 0 m/s 
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DORQJ WKH VXEWURSLFDO MHW ZKLFK DIIHFWV WKH ³OHDNLQHVV´ RI WKH WURSLFDO SLSH DQG
therefore the amount of aerosol that is retained within the tropical reservoir. We have 
discussed the implications of our results with respect to resultant climate changes, 
for instance, the possible effects of hemispherically-asymmetric aerosol burdens on 
Sahelian precipitation, but note that a GCM with an interactive ocean model would 
be needed to comprehensively evaluate the climatic impacts of the different Pinatubo 
realisations. We have also compared the aerosol dispersion from a simulated 10-day 
eruption with the ensemble-mean of the ten 1-day eruptions. These simulation 
designs represent two intuitive methods of overcoming the problem of variable 
meteorology. We have shown that the 10-day eruption is unable to produce the 
radiative heating and concomitant aerosol self-lofting required to transport aerosol to 
the SH, hence the resultant spatial distribution of sulphate AOD compares 
inadequately to observations (Fig. 5.4c). In contrast, the 1-day ensemble-mean AOD 
anomaly is much closer to observations (Fig. 5.4d); therefore performing a 1-day 
eruption ensemble presents a better solution to overcoming variable meteorology. 
However, the intra-ensemble variability in the 1D_LOW experiments is significant; for 
instance, 1D_LOW_9 and 1D_LOW_10 fail to capture the SH transport of aerosol 
observed after Pinatubo (Figs 5.10i,j). Assuming that the 1D_LOW results represent 
the complete set of possible realisations of the Pinatubo eruption, this would mean a 
 FKDQFH RI REWDLQLQJ D µIDLOHG¶ VLPXODWLRQ IRU WKH VSHFLILF JRDO RI REWDLQLQJ 6+
transport.  
 
We have also performed simulations in which 20 Tg[SO2] is emitted within a 3-hour 
span between 16-18 km altitude (3H_LOW). The 3 hour duration was selected to 
represent the cataclysmic Pinatubo eruption that occurred on the 15th June 1991 
[Holasek et al., 1996]. We find that our results from a 24-hour period are equivalent 
to those from a 3-hour eruption. However, we qualify this result by noting the 
limitations of the aerosol microphysics scheme employed here which only consists of 
two sulphate size modes. Additionally, SO2 is not the only substance emitted by 
volcanic eruptions - volcanic ash is co-emitted and would very likely change the 
heating rates due to the predominance of coarse mode aerosols [e.g. Niemeier et al., 
2009] that are effective absorbers of infra-red radiation. We have also performed 
simulations in which the Cerro Hudson eruption that occurred on 15th August 1991 is 
represented by a 3.3 Tg[SO2] injection between 11-15 km altitude at [46
oS, 73oW], in 
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an eruption that lasts 8 hours. We find little difference in zonal-mean AOD between 
simulations with and without the Cerro Hudson eruption (Fig. 5.13). 
Our results are conditional on the selected specifications of the eruption and the 
specifications of HadGEM2-CCS. For instance, we have shown that the aerosol 
dispersion after a high altitude SO2 emission scenario (19-29 km) is substantially 
less sensitive to the existing meteorological state which is due to the limited 
meteorological variability in the middle stratosphere. It is therefore imperative to 
precisely identify the initial location of the volcanic plume in order to accurately 
model the concomitant aerosol transport. An eruption during a different month might 
also avoid the variability associated with the Asian anticyclone, which is a seasonal 
(June-August) phenomenon [Park et al., 2007], and an eruption during a different 
QBO phase would alter the permeability of the tropical pipe [Trepte et al., 1993].  
The transport of volcanic aerosol and gases from the troposphere to the stratosphere 
is primarily mediated by deep and shallow convection cells in the tropics, and along 
isotopes in mid-latitude tropopause folds [Carslaw and Karcher, 2006; Kremser et 
al., 2016]. This emphasises the importance of convection in controlling the vertical 
distribution and stratospheric budget of SO4. Kipling et al. (2016) used HadGEM3-
UKCA to investigate which processes are most important in controlling the vertical 
profiles of various atmospheric aerosols. They found that the vertical SO4 profile was 
particularly sensitive to convection and large-scale rainout (the dominant SO4 
removal process from the troposphere ± Fig. 5.9). An interesting question is how 
sensitive is tropical convection and volcanic aerosol dispersion to the 
contemporaneous mode of the El Niño Southern Oscillation (ENSO) index (a 
periodic oscillation in warm and cold ocean surfaces on opposite sides of the Pacific 
Ocean). For instance, ENSO mediates the vertical propagation of planetary waves 
from the tropical troposphere to the stratosphere which determines the QBO phase 
and concomitantly, the leakiness of the tropical pipe [Schirber, 2015]. Additionally 
ENSO affects the stratosphere-troposphere exchange of ozone [Zeng and Pyle, 
2005] and the general dynamics of the lower stratosphere [Simpson et al., 2011], 
both of which affect the meteorological variability of the lower stratosphere. 
Additionally, the representation of sulphate aerosol in HadGEM2-CCS is limited to 2 
hygroscopic modes with fixed dry-mode radii [Bellouin et al., 2007]. Observations 
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from the post-Pinatubo era showed that the global sulphate size distribution 
continued to grow for 1.5 years after the eruption to attain effective radii of 
approximately 0.6-0.8 µm [Stenchikov et al., 1998; Russell et al., 1996], whereas the 
accumulation-mode aerosol in these simulations is fixed at a geometric mean radius 
of a lognormal mode of 0.376 µm. Larger particles experience greater fall velocities 
[Rasch et al., 2008a] and absorb more efficiently in the LW and near-infrared 
spectrum, and scatter less efficiently in the SW spectrum. Our model might therefore 
underestimate the gravitational sedimentation rates and LW heating rates exhibited 
by the volcanic aerosol. Inevitably, the sea-surface temperature and meteorological 
state in our atmosphere-only simulations are unrelated to the observed post-
Pinatubo conditions. Our simulations, therefore, include a subset of possible 
meteorological conditions that could be encountered by a volcanic-aerosol plume; 
conditions which would also differ with season and latitude of eruption. For interest, 
the ongoing model intercomparison project VolMIP10 also selected to use pre-
LQGXVWULDOEDVHOLQHFRQGLWLRQVIRUWKHLUHUXSWLRQVLPXODWLRQV9RO0,3¶V9RO/RQJ6(4
scenario is comparable in design to our simulations (but with a significantly greater 
SO2 emission of 100 Tg); therefore a direct evaluation of the aerosol plume evolution 
in that scenario could prove elucidative. One final caveat is that we prescribed O3 
concentrations for the duration of these simulations; therefore the model excludes 
simulation of the O3 changes from heterogeneous reactions on the aerosol surfaces 
(and the resultant feedbacks) such as observed after Pinatubo [McCormick et al., 
1995]. We believe that these caveats, however, do not alter the primary result of this 
research: that volcanic aerosol plume evolution can be highly sensitive to the 
existing meteorological state. 
With the improved representation of stratospheric aerosol in climate models it is 
tempting to suggest the models might disregard the imposition of climatologies of 
stratospheric aerosol concentrations in favour of simply injecting SO2 and relying on 
the aerosol scheme to provide sulphate aerosol concentrations that are self-
consistent with the meteorology. However, the extreme variability evidenced by the 
factor of two difference between the AOD in the 1D_LOW_1 and 1D_LOW_10 
scenarios (Fig. 5.2) suggests that the meteorological variability may compromise 
UHVXOWV VWXGLHV PD\ ³JHW OXFN\´ DQG UHSUHVHQW D SDUWLFXODU YROFDQLF HUXSWLRQ ZLWK
                                                 
10
 http://volmip.org/experiments.html 
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reasonable fidelity, but they may not. Indeed the chances of successfully 
representing all significant volcanic eruptions in the 20th century (Novarupta-Katmai, 
Agung (March, May 1963), El Chichón, and Pinatubo) can be estimated from our 
statistics as around 0.84 or ~0.4, indicating that the chances of simulating all 
volcanoes with reasonable fidelity is less than 50:50. Our results also suggest that 
simply averaging by simulating a multiple-day eruption cannot represent the heating 
rates in the atmosphere and hence correctly model aerosol-dispersion. Our study 
suggests that centenniDOVFDOHPRGHOOLQJVXFKDVWKH&0,3³GHFN´PD\ZLVKWRVWLFN
to tried and tested climatological stratospheric aerosol concentrations. Our study 
also suggests that future climate model simulations should account for 
meteorological variability when simulating volcanic eruptions.  
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Chapter 6   Solar geoengineering and 
North Atlantic tropical cyclone 
frequency* 
6.1  Introduction 
Solar geoengineering (SG) refers to a wide range of proposed methods for 
counteracting global warming by artificially reducing solar insoODWLRQ DW (DUWK¶V
surface [Shepherd, 2009]. The most widely known SG proposal is SAI which has 
impacts analogous to those from large-scale volcanic eruptions [Crutzen, 2006]. 
6WXGLHV ZLWK *&0V LQGLFDWH WKDW 6* FRXOG HIIHFWLYHO\ FRRO (DUWK¶V VXUIDFH DW WKH 
expense of regional climate changes [Ricke et al., 2010], but these regional changes 
are less severe than those in a non-geoengineered world [Jones et al., 2016a]. 
Some studies have investigated regional SG application scenarios, which could 
prove preferential to a global application by restricting the geospatial magnitude of 
the climate response, or by being used to target specific climate changes [Robock et 
al., 2008; MacCracken et al., 2009; MacMartin et al., 2013; Haywood et al., 2013]. 
SAI does not easily lend itself to regional impositions due to the rapid dispersion of 
aerosols in the stratosphere. In contrast, other SG proposals such as MCB might be 
entirely confined to specific regions that are the most sensitive to that technique 
[Shepherd, 2009]. Nevertheless, SAI could be contained or promoted in a single 
hemisphere due to the general poleward transport tendency of the stratospheric 
circulation [Robock et al., 2008, Haywood et al., 2013]. Preferential aerosol injection 
in a single hemisphere would alter tropical sea-surface temperature (SST) gradients 
and displace the ITCZ toward the opposite hemisphere as observed following the 
20th century Katmai (1912) and El Chichón (1982) volcanic eruptions [Haywood et 
al., 2013, 2016]. Consequentially, SAI concentrated in the NH would likely reduce 
rainfall over the Sahel and vice versa for SAI in the SH [Haywood et al., 2013]. 
 
 
 
*A paper based on this chapter has been submitted to Nature Climate Change: 
A. C. Jones, J. M. Haywood, N. Dunstone, M. K. Hawcroft, K. I. Hodges, and A. 
Jones (2017), Solar geoengineering and North Atlantic tropical cyclone frequency, 
submitted to Nature Climate Change 
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Another phenomenon related to the location (latitude) of the ITCZ is North Atlantic 
tropical cyclone (TC) frequency [Dunstone et al., 2013]. An ITCZ displaced to the 
north provides optimal conditions for cyclogenesis promotion from African easterly 
waves (AEWs) in the hurricane main development region (MDR, [5-25N, 15-85W]), 
which results in anomalously high TC activity [Goldenberg et al., 2001; Dunstone 
et al., 2013]. In contrast, an ITCZ displaced to the south is associated with 
increased wind shear over the MDR and attenuated TC activity. A significant 
attenuation of TC activity followed the El Chichón (1982) and Pinatubo (1991) 
volcanic eruptions, both of which primarily enhanced the NH aerosol burden [Evan, 
2012; Guevara-Murua et al., 2015]. Conversely, the Tambora (1815) and Agung 
(1963) volcanic eruptions primarily enhanced the SH aerosol burden, and were 
subsequently followed by periods of enhanced TC activity [Guevara-Murua et al., 
2015].  
GCM studies have implicated periods of high (low) NH-centric anthropogenic aerosol 
emissions with attenuated (enhanced) TC activity in the 20th century [Emanuel and 
Mann, 2006; Wang et al., 2012; Dunstone et al., 2013; Chiacchio et al., 2017]. 
Dunstone et al. (2013) in particular found a strong correlation between active 
(inactive) TC periods and periods of abated (enhanced) anthropogenic aerosol 
emissions over the 20th century. Figure 6.1 shows the difference between SO4 
550nm AOD in the South Atlantic ocean basin [0-60S, 70W-20E] and the North 
 
Figure 6.1. (a) SO4 550nm AOD: time-series of difference between the North Atlantic 
basin and South Atlantic basin in HadGEM2-ES HIST simulations, (b) modelled 
North Atlantic TC frequency. Both indices smoothed by 10 y running mean. 
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Atlantic ocean basin [0-60N, 80W-0] for the period 1960-2005 (Fig. 6.1a) and the 
corresponding North Atlantic annual TC frequency (Fig. 6.1b), as derived from the 
µKLVWRULFDO¶ VLPXODWLRQV LQ 'XQVWRQH et al. (2013). Both sets of data are have been 
smoothed by 10-year running-means. The correlation between the variables is 
striking at 0.95, suggesting a strong positive linear relationship. However, correlation 
does not prove causality. This result strongly suggests that periods of high aerosol 
concentrations over the North Atlantic Ocean (associated with elevated 
anthropogenic emissions) acted to partially attenuate North Atlantic TC frequency in 
the recent historical period [Dunstone et al., 2013]. 
The strong relationship between asymmetric aerosol burdens and North Atlantic TC 
activity raises the question of whether SAI could be used to modulate North Atlantic 
TC activity. In this chapter, we investigate the effects of both single-hemisphere and 
global SAI scenarios on North Atlantic TC activity using simulations performed with 
HadGEM2-ES. For verification and optimisation purposes, we also track TCs in the 
ERA-I re-analyses for the period 1979-2014 [Dee et al., 2011] and compare the 
ERA-, DQG VLPXODWHG 7& IUHTXHQF\ ZLWK REVHUYDWLRQV IURP WKH +85'$7 ³%HVW
7UDFNV´GDWDVHW>/DQGVHDDQG)UDQNOLQ@ 
6.2 Model and simulations 
HadGEM2-ES is a fully coupled atmosphere±ocean climate model developed by the 
UK Met Office [Collins et al., 2011]. The atmospheric sub-model has 38 levels 
extending to ~40 km, with a horizontal resolution of 1.25o × 1.875o latitude and 
longitude, respectively. The model includes the CLASSIC aerosol scheme [Bellouin 
et al., 2011] and an interactive carbon cycle. HadGEM2-ES is forced following the 
 
Figure 6.2. SO4 550nm optical depth anomaly 2020-2070 for (a) G4, (b) G4NH and 
(c) G4SH relative to RCP4.5 
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CMIP5 protocol using historical data from 1860 to 2005 and RCP scenarios up to 
2100 [Jones et al., 2011; Taylor et al., 2012]. Further details of the model 
configuration are provided by Haywood et al. (2013). Note that HadGEM2-ES differs 
from HadGEM2-CCS (Chapters 4 and 5) by incorporating an interactive tropospheric 
chemistry module (UKCA) at the expense of HadGEM2-&&6¶V ZHOO-resolved 
stratosphere [Martin et al., 2011]. SO4 aerosol is represented by ammonium sulphate 
refractive indices and the standard aerosol size distributions for CLASSIC [Bellouin  
et al., 2007], rather than the volc2 size distribution used in Chapters 4 and 5. 
 
Figure 6.3. (a) Global-mean near-surface air temperature (NSAT) anomaly relative 
to a 240 y pre-industrial control simulation for RCP4.5/G4/G4NH/G4SH; (b,c) NH 
NSAT anomaly and total sea-ice extent (106 km2); (d,e) SH NSAT anomaly and total 
sea-ice extent. Sea-ice extents are smoothed by a 5-year running mean 
Chapter 6  Page | 217 
We assess two ensemble members for the recent historical period (1950-2005, 
hereafter denoted HIST) and 3 ensemble members for the RCP4.5 scenario (2006-
2089). For SAI, we assess 3 ensemble members for a global SAI scenario (G4) in 
which a constant injection rate of 5 Tg[SO2] yr
-1 is applied uniformly over the globe 
from 2020-2070, and 1 ensemble member each for NH-only (G4NH) and SH-only 
(G4SH) SAI scenarios in which 5 Tg[SO2] yr
-1 is injected evenly over the hemisphere 
from 2020-2070 [Haywood et al., 2013]. We assess the impact of SAI-cessation by 
abruptly suspending aerosol injection in year 2070 in G4/G4NH/G4SH and allowing 
the model to run for a further 20 years. The G4 scenario follows the GeoMIP protocol 
[Kravitz et al., 2011], while the G4NH and G4SH scenarios were conducted by 
Haywood et al. (2013). Figure 6.2 shows the spatial maps of the SO4 550nm optical 
depth anomalies in the SAI simulations relative to RCP4.5. It is clear from Fig. 6.2 
that the geoengineered aerosol is concentrated primarily in the hemisphere(s) of 
injection. Figure 6.3 shows the global and hemispheric-mean temperature and sea-
ice changes for the ensemble-means of the simulations. SAI does much to 
ameliorate changes in standalone RCP4.5, with the principal counteractive effect 
occurring in the hemisphere(s) of injection. However, the impacts in the unaltered 
hemisphere are significant, for instance, an NH cooling of 0.7 K in G4SH relative to 
RCP4.5 (2020-2070), compared to 1 K in G4 and 1.1 K in G4NH (Fig. 6.3b).  
6.3 Storm tracking 
7&WUDFNLQJ LVFRQGXFWHGXVLQJ.HYLQ+RGJHV¶75$&.FRGHYQZKLFKKDV
also been used for a variety of similar investigations [e.g. Hodges, 1995, 1996, 1999; 
Hoskins and Hodges, 2002; Bengtsson et al., 2007; Strachan et al., 2013; Roberts et 
DO@+RGJHVSURYLGHVDGHWDLOHGDFFRXQWRI75$&.¶VFRUHIXQFWLRQDOLW\
We adopt the approach of Bengtsson et al. (2007) (hereafter BE07) here. Firstly, we 
determine the relative vorticity (ȟ) on 850, 500, and 250 hPa vertical pressure levels 
from the zonal (U) and meridional (V) wind using: ȟ = (1/a×cos(ș)) × (dV/dȜ ± 
dUcos(ș)/dș), where a is Earth's radius, and ș and Ȝ are latitude and longitude in 
radians respectively. U and V are provided on 6 hour time-steps, and we only 
consider the June-November (JJASON) season, in which most of the North Atlantic 
TC activity occurs. For ERA-I [Dee et al., 2011] we use the full Gaussian resolution 
(H512×256) datasets on 6 hour time-steps for the period 1979-2014.  
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The data is firstly spectrally filtered using spherical harmonic decomposition, which 
translates the HadGEM2-ES and ERA-I data onto a consistent Gaussian grid (128 × 
64 longitudes by latitudes) and truncates wavenumbers less than 5 and greater than 
42 (i.e. T42) [e.g. Hoskins and Hodges, 1992]. Additionally, we employ a Hoskins 
filter to smooth the data and reduce the Gibbs effect [Sardeshmukh and Hoskins, 
1984]. For each simulation and for each year, we run TRACK using the same criteria 
as BE07 to identify and track vortices. As we are only interested in North Atlantic 
TCs in this work, we restrict the storm tracking to the NH. Storms are initially 
identified as local maxima in the 850 hPa relative vorticity field that exceed 0.5×10-5 
s-1 at a spectral resolution of T42. All vortices are retained at this stage, providing 
that their lifetimes exceed 2 days. As noted by BE07, while this method necessitates 
the tracking of many systems, it is a necessary approach to capture as much of the 
TC lifetime as possible. To identify the vortices with a warm core structure (i.e. TCs), 
we reference the tracks to the vorticity field at the 850, 500, and 250 hPa levels at a 
resolution of T63, using the steepest ascent maximization approach described in 
BE07. The criteria used to identify the TC are as follows:- 
1. /LIHWLPHGD\VLHWLPHVWHSV 
2. Cyclogenesis, defined by first identification, must occur within 0-30 oN 
3. The maximum T63 intensity of relative vorticity at 850 hPa during the lifetime 
ȟ1 for some chosen value of ȟ1 
4. There must be a T63 vorticity maxima at each level up to 250 hPa and the 
difference in vorticity between 850 hPa and 250 hPa (850-ȟV for some 
chosen value of ȟV (the warm core criterion) 
5. Criteria 3 and 4 must be achieved for at least n consecutive time steps 
Finally, we impose the spatial criterion that storms must traverse the North Atlantic 
hurricane main development region (MDR, [5-25oN, 15-85oW]). This criterion should 
help us avoid falsely identifying extratropical storms as 7&V)RUWKH+85'$7³%HVW
7UDFN´ REVHUYDWLRQV >/DQGVHD DQG )UDQNOLQ @ ZH LPSRVH WKH IROORZLQJ 7&
selection criteria:- 
1. /LIHWLPHGD\VZLWKDWOHDVWRQHGD\ZLWKLQ--$621 
2. Maximum sustained wind-VSHHGNQRWVLHDWWDLQV7&VWDWXV 
3. Must pass through 0-30 oN and within the North Atlantic basin 
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As with BE07, we test different permutations of (ȟ1, ȟV, n = 4) for ERA-I and 
HadGEM2-ES against HURDAT2. For ERA-I, we find that a TC selection criterion of 
(6, 5.5, 4) provides the best fit to HURDAT2. This criterion closely resembles the 
BE07 criterion of (6, 6, 4). Previous studies have found that HadGEM2-ES has a low 
bias in terms of TC intensity/frequency in the North Atlantic basin, which is possibly 
attributable to the coarse spatial resolution of the model [e.g. Fig. 1g of Camargo, 
2012; Williams et al., 2012; Haywood et al., 2016]. In this study, we also observe this 
bias when using the ERA-I criterion (6, 5.5, 4) to identify TCs in the HadGEM2-ES 
simulations. Smith et al. (2010) and Dunstone et al. (2013) found that HadGEM2-ES 
is able to skilfully predict TC frequency trends when the TC intensity thresholds are 
relaxed. As we are primarily interested in how TC frequency responds to SAI, we use 
a similarly pragmatic approach here. Specifically, we relax the TC criterion to (4.5, 
3.5, 4) for the HadGEM2-ES simulations, which produces a similar number of TCs in 
HIST to the HURDAT2 observations (Fig. 6.4 and Tables 6.1 and 6.2). It is important 
to note that the characteristics (e.g. the intensity) of the simulated TCs that fulfil the 
criteria (4.5, 3.5, 5) will differ from those of the ERA-I TCs due to the different 
selection criteria applied. Nevertheless, the model capably produces historical TC 
trends (Fig. 6.4), which gives us confidence that this approach allows us insight into 
future TC frequency trends under the RCP4.5 and SAI scenarios. The correlation 
coefficients between the TC frequencies using the two different TC selection criteria 
(i.e. r in Tables 6.1 and 6.2) indicate strong positive correlations. This suggests that 
the results of this study might be resistant to our choice of TC selection criteria. 
 (4.5, 3.5, 4) (6, 5.5, 4)  
Expt. Ens. Year Mean St. Dev. Mean St. Dev. r 
HURDAT - 1979-2005 10.2* 4.5* - - - 
ERA-I - 1979-2005 22.4 6.4 10.6 4.2 0.81 
HIST 1 1979-2005 10.9 3.6 4.7 2.6 0.80 
2 1979-2005 11.9 3.6 4.4 2 0.62 
 
Table 6.1. TC frequency in the ERA-I era for HadGEM2, ERA-I and HURDAT2. 
*Note that the specified configuration of TRACK is not relevant to the HURDAT 
observations 
 
Chapter 6  Page | 220 
 (4.5, 3.5, 4) (6, 5.5, 4)  
Expt. Ens. Year Mean St. Dev. Mean St. Dev. r 
HURDAT - 1950-2000 9* 3.2* - - - 
HIST 1 1950-2000 10 2.9 3.9 2.2 0.62 
2 1950-2000 10.8 3.6 4.2 2.1 0.66 
RCP4.5 1 2020-2070 9.7 3.3 3.7 1.9 0.5 
2 2020-2070 9.9 3 3.7 2.1 0.68 
3 2020-2070 9.6 3.5 3.4 2.1 0.69 
G4 1 2020-2070 11.3 3.2 4.3 2.3 0.66 
2 2020-2070 11.9 4 4.9 2.1 0.77 
3 2020-2070 10.4 3.8 3.7 2.2 0.59 
G4NH - 2020-2070 7.6 2.9 3.1 1.7 0.69 
G4SH - 2020-2070 14.3 3.6 6 2.7 0.63 
 
Table 6.2. TC frequency in the 1950-2000 (HIST) and 2020-2070 periods. *Note that 
the specified configuration of TRACK is not relevant to the HURDAT observations 
 
6.4 Results 
6.4.1 Annual TC frequency 
Figure 6.4 shows the JJASON, 10-year running-mean TC frequency over the 
historical period in the model, reanalyses and HURDAT2 observations (Fig. 6.4a), 
and the simulated TC frequency in the RCP4.5 and SAI scenarios (Fig. 6.4b). In the 
historical period, the model skilfully captures observed TC frequency trends (r = 0.71 
with HURDAT) including the decline in activity through ~1960 to ~1980 and the 
increase in activity since ~1980. In RCP4.5, TC frequency decreases steadily 
between 2020 and 2070 (-0.3 TCs dec-1), while in G4 TC frequency increases 
slightly relative to HIST (annual-mean TCs y-1 = 11.2 compared to 10.4). G4SH 
exhibits a marked increase in TC frequency relative to HIST (annual-mean TCs y-1 = 
14.3), while G4NH conversely exhibits a pronounced reduction (annual-mean TCs y-
1 = 7.6). The G4NH and G4SH results are consistent with observed TC activity 
changes following volcanic aerosol enhancements confined to a single hemisphere 
[Evan, 2012; Guevara-Murua et al., 2015]. TC frequency swiftly rebounds to 
concurrent RCP4.5 levels following the cessation of SAI in G4,  G4NH,  and G4SH in  
Chapter 6  Page | 221 
 
  Raw TC counts 
(Fig. 6.5) 
1950-2000 
10-yr mov. av. TC 
counts (Fig. 6.4) 
1960-2000 
RCP4.5 2020-2070 0.17 0.80 
2050-2070 0.07 0.044 
2060-2070 0.018 6.3 × 10-4 
G4 2020-2070 0.12 9.1 × 10-6 
2050-2070 0.22 1.9 × 10-3 
2060-2070 0.07 0.016 
G4NH 2020-2070 3.6 × 10-6 0 
2050-2070 2.3 × 10-4 0 
2060-2070 1.8 × 10-3 8.3 × 10-7 
G4SH 2020-2070 1.2 × 10-7 0 
2050-2070 9.4 × 10-4 0 
2060-2070 0.042 4.8 × 10-7 
 
Table 6.3. p-values calculated from a 2-sided Wilcoxon rank sum test on annual TC 
frequency for TRACK configuration (4.5, 3.5, 4). Bold font indicates the values that 
are not significant at the 5% level (i.e. > 0.05). 
 
Figure 6.4 (a) Historical TC frequencies, smoothed by 10-year running means, for 
ERA-I [Dee et al., 2011], the ensemble mean of the HadGEM2-ES HIST simulations 
and HURDAT2 observations [Landsea and Franklin, 2013]. (b) the same as (a) but 
for the RCP4.5 and SAI simulations. Vertical dotted lines in (b) indicate the start and 
end of SAI in G4, G4NH, and G4SH. The box and whisker plots (right) show the 5, 
DQGTXDQWLOHVRIWKH+,67µ+¶-2000) and RCP4.5/ SAI (2020-
2070) raw annual TC counts 
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 \HDU)LJEZKLFKFRQILUPVWKDWWKH³WHUPLQDWLRQHIIHFW´>Jones et al., 2013] 
extends to North Atlantic storm activity.  
To determine whether TC changes are statistically significant with respect to HIST, 
we employ a Wilcoxon rank sum test (WRST) [Wilcoxon, 1945], which is similar to a 
6WXGHQW¶V W-test but without the underlying assumption of normally distributed data. 
 
Figure 6.5. Annual TC frequency determined using TC selection criteria: (a-c) 
(4.5,3.5,4) and (d-f) (6, 5.5, 4). Purple and green shading indicate the range of 
RCP4.5 and G4 values 
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We apply the WRST to raw TC frequency (Fig. 6.5) and the 10-year running-means 
(Fig. 6.4), and compare the HIST period with various subsets of the RCP4.5 and SAI 
time periods (Table 6.3). It is clear from the p-values in Table 6.3 that the G4NH and 
G4SH TC changes are significant at the 5% level for every test applied. Conversely, 
the raw TC frequency changes in the G4 scenario are not statistically significant at 
the 5% level, but the smoothed values are. Interestingly, the TC frequency decline in 
the RCP4.5 scenario (relative to HIST) eventually becomes significant between 2060 
and 2070. 
6.4.2 TC-related indices and climate anomalies 
The progression of AEWs to TCs is contingent on the ambient meteorological 
conditions, which may act to induce or dissipate the storm. For instance, enhanced 
zonal-wind  shear  over  the  MDR  counteracts  cyclogenesis  [Latif  et  al.,  2007],  
 
 
Figure 6.6. (a) JJASON precipitation anomaly (relative to 1950-2000) averaged over 
the MDR [5-20N, 15-85W]. (b) the same as (a) but for inverse vertical zonal-wind 
shear (U(850 hPa) ± U(250 hPa)). (c) the same as (a) but for relative SSTs (i.e. MDR 
minus the tropical mean SST) 
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whereas a warm ocean surface provides the storm vortex with energy [Villarini and 
Vecchi, 2012]. Historical trends in wind shear (U850-U250), precipitation and relative 
SST (MDR minus tropical-mean) in the MDR closely correlate with North Atlantic TC 
activity [Fig 1. in Dunstone et al., 2013] and these indices offer an alternative tool to 
counting vortices for predicting future TC trends. Figure 6.6 shows various North 
Atlantic TC indices as extracted from the HadGEM2-ES simulations. It is clear that 
active (1950-1965, 1995-2014) and inactive (1965-1995) TC periods in the HIST 
simulation (Fig. 6.4a) were commensurate with active and inactive periods in the 
indices (Fig. 6.6). The same correlations between indices and TC frequency persist 
 
Figure 6.7. (a) G4NH JJASON precipitation anomaly relative to 1950-2000. (b) the 
same as (a) but for inverse vertical zonal-wind shear. (c) the same as (a) but for 
relative SSTs. (d-f) the same as (a-c) but for G4SH. Stippled regions on the maps 
show where differences are outside the 90% variability of a 240 y pre-industrial 
control ensemble mean [Dunstone et al., 2013]. The MDR, as used in Fig. 2, is 
marked by black rectangles. 
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in the RCP4.5 and SAI simulations, with G4SH and G4NH exhibiting continuously 
positive and negative indices respectively (Fig. 6.6). This suggests that 
meteorological conditions presently conducive to cyclogenesis remain conducive in 
these scenarios. Figure 6.7 shows spatial maps of precipitation, wind shear and 
relative SST anomalies in the G4NH and G4SH scenarios. In G4NH, aerosol-
induced cooling of the North Atlantic sea-surface (>30N) results in a southward shift 
and strengthening of the African easterly jet (AEJ), increasing wind-shear in the 
MDR, and anomalous descent and precipitation reduction over the MDR (Fig. 6.7a-c) 
[Dunstone et al., 2013]. Conversely, preferential cooling of the South Atlantic in 
G4SH enhances ascent and precipitation in the MDR and shifts the AEJ north, 
reducing zonal-wind shear over the MDR and producing favourable conditions for 
cyclogenesis (Fig. 6.7d-f).  
6.4.3 TC spatial statistics 
HadGEM2-ES generates too few (many) TCs in the east (west) MDR compared with 
ERA-I (Fig. 6.8). This might be attributable to a low bias in the albedo over the 
Southern Ocean; Haywood et al. (2016) found that persistent biases in TC indices 
(Fig. 6.6) in the model were significantly reduced when the SH was artificially 
brightened by various mechanisms including SAI.  
Regardless of source, the low genesis bias in the east results in too few TCs 
migrating north and transitioning to extratropical storms (Fig. 6.8e). Nevertheless, it 
is interesting to note that in G4SH (G4NH) cyclogenesis is enhanced (attenuated) on 
both sides of the MDR (Fig. 6.9c,d). In the unperturbed RCP4.5 simulation, a 
disjointed picture emerges of weakened TC genesis in the Caribbean Sea and a 
northward shift in the primary genesis region over West Africa (Fig. 6.9a). A global 
SAI application (G4) appears to counteract cyclogenesis changes over the 
Caribbean in RCP4.5, but does little to ameliorate changes in the east (Fig. 6.9b). 
We qualify these inferences by reiterating that the TC frequency changes are not 
significant in RCP4.5 and G4 (Table 6.3), and noting that North Atlantic TC 
projections in the RCP4.5 scenario from the CMIP5 ensemble have proven 
inconclusive [Villarini and Vecchi, 2012; Camargo, 2013].  
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Figure 6.9 (a-h) TC genesis and track density anomalies (2020-2070 relative to 
1950-2000) in units of TC number density per year per unit area, where the unit area 
is equivalent to a 5o spherical cap [Bengtsson et al., 2007; Hodges, 2008] 
 
Figure 6.8 (a-c) TC genesis density and (d-f) track density for: (a,d) ERA-I with 
TRACK at (6,5.5,4), (b,e) HIST, and (c,f) G4SH both with TRACK at (4.5,3.5,4) 
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6.5 Summary and Discussion 
The primary result of this research is to demonstrate that single-hemisphere SAI 
could be applied to modulate North Atlantic TC frequency. However, a scenario in 
which TC frequency is suppressed by NH SAI would unavoidably induce droughts in 
the Sahel, and vice versa for SH SAI [Haywood et al., 2013]. TC frequency is 
causally related to local SSTs, which in turn are sensitive to changes in solar 
irradiance at the surface; therefore it is likely that the results of this research are 
applicable to any SG method [Haywood et al., 2016]. This work reemphasizes the 
perils of unilateral geoengineering, which might prove attractive to individual actors 
due to a greater controllability of local climate responses; but with inherent additional 
risk elsewhere [Robock et al., 2008; Ricke et al., 2010]. For instance, the COP21 
target of stabilising global-mean warming at 1.5 K above pre-industrial levels 
[UNFCCC, 2015] appears extremely difficult to achieve even with measures well 
beyond what would be considered under conventional mitigation scenarios [Jones et 
al., submitted]. The overshoot of 1.5 K could theoretically be combated using SAI 
(Fig. 6.3), but if applied just to cool the northern hemisphere, which might have 
preferential local climate responses (e.g. less Atlantic TCs) for the geoengineering 
parties, there could be potentially devastating impacts (e.g. Sahelian drought) in 
other regions. We therefore recommend the expeditious implementation of 
international regulation to control large-scale SG deployment, in order to develop a 
truly global approach and deter large-scale unilateral deployment. 
A second observation from this work concerns the inability of HadGEM2-ES to 
generate North Atlantic TCs of a sufficient intensity and lifetime to migrate north and 
transition into extra-tropical storms (Fig. 6.8). This is a persistent bias of the 
HadGEM family of models (and, in general, the current generation of GCMs) [e.g. 
Strachan et al., 2013] which might relate to the coarse-spatial resolution of the 
model, to a low bias in the albedo of the Southern Ocean, or to presently unknown 
factors [Haywood et al., 2016]. It will be interesting to see whether the TC 
intensity/frequency bias improves in the next generation Hadley Centre GCM 
(UKESM1), which will have a greater spatial resolution (N216) than HadGEM2 (N96).  
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Chapter 7      Summary and Discussion 
7.1. Summary 
Ineffective international efforts to mitigate GHG emissions and related concerns over 
the climatic impacts of unabated GHG emissions have galvanised the scientific 
community to develop alternative strategies (i.e. geoengineering) for counteracting 
global warming. SAI, which mimics large scale volcanic eruptions, is the most widely-
researched geoengineering proposal [Irvine et al., 2016]. The pre-eminence of SAI 
over other geoengineering proposals is most likely due to the volcanic analogue, with 
volcanic eruptions providing invaluable observations that have been utilised for GCM 
verification purposes. Consequently, GCM-based studies have identified various 
robust climate responses to SAI that can also be seen in the volcanic signal (e.g. 
changes to the hydrological cycle [Trenberth and Dai, 2007; Tilmes et al., 2013]). 
One area of SAI research that is yet to receive significant traction is the potential 
utility of alternative aerosols to SO4, with SO4¶VSUHGRPLQDQFHUHODWLQJWRWKHYROFDQLF
analogue and the abundance of natural sulphur resources [Keith et al., 2010]. 
Alternative aerosols may have greater light-scattering properties than SO4, which 
would reduce the mass injection needed to achieve a certain radiative effect, or 
might be chemically inert and thus preserve stratospheric O3 [Ferraro et al., 2011; 
Pope et al., 2012]. In fact, Keith et al. (2016) suggest that SAI with calcite (CaCO3) 
could neutralise the background stratospheric aerosol and resultantly enhance O3 
concentrations whilst still inducing a global cooling effect. With SAI rapidly garnering 
scientific credibility (exemplified by its inclusion within AR5 [IPCC, 2013]) and with 
SO4 an imperfect aerosol choice, it is instructive to assess the potential climatic 
impacts of injecting alternative aerosols to SO4, which has provided the motivation 
for work presented in this thesis. 
In this thesis, we have concentrated on two alternative aerosols: BC (which 
efficiently absorbs sunlight) and TiO2 (which efficiently scatters sunlight), as well as 
conventional SO4. In Chapter 2, we outlined Mie theory, which describes the 
interaction of light with spherical particles, and we introduced three key optical 
parameters (ke, Ȧ0, g) which collectively describe the light extinction properties of a 
particle. We then used simple SW radiative transfer models to explore the radiative 
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impacts of aerosol layers composed of SO4, BC, and TiO2. This preliminary analysis 
was extended in Chapter 3, in which we employed a detailed radiative transfer code 
(SOCRATES), a custom-made model atmosphere, and a stratospheric aerosol layer 
model to investigate the radiative impacts of SO4, BC, and TiO2 aerosol layers. We 
found that to produce an instantaneous net (SW+LW) radiative forcing at the 
tropopause of -3.5 Wm-2, which is equivalent to a doubling of CO2 concentrations 
above pre-industrial levels [Ferraro et al., 2011], would require a greater SO4 mass 
burden (23-27 Tg) than for TiO2 (8-14 Tg) or BC (1-2 Tg). We then investigated the 
stratospheric temperature response to SAI using an FDH code, and found that the 
stratospheric heating due to SW absorption for BC would be much greater (max § 25 
K) than for either SO4 or TiO2 PD[§ 5 K), in agreement with the results of Ferraro et 
al. (2011). Consequently, the adjusted radiative forcing for a given instantaneous 
radiative forcing was found to be smaller for BC than for SO4 or TiO2. We also found 
that SO4¶V forward-scattering properties resulted in an enhanced diffuse to direct 
ratio RI VXQOLJKW DW (DUWK¶V VXUIDFH an effect which was minimal for TiO2 and BC, 
which could have consequences for plant productivity [Kalidindi et al., 2015]. 
In Chapter 4, we performed SAI simulations with HadGEM2-CCS in which SO4, TiO2, 
and BC were injected at such a rate as to counterbalance TOA energy changes in a 
high-end GHG concentrations scenario (RCP8.5). RCP8.5 was selected to give a 
significant greenhouse effect against which to employ geoengineering, in order to 
distinguish the climatic impacts specific to each aerosol. We found that BC injection 
resulted in the greatest hydrological cycle perturbation, despite also producing the 
weakest global cooling signal (Fig. 4.6). Combined with drastic stratospheric 
warming (max > 70 K, Fig. 4.17) that would induce significant ozone depletion, this 
result effectively excludes BC from being a realistic candidate for SAI. A novel result 
of these simulations was to show that TiO2 also produces a significant stratospheric 
warming VLJQDOPD[§.)LJ17) due to its absorption of solar UV radiation. It 
is important to note that this result pertains exclusively to rutile TiO2; in contrast 
anatase TiO2 would produce considerably less stratospheric warming [Dykema et al., 
2016]. In Chapter 4, we investigated a comprehensive array of climatic variables ± 
temperature, precipitation, sea-ice extent, stratospheric winds, thermosteric sea-level 
changes and permafrost ± in order to elicit a nuanced perception of the climatic 
implications of SAI. A clear result of these simulations was to demonstrate the 
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myriad of climate change risks that could be offset by SAI, for instance, by 
comparing the end-of-century temperature changes in RCP8.5 (Fig. 4.11a) with 
geoSulf (Fig. 4.11b). It is tempting to view SAI research (and more generally, 
geoengineering research) as a moral hazard, as it divests time and resources from 
conventional climate change research [Crutzen, 2006]. However, if society fails to 
transition onto a sustainable energy pathway and GHG emissions continue 
unabated, then SAI might eventually become the only available tool capable of 
rapidly counteracting global warming and offsetting climate change risk. In this 
entirely conceivable scenario, SAI research becomes a moral and ethical imperative, 
in order to ensure that any SAI deployment is not implemented hastily and without 
suitable risk management. 
SAI, as a geoengineering method, is fundamentally related to large-scale volcanic 
eruptions which transiently alter the stratospheric aerosol budget and induce a 
wealth of other climatic perturbations. In Chapter 5, we investigated a thus far 
sparsely-explored area of volcanology ± the role of ambient meteorology in the 
dispersion of the volcanic aerosol plume. This study was serendipitously motivated 
by the results of preliminary model verification simulations performed for Chapter 4 
(Fig. 4.4a), which showed that the AOD evolution for 10 1-day eruptions initiated on 
consecutive days exhibited high variability (the grey area in Fig. 4.4a). In Chapter 5, 
we found that this high AOD variability was particularly manifest in low-altitude (16-
18 km) Pinatubo-like volcanic aerosol eruptions (Figs 5.2, 5.10, 5.11), whereas 
higher altitude eruptions (19-29 km) exhibited considerably less day-to-day variability 
(Fig. 5.2). A particularly interesting result of this study was the confinement of 
aerosol to the NH in some of the realisations (e.g. Fig. 5.10i) but much less so in 
others (e.g. Fig. 5.10a). Single hemisphere aerosol enhancements induce SST 
gradients which concomitantly shift the ITCZ toward the opposite hemisphere 
resulting in, e.g., Sahelian drought or greening [Haywood et al., 2013]. Thus the 
ambient weather conditions during a large-scale volcanic eruption could have 
important climatic and societal implications in remote regions. It is therefore 
important that satellites are able to measure the precise altitude of the initial volcanic 
aerosol injection, in order to discern the significance of meteorological variability on 
the subsequent aerosol dispersion. Also, future GCM-based studies of volcanic 
eruptions should account for meteorological variability when designing their 
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simulations. Failure to account for meteorological variability might lead to false 
conclusions about model performance. 
Conducting or promoting SAI in a single hemisphere in order to restrict the spatial 
magnitude of the climate response has been the subject of previous GCM-based 
studies [e.g. Robock et al., 2008; MacMartin et al., 2013; Haywood et al., 2013]. 
Haywood et al. (2013) in particular found that single hemisphere SAI could produce 
diametrically opposed results, with NH (SH) SAI applications resulting in Sahelian 
drought (greening). This result alone could spur an individual actor (i.e. state or 
multinational organisation) to initiate unilateral SAI deployment for either benevolent 
or malevolent purposes. In Chapter 6, we have investigated whether single 
hemisphere SAI applications could be used to modulate North Atlantic tropical 
cyclone frequency. Our study was motivated by previous research that implicated 
hemispherically-asymmetric aerosol enhancements (of anthropogenic and volcanic 
origin) with low-frequency North Atlantic TC trends in the 20th century [Evan, 2012; 
Dunstone et al., 2013; Guevara-Murua et al., 2015]. This study was also motivated 
by the results of Chapter 5, in which we found that aerosol could remain trapped in a 
single hemisphere or be transported to both hemispheres depending solely on 
meteorological conditions. In Chapter 6, we utilised simulations that were performed 
for the Haywood et al. (2013) study with HadGEM2-ES, and tracked vortices in the 
WURSLFDO 1RUWK $WODQWLF EDVLQ XVLQJ WKH IHDWXUH WUDFNLQJ VRIWZDUH µ75$&.¶ >+RGJHV
1995]. The primary result of this study was to demonstrate that SAI promoted in the 
SH would enhance North Atlantic TC activity, while SAI in the NH would attenuate 
TC activity (Fig. 6.4). Periods of heightened TC activity in the North Atlantic basin are 
historically associated with increased risk of intense hurricane landfall on the US 
coast, which can result in humanitarian and economical disasters [Rappaport, 2000]. 
In conjunction with the results of Haywood et al. (2013) and Ricke et al. (2010), our 
results demonstrate that regional or unilateral SAI applications would unavoidably 
produce winners and losers, or countries/regions that benefit from SAI 
implementation and countries/regions that would be put at a disadvantage. 
Therefore, SAI could be weaponized as readily as it could be utilised for local climate 
remediation, especially due to the non-localised climate response of a regional 
application. It is essential that policymakers begin implementing measures to deter 
unilateral SAI deployments; in order that any SAI deployment is to be used for the 
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general public good, and in a controlled and coordinated manner with suitable 
detection and attribution mechanisms installed (e.g. instruments aboard satellites). 
7.2. Evaluation 
It is useful to return to the thesis goals from Section 1.4 to assess whether this PhD 
has been successful. The first goal was to compare the climatic changes for 
scenarios in which SO4, BC, and TiO2 are injected at a sufficient rate as to achieve 
an equal amount of geoengineering. For the purpose of this work, we interpreted 
µDPRXQW RI geoengineering¶ to mean the energy perturbation at the top of the 
atmosphere and we devised an explicit goal of injecting aerosol at a sufficient rate as 
to stabilise annual and global mean TOA energy fluxes at pre-industrial levels. In 
order to compare SAI with alternative aerosols (and hence to answer Goal 1), we 
shall use the approach adopted by the Royal Society in their intercomparison of 
geoengineering proposals (Fig. 1.7). Firstly, wH GHILQH µHIIHFWLYHQHVV¶ DV WKH
ability to offset TOA energy fluxes µWLPHOLQHVV¶ DV WKH VSHHG ZLWK ZKLch the 
global-PHDQ WHPSHUDWXUH UHVSRQGV WR 6$, LQ RXU VLPXODWLRQV µVDIHW\¶ DV WKH
ability to offset all UHJLRQDO FOLPDWH FKDQJHV DQG µFRVW¶ DV WKH UHODWLYH FRVW RI
achieving a certain TOA radiative effect.  
In terms of effectiveness, all 3 aerosols rapidly stabilise TOA energy fluxes 
following injection (Fig. 4.6a), although the stratospheric warming in the BC 
scenario (and, to a lesser extent, the TiO2 scenario) reduces its efficacy 
(effectiveness: SO4 = 4, TiO2 = 3.75, BC = 3.5). In terms of cost, we must 
account for the relative price of materials and the amount of material that would 
need to be injected, as well as deployment and operating costs. Present day 
material costs are £2 bn/Tg for TiO2 [Davidson et al., 2012], £0.8 bn/Tg for BC as 
carbon black [Kravitz et al., 2012], and £0.2 bn/Tg for SO2 [Robock et al., 2009]. 
To transport 1 Tg of a material per year to the stratosphere would initially cost 
~£5 bn, with annual operating costs of ~£3.2 bn/yr [Robock et al., 2009]. If we 
multiply the 2100 aerosol injection rates from Chapter 4 (Table 4.3) by 1÷8.5 to 
approximate the injection rates necessary to attain 1 Wm-2, we derive: 1.67 
Tg[SO2]/yr, 0.73 Tg[TiO2]/yr, and 0.11 Tg[BC]/yr. The initial costs required to 
meet these injection rates are then: £8.5 bn for SO2, £3.65 bn for TiO2 and £0.55 
bn for BC and annual operating costs are: £5.7 bn for SO2, £3.8 bn for TiO2 and 
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£0.44 bn for BC. From this tentative analysis, BC injection appears to be an 
order of magnitude cheaper than TiO2 or SO2. However, carbon black would 
have to be refined to create suitably sized BC particles for SAI (which might be 
prohibitively expensive). If diesel combustion were instead used to produce BC, 
then the overall cost of deployment would increase by 2 orders of magnitude 
[Kravitz et al., 2012] (affordability: SO4 = 4, TiO2 = 4.25, BC = 4.5). In terms of 
safety, geoBC exhibited the largest residual and aerosol-induced climate 
changes (including stratospheric warming of >70 K which would cause significant 
ozone depletion [Kravitz et al., 2012]) and is therefore inherently more risky than 
either SO2 or TiO2 injection, or indeed most other geoengineering proposals 
(safety: SO4 = orange, TiO2 = red, BC = dark red). Finally, all 3 aerosols would 
reduce global-mean temperature within 1-2 years (Fig 4.6) (Timeliness: SO4 = 
large, TiO2 = large, BC = large). Figure 7.1 shows a modified form of Fig. 1.7 (i.e. 
from the Royal Society report) in which we have included our values for SAI with 
SO2, TiO2 and BC injection. 
 
From the comprehensive analysis of climate changes in Chapter 4 and the direct 
comparison of SO2, TiO2 and BC injection scenarios given above, it is clear that we 
have done much to answer Goal 1 of this thesis. Goal 2 of this thesis was to 
determine the quantities of aerosol needed to obtain a certain radiative effect. Our 
 
Figure 7.1 $QXSGDWHRIWKH5R\DO6RFLHW\¶VLQWHUFRPSDULVRQRIYDULRXV
geoengineering proposals (Fig. 1.7) which now includes SAI with SO2, BC and TiO2 
injection (using the values derived from Chapter 4 results) 
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results from Table 4.3 provide lower limits on the amount of aerosol that would be 
needed to produce a certain radiative effect due to the lack of a detailed aerosol 
microphysics scheme in our model [Niemeier and Timmreck, 2015]. Finally, Goal 3 
of this thesis was to investigate the extent to which SAI could counteract GHG-
induced climate change. Comparing the climate changes in the 2090s in RCP8.5 
with geoSulf (e.g. Fig. 4.11) it is clear that for temperature and precipitation, SAI with 
SO2 injection would do much to ameliorate seasonal and annual climate change. 
However, HadGEM2-CCS does not incorporate a stratospheric chemistry module 
and hence is unable to quantify changes to ozone which could be significant [Tilmes 
et al., 2009].There is much that can be inferred from the results of this thesis. For 
instance, in Chapter 5 we found that volcanic aerosol dispersion is highly sensitive to 
ambient meteorology for low altitude eruptions. This result could be used to design 
an SAI application in which aerosol is injected on certain days and specific locations 
depending on the DPELHQW ZHDWKHU FRQGLWLRQV LQ RUGHU WR PD[LPLVH WKH DHURVRO¶V
stratospheric lifetime. In Chapter 6 we showed that single-hemisphere stratospheric 
aerosol enhancements can modulate North Atlantic tropical cyclone frequency. 
Combined with the results of Chapter 5, it is likely that a major volcanic eruption in 
which aerosol is emitted into a single hemisphere would significantly perturb tropical 
storm frequency in the following years. Affected nations might therefore wish to inject 
aerosol in the opposite hemisphere to the volcanic eruption in order to counteract 
these storm changes. 
7.3. Discussion 
Of course, this thesis has only addressed limited aspects of the climatic impacts of 
SAI. For instance, in Chapter 3 we began to explore surface UV changes for SO4, 
BC, and TiO2 aerosol layer scenarios, but were unable to comprehensively 
investigate such changes using HadGEM2-CCS (Chapter 4), GXH WR WKH PRGHO¶V
fixed O3 concentrations. Although previous studies have investigated O3 (and UV) 
changes under SAI [Tilmes et al., 2008, 2009, 2012; Kravitz et al., 2012; Pitari et al., 
2014; Tang et al., 2014; Nowack et al., 2016], it would be interesting to directly 
compare O3 changes for SAI with different aerosols to SO4 using a GCM with a 
detailed chemistry module. Such a study would firstly require the procurement of 
heterogeneous chemical reaction rates from laboratory-based studies [e.g. Tang et 
al., 2014]. Another uncertain aspect of SAI is how large the aerosol particles would 
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JURZ WRZKLFKZRXOGDIIHFW WKHDHURVRO UHVLGHQFH WLPHDQG WKHSDUWLFOH¶V FKHPLFDO
and radiative properties. HadGEM2-CCS (Chapters 4 and 5) and HadGEM2-ES 
(Chapter 6) both use fixed aerosol size distributions (Aitken / accumulation) and are 
therefore unable to grow the SO4 particles to the coarse modes observed following, 
for instance, the 1991 Pinatubo eruption [Stenchikov et al., 1998]. Therefore, the 
aerosol injection rates detailed in Chapter 4 might underestimate the injection rates 
necessary to achieve a certain global radiative effect in practice. The HadGEM2 
family of models also exhibit systematic biases in monsoonal precipitation and 
vegetation [Martin and Levine, 2012], tropical tropopause temperatures [Hardiman et 
al., 2015], and cloud albedo (e.g. over the Southern Ocean [Bodas-Salcedo et al., 
2014]). These biases will affect the predictive skill of the models, which 
concomitantly affects the fidelity of the results presented in Chapters 4-6. 
Additionally, volcanic eruptions are not a perfect analogue for SAI as they are 
transient events which depend on the ambient weather (Chapter 5) and climate 
conditions, and because SAI would necessarily alter the baseline stratospheric 
aerosol layer and concomitantly reduce the efficiency of SAI over time [Niemeier and 
Timmreck, 2015]. Therefore, although HadGEM2-CCS is able to simulate the 
Pinatubo eruption with reasonable fidelity (Fig. 4.4), this does not guarantee the 
same accuracy in the SAI simulations. The next-generation Hadley Centre Earth-
System Model (UKESM1) will include the GLOMAP-mode aerosol module (instead 
of CLASSIC), which utilises two prognostic variables ± aerosol number and mass 
concentration ± that combinatively allow for dynamical aerosol growth [Mann et al., 
2010]. UKESM1 will also include the UKCA stratospheric and tropospheric chemistry 
module [Morgenstern et al., 2009], which could potentially be used to assess O3 
changes under SAI. In the near future, we plan to utilise UKESM1 to investigate the 
effectiveness of SAI for different SO2 injection rates, in order to test whether the 
radiative response to SAI is nonlinear with injection rate as found by previous studies 
(Fig. 1.10) [e.g. Heckendorn et al., 2009; Niemeier and Timmreck, 2015]. 
Another important caveat is that simulations performed for Chapters 4, 5, and 6 were 
conducted using only one GCM with its own structural uncertainties [Martin et al., 
2011]. The use of results from multi-model ensembles (MIPs), such as GeoMIP, 
helps to delineate robust climate responses from model-specific artefacts [Kravitz et 
al., 2011]. However, the initial scenarios simulated by GeoMIP were highly idealised, 
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which facilitated in directly comparing the GCM results but did little to answer 
important policy-relevant questions such as regional climate impacts. GeoMIP 
conveners may wish to move to a more policy-informed framework in the future, for 
instance, testing whether SAI could be utilised to maintain global-mean temperature 
below 1.5 K above pre-industrial levels in the 21st century; which would supplement 
the Paris agreement [UNFCCC, 2015]. However, it is important to note that global-
mean temperature is a very blunt metric that has been used pervasively in the 
climate change agenda but is completely imperceivable to all individuals. For 
instance, in Chapter 6 we found that global-mean temperature could be maintained 
by global, NH-only, or SH-only SAI applications (Fig. 6.3a), but with diametrically 
different impacts on Sahelian rainfall and North Atlantic TC frequency. SAI research 
should move away from global-mean metrics (e.g. Fig. 4.6) to answer questions that 
directly assist policymakers. 
SAI is often publicly belittled by detractors as a simple technocratic solution to the 
climate change problem [e.g. Hamilton, 2014]. Nevertheless, if mitigation efforts 
continue to stall then SAI could conceivably become the only means to rapidly cool 
the planet and counteract climate change. It is therefore important that SAI-related 
policy as it develops is well-informed by robust scientific research, which 
necessitates that SAI research (such as conducted here) continues.  
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Abstract. In this paper, we examine the potential climatic
effects of geoengineering by sulfate, black carbon and ti-
tania injection against a baseline RCP8.5 scenario. We use
the HadGEM2-CCS model to simulate scenarios in which
the top-of-the-atmosphere radiative imbalance due to rising
greenhouse gas concentrations is offset by sufficient aerosol
injection throughout the 2020–2100 period. We find that the
global-mean temperature is effectively maintained at histori-
cal levels for the entirety of the period for all three aerosol-
injection scenarios, though there is a wide range of side-
effects which are discussed in detail. The most prominent
conclusion is that although the BC injection rate neces-
sary to produce an equivalent global mean temperature re-
sponse is much lower, the severity of stratospheric tempera-
ture changes (>+70 ◦C) and precipitation impacts effectively
exclude BC from being a viable option for geoengineering.
Additionally, while it has been suggested that titania would
be an effective particle because of its high scattering effi-
ciency, it also efficiently absorbs solar ultraviolet radiation
producing a significant stratospheric warming (>+20 ◦C).
As injection rates and climatic impacts for titania are close
to those for sulfate, there appears to be little benefit in terms
of climatic influence of using titania when compared to the
injection of sulfur dioxide, which has the added benefit of
being well-modeled through extensive research that has been
carried out on naturally occurring explosive volcanic erup-
tions.
1 Introduction
The climatic impacts of continued greenhouse gas (GHG)
emissions are likely to be severe which has prompted coun-
tenance of new strategies for tackling GHG-induced global
warming (e.g Collins et al., 2013). Geoengineering strate-
gies, or large-scale climate interventions that aim to reduce
global warming, include strategies to sequester atmospheric
carbon dioxide – carbon dioxide removal (CDR) methods,
and strategies to reduce solar irradiance at Earth’s surface
– solar radiation management (SRM) methods (Shepherd et
al., 2009). Stratospheric Aerosol Injection (SAI), an SRM
scheme which has received significant attention, involves the
enhancement of the stratospheric aerosol layer in order to re-
flect more sunlight back to space. This scheme mimics large
volcanic eruptions such as Mt. Pinatubo in 1991, which in-
jected approximately 15–20 Tg of sulfur dioxide (SO2) into
the tropical stratosphere and induced a globally averaged sur-
face cooling of around −0.3 ◦C for the following 2 years
(Stenchikov et al., 2002).
Sulfate (SO4) aerosols have featured predominantly in
SAI research because of the volcanic analogue (e.g., in the
Geoengineering Model Intercomparison Project, GeoMIP,
Kravitz et al., 2013). General Circulation Model (GCM) sim-
ulations suggest that, while sufficient sulfate injection could
effectively reduce global-mean temperature, possible side ef-
fects include changes to regional precipitation (e.g., Bala et
al., 2008; Tilmes et al., 2013), ozone (e.g., Tilmes et al.,
2009; Pitari et al., 2014), stratospheric dynamics (Aquila et
al., 2014) and sea-ice extent (Berdahl et al., 2014). Precipi-
tation changes could result from changes to the moist static
stability of the atmosphere and a concomitant weakening of
Published by Copernicus Publications on behalf of the European Geosciences Union.
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the hydrological cycle (Bala et al., 2008); furthermore, the
regional precipitation changes under GeoMIP simulations
have been shown to be reasonably consistent across a range
of climate models (Tilmes et al., 2013). Ozone concentra-
tions could change as a result of enhanced heterogeneous
chemistry on the surface of sulfate aerosols or indirectly by
changes to the stratospheric dynamics and chemistry (e.g.,
Tilmes et al., 2009). Stratospheric dynamical changes could
occur as the result of tropical heating in the sulfate layer and
by changes to wave propagation from the troposphere (e.g.,
Aquila et al., 2014).
In order to ameliorate the known side-effects of sulfate in-
jection, some authors have proposed alternative aerosols to
sulfate (e.g., Teller et al., 1997). Crutzen (2006) suggested
the possible injection of black carbon (BC), which would
mimic hypothetical nuclear winter scenarios. One advantage
of BC over sulfate is that less mass would be needed for
an equivalent radiative forcing (Crutzen, 2006). BC parti-
cles efficiently absorb solar radiation, unlike sulfate which
primarily reflects solar radiation (Ferraro et al., 2011). Al-
ternatively, minerals such as titania (TiO2), silica (SiO2) and
alumina (Al2O3), which have a high refractive index at wave-
lengths of peak solar radiative flux (∼ 550 nm), have also
been suggested (Pope et al., 2012). Although the use of al-
ternative aerosols is not a new suggestion (e.g., Teller et al.,
1997), comparatively little research has been conducted on
their potential utility. Kravitz et al. (2012) simulated a con-
stant BC injection scenario of 1 Tg yr−1 in the tropics for
small radius (0.03 µm) and large radius (0.15 µm) aerosols.
They found that the small particle BC aerosol scenario pro-
duced a global surface cooling of −9.45 ◦C, but also in-
duced stratospheric warming >+60 ◦C and global ozone loss
of 50 %. The large particle BC aerosol scenario had a neg-
lige climatic impact. Using a fixed dynamical heating (FDH)
code, Ferraro et al. (2011) compared the stratospheric heat-
ing of sulfate, titania, and BC layers for an equivalent in-
stantaneous radiative forcing. Their results showed a tropi-
cal stratospheric warming signal for all the aerosols, though
much greater in the case of BC. To date, no work has used a
comprehensive fully coupled atmosphere–ocean GCM to di-
rectly compare the possible climatic impacts of SAI with al-
ternative aerosols to sulfate, which is the motivation for this
research.
In this work, we simulate the stratospheric injection of
sulfate, titania and BC against a baseline RCP8.5 concen-
trations scenario using a fully coupled GCM. Titania is se-
lected to represent an efficient light-scattering aerosol and
BC is selected as a light-absorbing aerosol. RCP8.5, which is
the high-end carbon-intensive CMIP5 scenario, is selected to
give a significant greenhouse effect against which to employ
geoengineering, in order to distinguish the climatic impacts
specific to each aerosol. Observations have shown that the
current global GHG emissions exceed the emissions inher-
ent in RCP8.5 (Peters et al., 2013); therefore our work could
be considered as geoengineering against a business-as-usual
scenario. Additionally, the next generation of GeoMIP sim-
ulations (GeoMIP6) will utilize a carbon-intensive scenario
(Kravitz et al., 2015), hence our work will provide a use-
ful supplement to those results. We chose to inject aerosol
at a sufficient rate to counterbalance the Top Of the Atmo-
sphere (TOA) global- and annual-mean caused by increasing
atmospheric GHGs. Our simulation design is similar to the
G3 scenario of the Geoengineering Model Intercomparison
Project (GeoMIP), which instead used the RCP4.5 concen-
trations scenario as its baseline and injected sulfate at a suffi-
cient rate to counterbalance GHG radiative forcing (Kravitz
et al., 2011). We analyze the climate changes in the 2090s
with respect to a simulated historical period and discuss im-
pacts on a wide range of meteorological parameters.
2 Model
2.1 The HadGEM2-CCS model
For this investigation, we use the HadGEM2-CCS cli-
mate model in a fully coupled atmosphere-ocean mode.
HadGEM2-CCS is the high-top configuration of the
HadGEM2 family of models, and includes a well-resolved
stratosphere that is capable of internally generating a realis-
tic quasi-biennial oscillation (QBO) (The HadGEM2 Devel-
opment Team, 2011). The atmosphere component comprises
60 vertical levels extending to 84 km and a horizontal res-
olution of 1.25◦× 1.875◦ latitude by longitude respectively.
The 40-level ocean component has a horizontal resolution
of 1◦ by 1◦ from the poles to 30◦ N/S, with the latitudinal
resolution then increasing smoothly to 0.33◦ at the equator
(The HadGEM2 Development Team, 2011). For this inves-
tigation, GHG concentrations, stratospheric ozone, anthro-
pogenic aerosols and aerosol precursor gases are prescribed
following the Coupled Model Intercomparison Project phase
5 (CMIP5) (Taylor et al., 2012) protocol, with historical data
from 1860 to 2005 and RCP8.5 concentrations from 2005
to 2100. HadGEM2-CCS contains the aerosol module Cou-
pled Large-scale Aerosol Simulator for Studies in Climate
(CLASSIC). The module’s sulfur cycle is described in de-
tail in Bellouin et al. (2011). Briefly, it includes the oxida-
tion of sulfur dioxide (SO2) to sulfate aerosol in aqueous and
gas phase reactions. Sulfate is represented by Aitken, accu-
mulation and dissolved modes, with hygroscopic growth in
the accumulation mode following d’Almeida et al. (1991).
Aerosol size modes are represented by lognormal size distri-
butions with a prescribed dry-mode median radius (rm) and
geometric standard deviation (σ).
2.2 Stratospheric aerosol microphysical and optical
properties
For this investigation, stratospheric sulfate is modelled us-
ing the volc2 size-distribution from Rasch et al. (2008) for
the sulfate accumulation mode, with rm = 0.376 µm and σ =
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Figure 1. Optical properties as a function of wavelength for (a) accumulation-mode sulfate, (b) titania, (c) black carbon. Points are plotted
at the middle of each spectral waveband, as detailed in Bellouin et al. (2007).
1.25; the relatively large rm is chosen to reflect the high con-
centrations of SO2 injected in this experiment.
CLASSIC includes a tropospheric BC scheme with fresh,
aged and in-cloud modes (Bellouin et al., 2011). We intro-
duce an additional non-hygroscopic stratospheric BC com-
ponent and prescribe a lognormal size-distribution with rm =
0.0118 µm and σ = 2.0, which is taken from tropospheric BC
observations (Deepak and Gerber, 1983). We prescribe a den-
sity for BC of 1000 kg m−3 and take refractive indices from a
World Meteorological Organisation report (Deepak and Ger-
ber, 1983).
For stratospheric titania, we assume the non-hygroscopic
lognormal size distribution of Pope et al. (2012) with rm =
0.045 µm and σ = 1.8. This size-distribution was selected to
give the titania aerosol a high scattering efficiency, as shown
by Pope et al. (2012). We prescribe a density for titania of
4230 kg m−3 (Pope et al., 2012), and for the refractive indices
we follow Ferraro et al. (2011) and use the average of the
extra-ordinary and ordinary values from Ribarsky (1985).
The specific absorption (kabs) and scattering (ksca) coef-
ficients for sulfate (accumulation/dry-mode), titania and BC
are plotted in Fig. 1 as a function of wavelength. For sul-
fate, the specific extinction coefficient (kext) at 500 nm of
3200 m2 kg−1 and single scattering albedo (ωo) of 1 reflects
the non-absorbing properties of sulfate. Although titania’s
500 nm scattering efficiency (ksca = 3850 m2 kg−1) is greater
than sulfate’s in this instance, titania additionally absorbs
SW radiation (kabs = 2000 at 250, and kabs= 600 m2 kg−1
at 500 nm) which can be explained by the band-theory
of solids (Yang et al., 2003). Thus titania is partially ab-
sorbing. Our modelled BC efficiently absorbs SW radia-
tion (kabs = 8300 m2 kg−1 at 500 nm) but also produces a
non-negligible SW scattering effect (ksca= 2500 m2 kg−1 at
500 nm) which is comparable in magnitude to the equivalent
scattering efficiency of both titania and sulfate. Therefore, to
describe titania as an efficient light-scatterer and/or BC as an
efficient light-absorber is an over-simplification.
Our choice of particle size and density will impact the
aerosol’s gravitational sedimentation rate and therefore its
atmospheric residence time (the sedimentation rate is also
a property of the local atmospheric conditions) (Rasch et
al., 2008). To determine the importance of our choice of
aerosol properties, we have calculated the respective grav-
itational sedimentation rates by using the method of Prup-
pacher and Klett (1979) (which utilizes Stoke’s law) and in-
corporating temperature and pressure values from the Inter-
national Standard Atmosphere (ICAO, 1993) (Fig. S1 in the
Supplement). We find that the average sedimentation rates
between 18 and 26 km altitude for our prescribed sulfate, ti-
tania, and BC are 23, 9.5 and 0.75 m day−1, respectively, and
the equivalent rates between 26 and 30 km are 52, 22, and
1.8 m day−1. Therefore, one would expect BC to be advected
to much higher altitudes than sulfate in these simulations. For
perspective, Schoeberl et al. (2008) deduced from observa-
tions that the atmospheric tropical vertical velocity between
18–26 km has an upper limit of 35 m day−1, and the equiva-
lent velocity between 26 and 30 km is below 61 m day−1.
3 Method
We first validated the model’s stratospheric sulfate scheme
by simulating the Mt Pinatubo eruption and then compar-
ing the results with observations. These simulations com-
prised a 10-member ensemble in which 20 Tg (SO2) is in-
jected between 16 and 18 km over a single day in June 1991,
following the method of Aquila et al. (2012). Figure 2a
shows the global- and annual-mean sulfate aerosol optical
depth (AOD) anomaly for the HadGEM2-ensemble and for
AVHRR and SAGE-II observations. The model clearly cap-
tures the peak AOD from the AVHRR data, and the expo-
nential decline thereafter. Figure 2b–d show the zonal-mean
AOD anomaly for the same time period. The agreement be-
tween the model and observed AOD is reasonable. Some dif-
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Figure 2. (a) 75◦ S–75◦ N-mean 550 nm sulfate AOD anomaly for the Pinatubo simulations and observations, (b–d) time series of zonal-
mean 550 nm sulfate AOD anomaly.
ferences in the temporal evolution of the AODs in the model
and the observations are due to the almost concurrent erup-
tion of Cerro Hudson which injected approximately 3.3 Tg
(SO2) into the Southern Hemisphere (Deshler and Anderson-
Sprecher, 2006). This relatively close agreement between
observations and HadGEM2 estimates, together with other
modeling studies of other volcanic eruptions (Haywood et
al., 2010) suggests that the model is a useful tool for strato-
spheric geoengineering simulations.
The geoengineering investigation was based on a 240-year
pre-industrial control simulation (forced by constant 1860s
GHGs and aerosol emissions) and historical simulations for
the period 1860–2005 following CMIP5 (Taylor et al., 2012)
protocol followed by RCP8.5 emission specified from 2005
to 2019. Leading on from these simulations, we performed
3-member ensembles for the period 2020–2100 for RCP8.5
only, RCP8.5 with SO2 injection (geoSulf), RCP8.5 with
TiO2 injection (geoTiO2), and RCP8.5 with BC injection
(geoBC). Aerosol (or gaseous SO2 for the geoSulf scenario)
was injected at a constant rate between 23 and 28 km altitude
in a single vertical column at the equator. The injection alti-
tude and location were chosen to ensure a long stratospheric
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Figure 3. Time series of annual/global-mean (a) top-of-the-atmosphere radiative flux anomaly with respect to the pre-industrial control
simulation, (b) near-surface air temperature anomaly with respect to the HIST period, (c) global mean precipitation anomaly with respect to
HIST.
lifetime of the aerosol, which is transported poleward by the
upper branch of the Brewer-Dobson circulation (Niemeier et
al., 2011), and therefore make the geoengineering approach
reasonably efficient.
We inject aerosol at such a rate as to maintain the top-
of-the-atmosphere (TOA) net radiative flux at piControl lev-
els. Specifically, we define the TOA radiative flux Imbal-
ance (TOA-Imb) as the global- and annual-mean TOA net
radiative flux (incoming SW minus outgoing LW+SW)
minus the average TOA net radiative flux of the piCon-
trol period. The piControl TOA net radiative flux is posi-
tive (+0.27 W m−2) as anthropogenic GHGs were emitted
prior to 1860 (the piControl reference period). By sufficient
aerosol injection, we aim to maintain TOA-Imb= 0. This
scenario represents our interpretation of “equal amount of
geoengineering” for each aerosol. The advantage of return-
ing net radiation to piControl levels (rather than completely
equilibrating TOA fluxes) is that piControl had already been
simulated comprehensively for CMIP5 (240 model years),
hence permitting robust statistics to be calculated. The TOA
radiative imbalance is a metric that satellites are able to mea-
sure (e.g., CERES, L’Ecuyer et al., 2015 and EarthCare,
Illingworth et al., 2015), albeit with ± 3 W m−2 accuracy at
present (Priestley et al, 2011; von Schuckmann et al., 2016).
Therefore our target could be applicable to an actual SAI sce-
nario. In contrast, adjusted Radiative Forcing (RF) (the net
radiation perturbation at the tropopause from some external
forcing, after stratospheric adjustment), cannot be directly
measured by satellites and therefore it would be difficult to
obtain a specified radiative forcing in an actual SAI scenario.
Of course, other metrics could be chosen (e.g., MacMartin et
al., 2013), with each metric having its own signal and noise
characteristic.
To determine the injection rates required to maintain TOA-
Imb balance, we first conducted 15-year atmosphere-only
simulations of 1 Tg aerosol (or SO2 for sulfate) injection per
year to calculate the specific radiative effect for each aerosol.
We then used the radiative effect to calculate the injection
rate necessary to offset the RCP8.5 anthropogenic radiative
forcing (ARF) for the 2020–2100 period (with ARF values
from Meinshausen et al., 2011). We used the ARF to esti-
mate the injection rates required to produce TOA-Imb= 0
as this seemed a sensible method for approximating the nec-
essary aerosol injection. As the geoengineering simulations
progressed, we altered the injection rate when necessary to
ensure that TOA-Imb balance was maintained (Fig. S2). This
feedback-orientated method is similar to the methods sug-
gested by MacMartin et al. (2014) and Kravitz et al. (2014).
A detailed description of our methods is provided in the Sup-
plement (Sect. S2).
Our analysis focuses initially on the temporal evolution of
the TOA-Imb and global mean temperature changes to show
that our simulations provide plausible counterbalances to
global mean temperature changes under RCP8.5. However,
our main focus is on the differences between a recent histor-
ical period (1980–2005) (hereafter denoted HIST) and the
geoengineering experiments during the period 2090–2100,
with an emphasis on different geographical patterns. As we
were not explicitly attempting to reach a specific global mean
temperature, the choice of reference period was left until af-
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ter the geoengineering simulations had been completed. We
then selected a recent historical period from which the 2090s
global-mean temperature anomaly for geoSulf was negligi-
ble (Fig. 3b). The HIST period selected is close to the histor-
ical control period used in the IPCC AR5 report (1986–2005)
(e.g., Fig. 12.10 from Collins et al., 2013) which facilitates
comparison of our RCP8.5 climate changes with the CMIP5
multi-model means.
4 Results
4.1 Effectiveness at maintaining global mean TOA-Imb
and near-surface temperature
Figure 3 shows the global- and annual-mean TOA-Imb and
near-surface air temperature anomaly for the geoengineering
and RCP8.5 simulations, with respect to the HIST period.
For all of the geoengineering simulations we were able to
maintain TOA-Imb≈ 0 for the entirety of the 80-year period
(Fig. 3a). For geoSulf, geoTiO2 and geoBC, the TOA-Imb
was maintained within ±0.21, ±0.18 and ±0.20 Wm−2, re-
spectively (1 standard deviation throughout the 2020–2100
period).
The near-surface global temperature response differs be-
tween the aerosols with a greater cooling trend for sulfate
than for titania or BC (Fig. 3b). To determine the cause of
the anomalous warming in geoBC, we assess the net radiative
flux at the top of the atmosphere for 2020–2100. Figure S3 in
the Supplement shows the global-mean net-downward radia-
tive flux anomaly for the geoengineering experiments, eval-
uated at the TOA and the tropopause; and the global-mean
net-downward heat flux anomaly at the surface. The radia-
tive flux changes at the TOA and tropopause, and the heat
flux anomaly at the surface, are comparable for the geoSulf
and geoTiO2 experiments for the duration of 2020–2100.
In contrast, geoBC exhibits an increasingly positive net ra-
diative flux anomaly at the tropopause (+0.2 W m−2 aver-
aged over 2020–2100), despite the negligible TOA radiative
flux anomaly. After stratospheric temperature adjustment, ra-
diative perturbations at the TOA and tropopause are equal
for a given climate forcing, which implies that the consis-
tently non-adjusted stratosphere (due primarily to increas-
ing aerosol injection rates) is responsible for the differences
in TOA and tropopause radiative perturbations in geoBC.
Hansen et al. (1997) also found that instantaneous and ad-
justed radiative forcing differ most when there is a large heat-
ing affecting the tropopause. This implies that if we had in-
jected aerosol sufficiently to produce an equal radiative effect
at the tropopause, the temperature trends for the geoengi-
neering experiments in Fig. 3 would have been more com-
parable. If we were to choose stabilization of temperature
as our basic metric, then one could approximate the results
by simply scaling the results by the ratio of the temperature
perturbation relative to 1980–2005 to that for geoSulf. The
scaling would be 1 (by design) for geoSulf, 1.1 for geoTiO2
and 1.28 for geoBC. If the metric chosen were instead to
keep the global mean precipitation the same, then the scal-
ing would be 1 (by design) for geoSulf, 0.91 for geoTiO2
and 0.68 for geoBC. However, we shall see that the changes
in many of the variables we consider are dominated by large-
scale changes in the spatial patterns of response rather than
the 10–30 % changes in magnitude of the response that ap-
plying such a scaling would induce. We therefore choose to
present un-scaled results here but beware that such a scaling
could be applied should we wish to apply a different met-
ric. From Fig. 3b, geoSulf exhibits a near-surface air cooling
trend with respect to 2020 despite a net gain of atmospheric
energy, which is likely due to an uneven vertical distribution
of this energy gain.
Figure 3c shows the global mean precipitation anomaly
with respect to the HIST period. The precipitation reduction
is greater for BC than for sulfate and titania, despite the pos-
itive temperature trend in geoBC (Fig. 3b). The hydrologi-
cal sensitivity to geoengineering, defined as the global mean
precipitation change per unit temperature change, is 2 % for
sulfate, 2.5 % for titania, and 4.6 % ◦C−1 for BC. The hy-
drological sensitivity for RCP8.5 is 1.32 % ◦C−1, which is
close to the CMIP5 ensemble-mean (Fig. 12.7 from Collins
et al., 2013). For comparison, Bala et al. (2008) found a hy-
drological sensitivity of 2.4 for solar irradiance reduction and
1.4 % ◦C−1 for CO2 increase.
4.2 Aerosol distribution
The time-averaged injection rates for the 2090s period are
14 Tg (SO2), 5.8 and 0.81 Tg yr−1 for geoSulf, geoTiO2
and geoBC, respectively. This SO2 injection rate is ap-
proximately equivalent to 1 Mt Pinatubo eruption per year
(Dhomse et al., 2014). These injection rates equate to global
aerosol mass-burden anomalies of 49.5, 20.2, and 5.1 Tg
for geoSulf, geoTiO2 and geoBC, respectively. The geoBC
mass burden is comparable to the equilibrium burdens of
the high-altitude (HA) and small-radius (SmR) experiments
from Kravitz et al. (2012), although they injected BC at a
constant rate of 1 Tg yr−1, around 20 % higher than in our
study. Their SmR experiment involved a 10-year injection
of BC particles with a uniform radius of 0.0 µm, into a re-
gion between 100 and 150 mb altitude and over the latitude
range 10◦ S–10◦ N, against baseline perpetual year 2000 con-
ditions. Figure 4 shows the 2090s annual, June–July–August
(JJA) and December–January–February (DJF) aerosol mass
concentration anomalies (annual mean aerosol optical depths
are shown in Fig. S4). Peak sulfate concentrations are found
at the injection region at the equator (Fig. 4a, d, g) and
over the winter pole. Titania and BC reach greater altitudes
than sulfate (> 50 km), which is due to their smaller size-
distributions and self-lofting from SW absorption (Kravitz et
al., 2012). While sulfate aerosol concentrations are highest at
the equator, the highest concentrations of BC are found in the
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Figure 4. Annual and seasonal zonal-mean mass concentration anomalies for sulfate (geoSulf-left), titania (geoTiO2-center) and black carbon
(geoBC – right).
polar stratosphere. This is because the larger particle size of
the sulfate aerosol is subject to a larger sedimentation veloc-
ity (Fig. S1) and thus a greater fraction of aerosol is removed
close to the source region. The results from titania suggest a
spatial distribution intermediate between sulfate and BC ow-
ing to the intermediate size distribution.
Figure 5 shows the total annual, JJA and DJF aerosol depo-
sition anomalies averaged over the 2090s (the seasonal cycle
of the deposition anomalies are shown in Fig. S5). Sulfate is
predominantly deposited in the Northern Hemisphere (NH)
extratropics in the boreal spring and summer (Fig. 5d), which
is likely attributable to tropopause fold events in the lower
branch of the Brewer-Dobson circulation (BDC) (Kravitz et
al., 2012). In contrast, Titania and BC are primarily deposited
at high latitudes in the polar winter, which is attributable to
the diabatic descent of air in the deep branch of the BDC
(e.g., Tegtmeier et al., 2008). Kravitz et al. (2012) also found
in their SmR experiment that BC deposition was limited to
the polar regions, but their maximum deposition was dur-
ing polar summer rather than polar winter. The global- and
annual-mean deposition rates of sulfate and BC from geo-
engineering are 37 and 1.5 mg m−2 yr−1, respectively. These
amounts may be compared with 231 and 12.7 mg m−2 yr−1
from non-geoengineering sources, amounting to increases of
16 and 12 %, respectively. The global- and annual-mean de-
position rate for titania is 11 mg m−2 yr−1.
4.3 Temperature and precipitation
Figure 6 shows the annual mean near-surface air tempera-
ture (Fig. 6a–d) and precipitation anomalies (Fig. 6e–h) with
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Figure 5. Annual and seasonal total deposition anomalies (in units of mg m−2 yr−1 and 0.25×mg m−2 yr−1, respectively).
respect to HIST. RCP8.5 (Fig. 6a) shows the typical global
warming signal of amplified warming at high latitudes due to
temperature feedbacks (Pithan and Mauritsen, 2014) and the
surface-albedo feedback (e.g., Kharin et al., 2013). This re-
sults in an annual mean warming of +11.3 ◦C averaged over
the Arctic region (> 60◦ N) and an average NH land warming
of +7.3 ◦C. This figure provides an alarming picture of the
change in global mean temperature by the end of this cen-
tury should global society follow the RCP8.5 (essentially a
business as usual) pathway. All three SAI experiments pro-
duce a surface-cooling with respect to RCP8.5, with geo-
Sulf exhibiting the greatest global-mean cooling effect of
−4.85 ◦C, considering TOA-Imb is balanced for each geo-
engineering experiment. The latitudinal distribution of cool-
ing varies markedly between the SAI experiments, with rela-
tive tropical cooling for geoSulf and geoTiO2 (Fig. 6b, d) and
polar cooling for geoBC (Fig. 6c). Defining the “SAI cool-
ing effect” as the temperature difference between SAI and
RCP8.5, the ratio of cooling effect at high latitudes (> 60◦)
between geoBC and geoSulf is 1.19 and between geoBC
and geoTiO2 is 1.23. In the tropics and mid-latitudes (< 60◦)
the equivalent ratios are 0.64 and 0.71, respectively. The
high-latitude cooling in the case of geoBC is attributable to
the zonal distribution of BC (Fig. 4c, f, i), which is more
evenly spread over the stratosphere than for geoSulf and
geoTiO2. The result is a greater surface SW forcing at high-
latitudes in the summer hemisphere for geoBC. For instance,
in the Arctic (> 60◦ N) in JJA, the surface SW forcing is
−25.65 in geoBC and −3.3 and −6.55 Wm−2 in geoSulf
and geoTiO2, respectively. Although the global-mean pre-
cipitation rate increases for the RCP8.5 scenario (Fig. 6e),
certain regions such as the Amazon basin exhibit a drying
trend. This is in line with the CMIP5 multi-model projec-
tions documented in the Intergovernmental Panel on Climate
Change 5th assessment report (IPCC AR5) (e.g., Fig. 12.10
from Collins et al., 2013). All of the SAI experiments show
a global-mean precipitation reduction with respect to both
HIST and RCP8.5 (Fig. 6f–h), which is due to the decel-
eration of the hydrological cycle and is a robust model re-
sponse to SAI (e.g., Yu et al., 2015; Tilmes et al., 2013; Bala
et al., 2008). The magnitude of the precipitation changes are
greater for geoBC than for geoSulf or geoTiO2; for instance,
the global mean precipitation anomaly is −0.26 for geoBC
compared to −0.12 for geoSulf and −0.14 mm day−1 for
geoTiO2. In order to maintain TOA-Imb= 0, BC must pro-
duce a greater SW perturbation at the tropopause and at the
TOA than sulfate or titania, which is compensated by the in-
creased LW perturbation resulting from stratospheric warm-
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Figure 6. Annual-mean near-surface air temperature (top) and precipitation rate (bottom) anomalies with respect to HIST. Stippling indicates
where changes are significant at the 5 % level using a two-tailed Student’s t test.
ing. The troposphere is relatively transparent to SW radia-
tion but absorbs efficiently in the LW spectrum, therefore the
annual-mean surface radiative forcing in the geoBC experi-
ment is greater (−18.6 W m−2) than for geoSulf or geoTiO2
(−7.4 and −9.6 W m−2, respectively – see Fig. S6). Bala et
al. (2008) and Muller and O’Gorman. (2011) have shown
that the magnitude of the global-mean precipitation response
to an imposed forcing is dependent on the energy flux en-
tering and leaving the atmosphere (the radiative forcing of
the atmosphere). The radiative forcing of the atmosphere is
the difference between net radiative fluxes at the TOA and
at the surface. As the net radiative flux anomaly at the TOA
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is, by design, equal for the different geoengineering scenar-
ios here and the net radiative flux anomaly at the surface is
greater for geoBC (Fig. S6), the precipitation reduction is
therefore amplified in the geoBC scenario. It is important to
note that if the RCP8.5 warming relative to HIST was com-
pletely offset in the geoBC and geoTiO2 experiments, the
hydrological response would be greater than in Fig. 6. Us-
ing the hydrological sensitivities calculated in Sect. 4.1, the
precipitation changes relative to HIST would be −0.34 for
geoBC and −0.16 mm day−1 for geoTiO2. From Fig. S6, the
reduction in surface SW flux in the RCP8.5 scenario is due to
increases in water vapor (Haywood et al., 2011). Haywood et
al. (2011) report a clear-sky reduction of −5.7 W m−2 while
our study is consistent at a value of −5.4 W m−2 (not plot-
ted). However, in all geoengineering cases, this reduction is
comprehensively overwhelmed by aerosol direct effects.
Figure 7 shows the JJA temperature (Fig. 7a–d) and pre-
cipitation (Fig. 7e–h) anomalies. In the geoSulf and geoTiO2
scenarios, the temperature is effectively maintained at HIST
levels (Fig. 7b, d). However, a slight bias towards high-
latitude NH warming in geoSulf and geoTiO2 results in a
northward displacement of the Inter-Tropical Convergence
Zone (ITCZ), which is exemplified by the Sahelian precip-
itation increase in Fig. 7f, h. This phenomenon was noted
by Haywood et al. (2013) and has been observed after large
hemispherically asymmetric volcanic eruptions (Oman et al.,
2006). Although the general pattern of precipitation change
is similar for the three SAI scenarios, geoBC again displays
a greater drying signal, with 80 % of the total land area expe-
riencing a JJA precipitation reduction in geoBC compared to
70 for geoTiO2, 57 for geoSulf and 52 % for RCP8.5.
Figure 8 shows the DJF temperature (Fig. 8a–d) and pre-
cipitation (Fig. 8e–h) anomalies. The temperature reduction
over Greenland in geoBC (Fig. 8c) is due to the significant
decrease in downwelling SW radiation at the surface during
the Arctic sea-ice formation season (September–October–
November), which leads to a positive sea-ice albedo feed-
back and further localized cooling. This inference is cor-
roborated by Fig. 9, which shows the Arctic DJF sea-ice
extent in terms of the average DJF sea-ice boundary (the
Antarctic DJF sea-ice extent is shown in Fig. S7). The sea-
ice boundary in geoBC (Fig. 9c) extends to well below
Greenland, and the total sea-ice extent anomaly is +1.72
million km2 which vastly exceeds the HIST standard devia-
tion of ±0.52 million km2. In comparison, the sea-ice extent
anomaly of −11 million km2 for RCP8.5 (Fig. 9a) marks a
reduction by 43 % of the total HIST sea-ice extent. Return-
ing to Fig. 8, the poleward shift in the NH extratropical rain-
belt over the Atlantic in RCP8.5 (Fig. 8e) is a robust result of
GHG-induced global warming and is related to storm track
displacement (Lombardo et al., 2015). This same response
is evident in the geoengineering simulations (Fig. 8f–h), al-
though to a much lesser extent in geoSulf and geoTiO2.
4.4 Stratospheric changes
Figure 10 shows the zonal-mean temperature change as a
function of latitude and altitude for the JJA and DJF sea-
sons. The stratospheric cooling in conjunction with tropo-
spheric warming in RCP8.5 (Fig. 10a, e) is a robust result of
increasing GHG-concentrations (e.g., Schmidt et al., 2013).
Aerosols directly affect temperature by absorbing radiation,
and indirectly by scattering radiation and by ambient dy-
namical and chemical changes (Carslaw and Kärcher, 2006).
Sulfate predominantly absorbs in the LW and near-infra-
red spectrum (Fig. 1a). The stratospheric radiative heating
in geoSulf is most pronounced in the tropical region, where
sulfate absorbs outgoing LW radiation from the warm tro-
posphere below, and then emits comparatively less radiation
from the ambient cold stratosphere (Ferraro et al., 2011).
In contrast, titania and BC absorb in both the SW and LW
spectrum (Fig. 1b, c), and therefore preferentially warm the
summer-hemisphere and tropical stratosphere, where solar
radiation is most prevalent. geoBC produces the most sig-
nificant warming effect, with an average stratospheric (15–
50 km altitude) temperature increase of +33 ◦C and a max-
imum temperature increase of +68 ◦C, which occurs in JJA
(Fig. 10c, g). The maximum BC-induced heating relative to
the baseline RCP8.5 scenario is +76 ◦C (Fig. S8), which is
comparable to the ∼ 80 ◦C temperature change Kravitz et
al. (2012) found in their SmR scenario. For comparison, the
maximum sulfate-induced and titania-induced heating rela-
tive to RCP8.5 are far more modest at +7 and +22 ◦C, re-
spectively.
A warming of the lower tropical stratosphere could have
multiple climatic repercussions such as a weakening of
the tropospheric tropical circulation (Ferraro et al., 2014),
strengthening of the polar vortex (Driscoll et al., 2012) and
modification of the QBO (Aquila et al., 2014). Additionally,
an increase in the Tropical Tropopause Layer (TTL) tem-
perature would increase the specific humidity of air entering
the stratosphere (Dessler et al., 2013). Changes to the strato-
spheric water vapor content could have significant chemical
and radiative impacts, contributing to ozone depletion via
the HOx cycle and stratospheric warming via LW-absorption
(Kravitz et al., 2012). To assess the effects of geoengineering
on stratospheric water vapor, we calculate the time-averaged
H2O mixing ratio averaged between 20◦ S–20◦ N and 16–
20 km altitude. In the HIST era, the H2O MMR is 4.2 ppmv,
in close agreement with HALOE observations (Gettelman et
al., 2010). In the 2090s, the average H2O MMR is 6.3 for
RCP8.5, 4.8 for geoSulf, 7.1 for geoTiO2, and 32.7 ppmv for
geoBC. The stratospheric water vapor feedback is therefore
greater for geoBC and geoTiO2 than for geoSulf.
A strengthening of the polar vortex could be instigated by
an increased temperature gradient between the tropical and
mid-latitude and polar stratospheres, a phenomenon which
was observed after the Pinatubo eruption (Stenchikov et al.,
2002). We concentrate on the Arctic wintertime (DJF) re-
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Figure 7. JJA near-surface air temperature (top) and precipitation rate (bottom) anomalies with respect to HIST.
sponse to SAI, and adopt a similar metric to that used by Fer-
raro et al. (2011) to determine the stratospheric temperature
gradient. Explicitly, we determine the difference in temper-
ature between 20◦ N–20◦ S (Tropics) and 50–90◦ N (North
Pole) at 17–22 km altitude in the DJF season. Using this met-
ric, the change in temperature gradients for geoBC, geoSulf
and geoTiO2 are +10.4, +7, and +10.1 ◦C, respectively, in-
dicating a steeper temperature gradient between the tropics
and poles. Additionally, Fig. 11 shows the 50 hPa DJF geopo-
tential height anomalies over the Arctic for RCP8.5 and
the three SAI experiments. The negative geopotential height
anomaly centered over the North Pole in all the SAI experi-
ments is indicative of a strengthened polar night jet and a pos-
itive Arctic Oscillation phase (Stenchikov et al., 2002). The
DJF zonal-mean zonal-wind anomaly (Fig. S9) substantiates
our inference of a strengthened polar-night jet under SAI,
with increased zonal wind speeds at 65◦ N 40 km−1 altitude
of 62, 17, and 37 m s−1 for geoBC, geoSulf, and geoTiO2,
respectively.
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Figure 8. DJF near-surface air temperature (top) and precipitation rate (bottom) anomalies with respect to HIST.
The Quasi-Biennial Oscillation (QBO) is a periodic
change in the equatorial zonal wind pattern in the strato-
sphere, which fluctuates between easterly and westerly shear
phases (Baldwin et al., 2001). Aquila et al. (2014) showed
that radiative heating in the aerosol layer could prolong the
westerly-phase of the QBO (where the phase is defined at
40 hPa) by enhancing the residual-mean upwelling motion
and strengthening the westerly winds. HadGEM2-CCS in-
cludes a non-orographic gravity wave scheme that permits
the model to internally generate a QBO and is therefore ca-
pable of assessing QBO changes (The HadGEM2 Develop-
ment Team, 2011). The average QBO period for the HIST-era
ensemble is 27 months (Fig. S10) which agrees closely with
observations (e.g., Baldwin et al., 2001). Figure 12 shows
the 2090s QBO time series for one ensemble member of
the RCP8.5 and SAI experiments (Figs. S11a, b show the
QBO time series for the other two ensemble members). The
average QBO periods for this timespan, which are deter-
mined using all three ensemble members, are 20 months for
RCP8.5, 31 months for geoSulf and 36 months for geoTiO2.
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Figure 9. DJF Northern Hemisphere sea-ice edge plotted with the HIST extent.
For geoBC, no QBO-like oscillation can be detected in the
10-year time span, suggesting a persistent westerly-phase
such as observed by Aquila et al. (2014) in their 5 Tg
(SO2) yr−1 injection scenario (G22–25 km5 ) scenario. In their
HadGEM2-CC simulations, Kawatani and Hamilton (2013)
also observed a decline in the QBO period for the RCP8.5
scenario, although they were unable to provide a reason for
this. A robust inference from this work is that the magnitude
of SAI’s impact on stratospheric zonal winds correlates with
the magnitude of the stratospheric warming.
5 Discussion
In this work, we have assessed the climatic impacts of sulfate,
black carbon and titania-injection against a baseline RCP8.5
scenario, by comparing the 2090s climate with a simulated
historical period. We have shown that, although the distri-
bution of climate changes are similar for the three SAI sce-
narios, the magnitude of the changes differ, for instance BC
produces a substantially greater stratospheric warming signal
with concomitantly greater changes to stratospheric dynam-
ics. The severity of the stratospheric temperature changes ef-
fectively excludes BC from being a viable option for geo-
engineering. Additionally, we have shown that producing an
equivalent top of the atmosphere radiative perturbation with
an SW-absorbing aerosol such as BC (or to a lesser extent
titania) compared to a SW-scattering aerosol such as sulfate,
induces a comparatively greater SW forcing at the surface.
Bala et al. (2008) showed that reduced latent heat fluxes com-
pensate for the SW reduction at the surface, instigating a de-
celeration of the hydrological cycle that is proportional to the
magnitude of the SW reduction. This explains the compara-
tively greater precipitation reduction exhibited by geoBC in
Figs. 6–8. Our results complement Niemeier et al. (2013),
who showed that an LW-absorbing sulfate layer would pro-
duce a greater hydrological perturbation per TOA SW forc-
ing than a simple solar irradiance reduction scenario. The
geoBC scenario displays greater cooling at high-latitudes
than the geoSulf and geoTiO2 scenarios (Figs. 6–8), which
comparatively exhibit a net tropical cooling. This raises the
question of whether a combination of aerosols could poten-
tially be injected to produce a latitudinally uniform cool-
ing if necessary. Although SAI with sulfate and titania ef-
fectively maintains the regional distribution of temperature
at HIST levels, with a slight residual warming at high lati-
tudes, the hydrological cycle decelerates substantially in all
SAI scenarios which is exemplified by a global-mean reduc-
tion in precipitation. However, annual-minimum sea-ice ex-
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Figure 10. JJA (top) and DJF (bottom) zonal-mean temperature anomaly with altitude, with respect to HIST.
tent in both hemispheres and global-mean thermosteric sea-
level (Fig. S12) are almost entirely maintained at HIST lev-
els for all SAI scenarios. The results of our Antarctic sea-ice
extent anomalies are comparable to McCusker et al. (2015).
In particular, both their Fig. 2 and our Fig. S7 show lim-
ited spatial retraction of sea-ice in the sulfate scenario. We
have used the same criterion as McCusker for determining
which gridcells contain sea-ice (sea-ice fraction of > 15 %),
which aids in the comparison. Additionally, both our results
and McCusker’s show that SAI can reduce Antarctic temper-
atures substantially (their Fig. 2, our Fig. 6) compared to the
RCP8.5 climate.
We find that sulfate induces less stratospheric warming
than titania. In contrast, Ferraro et al. (2011) found that the
Atmos. Chem. Phys., 16, 2843–2862, 2016 www.atmos-chem-phys.net/16/2843/2016/
A. C. Jones et al.: Climatic impacts of stratospheric geoengineering with alternative aerosols 2857
Figure 11. DJF 50 hPa geopotential height anomaly.
peak stratospheric warming for titania was approximately a
third of that from sulfate. Although the different climatolo-
gies, model configurations, and aerosol spatial distributions
will contribute to the difference in stratospheric temperature
adjustment between our and Ferraro’s work, the primary rea-
son for the disparity is likely to be the aerosol size distri-
butions. Our titania is smaller (median radius= 0.045 com-
pared to 0.1 µm for Ferraro et al., 2011) and therefore scatters
and absorbs SW more efficiently, producing a greater local-
ized “solar” warming. Their sulfate distribution contains a
larger spread (σ = 2.0 for Ferraro et al. (2011) compared to
σ = 1.25 here), resulting in more coarse-mode particles and
greater LW absorption. This disparity highlights the sensitiv-
ity of climatic effects to the specified aerosol size distribu-
tion. On a separate note, Ferraro et al. (2011) neglected to
alter the titania density component in the calculation of their
aerosol mass and specific optical properties (A. Ferraro, per-
sonal communication, 2016). The density that they used for
titania of 1600 kg m−3 is appropriate for sulfate, but should
have been altered to ∼ 4000 kg m−3 for titania. Therefore,
their titania aerosol burden should be multiplied by 2.5 to
give 7.5 Tg, and their optical coefficients divided by 2.5, to
obtain appropriate values.
It is important to note that the climate impacts described in
Sect. 4 are dependent on the optical properties of the aerosol,
which are further dependent on the aerosol particle’s size,
shape, and composition (e.g., Kravitz et al., 2012). In this
investigation, the dry-mode size distribution of the aerosol
species is held constant and hygroscopic growth is not repre-
sented in the BC and titania schemes, nor are the effects of
internal mixing represented. Observations have shown that
fresh BC aerosol is predominantly hydrophobic, but the up-
take of soluble particulates (e.g., secondary organics) results
in increased hygroscopicity (Liu et al., 2013). Mineral dust,
which contains 1–10 % titania by mass (Ndour et al., 2008),
exhibits low hygroscopicity for radii < 0.1 and similar growth
to equivalently sized sulfate aerosol thereafter (Koehler et al.,
2009). Although the historical stratospheric water vapor con-
tent is low (∼ 4.2 ppmv in the tropical lower stratosphere dur-
ing the HIST period), aerosol-induced stratospheric warm-
ing in the TTL would increase the specific humidity of air
entering the stratosphere, therefore impacting hygroscopic
growth. The injection of aerosol into pre-existing aerosol lay-
ers would lead to larger particles through coagulation and
condensation, which would further alter the aerosol’s opti-
cal and physical properties. The actual size of the aerosol
in an SAI scheme would therefore depend on the injection
strategy (e.g., location and season) and the size and composi-
tion of the injected species (e.g., Carslaw and Kärcher, 2006;
Heckendorn et al., 2009). Recent research from Heckendorn
et al. (2009), Pierce et al. (2010), English et al. (2012), and
Weisenstein et al. (2015) has highlighted the importance of
representing aerosol growth in SAI simulations. Incorporat-
ing aerosol microphysics would result in a better representa-
tion of the aerosol’s optical properties; this is particularly im-
portant for solid aerosols that form chain-like fractals. How-
ever, it is also important that the model’s climatology is able
to respond to radiative changes induced by the aerosol. A
more detailed assessment would couple a 3-D GCM with
a detailed aerosol microphysics module, but such experi-
ments over the centennial timescales of this work are cur-
rently too computationally expensive. A detailed assessment
of the aerosol microphysics for sulfate, BC, and titania in-
jection is therefore not within the scope of this paper, but
presents an important subject for future work.
The climatic impacts described in Sect. 4 are specific to
geoengineering against a baseline RCP8.5 scenario. If in-
stead we had used a middle-of-the-road GHG-concentrations
scenario such as RCP4.5 (Taylor et al., 2012), as used in the
first tier of GeoMIP scenarios (Kravitz et al., 2011), then less
aerosol-injection would be needed to obtain TOA-Imb= 0
and therefore the aerosol deposition rates and atmospheric
mass concentrations would be less than those reported in
Sect. 4. One would expect that the magnitude of stratospheric
temperature changes (Fig. 8) and therefore zonal-mean zonal
wind changes (Fig. 12) would be much less for each of the
aerosols, possibly confounding the conclusions given here
relating to their comparative efficacy. An estimate for the
amount of SAI required for RCP4.5 can be garnered from in-
tegrating the temperature anomalies for RCP8.5 and RCP4.5
for the period 2020–2100. The ratio of the integrated tem-
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Figure 12. Time series of equatorial (5◦ S–5◦ N) zonal-mean zonal
wind profile.
perature anomalies for RCP4.5 to RCP8.5 is 0.43, hence we
can assume that the injection rates required for RCP4.5 are
∼ 0.43 of those for RCP8.5, producing a climate perturbation
∼ 0.43 times as great. A further set of simulations, which in-
stead utilise RCP4.5 as the baseline scenario, would be re-
quired to test this hypothesis.
We have used prescribed ozone fields in these simula-
tions because representing stratospheric chemistry is pro-
hibitively computationally expensive for the multiple cen-
tennial simulations performed here (The HadGEM2 develop-
ment team, 2011). Kravitz et al. (2012) showed in their SmR
scenario that BC injection could potentially result in global
ozone depletion of > 50 %, therefore the chemistry changes
in SAI could potentially exceed the importance of the phys-
ical changes in terms of climatic impacts (e.g., UV radia-
tion at the surface). Tilmes et al. (2012) showed that SW-
scattering by geoengineered sulfate could potentially com-
pensate for ozone-loss by back-scattering UV radiation in the
tropics, but that this effect was insufficiently compensatory
at high latitudes. Their result was scenario-dependent; ozone
loss due to heterogeneous chemistry is enhanced for smaller
particles and in the presence of higher free-radical concen-
trations. Therefore, additional research is needed in order to
understand the effects on atmospheric chemistry of injecting
alternative aerosols. This work has already been started for
titania by Tang et al. (2014).
Another important aspect of SAI which is comparatively
under-researched is the potential for impacts on human
health. Aerosol concentrations in the air near the surface are
of interest because of potential human respiratory impacts
(Robock, 2008). For instance, the USA’s National Institute
for Occupational Safety and Health (NIOSH) recommends
maximum exposure limits of 0.3 mg m−3 for ultrafine titania
particles (radius < 0.05 µm) and 2.4 mg m−3 for fine particles
(radius < 1.5 µm) (Dankovic et al., 2011). After undergoing
coagulation and aging in the atmosphere, it is likely that the
second exposure limit is more applicable to this work. In our
simulations, the maximum 2090s near-surface air concentra-
tion of titania (e.g., Fig. 4) for land regions between 60◦ S
and 60◦ N is 254 ng m−3, which is of the order of 102 less
than the NIOSH “fine-particle” exposure limit. The equiva-
lent maximum concentration anomalies of BC in geoBC and
SO4 in geoSulf are 10 and 1851 ng m−3, respectively. More
work is needed to assess the potential impacts of SAI on air
quality and human health.
Another thus far unmentioned aspect of this research is
the potential for surface albedo modification by aerosol de-
position. In particular, BC deposition on snow reduces the
snow albedo through enhanced snow-melt and the coarsen-
ing of snow grains, which results in amplified high-latitude
warming (Marks and King, 2013). HadGEM2-CCS does not
include the BC-on-snow feedback; therefore we estimate it
by comparing the deposition rates for 2090s geoBC with the
historical period. Jiao et al. (2014) report that the simulated
annual mean Arctic (> 60◦ N) BC deposition for the 2006–
2009 period ranges from 13 to 35× 107 kg yr−1 for the AE-
ROCOM Phase II models. The annual mean Arctic BC de-
position for the 2006-2009 period from our HadGEM2-CCS
simulations is 23× 107 kg yr−1, which is within the AERO-
COM range. The annual mean Arctic BC deposition anomaly
for the 2090s period in geoBC is 19.6× 107 kg yr−1. There-
fore, the effects of dirty snow in such an SAI scenario would
likely be significant, which would have impacts on the distri-
bution of temperature, particularly at high latitudes, poten-
tially confounding some of our conclusions. Although we
have emphasized this issue with respect to BC, it is impor-
tant to note that any particle that absorbs SW radiation will
instil this forcing. Therefore, titania, which has a non-unitary
single scattering albedo at short wavelengths, will also cause
snow-grain coarsening and snow-melt by absorbing solar ra-
diation and warming the top layer of the snow pack.
This research has highlighted potential climate impacts of
injecting various stratospheric aerosols in order to ameliorate
global warming. However, further research is needed to fur-
ther assess the climatic impacts of stratospheric aerosol injec-
tion such as the impacts on ozone. Whilst research indicates
that SAI is capable of averting certain climate changes such
as surface-warming, SAI provides no amelioration for other
climate impacts, such as ocean acidification. It is therefore
important to note that the safest possible solution to avoiding
the sort of climate change instantiated by, e.g., Fig. 6a of this
report is to effectively mitigate greenhouse-gas emissions.
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Sensitivity of volcanic aerosol dispersion to meteorological
conditions: A Pinatubo case study
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Abstract Using a global climate model (Hadley Centre Global Environment Model version 2-Carbon Cycle
Stratosphere ) with a well-resolved stratosphere, we test the sensitivity of volcanic aerosol plume dispersion
to meteorological conditions by simulating 1 day Mount Pinatubo-like eruptions on 10 consecutive days. The
dispersion of the volcanic aerosol is found to be highly sensitive to the ambient meteorology for low-altitude
eruptions (1618 km), with this variability related to anomalous anticyclonic activity along the subtropical
jet, which affects the permeability of the tropical pipe and controls the amount of aerosol that is retained by
the tropical reservoir. Conversely, a high-altitude eruption scenario (1929 km) exhibits low meteorological
variability. Overcoming day-to-day meteorological variability by spreading the emission over 10 days is
shown to produce insufﬁcient radiative heating to loft the aerosol into the stratospheric tropical aerosol
reservoir for the low eruption scenario. This results in limited penetration of aerosol into the southern
hemisphere (SH) in contrast to the SH transport observed after the Pinatubo eruption. Our results have direct
implications for the accurate simulation of past/future volcanic eruptions and volcanically forced climate
changes, such as Intertropical Convergence Zone displacement.
1. Introduction
After weeks of precursory activity, Mount Pinatubo in the Philippines (15°N, 121°E) erupted on 15 June 1991
in a volcanic episode that lasted ~9 h starting at 14:00 (local time), although 90% of the total magmatic injecta
was emitted in an intense phase that last ~3 h [Holasek et al., 1996; Guo et al., 2004; Self et al., 2004]. The
Pinatubo eruption was signiﬁcant for multiple reasons. It was the ﬁrst major volcanic eruption to be compre-
hensively documented by satellite instruments, lidars, and airborne aerosol counters [McCormick et al., 1995];
it likely produced the greatest volume of volcanic material injected into the atmosphere of any twentieth
century eruption [Bluth et al., 1992; Robock, 2000]; and it had a broad climatic inﬂuence that would prove a
vital validation tool for the burgeoning global climate model (GCM) development community. The
Pinatubo eruption induced a global mean lower tropospheric cooling of 0.3°C (averaged over the subsequent
4 years) [Soden et al., 2002], enhanced ozone reaction catalysis for 12 years [Hofmann et al., 1992;McCormick
et al., 1995], disrupted the hydrological cycle [Spencer et al., 1998; Trenberth and Dai, 2007], induced a tropical
stratospheric warming [Labitzke and McCormick, 1992], and instigated a wealth of other climatic perturba-
tions [e.g., McCormick et al., 1995; Russell et al., 1996; Robock, 2000].
The primary driver of these climatic impacts was the volcanic aerosol that resided in the stratosphere for
multiple years and inﬂuenced both the incoming shortwave (SW) radiation and outgoing longwave (LW)
radiation [Stenchikov et al., 1998]. This aerosol plume was primarily composed of sulfate (SO4) in the form
of liquid sulfuric acid (H2SO4) droplets (6080% by mass) in aqueous solution, formed from the oxidation
of gaseous sulfur dioxide (SO2), which was oxidized to SO4 with an e-folding time of ~35 days [Bluth et al.,
1992]. Heavier constituents of the initial plume such as ash were removed from the atmosphere within weeks
and therefore provided a short-term, localized climatic forcing [Russell et al., 1996; Niemeier et al., 2009]. Early
observations from the Total Ozone Mapping Spectrometer suggested that Pinatubo emitted ~20 teragrams
(Tg) of SO2 [Bluth et al., 1992], although a later, revised estimate suggested 1423 Tg [Guo et al., 2004]. Recent
Pinatubo simulations with models that incorporate aerosol microphysics suggest that an SO2 emission of
nearer 14 Tg produces better agreement with observations [Sheng et al., 2015].
The evolution of the aerosol cloud was observed by the advanced very high resolution radiometer (AVHRR)
and Stratospheric Aerosol and Gas Experiment II (SAGE-II) satellite-borne instruments [Stowe et al., 1992;
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McCormick and Veiga, 1992]. After the eruption, the aerosol plume was rapidly transported westward via
zonal stratospheric winds and encircled the Earth within 22 days [Bluth et al., 1992]. Additionally, the aerosol
cloud was initially advected both northward and southward, crossing the equator within 1week [Young et al.,
1994]. Subsequent meridional transport was impeded by the leaky tropical pipea sharp latitudinal poten-
tial vorticity gradient in the subtropical stratosphereand later by the strong polar night jet in the southern
hemisphere (SH) [Boville et al., 1991]. For the ﬁrst couple of months after the eruption, the aerosol cloud was
primarily conﬁned to the tropical stratosphere (20°S30°N), within altitudes of 2030 km [McCormick et al.,
1995]. The contemporaneous descending easterly shear phase of the quasi-biennial oscillation (QBO),
coupled with a strong lower stratospheric meridional wind gradient in the subtropics, contributed to the
initial conﬁnement of the aerosol to the tropics [Trepte and Hitchman, 1992; Trepte et al., 1993; Choi et al.,
1998]. By July 1991, aerosol in the lower stratosphere (~16 km/100 hPa altitude) had been transported to high
northern hemisphere (NH) latitudes (>50°N), primarily through advection by a tropospheric quasi-stationary
anticyclone over Asia [McCormick et al., 1995; Trepte et al., 1993; Timmreck et al., 1999b]. Additionally, aerosol
was later transported to the NH at higher altitudes (~25 km/ 30 hPa altitude) in the months following the shift
from summer to winter stratospheric dynamics in October 1991 [Trepte et al., 1993]. Signiﬁcant aerosol
transport into the SH occurred during September 1991 in the high-altitude regime (~22 km/40 hPa altitude),
primarily as the result of transient subtropical anticyclones [Trepte et al., 1993]. The global sulfate cloud
decayed exponentially with an e-folding time of ~12 years [Kirchner et al., 1999; Driscoll et al., 2012].
Various GCMs have been used to simulate the dispersal of the Pinatubo aerosol cloud. Early experiments trea-
ted the aerosol as a passive tracer, which disregards the radiative feedback of the aerosol [Boville et al., 1991;
Pudykiewicz and Dastoor, 1995; Timmreck et al., 1999b]. Young et al. [1994] combined a 3-D circulation model
with an aerosol transport/radiation code to show the importance of including the radiative feedback on the
resultant dispersion of the aerosol. Timmreck et al. [1999a] showed that the stratospheric dynamical adjust-
ments from aerosol-induced radiative heating could induce a strengthening of the polar vortex, in agreement
with observations from 1991/1992 [e.g., Robock and Mao, 1995]. However, the simulated tropical aerosol
reservoir in Timmreck et al. [1999a] was short-lived compared with observations, which the authors attributed
to the absence of a QBO in their GCM. The QBO is a periodic oscillation of the equatorial, stratospheric zonal
mean, zonal wind direction at ~40 hPa altitude [Baldwin et al., 2001]. Pinatubo simulations with GCMs that do
not include a QBO have generally exhibited a short-lived tropical aerosol reservoir [Oman et al., 2006; Niemeier
et al., 2009; Toohey et al., 2011]. Niemeier et al. [2009] coupled an aerosol microphysics module with a GCM to
show that radiative heating induced by the short-lived ash ejected by Pinatubo could alter the initial trajec-
tory of the sulfate plume. Toohey et al. [2011] showed that the Pinatubo aerosol optical depth (AOD) evolution
is sensitive to the season of eruption (particularly in the NH), which they attributed to the state of the Brewer-
Dobson circulation (BDC) in the stratosphere. Aquila et al. [2012] (hereafter, AQ12) simulated Pinatubo using
the Goddard Earth Observing System version 5 GCM, which included a single-moment sulfate-transport
scheme and radiatively interactive aerosol, but no QBO representation. They injected 20 Tg [SO2] at the com-
paratively low altitudes of 1618 km over a single day in eight consecutive 15 Junes and with perpetual year
2000 conditions. The low-altitude speciﬁcation was selected because sensitivity tests with high-altitude erup-
tions (1625, 1727, 2027, and 2030 km) had elevated the aerosol to altitudes that exceeded observations
[e.g.,McCormick and Veiga, 1992]. Their ensemble mean 550 nm AOD evolution (Figure 2 of AQ12) compared
well to AVHRR and SAGE II observations. English et al. [2013] coupled a 3-D sectional aerosol model to a GCM
to study the linearity of atmospheric aerosol burdens to increasing levels of SO2 emissions, ﬁnding a nonlinear
relationship due to enhanced aerosol growth and sedimentation. To compensate for the omission of radiatively
interactive aerosol and a QBO, English et al. [2013] injected over a wide area (2°S14°N, 95°E115°E) and vertical
span (1529km altitude), a technique also utilized by Timmreck et al. [1999a], Weisenstein et al. [2007], and
Dhomse et al. [2014]. This wide-injection method sidesteps the necessary radiatively induced dynamical
changes required to transport the aerosol southward and upward (AQ12). Dhomse et al. [2014] used a detailed
aerosol microphysics module coupled to a GCM with an internally generated QBO to show that a simulated
10 Tg [SO2] Pinatubo-like eruption produced aerosol size distributions that matched observations better than
the ubiquitously utilized 20 Tg [SO2] emission rate. Mills et al. [2016] also found that a 10 Tg [SO2] injection pro-
duced the best ﬁt to Pinatubo observations, while Sheng et al. [2015] found that 14 Tg [SO2] produced the best
ﬁt. However, climate models are imperfect tools for inferring the quantity of SO2 emitted by a volcanic eruption
due to scenario-based uncertainties such as the altitude and composition of the volcanic plume, model-speciﬁc
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limitations such as coarse spatiotemporal resolutions and parameterized processes, missing processes such as
the co-injection of volcanic ash, and internal variability such as meteorological conditions.
A previously unexplored aspect of the Pinatubo eruption is the role of meteorology in the evolution of the
aerosol plume, although the ensemble standard deviations in Figures 1 and 3 of AQ12 and Figures 5d5f
of Toohey et al. [2011] suggest a high meteorological sensitivity in previous simulations. The spread of the
aerosol plume has implications for the climatic impacts of volcanic eruptions. For instance, Haywood et al.
[2013] showed that enhancement of the stratospheric sulfate burden in a single hemisphere could alter
the position of the Intertropical Convergence Zone (ITCZ) and associated monsoon precipitation. The aim
of this investigation is to explicitly assess the sensitivity of the Pinatubo aerosol dispersion to the ambient
meteorology. Additionally, we compare the aerosol dispersion from a 10 day eruption to the ensemble mean
of ten 1 day eruptions, which represent two intuitive methods of overcoming meteorological variability
whilst simulating a volcanic eruption. In section 2 we describe the GCM (Hadley Centre Global
Environment Model version 2-Carbon Cycle Stratosphere (HadGEM2-CCS)) used for this investigation and
the Pinatubo simulation suite. In section 3.1 we compare the global mean sulfate optical depth anomalies
for the Pinatubo simulations to observations. In section 3.2 we compare the aerosol dispersion for the ensem-
ble mean of the 1 day eruptions with the 10 day eruption. In section 3.3 we compare the aerosol dispersion
for individual 1 day eruption simulations to assess the importance of meteorology. We discuss the signiﬁ-
cance of our results in the context of potential climatic impacts of future volcanic eruptions and future
GCM Pinatubo simulations in section 4.
2. Methods
2.1. Model
We use the HadGEM2-CCS GCM in atmosphere-only mode with prescribed climatological sea surface tempera-
tures and sea ice ﬁelds. HadGEM2-CCS is the high-top conﬁguration of the HadGEM2 family of models, with the
atmospheric submodel comprising 60 vertical levels extending to approximately 84 km (~0.01 hPa) altitude and
with a horizontal resolution of 1.25° latitude by 1.875° by longitude [Martin et al., 2011]. We use perpetual
Pre-Industrial Control (piControl) baseline conditions derived from Coupled Model Intercomparison
Project Phase 5 (CMIP5) speciﬁcations [Jones et al., 2011; Taylor et al., 2012]. This includes prescribed ozone
ﬁelds following Cionni et al. [2011] and ﬁxed atmospheric concentrations of carbon dioxide (CO2), methane
(CH4), and nitrous oxide (N2O). Except for the process of methane oxidation, HadGEM2-CCS does not
include stratospheric chemistry but does include a well-resolved stratosphere capable of internally generating
a realistic QBO [Hardiman et al., 2012; Watson and Gray, 2014]. The internal QBO is forced by parameterized
orographic and nonorographic gravity wave drag schemes [Martin et al., 2011]. HadGEM2-CCS has been used
for assessing the impacts of climate change on the stratospheric polar vortex strength [Mitchell et al., 2012],
the climatic impacts of stratospheric geoengineering schemes [Jackson et al., 2015; Jones et al., 2016], and
the inﬂuence of solar variability on surface climate [Gray et al., 2013]. Additionally, Haywood et al. [2010]
simulated the 2008 Sarychev volcanic eruption with an atmosphere-only conﬁguration of HadGEM2-CCS
(as used here). Haywood et al. [2010] found that the simulated SO2 dispersion closely resembled
Infrared Atmospheric Sounding Interferometer observations and the SO4 showed reasonable agreement
with that derived from the Optical Spectrograph and Infrared Imager System limb-sounding instrument.
HadGEM2-CCS includes the Coupled Large-scale Aerosol Simulator for Studies in Climate (CLASSIC) aerosol
module, which is described in detail by Martin et al. [2006], Bellouin et al. [2011], and references therein.
The sulfur cycle includes the oxidation of gaseous SO2 and dimethyl sulﬁde (DMS) to form sulfate aerosol,
which is represented by two optically active modes (Aitken and accumulation) and a dissolved/in-cloud
mode. The sulfate scheme represents the processes of nucleation, evaporation, coagulation, diffusion, and
hygroscopic growth [Bellouin et al., 2011]. Aerosol is removed from the atmosphere via wet and dry deposi-
tion (important in the troposphere) and sedimentation (important in the stratosphere) with sedimentation
rates calculated by applying Stokes law [Jones et al., 2016]. DMS emissions and atmospheric oxidants (such
as the OH- free radical) are prescribed for the duration of the simulations, according to piControl conditions.
CLASSICs sulfate accumulation mode is modiﬁed for this investigation in order to reﬂect the larger aerosols
observed after volcanic eruptions [Russell et al., 1996]. The modiﬁed accumulation mode is represented by a
lognormal distribution with geometric mean radius of rm= 0.376μm and standard deviation of σ = 1.25
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[Rasch et al., 2008], with the corresponding optical properties shown in Figure 1a of Jones et al. [2016]. This
size distribution is applied throughout the atmosphere, which will have some inﬂuence on the tropospheric
sulphur cycle and the associated aerosol-radiation and aerosol-cloud interactions. By prescribing a ﬁxed radius,
the model is unable to accurately represent the physical and optical properties of the evolving aerosol size
distribution within the aerosol plume [Dhomse et al., 2014]. The dry-mode effective radius of this distribution
(0.42μm) is similar to the peak effective radius between 1 to 200hPa from the Pinatubo simulations of
English et al. [2013]. The choice of size distribution affects the sedimentation velocity of the aerosol particles.
For the size distribution used here, Jones et al. [2016] found an average sedimentation rate between 18 and
26 km altitude of 23m/d and between 26 and 30 km of 52m/d. The models radiation scheme [Edwards and
Slingo, 1996] is coupled to the dynamics, allowing for radiatively induced aerosol self-lofting [Young et al., 1994].
2.2. Pinatubo Simulation Design
A 40 year piControl simulation was initially conducted, from which we selected a model year in which the
simulated QBO in June resembled the Pinatubo-concurrent QBO conditions. Speciﬁcally, Mount Pinatubo
erupted in June 1991, at which time the QBO had entered an easterly phase 2months previously [Hansen
et al., 1992]. Trepte et al. [1993] showed that the transport of aerosol after large tropical volcanic eruptions
is highly sensitive to the contemporaneous QBO phase. A time series of our simulated QBO compared with
the ERA-Interim re-analyses for the Pinatubo period is shown in Figure 1. Our Pinatubo simulations were
initiated from June in the selected model year (time/altitude indicated in Figure 1 by a green star). We per-
formed a single control simulation with no additional SO2 emission, a single simulation with a continuous
10 day eruption (10D), in which SO2 is emitted evenly between 1 and 10 June; 10 simulations with 1 day erup-
tions (1D), in which SO2 is emitted evenly over a 24 h period on 1, , 10 June; and 10 simulations with 3 h
eruptions (3H), in which SO2 is emitted evenly over a 3 h period from 14:00 to 17:00 on 1, , 10 June. The
1D scenario was chosen following the simulation design of AQ12. However, as 90% of the total mass injected
by Pinatubo on 15 June occurred during an ~3 h phase from 14:00 to 17:00 [Holasek et al., 1996; Self et al.,
2004], we also examine any differences that may occur when representing Pinatubo emissions with a 3 h
Figure 1. Zonal mean, zonal wind during the Pinatubo-eruption era for (a) the HadGEM2-CCS control simulation and
(b) ERA-interim reanalysis data [Dee et al., 2011].
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eruption. For each of the Pinatubo simulations, SO2 is injected into a single horizontal grid cell at (15°N, 120°E). We
test two Pinatubo-like eruption scenarios that have been used in the literature. First, we adopt a similar eruption
design to AQ12, in which 20 Tg [SO2] is injected evenly between 16 and 18km (10070hPa) altitude (two vertical
model levels), and denote these experiments LOW. Second, we adopt a similar eruption design to Dhomse et al.
[2014] and inject 14 Tg [SO2] evenly between 19 and 29 km (6515hPa) altitude (nine vertical model levels) and
denote these experimentsHIGH. TheHIGH scenario differs slightly fromDhomse et al. [2014], who injected 10 and
20 Tg [SO2] between 19 and 27 km altitude. Sheng et al. [2015] found that 14Tg [SO2] injection at high altitudes
produces a closematch to observations. The experiments are listed in Table 1. The results of the 1day LOW erup-
tion ensemble mean (1D_LOW_AV) were also used by Jones et al. [2016] for model validation purposes and are
plotted in their Figure 2. Although the simulated climatology is perpetual piControl, we use the equivalent
Pinatubo year for plotting/references to facilitate comparison with observations.
3. Results
3.1. Global-Mean Sulfate Optical Depth
The primary climatological ﬁeld assessed in this research is the 550 nm sulfate aerosol optical depth
(AOD), which was diagnosed in the aftermath of the Pinatubo eruption by the AVHRR and SAGE-II
satellite-borne instruments, albeit at slightly different wavelengths of 630 nm and 525 nm, respectively
[Stowe et al., 1992; McCormick and Veiga, 1992]. Figure 2 shows the monthly mean 550 nm AOD anomaly,
averaged between 75°S and 75°N, for the HadGEM2-CCS (HG2) 1D and 10D simulations and the AVHRR
and SAGE-II observations. AVHRR data are only collected over the cloud-free global oceans and are based
on the updated data of Zhao et al. [2013] (available from https://www.ncdc.noaa.gov/cdr/atmospheric/avhrr-
aerosol-optical-thickness). For SAGE II, we use the updated gap-ﬁlled aerosol-extinction climatology developed
for Chemistry-Climate Model Initiative
simulations based on the SAGE_4λ
method [Arfeuille et al., 2013]. The
SAGE_4λ data set uses observations
from the Cryogenic Limb Array Etalon
Spectrometer (CLAES) and Halogen
Occultation Experiment instruments
when SAGE II data are unavailable
(L. Thomason, personal communica-
tion, 2016). To retrieve SAGE_4λ
AODs, we integrate aerosol extinc-
tions above the tropopause height,
where the tropopause is derived
from our HG2 simulations as in Mills
et al. [2016]. For AVHRR, we subtract
the monthly mean AODs from the
year 1990 to calculate anomalies,
which was the approach used by
AQ12 and Mills et al. [2016]. For
Table 1. List of Performed Experiments
a
Name Injection Height (km) Duration of Eruption Total SO2 Emitted (Tg) Ensemble Members Ensemble Mean Name
Control N/A N/A N/A 1 N/A
10D_HIGH 1929 10 days 14 1 N/A
1D_HIGH 1929 1 day 14 10 1D_HIGH_AV
10D_LOW 1618 10 days 20 1 N/A
1D_LOW 1618 1 day 20 10 1D_LOW_AV
1D_LOW+ CH 1618 (P) 1 day (P) 20 (P) 2 N/A
1116 (CH) 8 h (CH) 3.3 (CH)
3H_LOW 1618 3 h 20 10 3H_LOW_AV
a
For the 1D_LOW+ CH simulations, P refers to Pinatubo and CH refers to Cerro Hudson.
Figure 2. 75°S75°N mean sulfate 550 nm AOD anomaly for the HadGEM2-
CCS simulations and SAGE II (red) and AVHHR (blue) observations. The blue
shaded area shows the range of the 1D_LOW ensemble; the orange shaded
area shows the range of the 1D_HIGH ensemble.
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HG2, we subtract the parallel AOD of the CONTROL simulation to calculate anomalies. The blue and orange
shaded areas in Figure 2 show the range for the 1D_LOW and 1D_HIGH experiments, respectively. From
Figure 2, it is clear that both the 1D_LOW_AV and the 1D_HIGH_AV AODs are initially in close agreement
with the AVHRR values, with a peak in October 1991 of ~0.17 and exponential decline thereafter. As dis-
cussed by multiple authors, SAGE II was unable to capture the peak AOD for the ﬁrst few months after
Pinatubo due to saturation at AODs> 0.15 [Russell et al., 1996]. Despite the integration of CLAES data with
SAGE II data to overcome this saturation issue (L. Thomason, personal communication, 2016), the updated
SAGE_4λ data set is still unable to capture the peak aerosol extinctions in the immediate aftermath of the
eruption. However, the greater coverage of the SAGE II observations and the instruments ability to detect
lower AODs than AVHRR (<0.02) [Stowe et al., 1992] make it useful for later AOD values. In particular, from
January 1992 the aerosol plume had diminished sufﬁciently for SAGE_4λ and AVHRR AODs to be similar on
the global mean scale (Figure 2). A few aspects of the HG2 AODs in Figure 2 are salient: (1) 10D_LOW is sig-
niﬁcantly less than 1D_LOW_AV and peaks in September 1991 at ~0.145 rather than October 1991 with a
peak of ~0.17; (2) the 1D_LOW ensemble spread is broad, for instance, the maximum AOD in April 1992 is
~0.15 compared a minimum of ~0.065; and (3) the 1D_HIGH ensemble spread is small, suggesting that the
aerosol dispersion after a high-altitude SO2 emission would be less sensitive to the ambient meteorology.
Figure S1 in the supporting information compares the global 550 nm sulfate AOD anomaly for the 3H_LOW
and 1D_LOW simulations. It is clear that the 3 h and 1 day eruptions produce very similar AODs, both in terms
of ensemble mean and the ensemble range. This result could be an artefact of our model; a better represen-
tation of the aerosol microphysics within the evolving aerosol plumemight yield greater differences between
the 3 h and 24 h eruption scenarios than shown here due to differing feedback between the aerosol and the
meteorology. However, for the basis of this investigation and due to the similarity between the AOD evolu-
tions, we present results from the aerosol dispersion from the 1D_LOW simulations instead of the 3H_LOW
simulations for consistency with AQ12.
3.2. 10day Eruption Against 1Day Eruption Ensemble Mean
Figure 3 shows the time series of zonal mean AOD anomaly for the 10D experiments and the ensemble
means of the 1D experiments and for SAGE_4λ and AVHRR observations. For the HG2 experiments, we use
the zonal mean AOD over oceans from May 1991 to December 1991 for best comparison with AVHRR. The
R2 values given in Figure 3 for the HG2 AOD ﬁelds are calculated with respect to AVHRR from July to
December 1991 and SAGE_4λ thereafter (Figure S2 shows the composite AVHRR/ SAGE_4λ ﬁeld). R2, the coef-
ﬁcient of determination, describes the proportion of the variance in the observations that can be explained
by the model (ranging from 0 to 1, with higher values indicating better agreement) [Legates and McCabe,
1999]. While 1D_LOW_AV captures the transport of aerosol into the SH as observed by SAGE II and AVHRR,
the 10D_LOW volcanic aerosol is entirely conﬁned to the NH. It is clear from the R2 values that 1D_LOW_AV
describes slightly more of the variability in the observations than 1D_HIGH_AV (R2 of 0.31 compared to
0.25) and that 1D_LOW_AV is a much better ﬁt to the observations than 10D_LOW. The difference in AOD
in the SH between 1D_LOW_AV and the observations is partially attributable to the Cerro Hudson eruption
in August 1991 at (46°S, 73°W), which injected 3.3 Tg [SO2] into the stratosphere [Deshler and Anderson-
Sprecher, 2006] and is not represented in these simulations. The Cerro Hudson aerosol was able to penetrate
deep into the SH immediately (because of the volcanos location), while the Pinatubo aerosol was contem-
poraneously conﬁned to the tropical vortex [McCormick et al., 1995; Legrand andWagenbach, 1999]. We chose
not to represent the Cerro Hudson eruption in these simulations as the primary purpose is to investigate the
inﬂuence of meteorological variability on the evolution of the plume from Pinatubo from HG2. By omitting
representation of Cerro Hudson, a perfect Pinatubo simulation would not produce R2= 1, because the
AVHRR/ SAGE_4λ observations also include the Cerro Hudson aerosol. Therefore, R2 as used in Figure 3 only
provides an approximate measure of goodness of ﬁt between the model and observations.
Figure 4 shows the equatorial SO2 concentration anomaly plotted against altitude in September 1991 for
10D_HIGH, 1D_HIGH_AV, 10D_LOW, and 1D_LOW_AV. Observations from the Microwave Limb Sounder
(MLS) [Read et al., 1993] are indicated by the black circles in Figure 4. It is clear that 1D_LOW_AV best captures
the peak of the SO2 plume as observed by the MLS at ~22 hPa altitude. However, 1D_LOW_AV overestimates
the SO2 concentrations at ~50 hPa compared to the MLS observations, which could be due to SO2 removal
processes that are not represented in the model such as deposition on ash or ice, or it could be due to the
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ﬁxed aerosol radius used here. The 14 Tg [SO2] HIGH simulations fail to capture the peak of the SO2 plume;
however, the HIGH simulations do provide a better ﬁt to the MLS observations at ~10 hPa than the LOW simu-
lations. This suggests that our simulations of Pinatubo with HG2 are better represented by LOW than HIGH
injection proﬁles although we recognize that the best representation of injection proﬁle would be somewhat
higher than LOW but considerably lower than HIGH. For the rest of this analysis, we focus on the LOW experi-
ments as the 1D_LOW ensemble mean provides the best ﬁt to the observations such that that while
1D_LOW_AV has a similar global mean AOD to 1D_HIGH_AV (Figure 2), it has a better R2 in the horizontal
(Figure 3) and a better vertical SO2 distribution when compared to observations (Figure 4).
From Figure 4, the 10D_LOW SO2 concentrations are much smaller than the Microwave Limb Sounder (MLS)
measurements reported by Read et al. [1993] and peak at 40 hPa altitude rather than the ~25 hPa altitude
from observations. Conversely, the 1D_LOW_AV and most of the 1D_LOW ensembles SO2 concentrations
are similar to observations (e.g., ~14 ppbv at 22 hPa). Figure 5 shows the atmospheric zonal mean SO4 mass
mixing ratio anomalies for 1D_LOW_AV and 10D_LOW for July, September, November, and December 1991.
From Figure 5, the sulfate reservoir in the tropics in July is at a higher altitude for 1D_LOW_AV than for
10D_LOW and closer to the equator; for instance, the peak mass mixing ratio anomaly (indicated by the
dashed lines in Figure 5) in July for 1D_LOW_AV is at 34 hPa, 4°N and for 10D_LOW is at 41 hPa, 19°N.
Trepte and Hitchman [1992] showed that aerosol in the lower tropical stratosphere (>40 hPa altitude) is
rapidly transported toward high latitudes, while aerosol at higher altitudes (4010 hPa altitude) is conﬁned
to the tropical pipe. By July, 3 Tg [S] of combined SO2 and SO4 has been transported to middle/high NH alti-
tudes (>30°N) in 10D, compared to 1.9 Tg [S] in 1D_LOW_AV (Figure S3). The sulfate in the tropical reservoir in
Figure 3. Latitude versus time plot of monthly/zonal mean sulfate 550 nm AOD anomaly for (a) 10D_HIGH, (b)
1D_HIGH_AV, (c) 10D_LOW, (d) 1D_LOW_AV, (e) SAGE II, and (f) AVHRR. The red triangles indicate the Pinatubo eruption.
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1D_LOW_AV is predominantly trans-
ported to the SH in the upper branch
of the BDC (~30 hPa altitude) in
September (Figure 5f), reaching the
South Pole by November (Figure 5g),
in line with observations [Trepte et al.,
1993]. However, the 10D_LOW aerosol
is only transported to the SH in a lower
stratospheric pathway at ~100hPa
altitude (Figure 5d).
To explain the difference inmeridional
transport between 1D_LOW_AV and
10D_LOW, it is necessary to compare
the radiative heating perturbations.
Figure 6 shows (a) the initial clear-sky
heating rate anomaly for the duration
of the eruption (i.e., 10 days for
10D_LOW and 1day for 1D_LOW_AV)
at the eruption location, (b) the equa-
torial (5°S5°N) temperature anomaly
in July, and (c) the equatorial vertical
velocity anomaly in July. The 1D_LOW
simulations clearly exhibit a greater
radiative-heating perturbation than
for 10D_LOW (Figure 6a), which is
due to the difference in initial mass
loading of SO2. Although the radiative properties of SO2 are not represented in thismodel, the SO4 plume, which
immediately begins to form from oxidation of the volcanic SO2, is also denser for 1D_LOW than 10D_LOW, thus
inducing a greater radiative heating perturbation, which is counterbalanced by adiabatic cooling fromenhanced
vertical motion and by temperature tendencies (e.g., equation (3) in Holton et al. [1995]). This is exempliﬁed by
the greater equatorial heating (Figure 6b) and vertical velocity perturbation (Figure 6c) in 1D_LOW_AV than
10D_LOW. The 1D_LOW aerosol is therefore self-lofted to higher altitudes than the 10D_LOW aerosol and is
concomitantly transported in the upper stratospheric pathway in the SH.
The peak aerosol burden anomaly in the 1D_LOW_AV experiment is 5.8 Tg [S] (Figure S3), which falls within
the observed uncertainty range of 3.7 to 6.7 Tg [S] given by Dhomse et al. [2014]. By December 1991, 40% of
the 10 Tg [S] volcanic sulfur in 1D_LOW_AV has been removed from the atmosphere. Figure S4 shows the
relative contributions to the total sulfur deposition at the surface from the primary removal processes for
the ﬁrst 7months after the eruption for 10D_LOW and 1D_LOW_AV. It is clear that the wet deposition of
dissolved sulfate by large-scale precipitation events contributes the largest deposition of sulfur (~60 %),
followed by convective scavenging of accumulation-mode sulfate (~25 %). SO2 deposition by convective
scavenging contributes ~4% of the total sulfur deposition, which decreases over time as SO2 is oxidized to
form sulfate.
3.3. “Day 1” Eruption Against “Day 10” Eruption
Figure 7 shows the zonal mean AOD evolution for the individual 1D_LOW simulations. The ﬁrst eight ensem-
ble members show reasonable conformity with AVHRR/SAGE_4λ observations, which is quantitatively corro-
borated by their similar R2 values (~0.30.5). However, the last two simulations (1D_LOW_9 and 1D_LOW_10)
exhibit minimal transport of aerosol into the SH, in disagreement with the observations (reﬂected in R2 values
<0.1). The only difference between the simulations is the meteorology encountered by the aerosol plume.
Figure S5 shows the zonal mean AOD evolution from AQ12s eight ensemble members (equivalent to our
Figure 7). Despite the fact that the meteorology is independent of that in AQ12, we have obtained very simi-
lar resultsfor instance, the difference between their simulations Pin45act4d and Pin45act3d, with the latter
showing a persistent NH aerosol plume, is similar to the difference between our 1D_LOW_1 and 1D_LOW_10.
Figure 4. Equatorial (10°S10°N) mean SO2 concentration anomaly in
September 1991 for 1D_HIGH_AV, 10D_HIGH, 1D_LOW_AV, and 10D_LOW.
The black circles indicate Microwave Limb Sounder (MLS) observations as
reported in Read et al. [1993] with corresponding horizontal lines indicating
the standard error of the observations.
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Figure S6 shows the zonal mean AOD evolution for the 3H_LOW simulations. It is clear that the individual
3H_LOW simulations are very similar to their counterpart 1D_LOW simulations; for instance, 1D_LOW_1 and
3H_LOW_1 have R2 values of 0.50 and 0.48, respectively.
As mentioned in section 3.2, the absence of SH aerosol in the HG2 simulations could partially be attributed to
the lack of representation of the Cerro Hudson (CH) eruption, which occurred on 15 August 1991. In order to
Figure 5. Latitude versus altitude plot of zonal mean sulfate mass concentration anomaly for 10D_LOW and 1D_LOW_AV.
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assess the importance of the CH eruption on SH aerosol in the aftermath of the Pinatubo eruption, we have
rerun the 1st and 10th 1D ensemblemembers (1D_LOW_1 and 1D_LOW_10) with a CH-like eruption included.
CH is represented by a 3.3 Tg [SO2] injection, with SO2 emitted uniformly between 11 and 16 km altitude from
04:00 to 12:00 on 1 August (2months after Pinatubo) at 46°S, 73°W [Schoeberl et al., 1993a; Deshler and
Anderson-Sprecher, 2006]. Figure S7 shows the zonal mean 550 nm AOD evolution for the 1D_LOW_1+ CH
and 1D_LOW_10+ CH experiments. It is clear that the inclusion of CH in the simulations has not signiﬁcantly
affected the AOD distribution; for instance, the R2 values for the 1D_LOW_10 and 1D_LOW_10+CH
experiments are the same (0.09).
Figure 8 shows the total sulfur (SO2+ SO4) column burden anomaly (g[S]/m
2) for the most disparate 1D_LOW
simulations, 1D_LOW_1 and 1D_LOW_10, at intervals of 3, 7, 14, and 30 days after the initiation of the eruption
(see also Movie S1 in the supporting information). The circled-arrows in Figure 8 show the direction of the
Figure 6. (a) Instantaneous clear-sky heating rate anomaly for the duration of the eruption at 15°N, 120°E, (b) July 1991 zonal
mean temperature anomaly averaged between 5°S and 15°N, and (c) July 1991 zonal mean vertical velocity anomaly
averaged between 5°S and 15°N.
Figure 7. Latitude versus time plot of monthly/zonal mean sulfate 550 nm AOD anomaly for the 1D_LOW ensemble.
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[S]-concentration-anomaly weighted wind vector. During the ﬁrst 3 days following the eruption, the
1D_LOW_10 aerosol exhibits a more northward progression as indicated by the signiﬁcant aerosol burden
at 30°N in Figure 8e. The 1D_LOW_10 aerosol is advected northward by the prevailing southerly wind at
~45°E (Figure 8e), while the 1D_LOW_1 aerosol remains concentrated between 10°N and 20°N. The most
dramatic difference in the [S]-weighted wind vector between 1D_LOW_1 and 1D_LOW_10 simulations
occurs at day 7. Here 1D_LOW_1 indicates a continued progression westward in the easterly winds, while
1D_LOW_10 shows an almost complete reversal in the direction of advection owing to the inﬂuence of
the anticyclone over Asia in this simulation. Figure 9 shows the 100 hPa wind vector superimposed on
the 100 hPa wind speeds for 1D_LOW_1 and 1D_LOW_10, evaluated 3 days after the eruption, and for
ERA-interim reanalysis on 18 and 20 June 1991 [Dee et al., 2011]. It is clear that the northward advection
of aerosol in 1D_LOW_10 is driven by the anticyclonic vortex centered over North India (30°N, 75°E)
(Figure 9b), which is not present in 1D_LOW_1 at the equivalent time (Figure 9a). Although a similar
southerly wind at ~45°E is present on 18 June in the reanalysis data (Figure 9c), it had dissipated by 20
June (Figure 9d). Anticyclogenesis over Asia in June is the result of warming over a region spanning
Iraq to Tibet [Yanai et al., 1992], with anticyclonic anomalies then propagating eastward along the subtro-
pical jet [Watanabe and Yamazaki, 2012] and eventually weakening by August [Bourassa et al., 2012].
Bourassa et al. [2012] suggested that an anticyclonic vortex over Asia was fundamental in the transport
of the volcanic plume immediately after the 2011 Nabro (13°N, 41°E) eruption although these ﬁndings
have been contested [Fromm et al., 2014]. What is clear is that the precise meteorological conditions that
prevail during the eruption strongly inﬂuence the poleward progression of the aerosol. From Figures 8
and 9 we have shown that the aerosol transport out of the tropics is inextricably linked to the ambient
wind direction, with the 1D_LOW_1 aerosol encountering a zonally dominant transport regime
(Figure 8a). As a result, by day 30 the 1D_LOW_1 aerosol is primarily conﬁned to the tropics (Figure 8d)
Figure 8. Sulfur ([S]) column burden anomaly for 1D_LOW_1 and 1D_LOW_10 for 3, 7, 14, and 30 days after the eruption.
The circled arrows show the direction of the [S]-concentration-anomaly weighted wind vector bu; bv½ .
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at altitudes of ~40 hPa, while the 1D_LOW_10 aerosol is primarily conﬁned to the NH (Figure 8h).
Consequently, 1D_LOW_1 aerosol is transported into the SH within the upper branch of the BDC
(Figure S8). By January 1992, 0.54 Tg [S] of combined SO2 and SO4 has been transported to the SH in
1D_LOW_1, compared to 0.1 Tg [S] in 1D_LOW_10 (Figure S9).
3.4. Potential Climatic Consequences
The spatial distribution of the volcanic aerosol has important implications for the resultant climate impacts.
Haywood et al. [2013] showed that hemispherically asymmetrical aerosol forcing is causally related to the
displacement of the Intertropical Convergence Zone (ITCZ). For instance, the twentieth century NH volcanic
eruptions of Novarupta-Katmai (June 1912) and El Chichón (MarchApril 1982) produced peak sulfate AOD
hemispheric-asymmetries (AODNH-SH) of 0.08 and 0.07, respectively [Sato et al., 1993; Haywood et al., 2013],
resulting in signiﬁcant negative Sahelian precipitation anomalies in the subsequent year. In contrast,
Pinatubo produced a peak AODNH-SH of 0.04 and no signiﬁcant shift in the ITCZ [Haywood et al., 2013],
although precipitation is generally suppressed subsequent to large volcanic eruptions owing to reductions
in surface irradiances leading to reductions in latent heat ﬂuxes and a slowing down of the hydrological cycle
[Trenberth and Dai, 2007]. In these experiments, 1D_LOW_1 produces a peak AODNH-SH of 0.05, which is close
to the Pinatubo observations, while 1D_LOW_10 produces a peak AODNH-SH of 0.10, which exceeds the
observed AODNH-SH for Novarupta-Katmai and El Chichón. Figure 10 shows the SW radiative ﬂux anomalies
at the tropopause for 1D_LOW_1 and 1D_LOW_10, averaged over the two complete calendar years
(JanuaryDecember) following the eruption. The SW forcing is more spatially uniform for 1D_LOW_1 than
for 1D_LOW_10, which is a direct result of the location of the aerosol plume. For instance, the SW forcing in
1D_LOW_10 in the SH is negligible (0.25W/m2), while the SW forcing in the NH is signiﬁcant (4.1W/m2).
The standard deviation of the NH (30°N90°N) mean net SW ﬂux at the tropopause in the control simulation
is 0.26; therefore, this SW forcing is signiﬁcant at the 2σ level.
The aerosol burden in the tropical reservoir has implications for stratospheric dynamics and therefore strato-
spheric ozone concentrations [Aquila et al., 2014]. Stratospheric sulfate aerosols provide surfaces for hetero-
geneous reactions between free radicals and ozone, which can result in ozone depletion [Aquila et al., 2013].
Additionally, tropical stratospheric warming due to LW and near-infrared absorption within the aerosol layer
would increase the local upwelling velocity and transport ozone-poor air in the lower stratosphere to higher
Figure 9. 100 hPa horizontal wind vector plotted on 100 hPa horizontal wind speed for (a) 1D_1 eruption + 3 days, (b) 1D_10
eruption + 3 days, (c) ERA-Interim 18 June 1991, and (d) ERA-Interim 20 June 1991 [Dee et al., 2011].
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altitudes where ozone is more easily destroyed [Schoeberl et al., 1993b]. Figure S10 shows the equatorial zonal
mean wind perturbation for 1D_LOW_1, 1D_LOW_10, 1D_LOW_AV, and 10D_LOW. Tropical stratospheric
aerosols promote a prolonged westerly QBO phase [Aquila et al., 2014]. The greater tropical sulfate reservoir
in 1D_LOW_1 causes a delay to the downward propagation of the easterly winds, which is exempliﬁed by the
positive (westerly) anomaly in 1D_LOW_1 at ~40 hPa following the eruption (Figure S10). Labitzke [1994]
reports that after Pinatubo observations showed a warming of the lower stratosphere of about 3 K and a
delay in the downward propagation of the easterly winds. Figure S11 shows the equatorial zonal mean zonal
wind proﬁles for the Control and 1D_LOW_1 simulations. QBO phase changes are indicated in Figure S11 by
the vertical black lines along 40 hPa altitude (where the QBO phase is deﬁned by the zonal wind direction at
40 hPa) [Baldwin et al., 2001]. From Figure S11, the ﬁrst QBO phase change following Pinatubo is delayed by
12months in the 1D_LOW_1 eruption compared to the control. Additionally, the signiﬁcant aerosol
concentration anomaly at the South Pole in November 1991 for 1D_LOW_1 (Figure 5c) would enhance
heterogeneous ozone chemistry within the Antarctic vortex, as observed after the Pinatubo eruption
[McCormick et al., 1995].
4. Discussion
We have shown that the dispersion of volcanic aerosol can be highly sensitive to the ambient meteorology,
with this sensitivity dependent on the altitude of SO2 emission. While simulations using the 20 Tg [SO2] LOW
injection scenarios show a lot of sensitivity to meteorological conditions, simulations using the 14 Tg [SO2]
HIGH scenarios show little sensitivity. While it is difﬁcult to determine whether the 20 Tg [SO2] LOW or the
14 Tg [SO2] HIGH simulations provide simulations that are more consistent with observations from global
mean assessments of the AOD alone, assessment of the spatial distribution in both the horizontal and vertical
suggests that, for our modeling study at least, members of the 20 Tg [SO2] LOW ensemble aremost consistent
with observations. We ﬁnd that the mean of the ten 1 day eruptions, where 20 Tg [SO2] is emitted between 16
and 18 km altitude, provides a reasonable consistency with observations, but there is signiﬁcant variability
between the ensemble members. This variability is related to anomalous anticyclonic activity along the sub-
tropical jet, which affects the leakiness of the tropical pipe and therefore the amount of aerosol that is
retained within the tropical reservoir. We have discussed the implications of our results with respect to resul-
tant climate changes, for instance, the possible effects of hemispherically asymmetric aerosol burdens on
Sahelian precipitation, but note that a GCM with an interactive ocean model would be needed to compre-
hensively evaluate the climatic impacts of the different Pinatubo realizations. We have also compared the
aerosol dispersion from a simulated 10 day eruption with the ensemble mean of the ten 1 day eruptions.
These simulation designs represent two intuitive methods of overcoming the problem of variable meteorol-
ogy. We have shown that the 10 day eruption is unable to produce the radiative heating and concomitant
aerosol self-lofting required to transport aerosol to the SH; hence, the resultant spatial distribution of sulfate
AOD compares inadequately to observations (Figure 3c). In contrast, the 1 day ensemble mean AOD anomaly
is much closer to observations (Figure 3d); therefore, performing a 1 day eruption ensemble presents a better
Figure 10. Tropopause short-wave net-downward radiation anomaly for 1D_LOW_1 and 1D_LOW_10 simulations averaged
over two subsequent years following the eruption.
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solution to overcoming variable meteorology. However, the intraensemble variability in the 1D_LOW experi-
ments is signiﬁcant; for instance, 1D_LOW_9 and 1D_LOW_10 fail to capture the SH transport of aerosol
observed after Pinatubo (Figures 7i and 7j). Assuming that the 1D_LOW results represent the complete set
of possible realizations of the Pinatubo eruption, this would mean a 20% chance of obtaining a failed simu-
lation for the speciﬁc goal of obtaining SH transport.
We have also performed simulations in which 20 Tg [SO2] is emitted within a 3 h span between 16 and 18 km
altitude (3H_LOW). The 3 h duration was selected to represent the cataclysmic Pinatubo eruption that
occurred on 15 June 1991 [Holasek et al., 1996]. We ﬁnd that our results from a 24 h period are equivalent
to those from a 3 h eruption. However, we qualify this result by noting the limitations of the aerosol micro-
physics scheme employed here, which only consists of two sulfate size modes. Additionally, SO2 is not the
only substance emitted by volcanic eruptionsvolcanic ash is co-emitted and would very likely change
the heating rates due to the predominance of coarse mode aerosols [e.g., Niemeier et al., 2009] that are effec-
tive absorbers of infrared radiation. We have also performed simulations in which the Cerro Hudson eruption
that occurred on 15 August 1991 is represented by a 3.3 Tg [SO2] injection between 11 and 15 km altitude at
(46°S, 73°W), in an eruption that lasts 8 h. We ﬁnd little difference in zonal mean AOD between simulations
with and without the Cerro Hudson eruption (Figure S7).
Our results are conditional on the selected speciﬁcations of the eruption and the speciﬁcations of HadGEM2-CCS.
For instance, we have shown that the aerosol dispersion after a high-altitude SO2 emission scenario (1929km) is
substantially less sensitive to the existing meteorological state, which is due to the limited meteorological varia-
bility in the middle stratosphere. It is therefore imperative to precisely identify the initial location of the volcanic
plume in order to accurately model the concomitant aerosol transport. An eruption during a different month
might also avoid the variability associated with the Asian anticyclone, which is a seasonal (JuneAugust) phe-
nomenon [Park et al., 2007], and an eruption during a different QBO phase would alter the permeability of the
tropical pipe [Trepte et al., 1993]. Additionally, the representation of sulfate aerosol in HadGEM2-CCS is limited
to two hygroscopic modes with ﬁxed dry-mode radii [Bellouin et al., 2007]. Observations from the post-
Pinatubo era showed that the global sulfate size distribution continued to grow for 1.5 years after the eruption
to attain effective radii of approximately 0.60.8μm [Stenchikov et al., 1998; Russell et al., 1996], whereas the
accumulation-mode aerosol in these simulations is ﬁxed at a geometric mean radius of a lognormal mode of
0.376μm. Larger particles experience greater fall velocities [Rasch et al., 2008] and absorb more efﬁciently in
the LW and near-infrared spectrum and scatter less efﬁciently in the SW spectrum. Our model might therefore
underestimate the gravitational sedimentation rates and LW heating rates exhibited by the volcanic aerosol.
Inevitably, the sea surface temperature and meteorological state in our simulations are unrelated to the
observed post-Pinatubo conditions. Our simulations therefore include a subset of possible meteorological con-
ditions that could be encountered by a volcanic-aerosol plume, conditions which would also differ with season
and latitude of eruption. For interest, the ongoing model intercomparison project VolMIP (http://volmip.org/
experiments.html) also selected to use preindustrial baseline conditions for their eruption simulations.
VolMIPs VolLongS60EQ scenario is comparable in design to our simulations (but with a signiﬁcantly greater
SO2 emission of 100 Tg); therefore a direct evaluation of the aerosol plume evolution in that scenario could
prove elucidative. One ﬁnal caveat is that we prescribed ozone concentrations for the duration of these simula-
tions; therefore, the model excludes simulation of the ozone changes from heterogeneous reactions on the
aerosol surfaces (and the resultant feedback) such as observed after Pinatubo [McCormick et al., 1995]. We
believe that these caveats, however, do not alter the primary result of this research: that volcanic aerosol plume
evolution can be highly sensitive to the existing meteorological state.
With the improved representation of stratospheric aerosol in climate models, it is tempting to suggest that
the models might disregard the imposition of climatologies of stratospheric aerosol concentrations in favor
of simply injecting SO2 and relying on the aerosol scheme to provide sulfate aerosol concentrations that are
self-consistent with themeteorology. However, the extreme variability evidenced by the factor of 2 difference
between the AOD in the 1D_LOW_1 and 1D_LOW_10 scenarios (Figure 2) suggests that the meteorological
variability may compromise results: studies may get lucky and represent a particular volcanic eruption with
reasonable ﬁdelity, but they may not. Indeed, the chances of successfully representing all signiﬁcant volcanic
eruptions in the twentieth century (Novarupta-Katmai, Agung (March, May 1963), El Chichón, and Pinatubo)
can be estimated from our statistics as around 0.84 or ~0.4, indicating that the chances of simulating all
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volcanoes with reasonable ﬁdelity is less than 50:50. Our results also suggest that simply averaging by simulat-
ing a multiple-day eruption cannot represent the heating rates in the atmosphere and hence correctly model
aerosol-dispersion. Our study suggests that centennial scale modeling such as the CMIP6 deckmay wish to
stick to tried and tested climatological stratospheric aerosol concentrations.Our studyalso suggests that future
climate model simulations should account for meteorological variability when simulating volcanic eruptions.
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