Suppose X t is either a regular exponential type Lévy process or a Lévy process with a bounded variation jumps measure. The distribution of the extrema of X t play a crucial role in many financial and actuarial problems. This article employs the well known and powerful Riemann-Hilbert technique to derive the characteristic functions of the extrema for such Lévy processes. An approximation technique along with several examples is given.
Introduction
Suppose X t be a one-dimensional, real-valued, right continuous with left limits (càdlàg), and adapted Lévy process, starting at zero. Suppose also that the corresponding jumps measure, ν, is defined on R \ {0} and satisfies R min{1, x 2 }ν(dx) < ∞. Moreover, suppose the stopping time τ (q) is either a geometric or an exponential distribution with parameter q that is independent of the Lévy process an analogous result for a Lévy process whose positive jumps measure is given by a mixed-gamma family of distributions and whose negative jumps measure has an arbitrary distribution, more detail can be found in Lewis & Mordecki (2008) .
Unfortunately, in the majority of situations, the characteristic function of the process is not a rational function nor can be explicitly decomposed as a product of two analytic functions in C + and C − . Of course, there is a general theory allowing the characteristic functions of M q and I q to be expressed in terms of a Sokhotskyi-Plemelj integral (see Equation 2 ). This provides an existence result, but presents some difficulties in numerical work due to slow evaluation and numerical problems caused by singularities in the complex plane that are near the contour used in the integral. To overcome these problems, approximation methods may be considered.
Roughly speaking, the Wiener-Hopf factorization technique attempts to find a function Φ that is analytic, bounded, and complex-valued except for a prescribed jump discontinuity on the real line within the complex plane. The radial limits at the real line, denoted
where ω ∈ R and g is a given function with certain conditions (g is a zero index function which satisfies the Hölder condition). The radial limits provide the desired decomposition of g into a product of boundary value functions that was alluded to above. The Wiener-Hopf factorization technique can be extended to a more general setting and is then also known as the Riemann- This article considers the problem of finding the distributions of the extrema of a Lévy process whose (i) either its corresponding jumps measure is a finite variation measure or is the regular exponential Lévy type process.; and (ii) its corresponding stopping time τ (q) is either a geometric or an exponential distribution with parameter q independent of the Lévy process X t where τ (0) = ∞.
Then, it develops a procedure in terms of the well known and powerful Riemann-Hilbert technique, to solve the problem of finding the characteristic functions of M q and I q . A remark has been made that is helpful in the situation where such characteristic functions cannot be found explicitly.
Section 2 collects some essential elements which are required for other sections. Section 3 states the problem of finding the characteristic functions for the distribution of the extrema in terms of a Riemann-Hilbert problem. Then, in that section is derived an expression for such characteristic functions in terms of the Sokhotskyi-Plemelj integral. A remark that is helpful in situations where such characteristic functions cannot be found explicitly is made, and several examples are given.
Preliminaries
Now, we collect some lemmas which are used later.
The index of an analytic function h on R is the number of zero minus number of poles of h on R, see Payandeh (2007, chapter 1), for more technical detail. Computing the index of a function is usually a key step to determine the existence and number of solutions of a Riemann-Hilbert problem. We are primarily interested in the case of zero index.
The Sokhotskyi-Plemelj integral of a function s which satisfies the Hölder condition and it is defined by a principal value integral, as follows.
The following are some well known properties of the Sokhotskyi-Plemelj integral, proofs can be found in Ablowitz & Fokas (1990, chapter 7), Gakhov (1990, chapter 2) , and Pandey (1996, chapter 4), among others. Lemma 1. The radial limit of the Sokhotskyi-Plemelj integral of s, given by φ
can be represented as:
is the Hilbert transform of s and ω ∈ R.
The Riemann-Hilbert problem is the function-theoretical problem of finding a single function which is analytic separately in C 
where g is a given continuous function satisfying a Hölder condition on R. Moreover, g is assumed to have zero index, to be non-vanishing on R, and bounded above by 1.
A homogeneous Riemann-Hilbert problem always has a family of solutions if no restrictions on growth at infinity are posed. But a unique solution can be obtained with further restrictions.
Solutions vanishing at infinity are the most common restriction considered in mathematical physics and in engineering applications, see Payandeh (2007, chapter 1), for more detail. With these restrictions, the solutions of the homogeneous Riemann-Hilbert problem are given by
where φ ln(g) stands for the Sokhotskyi-Plemelj integral, given by 2, of ln(g).
In this paper, we need to solve a homogeneous Riemann-Hilbert problem (also known as a WienerHopf factorization problem) with
where g is a given, zero index function which satisfies the Hölder condition and g(0) = 1. For convenience in presentation, we will simply call the above homogeneous Riemann-Hilbert problem a
Riemann-Hilbert problem. The following provides solutions for the above Riemann-Hilbert problem.
We begin with what we term the Resolvent Equation for Sokhotskyi-Plemelj integrals.
Lemma 2. The Sokhotskyi-Plemelj integral of a function f satisfies
for λ and µ real or complex.
Proof. In general,
Then, see Dunford & Schwartz (1988) , we have an equation of Cauchy integrals, where Γ = R:
The above is valid only for λ and µ not on the real line. However, by Lemma 2 the values of φ f on the real line are obtained by averaging the limit from above, φ + f , and the limit from below, φ − f . We thus obtain the stated equation in all cases. 
where φ ln g stands for the Sokhotskyi-Plemelj integration of ln g.
Proof. By taking logarithm from both sides, the above equation can be rewritten as
Since ln g(0) = 0, the above equation does not satisfy the non-vanishing condition of the standard Riemann-Hilbert problem. One may handle this by dividing both sides by ω ( Gakhov; 1990) suggested this kind of modification to extend the domain of the Riemann-Hilbert method). Now, we have
The above equation meets all conditions for the usual solution of the additive Riemann-Hilbert problem by Sokhotskyi-Plemelj integrals, and therefore, the solutions of our Riemann-Hilbert problem
Lemma 2 with f = ln g gives
x−λ (µ).
Letting λ go to zero from above, in the complex plane, and using the fact that ln g(0) = 0, Lemma 2 lets us conclude that
Substituting this into the above equation for Φ ± gives our claimed result.
The following explores some properties of the above lemma.
Remark 1. Using the jump formula. One can conclude that
where H ln g stands for the Hilbert transform of ln g.
The following explores Carlemann's technique for obtaining solutions of the Riemann-Hilbert problem 4 directly rather than using the Sokhotskyi-Plemelj integrations. i) The real-valued function s vanishes on the left half-line.
ii) The Fourier transform s, say,ŝ is holomorphic on C + and the L 2 (R)-norms of the functions x →ŝ(x + iy 0 ) are uniformly bounded for all y 0 ≥ 0.
Definition 2.
(Mixed gamma family of distributions) A nonnegative random variable X is said to be distributed according to a mixed gamma distribution if its density function is given by
where c k j and α k are positive value where ii)p(ω) is a Hermition function, i.e., the real part ofp is even function and the imaginary part odd function;
iii)p(0) = 1; and the norm ofp(ω) bounded by 1.
Main results
Suppose that X t is a one-dimensional real-valued Lévy process starting at X 0 = 0 and defined by a triple (µ, σ, ν) : the drift µ ∈ R, volatility σ ≥ 0, and the jumps measure ν is given by a nonnegative function defined on R \ {0} satisfying R min{1, x 2 }ν(dx) < ∞. The Lévy-Khintchine representation states that the characteristic exponent ψ (i.e., ψ(ω) = ln(E(exp(iωX 1 ))), ω ∈ R)
can be represented by
Now, we explore some properties of the two expressions q(q − ψ(ω))
and (1 − q)(1 − qψ(ω)) −1 , ω ∈ R that will play an essential rôle in the rest of this section.
Lemma 5. The Lévy process X t has a jumps measure ν that satisfies
satisfies the Hölder condition;
satisfies the Hölder condition.
Proof. A proof of part (i) may be found in Kuznetsov (2009a) and the proof of part (ii) is a minor variation of the proof of part (i).
The above condition on the jumps measure v, (i.e., ∃ε ∈ (0, 1), such that The following recalls the definition of a very useful class of Lévy processes. i) X t has a jumps measure ν(dx) with bounded variation (i.e.,
ii) X t is a regular Lévy process of exponential type (see Definition 3).
Proof. For part (i), observe that the characteristic exponent for the bounded variation jumps measure υ(dx) is given by
see Bertoin (1996) . From the fact that υ(dx) is a bounded variation jumps measure, one can conclude that three first terms are analytic on R. A double application of the Paley-Wiener Theorem 1 shows that two last terms are, respectively, analytic and bounded in C − and C + . Therefore, these terms are analytic on R = C − ∩ C + . The proof of part (ii) follows from Definition 3.
Lemma 7. Suppose the Lévy process X t either is a regular exponential type or has a bounded variation jumps measure ν. Then, i) letting the geometric stopping time be τ (q), with parameter q (q = 1), the function
has zero index on the real line;
ii) for exponential stopping time τ (q) with constant rate q (q > 0), the function (q)(q − ψ(ω))
has zero index on the real line.
Proof. Firstly, observe that the functions q(q−ψ(ω))
and (1−q)(1−q exp{−ψ(ω)})
have no zero on R. They may have a zero at ±∞. Moreover, equations q−ψ(ω) = 0 and 1−q exp{−ψ(ω)} = 0 are, respectively, equivalent to E(exp{−iωX 1 }) = exp{q} and E(exp{−iωX 1 }) = q. Since q is positive, real valued, and E(exp{−iωX 1 }) is a Hermitian function, these equations have no solutions on R.
Moreover, from Lemma (6) observe that two functions q(q−ψ(ω)) Theorem 2. Suppose X t is a Lévy process whose stopping time τ (q) has either a geometric or an exponential distribution with parameter q independent of the Lévy process X t and τ (0) = ∞.
Moreover, suppose that
A 2 ) either its jumps measure ν is of bounded variation or X t is a regular exponential type Lévy process.
Then, the characteristic functions of M q and I q ,, say Φ + q and Φ − q , respectively, satisfy
has an exponential distribution with parameter q (q > 0). has a unique solution
ii) the Riemann-Hilbert problem Φ
geometric distribution with parameter q (q = 1), has a unique solution
Proof. To establish the desired result observe that: (1) They established that an expression q(q − ψ(λ))
Using these observations, one may decompose an expression q(q−ψ(λ)) −1 , λ ∈ C, as a product of two analytic in C + and C − , say respectively, ρ The following remark suggests an approximation technique to find the characteristic functions of M q and I q , approximately, whenever they cannot be found explicitly. The following example represents a situation where the characteristic functions of M q and I q apparently cannot be found explicitly. ,
where λ ∈ C and η = 2/π arccos(π/(q + π sec(απ/2))). Therefore, approximate solutions for Φ ± q are ρ ± q , more detail can be found in Kuznetsov (2009b) .
