ABSTRACT The feature extraction of multivariate vibration signals requires a good separation of signals from different sources so as to solve the problem of aliasing between different source signals and background noise. In order to avoid the loss of local information, multiple sensors may be used to collect signals at different locations on the equipment. In this paper, an analysis method combines blind source separation (BSS) and noise-assisted multivariate empirical mode decomposition (NA-MEMD) is proposed. The BSS algorithm optimized by hybrid invasive weed/biogeography-based optimization (HIWO/BBO) is used to separate the multi-component mixed signals with chaotic noise and the negative entropy of the separated signal as the objective function of HIWO/BBO. To reduce computational complexity, the separation matrix takes the form of a parametric representation. Afterward, the multiseparation signals without chaotic noise are decomposed with NA-MEMD, then the sensitive intrinsic mode function (IMF) is extracted by the improved correlation coefficient (ICC) analysis method. The advantage of the ICC is that the sensitive IMFs at different orders can be selected simultaneously in all channels. Finally, the characteristic frequency of the vibration signal can be obtained by analyzing the sensitive IMFs. The effectiveness of this proposed method is verified in the application of the synthetic signals and the actual bearing fault signals. It shows that this approach can play a role in filtering out the chaotic noise while solving the aliasing problem of mixed vibration signals. For another, it synchronously decomposes the multidimensional separated signals and extracts the characteristic frequency.
I. INTRODUCTION
Vibration signal processing is of great significance in practical engineering, especially in the fault diagnosis of rotating machinery [1] . The method of fault diagnosis based on the vibration signal needs to achieve the effective separation of signals from different sources. The separated task may be challenging, on account of the signals of different vibration sources often have the problem of overlap. In particular, it is necessary to separate the signals related to the natural frequency of the mechanical structure and the signals gen-
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In actual fault diagnosis, background noise is unavoidable. Useful information is often masked in heavy background noise, and the fault feature is difficult to extract. In general, the vibration signal contains important information about the operation status of mechanical equipment, which makes it become one of the most important sources of information about mechanical fault characteristics [3] . Fault diagnosis means that the fault components of the vibration signal are detected in the background noise. Since the vibration signal is often contaminated by chaotic noise. That is to say, Gaussian white noise or chaotic noise can be used as the background noise [4] . Ye et al. [5] presented a random matrix approach to distinguish chaotic time series from noise, which shows that the chaotic signal is different from general noise. Quan et al. [6] utilized different correlation characteristic of harmonic and the chaotic noise to detect weak harmonic signal embedded in chaotic noise. Huet al. [7] addressed a novel weak signal detection method designed to detect impact signal buried under heavy chaotic and Gaussian background noise. Chaotic noise has the characteristics of non-periodic, unpredictable and sensitive to parameters, which presents a new test for vibration signal processing. It is difficult to detect fault information under the interference of chaotic noise, so it is necessary to filter chaotic noise in vibration signal processing and fault detection.
In the actual bearing fault analysis, the signals collected by the sensors contain vibration signal and background noise. It is an important part of feature extraction to separate chaotic noise and vibration signals generated by bearings, gears, rotors, etc. [8] - [10] . Chaotic noise, as a nonlinear deterministic signal, maintains statistical independent characteristics and meets the requirements of blind source separation for source signals [5] . Therefore, regarding the chaotic noise as a source signal, this paper proposes an analytical approach for multivariate vibration signals integrates BSS based on HIWO/BBO with NA-MEMD. The combination method uses the blind source separation method optimized by the hybrid evolutionary algorithm to separate the multivariate vibration signals and the chaotic noise, which not only solves the problem of linear aliasing between the multivariate vibration signals but also separates the chaotic noise to play the role in denoising. The improved BSS method utilized HIWO/BBO to compute the maximum of the objective function, namely, the maximum of negentropy for the separated signals corresponds to the global optimal solution of the HIWO/BBO. Afterward, the vibration signals after separation are further decomposed by the NA-MEMD method and a series of IMF groups are obtained. Meanwhile, we presented the ICC method to select sensitive modal components simultaneously, which can not only solve the problem of correlation calculation between IMF groups and a signal but also select sensitive IMFs with different characteristic frequencies. Finally, the sensitive modal components are processed to extract the features of the multivariate vibration signals.
The rest of sections are organized as follows. The details of BSS optimized by HIWO/BBO are introduced in Section II, including the mathematical of BSS, HIWO/BBO, construction of objective function and parameterized representation of the orthogonal matrix. In Section III, the NA-MEMD algorithm is reviewed. The ICC method is proposed to select sensitive IMFs in Section IV. The experiment of simulated signals and measured signals are discussed in Section V. Finally, the results are concluded in Section VI.
II. BLIND SOURCE SEPARATION OPTIMIZED BY HIWO/BBO A. THE MATHEMATICAL OF BSS
The mathematical model of instantaneous mixtures BSS algorithm can be described as follows: x (t) = As (t). When
T are the independent source signals with n-dimensional.
T are the m-dimensional mixed signals. A denotes the m × n-dimensional unknown matrix that randomly generated. In the case of both s (t) and A are unknown, the separated matrix W is calculated only according to mixed signals and BSS algorithm. Then the separated signals
T are obtained from y (t) = Wx (t). In the non-stationary environment, the mixed matrix may be time-varying, that is, the source signals are dynamically mixed in the process of channel transmission. The mathematical model of BSS in the non-stationary environment is described as:
where, A (t) is the unknown random-time-varying mixed matrix with m × n-dimensional. Most of the existing BSS methods assume that the mixed matrix is a stationary matrix (source signals are transmitted in a time-invariant channel). However, most of the actually observed signals are dynamic mixed signals which are obtained via time-varying mixed. Therefore, mixed matrix of BSS approach is regarded as a time-varying matrix, which is more in line with reality [11] . The traditional BSS algorithms [12] , [13] (natural gradient, EASI, etc.) belong to the derivative-based algorithms. This kind of algorithm is sensitive to the initial value and needs to select the nonlinear activation function. The stochastic methods represented by evolutionary algorithms (EA) [14] and swarm intelligence algorithms (SIA) [15] simulate biological evolution or the social behavior of species to solve optimization problems. HIWO/BBO is an evolutionary algorithm, which has the advantages of strong global searching ability and difficult to fall into local optimum in the aspect of objective function optimization. In the field of BSS, it can avoid the problem of selecting the nonlinear activation function effectively.
B. HIWO/BBO
The HIWO/BBO algorithm is a hybrid evolutionary algorithm that combined with invasive weed optimization (IWO) and biogeography-based optimization (BBO) [16] . In order to further improve the local search ability of IWO, gradient descent can be applied. In addition, the mutation is used to increase population diversity and avoid falling into local optimum. In optimization, the goal is to find the optimal solution for a particular problem [17] - [20] .
1) INVASIVE WEED OPTIMIZATION
IWO has four main parts: initialization, reproduction, spatial distribution, and competitive exclusion [21] . During initialization, a random initial population with size of N 0 is distributed into the search space, then the cost of each individual is evaluated. In the part of reproduction, each individual in the population has a chance to breed seeds depending on its cost. The best individual in the population has the minimum cost function value and reproduces the maximum number of seeds Seed max . The worst individual in the population has the maximum cost function value and reproduces the minimum number of seeds Seed min . The number of reproduced seeds for each individual can be expressed as
When Seed k is the number of seeds for the k-th individual, which has the cost value f k . f min and f max are the population's best and worst cost, respectively. In the segment of spatial distribution, the generated seeds are distributed in the search space using the Gaussian distribution with zero mean value and varying standard deviation (SD).
where σ itr is the value of SD, σ ini and σ final are the SD at the initial and final iteration, respectively, itr is the current iteration number, itr max is the maximum number of iterations, γ is the nonlinear modulation index, that controls the rate of the decrease of σ itr . σ ini should be defined to be greater than σ final . σ itr decreases from σ ini to σ final . If iteration number is less than or equal to itr max , then SD is set via (3) . If the iteration number exceeds itr max , then SD is set equal to σ final .
2) BIOGEOGRAPHY-BASED OPTIMIZATION
An island with a high habitat suitability index (HSI) has a low emigration rate µ, which with a low HSI has a low immigration rate λ. In BBO, a good individual is similar to an island with a high HSI and poor individual with a low HSI. The sharing of features for inter-individual is similar to migration of species between islands [22] . BBO initializes the population randomly. Based on the cost values, the emigration rate µ and immigration rate λ are assigned to each individual, respectively. Therefore, good individuals have a larger µ and a smaller λ than the poor individuals. Reference [23] has proposed various migration models to compute µ and λ, the sinusoidal migration model:
Here N is the size of population, r k is the cost rank of the k-th individual, r k = 1 and r k = N are the rank of the best and the worst individual, respectively.
3) BBO MIGRATION OPERATOR
Introducing BBO migration operator into IWO algorithm can increase the information exchange among individuals. First, the BBO migration operator uses (2) to calculate the number of propagated seeds by each parent, N rp is the number of parent individuals that can reproduce at least one seed. Then µ and λ are allocated to all individuals with reproductive capacity according to the(4), and N = N rp . Finally, if the parent is selected for migration probabilistically base on λ, then seeds are generated by the characteristics of the migrating individuals. Otherwise, we use the characteristics of the parent to generate seeds with the normal distribution. Algorithm 1 outlines IWO with the BBO migration operator. Seed k ≥ 1. 5. Calculate σ itr using (3).
D is the dimension of optimization problem. 7. Add distributed seeds Seed k,i to the population. 8. Next individual, for each individual x k with Seed k ≥ 1.
4) GRADIENT DESCENT
HIWO/BBO is effective in exploring the global optimal region, however it is difficult in the local search. Therefore, the gradient descent is used to search the neighborhood of the optimal individuals. Algorithm 2 shows the required conditions for activation of the gradient descent method. Where N G is the best individuals in the population, G flag denotes gradient flag, G A is the predefined activation value, G Inc signifies tuning parameter, ε is the predefined threshold, FE is the function evaluations and FE max is the maximum function evaluations.
5) MUTATION AND RE-INITIALIZATION
Adding mutation into IWO/BBO algorithm can avoid falling into local optimum and keep the diversity of population. In addition, new seeds are randomly re-initialized on the constraint boundaries.
Algorithm 3 gives the conditions for mutation and reinitialization, which is similar to the gradient descent method. VOLUME 7, 2019
Meanwhile, new seeds N B are generated randomly at the constraint boundaries and added to the population. Finally, the competitive exclusion operator of IWO holds the optimal number of individuals N max . Mutation operator and random re-initialization of new seeds on the constraint boundaries, where B min and B max are lower and upper bounds for each feature of the search space. Where M A is the user-specified mutation activation value. As discussed in the previous sections, the HIWO/BBO algorithm has several empirical parameters, some of which are the same as those of IWO and BBO. The tuned parameters of HIWO/BBO as shown in Table 1 [24]- [26] . Reference [12] performs a sensitivity analysis on the remaining parameters of the HIWO/BBO algorithm to achieve good performance.
Algorithm 3 Mutation and Re-Initialization 1. Compute improvement ratio
R I = f min (itr) − f min (itr + 1) f min (itr). 2. If FE ≥ βFE max and R I ≤ ε, then M flag ← M flag + 1, here β ∈ [0, 1]. Otherwise, M flag = 0. 3. For each new seeds Seed k , if M flag = M A and r < p M , then Seed k (d) ← B min + (B max − B min ) × rand (0, 1) where p M ∈ [0, 1], d ∈ [1, D], r ← rand (0, 1
C. THE OPTIMIZATION OF OBJECTIVE FUNCTION
According to the central extremum theorem, the negative entropy of the separated signal is defined to construct the fitness function (objective function) of the blind source separation algorithm. When the negative entropy is maximum, the non-Gaussianity between the separated signals is also the strongest. Therefore, the negative entropy can be used to measure the coherence of the separated signals [27] . Multivariable negative entropy can be approximately described by the following formula J i (y i ) ∼ = Since the square of kurtosis kur 2 4 (y i ) is non-negative, so the greater the square of the kurtosis is, the stronger the non-Gaussianity of the separated signal is. In order to make the separated signal satisfy the two constraints of zero mean and E yy T = I, separated signal needs to be centralization and pre-whitening before calculating negative entropy. Therefore, the objective function can be expressed as
That is to say, the objective function of HIWO/BBO is (5 According to the constraint conditions of the objective function. This can be explained that if the separating matrix satisfies the orthogonal condition, the successful separation can be guaranteed. BSS needs to calculate n 2 unknowns when dealing with the n-order matrix, which requires a large amount of computation. Since the degree of freedom of the n-order orthogonal matrix is n (n − 1) 2, the parameterization of the orthogonal matrix can significantly reduce the computational complexity. By means of Cayley transformation, any n-order orthogonal matrix whose determinant is not equal to 1 can be converted into the product of the rotation matrix, and expressed by the vector
The parameterization of orthogonal matrix can reduce the search space dimension D of the problem from n 2 to n (n − 1) 2, which improves the efficiency of the algorithm [28] .
The orthogonal matrix used in this paper is expressed as: It can be seen from the above equation that the number of unknown solutions of the HIWO/BBO algorithm is reduced from 16 to 6, which can reduce the computational complexity and improve the convergence speed of the HIWO/BBO algorithm.
To summarize, the proposed BSS approach optimized by the hybrid evolutionary algorithm utilizes HIWO/BBO to find the global optimum solution of objective function. Meanwhile, the objective function is constructed by the negative entropy of separated signals, and the parametric representation of orthogonal matrix can reduce the computational complexity of the HIWO/BBO algorithm.
Algorithm 5 NA-MEMD Algorithm
1. Generate h-dimensional irrelevant Gaussian white noise n (t) of the same length with y (t), and
Select the appropriate
, here, j is the extreme point position, e θ k (t), for a set of K direction vectors.
Let c i (t) = z (t) − m (t).
If c i (t) fulfills the stopping criterion for the multivariate IMFs, then c i (t) is considered as the i-th IMF component; Calculate the residual r i (t) = z (t) − c i (t), repeat steps 4 to 8 w times for r i (t), stop screening when r w (t) becomes a monotonic function, otherwise, apply the above procedure to c i (t).
III. NA-MEMD
NA-MEMD is an empirical mode decomposition (EMD) multivariate expansion algorithm using noise-assisted analysis method, which produces the same number of IMFs in all channels [29] . Considering the mode-alignment (common frequency scales in the same indexed IMFs across different channels) and the mode-mixing (a single IMF containing multiple scales and/or a single scale residing in multiple IMFs), NA-MEMD can be used to analyze multi-channel signals directly. NA-MEMD can decompose multi-channel signals adaptively and display the amplitude and frequency information of different modal components simultaneously. In terms of signal decomposition, the NA-MEMD decomposes multivariate signals into several IMF groups, and each IMF group has the same length and components containing the same frequency distribution in the same order of the group. NA-MEMD not only has the characteristics of the dyadic filter bank but also has the separability between the IMFs [30] .
In this paper, NA-MEMD is used to further decompose the separated signals without chaotic noise. Assume that the v-dimensional separated signals are expressed as the input signals of NA-MEMD i.e. y(t) = [y 1 (t) , y 2 (t) , · · · , y v (t)] T , then the NA-MEMD algorithm is shown as Algorithm 5.
The maximum decomposition level of NA-MEMD is determined jointly by the iterative screening algorithm. Since the number of direction vectors is greater than the number of input signals, in order to extract meaningful IMFs, the total number of projections is chosen with default value 64. The standard stop criterion is adopted, and the stop parameter is (0.075 0.75 0.075) [31] . The amplitude of the added noise is determined by the standard deviation of Gaussian white noise, the noise intensity is 1, and the noise number is the same as the number of input signal [32] .
IV. THE IMPROVED CORRELATION COEFFICIENT (ICC) ANALYSIS
In order to determinate whether the IMF groups obtained by NA-MEMD are meaningful, it is necessary to calculate the correlation coefficient between each IMF and separated signal, then select the effective IMF. According to the correlation analysis, the sensitive IMF can be selected effectively, so that the main components of vibration signals can be further analyzed to extract characteristic frequency. Since there are several IMF groups, it is not comprehensive to calculate the correlation between IMF and a separated signal alone, and also cannot reflect the relationship between IMF groups and separated signals.
The method of fault correlation factor (FCF) analysis proposed in [33] takes into account the correlation coefficient relationship between IMF groups and signals. However, the vibration signals processed by FCF have the identical or close fault characteristics. Thus, this method is unsuitable for multi-component vibration signals with fault information, such as the measurement signals contain both the bearing inner ring and outer ring fault characteristics.
In this paper, a novel improved correlation coefficient analysis method ICC is proposed, which can effectively select the sensitive IMFs at different orders directly. In NA-MEMD, assume that input signals are v-component vibration signals i.e., y (t) = [y 1 (t) , y 2 
(t) , · · · , y v (t)]
T , and each signal decomposes g IMFs. Namely, there are v IMF groups that each group has g IMFs. Then all the IMFs are decomposed by v-component separated signals can express as a matrix B g×v in (7) . Here, g is the order of IMF (the number of IMF in each group); v is the number of separated signals. Here, a matrix is used as the basic unit when performing the correlation analysis between v IMF groups and multivariate separated signals.
The ICC can be expressed as: (8) corresponds to the correlation coefficient between each separated signal y i (t) and each element of matrix B. Namely, ξ δ i,j can be regarded as a three-dimensional matrix with v × v × g, as shown in Fig. 1 .
In order to take account of the correlation between any separated signals and all IMFs. ξ δ i,j can be averaged according to the number of IMF groups.
Here, ξ δ i indicates the average correlation coefficient of the i-th separated signal and δ-th order of IMF. It is equivalent to calculate the average along the j axis in Fig. 1 to obtain a two-dimensional matrix of separated signals and IMFs. Afterward, select the IMF component with the greatest correlation (sensitive or effective IMF) for the i-th separated signal.
where, ξ i is the correlation coefficient of sensitive IMF.
The difference between the ICC and FCF is that the sensitive IMF corresponding to each separated signal is not necessarily on the same layer (IMF order). This is due to the fact that FCF assumes that the IMF in the same layer contains the same fault frequency (three inner race fault signals), that is, multivariate vibration fault signals have the same characteristic frequency. However, the actual fault diagnosis is more complicated than [33] . ICC method has a wider scope of application, which is not only applicable in the case of sensitive IMF in the same order, but also can extract characteristic frequency from different layers.
V. EXPERIMENTAL RESULTS

A. SYNTHETIC SIGNALS TEST
The periodic signal, modulated signal, pulse signal and chaotic signal are used as the source signals of the experiment to verify the effectiveness of this method. The vibration signals are as follows:
When, the sampling frequency f s = 2048Hz, the sampling point is 1024. In chaotic noise background, the chaotic signal s 4 (t) is generated by Lorenz system. The Lorenz equation is:
where s = 10, r = 45.92, b = 8 3, the step is 0.01, the initial values of the Lorenz signal are 0.3, 0.6, and 0.3, respectively. Take chaotic signal from x in (14) as s 4 (t).
In the non-stationary environment, the mixed matrix A ∈ R 4×4 is a randomly time-varying matrix which uniformly distributed in [−1, 1]. The mixed matrix is initialized randomly as A 0 = 1 − 2rand (4, 4), mixed matrix A randomly fluctuates on the basis of A 0 , namely, A = A 0 + ϑrand [size (A 0 )], here, ϑ = 0.05. That is, each sampling point of the source signal corresponds to a dynamically mixed matrix, which is used to simulate the randomly time-varying situation of the channel. The novel approach according to the process shown in Fig. 2 is adopted, which contains four parts, i.e. BSS optimized by HIWO/BBO, multidimensional signal decomposition, select sensitive IMF and calculate the cyclic frequency, respectively.
The time and frequency domain waveform of the source signals and chaotic noise are shown in Fig. 3(a) . The frequency domain plots have already marked the peak of periodic signal, modulated signal, pulse signal and chaotic signal with 10Hz,150Hz,152Hz and 10Hz respectively, so as to compare with the separated signals distinctly. Owing to the serious aliasing in the frequency domain of the source signals, it is difficult to achieve mixed signal separation by simple filtering or decomposition. Fig. 3(b) shows the time and frequency domain waveform of the mixed signals. It can be observed that the source signals are completely contaminated by chaotic noise, and no obvious characteristic frequency can be seen.
The BSS algorithm optimized by HIWO/BBO takes the negative entropy of the separated signal as the fitness function (object function). The mixed signals in Fig. 3(b) serve as the input of BSS algorithm. The problem dimension of the HIWO/BBO algorithm is reduced from 16 to 6 by the method of orthogonal matrix parameterization in (6) , which reduces the computational complexity of HIWO/BBO. Fig. 3(c) is the time and frequency domain waveform of the separated signals. By marking the peak of the separated signals in frequency domain, it can be observed that the peaks of the separated signals are consistent with the peaks of the source signals.
Although separated signal 1 and separated signal 4 have the weakly burred feature as indicated in the pink dashed box. Whereas the source signals are well estimated in the time domain, which indicate the effectiveness of the BSS optimized by HIWO/BBO. The BSS algorithm has fuzziness, that is, there are differences between separated signals and source signals in sorting and amplitude [34] . However, this has no impact on the further analysis and processing of the separated signals.
In order to account for the superiority of the HIWO/BBO algorithm, we compare HIWO/BBO with related algorithms, such as IWO and BBO algorithm. Fig. 4 shows the objective curve of three algorithms, we conduct 100 simulations and calculate the average value. It can be seen that when the HIWO/BBO algorithm converges, the number of iterations is about 53, and the convergence speed is faster than the other two algorithms. The BBO converges about 138 times but the best score is significantly smaller than HIWO/BBO. Being compared to IWO, IWO has no convergence. Here, the ordinate refers to the optimal value of the objective function at the current iteration.
The correlation coefficient is an evaluation index that characterizes the similarity of signals in terms of waveforms. Therefore, we use correlation coefficient to measure the performance of IWO, BBO, HIWO/BBO, EASI and FastICA algorithm respectively. Where, EASI is the typical adaptive BSS algorithm and FastICA is a batch algorithm of BSS. The nonlinear activation function of EASI is sign [kurt (y i ) * tanh (13y i )]. Here, sign is sign function, kurt denotes kurtosis, tanh is hyperbolic tangent function, and the step of EASI is 10 −4 . We conduct 100 simulations and calculate the average value of correlation coefficient, as shown in Table 2 . BSS method of intelligent algorithm optimization has better performance than the traditional method.
The chaotic noise can be filtered from the mixed signal by the BSS with HIWO/BBO algorithm. In Fig. 3(c) , the first separated signal is chaotic noise, and then the separated signals except the chaotic noise are further analyzed and processed. third IMF group, corresponding to the separated signal 2, 3 and 4 with the red dotted boxes in Fig. 5 , respectively. Due to the separated signals are three-dimensional and IMF order of each signal is 12, so the selection of sensitive IMFs requires 108 (3×12×3) calculations by the correlation coefficient method, while the ICC method only needs to be calculated once. Although the results obtained by the two methods are consistent, the correlation coefficient method is significantly more troublesome than ICC. Compared with FCF in [33] , ICC can select different orders of effective IMFs, while FCF can only extract the same order of IMF. Fig. 7 shows the frequency domain plots of sensitive IMFs for separated signal 2, 3 and 4, respectively. It is obvious that the sensitive IMFs are consistent with the separated signals in the peak of frequency domain, except for the difference in time domain waveform. Which illustrates that the ICC method can effectively extract the sensitive IMFs from the IMF groups. As indicated in the pink dashed box, the sensitive IMFs can eliminate the part far from the peak in the frequency domain to a certain extent.
B. PRACTICAL BEARING FAULT SIGNALS TEST
In order to verify the effectiveness of the proposed method in practical application, a case study on bearing fault signals is carried out. In this paper, the inner race and outer race signals of deep groove ball bearing are tested to achieve the purpose of bearing fault feature extraction. The fault bearing data from Case Western Reserve University bearing data center website [35] , and the sampling frequency is 12,000 Hz, motor load (HP) is 0, the rotational speed is 1797 rpm, namely, f r = 1797 60 = 29.95Hz. The specific parameters of 6205-2RS JEM SKF rolling element bearing in this experiment are shown in Table 3 . The fault characteristic frequencies of 6205-2RS JEM SKF rolling element bearing in this experiment are calculated according to [31] . That is, the fault characteristic frequency of inner race is f i = 162.21Hz; the fault characteristic frequency of outer race is f o = 107.34Hz.
The multivariate signals are composed of three signals collected by three sensors from different locations on the inner and outer race of rolling bearing. Here, the outer race faults located at 6 o'clock (centered on the load zone), 3 o'clock (orthogonal to the load zone), respectively, and the fault diameter is 7 mils. The Lorentz chaotic noise generated by (14) , moreover, the parameters of dynamic mixed matrix and chaotic noise are consistent with the above section.
As shown in Fig. 9 , we conduct 100 simulations and calculate the average value of IWO, BBO and HIWO/BBO, respectively. It can be seen that when the HIWO/BBO algorithm converges, it iterates about 50 times, which converges faster than the other two algorithms. BBO algorithm iterates about 106 times when it converges, and the best score is slightly smaller than HIWO/BBO algorithm. Comparing with IWO algorithm, it still has no convergence. The parameters of the comparison algorithm are consistent with the above section. Meanwhile, we conduct 100 simulations and calculate the average value, as shown in Table 4 BSS method with HIWO/BBO has the best performance than IWO, BBO and traditional method in terms of waveforms. The separated signal 1, 3 and 4 are further decomposed by the NA-MEMD algorithm to extract the characteristic components. Fig. 10 shows the time domain waveform of the IMF groups decomposed by NA-MEMD.
The results of the correlation measure between separated fault signals and the IMF groups are calculated by the ICC method, which are shown in Fig. 11 . The IMFs that corresponding to the maximum of ICC for each separated fault signals are selected respectively. It can be seen that the sensitive IMFs are the first order of the first IMF group, the first order of the second IMF group and the second order of the third IMF group, corresponding to the IMFs with the red dotted lines in Fig. 10 , respectively.
The sensitive IMFs are analyzed by Hilbert envelope spectrum [36] and cyclic autocorrelation function [37] , respectively. Fig. 12 shows the envelope spectrums and cyclic frequencies of separated signals. As can be seen the characteristic frequency is 169.9 Hz in envelope spectrum of separated signal 3, which does not belong to the fault frequency of bearing inner or outer race. And the 5 Hz has a serious impact on the extraction of characteristic frequency in cyclic frequency. Fig. 13 shows the envelope spectrums and cyclic frequencies of sensitive IMFs. The sensitive IMF of separated signal 1 corresponds to the inner race fault signal, the characteristic frequency of inner race is f i = 162.21Hz, the peak of the envelope spectrum is 164.1Hz, the peak of the cyclic frequency is 162Hz, and the cyclic frequency is closer to the characteristic frequency. The sensitive IMF of separated signal 3 corresponds to the outer race fault signal that located at 3 o'clock, the characteristic frequency of outer race fault is f o = 107.34Hz, the peaks of the envelope spectrum are 105.5Hz and 158.2Hz, the peak of the cyclic frequency is 107Hz, It's obvious that envelope spectrum cannot display the characteristic frequency, and the cyclic frequency is closer to the characteristic frequency. The sensitive IMF of separated signal 4 corresponds to the outer race fault signal that located at 6 o'clock, the peak of the envelope spectrum is 105.5Hz, the peak of the cyclic frequency is 108Hz, It's obvious that the cyclic frequency is closer to the characteristic frequency f o = 107.34Hz. To summarize, the experimental results show that the sensitive IMFs analyzed by the cyclic autocorrelation function are more accurate than the Hilbert envelope spectrum.
Compared with Fig. 12 and Fig. 13 , the characteristic frequencies in the sensitive IMFs are more obvious than those in the separated signals, especially in the separated signal 3. The cyclic frequencies of sensitive IMFs lead to much more accurate. The reason for this is that the cyclic frequency can be obtained by squaring the sensitive IMF directly and then performing fast Fourier transformation (FFT) computation, while the envelope spectrum requires Hilbert transform to construct analytic signal, then the envelope of analytic signal is calculated, and finally perform an FFT operation on the envelope signal. The calculation of cycle frequency is undoubtedly simple and accurate.
VI. CONCLUSION
The research work in this paper mainly studies an analysis approach, which combines BSS and NA-MEMD to process multivariate vibration signals. The BSS optimized by HIWO/BBO, it not only solves the overlapping problem of vibration signals but also filters out chaotic noise. The objective function of HIWO/BBO is the negative entropy of separated signals, the larger the negative entropy is, the smaller the correlation between the separated signals is. The separated matrix can be gained by computing the maximum of the objective function with HIWO/BBO algorithm. In order to reduce the computational complexity and improve the convergence speed of the algorithm, the separation matrix adopts the form of parametric representation. In signal acquisition and processing, given the trend of using multiple sensors, NA-MEMD seems to be very useful and meaningful as a multi-data processing algorithm. So NA-MEMD is used to further decompose the separated signals without chaotic noise. The sensitive IMFs are selected by the ICC analysis method at different orders, and then the characteristic frequency is extracted by the cyclic autocorrelation function. By analyzing the synthetic vibration signal and practical bearing fault signal, the results demonstrate the proposed method is practical in the separation, decomposition and feature extraction of multiple vibration signals, and its importance in the field of fault diagnosis of rolling bearing.
