In this paper we consider the following nth-order neutral delay differential equation:
Introduction and preliminaries
In this paper, we are concerned with the nth-order neutral delay differential equation:
d n dt n x(t) + cx(t − τ ) + (−1) n+1 f t, x(t − σ 1 ), x(t − σ 2 ), . . . , x(t − σ k ) = g(t)
, It is well known that the nonoscillatory and oscillatory solutions for various kinds of neutral delay differential equations are of both theoretical and practical interest [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . In 1998 and 2001, Kulenović and Hadžiomerspahić [8, 9] studied the first-and second-order neutral delay differential equations with positive and negative coefficients:
and
Under c = ±1, aQ 1 (t) Q 2 (t) and other conditions, they obtained a sufficient condition for the existence of a nonoscillatory solution of Eq. (1.3). In 2002, Zhou and Zhang [17] extended the result in [8] to nth-order neutral functional differential equation with positive and negative coefficients:
In 2003, El-Metwally, Kulenović and Hadžiomerspahić [4] considered the system of neutral delay differential equations: 5) and proved the existence of a nonoscillatory solution for Eq. (1.5) under c = −1. In 2004, Cheng and Annie [3] continued to study the existence of nonoscillatory solutions for Eq. (1.3) by omitting the conditions c = 1 and aQ 1 (t) Q 2 (t), which were used by Kulenović and Hadžiomerspahić [8] . Although many researchers [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] established the existence of nonoscillatory solutions for Eqs. (1.2)-(1.5), to our knowledge, no one studied the iterative approximations of these nonoscillatory solutions and the existence of infinitely many nonoscillatory solutions for Eqs. (1.2)-(1.5).
The purpose of this paper is to establish a few existence results of nonoscillatory solutions for Eq. (1.1), to construct several Mann-type iterative approximation schemes for these nonoscillatory solutions and to give some error estimates between the approximate solutions and the nonoscillatory solutions. In addition, we obtain two existence results of infinitely many nonoscillatory solutions for Eq. (1.1). These results presented in this paper extend, improve and unify many known results due to Cheng and Annie [3] , Graef, Yang and Zhang [6] , Kulenović and Hadžiomerspahić [8, 9] , Zhang and Yu [13] , Zhang [15] and Zhou and Zhang [17] and others. Three nontrivial examples are given to illustrate the advantages of our results.
Let γ = max{τ, σ i : i = 1, . . . , k}. By a solution of Eq. (1.1), we mean a function x ∈ C([t 1 − γ, ∞), R) for some t 1 t 0 , such that x(t) + cx(t − τ ) is n times continuously differentiable on [t 1 , ∞) and such that Eq. (1.1) is satisfied for t t 1 . As is customary, a solution of Eq. (1.1) is said to be oscillatory if it has arbitrarily large zeros and nonoscillatory otherwise.
Main results
Now we establish several existence theorems and iterative approximation schemes of nonoscillatory solutions for Eq. (1.1). Under certain conditions, several error estimates between the approximate solutions and the nonoscillatory solutions are obtained. Throughout this paper, we assume that X denotes the Banach space of all continuous and bounded functions on [t 0 , ∞) with norm x = sup t t 0 |x(t)|, and
It is easy to see that A(N, M) is a bounded closed and convex subset of X. 
converges to a nonoscillatory solution x ∈ A(N, M) of Eq. (1.1) and has the following error estimate:
Proof. It follows from |c| < 1, (H) and (2.1) that there exist constants θ 1 ∈ (0, 1) and
Clearly Sx is continuous. For every x, y ∈ A(N, M) and t T , by (2.5), (2.7) and (H) we deduce that
Now we consider the following two cases: Case 1. Suppose that c ∈ [0, 1). In view of (2.6) and (2.7), we derive that for any x ∈ A(N, M) and t T
which imply that S(A(N, M)) ⊂ A(N, M).
Case 2. Suppose that c ∈ (−1, 0). By virtue of (2.6) and (2.7), we deduce that for any x ∈ A(N, M) and t T Sx(t)
which yield that S(A(N, M)) ⊂ A(N, M).
It follows from (2.8), Cases 1 and 2 that S is a contraction mapping and it has a unique fixed point x ∈ A(N, M), which is a nonoscillatory solution of Eq. (1.1). For any m 0 and t T , by (2.3), (2.7) and (2.8), we get that 
Proof. It follows from |c| > 1, (H) and (2.1) that there exist constants θ 2 ∈ (0, 1) and T > t 0 + γ satisfying
Clearly Sx is continuous. For every x, y ∈ A(N, M) and t T , by (2.11), (2.13) and (H) we conclude that for any x, y ∈ A(N, M) and t T
Sx(t) − Sy(t)
1 |c|
which implies that
Now we consider the following two possible cases: Case 1. Assume that c > 1. Utilizing (2.11) and (2.13), we deduce that for any x ∈ A(N, M) and t T Sx(t)
which yield that S(A(N, M)) ⊂ A(N, M).
Case 2. Assume that c < −1. By means of (2.12) and (2.13), we infer that for any x ∈ A(N, M) and t T Sx(t)
Thus (2.14), Cases 1 and 2 guarantee that S is a contraction mapping and it has a unique fixed point x ∈ A(N, M), which is a nonoscillatory solution of Eq. (1.1). For any m 0 and t T , it follows from (2.9), (2.13) and (2.14) that
which implies that (2.10) holds. By (2.2) and (2.10), we see that x n → x as n → ∞. This completes the proof. 
Proof. By virtue of c = 1, (H) and (2.1), we infer that there exist constants θ 3 ∈ (0, 1) and In light of (2.18) and (2.19), we conclude that for any x ∈ A(N, M) and t T
which mean that S(A(N, M)) ⊂ A(N, M)
and S is a contraction mapping and it has a unique fixed point x ∈ A(N, M), which is a nonoscillatory solution of Eq. (1.1). For any m 0 and t T , it follows from (2.15), (2.19) and (2.20) that x m (s − σ 1 ), . . . , x m (s − σ k ) ) ds du
Proof. It follows from c = 1, (H) and (2.1) that there exist constants θ 4 ∈ (0, 1) and T > t 0 + γ satisfying 
where 
It is easy to see that the assumptions (H) and (2.1) hold. It follows from Theorem 2.1 (respectively, Theorems 2.2-2.4) that Eq. (3.1) has a nonoscillatory solution and the iterative sequence {x n } n 0 generated by (2.3) (respectively, (2.9), (2.15), (2.21)) converges to the corresponding nonoscillatory solution. But the results in [3, 6, 8, 9, 13, 15, 17] Obviously, the conditions of Theorem 2.5 are fulfilled. Therefore, Theorem 2.5 implies that Eq. 
