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Résumé – Nous présentons dans cet article une nouvelle méthode d’optimisation des codes correcteurs d’erreurs pour les transmissions OFDM
codées sur canal sélectif en fréquence, basée sur l’utilisation des codes LDPC irréguliers. Dans un premier temps, nous introduisons une nouvelle
paramétrisation des codes LDPC irréguliers que nous appelons profil d’irrégularité. Ensuite, nous proposons d’utiliser cette paramétrisation pour
optimiser les codes LDPC pour les communications OFDM en utilisant comme critère la minimisation du seuil de convergence du code. L’op-
timisation de ce nouveau critère est ensuite faite par approximation Gaussienne. Des simulations illustrent les performances de notre approche
comparativement à celle d’un code optimisé pour canal BABG.
Abstract – This paper deals with optimized channel coding for OFDM transmissions (COFDM) over frequency selective channels using
irregular Low-Density Parity-Check codes. Firstly, we introduce a new characterization of the LDPC codes irregularity called "irregularity
profile". Then, using this parameterization, we optimize the LDPC codes using the criterion based on the minimization of the convergence
threshold. The optimization of this criterion is done using the Gaussian approximation technique. Simulations illustrate the good performance
of our approach in comparison with irregular LDPC codes optimized on AWGN channel.
1 Introduction
Ce papier prØsente une nouvelle mØthode de construction
de codes correcteurs d’erreurs optimisØs pour les transmis-
sions OFDM codØes (COFDM) [1]. En effet, les modulations
OFDM se montrent Œtre de bonnes candidates pour les stan-
dards Ømergeant de communications haut dØbit que ce soit
pour les communications laires ou radio, simple ou multi-
utilisateurs. Nous proposons ici d’utiliser l’information sur
l’Øtat du canal disponible par voie de retour à l’Ømetteur dans
certaines applications telle que les transmissions laires xDSL.
Celle-ci sert alors d’a priori pour construire des codes correc-
teurs d’erreurs qui soient adaptØs à la sØlectivitØ en frØquence
du canal OFDM.
Les Turbo-codes ainsi que les codes LDPC sont deux fa-
milles concurrentes de codes pseudo-alØatoires approchant la
capacitØ de certains canaux. Il a ØtØ montrØ que les codes LDPC
irrØguliers sont spØcialement intØressants du fait que l’on peut
en optimiser les paramŁtres caractØrisant leur irrØgularitØ ce qui
a permis ainsi d’approcher la capacitØ de divers canaux de com-
munication [2]. Nous proposons alors d’optimiser l’irrØgularitØ
des codes LDPC pour les canaux OFDM sØlectifs en frØquence
et pour ce faire nous supposerons que nous avons une connais-
sance parfaite de l’Øtat du canal à l’Ømetteur. Cependant, nous
verrons qu’une connaissance partielle de celui-ci est sufsante
pour rØaliser nos codes.
Ce papier est organisØ comme suit. Les principaux concepts
et notations sur les codes LDPC ainsi que sur les modulations
OFDM sont prØsentØs en section 2. Dans la section 3 est dØ-
crit l’Øtude du comportement asymptotique par approximation
Gaussienne des codes LDPC pour les canaux OFDM sØlectifs
en frØquence. A partir de cette Øtude, nous donnons l’algo-
rithme d’optimisation des codes LDPC pour ce type de canal
en section 4. Finalement, les rØsultats sont prØsentØs en section
5 et une conclusion est donnØe en section 6.
2 Généralités
2.1 Codes LDPC
Un code LDPC est un code bloc dØni par une matrice de vØ-
rication de paritØ H, creuse, de dimension (M ×N) oø N est
la taille du mot de code et M le nombre d’Øquations de paritØ.
Un code LDPC peut Øgalement Œtre reprØsentØ par son graphe
factoriel. Un graphe factoriel est un graphe bipartite contenant
deux types de noeuds : les noeuds de donnØes reprØsentant le
mot de code et les noeuds de contrôles reprØsentant les vØri-
cations de paritØ. Le ie`me noeud de donnØe et le j e`me noeud de
contrôle sont connectØs par une branche si et seulement si Hj,i
est non nul.
Une classe plus gØnØrale des codes LDPC a ensuite ØtØ in-
troduite par Luby et al. [3], il s’agit des codes LDPC irrØ-
guliers. Cette irrØgularitØ se traduit par une distribution non
uniforme du nombre de branches connectØes aux diffØrents
types de noeuds sur le graphe factoriel. Habituellement l’irrØ-
gularitØ d’un code LDPC est spØciØe par deux polynômes :
λ(x) =
∑tcmax
i=2 λix
i−1 et ρ(x) =
∑trmax
j=2 ρjx
j−1 oø λi
(resp. ρj) est la proportion des branches connectØes aux noeuds
de donnØes (resp. noeuds de contrôles) de degrØ i c’est-à-dire
connectØs avec i branches (resp. degrØ j). tcmax (resp. trmax)
reprØsente le taux de connexion maximal des noeuds de don-
nØes (resp. contrôles). Ces deux polynômes sont liØs par le ren-
dement R du code, et la relation les liant, nommØe contrainte de
rendement, s’Øcrit : (1 − R) ∑tcmaxi=2 λi/i = ∑trmaxj=2 ρj/j. Il
est Øgalement usuel d’utiliser une reprØsentation duale de l’irrØ-
gularitØ qui consiste en l’utilisation de deux autres polynômes :
λ˜(x) =
∑tcmax
i=2 λ˜ix
i−1 et ρ˜(x) =
∑trmax
j=2 ρ˜jx
j−1 oø, cette
fois λ˜i (resp. ρ˜j) reprØsente la proportion des noeuds de don-
nØes (resp. contrôles) de degrØ i (resp. j). A partir de cette
dØnition de l’irrØgularitØ, l’optimisation des codes LDPC a
dØjà ØtØ effectuØ pour diffØrents types de canal. Typiquement,
la mØthode d’optimisation est basØe sur l’Øtude du comporte-
ment asymptotique des codes LDPC au cours des Øtapes de dØ-
codages lesquelles seront prØsentØes dans la section suivante.
2.2 Décodage des codes LDPC
Les codes LDPC sont facilement dØcodØs par un algorithme
itØratif nommØ propagation de croyance. Chaque itØration de
propagation de croyance est composØe de deux Øtapes : Une
Øtape de mise à jour des messages lorsqu’ils passent par un
noeud de donnØe appelØe data pass et une Øtape de mise à jour
des messages lorsqu’ils passent par un noeud de contrôle appe-
lØe check pass. Les messages utilisØs seront ici les log-rapports
de vraisemblance. Notons v = log p(y|c=0)
p(y|c=1) = log
v[0]
v[1] le mes-
sage de sortie d’un noeud de donnØe, et u = log p(y′|c′=0)
p(y′|c′=1) =
log u[0]
u[1] le message de sortie d’un noeud de contrôle.
Lors de la mise à jour sur le noeud de donnØe k de degrØ
i à l’itØration l, le message v envoyØ sur la qieme branche est
donnØ par la relation suivante :
v(l)q = u0 +
i∑
n=1;n6=q
u(l−1)n ∀q = 1, ..., i (1)
oø un, n = 1, ..., i, reprØsentent les messages venant des
noeuds de contrôles voisins et u0 = log p(yk|ck=0)p(yk|ck=1) reprØsente
le log-rapport de vraisemblance observØ en sortie du canal. En-
suite, lors de la mise à jour sur un noeud de contrôle de degrØ
j, le message de sortie u sur la pieme branche est donnØ par
l’expression :
tanh
u
(l)
p
2
=
j∏
m=1;m6=p
tanh
v
(l)
m
2
∀p = 1, ..., j (2)
oø vm, m = 1, ..., j sont les messages venant des noeuds de
donnØes voisins.
2.3 Nouvelle paramétrisation des codes LDPC
pour l’OFDM
Le systŁme de transmission OFDM, reprØsentØ en Fig.1,
con-siste en la division de la bande spectrale disponible en en-
semble de porteuses, chacune d’entre elle Øtant modulØe à bas
dØbit. Ainsi, le canal sØlectif en frØquence est transformØ en un
ensemble de Nc canaux Gaussiens instantanØs d’amplitude Hk
(k = 1, ..., Nc). Le symbole reçu Yk dans le domaine frØquen-
tiel s’Øcrit donc :
Yk = HkXk + Nk ∀k = 1, ..., Nc, (3)
oø Hk reprØsente le kie`me coefcient du spectre du canal, Xk
le kie`me symbole Ømis et Nk le bruit additif de moyenne nulle
et de variance σ2n. Le canal OFDM sØlectif en frØquence Øtant,
vu du dØcodeur, non stationnaire, il est ici nØcessaire d’utili-
ser le prol d’irrØgularitØ comme paramØtrisation des codes
LDPC que nous avons introduite dans [5] et que nous redØ-
nirons dans la prochaine section.
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FIG. 1  SystŁme de transmission OFDM.
3 Approximation Gaussienne pour les
transmissions OFDM
An d’optimiser la structure des codes LDPC, il est tout
d’abord nØcessaire d’Øvaluer leurs comportement lors du dØ-
codage par propagation de croyance. Richardson et al. ont in-
troduit une mØthode gØnØrale permettant de prØdire le compor-
tement asymptotique des codes LDPC. Cette mØthode, appelØe
Øvolution de densitØ, est basØe sur l’Øtude des densitØs de pro-
babilitØ (d.d.p.) des messages se propageant dans la graphe fac-
toriel au cours des itØrations de dØcodage. Pour le canal à bruit
additif blanc Gaussien (BABG), Chung proposa dans [4] une
approximation gaussienne des d.d.p. des messages an de sim-
plier l’analyse par Øvolution de densitØ. Cette approximation
permet alors de calculer rapidement le seuil de convergence
(lequel est dØni par le plus petit RSB au dessus duquel la pro-
babilitØ d’erreur tend vers zØro quand le nombre d’itØrations
tend vers l’inni) des codes LDPC et ainsi d’en optimiser la
structure. Dans cette section, nous prØsenterons une adaptation
de l’algorithme de Chung pour les communications OFDM à
travers un canal sØlectif en frØquence.
An de pouvoir effectuer l’analyse du comportement des
codes LDPC par Øvolution de densitØ, il est tout d’abord nØ-
cessaire de montrer que les conditions de symØtrie du canal et
d’indØpendance des messages qui se propagent au cours des itØ-
rations de dØcodage peuvent Œtre vØriØes dans le cadre d’une
communication OFDM.
Pour une transmission OFDM à travers un canal sØlectif en
frØquence avec des symboles issus d’une constellation MAQ-4,
il est facile de montrer que la condition de symØtrie du canal est
bien respectØe. Pour prØdire les performances d’un tel systŁme
par Øvolution de densitØ, il sufra d’utiliser le mot de code tout
0 et ce, sans perte de gØnØralitØ. Ainsi, le log-rapport de vrai-
semblance observØ u0,k suit une loi Gaussienne consistante,
soit :
fu0,k = N
(
4|Hk|
2
σ2n
,
8|Hk|
2
σ2n
)
= N (mu0,k , 2mu0,k) ∀k.
(4)
La seconde condition laquelle implique l’indØpendance des
messages qui se propagent dans le graphe lors de la propagation
de croyance est vØriØe uniquement dans le cas oø le graphe
factoriel reprØsentant le code LDPC est un arbre c’est-à-dire à
condition que la taille du mot de code soit innie. Ceci nØces-
site donc d’utiliser un nombre inni de sous-porteuses et ainsi,
par opposition au canal plat BABG, de dØnir un nombre inni
de messages provenant du canal tel que dØni par l’Øquation
(4). Ceci n’Øtant bien sßr pas rØalisable, nous avons dß utiliser
une approximation de la rØponse frØquentielle du canal disper-
sif par une fonction ØtagØe. Cette derniŁre divise l’amplitude
du canal en Ns parties Øgales rØduisant ainsi le nombre d’Øqua-
tions à un nombre ni Ns (Cf. Fig.2).
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FIG. 2  Approximation du canal sØlectif en frØquence
Nous visons donc dans cet article à optimiser conjointe-
ment Ns "parties de code" LDPC correspondant aux Ns sous-
bandes, lesquelles composent alors le code LDPC global. Cha-
cune de ces Ns parties du code LDPC sera initialisØe par
une bande de frØquence du canal sØlectif diffØrente. La non-
stationaritØ du canal de propagation est donc gØrØe par une ini-
tialisation non-constante de l’algorithme de dØcodage. Pour ce
faire, il est tout d’abord nØcessaire de redØnir la paramØtrisa-
tion du prol d’irrØgularitØ (Cf. Fig.2) qui sera ici dØni par la
concatØnation suivante : [α1λ˜1 α2λ˜2 ... αkλ˜k ... αNs λ˜Ns ], oø
λ˜k = [λ˜2,k, λ˜3,k, ..., λ˜tcmax,k] reprØsente le vecteur dØnissant
l’irrØgularitØ en terme de proportion de noeuds de donnØes du
code LDPC situØ dans la kie`me sous-bande avec λ˜i,k la propor-
tion des noeuds de donnØes de degrØ i de la kie`me sous-bande.
DØveloppons maintenant l’algorithme de l’approximation
Gaussienne pour les canaux OFDM avec comme paramŁtre
d’Øvolution l’information mutuelle. D’aprŁs l’Øquation (1),
l’information mutuelle des messages sortants des noeuds de
donnØes de degrØ i dans la kie`me sous-bande est donnØe par :
I
(l)
v,i,k = J
(
mu0(H˜k) + (i− 1)J
−1
(
I(l−1)u
))
, (5)
oø l’information mutuelle Iu des messages u provenant des
noeuds de contrôles et la fonction J() sont dØnies dans [6].
Ainsi, nous obtenons l’Øvolution de l’information mutuelle en
fonction du prol d’irrØgularitØ :
I(l)v =
tcmax∑
i=2
Ns∑
k=1
αk
iλ˜i,k∑tcmax
j=2
∑Ns
n=1 αnjλ˜j,n
J
(
mu0(H˜k) + (i− 1)J
−1
(
I(l−1)u
))
=Fim
(
H˜, σ2b , I
(l−1)
v
)
.
(6)
En utilisant (6) itØrativement, nous pouvons suivre l’Øvolu-
tion de I(l)v au cours des itØrations. Il devient donc mainte-
nant possible de calculer le seuil de convergence lequel corres-
pond ici au plus petit RSB au-dessus duquel I (l)v −→ 1 quand
l → +∞.
4 Optimisation
Dans [5], nous avons proposØ un critŁre d’optimisation non
linØaire, basØ sur la minimisation de la probabilitØ d’erreur bit
aprŁs L itØrations de dØcodage, qui nous permettait d’obtenir
des codes LDPC prØsentant de bonnes performances pour de
petites tailles de mot de code. Dans cet article, nous utilisons
le critŁre d’optimisation plus classique introduit dans [2] qui
consiste en la minimisation du seuil de convergence (Eb/N0)∗.
Ce critŁre est adaptØ pour des mots de code de taille impor-
tante, dØcodØs avec un nombre d’itØrations consØquent. Étant
donnØ qu’il n’est pas possible de minimiser directement le seuil
de convergence, le critŁre d’optimisation rØel consiste en fait à
maximiser le rendement de codage d’un code LDPC exhibant
un seuil à un (Eb/N0)∗ donnØ.
Le seuil de convergence Øtant le RSB au-dessus duquel
I
(l)
v → 1 quand l →∞, I(l)v dØnie par (6) doit alors Œtre stric-
tement croissante. Ainsi la condition de convergence I (l)v → 1
est donnØe par :
Iv > Fim
(
H˜, σ2b , Iv
)
∀Iv ∈ [0, 1]. (7)
Le problŁme d’optimisation peut Œtre Øcrit comme suit :
[λ˜1,opt ... λ˜Ns,opt] = arg min
[
 
λ
1
...
 
λNs
]
tcmax∑
i=2
Ns∑
k=1
αkiλ˜i,k (8)
sous la contrainte,
Iv > Fim
(
H˜, σ2b , Iv
)
∀Iv ∈ [0, 1]. (9)
ainsi que sous les contraintes de normalisation et de proportion
dØnies respectivement par :
tcmax∑
i=2
λ˜i,k = 1 ∀k = 1, ..., Ns, and λ˜i,k ∈ [0, 1]. (10)
An de rendre la condition de convergence linØaire en fonc-
tion du prol d’irrØgularitØ dØnie par les λi,k, nous insØrons
Øgalement la contrainte de rendement :
Iv >
tcmax∑
i=2
Ns∑
k=1
αk
iλ˜i,k
(1−R)
∑trmax
j=2 jρ˜j
I
(l)
v,i,k ∀Iv ∈ [0, 1].
(11)
Ainsi, le problŁme d’optimisation devient linØaire en les para-
mŁtres à optimiser et peut donc Œtre traitØ par programmation
linØaire. Cependant, Øtant donnØ que le rendement R intervient
dans la condition de convergence, nous avons ØtØ amenØ à dØ-
velopper l’algorithme d’optimisation suivant, basØ sur une di-
chotomie :
1. Initialisation : Fixons un (Eb/N0) initial sufsamment
important, un rendement cible R∗ et le pas de la dicho-
tomie Kdich,
2. Pour la valeur courante de (Eb/N0)∗ et un rendement
cible R∗, effectuer l’optimisation suivante
λ˜opt = [λ˜1,opt ... λ˜Ns,opt] = arg min
[
 
λ
1
...
 
λNs
]
tcmax∑
i=2
Ns∑
k=1
αkiλ˜i,k (12)
sous les contraintes,
tcmax∑
i=2
λ˜i,k = 1 ∀k = 1, ..., Ns, λ˜i,k ∈ [0, 1] and
Iv >
tcmax∑
i=2
Ns∑
k=1
αk
iλ˜i,k
(1−R∗)
∑trmax
j=2 jρ˜j
Iv,i,k ∀Iv ∈ [0, 1].
3. Soit Ropt = 1 −
 tcmax
i=2
 Ns
k=1
αki
 
λi,k,opt
 trmax
j=2
j
 
ρj
, le rendement
rØsultant obtenu aprŁs l’Øtape 2.
Si Ropt > R∗, diminuer la valeur de (Eb/N0)∗ par
Kdich, et revenir à l’Øtape 2. Si Ropt < R∗, xer le RSB
à (Eb/N0)
∗ + Kdich/2, diviser le pas de la dichotomie
Kdich par 2 et revenir à l’Øtape 2.
4. L’algorithme d’optimisation stoppe dŁs que nous obte-
nons 0 < |R∗ −Ropt| < 10−5.
5 Résultats des simulations
Dans cette section, nous prØsentons la structure du code
LDPC optimisØ pour le canal sØlectif en frØquence Proakis B
laquelle est illustrØe en Fig.3. Pour cette optimisation, nous
xons le rendement de codage à R = 0.5 et le taux maximum
de connexion à tcmax = 200. Au vu du prol d’irrØgularitØ,
nous pouvons faire deux remarques sur la forme du prol :
 tout d’abord, on peut constater que la rØpartition des de-
grØs de connexion tend à inverser la forme du canal, c’est-
à-dire à placer des taux de connexion importants aux en-
droits oø le canal est de mauvaise qualitØ an de compen-
ser les Øvanouissements.
 Cependant, sur la premiŁre partie du mot de code, l’algo-
rithme d’optimisation place des connexions à 3 alors que
le degrØ minimum est 2. Ceci peut s’expliquer par le fait
que dans cette partie du mot de code, le canal a un fort
gain et fournit donc des messages de bonne qualitØ au dØ-
codeur. Ces bons messages se propageront d’autant mieux
dans le graphe, au cours des itØrations, que les degrØs des
noeuds seront ØlevØs.
La forme globale du prol d’irrØgularitØ est donc caractØris-
tique d’un compromis entre ces deux comportements.
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FIG. 3  Prol d’irrØgularitØ pour le canal Proakis B avec R =
1/2.
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FIG. 4  Performances du code LDPC optimisØ pour le canal
Proakis B et du code optimisØ pour le canal BABG utilisØs lors
d’une transmission OFDM sur le canal Proakis B. R = 1/2,
N = 65536 et le nombre d’itØrations est L = 500.
Le tableau Tab.1 liste les seuils de convergence calculØs par
Øvolution de densitØ exacte sur le canal OFDM Proakis B du
code LDPC optimisØ pour ce canal et du code BABG (code
LDPC optimisØ pour le canal BABG avec les mŒmes para-
mŁtres entrelacØ). Notre code LDPC optimisØ prØsente un gain
de 0.27 dB par rapport au code BABG et de 1.5 dB par rapport
au code rØgulier (3 ;6). Nous avons ensuite simulØ une chaîne
OFDM codØ avec un code LDPC de taille nie. Les perfor-
mances obtenues sont prØsentØes en Fig.4.
TAB. 1  Seuils de convergence obtenus par évolution de densité exacte des
codes LDPC de R = 1/2 à travers le canal OFDM Proakis B. La capacité du
canal pour une constellation MAQ-4 est indiquée entre parenthèses.
R=1/2 canal Proakis B (1.18 dB)
code LDPC code optimisØ code BABG (3 ;6)
(Eb/N0)
∗ 3.03 dB 3.30 dB 4.48 dB
6 Conclusion
Dans ce papier, nous avons optimisØ la structure des codes
LDPC pour des transmissions OFDM à travers des canaux sØ-
lectifs en frØquence. An de pouvoir effectuer cette optimisa-
tion, il a tout d’abord ØtØ nØcessaire de redØnir le prol d’ir-
rØgularitØ comme paramØtrisation des codes LDPC. A partir de
cette paramØtrisation, nous avons alors effectuØ l’optimisation
à l’aide de l’approximation Gaussienne dØveloppØe ici pour les
canaux OFDM. L’implantation de l’algorithme d’optimisation
est basØe sur la programmation linØaire. Les rØsultats prØsen-
tØs montrent l’intØrŒt d’exploiter la sØlectivitØ frØquentielle des
canaux OFDM.
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