The point-spread function (PSF) of a blurred image is often unknown a priori | the blur must rst be identi ed from the degraded image data before restoring the image. We introduce generalized cross-validation (GCV) to address the blur identi cation problem. Motivated by the success of GCV in identifying optimal smoothing parameters for image restoration, we have extended the method to the problem of identifying blur parameters as well. The GCV criterion identi es model parameters for the blur, the image, and the regularization parameter, providing all the information necessary to restore the image. Experiments are presented which show that GCV is capable of yielding good identi cation results. Furthermore, a comparison of the GCV criterion to maximum likelihood (ML) estimation shows that GCV often outperforms ML in identifying the blur and image model parameters.
Introduction
An image is acquired to obtain a two-dimensional (2-D) representation of a threedimensional (3-D) scene. Unfortunately, many images represent scenes in an unsatisfactory manner. Because physical imaging systems are imperfect, and because the conditions under which images are obtained are frequently less than ideal, a recorded image often represents a degraded version of the original scene. The imaging process, the recording medium, and in some cases the atmosphere all introduce degradations into the captured image so that the image that is actually recorded often fails to represent the scene adequately. Image restoration addresses the problem of unsatisfactory scene representation. The goal of image restoration is to manipulate an image in such a way that it will in some sense more closely depict the scene that it purports to represent.
The recent di culties with the Hubble Space Telescope illustrate the need for well-developed image restoration technology. Blurred images received from the telescope have been restored using existing techniques, salvaging otherwise useless data in the process. The image restoration problem also appears in many other elds. Virtually all disciplines in which images are acquired under less-than-ideal conditions nd restoration techniques useful | astronomy 1], medicine 2], and military reconnaissance 3], for example. Photo-processing labs may also nd restoration techniques a viable tool in deblurring special photographs. These elds have diverse aims for image restoration, but certain issues are common to virtually all of these problems.
A fundamental issue for image restoration is blur removal. Blur can be introduced by an improperly focused lens, relative motion between the camera and the scene, or atmospheric turbulence. The blur to be removed di ers in each case. The problem of 1 deblurring images with a known PSF has been dealt with extensively in the literature 3{7]. In many applications, however, the PSF is not known or is known only within a parameter. Therefore, the identi cation of the PSF directly from the blurred image has been a subject of great interest. A number of techniques have been proposed to address this problem.
Early techniques focused on simple blurs that could be characterized by a regular pattern of zeros in the frequency domain. Gennery 8] suggested inspecting the frequency content of the blurred image to identify the PSF. Regular zeros appearing in the blurred image were assumed to correspond to zeros of the Fourier transform of the PSF. Later, Stockham et al. 9] devised two automatic methods for identifying simple blurs. Most real-life images do not have the same frequency content over every portion of the image. If the blur is shift-invariant, it is possible to combine subimages in such a way that the shift-invariant property (the PSF) is reinforced while the (generally) non-stationary frequency content of the original image is \averaged" out. Stockham et al. proposed two methods that exploit this property | one of them called homomorphic deconvolution or cepstral averaging and the other power spectrum averaging. All of these early techniques were limited to very simple blurs and did not take the presence of noise into account in the identi cation procedure.
More recently, parametric methods have been used to identify PSF models that are more general than those identi able by the early methods. While the early methods made no assumption about the image model, the parametric methods assume an image model that is fundamental to the method. Speci cally, the image is modeled as an autoregressive (AR) process, and the blur as a moving-average (MA) process, which provides a method for distinguishing the e ects of the blur from the e ects of the image. Justi cation for this division can be seen in the fact that the PSF is accurately modeled as a linear shift-invariant convolution factor, and that is exactly what the parameters of an MA process represent. Furthermore, experience has shown that an image can be adequately modeled as an AR process for purposes of identi cation and restoration 10{14]. The blurred image is modeled as an autoregressive movingaverage (ARMA) process, and then the MA process identi ed by this model is taken to be a description of the PSF of the blurred image. Inverse ltering may then be done in a variety of ways. Thus, the image blur identi cation problem is cast as the identi cation of a 2-D ARMA model 11].
With the image and blur modeled in this way, the blur identi cation problem becomes a matter of determining the parameters of an ARMA model. Once the problem has been parametrized properly, one must choose an appropriate criterion for estimating these parameters. The maximum likelihood (ML) approach has thus far been the method of choice for the blur identi cation problem. The ML estimator determines the various parameters that were most likely to have produced the blurred image on hand 15, 16] Lay 20, 21] . All of these researchers have used this basic approach, although the implementations di er somewhat.
Recently, the authors reported promising results for the blur identi cation problem using the generalized cross-validation (GCV) criterion 22]. Historically, GCV has been used primarily as a criterion for estimating the optimal regularization parameter in smoothing problems 23]. GCV determines the parameter or parameters that minimizea weighted sum of prediction errors. This criterion has been shown to possess certain properties that are superior to those of ML in the context of regularization parameter estimation 24]. Motivated by the success of GCV when applied to the smoothing problem in image restoration 14], we have extended GCV successfully to the blur identi cation problem.
In Section 2, we provide an overview of the parametric blur identi cation problem. Section 3 describes the GCV criterion and relates it to the blur identi cation problem. Implementation issues are discussed in Section 4. Finally, Section 5 presents experimental results for the GCV criterion. The GCV criterion is also compared experimentally with the ML criterion. (2) where g(p; q) is the pixel value at (p; q) of the image degraded by space-invariant blur and additive noise, and n(p; q) is drawn from an independent, zero-mean, white noise process with variance 2 n . The support R d of the MA process given by fd ij g is in general noncausal. We also assume energy conservation of the MA process to preserve the mean value of the image; that is:
(In this context, \energy conservation" refers to the fact that a xed number of photons are detected regardless of whether blurring occurs.)
A more compact representation of the model is as follows: f = Af + u (4) g = Df + n; 
With the image and blur modeled in this way, the blur identi cation problem becomes a matter of determining the parameters of an ARMA model.
Restoration Model
In order to specify completely the manner in which the identi ed parameters are to be used in the restoration, we must establish a criterion that de nes the restoration 5 result. We have adopted a regularized solution to the restoration problem for this paper. The regularized restoration is speci ed as thef that minimizes the following expression:
(f) = kg ? Dfk 2 + kLfk 2 ; (7) where L controls the manner of smoothing in the restoration and controls the degree of smoothing. The restoration result is given bỹ to the choice of an optimal I ? A in the ARMA model in (6) . In order to obtain such a restoration, the operators D and A and the parameter must be speci ed a priori. Generally, these parameters are unknown and must be estimated. In the case of blur identi cation, we de ne the unknown parameter set as a concatenation of three components: the image parameter set a , the blur parameter set d , and the regularization parameter . Thus, the parameter set to be identi ed is denoted =
The entire parameter set must be identi ed to completely specify the restored image. We utilize the concept of cross-validation to estimate the parameters directly from the blurred and noisy image data.
Generalized Cross-Validation
Cross-validation is a widely recognized technique in the eld of statistical data analysis 26]. It is sometimes known as \leave-one-out" 27] or predictive sample reuse 28].
In 14] we demonstrated the ability of cross-validation to identify both the regularization parameter and the image parameters directly from the blurred and noisy data. The present work extends the technique to the problem of determining the blur parameters as well. The technique of cross-validation is quite simple. For a xed value of the model parameters, a \restored" image is determined using all the values from the observed image g but one, and the \restored" image is reblurred to predict the observation that was left out of the restoration. A di erent \restored" image is formed for each observation, leaving out a single observation in the restoration process each time. The parameter set which minimizes the mean-squared prediction error over all the observations is chosen as the optimal estimate. Let f k ( ) be the \restoration" that minimizes the following criterion:
This restoration result is used to predict the observation g k that was left out of the estimation procedure. The squared prediction error is averaged over all k to obtain the cross-validation criterion: The expression (10) represents an ordinary cross-validation criterion for blur identi cation. However, generalized cross-validation (GCV) is a rotation-invariant form of ordinary cross-validation 29]; that is, it is invariant under rotations of the Ndimensional data space. Although GCV is equivalent to ordinary cross-validation in this context as a result of the assumptions we make in the next section, the generalized form of cross-validation is preferable because it can be more easily simpli ed for implementation. Therefore, a GCV version of cross-validation was chosen for this problem. The GCV error function is simply a weighted version of the error function in (10):
The weights w kk ( ) are given by w kk ( ) = The variable has been suppressed in D and A for notational simplicity. The weights w kk ( ) give GCV the rotation-invariance property and allow it to be simpli ed considerably for feasible implementation. The GCV formula can be expressed more compactly as
Although compact, this expression cannot be implemented feasibly for image processing applications. However, the GCV formula can be reduced to a more useful expression given in terms of eigenvalues. 
where the fg i g are the elements of U 
Implementation Issues
The GCV criterion is clearly nonlinear in the parameters of interest and cannot be minimized analytically; therefore, numerical techniques must be used to determine the minimizing parameter set. We simplify the identi cation problem by assuming that the matrices D and A are circulant. This assumption implies that the image has been blurred by a circular convolution operation. As long as the image boundaries are properly preprocessed to remove false boundary discontinuities, the circular convolution assumption has a negligible e ect on the identi cation results. With this simpli cation, the eigenvalues of D and A and the coe cients fg i g can be computed with 2-D DFT's. The GCV criterion can then be evaluated in a straightforward manner and a minimum found using numerical search techniques.
Image model
Experience has shown that most images can be represented adequately as a process whose autocorrelation function consists of a separable exponentially decaying 
Blur model
The blur identi cation problem can be divided into two levels of di culty. The rst level is the identi cation of single-parameter blurs. Many common blurs can be described by a model with a single variable parameter | out-of-focus blur, motion blur, and long-term atmospheric turbulence blur, for example. For these cases, the algorithmic complexity is much lower, the computational requirements are not as steep, and the numerical di culties, such as local minima, are not as problematic.
The identi cation problem for multiple parameter blurs is much more challenging. The blur identi cation problem consists of identifying a number of weight parameters over a speci ed region of support. For ML estimation the multiple parameter case has been attended with di culties 13]. The log-likelihood function is rather insensitive to changes in individual parameters when the total number is large. Furthermore, the estimate may converge to a local minimum of the log-likelihood function that does not represent the actual blurring function. These di culties also exist for the GCV criterion.
We consider only symmetric blur models in this paper. Because the GCV criterion deals only with DFT magnitude, it cannot identify phase. (The same is true for ML.) Thus, we impose the symmetry condition on the blur to guarantee a unique solution. Furthermore, the symmetry condition allows us to reduce the number of free parameters, reducing the search space considerably. Since many real-life blurs | linear motion, out-of-focus, and atmospheric turbulence blurs | are symmetric, this assumption is rather unrestrictive.
Search procedure 4.3.1 Single-Parameter Blurs
Many blurs can be adequately represented by a simple function of a single variable, which we call . Since the minimization problem cannot be solved analytically, an iterative numerical technique is necessary. Unfortunately, the GCV criterion has many local minima in general, so that a simple minimizing algorithm is insu cient. For the results attained here, we devised a two-fold search strategy. First, the search was started by evaluating the GCV criterion over a range of values of . Since the restoration is relatively insensitive to ne-tuning of the image model, the image model parameters were held xed at the starting estimates for this initial stage. The optimal value for the parameter was estimated for each value of to determine the lowest attainable value of the GCV criterion over a set of points for the parameter. The points bracketing the minimizer of the criterion with respect to were assumed to be the range in which the criterion attained a global minimum. Then the algorithm alternated between estimating the optimal image parameters and the optimal blur parameter until the rate of convergence fell below a speci ed tolerance. This strategy allowed us to consistently nd the global minimum. The parameters estimated in this way were then used to obtain a regularized image restoration.
Multiple-Parameter Blurs
The multiple-parameter identi cation problem is more di cult than the singleparameter problem. The space over which the algorithm must search is much larger, and the presence of local minima may be more problematic. Surprisingly, the more noise an image contains, the less likely the estimate is to get stuck in a local minimum. This is due to the fact that higher noise levels dictate a larger regularization parameter, and in this region of the search space, the GCV surface becomes much smoother. Our experiments indicate that at higher noise levels, local minima are not a signi cant problem 30]. However, at medium and low noise levels, local minima can indeed be a problem. Lay and Katsaggelos 21] have suggested imposing all the a priori information on the nal estimate and then restarting the algorithm with that estimate as the initial guess. Another scheme for dealing with local minima, hierarchical blur identi cation, has been developed by Lagendijk et al. in the context of the Expectation-Maximization algorithm 31]. These techniques may hold promise for the GCV criterion as well.
The parameter identi cation algorithm employed here used a search procedure developed by Powell 32] , which discards the direction of largest decrease at each iteration. This method requires no derivative information. The derivatives can be computed but are rather complicated and would not increase the e ciency of the search procedure. The algorithm alternately minimized the GCV error with respect to the image parameters and the blur parameters, alternating between the two until the rate of decrease in the GCV error fell below a speci ed value.
Experiments
Three blur identi cation examples are presented here to illustrate the performance of the GCV criterion. Both synthetic and photographic blurs are addressed. Furthermore, we demonstrate the technique for single-parameter and multiple-parameter blur models. In every case, the GCV results are compared to results obtained using the ML criterion with the search procedure described in the previous section.
Single-parameter synthetic out-of-focus blur
The 256 256 cameraman (Figure 1(a) ) image was blurred with a pillbox blur function for various radii to simulate the e ects of varying degrees of out-of-focus blur. Noise was added at levels of 30, 40, and 60 dB BSNR. BSNR is de ned here as BSNR = 10 log blurred image power noise variance
The initial conditions were as follows: = 0; v = h = 0:8: The radius was initially searched from 0:0 to 7:6 in increments of 0:4. GCV was then used to estimate the radius of blur, the image model, and the regularization parameter from the blurred and noisy image data. Results are summarized in Table 1 . For each case, the table gives the MSE improvement obtained by GCV. For comparison purposes, the table also shows the theoretical maximum MSE improvement given knowledge of the original image. (GCV assumes no such knowledge.) In every case, the GCV identi cation algorithm obtained reliable identi cation and restoration results. Figure 1(c) shows an example of GCV restoration for a BSNR of 40 dB and a radius of four. The minimum MSE (MMSE) choice of parameters yields the image in Figure 1 (e). The two restored images are virtually identical. The estimated image model parameters varied somewhat from one identi cation result to another. This is due to the use of the regularizing restoration structure and the fact that the image model does not t the image exactly. Di ering degrees of smoothing were necessary in certain frequency ranges depending on the amount of blur and noise. This variation appeared in the MMSE estimates as well as the GCV estimates. Another unexpected result is the fact that some of the estimated autocorrelation parameters were greater than one, which violates the assumed image model. If this were implemented recursively in the spatial domain, it would result in an unstable lter. However, in the frequency domain, this model simply has the e ect of shaping the estimated image power spectrum. The fact that these results appeared in the MMSE estimates as well as the GCV estimates con rms that this was not an e ect of the GCV technique.
The performance of GCV was also compared to ML for this problem with the same initial conditions and search procedure for both criteria. Table 2 summarizes the results. In every case, GCV achieved a more accurate estimate of the actual blur radius than did ML. This behavior lends weight to the conclusion that GCV is superior for single-parameter blur identi cation at a wide range of noise levels. The ML restoration for 40 dB BSNR and blur of radius four is shown in Figure 1(d) . The results for this case are almost indistinguishable from the GCV and MMSE restorations, although the MSE of this restoration was about 10% higher than that of the other two. The blurred image is shown in Figure 2(a) . The boundaries of the image were preprocessed to remove the e ects of the boundary discontinuities due to the use of the DFT. Ten pixels were removed on each side of the image, and the boundary values were interpolated to smooth any discontinuities. The image restored with the identi ed parameters is shown in Figure 2(b) . For comparison purposes, the image identi ed by the ML criterion is shown in Figure 2 (c). The ML criterion identi ed the blur length to beL = 40:1. The ML criterion clearly overestimated the length of blur, while the GCV criterion appears to have identi ed the blur length correctly.
Multiple-parameter photographic out-of-focus blur
The photographically blurred text image in Figure 3 (a) was used to test the GCV blur identi cation procedure for a multiple-parameter blur problem. The boundaries were preprocessed by removing a ten-pixel strip on both the sides and top and bottom. The values were then interpolated to smooth the discontinuities. The initial conditions 7 7 7 7 7 7 7 7 7 7 7 7 7 5 The deblurred image is shown in Figure 3(b) . GCV appears to have identi ed the blur adequately for the multiple-parameter case.
The same image was identi ed and restored using the ML criterion. The ML estimate for the blur is as follows: The image deblurred by the ML estimate is given in Figure 3 (c). The image deblurred by GCV is not as sharp as the ML image, but the ML image contains an objectionable amount of noise ampli cation.
Discussion
We have extended the GCV criterion to the problem of blur identi cation. The proof in the appendix provides a theoretical justi cation for using this criterion for ARMA modeling. Furthermore, our experiments con rm that the GCV criterion performs well for the blur identi cation problem. We used a DFT approach to evaluate the criterion e ciently; however, the GCV measure can also be evaluated with a recursive spatial-domain approach 33] .
A crucial question is how GCV compares to ML identi cation. The criteria are quite di erent in many respects, although similarities exist. GCV is a nonparametric estimation criterion | no particular probability density function is assumed in the derivation of the criterion. It is purely an algebraic formulation, based on minimizing a weighted sum of squared prediction errors. The rationale for cross-validation has been discussed at length in Section 3. The squared error measure may be justi ed by a statistical argument or adopted simply on the basis of analytic and computational simplicity. On the other hand, ML assumes that the original image and the noise have been generated by Gaussian processes. Given this assumption, ML determines the parameters that are most likely to have generated the degraded image on-hand. The two criteria are similar in that they both can be viewed as minimizing a function of the prediction error. However, these functions of prediction error di er considerably.
ML has the advantage of a more thoroughly developed history with ARMA modeing. ML parameter estimation is a standard signal processing technique, and algorithms such as Expectation-Maximization make ML straightforward to implement for blur identi cation 13, 21] . Nevertheless, the GCV criterion has strengths as well. In a recent paper, Fortier et al. compared GCV to ML in estimating the regularization parameter and found that GCV was far more robust than ML and performed much better for real images 33]. Furthermore, ML requires that the noise and signal variances be estimated separately, whereas GCV treats only their ratio. Only the noise-to-signal ratio is needed for the restoration. In addition, Wahba has shown in the context of regularization parameter estimation that ML converges more slowly than GCV as the number of observations increases 24]. Although no general conclusion is possible, the examples presented here show that GCV provides a more accurate estimate than ML in many cases. Further examples are reported in 30] for a variety of conditions.
An open area in image restoration is the identi cation of space-varying blurs. The GCV criterion used in this research assumed that the blur is space-invariant; a frequency-domain expression could then be used to evaluate the GCV error. If the space-invariance assumption is relaxed, then the GCV criterion becomes much more di cult to evaluate. Fortier et al. have developed a spatial-domain method for evaluating the GCV function 33], and it may be possible to use this approach to evaluate the GCV error for space-varying blurs. However, even if this can be done e ciently, the space-variant blur identi cation problem requires some rather restrictive assumptions. Because the quantity of data is severely limited relative to the inferences being made from the data set, some type of a priori knowledge must be incorporated into the identi cation problem to guarantee that the identi ed blur is statistically reliable. The proper choice and imposition of assumptions for spacevarying blur identi cation are important areas for future research in image restoration. Let g = Df + n = DL ?1 u + n; (16) where u is a zero-mean, white Gaussian noise process that is independent of n, and DL ?1 represents the ARMA model. 
where for convenience we have de ned the fr i g to represent the the ARMA model that appears in the GCV criterion (14) , as follows: r j = j^ j j 2 j^ j j 2 + : (22) Taking the derivative of (21) 
If the fr j g are normalized so that the right side of (24) 
The GCV criterion attains a minimum for the ARMA model speci ed by the choice of the fr i g above. This minimum gives unique values of the fr i g to within a scale factor. Comparing the GCV-minimizing ARMA model speci ed by (25) with the process that generated the signal g shows that the optimal choices are j^ j j 2 = j j j 2 , j^ j j 2 = j j j 2 , and = 
