Abstract-Multilabel image classification has been a hot topic in the field of computer vision and image understanding in recent years. To achieve better classification performance with fewer labeled images, multilabel active learning is used for this scenario. Several active learning methods have been proposed for multilabel image classification. However, all of them assume that either all training images have complete labels or label correlations are given at the beginning. These two assumptions are unrealistic. In fact, it is very difficult to obtain complete labels for each example, in particular when the size of labels in a multilabel dataset is very large. Typically, only partial labels are available. This is one type of "weak label" problem. To solve this weak label problem inside multilabel active learning, this paper proposes a novel solution called AE-WLMAL. AE-WLMAL explores conditional label correlations on the weak label problem with the help of input features and then utilizes label correlations to construct a unified sampling strategy and evaluate the informativeness of each example-label pair in a multilabel dataset for active sampling. In addition, a pruning strategy is adopted to further improve its computation efficiency. Moreover, AE-WLAML exploits label correlations to infer labels for unlabeled images, which further reduces human labeling cost. Our experimental results on seven real-world datasets show that AE-WLMAL consistently outperforms existing approaches.
labels from oracle to optimize the performance of a learned model. It has been widely used in the multimedia research community to reduce human labeling effort. A general introduction and survey of the most recent developments applying active learning in the multimedia research community can be found in [1] . It considers two application domains: image and video annotation [2] , [3] and content-based image retrieval [4] , [5] . In this article, we focus on image classification for building an image classifier with a good generalization ability.
In traditional image classification, each image can only be classified into one class, which is well-known as single label classification, including binary and multi-class classification [6] , [7] . However, in the real world, images are always simultaneously associated with multiple labels according to their contents [8] [9] [10] [11] [12] . It is known that in order to train a good model for multi-label image classification, we should have enough images with high-quality labels. However, it is not unusual that we do not have enough such images in many real-world applications [13] . Furthermore, the cost of acquiring high-quality labels for images is very high, in particular when images are associated with a great deal of labels [14] , [15] . For the sake of reducing the labeling effort and the corresponding cost, active learning methods have been widely used in this field [16] . The main purpose of active learning is to obtain the best model with the least labeling effort and cost. There are several studies on this topic [17] , [18] [19] [20] [21] [22] [23] [24] [25] .
However, all of the previous studies on multi-label active learning ignore a grim fact: Not all labels are available [26] , [27] . For example, if a label space for an image training set contains sunset, beach, urban and field, annotators should provide the labels on sunset, beach, urban and field for all images. However, in many cases, it is difficult to provide all labels. Thus, only a portion of labels are usually provided. As can be seen from Fig. 1 , many images are only labeled with partial labels. In such a scenario, the training set contains many weak labeled images [27] [28] [29] . This paper focuses on the weak label problem in multi-label active learning for image classification.
As we know, if all labels are independent in a multi-label classification application, a multi-label problem can be solved easily by decomposing into a series of binary classification problems. However, it is common for the labels in a multi-label problem to be correlated. Such a decomposition ignores the correlations among labels. In recent years, researchers have realized the importance of label correlations in multi-label classification. Research results show that label correlations play a significant role in improving the performance of multi-label classifiers [30] [31] [32] [33] . In this paper, we study how to explore label correlations in a weak label setting and construct a unified sampling strategy based on the captured label correlations for active sampling. Specifically, we propose a novel solution called AE-WLMAL, which designs an effective sampling strategy under a weak label scenario for multi-label active learning. It has the following three characteristics.
First, it studies the weak label problem using problem transformation as the base approach for building multi-label classifiers, which is more suitable for weak label scenarios.
Second, it uses conditional label dependence to explore label correlations on the weak label problem with the help of input features of data. The label correlations are utilized to construct a unified sampling strategy to evaluate the informativeness of each example-label pair and determine which unknown label needs to be acquired from oracle. Meanwhile, it can avoid acquiring those labels that can be inferred from the obtained labels based on label correlations. These labels inferred with high confidence can be directly used in multi-label active learning, which is the third characteristic that will be discussed next.
Third, it combines human labeling with automatic labeling together to propose an integrated framework to further reduce the human labeling cost, which can use obtained labels to infer some unknown labels with label correlations.
The rest of the paper is organized as follows. In the next section, we briefly introduce the concept of multi-label active learning and related work. In Section III, we propose a new label correlation exploring method on the weak label problem and a computation efficiency optimization method for obtaining conditional label dependence. In Section IV, we propose a novel approach, a weak labeled multi-label active learning method with automatic labeling for image classification. In Section V, we investigate the performance of our novel active learning method on four image datasets and three non-image datasets and compare it with recent closely related active learning methods. Finally, we conclude our work and discuss further work in Section VI.
II. RELATED WORK
Active learning is one of the most common methods in machine learning. Given a large pool of unlabeled examples, an active learner can iteratively select the most informative example from the pool to query an oracle or a human annotator for its true labels. It has been widely used in many specific areas, such as image classification, text categorization, and automatic annotation of multimedia content. The research results on multi-label active learning can be divided into two major categories: Example based sampling strategies and example-label pair based sampling strategies. The example based sampling strategies take each example as a sampling unit and measure the informativeness of each complete example. However, the example-label pair based strategies take each example-label pair as a sampling unit and measure the informativeness of each example and the informativeness of each label of this example. Therefore, an intelligent example-label pair based sampling strategy is able to reduce labeling effort to a great extent.
There are several articles on active learning for multi-label image classification. Tang et al. [18] proposed semantic-gaporiented active learning for multi-label image annotation, which incorporates the semantic gap measure into an information minimization-based example selection strategy. Li et al. [19] proposed two multi-label active learning strategies, a maxmargin prediction uncertainty strategy and a label cardinality inconsistency strategy and also integrated the two methods together in an adaptive way to obtain better results. Wu et al. [20] proposed a prototype of an example-label pair based batch mode active learning method for multi-label image classification, which selects the most uncertain example-label pair for reducing labeling effort. The above three methods ignore the interdependences between two labels. Qi et al. [21] proposed a 2DAL method, in which the example-label pair is used as the sampling unit and the mutual information of the label in this example-label pair across all other labels is used to measure the informativeness of this example-label pair. A labeled training set constructed by 2DAL is with incomplete labels. The problem created by incomplete labels was handled by integrating the unlabeled data to yield the marginal distribution of the labeled data. As we know, when a training set is small, predictions from a model built from the training set are inaccurate. Therefore, estimating label correlations based on such a model is not a good idea. Zhang et al. [22] proposed an example-label pairs based sampling approach by incorporating uncertainty with given static label constraints. According to our knowledge, it is not available for updating the label correlations. Bang et al. [23] proposed a batch mode active learning method, which selects a batch of example-label pairs by incorporating label correlations with uncertainty in each iteration of active learning. This method uses rule mining to explore label dependences. However, it is not suitable for the weak label problem. Ye et al. [25] uses chi-square statistics to evaluate label correlations and considers positive relationships and negative ones simultaneously. It is also not suitable for the weak label problem. In fact, as the active learning process proceeds, we gradually have more and more examples with complete or partial labels. With these examples and their requested labels, we can dynamically update the label correlations. Then, we can select the most effective example-label pairs to request their labels. In short, there exists a large problem: There is no effective way to start active learning with weak labeled images or to obtain label correlations iteratively under the weak label problem.
III. LABEL DEPENDENCE EXPLORATION ON THE WEAK LABEL PROBLEM
In this section, we propose a new label correlation exploring method, in which label correlations are explored from labels and the feature space of examples. Then, we obtain a correlated label set for each label based on the label correlations. After this, we propose a novel example-label based multi-label active learning sampling strategy, which selects the most informative example-label pairs by integrating uncertainty with information gain over the correlated labels. Furthermore, to improve efficiency, a pruning strategy is adopted.
A. Problem Transformation
Before presenting problem transformation of multi-label classification, we first briefly describe what multi-label classification is. In machine learning, multi-label classification is a variant of traditional single-label classification. Unlike singlelabel classification, which makes a prediction for an unseen instance whether it belongs to only one label of a potential label set, multi-label classification makes predictions for an unseen instance whether it belongs to each label in a multi-label set.
There are two typical frameworks for multi-label classification: problem transformation and algorithm adaptation [34] . Problem transformation decomposes a multi-label classification problem into several independent binary classification problems. Algorithm adaptation adapts existing algorithms to deal with multi-label data directly. Because of the loss of partial labels, algorithm adaptation is not easily adaptable to the multilabel classification problem with partial labels. Therefore, we will study multi-label classification with partial labels using problem transformation as the base approach for building multilabel classifiers.
An example of problem transformation is shown in Fig. 2(a) . That is, given a multi-label classification problem with T labels, T sub-training sets are decomposed from an initial multi-label training set, and then T single label classifiers are built from each sub-training set to make predictions for future unseen examples. 
B. Conditional Label Dependence
As is known, when a multi-label problem is transferred into several single label problems, label correlations are neglected during the transformation process. However, studies have shown that the correlations between labels should not be overlooked. Thus, to compensate for this deficiency, we develop a pair-wise method for mining label dependence under a scenario of partial labels.
Two types of dependence should be distinguished when analyzing label dependence in multi-label classification [35] , i.e., conditional and unconditional label dependence. Conditional label dependence captures the dependence between labels from a specific set of examples. Unconditional label dependence is a global static dependence that is independent of concrete observation. In the weak label scenario, it is impossible to directly obtain global unconditional label dependence. Thus, we explore the conditional label dependence among the label set.
Unlike unconditional label dependence, conditional label dependence is associated not only with external labels but also the feature space of examples, which is used in multi-label learning algorithm Classifier Chains [36] . In this paper, conditional label dependence is used to derive associated label sets for each label in multi-label classification.
The conditional dependence of each pair of labels can be estimated by evaluating the gain from exploiting this dependence for binary classification of each label pair. In other words, we can follow the definition of conditional independence of a pair of labels. As is known, if the pair of labels is conditionally independent, the predictions for either one of the two labels from a probability-based classification model trained on a regular feature space should be the same as the predictions for this label from a probability-based classification model trained on the same feature space augmented by another label of this pair.
Suppose that a multi-label dataset has T labels. It has T × (T − 1)/2 different pairs of labels. We need to estimate the dependence of each pair of labels. To estimate the dependence of each pair of labels (denoted as y i and y j ), we need to train four binary classifiers. Two classifiers are trained only on the original feature space with each label as the target. We use h O i to denote the classifier with y i as the target and h O j denoting the classifier and y j as the target. We also train another two classifiers denoted as h ij and h j i . h ij is trained on the original feature space augmented by the label y i with the label y j as the target, and the corresponding classifier h j i is trained on the original feature space augmented by the label y j with the label y i as the target.
Using k-fold cross-validation, we can obtain the accuracy of each classifier. Obviously, if the accuracies h ij and h j i are both significantly higher than their corresponding classifiers h O j and h O i , we can view the two labels y i and y i as conditionally dependent.
The statistical significance of the average accuracy difference between each pair of classifiers (a pair of h ij and h O j , another pair of h j i and h O i ) is determined using a paired t-test
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are the unbiased estimators of the variances of the two accuracies.Ā 1 is the average accuracy of the first classifier, andĀ 2 is the average accuracy of the second classifier. Fig. 3 illustrates the procedure of obtaining the conditional label dependence of a pair of labels. Note that our research focuses on multi-label active learning with partial labels. That is, there are missing labels in the original training set. As Fig. 3 shows, there are three labels (i.e., y 1 , y 2 , y 3 ) for this multi-label dataset. Thus, there are three pairs of labels, i.e., y 1 and y 2 , y 1 and y 3 , y 2 and y 3 . We explain in detail how to estimate the dependence between y 1 and y 2 . The procedure for estimating the dependence of other pairs of labels is the same.
Before we train four corresponding classifiers for the label pair y 1 and y 2 , we need to prepare the training sets for each classifier. As the original training set has missing labels and either label y 1 or y 2 will be the target in its four corresponding classifiers, we filter the examples that have missing values for either label y 1 or y 2 . Then, we obtain an intermediate dataset denoted as D 12 (the most left sub-table, containing y 1 and y 2 ) as shown in Fig. 3 . Based on the intermediate dataset D 12 , we prepare four training sets for building four corresponding classifiers, i.e., h O 1 , h O 2 , h 12 , h 21 . According to k-fold crossvalidation of the four corresponding classifiers, we can obtain the statistical dependence of the pair-wised labels y 1 and y 2 using (1). The conditional label dependence for other pairs of labels is calculated in the same way.
C. A Correlated Label Set for Each Label
As is known, a label may not correlate to all other labels in a multi-label dataset. We investigate the label dependence on multi-label image datasets and show our analysis on two datasets in Fig. 4 (a) and 4(b). Fig. 4(a) illustrates the dependence of all pairs of labels on the image dataset Scene, which has six labels. Fig. 4(b) shows the dependence of all pairs of the first 40 labels on the image dataset NUS_WIDE. Note that NUS_WIDE has 81 labels in total. To see the illustration clearly, we only show the label dependence of all pairs of the first 40 labels.
Both Fig. 4 (a) and 4(b) show that a label may be correlated to some labels but not all other labels. Among the correlated labels, the degree of correlation is different. Thus, it is necessary to distinguish its correlated labels for a specific label in a multilabel dataset. The degree of dependence of each pair of labels is shown in Fig. 4(a) and 4(b) . The deeper the color, the greater the dependence is. In multi-label active learning, it is obvious that we should pay more attention to the pairs of labels that have greater dependence; when we request one label for a specific example from the oracle, we automatically obtain the possible information for the other label in the pair if this pair of labels is completely dependent.
In addition, when a multi-label dataset has a large number of labels, the computation cost for evaluating the effectiveness of each example-label pair is very high. To reduce the computational cost and promote the efficiency of multi-label active learning, it is necessary to choose a few highly dependent labels as the correlated label set for each label in a multi-label dataset. The correlated label set for each label can be obtained by setting a threshold over the conditional dependence calculated following (1) between this label and all others. The threshold can be set by looking up the t-statistical table. As is known, the higher the threshold, the smaller the correlated label set is.
D. Information Gain Over the Correlated Label Set
After having obtained the correlated label sets for all labels in a multi-label dataset, we introduce the information gain over the correlated label sets into the multi-label active learning sampling process. Considering an active learning task for multi-label image classification, each image is associated with multiple labels. Our goal is to learn a classifier for each label:
.., T . Again, we focus on multi-label active learning with partial labels. That is, each training example is associated with T labels, but not all labels have available values.
During the active learning process, it is necessary to evaluate the informativeness of each example-label pair. Before discussing how to evaluate the informativeness of each example-label pair, we introduce some notations that are used later. We use UL(x j ) to denote the set of unknown labels of a specific example x j , L(x j ) to denote all labeled labels of this example x j , and CL(y i ) to denote the correlated label set of the label y i . Note that obtaining the correlated label set CL(y i ) for the label y i was discussed in the previous subsection.
To evaluate the informativeness of each example-label pair, we need to estimate the information gain over the correlated label set CL(y i ) for an unlabeled label y i in UL(x j ). This information gain is estimated by KL divergence (Kullback-Leibler Divergence), which is defined as follows:
As indicated previously, we will propose an example-label based multi-label active learning algorithm. That is, in each iteration of active learning, we need to choose the most informative example-label pairs to request labels from the oracle. Evaluating the informativeness of each example-label pair is the key of active learning for multi-label classification. It is obvious that both the uncertainty of an example-label pair and its information gain obtained from (3) are the important factors for constructing an evaluation criterion. Since entropy is a common method for measuring uncertainty, the informativeness of an example-label pair (x j , y i ) can be evaluated as follows:
wherep(y i |x j ) denotes the posterior probability of label y i of example x j belonging to the positive or negative class produced by its multi-label learning model. If the correlated label set CL(y i ) of label y i is empty, (4) will reasonably degenerate to consider uncertainty only. After integrating the uncertainty and information gain into the evaluation of the informativeness of an example-label pair, we can use it as a selection criterion to select the most informative example-label pairs as follows:
where UD denotes the unlabeled dataset. Note that this is our conference paper [37] , called WLMAL.
E. Computation Efficiency Optimization
As noted above, the process of obtaining conditional label dependence is the most important step. However, it is time consuming to evaluate conditional label dependence, in particular when the label space is very large. To improve the efficiency of this evaluation process, we adopt a pruning strategy before the process of obtaining conditional label dependence.
Our existing studies indicate that each label is always correlated with some labels but not all of them. Calculating conditional dependence among two uncorrelated labels is useless. Only exploring conditional label dependence among correlated labels can greatly reduce computation time. Therefore, before exploring the conditional label dependence for each label, a correlation coefficient should be calculated for each pair of labels. Here, the Phi coefficient is adopted as the correlation coefficient, which is a measure of the association between two Table I. In the above table, n 00 , n 01 , n 10 and n 11 are non-negative counts of observations, n 0 * = n 00 + n 01 , n 1 * = n 10 + n 11 , and N is the total number of observations, i.e., N = n 0 * + n 1 * . The Phi coefficient that describes the correlation between y i and y j is defined as follows:
After the Phi coefficient of each pair of labels is calculated, a correlated label set of each label can be obtained if a determination criterion is set. After the correlated label set of each label is obtained, the process of voting committee constructions for each label and information measurement for each examplelabel pair is based on the correlated label set (not all other labels) of each label, so computation time is significantly reduced. To reach a better understanding, we provide the following explanation.
Given a multi-label dataset with T labels, without computation efficiency optimization, we know that there are T × (T − 1) auxiliary classifiers that need to be built to obtain the dependence matrix D, and to make the results more accurate, k crossvalidation should be used for each classifier. Thus, the total times for computing conditional label dependence is T × (T − 1) × k, and the time complexity of this process is O(T 2 ) when k << T (note that k is a constant). However, as observed previously, each label is always correlated to some of the labels but not all the labels. Thus, there is no need to calculate such dependence on non-correlated labels. For a multi-label dataset, let us assume that each label is correlated with t labels on average. Then, we only need to build T × t auxiliary classifiers, and k cross-validation is still necessary. Thus, the total time that is necessary to compute conditional label dependence is T × t × k, and the time complexity of this process is O(T) when k << T and t << T. Again, k is a constant. Note that after the computation efficiency of conditional label dependence is optimized as above for WLMAL [37] , we refer to it as E-WLMAL.
Here, the Phi correlation is only used for measuring whether there is a dependency between two labels. Note that we only need to determine whether the Phi coefficient is zero. If a Phi coefficient is zero, this label pair is pruned. Otherwise, we compute its label dependence. 
IV. WEAK LABELED MULTILABEL ACTIVE LEARNING WITH AUTOMATIC LABELING
A typical multi-label active learning consists of three important parts, such as the learning engine, sampling strategy and annotators. Among them, the sampling strategy has been studied to a great extent in previous studies. In this paper, we first propose an effective sampling strategy on the weak label problem. Moreover, to further reduce the labeling cost, an integration of human labeling and automatic labeling is also studied from the aspect of the annotator.
In this section, we first present a typical semi-supervised framework for single-label active learning. Then, a novel multilabel active learning framework for weak labeled image classification (called AE-WLMAL) is put forward, which combines E-WLMAL with automatic labeling. With this framework, the complete algorithm is presented later.
A. A Typical Framework of Semi-Supervised Active Learning
As is known, self-training is a useful technique in semisupervised learning [38] , which has been introduced into singlelabel active learning for reducing human annotation efforts [39] . During self-training, an initial classifier is obtained from scarce labeled training examples first, and then this classifier is used to perform classification for unlabeled examples. Generally, unlabeled examples with the highest certainty are added to the current training set along with their predicted labels. Next, the classifier is re-trained on the expanded training set. The framework of typical semi-supervised active learning for single-label classification is shown as Fig. 5 .
Intuitively, the probability of introducing an error label is minimal if an example is selected from the most explicit results under a current classifier. However, from the perspective of information content, an example with the highest certainty always contains the least information. Thus, the effect of adding these examples to the training set on the current classifier is very limited. During the process of active learning, examples containing the most information are the most uncertain examples that are sampled from the unlabeled example pool. How can we infer the labels for the most uncertain examples? In this paper, we introduce conditional label dependence into the framework of semi-supervised active learning and propose an automatic labeling method with MV, i.e., majority voting, which is discussed next.
B. Our Novel Framework With Automatic Labeling
Let us engage in a discussion regarding the feasibility of introducing automatic labeling. Semi-supervised learning is a well known learning method. It faces the same problem as active learning. That is, labeled data are limited, but unlabeled data are abundant. Semi-supervised learning does not require manual intervention and predicts the labels of the image only by using the trained classifier. Obviously, there is a challenge, i.e., ensuring prediction accuracy when semi-supervised learning is used for automatic labeling. To solve this thorny problem, an ingenious way based on the obtained label correlations is considered in this paper.
Before introducing our automatic labeling method, we perform further analysis of the conditional label dependence. As observed in Section III-C, after obtaining the conditional dependence matrix, a correlated label set for each label can be determined. In Section III-D, we utilized the correlated label set of each label to obtain its information gain. We call this correlated label set condep-set. As is known, if a classifier is built on the original feature augmented by each label in condep-set, the performance of this classifier is always more superior than the classifier built on the original feature only. Based on this idea, we propose making full use of condep-set to construct an ensemble of classifiers, which form an effective voting committee for the to-be-label label. Obviously, this action further augments predictive performance and ensures the quality of automatic labeling.
Here, we exploit condep-set to infer the labels for unlabeled images. Supposing that the condep-set of Label t is Label 1 , . . . , Label n , first, n classifiers Classif ier 1 , . . . , Classifier n are built on the original feature space augmented by each label in condep-set. As discussed previously, the classification accuracy of Label t can be improved by these augmented classifiers. Then, we construct a voting committee for label Label t , as shown in Fig. 6 .
After having constructed a committee of classifiers for each label, we can make use of these committees to predict the labels for the most informative examples selected by our active sampling. Majority voting is a decision rule that makes predictions according to the majority. We automatically annotate label Label t if it has high voting consistency. That is, our active sampling does not need to query these labels from the oracle, so it can significantly reduce human annotation efforts. The framework of our novel method with MV is shown in Fig. 7 .
As shown in Fig. 7 , during each iteration of active learning, after having selected the most informative unlabeled examples, we divide them into two sets. One set can be classified by the current constructed committees, and the other set is labeled by human experts. In the next subsection, we provide the details of our semi-supervised active learning algorithm AE-WLMAL.
C. Complete Algorithm
Now, it is time to briefly show the complete framework of our algorithm AE-WLMAL in Algorithm 1.
AE-WLMAL is an iterative active learning process. It first evaluates the informativeness of each example-label pair. Then, it chooses the example-label pair to acquire its label, which has the highest informativeness. After the label of this examplelabel pair is obtained, this example-label pair is put into the training set. With the updated training set, AE-WLMAL updates the conditional label dependence with that example-label pair. Again, AE-WLMAL iteratively updates the conditional label dependence during its active learning process. Thus, it can guarantee that the obtained label dependence dynamically fits the current training set. This is unlike all previous methods. In addition, according to our knowledge, it is the first method to use conditional label dependence to obtain label correlations with weak labels. We investigate its performance by comparing it with previous methods in the next section.
V. EXPERIMENTS
In this section, we evaluate our proposed AE-WLMAL by conducting experiments on four image multi-label datasets (i.e., Scene, NUS-WIDE, Corel5k, and Corel16k). To further investigate the versatility of AE-WLMAL, we also conduct experiments on three non-image multi-label datasets (i.e., Genbase, Emotions and Yeast). All of these datasets can be downloaded from MULAN [40] . The characteristics of these datasets are shown in Table II .
Algorithm 1: AE-WLMAL

Input:
The labeled example-label set LD; The unlabeled data set UD; The size of label set T. We compare our AE-WLMAL and E-WLMAL with the following approaches in our experiments.
Procedure:
WLMAL -an example-label pair-based sampling method proposed in our conference paper [40] , which proposes a solution for the weak label problem on multi-label active learning for image classification.
CSMAL -an example-label pair-based sampling method proposed in [25] , which uses chi-square statistics to evaluate label correlations.
MTAL -a method proposed in [22] , which takes output constraints into account during the active sampling process.
LMAL -the closest related method proposed in [20] , which selects a batch of example-label pairs with the most uncertainty.
Adaptive -an adaptive method proposed in [19] , which integrates the uncertainty and the label cardinality together.
TDAL -a method proposed in [21] , which selects the example-label pairs based on the informativeness measurement, in terms of mutual information.
In our experiments, BRkNN [34] is used as the base learner, which is a typical model of problem transformation. It is a widely used multi-label learning algorithm and has been implemented in MULAN [39] , an open source Java library for multi-label learning. For each dataset, we first randomly divide an entire dataset into three partitions: an initial labeled set, an unlabeled pool and a test set. For each dataset, we randomly select 30% instances as the test set, and the rest works as the unlabeled pool after a few examples are chosen as the initial labeled set. For each image dataset, we randomly choose 10 examples as the initial training set, and for each non-image dataset, we choose 30 examples as the initial training set. Considering the size of all datasets and the time consumption of our experiments, we set the number of active learning iterations as 100 for the dataset flags and as 400 for the other datasets. For comparison purposes, we select T example-label pairs in each iteration for seven example-label pair based methods (i.e., AE-WLMAL, E-WLMAL, WLMAL, CSMAL, MTAL, LMAL and TDAL), and for the Adaptive method, we select one complete example to request all labels in each iteration. Three evaluation metrics are used in our experiments, i.e., Accuracy, Macro-F1 and Micro-F1. Each experiment is repeated 10 times, and the average experimental results are shown in the following figures.
We first present the computation efficiency optimization of E-WLMAL and then analyze our experimental results on four image datasets and three non-image datasets.
A. Investigation of Computation Efficiency Optimization
It is first necessary to investigate the computation efficiency optimization of AE-WLMAL and E-WLMAL. As is known, AE-WLMAL is an advanced version of E-WLMAL. AE-WALMAL has an extra component (automatic labeling). It is unfair to compare the computation time of AE-WLMAL with WLMAL directly. Therefore, we only compare E-WLMAL with WLMAL in our experiments.
We conduct our experiments on a workstation with Intel(R) Xeon(R) CPU E3-1270v3 3.50 Hz 8-core CPU, 16 GB RAM, Java 7 VM and 64 bit Windows 7 OS. We have a head-tohead comparison in terms of the total times for computing conditional label dependence as well as the total running time for computing conditional label dependence. Our experimental results on two image datasets Scene and NUS_WIDE are shown in Figs. 8 and 9 , respectively. Note that the left-side sub-figure in Figs. 8 and 9 shows the total times for computing conditional label dependence, and the right-side sub-figure in Figs. 8 and 9 shows the total running time in seconds for computing conditional label dependence.
From Figs. 8 and 9, we can see that the computation efficiency optimization significantly reduces the total times of computing conditional label dependence, and the total running time is also significantly reduced after optimization is applied. As discussed in Section III-E, the time complexity of WLMAL is proportional to the number of labels in the multi-label set of a multi-label classification domain. Since the number of labels in the multi-label dataset NUS_WIDE (i.e., 81 labels) is much more than that of the multi-label dataset Scene (i.e., only six labels), both the total times and the total running time for computing the conditional label dependence on the dataset NUS_WIDE is much higher than that on the dataset Scene. Furthermore, we can see that the reduction of both the total times and the running time on the dataset NUS_WIDE is much higher than that on the dataset Scene. That is, the improvement in computation efficiency optimization is more significant when there are more labels in a multi-label domain. Time complexity reduction is very important in image recognition applications [41] .
B. Classification Performance Investigation
In the above section, our experimental results showed that E-WLMAL can significantly reduce the computation workload of WLMAL. In this subsection, we conduct experiments to investigate the classification performance of both AE-WLMAL and E-WLMAL compared with the other six state-of-the-art multilabel active learning methods (i.e., WLMAL, CSMAL, MTAL, LMAL, Adaptive, and TDAL).
1) Results on Image Datasets:
We conduct experiments on four image datasets (i.e., Scene, NUS_WIDE, Corel5k and Corel16k), which are shown in Table II . Note that Corel5k and Corel16k are two large image datasets that have more instances and labels. As shown in Table II , Corel5k has 3000 instances and 374 labels, and Corel16k has 13811 instances and 161 labels. These four image datasets are used to investigate the adaptability of all seven methods. In the experiments, the threshold of MV is set as 0.9 for AE-WLMAL.
The average experimental results for AE-WLMAL, E-WLMAL and the other six methods on four image datasets are shown in Figs. 10-13 in terms of three evaluation metrics. From these figures, we can make the following conclusions: 1) all example-label pair based methods perform better than the example based method (i.e., Adaptive) in multi-label active learning, although the example based method Adaptive enhances the performance of multi-label classification. This indicates that example-label pair based methods are superior to example-based methods. For this reason, researchers nowadays focus on taking an example-label pair as a sampling unit in multi-label active learning, which also results in the weak label problem. 2) Among the example-label pair based methods, the methods (i.e., AE-WLMAL, E-WLMAL, WLMAL, CSMAL, MTAL, and TDAL) that take label correlations into consideration during the active learning process perform better than the one (i.e., LMAL) that ignores label correlations. In recent years, researchers have realized the importance of label correlations in multi-label classification and multi-label active learning. The related studies show that label correlations play a significant role in both improving the performance of multi-label classifier and optimizing sampling strategies in multi-label active learning. This is confirmed according to the above experimental results. 3) Among the methods that consider label correlations in the active learning process (i.e., AE-WLMAL, E-WLMAL, WLMAL, CSMAL, MTAL, and TDAL), our method, AE-WLMAL, always performs the best on all four datasets in terms of the three evaluation metrics. E-WLMAL performs similarly to WLMAL. Both E-WLMAL and WLMAL perform better than the others (i.e., CSMAL, MTAL, and TDAL). MTAL is a sampling approach that incorporates uncertainty with given static label constraints. The label correlations are not updated during the active learning process.
Obviously, different datasets correspond to different label correlations. Therefore, the adaptability of MTAL relies on specific datasets. It is not applicable in real-world situations. TDAL uses the mutual information of the label in an example-label pair across all other labels to measure the informativeness of this example-label pair. The labeled training set constructed by 2DAL is with incomplete labels. It handles the problem brought by incomplete labels by predicting based on a model built from a training set. Therefore, estimating label correlations based on such a model is not a good idea. CSMAL uses chi-square statistics to evaluate label correlations and considers positive relationships and negative ones simultaneously. It also requires that the labeled examples have full labels when mining label correlations. However, our methods (AE-WLMAL, E-WLMAL and WLMAL) can explore label correlations on the weak label problem and then consider the information gain from correlated label sets during the active learning process. The experimental results show its effectiveness.
2) Results on Nonimage Datasets: In order to investigate the universality of the two new methods AE-WLMAL and E-WLMAL, we conduct experiments on three non-image datasets (i.e., Emotions, Genbase, and Yeast), one music dataset and two biology datasets. As shown in Table II , Emotions has 6 labels, Genbase has 27 labels and Yeast has 14 labels. Among them, the feature dimension of Genbase is 1186 (the largest one), and that of Emotions is 72 (the smallest one). These three non-image datasets are used to investigate the universality of all five methods.
Our experimental results are shown in Figs. 14-16. From these figures, we can make the following conclusions. 1) Although the example based method Adaptive performs better on yeast than on the other two datasets, it is still the worst among the seven methods. As a whole, all example-label pairbased methods perform better than the example based method (i.e., Adaptive) in multi-label active learning. 2) Among the example-label pair based methods, the methods that take the label correlations into consideration during the active learning process perform better than the one (i.e., LMAL) that ignores label correlations, although LMAL enhances the performance of multi-label classification. 3) Among the methods that consider label correlations in the active learning process, our method AE-WLMAL always performs the best on all three datasets, followed by the method E-WLMAL, in terms of the three evaluation metrics. This shows that considering information gain from correlated label sets during the active learning process, which is used in AE-WLMAL and E-WLMAL, is more effective. Again, that AE-WLMAL performs better than E-WLMAL is due to automatic labeling.
Figs. 14-16 show that the conclusions made in the last subsection are sustained. That is, our proposed method AE-WLMAL performs very well on non-image datasets. It can be directly applied to non-image datasets.
VI. CONCLUSION AND FUTURE WORK
In this paper, we proposed a novel multi-label active learning method under the weak label scenario for multi-label image classification, i.e., AE-WLMAL, which integrates the uncertainty and information gain obtained from the correlated label sets to select the most informative example-label pairs. The procedure for obtaining the correlated label set for each label in a multi-label dataset exploits label dependence with input features. In contrast with existing methods, the proposed approach AE-WLMAL explores label correlations under the weak label scenario of multi-label classification, which not only considers how to obtain the correlated label sets by exploiting conditional label dependence but also iteratively updates the correlated label sets during the active learning process. In addition, a pruning strategy is adopted to improve computation efficiency. Furthermore, AE-WLAML exploits label correlations to infer labels for unlabeled images, which further reduces human labeling cost. Our experimental results show that AE-WLMAL performs better than existing methods.
There are several important issues that can be further investigated in the future.
1) Note that the important hypothesis of traditional active learning is that the labels are provided by experts. Note that we only consider the selection strategy for multi-label active learning but have not considered how to annotate the selected example-label pairs. One important research direction is to incorporate crowd computing into active learning. Crowd computing is referred to as problem solving using crowdsourcing, which was first proposed in [42] . In crowdsourcing, a group of people are asked to contribute to a task. One of the most remarkable applications of crowdsourcing is Amazon Mechanical Turk (MTurk), a marketplace for providing solutions to micro tasks. To collect labels for unlabeled images, each unlabeled image is submitted as a task to MTurk for people to provide labels. Its advantage is that plenty of cheap labels can be obtained in a short time; a disadvantage is that the obtained labels may have errors because of the different labeling abilities of labelers. 2) Active learning is a learning program that actively acquires extra information with an effort for a certain gain in building models. Both efforts and gains are quantified by cost on the same scale. Thus, the goal of active learning is to minimize total cost. It is interesting to study multi-label active learning in a cost-sensitive framework [43] [44] [45] . 3) In addition, in many real-world applications, the features that present the images need to be extracted from the images. We will investigate the performance of different feature extraction methods in multi-label active learning for image classification [46] [47] [48] .
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