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An extension of the LQRLQG methodology to systems with saturating actua-
tors, referred to as SLQRSLQG, is obtained. The development is based on the
method of stochastic linearization. Using this method and the Lagrange multiplier
technique, a solution to the SLQRSLQG problem is derived. This solution is
given by the standard Riccati equations coupled with two transcendental equations,
which define the variance of the signal at the input of the saturation and the
Lagrange multiplier associated with the quadratic performance index. It is shown
that, under the standard stabilizability and detectability conditions, these equations
have a unique solution, which can be found by a simple bisection algorithm. When
the saturation is removed, these equations reduce to the standard LQRLQG
solution.  2000 Academic Press
Key Words: disturbance rejection; saturating actuators; stochastic linearization;
LQRLQG.
1. INTRODUCTION
The LQRLQG methodology is one of the main techniques for control
systems design. It is applicable, as the abbreviation implies, to linear
systems with quadratic performance indices. In practice, however, even if
Žthe plant can be viewed as linear or linearized, when the controller forces
.its operation close to an operating point , the actuator is often nonlinear.
This happens because actuators are typically limited in power, and there-
fore, amplitudes and rates of signals at their outputs exhibit saturation.
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Moreover, this nonlinearity cannot be linearized since keeping the plant
close to an operating point may require large control signals.
In these situations, the appropriate model of the system is a linear plant
and a nonlinearsaturatingactuator. The LQRLQG methodology is
not applicable in this case. In this paper we extend the LQRLQG theory
to systems with saturating actuators. The resulting technique is referred to
as SLQRSLQG, where the S stands for ‘‘saturating.’’
The approach of this work is based on the method of stochastic lin-
 earization 14 . According to this method, the saturation nonlinearity is
replaced by an ‘‘equivalent gain,’’ which is a function of the steady-state
variance of the signal at its input. In this regard, stochastic linearization is
 similar to the method of describing functions 3, 5 , whereby the nonlinear-
ity is also substituted by an ‘‘equivalent gain,’’ which is a function of the
amplitude of a harmonic signal at its input.
Using this approach and the Lagrange multiplier technique, we show
that the solution of the SLQRSLQG problem is given by the usual
Riccati equations coupled, however, with two transcendental equations,
which define the variance of the signal at the input of the saturation and
the Lagrange multiplier associated with the quadratic performance index.
We show that, under the standard stabilizability and detectability condi-
tions, these equations have a unique solution, which can be found by a
simple bisection algorithm.
It should be pointed out that stochastic linearization has been used in
Ž  the context of the LQRLQG theory in the past see 6, 7 and the
.references therein , but no computable solutions for the LQRLQG
problem for systems with saturating actuators have been found. Also,
saturating actuators have been studied in the context of feedback systems
Ž  .stability and performance in numerous publications e.g., see 818 , but
the problem of designing controllers that minimize a quadratic perfor-
mance index remains open. The present work is intended to contribute to
this end.
The outline of this paper is as follows. In Section 2, the problem is
formulated. Section 3 gives a brief review of the stochastic linearization
technique. Sections 4 and 5 are devoted to SLQR and SLQG, respectively.
In Section 6, the conclusions are formulated. All proofs are given in the
Appendix.
2. PROBLEM FORMULATION
Ž . Ž .Consider the system shown in Fig. 2.1, where P s is the plant, C s is
Ž .the controller,  u is the static saturation nonlinearity
u
 u   sat ,  0,  0, 2.1Ž . Ž .ž /
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FIG. 2.1. System model.
Ž . Ž . Ž .A s describes the dynamics of the actuator, F s and F s are coloring1 2
Ž . Ž .filters, and H s and H s are weighting filters. Signals u,  , y are1 2
the commanded control, actual control, and measured output, respectively,
w , w  are standard uncorrelated white noise processes, and z , z 1 2 1 2
are the controlled outputs. Assume that the system, excluding the con-
troller, has the state-space representation
x  A x  B w B  uŽ .˙G 0 G 1 2
z C x D u ,1 G 12 2.2Ž .
y C x D w ,2 G 21
 T T T T T T T nG  Twhere x  x x x x x x  , w w w , and zG P A F F H H 1 21 2 1 2 Tz z .1 2
Ž .In the following, we will be interested in the steady-state variance of z,
2 Ž .which is denoted by  , and address the problem: Given 2.2 , find az
Ž . 2controller C s that stabilizes the system when w 0 and minimizes  .z
Remark 2.1. The above normalized white noise assumption does not
restrict generality since such normalization can be carried out by appropri-
ately scaling B and D . Moreover, the assumption that the signals1 21
u,  , w , w , z , z are all scalar is made for the sake of simplicity, and the1 2 1 2
theory developed below can be easily extended to the vector case.
3. STOCHASTIC LINEARIZATION
When a linear time-invariant system is driven by standard white noise,
calculation of the output variance is relatively easy and requires only the
solution of a Lyapunov equation. For a nonlinear system, however, the
situation is quite different. Specifically, calculation of the output variance
 requires the solution of the FokkerPlanck equation 19 . Unfortunately,
exact solution of this equation is available only in a few special cases.
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Numerical solution of the FokkerPlanck equation, on the other hand,
requires extremely intensive computational effort and has a limited value
especially from a design point of view. Therefore, several approximate
methods, such as stochastic linearization, moment closure, and functional
Ž  series, have been developed to overcome these difficulties e.g., see 4 and
.the references therein . Among these methods, due to its simplicity and
reasonable accuracy, the most widely used one is the method of stochastic
linearization.
This method is essentially the stochastic analogue of the well-known
describing function method. The basic idea behind it is to replace the
nonlinear element with a linear time-invariant element that minimizes the
mean-square error between the outputs of these two systems. For an
Ž .isolated nonlinear element  u driven by a zero-mean wide-sense station-
 ary Gaussian process u, it can be shown 3, 4 that the optimal lineariza-
tion is a constant gain of value
N E  u , 3.1 4Ž . Ž .
where E is the expectation operator. However, when the nonlinear ele-
Ž .ment  u appears in a feedback configuration driven by standard white
noise as in Fig. 2.1, its input u is no longer Gaussian and is not equal to
the corresponding signal u of the linearized system. Nevertheless, approxi-ˆ
Ž .mating the cross-correlation function between u and  u by the cross-ˆ
Ž .correlation function between u and  u , it can be shown that a subopti-ˆ ˆ
Ž .mal linearization of  u is still a constant gain of value
N E  u . 3.2 4Ž . Ž .ˆ
Note that since u is Gaussian, N depends only on the variance of u.ˆ ˆ
Ž . Ž .For the saturation function defined in 2.1 , it follows from 3.2 that
 1
2 2E  u  exp u 2 du. 3.3 4Ž . Ž .ˆ ˆ ˆŽ .H uˆ2  '2uˆ
Thus, the equivalent gain of the saturation nonlinearity is
 
N erf . 3.4Ž .ž /' 2 uˆ
Note that N is a decreasing function of  . Moreover, when   is veryu uˆ ˆ
Ž .'small N	  and when   is very large N	 2  . Hence,u uˆ ˆ
Ž .with the equivalent gain N given in 3.4 , the stochastic linearization of
OPTIMIZATION OF DISTURBANCE REJECTION 139
Ž .2.2 is
x˙  A x  B w B Nu,ˆ ˆ ˆG 0 G 1 2
z C x D u ,ˆ ˆ ˆ1 G 12 3.5Ž .
y C x D w.ˆ ˆ2 G 21
The method of stochastic linearization is used throughout this paper by
assuming that it is reasonably accurate. However, except for a few special
 cases, there seems to be no analytical results that predict its accuracy 4 .
Ž  Nevertheless, by numerous simulations e.g., see 3, 4, 6 , and the refer-
.ences therein , it has been shown that the method yields reasonable
accuracy in predicting variances, usually within 10% of actual values.
The following simple example illustrates accuracy of the stochastic
linearization where exact analytic calculation of the output variance is
possible.
EXAMPLE 3.1. Consider the system
x x  w  u ,Ž .˙G G
z x ,G 3.6Ž .
y x ,G
Ž . Ž .where x , w is standard white noise, and  u  sat u . WithG
uky , k
 0, 3.7Ž .
the variance of z can be calculated analytically by solving the correspond-
ing FokkerPlanck equation. The result is shown in Fig. 3.1 by the solid
curve. Application of stochastic linearization yields the dashed curve for
 2. Note that the error between the exact value of  2 and that predictedz zˆ
by stochastic linearization is less than 6% for all k
 0. Note further that
as k gets smaller, this error approaches zero. These results give some
assurance concerning the accuracy of stochastic linearization. For compari-
son, Fig. 3.1 also shows the variance of z when the saturation is ignored by
the dash-dot curve.
4. SLQR
In this section, we present the SLQR control theory. To this end,
Ž .consider the open-loop system 2.2 with the following assumptions:
Ž .a u Kx ,G
Ž .b A has no eigenvalues in the open right-half plane,0
Ž . Ž .c A , B is stabilizable,0 2
Ž . Ž .d C , A is detectable,1 0
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FIG. 3.1. Variance of z.
0Ž .  e D  , 	 0,12 	'
Ž . Tf D C  0.12 1
Ž .Remark 4.1. These assumptions, except for b , are standard assump-
Ž .tions for the LQR problem. Assumption a implies that the state is
Ž .available for feedback. Assumption b is necessary for the existence of a
semi-globally stabilizing control law for linear systems with saturating
Ž . Ž .control. Assumptions c and d guarantee that the Riccati equation below
Ž .has a unique positive semidefinite stabilizing solution. Assumption e
ensures that the SLQR problem below is nonsingular. Finally, assumption
Ž .f is for notational simplicity.
Ž .With the state feedback given in a , the closed-loop system is governed
by
x  A x  B  Kx  B w ,Ž .˙G 0 G 2 G 1
z C D K x ,Ž .1 12 G 4.1Ž .
u Kx .G
Application of stochastic linearization to this system yields
x˙  A  B NK x  B w ,Ž .ˆ ˆG 0 2 G 1
z C D K x ,Ž .ˆ ˆ1 12 G 4.2Ž .
u Kx ,ˆ ˆG
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Ž .where N is as in 3.4 . Then under these assumptions, we have
THEOREM 4.1. The SLQR problem
min 2 , 4.3Ž .zˆ
K
where the minimization is oer all K such that A  B NK is Hurwitz, has a0 2
unique solution. Moreoer, the minimum alue of the cost is
N 2
2 T Tmin  tr C RC  	 B QRQB , 4.4Ž . 4z 1 1 2 2ˆ 2K 	 
Ž .
and a state feedback gain K that achiees this minimum is
N
TK B Q, 4.5Ž .2	 

Ž .where N, Q, R, 
 is the unique solution of the system of equations
	

  0,21 1' 2  Nerf N exp erf N  1Ž . Ž . Ž .Ž .Ž . ž /
4.6Ž .
N 2
T T TA QQA  QB B Q C C  0, 4.7Ž .0 0 2 2 1 1	 

T2 2N N
T T TA  B B Q R R A  B B Q  B B  0, 4.8Ž .0 2 2 0 2 2 1 1ž / ž /	 
 	 

22 2 2N  N
TB QRQB   0. 4.9Ž .2 2 21ž /	 
 2 erf NŽ .
In addition, if R is nonsingular, then the state-feedback gain K gien aboe is
unique.
Ž .The proof of this theorem see the Appendix suggests the following
bisection algorithm to compute the SLQR state feedback gain.
ALGORITHM 4.1. Given A , B , B , C , D ,  ,  and a desired accu-0 1 2 1 12
racy level  0,
Ž .a start with N  0 and N   ,1 2
Ž . Ž .b let N N N 2,1 2
Ž . Ž .c calculate 
 from 4.6 ,
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Ž . Ž .d solve the Riccati equation 4.7 for Q,
Ž . Ž .e solve the Lyapunov equation 4.8 for R,
Ž . Ž .f calculate the left-hand side of 4.9 and call it  ,
Ž .   Ž .g if    , then go to step i ,
Ž . Ž .h if  0, then let N N, else let N N, and go to step b ,1 2
Ž . Ž .i calculate K from 4.5 .
Note that, with a very small 	, Theorem 4.1 can also be used to
calculate the best achievable level of disturbance rejection measured by
Ž . 2 2 2the variance of z. Moreover, it follows from 4.9 that N   2  ,ˆ uˆ
and therefore, the variance of z cannot be made arbitrarily small evenˆ
when the plant is minimum phase. This result is expected because with a
limited control authority the disturbance cannot be rejected completely.
5. SLQG
In the above development, we have assumed that the state x isG
available for feedback. Since this is usually an unrealistic assumption, we
now develop the SLQG theory. For this purpose, consider the open-loop
Ž .system 2.2 with the following assumptions:
Ž . nCa x Mx  Ly, u Kx , where x  and n  n ,C˙ C C C C G
Ž .b A has no eigenvalues in the open right-half plane,0
Ž . Ž . Ž .c A , B is stabilizable and C , A is detectable,0 2 2 0
Ž . Ž . Ž .d A , B is stabilizable and C , A is detectable,0 1 1 0
0Ž .    'e D  , 	 0, and D  0  ,  0,12 21	'
Ž . T Tf D C  0 and B D  0.12 1 1 21
Remark 5.1. These assumptions, except for the second one, are stan-
dard assumptions for the LQG problem. The first assumption states that
the measured output is used for feedback with a full-order proper con-
troller. The second assumption is again necessary for the existence of a
semi-globally stabilizing control law for linear systems with saturating
control. The third and forth assumptions guarantee that the Riccati
equations below have unique positive semidefinite stabilizing solutions.
The fifth assumption ensures that the SLQG problem below is nonsingu-
lar. Finally, the sixth assumption is for notational simplicity.
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Ž .With the output feedback controller given in a , the closed-loop system
is governed by
x  A x  B  Kx  B w ,Ž .˙G 0 G 2 C 1
x Mx  LC x  LD w ,C˙ C 2 G 21 5.1Ž .
z C x D Kx ,1 G 12 C
u Kx .C
Application of stochastic linearization to this system yields
x˙  A x  B NKx  B w ,ˆ ˆ ˆG 0 G 2 C 1
x˙ Mx  LC x  LD w ,ˆ ˆ ˆC C 2 G 21 5.2Ž .
z C x D Kx ,ˆ ˆ ˆ1 G 12 C
u Kx ,ˆ Cˆ
Ž .where N is again as in 3.4 . Defining
A B NK B0 2 1˜ ˜ ˜  A , B , C C D K ,1 12LC M LD2 21
˜  K 0 K , 5.3Ž .
the stochastically linearized state-space equations can be rewritten com-
pactly as
˜ ˜x˙ Ax Bw ,˜ ˜
˜z Cx ,ˆ ˜ 5.4Ž .
˜u Kx ,ˆ ˜
 T T Twhere x x x . Then under these assumptions, we have˜ ˆ ˆG C
Ž . Ž .1THEOREM 5.1. There exists a unique controller C s  K sIM L
that soles the SLQG problem
min  2 , 5.5Ž .zˆ
K , L , M
˜Ž .where the minimization is oer all K, L, M such that A is Hurwitz.
Moreoer, the minimum alue of the cost is
N 2
2 T Tmin   tr C P R C  	 B QRQB , 5.6Ž . Ž . 4z 1 1 2 2ˆ 2K , L , M 	 
Ž .
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and a state-space realization for the controller is
N
TK B Q,2	 

1
TLPC ,2 
5.7Ž .
M A  B NK LC ,0 2 2
Ž .where N, P, Q, R, S, 
 is the unique solution of the system of equations
	

  0,21 1' 2  Nerf N exp erf N  1Ž . Ž . Ž .Ž .Ž . ž /
5.8Ž .
1
T T TA P PA  PC C P  B B  0, 5.9Ž .0 0 2 2 1 1
N 2
T T TA QQA  QB B Q C C  0, 5.10Ž .0 0 2 2 1 1	 

T2 2N N 1
T T TA  B B Q R R A  B B Q  PC C P  0,0 2 2 0 2 2 2 2ž / ž /	 
 	 
 
5.11Ž .
T 21 1 N
T T TA  PC C S S A  PC C  QB B Q 0,0 2 2 0 2 2 2 2ž / ž /  	 

5.12Ž .
22 2 2N  N
TB QRQB   0. 5.13Ž .2 2 21ž /	 
 2 erf NŽ .
Ž .In addition, if R and S are nonsingular, then 5.7 is a minimal realization for
Ž .C s .
The proof of this theorem suggests the following bisection algorithm to
compute the SLQG controller.
ALGORITHM 5.1. Given A , B , B , C , C , D , D ,  ,  , and a de-0 1 2 1 2 12 21
sired accuracy level  0,
Ž .a start with N  0 and N   ,1 2
Ž . Ž .b let N N N 2,1 2
Ž . Ž .c calculate 
 from 5.8 ,
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Ž . Ž . Ž .d solve the Riccati equations 5.9 and 5.10 for P and Q, respec-
tively,
Ž . Ž . Ž .e solve the Lyapunov equations 5.11 and 5.12 for R and S,
respectively,
Ž . Ž .f calculate the left-hand side of 5.13 and call it  ,
Ž .   Ž .g if    , then go to step i ,
Ž . Ž .h if  0, then let N N, else let N N, and go to step b ,1 2
Ž . Ž .i calculate K, L, M from 5.7 .
Remark 5.2. It can be shown that when  , i.e., the saturation is
Ž . Ž .removed, Eqs. 5.6  5.13 reduce to the standard LQG equations. Simi-
Ž . Ž .larly, Eqs. 4.4  4.9 reduce to the standard LQR equations when the
saturation is removed.
Remark 5.3. The SLQR and SLQG controllers do not necessarily
guarantee the global stability of the original nonlinear system. After the
design, the stability of the closed-loop must be checked by using standard
 results like the Popov criterion 20 . Note, however, that the region of
attraction can be enlarged to include any given ball around the origin by
increasing 	.
EXAMPLE 5.1. Referring to Fig. 2.1, consider the system
1 2 1 0 1
x  x  w   u ,Ž .1 0 0 0 5˙G G 1
0 1 0 1 0
' z  0 1 1 x , z  	 u ,1 G 2
5.14Ž .
   4 y 0 0 3 x  1 10 w ,G 2
and assume that   1. The open-loop variance of z is 1. Suppose1
that the specification is to reduce the closed-loop variance of z around1
0.025. First, using Theorem 4.1, with a very small 	, we calculate the best
achievable  2 as 0.015. Then, by varying 	, we find that the statezˆ1
feedback gain
 K 0.228 5.044 4.822 5.15Ž .
2 Ž .results in   0.025 and ensures the absolute stability of 5.14 in thezˆ1 sector 0, 1 . Using simulation, we observe that the variance of z is around1
0.0254. Hence, the above K achieves the desired result.
Next, we apply the SLQG theory. With 	 0.0095, Theorem 5.1 yields
the controller
616.672 s2  589.158s 589.792
C s  . 5.16Ž . Ž .3 2 3 3s  325.093s  7.580 10 s 8.664 10
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FIG. 5.1. Time histories of z and u with the SLQR controller.1
This controller attains  2  0.025 and guarantees the absolute stability ofzˆ1
Ž .5.14 . Again, simulation reveals that the actual variance of z is very close1
to  2.zˆ1
Sample time histories of z and u with the SLQR and SLQG controllers1
are shown in Figs. 5.1 and 5.2, respectively. The controllers are turned on
after 25 sec.
FIG. 5.2. Time histories of z and u with the SLQG controller.1
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6. CONCLUSIONS
It is shown in this work that the LQRLQG design methodology admits
an extension to systems with saturating actuators: the SLQRSLQG
theory. Results of this theory can be used for designing control systems in
practical situations, i.e., when the power delivered by actuators is limited.
This is almost always the case in industrial applications, which use electric
or hydraulic motors as actuators or even smart actuators based on piezo-
electric technology.
The methodology used in this work can be used to extend the LQRLQG
theory to systems with other types of nonlinear actuators, for instance,
those with deadzone, hysteresis, quantization effects, etc. This will be
carried out in the future.
APPENDIX
 Proof of Theorem 4.1. Let  be the set  K A  B NK is Hur-0 2
4witz . Then, for any K,
 2  tr C RCT  	KRK T , A.1Ž . 4z 1 1ˆ
Ž .where N, R satisfies
T TA  B NK R R A  B NK  B B  0, A.2Ž . Ž . Ž .0 2 0 2 1 1
 2
TKRK   0. A.3Ž .12 erf NŽ .
Hence, the posed problem is equivalent to
minimize tr C RCT  	KRK T , 41 1
K
T Tsubject to A  B NK R R A  B NK  B B  0, A.4Ž . Ž . Ž .0 2 0 2 1 1
 2
TKRK   0.212 erf NŽ .
 We use the Lagrange multiplier method 21 to solve this constrained
optimization problem.
Ž .First, we verify the regularity of the constraints. Let K, N, R be such
Ž . Ž .that it satisfies the constraints A.2 and A.3 , and for an arbitrary
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symmetric matrix Q and real number 
, define the function
T T K , N , R  tr A  B NK R R A  B NK  B B QŽ . Ž . Ž .½ 50 2 0 2 1 1
 2
T 
 KRK  . A.5Ž .21ž /2 erf NŽ .
Then we have

T 0NB QR 
KR 0, A.6Ž .2K
213' exp erf NŽ .   ž /
 0 KRQB  
  0, A.7Ž .2 31N 4  erf NŽ .
 T T 0 A  B NK QQ A  B NK  
K K 0. A.8Ž . Ž . Ž .0 2 0 2R
Ž . T Ž . Ž .Multiplying A.6 from the right by K and using A.3 , A.7 we get
2 3'   N 21
  exp erf NŽ .ž /2 31 14 2 erf N erf NŽ . Ž .
 0. A.9Ž .
Ž .Here since the expression that multiplies 
 is nonzero for all N 0, 
 Ž .and as N 0 , N  , we conclude that 
 0. Then, with 
 0,
Ž .it follows from A.8 that Q 0. Hence, the regularity conditions are
satisfied.
Next, we form the Lagrangian
 K , N , R , Q, 
Ž .
 tr C RCT  	KRK T 41 1
T T tr A  B NK R R A  B NK  B B QŽ . Ž .½ 50 2 0 2 1 1
 2
T 
 KRK  , A.10Ž .21ž /2 erf NŽ .
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where Q and 
 are the Lagrange multipliers. Differentiating  with
respect to K, N, R, Q, and 
, and equating the results to zero, we get
T	 
 KNB Q R 0, A.11Ž . Ž .2
213' exp erf NŽ .  ž /
KRQB  
  0, A.12Ž .2 314  erf NŽ .
T T TA  B NK QQ A  B NK  	 
 K K C C  0,Ž . Ž . Ž .0 2 0 2 1 1
A.13Ž .
T TA  B NK R R A  B NK  B B  0, A.14Ž . Ž . Ž .0 2 0 2 1 1
 2
TKRK   0. A.15Ž .212 erf NŽ .
Ž .Now, it follows from A.11 that
N
TK B Q K , A.16Ž .2 n	 

for an arbitrary K in the left null space of R that makes A  B NKn 0 2
Ž .Hurwitz. However, since K R 0, the last term in A.16 does not affectn
the value of the performance measure. Thus, we let
N
TK B Q. A.17Ž .2	 

Ž . Ž . Ž . Ž . Ž .Substituting A.17 into A.13 , A.14 , and A.15 immediately gives 4.7 ,
Ž . Ž . Ž . T4.8 , and 4.9 , respectively. Multiplying A.11 from the right by K and
Ž . Ž . Ž .using A.12 , A.15 give 4.6 . Moreover, assuming this K is in  and
Ž . Ž .substituting it into A.1 give 4.4 .
Ž . Ž .Finally, we show that Eqs. 4.6  4.9 have a unique solution for
Ž . Ž . Ž .N, R, Q, 
 such that K. Clearly, for N 0,  , 4.6 defines 
 as
Ž .a continuous function of N and note that 
 
 N  0. Thus, substitut-
Ž . Ž .ing 
 
 N into 4.7 , we get the Riccati equation
N 2
T T TA QQA  QB B Q C C  0. A.18Ž .0 0 2 2 1 1	 
 NŽ .
Ž . Ž .Since A , B is stabilizable and C , A is detectable, for any N0 2 1 0
Ž .0,  , this Riccati equation has a unique positive semidefinite solution
Ž . Ž .for QQ N such that A  B NK N is Hurwitz, where0 2
N
TK N  B Q N . A.19Ž . Ž . Ž .2	 
 NŽ .
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Ž . Ž . Ž .Similarly, substituting 
 
 N and QQ N into 4.8 , we get the
Lyapunov equation
T2 2N N
T TA  B B Q N R R A  B B Q NŽ . Ž .0 2 2 0 2 2	 
 N 	 
 NŽ . Ž .
 B BT  0. A.20Ž .1 1
Ž . Ž .Since A  B NK N is Hurwitz, for any N 0,  , this Lyapunov0 2
Ž .equation has also a unique positive semidefinite solution for R R N . In
Ž .addition, as N  , 
 approaches zero, Q and R remain finite, and
A  B NK remains Hurwitz. Hence, in order to show that the system of0 2
Ž . Ž .equations 4.6  4.9 has a unique solution, it is sufficient to show that the
equation
22 2 2N  N
TB Q N R N Q N B  A.21Ž . Ž . Ž . Ž .2 2 21	 
 NŽ . 2 erf NŽ .
has a unique solution for N. The right-hand side of this equation is a
Ž .strictly decreasing function of N for all N 0,  , and it assumes the
Ž . 2  Ž .values 2  and 0 as N 0 and N  , respectively. Now,
we show that the left-hand side is an increasing function of N and
 Ž .approaches 0 as N 0 . For N 0,  , define
	 
 NŽ .
  N  . A.22Ž . Ž .2N
Ž .Note that  N is a continuous function of N and it decreases monotoni-
cally from  to 	 as N increases from 0 to  . Moreover, define the
function
f : 0,   ,Ž . 
1
Tf  N  B Q  N R  N Q  N B , A.23Ž . Ž . Ž . Ž . Ž .2 22 NŽ .
Ž . Ž .which is nothing but the left-hand side of A.21 . Note that f N is also a
 Ž .continuous function of N. Differentiating f  N with respect to N, we
get
d d d
f  N  f   N . A.24Ž . Ž . Ž . Ž .
dN d dN
Ž . Ž .From the definition of  N , it is easy to see that   N  0 for all
Ž . Ž .N 0,  . Thus, to show that f N is an increasing function of N, it
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Ž . Ž . Ž .remains to show that f    0 for all  	, . It follows from A.18 ,
Ž . Ž . Ž . Ž .A.20 , and A.22 that Q  , R  satisfy
T1 1
T TA  B B Q  Q  Q  A  B B Q Ž . Ž . Ž . Ž .0 2 2 0 2 2 
1
T T Q  B B Q   C C  0, A.25Ž . Ž . Ž .2 2 1 1
T1 1
T TA  B B Q  R   R  A  B B Q Ž . Ž . Ž . Ž .0 2 2 0 2 2 
 B BT  0. A.26Ž .1 1
Differentiating both sides of these equations with respect to  , we get
T1 1
T TA  B B Q  Q  Q  A  B B Q Ž . Ž . Ž . Ž .0 2 2 0 2 2 
1
T Q  B B Q   0, A.27Ž . Ž . Ž .2 22
T1 1
T TA  B B Q  R   R  A  B B Q Ž . Ž . Ž . Ž .0 2 2 0 2 2 
1 1
T B B Q  Q  R Ž . Ž . Ž .2 2 
1 1
T R  Q  Q  B B  0. A.28Ž . Ž . Ž . Ž .2 2 
Ž . Ž . Ž .Subtracting A.26 premultiplied by Q  from A.25 postmultiplied by
Ž .R  , and taking the trace of the resulting equation, we get
1
T T T B Q  R  Q  B  tr C R  C  tr B Q  B  0.Ž . Ž . Ž . Ž . Ž . 4  42 2 1 1 1 12
A.29Ž .
Differentiating both sides of this equation with respect to  , we obtain
1
T T TB Q  R  Q  B  tr B Q  B  tr C R  CŽ . Ž . Ž . Ž . Ž . 4  42 2 1 1 1 12
2 1
T T B Q  R  Q  B  B Q  R  Q Ž . Ž . Ž . Ž . Ž . Ž .2 2 22 
Q  R  Q  Q  R  Q  B  0. A.30Ž . Ž . Ž . Ž . Ž . Ž . Ž .2
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Ž . Ž . Ž .Similarly, subtracting A.28 premultiplied by Q  from A.25 postmulti-
Ž .plied by R  , and taking the trace of the resulting equation, we get
2 1
T T Ttr C R  C  B Q  R  Q  B  B Q  R  Q Ž . Ž . Ž . Ž . Ž . Ž . Ž . 41 1 2 2 22 
Q  R  Q  Q  R  Q  B  0. A.31Ž . Ž . Ž . Ž . Ž . Ž . Ž .2
Ž . Ž .Thus, it follows from A.30 and A.31 that
f   tr BTQ  B . A.32Ž . Ž . Ž . 41 1
Differentiating both sides of this equation with respect to  , we get
f    tr BTQ  B . A.33Ž . Ž . Ž . 41 1
Ž .Moreover, differentiating both sides of A.27 with respect to  , we see
Ž .that Q  satisfies the Lyapunov equation
T1 1
T TA  B B Q  Q  Q  A  B B Q Ž . Ž . Ž . Ž .0 2 2 0 2 2 
2 1 1
T Q  Q  B B Q  Q   0. A.34Ž . Ž . Ž . Ž . Ž .2 2  
Ž . Ž .Subtracting A.27 from 1 times A.25 , it also follows that
T1 1
TA  B B Q  Q  Q Ž . Ž . Ž .0 2 2 
1 1
T Q  Q  A  B B Q Ž . Ž . Ž .0 2 2 
1
T C C  0. A.35Ž .1 1
Ž . Ž .Equation A.34 implies that Q  is negative semidefinite, and thus,
Ž . Ž . Ž . Ž .f    0 for all  	, . Therefore, f  N 
 0, or equivalently, f N is
Ž . Ž .an increasing function of N. In addition, Eq. A.35 implies that Q  
Ž .Q   is also negative semidefinite. Hence, since A has no eigenvalues0
in the open right-half plane, it follows that
lim f N  lim f   0. A.36Ž . Ž . Ž .
 N0
This completes the proof of Theorem 4.1.
OPTIMIZATION OF DISTURBANCE REJECTION 153
˜Ž .  4Proof of Theorem 5.1. Let  be the set  K, L, M A is Hurwitz .
Ž .Then, for any K, L, M ,
2 ˜˜˜T  tr CPC , A.37Ž . 4zˆ
˜Ž .where P, N satisfies
˜˜ ˜ T˜ ˜˜TAP PA  BB  0, A.38Ž .
 2
T˜˜˜KPK   0. A.39Ž .212 erf NŽ .
Hence, except for a similarity transformation, the posed problem is equiva-
lent to
˜˜˜Tminimize tr CPC , 4
Ž .K , L , M 
˜˜ ˜ T˜ ˜˜Tsubject to AP PA  BB  0, A.40Ž .
 2
T˜˜˜KPK   0.212 erf NŽ .
 Again, we use the Lagrange multiplier method 21 to solve this con-
strained optimization problem and proceed similar to the proof of the
previous theorem.
˜Ž .First, we verify the regularity of the constraints. Let K, L, M, N, P be
Ž . Ž .such that it satisfies the constraints A.38 and A.39 , and for an arbitrary
˜symmetric matrix Q and real number 
, define the function
T T˜ ˜˜ ˜˜ ˜˜ ˜ M , L, K , N , P  tr AP PA  BB QŽ . ½ 5
 2
T˜˜˜ 
 KPK  . A.41Ž .21ž /2 erf NŽ .
˜ ˜Then with P and Q partitioned as
T Q QP P 11 1211 12˜ ˜P , Q , A.42Ž .TP P Q Q12 22 12 22
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we have

T T 0NB Q P Q P  
KP  0, A.43Ž .Ž .2 11 12 12 22 22K

T T 0Q L Q P Q P C  0, A.44Ž .Ž .22 12 11 22 12 2L

T T 0Q P Q P  0, A.45Ž .12 12 22 22M

T 0 K P Q  P Q BŽ .12 11 22 12 2N
213' exp erf NŽ .  ž /
 
  0, A.46Ž .314  erf NŽ .

T T˜ ˜ ˜ ˜ ˜ ˜ 0 A QQA 
K K 0. A.47Ž .˜P
Ž . T Ž . Ž .Multiplying A.43 from the right by K and using A.46 , A.39 we get
2 3'   N 21
  exp erf NŽ .ž /2 31 14 2 erf N erf NŽ . Ž .
 0. A.48Ž .
Ž .Here, since the expression that multiplies 
 is nonzero for all N 0, 
 Ž .and as N 0 , N  , we conclude that 
 0. Then, with 
 0,
˜Ž .it follows from A.47 that Q 0. Hence, the regularity conditions are
satisfied.
Next, we form the Lagrangian
˜ ˜ ˜˜˜T K , L, M , N , P , Q, 
  tr CPC 4Ž .
T T˜˜ ˜˜ ˜˜ tr AP PA  BB Q½ 5
 2
T˜˜˜ 
 KPK  , A.49Ž .21ž /2 erf NŽ .
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˜where Q and 
 are the Lagrange multipliers. Differentiating  with
˜ ˜respect to K, L, M, N, P, Q, and 
, and equating the results to zero, we
get
	 
 KP NBT Q PT Q P  0, A.50Ž . Ž .Ž .22 2 11 12 12 22
Q L QT P Q P CT  0, A.51Ž .Ž .22 12 11 22 12 2
QT PT Q P  0, A.52Ž .12 12 22 22
213' exp erf NŽ .  ž /TK P Q  P Q B  
  0, A.53Ž .Ž .12 11 22 12 2 314  erf NŽ .
T˜ ˜ ˜ ˜ ˜T ˜ ˜T ˜A QQA C C 
K K 0, A.54Ž .
˜˜ ˜ T˜ ˜˜TAP PA  BB  0, A.55Ž .
 2
TKP K   0, A.56Ž .22 212 erf NŽ .
where we have used the partitions
T Q QP P 11 1211 12˜ ˜P , Q . A.57Ž .TP P Q Q12 22 12 22
Ž . Ž .Now, assuming that P and Q are nonsingular, Eqs. A.50 and A.5122 22
yield
N
T T 1K B Q P Q P P , A.58Ž .Ž .2 11 12 12 22 22	 

and
1
1 T TLQ Q P Q P C , A.59Ž .Ž .22 12 11 22 12 2 
Ž .respectively. Moreover, it follows from A.52 that
Q1QT PT P1  I. A.60Ž .22 12 12 22
T 1 Ž .Then, letting T P P , it follows from Eq. A.58 that12 22
N
T T 1K B Q P P QŽ .2 11 12 22 12	 

N
T T 1 1 T T 1 B Q P P Q Q Q P PŽ .2 11 12 22 12 22 12 12 22	 

N
T 1 T B Q Q Q Q T . A.61Ž .Ž .2 11 12 22 12	 
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1 1 T Ž .Similarly, noting T Q Q , it follows from Eq. A.59 that22 12
1 1
1 T T 1 T 1 T T 1 TL Q Q P  P C  Q Q P Q Q P P P CŽ . Ž .22 12 11 12 2 22 12 11 22 12 12 22 12 2 
1
1 T 1 TT P  P P P C . A.62Ž .Ž .11 12 22 12 2 
Hence, defining P and Q as
P P  PT P1P , QQ Q Q1 QT , A.63Ž .11 12 22 12 11 12 22 12
we get
N
TK B QT , A.64Ž .2	 

and
1
1 TLT PC . A.65Ž .2 
Ž . Ž .In addition, Eqs. A.54 and A.55 can be rewritten as
AT Q Q A  CTLTQT Q LC  CTC  0, A.66Ž .0 11 11 0 2 12 12 2 1 1
AT Q Q M CTLTQ Q B NK 0, A.67Ž .0 12 12 2 22 11 2
M TQT QT A Q LC  K TNBTQ  0, A.68Ž .12 12 0 22 2 2 11
M TQ Q M K TNBTQ QT B NK 	 
 K TK 0, A.69Ž . Ž .22 22 2 12 12 2
A P  P AT  B NKP  PT K TNBT  B BT  0, A.70Ž .0 11 11 0 2 12 12 2 1 1
MP  P AT  P K TNBT  LC P  0, A.71Ž .12 12 0 22 2 2 11
A PT  PT M T  B NKP  P CTLT  0, A.72Ž .0 12 12 2 22 11 2
MP  P M T  LC PT  P CTLT  LLT 0. A.73Ž .22 22 2 12 12 2
Ž . Ž .Here, note that A.67 and A.68 are transpose of each other, and so are
Ž . Ž . Ž . 1A.71 and A.72 . Premultiplying A.72 by T and subtracting the
Ž .resulting equation from A.73 gives
MP  T1A PT  T1B NKP  LC PT22 0 12 2 22 2 12
 P M T  T1PT M T  T1P CTLT  LLT P CTLT  0.22 12 11 2 12 2
A.74Ž .
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Simplifying the left-hand side of this equation as
MP  T1A PT  T1B NKP  LC PT22 0 12 2 22 2 12
 P M T  T1PT M T  T1P CTLT  LLT P CTLT22 12 11 2 12 2
MP  T1A TP  T1B NKP  LC TP22 0 22 2 22 2 22
 P M T  P M T  T1P CTLT  T1PCTLT  P CTLT22 22 11 2 2 12 2
1 1 M T A  B NKT  TLC T PŽ .0 2 2 22
 P  P M T  P  P CTLTŽ . Ž .22 22 12 12 2
1 1 M T A  B NKT  TLC T P , A.75Ž .Ž .0 2 2 22
we get
1 1M T A  B NKT  TLC T P  0. A.76Ž .Ž .0 2 2 22
Thus, we have
M T1 A  B NKT1  TLC T . A.77Ž .Ž .0 2 2
Ž . Ž .Having obtained K, L, and M, now, we verify Eqs. 5.6 , 5.7 , and
Ž . Ž .5.8  5.13 . For this purpose, define
R PT P1P , SQ Q1 QT . A.78Ž .12 22 12 12 22 12
Ž .Premultiplying A.71 by T and substituting K, L, and M into the
Ž .resulting equation give the Lyapunov equation 5.11 . Similarly, postmulti-
Ž . 1plying A.67 by T and substituting K, L, and M into the resulting
Ž .equation give the Lyapunov equation 5.12 . Substituting K, L, and M
Ž . Ž . Ž . Ž .into A.70 and A.66 , and using 5.11 and 5.12 give the Riccati
Ž . Ž . Ž .equations 5.9 and 5.10 , respectively. Multiplying A.50 from the right
T Ž . Ž . Ž . Ž .by K and using A.53 , A.56 give 5.8 . Substituting K into A.56 and
Ž . Ž .using the definition of R give 5.13 . Moreover, assuming that K, L, M
Ž . Ž . Ž .given above is in  and substituting it into A.37 give 5.6 . To verify 5.7 ,
we apply the similarity transformation T1 to the state-space realization
1 1 4  4  4M, L, K to get M, L, K  TMT , TL, KT . Hence, it follows that
N
TK B Q,2	 

1
TLPC ,2 
A.79Ž .
M A  B NK LC ,0 2 2
Ž .which are identical to the equations in 5.7 except that for notational
Ž .simplicity we have dropped the bars in writing the equations in 5.7 .
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Ž . Ž .Finally, we show that Eqs. 5.8  5.13 have a unique solution for
Ž . Ž . Ž .N, P, Q, R, S, 
 such that K, L, M . Since A , B is stabilizable0 1
Ž . Ž .and C , A is detectable, the Riccati equation 5.9 has a unique positive2 0
semidefinite solution for P such that A  LC is Hurwitz. Moreover,0 2
note that P does not depend on N, Q, R, S, and 
. With this P, since
Ž . Ž .A , B is stabilizable and C , A is detectable, it follows from the proof0 2 1 0
Ž . Ž . Ž . Ž .of Theorem 4.1 that Eqs. 5.8 , 5.10 , 5.11 , and 5.13 have a unique
Ž .solution N, Q, R, 
 such that A  B NK is Hurwitz, and Q and R are0 2
Ž .positive semidefinite. Then substituting P and Q into 5.12 and noting
Ž .that A  LC is Hurwitz, it follows that the Lyapunov equation 5.12 has0 2
a unique positive semidefinite solution for S. In addition, since A  B NK0 2
˜ Ž . Ž .and A  LC are Hurwitz, so is A. Hence, Eqs. 5.8  5.13 have a0 2
Ž . Ž .unique solution for N, P, Q, R, S, 
 such that K, L, M . Moreover,
Ž .since K, L, M that minimizes the performance measure is unique within
1Ž . Ž .a similarity transformation, we conclude that C s  K sIM L is
also unique.
In the above derivations, we have assumed that P and Q are22 22
nonsingular. However, by using pseudoinverses it can be shown that this
assumption is not necessary. In fact, it can be shown that P is nonsingu-22
lar if and only if R is nonsingular, and similarly, that Q is nonsingular if22
and only if S is nonsingular. When R is singular, any K in the left nulln
Ž .space of R can be added to K in A.79 without affecting the value of the
performance measure, provided that this does not destroy internal stabil-
ity. Similarly, when S is singular, any L in the right null space of S can ben
Ž .added to L in A.79 without affecting the value of the performance
measure, provided that this does not destroy internal stability. Thus, if R
Ž .or S is singular, then, apart from a similarity transformation, K, L, M
that minimizes the performance measure is not unique. Moreover, noting
TŽ .that R is nonsingular if and only if A  B NK, PC is controllable,0 2 2
TŽ .and that S is nonsingular if and only if B Q, A  LC is observable, we2 0 2
 4see that this nonuniqueness occurs if and only if the realization M, L, K
is not minimal. Hence, after cancelling the poles and zeros that correspond
to such uncontrollable or unobservable modes, we conclude that the
Ž .resulting controller C s is still unique. Moreover, it follows from this
 4discussion that the realization M, L, K is minimal if R and S are
nonsingular. This completes the proof of Theorem 5.1.
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