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THE HOMOLOGY COALGEBRA AND COHOMOLOGY ALGEBRA OF GENERALIZED
MOMENT-ANGLE COMPLEXES
QIBING ZHENG
Abstract. In this paper, we compute the homology coalgebra and cohomology algebra over a field of all
generalized moment-angle complexes and give a duality theorem on complementary moment-angle complexes.
The moment-angle complexes have been studied by topologists for many years (cf. [19] [15]). In 1990’s Davis
and Januszkiewicz [8] introduced toric manifolds which are studied intensively by algebraic geometers. They
observed that every quasi-toric manifold is the quotient of a moment-angle complex ZK by the free action of a
real torus. The topology of ZK is complicated and getting more attentions by topologists lately (cf. [11] [14] [4]
[18] [10]). Recently a lot of work has been done on generalizing the moment-angle complex ZK = ZK(D
2, S1)
to space pairs (X,A) (cf. [2], [3], [12], [16]). But in general, the (co)homology of a generalized moment-angle
complex is not known.
In this paper, we construct a (co)chain complex to compute the (co)homology group of a generalized
moment-angle complex in Theorem 1.3 and give a duality theorem for a special type of generalized moment-
angle complexes in Theorem 1.6. To compute the coalgebra structure of the homology and the algebra
structure of cohomology, we construct two spectral sequences in Theorem 2.3 that converge respectively to the
homology coalgebra and cohomology algebra of a generalized moment-angle complex. By using the spectral
sequence that collapse for all generalized moment-angle complexes, we determine the homology coalgebra and
cohomology algebra structure of a generalized moment-angle complex in Theorem 3.8. We end the paper with
an example.
1. The (co)homology group of generalized moment-angle complexes
Notations and Conventions In this paper, k is a field. All objects (groups, (co)chain complexes,
(co)algebras, etc.) are vector spaces over k and ⊗ means ⊗k. So base and dual objects always exist and
H∗(−) = Homk(H∗(−), k) and H∗(C1⊗C2, d1⊗d2) = H∗(C1, d1)⊗H∗(C2, d2). For a topological space or a
simplicial complex X , H∗(X) = H∗(X ; k) and H
∗(X) = H∗(X ; k), the (co)homology over k.
For a positive integer n, [n] denotes the set {1, 2, · · · , n}.
A simplicial complex K with vertex set S is a set of subsets of S such that if τ ∈ K and σ ⊂ τ , then
σ ∈ K and {s} ∈ K for every s ∈ S. 2S is the full simplicial complex consisting of all subsets of S. The
geometrical realization of K is denoted by |K|. Notice that all simplicial complexes have the empty set φ as
a −1-dimensional simplex except the void simplicial complex {} that has no simplex at all.
Definition 1.1 Let (X,A) = {(Xk, Ak)}
m
k=1 be a sequence of topological space pair. For a simplicial complex
K with vertex set a subset of [m], the topological space ZK(X,A) is defined as follows. For a subset σ of [m],
define
D(σ) = Y1× · · · ×Yn, Yi =
{
Xi if i ∈ σ,
Ai if i 6∈ σ.
Then ZK(X,A) = ∪σ∈KD(σ).
In this paper, a generalized moment-angle complex M = ZK(X,A) is a topological space defined as above
that satisfies the following condition. Every Ak is either an open subspace of Xk or a deformation retract
of an open subspace of Xk. Specifically, if every (Xk, Ak) is a CW-complex pair, ZK(X,A) is a generalized
moment-angle complex.
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Notice that we do not require that the vertex set of K is [m]. This will give a complete conclusion for
duality.
Definition 1.2 Let K be a simplicial complex. For a simplex σ ∈ K, the link and star of σ are respectively
the simplicial complex linkK(σ) = {η ∈ K | η∪σ ∈ K, η∩σ = φ} and starK(σ) = {τ ∈ K |σ∪τ ∈ K}. For
a subset ω of the vertex set of K, K|ω = {η∩ω | η ∈ K}. For σ ∈ K and σ∩ω = φ, Kσ,ω = linkK(σ)|ω =
{ω∩η | η ∈ linkK(σ)}.
For a generalized moment-angle complex M = ZK(X,A), (X,A) = {(Xk, Ak)}
m
k=1, let ik : H∗(Ak) →
H∗(Xk) be the homomorphism induced by the inclusion map and kk = kerik, ik = coimik = imik, ck = cokerik.
Σ = {k | ck 6= 0}, Ω = {k | kk 6= 0}, IM = {(σ, ω) |σ ∈ K, σ ⊂ Σ, ω ⊂ Ω, σ∩ω = φ}. For (σ, ω) ∈ IM ,
T σ,ω∗ (M) = a1⊗· · ·⊗am, where ak = ck if k ∈ σ, ak = kk if k ∈ ω, ak = ik otherwise. Dually, let (−)
∗
denote the dual map and space and so k∗k = cokeri
∗
k, i
∗
k = imi
∗
k = coimi
∗
k, c
∗
k = keri
∗
k. For (σ, ω) ∈ IM , let
T ∗σ,ω(M) = a1⊗· · ·⊗am, where ak = c
∗
k if k ∈ σ, ak = k
∗
k if k ∈ ω, ak = i
∗
k otherwise. The relation of the above
graded groups are as in the following diagram
H∗(Ak)
ik−→ H∗(Xk)
‖ ‖
kk⊕ik −→ ik⊕ck
H∗(Xk)
i∗k−→ H∗(Ak)
‖ ‖
c∗k⊕i
∗
k −→ i
∗
k⊕k
∗
k.
Theorem 1.3 Let M = ZK(X,A), (X,A) = {(Xk, Ak)}
m
k=1, be a generalized moment-angle complex and
everything is as in Definition 1.2. Then there are group isomorphisms
H∗(M) ∼= ⊕(σ,ω)∈IMH
σ,ω
∗ (M), H
σ,ω
k+1(M) = ⊕s+t=kH˜s(Kσ,ω)⊗T
σ,ω
t (M),
H∗(M) ∼= ⊕(σ,ω)∈IMH
∗
σ,ω(M) , H
k+1
σ,ω (M) = ⊕s+t=kH˜
s(Kσ,ω)⊗T
t
σ,ω(M).
Proof. We may suppose that every Ak is an open subspace of Xk, otherwise, replace Ak by the open subspace
of Xk of which Ak is a deformation retract.
Construct chain complex (C∗(M), d) as follows. Let (Uk, dk) be the chain complex such that Uk =
kk⊕ik⊕ck ⊕ qk, dk(x) = 0 for all x ∈ kk⊕ik⊕ck and dk : qk → kk is an isomorphism with degree lowered
by 1 if kk 6= 0 and qk = 0 if kk = 0. Let (Sk, dk) be the chain subcomplex of (Uk, dk) such that Sk = kk⊕ik.
For a simplex σ ∈ K, (C∗(σ), d) = (V1⊗· · ·⊗Vm, d1⊗· · ·⊗dm), where Vk = Uk if k ∈ σ and Vk = Sk if k 6∈ σ.
Then for σ ⊂ σ′, (C∗(σ), d) is a chain subcomplex of (C∗(σ
′), d) and for all σ, τ ∈ K, C∗(σ)∩C∗(τ) = C∗(σ∩τ).
Define (C∗(M), d) to be the chain complex such that C∗(M) = +σ∈KC∗(σ) (not direct sum ⊕!).
Let (S∗(X), d) be the singular chain complex over k of the topological space X . Take a fixed representative
in S∗(Ak) for all homology classes in a base of kk, ik, a fixed representative in S∗(Xk) for all homology classes in
a base of ck and a base in S∗(Xk) for qk such that for every base element y ∈ qk, dy is the representative for the
base element dky. Then we may regard (Sk, dk) and (Uk, dk) respectively as chain subcomplex of (S∗(Ak), d)
and (S∗(Xk), d). The two inclusion homomorphisms of chain complexes are homotopy equivalences and so
induce homology isomorphism.
Now we prove H∗(C∗(M), d) = H∗(M). We use double induction on the dimension and the number of
maximal simplices (a maximal simplex is not the proper face of any simplex) of K. If dimK = −1, the
conclusion is trivial. If K has only one maximal simplex σ, i.e., K = 2σ, then there is a chain complex
homotopy equivalence
iM : (C∗(M), d) = (C∗(σ), d) ≃ (S∗(Y1)⊗· · ·⊗S∗(Ym), d⊗· · ·⊗d) ≃ (S∗(Y1×· · ·×Ym), d) = (S∗(D(σ)), d),
where D(σ) is as defined in Definition 1.1, the first chain homotopy equivalence is the inclusion homomorphism
and the second is the Eilenberg-Zilber chain homotopy equivalence. Suppose there is a chain homotopy
equivalence iM : (C∗(M), d)→ (S∗(M), d) for all moment-angle complex M = ZK(X,A) such that K has 6 u
maximal simplices and that dimK 6 v. Then for K with maximal simplices σ1, · · · , σu+1 and dimK 6 v,
denote by K1 the simplicial complex with maximal simplices σ1, · · · , σu, K2 = 2
σu+1 and K3 = K1∩K2.
Denote Mi = ZKi(X,A). Then by induction hypothesis, there is a homotopy equivalence iMk : (C∗(Mk), d)→
(S∗(Mk), d) for k = 1, 2, 3. From the following commutative diagram
0→ C∗(M3) → C∗(M1)⊕C∗(M2) → C∗(M) → 0
iM3 ↓ iM1⊕iM2 ↓ i
′
M ↓
0→ S∗(M3) → S∗(M1)⊕S∗(M2) → (S∗(M1)⊕S∗(M2))/S∗(M3) → 0
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we get a homotopy equivalence i′M . By excision axiom, there is a homotopy equivalence j : (S∗(M), d) →
((S∗(M1)⊕S∗(M2))/S∗(M3), d˜) and so iM = j
−1i′M is a homotopy equivalence. For K with maximal simplices
σ1, · · · , σu and dimK = v+1, we may suppose |σu| = v+1. Denote by K1 the simplicial complex with maximal
simplices σ1, · · · , σu−1, K2 = 2
σu and K3 = K1∩K2. Then K1,K2,K3 all satisfy the induction hypothesis and
the homotopy equivalence iM exists by the same induction proof as above. Thus, H∗(C∗(M), d) = H∗(M) for
all M .
Let (C∗(X˜), d) = (U1⊗· · ·⊗Um, d1⊗· · ·⊗dm) and denote the element of C∗(X˜) by a = (a1, · · ·, am) with
every ak ∈ Uk. For (a1, · · · , am) ∈ C∗(X˜), define
ρ(a) = {k | k ∈ ck}, ρ
∗(a) = {k | k ∈ ik}, ̺(a) = {k | ak ∈ kk or qk}
and Cσ,σ˜∗ (X˜) = {a ∈ C∗(X˜) | ρ(a) = σ, ρ
∗(a) = σ˜}.
For (σ, ω) ∈ IM , C
σ,ω
∗ (M) = {a ∈ C∗(M) | ρ(a) = σ, ̺(a) = ω} is a chain subcomplex of (C∗(M), d) such
that (C∗(M), d) = ⊕(σ,ω)∈IM (C
σ,ω
∗ (M), d). Let (C˜∗(Kσ,ω), d) be the augmented simplicial chain complex over
k of Kσ,ω. Then there is a chain complex isomorphism ψ : (C
σ,ω
∗+1(M), d) → (C˜∗(Kσ,ω), d)⊗T
σ,ω
∗ (M) defined
as follows. For a = (a1, · · · , am) ∈ C
σ,ω
∗ (M), let a˜ = (b1, · · · , bm), where bk = ak if ak 6∈ qk and bk = dk(ak) if
ak ∈ qk. Then ψ(a) = η⊗a˜ with η = {k | ak ∈ qk}. So H∗+1(C
σ,ω
∗ (M), d) = H˜∗(Kσ,ω)⊗T
σ,ω
∗ (M).
Dually, we have
H∗(M) = Homk(⊕(σ,ω)∈IMH
σ,ω
∗ (M), k) = ⊕(σ,ω)∈IMHomk(H
σ,ω
∗ (M), k) = ⊕(σ,ω)∈IMH
∗
σ,ω(M),
Hk+1σ,ω (M) = Homk(H
σ,ω
k+1(M), k) = Homk(⊕s+t=kHs(Kσ,ω)⊗T
σ,ω
t (M), k) = ⊕s+t=kH
s(Kσ,ω)⊗T
t
σ,ω(M). 
Definition 1.4 Let K be a simplicial complex with vertex set a subset of [m]. The Alexander dual of K
relative to [m] is the simplicial complex K∗ = {σ |σ ∈ Kc}, where Kc = 2[m]\K and σ = [m]\σ. It is obvious
that (K∗)∗ = K.
By the above definition, the Alexander dual of {φ} relative to [m] is 2[m]\{[m]}, the Alexander dual of {}
relative to [m] is 2[m]. Z{}(X,A) = φ and Z{φ}(X,A) = A1×· · ·×Am.
Theorem 1.5 Let M = ZK(X,A) be the topological space in Definition 1.1 (may not be a generalized
moment-angle complex). Denote the topological space M c = ZK∗(X,B), (X,B) = {(Xk, Bk)}
m
k=1, where
Bk = Xk\Ak and K
∗ is as in Definition 1.4. Let X˜ = X1×· · ·×Xm. Then M
c = X˜\M .
Proof. For a subset σ of [m], 2σ has one maximal simplex σ. If σ = {i0, · · · , is}, then (2
σ)∗ has s+1 maximal
simplices i0, · · · , is, where i = [m]\{i}. So X˜\D(σ) = ∪i∈σD
∗(i), where D∗ is defined by that
D∗(ω) = Z1× · · · ×Zn, Zi =
{
Xi if i ∈ ω,
Bi if i 6∈ ω.
This implies that when K = 2σ, X˜\ZK(X,A) = ZK∗(X,B). It is easy to check that for any two simplicial
complexes K and L, (K ∪L)∗ = K∗ ∩L∗ and ZK∗∩L∗(X,B) = ZK∗(X,B)∩ZL∗(X,B). So for any simplicial
complex K,
ZK∗(X,B)
= Z(∪σ∈K2σ)∗(X,B) = Z∩σ∈K(2σ)∗(X,B) = ∩σ∈KZ(2σ)∗(X,B)
= ∩σ∈K
(
X˜\Z2σ (X,A)
)
= ∩σ∈K
(
X˜\D(σ)
)
= X˜\
(
∪σ∈K D(σ)
)
= X˜\ZK(X,A).

Theorem 1.6 Let M = ZK(X,A), (X,A) = {(Xk, Ak)}
m
k=1 be a generalized moment-angle complex satis-
fying the following conditions.
1) Every Xk is a closed orientable manifold (with respect to homology over k) of dimension rk.
2) Every Ak is a polyhedron subspace of Xk that is the deformation retract of a neighborhood.
Then M c = ZK∗(X,B) as in Definition 1.5 is also a generalized moment-angle complex and for any
(σ, ω) ∈ IM such that ω 6= φ, there are group isomorphisms
ζσ,ω : H
σ,ω
∗ (M)
∼= Hr−∗−1σ˜,ω (M
c), ζ∗σ,ω : H
∗
σ,ω(M)
∼= H
σ˜,ω
r−∗−1(M
c),
where r = Σmk=1rk, σ˜ = [m] \ (σ∪ω), ζ
∗
σ,ω is the dual map of ζσ,ω.
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Precisely, the isomorphism ζσ,ω is defined as follows. For ω 6= φ, we have an isomorphism ζσ,ω that satisfies
the following commutative diagram
H˜s−1(Kσ,ω)
∂−1σ,ω
−−−→ Hs(2
ω,Kσ,ω)
ζσ,ω
ց cσ,ω ↓
H˜t−s(K∗σ˜,ω)
where t, cσ,ω and ∂σ,ω are defined in the proof of the theorem. For xk ∈ kk, denote x˜k = γk(∂
−1
k (xk)), where
∂k : H∗+1(Xk, Ak) → H∗(Ak) is the connecting homomorphism and γk : H∗(Xk, Ak) → H
rk−∗(Bk) is the
Alexander duality isomorphism. For xk ∈ ik or ck, denote x˜k = γk(xk) with γk : H∗(Xk) → H
rk−∗(Xk) the
Poncare´ duality isomorphism. Then for a⊗(x1, · · · , xm) ∈ H
σ,ω
∗ (M) with a ∈ H∗(Kσ,ω) and (x1, · · · , xm) ∈
T σ,ω∗ (M), ζσ,ω
(
a⊗(x1, · · · , xm)
)
= ζσ,ω(a)⊗(x˜1, · · · , x˜m).
Proof. Let everything be as in the proof of Theorem 1.3 and define (C∗(X˜,M), d) = (C∗(X˜)/C∗(M), d˜ ).
For η ∈ K∗, define (C˜∗(η), d) = (W1⊗· · ·⊗Wm, d1⊗· · ·⊗dm), where (Wi, di) = (Ui, di) if i ∈ η and (Wi, di) =
(Ui/Si, d˜k ) if i 6∈ η. We prove that (C∗(X˜,M), d) = +η∈K∗(C˜∗(η), d).
For σ = {i0, · · · , is}, (2
σ)∗ has s+1 maximal simplices i0, · · · , is and so C∗(X˜)/C∗(σ) = +i∈σC˜∗(i). This
implies that (C∗(X˜)/C∗(Mσ), d˜ ) = +η∈(2σ)∗(C˜∗(η), d), where Mσ = Z2σ (X,A). So for K,
+η∈K∗(C˜∗(η), d)
= +η∈(∪σ∈K2σ)∗(C˜∗(η), d) = +η∈(∩σ∈K(2σ)∗)(C˜∗(η), d) = ∩σ∈K
(
+η∈(2σ)∗ (C˜∗(η), d)
)
= ∩σ∈K
(
C∗(X˜)/C∗(Mσ), d˜
)
= ∩σ∈K
(
C∗(X˜)/C∗(σ), d˜
)
=
(
C∗(X˜)/(+σ∈KC∗(σ)), d˜
)
=
(
C∗(X˜)/C∗(M), d˜
)
.
So (C∗(X˜,M), d) = +η∈K∗(C˜∗(η), d). For (σ, ω) ∈ IM and σ˜ = [m]\(σ∪ω), define C
σ˜,ω
∗ (X˜,M) = {a ∈
C∗(X˜,M) | ρ
∗(a)= σ˜, ̺(a)=ω} and T σ˜,ω∗ (X˜,M) = {a=(a1, · · · , am) ∈ C
σ˜,ω
∗ (X˜,M) | ak ∈ qk for all k ∈ ̺(a)}.
Then (C∗(X˜,M), d) = ⊕(σ,ω)∈IM (C
σ˜,ω
∗ (X˜,M), d) and so for every (σ, ω) ∈ IM , (C
σ,σ˜
∗ (X˜)/C
σ,ω
∗ (M), d) =
(Cσ˜,ω∗ (X˜,M), d).
Let (Kσ,ω)
∗ be the Alexander dual of Kσ,ω relative to ω and K
∗ be the Alexander dual of K relative to [m].
For η ∈ (Kσ,ω)
∗, i.e., η ⊂ ω and ω\η 6∈ Kσ,ω, i.e., η ⊂ ω and σ∪(ω\η) 6∈ K, we have [m] \ (σ∪(ω\η)) = σ˜∪η ∈
K∗, i.e., η ∈ (K∗)σ˜,ω. So (Kσ,ω)
∗ ⊂ (K∗)σ˜,ω. Conversely, for η ∈ (K
∗)σ˜,ω, i.e., η ⊂ ω and σ˜∪η ∈ K
∗, we have
[m] \ (σ˜∪η) = σ∪(ω\η) 6∈ K, i.e., ω\η 6∈ Kσ,ω, η ∈ (Kσ,ω)
∗. So (K∗)σ˜,ω ⊂ (Kσ,ω)
∗. Thus, (Kσ,ω)
∗ = (K∗)σ˜,ω
and we may denote K∗σ˜,ω = (Kσ,ω)
∗ = (K∗)σ˜,ω. The correspondence η → ω\η induces a dual complex
isomorphism (C∗(2
ω,Kσ,ω), d) ∼= (C˜
t−∗(K∗σ˜,ω), δ), where t is the cardinality of ω. Denote the corresponding
induced homology isomorphism by cσ,ω : H∗(2
ω,Kσ,ω) ∼= H˜
t−∗(K∗σ˜,ω)
There is a dual complex isomorphism ψ˜ : (Cσ˜,ω∗+1(X˜,M), d) → (C˜
∗(K∗σ˜,ω), δ)⊘T
σ˜,ω
∗ (X˜,M) ((A∗⊘B∗)k =
⊕t−s=kAs⊗Bt) defined as follows. For a = (a1, · · · , am) ∈ C
σ˜,ω
∗ (X˜,M), let a˜ = (b1, · · · , bm), where bk = ak
if ak 6∈ kk and dk(bk) = ak if ak ∈ kk. Then ψ˜(a) = η⊘a˜ with η = {k | ak ∈ kk}. So H
σ˜,ω
∗+1(X˜,M) =
H∗+1(C
σ˜,ω
∗ (X˜,M), d) = H˜
∗(K∗σ˜,ω)⊘T
σ˜,ω
∗ (X˜,M).
Thus, the long exact sequence
· · · → Hn(C∗(M), d)
i
−→ Hn(C∗(X˜), d)
j
−→ Hn(C∗(X˜,M), d˜ )
∂
−→ Hn−1(C∗(M), d) → · · ·
satisfies that keri = ⊕(σ,ω)∈IM ,ω 6=φH
σ,ω
∗ (M), cokerj = ⊕(σ,ω)∈IM ,ω 6=φH
σ˜,ω
∗ (X˜,M) and the long exact sequence
is the direct sum of the following diagram for all (σ, ω) ∈ IM and base element a = (a1, · · · , am) ∈ T
σ,ω
∗ (M),
· · · → H˜s(Kσ,ω)⊗a → H˜s(2
ω)⊗a → Hs(2
ω,Kσ,ω)⊗a
∂σ,ω
−−−→ H˜s−1(Kσ,ω)⊗a → · · ·
cσ,ω‖≀
∂′σ,ωր
H˜t−s(K∗σ˜,ω)⊘a
′
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where a′ = (a′1, · · · , a
′
m) with dk(a
′
k) = ak if ak ∈ kk and a
′
k = ak otherwise. When ω 6= φ, H˜∗(2
ω) = 0. We
have an isomorphism ∂′σ,ω : H
σ˜,ω
∗ (X˜,M)→ H
σ,ω
∗−1(M).
The Alexander duality isomorphism γ : H∗(X˜,M) ∼= H
r−∗(M c) is also the direct sum of isomorphisms
γσ˜,ω : H
σ˜,ω
∗ (X˜,M) ∼= H
r−∗
σ˜,ω
(M c) for all (σ, ω) ∈ IM . From the following commutative diagram for Yk = Bk or
φ,
H∗(X1, X1\Y1)⊗· · ·⊗H∗(Xm, Xm\Ym)
γ1⊗···⊗γm
−−−−−−→ Hr1−∗(Y1)⊗· · ·⊗H
rm−∗(Ym)
‖≀ ‖≀
H∗(X˜, X˜ \ Y1×· · ·×Ym)
γ
−→ Hr1−∗(Y1×· · ·×Ym)
we have γσ˜,ω
(
a⊗(x1, · · · , xm)
)
= a⊗(γ1(x1), · · · , γm(xm)) for all a ∈ H
∗(K∗σ˜,ω) and (x1, · · · , xm) ∈ T
σ˜,ω
∗ (X˜,M),
where γk is as defined in the theorem. So ζσ,ω = γ
−1
σ˜,ω
(∂′σ,ω)
−1 is just the isomorphism of the theorem. 
Example 1.7 For k 6 r, the standard inclusion of the sphere Sk →֒ Rr+1 induces an inclusion map
θk : S
k → Sr+1, where we regard Sr+1 as one-point compactification of Rr+1. Sr−k is the deformation retract
of the complement space Sr+1\θk(S
k). For ki 6 ri, i = 1, · · · ,m, letM = ZK
(
r1+1 ··· rm+1
k1 ··· km
)
= ZK(X,A)
be the generalized moment-angle complex with every space pair (Xi, Ai) = (S
ri+1, Ski) and the inclusion
θki : S
ki → Sri+1 as defined above. Then M c is homotopic equivalent to ZK∗
(
r1+1 ··· rm+1
r1−k1 ··· rm−km
)
and we
have IM = {(σ, ω) |σ ∈ K,σ∩ω = φ} and IMc = {(σ
′, ω) |σ′ ∈ K∗, σ′∩ω = φ}. Since all the graded groups
kk, ck, ik are one dimensional, we use the degree to represent the unique generator of the group. Then by
Theorem 1.3, for all (σ, ω) ∈ IM ,
Hσ,ωk+1
(
ZK
(
r1+1 ··· rm+1
k1 ··· km
))
= ⊕s+n1+···nm=k H˜s(Kσ,ω)⊗(n1, · · · , nm),
where ni = ri+1 if i ∈ σ, ni = 0 if i ∈ σ˜, ni = ki if i ∈ ω and for all (σ
′, ω) ∈ IMc
Hσ
′,ω
k+1
(
ZK∗
(
r1+1 ··· rm+1
r1−k1 ··· rm−km
))
= ⊕s+n′
1
+···+n′m=k
H˜s(K
∗
σ′,ω)⊗(n
′
1, · · · , n
′
m),
where n′i = ri+1 if i ∈ σ
′, n′i = 0 if i ∈ σ˜
′, n′i = ri−ki if i ∈ ω. Take σ
′ = σ˜. Notice that Hs(Kσ,ω) ∼=
Ht−s−1(K∗σ˜,ω), where t is the cardinality of ω. The homology and cohomology groups satisfy Theorem 1.6.
2. The homology and cohomology of homotopy open covers
We have computed the (co)homology group of a generalized moment-angle complex, but the coalgebra
structure of the homology group (equivalently, the algebra structure of the cohomology group) is not computed.
To determine the coalgebra structure, we have to use spectral sequence.
Definition 2.1 Let M be a topological space. A homotopy open cover C of M is a sequence of topological
subspaces C = (M1, · · · ,Mn) such that every Mk is a deformation retract of an open subspace M
′
k of M
and that for all 1 6 i1 < · · · < is 6 n, Mi1∩· · ·∩Mis is a deformation retract of M
′
i1
∩· · ·∩M ′is and that
M = ∪ni=1M
′
i . The cover C is always regarded as an ordered set of symbols, but not a set of subspaces. So
Mi =Mj as subspaces for i 6= j is allowed in the sequence. Mi = φ is also allowed.
Definition 2.2 Let C = (M1, · · · ,Mn) be a homotopy open cover of M . The chain complex (C∗,∗(M), d) is
defined as follows. For µ = {i0, · · · , is} ∈ 2
[n]\{φ}, define Mµ = Mi0∩ · · · ∩Mis and |µ| = s. Then
C∗,∗(M) = ⊕s,t>0Cs,t(M), Cs,t(M) = ⊕µ⊂[n],|µ|=s {µ}⊗Ht(Mµ),
where {µ} denotes the 1-dimensional space generated by µ. For µ ⊂ ν, iν,µ : H∗(Mν) → H∗(Mµ) is the
homomorphism induced by the inclusion map from Mν to Mµ. Then d : Cs,t(M)→ Cs−1,t(M) is defined by
d({i0, · · · , is}⊗a) = Σ
s
k=0(−1)
k{i0, · · · , îk, · · · , is}⊗iµ,µk(a), d({i0}⊗a) = 0,
where µ = {i0, · · · , is}, i0 < · · · < is, µk = {i0, · · · , îk, · · · , is} and a ∈ H∗(Mµ).
(C∗,∗(M), d) has a coproduct ∆: (C∗,∗(M), d) → (C∗,∗(M)⊗C∗,∗(M), d⊗d) defined as follows. For ordered
subset µ = {i0, · · · , is}, µ
′
k = {i0, · · · , ik}, µ
′′
k = {ik, · · · , is} and a ∈ H|a|(Mµ) such that ∆µ(a) = Σja
′
j⊗a
′′
j ,
where ∆µ is the coproduct of the homology coalgebra H∗(Mµ),
∆({i0, · · · , is}⊗a) = ΣjΣ
s
k=0 (−1)
(s−k)|a′j |{i0, · · · , ik}⊗iµ,µ′
k
(a′j)⊗ {ik, · · · , is}⊗iµ,µ′′k (a
′′
j ).
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It is easy to check that (d⊗d)∆ = ∆d and so the homology H∗,∗(C∗,∗(M), d) is a coalgebra over k.
Dually, the cochain complex (C∗,∗(M), δ) is defined as follows.
C∗,∗(M) = ⊕s,t>0C
s,t(M), Cs,t(M) = ⊕µ⊂[n],|µ|=s{µ}⊗H
∗(Mµ).
For µ ⊂ ν, i∗ν,µ : H
∗(Mµ) → H
∗(Mν) is the homomorphism induced by the inclusion map from Mν to Mµ.
Then δ : Cs,t(M)→ Cs+1,t(M) is defined by that for ordered set µ = {i0, · · · , ik},
δ({i0, · · · , is}⊗a) = Σk(−1)
u+1{i0, · · · , iu, k, iu+1 · · · , is}⊗i
∗
µk,µ
(a), δ([n]⊗a) = 0,
where the sum is taken over all ordered set µk = {i0, · · · , iu, k, iu+1, · · · , is}.
(C∗,∗(M), δ) has a product C∗,∗(M)⊗C∗,∗(M) → C∗,∗(M) defined as follows. (µ⊗a)(ν⊗b) = 0 except that
µ = {i0, · · · , ik}, ν = {ik, · · · , is}, λ = {i0, · · · , is}, i0 < · · · < is,
(µ⊗a)(ν⊗b) = (−1)|a||ν|λ⊗〈i∗λ,µ(a), i
∗
λ,ν(b)〉λ,
where 〈 , 〉λ is the product of the cohomology algebra H
∗(Mλ). The cohomology H
∗,∗(C∗,∗(M), δ) is an algebra
over k.
Theorem 2.3 Let everything be as in Definition 2.2. There is a spectral sequence (Crs,t(M), dr) converging
to H∗(M) such that every (C
r
∗,∗(M), dr) is a differential graded coalgebra and there is a differential graded
coalgebra isomorphism
(C1∗,∗(M), d1)
∼= (C∗,∗(M), d).
Dually, there is a spectral sequence (Cs,tr (M), δ
r) converging to H∗(M) such that every (C∗,∗r (M), δ
r) is a
differential graded algebra and there is a differential graded algebra isomorphism
(C∗,∗1 (M), δ
1) ∼= (C∗,∗(M), δ).
Proof. We only prove the homology case, the cohomology case is just the dual proof. We may suppose that
M1, · · · ,Mn are all open subspaces of M .
Define double complex (U∗,∗, D) as follows.
U∗,∗ = ⊕s,t>0Us,t, Us,t = ⊕µ⊂[n],|µ|=s{µ}⊗St(Mµ),
where St(Mµ) is the singular chain group over k freely generated by all singular t-simplices ofMµ, {µ} andMµ
are as defined in Definition 2.2. D : Ts,t → Ts−1,t⊕Ts,t−1 is defined by that for ordered set µ = {i0, · · · , is} ⊂
[n] and singular t-simplex ̟ ∈ St(Mµ),
D({i0, · · · , is}⊗̟) = Σ
s
k=0(−1)
k{i0, · · · , îk, · · · , is}⊗̟ + (−1)
s{i0, · · · , is}⊗d(̟),
where d is the differential of the singular chain complex (S∗(Mµ), d).
From the horizontal filtration Fn = ⊕t6nU∗,t of (U∗,∗, D), we get a spectral sequence (F
r
s,t, dr) converging
to H∗(U∗,∗, D). For a singular t-simplex ̟ ∈ St(M1)+ · · ·+St(Mm), there is a unique subset λ ⊂ [n] such
that ̟ is a singular t-simplex of St(Mi) if and only if i ∈ λ. Let C(̟) be the subgroup of U∗,∗ generated
by all µ⊗̟ with µ ⊂ λ. Then F 1∗,∗ = ⊕̟H∗(C∗(̟), d1), where ̟ is taken over all singular simplices of
S∗(M1)+ · · ·+S∗(Mm) and the differential is defined by
d1({i0, · · · , is}⊗̟) = Σ
s
k=0(−1)
k{i0, · · · , îk, · · · , is}⊗̟.
It is obvious that (C∗(̟), d1) ∼= (C∗(2
λ), d), where (C∗(2
λ), d) is the simplicial chain complex over k of the
full simplicial complex 2λ and so H0(C∗(̟), d1) = H0(2
λ) = k and Hk(C∗(̟), d1) = Hk(2
λ) = 0 if k 6= 0.
The generator of H0(C∗(̟), d1) is represented by {i}⊗̟ for any i ∈ λ, i.e., {i}⊗̟ and {j}⊗̟ represent the
same homology class in F 1∗,∗ for all i, j ∈ λ. This implies that the correspondence {i}⊗̟ → ̟ induces a chain
complex isomorphism
(F 1∗,∗, d1) = (F
1
0,∗, d1)
∼= (S∗(M1)+ · · ·+S∗(Mm), d).
Since d2 : F
2
s,t → F
2
s+1,t−2, the spectral sequence collapse from r > 2 and H0,∗(F
1
∗,∗, d1)
∼= H∗(U∗,∗, D). By
excision axiom, (S∗(M1)+ · · ·+S∗(Mm), d) is homotopic equivalent to the singular chain complex (S∗(M), d).
So H0,∗(F
1
∗,∗, d1)
∼= H∗(M).
From the vertical filtration En = ⊕s6nUs,∗ of (U∗,∗, D), we get a spectral sequence (E
r
s,t, dr)converging to
H∗(U∗,∗, D) = H∗(M). Define (E
r
s,t, dr) = (C
r
s,t(M), dr). By definition, (C
1
∗,∗(M), d1) = (C∗,∗(M), d).
Define coproduct ∆˜ : (U∗,∗, D) → (U∗,∗, D)⊗(U∗,∗, D) as follows. For a singular simplex ̟ ∈ St(Mµ) with
µ = {i0, · · · , is} and ∆µ(̟) = ̟
′⊗̟′′ (abbreviation of Σj̟
′
j⊗̟
′′
j ), where ∆µ : S∗(Mµ) → S∗(Mµ)⊗S∗(Mµ)
is the homomorphism of singular chain groups induced by the diagonal map of Mµ, define
∆˜({i0, · · · , is}⊗̟) = Σ
s
k=0(−1)
(s−k)|̟′|{i0, · · · , ik}⊗̟
′ ⊗ {ik, · · · , is}⊗̟
′′.
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Then
(D⊗D)(∆˜({i0, · · · , is}⊗̟))
= (D⊗D)((−1)(s−k)|̟
′|{i0, · · · , ik}⊗̟
′ ⊗ {ik, · · · , is}⊗̟
′′)
= Σsk=0Σ
k
u=0(−1)
(s−k)|̟′|+u{i0, · · · , îu, · · · , ik}⊗̟
′ ⊗ {ik, · · · , is}⊗̟
′′
+Σsk=0(−1)
(s−k)|̟′|+k{i0, · · · , ik}⊗d̟
′ ⊗ {ik, · · · , is}⊗̟
′′
+Σsk=0Σ
s−k
u=0(−1)
(s−k)|̟′|+k+|̟′|+u{i0, · · · , ik}⊗̟
′ ⊗ {ik, · · · , îk+u, · · · , is}⊗̟
′′
+Σsk=0(−1)
(s−k)|̟′|+s+|̟′|{i0, · · · , ik}⊗̟
′ ⊗ {ik, · · · , is}⊗d̟
′′
= Σsk=0Σ
k−1
u=0(−1)
(s−k)|̟′|+u{i0, · · · , îu, · · · , ik}⊗̟
′ ⊗ {ik, · · · , is}⊗̟
′′
+Σsk=0Σ
s−k
u=1(−1)
(s−k)|̟′|+k+|̟′|+u{i0, · · · , ik}⊗̟
′ ⊗ {ik, · · · , îk+u, · · · , is}⊗̟
′′
+Σs−1k=0(−1)
(s−k)|̟′|+k{i0, · · · , îk}⊗̟
′ ⊗ {ik, · · · , is}⊗̟
′′
+Σsk=1(−1)
(s−k)|̟′|+k+|̟′|{i0, · · · , ik}⊗̟
′ ⊗̟′′⊗{̂ik, · · · , is}
+Σsk=0(−1)
(s−k)(|̟′|−1)+s{i0, · · · , ik}⊗d̟
′ ⊗ {ik, · · · , is}⊗̟
′′
+Σsk=0(−1)
(s−k)|̟′|+s+|̟′|{i0, · · · , ik}⊗̟
′ ⊗ {ik, · · · , is}⊗d̟
′′
= ∆˜(Σsu=0(−1)
u{i0, · · · , îu, · · · , is}⊗̟)+∆˜((−1)
s{i0, · · · , is}⊗d̟)
= ∆˜(D({i0, · · · , is}⊗̟))
Thus, ∆˜ induces spectral sequence homomorphism ∆˜r : (E
r
∗,∗, dr) → (E
r
∗,∗⊗E
r
∗,∗, dr⊗dr). By Ku¨nneth
Theorem, H∗(U∗,∗⊗U∗,∗, D⊗D) ∼= H∗(M)⊗H∗(M) ∼= H∗(M×M).
∆˜ also induces a spectral sequence homomorphism ∆r : (F
r
∗,∗, dr)→ (F
r
∗,∗⊗F
r
∗,∗, dr⊗dr). By definition, for
a homology class in F 10,∗ represented in U∗,∗ by {i}⊗[̟] such that ∆i(λ) = λ
′⊗λ′′ (∆i is the coproduct of
H∗(Mi)), ∆1({i}⊗λ) = {i}⊗λ
′ ⊗ {i}⊗λ′′. This implies the following diagram commutes.
(F 10,∗, d1)
∆1−→ (F 10,∗⊗F
1
0,∗, d1⊗d1)
‖≀ ‖≀
(S∗(M), d)
∆
−→ (S∗(M)⊗S∗(M), d)
where ∆ is the homomorphism of singular chain groups induced by the diagonal map of M . Since the spectral
sequence F rs,t and F
r
s,t⊗F
r
s,t collapse from r > 2, we have the following commutative diagram
H∗(U∗,∗, D)
∆˜∗−→ H∗(U∗,∗⊗U∗,∗, D⊗D)
‖≀ ‖≀
H∗(M)
∆∗−→ H∗(M×M).
So H∗(U∗,∗, D) ∼= H∗(S∗(M), d) is a coalgebra isomorphism. 
Notice that if we do not consider the (co)algebra strucure, the above theorem holds for (co)homology over
an Abellian group G. But all other main conclusions (such as direct sum decomposition, generating set) in
this paper can not be generalized to the case of an Abellian group G. So we only discuss field case.
Definition 2.4 Let everything be as in Definition 2.2. For x = µ⊗a ∈ C∗,∗(M), the support complex
(C∗,∗(x), d) of x is the chain subcomplex of (C∗,∗(M), d) generated by all λ⊗iµ,λ(a) such that λ ⊂ µ. Define
Cx = {λ ⊂ µ | iµ,λ(a) = 0}. It is obvious that Cx is a simplicial complex.
Theorem 2.5 Let everything be as in Definition 2.4. For x = µ⊗a ∈ C|µ|,|a|(M), there is a chain com-
plex isomorphism (C∗,|a|(x), d) = (C∗(2
µ,Cx), d), where C∗(2
µ,Cx), d) is the relative simplicial chain com-
plex over k, i.e., the quotient complex of (C∗(2
µ), d) over (C∗(Cx), d). So we may define Hs(C∗,∗(x), d) =
Hs,|a|(C∗,|a|(x), d) ∼= Hs(2
µ,Cx) ∼= H˜s−1(Cx).
Proof. The correspondence λ⊗iµ,λ(a) → λ for all iµ,λ(a) 6= 0 induces a chain complex isomorphism from
(C∗,∗(x), d) to (C∗(2
µ,Cx), d). 
Definition 2.6 Let C be a homotopy open cover of M . C is a simple cover (with respect to k) if there is a
subset T∗,∗(C) of C∗,∗(M) such that
(C∗,∗(M), d) = ⊕ x∈T∗,∗(C)(C∗,∗(x), d)
and the spectral sequence Crs,t(M) defined in Theorem 2.3 collapse from r > 2 and so for all k,
Hk(X) = ⊕s+t=kC
2
s,t(M) = ⊕s+t=k
(
⊕ x∈T∗,t(C) Hs(C∗,∗(x), d)
)
.
T∗,∗(C) is called a generating set of C∗,∗(M).
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3. Homology coalgebra and cohomology algebra
Definition 3.1 Let K be a simplicial complex. A simplex cover of K is a sequence S = (σ1, · · · , σn) of
simplices (repetition and empty simplex allowed) of K that contains the set of maximal simplices of K, i.e.,
every simplex of K is the face of some σk.
For a generalized moment-angle complex M = ZK(X,A), (X,A) = {(Xk, Ak)}
m
k=1, and a simplex cover
S = (σ1, · · · , σn) of K, the sequence C = (M1, · · · ,Mn) with Mk = D(σk) (D(σk) as defined in Definition
1.1) is the cover of M associated to S.
Definition 3.2 Let M = ZK(X,A), (X,A) = {(Xk, Ak)}
m
k=1, be a generalized moment-angle complex.
Then for a simplex cover S = (σ1, · · · , σn) of K, the associated cover C = (M1, · · · ,Mn) is a homotopy open
cover of M and by Definition 2.2, there is a chain complex (C∗,∗(M), d).
The base Γ∗,∗(C) of C∗,∗(M) is taken as follows. Take a fixed base for kk, ck, ik (as defined in Definition 1.2).
By Ku¨nneth Theorem, for a space Y = Y1×· · ·×Ym with Yk = Ak or Xk for every k, the base of H∗(Y ) is the set
of all x = (x1, · · ·, xm) with every xk a base elements of H∗(Yk), where we do not distinguish a base element in
coimik and its image in imik. Then Γ∗,∗(C) is the set of all µ⊗(x1, · · · , xm) such that µ = {i0, · · · , is} ⊂ [n] and
that (x1, · · · , xm) is a base element of H∗(Mµ), where Mµ = D(σi0 )∩· · ·∩D(σis ) = D(∩j∈µσj) = Y1×· · ·×Ym
with Yk = Xk if k ∈ ∩j∈µσj and Yk = Ak otherwise. Equivalently, Γ∗,∗(C) is the following set
{µ⊗(x1, · · · , xm) |µ ⊂ [n], (x1, · · · , xm) ∈ T∗(M), xk ∈ ck∪ik, if k ∈ ∩j∈µσj , xk ∈ kk∪ik, if k 6∈ ∩j∈µσj},
where we use the same symbol to denote a vector space and its base and so T∗(M) = ∪(σ,ω)∈IMT
σ,ω
∗ (M) with
T σ,ω∗ (M) as defined in Definition 1.2.
Theorem 3.3 Let everything be as in Definition 3.2. Give Γ∗,∗(C) a graded graph structure defined as
follows. For µ⊗x ∈ Γ∗,∗(C), its degree is |µ|, the cardinality of µ minus 1. For µ⊗x, ν⊗y ∈ Γ∗,∗(C) with µ
a proper subset of ν, they are the two vertices of an edge if and only if iν,µ(y) = x and |µ| = |ν|−1, where
iν,µ is as defined in Definition 2.2. Then the graded graph Γ∗,∗(C) is simple in the sense that every connected
component of it has but one vertex with maximal degree which is called the top vertex of the component. So the
connected component decomposition of the graph Γ∗,∗(C) corresponds to the direct sum decomposition of the
chain complex (C∗,∗(M), d). Precisely, let T∗,∗(C) be the set of all top vertices of Γ∗,∗(C), then C is a simple
cover (as in Definition 2.6) of ZK(X,A) with generating set T∗,∗(C) and direct sum decomposition
Hk(M) = ⊕s+t=kHs,t(C∗,∗(M), d) = ⊕s+t=k
(
⊕ x∈T∗,t(C) Hs(C∗,∗(x), d)
)
,
where (C∗,∗(x), d) is as defined in Definition 2.4 and H∗(C∗,∗(x), d) is as defined in Theorem 2.5.
Proof. Notice that since we do not distinguish coimik and imik, the homomorphism ik restricted on coim is the
identity isomorphism. So for λ⊗x, µ⊗y ∈ Γ∗,∗(C), if iµ,λ(y) = x, then x = y. This implies that all connected
components of Γ∗,∗(C) is a graph with vertex set of the form {µ1⊗x, · · · , µs⊗x} with x ∈ T∗(M), i.e., the set
of connected components of Γ∗,∗(C) is in 1-1 correspondence with T∗(M). For a connected component with
vertex set {µ1⊗x, · · · , µs⊗x}, x = (∪
s
i=1µi)⊗x is the unique top vertex of the component and the connected
component chain complex is obviously (C∗,∗(x), d).
Now we prove the spectral sequence Ers,t = C
r
s,t(M) as defined in Theorem 2.3 collapses from r > 2.
Let (U∗,∗, D) and everything else be as in the proof of Theorem 2.3. Then U∗,∗ is generated by elements
of the form µ⊗(x1, · · · , xm) such that xk ∈ S∗(Xk) if k ∈ ∩j∈µσj and xk ∈ S∗(Ak) if k 6∈ ∩j∈µσj . Let
(C∗(M), d) be as defined in the proof of Theorem 1.3. We use the same symbol to denote both the homology
class and a representative of it, both the space and a base of it. Then (C∗(M), d) is a chain subcomplex of
(S∗(X1)⊗· · ·⊗S∗(Xm), d⊗· · ·⊗d) by taking representatives as in the proof of Theorem 1.3. So we may define
double subcomplex (C˜∗,∗, D) of (U∗,∗, D) generated by all µ⊗(x1, · · · , xm) such that xk ∈ kk∪ik∪ck∪qk if
k ∈ ∩j∈µσj and xk ∈ kk∪ik if k 6∈ ∩j∈µσj . Then by Definition 3.2, Γ∗,∗(C) is a subgroup (not a subcomplex)
of C˜∗,∗ and (C˜∗,∗, D) is the smallest subcomplex of (U∗,∗, D) containing Γ∗,∗(C).
Let (Z∗,∗, D) be the subcomplex of (C˜∗,∗, D) generated by all µ⊗(x1, · · ·, xm) such that there is at least
one k ∈ ∩j∈µσj such that xk ∈ kk or qk. Let (Z
′
∗,∗, D) be the subcomplex of (Z∗,∗, D) generated by all
µ⊗(x1, · · ·, xm) such that there is no xk ∈ qk. Let (Fn, D) be the subcomplex of (Z∗,∗(x), D) generated
by all λ⊗y such that |λ| 6 n. Then {Fn} is a filtration that induces a spectral sequence (F
r
s,t, dr) con-
verging to H∗(Z∗,∗, D). For µ⊗(x1, · · ·, xm) ∈ Z
′
∗,∗, define (D(xk), d
′
k) to be the acylic chain complex such
that D(xk) is generated by {xk, x
′
k} with d
′
k(x
′
k) = xk if xk ∈ kk and k ∈ ∩j∈µσj and define (D(xk), d
′
k)
to be the trivial chain complex with D(xk) generated by xk if xk 6∈ kk or k 6∈ ∩j∈µσj . By definition,
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(F 1∗,∗, d1)
∼= ⊕µ⊗(x1,···,xm)∈Z′∗,∗(D(x1)⊗· · ·⊗D(xm), d
′
1⊗· · ·⊗d
′
m) with the isomorphism induced by the corre-
spondence µ⊗x→ x. So F 2∗,∗ = 0 and H∗(Z∗,∗, D) = 0. It is obvoious that the quotient complex of (C˜∗,∗, D)
over (Z∗,∗, D) is isomorphic to (C∗,∗(M), d). So H∗(C˜∗,∗, D) = H∗(C∗,∗(M), d). Since (C˜∗,∗, D) is a double sub-
complex of (U∗,∗, D), all the homology classes of H∗(C∗,∗(M), d) = C
2
∗,∗(M) survive to infinity in the spectral
sequence. 
Definition 3.4 Let M = ZK(X,A), (X,A) = {(Xk, Ak)}
m
k=1 be a generalized moment-angle complex and C
be a cover associated to the simplex cover S = (σ1, · · · , σn) of K. For (σ, ω) ∈ IM (IM as in Definition 1.2),
the simplicial complex Sσ,ω is defined as follows. The vertex set of Sσ,ω is the subset [σ, ω] = {k ∈ [n] |σ ⊂
σk, σk∩ω 6= φ} and {i0, · · · , is} ⊂ [σ, ω] is a simplex of Sσ,ω if and only if (∩
s
j=0σij )∩ω ∈ K.
For x = µ⊗(x1, · · · , xm) ∈ Γ∗,∗(C), define ρ(x) = {k |xk ∈ ck} and ̺(x) = {k |xk ∈ kk} and T
σ,ω
∗,∗ (C) =
{x ∈ T∗,∗(C) | ρ(x) = σ, ̺(x) = ω}.
Notice the difference between Kσ,ω in Definition 1.2 and Sσ,ω in the above definition. The vertex set 〈σ, ω〉
of Kσ,ω is a subset of [m] and the vertex set [σ, ω] of Sσ,ω is a subset of [n]. But [m] and [n] are two irrelevant
sets, since [m] is a substitute of (X,A) and [n] is a substitute of S. We always use λ, µ, ν, µi, µ
′, · · · to denote
subsets of [n] and other Greek letters to denote subsets of [m].
Theorem 3.5 Let everything be as in Theorem 3.3 and Definition 3.4. Then the following conclusions
hold.
1) For any x = µ⊗(x1, · · · , xm) ∈ Γ∗,∗(C) with ρ(x) = σ, ̺(x) = ω and Cx as defined in Definition 2.4,
Cx = Sσ,ω|µ = {λ∩µ |λ ∈ Sσ,ω} and there is a chain complex isomorphism (C∗,∗(x), d) ∼= (C∗(2
µ,Sσ,ω|µ), d).
Specifically, if x ∈ T∗,∗(C), (C∗,∗(x), d) ∼= (C∗(2
µ,Sσ,ω), d).
2) µ⊗x → x is a 1-1 correspondence from T σ,ω∗,∗ (C) to the base of T
σ,ω
∗ (M) for all (σ, ω) ∈ IM , where
T σ,ω∗ (M) is as defined in Definition 1.2.
3) The geometrical realization space |Sσ,ω| ≃ |Kσ,ω| (≃ means homotopic equivalent of topological spaces),
where Kσ,ω is as in Definition 1.2. So for x = µ⊗x ∈ T
σ,ω
∗,∗ (C),
Hk(C∗,∗(x), d) = Hk(2
µ,Sσ,ω) ∼= H˜k−1(Sσ,ω) ∼= H˜k−1(Kσ,ω) ∼= Hk(2
〈σ,ω〉,Kσ,ω).
Proof. 1) The correspondence λ⊗(x1, · · · , xm)→ λ induces a chain complex isomorphism from (C∗,∗(x), d) to
(C∗(2
µ,Sσ,ω|µ), d).
2) Just the conclusion that T∗(M) is in 1-1 correspondence with the set of top vertices T∗,∗(C) of Γ∗,∗(C)
which is proven in Theorem 3.3.
3) Suppose σ = {i0, · · · , is}. Then S|ω = (σi0∩ω, · · · , σis∩ω) is a simplex cover of Kσ,ω. Let Uk =
|starKσ,ω(σik∩ω)|\|linkKσ,ω(σik∩ω)|. Then {U0, · · · , Us} is an open cover of |Kσ,ω| such that every non-
empty Uj0∩ · · · ∩Ujt is contractible. By definition, Sσ,ω is the nerve of the open cover {U0, · · · , Us}. So
|Sσ,ω| ≃ |Kσ,ω|. 
Theorem 3.6 Let everything be as in Theorem 3.5. For xi ∈ T
σi,ωi
∗ (C), i = 1, 2, 3, such that σ2 ⊂ σ1,
σ3 ⊂ σ1 and ω1 ⊂ ω2∪ω3, there is a chain complex homomorphism
∆˜x2,x3x1 : (C∗,∗(x1), d)→ (C∗,∗(x2)⊗C∗,∗(x3), d⊗d)
that induces a homology homomorphism ∆x2,x3x1 and the following commutative diagram (vi = 〈σi, ωi〉)
H∗(C∗,∗(x1), d)
∆x2,x3x1
−−−−−−→ H∗(C∗,∗(x2), d)⊗H∗(C∗,∗(x3), d)
‖≀ ‖≀
H∗(|2
v1 |, |Kσ1,ω1 |)
∆v2,v3v1
−−−−−−→ H∗(|2
v2 |, |Kσ2,ω2 |)⊗H∗(|2
v3 |, |Kσ3,ω3 |),
where the vertical isomorphisms are obtained by replacing the simplicial homology on the right side of the
isomorphism in 3) of Theorem 3.5 by singular homology and ∆v2,v3v1 is the coproduct between relative singular
homology groups defined as follows. For simplicial complexes K,K ′,K ′′ with respectively vertex set ̺, ̺′, ̺′′
such that K is a simplicial subcomplex of K ′∪K ′′ and S a set such that ̺′∪̺′′ ⊂ S, the coproduct ∆̺
′,̺′′
̺ is
defined by the following commutative diagram, which is obviously independent of the choice of S
H∗(|2
̺|, |K|)
∆̺
′,̺′′
̺
−−−−−−→ H∗(|2
̺′ |, |K ′|)⊗H∗(|2
̺′′ |, |K ′′|)
‖≀ ‖≀
H∗(|2
S |, |K|)
∆∗
−−−−−−→ H∗(|2
S |, |K ′|)⊗H∗(|2
S |, |K ′′|),
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where the vetical isomorphisms are induced by the inclusion map and ∆(x) = (x, x) for all x ∈ |2S | is the
diagonal map of |2S| regarded as a map between space pairs from the space pair (|2S |, |K|) to the product space
pair (|2S |, |K ′|)×(|2S |, |K ′′|) = (|2S |×|2S |, |2S|×|K ′′| ∪ |K ′|×|2S|).
Proof. For the simplex cover S = (σ1, · · · , σn) of K, define simplicial complex K as follows. The vertex set
of K is [n]. An non-empty set {i0, · · ·, is} ⊂ [n] is a simplex of K if and only if ∩
s
j=0σij 6= φ. It is obvious
that K is a simplicial complex. Define maps ψ : K\{φ} → K\{φ} and ϕ : K\{φ} → K\{φ} as follows. For
a non-empty simplex σ of K, ψ(σ) = {k ∈ [n] |σ⊂σk}. For a non-empty simplex µ = {i0, · · ·, is} of K,
ϕ(µ) = ∩sj=0σij . ψ and ϕ are order reversing, i.e., for σ ⊂ τ , ψ(σ) ⊃ ψ(τ) and for µ ⊂ ν, ϕ(µ) ⊃ ϕ(ν). So ψ
and ϕ are not simplicial maps but they induce simplicial maps between barycentric subdivision complexes.
For a simplicial complex L 6= {}, denote the barycentric subdivision complex of L by S(L). S(L) = L if L =
{φ}. Then S(L)\{φ} is in 1-1 correspondence with the set of all set of non-empty simplices {σ1, · · · , σs} of L
such that σi is a proper face of σi+1 for i = 1, · · · , s−1. Define Ψ: S(2
K\{φ})→ S(2K\{φ}) and Φ: S(2K\{φ})→
S(2K\{φ}) as follows. For a non-empty simplex {η1, · · ·, ηs} of S(2
K\{φ}), Ψ({η1, · · ·, ηs}) = {ψ(ηs), · · ·, ψ(η1)}
and for a non-empty simplex {µ1, · · ·, µt} of S(2
K\{φ}), Φ({µ1, · · ·, µt}) = {ϕ(µt), · · ·, ϕ(µ1)}, where repetition
is canceled in the image set. It is obvious that Ψ and Φ are simplicial maps. For a simplicial map f : K → L,
denote the corresponding piecewise linear map between the geometrical realization spaces by |f | : |K| → |L|.
Notice that for a non-empty simplex σ ∈ K, σ ⊂ φψ(σ). If σ 6= φψ(σ), then for all η ⊂ σ, φψ(η) = φψ(σ). This
implies that if σ = φψ(σ), then for all σ ⊂ τ , τ = φψ(τ). Thus, for any simplex V = {η1, · · · , ηs} of S(2
K\{φ}),
if ΦΨ(V ) 6= V , then there is a 0 6 k 6 s such that ηk 6= φψ(ηk) and ηj = φψ(ηj) for j > k. So both V and
ΦΨ(V ) are faces of the same simplex {η1, · · · , ηk, φψ(ηk), ηk+1, · · · , ηs} (cancel φψ(ηk) if φψ(ηk) = ηk+1) of
S(2K\{φ}). This implies that |Φ||Ψ| is homotopic to the identity map of |S(2K\{φ})| by the linear homotopy
H(t, x) = (1−t)ΦΨ(x) + tx for all x ∈ |S(2K\{φ})|. For a simplex W = {µ1, · · ·, µr1 , · · · , µrt−1+1, · · ·, µrt} of
S(2K\{φ}) such that ∩k∈µsσk = σui for s = ri−1+1, · · · , ri and every σui+1 is a proper subset of σui , both W
and ΨΦ(W ) are faces of the same simplex {µ1, · · ·, µr1 , ψφ(µr1), · · · , µrt−1+1, · · ·, µrt , ψφ(µrt)} (cancel ψφ(µri)
if ψφ(µri) = µri). So |Ψ||Φ| is also homotopic to the identity map of |S(2
K\{φ})| by linear homotopy.
Let Kσ,ω be as in Definition 1.2 and Sσ,ω be as defined in Definition 3.4. Define maps ψσ,ω : Kσ,ω\{φ} →
Sσ,ω\{φ} and ϕσ,ω : Sσ,ω\{φ} → Kσ,ω\{φ} as follows. For a non-empty simplex η of Kσ,ω, ψσ,ω(η) =
{k |σ∪η ⊂ σk}. For a non-empty simplex µ = {i0, · · ·, is} of Sσ,ω, ϕσ,ω(µ) = (∩
s
j=0σij )\σ. ψσ,ω and ϕσ,ω are
order reversing and so are not simplicial maps. But they induce simplicial maps Ψσ,ω : S(Kσ,ω)→ S(Sσ,ω) and
Φσ,ω : S(Sσ,ω) → S(Kσ,ω) defined by Ψσ,ω({η1, · · ·, ηs}) = {ψσ,ω(ηs), · · ·, ψσ,ω(η1)} and Φσ,ω({µ1, · · ·, µt}) =
{ϕσ,ω(µt), · · ·, ϕσ,ω(µ1)}, where repetition is canceled in the image set. S(Sσ,ω) is naturally a simplicial
subcomplex of S(2K\{φ}). Regard S(Kσ,ω) as a simplicial subcomplex of S(2
K\{φ}) by the correspondence
{η1, · · · , ηs} → {σ∪η1, · · · , σ∪ηs}. Denote both the inclusion map by i. Then by definition, iΨσ,ω = Ψ i and
iΦσ,ω = Φ i. This implies that V and Φσ,ωΨσ,ω(V ) are faces of the same simplex for all non-empty simplex V
of S(Kσ,ω) and |Φσ,ω||Ψσ,ω| is homotopic to the identity map of S(Kσ,ω). Similarly, |Ψσ,ω||Φσ,ω| is homotopic
to the identity map of S(Sσ,ω). So we have the following commutative diagram of long exact sequences of
simplicial homology groups
· · · → Hk(S(Sσ,ω))
i
→ Hk(S(2
K\{φ})) → Hk(S(2
K\{φ}), S(Sσ,ω)) → Hk−1(S(Kσ,ω)) → · · ·
Φσ,ω ↓ Φ ↓ Φσ,ω ↓ Ψσ,ω ↓
· · · → Hk(S(Kσ,ω))
i
→ Hk(S(2
K\{φ})) → Hk(S(2
K\{φ}), S(Kσ,ω)) → Hk−1(S(Kσ,ω)) → · · ·,
where we use the same symbol to denote a simplicial map and the homology homomorphism induced by it.
Since both Φ and Φσ,ω are isomorphisms, Φσ,ω is also an isomorphism.
Suppose xi = µi⊗xi for x1, x2, x3 in the theorem. For ordered subset {i0, · · · , is} ⊂ µ1, define
∆˜x2,x3x1 ({i0, · · · , is}⊗x1) = Σ
s
k=0{i0, · · · , ik}⊗x2 ⊗ {ik, · · · , is}⊗x3,
where {j1, · · ·, ju}⊗(x1, · · ·, xm) = 0 if there is l ∈ ∩
u
v=1σjv such that xl ∈ kl. By the isomorphism in the proof
of Theorem 2.5, we have the following commutative diagram
(C∗,∗(x1), d)
∆˜x2,x3x1
−−−−−→ (C∗,∗(x2)⊗C∗,∗(x3), d⊗d)
‖≀ ‖≀
(C∗(2
µ1 ,Sσ1,ω1), d)
∆˜2,3
1
−−−−−→ (C∗(2
µ2 ,Sσ2,ω2)⊗C∗(2
µ3 ,Sσ3,ω3), d⊗d).
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We have chain complex homomorphism ∆: (C∗(2
[n]), d)→ (C∗(2
[n])⊗C∗(2
[n]), d⊗d) defined as follows. For
{i0, · · · , is} ∈ C∗(2
[n]), ∆({i0, · · · , is}) = Σ
s
k=0{i0, · · · , ik}⊗{ik, · · · , is}. If (∩
s
j=0σij ) ∩ ω1 6= φ, then at least
one of (∩kj=0σij ) ∩ ω2 and (∩
s
j=kσij ) ∩ ω3 is non-empty. This implies that
∆(C∗(Sσ1,ω1)) ⊂ C∗(Sσ2,ω2)⊗C∗(2
[n])+C∗(2
[n])⊗C∗(Sσ3,ω3).
σ2 ⊂ σ1 and σ3 ⊂ σ1 imply that C∗(2
µ1) ⊂ C∗(2
µ2) and C∗(2
µ1) ⊂ C∗(2
µ3).
So we have the following two commutative diagrams of short exact sequences of simplicial chain complexes
(Ci = C∗(Sσi,ωi), C˜i = C∗(2
µi) and C = C∗(2
[n]))
0→ C1 → C → C/C1 → 0
∆ ↓ ∆ ↓ ∆2,3
1
↓
0→ C2⊗C+C⊗C3 → C⊗C → (C∗/C2)⊗(C/C3) → 0
0→ C1 → C˜1 → C˜1/C1 → 0
∆ ↓ ∆ ↓ ∆˜2,3
1
↓
0→ C2⊗C˜3+C˜2⊗C3 → C˜2⊗C˜3 → (C˜2/C2)⊗(C˜3/C3) → 0
and from the above diagrams, we have the following commutative diagram
C∗(2
µ1 ,Sσ1,ω1)
∆˜2,3
1
−−−−→ C∗(2
µ2 ,Sσ2,ω2)⊗C∗(2
µ3 ,Sσ3,ω3)
‖≀ ‖≀
C∗(2
[n],Sσ1,ω1)
∆2,3
1
−−−−→ C∗(2
[n],Sσ2,ω2)⊗C∗(2
[n],Sσ3,ω3)
‖≀ ‖≀
C∗(2
K\{φ},Sσ1,ω1)
∆2,3
1
−−−−→ C∗(2
K\{φ},Sσ2,ω2)⊗C∗(2
K\{φ},Sσ3,ω3)
‖≀ ‖≀
C∗(S(2
K\{φ}), S(Sσ1,ω1))
∆2,3
1
−−−−→ C∗(S(2
K\{φ}), S(Sσ2,ω2))⊗C∗(S(2
K\{φ}), S(Sσ3,ω3))
Apply the isomorphism Φσi,ωi : C∗(S(2
K\{φ}), S(Sσi,ωi)) → C∗(S(2
K\{φ}), S(Kσi,ωi)) to the last homo-
morphism, we get a chain complex homomorphism
C∗(S(2
K\{φ}), S(Kσ1,ω1))
∆2,3
1
−−−−→ C∗(S(2
K\{φ}), S(Kσ2,ω2))⊗C∗(S(2
K\{φ}), S(Kσ3,ω3)).
Notice that all ∆2,31 is induced by a simplicial approximation of the diagonal map ∆ defined by ∆(x) = (x, x).
Since barycentric subdivision does not change the homology, we have the following commutative diagram
H∗(S(2
K\{φ}), S(Kσ1,ω1))
(∆2,3
1
)∗
−−−−→ H∗(S(2
K\{φ}), S(Kσ2,ω2))⊗H∗(S(2
K\{φ}), S(Kσ3,ω3))
‖≀ ‖≀
H∗(|S(2
K\{φ})|, |S(Kσ1,ω1)|)
S(∆)∗
−−−−→ H∗(|S(2
K\{φ})|, |S(Kσ2,ω2)|)⊗H∗(|S(2
K\{φ})|, |S(Kσ3,ω3)|)
‖≀ ‖≀
H∗(|2
K\{φ}|, |Kσ1,ω1 |)
∆∗
−−−−→ H∗(|2
K\{φ}|, |Kσ2,ω2 |)⊗H∗(|2
K\{φ}|, |Kσ3,ω3 |)
‖≀ ‖≀
H∗(|2
v1 |, |Kσ1,ω1 |)
∆v2,v3v1
−−−−→ H∗(|2
v2 |, |Kσ2,ω2 |)⊗H∗(|2
v3 |, |Kσ3,ω3 |)
So ∆x2,x3x1 and ∆
v2,v3
v1
satisfy the commutative diagram of the theorem. 
Definition 3.7 Let M = ZK(X,A) and T∗(M) be as in Definition 3.2. We use the same symbol to denote
both the base and the space generated by the base. Then the coproduct ∆T : T∗(M) → T∗(M)⊗T∗(M) is
defined as follows. For x = (x1, · · · , xm) ∈ T∗(M), regard xk as an element of H∗(Ak) if xk ∈ ik. Suppose
∆k(xk) = Σjck,jx
′
k,j⊗x
′′
k,j , where ∆k is the coproduct of the coalgebra H∗(Xk) or H∗(Ak), ck,j ∈ k\{0}, and
x′k,j , x
′′
k,j are base elements of H∗(Xk) or H∗(Ak). Then
∆T (x) = Σj1,··· ,jm(−1)
εc1,j1 · · · cm,jm(x
′
1,j1 , · · · , x
′
m,jm
)⊗(x′′1,j1 , · · · , x
′′
m,jm
),
where ε = |x′′1,j1 |(|x
′
2,j2 |+· · ·+|x
′
m,jm
|)+|x′′2,j2 |(|x
′
3,j3 |+· · ·+|x
′
m,jm
|)+· · ·+|x′′m−1,jm−1 ||x
′
m,jm
|.
Notice that in general, ∆T is not coassociative.
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Theorem 3.8 Let everything be as in Theorem 1.3 and Definition 3.7. The coproduct of
H∗(M) = ⊕(σ,ω)∈IMH
σ,ω
∗ (M) = ⊕(σ,ω)∈IMH∗(|2
v|, |Kσ,ω|)⊗T
σ,ω
∗ (M)
is as follows. For x ∈ T σ,ω∗ (M) and a ∈ H∗(|2
v|, |Kσ,ω|), if ∆
T (x) = Σjcjx
′
j⊗x
′′
j and ∆
v′j ,v
′′
j
v (a) = Σka
′
j,k⊗a
′′
j,k,
where x′j ∈ T
σ′j ,ω
′
j
∗ (M) and x
′′
j ∈ T
σ′′j ,ω
′′
j
∗ (M), v
′
j and v
′′
j are respcetively the vertex set of Kσ′j ,ω′j and Kσ′′j ,ω′′j ,
∆
v′j ,v
′′
j
v is as defined in Theorem 3.6, then
∆(a⊗x) = Σj,k (−1)
|x′j||a
′′
j,k|cj(a
′
j,k⊗x
′
j)⊗ (a
′′
j,k⊗x
′′
j ).
Dually, the product of
H∗(M) = ⊕(σ,ω)∈IMH
∗
σ,ω(M) = ⊕(σ,ω)∈IMH
∗(|2v|, |Kσ,ω|)⊗T
∗
σ,ω(M)
is as follows. For xi ∈ T
∗
σi,ωi
(M) and ai ∈ H
∗(|2vi |, |Kσi,ωi |), i = 1, 2, if 〈x1,x2〉T = Σjcjxj with xj ∈
T ∗σj ,ωj (M) and vj the vertex set of Kσj ,ωj , where 〈 , 〉T is the dual product of ∆
T in Definition 3.7, then
(a1⊗x1)(a2⊗x2) = Σj(−1)
|x1||a2|cj〈a1, a2〉
vj
v1,v2⊗xj,
where 〈 , 〉
vj
v1,v2 is the dual product of ∆
v2,v3
v1
in Theorem 3.6.
Proof. Suppose K = {σ1, · · · , σn} (in any order), then S = (σ1, · · · , σn) is a simplex cover of K. Let C be
the cover associated to S. Consider the coproduct ∆: C∗,∗(M) → C∗,∗(M)⊗C∗,∗(M) in Definition 2.2. Let
everything be as in Theorem 3.3 and its proof. For x = µ⊗x = µ⊗(x1, · · · , xm) ∈ T
σ,ω
∗,∗ (C), let η = ∩j∈µσj .
Now we prove that there is no k ∈ η such that xk ∈ ik. Suppose there is k ∈ η such that xk ∈ ik. Let
η′ = η\{k}, then η′ ∈ K and there is a j ∈ [n] such that η′ = σj . µ∪{j}⊗x is in the same connected component
of x. A contradiction to that x is a top vertex! So there is no k ∈ η such that xk ∈ ik. This implies that
∆µ(x) = ∆
T (x), where ∆µ is the coproduct of H∗(Mµ) as in Definition 3.2. Suppose ∆
T (x) = Σjcjx
′
j⊗x
′′
j ,
where cj ∈ k\{0} and x
′
j ,x
′′
j ∈ T∗(M). Then for ordered subset {i0, · · · , is} ⊂ µ,
∆({i0, · · · , is}⊗x)
= ΣjΣ
s
k=0(−1)
(s−k)|x′j |cj
(
{i0, · · · , ik}⊗x
′
j
)
⊗
(
{ik, · · · , is}⊗x
′′
j
)
,
where {j1, · · ·, ju}⊗(x1, · · ·, xm) = 0 if there is l ∈ ∩
u
v=1σjv such that xl ∈ kl. Compare ∆({i0, · · · , is}⊗x)
with ∆˜x2,x3x1 ({i0, · · · , is}⊗x1) defined in the proof of Theorem 3.6. They differ only in sign. So the induced
homology homomorphism (still denoted by) ∆ is just the formula in the theorem. 
Theorem 3.9 Let everything be as in Theorem 3.8. If for every k, there is a subcoalgebra ik of H∗(Ak)
such that the restriction of ik on ik is a coalgebra isomorphism from coimik to imik, then (T∗(M),∆
T ) is a
cocommutative, coassociative (in the graded sense) coalgebra and (T ∗(M), 〈 , 〉T ) is a commutative, associative
algebra over k.
Proof. In general, coimik = imik only as Abellian groups, the coproduct of the two groups are different. But
in the condition of the theorem, coimik = imik as coalgebras. So the cocommutativity and coassociativity of
∆T follow from that of every H∗(Ak) and H∗(Xk). 
Remark When M = ZK(D
2, S1), the usual moment-angle complex with every space pair (Xk, Ak) =
(D2, S1), there is an algebra isomorphism H∗(M) = Tork[x]∗ (F (K), k), where F (K) is the Stanley-Reisner
face ring of K. But the formula even can not be generalized to the following most similar case when every
H˜∗(Xk) = 0 and H˜s(Ak) = k for s = rk > 1 and H˜s(Ak) = 0 otherwise. Since the degree rk may be even
or odd and the degree of xk can only be even, the formula can not be generalized to this case by giving the
polynomial ring k[x1, · · · , xm] a graded commutative algebra structure.
We end this paper with an example. Let M = ZK
(
r1+1 ··· rm+1
k1 ··· km
)
be as in Example 1.7. It is a
generalized moment-angle complex that satisfies the condition of Theorem 3.9. Since all T σ,ω∗ (M) is one
dimensional, we have
Hσ,ω∗ (M) = H∗(|2
v|, |Kσ,ω|)⊗(n1, · · · , nm) = Σ
|(σ,ω)|H∗(|2
v|, |Kσ,ω|),
where Σr means uplift the degree by r, |(σ, ω)| = Σi∈σ(ri+1) + Σi∈ωki, ni = ri+1 if i ∈ σ, ni = 0 if i ∈ σ˜,
ni = ki if i ∈ ω. (σ, ω) → (n1, · · · , nm) is a 1-1 correspondence from IM to T∗(M). Identify the two sets and
the coproduct ∆T is defined by that for all (σ, ω) ∈ IM
∆T (σ, ω) = Σ (−1)ε(σ′, ω′)⊗(σ′′, ω′′)
where ε = n′′1(n
′
2+· · ·+n
′
m) + n
′′
2(n
′
3+· · ·+n
′
m) + · · · + n
′′
m−1n
′
m and the sum is taken over all σ
′⊔σ′′ = σ,
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ω′⊔ω′′ = ω (⊔ means disjoint union). Suppose v′, v′′ are respectively the vertex set of Kσ′,ω′ and Kσ′′,ω′′
and ∆v
′,v′′
v : H∗(|2
v|, |Kσ,ω|) → H∗(|2
v′ |, |Kσ′,ω′ |)⊗H∗(|2
v′′ |, |Kσ′′,ω′′ |) is as defined in Theorem 3.6. Then for
a ∈ H∗(|2
v|, |Kσ,ω|) with ∆
v′,v′′
v (a) = Σja
′
j⊗a
′′
j ,
∆(a) =
∑
σ′⊔σ′′=σ, ω′⊔ω′′=ω
∑
j
(−1)ε+|a
′′
j ||(σ
′,ω′)|a′j⊗a
′′
j ,
where the element b⊗(l1, · · · , lm) in H∗(|2
w|, |Kρ,̺|)⊗(l1, · · · , lm) is still simply denoted by b.
Dually,
H∗(M) = ⊕(σ,ω)∈IMΣ
|(σ,ω)|H∗(|2v|, |Kσ,ω|).
For a′ ∈ H∗(|2v
′
|, |Kσ′,ω′ |) and a
′′ ∈ H∗(|2v
′′
|, |Kσ′′,ω′′ |), still denote the corresponding element in H
∗
σ′,ω′ and
H∗σ′′,ω′′ by a
′ and a′′. Then a′a′′ = 0 except that σ′∩σ′′ = φ, ω′∩ω′′ = φ and (σ′∪σ′′, ω′∪ω′′) ∈ IM . For such
σ′, σ′′ and ω′, ω′′,
a′a′′ =
∑
(−1)ε+|a
′′||(σ′,ω′)|〈a′, a′′〉vv′,v′′
where ε is as above and 〈 , 〉vv′,v′′ : H
∗(|2v
′
|, |Kσ′,ω′ |)⊗H
∗(|2v
′′
|, |Kσ′′,ω′′ |)→ H
∗(|2v|, |Kσ′⊔σ′′,ω′⊔ω′′ |) is the dual
map of ∆v
′,v′′
v .
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