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Generalized Cayley Transforms and Strictly Dissipative Matrices* 
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Unwersity of Calzfornia 
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1. GENERALIZED CAYLEY TRANSFORMS 
All matrices considered in this paper are square matrices over the 
complex field. Since the matrices appearing in a result are always of 
the same order, n, the order n will often not be mentioned. As usual, the 
adjoint (i.e., the conjugate transpose) of a matrix A is denoted by A*, 
the identity matrix by I. 
As a natural extension of the classical Cayley transform, the generalized 
Cayley transform of a nonsingular matrix A is defined to be the matrix 
A-IA*. The product A-IA* is unitary if and only if A is normal. As we 
are interested in the general case, the normality will not be assumed. 
(1 .l) Let a matrix B and a nonsingular Hermitian matrix K be given. 
If there is a nonsingular matrix A satisfying B = A-lA* and (l/24 (A - A *) 
= K, then I - B is nonsingular a& B*KB = K. Conversely, if I - B 
is nonsingular and B*KB = K, then A = 2iK(I - B)-l is the unique 
matrix satisfying B = A-lA* and (1/2i)(A - A*) = K. 
PYOO/. Assume B = A-IA* and (1/2i)(A - A*) = K. Then I - 
B = A-l(A - A*) = 2iA-lK is nonsingular, since K is nonsingular. 
From B = A-lA*, we have AB = A*, B*AB = B*A* = (AB)* = A 
and B*A*B = (B*AB)* = A*. Therefore 
B*KB = & B*(A - A*)B = & (B*AB - B*A*B) = & (A - A*) = K. 
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To prove the converse, assume that I - B is nonsingular and B*KB = 
K. This relation between B and K may be written 
(I - B*)K(I + B) = - (I + B*)K(I - B) 
or 
iK(I + B)(I - B)-l = - i(I - B*)-l(I + B*)K. 
Let H = iK(I + B)(I - B)-l and A = H + iK. Then the last formula 
shows that H is Hermitian, so (l/Zi)(A - A*) = K. Writing 
H + iK = iKj(I + B) $- (I - B)](I - B)-l, 
we get A = 2iK(I - B)-l and therefore A is nonsingular. Finally, to 
see that A = 2iK(I - B)-l is the unique matrix A satisfying B = A-lA* 
and (1/2i)(A - A”) = K, it suffices to observe that, for a nonsingular 
matrix A with (l/24 (A - A *) = K, the equation B = A -lA * is equivalent 
to A (I - B) = A - A * or A(1 - B) = SK. This completes the proof 
of (1.1). 
2. STRICTLY DISSIPATIVE MATRICES 
Following the usage in the infinite dimensional case, we shall call 
a matrix A dissipative, if (1/2i)(A - A*) is positive semidefinite. A will 
be called strictly dissipative, if (1/2i)(A - A*) is positive definite. It is 
well known and easily seen that every strictly dissipative matrix is 
nonsingular. Indeed, 
for every vector x # 0. 
(2.1) For a matrix B, the follokng conditions are all equivalent: 
(a) There exists a strictly dissipative matrix A such that B = A-lA*. 
(b) I - B is nonsingular, and there is a flositive definite Hermitian 
matrix K such that B*KB = K. 
(c) I - B is nonsingular, and B is similar to a unitary matrix. 
(d) The minimal polynomial of B is of the form (z - &)(z - 1,) * . . 
(z - A,), where rZ,, . . . , il, are distinct complex numbers of absolute valzbes 1, 
butt none of lj is equal to 1. 
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Proof. The equivalence of (a) and (b) follows from (1.1). To see that 
(b) and (c) are equivalent, we observe that the existence of a positive 
definite Hermitian matrix K satisfying B*KB = K is equivalent to the 
existence of a nonsingular matrix T such that B”T*TB = T*T. The 
last relation may be written (T*-lB*T*) (TBT-l) = I and means that 
TBT-l is unitary. Conditions (c) and (d) are equivalent, since each of 
them amounts to: B is similar to a diagonal matrix, every eigenvalue 
of B is of absolute value 1, but 1 is not an eigenvalue. 
(2.2) Let A, be a strictly dissipative matrix and let 
B = A,-IA,*, K 0 
=A,- Ao” 
2i ’ 
u, = Ko1/2BKo-1/2. 
Then U. is unitary. Furthermore, a matrix A is strictly dissipative and 
satisfies B = A-IA*, if and only if A is of the form 
A = ZiK(I - B)-l with K = Ko1/2PKo1/2, 
where P is a positive definite Hermitian matrix commuting with the unitary 
matrix UO. 
Proof. By (l.l), we have B*K,B = K,, which can be written 
(Ko-r/2B*Kor/2) (Kor/2BKo-r/2) = 1 or Uo*Uo = I. Hence U, is unitary. 
Suppose P is a positive definite matrix commuting with Uo, and let 
K = Ko1/2PKo1/2. Then K is clearly positive definite, and 
B*KB = B*(Kol’2PKo1’2)B 
= B”Ko1’2PUoK,1’2 = B*Ko1/2UOPK01’2 
= B*Ko1~2(~0~~2~~o-1/z)p~01/2 
= ( B*KOB) (Ko-1’2PKo1’2) 
= Ko(Ko-1~2pKo1~2) = Ko1’2PKo1’2 = K. 
Conversely, if K is a positive definite matrix satisfying B*KB = K and 
if P = Ko-1/2KKo-1/2, then P is positive definite and 
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YU,P-lU,-1 = (PC,-1/2KK,-112) (&1/2BK,-l/2) (pq/2K-l&1/2) 
. (q)1/2B-ljq-112) 
= K,-1’2(KBK-1) (K,B-lK,-‘)K,lI2 
= ~,-1/2~*-1~*jy,1/2 = 1; 
hence P commutes with U,. 
We have just seen that the positive definite Hermitian matrices K 
satisfying B*KB = K are precisely the matrices of the form K = 
K01/2PK,1’2, where P is a positive definite matrix commuting with U,,. 
This fact together with (1.1) proves (2.2). 
3. INERTIA RELATIONS 
We shall say that the inertia of a Hermitian matrix H is (n, Y, S), if 
H has exactly n positive eigenvalues, v negative eigenvalues, and 6 zero 
eigenvalues. Following Ostrowski-Schneider [4], this ordered triple 
(n, v, 6) will be denoted by In H. Thus Sylvester’s law of inertia may be 
stated in the following form: For two Hermitian matrices H,, H,, we 
have In H, = In H, if and only if there exists a nonsingular matrix T 
such that H, = T*H,T. For a finite sequence of PZ real numbers {LX~}, 
we shall also use the notation In{crj} = (n, v, 6) to indicate that x is the 
number of positive CQ’S, v is the number of negative aj’s, and 6 is the 
number of tcj’s equal to 0. 
(3.1) Let A, T be two nonsingzclar matrices, and C = I - iTA_IT*. 
Then A = iT*(I - C)-IT, and the following inertia relations hold for any 
real coefficients a, b, c: 
(a) In (aL:d: + bk$* + cT*T 
= In (b + c)l - (b + 2c) q%r - 
[ 
ay+cC*C . 1 
A-1 + A-1” 2 + bA-l-A-l* 2i + cT-lT-l* 
=In . 
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In particular: 
(c) In~~=InA1+2A-l*=InC*~~C. 
(d) In 92 = In ‘-‘*2; ‘-’ &(I-C*). 
(e) In = In{1 - C*C). 
Proof. That A = iT*(I - C)-‘T can be directly verified. Using 
this relation, we write 
A+A* 
~ = + T* [(I - C)-l - (I - C*)-l]T 
2 
= f T*(z - C”)-‘[(I - C”) - (I - C)](I - C)-‘T 
= T”(Z - c*)-1; (C” - C)(Z - C)-1T 
and 
A -A* 
___ = $[T*(I - C)-1T + T”(I - C’)-IT] 
2i 
= +T*(I - c*)-l[(Z - C”) + (I - C)](l - C)-1T 
1 T*(I - C*)-1 1 - [ qq (1- C)-IT. 
Then, according to the law of inertia, (a) follows from the identity 
= T*(z - c*)-l - a?Igz 
{ 
c + C” 
+bz-bb 
+ c(I - c*)(I - C) (Z - C)-lT 1 
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1 = T”(I - C”)-1 (b + c)l - (b + 2c) y 
1 
c - C” 
- a- + cc*c 
2i 
(r - C)-IT. 
Next, using A-l = - i?!-l(I - C)T-l*, we have 
and 
A-l+A-1' 
2 
=kT-q-C)-(I-C*)]T-‘(’ 
Z ; T-y” - C)T-1” 
&l__A-1" 
2i -= 
- frT-l[(I - C) + (I - C”) ] T-l* 
= T-@qT-l*. 
A-l+A-l* 
w 
2 + F-@" 2i 
+ CT-IT-~” 
_‘&!?+bT + (c - b)l T-l" I 
and therefore (b). 
The expression C = I - iTA-IT* in (3.1) appeared in the following 
theorem of Gohberg-Krein ( [2], p. 178) : Let A be a bounded dissipative 
operator on a Hilbert space, and K = (1/2i) (A - A *). Let L be a bounded 
self-acljoint operator such that both K - L and K + L are nonnegative. 
Then, for Im il < 0, the operator W(n) = I - i(K - L)lj2(A - u)-l* 
(K - L)li2 is a contraction. In the case L = - K, W(l) = I - 2iK1f2 * 
(A - iU)-lK1’2 is the characteristic operator function of A introduced 
and studied by Livgic [3]. 
Since (1/2i)(A-I* - A-1) = A-1*((1/2i)(A - A*))A-l, we have In(l/2i) * 
(A-1” - A-1) = In(l/2i)(A - A*) for any nonsingular matrix A. Hence, 
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for any strictly dissipative matrix A, the matrix (1/2i)(A-l* - A-l) is 
positive definite, i.e., - A-l is strictly dissipative. 
(3.2) Let A be a strictly dissipative matrix, and let B = A-lA*. If 
{p,} are the eigenvalues of B and a, b, c are arbitrary real coefficients, then 
(b) In aA- ;A-‘* + bA-l i.4-‘* 
1 
+ g!!!:)‘] 
=In{c-b+bReBj--alm~~). 
In particztlar : 
In{ - Im fi,}. 
(d) I A-1 -A-1* n 2i + iy$)‘i = In(Repj). 
Proof. Let K = (1/2i)(A - A*), U = K1J2BK-lf2, and T = (ZK)1/2. 
Then 
u = KWA -1A *K-Us = Kr/sA--1(A _ 2iK)K-r/2 = I _ iTA-lT, 
and T-2 = (1/2)K-l. Applying (3.1), we have 
In a A-l + A-l” 
2 
= In 
u+u* U-Uu” 
(c-b)I+b7-aa . 
2i I 
On the other hand, since U and 
values {,8,}. Furthermore, U is 
the matrix 
(c - b)I + b 
B are similar, they have the same eigen- 
unitary (see (2.2)), so the eigenvalues of 
UfU” u-u* 
2 * 2i 
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are c - b + b Re Pr - a Im pj (1 < j < n). Hence relation (b) holds. 
From the identity 
A-l* aA +z** +b * ijA* +y-‘*; “-‘r] A-l 1 
= aA-l+ A-l* 
--b 
A-l _ A-l* 
2 
we have 
= In /-l +A-l* 
2 
Then (a) follows from (b). 
(3.3) Let A be a strictly dissipative matrix, and let {,B,} be the eigenvalues 
of B = A--l**. Let a + ib # 1 and la + ibl = 1 (a, b real). Then the 
nullity of the matrix 
is Precisely the number of /lj’s equal to a + ib. Further, the matrix 
bA+** -+a 
2 
is positive semidefinite and has the same nullity as 
PYOO~. First, since B is similar to a unitary matrix and I - B is 
nonsingular (by (2.1)), we have Ip,/ = 1 and pi # 1 for every i. 
By (X2), 
A+A* A-A* 
(1 -a)7+ b------ 
2i 1 = In{b - b RePj - (1 - a) ImBj}. 
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so the nullity of 
is equal to the number of Bi’s satisfying b - b Re Bj - (1 - U) Im Pj = 0. 
But the straight line with equation b - 6 Re z - (1 - a) Im z = 0 
intersects the unit circle at 1 and a + ib. Hence the number of pj’s 
satisfying b - b Re bj - (1 - a) Im Bj = 0 is just the number of pi’s 
equal to a + ib (because jpjl = 1 and Bj f 1 for every i). Thus the nullity 
of 
is precisely the number of fij’s equal to u + ib. 
Again by (34, 
In b!!+A* 
i 
---+$- 
2 
k$!!+ !$jA’*;A-‘)‘l 
= In{l-uRefi,-bIm~j). 
Since lpjl = 1 and Ia + ibl = 1, we have 1 - a Re pj - b Im /j’j > 0 for 
all i. Thus the matrix 
is positive semidefinite. Its nullity is equal to the number of fij’s satisfying 
1 - a Re pj - b Im Bj = 0, i.e., the number of pi’s equal to d. + ib 
(because the straight line with equation 1 - a Re z - b Im z = 0 is 
tangent to the unit circle at the point a + ib). This proves the second 
assertion. 
As special cases of (3.3), if A is a strictly dissipative matrix, then the 
number of eigenvalues of B = A-lA* equal to - 1 [resp. i, - i] is the 
same as the nullity of A + A* [resp. (A + A*)/2 + (A - A*)/2i, 
(A + A*)/2 - (A - A*)/2i]. This would be false without the hypothesis 
that A is strictly dissipative. Consider, for example, the matrix 
A= 
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Both eigenvalues of B = A-IA* are - 1, but the nullity of A + A* is 1. 
(3.4) Let A be a strictly dissipative matrix, and let {/I,} be the eigenvalues 
of B = A-lA*. Then 
(a) The number of /lj’s such that 0 < arg Bj < 7~12 [resp. 0 < arg pj < 
n/2] is equal to the number of negative [resp. nonpositive] eigenvalues of 
(A - A*)/2i + (A + A*)/2. 
(b) The number of jlj’s such that 5712 < arg /lj < z [resp. 42 < arg fij < 
n] is equal to the number of negative [yes@. nonpositive] eigenvalues 
(“-‘“;A-‘)-‘+ “T- !!I$!. 
(c) The number of ,dj’s such that z < arg /lj < 3~12 [resp. 76 
of 
e 
arg bj < 3n/2] is equal to the number of negative [yes@. nonpositive] eigen- 
values of 
(d) The number of ,flj’s such that 37~12 < arg /lj < 2n [yes+. 3~12 < 
arg pj < 27~1 is equal to the number of negative [yes@. nonpositive] eigenvalues 
of (A - A*)/2i - (A + A*)/2. 
Proof. As jBil = 1 f or every j, we have the following equivalences: 
O<argpi<+ if and only if l-Rep,-Impj<O, 
+<argD,<n if and only if 1+Re/?-Im,8j<0, 
TC < arg pj < $ if and only if l+Repj+Im/?j<O, 
3n 
-<argpj<2z if and only if l-Rej?,+Imfij<O. 
2 
Thus the assertion follows from the following relations: 
= In{1 - Refij - Impj}, 
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A+A* 
~ 
2 
= In{1 - RePj + ImPJ, 
all of which are special cases of (3.2a). 
(3.5) Let A be a strictly dissipative matrix. Then among the four 
Hermitian matrices 
A-A* A+A* 
p+pm> 
2i 2 
A-A* A+A* 
2i- 2 ’ 
(“-‘*;A-‘r A ;A* A ;;*, 
one of them is negative definite if and only if the other three aye positive 
definite. 
Proof. According to (3.4), the negative definiteness or positive 
definiteness of each of the four matrices can be expressed in terms of 
the distribution of the eigenvalues {/I,} of B = A-IA* on the unit circle 
with respect to the four quadrants. For instance, (A - A*)/2i + 
(A + A*)/2 is negative definite if and only if 0 < arg /3j < n/2 for all j. 
On the other hand, the positive definiteness of (A - A*)/2i + (A + A*)/2 
is equivalent to the fact that none of the pj’s satisfies 0 < arg ,fIj < n/2. 
Similar interpretation holds for the other three matrices, each correspond- 
ing to one quadrant. With this interpretation, the assertion (3.5) becomes 
obvious. 
(3.6) Let A be a strictly dissipative matrix. Then of the triple of 
Hermitian matrices 
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one is negative definite if and only if the other two are positive definite. 
Proof. The proof is similar to that of (3.5). In the proof of (3.5) we 
divided the unit circle into four quadrants. Now we divide the unit circle 
into three parts: the part with Re z < 0, the part with 1 - Re z - 
Im z < 0, and the part with 1 - Re z + Im z < 0. Again let {P,} be 
the eigenvalues of B = A-lA*. By (3.2), we have 
1n 
i 
A-A* A+A* ~2i~ + 2~ 1 = In{1 - Re Bj - Im P,>, 
In A -A* A+A* 
2i 2 1 = In{1 - Re Pj + Im /3,}. 
The negative definiteness of 
g!C?Y4z~1 _ kg* 
is equivalent to the fact that all pj are in the part Re z < 0 of the unit 
circle. On the other hand, 
is positive definite if and only if none of the /3,‘s is in the part Re z < 0 
of the unit circle. With similar geometric interpretation for the other two 
Hermitian matrices (corresponding to the other two parts of the unit 
circle), (3.6) becomes obvious. 
Assertion (3.6) remains valid if the triple of Hermitian matrices is 
replaced by the triple 
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or by the triple 
or by the triple 
- (A + A”), 
A-A* A+A* 
-p-t,-> 
2i 
(A’“2IA-‘)’ A ;;* I A ;A*. 
The proof is similar to that of (3.6) and therefore omitted. 
(3.7) Let A be a strictly dissipative matrix. Let a, b, c, d be real numbers 
such that 
la + ibl = Ic + idi = 1, a + ib # c + id, a + ib # 1, c + id # 1. 
Then 
Nullity (1 - a) 438: + b A$ 
[ 1 
+ Nullity (1 - c) ~ 2 
I 
AkC+dAg 
I 
= Nullity (c - a) 
I 
A!!!! + (b _ d) A$_: 
(l-a)d_;b(l-c)(kl*GA-l’]. I 
Proof. Let {,8,} be the eigenvalues of B = A-lA*, and let 
+ (1 -a)dab(l-~)(4”21AI)L, 
By (3.2), we have 
In M = In{bc - ad - (b - d) Re Pj - (c - a) Im P,}, 
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so the nullity of M is equal to the number of Bj’S lying on the straight 
line L with equation 
bc - ad - (6 - d) Re z - (c - a) Im z = 0. 
But lBjl = 1 for all i, and L intersects the unit circle at a + ib and c + id. 
Thus the nullity of M is precisely the number of bj’s equal to a + ib or 
c + id. According to (3.3), the number of Bj’s equal to a + ib or c + id is 
the same as the sum 
Hence this sum is equal to the nullity of M. 
As special cases of (3.7), we have the following relations: 
Nullity 
A+A* 
2 + ~)+Nul~ity(";~-k&!!!) 
= Nullity[!!q! _ (A"ei “‘r] , 
+ 4-T; _t Nullity(A + A*) 
= Nullity L$!L !TLIF + (“‘“;A-‘)‘], 
+ Nullity(A + A*) 
which hold for any strictly dissipative matrix A 
(3.8) Let A be a strictly dissi@ztive matrix, and K = (]/%)(A - A*). 
Then : 
(a) For every eigenvulue il of A-lK, we have /Al < 1, Im ii < 0 and 
/Re II < l/2. 
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(b) If an eigenvalue 1 of A-lK is of absolute value 1, then I must be 
- i. The number of such eigenvalues is the same as the nullity of A + A*. 
(c) If an eigenvalue il of A-lK has Re 2 = - l/Z, then 1 must be 
(- 1 - i)/2. The number of such eigenvalues is the same as the nullity of 
(1/2)(A + A*) + (1/2i)(A - A*). 
(d) If an eigenvalue il of A-lK has Re il = l/2, then 1 must be (1 - 412. 
The number of such eigenvalues is the same as the nullity of (l/2) (A + A*) - 
(1/2i)(A - A*). 
Proof. Let B = A-IA* and let {p,} be the eigenvalues of B. Then 
A-lK = (1/2i)A-l(A - A*) = (1/2i)(I - B), so the eigenvalues of A-lK 
are 31, = (1/2i)(l - /3J (1 <j < ~2). Then (a) follows directly from 
IfijI = 1 and pj # 1 (I - B being nonsingular by (1.1)). Parts (b), (c), 
and (d) follow from lj = (l/Zi)(l - fij), jfijj = 1, and (3.3). Indeed, /&I = 
1 if and only if pj = - 1, i.e., if and only if ;ij = - i. We have Re ilj = 
- l/2 if and only if Bj = i, i.e., if and only if lj = (l/2)(- 1 - i). 
Similarly, Re lj = l/2 if and only if pj = - i, i.e., if and only if lj = 
(l/2)(1 - i). According to (3.3), the number of bj’s equal to - 1 [resp. 
i, - i] is precisely the nullity of A + A* [resp. (A + A*)/2 + (A - A*)/2i, 
(A + A*)/2 - (A - A*)/2i]. Hence the number of &‘s equal to - i 
[resp. (- 1 - i)/2, (1 - i)/2] is precisely the nullity of A + A* [resp. 
(A + A*)/2 + (A - A*)/2i, (A + A*)/2 - (A - A*)/2i]. Thus (3.8) is 
proved. 
A consequence of (3.8) is the following theorem of Ostrowski-Taussky 
j5] : Let A be a strictly dissipative matrix and K = (1/2i)(A - A*). If 
A + A* # 0, then det K < ldet Al. Indeed, since I& < 1 for every 
j and jiljl < 1 f or at least one j (because A + A* # 0, its nullity is < n), 
we have /det A-lKl = nyzl jiljl < 1. 
A supplement to the above theorem of Ostrowski-Taussky is the follow- 
ing result: Let A be a strictly dissipative matrix. Let {aj} and {K~} be 
the eigenvalues of A and (1/2i)(A - A*), respectively. If {ai} and {Kj} 
are so arranged that Im a1 < Im a8 <. . . < Im a, and K1 < K2 < 
’ ’ ’ < K,, then n,“=i Kj < ntEl Im aj for 1 < k ,( n. This was proved 
in 111. 
4. REPRESENTATIONS OF CERTAIN CLASSES OF MATRICES 
(4.1) A matrix B is similar to a matrix C such that In(1 - C*C) = 
(76, v, 6), a preassigned inertia triple, if and only if B is of the form B = 
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ei@(H + iK)-l(H + iL), where H, K, L aye Hermitian matrices such that 
K - L is positive definite and In(K + L) = (7c, v, S), and where 0 is a 
real number. 
Proof. Consider a matrix B of the form B = eis(H + iK)-l(H + iL), 
with H, K, L, and 0 as described above. Let 
A = H + iK, M = K - L, 
D = I _ iMlI2A-lM1/2 C = ei@D. 
By (3.le), we have In(I - D*D) = In(K - (M/2)) and therefore 
In(I - C*C) = In(K + L) = (n, Y, 6). On the other hand, 
D = Ml’ZA-l(A _ i&+-l/2 
= M1’2(H + iK)-‘(H + iL)M-l12, 
whence C = M1’2BM-1/2. Thus B is similar to C and In(I - C*C) = 
(n, v, 6). 
To prove the converse, assume now that C = TBT-1 and In(I - 
PC) = (n, v, 6). Choose a real number 19 such that I - e-ieB is non- 
singular. Define A = iT*T(I - e-@B)-l. Let H = (1/2)(A + A*), K = 
(1/2i)(A - A*), and L = K ~ T*T. Then K - L is positive definite. 
We have 
B = @‘(I - iA-*T*T) = @‘A-*(A - iT*T), 
or 
B = eie(H + iK)-l(H -I_ iL). 
Let D = e-iBC. Then 
D _ e-i@TBT-i = T(I - iA-iT*T)T-1 = I _ iTA-IT*. 
Again by (3.le), we have In(K - (1/2)(T*T)) = In(I - D*D). Since 
K - (1/2)(T*T) = (1/2)(K + L) and D*D = C*C, we have In(K + L) = 
In(I - C*C) = (n, v, 6). Thus the expression eie(H + iK)-l(H + iL) for 
B has the required properties. 
In the case (n, v, 6) = (0, 0, a.), (4.1) p s ecializes to the following result : 
A matrix B is similar to a unitary matrix, if and only if B is of the form 
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B = ei9A-1A* , where A is a strictly dissipative matrix and 6’ is a real 
number. 
In the case v = 0, (4.1) gives a general form for the matrices B which 
are similar to a contraction C, i.e., a matrix C such that I - C*C is 
positive semidefinite. The result so obtained is closely related to the 
theorem of Gohberg-Krein restated above. 
In the proof of (4.1), the factor eie can be chosen to be 1 when I - B 
is nonsingular. Thus we have the following variant of (4.1), which will 
be used in the proof of (4.3). 
(4.2) A matrix B can be expressed in the form B = (H + iK)-l(H + iL) 
7eJith Hermitian matrices H, K, L such that K - L is positive definite and 
In(K + L) = (n, v, 6), if and only if I - B is nonsingular and B is similar 
to a matrix C with In(l - C*C) = (n, v, 6). 
(4.3) A matrix B can be expressed in the form B = (H + iK)-l(H + iL) 
with Hermitian matvices H, K, L such that both K - L and K + L aye 
fiositive definite, if and only if every eigenvalzce of B is of absolute vake < 1. 
Proof. By a theorem of Stein [6], every eigenvalue of a matrix B 
is of absolute value < 1, if and only if there exists a positive definite 
Hermitian matrix P such that P - B*PB is positive definite. Now, with 
P = T*T and C = TBT-I, we have P - B*PB = T*(I - C*C)T. 
Hence the condition that every eigenvalue of B is of absolute value < 1 
is equivalent to the condition that B is similar to a matrix C with In(1 - 
C*C) = (n, 0, 0). Thus the result follows from (4.2). 
As a corollary of (4.3), inequality Idet(H + iL) 1 < Idet(H + iK) / holds 
if H, K, L are Hermitian matrices such that both K - L and K + L 
are positive definite. This is a special case of an inequality of Gohberg- 
Krein [S, p. 1791 which is valid for certain operators in Hilbert space. 
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