Abstract. We compute a presentation of the fundamental group of a higher-rank graph using a coloured graph description of higher-rank graphs developed by the third author. We show that textile systems may be thought of as generalisations of 2-graphs. We define the fundamental, homology and cohomology groups of a textile system generalising those for rank-2 graphs. Our new approach to provides a tractable description of the funadmental group and second cohomology group of a textile system.
To begin we describe coloured graphs and how to use them to describe higher-rank graphs.
Preliminaries
Basics. Let N k denote the monoid of k-tuples of natural numbers under addition, and denote the canonical generators by e 1 , e 2 . . . , e k . For m ∈ N k we write m = k i=1 m i e i then for m, n ∈ N k we say that m ≤ n if and only if m i ≤ n i for i = 1, . . . , k. For m, n ∈ N k , define m ∨ n by (m ∨ n) i := max{m i , n i }, and m ∧ n by (m ∧ n) i := min{m i , n i }.
Directed graphs. A directed graph E is a quadruple (E 0 , E 1 , r E , s E ), where E 0 is the set of vertices, E 1 is the set of edges, and r E , s E : E 1 → E 0 are range and source maps, giving a direction to each edge (if there is no chance of confusion we will drop the subscripts). We follow the conventions of [23] which are suited to the categorical setting we wish to pursue: a path of length n is a sequence µ = µ 1 µ 2 · · · µ n of edges such that s(µ i ) = r(µ i+1 ) for 1 ≤ i ≤ n − 1. We denote by E n the set of all paths of length n, and define E * = n∈N E n . We extend r and s to E * by setting r(µ) = r(µ 1 ) and s(µ) = s(µ n ). A path µ of length n ≥ 1 in E is a circuit if r(µ) = s(µ). A circuit µ ∈ E n is simple if the vertices {r(µ 1 ), . . . , r(µ n )} are distinct. A vertex v ∈ E 0 is a source if r −1 (v) = ∅, that is, v receives no edges. A vertex v ∈ E 0 is a sink if Coloured graphs. A k-coloured graph E is a directed graph along with a colour map c E : E 1 → {c 1 , . . . , c k }. By considering {c 1 , . . . , c k } as generators of F k , we extend c E :
by c E (µ 1 · · · µ n ) = c E (µ 1 )c E (µ 2 ) · · · c E (µ n ). We will drop the subscript from c E if there is no risk of confusion. For k-coloured directed graphs E and F , a coloured-graph morphism φ : F → E is a graph morphism satisfying c E • φ 1 = c F .
Example 2.1. For k ≥ 1 and m ∈ N k , the k-coloured graph E k,m is defined by E 0 k,m = {n ∈ N k : 0 ≤ n ≤ m}, E 1 k,m = {ε n i : n, n + e i ∈ E 0 k,m }, with r(ε n i ) = n, s(ε n i ) = n + e i and c E (ε n i ) = c i . The 2-coloured graph E 2,e 1 +e 2 is used often, and is depicted to the right. For 2-coloured graphs, the convention is to draw edges with colour c 1 blue (or solid) and edges with colour c 2 red (or dashed). 0 e 1 ε Let E be a k-coloured graph and i = j ≤ k. A coloured graph morphism φ : E k,e i +e j → E is called an ij-square (or just a square) in E. One may represent a square φ as a labelled version of E 2,e i +e j . For instance the 2-coloured graph below on the left has only one square φ, shown to its right, given by φ(n) = v for all n ∈ E 0 2,e 1 +e 2 , φ(ε Given k-coloured graphs E, F and collections of squares C E and C F , we say that (E, C E ) and (F, C F ) are square-isomorphic if there is a coloured-graph isomorphism φ : E → F such that φ • ψ ∈ C F for each ψ ∈ C E . We call φ a square isomorphism and write (E, C E ) ∼ = (F, C F ).
A collection of squares C in E is called complete if for each i = j ≤ k and c i c j -coloured path f g ∈ E 2 , there exists a unique φ ∈ C such that φ(ε 0 i ) = f and φ(ε e i j ) = g. In this case, uniqueness of φ gives a unique c j c i -coloured path g ′ f ′ with g ′ = φ(ε 0 j ) and f ′ = φ(ε e j i ). We will write f g ∼ C g ′ f ′ and refer to elements (f g, g ′ f ′ ) of this relation as commuting squares.
Higher-rank graphs. A k-graph (or a higher-rank graph) is a countable category Λ with a degree functor d : Λ → N k which satisfies the factorisation property: if λ ∈ Λ and m, n ∈ N k are such that d(λ) = m + n, then there exist unique µ, ν ∈ Λ such that d(µ) = m, d(ν) = n and λ = µν.
Given m ∈ N k we define Λ m := d −1 (m). Given v, w ∈ Λ 0 and F ⊆ Λ define vF := r −1 (v) ∩ F , F w := s −1 (w) ∩ F , and vF w := vF ∩ F w. The factorisation property allows us to identify Λ 0 with Obj(Λ), and we call its elements vertices. By the factorisation property, for each λ ∈ Λ and m ≤ n ≤ d(λ), we may write
Example 2.2. Let E be a directed graph. The collection E * of finite paths in E forms a category, called the path category of E, denoted by P(E). The length function d : P(E) → N defined by d(µ) = n if and only if µ ∈ E n is a functor which satisfies the factorisation property, hence (P(E), d) is a 1-graph. It turns out that every 1-graph arises in this way (see [16, Example 1.3] ).
We define the 1-skeleton of a k-graph Λ to be the k-coloured graph Sk Λ given by Sk . . , c k } is given by c(f ) = c i if and only if f ∈ Λ e i . The 1-skeleton Sk Λ comes with a canonical set of squares C Λ := {φ λ : λ ∈ Λ e i +e j : i = j ≤ k}, where φ λ : E k,e i +e j → Sk Λ is given by φ λ (ε n l ) = λ(n, n + e l ) for each n ≤ e i + e j and l = i, j. The collection C Λ is complete by [12, Lemma 4.2] .
Remark 2.3. Suppose that E is a 2-coloured graph and C is a complete collection of squares for E. As in [12, 21] , let S be the equivalence relation on P(E) generated by the commuting squares in E. That is, the transitive closure in P(E) × P(E) of n≥2 {(µ, ν) ∈ E n × E n : there exists i < n such that
The quotient category P(E)/S is a 2-graph, denoted Λ E,C , with 1-skeleton (Sk Λ E,C , C Λ E,C ) squareisomorphic to (E, C). For k ≥ 3 the same result holds, but additional conditions on C are required (see [12] for details). The relation S is used throughout the paper to construct the fundamental group and groupoid of a k-graph in a categorical framework (see section 3).
Let Λ be a k-graph. If for each i = j ≤ k there is at most one c i c j -coloured path between two vertices in Sk Λ , then the squares C Λ may be deduced from the 1-skeleton. In this case, we say that Λ is completely determined by its 1-skeleton in the sense that there is only one complete collection of squares and we omit writing down that collection (see Examples 3.6(i), 4.10 (ii)).
. . , g n }, and colouring map c :
Since θ is a bijection it follows that C = {φ (i,j) : (i, j) ∈ m × n} is a complete collection of squares. It is straightforward to see that (
where F 2 θ is the 2-graph defined in [14] .
(ii) Let E be a directed graph, and p, q : E → E be endomorphisms. Define a 2-coloured graph E p,q as follows:
p,q and c : E 1 p,q → {c 1 , c 2 } by r p.q (e, 0) = (r(e), 0), s p,q (e, 0) = (s(e), 0) , c(e, 0) = c 1 ,
For each e ∈ E 1 , define φ e : E 2,e 1 +e 2 → E p,q by φ e (ε 2 ) = (s(e), 1).
In Theorem 4.8 we give necessary and sufficient conditions for C = {φ e : e ∈ E 1 } to form a complete collection of squares. It is straightforward to see that given an automorphism α of E then E id,α is the 1-skeleton of the 2-graph P(E) × α Z defined in [9] .
Computing the fundamental group of a k-graph
In this section we give a presentation of the fundamental group of a k-graph. Kaliszewski, Kumjian, Quigg and Sims show in [13, Corollary 4.5] that the fundamental group of a k-graph may be realised as a quotient of the fundamental group of its skeleton. We provide an alternative proof of this in Theorem 3.5 which yields a natural presentation of the group. We demonstrate the practical use of our result in Examples 3.6.
Definition 3.1 ([17, Definition 2.8]). We say that the k-graph Λ is connected if the equivalence relation on Λ 0 generated by the relation
We review the construction of the fundamental groupoid of a connected k-graph from [21] . Let E be a directed graph. For each e ∈ E 1 we introduce an inverse edge e −1 with s(e −1 ) = r(e) and r(e −1 ) = s(e). Let
is a directed graph. Let P(E + ) be the path category of E + . If we set (e −1 ) −1 = e then e −1 ∈ P(E + ) for any e ∈ E u and by extension λ
. Elements of P(E + ) are called undirected paths in E, and elements of P(E + ) which do not contain ee −1 for any e ∈ E u are called reduced undirected paths in E. If Λ is a connected k-graph, then for any u, v ∈ Λ 0 = Sk 0 Λ there is an undirected path from u to v, which is exactly what it means for the directed graph Sk Λ to be connected.
Following [21] , let E be a directed graph, then a relation for E is a pair (α, β) of paths in P(E) such that s(α) = s(β) and r(α) = r(β). If K is a set of relations for E, then P(E)/K is the quotient of P(E) by the equivalence relation generated by K, for more details see [21, §2] .
As in [21, Definition 5.2] let C = {(e −1 e, s(e)) : e ∈ E u } and call C the set of cancellation relations for E + . The quotient P(E + )/C is then the fundamental groupoid, G(E) of E. We denote the quotient functor P(E + ) → G(E) by q C . Elements of G(E) are reduced undirected paths in E with composition given by concatenation followed by cancellation.
Recall the relation S on P(E) generated by (1) . As in [21, Observation 5.3] this relation may be extended uniquely to a relation S + on P(E + ) by adding the relation (f −1 e −1 , h −1 g −1 ) whenever (ef, gh) ∈ S. This induces a relation, also called S + , on G(E).
The above definition of the fundamental groupoid of a k-graph is consistent with the one given in [21, Definition 5.6 ] (see also the accompanying discussion). Our goal is to obtain a practical way of giving a presentation of π 1 (Λ, v). First recall that for a connected directed graph E, the quotient functor q C : P(E + ) → P(E + )/C = G(E) restricts to vP(E + )v and the image is the isotropy group vG(E)v, which is by definition the fundamental group of E at v, denoted π 1 (E, v).
Remark 3.3. Fix a maximal spanning tree T of a connected directed graph E and a vertex v ∈ E 0 . For each w ∈ E 0 there is a unique reduced undirected path η w in T from v to w, which is an element of G(E). For each λ ∈ P(E + ) define
Lemma 3.4. Let E be a connected directed graph, v ∈ E 0 , and T be a maximal spanning tree of E. Then
Proof. Suppose e ∈ T u . With notation as in Remark 3.3, all the edges of η r(e) , η s(e) are in T u , so ζ e is reduced undirected path in E and hence q C (ζ e ) = ζ e . Suppose that e ∈ T u then ζ e is an undirected path in T from v to v and so its reduced form must be v, hence q C (ζ e ) = v.
To complete the proof it suffices to show that {ζ e : e ∈ E 1 \T 1 } freely generate π 1 (E, v). This is a standard result, see [25] for example.
Since Lemma 3.4 holds for any choice of maximal spanning tree, it follows that π 1 (E, v) does not depend on the choice of basepoint v. We denote the fundamental group of a graph E by π 1 (E). Now we turn our attention to computing the fundamental group of a connected k-graph Λ. Since Λ ∼ = P(Sk Λ )/S we expect the relation S to appear in the description of π 1 (Λ).
Theorem 3.5. Let Λ be a connected k-graph, v ∈ Λ 0 and let T be a maximal spanning tree for
Proof. Denote by q S :
With notation as in Remark 3.3, observe that ζ e ζ f = ζ ef and ζ g ζ h = ζ gh in G(Sk Λ ). Hence q S (ζ e ζ f ) = q S (ζ g ζ h ) if and only if (ef, gh) ∈ S + . Since taking quotients preserves objects,
Since Theorem 3.5 holds for every choice of T , the group π 1 (Λ, v) does not depend on T . We henceforth denote by π 1 (Λ) the fundamental group of Λ. Theorem 3.5 gives us an explicit presentation of π 1 (Λ), as seen in the following examples.
Examples 3.6.
(i) Let Σ be the 2-graph, which is completely determined by its 1-skeleton, shown to the right. In [13, Example 3.10] it was shown that the topological realisation of Σ is the 2-sphere S 2 . Let T be the maximal spanning tree for Sk Σ consisting of edges T 1 = {a, b, c, d, e}. The commuting squares in Sk Σ are (ga, ce), (gb, cf ), (de, ha) and (df, hb), thus Theorem 3.5 gives
The first relation forces g = 1, the second g = f , the third h = 1 and the fourth f = h. Hence all the generators of π 1 (Σ) are equal to 1. Therefore π 1 (Σ) is trivial. (ii) Consider the 2-graph Π with 1-skeleton Sk Π shown to the right, with commuting squares (ga, ce), (gb, df ), (hb, cf ) and (ha, de). In [13, Example 3.12] it was shown that the topological realisation of Π is the projective plane. Choose spanning tree T of Sk Π with T 1 = {a, b, c, f }. Then Theorem 3.5 gives
The relations become g = e, g = d, h = 1 and de = 1. So the fundamental group of π 1 (Π) ∼ = e | e 2 = 1 ∼ = Z/2Z, the fundamental group of the projective plane. 
(a) If m = n = 2 and θ : 2 × 2 → 2 × 2 is the identity map then
where * is the free product, and ∨ is the wedge sum. (b) If m = n = 2 and θ is given by θ(i, j) = (j, i) then by Theorem 3.5 we have
The first and fourth relations give f
2 g 2 , and hence f 2 g 1 = g 2 f 1 . So the third relation is redundant and
where {f 1 , g 1 } generate the first copy of Z 2 and {f 2 , g 2 } generate the second copy, and the amalgamation over Z is with respect to the identifications of Z in Z 2 given by 1
θ has the same fundamental group as the two-holed torus.
Textile Systems, 2-coloured graphs and 2-graphs
We begin by introducing textile systems and give their basic properties. We then show how to associate a 2-coloured graph to a textile system. We use this construction in Theorem 4.8 and Corollary 4.9 to give necessary and sufficient conditions for a textile system to give rise to a 2-graph. We then associate a textile system to a 2-graph, and in Theorem 4.20 we characterise which textile systems arise in this way. Finally, we define the fundamental group of a textile system and show how to compute it in Theorem 4.25.
Definition 4.1. Let E, F be directed graphs and p : F → E be a graph morphism. We say that p has r-path lifting if whenever e ∈ E 1 and w ∈ F 0 satisfy r(e) = p(w), there exists f ∈ wF 1 with p(f ) = e. If there is only one choice for f , we say that p has unique r-path lifting. We say that p has s-path lifting if whenever e ∈ E 1 and w ∈ F 0 satisfy s(e) = p(w), there exists f ∈ F 1 w with p(f ) = e, and similarly define unique s-path lifting.
Remark 4.2. For a more intuitive interpretation of Definition 4.1, notice that if p has unique r-path lifting then for each v ∈ p(F 0 ) and each w ∈ p −1 (v), the restriction p| wF 1 is a bijection onto vE 1 . Similarly, if p has unique s-path lifting then for each v ∈ p(F 0 ) and each w ∈ p −1 (v), we have that p| F 1 w is a bijection onto E 1 v. Nasu in [20, Section 3] refers to unique r-path lifting as left resolving, and unique s-path lifting as right resolving. We adopt the conventions of [7, 15] , and think of these properties as a specific kind of path lifting. Unique path lifting is a property usually applied only to surjective maps, but it is important that we relax this requirement in order to describe all 2-graphs using textile systems (see Theorem 4.20).
Definitions 4.3.
A textile system T = (E, F, p, q) consists of two directed graphs E, F and two graph morphisms p, q : F → E such that the map
then we say φ = (φ E , φ F ) is a textile morphism from S to T . If φ E and φ F are isomorphisms we say that the S and T are isomorphic and write S ∼ = T .
Our definition of a textile system differs from [20, Section 2] as we don't ask p, q to be surjective. Here we give sufficient conditions on p, q which ensure that (E, F, p, q) is a textile system. Lemma 4.4. Let E and F be directed graphs and p, q : F → E be graph morphisms. If p has unique r-or unique s-path lifting, then (E, F, p, q) is a textile system for any q. Similarly if q has unique r-or unique s-path lifting, then (E, F, p, q) is a textile system for any p.
Proof. Suppose that p has unique r-path lifting.
Then p(f ) = p(g) and r(f ) = r(g), hence f = g. The other cases are proved mutatis mutandis.
The first example below shows that the conditions of Lemma 4.4 are sufficient but not necessary. (i) Consider the directed graphs shown below:
is a textile system even though p, q fail the hypotheses of Lemma 4.4.
(ii) For m, n ≥ 1 let θ : m×n → m×n be a bijection. Define directed graphs E, F by E 0 = {v}, E 1 = m and r(i) = s(i) = v for all i ∈ m; and F 0 = n, F 1 = m × n and r(i, j) = j, and
One checks that p, q are graph morphisms which both have unique s-and r-path lifting, so Lemma 4.4 says that T θ = (E, F, p, q) is a textile system. (iii) Let E be a directed graph and α : E → E an automorphism, then one can check that T E,α := (E, E, id E , α) is a textile system, where id E is the identity map on E.
4.1.
From textile systems to 2-graphs. We begin with a definition from [26] .
Definition 4.6. Let T = (E, F, p, q) be a textile system. Define the 2-coloured graph G T as follows:
, r(e) = r E (e) and c(e) = c 1 , and for w ∈ F 0 define s(w) = p(w), r(w) = q(w) and c(w) = c 2 .
1 ) = p(f ). One checks that φ f is a coloured-graph morphism and
Lemma 4.7. Let T = (E, F, p, q) be a textile system, and (G T , C T ) be the associated 2-coloured graph and collection of squares from Definition 4.6. Then f → φ f is a bijection from F 1 to C T .
Proof. The map f → φ f is surjective by the definition of C T . To see that it is injective, suppose that f, g ∈ F 1 satisfy φ f = φ g . Then evaluating these squares at each ε n i in E 2,e 1 +e 2 , we see that (p(f ), q(f ), r(f ), s(f )) = (p(g), q(g), r(g), s(g)). As T is a textile system, we have f = g. Theorem 4.8. Let T = (E, F, p, q) be a textile system, and G T and C T be the 2-coloured graph and corresponding collection of squares from Definition 4.6. Then C T is a complete collection of squares for G T if and only if p has unique r-path lifting and q has unique s-path lifting.
Proof. First suppose that p has unique r-path lifting and q has unique s-path lifting. Let αβ be a 2-coloured path in G 2 T . Suppose c(αβ) = c 1 c 2 . We will show that there is a unique square φ ∈ C T such that φ(ε 0
2 ) = s G T (f ) = β as required. If c(αβ) = c 2 c 1 the same argument applies, with unique r-path lifting of p in place of unique s-path lifting of q. So C T is complete. Now suppose that C T is complete. We will show that p has unique r-path lifting. The argument for q having unique s-path lifting is similar. Fix e ∈ E 1 , w ∈ F 0 with r(e) = p(w). Then r G T (e) = s G T (w), so we is a c 2 c 1 -coloured path in G T . As C T is complete, there exists a unique φ ∈ C T such that φ(ε 0 2 ) = w and φ(ε with φ = φ f . Then by (2) we have r F (f ) = w, and p(f ) = e. So p has unique r-path lifting.
Corollary 4.9. Let T = (E, F, p, q) be a textile system. If p has unique r-path lifting and q has unique s-path lifting. Then there is a unique 2-graph Λ T with (Sk
, then p has unique r-path lifting, q has unique s-path lifting, and Λ ∼ = Λ T .
Proof
On the other hand, if Λ is a 2-graph such that (Sk Λ , C Λ ) ∼ = (G T , C T ), then C T is complete since C Λ is, and Theorem 4.8 implies that p, q have unique r-and s-path lifting respectively. Moreover, [12, Theorem 4.5] implies that Λ ∼ = Λ T .
Examples 4.10.
(i) In the textile system T = (E, F, p, q) from Example 4.5(i) p (resp. q) does not have unique r-(resp. s-) path lifting. So by Corollary 4.9, T does not give rise to a 2-graph.
Moreover E id,q is the 1-skeleton of the 2-graph considered in [10, Remark 3.3] as a model for the C * -algebra of the quantum 3-sphere.
We now describe several properties that are important from either a dynamical or C * -algebraic perspective, and show how they manifest in our textile system based description. Definitions 4.11. A directed graph E with no sinks or sources is called essential. A vertex v in E 0 is an infinite receiver if |r −1 (v)| = ∞, and E is row-finite if there are no infinite receivers. In a higher-rank graph Λ, the analogous definitions are slightly more complicated. A vertex v is a sink if there is some i ≤ k with Λ e i v = ∅, and a source if there exists i ≤ k with vΛ e i = ∅. We say that Λ is essential if there are no sinks or sources. We say v ∈ Λ 0 is an infinite receiver if there exists i ≤ k with |vΛ e i | = ∞, and say that Λ is row-finite if there is no such v.
Remark 4.12. One can interpret Definition 4.11 in terms of the 1-skeleton Sk Λ of Λ. For instance, v is a source in Λ if it does not receive edges of every colour in Sk Λ . Given a textile system T = (E, F, p, q) with associated 2-graph Λ := Λ T , the blue graph of Sk Λ is E and the red graph is the directed graph E = (E 0 , F 0 , q, p). Then E has no sources if and only if q 0 is surjective, and E has no sinks if and only if p 0 is surjective. Similarly, E is row-finite if and only if q 0 is finite-to-one. Definitions 4.13. A k-graph Λ is finitely-aligned if for each µ, ν ∈ Λ, the set MCE(µ, ν) := {λ ∈ Λ :
We say that Λ is locally convex if for each e ∈ Λ e i and f ∈ r(e)Λ e j with i = j, s(e)Λ e j and s(f )Λ e i are nonempty.
Examples 4.14. The 2-graph Λ with skeleton as below is not locally convex. Any 2-graph Γ with skeleton as below is not row-finite or finitely aligned, and any 2-graph Ξ with skeleton as below is finitely aligned, but not row-finite.
•
Remarks 4.15. Suppose T = (E, F, p, q) is a textile system in which p has unique r-path lifting and q has unique s-path lifting, and let Λ := Λ T be its associated 2-graph. By viewing Sk Λ as the union of graphs E and E as in Remark 4.12 we have:
(i) Λ has no sources if and only if both E and E have no sources; (ii) Λ is essential if and only if both E and E are essential; (iii) Λ is row-finite if and only if both E and E are row-finite; (iv) Λ is locally convex if and only if for each e ∈ E 1 and w ∈ F 0 satisfying q(w) = r(e), there exist f 1 , f 2 ∈ F 1 with r F (f 1 ) = w and q(f 2 ) = e; and (v) Λ is finitely aligned if and only if for each e ∈ E 1 and w ∈ F 0 satisfying q(w) = r(e), the set {f ∈ wF 1 : q(f ) = e} is finite (possibly empty).
Parts (i)-(iii) follow from the second part of Remark 4.12. Part (iv) is just a translation of the definition from the language of k-graphs into the language of textile systems. Part (v) is slightly more complicated. Notice that given e ∈ Λ e 1 = E 1 and w ∈ Λ e 2 = F 0 with r Λ (w) = r Λ (e), we have that | MCE(e, w)| = |{λ ∈ Λ e 1 +e 2 : λ(0, e 1 ) = e, λ(0, e 2 ) = w}| = |{f ∈ wF 1 : q(f ) = e}|. Then part (v) follows from the following general result about k-graphs.
Lemma 4.16. Suppose Λ is a k-graph. Then Λ is finitely aligned if and only if MCE(e, f ) is finite for all e, f ∈ i≤k Λ e i .
Proof. The forward implication is trivial. Now suppose that MCE(e, f ) is finite for all e, f ∈ i≤k Λ e i . We prove by induction on n µ,ν :
and the result is trivial. Suppose that MCE(µ, ν) is finite for all µ, ν with n µ,ν ≤ n, and fix µ, ν with n µ,ν = n + 1 and suppose MCE(µ, ν) = ∅. If µ = νν ′ or ν = µµ ′ the result is trivial, so suppose that there exist i, j
so the factorisation property implies that each λ ∈ MCE(µ, ν) can be uniquely written as λ = λ 0 λ 1 , where λ 0 ∈ MCE(µ(0, d(µ) − e i ), ν(0, d(ν) − e j )) and d(λ 1 ) = e i + e j . We have that
.
By the inductive hypothesis we have that MCE(µ(0, d(µ) − e i ), ν), MCE(µ, ν(0, d(ν) − e j )), and MCE(µ(0, d(µ) − e i ), ν(0, d(ν) − e j )) are all finite, and by assumption we have that MCE(e, f ) is finite. So MCE(µ, ν) is finite, and hence Λ is finitely aligned.
Here are some consistency results for the relationship between textile systems, 2-coloured graphs and 2-graphs.
Then ψ is a bijection because ρ E and ρ F are. To see that ψ preserves range and source, let f ∈ G 1 S and compute
where the second equality follows from ρ E being a graph morphism in the first case, and ρ E being a textile morphism for the second case. That ψ preserves colour follows from the fact that
T . To see that ψ preserves squares, fix a square φ f ∈ C S . We will show that ψ • φ f = φ ρ F (f ) , which we know is an element of C T . We compute ψ • φ f (ε 
. Since ψ is a square isomorphism, ρ E is a graph isomorphism. We now construct ρ F :
). A similar calculation shows that ρ also preserves s F S . So ρ F is a graph isomorphism. To see that ρ = (ρ E , ρ F ) is a textile morphism, let f ∈ F 1 S and calculate
). The argument for vertices and for p S is similar. So ρ is a textile isomorphism. 
Λ (f ) = f (e 2 , e 1 + e 2 ) and q
So E Λ is the blue subgraph of Sk Λ , vertices of F Λ correspond to the red edges in Sk Λ , and edges in F Λ correspond to squares in C Λ . If the Λ is understood, we drop the subsrcipts on E Λ , F Λ .
Theorem 4.20. Let Λ be a 2-graph. Then T Λ is a textile system where p Λ has unique r-path lifting and q Λ has unique s-path lifting. Furthermore,
Proof. We will first show that p Λ has unique r-path lifting. Fix e ∈ E 1 Λ and w ∈ F 0 Λ such that r E Λ (e) = p Λ (w). So r Λ (e) = r E Λ (e) = p Λ (w) = s Λ (w), hence we ∈ Λ e 1 +e 2 = F 1 Λ , and p Λ (we) = (we)(e 2 , e 1 + e 2 ) = e and r F Λ (we) = (we)(0, e 2 ) = w. To see that we is the unique such path, suppose f ∈ wF 1 Λ satisfies p Λ (f ) = e. Then e = p Λ (f ) = f (e 2 , e 1 +e 2 ) and w = r F Λ (f ) = f (0, e 2 ). Unique factorisation in Λ now forces f = f (0, e 2 )f (e 2 , e 1 + e 2 ) = we. A similar argument shows that q Λ has unique s-path lifting. So by Lemma 4.4, T Λ is a textile system.
To see that (
, and that c
. To see that the source and range maps are the same, we calculate
and similarly for the source maps, and so
, and C Λ is indexed by Λ e 1 +e 2 , C T Λ is in bijective correspondence with C Λ . To see they are in fact equal, let λ ∈ F Example 4.21. Recall the 2-graph Σ from Examples 3.6 (i). In the associated textile system T Σ = (E, F, p, q), the graph E is the blue subgraph of Sk Σ . The graph F has vertices indexed by the red edges in Sk Σ and edges given by Σ e 1 +e 2 , namely where p(α) = p(β) = a, p(γ) = p(δ) = b, and q(α) = q(δ) = c, q(β) = q(γ) = d.
Remark 4.22. Theorem 4.8 and Corollary 4.9 imply that the existence of a 2-graph associated to a textile system T is equivalent to p having unique r-path lifting and q having unique s-path lifting. Theorem 4.20 then tells us that given a 2-graph, this is as much as we can expect from the associated textile system. For example, in the textile system T Σ from Example 4.21, p has s-path lifting but not unique s-path lifting, and similarly for q and r-path lifting. 
Isomorphic k-graphs trivially gave square-isomorphic skeletons, and [12, Theorem 4.5] tells us that square-isomorphic skeletons necessarily come from isomorphic k-graphs.
Corollary 4.24. Let T be a textile system in which p has unique r-path lifting and q has unique s-path lifting, and let Λ T be the associated 2-graph from Corollary 4.9. Then T ∼ = T Λ T .
Proof. By Theorem 4.20 we have that Λ
T ∼ = Λ T Λ T , so (Sk Λ T , C Λ T ) ∼ = (Sk Λ T Λ T , C Λ T Λ T ). Corol- lary 4.9 then implies that (G T , C T ) ∼ = (G T Λ T , C T Λ T ). Finally, Proposition 4.17 gives T ∼ = T Λ T .
4.3.
The fundamental group of a Textile system. Many of the details in this subsection can easily be adapted from those given in section 3. Let T = (E, F, p, q) be a textile system, and let (G T , C T ) be the associated 2-coloured graph and squares from Definition 4.6. We say that T is connected if G T is connected. Denote by S the equivalence relation on P(G T ) generated
3), and S + the induced relation on P(G + T ). Let C be the set of cancellation relations in P(G + T ). We then define the fundamental groupoid of a textile system to be G(T ) := P(G + T )/(C ∪ S + ). For v ∈ E 0 , we define the fundamental group based at v to be the isotropy group π 1 (T, v) := vG(T )v. Theorem 4.25. Let T = (E, F, p, q) be a connected textile system, v ∈ E 0 and X a maximal spanning tree for
Proof. The proof of Theorem 3.5 applies mutatis mutandis.
Remark 4.26. Theorem 4.25 shows that π 1 (T, v) does not depend on v. We hereafter call π 1 (T, v) the fundamental group of T and denote it π 1 (T ). Notice that if T satisfies the hypotheses of Corollary 4.9, and hence gives rise to 2-graph Λ T , then π 1 (T ) = π 1 (Λ T ).
Example 4.27. For each m, n ≥ 1 denote by BS(m, n) = a, b | ab m = b n a the Baumslag-Solitar group (see [2] ). Define F by F 0 = {a 1 , . . . , a n },
One checks that T n = (E, F, p, q) is a textile system. Applying Theorem 4.25 with maximal spanning tree v, we have π 1 (T n ) ∼ = a 1 , b 1 , . . . , a n , b n |ĉ 1 , . . . ,ĉ n ,l 2 , . . . ,l n , wherê c j is the relation a j b j = b j a j+1 (mod n) andl j is the relation a j b j = b j−1 a j .
We claim that π 1 (T n ) ∼ = BS(n, n). Notice that
thus eliminating generators and relations a j , b j ,l j ,ĉ j−1 for 2 ≤ j ≤ n. A finite induction gives
Using this expression for b 1 , and the fact that a 1 b 1 = a n b n , we set
The textile system T in Examples 4.5(i) is T 2 . Hence π 1 (T ) ∼ = BS(2, 2).
Homology and Cohomology groups of a Textile system
In this section we introduce a homology and cohomology theory for textile systems (see Theorem 5.6 and Lemma 5.15). Theorem 5.16 provides a tractable description of the second cohomology group of a textile system. In Corollaries 5.13 and 5.19, we show that our groups reduce to those of a 2-graph when T gives rise to a 2-graph (cf. Corollary 4.9). In Examples 5.7, 5.14 and 5.20, we demonstrate the facility provided by our new approach.
Homology. We review the definitions of the homology groups for 1-and 2-graphs from [17] .
For a 1-graph E set C 0 (E) = ZE 0 and C 1 (E) = ZE 1 , the free abelian groups generated by E 0 and E 1 respectively. For r ≥ 2 let C r (E) = 0. Let ∂ E 1 : C 1 (E) → C 0 (E) be the homomorphism determined by ∂ E 1 (e) = s(e) − r(e). For r ≥ 2 and r = 0 let ∂
where f i ∈ Λ e 1 and g i ∈ Λ e 2 for i = 1, 2, then set ∂ 
As in [17, Definition 3.10] we call t(h) a trail. If h is a circuit we call t(h) a closed trail. If h is also simple, we call t(h) a simple closed trail.
For any k-graph we may define (possibly non-trivial) homology groups H r (Λ) for 0 ≤ r ≤ k; however, the definition of H 1 (Λ) remains the same as above (see [17, Definition 3.4] ), and hence the following result makes sense.
Proposition 5.2. Let Λ be a connected k-graph. Then the map t defined in Definition 5.1 induces an isomorphism Ab π 1 (Λ) ∼ = H 1 (Λ). [13] . Fix a maximal spanning tree T ⊂ Sk Λ , then π 1 (Sk Λ , v) = ζ e | e ∈ E 1 \ T 1 (see [25] for example). Then t : π 1 (Sk Λ , v) → C 1 (Λ) is a homomorphism. Since t sends simple reduced circuits to simple closed trails, [17, Proposition 3.15] implies that ker(∂
whenever if (ef, gh) ∈ S + , t descends to a homomorphism t ′ : π 1 (Λ) → H 1 (Λ) which maps [a] to [t(a)]. Routine calculation then shows that ker t ′ is the commutator subgroup of π 1 (Λ), which says precisely that Ab π 1 (Λ) ∼ = H 1 (Λ).
Definitions 5.3. Let T = (E, F, p, q) be a textile system, then considering E, F to be 1-graphs, we may define
Remark 5.4. Recall from Definition 4.6 that for each textile system T , there is a 2-coloured graph G T . By identifying each k ∈ G
1
T with e ⊕ 0 if k ∈ E 1 or 0 ⊕ w if w ∈ F 0 , we see that
Lemma 5.5. Let T = (E, F, p, q) be a textile system, then with notation as above we have (i) Recall the textile system T = (E, F, p, q) from Examples 4.5(i), with p, q :
. As E has one vertex we have ker ∂
F → E has unique r-or s-path lifting, then by Lemma 4.4 T = (E, F, p, p) is a textile system. Theorem 5.6 gives
Let T be the textile system from Example 4.5(i). By Examples 4.27 and 5.7(i), we have Ab
This suggests that Proposition 5.2 holds in greater generality. We first need to extend the notion of a trail to textile systems (cf. Definition 5.1).
. We call t(h) the trail associated to h. If h is a circuit we call t(h) a closed trail. If h is also simple, we call t(h) a simple closed trail. Proposition 5.10. Let T = (E, F, p, q) be a textile system. Then H 2 (T ) is generated by trails t(h) of simple reduced circuits h = h
Proof. By Theorem 5.6, we have that Remark 5.11. Let T = (E, F, p, q) be a textile system where p has unique r-path lifting and q has unique s-path lifting. Let Λ T be the associated 2-graph from Corollary 4.9. Then we have Proposition 5.12. Let T = (E, F, p, q) be a textile system where p has unique r-path lifting and q has unique s-path lifting. Let Λ = Λ T be the associated 2-graph from Corollary 4.9. Then the chain complex (C * (Λ), ∂ Λ * ) is isomorphic to the chain complex (C * (T ), ∂ T * ). Example 5.14. Recall the textile system T Σ = (E, F, p, q) for the sphere graph Σ given in Example 4.21, where p, q : F → E are given by p 0 (e) = u, p 0 (f ) = v, p 0 (h) = p 0 (g) = w, q 0 (e) = q 0 (f ) = x, q 0 (h) = z, q 0 (g) = y, p 1 (α) = p 1 (β) = a, p 1 (γ) = p 1 (δ) = b, and q 1 (α) = q 1 (δ) = c, q 1 (β) = q 1 (γ) = d, and Σ = Λ T . Let c g = αβ −1 γδ −1 . Then t(c g ) = α−β+γ−δ is a simple closed trail such that p(t(c g )) = 0 = q(t(c g )). The remaining (anticlockwise) simple circuits c f = δ −1 αβ −1 γ, c h = γδ −1 αβ −1 and c e = β −1 γδ −1 α in F + are such that t(c g ) = t(c f ) = t(c h ) = t(c e ). Then by Proposition 5.10 and Corollary 5.13 we have H 2 (Σ) ∼ = Z with generator t(c g ).
Cohomology. We follow [17, §7] . Let E be a 1-graph and A an abelian group, then its cubical cohomology groups with coefficients in A are determined by the cochain complex (C * (E, A), δ * E ): For b 1 ∈ C 1 (Λ, A) and λ = f 1 g 1 = g 2 f 2 ∈ Λ e 1 +e 2 where f i ∈ Λ e 1 , g i = Λ e 2 , for i = 1, 2 we have
Then H 0 (Λ, A) = ker δ Λ . Let T = (E, F, p, q) be a textile system and A an abelian group. Regarding E, F as 1-graphs, we obtain cochain complexes (C * (E, A), δ * E ) and (C * (F, A), δ * F ). Then define: C 0 (T, A) = C 0 (E, A), C 1 (T, A) = C 1 (E, A) ⊕ C 0 (F, A) and C 2 (T, A) = C 1 (F, A). 
