ABSTRACT. Some additional recurrence relations for the denominator polynomials of two point Padé approximants are derived. An example in which the coefficients of one of the two series, from which the Padé approximants are derived, are moments of a distribution is considered. For this example, properties of the denominator polynomials, and their zeros, are described.
Introduction.
In this work we first look at some relations between the denominator polynomials of the Padé approximants and two point Padé approximants that are derived from the two series expansions
where the µ k , k = 0, ±1, ±2, . . . , are real numbers. We then look at some properties of the polynomials when the coefficients of the series (1) are the moments of a particular distribution and those of series (2) , though chosen in a natural way, are not moments of the distribution.
It is well known that if the coefficients µ k , k = 0, ±1, ±2, . . . , are such that the Hankel determinants of order n . . . . . . . . . . . . A (2) 0 (z) B (2) 0 (z) A (2) 1 (z) B (2) 1 (z) A (2) 2 (z) B (2) 2 (z)
The elements between the staircase lines are strictly two point Padé approximants. That is, the entry
is a ratio of polynomials of degree n − 1 and n respectively and "fits" n + r terms of the series (2) and n − r terms of the series (2) when expanded accordingly.
Those above this region, i.e., the elements
, n = 0, 1, 2, . . . , −r, r = −1, −2, −3, . . . , are straightforward Padé approximants for the series (2). Thus, for n = 0, 1, · · · , r and r = 1, 2, · · ·
Those below the lower staircase line are the elements of Wynn's E array for the series (1). Thus,
for n = 0, 1, · · · , r and r = 1, 2, · · · . The rational functions in any ordered sequence, horizontal, diagonal or staircase, for instance, are the convergents of continued fractions associated with the two series. For example, those in the center row
, n = 1, 2, . . . , are the convergents of a continued fraction of the form
The coefficients of this and other continued fractions can be generated by the q − d algorithm as follows.
Then, for n = 2, 3, . . . , and for r = . . . , −2, −1, 0, 1, 2, . . . , set
The coefficients are conveniently displayed in the α − β array
and those in any row are the coefficients of a continued fraction, of the same form as (6) but with a partial sum of one of the series added at the beginning. The convergents form the corresponding row of the two point Padé table (5).
For any given value of r the polynomials B 
and they are conveniently displayed in the following table 
we have
2. Triangular sequences. The denominators linked by (12) form a triangle in which each polynomial can be expressed as a linear combination of the other two. We now extend this to the polynomials that form the triangles constructed by the polynomials B 
Then, the polynomials of each vertex of the triangle can be written as a linear combination of the polynomials on the opposite side. Specifically, we have the following results.
Theorem 1. (i) The polynomial B (r)
n (z) can be written as
where
Alternatively,
. . .
Proof. Consider first the results in (i).
Observe that for s = 1 the equations in (i) are given by
where λ (r,1) From equation (12) we obtain
So, from (12) and (17),
Thus, we can write n,m+1 = 0. Now, from (18) and (19) we havê
So, by mathematical induction, it follows that 
Setting r − s = r in the equations (20), (21) and (22) we find the results in (i).
Using again the equation (12), we have
Thus, from (12) and the above equation, the results in (ii) and (iii) follow by mathematical induction.
Extension of a distribution.
In the particular case where the coefficients of the series (1) and (2) are the moments of a strong distribution dψ(t), i.e.,
for (a, b) ⊂ , the results in (i) allow us to express the denominator polynomials B (r) n (z), r = 0, 1, 2, . . . , (n − 1), in terms of the classical orthogonal polynomials associated with the distribution. Thus, for example, the denominators on the central row of the table (9) can be written as
See, for example, [1] , [2] , [8] and [9] for some details of such results.
The classical orthogonal polynomials are themselves the denominators of the successive convergents of a continued fraction which can be written in terms of the coefficients in the table (8) . Specifically, the sequence B
(1) 
3 )α
It follows that the table of coefficients provides the standard three term recurrence relation for the orthogonal polynomials, namely,
These results are obtained by using (14) and (12) alternately to provide the continued fraction whose denominators are B (0)
4 (z), . . . and then taking the even contraction to give (23).
In a similar way we can derive the recurrence relation for the denominators forming any diagonal in the table, namely B 
Many of the details of these results can be found in [1] .
It does not have to be the case that the coefficients of (1) and (2) are the moments of a strong distribution. The tables of coefficients and denominators will exist provided that the conditions (3) hold, but of course there will be no orthogonality. An interesting half way situation is when the coefficients of the series (1) are moments of a distribution while those in (2) are chosen in some other way. That is, the above definition of µ n holds only for non-negative values of n. The following is an example of such a case.
Let us consider the distribution
and the moments defined by
Using the change of variable s = t/2 in the above integral we obtain
where Γ(z) is the Gamma function.
Using well-known properties of the Gamma function,
we obtain µ 0 = 1 and for n = 1, 2, . . . ,
Hence, we have proved the following result Another property of the Gamma function is
.
Then, we obtain
So we can define, in a natural way,
By mathematical induction and using the equations in Algorithm 1 we can prove the following result. 
From (26) and (27) we have the two series dt.
The denominator polynomials.
The recurrence relation (24) and the definitions (28) hold for this example. Hence, It is well known that the Laguerre polynomials, L
n (x), n ≥ 0, are orthogonal with respect to the inner product
We refer to Chihara [3] and Szegő [10] for more about these polynomials.
In the monic form these polynomials are defined by the Rodrigues Formula
and they satisfy the recurrence relation
0 (x) = 1 andL
. Setting x = z/2 and α = s − 1/2 in the equation (31) we obtain for n ≥ 1 (32) 2
Observe thatL 
Thus, for r = n, n + 1, . . . , the polynomials B (r) n (z) can be written as
From equations (12), (28) and (33), and noting that (−(2n + 1))!! = (−1)
n /(2n − 1)!!, we obtain
Observe that this is exactly the equation (33) for r = n − 1. Now, given that B
n−1 (z), then by mathematical induction we can prove that the equation (33) also holds for r = n − 1, n − 2, . . . .
For the distribution dψ(t)
given by (25) the coefficients of the recurrence relation are given by equations in (28). Thus,
Then, setting r = n−s in (16) n (z), n ≥ 1, r = 0 ± 1, ±2, . . . , associated to the distribution dψ(t) given by (25), satisfy
This theorem is easily proved by differentiating the equation (33).
From (35) we further obtain
Using the equations in (28) and the above equality in the recurrence relation (10), we see that
Hence, the polynomials B n−1 (z). From the recurrence relation (10) and also from (28) we obtain
Since all the zeros of B (n−2) n−2 (z) are positive, from (36) and (37) we have
and sgn B
(n−2)
Suppose n odd. In this case, from (35) we can conclude that the polynomial B 
