In this paper we propose an LM-Type statistic to test the null hypothesis of cointegration allowing for the possibility of a structural break, in both the deterministic and the cointegration vector. Our proposal focuses on the presence of endogenous regressors and analyses which estimation method provides better results. The test has been designed to be used as a complement to the usual non-cointegration tests in order to obtain stronger evidence of cointegration. We consider the cases of known and unknown break date. In the latter case, we show that minimizing the SSR results in a super-consistent estimator of the break fraction. Finally, the behaviour of the tests is studied through Monte Carlo experiments.
Introduction
Cointegration has made a great contribution in the …eld of economics and has given rise to a huge amount of theoretical and applied research. Since Granger (1981) and Engle and Granger (1987) We would like to thank Pierre Perron, the editor, Anindya Banerjee, and two anonymous referees for helpful comments. Corresponding author: Av. Diagonal, 690. 08034 Barcelona. Tel: +34 934021826, Fax: +34 934021821, E-mail: carrion@ub.edu The authors gratefully acknowledge the …nancial support of the Ministerio de Ciencia y Tecnología SEJ2004-05052/ ECON and SEC2001-3672. de…ned the concept, several methods have been proposed in the econometric literature to test the stationarity of a linear combination of non-stationary time series. Most of these procedures specify the null hypothesis of no cointegration against the alternative hypothesis of cointegration.
However, this speci…cation has been criticised in Engle and Granger (1987) , Phillips and Ouliaris (1990) and Engle and Yoo (1991) , where it is argued that the natural speci…cation to test should be the null hypothesis of cointegration rather than the null hypothesis of lack of cointegration.
Papers such as Hansen (1992b) , Leybourne and McCabe (1993) , Harris and Inder (1994) , Shin (1994) and McCabe, Leybourne and Shin (1997) have addressed this question, reversing these hypotheses and designing tests for the null hypothesis of cointegration.
In fact, the de…nition of cointegration cannot be disassociated from the long-run. The property of cointegration implies that a set of variables moves jointly de…ning an equilibrium relationship, which means that it has to be tested using time series covering long periods. Practitioners have to bear in mind that the larger the sample period covering the time series, more likely it is that there will be a structural change. As shown by Perron (1989) , this possibility changes the distribution of the standard unit root tests since the speci…cation for the deterministic component of the time series needs to be modi…ed. In these terms, the de…nition of cointegration under consideration falls into the classi…cation of deterministic and stochastic cointegration of Park (1990) . Perron's proposal was generalized to the cointegration tests of Engle and Granger (1987) and Phillips and Ouliaris (1990) by Gregory and Hansen (1996a, 1996b) . They modify the usual procedures specifying a regime and trend shift model as the most general formulation.
Departing from this general speci…cation it is possible to obtain other simpli…ed models that account for a level shift, with and without a time trend. One important thing to bear in mind is that the Gregory-Hansen tests detect regime-shift as well as stable cointegration relationships.
Thus, the rejection of the null hypothesis of these tests does not entangle the instability of the cointegration relationship. In order to discern between these situations they suggest applying instability tests such as the ones in Hansen (1992b) . However, this concern can be also addressed through the application of stationarity tests including structural breaks.
There have been some approximations in the literature to analyse cointegration with structural breaks. To this end, Hao (1996) generalizes the test of Kwiatkowski, Phillips, Schmidt and Shin (1992) to allow for a structural break that shifts the independent term of the cointegrating vector. In a recent paper, Bartley, Lee and Strazicich (2001) also deal with the KPSS cointegration test but include a shift in the mean and in the trend of the deterministic elements of the cointegrating relationship. Finally, Busetti (2002) adopts a multivariate framework when testing the stationarity of a set of variables allowing for one structural break. In brief, he extends the multivariate Nyblom and Harvey (2000) and Kwiatkowski et al. (1992) test statistic for those situations in which the time trend is a¤ected by a structural break that shifts the level and/or the slope of the variables. Hence, assuming the date of the break to be known, his proposal is designed to test the breaking-stationarity hypothesis for a set of variables at once, although avoiding the presence of endogenous regressors. Moreover, the test can also be used to determine the dimension of the cointegration space, i.e. the number of cointegrating relationships among the variables.
In the present paper we extend the test of the null hypothesis of cointegration to allow for a structural break in both the parameters of the deterministic component and the parameters of the stochastic component. Our proposal generalizes the previous contributions and develops a test for cointegration around a break-cointegrating relationship. For instance, this approach is di¤erent from the one in Busetti (2002) since, …rstly, we are primarily interested on the estimation of the cointegration relationship under structural breaks as in Gregory and Hansen (1996a) and, secondly, we account for the presence of endogenous regressors. Throughout the paper we highlight the di¤erences that can be established between these above contributions and the ones proposed here. The break point is estimated through the minimisation of the sum of squared residuals, for which the rates of convergence of the estimated break fraction parameter are derived.
In section 2 we present the models and test statistics and derive their asymptotic distribution under two assumptions: (i) that the stochastic regressors are strictly exogenous and (ii) that the break point is assumed to be known. In section 3 we relax the …rst assumption and consider e¢ cient estimators of the cointegrating vector. Section 4 deals with the estimation of the break point. Section 5 shows the consistency of the test statistics proposed in section 2. Section 6 analyses the performance of the tests in …nite samples. Finally, section 7 concludes. All the proofs of the Theorems are presented together in the Appendix.
The models and tests
The model we deal with is a multivariate extension of the one speci…ed by Kwiatkowski et al. (1992) where deterministic and/or stochastic components are allowed to change at a point of time (T b ). The data generating process (DGP) is of the form:
where t iid 0; 2 ; x t is a k-vector of I(1) processes and 0 = , a constant. We de…ne f (t) as a function collecting the set of deterministic and/or stochastic components. The di¤erent models under consideration are speci…ed through the de…nition of the function f (t). Thus, following Perron (1989 Perron ( , 1990 , the models that a¤ect the deterministic component are:
Model An, where = 0 and
Model A, where 6 = 0 and
Model B, where 6 = 0 and f (t) = DU t ;
Model C, where 6 = 0 and
where D (T b ) t = 1 for t = T b + 1 and 0 otherwise, DU t = 1 for t > T b and 0 otherwise, with T b = T , 0 < < 1, indicating the date of the break. Notice that the null hypothesis of cointegration is equivalent to 2 = 0, under which the model given by (1), (2) and (3) turns out to be:
where g i (t) ; i = fAn; A; B; Cg ; denotes the deterministic function under the null hypothesis.
To be exact, g An (t) = + DU t for model An, g A (t) = + DU t + t, g B (t) = + t + DT t and g C (t) = + DU t + t + DT t , where DT t = (t T b ) for t > T b and 0 otherwise. The speci…cation given by the model An was proposed …rst in Hao (1996) whereas the one given by model C can be found in Bartley et al. (2001) . These models account for the structural break e¤ect shifting the deterministic part of the long-run relationship, although they assume that the cointegrating vector remains unchanged -see Gabriel, Da Silva and Nunes (2003) for an application to the long-run money demand for Portugal. The speci…cation given for Model An accounts for a level shift without a time trend, while Model A contains a trend and allows for a break in level. Model B captures a change in the slope of the time trend but not in the level, whereas Model C accounts for both level and slope shifts.
It is possible to introduce the dummy variables in a way that a¤ect the cointegrating vector.
In this case, we have allowed for two di¤erent e¤ects:
Model D, where = 0 and
Model E, where 6 = 0 and
Hence, under the null hypothesis, the model described by (1), (2) and (3) reduces to:
i = fD; Eg with g D (t) = + DU t for model D and g E (t) = + t + DU t + DT t for model E. Now, the speci…cation allows for a structural break that not only shifts the deterministic component but also changes the cointegrating vector. Thus, in some situations, practitioners would be interested in modelling a cointegration relationship that at a point in time might has shifted from one long-run path to another one -see, for instance, the modellisation of the aggregate consumption function in Hansen (1992b) and the estimation of the long-run money demand for the US in Gregory and Hansen (1996a (1) and (2) introduces the restriction that x t is strictly exogenous -see Gonzalo (1994) . Section 3 shows how to proceed when this is not the case.
The (LM-type) statistic to test the null hypothesis of cointegration against the alternative of no cointegration is given by:
, are the OLS estimated residuals driven from (4) or (5), depending on the model, and! 2 1 denotes a consistent estimator of the long-run variance of f" i;t g T t=1 ; i = fAn; A; B; C; D; Eg. The long-run variance can be estimated in a non-parametric way using the Bartlett Kernel. However, it should be noticed that the use of the standard automatic bandwidth selection methods leads to an inconsistent test. In order to avoid the inconsistency Kurozumi (2002) suggest to apply a modi…ed version of the Andrews'data dependent procedure, which can be also applied in this framework. The asymptotic distribution of (6) is stated in the following Theorem.
Theorem 1 Let fy t g T t=1 be generated by (1), (2) and (3), and let t =
0 satisfy the multivariate invariance principle of Phillips and Durlauf (1986) . If T b = T (0 < < 1) and as T ! 1; T b ! 1, so remains constant, under the null hypothesis of cointegration 2 = 0 :
for i = fAn; A; B; C; D; Eg ; where ) denotes weak convergence and V k;i ( ) are functions of Wiener process shown in the Appendix.
The proof of Theorem 1 and the expressions for V k;E (b 1 ) and V k;E (b 2 ) can be found in the Appendix. The expressions for V k;i (b 1 ) and V k;i (b 1 ) ; fi = An, A, B, C, Dg are omitted although they are particular cases of the latter. Notice that the test is performed using the upper tail of the distribution so that the null hypothesis of cointegration is rejected when SC i ( ) > critical value, i = fAn; A; B; C; D; Eg. Two remarks are in order. First, the asymptotic distribution of Theorem 1 can be expressed as a weighted sum of two independent functionals of Wiener processes. As pointed out in Lee and Strazicich (2001) and Kurozumi (2002) for the univariate KPSS test with one structural break, the symmetry of the distribution around = 0:5 is given by the fact that we can interchange and (1 ) in the asymptotic distribution and obtain the same result. Second, notice that the asymptotic distributions of Theorem 1 depend both on k;
the number of elements of x t that involves the speci…cation, and on = T b / T; the break fraction parameter. Therefore, they depend on the nuisance parameter . The econometric literature has addressed this concern in two di¤erent ways. First, in some cases, the date of the break can be assumed to be known and, hence, exogenous with respect to the model, so the break fraction does not need to be estimated -see Busetti (2002) . This situation might be suitable, for instance, for many German macroeconomic time series for which the reuni…cation process of 1990 had caused a shift in the deterministic part of the time series -see Lütkepohl, Muller and Saikkonen (1999) .
Hence, it seems desirable to have a set of critical values that assumes the date of the break to be exogenous. Critical values computed using 20,000 replications through direct simulation of the Wiener processes for up to …ve values of the break fraction, = f0:1; 0:2; : : : ; 0:5g, and for up to four stochastic regressors, k = f1; 2; 3; 4g, are shown in Tables 1 and 2.   1 Up to now we have focused on those situations for which the date of the break is presumed to be known. Notwithstanding, sometimes the information about an event that might have caused a break is not su¢ ciently clear. In this situation, a second approach to deal with the dependency of the asymptotic distributions on the nuisance parameter is required and this parameter requires to be estimated. The procedures that can be applied to do so are considered in Section 4.
Non strictly exogenous regressors
The previous analysis has been based on the assumption that x t is strictly exogenous, although this assumption may be very restrictive in practice. When this is the case, the asymptotic results 1 As mentioned above, Bartley et al. (2001) analyse the speci…cations that correspond to models A and C, for which they compute the corresponding critical value sets. However, there is no mention anywhere of the fact that the asymptotic distribution of the test depends on k, as it does -see Theorem 1. Actually, if we compare their critical values sets with ours we see that theirs are almost equivalent to the ones computed here for k = 1. Practitioners should be aware that a size distortion problem (underrejection of the null hypothesis) is expected when using their critical values for those models with k > 1. Note: Percentage points of the asymptotic distribution are based on n = 20; 000 replications using partial sums of " iidN (0; 1) random variables of T = 2; 000 observations to approximate the Wiener process. denotes the break fraction and k is the number of stochastic regressors in the model. Note: Percentage points of the asymptotic distribution are based on n = 20; 000 replications using partial sums of " iidN (0; 1) random variables of T = 2; 000 observations to approximate the Wiener process. denotes the break fraction and k is the number of stochastic regressors in the model. obtained in the previous section no longer hold, because the estimation of the vector of cointegration is not e¢ cient and the limiting distribution depends on nuisance parameters. However, several methods such as those of Phillips and Hansen (1990) , Saikkonen (1991) and Stock and Watson (1993) , which are asymptotically equivalent, can be applied to obtain an e¢ cient estimation of the vector of cointegration. In this paper we use the Dynamic OLS estimator of Stock and Watson (1993) . 2 The steps that have to be taken to test the null hypothesis of cointegration in this framework are:
1. Estimate
if i = fAn; A; B; Cg ; or
when i = fD; Eg and store the estimated residuals fê i;t g ; i = fAn; A; B; C; D; Eg ;
2. Compute the test statistic as:
where! 2 1 is a consistent estimation of the long-run variance of f" t g usingê i;t and S + i;t = P t j=1ê i;t ; i = fAn; A; B; C; D; Eg.
The asymptotics concerning the test statistics are given in the following Theorem.
Theorem 2 Let fy t g T t=1 be generated by (1), (2) and (3), and let t = 
i = fAn; A; B; C; D; Eg ; being V k;i ( ) the same functions de…ned in Theorem 1.
The proof can be found in Carrion-i-Silvestre and Sansó (2001). Theorem 2 states that, after endogeneity is accounted for the asymptotic distributions of the test statistics are the same as those assuming that x t is strictly exogenous and, hence, the critical values presented in Tables 1   and 2 can be used.
Unknown date of the break
In previous sections we have implicitly assumed that the date of the break was known a priori.
However, the break point often has to be estimated in empirical applications. The approach followed in this paper is based on the analysis in Bai (1994 Bai ( , 1997 and Kurozumi (2002) , and estimates the break point as the date that minimises the sequence of the sum of squared residuals.
In fact, this is also the approach in Bartley et al. (2001) , since they select the break point as the argument that minimizes the sequence of the Bayesian Information Criterion (BIC) that is obtained when computing the test for all possible break points. Furthermore, the dynamic optimization algorithm in Bai and Perron (1998, 2003) can also be applied to minimise the sum of squared residuals. After the break point is estimated, we can proceed to the computation of the test assuming it as if it were known. Formally speaking,
where SSR ( ) is the sum of the squared residuals of (4) or (5), depending on the model, and denotes a closed subset of the interval (0; 1), that, in order to minimise the lost of information,
we de…ne it as = [2=T; (T 1) =T ]. We denote the tests that are computed using this strategy as SC i ~ and SC + i ~ , i = fAn; A; B; C; D; Eg. As shown in the following Theorem, the application of this approach leads to a consistent estimate of the break fraction parameter.
Theorem 3 Let fy t g T t=1 be generated by (1), (2) and (3) The proof is shown in the Appendix. Note that the result in Theorem 3 holds irrespective of the magnitude of the shifts. More interestingly, the estimation of the break fraction is Tconsistent. Then, we can proceed to perform the hypothesis testing assuming the estimated break fraction as if it were known and, hence, using the critical values reported in Tables 1 and   2 .
Consistency
The consistency of the test statistics against the alternative hypothesis of no cointegration is shown by deriving their asymptotic distribution under the alternative, and showing that the test statistics diverges. In the following theorem we state the limiting distribution of the tests under the alternative hypothesis.
Theorem 4 Let fy t g be generated by 1, 2 and 3 with 2 > 0; and where f t g T t=1 satis…es the multivariate invariance principle of Phillips and Durlauf (1986) . If T b = T (0 < < 1) and as T ! 1; T b ! 1, so remains constant:
i = fAn; A; B; C; D; Eg ; where l is the bandwidth of the spectral window used to estimate the long run variance of " t .
The proof follows from Kwiatkowski et al. (1992) and is omitted in order to save space, although it can be found in Carrion-i-Silvestre and Sansó (2001). Theorem 4 shows that under the alternative hypothesis the tests diverge at rate O p (T =l). This conclusion has also been reached in Harris and Inder (1994) and Shin (1994) for cointegration test without structural breaks. Two remarks are in order. First, the results given in theorem 4 are valid regardless of the assumption of strictly exogenous stochastic regressors. Second, the rate of divergence of the statistics depends on the spectral bandwidth that is used, so we expect lag parameter selection to in ‡uence the power of the test statistics. Therefore, we conclude that the test is consistent when there is no cointegration.
Finite sample performance
The DGP that is used in this Section to assess the …nite sample performance of the test statistic is similar to the ones speci…ed by Banerjee, Dolado, Hendry and Smith (1986), Gonzalo (1994) , Gregory and Hansen (1996a) and McCabe et al. (1997) , among others, and is given by the triangular system representation of the CI(1, 1) process:
a 1 y t a 2 x t = w t ; w t = w t 1 + e wt ; ; with j j < 1. This DGP allows us to analyse how the test statistics behave under di¤erent situations. First, under the null hypothesis of cointegration, 2 = 0, accounts for the presence of correlation in the error of the cointegrating regression. Second, the DGP will be under the alternative of no cointegration when 2 > 0. Third, denotes the correlation between fe wt g and fe zt g. Fourth, g (t) represents the deterministic component of the long-run equilibrium relationship. In this simulation experiment we have considered the model D so that g D (t) = + DU t . Finally, when a 1 = 0; x t will be strictly exogenous. On the other hand, when a 1 6 = 0; x t is no longer strictly exogenous. It should also be noticed that the vector of parameter associated to stochastic regressors depends on time, so t = 1 for t T b and t = 2 for t > T b .
We consider the parameter space (a 1 , a 2 , , , t , , , , ; 2 ) where a 1 ={0, 1}, a 2 = 1, = 1, = {0.5, 1}, t = ( 1 ; 2 ) = {(2, 1), (2, 4)}, ={0.25, 0.5, 0.75}, ={0, 0.5}, ={0.25, 0.33, 0.5, 1, 2}, ={-0.5, 0, 0.5} and 2 ={0, 0.001, 0.01, 0.1}. The sample size is set to T = 200
and an amount of n = 1; 000 replications of the DGP are carried out for each parameterisation.
Using this speci…cation we have analysed the …nite sample performance of our proposal in two stages. First, we focus on the situation that the break point is assumed to be known. Second, we address the estimation of the date of the break shading light on the ability of the procedure for dating the structural break. This is of special interest, because the cointegration testing requires a consistent estimate of the break point. At this point, we proceed to the analysis of the empirical size and power of the test using the estimation method of the date of the break that o¤ers better results. That is the reason why we decided to carry out the simulations using the parametric correction instead of the non-parametric one. The number of leads and lags has been selected using the BIC information criterion with an initial value of 4 leads and lags. In addition, to avoid the inconsistency on the estimation of the long-run covariance matrix we have followed Kurozumi (2002) , and estimate it using the Bartlett kernel with the modi…ed automatic lag length selection Andrews' procedure. In brief, Kurozumi (2002) proposes estimating the bandwidth for the Bartlett kernel as:
; 1:1447
whereâ is the estimate of the autoregressive parameter that produces Andrews method. The simulations that he carries out suggest to use k = 0:7 or k = 0:8 as values that keep a compromise between the empirical size and power of the test -here we use k = 0:8. The GAUSS codes that have been used in the simulations are available upon request.
The break point is assumed to be known
The simulation results for = 0:5; strictly exogenous regressor (a 1 = 0), = 0:5 and t = (2; 1)
are summarized in Table 3 . Qualitatively similar results are obtained for the other values of ;
for t = (2; 4) and = 1, so they are omitted in order to save space, although the complete set of results is available from the authors upon request. Also, the rejections frequencies for = 0:5 are similar to those of = 0:5, so we only report the last ones.
When x t is strictly exogenous (a 1 = 0) and there is no serial correlation of the error in the cointegrating regression ( = 0) there are no serious problems of size distortion, regardless of the break point position, the magnitude of the structural break and the covariance between disturbance terms of the model. When there is autocorrelation ( = 0:5) the tests su¤ers certain size distortion problems. Note also, that the oversize of SC + D ( ) is lower than that of SC D ( ). As can be seen in Table 3 , if x t is no longer strictly exogenous (a 1 6 = 0) the discrepancy between empirical and nominal size increases, though as the signal-to-noise ratio grows the size distortion tends to decrease. As expected, in this situation the SC very high power when a 1 = 1 which can be explained by the size distortion that shows in this situation. Except for this case, the power attained by the tests is slightly smaller than the one obtained by McCabe et al. (1997) , were they assume that there is no break in the cointegration relationship, weak exogeneity and used a parametric approach to deal with the serial correlation. DGP: yt gD (t) t xt = zt; zt = t + ez t ; a1yt a2xt = wt; wt = wt 1 + ew t ; t = t 1 + t ; gD (t) = + DUt; = 0:5; t = (2; 1); ez t iidN (0; 1) ; ew t iidN 0; 2 ; t iidN 0; 2 ; E (ez t ew t ) = ; 2 = 1; = 1; T = 200; T b = [ T ] ; = 0:5; n = 1; 000 replications; 5% nominal size
The break point is estimated
In this subsection we analyse the …nite sample performance of the test statistic when the break point is estimated using the procedure described in Section 4, see expression (9). We use the notationT + b when the estimator is based on (8). We start considering the estimation of the break date. As shown in Table 5 , the estimators based on the minimization of the sum of the squared residuals,T b andT + b ; usually locate correctly the break fraction and the error, if any, tends to be small. A similar picture was obtained for other values of the parameters of the DGP.
Let us consider the size of the statistics. Panel A in Table 6 reports the results assuming strictly exogenous regressors, while panel B presents the empirical size when the stochastic regressors are not strictly exogenous. These rejection frequencies are very similar to those of Table 3 were the break fraction were known. Even the slight size distortion observed for the SC + statistic seems to be smaller in Table 6 . Hence, we may conclude that estimation the break date with (9) and then using this break date to compute the test statistic has a very little impact on the size of the test. As in the case of known break date, the statistic SC + D outperforms SC D in all the scenarios. t xt = zt; zt = zt 1 +ez t ; a1yt a2xt = wt; wt = wt 1 +ew t ; gD (t) = + DUt; = 0:5; t = (2; 1); ez t iidN (0; 1) ; ew t iidN 0;
2 ; E (ez t ew t ) = ; T = 200; T b = [ T ] ; n = 1; 000 replications; DGP: yt gD (t) t xt = zt; zt = zt 1 + ez t ; a1yt a2xt = wt; wt = wt 1 + ew t ; gD (t) = + DUt; = 0:5; t = (2; 1); ez t iidN (0; 1) ; ew t iidN 0; 2 ; E (ez t ew t ) = ; T = 200; T b = [ T ] ; = 0:5; n = 1; 000 replications; 5% nominal size Regarding the empirical power of the test, Table 7 shows the rejection frequencies in di¤erent situations. Comparing these results with those of Table 4 , when the regressors are strictly exogenous (a 1 = 0, Panel A), the …gures are very similar, whereas for non strictly exogenous regressors, the statistics based on the estimation of the break fraction has a slight reduction in power. To sum up, the main conclusion that arises from these simulation experiments is that the estimation of the break date minimising the SSR has little e¤ect on the performance of the test statistics. The statistics SC + have, in general, a correct size with small size distortions for correlated errors, which is a common feature of all the statistics of this class. In terms of size, this statistic outperforms SC in all the scenarios considered, especially when the regressors are not strictly exogenous. So, we recommend using the SC + statistic. The test has also an adequate power, which is only slightly reduced when the break date has to be estimated. Hence, the test statistics presented in this paper can be seen as complementary tools for no cointegration tests with structural breaks and their use is recommended in empirical research.
Conclusions
This paper has focused on testing the null hypothesis of cointegration allowing for one structural break. Our approach can be understood as a complementary method to ensure the presence of cointegration around a break-cointegrating relationship. The test statistic used in the paper is a multivariate extension of the KPSS test, which was …rst proposed in Harris and Inder (1994) and Shin (1994) to test the null hypothesis of cointegration. We considered six di¤erent possibilities of structural break and two di¤erent situations depending on the properties of the set of stochastic regressors: when they are strictly exogenous they are not. In this last case, we suggest using the DOLS estimation of Stock and Watson (1993) .
The paper has distinguished two di¤erent situations depending on whether the break point is known or unknown. The estimation of the break point bases on the minimisation of the sum of the squared residuals, which provides T -consistent estimates of the break fraction. Monte Carlo experiments show that the statistics that correct for the presence of endogenous regressors has good size and power properties irrespective of whether they are strictly or non-strictly exogenous regressors. Hence, we recommend using this test in empirical applications as a complement of non-cointegration tests with structural breaks.
A Mathematical Appendix
In this Appendix we outline the proof of the Theorems that have been proposed during the paper, although a more detailed exposition can be found in the working paper of this article -see -i-Silvestre and Sansó (2001) . Some intermediate results are required beforehand. We use the following lemmas throughout.
Carrion
Lemma 1 The assumption of multivariate invariance principle of Phillips and Durlauf (1986) states that in the limit f t g as the covariance matrix.
Proof: see Phillips and Durlauf (1986) .
Lemma 2 Let fx t g T t=1 be generated by (2) and f t g T t=1 a (k + 1)-vector of stochastic processes that satis…es the multivariate invariance principle of Phillips and Durlauf (1986) . Therefore, it can be shown that
where W (r) is the (k + 1)-vector of unit Wiener processes de…ned in lemma 1 and 21 denotes the correlation between the components of t .
Proof: see Perron (1989) , Park and Phillips (1988) , and Hansen (1992a 
A.1 Proof of Theorem 1
Here we only sketch the proof of Theorem 1 for model E -the most general model considered in the paper-since the proof for the other models follows the same reasoning and are particular cases for it. The OLS estimated residuals of (5) can be computed asê t = " t z t (z 0 z) 1 z 0 ", where
) be scaling ((2k +4) (2k +4))-matrices. Hence, the partial sum processesŜ t = P t j=1ê j can be computed from:
It is straightforward to see that, at the limit, the cross-product matrix A 0 P z 0 zP A converges in distribution to a (6 6)-symmetric matrix, A 0 P z 0 zP A ) H, with elements given by: h 11 = 1,
Moreover, the product between matrix regressors and disturbance term " converges to the (6 1)-vector J, P z 0 " ) J, with elements given by: Using these results, for t T b we have that at the limit the partial sum process converges to: where V k;E ( ) are the residuals from the projection of a standard Wiener process onto the subspace generated by the deterministic regressors (properly rescaled) and the W 2k ( ), and V k;E (b 1 ) and V k;E (b 2 ) are independent.
A.2 Proof of Theorem 3
This proof follows similar arguments in Bai (1997) , Bai and Perron (1998) and Perron and Zhu (2004) . The OLS residuals can be written as:
where 2 (0; 1) denotes the true break fraction and 2 (0; 1). We can write where j = 1 for models An and A, j = 3 for models B, C and E and, j = 2 for model D. Next, given the properties of projections,
Let us suppose that~ 9 p . Then, according to (A.2) for large T we need
but, T j Q ~ > 0 when~ 6 = . Hence, there is a contradiction with inequality (A.3) so that the only way in which it can be satis…ed is~ ! p .
To establish the convergence rate we …rst de…ne the sets V = fT k : jT k T b j < T g for 2 (0; 1) and V (C) = fT k : jT k T b j < T; jT k T b j > Cg for C > 0; so V (C) V . Note that SSR ~ SSR ( ) with probability 1. Next, note that given results of Lemma P min
on V (C) with large probability and that the term Q ( ) in (A.1) dominates G ( ) for large samples. This proves the Theorem.
