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Abstract
This thesis explores two computational approaches to learn and simulate complex
physical systems exhibiting constraint characteristics. The target applications encom-
pass both solids and fluids. On the solid side, we proposed a new family of data-driven
simulators to predict the behaviors of an unknown physical system by learning its
underpinning constraints. We devised a neural projection operator facilitated by an
embedded recursive neural network to interactively enforce the learned underpinning
constraints and to predict its various physical behaviors. Our method can automati-
cally uncover a broad range of constraints from observation point data, such as length,
angle, bending, collision, boundary effects, and their combinations, in the context of a
diverse set of physical systems including rigid bodies, ropes, articulated bodies, and
multi-object collisions. On the fluid side, we proposed a gauge numerical simulator
to model fluid phenomena using Clebsch wave functions. Our method combines the
expressive power of Clebsch wave functions to represent coherent vortical structures
and the generality of gauge methods to accommodate a broad array of fluid phenomena.
We devised a transformed wave function as the system’s gauge variable to improve
a fluid simulator’s vorticity generation and preservation ability. We showcase our
method by simulating various types of incompressible flow phenomena, including
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1.1 Data-Driven Solid Simulators
When observing a physical system, humans can quickly identify the type of the system
and predict the movements of the objects in the system. Given a series of dynamic
data for a machine learning algorithm, ideally, the algorithm should also be able to
predict the dynamics of the observed system. However, the design of such learning
algorithms is still an open and challenging problem.
The ideas from the physical simulation algorithms of the graphics community can
be used to inspire the design of such machine learning algorithms. The force-based
simulation is one of the most commonly used models. Many learning algorithms choose
to learn the interaction forces among particles or objects, and then use an explicit
time integration scheme to calculate the velocity and further integrate the velocity to
obtain the displacement.
Position-based dynamics [Müller et al., 2007] is another widely used physical
simulation method. The physical systems are modeled by different types of constraints
that the particle positions should satisfy. For example, for a rope system, the distance
between each adjacent particles is constrained to be a constant value; for a rigid-body
1
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system, the shape of the object is constrained to be its initial shape. In position-based
dynamics, the velocity layer of the force-based methods is omitted and the positions
are immediately manipulated. The drawbacks of the explicit time integration schemes
can be avoided, which allows a large timestep.
Our proposed data-driven solid simulator is motivated by the position-based
method, using a lightweight constraint network and a neural projection operator to
interactively learn the underpinning constraints and predict the behaviors of the given
physical system. In this way, our network inherently inherits the strengths of the
position-based methods.
1.2 Fluid Simulation
Fluid simulation is another important part in the computer graphics community.




+ u · ∇u+ 1
ρ
∇p = g + v∇ · ∇u, (1.1)
∇ · u = 0. (1.2)
In the equations, u is the velocity field, p is the pressure term, v is a parameter
indicating the viscosity of the fluids, and g is the external force. Equation (1.1) is
called the "momentum equation", and Equation (1.2) is called the "incompressibility
condition".
To solve these equations, one of the approaches is to discrete the domain on
a grid and compute each term separately. The advection term (∂u
∂t
+ u · ∇u) can
be solved using the semi-Lagrangian scheme [Stam, 1999]. The external force term
(g) can be easily applied to the velocity. The pressure term (1
ρ
∇p) is computed by
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solving a pressure value to ensure that Equation (1.2) holds, which turns into solving
a Poisson equation. The viscosity term (v∇ · ∇u) may be left out because we are
usually interested in low-viscosity fluids and the numerical methods used to solve the
equations also introduce dispassion into the system. The Navier-Stokes equations
without viscosity are called "Euler equations", which are the equations we are going
to solve in this thesis.
However, the accumulated numerical errors can easily make the results visually
unsatisfactory. Among different aspects, generating and preserving coherent vortical
structures are essential for creating visually attractive flows in the computer graphics
community. Various methods have been developed to better preserve the vortical
structures of the fluids. In this thesis, we choose to solve a gauge-transformed version
of the Euler equations. We use a new set of variables to evolve the fluid, which can
naturally represent and preserve the vortical structures of the fluid.
1.3 Thesis Structure
This thesis consists of two main parts, related to data-driven solid simulators and
gauge-based fluid simulations respectively. Most of the contents are drawn from my
previous publications [Yang et al., 2020] and [Yang et al., 2021]. In Chapter 2, we
propose a new family of neural networks to predict the behaviors of physical systems
by learning their underpinning constraints, which is motivated by the position-based
dynamics model that has been used widely in the game and visual effects industries. In
Chapter 3, we devise a gauge fluid solver based on Clebsch wave functions to solve the
incompressible fluid equations, which can significantly improve the vorticity generation
and preservation ability for a broad range of gaseous and liquid phenomena, including
complex vortex filament dynamics, fluids with different obstacles, and surface-tension
flows. In Chapter 4, we conclude this thesis.
3
Chapter 2
Learning Constraint Solid System
with Neural Projection
2.1 Introduction
To distinguish the motions of a piece of paper and a piece of cloth, we may observe that
they are both tangentially in extensible but cloth cannot resist any bending force from
the normal direction. This raises a further general question for machine perception
– what is the most effective representation to describe a Dynamic Physical System?
The answer to this question is fundamental for the design of better neural physics
engines [Battaglia et al., 2016; Li et al., 2019a; Edelen and Neveu, 2019; Chang et al.,
2017; Watters et al., 2017] to predict the dynamics of various real-world Newtonian
systems based on limited observations.
In general, a capable neural physics simulator needs to capture the essential features
of a dynamic system with a unified computational model, simple network architectures,
small training data, and minimum human inputs for priors. Vast literature has been
devoted to building neural-network models that can reason and predict physics. Two of
the main areas include reasoning the underlying physics by learning local interactions
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(e.g., the gravitational force between two planets [Battaglia et al., 2016]) or by enforcing
global energy conservation (e.g., the sum of potential and kinematic energies of a
pendulum [Greydanus et al., 2019]).
This chapter proposes to characterize physical systems by establishing neural
predictors to learn and enforce underlying physical constraints. The term “physical
constraints” broadly defines the various intuitive criteria that the motion of a physical
system must satisfy, e.g., a constant length between particles, a fixed angle between
two segment pieces, the overlap of joint positions, the non-penetrating geometries for
collisions, etc. Such constraints can be either hard or soft, with forms of both equality
and inequality.
Mathematically, a set of equality constraints can be expressed as a non-linear
equation system C(x) = 0 with each row Ci(x) = 0 corresponding to a single constraint
exerted on the system. To enforce these constraints over the temporal evolution, a
common idea established in the physics simulation community is to define a projection
operator to map the system’s current states to a low-dimensional constraint manifold
satisfying C(x) = 0 (e.g., see [Baraff, 1997; Baraff and Witkin, 1998; Guendelman
et al., 2003; Weinstein et al., 2006; Goldenthal et al., 2007; Müller et al., 2007]). By
augmenting the dynamics with a Lagrangian multiplier, the projection amounts to






(x− x̂)TM(x− x̂) + λTC(x), (2.1)
with x̂ and x as the system’s states before and after enforcing the constraints, M as the
mass matrix, and λ as a Lagrangian multiplier. The intuition behind Equation (2.1)
is to find the closest point on the constraint manifold to modify the current prediction,
e.g., by following the direction of −∇C with a fixed small step in the gradient descent
search. The optimization of the energy form in Equation (2.1) along with its various
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variations serve as the algorithmic foundation to accommodate a broad spectrum
of constraint physics simulators, including articulated rigid bodies [Weinstein et al.,
2006], collisions [Guendelman et al., 2003], contacts [Bridson et al., 2002], inextensible
cloth [Goldenthal et al., 2007], soft bodies [Müller et al., 2005], and the various
position-based dynamics techniques [Müller et al., 2007; Macklin and Müller, 2013;
Bender et al., 2014, 2015], which have recently emerged in the gaming industry. Such
simulators have also been used to generate datasets for machine learning applications
[Mrowca et al., 2018; Li et al., 2019a]. Meanwhile, the mathematical properties of
neural projections have been investigated in the machine learning community (see
[Xia et al., 2002] for examples).
Motivated by the physics intuition behind Equation (2.1), we devise a new neural
physics simulator to unify the prediction of the various dynamic systems by learning
their underlying physical constraints. Our main idea is simple: we express the
mixed dynamic effects due to all the constraints by one neural network and enforce
these constraints by recursively employing the network to correct the system’s time-
independent states (the positions). The centerpiece of our learning framework is
a neural projection operator that enables the mapping from a current state to a
constraint state on the target manifold. The parameters of the operator are trained in
an end-to-end fashion by observing the positional states of the system for a certain
range of time frames.
Our design philosophy of learning the physics constraints exhibits several inherent
computational merits compared with learning relations or energy conservation.
• First, constraints directly relate to human physical perception. The various
physical intuitions, such as length, angle, volume, position, penetration, etc., can




• Second, our neural constraint expression describes a system-level relation without
requiring any connectivity priors. This connectivity-free implementation is
essential when describing complicated interactions with an uncertain number
of primitives. For example, to express the bending effects of a piece of cloth,
it requires at least three particles to describe a planar angle in 2D and four
particles to describe a bilateral angle in 3D. Such case-by-case priors require
expertise in physics simulation and are difficult to obtain beforehand for normal
users.
• Third, constraints are a time-independent state variable that can be reasoned
with position information only. This alleviates the data required to train an
expressive neural network model. Also, the complexity for a neural expression
of constraints is low. In our implementation, a small-scale fully-connected
network in conjunction with our iterative projection scheme can uncover mixed
constraints governing complicated physical interactions.
• Last, from a numerical perspective, enforcing constraints in a numerical simulator
essentially amounts to building an implicit time integrator, which is inherently
stable and allows for large time steps. This further lowers the training data
requirements and enables reliable long-term predictions.
2.2 Related Work
Neural physics simulators Many recent works on learning physics are based on
building networks to describe interactions among objects or components (see [Battaglia
et al., 2018] for a survey). The pioneering works done by Battaglia et al. [Battaglia
et al., 2016] and Chang et al. [Chang et al., 2017] predict different particle dynamics
such as N-body by learning the pairwise interactions. Following this, the interaction
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networks are enhanced by a graph network (e.g., [Kipf et al., 2017] [Sanchez-Gonzalez
et al., 2018]) for different applications. Specialized hierarchical representations [Mrowca
et al., 2018; Li et al., 2019a], residual corrections [Ajay et al., 2018], propagation
mechanisms [Li et al., 2019b], linear transitions [Li et al., 2020] were employed to
reason various physical systems. Besides directly working on particles, there are
also many other interaction-based works that make predictions on images and videos
[Watters et al., 2017; Hoshen, 2017; Raposo et al., 2017; Janner et al., 2018; Xu et al.,
2019; Yi et al., 2019].
On another front, researchers have also made progress on building learning models
that can conserve the important physical quantities, A typical example for energy-
conservation is the Hamiltonian system, which was realized by building neural networks
to uncover and enforce the Hamiltonian, e.g., see [Greydanus et al., 2019], Chen et al.
[2020], [Rezende et al., 2019], [Toth et al., 2019], [Jin et al., 2020], and [Sanchez-
Gonzalez et al., 2019]. Other physical quantities include Lagrangian [Wang et al.,
1999; Modellen, 2018; Lutter et al., 2019; Cranmer et al., 2020], tensor invariants [Ling
et al., 2016], velocity divergence [Cranmer et al., 2020], etc. There exists a broad array
of applications for these neural-based simulators, such as controlling legged robots
[Hwangbo et al., 2019] and particle accelerator systems [Edelen et al., 2020; Edelen
and Neveu, 2019].
In addition to the neural physics engine, another branch [Hu et al., 2019; Schenck
and Fox, 2018; Holl et al., 2020; Liang et al., 2019] chooses to build differentiable
simulators to direct connect physics into learning applications.
Constraint physics and position-based dynamics Simulating constraint phys-
ical systems has been thoroughly investigated in computational physics and computer
graphics over the last decades. To enforce accurate contact [Bridson et al., 2002],
collision [Bridson et al., 2002], articulation [Baraff, 1997], and boundary conditions
8
2.3 Methodology
[Macklin et al., 2014], a broad spectrum of methods have been developed to generate
visually plausible and physically accurate simulations. Among these approaches,
developing fast, stable, but sometimes less accurate, numerical solvers to unify the
simulations of the various physical phenomena and provide rich and instant feedback
within an immersive virtual environment has received tremendous attention in the
gaming industry. To this end, position-based dynamics, which enforce a set of manually
predefined constraints to correct the particle positions, have achieved great success
(see [Bender et al., 2014] for a survey). Its numerous variations to model different
types of physics, such as soft body [Müller et al., 2007], fluid [Macklin and Müller,
2013], and unified physics couplings [Macklin et al., 2014], have been contributing to
the creation of the vivid physics world in entertainment computing. The nature of the
algorithm, namely, to create plausible and fast physics by processing position only, is
aligned inherently with the purpose of neural physics simulators that is focused more
on perception and control. These algorithms have also been used to design neural
networks for data-driven simulation and parameter learning [Schenck and Fox, 2018].
2.3 Methodology
As in Figure 2.1, our constraint neural physics simulator works by taking a set of
points and predict their future positions. We use x ∈ R2m to denote a vectorized
representation of the m positions as x = [x1, y1, x2, y2, ..., xm, ym]T . For naming
conventions, we use the subscript n to denote the time step and the superscript i to
denote the projection iteration. Also, we use x̂ to denote the predicted positions and
x̃ for the intermediate projected results. For example, x̂n represents the predicted
positions for time step n, and x̃in represents the corrected positions for time step n,
after i iterations in the projection.
The goal of the algorithm is to take the point positions from the previous frames
9
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Figure 2.1: Algorithm overview: Here we show the forward prediction of the motion of
a rigid body composed of four particles. In each time step, our neural simulator takes
the positions xn from time n as input, makes a prediction x̂n+1, employs iterative
neural projections to enforce the learned constraints, and outputs the positions xn+1
for time n+ 1.
and predicts the positions for the future frames. We design a learning framework as
in Figure 2.1 by processing the point data recursively within a loop embedded with
a neural network. The entire framework consists of a training step and a prediction
step. The centerpiece of our approach is an iterative neural projection procedure to
learn and enforce the various underlying physical constraints (see Section 2.3). The
training step takes a set of frame pairs (xn,xn+1) to train the parameters of the neural
projector (see Section 2.4). The prediction step takes the trained parameters to specify
the embedded network and forwards the time steps by predicting the positions from
xn to xn+1 (see Section 2.5).
2.3.1 Linear prediction
In the prediction step, we calculate the predicted positions x̂n+1 by a linear extrapola-
tion from xn−1 and xn, i.e., x̂n+1 = 2xn−xn−1. This amounts to a linear approximation
of the velocity vn as (xn − xn−1)/∆t followed by an explicit Euler time integration
x̂n+1 = xn + vn∆t. The body force(gext) such as gravity is exerted as a prior in the
prediction step by ∆v = gext∆t.
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2.3.2 Iterative neural projection
Network The mapping from a predicted state x̂n+1 to a constraint state xn+1
is enabled by an iterative neural projection step. The essential component of the
projection step is a neural network Cnet(·) to learn the mixed hidden constraints by
observing its positional states. These constraints range from the constant length (e.g.,
rod), relative positions (e.g., rigid body), non-penetration (e.g., collision and contact),
bending (e.g., cloth), etc. Instead of devising k independent networks to process k
constraints, where k could be a prior input, we use a single network to learn the mixed
effects of all the constraints employed on the system simultaneously. The input of the
network is the values of x and the output of the network is a single scalar evaluating
the satisfaction of all constraints as a whole. In particular, a zero output indicates
that all the constraints are satisfied.
Iterative projection The network Cnet(·) is embedded in an outer loop to recursively
enforce the learned constraints on the input x during the learning process. The iterative
projection procedure is motivated by the step of fast projection (SAP) algorithm
proposed in [Goldenthal et al., 2007] and applied in many position-based dynamics
simulators [Müller et al., 2007] to minimize the projection energy given in Equation
(2.1). The steps to update the positions are shown in Algorithm 1.
Algorithm 1: Iterative Neural Projection
Input: Constraint network Cnet(·),
predicted positions x̂.
1 x̃1 = x̂ ;
2 for i = 1→ N do
3 λ = Cnet(x̃
i)/|∇Cnet(x̃i)|2 ;
4 δx̃ = −λ∇Cnet(x̃i) ;
5 x̃i+1 = x̃i + δx̃ ;
6 end
Output: Projected positions x = x̃i+1
11
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Specifically, in each iteration i, the update for x̃i+1 for the next iteration is
conducted by finding a δx̂ based on the current x̃i and Cnet(x̃i) to minimize the
projection energy in Equation (2.1). By assuming an identity mass matrix that absorbs
∆t (implying each particle has an equal contribution), the objective in Equation (2.1)
can be simplified as g(x̃) = 1
2
δx̃T δx̃ + λTC(x̃), with δx̃ = x − x̃ as the error term
between the optimized solution x and the current prediction x̃.
To obtain the local minimum, we can set the gradient of g to be zero along the
search direction to obtain:
∂g
∂δx̃
= δx̃ + (∇Cnet(x̃))Tλ = 0. (2.2)
Also, we employ the Taylor expansion around x̃ to get
Cnet(x) = Cnet(x̃ + δx̃) ≈ Cnet(x̃) + (∇Cnet(x̃))T δx̃ = 0 (2.3)
Substituting Equation (2.3) into Equation (2.2), we obtain the expression λ =
Cnet(x̃)/|∇Cnet(x̃)|2, which is the step size coefficient of δx̂. The direction of δx̂
is the negative gradient of the constraint evaluation calculated by the automatic
differentiation on the network.
2.3.3 Constraints
Our neural projection method can handle different types of constraints with a single
embedded network, including multiple constraints, inequality constraints, and soft
constraints. The examples demonstrating these types of constraints are in Section
2.5. First, our neural projection model can handle multiple constraints automatically
by evaluating a mixed objective for all potential constraints underpinning a dynamic
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Figure 2.2: Multi-group point representation (left) and configurable network module
connection (right). The points are clustered into a set of overlapping groups as a prior
input. The point groups are processed by different network modules and synchronized
on the overlapping points (green) in each projection iteration to obtain predictions
following all constraints enforced by sub-networks.
automatically without any further modification. The network can detect the situations
when an inequality constraint is activated and needs to be enforced. A typical example
of learning inequality constraints is to handle collision (see Section 2.5.1). Last, some
constraints in physical systems are soft, meaning that they cannot be fully satisfied in
an equilibrium state. For example, the bending constraints of an elastic rod or a piece
of paper is a type of soft constraints, which means that it can only be satisfied in a
soft way when the system reaches a steady state. To learn a soft constraint, we follow
the ideas proposed in [Müller et al., 2007] by adding a relaxation coefficient in front of
δx̂ for the position, namely, to update Line 5 in Algorithm 1 as x̃i+1 = x̃i + rδx̃, with
r as the relaxation coefficient.
2.3.4 Hierarchical representations
Multiple-object representations Our model can naturally handle multi-object
or multi-component systems without requiring any connectivity priors. In our learning
model, the null constraint between two points is a kind of knowledge that can be learned
automatically by the network. Furthermore, our model can naturally distinguish the
strong and weak interactions, such as the stiff and soft pieces in a multi-material
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body and their articulations, by learning the multiple constraints with the underlying
grouping information from the training datasets.
Multi-group representations A single neural projection operator can only process
a fixed number of points following a strict order, which could become one of the main
weaknesses when learning systems with a larger number of particles. We tackle this
problem by employing two strategies: 1) We create a grouping strategy to partition
the points into multiple clusters for a hierarchical geometric representation; 2) We
implement a configurable mechanism to connect each point group to a pre-trained
network module to enforce its local constraints. As shown in Figure 2.2 left, on the
data level, we introduce an overlapping grouping representation to partition the point
cloud into several groups and specify the shared points across the neighboring groups
to propagate the position information. Second, as shown in Figure 2.2 right, on
the network level, we put multiple independent neural networks in parallel within
the same projection module to let each of these networks process the position data
from one group of points. The connections between the group data and the specific
networks can be customized, as long as the dimension of the input is consistent. The
information is synchronized at the end of each projection iteration by averaging the
values on the shared points across groups, mimicking the fashion of a classical Jacobi
iteration scheme. The three steps to update the positions are shown in Algorithm 2.
We want to mention that such parallel processing is not the only way to combine these
network components. These small networks can also be combined in a sequence, with
the values on the shared points updated directly from the previous group, following
the fashion of a multi-color Gauss-Seidel iteration scheme.
Discussion on connectivity priors We want to note that our multi-group repre-
sentation in conjunction with the customized network modules introduces connectivity
14
2.4 Implementation
Algorithm 2: Multi-Group Projection
Input: NNs Cnet1(·), · · · , CnetM (·),
Group of positions x̂1, · · · , x̂M .
1 x̃1 = x̂ ;
2 for i = 1→ N do
3 for j = 1→M do




6 Synchronizing x̃i+1 among groups;
7 end
Output: Projected positions x
priors into our learning model. Such prior input enables our model to learn complex
physical systems in a hierarchical way, such as multi-component articulations or
a long rod, by dividing the system into multiple pieces that can be handled by a
single network. This strategy provides additional learning granularity to restrict the
interaction complexities within a local region by assuming that such interactions can
repeat on a higher level. For example, different groups of points can share the same
projection network, which enables the customized and modulated design of a learning
architecture to fit a specific physical problem. From a relational perspective, such
group representation connects our approach to the previous relational networks. In
an extreme case, if we group every pair of points in the system, and connect all the
groups to the same network, the way of describing the relations in our model will be
identical to Interaction Network [Battaglia et al., 2016].
2.4 Implementation
Network architectures The input of the network is a vector composed of positions
of all the points in the system. The output for the network is a single scalar value




Table 2.1: Network Architectures and Training Details
Model Layers Batch Lr lr_step gamma Epoch Iter
Rigid-1 [8, 256× 4, 1] 256 1e-3 20 0.8 600 5
Rigid-2 [8, 256× 4, 1] 512 1e-3 20 0.8 1000 8
Rope [8, 256× 4, 1] 256 1e-3 20 0.8 1000 10
Articulated [8, 256× 4, 1] 512 1e-3 20 0.8 1000 8
Collisions [8, 512× 4, 1] 256 1e-3 20 0.8 1000 10
We use a standard architecture to implement our neural projection network. All
the models use fully-connected layers as the basic units and use LeakyReLU as the
activation function. For most of the examples we show in the chapter, we use a
fully-connected network with 5× 256 elements. For the collision example, the width
of the network is changed to 512. The examples listed in this section are trained using
ADAM optimizer, with different training parameters as shown in Table 2.1.
Training data Our training data covers a rich set of scenarios including rigid
bodies, rods, articulations, collisions, contacts, and irregular domains, generated by
different types of numerical simulators such as mass-spring, position-based dynamics,
and rigid-body solvers. We apply a random force to each particle to perturb the
system and physics simulators are used to calculate the position for the next time
step. The position of each particle in each time step will be recorded in the training
data. We sample the simulation data with a frame rate of 10 fps. For each test, we
train our model using data samples ranging from 2048 to 8102, with each sample has
20 to 32 frames. In some scenarios (e.g., rigid body), we added noise to several of the
simulations to mimic the data collection process from a real-world setting.
Details of the training dataset for each example can be found in Table 2.2. Figure
2.3 provides additional visualization to demonstrate the training data. The time step
used for all the training examples is ∆t = 0.1s.
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Figure 2.3: We used a dataset composed of different types of physics simulations on
points. Each simulation was run with some randomized parameters for a short time
period. The simulations include a four-point rigid body (top left), short rod (top
right), collision and contact (bottom left), and articulation (bottom right). All the




Table 2.2: Training Data Details







We show examples to demonstrate our approach’s capability in discovering various
constraints and predicting complex dynamics. We implemented our learning model in
PyTorch and our physics simulations in C++. We trained all the models using the
Adam optimizer [Kingma and Ba, 2014] on a single Nvidia RTX 2080Ti GPU. Details
of the examples are listed in Table 2.1 and Table 2.2. We want to highlight that we
use a large time step of ∆t = 0.1 seconds in all our examples.
2.5.1 Examples
Figure 2.4: Rigid body rotation.
Rigid bodies Due to the low dimensionality of
the constraint space for rigid-body motion (e.g.,
only three DoFs are allowed in 2D), it is challeng-
ing for a neural physics simulator to predict its
motion purely based on the positional informa-
tion. We showcase the capability of our model
in accurately predicting rigid-body motions with
only the position input. As illustrated in Figure
2.4, we tested two rigid bodies, one composed of 4 and the other composed of 16
particles. In each example, we added a velocity change with the same magnitude but
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opposite direction on two particles to rotate the body. The results (see Figure 2.11
and 2.12) showed that our model can simultaneously preserve the rigid shape and
predict accurate long-term dynamics as compared to the ground-truth.
Figure 2.5: Rope with bending.
Rope with mixed constraints and group
representations As shown in Figure 2.5,
we test our model by predicting the motion
of a 2D rope. We showcase the ability of our
method to enforce both stretching and bend-
ing constraints by learning from simulation
data. We demonstrate that our model can
effectively learn the mixed effects of these two
constraints without any prior input. We also
show the feature of our group-representation by learning the dynamics of a piece of a
short rod (with 8 particles) and predict the motions of a long rod composed of three
short pieces (with every two pieces share two points). Further, we show our model can
predict motions that it never observed in the training set, e.g., the falling of rod after
releasing one of the two fixed points, by naturally enforcing the neural constraints
during the prediction steps.
Figure 2.6: Articulated body.
Articulated objects with multi-object
interactions In this example, we demon-
strate that our model can learn constraints
for multiple components within a single net-
work. We set up our simulation as an articu-
lated rigid body connected by a soft rod. The
learning model is expected to discover three
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types of constraints affecting the dynamics in a mixed fashion: 1) the rod length
and bending; 2) the rigid body position and orientation; 3) the articulation between
the rod and the body on a single point. As shown in Figure 2.6, we show that our
neural projection model can precisely predict the articulated motion satisfying all the
underlying constraints, by observing the point-cloud data with position information
only. We further demonstrate our model’s efficacy in predicting complex systems by
grouping multiple components to create a chain of articulated bodies. As shown in
Figure 2.12, our model can correctly enforce the learned physical constraints in the
new scenario.
Figure 2.7: Collision and contact. The blue
dots mark the four sample points.
Collisions and contacts with un-
known environments In this exam-
ple, we demonstrate the capability of our
model in learning complex, hierarchical
interactions within an unknown environ-
ment. In the simulation, we set up two
rigid-bodied squares interacting with each
other by collision and contact. The rigid
bodies are also interacting with a spherical terrain. In the simulation, each rigid body
is represented by 16 points. To set the tasks to be more challenging, we build the
training dataset by sampling the positions of 4 points (the same 4 points are used in all
samples) that are not the four corners of the square to decouple the observation points
and the contact points. We expect our learning model to reason the full set of physics
rules governing this miniature world, consisting of the concepts of multiple objects, the
constraints of rigid bodies, collisions, contacts, and their interactions with an unknown
environment. Our model can effectively uncover all the underlying constraints along
with their interactions by accurately predicting the dynamics of the two rigid bodies
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on all stages. In particular, the model can automatically learn the contacts between
the bodies and the unknown environment. To further demonstrate the predictive
capability of our model, we extend the learned model to predict the motion of two
groups of objects, i.e., with 4 rigid squares interacting within the same environment.
The results in Figure 2.7 demonstrate that our model can successfully predict the
complex interactions among four bodies satisfying all the underlying constraints that
the model has never seen in the training dataset.
Figure 2.8: 3D rigid body and cloth.
Three-dimensional examples
We use two additional 3D exam-
ples to show that our neural pro-
jection model can work for 3D
physics predictions. As shown
in Figure 2.8, we predict the mo-
tion of a 3D rigid body (top) and
a piece of inextensible cloth (bot-
tom). In particular, we learn the cloth’s bending and stretching constraints. The cloth
dynamics is modeled by 64 points in 3D space and we subdivide its geometry into
7× 7 groups, with each group composed of 2× 2 particles.
Visualizations of predicting process Figure 2.9 is an additional visualization of
several selected examples to demonstrate the predicting process.
2.5.2 Comparison to other approaches
We made comparisons between our iterative neural projection method and the
groundtruth, a naive MLP network to predict the correct term for the next timestep,
and our implementation of the Interaction Net [Battaglia et al., 2016]. We also inject
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Figure 2.9: The visualization of the predicted points (yellow) and the neural projected
points (blue) for different examples, including rigid (top left), articulated body (top
right), the collision between two bodies (bottom left), and the collision between




Figure 2.10: The predicted dynamics (white background) and the groundtruth (grey
background). Motion blur was used to animate the motion trajectory. For the last
example, our naive position-based simulator fails on this multi-object case, therefore
we have no groundtruth and only show our results.
Figure 2.11: The MSE of the positions compared to the groundtruth. From the left to
right: rigid body, rope, articulated body, and collision.
Figure 2.12: The constraint satisfaction in different examples. The measured con-
straints include 1) and 2) rigid body: distance between two arbitrary points on the
body; 3) rope: distance between two neighboring points and the bending angle between
two incident segments on the rope; 4) articulated: the distance constraint on the rigid
body part and the stretching and bending constraints on the rope part; 5) collision
and contact: the distance between corners on a rigid body and the distance between a




Table 2.3: Average constraint satisfaction of 200 samples * 50 frames/sample predicted
simulation results. Ri-1 and Ri-2 are two rigid body examples; Ro-1 and Ro-2 are two
rope examples; Ar-1 and Ar-2 are two articulated examples; Co-1 and Co-2 are two
collision examples.
Ri-1 Ri-2 Ro-1 Ro-2 Ar-1 Ar-2 Co-1 Co-2
Shape 4.7e-7 2.3e-6 – – 4.15e-5 3.5e-4 2.7e-5 3.2e-5
Stretch – – 5.3e-5 6.9e-5 4.0e-3 1.0e-3 – –
Bend – – 2.2e-1 7.2e-2 1.5e-1 4.7e-2 – –
Collision – – – – – – 2.4e-5 1.1e-4
noise into the training data to mimic the real-world data sampling process. For each
comparison, we plotted two error measurements: the mean squared error of positions
compared to the groundtruth trajectories (Figure 2.11) and the error of the underlying
constraints (Figure 2.12). It is noteworthy that the error statistics we showed in
Figure 2.12 is from a single prediction example. The corresponding animations are
shown in Figure 2.10. We further demonstrate the averaged errors of the test cases,
each with 200 examples with randomized initial states, in Table 2.3. As illustrated
in the plots, our iterative neural projection models enable trajectory errors on the
level between 10−4 and 10−3, while a naive implementation and an IN model produce
errors around 10−2. For the various constraint errors, our model reliably produces
a precise satisfaction of all underlying constraints around 10−4, while other models
produce models two orders of magnitude higher in most cases.
To showcase the effects of ∆t on explicit methods such as IN, we trained another
two interaction network models using smaller time steps (∆t = 0.01s and ∆t = 0.001s)
and more regularly sampled data to show that the interaction-based approaches are
sensitive to the timestep size. The two models generate average constraint errors of
5e− 5 (for ∆t = 0.001s) and 0.026 (for ∆t = 0.01) on 200 test samples. In contrast,
our approach obtained the constraint error of 5.3e− 5 with ∆t = 0.1s.
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Figure 2.13: Learned Constraints. (a): Cnet values given different inputs; (b): Cnet
values of each iteration of 10 frames; (c): δx of each iteration of 10 frames; (d):
Relaxing the constraints for a simple rope (d.1), we can get a softer and more elastic
rope (d.2).
2.5.3 The learned constraints
We show the physical correctness of our learned constraint values by comparing them
with the analytical ones in three aspects. First, in Figure 2.13(a), we show the
consistency between the constraint satisfaction (the shape of a rigid body) and the
magnitude of the learned constraint error (Cnet). Next, as in Figure 2.13(b) and (c),
we plot the learned constraint Cnet (network output) and the positional correction
∆x against iteration steps. We observed that both quantities convergence after 5
iterations (the same iteration number in training). In Figure 2.13(d), we further show
that the learned constraints can replace the original ones used in our rope simulator.
In particular, when we relax the learned constraint to a different extent, we can get
different elastic behaviors as if we tune the constraint values in the original simulator.
2.6 Discussions
We devised a new approach for neural physics simulations by learning their under-
pinning constraints. Our method consists of an iterative neural projection procedure
to discover the physical constraints from training data and enforce these constraints
for accurate forward prediction. Compared with previous interaction-based or energy-
25
2.6 Discussions
based methods, we showed by various examples that our constraint-based neural
physics engine is versatile, intuitive, robust, and fast, with the ability to learn complex
physics rules governing challenging scenarios.
Limitations and Future Work There are several limitations of our approach.
First, the effects of soft constraints are currently controlled by a stiffness value as a
hyper-parameter. Incorporating it in the network architecture will further automate
the learning process for soft bodies. Second, the multiple networks that uncover
component-wise constraints are trained in separate models. Our next step will involve
an end-to-end design to discover all constraints on a global system level. Third, our
learning model is currently focused on Lagrangian models, i.e., by assuming all the data
points are Lagrangian particles that interact in a material space. Another broad array
of physical systems driven by the Eulerian models, such as fluid, are currently out of
the radar of our neural projection method. We plan to further investigate the Eulerian
nature underpinning dynamics projection to support the learning of this category
of systems. Such extension will require more advanced network architecture such as
graph networks to accommodate the effective learning of the invariant constraints
based on locally varying interactions. On another front, we plan to devise more
neural network algorithms that are motivated by fast physical simulation techniques




Simulating Vortical Flow with
Clebsch Gauge Method
3.1 Introduction
Generating and preserving coherent vortical structures are essential for visual fluid
simulations. A large variety of previous work in the computer graphics community has
been devoted to generate, evolve, and enhance such visually attractive flow structures
in a numerical setting. The past efforts, albeit too extensive to conduct a full survey
here, can be categorized into three main directions according to the mathematical
equations they solved: (i) enhancing the vorticity-preserving capability of a standard
or simplified fluid solver by employing novel numerical techniques such as advection
schemes and auxiliary data structures (e.g., see [Selle et al., 2008; Zhu and Bridson,
2005]); (ii) solving a mildly modified version of fluid equations by adding additional
terms such as a vorticity-confinement force (e.g., see [Fedkiw et al., 2001; Foster and
Fedkiw, 2001]), or solving a new set of equations exhibiting visually congruent flow
behaviors such as the incompressible Schrödinger’s equations [Chern et al., 2016]; (iii)
solving a transformed version of the standard fluid velocity equations by evolving a
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new set of variables (e.g., evolving vorticity in a vortex methods [Pfaff et al., 2012;
Weißmann and Pinkall, 2010; Brochu et al., 2012]), which can be transformed back to
the flow velocity at the end of each timestep. Among these three, the third category is
of particular interest to computer graphics researchers because of their potential of a
transformed variable in better representing the visually important flow features during
the system’s evolution. Such methods were understood as a type of "gauge methods"
in the computational physics community (see [Saye, 2016, 2017a,b] for example), where
the researchers have established a broad array of numerical paradigms to solve the
different versions of the gauge-transformed fluid equations to leverage their particular
strengths in capturing and preserving different types of flow features.
Clebsch maps are one of the mathematical representations exhibiting outstanding
expressive power in representing the vortical flow, which was introduced to the
computer graphics community by Chern et al. [Chern et al., 2016] in their pioneering
work of adopting a Schrödinger solver for visual fluid simulation. The spherical Clebsch
mapping exhibits its unique strengths in conserving coherent vortical structures over
the course of incompressible flow evolution because the wave function field fully encodes
the “helical” vortex surfaces (e.g., tubes or sheets) during flow evolution. We refer
readers to Section 3.3.1, and [Chern et al., 2016, 2017] for a detailed mathematical
description of the Clebsch wave function.
This chapter devises a gauge fluid solver centered around Clebsch wave functions
to solve the incompressible Euler equations. Our work is motivated by both Chern et
al. [Chern et al., 2016] and the recent advances made by Robert Saye [Saye, 2016] on
developing interfacial gauge methods. We demonstrate in our method that Clebsch
wave functions can be used as a new type of gauge variables to preserve temporally
coherent vortical flow structures. By introducing two groups of gauge variables into
a grid-based fluid solver, our method extends the application scope of Clebsch wave
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Figure 3.1: Our Clebsch gauge method can be used to simulate various fluid scenarios,
including complex vortex filaments dynamics (Left: leapfrogging and oblique ring
collision), fluids with different obstacles (Middle: smoke simulation), and surface-
tension flow with turbulence (Right: flowing water simulation).
functions from the numerical Schrödinger equations to a broader horizon of general
fluid simulation problems, including examples of smoke, water, and surface-tension flow
in particular. Our new gauge-based PDE solver combines computational merits of both
the vorticity expressiveness of the Clebsch wave functions and the versatility of the
gauge fluid framework. On the implementation side, our method can be programmed
by directly modifying a standard grid-based fluid simulator [Fedkiw et al., 2001]
that has been well understood and extensively practiced in the computer graphics
community.
To summarize, we list our technical contributions as follows:
• We introduced the first Clebsch gauge method to solve the incompressible Euler
equations.
• We devised the first Clebsch wave function representation to unify the gaseous
and free-surface fluid simulations, with additional support to surface-tension
flow.
• We established a new type of gauge framework to capture and evolve coherent




Vorticity-Preserving Fluid Simulation Stam [Stam, 1999] introduced an uncon-
ditionally stable fluid simulation solver to computer graphics based on semi-Lagrangian
advection. Following this pioneering work, different approaches have been developed
to alleviate the dissipation and recover the damped flow details. The first category
is to design the numerical schemes for advection, such as MacCormack [Selle et al.,
2008], BFECC [Kim et al., 2005], PIC/FLIP [Zhu and Bridson, 2005; Jiang et al.,
2015; Fu et al., 2017], BiMocq [Qu et al., 2019], and energy-conserving [Mullen et al.,
2009], to name just a few. In particular, Zhu and Bridson [2005] adapt Fluid-Implicit-
Particle (FLIP) method [Brackbill and Ruppel, 1986] by interpolating the change
of the flow from the grid to reduce diffusion, which opens the door for a series of
hybrid particle-grid schemes to conserve flow details (see [Jiang et al., 2015; Fu et al.,
2017; Gagniere et al., 2020; Boyd and Bridson, 2012; Ding et al., 2020] for example).
Another category of methods is to modify the fluid equation, e.g., by adding additional
force terms to preserve vorticities. In [Fedkiw et al., 2001], a vorticity-confinement
force is derived from the local flow field and added as an artificial term to preserve the
vorticity. Foster and Fedkiw [2001] extend this method to fluid simulation by using a
level-set to simulate free-surface flow. Kim et al. [2008] use the wavelet decomposition
to find missing high-frequency components and synthesize them back to the velocity
field. Bridson et al. [2007] generate turbulent velocity fields based on Perlin noise.
Recently, Chern et al. [Chern et al., 2016] opened another direction for vortical flow
simulation by solving Schrödinger’s equation exhibiting visually appealing vortical
details.
Vortex Methods The essential idea of gauge methods is to introduce a set of
intermediate variables to reformulate the fluid equations. Vortex methods devise the
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vorticity as the gauge variable and rewrite the fluid equations into their vorticity-
velocity form [Weißmann and Pinkall, 2010; Pfaff et al., 2012; Brochu et al., 2012]. By
advecting vorticity directly, these solvers naturally preserve circulation within the fluid
(e.g., see [Cottet et al., 2000]). Vorticity methods usually rely on Lagrangian elements
to evolve the flow features, for instance, particles [Leonard, 1980; Cottet et al., 2000;
Park and Kim, 2005], filaments [Angelidis and Neyret, 2005; Weißmann and Pinkall,
2010], and sheets [Stock et al., 2008; Brochu et al., 2012]. Vorticity can also be used as
a primary variable to improve the mesh-based Eulerian simulation [Elcott et al., 2007],
which inspires Zhang et al. [2015] to use vorticity directly in existing grid-based solvers.
The drawbacks of vorticity modeling lie in the difficulties of geometric managements
and boundary treatments of certain types. Many recent approaches are of a hybrid
fashion, either by using grids to improve pure Lagrangian methods [Koumoutsakos
et al., 2008], or by integrating Lagrangian elements into existing grid-based solvers
[Selle et al., 2005; Kim et al., 2009; Pfaff et al., 2012].
Gauge Methods The general gauge method was introduced back in [Oseledets,
1989] by rewriting the Navier-Stokes equations into its Hamiltonian formula. Different
choices of the gauge variables lead to different gauge forms of the Navier-Stokes
equations, for instance, impulse method in [Summers and Chorin, 1996], velicity
method in [Buttke, 1993], magnetization variable in [Buttke and Chorin, 1993], impetus
term in [Maddocks and Pego, 1995] and continuous projection form in [Liu et al.,
2004]. In our work, we define a new type of gauge, the Clebsch gauge, as the primary
variable in our grid-based solver. The flexibility of choosing the gauge variable also
allows us to treat complicated boundary conditions as well as to enhance the solver’s
stability and accuracy. Summers [2000] use the impulse formulation to represent
boundary viscous flow at no-slip walls. E and Liu [1997] design finite difference
schemes in the velocity-impulse formulation with better stability. Donev et al. [2014]
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introduce a gauge formulation that casts the evolution of a constrained system as a
nonlocal unconstrained system. The most recent progress in this community includes
Robert Saye’s works [Saye, 2016, 2017a,b] which develop a series of gauge methods
for multiphase fluid flow problems with large interfacial discontinuity. Based on the
discontinuous Galerkin framework, different choices of the gauge with appropriate
boundary handling have been proposed for various types of fluid problems. In this
work, we combine some of the boundary treatment techniques from Saye’s work with
our Clebsch gauge formulation.
Clebsch Maps Clebsch [1859] introduces a vector representation, established as a
Lagrangian and Hamiltonian description of fluid in the Eulerian reference frame (also
see [Lamb, 1932]). Clebsch potentials contain important geometric information of
the flow fields, such as closed integral curves of the associated vorticity field are level
lines of the vorticity Clebsch potentials [He and Yang, 2016; Xiong and Yang, 2020],
providing an appealing perspective for fluid visualization [Kuz’min, 1983; Kotiuga,
1991], analysis [Jeong and Hussain, 1995] and simulation [Brandenburg, 2010; Cartes
et al., 2007]. However, original Clebsch maps cannot represent knotted fields with non-
vanishing helicity, and they may not exist near points with vanishing vorticity [Graham
and Henyey, 2000]. Some scholars use multi-component Clebsch variables to describe
flow fields with non-zero helicity [Cartes et al., 2007; Graham and Henyey, 2000;
Zakharov and Kuznetsov, 1997]. However, this yields no accessible representations of
the vortex lines and surfaces. Chern et al. [2016, 2017] propose spherical Clebsch maps,
which could not only represent the velocity-vorticity field with non-trivial helicity but
also contain important geometric information of the vorticity field. Given the vorticity
spherical Clebsch potentials are exactly the vortex surface fields, they can be used as
the initial conditions for the evolution of vortex surfaces in the Lagrangian-like study
of vortex dynamics [Yang and Pullin, 2011; Zhao et al., 2016, 2018; Xiong and Yang,
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Table 3.1: Notations Table
Notation Definition
φ ∈ C2/R4 Clebsch wave function φ = (φ1, φ2)T
ψ ∈ C2/R4 Gauge wave function ψ = φeiϕ/~
ψ Conjugate of ψ
∆ψ Laplacian of ψ
〈φ,ψ〉C φ1ψ1 + φ2ψ2
〈φ,ψ〉R Re(φ1ψ1 + φ2ψ2)
u ∈ Rd Physical velocity
um ∈ Rd ψ-mapped velocity: um = ~ 〈∇ψ, iψ〉R
u∗m ∈ Rd Intermediate velocity after blending
uq ∈ Rd Intermediate velocity after surface tension
q ∈ R Auxiliary variable for free-surface b.c.
ϕ ∈ R Auxiliary variable for incompressibility
~ ∈ R The parameter for vorticity strength
α ∈ R The parameter for ψ partial projection
β ∈ R The parameter for velocity blend
2017, 2019]. In addition, a series of fluid representation methods can be written in the
spherical Clebsch forms such as rational maps [Kedia et al., 2016] and exponential
maps [Smiet et al., 2015, 2017]. Our gauge transformation is based on the spherical
Clebsch maps.
3.3 Clebsch Gauge Method
In this section, we devise the gauge transformation of the incompressible Euler
equations using the Clebsch wave functions defined in the previous section. Without
loss of generality, we consider solving an incompressible flow problem in region x ∈ Ω
with the free surface ∂Ωf and the solid wall ∂Ωb. Our physical model incorporates most
of the essential ingredients for an incompressible solver used in computer graphics,
including solid boundaries, gravity, interface, and surface tension. Each ingredient
can be omitted easily according to a different simulation setting.
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3.3.1 Spherical Clebsch wave functions
Wave function Mathematically, a spherical Clebsch mapping represents a velocity
field u using a normalized wave function composed of two complex numbers:
φ = (φ1, φ2)
T = (a+ bi, c+ di)T , with 〈φ,φ〉R = 1. (3.1)
The mapping from a wave function field φ to a velocity field u can be expressed using
the following mapping operator [Chern et al., 2016]:
u = ~ 〈∇φ, iφ〉R , (3.2)
with 〈φ,ψ〉R = Re(φ1ψ1 +φ2ψ2) and the constant ~ as a tunable parameter specifying
the quantization of vorticity.
Like the original Clebsch maps, the wave function in Equation (3.1) encodes a
fundamental geometric description of the vorticity field ω = ∇ × u. Specifically,
Equation (3.1) can be transformed into vorticity potentials s = (s1, s2, s3) by Hopf
map [Hopf, 1931]:
s1 = a
2 + b2 − c2 − d2, s2 = 2(bc− ad), s3 = 2(ac+ bd), (3.3)




(s1∇s2 ×∇s3 + s2∇s3 ×∇s1 + s3∇s1 ×∇s2), (3.4)
and
ω ·∇sp = 0, p = 1, 2, 3. (3.5)
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Gauge transformation For a wave function φ, the gauge transformation is defined
as:
ψ = φeiϕ/~, (3.6)
where ϕ is a scalar gauge variable.
This transformation satisfies gauge invariance because both ψ and φ corresponds
to the same vorticity field. In addition, the gauge transformation of velocity u →
u+ ∇ϕ amounts to the gauge transformation of the wave function φ→ φeiϕ/~. The
incompressibility condition enforced on velocity ∇ · u = 0 amounts to 〈iφ,∆φ〉R = 0
enforced on wave functions.
3.3.2 Euler equations
We write the incompressible Euler equations with gravity, surface tension, and bound-









, x ∈ Ω,
∇ · u = 0, x ∈ Ω,
u · n = u∂ · n, x ∈ ∂Ωb,
p = γκ, x ∈ ∂Ωf .
(3.7)
Here, D/Dt = ∂/∂t + u ·∇ is the material derivative, u is the velocity, p is the
pressure, ρ is density, u∂ is the velocity of the solid boundary ∂Ωb, γ is surface tension,
and κ is the interface curvature. The surface tension on the interface is modeled as the
pressure jump due to the local curvature. We use G = G(x) = g ·x as the gravitational
potential. The fluid viscosity is introduced by the numerical scheme rather than by
Equation (3.7). The four equations in Equation (3.7) are the momentum conservation
equation, the divergence-free condition, the Neumann boundary condition on the solid
boundary, and the Dirichlet boundary condition with a pressure jump on the free
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surface.
3.3.3 Euler equations with Clebsch wave functions
Next, we show how to rewrite Equation (3.7) using Clebsch wave functions. Substi-














φ, x ∈ Ω,
u = ~ 〈∇φ, iφ〉R , x ∈ Ω,
〈iφ,∆φ〉R = 0, x ∈ Ω,
~ 〈∇φ, iφ〉R · n = u∂ · n, x ∈ ∂Ωb,
p = γκ, x ∈ ∂Ωf .
(3.8)
The first row in Equation (3.8) corresponds to a transformed momentum conservation
law with wave functions. The second line is the wave-velocity mapping. The third
line is the transformed divergence-free condition. The fourth line is the transformed
Neumann boundary condition on the solid boundary. And the last line is the same
Dirichlet boundary condition as in Equation (3.7). The first equation in Equation
(3.8) corresponds to Equation (9.13) (with ε = 0) in Chern [2017] but it additionally
takes into account the interfacial forces. We refer the readers to Section 9.3 in Chern
[2017] for a detailed derivation of the first equation in Equation (3.8).
3.3.4 Gauge transformation of Equation (3.8)
We use the gauge transformation of φ defined in Section 3.3.1 to derive the gauge
form of Equation (3.8). We introduce a gauge variable ϕ as an auxiliary scalar field.
By setting ψ = φ exp(iϕ/~) and at the same time enforcing ϕ’s Neumann boundary
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as ∂nϕ = 0 for x ∈ ∂Ωb and ϕ’s Dirichlet boundary as ϕ = 0 for x ∈ ∂Ωf (in order to
not change φ’s boundary conditions over the course of the transformation), we can














ψ, x ∈ Ω,
um = ~ 〈∇ψ, iψ〉R , x ∈ Ω,
∆ϕ = ∇ · um, x ∈ Ω,
u = um −∇ϕ, x ∈ Ω,
~ 〈∇ψ, iψ〉R · n = n · u∂, x ∈ ∂Ωb,
∂nϕ = 0, x ∈ ∂Ωb,
p = γκ, x ∈ ∂Ωf .
(3.9)
The first line in Equation (3.9) is the gauge transformed momentum conservation
law. Lines 2-4 are the gauge transformed incompressibility. We introduce another
auxiliary variable um as the ψ-mapped physical counterpart velocity by employing the
wave-velocity mapping defined in Equation (3.2) on the gauge variable ψ. Equations
in lines 2-4 present a projection algorithm to project the gauge wave function to its
physical counterpart from ψ → um → u. Specifically, the equation in line 3 amounts
to the standard Poisson equation we have seen in a conventional projection step.
Equations in lines 5-7 present the boundary conditions under the gauge wave function
setting similar to the ones defined in Equation (3.8).
Here we want to put a quick note on the role of um: it behaves like a gauge variable
in a traditional sense (without introducing wave functions) and acts as the physical
avatar of the gauge wave function ψ. Whenever we need to calculate the interaction
between ψ and other quantities in a physical space, we can first convert ψ to um and
exert the standard operations on um. In our code implementation, um is implemented
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as a standard vector field in Rd that can be used in standard operations such as the
projection step.
3.3.5 Gauge form for free surface
To handle the normal stress balance on Ωf , we introduce a second auxiliary variable q
(besides ϕ) to handle the free-surface boundary conditions. By putting together the









Thanks to the gauge invariance of q, its Laplacian can be arbitrary as the way q
affecting the physical field is via its gradient. Motivated by the treatment in [Saye,
2016], we solve a harmonic equation for q to obtain one of its smooth distributions
satisfying the given boundary conditions:

∆q = 0, x ∈ Ω,









= 0, x ∈ ∂Ωf .
(3.11)
It is worth noting that Equation (3.11) is a typical Poisson system with Neumann
and Dirichlet boundary conditions. Both the surface tension and the body force affect
the system via the free-surface boundary conditions (line 3 of Equation (3.11)), which
enforce a strict satisfaction of the free-surface boundary conditions. Solving a harmonic
field was a recent numerical technique introduced by Robert Saye in his interfacial
gauge method [Saye, 2016] (see Equation 7 in his paper) to incorporate interfacial
forces into a gauge framework. We leverage this numerical scheme in our interfacial
problem under a wave function setting and show that it can facilitate solving the
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interfacial flow problems with the wave function gauge.
3.3.6 Clebsch gauge formula
We obtain our final version of the Clebsch gauge formula for incompressible Euler







um = ~ 〈∇ψ, iψ〉R ,
∆q = 0,
∆ϕ = ∇ · um,
u = um −∇ϕ,
x ∈ Ω, (3.12)
with the solid boundary conditions:

~ 〈∇ψ, iψ〉R · n = n · u∂,
∂nϕ = 0,
x ∈ ∂Ωb, (3.13)












x ∈ ∂Ωf . (3.14)
Equations (3.12), (3.13), and (3.14) are the equations that are ready to be
discretized in our numerical method. The five equations in Equation (3.12) can be
translated directly into the four steps in the numerical algorithm as gauge wave
function advection (line 1), wave-velocity mapping (line 2), solving q (line 3), and
divergence-free projection (lines 4-5). The boundary conditions are specified as the
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Neumann boundary on the solid boundary and the Dirichlet boundary (with jump
conditions) on the free surface. If we establish an analog between the auxiliary variable
ϕ and the physical pressure p, these boundary conditions can be understood easily
from a standard incompressible Euler solver’s perspective. The only exception is the
boundary condition on the gauge wave function specified in line 1 of Equation (3.13).
3.4 Numerical Algorithm
We describe our numerical algorithm to solve the PDEs specified in Equation (3.12)
with the boundary conditions specified in Equation (3.13) and (3.14). We take a MAC
grid structure to discretize the computational domain Ω ∈ Rd. The velocity u is a
vector field, and therefore we store it on the MAC grid faces. The wave function ψ is
a four-component vector field regardless of the problem’s dimension, which we store
on cell centers. The intermediate variables q and ϕ are both scalar fields, and we store
both of them on cell centers as well. We solve the PDEs on the entire domain for the
single-phase incompressible flow (for smoke simulations). We use a level-set function
to track the evolution of fluids with free surfaces, following the same implementations
in [Kang et al., 2000]. We summarize our time integration scheme in Section 3.5.
3.4.1 Advection
We advect the wave function ψ in the advection step. Mathematically, this amounts
to solving Dψ/Dt = 0. We conduct the standard semi-Lagrangian advection step for
each component of ψ independently.
Boundary conditions for ψ When boundaries exist in a simulation example,
the boundary conditions of ψ need to be enforced. We discretize the ψ boundary
conditions as fluid sources, solids, and free surfaces.
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• For sources, we follow the method introduced by [Chern et al., 2016] to enforce
the value of the wave functions in the source area by assuming a constant velocity
within the source region.
• For free surfaces, we conduct an extrapolation step for both u and ψ near
the boundary. The extrapolated velocity value at position xnb can be simply
calculated using interpolation, while the extrapolated wave function ψnb can be
calculated using the wave function ψi and velocity ui at its nearest points xi on
the surface as ψnb = ψieiui/~(xnb−xi).
• For solid boundaries, we define no ψ inside the solid area. When the back-traced
position is inside a solid area, we can use the same extrapolation method to get
the wave function value at that position. Specifically, for a static obstacle, ψ at
the intersection point on the solid boundary is used as the back-traced ψ in the
obstacle.
Normalizing ψ After the semi-Lagrangian advection step, we normalize the wave
function in each grid cell as: ψ → ψ/|ψ|.
3.4.2 ψ → u∗m
We convert the advected and normalized wave function to its velocity counterpart by
calculating um = ~ 〈∇ψ, iψ〉R on each grid face. On a MAC grid, the velocity on a
face um is updated using the two wave functions stored on its incident cells (ψv, ψw)
as
um = ~ arg 〈ψv,ψw〉C . (3.15)
As proven in Appendix D in [Chern et al., 2016], the 1-form velocity calculated by
Equation (3.15) yields analytical precision without accumulating any numerical errors.
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Equation (3.15) can also be solved using numerical schemes such as finite-difference
on a Cartesian grid. We experimented with both analytical and numerical schemes
and observed similar results for the produced um.
Blending the advected velocity One problem we noticed for generating um from
ψ directly is its advection tends to be stuck behind the solids. To enhance the flow
convection near solid boundaries, in each time step, we blend the advected velocity
with the ψ−mapped velocity to improve the advection accuracy. We advect the
velocity u at timestep t to obtain an intermediate velocity u∗ and further blend it
with the ψ−mapped velocity um by β as: u∗m = βum + (1− β)u∗ with β as a tunable
parameter.
3.4.3 ψ → ψq and u∗m → uq (For free-surface flow)
For the fluid with free surfaces ∂Ωf , we solve the Laplace equation of the auxiliary
variable q:
∆q = 0 , x ∈ Ω. (3.16)
We enforce Neumann boundary conditions on the solid boundary and Dirichlet bound-
ary conditions with a jump condition specified by the net effects of the body forces
and surface tensions on the free surfaces:









= 0, x ∈ ∂Ωf .
(3.17)
We follow the numerical techniques proposed in [Kang et al., 2000] to solve the
Poisson equation with variable coefficients on an irregular domain and jump conditions
on the domain boundary. In particular, the curvature κ is calculated as the divergence
of the level-set normal on the implicit boundary.
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Then we use the calculated q to correct the wave function ψ and its corresponding
gauge velocity u∗m as:
ψq = ψe
−iq∆t/~. (3.18)
The corrected ψq is used to calculate a corrected uq. Instead of calculating uq
from ψq again, we apply q on u∗m as uq = u∗m − ∇q∆t, which gives out the same
gauge velocity that has the surface forces handled.
3.4.4 Divergence-Free Projection
To enforce the divergence-free conditions on velocity u, we solve the Poisson equation
of ϕ:
∆ϕ = ∇ · uq, x ∈ Ω, (3.19)
with Neumann boundary conditions on the solid boundary and Dirichlet boundary
conditions on the free surface:
∂nϕ = 0, x ∈ ∂Ωb,
ϕ = 0, x ∈ ∂Ωf .
(3.20)
Then we use the solved values for ϕ to project uq to obtain the physical divergence-
free velocity field u for the next time step:
u = uq −∇ϕ. (3.21)
Although the divergence-free parts of the velocity mapped from ψ and ψe(−iϕ/~)
are the same, to prevent the ψ-mapped velocity from drastically deviating from the
projected incompressible flow field, we employ an additional projection step on ϕ to
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update the gauge variable ψ:
ψ = ψqe
(−iϕ/~)α, (3.22)
with a tunable parameter α (0 < α 6 1) to control the portion being projected on
ψ. We name the step as soft projection if ϕ is only partially applied. We note that
the parameters α and β do not change the equations we are solving. We conduct
parameter studies in Section 3.6.4 and summarize their impacts in Section 3.7.
3.5 Time Integration
Our time integration scheme can be summarized as follows:
1. Advect ψ: Advect ψ using u.
2. Normalize ψ: Normalize ψ after advection.
3. Map ψ to um: Calculate um from ψ using Equation (3.15).
4. Blend um: Advect u to obtain u∗. Blend u∗ into um to get u∗m.
5. Solve q (free-surface): If there is a free boundary, solve Equation (3.16) and
(3.17) to get q and use it to update ψq and uq.
6. Project ϕ: Solve Equation (3.19) and (3.20) to get ϕ. Apply the soft projection




Table 3.2: Details of the Simulation Examples.
Example∗ α β ~ Domain Size Resolution CFL Fr1 Time2†
(1) .2 1. .5 10.×10.×10. 128×128×128 1. 25 2.9s †3
(2) .05 1. .1 5.×5.×5. 128×128×128 1. 50 2.1s †3
(3) .25 1. .5 12.5×12.5×12.5 128×128×128 1. 25 1.8s †3
(4) 1. .02 1. 20.×10.×10. 384×192×192 2. 10 33.6s †2
(5) 1. .02 1. 20.×10.×10. 384×192×192 2. 10 22.7s †1
(6) 1. .02 1. 20.×10.×10. 384×192×192 2. 10 30.5s †1
(7) 1. .02 .1 1.×1.×.33 128×128×42 .2 100 2.7s †3
(8) .1 .02 .1 2.×1.×1. 256×128×64 1. 100 6.8s †1
(9) .1 .02 .1 2.×1.5×.75 256×192×96 1. 100 23.4s †1
1 Frame rate.
2 The average time per frame.
* Examples: (1) Leapfrogging (Figure 3.2); (2) Trefoil knot (Figure 3.2); (3) Oblique ring collision
(Figure 3.2); (4) Smoke with a sphere (Figure 3.3); (5) Smoke with a bunny (Figure 3.4); (6)
Smoke with multiple obstacles (Figure 3.5); (7) Droplet falling to ground (Figure 3.6); (8)
Stream with a sphere (Figure 3.7); (9) Stream with multiple obstacles (Figure 3.8).
† These experiments were performed on different machines: †1 is a server with a 128-core CPU
and a Quadro RTX 8000 GPU; †2 is a desktop with a 16-core CPU and a GTX 1080Ti GPU;
†3 is a laptop with a 12-core CPU and an RTX 2070 GPU.
3.6 Results
We evaluate the efficacy of our method by a set of fluid simulation examples, including
the evolution of vortex tubes, turbulent smoke, and free-surface flows with surface
tensions. Detailed settings can be found in Table 3.2. For smoke simulations, we
advect passive particles in the domain for rendering purposes. For liquid simulations,
we render the surface extracted from the level-set function. For the timestep, we
followed the conventional CFL constraints on velocity.
3.6.1 Evolution of Vortex Tubes
We first show our method’s ability to keep and evolve coherent vortex structures by
testing it in several examples with analytical initialization. To initialize the values for
ψ, we follow [Chern et al., 2016] to initialize isolated (knotted or unknotted) vortex
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Figure 3.2: Top row: Leapfrogging example at frames 100, 120, 200, 300, and 400.;
Middle row: Trefoil knot example at frames 1, 200, 250, 300, 350; Bottom row: Oblique
ring collision example at frame 1, 200, 260, 300, and 320. All three examples use the
grid size of 128× 128× 128.
rings.
Leapfrogging vortex rings Our first example is the leapfrogging vortex rings [Lim,
1997]. Two circular vortex rings alternately leapfrog around each other. As shown
in Figure 3.2, the structures of the two vortex rings are still preserved clearly after 5
cycles.
Trefoil knot Our second example is the trefoil knot [Kleckner and Irvine, 2013].
When the filament crosses itself, our method can correctly reproduce the vortex tube
reconnection process that creates two separate vortex rings (one large ring and one
small ring that is moving off) and can preserve their structures well in the subsequent
evolution, as shown in Figure 3.2.
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Oblique smoke ring collision Another example of vortex filament dynamics that
are difficult to simulate using a standard grid-based solver is the oblique smoke ring
collision [Lim, 1989]. After the two identical vortex rings approached one another
with a colliding angle, the vortex tube reconnection process will start and form two
new rings. As shown in Figure 3.2, our simulation method successfully reproduces
this phenomenon.
Figure 3.3: Results of smoke passing over a sphere obstacle at frames 128, 256, and
384;
Figure 3.4: Results of smoke passing over a bunny obstacle at frames 64, 128, and
192. Both examples use the grid size of 192× 192× 384.
3.6.2 Smoke Simulations
We conduct three smoke simulations with source and obstacles to show our method’s
ability to handle complex sources and solid boundary conditions. As shown in Figure 3.3
and Figure 3.4, when a high-speed smoke plume passes an obstacle, arrays of vortices
are created behind the obstacle, and coherent vortex structures are preserved and
evolved over the course of the entire simulation. In the multiple-obstacle example
shown in Figure 3.5, a high-speed source is placed at the bottom of the left wall, and
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Figure 3.5: Results of smoke passing over multiple obstacles at frames 30, 50, 90, 195,
215, and 230. The grid size is 192× 192× 384. Arrays of vortices are created behind
the obstacles and interact with each other. Coherent vortex structures are preserved
and evolved over the course of the entire simulation.
Figure 3.6: A droplet falling to the floor at frames 0, 9, 18, 23, and 35, with a surface
tension of 0.2. The grid size for this example is 128× 128× 42.
several obstacles are placed in the middle of the scene. Vortices were created behind
the objects and can interact with each other.
3.6.3 Liquid Simulations
We show three interfacial flow examples where the surface tension force drives the
dynamics of the fluids. In all these examples, we solve q to handle surface tension forces.
Figure 3.7: A stream flowing over an obstacle at frames 240, 600, and 900, with a
surface tension of 0.05. The grid size for this example is 256× 128× 64.
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Figure 3.8: The first two rows: Results of a stream (with a surface tension of 0.05)
flowing over multiple obstacles at frames 150, 240, 440, and 700; The 3rd column is
the additional visualizations of the stream surface using the top view. The 3rd row:
Additional visualizations of the underwater flow using marker particles. The grid
size for this example is 256 × 192 × 128. A host of underwater vortices due to the
interactions between fluid and obstacles are created.
In Figure 3.6, we set up a simple example of a surface-tension-driven droplet falling
and bouncing on a floor to show our method’s ability to handle surface tensions. Next,
similar to our smoke examples, we place obstacles and sources for liquid simulation.
As shown in Figure 3.7 and Figure 3.8, we initialize liquid volume in a water tank
with the left, bottom, front and back walls. A source is placed at the bottom of the
left wall, and one or multiple obstacles are placed in the middle of the water tank.
Our method constantly generates a host of underwater vortices due to the interactions




Figure 3.9: Results of the standard grid-based
solver.
Comparison with the grid-based
solver We compared our Clebsch
gauge solver with a standard grid-
based fluid solver proposed in [Fed-
kiw et al., 2001]. For each test case,
we ran both methods with the same
grid resolution and boundary con-
ditions. The comparisons include
leapfrogging (Figure 3.2), trefoil knot
(Figure 3.2), oblique ring collision
(Figure 3.2), smoke passing a bunny (Figure 3.4), and a stream passing a sphere (Fig-
ure 3.7). We show the simulations produced by the standard method in Figure 3.9.As
evidenced in these comparisons, a standard grid-based solver cannot preserve coherent
vortical structure evolutions such as those captured with our method, be they the
rhythmic leapfrogging, one rising vortex ring in trefoil knot, pair of vortex rings
in oblique ring collision, and an array of interacting vortices behind obstacles or
underneath the water surface.
Figure 3.10: Results of ISF.
Comparison with Schrödinger’s Flow We
compared our solver with the Incompressible
Schrödinger’s Flow (ISF) [Chern et al., 2016].
Since the parameter ~ has its physical meaning
in [Chern et al., 2016], we use a different ~ value
(~ = 0.2) in this example and keep all the other
settings the same. We show the simulations produced by the ISF solver in Figure 3.10.
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Despite the different PDEs being solved, we observed that both approaches could
produce flow simulations with clear and coherent vortical structures.
Figure 3.11: Results of different α.
Parameter study of α To better understand
the impact of the parameters α and β, we fur-
ther conduct two sets of simulations with different
parameter values. First, we used four different
values of α with the same simulation settings in
the ring collision example (see Figure 3.11). We
observed that when α = 0, which means no pro-
jection is carried out, the vortical structure would
not evolve correctly. When α does not equal zero,
the simulator can separate the two colliding vortex
rings and generate a pair of new rings. Conducting projection (or soft projection) on
ψ is necessary to prevent the results from being messy, while the result is not very
sensitive to the value of α.
Figure 3.12: Results
of different β.
Parameter study of β Second, in the smoke passing ob-
stacle example with different β values (see Figure 3.12), we
observed that the magnitude of β does not affect the generation
of the coherent vortices in the flow field. The main differences
show up near the solid boundary: A small β (with the major
part of velocity being advected) can enhance the flow convec-
tion and vortex shedding near solid boundaries significantly.
In contrast, a large β (with the major part of velocity being
mapped from ψ) will hinder the vortex shedding around obsta-
cles. If β is too small (e.g., β <= 0.01), the vortical structures
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in the flow will be less preserved. We found a relatively small β is specifically effective
for shedding vortices around obstacles, which is very useful for some cases, e.g., when
we simulate turbulent smoke interacting with obstacles. We use a large β (e.g., β = 1)
if vortical structures were initialized in the flow domain, such as in those analytical
flow examples.
The evolution of ψ To further investigate the mechanics of our gauge solver, we
visualize the spatiotemporal evolution of different intermediate gauge quantities. One
of the main motivations to carry out these visualizations is that ψ, as a function of the
Lagrangian coordinates, may potentially behave badly (e.g., get stirred and mixed up)
during the advection. In particular, we visualize the evolution of the real component
of the wave function Re(ψ1) and the value s (|ψ1|2−|ψ2|2) in our leapfrogging example
(see Figure 3.13). We did not observe any significant blur over the entire simulation.
Further, even if the Clebsch variables get blurred slightly over time, their level-set
values (which correspond to the vortex surface) won’t be affected drastically.
To further verify the role of advection in stabilizing our system, we also plot the
energy spectrum of Re(ψ1) and s in Figure 3.14. No significant aliasing is observed in
the plots, which could be that our advection scheme smooths the small-scale energies.
3.6.5 Performance Analysis
Compared with a standard grid-based solver with one advection step and one projection
step, our method only has one additional advection step for ψ, one additional step to
map um from ψ, and one (optional) additional projection step if there is a free surface.
Because the performance bottleneck of a standard grid-based solver is the projection
step, additional advection-style steps add marginal cost to the entire pipeline. To
show the performance difference, we use a standard grid-based solver to simulate the
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Figure 3.13: Top row: The Re(ψ1) value of a cross-section of the 3d leapfrogging
example at frames 0, 50, 100, 200, and 300; Bottom row: the corresponding s
(= |ψ1|2 − |ψ2|2). Values are mapped to colors.
Figure 3.14: The energy spectrum of Re(ψ1) (left figure) and s (right figure) of the
trefoil knot example at frames 0, 200, and 400.
leapfrogging example with the same settings. The average time per frame of the grid-
based solver is 2.62s, close to that of our method (2.9s). We implemented the projection
steps in parallel on GPU by building a multigrid preconditioned conjugate gradient
solver to boost the system’s performance. Our free-surface solver is approximately
twice slow as a standard grid-based solver due to the additional projection step. We
want to emphasize that because solving q and ϕ shares the same projection matrix
with the difference on the right-hand side only, the numerical solvers for these two
steps can be easily reused, and the time cost for assembling matrices can be reduced.





Parameters Our method uses three parameters, as we showed in Table 3.1. The
values of these parameters can be seen in Table 3.2. The first parameter ~ draws from
the definition of the Clebsch wave function that controls the strength of the vorticities
(the same parameter was used in [Chern et al., 2016]). The second parameter α
controls the soft projection scale for the gauge wave function ψ. α = 0 indicates no
projection, which amounts to no reinitialization step in a standard impulse method,
and might cause the gradual deviation between the gauge variable and the physical
velocity as time evolves. The third parameter β controls the blending ratio between a
wave-function-mapped velocity and an advected velocity. We observed the numerical
efforts of this parameter in our experiments are to enhance the convective motions
behind obstacles of a flow field.
Relation to a grid-based solver The vast majority of the numerical infrastruc-
tures we have developed in our Clebsch gauge solver are based on a standard grid-based
solver. In particular, our solver fully reuses the numerical implementation of its ad-
vection and projection modules. In this sense, our solver can be understood as an
enhanced grid-based solver with its outstanding ability in capturing and preserving
(vortical) flow structures. As demonstrated in our series of analytical vortex filament
examples, our solver can produce vorticity evolutions with clear and faithful physical




Relation to incompressible Schrödinger’s flow (ISF) We build our Clebsch
gauge solver based on the Clebsch wave function proposed by Chern et al. in their ISF
work [Chern et al., 2016]. Our method’s vortex tracking and evolving abilities stem
from this fundamental geometric design in [Chern et al., 2016] and share similar visual
effects according to our analytical vortex filaments experiments. Our Clebsch gauge
solver differs from the ISF method in two aspects: 1) we solve the incompressible fluid
equations instead of the Schrödinger’s equations; 2) we developed a gauge framework
to use the wave function as a gauge variable to evolve the system, which allows us to
apply the wave-function technique to solve general fluid simulation problems such as
free surface and surface tensions.
Limitation and future work Our current Clebsch gauge solver relies on the
numerical viscosity introduced by the semi-Lagrangian advection to model the viscosity
in the system. In the future, we plan to devise more accurate viscous solvers under
this gauge framework to accommodate more complicated flow phenomena. Using
the additional parameters is another limitation that could be improved in our future
work. Also, our current implementation is only for a Cartesian grid. We plan to
study the different types of data structures, such as the hybrid Eulerian-Lagrangian
framework, to further decouple the gauge and the physical quantity evolution on the
level of data structures. Furthermore, we aim to devise more suitable and flexible
gauge variables and their numerical solvers to facilitate fluid simulation applications




This thesis devised a new approach for neural physics simulations by learning their
underpinning constraints, and a gauge fluid solver centered around Clebsch wave
functions to simulate incompressible fluids.
Our neural simulator consists of an iterative neural projection procedure to discover
the physical constraints from training data and enforce these constraints for accurate
forward prediction. Compared with previous interaction-based or energy-based meth-
ods, we showed by various examples that our constraint-based neural physics engine
is versatile, intuitive, robust, and fast, with the ability to learn complex physics rules
governing challenging scenarios.
Our Clebsch gauge fluid simulator is motivated by both the Schrödinger’s smoke
solver Chern et al. [2016] and the recent advances on developing interfacial gauge
methods Saye [2016]. It combines the expressive power of Clebsch wave functions
to represent coherent vortical structures and the generality of gauge methods to
accommodate a broad array of fluid phenomena. Our method’s vorticity generation
and preservation ability is validated by various examples including complex vortex
filament dynamics, fluids with different obstacles, and surface-tension flows.
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