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Abstract
Differences in signal strength among wireless network
cards, phones and tags are a fundamental problem for
location ﬁngerprinting. Current solutions require man-
ual and error-prone calibration for each new client to ad-
dress this problem. This paper proposes hyperbolic loca-
tion ﬁngerprinting, which records ﬁngerprints as signal-
strength ratios between pairs of base stations instead of ab-
solute signal-strength values. The proposed solution has
been evaluated by extending two well-known location ﬁn-
gerprinting techniques to hyperbolic location ﬁngerprint-
ing. The extended techniques have been tested on ten-
hour-long signal-strength traces collected with ﬁve differ-
ent IEEE 802.11 network cards. The evaluation shows that
the proposed solution solves the signal-strength difference
problem without requiring extra manual calibration and
provides a performance equal to that of existing manual so-
lutions.
1 Introduction
Location Fingerprinting (LF) based on signal strength is
a promising location technique for many awareness applica-
tions in pervasive computing. LF has the advantage of ex-
ploiting already existing network infrastructures, like IEEE
802.11 or GSM, and therefore avoiding extra deployment
costs and effort. LF is based on a database of pre-recorded
measurements of signal strength, denoted as location ﬁnger-
prints. A client’s location can be estimated from the ﬁnger-
prints by comparing these with the current measured signal
strength. Clients can be in the form of, e.g., a tag, a phone,
a PDA, or a laptop.
A fundamental problem for LF systems is the differences
in signal strength between clients. Such signal-strength dif-
ferences can be attributed to inequalities in hardware and
software and lack of standardization. For IEEE 802.11 dif-
ferences above 25 dB have been measured for same-place
measurements with different clients by Kaemarungsi [5].
Such differences have a severe impact on LF systems’ accu-
racy. Our results show that signal-strength differences can
make room-size accuracy for the Nearest Neighbor algo-
rithm [1] drop to unusable 10%.
Current solutions for handling signal-strength differ-
ences are based on manually collecting measurements to
ﬁnd mappings between signal strength reported by differ-
ent clients. Such manual solutions are: (i) time consuming
because measurements have to be taken at several places
for each client; (ii) error prone because the precise location
of each place has to be known; (iii) unpractical consider-
ing the huge number of different IEEE 802.11 and GSM
clients on the market. For instance, due to such issues the
company Ekahau maintains lists of supported clients [3].
Solutions have been proposed by Haeberlen et al. [4] and
Kjærgaard [6] that avoid manual measurement collection
by learning from online-collected measurements. However,
both of these solutions require a learning period and they
perform considerably worse in terms of accuracy than the
manual solutions.
This paper proposes Hyperbolic Location Fingerprint-
ing (HLF) to solve the signal-strength difference problem.
The key idea behind HLF is that ﬁngerprints are recorded
as signal-strength ratios between pairs of base stations in-
stead of as absolute signal strength. A client’s location
can be estimated from the ﬁngerprinted ratios by compar-
ing these with ratios computed from currently measured
signal-strength values. The advantage of HLF is that it can
solve the signal-strength difference problem without requir-
ing any extra calibration. The idea of HLF is inspired from
hyperbolic positioning, used to ﬁnd position estimates from
time-difference measurements [2]. The method is named
hyperbolic because the position estimates are found as the
intersection of a number of hyperbolas each describing the
ratio difference between unique pairs of base stations. We
have evaluated HLF by extending two well-known LF tech-
niques to use signal-strength ratios: Nearest Neighbor [1]
1and Bayesian Inference [4]. The HLF-extended techniques
have been evaluated on ten-hour-long signal-strength traces
collected with ﬁve different IEEE 802.11 clients. The traces
have been collected over a period of two months in a multi-
ﬂoored building. In our evaluation the HLF-extended tech-
niques are compared to LF versions and LF versions ex-
tended with a manual solution for signal-strength differ-
ences.
We make the following contributions: (i) we show that
signal-strength ratios between pairs of base stations are
more stable among IEEE 802.11 clients than absolute sig-
nal strength; (ii) we propose the novel idea of HLF and
show that the HLF-extended LF techniques perform clearly
better than their LF versions and equal to their manual-
solution-extended LF versions; and (iii) we show that the
HLF-extended techniques place the same requirements as
LF techniques on common parameters.
The paper is structured as follows: signal-strength ra-
tios are quantiﬁed to be more stable than absolute signal
strength among IEEE 802.11 clients in Section 2. The def-
inition of HLF and the extension of two well-known LF-
techniques are presented in Section 3. The results of eval-
uating the HLF-extended techniques for ﬁve different IEEE
802.11 clients are then given in Section 4. Afterwards, a
discussion of the results are given in Section 5 and Section
6 discuss related work. A conclusion and a discussion of
further work are given in Section 7.
2 Signal-Strength Differences
For IEEE 802.11 signal-strength differences can mainly
be attributed to the standard’s lack of speciﬁcation of how
clients should measure signal strength [5]. In the standard,
signal strength is speciﬁed as the received signal-strength
index with an integer value between 0;:::;255 with no as-
sociated measurement unit. The standard also states that
this quantity is only meant for internal use by clients and
only in a relative manner. The internal use of the value is
for detecting if a channel is clear or for detecting when to
roam to another base station. Therefore, IEEE 802.11 client
manufacturers are free to decide what their interpretation of
signal-strength values is. Most manufacturers have chosen
to base signal-strength values on dBm values. However, dif-
ferent mappings from dBm values to the integer scale from
0;:::;255 have been used. The result of this is that most
signal-strength values represent dBm values with different
limits and granularity. However, inequalities in hardware
also attribute to the problem.
This paper explores the use of signal-strength ratios be-
tween pairs of base stations. The following deﬁnitions
are needed: B = fb1;:::;bng is an ordered set of visi-
ble base stations and O = fo1;:::;omg a ﬁnite observa-
tion space. Each observation oi being a pair of a base
station b 2 B and a measured signal-strength value v 2
V = fvmin;:::;vmaxg according to a discrete value range.
For the range of V the following restriction is necessary:
vmax < 0. The signal-strength ratio r is deﬁned for a
unique base station pair bi  bj 2 B  B with the con-
straint i < j for uniqueness. The signal-strength ratio r can
be computed from two observations oi = (bi;v) 2 O and
oj = (bj;y) 2 O as follows:
r(oi;oj) =
v
y
(1)
However, because the signal-strength ratios are non-
linearwithrespecttochangesineitherofthesignal-strength
measurements, normalized log signal-strength ratios are
used. These are calculated from the signal-strength ratios
as follows:
nlr(oi;oj) = log(r(oi;oj))   log(
1
vmax
) (2)
where the last term normalizes the ratios in order to keep
them on a positive scale. When we refer to signal-strength
ratios in the rest of the paper it will be in their log-
normalized form.
2.1 Data Collection
For our analysis and evaluation data have been col-
lected at a two-ﬂoored test site covering 2256 m2 and of-
fering an 802.11 infrastructure with 26 reachable base sta-
tions. Signal-strength data have been collected as continu-
ous traces with ﬁve different IEEE 802.11 clients, which are
listed in Table 1. The ﬁve clients have been picked to cover
different manufactures, options of antennas and operating
systems. For each client three separate 40-minute traces
have been collected, totaling about 10 hours of data. The
traces were collected over two months and for each client
the three separate traces were collected at different days and
time of day to make sure the data was affected by temporal
variations. Each entry in the traces consist of a time stamp,
measured signal strength to surrounding base stations, and
current ground truth. The ground truth was manually speci-
ﬁed by the person collecting the trace by clicking on a map.
The area of the test site were divided up into 126 click-
able cells, with an average size of 16 m2, corresponding
to rooms or parts of hallways, and spanning two ﬂoors. The
cells approximately represent a coarse grained four meter
ﬁngerprinting grid. The people collecting the traces walked
at moderate speeds, with several pauses through the test site
on both ﬂoor levels, as illustrated for one trace in Figure 1.
Signal strength were measured with a sampling rate of 0.5
Hz for the Fujitsu Siemens Pocket Loox 720 and 1 Hz for
the four other clients.
2Figure 1. Path for one 40-minute client trace.
Table 1. Evaluated IEEE 802.11 clients
Client name Antenna OS / Driver
Apple AirPort Extreme In laptop Mac OS X (10.4) / OS
provided
D-Link Air DWL-660 In card Windows XP / D-Link
7.44.46.450
Fujitsu Siemens Pocket
Loox 720
In PDA Windows Mobile 2003
SE / OS provided
Intel Centrino 2200BG In laptop Windows XP / Intel
10.5.0.174
Orinoco Silver In card Windows XP / OS pro-
vided (7.43.0.9)
2.2 Stability of Signal-Strength Ratios
If normalized log signal-strength ratios should be able
to solve the signal-strength difference problem they have to
be more stable than absolute signal-strength values among
IEEE 802.11 clients. To quantify if this is the case the vari-
ations in absolute signal strength and signal-strength ratios
have been analysed among different IEEE 802.11 clients.
The analysis is based on statistics calculated from the col-
lected traces. To make the statistics directly comparable
the presented values have been converted to percentages of
mean values.
 60
 70
 80
 90
 100
 110
 120
 130
 140
%
Base Station / Base Station Combinations
Absolute Ratios
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The analysis uses trace data for all ﬁve clients from the
black-rectangle-highlightedcellonFigure1. Thecalculated
statistics from this trace data are shown in Figure 2. The ﬁg-
ure shows the minimum and maximum values of absolute
signal strength and signal-strength ratios for base stations
and combinations, respectively. For the ﬁrst base station
the clients’ absolute signal-strength values are at anytime
at most 35.1% below and 38.6% above the mean absolute
signal strength for this base station. For the ﬁrst base sta-
tion combination the signal-strength ratios are at any time
only 4.5% below and 6.5% above the mean signal-strength
ratio for this combination. Looking at all base stations and
combinations the results show that the variations are only
+/- 10% for signal-strength ratios but +/- 20% for absolute
signal strength. Similar results were obtained in an anal-
ysis using data from all cells contained in the traces. The
results conﬁrm that signal-strength ratios vary less between
IEEE 802.11 clients than absolute signal strength. Further-
more, becausetheusedsignal-strengthtraceswerecollected
spread out over two months the signal-strength ratios are
also shown to be stable over time.
3 Hyperbolic Location Fingerprinting
This section presents the extension of two well-known
LF-techniques to HLF. The main change is the replacement
of absolute signal-strength with signal-strength ratios. This
change affects both the representation of location ﬁnger-
prints and the calculation of location estimates. The ex-
tended techniques are the techniques of Nearest Neighbor
[1] and Bayesian inference [4]. Both techniques are in this
paper applied for cell-based localization, i.e. locations are
represented as cells. A cell may correspond to a room or
a part of it, or a section of a hallway. The following deﬁ-
nitions are needed: C = fc1;:::;cng is a ﬁnite set of cells
covered by the location system, a sample s is a set of same-
time same-place observations, one for each visible base sta-
tion and a ﬁngerprint f is a set of samples collected within
the same cell.
3.1 Nearest Neighbor
A common deterministic LF technique calculates the
nearest neighbor in Euclidian space between a client’s mea-
sured samples and the ﬁngerprints in the database [1]. The
cell with the lowest Euclidian distance is picked to be the
current one of the client. In the nearest-neighbor calcula-
tions each ﬁngerprint is represented as a vector with entries
for each visible base station. Each entry contains the av-
erage signal-strength for a base station computed from the
samples of the ﬁngerprint.
To extend this technique to HLF, both the ﬁngerprint rep-
resentation and the nearest-neighbor calculation have to be
changed. The HLF ﬁngerprint representation has entries for
each unique pair of visible base stations in the ﬁngerprint.
3Theentriesofthevectorarecomputedastheaveragesignal-
strength ratio from the ﬁngerprint’s sample set. Let fcx;bi
denote the set of observations from the ﬁngerprint taken in
cell cx that refers to base station bi. Each entry of a ﬁnger-
print representation vector v for a cell cx and unique base
station pair bi  bj can be computed as follows:
vcx;bibj =
1
n
X
oi2fcx;bi
X
oj2fcx;bj
(nlr(oi;oj)) (3)
where n is the number of observation combinations. An
example with three base stations is given in Table 2. The
table includes both the LF average absolute signal-strength
and the HLF average signal-strength ratios.
Table 2. Example of representation
Entry Average
LF
b1 81.8
b2 62.1
b3 85.1
HLF
b1  b2 2.12
b1  b3 1.98
b2  b3 1.86
The HLF location estimation step computes the nearest-
neighbor with Euclidian distances in signal-strength ratio
space. Euclidian distances are computed using the set of
signal-strength ratios R calculated from the currently mea-
sured sample. The following formula is used with Bo as the
set of base stations currently observed by the client:
E(cx) =
s X
bibj2BoBo;i<j
(Rbibj   vcx;bibj)2 (4)
3.2 Bayesian Inference
Several LF systems use Bayesian inference [4, 10],
which represents a probabilistic method. In simple terms,
for each cell in the system a probability is calculated based
on the currently measured sample. The probabilities are
computed using Bayesian inference. The cell associated
with the highest probability is picked to be the current loca-
tion of the client. In Bayesian inference each ﬁngerprint for
each base station b 2 B is represented as a probability dis-
tribution over the range of absolute signal-strength values
V .
To extend this technique to HLF both the ﬁngerprint rep-
resentation and the Bayesian inference calculation have to
be changed. The HLF ﬁngerprint representation is for each
unique pair bi bj 2 B B a probability distribution over
the range of signal-strength ratios V
0
= [0 : nlr(vmax)].
The probability distributions over V
0
are computed using
the histogram method [10] from the ﬁngerprints’ samples.
An example of a distribution is shown in Figure 3 for a spe-
ciﬁc ﬁngerprint and a unique base station pair. A parameter
that can be used to tune the histogram method is the size
of the discrete steps; a size of 0.02 was used for the his-
togram on Figure 3 and for the evaluation in Section 4. This
value was chosen by the authors based on evaluations that
showed that larger values would deteriorate accuracy and
smaller values would not improve it.
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Figure 3. HLF Histogram
The HLF location estimation step performs Bayesian in-
ferencefromsignal-strengthratioscomputedfromcurrently
measured samples. The HLF ﬁngerprint representation is
used to describe the conditional probability of measuring a
speciﬁc signal-strength ratio in a speciﬁc cell. The condi-
tional probabilities over all cells are deﬁned for a ﬁnite ob-
servation space O
0
= fo
0
1;:::;o
0
mg with each observation o
0
i
being a tuple with a unique pair of base stations bi bj and
a normalized log signal-strength ratio v
0
2 V
0
. The prob-
abilities are calculated for a observation o
0
j 2 O
0
within a
cell cx 2 C with ﬁngerprint fcx as:
P(o
0
jjcx) = Histogram(o
0
j;fcx) (5)
where the function Histogram is the probability of the ob-
servation computed from the HLF-histogram ﬁngerprint
representation. The HLF location estimation step follows
the LF procedure and returns the cell with the highest prob-
ability as the current cell of the client.
4 Evaluation
Our evaluation uses the traces collected as described in
Section 2.1. In addition to traces a set of ﬁngerprints have
been collected for the test site’s 126 cells one month before
the traces. Each cell was ﬁngerprinted by a person walk-
ing around in the cell for 60 seconds using a laptop with an
Orinoco client. The evaluation uses this set of ﬁngerprints
for each technique’s database of ﬁngerprints. The evalua-
tion is performed as emulated localization. This means that
trace samples are given as input to a technique and the re-
turned cell estimates are compared with trace ground truth.
The evaluation results are given in terms of accuracy: the
4percentage of samples where the ground truth and the esti-
mated cell matched. Both the algorithms and the emulation
environment were implemented by the authors in Java.
Our evaluation covers the techniques of Nearest Neigh-
bor (NN) [1] and Bayesian Inference (BI) [4] implemented
in three setups: a HLF version (implemented as presented
in Section 3), a LF version, and a LF version extended with
a manual solution for signal-strength differences. The man-
ual solution handles signal-strength differences using lin-
ear mapping, as described in Kjærgaard [6]. The linear
mapping transforms one client’s samples to match another
client’s samples. The parameters for the linear mapping are
found by comparing ﬁngerprints collected with both clients
using least squares estimation. The linear mapping is then
applied to all samples before they are forwarded to a LF
technique. The linear mapping parameters used in the eval-
uation were calculated from separate data collected with
each of the clients.
Results of emulated localization with traces are given in
Table3foreachclientandasanaverageoverallclients. Ac-
curacy for LF (ﬁrst column) was highest for Orinoco (65%
for BI) which can be attributed to the absence of signal-
strength differences. However, for Intel and Apple BI ac-
curacy is only 2% and 12%, respectively. The Fujitsu and
D-link clients have higher accuracy and the NN accuracies
are generally also a bit higher across all clients but for Intel
only 10%. The results demonstrate that signal-strength dif-
ferences have a large impact on LF accuracy for both NN
and BI. Accuracy for LF extended with a manual solution
(second column) is again highest for Orinoco. However,
accuracy improves on average compared to LF for Apple,
Fujitsu and Intel with 27% for BI and 22% for NN. For D-
Link and Orinoco no improvement can be observed. One
thing that can be noticed is that the BI accuracy for Ap-
ple and Intel do not improve as much as one could expect.
This issue will be further analysed below. Accuracy with
HLF (third column) improves on average compared to LF
for Apple, Fujitsu and Intel with 22% for BI and 14% for
NN. For D-Link there is a small improvement and no im-
provement for Orinoco. However, again it can be noticed
that the BI accuracy for Apple and Intel do not improve as
much as one could expect.
To give a more detailed analysis error distributions are
shown in Figure 4 to 6. The error distributions for Apple
and D-Link have been omitted because they are nearly sim-
ilar to Intel and Orinoco, respectively. For Intel the distri-
butions reveal a high percentage of large errors for LF, in
comparison, both LF + Manual and HLF have much less
large errors. The distributions also show that HLF for In-
tel recovers from the low accuracy in terms of percentage
of large errors. For Fujitsu the better performance of LF is
also apparent in lower errors which converge towards the
distributions for LF + Manual and HLF. The lower accu-
racy of NN compared to BI is also visible as larger errors
for NN than for BI. For Orinoco the distributions form a
narrow band again with BI having the smallest percentage
of large errors.
Table 3. % of correct estimations
LF LF + Manual HLF
BI NN BI NN BI NN
Apple 12 31 28 42 32 30
D-Link 55 55 56 55 59 56
Fujitsu 23 32 51 45 48 41
Intel 2 10 39 53 25 45
Orinoco 65 58 65 59 65 57
All 31 37 48 51 46 46
Further analysis has shown that the smaller improve-
ment for Apple and Intel can be attributed to a difference in
the number of measured base stations at similar locations.
Statistics calculated from the traces and ﬁngerprints reveal
that each D-Link and Fujitsu sample contains on average
one extra observation than the Orinoco’s samples. Apple
and Intel samples contain on average approximately three
extra base station observations. To address this problem we
propose to use a K-strongest ﬁlter. The rationale behind this
ﬁlter is that if a client makes more observations because of
higher sensitivity we can ﬁlter out these by only keeping
the K strongest measurements in each sample. K should
here be set to match the sensitivity of the ﬁngerprint client,
from statistics calculated from the Orinoco ﬁngerprints K
was set to seven in our case. To evaluate this idea two em-
ulations have been run for which results are given in Table
4 for BI. The ﬁrst emulation applies a K-strongest ﬁlter to
each sample before it is passed on to one of the techniques.
The second emulation applies a ground-truth ﬁlter. This ﬁl-
ter removes from each sample any extra observations that
the Orinoco client did not observe at this location. For Ap-
ple and Intel the K-strongest ﬁlter has a large impact by im-
proving BI accuracy with 15% and 20%, respectively, and
reducing the percentage of large errors. The BI accuracy
of the other clients is not improved by the K-strongest ﬁl-
ter, which is consistent with the above calculations. The
ground-truth ﬁlter improved BI accuracy for all clients ex-
cept the Orinoco client. However, the ground-truth ﬁlter
cannot be implemented in practice and are included to indi-
cate an upper limit of performance for any ﬁlter. An inter-
esting line of future work would be to develop a ﬁlter that
using a prediction step could predict the base stations to sort
out instead of only selecting the K strongest observations.
Emulations were also run for LF where BI accuracy did not
improve and LF + Manual where the ﬁlter made a small im-
provement in BI accuracy. For NN neither of the ﬁlters had
a noticeable impact on accuracy.
For the preceding results a history of ﬁve samples were
used. This means that, in addition to the current sample, the
5 0
 20
 40
 60
 80
 100
 0  10  20  30  40
C
D
F
 
(
%
)
Error (Meters)
LF - NN
LF - BI
LF + Manual - NN
LF + Manual - BI
HLF - NN
HLF - BI
Figure 4. Error for Intel
 0
 20
 40
 60
 80
 100
 0  10  20  30  40
C
D
F
 
(
%
)
Error (Meters)
LF - NN
LF - BI
LF + Manual - NN
LF + Manual - BI
HLF - NN
HLF - BI
Figure 5. Error for Fujitsu
 0
 20
 40
 60
 80
 100
 0  10  20  30  40
C
D
F
 
(
%
)
Error (Meters)
LF - NN
LF - BI
LF + Manual - NN
LF + Manual - BI
HLF - NN
HLF - BI
Figure 6. Error for Orinoco
Table 4. % of correct estimations for BI
HLF HLF + K-Strongest HLF + GT
Apple 32 47 72
D-Link 59 59 65
Fujitsu 48 48 53
Intel 25 45 73
Orinoco 65 64 65
All 46 52 66
four preceding samples are supplied with each trace sam-
ple to the techniques. The preceding samples are treated
by the Bayesian inference techniques in the same manner
as the current sample. For the nearest neighbor method,
samples are aggregated to the mean value for each base sta-
tion. Additional emulations have shown that consistently
for both LF, LF + Manual and HLF a history of samples
smaller than ﬁve make accuracy slowly drop and larger his-
tories does not improve accuracy. For the preceding results
the size of ﬁngerprints have been 60 samples. Additional
emulations have shown that consistently for both LF, LF +
Manual and HLF a size of ﬁngerprints below 20 samples
make accuracy drop. The number of deployed base sta-
tions needed for techniques to work is an important num-
ber in practice. The preceding results were based on using
data for all 26 base stations reachable in some parts of the
two-ﬂoored 2256 m2 test site. Additional emulations have
shown that consistently for both LF, LF + Manual and HLF
if we randomly remove base stations accuracy drops.
5 Discussion
The results of the evaluation were that the average accu-
racy for BI (with K-strongest ﬁlter) was 51% for LF + Man-
ual and 52% for HLF and for NN it was 51% for LF + Man-
ual and 47% for HLF. These results show that the accuracy
of HLF and LF + Manual are nearly similar and improve-
ments compared to LF. Distributions of errors also revealed
that HLF and LF + Manual lower the percentage of large
errors compared to LF. In this paper two HLF techniques
were proposed and evaluated but the use of signal-strength
ratios are possible with other LF techniques. The results in
this paper are based on data from ﬁve IEEE 802.11 clients,
which are representative in terms of hardware and antenna
options for many other clients. However, clients also ex-
ist that cannot be used for LF and also for HLF because
of faulty or poor signal-strength measuring capabilities, for
lists of such clients see Ekahau [3] and Kjærgaard [6].
The evaluation also revealed that accuracy depends on
clients making same-place measurements to the same set of
base stations. Because the client used for ﬁngerprinting col-
lection in our data measured least base stations we cannot
evaluate if this also is a problem if ﬁngerprints are collected
with a client that measure the most base stations. But it is an
interesting line of future work to collect such data to see if
a recommendation could be to always use a client that col-
lect measurements to a maximum number of base stations
for ﬁngerprinting. From our analysis we can conclude that
if the client is not maximal you have to ﬁlter the samples of
other clients to maximize accuracy.
The evaluation of the common parameters showed that
the HLF-extended techniques have the same sensitivity as
LF techniques to the history of samples, the size of the ﬁn-
gerprints and the number of deployed base stations.
6 Related Work
One of the ﬁrst IEEE 802.11 LF systems was RADAR
[1], which applied different deterministic mathematical
modelstocalculate aclient’sposition(in coordinates). Sim-
ilar methods have also been applied to GSM by Otsason et
al. [9]. In comparison to RADAR, later systems have used
probabilistic models instead of deterministic models, fol-
lowing the deﬁnitions in Kjærgaard [7]. An example of a
probabilistic system, which determine the coordinates of a
client, is published by Youssef et al. [11]. A probabilistic
system determining the logical position or cell of a client is
published by Haeberlen et al. [4]. The basic LF systems do
not address the issue of signal-strength differences.
Haeberlen et al. [4] propose using a linear mapping for
transforming a client’s samples to match another client’s
6samples. They propose three different methods for ﬁnding
the two parameters in the linear mapping. The ﬁrst method
is a manual one, where a client has to be taken to a couple of
known locations to collect ﬁngerprints and parameters are
found using least squares estimation. The second method is
a quasi-automatic one, for which a client has to be taken to
a couple of unknown locations to collect ﬁngerprints. For
ﬁnding the parameters, they propose using conﬁdence val-
ues from Markov localization and ﬁnd parameters that max-
imize this value. The third is an automatic one requiring no
user intervention. Here they propose using an expectation-
maximation algorithm combined with a window of recent
measurements. For the manual method, they have published
results which show a gain in accuracy for three clients; for
the quasi-automatic method it is stated that the performance
is comparable to that of the manual method, and for the au-
tomatic one it is stated that it does not work as well as the
two other methods. In comparison, HLF has a performance
comparable or better than the manual method and does not
involve any extra steps of collecting additional ﬁngerprints.
The method proposed by Kjærgaard [6] is also based on
a linear mapping. This method is automatic, but it requires
a learning period to ﬁnd the parameters for the linear map-
ping. The solution is based on movement detection which
is used to group same-place measurement into ﬁngerprints.
The parameters are then estimated from the grouped ﬁnger-
prints using least squares estimation. The method, however,
does only achieve lower or comparable performance to the
manual approach, and it requires a learning period.
In addition to the above systems, which estimate the lo-
cation of clients, a number of systems, such as NearMe [8],
have been studied, for which the calibration step is only car-
ried out by users for tagging relevant places. The systems
propose simple metrics based on signal strength to quantify
when clients are in proximity of calibrated places. One of
the strengths of these simple metrics is that they overcome
the problem of signal-strength differences. To summarize,
HLF address signal-strength differences without requiring
any extra steps.
7 Conclusion and Further Work
We showed that the proposed solution of HLF was able
to address signal-strength differences. HLF records ﬁnger-
prints as signal-strength ratios between pairs of base sta-
tions instead of as absolute signal-strength values. Signal-
strength ratios factor out scaling differences in signal
strength between clients. HLF is an improvement over ex-
isting solutions that require either error-prone manual steps
or a learning period to work. Two LF techniques were ex-
tended to HLF and evaluated for ﬁve different IEEE 802.11
clients. The evaluation showed that the accuracy of HLF
techniques is similar to that of existing manual solutions.
Two further issues subject to future work are proposed
in the following. First, it would be interesting to evaluate
other LF techniques with HLF and other technologies such
as GSM where signal-strength differences are also present.
Second, a further analysis is also interesting of how sensi-
tivity affects the same-place measured base stations across
clients. Here more data has to be collected to evaluate if a
recommendation such as always use a client which maxi-
mizes the number of measured base stations can address the
problem.
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