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ABSTRACT
A high degree of chromosome compaction is needed to fit nearly 2 meters of DNA inside a
human nucleus of around 10 µm diameter. Correct chromatin folding is crucial to facilitate
important nuclear functions such as transcription, DNA replication and DNA repair. Nuclei
contain a variety of proteins, many of which help regulate chromatin structure and function. The
mechanisms by which these proteins work are diverse and complicated. Here, we study the
chromatin interactions of Boundary Element Associated Factor (BEAF) associated sites to gain
insight into eukaryotic genome organization. We used circular chromosome conformation capture
(4C) technology to detect genome-wide chromatin interactions of four BEAF binding sites (scs’,
hts, snf and RpS6), referred to as viewpoints. These viewpoints have characteristics common for
BEAF binding sites: multiple CGATA motifs between divergently transcribed, active genes. We
verified the interactions detected by 4C using chromosome conformation capture (3C) and
fluorescence in situ hybridization (FISH) assays. Our FISH results indicate that BEAF is not
essential for mediating the interactions. However, if BEAF is involved, it is (i) functionally
redundant with other proteins or (ii) maternally provided BEAF may be sufficient for establishing
the detected genomic contacts. In accord with other studies, we find that the most reproducible
interactions are within a few hundred kilobases of the viewpoint, which we refer to as cis-common.
Lack of reproducibility of cis-unique (cis-interactions unique to replicates) and interchromosomal
(referred to as trans-interactions) contacts suggest that at these scales nuclear organization is
highly variable and/or dynamic. On the other hand, our 4C data show a consistent enrichment for
active chromatin marks and housekeeping genes. Additionally, association with Chromator, GAF,
BEAF and M1BP insulator proteins was also noted.

vi

CHAPTER 1. REVIEW OF THE LITERATURE
A Brief History of Chromatin
The story of chromatin starts in the mid-16th century with the discovery of cells by Robert
Hooke and the improvement of existing microscope technology developed by Antonie van
Leeuwenhoek, the father of microbiology. He was the first man to observe bacteria and is credited
for the discovery of blood and sperm cells (Olins and Olins, 2003; Paweletz, 2001). Fast forward
to the 19th century, multiple important studies were done on cell structures. Robert Brown
discovered nuclei (or “the nucleus”) in plant cells, Robert Remak noticed changes in nuclear
structure during cell division, and Schleiden and Schwann developed cell theory, which states that
all plants and animals are made up of cells (Paweletz, 2001). In 1871, Friedrich Miescher published
a method to isolate a strong-phosphorus rich acid called nuclein (nucleic acid) from pus leukocytes,
and Walther Flemming reported that nuclein was resistant to protease degradation and had a strong
affinity to dyes, which he termed as chromatin. Flemming also coined the terms mitosis and
zentriole (centriole) (Olins and Olins, 2003). Subsequently, histone proteins were detected in
acidic extracts from avian erythrocyte nuclei by Albrecht Kossel, who also played a role in
identifying nucleobases of both DNA and RNA (Olins and Olins, 2003). Then in the late 1880s,
while studying the morphology of chromatin during mitosis, August Weissman noticed dense
visible rod-like chromatin structures called chromosomes. Weismann suggested that chromosomes
were the “bearers of hereditary material because of their linear structure and longitudinal division”
(Deichmann, 2015). So by the end of the 19th century, the basic components of chromatin structure,
and its role in heredity and development were discovered (Olins and Olins, 2003).
By the early 20th century, the focus on chromatin had shifted to genes, the basic unit of
heredity. Hugo De Vries had rediscovered Gregor Mendel’s heredity principles which were
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ignored for almost half a century and Thomas H Morgan’s fly genetic studies further strengthened
Mendelian principles (Olins and Olins, 2003). In 1944, a study by Oswald Avery, Colin Macleod
and Maclyn McCarthy identified the transforming principle from Griffith’s experiment as
deoxyribonucleic acid (DNA) and not bacteria (Olins and Olins, 2003). Then by the late 1950s, (i)
the double-helical structure of DNA had been solved using X-ray diffraction and electron
microscopy, (ii) the effect of histone modifications (acetylation and methylation) on transcription
was discovered, and (iii) the structural and chemical study of chromatin repeating submits called
nucleosomes had been done (Olins and Olins, 2003). Thus, the 20th century was a time of
discovering chromatin structure and its composition, but its functional aspect was yet to be
explored in depth.
Now in the 21st century, we have developed better molecular techniques and advanced
computational technologies to study chromatin function at both molecular and cellular levels. We
now have technologies like 3C, 4C, Hi-C, ChIA-PET, etc, facilitated by high-throughput
sequencing (discussed in Chapter 2). These sequencing platforms allow us to sequence the entire
genome of an organism within a day. We also have access to many publicly available
bioinformatics tools and data to understand the functional and regulatory mechanisms of elements
inside the cell. In the paragraphs below, I will go over the current view of chromatin, factors that
affect its structure and function, and the regulatory elements of a gene.
Chromatin Structure and Organization
Chromatin is a nucleoprotein made up of numerous proteins and continuous strands of
nucleic acid. The basic unit of chromatin is a nucleosome which consists of 147 bp DNA wrapped
1.7 times around the octamer of four different core histone proteins - H2A, H2B, H3 and H4
(Kornberg, 1974; Li and Reinberg, 2011; Li and Zhu, 2015). The repeating units of nucleosomes
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connected by linker DNA of ~ 10 to 90 bp forms a “beads-on-a-string” structure (Figure 1.1),
which was first visualized by Donald E. Olins, Ada L. Olins and Christopher Woodcock using
electron microscopy (Olins and Olins, 1974; Olins and Olins, 2003; Woodcock et al., 1976). The
linker DNA regions close in proximity to the sites of DNA entry and exit to the nucleosome are
bound by linker histones H1 (Li and Zhu, 2015). This arrangement of nucleosomes is the first level
of DNA compaction required to fit the whole genome inside a nucleus. For example, the human
genome which is ~ 2 meters long when stretched from end to end is folded 10 5 times to fit inside
a nucleus of ~ 10 um (Fuentes-Mascorro et al., 2000). In addition to the first level of compaction,
there have been multiple reports of higher order chromatin structure. The linker histone protein H1
functions to stabilize wrapping of DNA around the nucleosome, and is thought to be involved in
nucleosome folding and therefore assembly of higher order chromatin structure. Nucleosomenucleosome interactions are also thought to be involved in 30 nm chromatin structure (Cutter and
Hayes, 2015; Li and Zhu, 2015; Woodcock and Dimitrov, 2001). However, some evidence
suggests that regularly folded 30 nm fiber does not exist in vivo. It is thought that 30nm chromatin
fiber folds onto scaffold to form tertiary structures which further folds multiple times to make
chromosome (Maeshima et al., 2010).
DNA methylation (not to be confused with histone methylation), and the structure and
position of nucleosomes have a direct effect on chromatin compaction, which in turn determines
the fate of a variety of important biological processes such as transcription, DNA replication and
DNA repair. The three ways to alter nucleosome structure are: (1) by replacing the canonical
histone proteins with histone variants, (2) by repositioning nucleosomes with ATP-dependent
chromatin remodeling enzymes, and (3) by covalent modification of histones.

3

Figure 1.1. Electron micrographs of chromatin. (1A) this micrograph represents a “bead-on-astring” structure of a low ionic-strength chromatin spread. Scale bar: 30 nm. Figures 1.1B (scale
bar: 10 nm) and 1.1C (scale bar: 50 nm) represent mononucleosomes extracted from nucleasedigested chromatin and a micrograph of a higher-order conformation of a moderate ionic-strength
chromatin spread respectively. Adapted from (Olins and Olins, 2003).
DNA methylation
The chromatin landscape is affected by DNA methylation., which is an epigenetic mark
involving covalent transfer of a methyl group to the C-5 position (m5C) of the cytosine ring of
DNA by DNA methyltransferases (DNMT) (Jin et al., 2011). Epigenetic modifications are
heritable changes in gene expression not caused by changes in DNA sequences. Caenorhabditis
elegans and Drosophila do not encode DNA methyltransferase, so DNA methylation is not found
in these two species. In contrast, DNA methylation is one of the common epigenetic changes of
DNA reported in mammals and occurs predominantly in CpG dinucleotides (Bird, 2002;
Robertson, 2005). In normal mammalian cells, DNA methylation occurs in repetitive regions like
satellite DNA, LINES (Long INterspersed ElementS) and SINES (Short INterspersed ElementS)
(Robertson, 2005).
4

Function-wise, DNA methylation affects the binding of transcription factors, so is mostly
associated with repression of transcription and gene silencing. Studies have shown that DNA
methylation is important for genomic imprinting, X-chromosome inactivation and suppression of
repetitive element transcription and transposition (Bird, 2002). A very recent study also showed
that DNA methylation is crucial for the establishment of the left-right asymmetric body plan during
vertebrate embryogenesis (Wang et al., 2017). Because DNA methylation is associated with
multiple biological processes, dysregulation can cause myriad of diseases like Prader-Willi
syndrome, Angelman syndrome, Fragile X syndrome, transient neonatal diabetes mellitus and
even cancer (Robertson, 2005).
Factors affecting nucleosome structure and position
Histone variants
The weakening of one or multiple of the 14 contact points between the core histone proteins
and DNA in the nucleosome can result in the process of histone exchange, which means that the
core histone proteins will be replaced by their variant forms (Venkatesh and Workman, 2015). The
histone variants for H2A, H2B, H3 and linker histone H1 have been studied quite extensively. The
histone variant of H3 - CENPA is associated with centromeres, whereas another variant of H3,
H3.3 is associated with transcriptionally active chromatin. This is supported by genome-wide
mapping studies that show deposition of H3.3 at gene promoters, enhancers and gene bodies
(Henikoff and Smith, 2015; Talbert and Henikoff, 2017; Venkatesh and Workman, 2015; Weber
and Henikoff, 2014). Studies have shown that H3.3 functions to maintain embryonic stem cells in
metazoans, but is dispensable for Drosophila development (Venkatesh and Workman, 2015).
The histone variant of H2A, H2A.X when phosphorylated is involved in the repair of
double-stranded breaks in DNA by keeping chromatin in an active environment either by sliding,
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ejecting or reconstructing nucleosomes (Henikoff and Smith, 2015; Morrison and Shen, 2005).
The H2A variant, H2A.Z, weakens the nucleosome core structure by affecting the interface of
H2A.Z-H2B dimer and H3-H4 tetramer resulting in a relaxed chromatin accessible to RNA
polymerase and a variety of transcription factors (Suto et al., 2000). It is therefore no surprise that
H2A.Z is found in promoter regions where it is known to regulate bidirectional transcription
(Venkatesh and Workman, 2015; Weber and Henikoff, 2014). Other H2A variants like macroH2A
and H2A-Bbd are localized in the inactive X-chromosome and the active X-chromosome
respectively (Kamakaka and Biggins, 2005). Finally, the histone variants for H2B and H1 are
mostly associated with condensed, transcriptionally repressed chromatin. An H1 variant is thought
to be involved in differentiation processes while an H2B variant is thought to be involved in
packaging of chromatin in sperm cells (Kamakaka and Biggins, 2005; Terme et al., 2011).
The histone and histone variant proteins are deposited into chromatin and stored in oocytes
by a group of special proteins called histone chaperons, which are specific to different types of
histone variants as well as different stages and pathways of histone assembly. Although the basic
nature of histone proteins help neutralize the negative charge of DNA, they can result in nonspecific interactions as well. Histone chaperons are also known to prevent such non-specific
interactions and help histone proteins fold properly (Talbert and Henikoff, 2017). One of the most
studied histone chaperones is the FACT complex (FAcilitates Chromatin Transcription). True to
its name, FACT complex is involved in transcription elongation and replication by travelling with
the polymerase (Talbert and Henikoff, 2017; Yang et al., 2016).
Chromatin remodelers
This group of ATP-dependent protein complexes use energy from ATP hydrolysis to alter
chromatin structure (Becker and Workman, 2013; Langst and Manelyte, 2015; Narlikar et al.,
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2013; Saha et al., 2006). The fairly common occurrence of these chromatin remodelers in the
genome (one remodeling complex per ten nucleosomes) gives us an idea about how frequently the
chromatin structure changes.
Summarized in the paragraphs below are the four most studied chromatin remodeling
families (SWI/SNF, ISWI, CHD and INO80) in eukaryotes and all of them have a related ATPase
domain and unique flanking domains (Figure 1.2). These unique flanking domains have a reader
domain which provides specificity to the remodeling enzymes. As such, different remodeling
enzymes recognize different histone modifications, DNA sequences and RNA signals (Langst and
Manelyte, 2015).
SWI/SNF family (switch/sucrose nonfermenting)
This family of chromatin remodelers were first identified in yeast (Becker and Workman,
2013). They have an HSA domain in the N-terminal (functions to recruit actin and actin-related
proteins), an ATPase domain (Dexx and HELICc) in the middle region (involved in nucleic acid
binding and ATP hydrolysis), and a unique Bromo domain in the C-terminus (binds to acetylatedlysines of histones) (Langst and Manelyte, 2015). Acetylation of lysine in histones are associated
with active chromatin.
Different versions of SWI/SNF families are found in eukaryotes, for example RSC
(Remodels the Structure of Chromatin) in yeast, Brahma in Drosophila, and BAF/PBAF in
mammalian cells; which also plays an important role in cellular homeostasis and development
(Becker and Workman, 2013). The main function of this family of chromatin remodelers is to slide
and evict nucleosomes from DNA, but are not involved in chromatin assembly activities (Langst
and Manelyte, 2015).
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ISWI family (imitation switch)
This family of chromatin remodeling proteins have the middle ATPase domain (involved
in nucleic acid binding and ATP hydrolysis), HAND and SANT (SWI3, ADA2, N-CoR and
TFIIIB) domains adjacent to the ATPase domain, and a SLIDE (SANT-like ISWI) domain in the
C-terminus. The later three domains together form a nucleosome recognition module that binds to
DNA and unmodified H4 tails.
Different versions of ISWI chromatin remodelers are found in the Drosophila (NURF,
CHRAC, ACF and RSF) and mammalian cells (Snf2H and Snf2L). Different homologs of ISWI
chromatin remodelers interact with different accessory proteins, and as such a variety of functions
are associated with this family. However, they are mostly known to be involved in chromatin
assembly, nucleosome spacing, and transcriptional repression (except NURF) (Langst and
Manelyte, 2015).
CHD family (chromodomain-helicase-DNA binding)
This group of special chromatin remodelers have two adjacent Chromo domains in their
N-termini that bind to the methylated lysines of histones. Methylation of lysines is commonly
associated with inactive chromatin. The ATPase domain is in the middle region, and the Cterminus (not seen in Figure 1.2) contains a DNA binding domain that contains a SANT-SLIDE
like fold. The DNA binding domain is required for remodeling activity of the CHD family. The
best studied CHD family member in mammals is the NURD complex (NUcleosome Remodeling
and Deacetylase) which contains histone deacetylases HDAC1/2. Histone deacetylases are
associated with inactive chromatin as such CHD chromatin remodelers are associated with
transcriptional repression and silencing (Murawska and Brehm, 2011).
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INO80 family (inositol requiring 80)
The unique feature of this family of chromatin remodelers is the split ATPase domain,
which acts as a scaffold for RuvB-like proteins (involved in DNA repair and recombination) (West,
1996). Because of this unique ATPase domain, INO80 chromatin remodelers associate with
histone variant H2A.X to repair DNA double-stranded breaks (Langst and Manelyte, 2015;
Venkatesh and Workman, 2015). Similar to SWI/SNF family, INO80 chromatin remodelers also
have an HSA (Helicase-SANT like) domain in the N-terminus, which as mentioned before, binds
to actin-related proteins (Figure 1.2). Additionally, the INO80 family in Arabidopsis thaliana is
associated with transcription as well (Saha et al., 2005).

Figure 1.2. Different families of chromatin remodelers. All four chromatin remodeling families
share the same DExx and HELICc domains (ATPase domain) and have unique flanking domains.
The functions of different domains are listed in the figure. Adapted from (Langst and Manelyte,
2015).
Histone modifications
The N- and C-termini tails of histones are subjected to multiple post-translational covalent
epigenetic

modifications

(PTMs)

such

as

methylation,

acetylation,

phosphorylation,

ubiquitination, sumoylation and ADP-ribosylation (Figure 1.3). These PTMs can affect the
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structure and function of chromatin both directly or indirectly by (i) interrupting histone-DNA
interactions, (ii) by preventing or allowing proteins to bind to chromatin, (iii) by forming binding
sites (for example: bromodomains and lysine acetylation; chromodomains and lysine methylation),
(iv) by affecting histone-histone interactions, and (v) by affecting the stability of nucleosome
structure by changing the chemical interactions within the nucleosome and/or the neighboring
nucleosome (Venkatesh and Workman, 2015). Thus, depending on the effect they have on
chromatin, PTMs can be associated with either transcription repression or activation. The PTM
marks are identified by proteins called readers, which function as a scaffold or a binding pocket
to accommodate different modified histone residues. The readers can also interact with flanking
sequences to determine the state of modification; for example: mono-, di- or tri-methylation marks
(Yun et al., 2011). Besides the readers, two other protein groups called the writers and erasers can
add and remove PTM marks respectively, which is why most PTMs are reversible (Venkatesh and
Workman, 2015; Yun et al., 2011). Below is a summary for some of the most studied PTMs.
Histone methylation
Not to be confused with DNA methylation, the methylation of histones tail residues is
commonly associated with transcription repression, and sometimes with transcription activation.
This PTM is mostly studied on lysine and arginine residues, but multiple studies have found that
glutamine, aspartic acid and proline residues are also methylated (Biterge, 2016). The lysine
residues of histone proteins can be either mono-, di- or trimethylated, whereas the arginine residues
can be monomethylated, symmetrically dimethylated and asymmetrically dimethylated (Bedford,
2007; Biterge, 2016; Venkatesh and Workman, 2015; Zentner and Henikoff, 2013). The addition
of methyl group to lysine and arginine residues are catalyzed by the SET domain of Histone Lysine
MethylTransferase (HKMT) and Protein Arginine MethylTransferase (PRMT) respectively;
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which are both writer proteins. On the other hand, histone demethylases are the eraser proteins
responsible for removal of the methyl groups. Histone methylation marks are identified by multiple
domains of reader proteins like chromo, PHD, WD40, Tudor, MBT, Ankyrin Repeats, zf-CW and
PWWP domains (Yun et al., 2011).
The addition of methyl groups to the histone tail residues do not change the charge of
histones, which is why the role of histone methylation in transcription is context dependent
(Biterge, 2016; Zentner and Henikoff, 2013). For example, di- and tri-methylation of lysine 4 of
H3 tail (H3K4me2/3) are associated with promoters (active chromatin), whereas di- and trimethylation of lysine 9 and lysine 27 of H3 tail (H3K9me2/3 and H3K27me2/3) are associated
with heterochromatin. Similarly, gene bodies are associated with H3K36me3 mark, enhancers are
associated with H3K4me1, and presence of both H3K4me2/3 and H3K27me3 marks represent
poised promoters. Methylation of K36/K79 of H3, and methylation of K20/K59 residues of H4
are associated with transcription elongation and transcription silencing respectively, whereas
methylation of K26 of mammalian linker histone H1 is known to repress transcription (Biterge,
2016; CST, 2014; Sequeira-Mendes and Gutierrez, 2016; Zentner and Henikoff, 2013). Similar to
lysine methylation, methylation of arginine residues is also context dependent. For example, H4
methylated by PRMT1 activates transcription, whereas H4 methylated by PRMT5 represses
transcription (Biterge, 2016). Methylation of R2 residue of H3 is associated with transcription
silencing, and methylation of R17/R26/R42 residues of H3 activates transcription (CST, 2014).
Histone acetylation
Histone acetylation is the first reversible PTM studied that is commonly associated with
active chromatin. Earlier studies had established that hyper-acetylation of histones is associated
with actively transcribed genes (Allfrey et al., 1964; Zentner and Henikoff, 2013). The histone
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acetyltransferase (HAT) is the writer protein that uses acetyl-CoA as a cofactor to catalyze transfer
of an acetyl group to the ℇ-amino group of lysine side chains. On the other hand, eraser proteins Histone DeACetylases (HDAC), remove acetyl groups (Bannister and Kouzarides, 2011). The
Bromo and tandem PHD (readers) domains identify histone acetylation marks (Yun et al., 2011).
The addition of acetyl group neutralizes the positive charge of histones which decreases
the strength of histone-nucleosomal DNA interactions or histone-linker DNA interactions, and/or
histone-histone interactions. This in turn increases the accessibility of chromatin to other proteins
related to transcription, DNA replication and DNA repair, and also forms a binding site for reader
proteins (Bannister and Kouzarides, 2011; Zentner and Henikoff, 2013). H3K27ac associates with
active enhancers, and both H3K9ac and H4K16ac associate with actively transcribed genes.
Furthermore, acetylation of K4/K7 residues of H2A, acetylation of K5/K11/K16/K12/K15
residues of H2B, acetylation of K4/K14/K18/K23/K36/K56 residues of H3, and finally acetylation
of K5/K8/K12/K16/K19 residues of H4 in yeast and mammalian cells are all associated with
transcription activation, DNA replication and DNA repair (CST, 2014).
Histone phosphorylation
Histone phosphorylation is also associated with active chromatin. The backbone of DNA
wrapped around the histones has phosphate groups which gives DNA an overall negative charge.
Addition of extra phosphate groups to the histones increases the negative charge resulting in a
charge repulsion between DNA and histones, thereby opening the chromatin for proteins to bind
(Zentner and Henikoff, 2013). The phosphate group from ATP is predominantly added to the
hydroxyl group of serine, threonine and tyrosine residues by kinases (writers), removed by histone
phosphatases (erasers), and identified by domains such as the BRCT domain of MDC1 and 14-3-
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3 family proteins (readers) (Bannister and Kouzarides, 2011; Biterge, 2016; Yun et al., 2011;
Zentner and Henikoff, 2013).
The widely studied phosphorylation of histone variant H2A.X at serine 139 residue in
mammals (Ser129 in yeast) results in the formation of γH2A.X foci, which is involved in the
recruitment of DNA repair machinery and chromatin remodelers (INO80/SWR1). On the contrary,
phosphorylation of serine 10 residue of H3 is the hallmark of mitosis and meiosis, where it is
associated with chromatin condensation (Biterge, 2016; de la Barre et al., 2000). Additionally,
phosphorylation of Ser1/Ser122/Thr119/Thr120/Thr142 residues of H2A, phosphorylation of
Ser10/Ser14/Ser33/Ser36 residues of H2B, and Ser28/Thr3/Thr6/Thr11/Tyr41/Tyr45 residues of
H3 have all been reported to be either associated with transcriptional activation or DNA repair in
yeast, Drosophila and mammalian cells (CST, 2014).
Other histone modifications
In addition to the histone modifications mentioned above, a variety of other PTMs have
been studied. The following paragraphs contain a brief summary for ubiquitylation, sumoylation,
glycosylation and ADP-ribosylation. During ubiquitylation, a single ubiquitin protein molecule is
added to lysine residues of H2A and H2B via sequential actions of E1-activating, E2-conjugating
and E3-ligating enzymes (writers) and removed by de-ubiquitin enzyme (eraser) (Bannister and
Kouzarides, 2011). H2B ubiquitination is thought to be identified by Cps35 (reader). The lysine
residues can be either mono- or poly-ubiquitylated. The function of histone ubiquitylation is
context dependent. For example: the mono-ubiquitylation of K119 residue at H2A is associated
with gene silencing, whereas mono-ubiquitylation of K123 at H2B is associated with transcript
elongation in gene bodies, chromatin reassembly after transcription and DNA repair (Bannister
and Kouzarides, 2011; Yun et al., 2011; Zentner and Henikoff, 2013).
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All the core histones are thought to be sumoylated. During sumoylation, similar to
ubiquitination, a small ubiquitin-like modifier (SUMO) protein is added to lysine residues via E1,
E2 and E3 enzymes (writers), removed by de-ubiquitin enzyme (eraser) and is thought to be
identified by Cps35 (reader) (Bannister and Kouzarides, 2011; Venkatesh and Workman, 2015).
Sumoylation is associated with transcription repression (Zentner and Henikoff, 2013).
Similar to sumoylation, glycosylation is also associated with transcription repression.
During glycosylation, a single β–N-acetylglucosamine (O-GlcNAc) sugar residues is added to
serine and threonine residues of H2A, H2B and H4 by O-GlcNAc transferase (writer) and removed
by β–N-acetylglucosaminidase (eraser) (Sakabe et al., 2010). The reader protein for glycosylation
is not known.
Similar to phosphorylation, ADP-ribosylation increases the negative charge, thereby
weakening histone-DNA interactions. This PTM is generally associated with active transcription
and DNA repair. Glutamine and arginine residues of all core histones and linker histone are known
to be either mono- or poly-ADP-ribosylated (Zentner and Henikoff, 2013). The poly-ADP-ribose
polymerase (writer) poly-ADP ribosylates histones, whereas poly-ADP-ribose glycohydrolase
(eraser) removes this mark (Bannister and Kouzarides, 2011). TARG and MacroD1/D2 (readers)
domains are involved in the identification of this PTM (Verheugd et al., 2016).
Different combinations of the above mentioned PTMs make the histone code. Based on
this histone code, and a variety of factors that affect nucleosome position and structure, chromatin
can be either euchromatin or heterochromatin (Rothbart and Strahl, 2014). Euchromatin represents
gene rich, open and transcriptionally active chromatin whereas heterochromatin represents gene
poor, highly condensed and transcriptionally inactive chromatin. Heterochromatin can be either
constitutive or facultative heterochromatin. Constitutive heterochromatin is a highly compact
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chromatin structure often seen at repetitive sequences like telomeres and centromeres, whereas
facultative heterochromatin is a dynamic structure; often switching between a compact inactive
state and an open active state (Schultz, 1947). The centromeres and telomeres are fundamental in
chromatin architecture. Centromeres join sister chromatids during mitosis via cohesin, whereas
telomeres protect chromosome ends from degradation/recombination and facilitate replication of
chromosome ends during the cell cycle (Novo and Londono-Vallejo, 2013; Paulsen, 2014).
Furthermore, constitutive heterochromatin regions are enriched for H3K9me3 and H4K20me3
marks, and facultative heterochromatin regions are enriched for H3K27me3 mark (Zentner and
Henikoff, 2013).

Figure 1.3. Sites of PTMs on different histone tails. The pink, red, blue and yellow circles above
serine (S), lysine (K) and arginine (R) residues of different histone tails indicate acetylation,
methylation, phosphorylation and ubiquitylation (Ub) sites. Adapted from (Zhang and Reinberg,
2001).
Regulatory Elements of the Genome
The coding region of chromatin is called a gene, and a variety of non-coding DNA
sequences called regulatory elements are required for the proper functioning and regulation of a
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gene. A typical regulatory region includes the promoter, which consists of the core promoter and
proximal-promoter elements, and distal regulatory elements. The core promoter elements may
consist of TATA box (AT-rich sequence), the Initiator element (Inr), Motif Ten Element (MTE),
Downstream Promoter Element (DPE), Transcription Factor IIB (TFIIB) Recognition Element
(BRE) (Figure 1.4). Not all, but different combinations of core promoter elements are found in the
promoter region. Interestingly, no known promoter element is found at BEAF gene. The elements
present in core promoter regions are crucial for the formation of Pre-Initiation Complexes (PIC).
TATA-binding protein (TBP) binds to the TATA box and together with TATA-associated factors
(TAF) forms the TFIID complex (Jim, 2008; Maston et al., 2006; Pakozdi, 2015; Riethoven, 2010).
In the absence of a TATA-box, the Inr and DPE elements can recruit TFIID. The PIC contains
additional general transcription factors (TFIIA, TFIIB, TFIIE, TFIIF and TFIIH), and RNA
polymerase II (Maston et al., 2006; Pakozdi, 2015).
Different kinds of transcription factors just described and RNA polymerase II are examples
of general transcription factors (GTFs). The level of transcription of a gene after the assembly of
a PIC by RNA polymerase II is called basal transcription. To increase the level of transcription,
another set of sequence-specific DNA binding proteins (usually found bound to sequences
upstream of the core promoter) called activators are also required (Pabo and Sauer, 1992). The
binding specificity of activators is determined by their DNA binding sites called the transcription
factor-binding sites (TFBSs). The level of transcription enhancement by activators are dependent
on how well they can bind to their TFBSs and their coactivators. Unlike activators, coactivators
are not sequence-specific DNA-binding proteins, but they are involved in PIC assembly and
recruitment of chromatin remodelers to facilitate transcription (Maston et al., 2006). The other
component of the promoter region, the promoter-proximal elements, are found within 100 bp of
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the core promoter. They function as a “tethering element” for promoter-specific enhancers (Maston
et al., 2006; Riethoven, 2010).
Promoters are commonly associated with H3K4me3 mark, but are also associated with
CpG islands (C and G bases connected by phosphodiester bonds). Methylation of CpG islands is
associated with transcription repression, whereas CpG island promoters are unmethylated and have
H3K4me3 mark (Jones et al., 1998; Maston et al., 2006). It is thought that activators bound to
promoter-proximal elements function to prevent methylation of CpG islands in promoter region
(Maston et al., 2006).

Figure 1.4. Regulatory regions of a gene. The gene is regulated by promoter elements and distal
regulatory elements. The promoter region includes proximal promoter elements and core promoter
elements, whereas the distal regulatory elements include LCR, insulator, silencers and enhancers
Different combination of core promoter elements (BRE, TATA, INR, MTE, and DPE) are found
in the promoter region. Adapted from (Jim, 2008).
The distal regulatory elements include the enhancers, silencers, insulators and Locus
Control Regions (LCR). In the following paragraphs, I provide a brief summary of enhancers,
silencers and insulators.
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Enhancers are DNA specific elements that regardless of its distance from their designated
promoter (sometimes over 100 kb away in flies and mammals) or their orientation relative to the
promoter, can recruit the necessary TFs needed to regulate transcription in a spatial- and temporalspecific manner (Maston et al., 2006). For example, promoters of the engrailed (en) and invected
(inv) genes in Drosophila are separated by ~54 kb but are regulated by the same enhancer
(Goldsborough and Kornberg, 1994; Kwon et al., 2009). Enhancers are also known to regulate
transcription by promoting the binding of PIC to the core promoter (Riethoven, 2010). They are
found upstream and downstream of TSS, within introns, in the 5’ and 3’ UTR regions of genes,
and are enriched in H3K4me1 and H3K27ac marks (Creyghton et al., 2010; Pakozdi, 2015;
Riethoven, 2010).

The presence of multiple TFBSs in the enhancer elements dictates the

specificity of the enhancers. Studies have shown that enhancers interact with promoters forming
chromatin loops; thereby bringing the activators and coactivators close to the promoter (Narlikar
and Ovcharenko, 2009). Deletion of enhancers are associated with multiple diseases because of
dysregulation of key genes. For example, mutation of the enhancer element for Sonic Hedgehog
gene (SHH) in mice causes a complete loss of SHH expression resulting in the degeneration of the
limbs, while deletion of enhancer for POU3F4 gene results in X-lined deafness (de Kok et al.,
1996; Maston et al., 2006).
Similar to enhancers, silencers are also DNA specific elements that function regardless of
their distance and orientation with respect to the promoter. They are found both upstream and
downstream of TSS. These regulatory elements have specific binding sites for negative TFs called
repressors, which function together with negative cofactors called corepressors to silence or
repress the expression of a gene (Maston et al., 2006; Pakozdi, 2015; Riethoven, 2010). Silencers
are known to repress transcription by (i) preventing TFs from binding to their respective regulatory
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motifs (sometimes by condensing chromatin), (ii) direct binding competition corepressors such as
Groucho, Brinker and Polycomb group of proteins, and (iii) helping in CpG methylation (Bird,
2002; Maston et al., 2006; Pakozdi, 2015; Sparmann and van Lohuizen, 2006).
Next, insulators or boundary elements can influence gene expression by regulating near
and distant promoter-enhancer interactions. They have one or both of these properties: (i) when
placed between the enhancer and promoter regions, insulators are known to prevent interactions
between them (enhancer-blocking), (ii) insulators are known to block propagation of
heterochromatin and allow the position-independent expression of a bracketed transgene (barrieractivity) (Maston et al., 2006; Raab and Kamakaka, 2010). Regions that have insulator/boundary
function have been identified and studied in organisms from yeasts to mammals. In yeast, TFIIIC
is known to prevent the spreading of heterochromatin at RNA PolIII transcribed tRNAs, and in
mammals, a tRNA is reported to function as an enhancer-blocking element (Simms et al., 2008).
Besides tRNA, most of the insulator sequences in mammals are bound by CTCF, which contains
multiple C2H2 zinc fingers (Kyrchanova and Georgiev, 2014). In vertebrates (humans and mice),
CTCF is known to influence chromatin interactions at the beta-globin gene cluster and the
H19/Igf2, MHC-11 and HoxA loci, to name a few. Both TFIIIC and CTCF require a cofactor –
cohesin as a co-factor for their insulator activity (Kyrchanova and Georgiev, 2014; Ohlsson et al.,
2010).
Unlike yeast and mammals, multiple insulator proteins regulate Drosophila’s genome.
Some of the most studied insulators in flies are the gypsy insulators from the gypsy retrotransposon,
the scs and scs’ elements of the 87A7 heat-sock locus (special chromatin structure),
Fab7/Fab8/Mcp elements of the bithorax complex and the SF1 element of the Antennapedia
complex (Gurudatta and Corces, 2009; Matharu and Ahanger, 2015; Ohlsson et al., 2010; Vazquez
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and Schedl, 1994, 2000). The special motifs of these insulators are bound by insulator binding
proteins (IBPs), which are crucial for insulator activity. The IBPs have one or multiple C2H2 zinc
fingers which allows them to bind directly to DNA (Kyrchanova and Georgiev, 2014; Wilkins and
Lis, 1998).
Known IBPs for Drosophila insulators are: Suppressor of Hairy-wing (Su(Hw) for the
gypsy insulator, Zeste-white 5 (Zw5) for the scs insulator, Boundary Element Associated Factor32 (BEAF32; our protein of interest) for the scs’ insulator, Drosophila homolog of CTCF (dCTCF)
for the Fab8/Mcp insulators, GAGA-associated factor (GAF) for the Fab7 insulator and the SF1
insulator (Gurudatta and Corces, 2009; Pirrotta, 2014; Schwartz et al., 2012; Vogelmann et al.,
2014). More recently another IBP, Early boundary activity (Elba), was found to bind the Fab7
insulator (Aoki et al., 2012). Insulator proteins present between the divergently transcribed genes
(ME boundary), myoglianin and eyeless, require BEAF and GAF for its boundary function
(Sultana et al., 2011).
All Drosophila IBPs, including two novel DNA binding proteins - Insulator binding factor
1 (Ibf1) and Insulator binding factor 2 (Ibf2) interact with accessory insulator proteins Centrosomal
Protein 190 (CP190) and certain isoforms of Mod(mdg4) (Modifier of mdg4) (Gurudatta and
Corces, 2009; Le Gall et al., 2015). CP190 and Mod(mdg4) lack direct DNA binding motif.
Instead, they have BTB/POZ domain (bric-a-brac, tramtrack and broad complex/poxvirus and zinc
finger) at their N-terminus. Because of this domain, CP190 and Mod(mdg4) can interact with other
proteins, and therefore associate to DNA indirectly. Results from the enhancer-blocking assay
show that Ibf1 and Ibf2 along with dCTCF are required for insulator activity of Fab8 (Cuartero et
al., 2014).
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Additionally, Pita and ZIPIC (ZInc-finger Protein Interacting with CP190), two proteins
enriched in promoter regions when bound by CP190 are associated with BEAF and dCTCF. A
study showed that Pita together with dCTCF is essential for Mcp insulator activity, whereas both
Pita and ZIPIC have partial enhancer-blocking activity, and also prevent PRE-mediated (Polycomb
response element) gene silencing (Maksimenko, Bartkuhn et al. 2015). Furthermore, interaction
of IBPs with NURF (NUcleosome Remodeling Factor) and dREAM complexes (multi-subunit
transcription repressor complex) is known to facilitate enhancer-blocking activity of insulators
(Bohla et al., 2014).
Boundary Element Associated Factor (BEAF)
Initially found to be flanking the heat shock puff locus 87A7, scs and scs’ are among the
first boundary element sequences to be identified in Drosophila (Udvardy et al., 1985). Of these
two insulators, the CGATA motif in scs’ is bound by BEAF, a 32 kDa protein unique to
Drosophila. Immunostaining of polytene chromosomes and ChIP-related studies show thousands
of BEAF-binding sites indicating that BEAF-associated insulators are common in Drosophila
genome (Bushey et al., 2009; Cuvier et al., 1998; Jiang et al., 2009).
BEAF has four distinct regions: (i) BED-domain in the N-terminus is required for DNA
binding (Aravind, 2000), (ii) the middle region is reported to be phosphorylated, O-GlcNAcylated,
and associated with nuclear matrix (De et al., 2018; Kallappagoudar et al., 2010; Pathak et al.,
2007), (iii) leucine zipper domain in the C-terminus strengthens interactions mediated by BESS
domain, and (iv) BESS domain in the C-terminus mediates BEAF-BEAF interactions (Delattre et
al., 2002; Hart et al., 1997). The two isoforms of BEAF, BEAF-32A and BEAF-32B, are produced
from the same gene by alternative promoters. These two isomers share the same middle region and
C-terminus, but differ in their N-terminus by 80 amino acids (Figure 1.5) (Hart et al., 1997).
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Because BEAF-32A and BEAF-32B have different BED fingers, they have different DNA
binding.

Figure 1.5. The schematic of two isoforms of BEAF. The N-terminus of BEAF-32A and BEAF32B are different but share the same middle-region and C-terminus.
CPE (Chromosomal Position-Effect) assay has shown that BEAF is important for scs’
insulator function (Cuvier et al., 1998; Hart et al., 1997). A study using BID, a dominant negative
form of BEAF which has a BEAF self-interaction domain but lacks DNA binding domain, showed
that BEAF is significant in maintaining polytene chromatin structure (Gilbert et al., 2006). Another
study using BEAF knock-out by ends-in homologous recombination showed that the homozygous
BEAFAB-KO adult females are nearly sterile and the adult males are often sickly but fertile.
Additionally, in the absence of both BEAF isoforms, Position Effect Variegation (PEV) was noted,
and in the absence of maternally provided and zygotic BEAF, flies die shortly after eclosing. These
observations showed that BEAF is essential in the normal oogenesis and early development of
Drosophila (Gilbert et al., 2006; Roy et al., 2007).
Subsequent study by Nan et al. (2009) helped gain insight into the function of BEAF in
chromatin organization and gene regulation. In this study, DNA isolated by chromatin
immunoprecipitation (ChIP) was hybridized to gene tiling microarray. Their results show that
more than 85% (~1600) of the centers of the BEAF peaks obtained (1820 in total) are located
within 300 bp of transcription start sites (TSS), and in the absence of BEAF, expression of BEAFassociated genes in Drosophila embryos and cultured cells were affected (Jiang et al., 2009). Also,
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because BEAF is commonly found between two divergently transcribed genes, BEAF might bind
by both promoters and is involved in the differential expression of such gene pairs (Yang et al.,
2012). Together these results show that BEAF is associated with transcriptionally active genes and
suggests it is involved in keeping the promoter regions ready for transcription. Now more recently,
ChIP-seq (Chromatin ImmunoPrecipitation sequencing), 3C (chromosome conformation capture)
and 3C-related assays have shown that BEAF is associated with genomic features such as
modification marks and other IBPs, and is found at TAD borders (Jiang et al., 2009; Van Bortle et
al., 2014; Vogelmann et al., 2014). It is possible that association of BEAF with these genomic
features allow BEAF to play some role in chromatin organization and gene regulation.
Chromatin Domains
As discussed in the sections above, we know chromatin is folded and compacted in a nonrandom and meaningful way to fit inside the confinement of a tiny nucleus. Different regulatory
elements, histones and modification marks are required to maintain chromatin structure and
function.
The separation of euchromatin (gene-rich) and heterochromatin (gene-poor) is one form of
chromatin organization (Passarge, 1979). Usually the gene-poor regions are found near the
nuclear-periphery and gene-rich regions are found at the center of nuclei (Cremer et al., 2003). An
exception to this general rule is the central position of heterochromatin and peripheral position of
euchromatin in the rod cells (Pombo and Dillon, 2015). Using DamID (DNA adenine
methyltransferase IDentification) and ChIP-seq in Drosophila, mice and mammalian cells, lamin
B-chromatin interaction mapping revealed LADs (Lamina Associated Domains) with size ranges
from 0.1 to 10 megabases (Amendola and van Steensel, 2014). LADs are commonly associated
with H3K27me3 (Polycomb repression mark) and H3K9me2 (heterochromatin mark), and are of
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two types - constitutive and facultative LADs. Of these two types, constitutive LADs are A-T rich
and are thought to function as structural backbone for the organization of interphase chromosomes
(Amendola and van Steensel, 2014; Pombo and Dillon, 2015).
Another chromatin organization study using Hi-C technique showed that the genome can
be compartmentalized into A and B compartments (median size of ~3 Mb in mice) (Gibcus and
Dekker, 2013; Lieberman-Aiden et al., 2009). According to this study, A compartments are generich, transcriptionally active and DNAse I hypersensitive, whereas B compartments are gene-poor,
transcriptionally silent and DNAse I insensitive (Gibcus and Dekker, 2013; Lieberman-Aiden et
al., 2009). Using Hi-C and 5C (chromosome conformation capture carbon copy), these two
compartments have been further grouped into smaller functional domains called the TADs
(Topologically Associated Domains) (discussed after chromatin loops).
Studies have shown that regulatory elements (for example: insulators and promoters)
interact with themselves or with other regulatory elements forming chromatin loops
(Goldsborough and Kornberg, 1994; Kwon et al., 2009). A very well characterized example of the
regulation of a region by insulator-associated (CTCF) chromatin loop is the Igf2/H19 locus. Igf2
and H19 genes are expressed from paternal and maternal alleles respectively. They are both under
the control of a shared enhancer. The imprinting control region (ICR) located between these two
genes has multiple CTCF binding sites. In the paternal allele, the ICR is methylated, and as such,
CTCF cannot bind to the ICR, so the shared enhancer can interact with the Igf2 promoter to activate
transcription. Conversely, the ICR in the maternal allele is unmethylated, so CTCF can bind to the
ICR and block the interaction between enhancer and promoter of the Igf2 gene. A disruption in
this chromatin loop formation results in Beckwith-Wiedemann syndrome (Bell and Felsenfeld,
2000; Kaffer et al., 2001; Reik et al., 2000).
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Likewise, insulators are known to interact with other insulators via chromatin loops. For
example, scs and scs’ insulators interact via a chromatin loop, which has been verified by 3C and
FISH assays (Blanton et al., 2003). CP190 is known to form a complex with BEAF and a nonDNA binding protein called the Chromator (Chro) (Le Gall et al., 2015). Chromator was originally
shown to form a spindle matrix during mitosis with Skeletor and Megator. Chromator, like BEAF,
colocalizes with the interbands of polytene chromosomes, and functions to maintain structural and
transcriptional regulation during interphase (Rath et al., 2004). It is thought that BEAF and the
other DNA-binding IBPs function to provide DNA specificity, whereas Chromator and CP190
work together to form long range interactions via chromatin loop (Le Gall et al., 2015).
The more current version of chromatin organization is explained in terms of TADs, which
are defined as sub-megabase functional units of the genome that are reported to be conserved
between cell-types and species (from flies to mammals) (Dixon et al., 2012; Nora et al., 2012;
Sexton et al., 2012). The size of these structures range from several hundred kilobases to several
megabases. In mammals, disruption of TADs are associated with genetic disorders like
brachydactyly, polydactyly and F-syndrome (Figure 1.6) (Lupianez et al., 2015; Ren and Dixon,
2015) However, TAD is not a universal phenomenon. TADs are less defined in Arabidopsis, yeast
and Plasmodium falciparum (protozoan). Instead, Arabidopsis has large structural domains and
globules of 10 kilobases (Bonev and Cavalli, 2016).
Hi-C data show that interactions within a TAD domain is higher compared to inter-TAD
interactions. Multiple studies show that dCTCF, BEAF-32, Chromator and CP190 are found at
TAD borders in Drosophila. It is thought that the number of IBPs present at a TAD boundary
dictates the strength of the border (Sexton and Cavalli, 2015; Van Bortle et al., 2014). On the
contrary, the study by Ulianov et al. suggests that TADs are self-organized structures formed by
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transient interactions between nucleosomes of inactive chromatin (Figure 1.7), whereas interTADs and TAD boundaries are associated with highly acetylated nucleosomes that are less prone
to interactions (Ulianov et al., 2016).

Figure 1.6. TAD-related genetic disorders. The disruption of TAD boundary in
EPH4A/PAX3/IHH loci results in different genetic disorders. Deletion of a large region including
TAD boundary in between EPH4A and PAX3 loci allows EPH4A enhancer to interact with PAX3
promoter region resulting in brachydactyly. Deletion of a large region including TAD boundary in
between IHH and EPH4A loci allows the EPH4A enhancer to interact with IHH promoter region
which results in polydactyly. By inverting TAD boundary in between IHH and EPH4A loci,
EPH4A enhancer can interact with WNT6 loci, which results in F-syndrome. Adapted from
(Lupianez et al., 2015; Ren and Dixon, 2015).
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Figure 1.7. Inter-TADs are associated with active marks. This figure shows that the TAD domains
(shown as grey blocks) form due to changes in transcription levels. The inter-TADs (regions in
between two TADs) are associated with RNA Pol II and H3K27ac (active enhancers), therefore
they have significantly higher transcription levels compared to the TAD region. Adapted from
(Ulianov et al., 2016).
A study by El-Sharnouby et al. suggested an alternative to TADs in Drosophila. According
to the study, the Drosophila genome can be compartmentalized into D and E domains based on
the levels of H3K27me3 levels (El-Sharnouby et al., 2017). The concept of D and E domains is
similar to study by Ulianov et al. The D domains are associated with low levels (Depleted) of
H3K27me3 mark, whereas the E domains are associated with high levels (Enriched) of H3K27me3
marks (Figure 1.8). The inter-TADs seem to the site of switch from high to low levels of
H3K27me3.

Figure 1.8. D and E domains. This figure shows repeating units of D and E domains in the
Drosophila genome. D domains are shown as green bars. E domains are present between D
domains (not shown). The middle track shows H3K27me3 RNA seq data. High and low levels of
H3K27me3 are associated with E and D domains respectively. The top track shows Hi-C TAD
data. Adapted from (El-Sharnouby et al., 2017).
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Thus, no matter what term is used to define physical domains of the genome, the concept
of TADs is still currently widely accepted in the scientific community. However, there is no
consensus how to answer questions like how to define a TAD border, why we see cross-TAD
interactions, and how TAD and IBPs are related between different labs studying chromatin
organization and architecture. Nevertheless, with the amount of resources invested so far, we are
getting closer to understanding the relationship between structure and function in the nucleus.
Dissertation Synopsis
The main purpose of this dissertation project is to analyze the chromatin interactions of
different BEAF sites. To understand my project, I have divided the dissertation into four chapters.
In this chapter (Chapter 1), I summarize the history and recent view of chromatin structure, and
different elements involved in chromatin organization. In Chapter 2, I discuss the process of
preparing 4C library for sequencing, and different bioinformatics tools used to process sequence
data. In Chapter 3, I present the results of my dissertation research. We show that BEAF is not
required to establish interactions detected by 4C, and has functional redundancy with proteins that
keep chromatin active. We also show that interactions closer to the viewpoint are reproducible
whereas distant interactions are variable because of the TAD packaging. Finally, in Chapter 4, I
talk about potential future direction for our current 4C project.
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CHAPTER 2. 4C LIBRARY SEQUENCING USING ION TORRENT PGM
AND BIOINFORMATICS TOOLS USED TO ANALYZE 4C DATA
Summary
We used 4C technology to gain more insight into the function of BEAF at a cellular level.
4C is based on the 3C assay, which is designed to capture genome-wide interaction partners of a
region of interest. When two loci interact with each other, regardless of how far apart they are
along a chromosome (one dimensional), they are frequently found in the same complex. Using 3C,
3C-based assays and FISH (Fluorescent In-Situ Hybridization), we can detect and validate these
interactions.
High-throughput sequencing of a 4C library produces a FASTQ file. The primer and
barcode sequences in this file are trimmed by Ion Torrent’s built-in trimming algorithm. This
FASTQ file contains known sequences from both the viewpoint (region of interest) and unknown
sequences from its interaction partners. The known sequences are removed using Btrim, while the
remaining unknown sequences are aligned to the Drosophila genome using Bowtie2. The
alignment process produces a sequence alignment file (SAM) which is converted to BAM for input
file for fourSig, a statistical analysis suite used to calculate significant cis- and trans-interactions
of a viewpoint. Finally, customized Python scripts are used to prepare 4C interaction data for GAT
(Genomic Association Tester) analysis.
Sequencing 4C Libraries Using Ion Torrent PGM
The omic studies like proteomics and genomics have gained a lot of momentum in recent
years with the advent of high-throughput sequencing combined with 3C (chromosome
conformation capture) and ChIP (Chromation ImmunoPrecipitation) in case of genomics and mass
spectrometry in case of proteomics. ChIP-based sequencing assays are used to study the
distribution of different types of proteins and epigenetic markers at a genome-wide level, while
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3C and 3C-based assays like 4C (circular chromosome conformation capture), 5C (chromosome
conformation capture carbon copy), Hi-C and ChIA-PET (Chromatin Interaction Analysis using
Paired-End Tag sequencing) are used to study the general pattern of chromatin organization
(Cavalli and Misteli, 2013; Dekker et al., 2013; Denker and de Laat, 2016; Sati and Cavalli, 2017).
In ChIP-based assays, crosslinked protein-DNA complexes are precipitated using antibody
against the protein of interest followed by extraction and sequencing of co-precipitated protein
bound DNA. By identifying DNA sequences bound to the protein of interest, we can understand
the protein-DNA interactions (Yan et al., 2004). In the 3C assays, the protein-DNA complexes are
cross-linked using formaldehyde to capture genomic fragments interacting with each other in three
dimensional space. Sequence information of both the interacting loci (viewpoint and its interaction
partner) are known beforehand. Depending on the desired resolution, the cross-linked chromatin
is cut with either 4 bp or 6 bp restriction enzyme and the resulting sticky ends of chromatin are
ligated under dilute conditions to promote intramolecular ligation. After ligation, cross-links are
reversed and the ligated DNA is isolated and used for PCR. The presence of a single PCR product
of the correct size using the 5’ primer (designed near the restriction cut site of the viewpoint region)
and the 3’ primer (designed near the restriction cut site of the interaction partner region) indicates
a positive 3C result (Dekker et al., 2002). However, assigning carefully selected positive and
negative controls are crucial for affirming 3C PCR results (Dekker, 2006). In our case, we used an
interaction between scs and scs’ regions as our positive control, which has been verified by other
studies as well (Blanton et al., 2003). For negative control, we used an interaction not detected by
the 4C assay.
For my thesis project, we used 4C to detect chromatin interactions of different BEAFassociated sites, or viewpoints (Figure 2.1). Unlike 3C, only the viewpoint sequence is known in
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4Cand inverse PCR is used to identify interaction partners. To prepare a 4C library, first a 3C
library is created (we used a 4 bp restriction enzyme for the first restriction cut). The isolated 3C
library is cut again by a 4 bp restriction enzyme and ligated a second time under dilute conditions
to make a 4C library, which is then purified and amplified by inverse-PCR. The PCR products are
run on an agarose gel for size selection and then DNA is extracted from the gel, purified and used
for high-throughput sequencing.

Figure 2.1. Schematic of the 4C assay. Drosophila Kc cells are first cross-linked, lysed and
digested using a 4 bp restriction enzyme. This step isolates protein-DNA complexes. The free
DNA ends are ligated in dilute conditions to facilitate intramolecular ligations. In order to ensure
efficient PCR amplification, a second round of digestion is done followed by second ligation, also
in dilute conditions. The ligated products have known sequences from the viewpoint and additional
unknown sequences from its interaction partners. After ligation, DNA is extracted and then inverse
PCR is done using primers designed in the viewpoint region. In our case, all inverse PCR primers
include Ion Torrent A and P1 adapters, barcode and barcode adapter sequences. The amplified 4C
library is then size selected and used for high-throughput sequencing.
Whole-genome sequencing is expensive because of the reagents and optics required for the
process. However, with Ion Torrent technology, whole-genome sequencing is more affordable to
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labs with smaller budgets. This sequencing method uses natural unmodified dNTP molecules and
requires no optics. It is based on a semi-conductor technology where chemical signal, change in
pH due to nucleotide incorporation, is converted to digital information (Rothberg et al., 2011).
Below I discuss the steps involved in sequencing a 4C library using Ion Torrent PGM (Figure 2.2).

Figure 2.2. Experimental workflow of Ion Torrent sequencing. The sequenced 4C library is
mapped to the reference genome and followed by downstream data analysis using fourSig and
GAT tools. Adapted from (Kohn et al., 2013).
Step 1: Inverse-PCR
The first step of Ion Torrent PGM sequencing is to make a 4C library flanked by Ion
Torrent marker sequences. The detailed 4C library preparation process is explained in Chapter III.
The Ion Torrent marker sequences include Ion Torrent’s barcode and adapter sequences. Barcodes
are used to identify individual libraries that are combined at equimolar concentrations and
sequenced together in the same run. On the other hand, there are two kinds of Ion Torrent adapters:
(i) the truncated P1 adapter which helps bind a single DNA template to one ISP, and (ii) the A
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adapter from where the sequencing starts (Figure 2.3). In this chapter, I will focus primarily on
inverse-PCR and subsequent steps after that to prepare 4C library for Ion Torrent sequencing.

Figure 2.3. Templating an ionsphere. The truncated P1 adapter helps bind 4C DNA template to
an Ionsphere, whereas the A adapter marks the initiation site of sequencing.
The 4C sample will have many protein-DNA complexes ligated together with a portion of
these complexes including interactions between the viewpoint and its interaction partners
(Williams et al., 2014). By designing 5’ and 3’ primers at the two ends of the viewpoint, we can
set up inverse PCR to amplify unknown interaction sequences (Figure 2.4). Normally, after inverse
PCR (25-30 cycles), Ion Torrent marker sequences are ligated on to the amplified 4C library
followed by size-selection, nick-translation, end-repair and then PCR amplification (~10 cycles)
of the adapter and barcode-bound 4C library (IonTorrent, 2011). In order to avoid this second
round of PCR amplification, we included both adapter and barcode sequences in our inverse-PCR
primers. The 3’ end of the A adapter sequence also includes a 4-bp sequence (TCAG) called a key
sequence which is used to normalize the signal for each base incorporated (Bragg et al., 2013).
Any DNA fragments without the key sequence tag are discarded (Shashikant Kulkarni, 2014).

Figure 2.4. Inverse-PCR amplification of 4C library. Green fragment is the viewpoint sequence
and red fragment is the interaction partner sequence. 5’ and 3’ primers are designed from two ends
of the viewpoint region (indicated by black arrows). The goal of inverse-PCR is to amplify the
interaction partner DNA sequences (red fragment).
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Step 2: Size-selection and concentration measurement of 4C library
The inverse-PCR amplified 4C library (with Ion Torrent marker sequences) is run for 25
minutes in 2% agarose gel using 120 volts current and then the gel is cut between 150-500 bp. The
size of the sample library is dictated by the sequencing machine used and the specific sequencing
application (Head et al., 2014). Subsequently, we used Wizard SV-gel and PCR clean-up kit
(Promega) to extract and clean the DNA from the agarose gel. During the gel extraction step, we
allowed the gel to dissolve in the extraction solvent at room temperature (instead of heating the
gel at 56oC) to avoid heat-related effect on 4C library.
Next, the concentration of the size-selected 4C library is measured using Qubit and
Bioanalyzer assays. Qubit uses a highly sensitive fluorescent assay to measure concentrations of
double-stranded DNA (dsDNA), single-stranded DNA (ssDNA), RNA, and protein (10pg/µl).
This assay consists of a buffer and a fluorescent dye. The change in fluorescence signal when the
dye binds to its target molecule is detected by a fluorometer and is converted into
DNA/RNA/protein concentration (Qubit, 2011). We then used Bioanalyzer to double-check the
concentration and size distribution of the 4C library. Agilent Bioanalyzer can run up to 12
experimental samples. These samples are mixed with a specific fluorescent dye and then loaded in
a disposable glass microchip. An amplified 4C library contains DNA fragments of different sizes,
Bioanalyzer can detect these sizes, and calculate their respective concentrations. This report from
Bioanalyzer is presented as an electropherogram (Figure 2.5). The upper and lower Bioanalyzer
size standard markers are used to identify different DNA fragment sizes, and the concentration of
upper size standard marker is used to calculate the concentration of those fragments. Based on the
concentration data of the 4C library from Bioanalyzer and Qubit, multiple libraries can be pooled
together in equimolar quantities for Ion Torrent sequencing PGM (Panaro et al., 2000).
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Figure 2.5. Excerpt from a Bioanalyzer electropherogram. (5A) the diagrammatic representation
of a Bioanalyzer report is called an electropherogram. There are 14 peaks detected in this specific
example including the marker peaks (peak 1- lower marker, size 35 bp and peak 13- upper marker,
size 10,380bp). The size and concentration of all the peaks are listed in a table (5B) and a
hypothetical gel image is also computer generated (5C).
Step 3: Emulsion PCR to amplify templated ISPs
The third step of Ion-Torrent sequencing is to use emulsion PCR to amplify ISPs (Ion
Sphere Particles) with 4C DNA template. An ISP is a magnetic polyacrylamide bead which is 2
µm in diameter and is designed to deliver sufficient copies of DNA template to the Ion Torrent’s
sensor well (Rothberg et al., 2011).
The emulsion consists of ISPs, 4C DNA library/libraries with Ion Torrent marker
sequences and amplification primers that are complimentary to A and P1 adapters. One of the
amplification primers is biotinylated which will later serve to separate templated ISPs (with 4C
DNA template) from empty ISPs (without any DNA template). This emulsion is mixed with oil to
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make micro-reactors which one average should have one 4C DNA template bound to one ISP via
P1 adapter in each micro-reactor (Perrott, 2011). The process of attaching a single DNA template
to one ISP is called templating. In addition to amplifying monoclonal ISPs (ISPs with the same 4C
DNA template), emulsion PCR also functions to prevent different ISPs from hybridizing to one
another through micro-reactors to form polyclonal ISPs (Luthra, 2016; Shao et al., 2011).
Step 4: Enrichment and sequencing of ISPs enriched with 4C DNA template
The next step is to enrich templated ISPs using magnetic beads which bind exclusively to
the biotinylated amplification primer. Using a magnetic stand, the templated ISPs remain bound
to the magnetic bead whereas the empty ISPs get washed away. Subsequently, the enriched
templated ISPs are deposited in an Ion chip along with sequencing primers and DNA polymerase
by a short centrifugation process. Each Ion chip contains millions of wells that are about 3.5µm in
diameter. These wells have sensors that are highly sensitive to pH changes and each well is
designed specifically to accommodate only one templated ISP. For our experiment, we used Ion
chip 318, which has ~11 million wells, can output ~ 6 million reads with read length of ~ 400 bp
(Merriman et al., 2012).
Step 5: Running the Ion Torrent PGM
The loaded Ion chip is put inside Ion-Torrent PGM machine to be sequenced. Once the
sequencing process starts (from A adapter sequence), a single nucleotide (T/A/C/G) is added at a
time in each cycle. If the correct nucleotide is incorporated by polymerase in the nascent DNA
strand, hydrogen ion is released resulting in a pH change of the well. The change in pH changes
the charge (Q, detected by the ion sensing plate) that creates a voltage across the ion-sensitive
transistor which then sends a signal to the computer (Figure 2.6). This chemical information is
converted into digital information by Ion Torrent’s built-in signal processing and base-calling
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algorithm which produces DNA sequences associated with individual reads (Rothberg et al.,
2011). Additionally, this algorithm assigns a Phred score to determine the quality of each base
called. For example, if a base called has a Phred score of 10, it means that the accuracy of base
called is 90%. A Phred score of 50 means that the accuracy of a base called is 99.999%. During a
sequencing run, besides monoclonal ISPs, some polyclonal ISPs are also sequenced. However,
sequence reads from polyclonal ISPs have a low Phred score indicating poor quality. Ion Torrent
PGM platform has algorithms that can remove low quality sequence reads and trim Ion Torrent
marker sequences from the final sequence file, which is in a FASTQ format (Li, 2007; Shashikant
Kulkarni, 2014).

Figure 2.6. Inside an Ion chip well. Hydrogen ions (H+) are released when correct nucleotides are
incorporated in the nascent DNA strand resulting in pH change of the well. This change is detected
by a sensing layer which sends the signal through a sensor plate down to a transistor and finally to
a computer where chemical information is converted into digital information. Adapted from
(IonTorrent, 2011).
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Using Btrim to Trim Viewpoint Sequences from the FASTQ File
The preparation and sequencing of a 4C library is a complicated process, but making sense
of the data is even more challenging. After Ion Torrent sequencing, we get one FASTQ file for
one barcoded 4C library. This FASTQ file contains redundant information that is not necessary to
understand the 4C result. Typically, a 4C FASTQ file contains thousands and millions of sequence
reads and each sequence read contains viewpoint sequence at both 5’ and 3’ ends of the sequence
read, and interaction partner sequence in the middle of a sequence read. The first step of removing
redundant information from a FASTQ file is to trim viewpoint sequences (Figure 2.7). To do this,
we used Btrim (Kong, 2011), a Python based trimming program that trims user defined 5’ and 3’
end sequences (in bp) from each sequence read present in a FASTQ file (Figure 2.8). Besides
Btrim, there are many pre-written C++, Python, Perl, R and Matlab trimming programs that are
publicly available.

Figure 2.7. Trimming known sequences from 4C fastq file. The known sequences from both 5’
and 3’ end of sequence reads in the FASTQ file are trimmed using Btrim.
Below are command and definition of terms used to run Btrim (Kong, 2011).
btrim64 -p filename.txt -t filename.fastq -o trimmed_filename.fastq -K filename.fastq_failed &> filename.log



-t filename.txt contains 5’ and 3’ sequences (≥ 20 bp long) that needs to be trimmed in two
columns separated by a tab.



-o trimmed_filename.fastq is FASTQ file obtained after Ion Torrent sequencing. The marker
sequences as well as sequence reads with low quality are pre-cut by the in-built Ion Torrent
trimming algorithm.



-K filename.fastq_failed is the file that keeps all the untrimmed sequences.
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filename.log is a summary file that has information on how many sequences were trimmed and
how many were not.
Running the command above will generate a FASTQ file that is devoid of Ion Torrent

marker sequences, sequences of poor quality and viewpoint sequences. This trimmed sequence file
will be used in the consequent alignment step.

Figure 2.8. Example of a sequence before and after trimming using Btrim. (8A) 5’ sequences up
until the highlighted GATC sequence and 3’ sequences after the highlighted CATG sequence come
from the viewpoint region. GATC is the restriction cut site for DpnII enzyme used to make a 3C
library and CATG is restriction cut site for NlaIII enzyme used to make a 4C library. (8B) The
remaining sequences in between two restriction cut sites come from the interaction partner.
Alignment of the Unknown Sequences Using Bowtie2
After trimming the known sequences, the remaining unknown sequences are aligned to a
reference Drosophila genome (Release 6.01) using Bowtie2. Depending on the file size, alignment
process can be both time and memory consuming as the program needs to determine every
sequence read’s likely point of origin in the genome (Langmead and Salzberg, 2012). The first
step of Bowtie2 is to create multiple index files for the reference genome. Bowtie2 goes through
these index files to look for the match between sequence read and the reference genome. Once it
finds the match, it records the coordinates of the reference genome where the sequence read was
mapped to and also the number of the sequence reads mapped to the same genomic region. The
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program then continues to align the remaining unknown sequences and the final alignment report
is printed out as a log file (Figure 2.9).

Figure 2.9. An example of Bowtie2 log file. The alignment log file reports the total number of
reads aligned to the reference genome once or multiple times. Only the reads that were aligned
exactly 1 time are used in subsequent analysis.
Below are commands and definition of terms used to run Bowtie2.
Command to make index files
Bowtie2-build -f dmel_all_chromosome_r6.01.fasta dmel_all_6.01



-f dmel_all_chromosome_r6.01.fasta is the Drosophila genome (Release 6.01) in FASTA
format from Flybase (Figure 2.10).



dmel_all_6.01 is the basename for all the index files created.

Figure 2.10. FASTA format. In this format, a sequence read has its identification information in
the first line and nucleotide information starting from the second line
Running the above command will create 6 index files which contains the entire Drosophila
genome information.
Command to align unknown sequences to a reference genome
Bowtie2 --very-sensitive -a -x basename_of_indexfiles -U trimmed_filename.fastq -S filename.sam
&> filename.log



-x basename_of_indexfiles is the basename of index files used in Command 1.
48



-U trimmed_filename.fastq is the trimmed FASTQ sequence file.



-S filename.sam is the output file name and file format.



--very-sensitive option is used to specify fast, sensitive and accurate alignment.



-a option is used to allow Bowtie2 to search and report all the alignments.
Running this command will produce a SAM file that contains the chromosome name, start

and end coordinates of the mapped sequences, and the number of times a sequence read is mapped
to a specific genomic region.
Calculating Significant cis- and trans-interactions Using fourSig
After the 4C sequence reads are aligned to the Drosophila genome, it is crucial to separate
statistically significant interactions from false positives and background noise. We used fourSig,
a statistical analysis suite written in R and Perl to calculate significant cis- and trans-chromosomal
interactions for our viewpoints (Williams et al., 2014). It uses a Perl script (samToReTab.pl) to
convert SAM file into a TAB file (tab delimited) (Figure 2.11), which contains information on cut
sites of the first restriction enzyme used in a 4C experiment (referred to as 3C fragments from here
onwards). Additionally, the tab file also has information on the “mappability” of 3C fragments
dictated by the following criteria (Williams et al., 2014):
i. The cut sites for first and second restriction enzymes used (in our case, we used 4 bp
restriction enzymes for both the cuts).
ii. The minimum and maximum size of the 4C library submitted for sequencing (for us, it was
150 bp and 500 bp respectively).
iii. The length of sequenced reads (this value is unique to each 4C library).
iv. The length of primers (sans barcode and adapter sequences) used for inverse PCR (this
value is also unique to each 4C library).
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If the 3C fragments are too large to be sequenced or too small to uniquely align to the
reference genome, they are flagged as “unmappable” and are by default not included in the
calculation of significant interactions. For our 4C data, all 3C fragments with reads > 1 were used
regardless of their mappability.

Figure 2.11. An excerpt from tab file. This file contains chromosome name (column “chr”),
position of 3C fragment (column “pos”) and number of reads mapped to each 3C fragment (column
“reads”). Based on fourSig calculations, if the fragment size is short for analysis (value=1, column
“short”), this fragment will be marked unmappable (value=0, column “map”). If second restriction
enzyme site is present within 3C fragment, the value on column “4 bp” will be marked 1. The
column “6bp interferes” indicates the presence of a linearizing enzyme site in the 3C fragment. In
our case, we did not use a linearizing enzyme. The difference between two consecutive 3C
fragments are listed in column “unknown length”. Here, a sliding window size = 5 is used as such,
excluding the 3C fragment with no “0” reads, collectively these five 3C fragments is equal to 1
interaction. Only the first three columns are of importance to our data analysis.
Next, fourSig runs an R script (fourSig.R) to calculate statistically significant cis- and
trans-interactions for a viewpoint based on a user defined FDR value and sliding window size
(Williams et al., 2014). This script also allows us to mask regions near the viewpoint to calculate
significant interactions so as to avoid bias for certain interactions due to its proximity to the
viewpoint. As interactions near the viewpoint will have higher number of reads, masking vicinity
region of the viewpoint will decrease the number of reads cut-off value as such distant interactions
with relatively lower number of reads can also be detected.
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Figure 2.12. Classification of a significant interaction. In this case, a sliding window size = 5 is
used. As such, a single interaction includes these five 3C fragments with some read numbers. The
observed read count is the number of reads mapped to each 3C fragment, and the transformed read
count is the number of reads after deletion or averaging of fragment with the highest number of
reads. In the Category 1 interaction, the total number of reads still remain above a cut-off value
even after deletion of a fragment with the highest number of reads (the third 3C fragment). This
means that all five 3C fragments have a higher number of reads, and therefore make a broader
peak. In the Category 2 interaction, the total number of reads also remain above the cut-off value
even after replacing the highest number of reads with the average number of reads. This kind of
interaction has an intermediate peak. In the Category 3 interaction, without the inclusion of 3C
fragment with highest number of reads, the total read value would be at a baseline level. This
means that out of 5, only 1 or 2 3C fragments would have a read value > cut-off value. As such,
this kind of interaction makes a narrow peak. Adapted from (Williams et al., 2014).
The output file of the fourSig analysis suite is a csv file (comma separated value) that
contains a list of significant cis- and trans-interactions, their chromosome location, the number of
reads associated to each interaction, and start and end coordinates. Contiguous windows with a
significant number of reads are merged as a single interaction (Williams et al., 2014). Furthermore,
significant interactions are classified as Category 1 (broad peak), Category 2 (intermediate peak)
or Category 3 (narrow peak) based on the distribution of reads within the specified window (Figure
2.12). Category 1 and Category 2 interactions are high confidence interactions that contain
multiple restriction fragments with significant number of reads, and are often replicable between
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different experiments. On the contrary, Category 3 interactions are low confidence interactions in
which a single restriction fragment in a region interacts and are mostly not replicable between
experiments. The Category 3 interactions are most likely just PCR artifacts, so for our GAT
analysis, we used Category 1 and 2 interactions only. Below are commands and definition of terms
used to run fourSig (Williams et al., 2014):
Command to create tab file
./samToReTab.pl X Y Z alignment_filename.sam first_enzyme_sites.list second_enzyme_sites.list
NONE > filename.tab



samToReTab.pl is the name of Perl script.



X is the length of unknown sequence.



Y is the maximum number of bp submitted for sequencing.



Z is the minimum number of bp submitted for sequencing.



alignment_filename.sam is the alignment file in SAM format.



first_enzyme_cut_sites.list is the list of first restriction enzyme cut sites in the whole reference
genome. We used a 4 bp cutter either DpnII or NlaIII based on the viewpoint for the first
restriction cut.



second_enzyme_cut_sites.list is the list of second restriction enzyme cut sites in the whole
reference genome. Again, we used a 4 bp cutter either DpnII or NlaIII or CviQI based on the
viewpoint for the second restriction cut.



NONE option is used as we did not use any linearizing enzyme.



filename.tab is the name of the output file in the tab format (see Figure 2.11).
Command to calculate significant cis- and trans-interactions
filename.sig.w1 <- fourSig(filename="name_for_tabfile.tab", chr="ABC", cis.only=TRUE,
window.size=user defined, iterations=1000, fdr=user defined, fdr.prob=user defined, mask.start=
user defined, mask.end= user defined, only.mappable=user defined)



filename.sig.w1 is the name of data frame created for the significant cis- or trans-interactions
by fourSig.R.
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name_for_tabfile.tab is the TAB file created from Command 1 above.



chr is chromosomal location of the viewpoint.



cis.only option is to notify if only interactions in the same chromosomal arm as the viewpoint
are being calculated. To calculate trans-interactions, we need to change “cis.only=TRUE” to
“trans.only=TRUE”.



window.size is the sliding window size. The value for this option is dependent on the
experiment. For analysis of interactions closer to the viewpoint, a smaller window size from 3
to 5 is recommended. For our purpose, we used a window size of 5 for cis-interactions and a
window size of 20 for trans-interactions.



iterations is the number of shuffling done to get random read values. At least 1000 iterations
are recommended for the calculation of significant interactions.



fdr is false discovery rate that is also experiment specific. This is needed to calculate the cutoff value for the number of reads per window that is significant (Wani et al., 2016). We used
the fdr = 0.01 for our cis-interactions and 0.001 for trans-interactions.



fdr.prob is the fraction of iterations that exceed the FDR (Wani et al., 2016). We used
fdr.prob values of 0.05 and 0.005 for the calculation of cis- and trans-interactions respectively.



mask.start and mask.end are coordinates of a region we want to exclude from the calculation
of significant cis- and trans-interactions.



only.mappable option uses only the reads that are marked as “mappable” to calculate
significant interactions. For us, we set only.mappable = FALSE so as to include all 3C
fragments with reads > 1 in the significant interactions calculation.
Command to export interaction file in CSV format
write.csv(filename.sig.w1, file=" filename. csv")



filename.sig.w1 is the significant interactions file created from Command 2A above.



filename.csv is the significant interactions file created from Command 2A changed to CSV
format.

Customized Python Scripts to Prepare 4C Interaction Data for GAT Analysis
The significant cis- and trans-interactions of a viewpoint are calculated using fourSig. The
next step is to use GAT (Genomic Association Tester) to calculate the statistical significance of
overlap between these interactions and different genomic features. Before GAT analysis, we need
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to organize our 4C interaction data. To do this we used two customized Python scripts written in
collaboration with Dr. Dong-Ha Oh in the Dassanayake lab, LSU.
Python script 1
Brief background
The tab file created by fourSig contains information on the location of thousands of 3C
fragments and the number of reads associated with each fragment. However, not all 3C fragments
are used to calculate significant cis- and trans-interactions. The fourSig analysis suite chooses
which fragments to use for the calculation based on user’s provided window size and FDR value
(explained in the previous section). The output file from fourSig analysis contains chromosome
location, coordinates and the number of reads associated with all the significant interactions
detected. As mentioned in the previous section, contiguous windows with a significant number of
reads are merged as a single interaction (Williams et al., 2014). This means that depending on
window size and the FDR values selected for fourSig analysis, different numbers of 3C fragments
are merged together as a single interaction. For example, in Figure 2.13, one of the significant
interactions detected for a viewpoint is in chr2R and includes 3C fragments from location 8591115
to 8591705. A window size of 5 is used in this example and we see that for this specific window,
a single interaction includes six 3C fragments where 8591115 is the location of the first 3C
fragment and 8591705 is the location of sixth 3C fragment. The 3C fragment in position 8591534
is excluded from calculation as it has no reads associated with it. Finally, the number of reads from
the remaining five fragments are added together so there are 308 reads associated with this
particular interaction. We also see that 3C fragment “8591555” has the highest number of reads
(Figure 2.13).
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Figure 2.13. Excerpt of a marked tab file. The first 8 columns are from the original tab file
(explained in Figure 2.11). A unique interaction ID is given to each interaction (column “cis
interaction ID”), which is used to label just those 3C fragments used for the calculation of this
specific cis-interaction. In the example here, 308 reads are associated with this interaction.
Purpose
We used this script to see the read distribution in each 4C interaction. This script
exclusively marks 3C fragments used to calculate significant cis- and trans-interactions.
Command and definition of terms used to run Python 1 script
mark_regions_overlapping_with_other_regions.py <region_table.list> <N> <n>
<position_table_ToBeMarked.txt> <output.txt>



mark_regions_overlapping_with_other_regions.py is name of the script.



region_table.list is the 4C interaction file for a viewpoint. This file should be saved as a text
file with unique interaction IDs in the first column followed by chromosome name, start and
end coordinates of the interactions in the second, third and fourth columns respectively.



position_table_ToBeMarked.txt is the tab file created by fourSig.



N is the column number with chromosome location.



n is a number that says if two interaction files are within n distance of each other, even if these
two files do not overlap directly, they are still considered to be overlapping . In our case, we
used n = 0 value, which indicates direct overlap.



output.txt is the name of output file created by this script. This file will contain all eight
columns from the original tab file (see Figure 2.11) and an additional column with unique
interaction ID. The 3C fragments with unique IDs are the ones used in the calculation of
significant interactions for the viewpoint (see Figure 2.13).
Running this command will generate a “marked” tab file where a 3C fragment associated

with a unique ID will be used to calculate significant cis- and trans-interactions.
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Python script 2
Brief background
The fourSig can detect hundreds and thousands of cis- and trans-interaction partners of a
viewpoint. However, not all these interactions are reproducible. The interactions common between
different biological replicates likely represent stable and frequent interactions. Therefore, we used
this customized Python script to find cis- and trans-interactions common between two biological
replicates (Figure 2.14).

Figure 2.14. Different patterns of overlap between Sequence A and Sequence B. (I-IV) show
different ways that sequence B can overlap with sequence A. Python II script finds and reports the
start and end coordinates of overlap between sequence A and sequence B.
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Purpose
We used this customized script to find cis- and trans- interactions common between two
biological replicates. These common interactions are then used in GAT analysis to find genomic
features associated with them. We also used this script to find the overlap between the common
4C interactions and different genomic features.
Command and definition of terms used to run Python 2 script
collect_regions_overlapping_with_other_regions.py <region_table.list> <N> <n>
<region_table_ToBeFiltered.txt> <output.txt>



collect_regions_overlapping_with_other_regions.py is name of the script.



region_table.list is the 4C interaction file for a viewpoint from the first biological replicate.
This file should be saved as a tab-delimited text file with unique interaction IDs in the first
column followed by chromosome name, start and end coordinates of the interactions in the
second, third and fourth columns.



N is the column number with chromosome positions.



n is a number that says if two interaction files are within n distance of each other, even if these
two files do not overlap directly, they are still considered to be overlapping . In our case, we
used n = 0 value, which indicates direct overlap.



region_table_ToBeFiltered.txt is the 4C interaction file for a viewpoint from the second
biological replicate. This file should also be saved as a tab-delimited text file with unique
interaction IDs in the first column followed by chromosome name, start and end coordinates
of the interactions in the second, third and fourth columns.



output.txt is the name of an output file created by this script.
Running this command will create a text file that lists chromosome name, and start and end

coordinates of the interactions common between two biological replicates.
Finding Statistical Significance of Overlap Between 4C Interactions and Different Genomic
Features Using GAT
GAT is a Python based statistical tool written to calculate the statistical significance of
overlap between multiple sets of genomic interval data, in our case, overlap between the 4C
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interactions and different genomic features (Heger et al., 2013). The input files needed to run this
program are:
1. Segment file: It is an interval file that contains data from user’s experiment. For us, the
significant interaction intervals for 4C viewpoint is the segment file.
2. Annotation file: These are also interval files for different features of interest that we want to
compare to our 4C data. For us, these are histone modifications and chromatin proteins. For
example, an interval file for the active chromatin mark H3K4me1 is one annotation file we
used.
3. Workspace file: This is again an interval file that contains genomic size relevant to the
experiment (Heger et al., 2013). For example, we want to see the significance of overlap
between our 4C interactions and H3K4me1 in chromosome X. In this case, the workspace file
will contain chromosome name (i.e. “chrX”), and the start (i.e. “0”) and end coordinates (i.e.
“23542271”) of chromosome X in different columns separated by a tab.
Below are commands and definition of terms used to run GAT (Heger et al., 2013):
gat-run.py --segments=common_interactions_file.bed --annotations=genomic_feature_file.bed
--workspace=chromosome_size.bed --num-samples=10000 --log=calculation_summary.log
>output_filename.csv



gat-run.py is the name of the Python script that calculates statistical significance of overlap
between two interval files.



--segments=common_interactions_file.bed is the 4C common cis- or trans- interactions
between two biological replicates saved as a “.bed” file.



--annotations=genomic_feature_file.bed is the genomic feature file also saved as a “.bed” file.



--workspace=chromosome_size.bed is the total genomic size of the chromosome of interest.



--num-samples=10000 is the number of time GAT shuffles the user provided segment file to
create a random segment file.
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--log=calculation_summary.log is the file that contains the summary of calculations done by
GAT.



output_filename.csv is the output file generated by GAT. It contains statistical information that
tells whether 4C interactions are significantly enriched or depleted for a genomic feature(s) of
interest.
To run this command, it is important that all the input files have chromosome names

(written as “chrX”), and start and end coordinates in the 1st, 2nd and 3rd column respectively. Also,
all the input files should be saved as a “.bed” file. So using the provided input files, GAT calculates
overlap between a segment and an annotation file within the designated workspace. This overlap
is referred to as the observed overlap. At the same time GAT creates a random segment file with
the same number and interval size as the segment file within the same workspace. The overlap
between the random segment file and annotation file is referred to as an expected overlap. Dividing
observed overlap by expected overlap gives us the fold-enrichment value along with the empirical
p-value. The calculated p-value is corrected using Benjamini-Hochberg correction method to
calculate q-value (Heger et al., 2013). If for a given genomic feature the enrichment fold value >
1 and the q-value < 0.05, we consider this feature to be “significantly enriched” in our 4C data.
Similarly, if for a given genomic feature the enrichment fold < 1 and q-value > 0.05, then this
feature is considered to be “significantly under-represented” in our 4C data. Finally, GAT result
can be visualized using a heatmap or UCSC genome browser.
References
Bragg, L.M., Stone, G., Butler, M.K., Hugenholtz, P., and Tyson, G.W. (2013). Shining a light on
dark sequencing: characterising errors in Ion Torrent PGM data. PLoS computational biology
9, e1003031.Cavalli, G., and Misteli, T. (2013). Functional implications of genome topology.
Nature structural & molecular biology 20, 290-299.
Dekker, J. (2006). The three 'C' s of chromosome conformation capture: controls, controls,
controls. Nature methods 3, 17-21.

59

Dekker, J., Marti-Renom, M.A., and Mirny, L.A. (2013). Exploring the three-dimensional
organization of genomes: interpreting chromatin interaction data. Nature reviews Genetics
14, 390-403.
Dekker, J., Rippe, K., Dekker, M., and Kleckner, N. (2002). Capturing chromosome conformation.
Science 295, 1306-1311.
Denker, A., and de Laat, W. (2016). The second decade of 3C technologies: detailed insights into
nuclear organization. Genes & development 30, 1357-1382.
Head, S.R., Komori, H.K., LaMere, S.A., Whisenant, T., Van Nieuwerburgh, F., Salomon, D.R.,
and Ordoukhanian, P. (2014). Library construction for next-generation sequencing:
overviews and challenges. BioTechniques 56, 61-64, 66, 68, passim.
Heger, A., Webber, C., Goodson, M., Ponting, C.P., and Lunter, G. (2013). GAT: a simulation
framework for testing the association of genomic intervals. Bioinformatics 29, 2046-2048.
IonTorrent (2011). IonTorrent Amplicon Sequencing (Life Technologies Corporation).
Kohn, A.B., Moroz, T.P., Barnes, J.P., Netherton, M., and Moroz, L.L. (2013). Single-cell
semiconductor sequencing. Methods in molecular biology 1048, 247-284.
Kong, Y. (2011). Btrim: a fast, lightweight adapter and quality trimming program for nextgeneration sequencing technologies. Genomics 98, 152-153.
Langmead, B., and Salzberg, S.L. (2012). Fast gapped-read alignment with Bowtie 2. Nature
methods 9, 357-359.
Li, H. (2007). Maq: Mapping and Assembly with Qualities (sourceforge.net).
Luthra, R. (2016). Clinical Applications of PCR. Methods in molecular biology 1392, 33-42.
Merriman, B., Ion Torrent, R., Team, D., and Rothberg, J.M. (2012). Progress in ion torrent
semiconductor chip based sequencing. Electrophoresis 33, 3397-3417.
Panaro, N.J., Yuen, P.K., Sakazume, T., Fortina, P., Kricka, L.J., and Wilding, P. (2000).
Evaluation of DNA fragment sizing and quantification by the agilent 2100 bioanalyzer.
Clinical chemistry 46, 1851-1853.
Perrott, J. (2011). Optimization and Improvement of Emulsion PCR for Ion Torrent NextGeneration Sequencing Platform. In Bioengineering (UCSC).Qubit (2011). The next
generation in nucleic acid and protein quantitation. THE QUBIT® 2.0 FLUOROMETER
(Life Technologies Corporation).

60

Rothberg, J.M., Hinz, W., Rearick, T.M., Schultz, J., Mileski, W., Davey, M., Leamon, J.H.,
Johnson, K., Milgrew, M.J., Edwards, M., et al. (2011). An integrated semiconductor device
enabling non-optical genome sequencing. Nature 475, 348-352.
Sati, S., and Cavalli, G. (2017). Chromosome conformation capture technologies and their impact
in understanding genome function. Chromosoma 126, 33-44.
Shao, K., Ding, W., Wang, F., Li, H., Ma, D., and Wang, H. (2011). Emulsion PCR: a high efficient
way of PCR amplification of random DNA libraries in aptamer selection. PloS one 6,
e24910.
Shashikant Kulkarni, J.P. (2014). Clinical Genomics.
Wani, A.H., Boettiger, A.N., Schorderet, P., Ergun, A., Munger, C., Sadreyev, R.I., Zhuang, X.,
Kingston, R.E., and Francis, N.J. (2016). Chromatin topology is coupled to Polycomb group
protein subnuclear organization. Nature communications 7, 10291.
Williams, R.L., Jr., Starmer, J., Mugford, J.W., Calabrese, J.M., Mieczkowski, P., Yee, D., and
Magnuson, T. (2014). fourSig: a method for determining chromosomal interactions in 4CSeq data. Nucleic acids research 42, e68.
Yan, Y., Chen, H., and Costa, M. (2004). Chromatin immunoprecipitation assays. Methods in
molecular biology 287, 9-19.

61

CHAPTER 3. 4C-SEQ CHARACTERIZATION OF DROSOPHILA BEAF
BINDING REGIONS PROVIDES EVIDENCE FOR HIGHLY VARIABLE
LONG-DISTANCE INTERACTIONS BETWEEN ACTIVE CHROMATIN
Introduction
Multiple studies have shown the importance of chromatin architecture for proper gene
regulation for example, (Franke et al., 2016; Guo et al., 2015; Lupianez et al., 2015). The
development of 3C (chromosome conformation capture) and 3C-related methods such as 4C, 5C,
Hi-C and ChIA-PET, have helped us understand the complexity of genome organization in threedimensional space (Dekker and Misteli, 2015; Sati and Cavalli, 2017). For example, such studies
have found that chromosomes are organized into topologically associating domains (TADs).
Insulators, or boundary elements, are a class of architectural elements necessary to maintain a
healthy functioning genome (Ali et al., 2016; Chetverina et al., 2014; Schwartz and Cavalli, 2017).
They are defined as specialized protein-bound DNA elements known to play an important role in
chromatin organization and gene regulation by influencing intra- and inter-chromosomal
interactions. There are two classical assays of insulator function. One is the protection of
transgenes bracketed by insulators from chromosomal position effects (Cuvier et al., 1998; Kellum
and Schedl, 1991). The other is the blocking of enhancer-promoter communication by an
intervening insulator, for instance by insertion of an insulator-containing gypsy retrotransposon
(Geyer and Corces, 1992; Kellum and Schedl, 1992). These functions are thought to be important
for protecting genes from chromosomal position effects and preventing promiscuous interactions
between long distance regulatory elements and promoters, and are presumably related to their role
in genome organization.
Insulators need insulator binding proteins (IBPs) to function. Of the many IBPs found in
Drosophila, Boundary Element-Associated Factor-32 (BEAF) is our protein of interest (Zhao et

62

al., 1995). There are two 32 kDa BEAF proteins (BEAF-32A and BEAF-32B, hereafter referred
to as 32A and 32B) made from transcripts initiating from alternative promoters of the same gene
(Hart et al., 1997). The two isomers of BEAF differ in their N-termini by 80 amino acids which
contain a single DNA-binding BED zinc finger domain, and interact via a BESS domain located
in their C-termini (Aravind, 2000; Avva and Hart, 2016; Delattre et al., 2002). The number of
BEAF subunits in a BESS-mediated complex is unknown, and might be variable.
BEAF was discovered based on its binding to the scs’ insulator (Zhao et al., 1995), one of
the first insulators to be described together with scs as special chromatin structures bracketing the
87A hsp70 heat shock locus (Kellum and Schedl, 1991, 1992; Udvardy et al., 1985). There are two
BEAF binding sites in scs’, both with clusters of 3 CGATA motifs. The BED finger of 32B binds
this motif (Hart et al., 1997), and 32B is essential while 32A is not (Roy et al., 2007). The CGATA
motifs are important for scs’ insulator function, and BEAF binds to clusters are found in other
sequences that have been shown to have insulator activity (Cuvier et al., 2002; Cuvier et al., 1998).
This led to the model that BEAF binds 3 or more CGATA motifs clustered in a 100 bp region. A
bioinformatics approach found that around 1700 clusters matching this model also have a second
cluster of 2 or more CGATA motifs in a 50 bp region located 200 bp to 1 kb from the first cluster,
an arrangement termed a dual-core (Emberly et al., 2008). Genome-wide mapping found 1800 to
3000 BEAF peaks and confirmed that CGATA clusters are frequent in BEAF binding regions
(Aaltonen et al., 2010; Bushey et al., 2009; Jiang et al., 2009; Liang et al., 2014). However, the
relative orientation and spacing of CGATA motifs in clusters are highly variable and many peak
regions have only one or no CGATA motifs. Electrophoretic mobility shift assays found that
CGATA clusters are not sufficient to guarantee binding by BEAF, and BEAF can bind sequences
with a single CGATA (Jiang et al., 2009). In addition, less than one-third of dual-cores overlap
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with BEAF peaks. Thus details of what constitutes a high affinity BEAF binding site remain
elusive.
A particularly interesting result to emerge from the BEAF mapping studies cited above is
that over 85% of centers of BEAF peaks are within 500 bp of gene transcription start sites (TSSs),
often within 200 bp. In turn, we found that around 85% of these BEAF-associated genes are found
in lists of housekeeping genes (Lam et al., 2012; Ulianov et al., 2016). Thus, in addition to insulator
activity, BEAF could play a role in keeping associated promoters active. Around half of BEAF
peaks are between divergently transcribed genes. An example is scs’, which has two BEAF binding
sites, one near each TSS. Around 20% of the dual-cores described above are also between
divergently transcribed genes. At least 80% of these correspond to BEAF peaks, suggesting that
BEAF might frequently bind near both TSSs of divergent genes. In contrast, less than 5% of dualcores not near TSSs correspond to BEAF peaks. This is another illustration that clusters of CGATA
motifs alone are not a good predictor of BEAF binding. However, there is no other known predictor
and sequences with CGATA clusters near TSSs are often bound by BEAF.
To explore the role of BEAF in genome organization and gene regulation, we mapped longdistance interactions of four BEAF-binding regions using 4C. We chose high confidence BEAF
binding sites that correspond to dual-cores located between divergently transcribed genes. The
results were complicated, with one viewpoint in particular differing from the other three in terms
of histone modifications, chromatin states and insulator proteins associated with interacting DNA.
The strongest correlation was with housekeeping genes. We conclude that long-distance
interactions with active chromatin such as our viewpoints are highly variable, being driven to
interact with other active chromatin regions by redundant factors that open chromatin and promote
transcription. This is consistent with the model that condensed, largely inactive chromatin is sticky
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and associates into TADs that are separated by inter-TAD regions of active chromatin (ElSharnouby et al., 2017; Ulianov et al., 2016). It is possible that phase-separation helps drive
condensed chromatin into these TADs (Larson et al., 2017; Strom et al., 2017). We would add that
exclusion from TADs helps drive the variable long-distance interactions between active chromatin
that we observe.
Materials and Methods
4C library preparation
4C libraries were prepared using previously published methods with some modifications
(Gheldof et al., 2012; Gondor et al., 2008; Splinter et al., 2012). Two biological replicates were
performed for each viewpoint. Drosophila Kc cells were grown at 25°C in Shields and Sang M3
medium (Sigma) with 1x Pen-Strep (Gibco) and 5% fetal bovine serum (Gibco). Cells (500 ml at
~9x106 cells/ml) were spun down (400g, 4°C, 10 minutes) and resuspended in 30 ml PBStwice.
Protein-DNA complexes were cross-linked by adding 37% formaldehyde (final concentration 1%)
to the cells and incubating at room temperature for 10 minutes. Formaldehyde was quenched by
adding 1.25 M glycine (final concentration 125 mM). The cells were washed with 30 ml PBS,
resuspended in 10 ml lysis buffer (10 mM Tris-HCl pH 8.0, 10 mM NaCl, 0.2% NP40), and
incubated on ice for 15 minutes. The cells were dounced 15 times on ice with a B pestle, incubated
on ice for another 15 minutes, then dounced 15 times again. The nuclei were pelleted at 2000g at
4°C for 5 minutes.
Depending on the viewpoint, 5x108 nuclei were resuspended in 500 µl DpnII (scs’, hts, snf)
or NlaIII (RpS6) restriction enzyme buffer and distributed into 50 µl aliquots in 10 tubes. Nuclei
were lysed by adding 10% SDS (final concentration: 0.3%) and shaking at 37°C overnight. SDS
was diluted to 0.1% with DpnII or NlaIII restriction enzyme buffer, and the SDS was quenched by
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adding 20% Triton X-100 (final concentration 1.1%) and shaking at 37°C overnight. The following
day 22.5 units of DpnII or 15 units of NlaIII (New England Biolabs) were added to each of the
appropriate 10 tubes and shaken at 37°C overnight. The same amount of restriction enzyme was
added the next day and shaken again at 37°C overnight. Restriction digestion efficiency was
determined by isolating DNA from 5% of the digested samples to determine the DNA
concentration and perform PCR using primers spanning viewpoint restriction sites, as described
(Gheldof et al., 2012), and found to be approximately 90% cut (Table 3.1).
Table 3.1. Primers for checking restriction digestion efficiency while making 4C libraries, and
inverse PCR primers for making 4C libraries.
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Restriction digestions were stopped by adding SDS to 1.6% and heating at 65°C for 30
minutes. Samples cut with the same restriction enzyme were pooled, 30 µg was diluted to 2 ng/µl
with ligation buffer, and 20% Triton X-100 was added to a final concentration of 1.1%. Samples
were incubated at 37°C for 4 hours, then 6000 units T4 DNA ligase (New England Biolabs) was
added and incubated at 4°C for 72 hours. After ligation, Proteinase-K was added to 0.1 mg/ml and
incubated overnight at 65°C. Next samples were treated with 0.22 ng/ml RNAse A at 37°C for one
hour, and DNA was extracted using phenol chloroform and ethanol precipitated. The DNA pellet
was resuspended in 100 µl TE buffer and quantified by Qubit (Thermo-Fisher). We then set up
second restriction digestions, using 3 µg DNA per viewpoint. For DNA first cut with DpnII, we
used CviQI (scs’) or NlaIII (snf and hts); for DNA first cut with NlaIII we used DpnII (RpS6).
After the second digestion samples were phenol chloroform extracted, ethanol precipitated,
resuspended, and 1 µg was ligated at 0.8 ng/µl at 16°C overnight. The final ligated DNA was again
extracted, precipitated and quantified by Qubit. This DNA was the input for making 4C libraries.
The four 4C libraries were made by inverse PCR using Phusion polymerase (New England
Biolabs) and primers with Ion Torrent PGM barcodes and adapters incorporated into the primer
sequences (Table 3.1). Two libraries were made for each of the four viewpoints, one for each end
of a viewpoint. PCR products were size selected on a 2% agarose gel (100 – 500 bp). DNA from
the gel was extracted with a Wizard PCR clean-up kit (Promega) and submitted to the LSU
Genomics Facility for Ion Torrent sequencing.
Calculating significant cis- and trans-interactions using fourSig
Viewpoint sequences at the 5’ and 3’ ends were trimmed using Btrim (Kong, 2011). The
remaining sequences were aligned to the Drosophila Release 6.01 genome using bowtie2 (Kong,
2011; Langmead and Salzberg, 2012). The resulting sam files were converted to bam files, filtering
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out sequences with Q-scores < 30, for use in the fourSig analysis suite (Williams et al., 2014).
Reads from both ends of viewpoints were combined for 4C analysis. In fourSig, bamToReTab.pl
converted bam files to tab files, which are tables of reads mapped to restriction fragments generated
by the first 4C restriction enzyme. The tab files were used by fourSig.R to calculate significant
cis- and trans-interaction intervals. Additional information required for the script to run are:
chromosomal location of the viewpoint, sliding window size, and FDR cutoff value. Significance
thresholds for calculating FDR values were generated using 1000 random shuffling steps. We
excluded ±2 kb from the viewpoint while calculating significant interactions. Sliding window sizes
of 5 and 20 were used for cis- and trans-interactions, respectively, with an FDR value of 0.001
and an FDR probability value of 0.01. We used only Category 1 (broad) and Category 2
(intermediate) peaks in our analysis. Category 3 (narrow) peaks were excluded because they
represent viewpoint interactions with a single restriction fragment, rather than also neighboring
fragments. Therefore, they are more likely to be false positives. Overlap of cis- and transinteractions from two biological replicates were calculated using a custom Python script.
Calculating overlap of significant cis- and trans-interactions with genomic features using
GAT
Data for the genomic features used in Genomic Association Tester (GAT) analyses (Heger
et al., 2013) were from published sources. Unless otherwise noted, all data are for Drosophila Kc
cells. The ChIP-seq files for H3K4me1, H3K4me3 and H3K27ac were obtained from GSE36374
(Cubenas-Potts et al., 2017). BEAF, dCTCF, Su(Hw) and CP190 peaks cells were obtained from
GSE15661 (Bushey et al., 2009). H3K27me3 depleted D and enriched E domains were obtained
from GSE85504 (El-Sharnouby et al., 2017), and the five chromatin states interval file was from
GSE22069 (Filion et al., 2010). We used housekeeping gene lists from the Akhtar and Razin labs
(Lam et al., 2012; Ulianov et al., 2016) and obtained S2 cell M1BP binding sites from GSE46630
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(Li and Gilmour, 2013). Chromator (Chro), Zw5 (S2 cells), GAGA factor (GAF), H2Av,
H3K9me2, H3K9me3 and H3K27me3 peaks were downloaded from modENCODE (datasets 277,
3803, 2568, 3282, 938, 3013 and 5136) (Celniker et al., 2009). Embryo TAD sites were from
GSE34453 (Sexton et al., 2012). Genomic files in Drosophila genome Release 5 were converted
to Drosophila genome Release 6.01 using the FlyBase Coordinate Converter (Gramates et al.,
2017). From the GAT output, we used fold enrichment (observed/expected nucleotide overlap)
and Benjamini-Hochberg corrected p-values to generate heatmaps showing enrichment or
depletion of features in 4C interaction partners of our viewpoints.
Testing 4C interactions by 3C
To make 3C libraries, the 4C library protocol through the first ligation and purification of
ligated DNA was followed. The 5’ primers were designed from the viewpoint sequence and the 3’
primers were designed from the interacting partner sequences (Tables 3.2 and 3.3). PCR was done
using Phusion polymerase. PCR products were run on 1.5% agarose gels with a 50 bp DNA ladder,
and the presence of a correct-sized PCR product indicated a positive 3C result. The interaction
between scs’ and scs was used as a positive control (Blanton et al., 2003).
Testing 4C interactions by FISH
We used Fluorescence In Situ Hybridization (FISH) to test our 4C interactions (Bantignies
and Cavalli, 2014). A list of primers used to make FISH probes are in Table 3.4. For each probe,
we designed 4 or 5 primer pairs that give PCR fragments of 1.6-1.8 kb over 8-10 kb of the region
of interest (viewpoint and partner). The PCR products were purified using a Wizard PCR cleanup kit (Promega). The PCR products for each probe were pooled in equimolar amounts and labelled
with either Alexa Fluor 555 or Alexa Fluor 488 (Invitrogen FISH tag DNA kit). We used 90 ng of
each labelled probe in 30 µl of FISH hybridization buffer per hybridization. For each hybridization,
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10 wildtype BEAF (y1 w67c23) and 10 BEAFAB-KO (Roy et al., 2007) third instar larvae were dissected
and processed as described (Bantignies and Cavalli, 2014). BEAF-32B is essential, so the BEAFABKO

larvae were from heterozygous mothers that provided maternal BEAF to eggs. The FISH slides

were viewed on a Leica TCS SP8 confocal microscope with a white light laser using a 63X water
immersion lens, capturing Alexa Fluor 555, Alexa Fluor 488 and DAPI (DNA) images. Wing discs
and brains were viewed.
Table 3.2. 3C viewpoint cross-check: viewpoint, primer name, chromosome, sequence, original
viewpoint interaction and results.
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Table 3.3. Primers for 3C validation of 4C interactions, and 3C results.
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Table 3.4. Primers for preparing FISH probes.
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FISH image analysis using Fiji
FISH Z-stack images were analyzed using ImageJ Fiji (Schindelin et al., 2012). Z-stacks
were split into green (viewpoint), red (interacting partner) and blue (DNA) channels. The red and
green channels were merged. Background noise was reduced by processing with the filter
Gaussian Blur (value: 2.00) and removing noise using Despeckle. We then used the plugin
ComDet, which marks colocalized red and green signals (yellow) with a yellow square (Katrukha,
2012). A signal was considered colocalized if the red and green signals overlapped by ≥ 0.5 pixels.
These marked images were again split into red, green and blue channels. The blue channel images
were discarded, while images in the red and green channels were merged with the blue channel
images from the original Z-stack images (before removing background noise). The merged images
allow FISH signals to be assigned to specific nuclei. Finally, the percentage of colocalization of a
viewpoint and its interacting partner was calculated after counting from 100 to 525 nuclei in wing
discs and brains, in the presence and absence of BEAF.
Results
Selection of 4C viewpoints and initial characterization of interactions
Insulator binding proteins are also called architectural proteins because they are thought to
play a role in 3D genome architecture by mediating long-distance chromatin looping interactions
(Gomez-Diaz and Corces, 2014). We wanted to determine the nature of long-distance interactions
made by regions that BEAF binds to, and whether BEAF is necessary for these looping interactions
to occur. For this purpose we chose 4 BEAF binding regions from our previous embryo mapping
results to use as 4C viewpoints (Jiang et al., 2009). Approximately 85% of the 1818 regions we
mapped were within 300 bp of TSSs, and half were between divergently transcribed genes. The 4
regions we chose are between divergently transcribed genes (Figure 3.1) and have CGATA motifs
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that fit the dual-core model (Emberly et al., 2008). In addition, BEAF binds to these regions in
datasets generated by other labs, including another embryo dataset, Kc cells, Mbn2 cells, and S2
cells (Aaltonen et al., 2010; Bushey et al., 2009; Liang et al., 2014).
We obtained 1.4 million to 32 million filtered, aligned reads per viewpoint per replicate
(median 2.5 million), of which around 30% mapped to the viewpoint chromosome arm (Table 3.5).
This level of inter-chromosomal ligation is reasonable for open chromatin, such as our viewpoints,
when using a 4-cutter restriction enzyme (Kalhor et al., 2011). The number of reads mapping to
significant 4C interactions by fourSig varied between replicates and viewpoints from 13% to 56%
for both cis and trans-interactions. Hundreds of cis-interactions were identified (Figure 3.2A-D).
In line with other 4C results, there were high densities of interactions near the viewpoints (Figure
3.3).

Figure 3.1. Locations of the 4C viewpoints. (A) Chr3R scs’ viewpoint at the divergent CG3281
and aurA genes. (B) Chr2R hts viewpoint at the divergent hts and CalpA genes. (C) ChrX snf
viewpoint at the divergent Cdk7 and snf genes. (D) ChrX RpS6 viewpoint at the divergent RpS6
and bys genes. The UCSC Genome Browser snapshots show the gene models (blue), BEAF peak
limits from Kc cell (magenta) or embryo (purple) mapping, and the viewpoint region (black). The
expanded views show the sites for the two restriction enzymes used, with the positions of inversePCR primers for the left and right sides of the viewpoints indicated by red and blue arrow pairs
respectively.
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Most interactions that overlapped between replicates were found in a window of 1 Mb
centered on the viewpoints, which we refer to as near-cis-interactions (Table 3.6). Low levels of
overlap of cis-interactions between replicates outside of this window, which we refer to as far-cisinteractions, were only observed for the hts and RpS6 viewpoints. Although the snf and RpS6
viewpoints are both on the X chromosome, none of their interactions overlapped with each other
even though they are only separated by around 2.5 Mb and both had longer-distance cisinteractions. Similarly, hundreds of trans-interactions were identified (Figure 3.4A-D, Table 3.6).
There was around 15% overlap for replicates of the hts viewpoint, but less than 1% overlap of
trans-interactions for replicates of the other viewpoints. Additionally, only a few trans-interactions
for any viewpoint overlapped with interactions for other viewpoints.
3C analysis of 4C interactions
There was little overlap between viewpoint replicates outside of the near-cis region. The
low level of reproducibility could reflect the complexity of long-distance interactions that occur if
chromosome packaging is highly variable between nuclei. Alternatively, it is possible that our
viewpoints make a limited number of preferred long distance cis- and trans-interactions either due
to affinity for particular regions or limited variability in nuclear organization. In the latter case, the
variability in 4C interactions that we detected would indicate problems with our 4C libraries. To
explore this, we performed 3C analysis of selected interactions. Interactions found in the 4C
analyses were confirmed by 3C for all viewpoints (Table 3.3). This included the previously
reported interaction between the scs’ and scs insulators (Blanton et al., 2003). Between 9 and 12
cis-interactions were tested for each viewpoint, and over half gave a positive 3C result for each.
Most tested interactions closer than 1 Mb were positive (>80%) by 3C, and three interactions
ranging from 1 Mb to 6 Mb distant from viewpoints were also positive. Most of the negative 3C
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results (64%) were for interactions from 1.4 Mb to 9.5 Mb distant from viewpoints (Table 3.3). In
addition, 3 viewpoints had 3 trans-interactions tested, and 56% were positive by 3C. Similar to
finding that many 4C interactions were detected in only one biological replicate, around 40% of
the 3C interactions were detected in only one 3C replicate. Presumably this reflects the variability
of nuclear organization, so no 3C or 4C library captures all interactions made by a viewpoint. In
contrast, no cross-interactions were detected between viewpoints and interaction partners from a
different viewpoint (Table 3.2). Seven or eight partners were cross-tested for each viewpoint,
including both cis and trans-interactions. Together, this suggests that the 4C interactions detected
by fourSig are valid.
Table 3.5. For each viewpoint replicate (R1, R2), the total number of reads after trimming off
viewpoint sequences, the percent that uniquely aligned to the Drosophila genome R6, the number
of uniquely aligned reads that passed the filter, the percent of filtered reads that were on the same
chromosome arm as the viewpoint (percent cis reads), percent cis reads in significant 4C
interactions, and the percent of trans reads in significant 4C interactions are shown.

FISH analysis of 4C interactions
Fluorescence in situ hybridization (FISH) was also used to examine interactions found by
4C. Interactions verified by 3C were selected for analysis by FISH. Two interactions were tested
for the scs’ viewpoint, and one for each of the others. Interactions ranged from 200 kb to 3 Mb
away from viewpoints. Three negative controls were included. One used a chromosome 3R partner
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of scs’ with the hts viewpoint, representing a potential trans-interaction. The other two tested for
cis-interactions on the X chromosome, switching the snf and RpS6 viewpoints and partner
sequences. Hybridization was done with third instar larval wing discs and brains. To determine if
BEAF is required for the detected 4C interactions to occur, we used wild-type larvae and larvae
homozygous for the null BEAFAB-KO allele (Roy et al., 2007). Null females are nearly sterile, so
the null larvae were from heterozygous mothers. BEAF is maternally provided, but is depleted to
undetectable levels in null third instar larvae. Between 130 and 525 nuclei were counted for each
of the conditions (Table 3.8). The expected cis-interactions were confirmed by FISH for all four
viewpoints, while the negative controls gave obviously lower colocalization of FISH signals
(Figure 3.5). However, the results indicate that BEAF is not required for the interactions to occur.
The lack of dependence on BEAF is consistent with a recent report that RNAi knockdown of
BEAF has minimal effects on TAD organization detected by Hi-C (Ramirez et al., 2018).
Table 3.6. 4C interaction data. Cis-interactions occur on the same chromosome arm as the
viewpoint; trans-interactions are on any other chromosome arm. Common interactions are
interactions that overlap in both biological replicates (R1 and R2) for a viewpoint. Near-cisinteractions are interactions that occur within 500 kb on either side of a viewpoint.
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Table 3.7. Results of testing 4C interactions by 3C. na: not applicable. See Table 3.3 for details.

Feature analysis of 4C interactions for epigenetic marks
We wanted to know if interactions with our viewpoints were enriched for particular
genomic features. BEAF is mostly present near TSSs and most associated genes are actively
transcribed (Jiang et al., 2009). We chose our viewpoints based on this. Therefore we postulated
the interaction partners of our viewpoints would also be enriched for active histone marks,
especially the active promoter mark H3K4me3. We focused on this mark, H3K4me1 (enhancers),
H3K27ac (active enhancers), H2Av (active chromatin), and for inactive chromatin we used the
repressive histone marks H3K9me2, H3K9me3 and H3K27me3. We split interactions into three
categories. Cis-common refers to cis-interactions present in both 4C replicates (mostly near-cis as
described above, Figure 3.2); cis-unique refers to cis-interactions not present in both replicates;
and trans-interactions, nearly all of which were unique. As shown in Figure 3.5, we found that all
interactions for the scs’, hts and RpS6 viewpoints are generally enriched for active marks and
depleted for inactive marks. On the other hand, the snf viewpoint follows this pattern for transinteractions but cis-interactions are generally depleted of active as well as inactive marks used in
our analysis. It should be noted that cis-common and cis-unique interactions had similar
associations for a given viewpoint. This similarity suggests that unique interactions, many of which
are far from viewpoints, represent genuine interactions.
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Interactions were also characterized with respect to a five chromatin state model based on
various histone marks and chromatin proteins (Filion et al., 2010). Interactions for all viewpoints
were enriched for the active yellow chromatin state, and sometimes to a lesser extent also the red
state (Figure 3.6). Yellow chromatin is enriched for broadly expressed (housekeeping) genes,
while the red state is enriched for genes that show more restricted expression patterns
(developmental). Conversely, interactions were mainly depleted for repressed black (devoid of
histone modifications) and Polycomb group (PcG)-associated blue (H3K27me3) states. Cisinteractions for the snf viewpoint are an exception to this, particularly the cis-unique interactions.
They are enriched for black chromatin and depleted for yellow and red, consistent with the
depletion for histone modifications. The repressive HP1-associated green chromatin state
(H3K9me2/3) is more complicated. Trans-interactions for the hts viewpoint are enriched for this
state, as well as for yellow and red, while cis-unique interactions for the scs’ viewpoint and to a
lesser extent the RpS6 viewpoint also show some enrichment for green chromatin. A possible
explanation for this rather unexpected association could be that active genes in repressive green
chromatin are kept active in part by long-distance interactions with active genes (Salzberg et al.,
2017).
As another way to view the chromatin in our 4C interactions, we analyzed it with respect
to D and E domains (El-Sharnouby et al., 2017) and housekeeping genes (Lam et al., 2012). D
domains are depleted for the PcG-associated mark H3K27me3, are largely transcriptionally active,
and are enriched for housekeeping genes. In contrast, E domains are enriched for H3K27me3, are
largely transcriptionally inactive, and are enriched for regulated genes. Consistent with usually
being found near TSSs of housekeeping genes, we found that 95% of BEAF peaks in embryos and
Kc cells are in D domains (Bushey et al., 2009; Jiang et al., 2009). Our 4C interactions were also
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associated with D domains and housekeeping genes, and depleted for E domains (Figures 3.2 and
3.6). These associations were weakest for scs’ trans-interactions. Also, once again snf cisinteractions varied by having a stronger association with E domains and weaker association with
D domains than other viewpoints, although it was similarly associated with housekeeping genes.
Finally, we checked to see if our 4C interactions were enriched for sequences known to
bind insulator proteins (Figure 3.6). We used publicly available Kc cell datasets for BEAF,
dCTCF, Su(Hw), CP190, Chromator and GAF, and an S2 cell dataset for Zw5. In addition, we
used an S2 cell dataset for M1BP because, like BEAF, it often localizes near TSSs of housekeeping
genes (Li and Gilmour, 2013). We found a 28% overlap of Kc cell BEAF peaks with M1BP peaks
(45% overlap of M1BP with BEAF), suggesting that BEAF and M1BP independently bind near
housekeeping gene TSSs.
Interactions were enriched for M1BP and insulator proteins other than Su(Hw), although
there is no clear pattern. In general, the most consistent associations were with BEAF and
Chromator, followed by M1BP, GAF and finally CP190. However, for each viewpoint there were
differences in association profiles between cis-common, cis-unique and trans-interactions. Once
again, association profiles for interaction partners of the snf viewpoint differed the most from those
of the other viewpoints. We conclude that rather than any particular protein or histone
modification, interactions with our viewpoints are driven by redundant factors that lead to open
chromatin conducive to active transcription, particularly of housekeeping genes. On the surface, it
appears the snf viewpoint often interacts with different chromatin environments than the other
viewpoints. Yet these interactions are enriched for housekeeping genes. This suggests that active
transcription is a unifying theme even if surrounded by a generally repressive environment.
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Figure 3.2. Distribution of cis-interactions along the chromosome arms of the viewpoints. Shown
are UCSC genome browser snapshots of near-cis-interactions (1 Mb centered on the viewpoints,
top of each panel) and all interactions along the chromosome arm containing the viewpoint (bottom
of each panel) for replicates R1 (purple) and R2 (magenta) for the (A) scs’, (B) hts, (C) snf, and
(D) RpS6 viewpoints, with the viewpoint location indicated (VP). Near-cis-interactions also show
the gene distribution (blue), embryo TAD boundaries, and H3K27me3-depleted D domains (green)
and enriched E domains (red). Most interactions common between replicates are in the near-cis
regions, which also contain many unique interactions.
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Figure 3.3. 4C read distributions in 1 Mb regions centered on viewpoint regions. The highest read
densities are around the (A) scs’ viewpoint, (B) hts viewpoint, (C) snf viewpoint, and (D) RpS6
viewpoint for both biological replicates, as is typical of 4C studies .
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Figure 3.4. Circos-plots of significant trans-interactions. Interactions of replicates R1 (purple) and
R2 (yellow) occurring on chromosome arms other than the one containing the viewpoint are shown
for the (A) scs’, (B) hts, (C) snf, and (D) RpS6 viewpoints.
Discussion
Early Hi-C mapping of chromosome interactions found that chromatin is organized into
TADs (Dixon et al., 2012; Lieberman-Aiden et al., 2009; Sexton et al., 2012). There is strong
evidence that the insulator protein CTCF, together with Cohesin, plays a role in defining
boundaries between TADs in vertebrates by binding oriented binding sites (Gomez-Marin et al.,
2015; Guo et al., 2015; Lupianez et al., 2015; Vietri Rudan et al., 2015). Drosophila has several
insulator proteins in addition to a homolog of vertebrate CTCF, and it has been proposed that
insulator proteins often cluster at Drosophila TAD boundaries with boundary strength correlating
with the number of clustered proteins (Van Bortle et al., 2014). Other evidence suggests that rather
than TAD boundaries, Drosophila has inter-TADs that are regions of clustered housekeeping
genes (Cubenas-Potts et al., 2017; Ulianov et al., 2016). The short-range interactions within these
inter-TADs presumably limits interactions between adjacent TADs. It is possible that
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housekeeping genes also form some TAD boundaries or inter-TADs in vertebrates (Dixon et al.,
2012; Tang et al., 2015). BEAF was originally identified as an insulator binding protein. Genomewide mapping revealed that it usually binds near TSSs, mainly of housekeeping genes. Our
intention was to determine how BEAF contributes to nuclear architecture by mapping looping
interactions made by BEAF-associated sequences. Rather than focus only on near-cis-interactions,
we were interested to characterize longer distance interactions to determine if there were any
shared genomic features that might drive these interactions. Our FISH results indicate that BEAF
is not essential for the interactions that we detect, consistent with recently observed minimal effects
of BEAF RNAi knockdown on TAD organization (Ramirez et al., 2018). It is possible that residual
BEAF could be sufficient to maintain chromatin organization, or that there is an epigenetic
memory established by BEAF. In our view, it is more likely that there are redundant factors
working with BEAF to keep associated promoters active. Regardless of the role of BEAF, our
results point to principles of long-distance interactions made by active chromatin.
Viewpoints were selected that were typical of many BEAF binding regions in that they had
multiple 32B binding motifs between divergently transcribed genes. Based on high-throughput
expression data, seven of the eight genes are classified as housekeeping (Lam et al., 2012; Ulianov
et al., 2016). The exception is the aur gene in the scs’ insulator. As such, the viewpoints are in
active chromatin. Interactions made by three of the viewpoints were enriched for active chromatin
marks, the active yellow chromatin state that is enriched for housekeeping genes (Filion et al.,
2010), H3K27me3-depleted D domains that are enriched for housekeeping genes (El-Sharnouby
et al., 2017). As expected, this indicates active chromatin generally interacts with active chromatin.
Trans-interactions for the snf viewpoint followed this pattern, but cis-interactions were generally
depleted of histone modifications and were generally enriched for the inactive black chromatin
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state and repressive H3K27me3-enriched E domains. Yet interactions were also enriched for
housekeeping genes. One interpretation is that active chromatin in generally repressive
environments is on the surface of inactive domains, available for long-distance interactions with
other active chromatin such as our viewpoints. This could also explain the enrichment of
interactions for other viewpoints with the HP1-associated repressive green chromatin state, in
addition to their association with the yellow chromatin state and D domains.
Table 3.8. FISH nuclei count data, corresponding to Figure 3.4. KOB: BEAF[AB-KO], brain;
KOW: BEAF[AB-KO], wing disc; WTB: BEAF wild type, brain; WTW: BEAF wild type, wing
disc.
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Figure 3.5. Testing 4C interactions by FISH. Representative confocal micrographs of
hybridizations to third instar larval wing discs and brains from BEAF wild type (WT) or null (KO;
BEAFAB-KO) animals are shown, as labeled. DNA is labeled with DAPI to identify nuclei. White
and yellow arrowheads indicate representative nuclei with colocalizing or non-colocalizing FISH
signals, respectively. (A) Hybridization to the scs’ viewpoint (green) and a sequence around 750
kb away (red). Overlapping signals are yellow. (B) Hybridization to the RpS6 viewpoint (green)
and a sequence around 3054 kb away (red). (C) Negative control hybridization to the RpS6
viewpoint (green) and a sequence around 2997 kb away (red) that does not represent a 4C
interaction. (D) Graph of all FISH results, indicating percent of counted nuclei showing
colocalization of signals (n=131 to 525, see Table 3.8). The viewpoint probe and distance to the
second probe are indicated, as well as if the second probe was a negative control (neg) that did not
represent a 4C interaction. W: third instar larval wing disc; B: third instar larval brain; WT: wild
type BEAF animal; KO: null BEAF animal (BEAFAB-KO). The percent colocalization is comparable
between WT and KO for both wing discs and brains, but is lower for the three negative controls.
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Although we found a tendency for interactions to occur with active chromatin enriched for
housekeeping genes, we did not find evidence that a particular insulator protein drives the
interactions. This suggests that redundant factors involved in promoting active transcription
participate in establishing the long-distance interactions we found. These factors are likely to
include BEAF, Chromator, M1BP, CP190 and GAF. Of these, GAF is surprising because it is
thought to be associated with regulated gene expression and pausing by RNA polymerase II,
although a correlation with BEAF was previously noted (Fuda et al., 2015).
Few of the cis-interactions further than a few hundred kilobases from our viewpoints or
trans-interactions were reproducible between replicates. Yet our 4C interactions represent multiple
restriction fragments in the neighborhood ligating to our viewpoints, and 3C and FISH results
suggest that most are likely genuine interactions. This indicates that long-distance interactions are
highly variable, and individual 4C libraries do not capture all interactions. Why would TADs be
fairly reproducible between cells, cell types and species while long distance interactions of active
chromatin are not? Repressive chromatin is thought to be sticky, and to be largely responsible for
generating TADs (El-Sharnouby et al., 2017; Ulianov et al., 2016). It is possible that these sticky
interactions could cause phase separation of heterochromatin from decondensed, active chromatin
(Larson et al., 2017; Strom et al., 2017). Packing TADS together could be less reproducible than
folding within TADs, resulting in active chromatin, which is less sticky and between TADs, having
different long-distance neighbors in different cells (Figure 3.7). Highly transient interactions in
this environment could keep active chromatin mobile, increasing the number of contacts that can
be captured by cross-linking.
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Figure 3.6. Feature analysis shows the 4C interactions have a preference for active chromatin and
housekeeping genes. The 4C interactions were categorized as (A) overlapping between 4C
replicates (cis-common) or (B) unique cis-interactions or (C) trans-interactions (nearly all unique)
for each viewpoint. Genomic Association Tester (GAT) analysis was done for the indicated
histones and modifications, chromatin states and domains, housekeeping genes, and insulator
proteins plus M1BP. Enrichment is indicated in green, depletion in red. See text for details.
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Figure 3.7. Model for variable long-distance interactions between active chromatin. In this model,
TADs (numbered black circles and ovals) are regions of mainly condensed, inactive chromatin
that are largely reproducible between cells and cells types. They are separated by 25 inter-TAD
regions (lines of different colors) of open, active chromatin such as housekeeping genes. While
interactions within TADs are fairly reproducible, packing of TADs relative to each other is highly
variable as indicated by the two examples in (A) and (B). Inter-TADs fill the space between TADs,
and make variable long-distance interactions (crossing lines of different colors) depending on how
TADs are arranged relative to each other. Active chromatin within TADs could be mainly on the
surface of TADs (for simplicity, not shown) and so also participate in active chromatin
interactions. Highly transient interactions could keep active chromatin mobile, increasing the
variability of contacts. This model is particularly appealing if condensed chromatin has a tendency
to phase-separate from active chromatin.
Although our viewpoints share BEAF binding, divergent transcription and housekeeping
genes, interactions with one viewpoint showed some differences from the other three. This raises
the question of whether there are different subtypes of active chromatin interactions involving
housekeeping genes. For instance, many of the original TADs defined in embryos have BEAF
binding near their borders (Sexton et al., 2012). None of our viewpoints are included in that set.
However, a higher resolution analysis of Drosophila TADs has been done (Ramirez et al., 2018).
Using their Chorogenome Navigator, we found that two of our viewpoints, snf and hts, correspond
to TAD boundaries in that analysis. However, looking at the Hi-C heatmaps, these regions could
also be considered inter-TADs. At this point it is not clear why the snf viewpoint interacts with
chromatin with some different characteristics than the other three viewpoints. It remains for future
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studies to determine what drives the complex folding of genomes beyond the level of TADs. Our
results suggest that one factor could be the preference for active chromatin containing
housekeeping genes to interact, perhaps driven in part by exclusion from sticky, condensed
chromatin.
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CHAPTER 4. CONCLUSIONS
Our lab is focused on the role of the insulator protein BEAF in chromatin structure, nuclear
organization and gene regulation. Previous studies found that BEAF functions to maintain polytene
chromatin structure, affects position effect variegation (a measure of chromatin dynamics), and
has preferential binding with promoter regions of housekeeping genes (Gilbert et al., 2006; Jiang
et al., 2009; Roy et al., 2007). This led to the hypothesis that BEAF helps maintain an environment
conducive for active transcription, either as a consequence of or in addition to its role in insulator
function (Jiang et al., 2009). Based on this hypothesis, we used 4C to detect and analyze the
interaction partners of four BEAF binding regions located between divergently transcribed genes
(Chapter 3).
Our 4C results show that the interaction partners of these regions are enriched for active
histone marks such as H3K4me3 (active promoters) and H3K27ac (active enhancers). This
suggests that interactions of BEAF-associated promoters with transcription factors possibly helps
bring distant active enhancers to promoter regions to facilitate transcription, in support of our
hypothesis. Another interesting association is with H2Av and GAF, suggesting a potential role of
BEAF in chromatin opening. H2Av and GAF are known to be associated with active genes, at
least in part due to their recruitment of PARP1 and chromatin remodeling complexes respectively
(Fuda et al., 2015; Kotova et al., 2011). Thus BEAF could be part of a complex which functions
to recruit chromatin remodeling proteins and change the structure of chromatin to facilitate
transcription, again consistent with our hypothesis.
We find that the interaction partners of our viewpoints are also enriched for Chromator. A
point of interest is that ~90% of BEAF sites overlap with Chromator sites genome-wide, while 5060% of Chromator sites overlap with BEAF because Chromator localizes to more sites. It is
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thought that Chromator along with CP190 helps insulator binding proteins like BEAF to form
long-range interactions (Le Gall et al., 2015). Perhaps association with Chromator is important for
the role of BEAF in long-range enhancer-promoter interactions. It has been reported that
Chromator, through its association with Putzig/Z4, is involved in the unfolding of condensed
chromatin (Gan et al., 2011). So the association of BEAF with Chromator could be another way
of keeping chromatin in a transcription-friendly environment. Consistent with this, in addition to
Chromator we further find a strong association of interaction partners with D-domains, which
represents active chromatin (El-Sharnouby et al., 2017). Once again, this is consistent with our
hypothesis.
IBPs in Drosophila have a more versatile role compared to mammalian insulator proteins.
This functional versatility could be due to the gene dense genome of Drosophila. The overlapping
IBP sites could form insulator hubs (different from insulator bodies) or could be a part of an active
chromatin hub. Looking at our results, it seems like BEAF (including other IBPs), based on
chromatin context, can either function as canonical insulators or function as factors to change
chromatin structure to facilitate a variety of biological processes like, but not limited to,
transcription and DNA repair (Phillips-Cremins and Corces, 2013).
One caveat to the above discussion is that our FISH results indicate that BEAF is not
mediating the long-range interactions that we detected. It is possible that the function of BEAF is
redundant with other proteins in the promoter regions we used as viewpoints. How could we
explore this possibility to discover what BEAF is doing at the molecular level? One possibility
would be to test the effects of double mutants (or RNAi depletion) if we can identify potential
redundant partner proteins. Another would be to select different types of viewpoints for 4C
analysis. These approaches would perhaps help us get closer to answering this complicated
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question. In the paragraphs below, I will discuss potential future directions of this project followed
by some concerns regarding 4C experiments and data analysis.
Potential Future Directions
None of the four BEAF sites we selected for 4C overlap a TAD boundary, and they all
overlap one or more additional insulator protein peak. However, according to a recently published
paper, two of our viewpoints (snf and hts) are present at the TAD borders (Ramirez et al., 2018).
Regardless, to further delve into the specific relationship between BEAF and chromatin
organization, it would be beneficial to do 4C on: (i) BEAF sites overlapping a TAD boundary
(Figure 4.1), and (ii) BEAF sites that do not overlap with any other insulator binding protein sites
(Figure 4.2). It is possible that one of these viewpoints might lack redundant proteins and is more
dependent on BEAF. Analysis of interactions mediated exclusively by BEAF would elucidate an
unambiguous role of BEAF in chromatin organization.

Figure 4.1. Potential BEAF sites at TAD boundaries for 4C analysis. Shown is a UCSC genome
browser snapshot of the snf viewpoint in ChrX (indicated by blue colored bar in the “SNF VP”
track). It overlaps with BEAF, CP190 and Chromator sites. This viewpoint is present in a Ddomain and the nearest TAD boundary is 30 kb away. Potential BEAF sites for 4C are shown
inside the two blue-dotted boxes. These two potential viewpoints overlap with a TAD boundary
and with other insulator binding protein sites (CP190, Chromator, CTCF, m1bp and Zw5), and are
in D-domains.
As seen in Chapter 3, the cis-interactions for all our 4C viewpoints spilled over multiple
TAD domain boundaries and ~ 60% of the total significant interactions detected by 4C were trans97

interactions. It is therefore very possible that choosing BEAF sites overlapping with a TAD
boundary will be no different than our current four viewpoints. Additionally, an interesting trend
that we noticed is that when BEAF overlaps with other insulator binding protein sites (IBPs), it
tends to be in the D-domain, whereas when BEAF is by itself, it is often in the E-domain (as seen
in Figures 1 and 2). It would be interesting to inspect the differences and similarities of the
interaction pattern of BEAF sites in the D and E domains. As D and E domains are associated with
housekeeping and developmental genes respectively, we may see different interaction profiles
between these two gene types.

Figure 4.2. Potential BEAF sites without the association with other insulator binding proteins for
4C analysis. The two BEAF sites (inside the red-dotted box) do not overlap with any of the other
insulator binding protein sites, are both in E-domains.
As mentioned in Chapter 1, CP190 is known to be associated with many different IBPs like
BEAF, dCTCF, Su(Hw), GAF, Chromator, Ibf1, Ibf2, Pita and ZIPIC. Based on our 4C results, if
the lack of dependence on BEAF of the 4C interactions that we found is due to functional
redundancy, complexes containing subsets of these proteins together with BEAF could instead be
responsible for mediating the 4C interactions we detected. Therefore, by doing 4C on exclusive
BEAF sites may help answer the functional redundancy question.
Furthermore, we could do 4C comparing wildtype Kc cells versus RNAi BEAFknockdown Kc cells or CRISPR BEAF-KO Kc cells. Alternately, we could do ChIA-PET
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(Chromatin Interaction Analysis using Paired-End Tag sequencing) to exclusively include
sequences associated with BEAF. We could also do 4C on BEAF-WT and BEAF-KO embryos.
But there are caveats for doing 4C on BEAF RNAi knockdown cells or null mutant embryos. RNAi
does not entirely eliminate the encoded protein, and even a small amount of BEAF protein might
be enough for the establishment of the interactions that 4C captures. Also, females lacking BEAF
lay very few eggs, so it would be difficult to collect embryos from these flies for 4C. Then there
is a maternal contribution of BEAF, so collecting homozygous mutant embryos from heterozygous
females is not a viable option. Additionally, if embryos are used for 4C, there will be a variety of
cell types, which adds another layer of complexity. Results from a recent study found that BEAF
RNAi did not change Hi-C contacts (Ramirez et al., 2018). So it is very possible that using different
cells, tissues and genotypes will not alter our 4C results. Nevertheless, it would be of interest to
see the types of genomic associations for BEAF sites using these different criteria.
Limitations of Genome-Wide Sequencing
With the advent of advanced techniques like 3C and 3C-based methods, a majority of
current molecular biology studies are leaning towards genome-wide high-throughput sequencing.
The optimization and analysis of a huge amount of sequencing data helps us understand the bigger
picture of chromatin organization, gene expression and gene regulation. However, although
sequencing tools are sophisticated and powerful, it is important to understand their limitations. The
4C method, which is based on 3C, utilizes the power of high-throughput sequencing to detect the
interaction partners of a region of interest at a genome-wide level. The efficiency of 4C methods
and the sequencing platform used, Ion Torrent PGM, are dependent on multiple factors. The first
being the choice of restriction enzymes used to generate 4C libraries. The 4 base pair restriction
enzymes (DpnII, NlaIII, CviQI in our case) are used to increase the sequencing resolution. It is
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crucial that the restriction digestion efficiency be greater than 75-80% as larger DNA fragments
will not amplify efficiently in the inverse PCR and emulsion PCR steps later in the protocol,
thereby, producing a quality compromised 4C library. Secondly, the 4C library must be size
selected (preferred between 200-500 bp for Ion Torrent PGM) before the samples are submitted
for high-throughput sequencing. By limiting the size of 4C library we can sequence, we are already
limiting information we can analyze from library sizes outside the preferred range.
The sequencing platform used to sequence 4C libraries has its own set of limitations (Ion
Torrent PGM in our case). After size selection, multiple 4C libraries are pooled together in
equimolar quantities and then templated to ion sphere particles (see Chapter 2 for details). In
theory, a single DNA fragment is attached to a single ion sphere particle, which is then clonally
amplified using emulsion PCR. The smaller DNA templates will attach to the ion sphere particles
better compared to bigger DNA templates. As such, libraries with smaller fragments will have
higher sequencing coverage. This is why different 4C libraries with different DNA fragment sizes
added in equimolar concentrations will end up with unequal number of sequence reads. Next, the
sequencing data obtained needs to be filtered and analyzed further. Sequences that do not have
inverse PCR primer sequences and non-unique sequences aligned to the genome are discarded
resulting in reduced number of reads, and therefore a loss of sequence information. The remaining
sequences are used to calculate significant cis- and trans- interactions. The statistical analysis suite
that we used for these calculations, fourSig, uses several user provided values to calculate
statistically significant interactions, which already limits the number of significant interactions that
fourSig can detect for a given viewpoint. Thus, because of various limitations in 4C library
preparation, sequencing of the libraries and data analysis, and the loss of genomic data, we still
get an overall snapshot of the interactions for our viewpoints in a genome-wide scale. This
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truncated information is still useful to poke and prod the possible roles of different genomic
elements in nuclear organization.
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