Abstract-Establishing secret common randomness between two or multiple devices in a network resides at the root of communication security. In its most frequent form of key establishment, the problem is traditionally decomposed into a randomness generation stage (randomness purity is subject to employing often costly true random number generators) and an information-exchange agreement stage, which relies either on public-key infrastructure or on symmetric encryption (key wrapping). In this paper, we propose a secret-common-randomness establishment algorithm for ad hoc networks, which works by harvesting randomness directly from the network routing metadata, thus achieving both pure randomness generation and (implicitly) secret-key agreement. Our algorithm relies on the route discovery phase of an ad hoc network employing the dynamic source routing protocol, is lightweight, and requires relatively little communication overhead. The algorithm is evaluated for various network parameters in an OPNET ad hoc network simulator. Our results show that, in just 10 min, thousands of secret random bits can be generated network-wide, between different pairs in a network of 50 users.
wireless receivers and simple resistors to ring oscillators and SRAM memory.
In this paper, we build upon the observation that a readilyavailable source of randomness is usually neglected: the network dynamics. Indeed, by their very nature, communication networks are highly dynamic and largely unpredictable. Their randomness is usually evident in easily-accessible networking metadata such as traffic loads, packet delays or dropped-packet rates. However, as the main focus of our work is on mobile ad-hoc networks (MANETs), the source of randomness we shall discuss in this paper is one that is specific to infrastructure-less networks: the routing information itself. Another interesting feature of the routing information, in addition to its randomness, is that it can easily be made available to the devices that took part in the routing process, but it is usually unavailable to those devices that were not part of the route. This idea opens the door to a whole new class of applications: with the proper routing protocol, the routing information could be used for establishing secret common randomness between any two devices in a mobile ad-hoc network. This common randomness could then be further processed into true common randomness, and used as secret keys.
Common randomness was pioneered in [5] - [7] , where it is shown that if two parties, Alice and Bob, have access to two correlated random variables (RVs) X and Y respectively, (in either the source or the channel models), a secret key can be established between them through public discussions and random-binning-like (e.g. hashing) operations. The key should remain secret from an adversary eavesdropper (Eve) who overhears the public discussions, and possesses side information (in the form of a third RV Z ) correlated with that available at Alice and Bob. Common-randomness-based key establishment generally consists of three phases. First, Alice and Bob have to agree on two other RVs X and Y , such
that H (X|Y ) < H (X|Z ) and H (Y |X) < H (Y |Z ),
where H (·) is the standard Shannon entropy. This part is sometimes called advantage distillation. Next, Alice and Bob (and also Eve) sample their respective random variables a large number of times, producing sequences of values. Then Alice and Bob exchange further messages (over a public channel) to agree on the same single sequence of values -this phase is the information reconciliation. Finally, because the agreedupon sequence is not completely unknown to Eve (Eve can sample her variable Z synchronously with Alice and Bob), Alice and Bob run a randomness extractor on it, to produce a secret key (a shorter sequence) which, from Eve's perspective, is uniformly distributed over its space -this is the privacy amplification phase. The ideas of [5] and [6] have been recently applied to secret key generation in wireless systems, where secure common randomness is attained by exploiting reciprocal properties of wireless channels or other auxiliary random sources in the physical layer [8] - [16] . One noteworthy observation is that, while the work of [5] - [7] considers an asymptotic approach, in practice Alice and Bob do not usually have access to large numbers of values drawn from their random variables, but rather to only one or a few values. To address this issue, [17] shows that for such single-shot scenarios, the smooth minimum entropy provides tight upper and lower bounds on the achievable size of the secret key.
In MANETs, the lack of infrastructure, the nodes' mobility and the fact that packets are routed by nodes, instead of fixed devices, have resulted in the need for specialized routing protocols, like the ad-hoc on-demand distance vector AODV routing, or the dynamic source routing (DSR) [18] . For our secret-common-randomness-extraction purposes, DSR appears to be a good candidate, and will be the object of this paper. Indeed, for generating secret common randomness between two separated nodes in the network, they must have some shared and extractable information. Among other routing protocols in ad hoc networks, DSR has this primary feature. Namely, DSR contains two main mechanisms -Route Discovery and Route Maintenance -which work together to establish and maintain routes from senders to receivers. The protocol works with the use of explicit source routing, which means that the ordered list of nodes through which a packet will pass is included in the packet header. It is sets of these routing lists that we shall show how to process into secret keys shared between pairs of nodes.
Our contributions can be summarized as follows: 1) We show that the randomness inherent in an ad-hoc network can be harvested and used for establishing secret keys between pairs of nodes that participate in the routing process. 2) We provide a very practical algorithm for establishing such secret common randomness, based on the DSR protocol, and we calculate a lower bound and an upper bound on the achievable number of shared secret bits, using an adversary's beliefs. 3) We simulate a realistic ad-hoc network in OPNET Modeler, and show that within only ten minutes, thousands of secret bits can be shared between different node pairs. The rest of this paper is organized as follows. Those parts of the DSR protocol that are essential for understanding our algorithm are examined in Section II. In Section III, we describe the system model and state our assumptions. Section IV describes our proposed key establishment algorithm. Simulation results obtained with OPNET Modeler are presented and discussed in Section V, while Section VI draws conclusions and discusses future work.
II. DYNAMIC SOURCE ROUTING
Dynamic source routing (DSR) [18] is one of the wellestablished routing algorithms for ad-hoc networks. Under this protocol, when a user (the sender) decides to send a data packet to a destination, the sender must insert the source route in a special position of the packet's header, called the DSR source route option. The source route is an ordered list of nodes that will help relay the packet from its source to its destination. The sender transmits the packet to the first node in the source route. If a node receives a packet for which it is not the final destination, the node will transmit the packet to the next hop indicated by the source route, and this process will continue until the packet reaches its destination.
To obtain a suitable source route toward the destination, a sender first searches its own route cache. The route cache is updated every time a node learns a new valid path through the network (whether or not the node is the source or the destination for that path). If no route is found after searching the route cache, the sender initiates the route discovery protocol. During the route discovery, the source and destination become the initiator and target, respectively.
As a concrete example, suppose node 1 in Figure 1 wants to send packets to node 5. Initially, node 1 does not have any route toward node 5, and thus node 1 initiates a route discovery by transmitting a single special local broadcast packet called route request. The route request option is inserted in the packet's header, following the IP header. To send the route request, the source address of the IP header must be set to the address of the initiator (node 1), while the destination address of IP header must be set to the IP limited broadcast address. These fields must not be changed by the intermediate nodes processing the route request. A node initiating a new route request generates a new identification value for the route request, and places it in the ID field of the route request header. The route request header also contains the address of the initiator and that of the target. The route request ID is meant to differentiate between different requests with the same initiator and target -it should be noted here that the same request may reach an intermediate or destination node twice, over different paths. Each route request header also contains a record listing the address of each intermediate node through which this particular copy of the route request has been forwarded. In our example, the route record initially lists only the address of the initiator node 1. As the packet reaches node 2, this node inserts its own address in the packet's route record, and broadcasts it further, and so on, until the packet reaches the target node 5, at which point its route record contains a valid route (1-2-3-4-5) for transmitting data from node 1 to node 5.
As a general rule, recent route requests received at a node should be recorded in the node's route request table -the sufficient information for identifying each request is the tuple (initiator address, target address, route request ID). When a node receives a route request packet, several scenarios can occur. First, if the node is the target, it sends a route reply packet to the initiator, and saves a copy of the route (extracted from the route request route record) in a table called the route cache. Second, if the node has recently seen another route request message from this same initiator, carrying the same id and target address, or if the node's own address already exists in the route record section of the route request packet (the same request reached the node a second time), this node discards the route request. Third, if the request is new, but the node is not the target, the node inserts its address in the packet's route record, and broadcasts the modified packet. Fourth, if a route exists to the target address in the node's route cache, the node sends the route reply.
In our example in Figure 1 , node 5 constructs a route reply packet and transmits it to the initiator of the route request (node 1). The source address in the IP header of the route reply packet is set to the IP address of the sender of the route reply (node 5). In our example, node 5 is also the target. But this need not occur. Under the DSR protocol, it is possible that an intermediate node (who is not the target of the route request) already has a path to the target in its route cache. Then it is this node that transmits the route reply back to the initiator, and it is its IP address that gets inserted in the source IP address part of the route reply packet's header. The route reply packet header also contains a route record. This route record starts with the address of the first hop after the initiator and ends with the address of the target node (regardless of whether the node that issues the route reply is the target or not). In our example, the route record contained in the route reply packet is (2, 3, 4, 5) . Including the address of the initiator node 1 in the route record would be redundant, as the address of node 1 is already included as the destination address in the IP header of the route reply packet. The combination of the route record and destination address in the IP header is the source route which the initiator will use for reaching its target. It is also noteworthy that network routes are not always bidirectional. That is, it may not always be possible for node 5 to send its route reply to node 1 using a route obtained by simply inverting the source route. In the more general case, node 5 has to search its own route cache for a route back to node 1. If no such path is found, node 5 should perform its own route discovery for finding a source route to node 1.
III. SYSTEM MODEL
Mobile ad-hoc networks (MANETs) consist of mobile nodes communicating wirelessly with each other, without any pre-existing infrastructure. We consider a bidirectional MANET employing dynamic source routing (DSR), in which the nodes (corresponding to the mobile devices of the network's users) are moving in a random fashion in a predefined area. The bidirectional network assumption is usually a practical one, especially when all the nodes in the network belong to the same class of devices (e.g. smart phones). 1 According to the route discovery protocol outlined in Section II, every single node in the network is assumed equally likely to be the initiator of a route request packet, at any given time. Furthermore, we assume that the target of any route request is uniformly distributed among the remaining nodes. Any route discovery instance will return a path through the network (the source route), of a given length. The length of a returned path is distributed according to a probability distribution that depends on all the parameters of the network. Deriving a model for this probability distribution, based on the network parameters, is outside the scope of this work. In the remainder of this paper, we shall assume that all nodes have access to such an (empirically-derived) probability distribution over the path lengths. That is, if we denote the random variable describing the length of some path r by L r , then we assume that all the nodes have access to the prior p(L r = l), for l = 2, 3, . . .. For our experiments, we run our simulation for a long time, and derive p(L r = l) by counting the paths of equal length. We also assume that all paths of the same length are equally probable. To express this notion, denote the random variable that samples a path (or a partial path) by R. Then we can write
if the length of path r is l (otherwise the probability is zero), where N l is the total number of paths of length l. This leads to
, where l r is the length of path r . Our protocol, called KERMAN runs by making each node collect in a table all the source routes that it is part of -recall that since the network is assumed to be bidirectional, a node can extract the route request ID, the initiator and the target from the route request packet, save them in a temporary table and if a route reply packet carrying a source route with the same initiator and target is observed within a pre-determined time interval, the node can associate the source route with the route request ID, and save both in a long-term table.
This mechanism brings about our security model. Since the common randomness established between two nodes by our algorithm consists of the source routes, it should be clear that several other nodes can be privy to this information. For instance, all the nodes included in a particular source route have full knowledge of this route. Moreover, it is likely that the route reply packet carrying a source route can be overheard by malicious eavesdroppers that are not part of the source route at all. Therefore, to achieve a level of security, two nodes will have to gather a large collection of source routes, such that none of the other nodes that appear in any of the source routes in this collection has access to all the routes in the collection. Unfortunately this is not enough, because it is still possible that one of the nodes, most likely a node that is part of many -though not all -routes in the collection, eavesdropped on all the remaining routes that it is not part of.
We deal with this problem by making an additional assumption: we assume that any two source routes are exchanged under independent and uniformly distributed network arrangements. That is, for the exchange (route discovery) of each source route, all the nodes in the network are distributed uniformly, and independently of other exchanges, in their predefined area. Moreover, the network remains the same for the entire duration of the route discovery and the associated data transmission. These assumptions are realistic for moderate network loads, and imply that the network nodes move around fast relative to the time between two different route discovery phases, but slow relative to the duration of a single communication session. This means that for any source route, the probability that any node which is not itself part of the route overhears the route (by overhearing a route reply or a data packet) is only a function of the network parameters. In the remainder of this section, we show how to compute the probability that an eavesdropper Eve knows a source route of which it is not part.
Denote the binary random variable encoding whether an eavesdropper Eve overhears a source route r by K Eve (r ). Then p(K Eve (r ) = 1) depends on: (a) Eve's reception radius, (b) the total area of the network (all the places where Eve could be during the communication session corresponding to source route r ), and (c) the length of the path. The computation is described in Figure 2 , where it can be observed that the worst-case scenario for a path of length l is when all the l nodes are arranged in a straight line. In this case, we can use the following worst-case approximation (obtained by first calculating the area of a circular segment): Figure 2 , where circles have radius d e Total network area
where d e is the maximum eavesdropping range (the radius of the circles in Figure 2 ), which is assumed the same for each of the nodes (all nodes transmit with the same power, using isotropic antennas), and S total is the total area of the pre-defined location where the nodes can move. Finally, for brevity of presentation in the current version of this work, two additional assumptions are made: the attackers are purely passive eavesdroppers (as attackers -otherwise, they are allowed to initiate well-behaved communication, just like any other node), and they do not collude. Dealing with active and colluding attackers is the subject of future work.
IV. PROPOSED ALGORITHM
In this section we introduce KERMAN, a KeyEstablishment algorithm based on Randomness harvested from the source routes in a MANET employing the DSR algorithm. To establish secret common randomness between two nodes in the MANET, KERMAN uses the standard sequence of three steps outlined in Section I: advantage distillation, information reconciliation and privacy amplification.
A. Advantage Distillation
To accomplish advantage distillation, every node in the network has to maintain a new table called the Selected Route Table, or SRT. The SRT contains those source routes that include that node's address, and for which the route's destination and route-reply sender do not coincide. To demonstrate how the SRT is built, we consider the following example. Take the scenario in Figure 3 , in which node 1 and 6 are the source and the destination, respectively. Since node 1 does not have any route to node 6, it generates and broadcasts a route request packet. Assume that the id of this packet is 14, which means that this is the fourteenth attempt that node 1 makes to reach node 6. Further assume that the route request first reaches node 5 over the path 1-2-3-4-5. As seen in Figure 3 , node 5 will generate the route reply from its own route cache (because we assumed that node 5 already knows how to reach node 6). The transmission path of the route reply from node 5 to node 1 is the upper path in Figure 3 (that is, 5-4-3-2-1), and is consistent with a bidirectional network. Each intermediate node that receives this route reply inserts the source route in their own SRT. The SRT has three columns dubbed RID, partial route and full route respectively. RID is a tuple that consists (Source IP, Destination IP, route request ID, route-reply-sender IP). In our scenario, nodes 1, 2, 3, 4 and 5 will all record an entry in their respective SRTs, with the RID 1-6-14-5. The intermediate nodes (2, 3 and 4) can obtain the route request ID by searching their own route request tables as discussed in Section II. The partial route field of the SRT entry identifies those other nodes that are supposed to have this particular route in their SRT -in this case, nodes 1, 2, 3, 4 and 5. The full route field is the entire route from source to destination, which will be used for data transmission It should be noted that, because node 6 did not directly hear the route request from node 1, it has no way of determining the route request ID in the RID, and this is why it cannot store this entry in its SRT, although it will most likely learn the source route from the received data packets that follow the route discovery phase. Thus, although node 6 will not use this specific route for establishing a secret key with one of its peers, when discussing the security of the established secret common randomness between two other peers sharing this route, node 6 will be considered a possible eavesdropper (i.e. node 6 will be assumed to have full knowledge of the full route). Each full route in a nodes' SRT is only available to a limited number of nodes in the network, i.e., those nodes which are included in in the source (full) route, along with some nodes who are not part of the source route but happen to overhear the route request and route reply exchange. The following proposition states that SRT entries are unique in the whole network. Its proof is intuitive and is available in [19] . Proposition 1: If two nodes have the same RID in their own SRTs, then the full routes associated with this RID in two SRTs are exactly the same.
B. Information Reconciliation
Information reconciliation is usually a complex process, involving techniques from channel or source coding, and displaying very restrictive lower bounds on the amount of information that needs to be transmitted over a public channel [17] -these bounds can often leave very little uncertainty for an eavesdropper. Fortunately, KERMAN is particularly well-suited for information reconciliation, and only requires minimal communication overhead. This is due to the fact that in KERMAN the common randomness is based on full routes, and each full route is uniquely identified, at both parties, by its RID, thus making reconciliation simpler.
Let us assume that two nodes -call them Alice and Bob for simplicity -realize that they share a large number of routes in their SRTs. For instance, Alice could first notice that Bob is part of a large number of partial routes in her SRT, and could ask Bob to perform information reconciliation, with the purpose of eventually generating a shared secret key. Upon Bob's acceptance, Alice sends him the list of RIDs corresponding to the partial routes in Alice's SRT that include the address of Bob. Bob can then verify whether he already has the received RIDs in his SRT, and can send back to Alice only those RIDs that he could not locate. The information reconciliation is now complete. Alice and Bob share a set of full routes, which constitute their common randomness.
There is but one caveat. As mentioned in Section IV-A, the RIDs consist of the tuples (Source IP, Destination IP, route request ID, route-reply-sender IP) corresponding to each route request/route reply pair. Moreover, it is possible that Alice and Bob are neither the source nor the destination, nor the route-reply sender. Thus, transmitting an RID in the clear, over a public channel, may expose up to five nodes of the route (source, destination, route-reply sender, Alice and Bob) to an eavesdropping adversary. Many practical solutions can be employed to limit the amount of information that the reconciliation leaks to potential eavesdroppers. As a starting point, several solutions are provided in [20] .
But such solutions are outside the scope of this work. Instead, we take a different approach, and provide a lower bound and an upper bound on the total number of secret bits achievable by KERMAN, network-wide. For the lower bound, we consider the case when the RIDs are indeed transmitted in the clear, while for the upper bound, we consider the case where the RIDs are transmitted while being completely protected (by some hypothetical encryption mechanism) from any potential eavesdroppers. In both scenarios, however, we assume that every node in the network can see that Alice and Bob exchange RIDs -and thus any eavesdropper knows that the identities of Alice and Bob are part of the full routes used for secret key generation. 1) The Lower Bound: RIDs Transmitted in the Clear: Some information about the full routes is known to leak from the corresponding RIDs. But exactly how much information leaks is subject to the properties of the (Alice, Bob, route, RID) tuple. More precisely, these tuples can be divided into seven types, which can then be grouped into three different groups, according to their information-leakage behavior, as shown in Table I . Group 1 consists of the cases in which the RID reveals information about a single node, in addition to Alice and Bob. Groups 2 and 3 include the cases in which the RIDs leak information about two and three nodes, respectively, in addition to Alice and Bob. In Table I , A and B stand for Alice and Bob (and are interchangeable), while X and Y represent two nodes other than A and B. For example, in Group 2, type 4, Alice is the source but destination and route replier are two distinct nodes other than Bob.
2) The Upper Bound: RIDs Completely Protected: In this case, the only information that leaks to an eavesdropper in the process of information reconciliation is that the identities of Alice and Bob have to appear in every one of the full routes, the RIDs of which are being exchanged between Alice and Bob.
C. Privacy Amplification
For the purposes of this section we shall represent the full routes as sets of node identifiers, or addresses. Alice and Bob share a list of common full routes. Now Alice and Bob can construct the set M = {m 1 , m 2 , . . . , m h } where m i (we'll call it a trimmed route) is produced from the full route r i , by removing the addresses of Alice and Bob. At this point, full routes and trimmed routes are in a one-toone correspondence. However, it is essential that the reader remembers the difference between a full route and a trimmed route.
In the next step, Alice partitions the set of trimmed routes M into several disjoint subsets M k ⊂ M of various sizes h k , such that, for any M k = {m 1,k , m 2,k , . . . , m h k ,k }, the probability that any node in the network has knowledge of all the h k trimmed routes is less than a small security parameter 1 . This means that, with probability larger than 1 − 1 , there exists at least one trimmed route in H that Eve knows nothing about -note that this is true for any identity that Eve may take (except, of course Eve cannot be Alice or Bob). It is the full route corresponding to this trimmed route (different from any node's perspective) that constitutes the randomness of the generated secret.
To extract a secret from each of the sets M k , Alice first represents all the full routes by binary strings of the same length (according to a mapping previously agreed upon by all the nodes in the network). The length of the strings is determined as the logarithm to base two of the total number of possible full routes, in a practical scenario. For example, from our simulations, we noticed that full routes are limited to 15 nodes, which means that trimmed routes are limited to 13 nodes. In a network of 50 nodes, there are thus [21] , which outputs a shorter bit string s k -the secret. The secret s k should satisfy the ( 1 , 2 )-security defined below. For the sake of completeness, we first define smooth min entropy. [17] : Let X be a random variable with alphabet X and probability distribution of P X (x), and let 3 > 0. The 3 -smooth min-entropy of X is defined as
Definition 1 Smooth Minimum Entropy From
where the maximum ranges over the 3 -ball B 3 (P X ) [17] . When 3 = 0, smooth min entropy becomes min entropy.
Definition 2:
In the context of a MANET, a piece of secret common randomness s k established between two nodes Alice and Bob is called ( 1 , 2 ) -secure if, with probability larger than 1− 1 , the secret s k is 2 -close to uniform from the perspective of any node in the network, except Alice and Bob.
It has been shown in [17] that the number of completely random bits that can be extracted from a bit sequence should be upper bounded by, but very close to, the smooth minentropy of the sequence. Thus, for the purposes of this paper, we shall only focus on the (smooth) minimum entropy of a full route, viewed from the perspective of an eavesdropper. This minimum entropy is a good indication of the number of secret random bits that can be extracted from each set M k , and can be calculated according to Definition 1, where the probability distribution is that which characterizes Eve's belief about the full route. Eve's belief depends on whether the RID is sent in clear or perfectly protected.
1) The Lower Bound: RIDs Transmitted in the Clear: When the RIDs are communicated between Alice and Bob in the clear, Eve will be able to infer some information about the corresponding full routes agreed on by Alice and Bob. In addition, the very fact that Eve did not overhear the full route can also leak some information: longer routes are more likely to have been overheard by Eve. Thus, we are primarily concerned with the probability distribution p(r |K Eve (r ) = 0, R I D(r )), where K Eve is the binary random variable encoding whether Eve knows the full route (K Eve = 1) or not (K Eve = 0), and R I D(r ) is the RID corresponding to the route r . Since we already saw that the information leaked to Eve from the RID depends on the group corresponding to the tuple (Alice, Bob, route, RID) -see Table I -and since for a specific group all routes of the same length are equally probable from Eve's perspective, we can write:
where N is the total number of nodes in the network, the random variable L r represents the length of the full route (l r is the actual length of route r ), and the denominators stand for the possible number of routes of length l r , and belonging to group i , with i ∈ {1, 2, 3}. For example in the case of group 1, the number of full routes with length l r in which Eve already knows the identities of three nodes (see Table I ) is equal to N−3 l r −3 (l r − 2)!. This is because the unknown l r − 3 nodes can be picked in N−3 l r −3 ways, and then all the nodes, except source and destination, can be arranged in (l r − 2)! ways. It now remains to compute p(L r = l r |K Eve (r ) = 0, gr oup = 1). We can write:
Now p(L r = l) is derived empirically from our simulation results, as explained in Section III, while p(gr oup = i |L r = l) can be written as:
To explain (5) consider, for example, p(gr oup = 2|L r = l r ) = p(type = 4|L r = l r ) + p(type = 5|L r = l r ) + p(type = 6|L r = l r ) (see Table I ). The three probabilities on the right hand side are all equal. Let's now look at p(type = 4|L r = l r ). Consider a given route of length l r , where the component nodes are indexed as 1 (source), . . . , l r (destination), and imagine that Alice, Bob and the route-reply node (RR) pick uniformly randomly amongst these indices, with the caveat that Alice cannot be equal to Bob. Then Finally, whether Eve has eavesdropped a certain route or not does not depend on the roles of Alice and Bob in the path, nor on the identity of the route-reply sender. So we can write the last term of (4) 
which can be computed from (1).
2) The Upper Bound (RIDs Completely Protected): When the RID is perfectly protected, the probability of a certain route, from Eve's perspective, depends solely on its length. Since all unknown routes of a given length are equally probable from Eve's perspective, we can write
where the denominator represents the number of all possible routes of length l r that contain Alice and Bob (similarly to (3)). Now we can write the right-hand of 6 side as:
In the right-hand side of (7), p(L r = l r ) is the empiricallyderived probability distribution discussed in Section III, while
3) The Partitioning Algorithm: Now the remaining question is how many subsets M k we can form. To solve this problem, for any pair of nodes we organize the full set of all trimmed routes M as a selection matrix. In the selection matrix, a row corresponds to one of the trimmed routes in M. A column corresponds to a node's address. There are 48 columns (one for each node in the MANET, except Alice and Bob). Each entry in the matrix is the probability that the node in the respective column knows the full route corresponding to the respective row. The selection matrix can be represented as follows: where a i j is the probability that node j knows full route i . For example, when node j is a part of the full route corresponding to the trimmed route i , then
, where l r is the length of route i . The partitioning algorithm consists of constructing distinct submatrices M k , each consisting of h k rows of M, such that the product of the entries in each column of M k be less than 1 . We shall informally call this property 1 -security, and we shall use the terms subset and sub-matrix interchangeably.
An optimal partition maximizes the number of sub-matrices M k with the 1 -security property. In this paper we propose a naïve partitioning algorithm. For the upper-bound scenario (perfectly protected RIDs), we build M 1 by selecting the first row in the selection matrix, and adding the next row in the selection matrix, until the columnwise product condition holds. Then we move to the next row, and start building M 2 , and so on, until we run out of rows in M.
For the lower-bound scenario (RIDs sent in the clear), we perform one more step: we append to each row of selection matrix a number which indicates the group of the corresponding RID. Since min-entropy for each group is different, and the number of extractable random bits is related to the min entropy, before applying the naïve algorithm, Alice and Bob should sort their routes based on the group number. That is, routes whose RIDs place them in groups with higher minentropy come first. Note that in a subset with routes from different groups, Alice and Bob have to consider the worstcase scenario. As a concrete example, if a subset contains routes from groups 3,3,3,2,1 and group 1 has the least min entropy, the group can only produce a number of random bits equal to the min entropy of group 1. This is due to the fact that the worst-case scenario is when an eavesdropper knows all routes, except that belonging to group 1 (recall that Alice and bob do not know who the eavesdropper might be).
V. SIMULATION RESULTS

A. Secret Length and the Secret Bit Rate
The proposed protocol has been simulated in OPNET, using the parameters indicated in Table IV . This choice of parameters results in a maximum eavesdropping range of d e = 12m. Each node sends packets to four random destinations. The number of full routes vs the full route length is shown in Figure 4 , and the empirically-derived prior p(L r = l r ) looks similar.
As we discussed earlier, the probability distribution of the unknown full route, used in calculating the min-entropy, can be obtained from (3) (for the lower bound) or from (6) (for the upper bound). These probability distributions are given in Table V . In Figure 5 we show the number of pairs of nodes that share selection matrices, versus the number of rows in these shared matrices. Clearly, the larger the number of rows in the shared selection matrix, the higher the potential for generating more shared secret bits.
The number of subsets produced by the naïve partition algorithm for the whole network is shown in Tables II and III , for 1 = 10 −3 . We also calculate the maximum achievable total network-wide number of shared random bits (between all the possible pairs in the network), B total -this is shown in the last columns of Tables II and III . Additionally, the numbers of subsets with a given size (number of rows) are shown for the whole network in Figure 6 and Figure 7 , for the lower-bound and upper-bound scenarios, respectively.
Additionally, we evaluate the secret bit rate, relative to transmission overhead. Since the routing information we use for the generation of secret bits comes free (and is normally discarded), we normalize the number of secret bits by the number of bits transmitted for the purposes of information reconciliation, as in Section IV-B. Recall that for the reconciliation of each full route, an RID is transmitted, consisting of three node addresses and a route-request ID. For a network of 50 nodes, and noticing that in our simulations the routerequest ID does not exceed the value of 500, the RID can be encoded on 3 · log 2 (50) + 9 = 26 bits. The additional packet header overhead is ignored here, because it is easily amortized -we could transmit many such RIDs in a single packet. The average subset size for the naïve algorithm in the case of unprotected RIDs is 9.53, and for protected RIDs it is 9.89. This implies an overhead transmission of 9.53 · 26 = 238.25 and 9.89 · 26 = 257.14 bits per subset, respectively. The secret bit rate, relative to transmission overhead is thus given by 1.87/238.25 = .00786 (lower bound) and 10.66/257.14 = .0414 (upper bound) secret bits per bit of overhead.
B. The Effects of Speed and Transmission Range
1) The Effects of Node Speed: To see the effect of the nodes' speed in the number of achieved random bits, we have simulated two additional networks, with the same parameters as those in Table IV , except with node speeds distributed uniformly over (1, 1.5)m/s and over (1.5, 2)m/s, respectively. Based on our simulation results, the numbers of full routes of any length in the whole network, for speeds chosen as uni f orm(0.5, 1) (the original network), uni f orm(1, 1.5) and uni f orm(1.5, 2) were respectively 14544, 18768 and 19900. For fully-protected RIDs, the minimum entropies (or the numbers of secret bits that can be extracted from a full route unknown by the eavesdropper), are 10.66, 10.61 and 10.67, respectively. For the case when the RIDs are sent in the clear, the min entropies corresponding to different groups are given in Table VI .
The increase in the number of route requests being generated at the whole network level with the increase of the nodes' speeds is expected, since higher node speeds result in an increased number of broken links -therefore, nodes have to send new discovery packets for finding new paths. On the other hand, the increase in the number of paths of a given length is roughly proportional to the original number of paths, thus leading to roughly the same minimum entropy values.
The number of achieved random bits, along with the number of subsets in the whole network are shown in Tables VII and VIII for 1 = 10 −3 . Not surprisingly, the total network-wide number of achieved shared secret bits (between any pairs of nodes) also increases with the node speeds.
2) The Effects of Transmission Range: In the following, we explore the effect of the wireless node range in the number of attained random bits. To perform this experiment, we simulate networks with the same parameters as those in Table IV , except with different wireless node ranges: 3, 6, 9, 12 and 15 meters. The number of secret random bits per subset in the case of fully-protected RIDs, for wireless ranges 3, 6, 9, 12 and 15 meters, are 8.49, 9.45, 10.28, 10.66 and 10.25 bits respectively. In the case of RIDs sent in the clear, the entropy for each group in above the ranges is shown in Table IX . The total number of secret random bits, along with the number of subsets in the whole network is shown in Tables X and XI for 1 = 10 −3 in the case of protected and clear RID respectively.
Based on simulation results, the number of full routes of any length in the whole network for these five ranges (3, 6, 9, 12 and 15 meters) are respectively 852, 2815, 8984, 14544 and 21648. When the transmission range increases, the nodes can establish communication links more easily, causing an increase in the number of full routes, and hence in the number of shared secret bits. On the other hand, by increasing the transmission range, an eavesdropper can get information about routes more easily. It is therefore expected that the number of shared secret bits decreases as the transmission range keeps increasing beyond a certain point. For example when the range is 50m, the eavesdropper will overhear any route. Due to the large file sizes associated with the simulation of larger transmission ranges, we cannot present these results in the current version of the paper. We have shown that the randomness inherent in an adhoc network can be harvested and used for establishing shared secret keys. For practical network parameters, we have demonstrated that after only ten minutes of use, thousands of shared secret bits can be established between various pairs of nodes.
The number of achievable shared secret bits can be further increased by devising a more efficient partition algorithm for the generation of full-route subsets with the 1 -security property, instead of the proposed naïve algorithm used in this paper.
Future work will analyze a security model where a certain number of adversaries can collude and/or actively interfere with the protocols. In addition, although this paper focuses on the routing information circulated by DSR, other types of randomness, in more general settings, can be exploited -such as the network's connectivity or traffic load.
