Cohomotopy invariants and the universal cohomotopy invariant jump formula by Okonek, C & Teleman, A
University of Zurich
Zurich Open Repository and Archive
Winterthurerstr. 190
CH-8057 Zurich
http://www.zora.uzh.ch
Year: 2008
Cohomotopy invariants and the universal cohomotopy invariant
jump formula
Okonek, C; Teleman, A
Okonek, C; Teleman, A (2008). Cohomotopy invariants and the universal cohomotopy invariant jump formula.
Journal of Mathematical Sciences (Tokyo), 15(3):325-409.
Postprint available at:
http://www.zora.uzh.ch
Posted at the Zurich Open Repository and Archive, University of Zurich.
http://www.zora.uzh.ch
Originally published at:
Journal of Mathematical Sciences (Tokyo) 2008, 15(3):325-409.
Okonek, C; Teleman, A (2008). Cohomotopy invariants and the universal cohomotopy invariant jump formula.
Journal of Mathematical Sciences (Tokyo), 15(3):325-409.
Postprint available at:
http://www.zora.uzh.ch
Posted at the Zurich Open Repository and Archive, University of Zurich.
http://www.zora.uzh.ch
Originally published at:
Journal of Mathematical Sciences (Tokyo) 2008, 15(3):325-409.
Cohomotopy invariants and the universal cohomotopy invariant
jump formula
Abstract
Starting from ideas of Furuta, we develop a general formalism for the construction of cohomotopy
invariants associated with a certain class of $S^1$-equivariant non-linear maps between Hilbert bundles.
Applied to the Seiberg-Witten map, this formalism yields a new class of cohomotopy Seiberg-Witten
invariants which have clear functorial properties with respect to diffeomorphisms of 4-manifolds. Our
invariants and the Bauer-Furuta classes are directly comparable for 4-manifolds with $b_1=0$; they are
equivalent when $b_1=0$ and $b_+>1$, but are finer in the case $b_1=0$, $b_+=1$ (they detect the
wall-crossing phenomena). We study fundamental properties of the new invariants in a very general
framework. In particular we prove a universal cohomotopy invariant jump formula and a multiplicative
property. The formalism applies to other gauge theoretical problems, e.g. to the theory of gauge
theoretical (Hamiltonian) Gromov-Witten invariants.
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15 (2008), 325–409.
Cohomotopy Invariants and the Universal
Cohomotopy Invariant Jump Formula
By Christian Okonek and Andrei Teleman
Abstract. Starting from ideas of Furuta, we develop a general
formalism for the construction of cohomotopy invariants associated
with a certain class of S1-equivariant non-linear maps between Hilbert
bundles. Applied to the Seiberg-Witten map, this formalism yields a
new class of cohomotopy Seiberg-Witten invariants which have clear
functorial properties with respect to diﬀeomorphisms of 4-manifolds.
Our invariants and the Bauer-Furuta classes are directly comparable
for 4-manifolds with b1 = 0; they are equivalent when b1 = 0 and
b+ > 1, but are ﬁner in the case b1 = 0, b+ = 1 (they detect the
wall-crossing phenomena).
We study fundamental properties of the new invariants in a very
general framework. In particular we prove a universal cohomotopy
invariant jump formula and a multiplicative property. The formalism
applies to other gauge theoretical problems, e.g. to the theory of gauge
theoretical (Hamiltonian) Gromov-Witten invariants.
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1. Introduction
1.1. Motivation
The goal of this article is to develop a general formalism for the construc-
tion of cohomotopy invariants associated with a certain class of non-linear
maps between Hilbert bundles. The main example we have in mind is the
Seiberg-Witten map, but the formalism applies to other interesting classes
of maps related to gauge theoretical problems as well.
The ﬁrst stable-homotopy Seiberg-Witten invariants have been intro-
duced independently by M. Furuta and S. Bauer. Furuta ﬁrst used “ﬁ-
nite dimensional approximations” of the monopole map in his work on the
11/8 conjecture [Fu1], and then introduced a class of reﬁned Seiberg-Witten
invariants (called “stable homotopy version of the Seiberg-Witten invari-
ants”) in a geometric, non-formalized way in [Fu2]. In this preprint Fu-
ruta acknowledges independent work by Bauer [B3]. According to Furuta,
the new invariants belong to a certain inductive limit of sets of homotopy
classes of maps associated with “ﬁnite dimensional approximations” of the
Seiberg-Witten map. The structure and the functorial properties of this
inductive limit (with respect to diﬀeomorphisms between 4-manifolds) have
not been worked out in this article. A precise version of the new invari-
ants has been introduced later by Bauer-Furuta in [BF]: the Bauer-Furuta
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classes belong to certain stable cohomotopy groups associated with a pre-
sentation (E,F ) of the K-theory element ind(D) deﬁned by a ﬁxed Spinc-
structure. This element ind(D) belongs to the K-theory group K(B), where
B = H1(X; R)/H1(X; Z) is the Picard group of the base manifold X.
In this article we propose a diﬀerent construction of cohomotopy invari-
ants which has the following advantages: Our construction yields a larger
class of invariants, which are well deﬁned in all cases, are always ﬁner than
the classical invariants, and have clear functorial properties. In order to
explain the advantages of the new formalism in a non-technical way, we
consider again the Seiberg-Witten case.
It is well known that the Seiberg-Witten map µ can be regarded as
an S1-equivariant bundle map between Hilbert bundles over the torus B
(see [BF] and section 3.4 of this article). We ﬁrst choose the perturbing
form in the second Seiberg-Witten equation in the “bad way”, i.e. such
that the equations have reducible solutions (solutions with trivial spinor
component); we make this “bad choice” even in the case b+(X) > 1! In
“classical” Seiberg-Witten theory one perturbs the second Seiberg-Witten
equation using a nontrivial self-dual harmonic form κ ∈ iH+\{0}, and gets a
new map µκ which deﬁnes a moduli space which does not contain reductions.
Instead of a constant perturbation κ, we consider a map κ : B → iH+ \{0},
and perturb the Seiberg-Witten map µ (regarded as bundle map over B)
using this map. The associated invariant will depend on the homotopy class
[κ] ∈ [B,S(iH+)]. This leads to the following questions:
(1) Does one obtain new invariants in this way?
(2) If so, does one have a universal cohomotopy invariant jump formula,
i.e. a formula which describes the jump of the cohomotopy invariant
when one passes from one homotopy class to another?
(3) Use again constant perturbation forms κ, but let κ vary in the sphere
S(iH+) and regard the obtained map µ˜ as an S1-equivariant bundle
map over the larger basis B×S(iH+). Does this universal perturbation
µ˜ yield more diﬀerential topological information than the individual
perturbations µκ? If not, express the cohomotopy invariant associated
with µ˜ in terms of the invariant associated with µκ and topological
invariants of X.
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These questions are interesting as soon as b1 ≥ b+ − 1 (even for b+ > 1!)
and they are also interesting for the classical invariant, because for non-
constant perturbations κ one gets new Seiberg-Witten type moduli spaces.
The universal wall-crossing formula [LL], [OO], [OT] for the full Seiberg-
Witten invariant1 should be a formal consequence of a universal cohomotopy
invariant jump formula. These questions will be completely answered in this
article.
Another motivation for proposing a new formalism was the need to
have well deﬁned invariants, with clear functorial properties. Recall that
the classical full Seiberg-Witten invariant can be regarded as an element
of [∧∗H1(X,Z)]Spinc(X), where Spinc(X) denotes the torsor of equivalence
classes of Spinc(4)-structures. Therefore this invariant belongs to a group
which is obviously functorial with respect to pairs (h, θ) consisting of an
orientation preserving homotopy equivalence h : X → X ′, and a bijec-
tion θ : Spinc(X ′) → Spinc(X) which is compatible with the Chern class
maps Spinc(X) → H2(X,Z), Spinc(X ′) → H2(X ′,Z) and the H2(X,Z),
H2(X ′,Z)-actions on the two sets. Such a pair will be called a Spinc-
homotopy equivalence. We will say that an assignement X → G(X) ∈ Ab
is topologically functorial on the category of smooth 4-manifolds if it is func-
torial with respect to Spinc-homotopy equivalences. It is natural to require
that the reﬁned Seiberg-Witten invariant belongs to a group G(·) which is
topologically functorial, as it is the case for the classical invariant. In other
words, we want the group to which the invariant belongs to have much
stronger functorial properties than the invariant itself. This is important for
practical reasons; for instance, if one wants to classify the Spinc-homotopy
equivalences X → X which are realized by diﬀeomorphisms, one will essen-
tially need the topological functoriality of the group to which the invariant
belongs.
The deﬁnition of the stable cohomotopy group used in [BF] depends on
the choice of a presentation (E,B×Cn) of ind(D) ∈ K(B) (see [BF] p. 8-9).
Since in general such a presentation has homotopically non-trivial automor-
phisms, the obtained cohomotopy groups cannot be regarded as invariants
of the K-theory element ind(D) ∈ K(B). This makes it diﬃcult to control
1The full Seiberg-Witten invariant [OT] deﬁnes elements in Λ∗(H1(X; Z)). The nu-
merical Seiberg-Witten invariant (the original invariant introduced by Witten) is the
degree 0 term of the full invariant.
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the functorial properties of the Bauer-Furuta stable cohomotopy groups as
deﬁned in [BF] with respect to homeomorphisms (or even diﬀeomorphisms)
of 4-manifolds, and to understand in which sense the constructed class is
well deﬁned.
Using Segal cocycles instead of ﬁnite rank presentations ([BF] p. 7-8)
does not remove the problem, because of monodromy phenomena in the
space of Segal cocycles2. A similar diﬃculty concerns the concept “Thom
spectrum of a virtual bundle”, used by Bauer-Furuta (see [BF] p. 8) and
other authors in order to give a geometric interpretation of the Bauer-Furuta
classes. One can indeed associate a Thom spectrum to a ﬁxed presentation
(E,B × Cn) of a K-theory element x ∈ K(B), but unfortunately not to x
itself. For 4-manifolds with b1 = 0, the Bauer-Furuta class gives a well de-
ﬁned invariant, which can easily be identiﬁed with the image of our invariant
under a boundary morphism of cohomotopy groups. The two invariants are
equivalent when b1 = 0, b+ > 1.
Note that an elegant construction described by Furuta [Fu3] leads to
a well-deﬁned invariant belonging to a group which is C∞-functorial for
arbitrary b1 and b+ > 1. Furuta uses the universal family of Dirac operators
associated with a metric and a class of Spinc-structures c ∈ Spinc(X) in
order to remove the ambiguity in the choice of a Spinc-structure τ ∈ c and
get a well-deﬁned Segal cocyle. We will explain this formalism in section
3.4.
Our new point of view has the following advantages:
(1) The new cohomotopy Seiberg-Witten invariants are ﬁner than the full
classical Seiberg-Witten invariants in all cases, including the case of
manifolds with b1 ≥ b+−1 and including the invariants associated with
non-constant perturbations κ : B → iH2+\{0}. In the case b1 ≥ b+−1
we prove a universal cohomotopy invariant jump formula; the universal
wall-crossing formula for the classical invariant is a formal consequence
of this result.
(2) Our invariant belongs to a cohomotopy group which is intrinsically
2Contrary to what is often stated in the literature, the space of possible Dirac op-
erators associated with a ﬁxed equivalence class of Spinc-structures is not contractible
(see section 3.4). So even if one considers only Spinc-Dirac operators, one does not get a
contractible space of Segal cocycles.
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associated with the base 4-manifold, and is topologically functorial in
the sense explained above.
Remark. An interesting development in cohomotopy Seiberg-Witten
theory concerns invariants deﬁned for families of 4-manifolds parameterized
by a compact space [Fu2]. Most parts of our construction generalize imme-
diately to this situation; note however that in the family case the map κ
above has to be replaced by a section of a certain sphere bundle.
1.2. Summary of results
In the ﬁrst section we construct a graded cohomotopy group associated
with a K-theory element x ∈ K(B). To every representative (E,F ) ∈ x
we associate the graded group S1α
∗
B(S(E)+B, F
+
B ), where S1α
∗
B(·, ·) stands
for an S1-equivariant stable cohomotopy group functor on the category of
pointed S1-spaces over B; it is obtained by stabilizing with spaces of the
form (η⊕ξ0)+B, where η is a complex, and ξ0 a real vector bundle. Note that
we do not use all characters of S1 in the stabilizing process; for this reason we
do not use the standard notation S1ω
∗
B found in the literature [CJ]. We deﬁne
α∗(x) to be the inductive limit of the graded groups S1α∗B(S(E)+B, F
+
B ) with
respect to the category T (x) of representatives (E,F ) of x. Since T (x) is
not a small ﬁltering category (see [AM], and section 5.1 below), this limit
cannot be obtained using the classical construction. It will be constructed
in two steps: First we stabilize the graded group S1α
∗
B(S(E)+B, F
+
B ) with
respect to standard representative enlargements (E,F ) → (E ⊕ U,F ⊕ U),
and we obtain a new graded group αˆ∗(E,F ), which still depends on the ﬁxed
pair (E,F ). The groups αˆ∗(E,F ), αˆ∗(E′, F ′) deﬁned by two representatives
(E,F ), (E′, F ′) of x are non-canonically isomorphic. The group α∗(x) will
be the quotient of αˆ∗(E,F ) by the equivalence relation generated by the
inductive limit of the automorphism groups Aut(E⊕U)×Aut(F ⊕U). We
give an explicit description of α∗(x) as a quotient of the group αˆ∗(E,F )
associated with any representative (E,F ) by the action of the image of
the J-homomorphism S1J : K
−1(B) → S1α0(B)× in the group of units
S1α
0(B)× of the ground ring S1α0(B) := S1α0B(B+B, B+B). In other words,
we are able to control the eﬀect of bundle automorphisms in our inductive
limit and we obtain a graded group which is intrinsically associated with
the K-theory element x. We believe that this construction is of independent
interest from the point of view of homotopy theory.
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A way to understand the role of the graded group α∗(x) is the following:
Because of the presence of homotopically non-trivial bundle automorphisms,
one cannot deﬁne the projectivization P(x) of a K-theory element x ∈ K(B)
(neither in the category of topological spaces nor in the category of spectra).
The graded group α∗(x) plays the role of what should be the cohomotopy
group of a formal projectivization of the K-theory element x.
In the second section we ﬁrst introduce a distinguished class of non-linear
maps µ between Hilbert bundles over a compact base B. The C-linear part
of the linearization of such a map µ at the zero section is a linear Fredholm
operator, so it deﬁnes a K-theory element x ∈ K(B). The goal of the section
is the construction of an invariant {µ} ∈ α∗(x). This invariant is constructed
using ﬁnite dimensional approximations of the map µ. In order to get these
approximations we make use of the retractions ρA : A+ \ S(A⊥) → A+
associated with ﬁnite dimensional subspaces A of a Hilbert space A, as in
[BF]. This method to construct ﬁnite dimensional approximations applies
to a very large class of non-linear maps, whereas Furuta’s original method
based on L2-orthogonal projections on direct sums of eigenspaces (see [Fu2])
is limited to maps whose linearizations are elliptic diﬀerential operators.
The main diﬀerence between our deﬁnition and the construction of the
Bauer-Furuta classes given in [BF], is that
(1) our construction uses only spaces ﬁbered over the baseB. In particular
we avoid using Thom spaces,
(2) we treat the real and the complex summands in our ﬁnite dimensional
approximations separately.
Therefore, from this point of view, our construction is closer to the orig-
inal ideas of Furuta [Fu2]. Having the ﬁnite dimensional approximation,
a representative of the invariant is an element in a group of the form
S1α
∗
B(S(E)+B, F
+
B ) obtained by a simple geometric construction, which we
call the cylinder construction3. The class obtained in this way carries more
information than the one deﬁned in [BF]. In 3.4 we show that the Seiberg-
Witten map associated with a Spinc-structure τ on a Riemannian 4-manifold
3After completing the ﬁrst version of this article we found out about the results [C]
on Leray-Schauder index theory. Under the assumption that the group-action is free on
a neighborhood of the zero-set of the vector ﬁeld, one can deﬁne a reﬁnement of the
usual Poincare´-Hopf vector ﬁeld index, which is probably related to our reﬁnement of the
Bauer-Furuta class.
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M with b+(M) > 0 yields a non-linear Fredholm map swκ (depending on a
twisting map κ : B = H1(X; R)/H1(X; Z) → iH2+ \ {0}) which belongs to
our distinguished class of maps. Hence the general theory applies and yields
a cohomotopy Seiberg-Witten invariant {swκ} ∈ αb+(M)−1(ind(D)), which
only depends of the homotopy class of κ. Our construction of the bundle
map swκ is diﬀerent from and somewhat simpler than the one given in [BF].
In this section we also explain why the space of Dirac operators associated
with a ﬁxed equivalence class of Spinc-structures is not contractible, so there
is no way to distinguish a contractible class of Segal cocycles deﬁning the
K-theory element ind(D). This makes clear why the cohomotopy groups
deﬁned in [BF] (which depend essentially on the choice of a Segal cocycle)
cannot be regarded as intrinsic (functorial) invariants of the base manifold.
In the third section we prove several fundamental properties of the in-
variant {µ} ∈ α∗(x) in our general, abstract framework:
(1) We study the image of our invariant under the Hurewicz morphism,
and we prove that the Poincare´ dual of this image can be identiﬁed
with the virtual fundamental class of the vanishing locus. In other
words, the full homology invariant associated with the virtual fun-
damental class of the “moduli space” (i.e. the S1-quotient of the
vanishing locus of µ) can be identiﬁed with the Hurewicz image of
the cohomotopy invariant. Moreover, the Hurewicz morphism is an
isomorphism when the “expected dimension” vanishes.
(2) We prove a formal universal cohomotopy invariant jump formula for
our reﬁned cohomotopy invariants.
(3) We prove a general product formula for the invariant {µ1 × µ2} as-
sociated with a product of maps; in this formula we allow one of the
factors to have zeros on the S1-ﬁxed point locus. When both factors
are nowhere vanishing on their ﬁxed point loci, we prove a vanishing
result for the Hurewicz image of the invariant.
Specialized to the Seiberg-Witten map, these properties automatically
yield important results for the new cohomotopy Seiberg-Witten invariants.
The ﬁrst result shows that the cohomotopy Seiberg-Witten invariant
is a reﬁnement of the classical full Seiberg-Witten invariants in all cases.
Combined with the second property, this also yields a universal invari-
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ant jump formula for the full classical Seiberg-Witten invariant in the case
b1(X) ≥ b+(X)− 1.
The vanishing result in (3) reproves the classical vanishing theorem for
the Seiberg-Witten invariant of a direct sum in the case where both sum-
mands Xi have b+(Xi) > 0.
The third result provides the topological formalism for proving a formula
for the cohomotopy invariant of a connected sum of two 4-manifolds, even
in the case when one term of the sum has b+ = 0. The analytic techniques
required for this general gluing formula are not discussed in this article.
Acknowledgment . The ﬁrst author would like to thank Tammo tom
Dieck for useful and interesting discussions at the beginning of this project.
The second author is indebted to Mikio Furuta for useful discussions and for
explaining the construction of the “universal Seiberg-Witten map” described
in section 3.4.
2. Cohomotopy Groups Associated with Elements in K(B)
2.1. Deﬁnition of S1α
∗
B(X,Y )
Let B be a compact topological space endowed with the trivial S1-action.
Let CB be the category deﬁned in the following way: the objects of CB are
vector bundles over B of the form
ξ = η ⊕ ξ0 ,
where η is a complex vector bundle endowed with the standard S1-action
and ξ0 is a real vector bundle endowed with the trivial S
1-action; for two
objects ξ = η⊕ξ0, ξ = η′⊕ξ′0 a morphism ν : ξ → ξ′ is a pair (i, ζ) consisting
of an S1-equivariant bundle embedding i = ι⊕i0 : ξ → ξ′ and a complement
ζ = ν ⊕ ζ0 of i(ξ) in ξ′. Composition of morphisms is deﬁned in a natural
way. A morphism u = (i, ζ) : ξ → ξ′ deﬁnes a push-forward morphism
A(u) : A(ξ) → A(ξ′), where A(ξ) := A(η)×A(ξ0) is the automorphism group
of ξ. We obtain in this way a functor A : CB → Gr. In the terminology of
section 5.1, the pair (CB, A) is a category with automorphism push-forward.
Let X → B, Y → B be two pointed S1-spaces over B. The assignment
ξ → S1π0B(X ∧B ξ+B , Y ∧B ξ+B)
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(where S1π
0
B(X,Y ) stands for the set of homotopy classes of S
1-equivariant
base point preserving maps over B) is functorial with respect to morphisms
in CB: for a morphism u = (i, ζ) : ξ → ξ′, the push-forward class u∗([f ]) is
deﬁned using i ◦ f ◦ i−1 on i(ξ) and idζ on its complement ζ. Therefore this
assignment deﬁnes a functor S1π
0
B(X ∧B ·, Y ∧B ·) : CB → Sets. It is not
clear at all that an inductive limit of this functor exists, because Ob(CB) is
neither a ﬁltering nor a small category (see section 5.1).
Proposition 2.1. Let ξ = η ⊕ ξ0 ∈ Ob(CB), a = (α, a0) ∈ A(ξ), and
u = (i, ζ) the standard morphism η ⊕ ξ0 = ξ → ξ˜ := (η ⊕ η) ⊕ (ξ0 ⊕ ξ0)
deﬁned by (y, x) → ((y, 0), (x, 0)). For every [f ] ∈ S1π0B(X ∧B ξ+B , Y ∧B ξ+B)
one has
u∗(a∗([f ]) = u∗([f ]) .
Proof. Identifying ξ˜ with ξ ⊕ ξ one can write u∗(a∗[f ]) = [g] where g
is the composition
(idX ∧B [a⊕ idξ]+B) ◦ (f ∧B idξ+B ) ◦ (idX ∧B [a
−1 ⊕ idξ]+B) : X ∧B [ξ ⊕ ξ]+B
→ Y ∧B [ξ ⊕ ξ]+B.
Let Rt be the automorphism of ξ ⊕ ξ deﬁned by the matrix
rt :=
(
cos(tπ2 ) − sin(tπ2 )
sin(tπ2 ) cos(t
π
2 )
)
.
For an automorphism b of ξ note that rt ◦ (b⊕ idξ)◦ r−1t deﬁnes a homotopy
between b⊕ idξ and idξ ⊕ b. This shows that g is homotopic to the map
g′ := (idX ∧B [idξ ⊕ a]+B) ◦ (f ∧B idξ+B ) ◦ (idX ∧B [idξ ⊕ a
−1]+B) = f ∧B idξ+B
which is a representative of the class u∗([f ]). 
We deﬁne the stable cohomotopy group S1α
0
B(X,Y ) by
S1α
0
B(X,Y ) := lim−→
(n,m)∈N2
S1π
0
B(X ∧B [Cn ⊕ Rm]+B, Y ∧B [Cn ⊕ Rm]+B) .
In this formula and in the rest of the paper we use the notation V for the
trivial bundle B × V over the base B. This inductive limit has a natural
Abelian group structure (see [CJ] p. 168 for the non-equivariant case).
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Proposition 2.2. The functor S1π
0
B(X ∧B ·, Y ∧B ·) : CB → Sets
admits an inductive limit, which can be identiﬁed with S1α
0
B(X,Y ).
Proof. Let N 2 be the small category associated with the ordered
set (N × N,≤) and consider the functor Θ : N 2 → CB which assigns to
a pair (n,m) the trivial bundle Cn ⊕ Rm over B, and to an inequality
(n,m) ≤ (n′,m′) the standard morphism between the corresponding trivial
bundles. Using the terminology of section 5.1, N is a small ﬁltering category,
and Θ is a coﬁnal functor fromN to the category (CB, A), which is a category
with automorphism push-forward. By deﬁnition S1α
0
B(X,Y ) is just the
limit of the composed functor S1π
0
B(X ∧B ·, Y ∧B ·) ◦Θ. On the other hand,
Proposition 2.1 shows that the functor S1π
0
B(X ∧B ·, Y ∧B ·) satisﬁes the
“trivial stable actions” axioms TSA, ΘSA. The result follows therefore from
Proposition 5.11 in section 5.1. 
Note that Proposition 2.2 implicitly yields a canonical map
cξ : S1π
0
B(X ∧B ξ+B , Y ∧B ξ+B) → S1α0B(X,Y )
for every ξ ∈ O(CB), such that the system (cξ)ξ∈O(CB) satisﬁes the universal
property of the inductive limit.
As in the non-equivariant case we put
S1α
p
B(X,Y ) := S1α
0
B(X ∧B (RN )+B, Y ∧B (RN+p)+B) (N, N + p ≥ 0) .
Each S1α
p
B(X,Y ) is a bimodule over the ring
S1α
0(B) := S1α
0(B+, S
0) = S1α
0
B(B+B, B+B) ,
and S1α
∗
B(X,Y ) := ⊕p∈Z S1αpB(X,Y ) is a graded bimodule over the graded
ring S1α
∗(B) = ⊕S1αp(B), where
S1α
p(B) := S1α
p(B+, S
0) = S1α
0(B+, S
p) .
Right and left multiplication with elements in S1α
0(B) coincide (see [CJ] p.
172).
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Remark 2.3. In the special case when Y is of the form Y = ζ+B with
ζ ∈ CB, one has a canonical identiﬁcation
S1α
0
B(X, ζ
+
B ) = S1α
0
(
X ∧B [ζ ′]+B/∞ , V +
)
,
where ζ ⊕ ζ ′ = V , and V has the form Ck ⊕Rl. In the terminology of [BF]
the latter group is a stable cohomotopy group formed with respect to the
universum generated by the S1-representations C and R.
2.2. The computation of S1α
k(B+, V
+)
Let S1 → O(V ) be an orthogonal representation of S1. Our next goal
is the computation of the group S1α
k(B+, V
+) for k ≥ 0. In particu-
lar, we obtain explicit descriptions of the positive summands S1α
k(B) =
S1α
0(B+, [R
k]+) of the graded ring S1α
∗(B).
Replacing V by V ⊕ Rk, we can reduce the problem to the case k = 0.
One has
S1α
0(B+, V
+) = lim−→
(n,m)∈N2
[
B+ ∧ [Cn ⊕ Rm]+, V + ∧ [Cn ⊕ Rm]+
]S1
0
,
where [·, ·]S10 stands for the set of homotopy classes of S1-equivariant maps
between two pointed S1-spaces.
According to Hauschild’s splitting theorem (Satz 3.4 in [H]) there is a
natural identiﬁcation
[
B+ ∧ [Cn ⊕ Rm]+, [V ⊕ Cn ⊕ Rm]+
]S1
0
(1)
=
[
B+ ∧ [Rm]+, [V S1 ]+ ∧ [Rm]+
]
0
×
[
B+ ∧
[
[Cn ⊕ Rm]+/
[Rm]+
]
, V + ∧ [Cn ⊕ Rm]+
]S1
0
,
where the projection on the ﬁrst factor is given by restriction to the ﬁxed
point set. There exists a homeomorphism of S1-spaces
[Cn ⊕ Rm]+/
[Rm]+
≈ S(Cn)+ ∧ Sm+1 .
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Indeed, one has
[Cn ⊕ Rm]+/
[Rm]+
≈ S(Cn ⊕ Rm+1)/
S(Rm+1)
≈ S(Cn)×D(Rm+1) ∪D(Cn)× S(Rm+1)/
D(Cn)× S(Rm+1)
≈ S(Cn)+ ∧ Sm+1 .
Using the natural identiﬁcation
B+ ∧ [S(Cn)+ ∧ Sm+1] ≈ S(Cn)+ ∧ [B+ ∧ Sm+1]
≈ S(Cn)× [B+ ∧ Sm+1]/S(Cn)× {∗}
and denoting by V˜n the associated bundle S(C
n)×S1 V over P(Cn) we ﬁnd[
B+ ∧
[
[Cn ⊕ Rm]+/
[Rm]+
]
, V + ∧ [Cn ⊕ Rm]+
]S1
0
∼=
∼=
[
S(Cn)× [B+ ∧ Sm+1]/
S(Cn)× {∗}, V + ∧ [Cn ⊕ Rm]+
]S1
0
∼=
∼= S1π0S(Cn)
(
S(Cn)× [B+ ∧ Sm+1], S(Cn)× [V ⊕ Cn ⊕ Rm]+
) ∼=
∼= π0P(Cn)
(
P(Cn)× [B+ ∧ Sm+1], [V˜n ⊕OP(Cn)(1)⊕n ⊕ Rm]+P(Cn)
) ∼=
∼= π0P(Cn)
([
P(Cn)× [B+ ∧ S1]
] ∧P(Cn) Sm],
[V˜n ⊕OP(Cn)(1)⊕n]+P(Cn) ∧P(Cn) Sm
)
.
The limit over m of this set is
ω0P(Cn)
(
P(Cn)× [B+ ∧ S1], [V˜n ⊕OP(Cn)(1)⊕n]+P(Cn)
)
.
Now note that
V˜n ⊕ C⊕ TP(Cn) ∼= V˜n ⊕OP(Cn)(1)⊕n .
Therefore, applying the duality isomorphism given in Proposition 12.41 [CJ]
to the map π : P(Cn) → {∗}, one gets
ω0P(Cn)
(
P(Cn)× [B+ ∧ S1], [V˜n ⊕OP(Cn)(1)⊕n]+P(Cn)
)
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∼= ω0(B+ ∧ S1, π∗([V˜n ⊕ C]+P(Cn)))
∼= ω0(B+ ∧ S1, T (V˜n ⊕ C)) ∼= ω0(B+ ∧ S1, T (V˜n) ∧ S2)
∼= ω0(B+, T (V˜n) ∧ S1) ,
where T (·) stands for the Thom space functor. This shows that
lim−→
(n,m)∈N2
[
B+ ∧
[
[Cn ⊕ Rm]+/
[Rm]+
]
, V + ∧ [Cn ⊕ Rm]+
]S1
0
∼= ω0(B+, T (ES1 ×S1 V ) ∧ S1)
where ES1 ×S1 V is the vector bundle associated with the universal S1-
bundle ES1 → BS1 = P∞ and the ﬁber V . Using formula (1) we obtain
the following
Proposition 2.4. One has a natural group isomorphism
S1α
0(B+, V
+) ∼= ω0(B+, [V S1 ]+)× ω0(B+, T (ES1 ×S1 V ) ∧ S1) ,(2)
where the projection on the ﬁrst factor is given by restriction to the ﬁxed
point set. In particular
S1α
k(B) ∼= ωk(B)× ωk(B+,P∞+ ∧ S1) .
Remark 2.5. The second summand in the decomposition
S1α
0(B) ∼= ω0(B)× ω0(B+,P∞+ ∧ S1)
is called “the free summand” in [CK]. The projection S1α
0(B) → ω0(B) is
given by restriction to the ﬁxed point set, hence it is a ring homomorphism.
Therefore the free summand ω0(B+,P
∞
+ ∧ S1) is an ideal of S1α0(B), and
one has a natural ring isomorphism
ω0(B)  S1α0(B)/
ω0(B+,P
∞
+ ∧ S1) .
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Corollary 2.6. Suppose that B is a ﬁnite CW complex. Restriction
to the ﬁxed point set deﬁnes an isomorphism
lim−→
N∈N
S1α
k(B+, [C
N ]+)
∼=−→ ωk(B) .
Proof. Indeed, taking V = CN ⊕ Rk, the second summand in (2) is:
ω0(B+, T (ES
1 ×S1 [CN ⊕ Rk+1]))
= lim−→
l∈N
π0(B+ ∧ [Rl]+, T (ES1 ×S1 [CN ⊕ Rk+1+l]))
Recall that the Thom space of a real vector bundle of rank r over a CW
complex X admits a CW decomposition consisting of a single 0-dimensional
cell and cells of dimension ≥ r. Therefore, for N suﬃciently large any map
B+ ∧ [Rl]+ → T (ES1 ×S1 [CN ⊕ Rk+1+l]) is homotopically trivial. 
2.3. The groups α∗(x) associated with an element x ∈ K(B)
Fix an element x ∈ K(B). We deﬁne a category T (x) in the follow-
ing way: the objects of T (x) are the presentations of x. For two such
presentations (E,F ), (E′, F ′), a morphism τ : (E,F ) → (E′, F ′) is a sys-
tem τ = (i, j, E1, F1, k) consisting of bundle monomorphisms j : E ↪→ E′,
i : F ↪→ F ′, complements E1 and F1 of i(E) and j(F ) in E′ and F ′ respec-
tively, and an isomorphism k : E1 → F1.
With every (E,F ) ∈ x we associate the graded group S1α∗B(S(E)+B,
F+B ). In this formula the sphere bundle S(E) is deﬁned by the formula
S(E) := (E \ 0E)/R>0; alternatively one can use an arbitrary Hermitian
metric on E. We claim that a morphism τ : (E,F ) → (E′, F ′) induces a
morphism
τ∗ : S1α∗B(S(E)+B, F
+
B ) −→ S1α∗B(S(E′)+B, [F ′]+B) .
Note ﬁrst that, for Euclidean or Hermitian vector spaces V , W , one has
a contraction
S(V ⊕W ) → S(V )+ ∧W+
induced by the map
c : S(V ⊕W ) = [S(V )×D(W )] ∪S(V )×S(W ) [D(V )× S(W )]
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−→ S(V )×D(W )/S(V )× S(W )
 S(V )×W+/S(V )×∞W = S(V )+ ∧W+ .
It is useful to have explicit analytic formulae for the contraction map c. One
can deﬁne W+ in two equivalent ways: as the one-point compactiﬁcation of
W , and as the quotient D(W )/S(W ). Accordingly, the contraction maps c,
c′ : S(V ⊕W ) → S(V )+ ∧W+ are given by the formulae:
c(v, w) =


(
1
‖v‖v,
1√
1−‖w‖2w
)
v = 0
∗ v = 0
,
c′(v, w) =
{(
1
‖v‖v, w
)
v = 0
∗ v = 0.
(3)
To save on notations we will still write c instead of c′ when the second
deﬁnition of W+ is used.
In the presence of a morphism τ = (i, j, E1, F1, k) : (E,F ) → (E′, F ′)
we choose Hermitian metrics on E′ and F ′ which make the isomorphisms
i, j, k isometries and the decompositions E′ = i(E) ⊕ E1, F ′ = j(F ) ⊕ F1
orthogonal. We get a map
S(E′)+B = S(i(E)⊕ E1)+B c−→ S(i(E))+B ∧B (E1)+B ,
which is well deﬁned up to homotopy (the section +B on the left is mapped
ﬁberwise to the distinguished section on the right). One obtains morphisms
S1α
∗
B(S(E)+B, F
+
B )
(i,j)−−−−→ S1α∗B(S(i(E))+B, j(F )+B)
= S1α
∗
B(S(i(E))+B ∧B (F1)+B, j(F )+B ∧B (F1)+B)
= S1α
∗
B(S(i(E))+B ∧B (F1)+B, (F ′)+B)
k S1α∗B(S(i(E))+B ∧B (E1)+B, (F ′)+B) c
∗−−→ S1α∗B(S(E′)+B, (F ′)+B) .
The composition of these maps will be denoted by τ∗. One checks that
τ∗ is a morphism of S1α∗(B)-modules and that, for any two composable
morphisms τ , τ ′, one has
(τ ′ ◦ τ)∗ = τ ′∗ ◦ τ∗ .
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In other words, the assignment (E,F ) → S1α∗B(S(E)+B, F+B ) is functorial,
so it deﬁnes a functor a∗x : T (x) → Ab∗, where Ab∗ is the category of graded
Abelian groups.
Example. Suppose that the stable class ϕ ∈ S1α0B(S(E)+B, F+B ) is rep-
resented by an S1-equivariant map f : S(E) → F+B over B (or, equivalently,
by an S1-equivariant map S(E)+B → F+B of pointed spaces over B). Let
U be a complex vector bundle over B and let τ be the obvious morphism
(E,F ) → (E ⊕ U,F ⊕ U). Then f deﬁnes a map
[S(E)×B U+B ]/
S(E)×B ∞U −→
F+B ×B U+B/
F+B ×B ∞U
which, composed from the right with the contraction
S(E ⊕ U) → [S(E)×B U+B ]/S(E)×B ∞U
and from on left with the contraction
F+B ×B U+B/
F+B ×B ∞U →
F+B ×B U+B/[
F+B ×B ∞U ∪∞F ×B U+B
]
= (F ⊕ U)+B
gives an S1-equivariant map S(E ⊕ U) → (F ⊕ U)+B over B. This map
represents τ∗(ϕ) ∈ S1α0B(S(E ⊕ U)+B, (F ⊕ U)+B).
Let a ∈ Aut(E) be a unitary gauge transformation of the bundle E.
Composing with the induced automorphisms S(a) of the sphere bundles
S(E)+B deﬁnes a morphism
S1α
∗
B(S(E)+B, F
+
B )
S(a)∗−−−−→ S1α∗B(S(E)+B, F+B ) .
On the other hand, a deﬁnes an element [a+B] ∈ S1π0B(E+B , E+B ), whose stable
class {a+B} is a unit in the ground ring S1α0(B) and deﬁnes multiplication
automorphisms
S1α
∗
B(S(E)+B, F
+
B )
m(a)−−−→ S1α∗B(S(E)+B, F+B ) .
Clearly these automorphisms depend only on the homotopy class of a.
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Proposition 2.7. Let ϕ ∈ S1α∗(S(E)+B, F+B ) and a ∈ Aut(E). Let
τ be the obvious morphism τ : (E,F ) → (E ⊕ E,F ⊕ E). In the group
S1α
∗(S(E ⊕ E)+B, [F ⊕ E]+B) is holds
τ∗(S(a)∗(ϕ)) = τ∗(m(a)(ϕ)) .
Proof. For simplicity we prove the statement only in degree 0. We
may assume that a is a unitary automorphism with respect to a Hermitian
structure on E. Suppose that ϕ is represented by
[f ] ∈ S1π0B(S(E)+B ∧B ξ+B , F+B ∧B ξ+B) .
We will prove that the natural representatives
p, q ∈ S1MapB(S(E ⊕ E)+B ∧B ξ+B ∧B E+B , (F ⊕ E)+B ∧B ξ+B ∧ E+B )
of τ∗(S(a)∗([f ])), τ∗(m(a)([f ])) are homotopic, so they deﬁne the same ele-
ment in
S1π
0
B(S(E ⊕ E)+B ∧B ξ+B ∧B E+B , (F ⊕ E)+B ∧B ξ+B ∧B E+B ) .
We suppose for simplicity that ξ is trivial, to save on notations. Consider
the contraction map c : S(E ⊕E)+B → S(E)+B ∧B E+B deﬁned by the ﬁrst
formula in (3), and introduce the maps
Ψ, χ : S(E)+B ∧B E+B ∧B E+B −→ F+B ∧B E+B ∧B E+B
deﬁned by
Ψ := [f ◦ S(a)] ∧B idE+B ∧B idE+B , χ := f ∧B idE+B ∧B a
+
B .
Using our deﬁnitions it is easy to see that it holds p = Ψ ◦ (c ∧B idE+B ),
q = χ ◦ (c ∧B idE+B ). Use the same method as in the proof of Proposition
2.1 (conjugation with the rotations of E ⊕E deﬁned by the matrices rt) to
construct a homotopy
χ = f ∧B (idE ⊕ a)+B  f ∧B (a⊕ idE)+B = f ∧B a+B ∧B idE+B := χ
′ .
It suﬃces to construct a homotopy between Ψ ◦ (c ∧B idE+B ), and χ
′ ◦ (c ∧B
idE+B
), and for this it suﬃces to construct a homotopy between the maps
Ψ0 ◦ c and χ′0 ◦ c, where
Ψ0 := [f ◦ S(a)] ∧B idE+B = (f ∧B idE+B ) ◦ (S(a) ∧B idE+B ) ,
Cohomotopy Invariants 343
χ′0 := f ∧B a+B = (f ∧B idE+B ) ◦ (idE+B ∧B a
+
B) .
Note that (S(a) ∧B idE+B ) ◦ c = c ◦ S(a ⊕ idE), and (idS(E) ∧B a
+
B) ◦ c =
c ◦ S(idE ⊕ a). In these formulae we use the fact that a is unitary. On
the other hand, using again conjugation with the rotations deﬁned be the
matrices rt, we see that S(a⊕ id)  S(idE ⊕ a). Therefore
Ψ0 ◦ c = (f ∧B idE+B ) ◦ c ◦ S(a⊕ id)  (f ∧B idE+B ) ◦ c ◦ S(idE ⊕ a) =
= (f ∧B idE+B ) ◦ (idS(E) ∧B a
+
B) ◦ c = χ′0 ,
which completes the proof. 
A similar statement holds for the action of an automorphism b ∈ Aut(F ).
Denote by [b+B]∗ the automorphism of S1α
∗(S(E)+B, F+B ) deﬁned by com-
position with b+B.
Proposition 2.8. The automorphisms [b+B]∗, m(b) coincide on
S1α
∗(S(E)+B, F+B ).
The proof uses similar arguments as the proof of Proposition 2.7 but is
substantially easier. 
An automorphism c ∈ Aut(U) deﬁnes a automorphism σ(c) of
the graded group α∗(S(E ⊕ U)+B, [F ⊕ U ]+B) deﬁned by the formula
f → [idF ⊕ c]+B ◦ f ◦ S(idE ⊕ c)−1.
Corollary 2.9. Let τ : (E⊕U,F⊕U) → (E⊕U⊕E⊕U,F⊕U⊕E⊕U)
be the natural morphism. Then for any ϕ ∈ α∗(S(E⊕U)+B, [F ⊕U ]+B) one
has
τ∗(σ(c)(ϕ)) = τ∗(ϕ) .
Proof. Indeed, one has
τ∗ ◦ {[idF ⊕ c]+B}∗ = τ∗ ◦m(c) , τ∗ ◦ {S(idE ⊕ c)−1}∗ = τ∗ ◦ (m(c)−1) .
On the other hand the morphism τ∗ is S1α0(B)-linear. 
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Consider now the category UB of all ﬁnite rank complex vector bundles
over B. A morphism ν : U → U ′ in the category UB is a pair (i, U1)
consisting of a bundle embedding i : U → U ′ and a complement U1 of
i(U) in U ′. This category can be regarded in an obvious way as a category
with automorphism push-forward (see section 5.1). The assignment U →
S1α
∗
B(S(E⊕U)+B, (F⊕U)+B) is functorial with respect to morphisms in UB,
so it deﬁnes a functor a∗E,F : UB → Ab∗. Since UB is not a small category,
it is not clear whether this functor has an inductive limit (see sections 2.1,
5.1). We put
αˆ∗(E,F ) := lim−→
n∈N
S1α
∗
B(S(E ⊕ Cn)+B, (F ⊕ Cn)+B) .(4)
Proposition 2.10. The functor a∗E,F admits an inductive limit which
can be identiﬁed with αˆ∗(E,F ).
Proof. Let N be the category associated with the ordered set (N,≤)
and let Θ : N → UB be the coﬁnal functor n → Cn (see section 5.1). By
Corollary 2.9, the functor a∗E,F satisﬁes the trivial stable action axiom ΘSA.
The result follows now from Proposition 5.11 in section 5.1. 
In particular one has canonical morphisms
cU : S1α
∗
B(S(E ⊕ U)+B, (F ⊕ U)+B) → αˆ∗(E,F )
for any complex bundle U , and the system (cU )U is a
∗
E,F -compatible and
satisﬁes the universal property of the inductive limit. Note that αˆ∗(E,F )
has a natural structure of a graded S1α
∗(B) bimodule. By Propositions 2.7
and 2.8 we get:
Remark 2.11. The action of the gauge groups Aut(E⊕U), Aut(F⊕U)
on αˆ∗(E,F ) is induced by the canonical S1α0(B)×-action deﬁned by its
module structure via the morphisms
Aut(E ⊕ U) → S1α0(B)× , Aut(F ⊕ U) → S1α0(B)×
deﬁned by a → a+B.
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A morphism τ = (i, j, E1, F1, k) : (E,F ) → (E′, F ′) between two pre-
sentations (E,F ), (E′, F ′) of x induces a sequence a morphisms
(E ⊕ Cn, F ⊕ Cn) → (E′ ⊕ Cn, F ′ ⊕ Cn),
so it induces a morphism τˆ∗ : αˆ∗(E,F ) −→ αˆ∗(E′, F ′). It is easy to see that
τˆ∗ is an isomorphism: it suﬃces to note that there exists an isomorphism
θ : (E′, F ′) → (E ⊕ U,F ⊕ U) (with U := E1) such that θ ◦ τ is the
standard morphism (E,F ) → (E ⊕ U,F ⊕ U), and to apply Proposition
2.10. Therefore we obtain a functor aˆ∗x : T (x) → Ab∗ whose associated
morphisms aˆ∗x(τ) = τˆ∗ are all isomorphisms. According to Proposition 5.8
an inductive limit of this functor exists and can be identiﬁed with a quotient
of αˆ∗(E,F ), for any ﬁxed presentation (E,F ) of x. Therefore we can make
Definition 2.12. Deﬁne
α∗(x) := lim−→
(E,F )∈x
αˆ∗(E,F ) .
Remark 2.13. This inductive limit is also an inductive limit of the
functor a∗x introduced at the beginning of this section. The existence of the
inductive limit of this functor is a non-trivial statement.
We introduce now the notations
A(E) := lim−→
N∈N
Aut(E ⊕ CN ), A(F ) := lim−→
N∈N
Aut(F ⊕ CN ) .
The two groups A(E), A(F ) act on the graded group αˆ∗(E,F ) via the group
morphisms l : A(E) → S1α0(B)×, r : A(F ) → S1α0(B)× (see Remark 2.11),
so the two actions commute. Let Z[A(E)], Z[A(F )] be the group rings of
A(E), A(F ), I[A(E)], I[A(F )] the augmentation ideals, and λ : Z[A(E)] →
S1α
0(B), ρ : Z[A(F )] → S1α0(B) the ring morphisms associated with the
group morphisms l, r. Using Proposition 5.8 we get
Remark 2.14. For every presentation (E,F ) ∈ x there is a canonical
isomorphism
α∗(x) −→ αˆ∗(E,F ))/λ(I[A(E)])αˆ∗(E,F ) + ρ(I[A(F )])αˆ∗(E,F ) .
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In the next section we will see that A(E), A(F ) are both isomorphic
to K−1(B) and we will identify the images λ(I[A(E)]), ρ(I[A(F )]) of the
two ideals in S1α
0(B) with the image of the ideal I[K−1(B)] under the
ring morphism Z[K−1(B)] → S1α0(B) induced by the J-map K−1(B) →
S1α
0(B)×.
2.4. The S1-equivariant J-map and the description of α∗(x)
Let π : E → B be a Hermitian vector bundle over a compact basis, and
let a, b ∈ Aut(E) be two unitary automorphisms. We deﬁne a map
∆E(a, b) : S(E)+B ∧B S1 −→ E+B
in the following way: We use the models
S(E)+B ∧B S1 ∼= S(E)× [0, 1]
/
S(E)× {0, 1} , E+B ∼= D(E)
/
BS(E)
for the two spaces, and deﬁne
∆E(a, b)([e, t]) :=
{
[(1− 2t)a(e)] for 0 ≤ t ≤ 12
[(2t− 1)b(e)] for 12 ≤ t ≤ 1 .
Consider the contraction map
cE : E
+
B −→ S(E)+B ∧B S1
induced by e → [( 1‖e‖e, ‖e‖)]. One has
{∆E(a, b)} = {b+B} − {a+B} .(5)
Definition 2.15. The J-homomorphism associated with a Hermitian
bundle E is the morphism JE : π0(Aut(E)) → S1α0B(B)× deﬁned by
JE([a]) := {a+B}.
We introduce the map
ΘE : π0(Aut(E)) −→ S1α−1B (S(E)+B, E+B ) , ΘE([a]) := {∆E(idE , a)} .
Let ∂E : S1α
−1
B (S(E)+B, E
+
B ) → S1α0B(E+B , E+B ) be the connecting morphism
in the long exact cohomotopy sequence:
· · · → S1α−1B (S(E)+B, E+B )
∂E→ S1α0B(E+B , E+B )(6)
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→ S1α0B(B+B, E+B ) → . . .
associated with E+B and the coﬁber sequence
S(E)+B −→ D(E)+B −→ E+B .
Since ∂E acts by composition with the contraction cE , we see that the
diagram
π0(Aut(E)) ✲
ΘE
S1α
−1
B (S(E)+B, E
+
B )
❄ ❄
∂EJE
· − 1
S1α
0(B)× ✲ S1α0(B) = S1α0B(E
+
B , E
+
B )
(7)
is commutative.
Remark 2.16. Let ω0(B+,P
∞
+ ∧ S1) ⊂ S1α0(B) be the free summand
of the ring S1α
0(B) (see Proposition 2.4). For any [a] ∈ π0(Aut(E)) it holds
JE([a])− 1 ∈ ω0(B+,P∞+ ∧ S1) .
Indeed, ω0(B+,P
∞
+ ∧ S1) is the kernel of the morphism ρ : S1α0(B) →
ω0(B) given by restriction to the ﬁxed point set. Therefore
ρ(JE([a])) = ρ({a+B}) = {(a+B)S
1} = {idB+B} .
Proposition 2.17. One has
(1)
lim−→
N
π0(Aut(E ⊕ CN )) = K−1(B)
(2) The system of morphisms (∂E⊕CN )N∈N deﬁnes an isomorphism
∂ : lim−→
N
S1α
−1
B (S(E ⊕ CN )+B, [E ⊕ CN ]+B) −→ ω0(B+,P∞+ ∧ S1) .
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Proof. Let Φ be a complex bundle on B. For any automorphism
a ∈ Aut(Φ) we construct a bundle Φa over B×S1 in the following way: we
consider the bundle Φ × [0, 1] over B × [0, 1] and we identify Φ × {0} with
Φ×{1} via a. This bundle comes with an obvious identiﬁcation Φa B×{0} 
p∗B(Φ) B×{0}, so the diﬀerence [Φa] − [p∗B(Φ)] deﬁnes an element kΦ(a) ∈
K(B×S1, B×{0}). It is easy to see that the obtained map kΦ : Aut(Φ) →
K(B × S1, B ×{0}) = K−1(B) is a group morphism. Taking the limit over
N of the system of morphisms kE⊕CN we obtain a morphism
κE : lim−→
N
π0(Aut(E ⊕ CN )) → K−1(B) .
Let E′ be a complement of E and ﬁx an isomorphism E′⊕E ∼= Cn. The
assignment a → idE′ ⊕ a deﬁnes an injective morphism
iE′ : lim−→
N
π0(Aut(E ⊕ CN )) → lim−→
N
π0(Aut(C
n+N )) .
Similarly, we obtain an obvious injective morphism
jE : lim−→
N
π0(Aut(C
N )) → lim−→
N
π0(Aut(E ⊕ CN )) .
Hence we have morphisms
lim−→
N
π0(Aut(C
N ))
jE→ lim−→
N
π0(Aut(E ⊕ CN ))
iE′→ lim−→
N
π0(Aut(C
n+N ))
κCn−−−→ K−1(B) .
The composition iE′ ◦ jE is clearly an isomorphism. Moreover, it is well-
known that κCn is an isomorphism, for every n ∈ N. Since iE′ is injective, we
see that κE = κCn◦iE′ is injective. On the other hand, κCn◦iE′◦jE = κE◦jE
is an isomorphism, so κE is also surjective.
For the second isomorphism, we take the direct limit over N in the
cohomotopy exact sequence (6) associated with E ⊕ CN . We have
lim−→
N
S1α
k
B([E ⊕ CN ]+B, [E ⊕ CN ]+B) = S1αk(B) .
On the other hand, the system of morphisms deﬁned by restriction to the
ﬁxed point set (see section 2.2) deﬁnes a morphism
rkE : lim−→
N
S1α
k
B(B+B, [E ⊕ CN ]+B) → ωk(B+, S0) = ωk(B) .
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Using again a complement E′ of E as above, we obtain morphisms
lim−→
N∈N
S1α
k(B+, [C
N ]+) = lim−→
N∈N
S1α
k
B(B+B, B × [CN ]+)
→ lim−→
N
S1α
k
B(B+B, [E ⊕ CN ]+B)
→ lim−→
N
S1α
k
B(B+B, [C
n+N ]+B)
rk
Cn−−−→ ωk(B) .
The morphism lim−→
N∈N
S1α
k
B(B+B, B × [CN ]+) → lim−→
N
S1α
k
B(B+B, [C
n+N ]+B)
is an isomorphism, and lim−→
N
S1α
k
B(B+B, [E ⊕ CN ]+B) → lim−→
N
S1α
k
B(B+B,
[Cn+N ]+B) is injective. Moreover, by Corollary 2.6, the map r
k
Cn is an isomor-
phism. Now the same arguments as above show that rkE is an isomorphism.
The limit of (6) becomes
S1α
−1(B) ρ
−1
→ ω−1(B) → lim−→
N
S1α
−1
B (S(E ⊕ CN )+B, [E ⊕ CN ]+B)
∂→ S1α0(B) ρ→ ω0(B)
But the map
ρ−1 : S1α−1(B) = S1α0(B+ ∧ S1) → ω0(B+ ∧ S1) = ω−1(B)
is also induced by restriction to the ﬁxed point set, so it is surjective by Re-
mark 2.5 applied to the basis B+∧S1. Therefore ∂ induces an isomorphism
lim−→
N
S1α
−1
B (S(E ⊕ CN )+B, [E ⊕ CN ]+B)
∼=−→ ker(ρ) = ω0(B+,P∞+ ∧ S1) . 
Taking the inductive limit with respect to N of the diagram (7) written
for E ⊕ CN , we obtain the commutative diagram
K−1(B) ✲Θ lim−→
N
S1α
−1
B (S(E ⊕ CN )+B , [E ⊕ CN ]+B) = αˆ−1(E,E)
❄ ❄
∂
J
· − 1
S1α
0(B)× S1α0(B) .✲
ι
↪→ω0(B+,P∞+ ∧ S1)
(8)
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Remark 2.18. The map ι ◦ ∂ ◦ Θ : K−1(B) → S1α0(B) satisﬁes the
identity
[ι ◦ ∂ ◦Θ](a+ b) = [ι ◦ ∂ ◦Θ](a)[ι ◦ ∂ ◦Θ](b) + [ι ◦ ∂ ◦Θ](a) + [ι ◦ ∂ ◦Θ](b) .
It is the “free J-map” in the terminology of Crabb-Knapp ([CK], p. 88,
p.93).
Corollary 2.19. The map J : K−1(B) → S1α0(B)× is injective.
Proof. It suﬃces to note that ∂ ◦ Θ is injective by Corollary 2.5 in
[CK]. 
The group morphism J extends to a ring morphism J˜ : Z[K−1(B)] →
S1α
0(B).
Question. Does the subgroup
J˜(I[K−1(B)]) = 〈{J(u)−1| u ∈ K−1(B)}〉 = 〈im(∂◦Θ)〉 ⊂ ω0(B+,P∞+ ∧S1)
coincide with the free summand ω0(B+,P
∞
+ ∧ S1)?
We come back to the description of α∗(x): Using Remarks 2.11 and 2.14
one gets the following descriptions of α∗(x).
Proposition 2.20. For every presentation (E,F ) ∈ x there exist
canonical isomorphisms
α∗(x) ∼= αˆ
∗(E,F )/
J˜(I[K−1(B)])αˆ∗(E,F ) .
Since J˜(I[K−1(B)]) is contained in ω0(B+,P∞+ ∧ S1), which is an ideal of
S1α
0(B), we get epimorphisms
α∗(x) −→ αˆ∗(E,F )/
ω0(B+,P
∞
+ ∧ S1) · αˆ∗(E,F ) .
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2.5. Stabilization
In this section we will show that the morphism
τ∗ : S1αkB(S(E)+B, F
+
B ) → S1αkB(S(E′)+B, [F ′]+B)(9)
associated with a morphism τ : (E,F ) → (E′, F ′) in the category T (x) is an
isomorphism as soon as the rank f of F is suﬃciently large. In other words,
for ﬁxed k, the groups αk(x) can be computed using only presentations
(E,F ) with a priori bounded ranks.
Proposition 2.21. Suppose that B is a ﬁnite CW complex. The sta-
bilization morphism (9) is an isomorphism for 2f ≥ dim(B)− k.
Proof. A morphism τ deﬁnes a bundle U and isomorphisms E′ ∼=
E ⊕ U , F ′ ∼= F ⊕ U . The long exact sequence associated with the coﬁber
sequence over B
S(U)+B −→ SE′+B c−→ S(E)+B ∧B U+B ,
and the target space [F ′]+B contains the segment
→ S1αk−1B (S(U)+B, [F ′]+B) ∂−→ S1αkB(S(E)+B ∧B U+B , [F ′]+B)
c∗−−→ S1αkB(SE′+B, [F ′]+B).
The morphism τ∗ is deﬁned by c∗ via the identiﬁcation S1αkB(S(E)+B, F
+
B ) =
S1α
k
B(S(E)+B ∧B U+B , [F ′]+B), so it is an isomorphism as soon as
S1α
k−1
B (S(U)+B, [F
′]+B) = S1α
k
B(S(U)+B, [F
′]+B) = 0 .
Suppose for simplicity k ≥ 0. A class u ∈ S1αkB(S(U)+B, [F ′]+B) is repre-
sented by an S1-equivariant pointed map over B
ϕ : S(U)+B ∧B ξ+B = S(U)×B ξ
+/
B S(U)×B ∞ξ −→ [F
′ ⊕ Rk ⊕ ξ]+B ,
where ξ = η ⊕ ξ0 is the sum of a complex and a real vector bundle. We
may suppose that ξ0 is an oriented bundle, so that all our bundles become
oriented bundles. We will prove that any such map is homotopic to the map
ϕ∞ which maps the left hand space ﬁberwise onto the section ∞F ′⊕Rk⊕ξ.
Denote by q : P(U) → B the bundle projection and put
F˜ ′ := q∗(F ′)(1) , ξ˜ := q∗(η)(1)⊕ q∗(ξ0) .
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A map ϕ as above induces a pointed bundle map
ϕ˜ : ξ˜+P(U) −→ [F˜ ′ ⊕ Rk ⊕ ξ˜]+P(U)
over P(U), and the assignment ϕ → ϕ˜ is a bijection. But by Corollary 5.15
in section 5.2, any such pointed bundle map is homotopic to the ﬁberwise
constant bundle map as soon as dimR(P(U)) + rk(ξ˜) < rkR(F˜
′) + k+ rk(ξ˜).
This condition is equivalent to 2f > dim(B)−k−2. Similarly, we will have
S1α
k−1
B (S(U)+B, [F
′]+B) = 0 as soon as 2f > dim(B)− k − 1. 
2.6. The cohomotopy Euler class of an element in K(B)
Let x ∈ K(B) and consider a presentation (E,F ) ∈ x. The map
o(E,F ) : S(E)+B → F+B which sends the section +B of S(E)+B to the
inﬁnity section of F+B and maps any point eb ∈ S(Eb) to 0b is an S1-
equivariant map of pointed spaces over B, hence it deﬁnes an element
{o(E,F )} ∈ S1α0B(S(E)+B, F+B ).
One has a canonical isomorphism (see [CJ] Proposition 12.40)
S1α
0
B(S(E)+B, F
+
B )
∼= S1α0S(E)(S(E)+S(E), π∗(F )+S(E)) ,
where π : S(E) → B is the obvious projection. Under this isomorphism
the class {o(E,F )]} maps to the equivariant Euler class of the bundle π∗(F )
over S(E). This class is the pull-back of the equivariant Euler class γ(F ) ∈
S1α
0(B+B, F
+
B ) of the bundle F under the projection S(E)+S(E) → B+B.
For any morphism τ = (i, j, E1, F1, k) : (E,F ) → (E′, F ′) in the category
T (x) one has τ∗({o(E,F )}) = {o(E′,F ′)}. Therefore the assignment (E,F ) →
−{o(E,F )} deﬁnes a tautological element γ(x) ∈ α∗(x). This element will be
called the equivariant cohomotopy Euler class of x.
3. Cohomotopy Invariants Associated with Certain Non-linear
Maps between Hilbert Bundles
3.1. The cylinder construction
Let (E,F ) be a pair of Hermitian vector bundles over a compact basis B.
Let V , W be Euclidean vector spaces, and let µ : E×V → [F ×W ]+B be an
S1-equivariant map over B. We suppose that µ is ﬁberwise diﬀerentiable
and its ﬁberwise diﬀerential is continuous on E × V . The equivariance
property implies that
µ(0E × V ) ⊂ [0F ×W ]+
B
.(10)
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We assume that µ has the following properties:
P1: (properness) There exist positive constants c, C such that ‖µ(e, v)‖ > c
for all pairs (e, v) ∈ E × V with ‖(e, v)‖ ≥ C.
P2: (restriction to the S1-ﬁxed point set)
(1) There exists a direct sum decomposition W = H ⊕W0 such that
µ(0Ey , v) = h(y) + l(v) , ∀y ∈ B , ∀v ∈ V ,
where l : V −→ W0 ⊂W is a linear isomorphism, which does not
depend on y, and h : B → H is a continuous map.
(2) There exists ε0 > 0 such that
‖h(y)‖ = ‖pH(µ(0Ey , v))‖ ≥ ε0 ∀(y, v) ∈ B × V .(11)
We ﬁx an orientation O of H, and set b := dim(H). Choose numbers
R ≥ C and ε ≤ min(c, ε0). The restriction µR of µ to DR(E) × DR(V )
satisﬁes
‖µ(e, v)‖ ≥ ε ∀(e, v) ∈ ∂ [DR(E)×DR(V ))] ∪
[
0E ×DR(V )
]
.
Therefore, µR deﬁnes an S
1-equivariant morphism of pairs over B
µR,ε :
(
DR(E)×DR(V ), ∂[DR(E)×DR(V )] ∪ [0E ×DR(V )]
) −→
−→
(
[F ×W ]+B, [F ×W ]+B \ D˚ε(F ×W )
)
.
The ﬁrst space DR(E) × DR(V ) of the pair on which µR,ε is deﬁned can
be regarded as a “cylinder bundle” over B, whose base is the complex disk
bundle D(E); the second space of this pair is the union of the boundary of
this cylinder bundle with the core 0E ×DR(V ). Using polar coordinates in
DR(E) we obtain a map S(E)× [0, R] → DR(E), hence a map
ρ : S(E)× [0, R]×DR(V ) = S(E)×DR(R⊕ V ) → DR(E)×DR(V ) ,
which maps
[S(E)× {0, R} ×DR(V )] ∪ [S(E)× [0, R]× SR(V )] = S(E)× SR(R⊕ V )
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onto the the second component of the pair on which µR,ε is deﬁned. Here
we used suitable models D(R⊕V ), S(R⊕V ) for the disc and the sphere in
R⊕ V . Therefore, composing µR,ε with ρ we get an S1-equivariant map of
pairs over B(
S(E)× [0, R]×DR(V ), S(E)× ({0, R} ×DR(V ) ∪ [0, R]× SR(V ))
)
= (S(E)×DR(R⊕ V ), S(E)× SR(R⊕ V ))
→
(
[F ×W ]+B, [F ×W ]+B \ D˚ε(F ×W )
)
which we denote by the same symbol µR,ε. Collapsing ﬁberwise over B the
second terms of the two pairs, and composing with the natural isomorphism
[F ×W ]+B/
B [F ×W ]+B \ D˚ε(F ×W )
 [F ×W ]+B ,
one gets an S1-equivariant map of pointed spaces over B
µR,ε :
S(E)× [R⊕ V ]+/
B S(E)× {∞} = S(E)+B ∧B [B × (R⊕ V )]
+
B
−→ [F ×W ]+B .
Using the isomorphism l : V
→ W0 and an orientation preserving isomor-
phism Rb  H, we obtain an element
{µ} ∈ S1αb−1B (S(E)+B, F+B ) ,
which is obviously independent of the choice of the pair (R, ε). This element
will be called the cohomotopy invariant of µ.
3.2. General properties of the invariant {µ}
3.2.1 A vanishing property
Let µ : E × V → [F ×W ]+B be a map satisfying P1, P2.
Proposition 3.1. If µ DC(E)×DC(V ) is nowhere vanishing, then {µ} =
0.
Proof. We take ε ≤ inf{‖µ(e, v)‖ | ‖e‖ ≤ C, ‖v‖ ≤ C}, and we
note that the
{
[F ×W ]+B
}
/B
{
[F ×W ]+B \D˚ε(F×W )
}
-valued pointed map
induced by µR,ε is ﬁberwise constant. 
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3.2.2 Homotopy invariance
Let µ′, µ′′ : E × V → [F ×W ]+B two maps satisfying properties P1, P2
with constants C ′, c′, ε′0, and C ′′, c′′, ε′′0. We suppose that the property P2
of the two maps holds for the same decomposition W = H ⊕W0 of W and
for the same isomorphism l : V →W0. We introduce the notations
B˜ := B × [0, 1] , E˜ := E × [0, 1] = p∗B(E) , F˜ := F × [0, 1] = p∗B(E) .
Proposition 3.2. Suppose there exists C ≥ max(C ′, C ′′) and a con-
tinuous S1-equivariant map µ˜ : DC(E˜)×DC(V ) → [F˜ ×W ]+B˜ over B˜ whose
restriction to
∂
[
DC(E˜)×DC(V )
]
∪
[
0E˜ ×DC(V )
]
is nowhere vanishing, and such that µ˜ t=0 = µ
′, µ˜ t=1 = µ′′. Then {µ′} =
{µ′′} in S1αb−1B (S(E)+B, F+B ).
Proof. The stable classes {µ′}, {µ′′} can be computed using the the
cylinder DC(E˜)×DC(V ) and taking
ε ≤ min
(
ε′0, ε
′′
0, c
′, c′′,
inf
{
‖µ˜(y)‖ y ∈ ∂[DC(E˜)×DC(V )] ∪ [0E˜ ×DC(V )]
})
Applying the cylinder construction with parameters C, ε to the map µ˜ we
obtain a homotopy between the corresponding representatives of the classes
{µ′}, {µ′′}. 
3.2.3 A product formula
Let Vi, Wi be Euclidean spaces , Ei, Fi Hermitian bundles over a compact
base B (i = 1, 2) and µi : Ei × Vi → [Fi ×Wi]+B S1-equivariant maps over
B satisfying the properties P1, P2 (1) of section 3.1 with constants C, c.
Let Wi = Hi ⊕W0,i be the corresponding direct sum decompositions, and
li : Vi
→ W0,i, hi : B → Hi the maps given by P2 (1). Fix orientations on
the Hi, put
V := V1⊕V2, W := W1⊕W2, H := H1⊕H2, W0 := W0,1⊕W0,2 , l := l1⊕l2 ,
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and consider the bundles E := E1 ⊕ E2, F := F1 ⊕ F2. We have a product
map
µ : E×V = [E1×V1]⊕ [E2×V2] −→ [F ×W ]+B = [F1×W1]+B ∧B [F2×W2]+B
over B. This map satisﬁes properties P1, P2 (1) with the map
h = (h1, h2) : B → H .
Note that µ will also satisfy P2 (2) as soon as one of the two maps µ1,
µ2 has this property. Suppose that µ1 also satisﬁes property P2 (2) with
constant ε0 and denote by
{µ1} ∈ S1αb1−1B (S(E1)+B, [F1]+B)
the corresponding stable class. The map µ2 deﬁnes a map [E2 ⊕ V2]+B −→
[F2 ⊕W2]+B hence a class {µ+2 } ∈ S1αb2B ([E2]+B, [F2]+B). One can then form
the product
{µ1} ∧B {µ+2 } ∈ S1αb−1B
(
S(E1)+B ∧B [E2]+B, F+B
)
.
Consider now the contraction map 1c : S(E1⊕E2)+B → S(E1)+B ∧B [E2]+B
introduced in section 2.3 (see formula (3)). Using the identiﬁcations
[E2]
+
B =
DR(E2)
/
B SR(E2)
= E2
/
B E2 \ D˚R(E2) ,
we can use as model for the contraction 1c any map of the form 1c
R
R given
by
1c
R
R(e1, e2) :=
[
1
‖e1‖e1,Re2
]
, (R ≥ R) .
Proposition 3.3. Under the above assumptions it holds {µ} =
1c
∗ ({µ1} ∧B {µ+2 }).
Proof. The class {µ} is represented by the map of pairs
µR : (S(E)× [0, R]×DR(V ), S(E)
× ([0, R]× SR(V ) ∪ {0, R} ×DR(V ))) −→
−→ ([F ×W ]+B , [F ×W ]+B \Dε(F ×W ))
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which is deﬁned by
µR(e1, e2, ρ, v1, v2) = [µ1(ρe1, v1), µ2(ρe2, v2)] .
The class 1c
∗ ({µ1} ∧B {µ+2 }) is represented by the map νRR between the
same pairs deﬁned by
νRR (e1, e2, ρ, v1, v2) =
[
µ1(ρ
1
‖e1‖e1, v1), µ2(Re2, v2)
]
.
Composing µR, ν
R
R with the projection
p : [F ×W ]+B −→ [F ×W ]
+
B
/
B [F ×W ]+B \Dε(F ×W )
we obtain two maps
m0 , m1 : S(E)× [0, R]×DR(V ) −→ [F ×W ]
+
B
/
B [F ×W ]+B \Dε(F ×W )
 [F ×W ]+B
which map S(E)× ([0, R]× SR(V ) ∪ {0, R} ×DR(V )) onto the inﬁnity sec-
tion in the right hand bundle. The natural homotopy between these maps
is the map
m : [0, 1]×S(E)× [0, R]×DR(V ) −→ [F ×W ]
+
B
/
B [F ×W ]+B \Dε(F ×W )
given by
m(t, e1, e2, ρ, v1, v2)
=
[
µ1
(
ρ
[
1− t+ t 1‖e1‖
]
e1, v1
)
, µ2 ([(1− t)ρ+ tR]e2, v2)
]
.
Claim. For any R ≥ √2C and suﬃciently large R ≥ R it holds
(1) the map m is well deﬁned and continuous at the points of the form
(t, e1, e2, ρ, v1, v2) with e1 = 0.
(2) the map m maps [0, 1]×S(E)× ([0, R]× SR(V ) ∪ {0, R} ×DR(V )) to
the inﬁnity section in the right hand bundle.
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In fact we show that for e2 ∈ [E2]y, one has
lim
u→(t,0E1b1 ,e2,ρ,v1,v2)
m(u) = ∞y ,
so m maps the locus e1 = 0 to the inﬁnity section. Let ηR > 0 be suﬃciently
small, such that ‖µ1(e1, v1)‖ > ε0 for every (e1, v1) ∈ DηR(E1) × DR(V1).
One has
lim
e1→0
∥∥∥∥ρ
[
1− t+ t 1‖e1‖
]
e1
∥∥∥∥ = ρt .
When ρt < ηR, the ﬁrst component of m(t, e1, e2, ρ, v1, v2) will already have
a norm larger that ε0. When ρt ≥ ηR, we obtain (using ‖e1‖2 + ‖e2‖2 = 1):
lim
e1→0
‖[(1− t)ρ+ tR]e2‖ = (1− t)ρ+ tR ≥ ηR(1
t
− 1) + tR ≥ 2
√
ηRR− ηR ,
which will be larger than R when R is suﬃciently large. The second part
of the claim is obvious for the spaces [0, 1]× S(E)× [0, R]× SR(V ), [0, 1]×
S(E)× {0} ×DR(V ). For ρ = R we obtain∥∥∥∥ρ
[
1− t+ t 1‖e1‖
]
e1
∥∥∥∥
2
+ ‖[(1− t)ρ+ tR]e2‖2 ≥ R2(‖e1‖2 + ‖e2‖2)
= R2 ≥ 2C2 ,
so at least one of the two norms is ≥ C.
Using the claim, it follows that m descend to an homotopy between two
representatives of the classes {µ} and 1c∗
({µ1} ∧B {µ+2 }). 
An interesting case is the one when also µ2 satisﬁes property P2 (2). In
this case the cylinder construction applies to µ2 and one can write
{µ+2 } = ∂2({µ2}) ,
where {µ2} ∈ S1αb2−1B (S(E2)+B, [F2]+B) is the invariant associated with µ2,
and ∂2 is the connecting morphism in the long exact sequence associated
with the coﬁber sequence
S(E2)+B −→ D(E2)+B −→ [E2]+B .
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Let 2c : S(E1 ⊕ E2)+B → [E1]+B ∧B S(E2)+B be the standard contraction.
In this case, our multiplication formula becomes
Corollary 3.4. Suppose that both maps µ1, µ2 satisfy properties P1,
P2. Then
{µ} = 1c∗ ({µ1} ∧B ∂2({µ2})) = 2c∗ (∂1({µ1}) ∧B {µ2}) .
Another corollary is obtained when µ2 is deﬁned by a pair of linear
isomorphisms E2 → F2, V2 → W2. The corresponding formula will play
an important role in the proof of the coherence Lemma 3.13 comparing
the invariants associated to two ﬁnite dimensional approximations of an
admissible bundle map between Hilbert bundles.
Proposition 3.5. Let µ : E × V → F ×W be a map satisfying the
properties P1, P2 with constants C, c, ε0 and maps l : V → W0, h :
B → H. Let a : E′ → F ′ be an isomorphism of complex vector bundles
over B, and let b : V ′ → W ′ be an isomorphism of real vector spaces. Put
E˜ := E ⊕ E′, F˜ := F ⊕ F ′, V˜ := V ⊕ V ′, W˜ := W ⊕W ′, and deﬁne
µ˜(e, e′, v, v′) = ι[µ(e, v) ∧B (a(e′), b(v′))] ,
where ι is the obvious identiﬁcation
ι : [F ×W ]+B ∧B (F ′ ×W ′)+B → [(F ⊕ F ′)× (W ⊕W ′)]+B .
Then
(1) µ˜ satisﬁes P1 with constants C, γ (for suﬃciently small 0 < γ < c),
and P2 with constant ε0 and maps l˜ := l ⊕ b, h˜ := h.
(2) {µ˜} = τ∗({µ}), where τ denotes the obvious morphism (E,F ) →
(E˜, F˜ ).
The second statement follows directly from Proposition 3.3. The ﬁrst
statement (which is speciﬁc to the case when the second factor is a linear iso-
morphism) is proved as follows: Since the closed set µ−1(Dc(F×W )) is con-
tained in the open disk D˚C(E×V ), there exists r > 0 such that ‖µ(e, v)‖ > c
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as soon as ‖(e, v)‖ ≥ C − r. For a point (e, e′, v, v′) with ‖(e, e′, v, v′)‖ ≥ C
one has either ‖(e, v)‖ ≥ C − r, or ‖(e′, v′)‖ ≥ r. In the ﬁrst case one
obtains ‖µ(e, v)‖ > c, whereas in the second we get ‖(a(e′), b(v′)‖ ≥ c′r for
a constant c′.
3.3. A class of non-linear maps between Hilbert bundles
Suppose now that V, W are real Hilbert spaces, and that E , F are
complex Hilbert bundles over the compact basis B, and let µ : E × V →
F ×W be a continuous S1-equivariant map over B which is ﬁberwise C∞,
and whose ﬁberwise derivatives are continuous on E × V. We assume that
the ﬁberwise diﬀerentials
dy := d0yµy = Ey × V −→ Fy ×W , y ∈ B
at the origins of the ﬁbers Ey ×V are Fredholm. The linear operator dy has
the form dy = (δy, ly), where δy : Ey → Fy and ly : V → W are deﬁned
by the derivatives of the restrictions µ Ey×{0V}, µ {0Ey}×V . Note that the
continuous family δ := (δy)y∈B of complex Fredholm operators deﬁnes an
element ind(δ) ∈ K(B). Let d : E × V → F ×W the ﬁberwise linear map
deﬁned by the family of Fredholm operators (dy)y∈B. We suppose that µ
also has the properties
P1: (properness) There exist positive constants c, C such that ‖µ(e, v)‖ > c
for all pairs (e, v) ∈ E × V with ‖(e, v)‖ ≥ C.
P2: (behavior near the S1-ﬁxed point set)
(1) W splits orthogonally as W = H ⊕ W0, where H is a ﬁnite
dimensional subspace, and for every y ∈ B one has
µ(0Ey , v) = h(y) + l(v) ∀y ∈ B , ∀v ∈ V ,
where l : V −→ W0 ⊂ W is a linear isometry, and h is a map
from B to H.
In particular the operator ly coincides with l, so is independent
of y.
(2) There exists ε0 > 0 such that for every y ∈ B one has
‖h(y)‖ = ‖pH(µ(0Ey , v))‖ ≥ ε0 .
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P3: (linear+compactness) The diﬀerence k := µ − d is globally compact,
in the sense that for every R > 0 the image k(DR(E × V)) of the disk
bundle DR(E × V) is relatively compact in the total space F ×W.
Note that one has the identity
k(0Ey , v) = h(y) ∈ H , ∀y ∈ B .(12)
In the next section we will see that the left hand of the Seiberg-Witten
equations on a 4-manifold M deﬁnes a map satisfying properties P1 – P3.
A diﬀerent construction of such a map can be found in [BF].
3.4. The Seiberg-Witten map in dimension 4
Let M be closed oriented 4-manifold, and let L be a Hermitian line
bundle on M . We ﬁx the following data:
(1) A closed complement S of the closed subspace iB1DR(M) = d(iA0(M))
of iA1(M).
(2) A closed complement V of the ﬁnite dimensional space
iH1 := S ∩ ker(d : iA1(M) → iA2(M))  iH1(M,R)
in S
(3) A complement iH2 of d(iA1(M)) in ker(d : iA2(M) → iA3(M)). This
complement will come with an isomorphism iH2  iH2(M,R).
(4) An aﬃne subspace A of the space of connections A(L) modeled after
S.
Therefore, A is a slice to the orbits of the right action of the gauge group
G on the space of connections:
a · g := a+ 2g−1dg
The quotient A¯ := A/V is an aﬃne space modeled after iH1(M,R).
Consider the ﬁnite dimensional Lie group
G := {u ∈ C∞(M,S1)| u−1du ∈ S} .
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One has an obvious short exact sequence
{1} −→ S1 −→ G λ−→ 2πiH1(M ; Z) −→ {1} ,
where λ is deﬁned by u → [u−1du]DR. The choice of a point x0 ∈M deﬁnes
a left splitting evx0 : G → S1 whose kernel is isomorphic to 2πiH1(M ; Z)
and which will be denoted by Gx0 . In the aﬃne space A we have a natural
iH1-invariant (hence Gx0-invariant) subset A0 deﬁned by
A0 := {a ∈ A| Fa ∈ iH2} .
The curvature Fa0 of a connection a0 ∈ A0 is independent of a0, because it
coincides with the representative in iH2 of the de Rham class −2πicDR1 (L);
this 2-form will be denoted by F0. Note that A0 is a Gx0-invariant complete
system of representatives for the quotient A¯ = A/V. The space A/Gx0 can
be regarded as an aﬃne bundle over the torus
Pic(L) := A¯/Gx0 ,
which is naturally a iH1(X; R)/4πiH1(X; Z)-torsor. The ﬁbers of the aﬃne
bundle
π : A/Gx0 −→ Pic(L)
are aﬃne V-spaces. Since the quotient A0/Gx0 is a section of this aﬃne
bundle, we can regard it as a V-vector bundle over Pic(L) with A0/Gx0
as zero section. This vector bundle is actually trivial: indeed, the map
(a0, v) → a0 + v ∈ A is Gx0-equivariant, and it descends to a trivialization
Pic(L)× V → A/Gx0 .
Remark 3.6. Choosing a Riemannian metric g on M gives canonical
choices for the three objects S, T , iH2 above, namely
S = ker(d∗ : iA1(M) −→ iA0(M)) , V := d∗(iA2(M)) , iH2 = iH2g ,
where the subscript g on the right denotes the respective g-harmonic space.
With these choices, A0 is just the the set of g-Yang-Mills connections in the
slice A.
Let g be a Riemannian metric on M , c ∈ Spinc(M) an equivalence
class of Spinc-structures, and let τ : Q → Pg be a Spinc-structure on M
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representing the class c . Denote by Σ±, Σ := Σ+ ⊕ Σ− the spinor bundles
of τ , L = det(Σ±) the determinant line bundle, and γ : Λ1 → End0(Σ)
the Cliﬀord map [OT]. Note that the gauge group Aut(Q) of Q acts on the
space of Spinc-structures τ : Q → Pg representing c (or, equivalently, on
the space of Cliﬀord maps γ : Λ1 → End0(Σ) which are compatible with c).
Therefore, the space of Spinc-Dirac operators which are compatible with the
pair (g, c) has a very complicated topology. Note that, for the construction
of a Dirac operator one needs a concrete Spinc-structure τ (or, equivalently,
a concrete Cliﬀord map γ), not only an equivalence class c.
The gauge group G and its subgroup Gx0 act from the left on the vector
spaces of sections A0(Σ±) by the formula
(g,Ψ) → g−1Ψ .
Since Gx0 acts freely on the aﬃne quotient space A¯ we get two ﬂat vector
bundles A¯ ×Gx0 A0(Σ±) over Pic(L) with standard ﬁbers A0(Σ±). In order
to use our general formalism we make the following deﬁnitions:
B := Pic(L) , E := A¯×Gx0 A0(Σ+) , F := A¯×Gx0 A0(Σ−) , W := iA2+(M) .
Let κ : B → iH+g be a smooth map. The κ-twisted Seiberg-Witten map
is the map from A0(Σ+)×A to A0(Σ−)× iA2+ given by
(Ψ, a) → (DaΨ, (Fa − F0 + κ(π(a)))+ − γ−1((ΨΨ¯)0) .
Via the identiﬁcationB×V = A/Gx0 this map descends to an S1-equivariant
map
swκ : E × V −→ F ×W .
The restriction of swκ to the ﬁber over y = [a0] ∈ B is given by the formula
swκ(Ψ, v) =
(
Da0Ψ +
1
2
γ(v)Ψ , d+v + κ(y)− γ−1((ΨΨ¯)0
)
.
The linearization of this map at the zero section in the bundle E × V
over B is a ﬁberwise linear bundle map given by
d(Ψ, v) = (Da0Ψ, d+v) .
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over the ﬁber [a0] ∈ B. Hence swκ decomposes as
swκ = d+ cκ ,
where cκ is the sum of a quadratic map c and the ﬁberwise constant map
deﬁned by κ. Denote by wτ the expected dimension of the Seiberg-Witten
moduli space corresponding to τ :
wτ :=
1
4
(c1(L)
2 − 3σ(M)− 2e(M))
We deﬁne Sobolev L2k-completions of the spaces V, W in the usual way.
The construction of Sobolev norms on the bundles E , F is more delicate,
because these bundles are quotients with respect to the group Gx0 , which
does not operate by L2k-isometries
4. For a point y = [a0] ∈ B (with a0 ∈ A0)
one identiﬁes the ﬁbers Ey, Fy with {a0} × A0(Σ±) and uses the covariant
derivatives associated with ∇a0 to deﬁne the L2k-norm on Ey. A gauge
transformation g ∈ Gx0 deﬁnes an isometry {a0} × A0(Σ+) → {a0 · g} ×
A0(Σ±), so in this way one obtains a well deﬁned Sobolev norm on the ﬁber
Ey.
Lemma 3.7. With respect to suitable Sobolev completions, the following
holds:
(1) swκ is smooth.
(2) The ﬁberwise linear map d is ﬁberwise Fredholm of index wτ − b1 + 1,
and cβ is a compact map.
(3) There exists positive constants c, C such that
‖(Ψ, v)‖ ≥ C ⇒ ‖swκ(Ψ, v)‖ > c .
(4) The map cκ = swκ − d is compact.
Therefore the Seiberg-Witten map swκ satisﬁes always the properties
P1, P2 (1) and P3 in section 3.3. It also satisﬁes P2 (2) for all maps
κ : B → iH+g \ {0}.
4We are grateful to Markus Bader for pointing out this subtility to us.
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The ﬁrst and the third statements in the lemma are easy to see. The
crucial properness assertion (2) is stated in [Fu1], [Fu2]. A proof of the
analogue statement for another version of the Seiberg-Witten map can be
found in [BF]. A detailed proof for our version in a diﬀerent gauge theoretic
context can be found in [B]. Similar methods can be also used to treat the
3-dimensional Casson-Seiberg-Witten theory.
The universal Seiberg-Witten map: With the notations introduced
above we ﬁx the parameters (g, κ, c, Q) on M . As we explained above,
the family of Dirac operators δ := (Da0)[a0]∈B (and implicitly the Seiberg-
Witten map swκ) still depends on the choice of a Spin
c-structure τ : Q→ Pg
in the class c. This parameter varies in the space Γ := HomM (Q,Pg) of
equivariant bundle morphisms Q → Pg covering idM . Since this space
has a complicated topology, and our purpose is to construct an invariant
which is intrinsically and canonically associated with the base manifold, it
is important to understand how the objects (E ,F , δ, swκ) associated with
diﬀerent bundle morphisms τ should be identiﬁed. A construction which has
been presented by Furuta in his talk at the Postnikov Memorial Conference
[Fu3] solves this problem in an elegant way5:
One has a universal family (Dτa)(τ,a)∈Γ×A(L) of Dirac operators, which
is intrinsically associated with the system (g, κ, c, Q). An automorphism
f ∈ Aut(Q) deﬁnes automorphisms f± of Σ± and an automorphism det(f) ∈
Aut(L); the relation between the Dirac operators associated with τ and
τ ′ := τ ◦ f is
Dτ ′det(f)∗(a) = f−1− ◦ Dτa ◦ f+ .
The group Aut(Q) acts transitively with constant stabilizer G ⊂ Aut(Q)
on Γ, and acts with constant stabilizer S1 on the product Γ × A(L). Now
ﬁx a Spinc(4)-equivariant map θ : Qx0 → Pg,x0 , and put
Γ0 := {τ ∈ Γ, τx0 = θ} , Aut(Q)θ := {f ∈ Aut(Q)| θ ◦ fx0 = θ} ,
Aut(Q)0 := {f ∈ Aut(Q)| fx0 = idQx0} .
The quotient Aut(Q)θ/Aut(Q)0 can be identiﬁed with S
1.
5Furuta explained the details of this construction in an e-mail to the second author,
and informed us that similar ideas have been used before.
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The universal family (Dτa)(τ,a)∈Γ×A(L) of Dirac operators descends to a
a family D : E → F on the free quotient
B := Γ0 ×A(L)/Aut(Q)0 .
By choosing an element τ ∈ Γ0 one obtains an identiﬁcation B  A(L)/Gx0 ,
where Gx0 acts by the formula (a · g) = a + 2g−1dg, but the identiﬁcation
is not canonical. The free action of V := d∗(iA2(M)) on the second factor
A(L) by translations induces a free action on B, and the quotient B with
respect to this action is a b1-dimensional torus. The space of pairs (τ, a)
with a Yang-Mills deﬁnes a section B0 of the V-bundle B → B, which
therefore becomes a trivial vector bundle with ﬁber V. One can construct a
“universal” Seiberg-Witten map swκ over B using the space Γ0×A0(Σ+)×
A(L) as space of conﬁgurations, and Aut(Q)0 as gauge group; this map is
intrinsically associated with the system (g, κ, c, Q, θ). The important point
in this construction is that restricting the universal family D to the torus
B0  B one obtains a “universal Segal cocycle” D : E → F representing
the K-theory element x = ind(D). Furuta showed that the corresponding
spectrum is independent of the choice of θ, up to homotopy. On can apply
the construction in [BF] and get – for manifolds with b+ ≥ 2 and arbitrary
b1 – a well deﬁned Bauer-Furuta invariant belonging to a homotopy group
which is functorial with respect to diﬀeomorphisms.
As we explained in the introduction (see section 1.1), we believe that for
some applications it is useful to have invariants belonging to groups which
are topologically functorial, as it is the case in classical Seiberg-Witten and
Donaldson theories.
3.5. Finite dimensional approximation
We will need the following simple geometric construction. Let A be a
(real or complex) Hilbert space, and A ⊂ A a ﬁnite dimensional subspace.
Following [BF] we introduce, for every ε > 0 the retraction
ρε,A : A+ \ Sε(A⊥) → A+
in the following way. For every a ∈ A \ {0} put
sε,a :=
‖a‖2 − ε2
2‖a‖2 , cε,a = sε,aa , rε,a :=
‖a‖2 + ε2
2‖a‖ .
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Let Sε,a ⊂ Ra+A⊥ be the hypersphere of Ra+A⊥ deﬁned by the equation
‖b− cε,a‖2 + ‖a′‖2 = r2ε,a .
The hypersphere Sε,a has the properties
a ∈ Sε,a , Sε(A⊥) ⊂ Sε,a .
Consider also the spherical calotte:
Cε,a := {ta+ a′ ∈ Sε,a| t > 0} ⊂ Sε,a .
Denote by Cε,∞ ⊂ [A⊥]+ the exterior of the sphere Sε(A⊥) ⊂ A⊥ (including
∞), and by Cε,0 its interior. Now note that
Fε,A := {Cε,a| a ∈ A+}
is a foliation of A+ \ Sε(A⊥) with closed leaves; the leaves are all diﬀeo-
morphic to the standard disk of A⊥. The retraction ρε,A assigns the point
a ∈ A+ to any point of the leaf Cε,a ⊂ A+. Note that for any z ∈ A one
has the implication(
z ∈ A+ \ Sε(A⊥), ‖z‖ ≥ ε
)
⇒ ‖ρε,A(z)‖ ≥ ‖z‖(13)
(equality is obtained when ‖z‖ = ε or z ∈ A). A second important property
of the retraction ρε,A is
z ∈ A \A⊥ ⇒ (ρε,A(z) = λε,zpA(z) with λε,z ≥ 1) .(14)
Any R-linear isometry u of A which leaves the subspace A invariant will
also leave invariant the foliation Fε,A. Therefore
Remark 3.8. ρε,A is equivariant with respect to any R-linear isometry
of A which leaves the subspace A invariant.
These retractions play a fundamental role in the following construction
of ﬁnite dimensional approximations. This construction is a reﬁnement of
the one developed in [BF]. The main diﬀerence is that we have to work over
a base B, and that we treat the real and complex summands separately.
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Consider again an S1-equivariant map µ : E × V → F × W over B
satisfying the properties P1, P2, P3 of section 3.3. Recall from section 3.3
that we denoted by d the linearization of µ at the 0-section and by δ and
l the complex and the real components of d. We have assumed that the
R-linear operator l induces an isometry V → W0. A ﬁnite rank subbundle
F ⊂ F will be called admissible if it is mapped surjectively onto the linear
space deﬁned by the family of cokernels (coker(δy))y∈B. A ﬁnite dimensional
subspace W ⊂ W will be called admissible if it contains H. A pair (F,W )
will be called admissible if F and W are both admissible; in this case, for
every y ∈ B the product Fy ×W is mapped surjectively onto coker(dy).
For every admissible pair π = (F,W ) the preimage d−1(F × W ) is a
ﬁnite rank subbundle of E × V which splits as
d−1(F ×W ) = δ−1(F )× l−1(W ) .
We denote by W0 the orthogonal complement of H in W , and put V :=
l−1(W ) = l−1(W0), E := δ−1(F ) ⊂ E . The pair (E,F ) represents ind(δ) ∈
K(B). We get topological orthogonal direct sum decompositions
F = F⊕F⊥ , E = E⊕E⊥ , W = W⊕W⊥ = H⊕W0⊕W⊥ , V = V ⊕V ⊥ .
The product F ×W is a ﬁnite dimensional Hilbert subbundle of F × W
whose orthogonal complement is F⊥ ×W⊥. The retraction
ρε,F×W : [F ×W]+B \ Sε(F⊥ ×W⊥) −→ [F ×W ]+B
is deﬁned ﬁberwise. We will see that, for suﬃciently small ε > 0 and
suﬃciently large admissible pairs π = (F,W ), the image of the restriction
µ E×V does not intersect Sε(F⊥ ×W⊥). Therefore we can deﬁne a map
µε,π := {ρε,F×W ◦ µ} E×V : E × V −→ [F ×W ]+B ,
which belongs to the class studied in section 3.1. Such a map will be called
a ﬁnite dimensional approximation of µ. The result we need is very sim-
ilar to the ﬁrst part of Lemma 2.3 in [BF]. We know that the preimage
µ−1(Dc(F × W)) is contained in the disk bundle DC(E × V) ⊂ DC(E) ×
DC(V). The image k(DC(E) × DC(V)) is relatively compact in the total
space F ×W, because k is compact by property P3. Now ﬁx η > 0.
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Definition 3.9. A pair π := (F,W ) is called η-admissible if it is ad-
missible, and any element of the compact set k(DC(E)×DC(V)) is η-close
to an element in F ×W belonging to the same ﬁber.
Lemma 3.10. Let K ⊂ F×W a compact set, F a ﬁnite rank subbundle
of F , and W a ﬁnite dimensional subspace of W. The following conditions
are equivalent:
(1) Any point k ∈ K is η-close to a point of F ×W belonging to the same
ﬁber.
(2) There exists a ﬁnite system (φ1, . . . , φk) of sections of F and a ﬁnite
system (w1, . . . , wk) of vectors of W such that
K ⊂
⋃
y∈B, 1≤i≤k
B((φi(y), wi), η) .
Proof. The implication (2) ⇒ (1) is obvious. For the second it is
convenient to introduce the notation
B((φ,w), η) :=
⋃
y∈B
B((φ(y), w), η) ,
for a section φ ∈ Γ(F) and a vector w ∈ W . If K satisﬁes (1) then it is
contained in the union of open sets ∪φ∈Γ(F ),w∈WB((φ,w), η). It suﬃces now
to use the compactness of K. 
Corollary 3.11. The set of pairs (F,W ) satisfying the η-admissibil-
ity condition is non-empty, open and coﬁnal.
Proof. Since K := k(DC(E)×DC(V)) is compact in F × W there
exists ﬁnite systems φ = (φ1, . . . , φk) ∈ Γ(F)k, w = (w1, . . . wk) ∈ Wk such
that
K ⊂
⋃
i
B((φi, wi), η).(15)
Now ﬁx an admissible pair (F0,W0). Since F has inﬁnite rank, it is easy
to see that any neighborhood of φ contains a system φ′ which is in general
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position with respect to F0 in the following sense: for every point y ∈ B the
system φ′(y) is linearly independent in Fy, and 〈φ′(y)〉 ∩F0,y = {0y}. Since
the condition (15) is obviously open with respect to the pair (φ,w), we can
choose such a system φ′ which still satisﬁes (15) and is in general position
with respect to F0. We denote by F
′ the rank k-subbundle generated by φ′,
and we put F := F0 ⊕ F ′ and W := W0 + 〈w1, . . . wk〉.
To prove that η-admissibility is open, note that admissibility is open,
and use Lemma 3.10 to prove that the second condition in the deﬁnition of
η-admissibility is also open. Finally, to see that the set of η-admissible pairs
is coﬁnal, we ﬁx an η-admissible pair (F0,W0). For an arbitary pair (F,W )
consider a small deformation F ′0 of F0 for which (F ′0,W ) is still η-admissible
and such that F ′0 is ﬁberwise transversal to F . Then (F ⊕ F ′0,W +W ) will
be an η-admissible pair which contains (F,W ). 
Lemma 3.12. (Finite dimensional approximations) Let 0 < η < c4 .
Then
(1) For any η-admissible pair π = (F,W ) one has
im
(
µ E×V
) ∩ Sc(F⊥ ×W⊥) = ∅ ,
so the ﬁnite dimensional approximation
µc,π := {(ρc,F×W ) ◦ µ} E×V : E × V −→ (F ×W )+B
is deﬁned.
(2) The restriction µc,π DC(E)×DC(V ) takes values in F ×W .
(3) For any η-admissible pair π = (F,W ) the ﬁnite dimensional approxi-
mation µc,π satisﬁes the conditions P1, P2 (see section 3.1) with the
same constants C, c, ε0, isometry l : V → W0 ⊂ W and the same map
h : B → H as µ.
Proof. 1. If the intersection im
(
µ E×V
) ∩ Sc(F⊥ ⊕ W⊥) was not
empty, there would exist a point (e, v) ∈ E×V such that µ(e, v) ∈ Sc(F⊥×
W⊥). Since Sc(F⊥×W⊥) ⊂ Dc(F×W), it follows (e, v) ∈ DC(E)×DC(V).
Therefore
µ(e, v) = d(e, v) + k(e, v) ∈ F ×W0 + k(DC(E)×DC(V)) .
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But any element in the second set k(DC(E)×DC(V)) is η-close to an element
in F ×W by assumption, so µ(e, v) is η-close to F ×W . Since η < c4 , this
contradicts µ(e, v) ∈ Sc(F⊥ ⊕W⊥).
2. The same argument shows that µ(DC(E)×DC(V )) does not intersect
the complement of Dc(F
⊥ ⊕W⊥) in F⊥ ⊕W⊥.
3. We have to check that, for an η-admissible pair π = (F,W ), the ﬁnite
dimensional approximation µc,π has the two properties P1, P2 in section
3.1. For a point (e, v) ∈ E × V with ‖(e, v)‖ ≥ C it holds ‖µ(e, v)‖ > c so,
by (13), we have
‖ρc,F×W (µ(e, v))‖ ≥ ‖µ(e, v)‖ > c .(16)
On the other hand, for any y ∈ B, v ∈ V one has µ(0Ey , v) = h(y) + l(y) ∈
{0Fy } ×W , hence
µc,π(0
E
y , v) = ρc,F×W (µ(0
E
y , v)) = µ(0
E
y , v) = h(y) + l(v) . 
3.6. Compatibility properties
Lemma 3.13. (Coherence Lemma) Let 0 < η < c4 , let π = (F,W ),
π˜ = (F˜ , W˜ ) be two η-admissible pairs with π ⊂ π˜, and let F ′, W ′ be the
orthogonal complements of F , W in F˜ , W˜ respectively. The map
µc,π,π˜ := ι ◦
{
[µc,π ◦ (pE ,pV )] ∧B [(pF ′ ,pW ′) ◦ (δ, l)]+B
}
: E˜× V˜ → [F˜ × W˜ ]+B
satisﬁes properties P1, P2 with constants C, γ (for a suﬃciently small γ
with 0 < γ < c), ε0, and one has {µc,π˜} = {µc,π,π˜}.
Proof. The ﬁrst statement follows from Proposition 3.5. We use the
same method as in the proof of Lemma 2.3 in [BF] to construct a homotopy
between the restriction of the two maps to the product DC(E˜) × DC(V )
and we will apply the homotopy invariance property of our invariant (see
Proposition 3.2). The main diﬀerence compared to [BF] is that we have
to control the restriction to the S1-ﬁxed point set, but we do not need an
extension of the homotopy to the whole E˜× V˜ . For completeness we include
detailed arguments adapted to our situation.
Proof. Denote by E′, V ′ the orthogonal complements of E, V in E˜,
V˜ . We deﬁne the map
H : [0, 4]× [DC(E˜)×DC(V˜ )](17)
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−→ [F ×W] \
[
F˜⊥ × W˜⊥ \ D˚c(F˜⊥ × W˜⊥)
]
by the formula6
Ht =


d+ [(1− t) idF×W + t pF×W ] ◦ k
for 0 ≤ t ≤ 1 ,
d+ pF×W ◦ k ◦
[
(2− t) idE˜×V˜ + (t− 1) pE×V
]
for 1 ≤ t ≤ 2 ,
pF×W ◦ k ◦ pE×V + [d− (t− 2) pF×W ◦ d ◦ pE′×V ′ ]
for 2 ≤ t ≤ 3 ,
pF ′×W ′ ◦ d+ [(4− t) pF×W + (t− 3) ρc,F×W ] ◦ µ ◦ pE×V
for 3 ≤ t ≤ 4 .
Claim. H is a well deﬁned, continuous, S1-equivariant map over B.
This follows from:
a) For a point (t, e˜, v˜) ∈ [0, 4] × DC(E˜) × DC(V˜ ), the term
ρc,F×W (µ(pE×V (e˜, v˜))) is ﬁnite, so the convex combination in the fourth
branch is deﬁned and ﬁnite.
Indeed, recall that the retraction ρc,F×W is ﬁnite on the complement of
the leaf
[
F⊥ ×W⊥] \ Dc( F⊥ × W⊥). Therefore it suﬃces to note that
k(DC(E)×DC(V)) is η-close to F ×W and d(E×V ) ⊂ F ×W , so the point
µ(pE×V (e˜, v˜)) is η-close to F ×W for (e˜, v˜) ∈ DC(E˜)×DC(V˜ ). Therefore
µ(pE×V (e˜, v˜)) ∈
[
F⊥ ×W⊥
]
\ D˚c( F⊥ ×W⊥) .
b) The formulae given for the four components of H agree on the inter-
sections of their domains.
c) H takes values in [F ×W] \
[
F˜⊥ × W˜⊥ \ D˚c(F˜⊥ × W˜⊥)
]
.
Indeed, for (t, e˜, v˜) ∈ [0, 4] ×DC(E˜) ×DC(V˜ ) we see as in the proof of
a) that the right hand term of Ht must be η-close to F˜ × W˜ , so the set
H([0, 4]×DC(E˜)×DC(V˜ )) avoids
[
F⊥ ×W⊥] \ D˚c( F⊥ ×W⊥).
The map H has the following properties:
(1) H0 coincides with the restriction µ DC(E˜)×DC(V˜ ).
6The third branch of the homotopy was omitted in [BF].
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(2) H4 coincides with the map µc,π,π˜ composed with the inclusion F˜ ×
W˜ ↪→ [F ×W]+B \ Sc(F˜⊥ × W˜⊥).
(3) One has
Ht(0
E˜
y , v˜) = h(y) + l(v˜) , ∀t ∈ [0, 4] ∀y ∈ B ∀v˜ ∈ DC(V˜ ) .(18)
Formula (18) follows from (12) and the fact that l is an isometry, so
it commutes with orthogonal projections.
(4) H([0, 4]× ∂(DC(E˜)×DC(V˜ )) ∩ [F˜⊥ × W˜⊥] = ∅.
Indeed, for (e˜, v˜) ∈ ∂(DC(E˜) × DC(V˜ )) we get ‖H0(e˜, v˜)‖ =
‖µ(e˜, v˜)‖ ≥ c, whereas ‖µ(e˜, v˜)‖ is η-close to F ×W ⊂ F˜ × W˜ . More-
over, for t ∈ [0, 1] it holds
‖Ht(e˜, v˜)−H0(e˜, v˜)‖ = t‖(pF⊥×W⊥ ◦ k)(e˜, v˜)‖ ≤ η.
For t ≥ 2 we have
pF ′×W ′ ◦ ht = pF ′×W ′ ◦ d ,
so Ht(e˜, v˜) can belong to F˜
⊥ × W˜⊥ only when pF ′×W ′ ◦ d(e˜, v˜) = 0,
i.e. when (e˜, v˜) ∈ E × V . For such a pair we ﬁnd
Ht(e˜, v˜) = (d+ pF×W ◦ k)(e˜, v˜)
= µ(e˜, v˜)− (pF⊥×W⊥ ◦ k)(e˜, v˜) ∀t ∈ [1, 3] ,
Ht(e˜, v˜) ∈ [pF×W (µ(e˜, v˜)), ρc,F (µ(e˜, v˜))] ∀t ∈ [3, 4] ,
soHt(e˜, v˜) is a non-vanishing vector of F×W (more precisely a positive
multiple of pF×W (µ(e˜, v˜)) = µ(e˜, v˜) − (pF⊥×W⊥ ◦ k)(e˜, v˜)) for any
t ∈ [1, 4].
These properties have the following important consequence:
Remark. The composition ρc,π˜ ◦H is nowhere vanishing on the space
[0, 4]×
{
∂
[
DC(E˜)×DC(V˜ )
]
∪
[
0E˜ × V˜
]}
.
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This follows from the fact that the vanishing locus of the retraction ρc,π˜
is the leaf D˚c(F˜
⊥ × W˜⊥) ⊂ F˜⊥ × W˜⊥. On the other hand we have
ρc,π˜ ◦H0 = µc,π˜ DC(E˜)×DC(V˜ ) , ρc,π˜ ◦H4 = µc,π,π˜ DC(E˜)×DC(V˜ )
It suﬃces now to apply Proposition 3.2. 
Using Proposition 3.5 and Lemma 3.13 we obtain
Corollary 3.14. Let µ : E × V → F ×W be an S1-equivariant map
over a compact CW complex B satisfying P1, P2, P3, and let 0 < η < c4 .
Fix an orientation O of the ﬁnite dimensional summand H of W. The
elements
{µc,π} ∈ S1αb−1B (S(E)+B, F+B )
associated with η-admissible pairs π = (F,W ) deﬁne a unique class
{µ} ∈ αb−1(ind(δ))
which depends only on the map µ and the orientation O.
In particular, using ﬁnite dimensional approximations associated with
constants C ′ ≥ C and 0 < c′ ≤ c (and parameter 0 < η < c′4 ), one obtains
the same class.
Proof. Let π = (F,W ), π1 = (F1,W1) two η-admissible pairs. By
Lemma 3.13 we can identify the images of the classes µc,π, µc,π1 in
αb−1(ind(δ)) under the assumption π ⊂ π1. The problem is to reduce the
general case to this situation.
By Corollary 3.11 we know that η-admissibility of π is an open condi-
tion, i.e. it is stable under small deformations. On the other hand, by the
homotopy property Proposition 3.2, the image of the class µc,π in the group
αb−1(ind(δ)) is stable under small deormations of π. Hence it suﬃces to
consider a generic small deformation F ′ of the subbundle F ⊂ F which is
ﬁberwise transversal to F1, such that (F
′,W ) is still η-admissible. Then we
can put F˜ := F ′ ⊕ F1, W˜ := W + W1 and apply twice the compatibility
Lemma 3.13. 
Proposition 3.15. Suppose that the restriction µ DC(E)×DC(V ) is
nowhere vanishing. Then {µ} = 0.
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Proof. Since µ DC(E)×DC(V ) is nowhere vanishing, it is easy to see that
there exists γ > 0 such that ‖µ(e, v)‖ > γ for every (e, v) ∈ DC(E)×DC(V ).
Indeed, if not there would exist a sequence (en, vn) ∈ DC(E)×DC(V ) such
that ‖µ(en, vn)‖ → 0. LetK ⊂ F×W be a compact subspace which contains
k(DC(E) × DC(V )). Since d = (δ, l) is a continuous family of Fredholm
operators, it follows that d−1(K)∩ [DC(E)×DC(V )] is compact. Therefore
(en, vn)n admits a subsequence which converges in this intersection. The
limit will be a vanishing point of µ, which contradicts the assumption.
Use now the constant c′ := min(γ, c) (instead of c) in the construction
of the ﬁnite dimensional approximations of µ. The obtained maps µc′,π are
nowhere vanishing on DC(E)×DC(V ), and our assertion follows from the
vanishing property Proposition 3.1 proved in the ﬁnite dimensional case. 
4. Fundamental Properties of the Cohomotopy Invariants
4.1. The Hurewicz image of the cohomotopy invariant
4.1.1 The relative Hurewicz morphism
Let B be a compact space, and let E, F be Hermitian bundles of ranks
e, f over B. Let k be an integer and u ∈ S1αkB(S(E)+B, F+B ) a stable class.
Suppose for simplicity k ≥ 0. Consider a representative
ϕ : S(E)+B ∧B ξ+B → F+B ∧B [Rk]+B ∧ ξ+B
of this stable class, where ξ = η ⊕ ξ0 is the direct sum of a complex vec-
tor bundle η and a real vector bundle ξ0. We may suppose that the real
summand ξ0 of ξ is orientable. We choose an orientation of ξ0; in this way
all our bundles become oriented bundles. The space S(E)+B ∧B ξ+B can
be identiﬁed with the ﬁberwise quotient {S(E)×B ξ+B}/B{S(E)×B ∞ξ}.
Composing ϕ with the canonical projection one obtains a map of pairs over
B
ϕ˜ : (S(E)×B ξ+B , S(E)×B ∞ξ) → ([F ⊕ Rk ⊕ ξ]+B,∞F⊕Rk⊕ξ) .
Consider now the projection π : P(E) → B and the following bundles
over P(E):
F˜ := π∗(F )(1) , ξ˜ := π∗(η)(1)⊕ π∗(ξ0) .
The map ϕ˜ descends to a morphism of pointed sphere bundles over P(E)
ϕ¯ : ξ˜+P(E) −→ [F˜ ⊕ Rk ⊕ ξ˜]+P(E) .
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Denote by s the real rank of ξ. Let
tξ˜ ∈ Hs(ξ˜+P(E),∞ξ˜; Z) , tF˜⊕Rk⊕ξ˜ ∈ H2f+k+s([F˜ ⊕ Rk ⊕ ξ˜]+P(E),∞F˜⊕Rk⊕ξ˜; Z)
be the Thom classes of the oriented bundles ξ˜, F˜ ⊕ Rk ⊕ ξ˜. The formula
ϕ¯∗(tF˜⊕Rk⊕ξ˜) = p
∗
P(E)(hϕ¯) ∪ tξ˜
deﬁnes a cohomology class hϕ¯ ∈ H2f+k(P(E); Z) which is independent of
the chosen orientation of ξ0 and of the representative ϕ of the stable class
u. For k ≤ 0 one has a similar construction, but uses a [R−k]+B factor on
the left side.
The assignment u = [ϕ] → hϕ¯ deﬁnes a morphism
h : S1α
k
B(S(E)+B, F
+
B ) → H2f+k(P(E); Z) ,
which we call the relative Hurewicz morphism over B.
Denote by q : ξ˜ → P(E) the bundle projection, and by ϕ˚ the section in
the pull-back [q∗(F˜ ⊕ Rk ⊕ ξ˜)]+
ξ˜
over ξ˜ deﬁned by ϕ¯. Since the vanishing
locus Z(ϕ˚) of this section is compact, one can deﬁne its localized Euler class
class [ϕ˚] ∈ Hd+2e−2−2f−k(ξ˜; Z), which coincides with the fundamental class
[Z(ϕ˚)] of the compact oriented submanifold [Z(ϕ˚)] when ϕ˚ is smooth and
transversal to the zero section [Br].
Remark 4.1. (The geometric interpretation of the Hurewicz mor-
phism) Suppose that B is an oriented n-dimensional compact manifold.
Then
PDP(E)(h(u)) = [ι∗]−1([ϕ˚]) ,
where
ι∗ : Hn+2e−2−2f−k(P(E); Z) → Hn+2e−2−2f−k(ξ˜; Z) .
is the isomorphism induced by the zero section of ξ˜. If ϕ˚ is smooth and
transversal to the zero section, then
PDP(E)(h(u)) = [ι∗]−1([Z(ϕ˚)]) .
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Proof. The localized Euler class [ϕ˚] ∈ Hn+2e−2−2f−k(ξ˜; Z) is deﬁned
as the cap product ϕ˚∗(tq∗(F˜⊕Rk⊕ξ˜))∩[ξ˜], where [ξ˜] stands for the fundamental
class of ξ˜ in cohomology with compact supports [Br]. We get
[ϕ˚] := ϕ˚∗(tq∗(F˜⊕Rk⊕ξ˜)) ∩ [ξ˜] = ϕ¯∗(tF˜⊕Rk⊕ξ˜) ∩ [ξ˜] = [p∗P(E)(h(u)) ∪ tξ˜] ∩ [ξ˜]
= p∗P(E)(h(u)) ∩ ι∗([P(E)]) = ι∗(h(u) ∩ [P(E)]) = ι∗(PDP(E)(h(u)) . 
Let ν = (i, E1) : E → E′ be a morphism in the category UB of com-
plex vector bundles over B (see section 2.3). Such a morphism induces an
isomorphism E′ ∼= E ⊕ E1. The complement P(E′) \ P(E1) can be identi-
ﬁed with the total space of the complex vector bundle π∗(E1)(1) → P(E).
Multiplication with the Thom class tπ∗(E1)(1) deﬁnes a morphism
H∗(P(E); Z) −→ H∗+2e1(π∗(E1)(1)+P(E),∞π∗(E1)(1); Z) ∼=
∼= H∗+2e1(P(E′),P(E1); Z) −→ H∗+2e1(P(E′); Z) ,
which will be denoted by aν .
Now ﬁx an element x ∈ K(B). A morphism τ = (i, j;E1, F1, l) :
(E,F ) → (E′, F ′) in the category T (x) deﬁnes morphisms
a(i,E1) : H
2f+k(P(E); Z) → H2f ′+k(P(E′); Z) ,
P(i)∗ : Hk(P(E); Z) → Hk(P(E′); Z) .
For an integer k ∈ Z we deﬁne
Hk(x; Z) := lim−→
(E,F )∈x
H2f+k(P(E); Z) , Hk(x; Z) := lim−→
(E,F )∈x
Hk(P(E); Z) .
Using the same methods as in sections 2.1, 2.3 (stabilizing ﬁrst with respect
to trivial bundle enlargements) we see that these inductive limits exist in
Ab.
Remark 4.2.
(1) One has H∗(x; Z) = H∗(B; Z)⊗ Z[t].
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(2) For a compact n-dimensional CW complex B there exist isomorphisms
Hk(x; Z) 
⊕
s−k∈2Z
max(0,k−2ι(x)+2)≤s≤n
Hs(B; Z) ,
where ι(x) ∈ Z is the index of x. In particular, putting n(x) :=
2ι(x)− 2 + n, one has Hn(x)(x; Z) = Hn(B; Z).
The integer n(x) := 2ι(x) − 2 + n will be called the dimension of the
formal projectivization of x.
Remark 4.3. Suppose that B is a compact connected oriented mani-
fold of dimension n. The system of Poincare´ duality isomorphisms PDP(E)
deﬁnes isomorphisms
PDx : H
k(x; Z) −→ Hn(x)−k(x; Z) .
Remark 4.4. The system of Hurewicz morphisms
h : S1α
k
B(S(E)+B, F
+
B ) → H2f+k(P(E); Z)
deﬁnes a morphisms of graded groups hx : α
∗(x) → H∗(x; Z). If B is a
compact connected oriented manifold, one also gets a morphism PDx ◦ hx :
α∗(x) → H∗(x; Z), which we call the homological Hurewicz morphism.
The result below has the following important consequence: for a moduli
problem with vanishing “expected dimension”, the cohomotopy invariant
yields the same information as the classical (co)homological invariant. Re-
call that our cohomotopy invariant {µ} associated with a map satisfying
properties P1 – P3 belongs to αb−1(x), where x := ind(δ), b := dim(H)
(see section 3.3). The expected dimension w(µ) := 2ι(x)+dim(B)− b− 1 of
the moduli problem associated with µ vanishes if and only if b− 1 = n(x).
Proposition 4.5. Suppose that B is a ﬁnite CW complex of dimen-
sion n. Then the Hurewicz morphism
hn(x)x : α
n(x)(x) −→ Hn(x)(x; Z) = Hn(B; Z) .
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is an isomorphism.
Proof. Suppose n(x) ≥ 0 for simplicity. Fix a stabilizing bundle ξ.
Using the same method and the same notations as in section 4.1.1 we see
that the set
S1π
0(S(E)+B ∧B ξ+B , F+B ∧B [Rn(x)]+B ∧ ξ+B)
can be identiﬁed with the set of pointed bundle maps
ϕ¯ : ξ˜+P(E) −→ [F˜ ⊕ Rn(x) ⊕ ξ˜]+P(E)
over P(E). The latter set can be identiﬁed with HdimR(P(E)(P(E); Z) =
Hn(B; Z) by Proposition 5.15 via the map ϕ¯ → hϕ¯. The obtained bijections
S1π
0(S(E)+B ∧B ξ+B , F+B ∧B [Rn(x)]+B ∧ ξ+B)  Hn(B; Z)
are compatible with morphisms ξ → ξ′ in the category CB and with mor-
phisms (E,F ) → (E′, F ′) in the category T (x). Therefore we get a bi-
jection αn(x)(x) → Hn(B; Z), which coincides with the Hurewicz map by
deﬁnition. 
4.1.2 A comparison theorem
The main result of this section states: the virtual fundamental class of
the moduli space of solutions associated with a map µ satisfying properties
P1, P2, P3 can be identiﬁed with the image of the cohomotopy invariant un-
der the homological Hurewicz map. Applied to Seiberg-Witten theory, this
implies that the full Seiberg-Witten invariant coincides with the Hurewicz
image of the cohomotopy Seiberg-Witten invariant.
We begin with the ﬁnite dimensional case. Let B be a compact oriented
manifold, p : E → B, q : F → B Hermitian bundles over B, let V , W
be Euclidean spaces, and let µ : E × V → [F ×W ]+B be an S1-equivariant
map over B satisfying properties P1, P2 of section 3.1. The invariant
{µ} ∈ S1αb−1B (S(E)+B, F+B ) is deﬁned by a map of pairs
(S(E)×DR(R⊕ V ), S(E)× SR(R⊕ V ))
→([F ×W ]+B, [F ×W ]+B \ D˚ε(F ×W ))
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induced by the restriction µR,ε : DR(E) × DR(V ) → (F × W )+B of µ to
a suﬃciently large cylinder DR(E) × DR(V ). The vanishing locus of µ
(regarded as section in the bundle (p∗(F ) × V ) ×W → E × V ) is an S1-
invariant compact space contained in the open subspace D˚R(E)× D˚R(V ) \
[0E ×B DR(V )] of the cylinder. Its S1-quotient can be identiﬁed with the
vanishing locus of the section µ˚R,ε induced by µR,ε on the S
1-quotient P(E)×
D˚R(R⊕ V ) of S(E)× D˚R(R⊕ V ). Using Remark 4.1 one obtains
Corollary 4.6. Suppose that B is a compact oriented manifold. Via
the isomorphism H∗(P(E) × D˚R(R ⊕ V ); Z)  H∗(P(E); Z) the Poincare´
dual PDP(E)(h({µ})) coincides with the virtual fundamental class associated
with the section µ˚R,ε. If this section is smooth and transversal to the zero
section, then PDP(E)(h({µ})) can be identiﬁed with the fundamental class
of the vanishing locus Z(µ˚R,ε) ⊂ P(E)× D˚R(R⊕ V ).
Note that µ is nowhere vanishing outside the cylinder DR(E)×DR(V ),
so the vanishing loci of µ and µR,ε can be identiﬁed. The vanishing locus
M := Z(µ˚R,ε) ∼= Z(µ)/S1 will be called the “moduli space” associated with
the map µ.
Let p : E → B, q : F → B be complex Hilbert bundles over B, let V,
W be real Hilbert spaces, and let µ : E × V → F ×W be an S1-equivariant
map over B satisfying properties P1, P2, P3 in section 3.3. Denote by
π : P(E) → B the natural projection. The map µR,ε descends to a smooth
section µ˚R,ε in the bundle
π∗(F)(1)× D˚R(R⊕ V)×W → P(E)× D˚R(R⊕ V) ,
and again one can identify the moduli space M := Z(µ)/S1 of µ with the
vanishing locus Z(µ˚R,ε) of this section. Using the same argument as in
the proof of Proposition 3.15, we see that the moduli space M is compact.
Suppose now that
P4: B is a compact, connected, oriented, smooth manifold, µ is smooth
and the ﬁberwise diﬀerential of k := µ− d at any point is a compact
operator.
This condition is always satisﬁed in practical gauge theoretical situa-
tions; indeed, the map k is usually given by the composition of a smooth
Cohomotopy Invariants 381
map E ×V → F1 ×W1 with a map F1 ×W1 → F ×W over B deﬁned by a
smooth family of compact operators. The condition P4 implies that µ˚R,ε is
a smooth Fredholm section on the Banach manifold P(E)× D˚R(R⊕ V). In
order to give sense to the virtual fundamental class of the moduli space M
we have to trivialize the determinant line bundle det(index(Dµ˚R,ε)) over
M. Equivalently, it suﬃces to trivialize the line bundle det(index(Dµ))
over Z(µ). In these formulae the symbol D stands for the family of intrinsic
derivatives of a section at its zero locus, and µ is regarded as a section of the
bundle [p∗(F)× V]×W → E × V. For a point (e, v) ∈ Z(µ) with p(e) = y
one has a natural identiﬁcation
det(index(D(e,v)µ)) = Λ
n(Ty(B))⊗ det(index(d(e,v)µ Ey×V)) ,
where n := dim(B) and µ Ey×V : Ey × V → Fy ×W is the restriction of µ
to the ﬁber over y. By the condition P4, the diﬀerential of this restriction
is congruent with the operator dy = (δy, l) modulo a compact operator.
Therefore (since the family δ = (δy)y∈B has a canonical complex orientation,
and B is oriented) one obtains a trivialization of det(index(Dµ)) for every
orientation O of coker(l) = H. This is precisely the orientation parameter
involved in the deﬁnition of the cohomotopy invariant {µ}. Fix such an
orientation O. Using the results in [Br], we obtain a virtual fundamental
class in Ceˇch homology [M]vir ∈ Hˇw(M; Z), where
w = w(µ) := n+ 2ι(ind(δ))− b− 1 = n(ind(δ))− (b− 1)
is the expected dimension of our moduli problem (the index of the section
µ˚R,ε).
Put x := ind(δ), and note that the group
Hw(x; Z) =
⊕
0≤2i≤w
Hw−2i(B; Z)⊗ ti
can be identiﬁed with Hw(P(E)× D˚R(R⊕ V ); Z) = Hw(P(E); Z).
Definition 4.7. The full homological invariant of µ is the image {µ}H
of the class [M]vir in the group Hw(ind(δ); Z).
Theorem 4.8. Suppose that conditions P1 – P4 hold. Then
{µ}H = PDx ◦ hx({µ}) .
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Proof. As in section 3.5 choose a ﬁnite dimensional approximation
µc,π of π, associated with an η-admissible pair (F,W ). Deﬁne µc,π,∞ :
DC(E)×DC(V) → F ×W by
µc,π,∞(e, v) = µc,π(pE(e),pV (v)) + pF⊥×W⊥ ◦ d ◦ pE⊥×V ⊥ .
This map takes ﬁnite values by Lemma 3.12. We claim that there exists a
smooth homotopy
H : [0, 4]×DC(E)×DC(V) → F ×W
between µ DC(E)×DC(V) and µc,π,∞ in the space of S
1-equivariant Fredholm
maps over B, such that for 0 ≤ t ≤ 4 the mapHt has no zeroes in ∂[DC(E)×
DC(V)] ∪ 0E ×DC(V ). To obtain such a homotopy it suﬃces to replace E˜,
V˜ , F˜ , W˜ in the deﬁnition of the homotopy H used in the proof of Lemma
3.13 by E , V, F , W, and to compose the resulting map from the right with
a smooth homeomorphisms θ : [0, 4] → [0, 4] having the properties
θ(i) = i , θ(k)(i) = 0 for i ∈ {0, 1, 2, 3, 4} , k ≥ 1
(to assure diﬀerentiability). Using the homotopy invariance of the virtual
class [Br], we can identify {µ}H with the image of the virtual class [µc,π,∞]vir
in Hw(P(E); Z). On the other hand, by the “associativity property” of the
virtual class (see Proposition 14 (4) in [Br]) and Corollary 4.6, the latter is
just the image of PDP(E)(h({µc,π}) via the embedding P(E) → P(E). But
PDP(E)(h({µc,π}) is a representative of PDx ◦ hx({µ}). 
4.2. Cohomotopy invariant jump formulae
4.2.1 General results
Let
M −→ N −→ P
be a coﬁber sequence of pointed S1-spaces over a compact basis B. For
every pointed S1-space Y over B there is an associated long exact sequence
of cohomotopy groups
· · · → S1αkB(P, Y ) → S1αkB(N,Y ) → S1αkB(M,Y )(19)
∂−→ S1αk+1B (P, Y ) → . . . .
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The connecting morphism
∂ : S1α
k
B(M,Y ) = S1α
k+1(M ∧B S1, Y ) −→ S1αk+1(P, Y )
is given by composition with the contraction map c : P →M ∧B S1 induced
by a ﬁxed homotopy equivalence between P and the mapping cone of the
map M → N . For the coﬁber sequence
S(ξ)+B −→ D(ξ)+B −→ ξ+B
associated with a vector bundle ξ over a compact basis B, the morphism ∂
can be described in the following way. The obvious isomorphisms
S(ξ)+B ∧B S1 ∼= S(ξ)× [0, 1]
/
S(ξ)× {0, 1} , ξ+B ∼= S(ξ)× [0, 1]
/
∼
(where ∼ is the equivalence relation generated by (v, 0) ∼ (v′, 0), (v, 1) ∼
(v′, 1)) allow us to use S(ξ)× [0, 1]/S(ξ)× {0, 1}, S(ξ)× [0, 1]/∼ as models
for S(ξ)+B ∧B S1 and ξ+B . Using these models, the morphism ∂ is given by
composition with the contraction map
cξ :
S(ξ)× [0, 1]/∼ −→ S(ξ)× [0, 1]/S(ξ)× {0, 1}(20)
induced by the identity of S(ξ)× [0, 1].
Consider now an oriented b-dimensional real vector space H and the
coﬁber sequence over B associated with the trivial bundle H = B×H over
B:
S(H)+B −→ D(H)+B −→ H+B .
Let E be a Hermitian vector bundle over B. Taking smash product with
S(E)+B over B yields the following coﬁber sequence over B
S(E)+B ∧B S(H)+B → S(E)+B → S(E)+B ∧B H+B
Since S(E)+B ∧B S(H)+B = [S(E) × S(H)]+B, the associated long exact
cohomotopy sequence is
· · · → S1α−1B (S(E)+B ∧B H+B, [F ⊕H]+B)(21)
→ S1α−1B (S(E)+B, [F ⊕H]+B) →
→ S1α−1B ([S(E)× S(H)]+B, [F ⊕H]+B)
∂→
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→ S1α0B(S(E)+B, [F ]+B) → S1α0B(S(E)+B, [F ⊕H]+B) → . . . .
Note that one has canonical base change isomorphisms
S1α
k
B([S(E)× S(H)]+B, [F ⊕H]+B)  S1αkB˜(S(E˜)+B˜, [F˜ ⊕H]+B˜) .(22)
associated with the projection
p : B˜ = B × S(H) → B
(see [CJ] Proposition 5.37, Proposition 12.40 for the non-equivariant case).
A map κ : B → S(H) deﬁnes a section jEκ : S(E)+B → [S(E)×S(H)]+B
over B of the projection [S(E)×S(H)]+B → S(E)+B, so it deﬁnes a splitting
of the exact sequence (21).
Lemma 4.9. Let m ∈ S1α−1B ([S(E) × S(H)]+B, [F ⊕ H]+B), and let
κ0, κ1 : B → S(H) be two maps. One has the identity
(jEκ1)
∗(m)− (jEκ0)∗(m) = d(κ0, κ1) · ∂(m) ,
where where d(κ0, κ1) ∈ S1α−1B (B+B, H+B) = S1αb−1B (B+B, B+B) is the dif-
ference class of the maps κ0, κ1 regarded as sections in the sphere bundle
S(H).
Proof. The diﬀerence class d(κ0, κ1) is deﬁned by the map
∆ : B+B ∧B S1 = B × [0, 1]
/
BB × {0, 1} −→
D=(H)
/
S=(H)
= H+B
induced by
(b, t) →
{
[(1− 2t)κ0(b)] for 0 ≤ t ≤ 12
[(2t− 1)κ1(b)] for 12 ≤ t ≤ 1 .
The connecting morphism ∂H in the long exact sequence
S1α
−1
B (B+B, H
+
B)
∂H→ S1α0B(B+B, S(H)+B)
→ S1α0B(B+B, B+B) → S1α0B(B+B, H+B)
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is deﬁned via the identiﬁcations
S1α
−1
B (B+B, H
+
B) = S1α
0
B(B+B ∧B S1, H+B)
S1α
0
B(B+B, S(H)+B) = S1α
0
B(B+B ∧B S1, S(H)+B ∧B S1) ,
by left composition with the contraction cH : H
+
B → S(H)+B ∧B S1. The
image of d(κ0, κ1) under ∂H is just the diﬀerence {κ1}−{κ0} ∈ S1α0B(B+B,
S(H)+B).
One has obviously
(jEκ1)
∗(m)− (jEκ0)∗(m) = m ◦ ({κ1} − {κ0}) = m ◦ ∂H(d(κ0, κ1)) .
We know that ∂H(d(κ0, κ1)) is represented by cH ◦ ∆ and the connecting
operator ∂ in the exact sequence (21) acts by right composition with the
same contraction cH . Therefore
(jEκ1)
∗(m)− (jEκ0)∗(m) = m ◦ (cH ◦∆) = ∂(m) ◦ d(κ0, κ1)
= ∂(m) ◦ (d(κ0, κ1) · {idB+B})
= (d(κ0, κ1) · ∂(m)) ◦ {idB+B} = d(κ0, κ1) · ∂(m) .
Here we have used the fact that the composition multiplication ◦ is S1α∗(B)-
bilinear. 
This lemma has an important analogue for the groups α∗(x) associated
with a K-theory element x. For a compact space P over B we put
α∗(P ;x) = lim−→
(E,F )∈x
S1α
∗
B(S(E)+B ∧B P+B, F+B ) .
where the inductive limit is taken with respect to the category T (x). Using
the methods used in section 2.3 for the deﬁnition of the groups α∗(x), and
the results in section 5.1, we see that this inductive limit exists; it can be
constructed by taking ﬁrst the limit of S1α
∗
B(S(E ⊕ Cn)+B ∧B P+B, [F ⊕
Cn]+B) over n, and factorizing the result by the action of J˜(I[K
−1(B)]) ⊂
S1α
0(B). The graded group α∗(P ;x) comes with an obvious homomorphism
α∗(P ;x) → α∗(p∗B(x)), where pB : B×P → B is the projection on the ﬁrst
summand.
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Taking the inductive limit of the connection morphisms ∂ = ∂E,F in (21)
with respect to the category T (x), one gets a morphism
∂x := lim−→
(E,F )∈x
∂E,F : α
b−1(S(H);x)−→α0(x) .(23)
which is intrinsically associated with x.
Let κ : B → S(H) be a ﬁxed map. The system of morphisms
(jEκ )
∗ : S1α∗B([S(E)× S(H)]+B, F+B ) → S1α∗B(S(E)+B, F+B )
induces a morphism j∗κ : α∗(S(H);x) → α∗(x).
Corollary 4.10. Let m ∈ αb−1(S(H);x), and let κ0, κ1 : B → S(H)
be two maps. One has the identity
(jκ1)
∗(m)− (jκ0)∗(m) = d(κ0, κ1) · ∂x(m) .
4.2.2 The universal perturbation and the invariant jump formulae
Let E, F be Hermitian vector bundles over a compact basis B, let V ,
W be Euclidean vector spaces, and let µ : E × V → [F ×W ]+B be an S1-
equivariant map over B satisfying the properties P1 and P2 (1) with h = 0.
In other words,
µ(0Ey , v) = l(v) , ∀y ∈ B ∀v ∈ V ,
where l : V −→ W0 ⊂ W is a linear embedding. The cylinder construction
cannot be applied to such a map, because µ has vanishing points on the
core 0E×DR(V ) of any cylinder DR(E)×DR(V ). We orient the orthogonal
complement H of W0 in W , and we denote by b its dimension. Let Q > 0.
For every map κ : B → S=(H) we deﬁne the perturbation
µκ : E × V → [F ×W ]+B
by putting µκ(e, v) := Tκ(y)(µ(e, v)) for e ∈ Ey. Here Tκ(y) denotes the
automorphism of [F × (H ⊕W0)]+B which extends the translation
(f, w) → (f, w + κ(y)) .
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Remark 4.11. If Q > 0 is suﬃciently small, the map µκ satisﬁes the
properties P1, P2 of section 3.1, so the cylinder construction applies and
yields a stable class {µκ} ∈ S1αb−1B (S(E)+B, F+B ).
Proof. Suppose that µ satisﬁes the property P1 with constants C, c.
Choose Q < c2 . The map µκ satisﬁes P1 with constants C, c
′ := c2 , and P2
with constant ε0 = Q. 
Another way to construct a map satisfying properties P1 , P2 is to let
κ vary in the sphere S=(H) and consider the universal perturbation
µ˜ : E˜ × V −→ F˜ ×W
over the basis B˜ := B × S=(H) (where E˜ := p∗B(E), F˜ := p∗B(F )) which
acts as µκ over B × {κ}. This map also satisﬁes properties P1, P2 with
the same constants as any µκ, so that the cylinder construction applies
and yields a class {µ˜} ∈ S1αb−1B˜ (S(E˜)B˜, F˜
+
B˜
). Our next goal is to un-
derstand this class {µ˜}. The essential point is to identify the image of
{µ˜} ∈ S1αb−1B˜ (S(E˜)+B˜, F˜
+
B˜
)} under the connecting morphism ∂.
Recall from section 2.6 that {o(E,F )} ∈ S1α0B(S(E)+B, F+B ) is the class
of the obvious pointed map S(E)+B → F+B over B which maps +B to the
inﬁnity section, and S(E) to the trivial section.
Proposition 4.12. (The ∂-image of the invariant of the universal per-
turbation) Via the identiﬁcation
S1α
0
B(S(E)+B ∧B H+B, [F ⊕H]+B) = S1α0B(S(E)+B, F+B )
one has
∂({µ˜}) = −{o(E,F )} .
Proof. As in section 3.1 ﬁx R > C and ε < min(ε0, c
′) = min(Q, c2).
Let τ0 < R be suﬃciently small such that µ(e, v) remains ﬁnite for every
(e, v) ∈ Dτ0(E)×DR(V ).
Step 1. We replace µ˜ DR(E˜)×DR(V ) by a map µ˜τ which represents the
same class {µ} and coincides with the κ-independent map µ outside the
smaller cylinder Dτ (E)×DR(V ).
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Deﬁne µ˜τ : DR(E˜)×DR(V ) −→ [F˜ ×W ]+B˜ by the formula
µ˜τ (e, κ, v) :=
{ (
1− 1τ ‖e‖
)
(κ+ l(v)) + 1τ ‖e‖µ(e, v) for 0 ≤ ‖e‖ ≤ τ
µ(e, v) for ‖e‖ ≥ τ .
The maps µ˜τ and µ˜ coincide on the core 0
E˜ × DR(V ) of the cylinder
DR(E˜)×DR(V ) and they diﬀer by the translation Tκ outside the cylinder
Dτ (E˜)×DR(V ). We deﬁne a homotopy between µ˜τ and µ˜ DR(E˜)×DR(V ) by
putting
µ˜tτ (e, κ, v) :=
{
(1− t)µ˜τ (e, κ, v) + tµ˜(e, κ, v) for ‖e‖ ≤ τ
Ttκ ◦ µ(e, v) for ‖e‖ ≥ τ .
Claim. If τ is suﬃciently small, then ‖µ˜tτ‖ ≥ c′ on ∂
[
DR(E˜) ×
DR(V )
]
for every t ∈ [0, 1].
The claim is not obvious only for points (e, v) ∈ Dτ (E˜) × SR(V ). One
has the identity
µ˜tτ (e, κ, v) = (1− t)
{(
1− 1
τ
‖e‖
)
κ+ l(v) +
1
τ
‖e‖ [µ(e, v)− l(v)]
}
+ tµ(e, v) + tκ
= l(v) +
(
1− 1− t
τ
‖e‖
)
κ+
[
t+
(1− t)
τ
‖e‖
]
[µ(e, v)− l(v)] .
The ﬁrst two terms belong to orthogonal complements, so for e ∈ Dτ (E)
one has
‖µ˜tτ (e, κ, v)‖ ≥ ‖l(v)‖ − ‖µ(e, v)− l(v)‖ .
Since µ(0Ey , v) = l(v), and µ is ﬁberwise diﬀerentiable with globally contin-
uous derivatives on E × V , it holds
lim
τ→0
{
sup {(µ(e, v)− l(v)) 0 ≤ ‖e‖ ≤ τ, ‖v‖ ≤ R}} = 0 .
On the other hand, for ‖v‖ = R one has ‖l(v)‖ = ‖µ(0Ey , v)‖ > c. This
proves the claim.
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Using the Claim and ‖µ˜tτ (e, κ, v)‖ = ‖κ‖ = Q > 0 we see that (µ˜tτ )t∈[0,1]
deﬁnes a homotopy between µ˜τ and µ˜ DR(E˜)×DR(V ) in the space of maps for
which the cylinder construction applies. Therefore
(24) {µ˜} = {µ˜τ} ∈ S1αb−1B ([S(E)× S(H)]+B, F+B )
for all suﬃciently small τ > 0.
Step 2. We compute the class −∂({µ˜τ}).
Regard {µ˜τ} as an element in the group
S1α
−1
B ([S(E)× S(H)]+B, [F ⊕H]+B)
= S1α
0
B([S(E)+B ∧B S(H)+B ∧B S1, [F ⊕H]+B) .
As explained at the beginning of this section the morphism ∂ is given by
composition with the contraction map
cH : H
+ = S=(H)× [0, R]/∼ → S(H)+ ∧ S1
= S=(H)× [0, R]/S(H)× {0, R}
induced by the identity of S=(H) × [0, R]. The morphism −∂ is deﬁned by
composition with c′, where c′ is induced by the map (κ, ρ) → (κ,R− ρ).
The class {µ˜τ} is represented by the map
m˜τ :S(E)× S=(H)× [0, R]×DR(V )
−→ [F ×W ]+B/
B [F ×W ]+B \Dε(F ×W )
given by
m˜τ (e, κ, ρ, v) = [µ˜τ (ρe, κ, v)] .
As we have seen in section 3.1, this map induces a map
S(E)+B ∧B S(H)+B ∧B S1∧B V +B −→ [F ×W ]
+
B
/
B [F ×W ]+B \Dε(F ×W )
because it has the following properties
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(1) m˜τ (e, κ, 0, v) and mτ (e, κ,R, v) belong always to the inﬁnity section
of the right hand space,
(2) m˜τ (e, κ, ρ, v) belongs to the inﬁnity section of the right hand space
when ‖v‖ = R.
The class −∂({µ˜τ}) is deﬁned by the map
m˜′τ : S(E)×S=(H)×[0, R]×DR(V ) → [F ×W ]
+
B
/
B [F ×W ]+B \Dε(F ×W )
given by
m˜′τ (e, κ, ρ, v) = m˜τ (e, κ,R− ρ, v) .
This map descends to a map
S(E)+B ∧B H+B ∧B V +B → [F ×W ]
+
B
/
B [F ×W ]+B \Dε(F ×W )
because it has the following properties:
(1) m˜′τ (e, κ, 0, v) and m˜′τ (e, κ,R, v) are independent of κ,
(2) m˜′τ (e, κ,R, v) belongs always to the inﬁnity section of the right hand
space,
(3) m˜′τ (e, κ, ρ, v) belongs to the inﬁnity section of the right hand space
when ‖v‖ = R.
These three conditions characterize the maps of pointed spaces over B de-
ﬁned on S(E)×S=(H)× [0, R]×DR(V ) which descend to S(E)+B∧BH+B∧B
V +B.
Step 2 (a). We deform the map m˜′τ in the space of maps satisfying
the three properties above, by composing it with a 1-parameter family of
contractions in the ρ-direction.
For t ∈ [0, 1] deﬁne the map
[m˜′τ ]
t :S(E)× S=(H)× [0, R]×DR(V )
→ [F ×W ]+B/
B [F ×W ]+B \Dε(F ×W )
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by
[m˜′τ ]
t(e, κ, ρ, v) = m˜τ
(
e, κ, (1− t+ t τ
R
)(R− ρ), v
)
.
The family ([m˜′τ ]t)t∈[0,1] deﬁnes a homotopy in the space of maps satisfying
properties (1), (2), (3) above. The main point in checking (1) is the fact
that the map m˜τ is constant with respect to κ for ρ ∈ [τ,R]. Therefore it
holds
−∂({µ˜τ}) = {[m˜′τ ]0} = {[m˜′τ ]1} .
Putting m˜′′τ := [m˜′τ ]1, one has
m˜′′τ (e, κ, ρ, v) = m˜τ (e, κ,
τ
R
(R− ρ), v)
=
[
1− R− ρ
R
]
(κ+ l(v)) +
R− ρ
R
µ(τ
R− ρ
R
e, v)
=
ρ
R
κ+ l(v) +
R− ρ
R
(
µ(τ
R− ρ
R
e, v)− l(v)
)
.
Step 2 (b). We remark that the family of maps m˜′′τ has a uniform limit
as τ → 0 and we compute this limit explicitly.
Using arguments as in the proof of the claim above, we see that
lim
τ→0
R− ρ
R
(
µ(τ
R− ρ
R
e, v)− l(v)
)
= 0
uniformly. Therefore m˜′′ := limτ→0 m˜′′τ operates by the formula
m˜′′(e, κ, ρ, v) = ρRκ+ l(v). It is now easy to see that the map
S(E)+B ∧B H+B ∧B V +B → [F ×W ]
+
B
/
B [F ×W ]+B \Dε(F ×W )
= F+B ∧B H+B ∧B [W 0]+B
induced by m˜′′ is homotopic to the smash product over B of the obvious
map S(E)+B → F+B (which represents o(E,F )) with l+B : V +B → [W 0]+B, and
id : H+B → H+B. 
For a map κ : B → S=(H) one has
{µκ} = (jEκ )∗({µ˜}) .(25)
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This formula shows that the individual invariant {µκ} associated with a
map κ : B → S=(H) is determined by the invariant associated with the
universal perturbation µ˜ and the homotopy class of κ. Using Corollary 4.10
we obtain
Corollary 4.13. (Cohomotopy invariant jump formula) One has
{µκ0} − {µκ1} = o(E,F ) · d(κ0, κ1) ,
where d(κ0, κ1) ∈ S1α−1B (B+B, H+B) is the diﬀerence class of the maps κ0,
κ1 regarded as sections in the sphere bundle S=(H).
Suppose now that b = 1. In this case S=(H) has two elements κ0, κ1, and
the diﬀerence class d(κ0, κ1) is just the unit element of S1α
0
B(B+B, B+B).
Therefore, in this case, our result gives
Corollary 4.14. (Cohomotopy wall crossing) Suppose b = 1. Then
the two classes {µκ0}, {µκ1} associated with the two perturbations µκ0, µκ1
of µ are related by the formula
{µκ0} − {µκ1} = {o(E,F )} .
We can now extend our results to the inﬁnite dimensional case. Let
B be an oriented compact manifold, E , F complex Hilbert bundles over
B, V, W real Hilbert spaces, and µ : E × V → F ×W an S1-equivariant,
ﬁberwise diﬀerentiable map over B satisfying properties P1, P3 and P2 (1)
with h = 0. Then we have an orthogonal decomposition W = H ⊕W0, and
µ(0Ey , v) = l(v) for every v ∈ V, where l : V → W0 is a linear isometry. We
ﬁx an orientation of the ﬁnite dimensional summand H. Deﬁning in the
same way as in the ﬁnite dimensional framework the universal perturbation
µ˜, one gets a stable class
{µ˜} ∈ α∗(S=(H);x) ,
where x ∈ K(B) is the index of the complex part of the ﬁberwise lineariza-
tion of µ at the zero section. Recall that the Euler class γ(x) ∈ α0(x)
is deﬁned by the system of stable classes −{o(E,F )} ∈ S1α0B(S(E)+B, F+B )
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deﬁned by the obvious maps S(E)+B → F+B (see section 2.6). Using the
results obtained above and taking inductive limit over T (x), we obtain
Corollary 4.15.
(1) The image of {µ˜} under the morphism
∂x : α
b−1(S=(H);x) → α0(x)
is given by
∂x({µ˜}) = γ(x) .
(2) Let κ0, κ1 : B → S(H) two maps. Then
{µκ1} − {µκ0} = d(κ0, κ1) · γ(x) .
(3) Suppose b = 1 and write S=(H) = {κ0, κ1}. Then
{µκ1} − {µκ0} = γ(x) .
4.3. A product formula and a vanishing theorem
In this section we give the inﬁnite dimensional analogue of the product
formula proven in section 3.2.3.
Let Vi, Wi be real Hilbert spaces , Ei, Fi complex Hilbert bundles over
a compact base B (i = 1, 2), and let µi : Ei × Vi → [Fi ×Wi]+B be S1-
equivariant maps over B, satisfying the properties P1, P2 (1) and P3 of
section 3.3 with constants C, c. Let Wi = Hi ⊕W0,i be the corresponding
orthogonal sum decompositions, li : Vi → W0,i isometries, xi ∈ K(B) the
K-theory elements deﬁned by the corresponding families δi of Fredholm
operators, and hi : B → Hi the maps given by P2 (1). We introduce the
notations:
V := V1⊕V2, W := W1⊕W2, H := H1⊕H2, W0 := W0,1⊕W0,2 , l := l1⊕l2 ,
and consider the Hilbert bundles E := E1 ⊕ E2, F := F1 ⊕F2. The product
map
µ : E ×V = [E1×V1]⊕ [E2×V2] −→ [F ×W]+B = [F1×W1]+B ∧B [F2×W2]+B
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also satisﬁes properties P1 P2 (1) (with associated map h = (h1, h2) : B →
H) and P3; it satisﬁes P2 (2) as soon as one of the two maps µ1, µ2 does.
Suppose that µ1 satisﬁes property P2 (2). In this case the construction
of section 3.3 applies and yields an invariant
{µ1} ∈ αb1−1(x1) .
The ﬁnite dimensional approximations of the map µ2 deﬁne classes
{(µ2)+c,π2} ∈ S1αb2B ([E2]+B, [F2]+B) .
It can be shown that a compatibility result similar to Proposition 3.13 holds,
so that one obtains an invariant
{µ+2 } ∈ αb2(x+2 ) := lim−→
(E2,F2)∈x2
S1α
b2
B ([E2]
+
B, [F2]
+
B) .
Here the inductive limit on the right is taken over the category T (x2) and is
constructed using the same methods as in the deﬁnition of the groups α∗(x)
(see section 2.3). The direct limit of the obvious products
S1α
b1−1
B (S(E1)+B, [F1]
+
B)× S1αb2B ([E2]+B, [F2]+B)
→ S1αb1+b2−1B (S(E1)+B ∧B [E2]+B2 , [F1 ⊕ F2]+B)
1c∗→ S1αb1+b2−1B (S(E1 ⊕ E2)+B, [F1 ⊕ F2]+B)
gives a well deﬁned product
· : S1αb1−1(x1)× αb2(x+2 ) → S1αb1+b2−1(x1 + x2) .
Using ﬁnite dimensional approximations of µ of the form
µc,π1×π2 = (µ1)c,π1 × (µ2)c,π2
and applying Proposition 3.3 we obtain
Remark 4.16. Under the assumptions and with the notations above,
the invariant of the product map µ = µ1 × µ2 is given by the formula
{µ1 × µ2} = {µ1} · {µ+2 } .
Cohomotopy Invariants 395
Note that in this formula the map µ2 is allowed to have S
1-invariant
zeroes. In the case when both maps µi satisfy P2 (2) (so they are nowhere
zero on their S1-ﬁxed point loci) one has the following important vanishing
result for the Hurewicz image of the invariant associated with a product
map:
Proposition 4.17. Put x := x1 + x2 ∈ K(B) and let hx : α∗(x) →
H∗(x; Z) be the Hurewicz morphism associated with x. Suppose that both
maps µi satisfy properties P1, P2 (1), P2 (2) and P3, and that B is a ﬁnite
CW complex. Then
hx({µ1 × µ2}) = 0 .
Proof. Let mi := (µi)c,πi be ﬁnite dimensional approximations of µi
and put m := m1 ×m2. Applying the cylinder construction to this maps
we get a representative
mR : S(E1 ⊕ E2)+B ∧B [R⊕ V1 ⊕ V2]+B → [F1 ⊕ F2 ⊕W1 ⊕W2]+B
of the class {µ1 × µ2}. Put E := E1 ⊕ E2, F := F1 ⊕ F2, V := V1 ⊕ V2,
W := W1 ⊕W2, and b = b1 + b2. Let
m¯R : [R⊕ V ]+P(E) → [F˜ ⊕W ]+P(E)
be the associated sphere bundle map, constructed as in section 4.1.1. We
denote by
p : [R⊕ V ]+P(E) → P(E) , q : [F˜ ⊕W ]+P(E) → P(E)
the two bundle projections, and by h := hm¯R ∈ H2f+b1+b2−1(P(E); Z) the
corresponding Hurewicz class, which is deﬁned by the equality
(m¯R)
∗(tF˜⊕W ) = p
∗(h) ∪ tR⊕V(26)
in H∗([R ⊕ V ]+P(E),∞R⊕V ; Z). Since both maps µi satisfy property P2, it
follows that, for a suﬃciently small neighborhood P of P(E1) ∪ P(E2) in
P(E), the map m¯R maps p
−1(P) to the inﬁnity section of the right hand
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bundle. We can suppose that P is a standard compact neighborhood of this
union, i.e. it has the form
P = P(E) \
{
[e1, e2] ∈ P(E)| ei = 0, ln ‖e1‖‖e2‖ ∈ (−s s)
}
for suﬃciently large s > 0. The pull-back class (m¯R)
∗(tF˜⊕W ) can be re-
garded as an element in H∗([R ⊕ V ]+P(E),∞R⊕V ∪ p−1(P); Z), which can
be identiﬁed with H∗−(dim(V )+1)(P(E),P; Z) via the relative Thom isomor-
phism over the pair (P(E),P). Therefore, the equality
(m¯R)
∗(tF˜⊕W ) = p
∗(h′) ∪ tR⊕V(27)
in H∗(([R⊕V ]+P(E),∞R⊕V ∪ p−1(P); Z) deﬁnes a class h′ ∈ H∗(P(E),P; Z),
and h is just the image of h′ via the morphism C∗ : H∗(P(E),P; Z) →
H∗(P(E); Z) associated with the map C : (P(E), ∅) → (P(E),P). Put now
P0 := P(E) \ (P(E1) ∪ P(E2)) , P0 := P \ (P(E1) ∪ P(E2)) ,
and denote by h′0 the image of h′ via the morphism I∗ : H∗(P(E),P; Z) →
H∗(P0,P0; Z) deﬁned by the map I : (P0,P0) → (P(E),P). The main point
in the proof of our proposition is that the restriction
m¯R P0 : p
−1(P0) → q−1(P0) .
is equivariant with respect to the free S1-action (ζ, [e1, e2]) → [ζe1, e2] on P0
and the obvious lift of this action in the bundle F˜ P0 . This is just because
µ is the product of two S1-equivariant maps µi. Therefore, m¯R P0 descends
to a bundle map
[n¯R]0 :
p−1(P0)/
S1
−→ q−1(P0)/
S1
over Q0 := P0/S
1. The two sphere bundles above coincide with the ﬁbrewise
compactiﬁcations [R⊕ V ]+Q0 , [F˜0 ⊕W ]+Q0 , where F˜0 is the S1-quotient of F˜ ,
regarded as a bundle over Q0. We denote by p0, q0 the corresponding bundle
projections on Q0. Put Q := P/S1, Q0 := Q∩Q0. Using the relative Thom
isomorphism over the pair (Q0,Q0), it follows that the equality
[n¯R]
∗
0(tF˜0⊕W ) = p
∗
0(k0) ∪ tR⊕V
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deﬁnes a class k0 ∈ H∗(Q0,Q0; Z). Taking the pull-back of this equality
via the projection Π0 : (P0,P0) → (Q0,Q0), (and comparing the obtained
formula with a similar equality satisﬁed by h′0), we see that Π∗0(k0) = h′0.
Therefore
h = C∗ ◦ I∗−1 ◦Π∗0(k0) = C∗ ◦Π∗ ◦ [J∗]−1(k0) ,(28)
where
Π : (P(E),P) →
(
P(E)/
S1
,Q
)
, J : (Q0,Q0) →
(
P(E)/
S1
,Q
)
denote the obvious maps. In this formula we used the identity J ◦Π0 = Π◦I,
and that the maps I, J induce isomorphisms in cohomology, by the excision
theorem. The result follows now directly from Lemma 4.18 below. 
Lemma 4.18. The morphism
U∗ : H∗
(
P(E)/
S1
,Q; Z
)
−→ H∗(P(E); Z)
induced by the map U := Π ◦ C : (P(E), ∅) →
(
P(E)/
S1
,Q
)
, vanishes.
Proof. By the excision and homotopy invariance theorem one has
H∗
(
P(E)/
S1
,Q; Z
)
= H∗
(
P(E)/
S1
\ Q˚,Q \ Q˚; Z
)
,
where Q˚ is the interior of Q. One has a natural homeomorphism
P(E)/
S1
\ Q˚ ∼= [P(E1)×B P(E2)]× [−s, s] , [e1, e2] →
(
[e1], [e2], ln
‖e1‖
‖e2‖
)
,
and this homeomorphism identiﬁes Q \ Q˚ with [P(E1) × P(E2)] × {−s, s}.
Multiplication with the Thom class of the trivial bundle
P(E1)×B P(E2)× (−s, s) → P(E1)×B P(E2)
deﬁnes an isomorphism
H i(P(E1)×B P(E2); Z)
∼=→ H i+1
(
P(E)/
S1
\ Q˚,Q \ Q˚; Z
)
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= H i+1
(
P(E)/
S1
,Q; Z
)
.
Step 1. When B is a point, the statement of the Lemma is obvious
because in this case both spaces P(E1) ×B P(E2) and P(E) have trivial
cohomology in odd dimensions.
Step 2. For a general basis, note that U induces a morphism of the
Leray spectral sequences associated with the projections
P(E) −→ B ,
(
P(E)/
S1
,Q
)
−→ B .
But the Leray spectral sequence for the relative cohomology of the pair(
P(E)/
S1
,Q
)
can be identiﬁed with the spectral sequence for the coho-
mology with compact supports of P(E)
/
S1
\ Q. It suﬃces to note that the
induced spectral sequence morphism vanishes at the Ep,q1 -level, by Step 1. 
5. Appendix
5.1. Inductive limits of functors
We recall the following important
Definition 5.1. ([AM] p. 148) A ﬁltering category is category C with
the properties
F1. For every pair (O,O′) of objects, there exists an object O′′ and mor-
phisms O → O′′, O′ → O′′.
F2. For every two morphisms u, v : O → O′ there exists an object O′′ and
a morphism w : O′ → O′′ such that w ◦ u = w ◦ v.
For small ﬁltering categories one has the following basic fact:
Proposition 5.2. ([AM], p. 149-150) Let A be one of the categories
Sets, Ab or Gr, and let C be a ﬁltering small category. Then any functor
F : C → A has an inductive limit, which can constructed in the classical
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way: one factorizes the disjoint union
∐
O∈Ob(C) F (O) by the equivalence
relation
(29) (O, x) ∼ (O′, x′) if ∃ u : O → O′′, u′ : O′ → O′′
with F (u)(x) = F (u′)(x′) .
When A = Ab or Gr, one endows the obtained set of equivalence classes
with the operation induced by the group operations on the summands F (O)
of the disjoint union.
We will say that C is weakly ﬁltering if it satisﬁes F1 and the following
weak form of the axiom F2.
F˜2. For every two morphisms u, v : O → O′ there exists an object O′′ and
morphisms w,z : O′ → O′′ such that w ◦ u = z ◦ v.
Lemma 5.3. Suppose that C is weakly ﬁltering and small. Then the
relation ∼ deﬁned in (29) is still an equivalence relation, and the conclusion
of Proposition 5.2 holds for A = Sets.
Proof. It suﬃces to check that ∼ is transitive. Let x ∈ F (O), x′ ∈
F (O′), x′′ ∈ F (O′′) with x ∼ x′, x′ ∼ x′′. Therefore there exists morphisms
u : O → Oˆ, u′ : O′ → Oˆ, v′ : O′ → O˜, v′′ : O′′ → O˜ such that F (u)(x) =
F (u′)(x′) and F (v′)(x′) = F (v′′)(x′′). By F1 there exists morphisms wˆ :
Oˆ → O0, w˜ : O˜ → O0. We apply F˜2 to the morphisms wˆu′, w˜v′ : O′ → O0.
We obtain morphisms zˆ, z˜ : O0 → O1 such that zˆwˆu′ = z˜w˜v′. Therefore
F (zˆwˆu)(x) = F (zˆwˆ)(F (u)(x)) = F (zˆwˆ)(F (u′)(x′)) = F (zˆwˆu′)(x′)
= F (z˜w˜v′)(x′) = F (z˜w˜)(F (v′)(x′))
= F (z˜w˜)(F (v′′)(x′′)) = F (z˜w˜v′′)(x′′) ,
hence x ∼ x′′. 
For A = Ab or G one cannot endow the quotient of the disjoint union
by this equivalence relation with a coherent group structure using only the
weakly ﬁltering condition.
Unfortunately, we will need inductive limits of functors deﬁned on index
categories which are not small. In this case the disjoint union considered
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in Remark 5.2 might not be a set. However, there exists a simple situation
when the existence of an inductive limit is guaranteed:
Lemma 5.4. Let C be a weakly ﬁltering category, Q ∈ Ob(C) a ﬁxed
object and F : C → A a functor such that F (u) is surjective for every
morphism u : Q→ O.
(1) Suppose A = Sets.
(a) The relation on F (Q) deﬁned by
y ≈ y′ if ∃ u, v : Q→ O such that F (u)(y) = F (v)(y′)(30)
is an equivalence relation. Put L := F (Q)/ ≈.
(b) For any O ∈ Ob(C) there exists a unique map fO : F (O) →
L deﬁned by fO(x) = [y] for any pair (x, y) ∈ F (O) × F (Q)
for which there exist morphisms u : O → Oˆ, v : Q → Oˆ with
F (u)(x) = F (v)(y). The system (fO)O∈Ob(C) is F -compatible
(i.e. it holds fO′ ◦ F (w) = fO for any morphism w : O → O′).
(c) The system (fO)O∈Ob(C) satisﬁes the universal property of the in-
ductive limit, so the inductive limit of F exists and can be iden-
tiﬁed with L.
(2) Suppose A = Ab or Gr.
(a) Let H be a smallest normal subgroup of F (Q) which contains the
elements x′x−1 with x ≈ x′. Put L := F (Q)/H.
(b) The system of morphism (fO : F (O) → L)O∈Ob(C) deﬁned in a
similar way as in (1) is F -compatible and satisﬁes the universal
property of the inductive limit. Therefore the inductive limit of
F exists and can be identiﬁed with L.
Proof. (1) (a) is clear. For (b) we have to prove that the map fO is
well deﬁned. Let y ∈ F (Q), y′ ∈ F (Q), u : O → Oˆ, v : Q→ Oˆ, u′ : O → Oˆ′,
and v′ : Q→ Oˆ′ such that F (u)(x) = F (v)(y) and F (u′)(x) = F (v′)(y). We
can ﬁnd an object O˜ and morphisms w : Oˆ → O˜, w′ : Oˆ′ → O˜. Since C is
weakly ﬁltering, there exist morphisms z : O˜ → O0, z′ : O˜ → O0 such that
zwu = z′w′u′. This implies
F (zwv)(y) = F (zw)(F (u)(x)) = F (z′w′)(F (u′)(x)) = F (zwv′)(y′) ,
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so y ≈ y′.
The F -compatibility of the system (fO)O∈Ob(C) and the fact that this
system satisﬁes the universal property of the inductive limit are easily ver-
iﬁed.
(2) Follows easily from (1). 
Definition 5.5. ([AM] p. 149) Let N , C be categories. A functor
Θ : N → C is called
(1) coﬁnal, if
C1. For any O ∈ Ob(C) there exists n ∈ Ob(N ) and u : O → Θ(n).
C2. For every n ∈ Ob(N ), O ∈ Ob(C), and u : Θ(n) → O, there exists
m ∈ Ob(N ), ν : n→ m and v : O → Θ(m) such that vu = Θ(ν).
(2) coﬁnal in the sense of Artin-Mazur ([AM] p. 149) , if
C1. holds,
C˜2. For every O ∈ Ob(C), n ∈ Ob(N ) and u, v : O → Θ(n), there
exists a morphism µ : n→ m in N such that Θ(µ)u = Θ(µ)v.
Lemma 5.6.
(1) If N is ﬁltering and Θ is coﬁnal in the sense of Artin-Mazur, then Θ
is coﬁnal and C is ﬁltering.
(2) If C is ﬁltering and Θ is coﬁnal, then Θ is coﬁnal in the sense of
Artin-Mazur.
(3) Suppose Θ : N → C is coﬁnal, and N , C are both small and ﬁltering.
For any functor F : C → A (with A = Sets, Ab or Gr) the canonical
morphism
lim−→
n∈Ob(N )
F (Θ(n)) → lim−→
O∈Ob(C)
F (O)
is an isomorphism.
Proof. 1. Let u : Θ(n) → O be a morphism. Using C1, we can
ﬁnd a morphism w : O → Θ(m); since N is ﬁltering, we can ﬁnd mor-
phisms η : n → k, κ : m → k. Therefore, we get two morphisms Θ(η),
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Θ(κ)wu : Θ(n) → Θ(k). By C˜2, there exists µ : k → l such that Θ(µ)Θ(η) =
Θ(µ)Θ(κ)wu. This shows [Θ(µκ)w]u = Θ(µη), so C2 holds with v =
Θ(µκ)w and ν = µη. The fact that C is ﬁltering is stated in [AM] p.
149.
2. Let u, v : O → Θ(n) be two morphisms. Since C is ﬁltering, there
exists w : Θ(n) → O′ with wu = wv. By C2, we can ﬁnd m ∈ Ob(N ),
ν : n → m and v′ : O′ → Θ(n), such that v′w = Θ(ν). We will have
Θ(ν)u = v′wu = v′wv = Θ(ν)v, which proves C˜2.
3. See Proposition 1.8 in [AM] p. 150. 
Example 1. Let B be a compact space and let UB be the category of
complex vector bundles over B. A morphism U → U ′ is a pair u = (i, U1)
consisting of a bundle embedding i : U → U ′ and a complement U1 of i(U)
in U ′ (see section 2.3). The category UB satisﬁes F1 but not F2, so it is not
ﬁltering. Let N be category associated with the ordered set (N,≤). Then
the functor Θ : N → UB which associates to n the trivial bundle Cn and
to an inequality n ≤ m the standard morphism Cn → Cm is coﬁnal. This
follows from the fact that any vector bundle on B possesses a complement.
Note however that Θ is not coﬁnal in the sense of Artin-Mazur.
Example 2. For a category C and an object Q ∈ Ob(C) we will denote
by CQ the category whose objects are morphism u : Q → O and whose
morphisms are
Hom(Q
u→ O,Q v→ O′) := {w : O → O′| w ◦ u = v} .
A morphism u : Q → Q′ induces in an obvious way a pull-back functor
u∗ : CQ′ → CQ. If C is ﬁltering then CQ is ﬁltering and the target functor
functor T : CQ → C is both coﬁnal and coﬁnal in the sense of Artin-Mazur.
Definition 5.7. A category with automorphism push-forward is a
pair (U , A), where U is a category and A : U → Gr a functor, such that
F1. holds in U .
S1. A(O) = Aut(O) for every O ∈ Ob(C).
S2. For any u : O → O′ and a ∈ Aut(O) one has A(u)(a) ◦ u = u ◦ a
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S3. For every two morphisms u, v : O → O′ in U there exists an object
O′′, a morphism w : O′ → O′′ and an automorphism a ∈ A(O′′) such
that a ◦ w ◦ u = w ◦ v.
Note that when (U , A) is a category with automorphism push-forward,
then U is weakly ﬁltering (use S3).
Example 3. Deﬁning the automorphism push-forward functors in the
obvious way, the categories UB, CB, T (x) introduced in this article become
categories with automorphism push-forward.
Let (U , A) be a category with automorphism push-forward, Q ∈ Ob(U)
a ﬁxed object, and F : U → Ab a functor such that F (u) is a isomorphism
for any morphism u : Q → O. We know by Lemma 5.4 that the inductive
limit of F exists and is a quotient of F (Q). We need an explicit description
of this quotient. For every object u : Q→ O in the category UQ the group
A(T (u)) acts on F (Q) via the isomorphism F (u) : F (Q) → F (T (u)). A
morphism w : T (u) → T (v) can be regarded as an element in HomUQ(u, v)
and deﬁnes a group morphism A(w) : A(T (u)) → A(T (v)) which intertwines
the actions of these groups on G(Q).
Proposition 5.8. Let (U , A) be a category with automorphism push-
forward, Q ∈ Ob(U) a ﬁxed object, and F : U → Ab a functor such that
F (u) is a isomorphism for any u : Q → O. Let N be a small ﬁltering
category and Θ : N → UQ a functor satisfying the coﬁnality axiom C1. Put
A := lim−→
n∈Ob(N )
A(T (Θ(n))) .
Then A acts on F (Q) in a natural way, the inductive limit lim−→
O∈Ob(U)
F (O)
exists and can be identiﬁed with the quotient F (Q)/I[A]F (Q).
Proof. By Lemma 5.4 the inductive limit of F exists and can be
identiﬁed with a quotient F (Q)/H. Here H is the group generated by the
elements of the form x−x′ where x, x′ ∈ F (Q) are such that there exists u,
u′ : Q → O with F (u)(x) = F (u′)(x′). We claim that the set of such pairs
(x, x′) coincides with the set of pairs of the form (ax′, x′) with x′ ∈ F (Q),
a ∈ A.
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Indeed, if F (u)(x) = F (u′)(x′), choose v : O → Oˆ and a ∈ A(Oˆ) such
that vu′ = avu. The morphism vu can be regarded as an object in the
category UQ. Since Θ satisﬁes the axiom C1, there exists n ∈ Ob(N ) and a
morphism vu → Θ(n) in UQ, i.e. a morphism w : Oˆ → T (Θ(n)) such that
wvu = Θ(n). We obtain
F (Θ(n))(x) = F (wvu)(x) = F (wvu′)(x′) = F (wavu)(x′)
= F (A(w)(a)wvu)(x′)
= A(w)(a)(F (wvu)(x′)) = A(w)(a)(F (Θ(n))(x′)) ,
which shows that x = ax′, where a is the class of A(w)(a) ∈ A(T (Θ(n))
in A. Conversely let a = [a] ∈ A be represented by a ∈ A(T (Θ(n)) and
suppose that x = ax′. This means F (Θ(n))(x) = a(F (Θ(n))(x′)) so, putting
u := Θ(n), u′ := aΘ(n) one has F (u)(x) = F (u′)(x′). 
Let (U , A) be a category with automorphism push-forward, and let G :
C → A be a functor, where A is one of the categories Sets, Gr or Ab.
Definition 5.9. We say that the stabilized automorphisms act triv-
ially on G if
TSA. For every O ∈ Ob(C), x ∈ G(O) and a ∈ A(O) there exists a mor-
phism u : O → O′ such that G(u)(G(a)(x)) = G(u)(x).
In the presence of functor Θ : N → U , we say that the Θ-stabilized auto-
morphisms act trivially on G if
ΘSA. For every n ∈ Ob(N ), x ∈ G(Θ(n)) and a ∈ A(Θ(n)) there exists a
morphism ν : n→ m such that G(Θ(ν))(G(a)(x)) = G(Θ(ν))(x).
Remark 5.10. If Θ is coﬁnal and G satisﬁes ΘSA, then it also satisﬁes
TSA. If C is ﬁltering, then any functorG : C → A satisﬁes TSA. If, moreover,
Θ is coﬁnal, then G also satisﬁes ΘSA.
Let (U , A) be a category with automorphism push-forward, and let G :
U → A be a functor. Let N be a small ﬁltering category and Θ : N → U
a coﬁnal functor such that ΘSA holds. Consider the classical inductive
limit LΘ := lim−→
n∈Ob(N )
G(Θ(n)). For every O ∈ Ob(U) we deﬁne a morphism
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fO : G(O) → LΘ by fO(x) := [G(v)(x)] where v : O → Θ(n) is a morphism
(whose existence is guaranteed by C1).
Proposition 5.11. Under the assumptions and with the notations
above it holds
(1) For any O ∈ Ob(U) the map fO is well deﬁned. The system of maps
(fO)O∈Ob(U) is G-compatible i.e. for any u : O → O′ one has fO′ ◦
G(u) = fO. When A = Ab or Gr, the map fO is a group morphism.
(2) The system (fO)O∈Ob(U) satisﬁes the universal property of the inductive
limit, therefore the functor G admits an inductive limit in A which can
be identiﬁed with LΘ.
We agree to write u(x), v(x) . . . , instead of G(u)(x), G(v)(x) . . . , to
save on notations.
Proof. 1. Let v : O → Θ(n), v′ : O → Θ(n′) be two morphisms. Since
N is ﬁltering, there exist morphisms ν : n → m, ν ′ : n′ → m. Applying
axiom S3 to the morphisms Θ(ν)v, Θ(ν ′)v′, we get a morphism w : Θ(m) →
Oˆ and an automorphism a ∈ A(Oˆ) such that wΘ(ν ′)v′ = awΘ(ν)v. Now we
apply the axiom C2 to w and we get morphisms u : Oˆ → Θ(k), µ : m → k
such that uw = Θ(µ). We have
Θ(µν′)v′ = uwΘ(ν ′)v′ = uawΘ(ν)v = A(u)(a)uwΘ(ν)v = A(u)(a)Θ(µν)v .
Using the axiom ΘSA we obtain a morphism η : k → l such that
Θ(η) [A(u)(a)Θ(µν)v(x)] = Θ(η) [Θ(µν)v(x)] .
Therefore Θ(ηµν′)(v′(x)) = Θ(ηµν)(v(x)), which shows that v(x) and
v′(x′) deﬁne the same element in LΘ. The second and the third claim
are obvious.
2. Let Λ ∈ Ob(A) and (gO)O∈Ob(U), gO : G(O) → Λ a system of G-
compatible morphisms. Using the system (gΘ(n))n∈Ob(N ) (which is G ◦ Θ-
compatible) we get a unique morphism g : LΘ → Λ such that g ◦ cn = gΘ(n)
for every n ∈ Ob(N ), where cn : G(Θ(n)) → LΘ is the canonical morphism.
It remains to prove that g ◦ fO = gO for every O ∈ Ob(U). Let x ∈ G(O)
and choose v : G(O) → Θ(n). One has
g ◦ fO(x) = g(cn(v(x))) = gΘ(n)(v(x)) = gO(x) . 
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5.2. Bundle maps between pointed sphere bundles
Let X be a CW complex and Y ⊂ X a subcomplex. For two sections
s′, s′′ in a an oriented r-sphere bundle over X which coincide over Y , we
denote by oY (s
′, s′′) ∈ Hr(X,Y ; Z) the primary obstruction to the existence
of a homotopy between s′ and s′′ in the space of sections which coincide
with s′ Y = s′′ Y on Y [S].
Let πζ : ζ → B be an oriented real bundle of rank r over a CW complex
B. Denote by π+ζ : ζ+B =: Bˆ → B the bundle projection of the associated
sphere bundle, and consider the pull-back bundle ζˆ := [π+ζ ]
∗(ζ) on Bˆ. The
sphere bundle ζˆ+Bˆ = [π
+
ζ ]
∗(ζ+B ) comes with a tautological section θζ and an
“inﬁnite” section s∞
ζˆ
. These sections coincide on the subspace ∞ζ ⊂ Bˆ. We
endow the space Bˆ with a CW structure in the following way: First, on the
subspace ∞ζ we copy the CW structure from the base B via s∞ζ . Second, for
every k-cell e ⊂ B we put eˆ := π−1ζ (e). The attaching map corresponding
to eˆ is deﬁned in the following way: let u : Dk → e¯ ⊂ B the attaching
map of e. The pullback bundle u∗(ζ) is trivial, so it can be identiﬁed with
Dk × Rr = Dk × D˚r. The induced map Dk × D˚r → π−1ζ (e¯) ⊂ ζ can be
extended to map uˆ : Dk ×Dr → [π+ζ ]−1(e¯) ⊂ ζ+ in an obvious way. Let tζ
be the Thom class of the bundle ζ. We claim
Lemma 5.12. With respect to such a cellular structure on Bˆ one has
o∞ζ (s
∞
ζˆ
, θζ) = tζ in H
r(Bˆ,∞ζ ; Z).
Proof. Let P : E → B := BSO(r) be the universal vector bundle with
structure group SO(r) and a ﬁxed CW structure on the classifying space
B. Since Hr(Bˆ,∞E; Z)  H0(B; Z)  Z, there exists an integer N such
that o∞E(s
∞
Eˆ
, θE) = NtE. Let f : B → B be a cellular map which induces
the bundle ζ. This map is covered by a bundle map fˆ : Bˆ → Bˆ, which is
obviously cellular and maps the subcomplex ∞ζ of Bˆ into the subcomplex
∞E of Bˆ. Using the functorial properties of the relative obstruction class
and of the Thom class, we obtain o∞ζ (s
∞
ζˆ
, θζ) = N tζ . The integer N can
be computed using any bundle ζ, so we will choose the bundle Rr → {∗}.
The tautological section is just the identity of [Rr]+. It’s easy to see that
both classes can be identiﬁed with the generator of Hr([Rr]+,∞; Z). 
Corollary 5.13. Let ζ be an oriented r-bundle over a CW complex
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B, and let s be a section in ζ+B which coincides with s∞ζ on a subcomplex
A ⊂ B. Then oA(s∞ζ , s) = s∗(tζ) in Hr(B,A; Z).
Proof. Note that, with respect to the cellular decomposition of Bˆ
considered above, the section s : B → Bˆ is a cellular map and maps the
subcomplex A into the subcomplex ∞ζ . It suﬃces to apply the functorial
property of the relative obstruction classes with respect to cellular maps. 
Corollary 5.14. Let ζ be an oriented r-bundle over a ﬁnite CW com-
plex B of dimension n ≤ r, and let A ⊂ B be a subcomplex. Then the map
oA : s → s∗(tζ) deﬁnes a bijection between the set ΓA(ζ+B ) of homotopy
classes of sections in ζ+B which coincide with s
∞
ζ on A, and Hr(B,A; Z).
Proof. Injectivity: Since dim(B) ≤ r, for a section s ∈ ΓA(ζ+B ) the
only obstruction to the existence of a homotopy between s∞ζ and s is the
primary obstruction oA(s∞ζ , s). To prove surjectivity, consider, for any r-
cell e ⊂ B \ A, a section se which coincides with s∞ζ on e¯ \ e and has a
single vanishing point, which is non-degenerate. The pull-back s∗e(tζ) is a
generator of Hr(B,B \ e; Z) ∼= Z. 
Corollary 5.15. Let ζ0, ζ1 be two oriented bundles of ranks r0, r1
over an n-dimensional complex B.
(1) If n + r0 < r1, any pointed bundle map f : [ζ0]
+
B → [ζ1]+B over B is
homotopic (in the space of pointed bundle maps over B) to the ﬁberwise
constant map f∞ which maps [ζ0]+ into ∞ζ1.
(2) If n + r0 = r1, then a pointed bundle map f : [ζ0]
+
B → [ζ1]+B over B
is homotopic to f∞ if and only if the class hf ∈ Hn(B; Z), deﬁned
by the condition f∗(tζ1) = [π
+
ζ0
]∗(hf ) ∪ tζ0, vanishes. Moreover, the
assignment f → hf deﬁnes a bijection between the set of homotopy
classes of pointed bundle maps [ζ0]
+
B → [ζ1]+B and Hn(B; Z).
Proof. It suﬃces to apply Corollary 5.14 to the pull-back bundle ζ˜1 :=
[π+ζ0 ]
∗(ζ1) over B˜ := [ζ0]+B and to identify the space of pointed bundle maps
[ζ0]
+
B → [ζ1]+B with the space of those sections in [ζ˜1]+B˜ which coincide with
s∞
ζ˜1
on ∞ζ0 ⊂ B˜. Then use the Thom isomorphism · ∪ tζ0 : Hn(B; Z) →
Hr1(B˜,∞ζ0 ; Z). 
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