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The Multiset Partition Algebra
Sridhar Narayanan, Digjoy Paul, and Shraddha Srivastava
Abstract. We introduce the multiset partition algebra MPk(ξ) over F [ξ],
where F is a field of characteristic 0 and k is a positive integer. When ξ
is specialized to a positive integer n, we establish the Schur–Weyl duality
between the actions of resulting algebraMPk(n) and the symmetric group Sn
on Symk(Fn). The construction ofMPk(ξ) generalizes to any vector λ of non-
negative integers yielding the algebraMPλ(ξ) over F [ξ] so that there is Schur–
Weyl duality between the actions of MPλ(n) and Sn on Sym
λ(Fn). We find
the generating function for the multiplicity of each irreducible representation
of Sn in Symλ(Fn), as λ varies, in terms of a plethysm of Schur functions.
As consequences we obtain an indexing set for the irreducible representations
of MPk(n), and the generating function for the multiplicity of an irreducible
polynomial representation of GLn(F ) when restricted to Sn. We show that
MPλ(ξ) embeds inside the partition algebra P|λ|(ξ). Using this embedding,
over F , we prove thatMPλ(ξ) is a cellular algebra, andMPλ(ξ) is semisimple
when ξ is not an integer or ξ is an integer such that ξ ≥ 2|λ| − 1. We give
an insertion algorithm based on Robinson–Schensted–Knuth correspondence
realizing the decomposition of MPλ(n) as MPλ(n)×MPλ(n)-module.
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1. Introduction
The symmetric group Sk acts on the k-fold tensor space (C
n)⊗k by permuting
its tensor factors. The space Cn is the defining representation of GLn(C), and
GLn(C) acts on (C
n)⊗k diagonally. These two actions commute and they generate
the centralizers of each other. Further, as a (GLn(C), Sk)-bimodule
(Cn)⊗k ∼=
⊕
µ
Wµ ⊗ Vµ,
where µ is a partition of k at most n parts,Wµ is an irreducible polynomial represen-
tation of GLn(C) and Vµ is a Specht module of Sn. This phenomenon, discovered
by Schur [21] and later popularized by Weyl [23], is called the classical Schur–Weyl
duality and is a cornerstone of representation theory.
Brauer [4] restricted the action of GLn(C) on (C
n)⊗k to the orthogonal group
On(C) and showed Schur–Weyl duality between the actions of Brauer algebra and
On(C) on (C
n)⊗k. Jones [9] and Martin [15], independently, further restricted the
action of On(C) to the symmetric group Sn. This led to the definition of partition
algebra Pk(ξ) over the polynomial ring F [ξ], where F is a field of characteristic 0.
The algebra Pk(ξ) has a basis given by the partitions of a set of cardinality 2k. A
partition of such a set can be pictorially represented as a graph, called the partition
diagram. In particular, Pk(ξ) is a diagram algebra as described by Martin [16].
Martin and Saluer [17] showed that Pk(ξ) is semisimple over F unless ξ is an integer
such that ξ < 2k − 1.
Jones [9] showed that, when ξ is evaluated at a positive integer n, then Pk(n)
maps onto the commutant of Sn acting on (F
n)⊗k. Moreover, when n ≥ 2k,
(1) Pk(n) ∼= EndSn((F
n)⊗k).
In particular, this isomorphism gives a diagrammatic interpretation of the central-
izer algebra EndSn((F
n)⊗k).
Martin [15] classified the irreducible representations of Pk(ξ) and a combina-
torial description of the same was given by Halverson and Ram [7]. For n ≥ 2k,
Benkart and Halverson [2] constructed a basis for the irreducible representations
of Pk(n) in terms of the set-partition tableaux. Orellana and Zabrocki [18] stud-
ied the combinatorics of the multiset tableaux, which generalizes the set-partition
tableaux. The multiset tableaux play a central role in the representation theory of
the algebra we define in this paper.
Motivated by Kazdhan–Lusztig basis of Hecke algebras, Graham and Lehrer [6]
defined the notion of a cellular algebra in terms of the existence of a special kind
of basis, called cellular basis. An important application of cellular basis is that it
allows one to construct the irreducible representations of the cellular algebra. Ko¨nig
and Xi [11] gave a basis-free definition of cellular algebra. Prominent examples of
cellular algebras include Ariki–Koike Hecke algebras, Brauer algebras, and also
partition algebras.
The k-th symmetric power Symk(Fn) is a polynomial representation ofGLn(F ).
In spirit of the isomorphism (1), we study the centralizer algebra EndSn(Sym
k(Fn))
by constructing a new diagram algebra. We define a unital associative algebra
MPk(ξ) over F [ξ] in terms of a basis indexed by the multiset partitions of the mul-
tiset {1k, 1′k}. Pictorially these multiset partitions can be represented by certain
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bipartite multigraphs (Equation 46). The structure constants of MPk(ξ) with re-
spect to this basis are polynomials in ξ (Theorem 3.7) such that these polynomials
give integer values when evaluated to a positive integer. In particular, the algebra
MPk(n) obtained by evaluating ξ to any positive integer n may be defined over
the ring of integers. Following Harman [8, p. 22], we call MPk(ξ) the multiset
partition algebra.
The Schur–Weyl duality between the actions ofMPk(n) and Sn on Sym
k(Fn)
is demonstrated in Theorem 3.15. This provides a diagrammatic interpretation of
EndSn(Sym
k(Fn)), thereby answering a question in [8, p. 22].
For a vector λ = (λ1, . . . , λs) of non-negative integers, the representation
Symλ(Fn) = Symλ1(Fn)⊗ · · · ⊗ Symλs(Fn)
along with the tensor product of exterior powers of Fn are the building blocks
for constructing the irreducible polynomial representations of GLn(F ). By the
restriction Symλ(Fn) is also a representation of Sn. For a partition ν of n, let a
λ
ν
denote the multiplicity of the irreducible representation of Sn corresponding to ν
in Symλ(Fn). These multiplicities are interpreted as a count of certain multiset
tableaux in [18] and in [8, Proposition 3.11]. In Theorem 4.2 we obtain the ordinary
generating function for {aλν}λ as the plethysm sν [1 + h1 + h2 + · · · ]. As a result,
we explicitly describe the irreducible representations of Sn occurring in Sym
λ(Fn)
when λ = (k) in Theorem 4.3. Due to Schur–Weyl duality betweenMPk(n) and Sn,
this is also an indexing set of the irreducible representations of MPk(n). Another
application (Theorem 4.4) of this generating function yields a generating function
for the restriction coefficients, i.e., the multiplicities of the irreducible representation
of Sn in the restriction of an irreducible polynomial representation of GLn(F ) to
Sn.
A bijection between the set of bipartite multigraphs and certain equivalence
classes of partition diagrams is described in Theorem 5.2. By utilizing this bijection
we construct an embedding of MPk(ξ) in Pk(ξ) (Theorem 5.5). Moreover, the
image of the embedding is ePk(ξ)e for an idempotent e ∈ Pk(ξ). As a result of this,
over F , we obtain MPk(ξ) is a cellular algebra, and MPk(ξ) is semisimple when
ξ is not an integer or ξ is integer such that ξ ≥ 2k − 1.
In Section 6, we generalize the construction of MPk(ξ) to any vector λ of
non-negative integers. The algebra so obtained has a basis indexed by the multiset
partitions of {1λ1 , . . . , sλs , 1′λ1 , . . . , s′λs}, which we pictorially represent by certain
bipartite multigraphs. Schur–Weyl duality exists between the actions of MPλ(n)
and Sn on Sym
λ(Fn), and in particular for n ≥ 2|λ|, MPλ(n) is isomorphic to the
centralizer algebra EndSn(Sym
λ(Fn)). We also callMPλ(ξ) the multiset partition
algebra. We define an embedding of MPλ(ξ) inside P|λ|(ξ). The image of the
embedding is eP|λ|(ξ)e for an idempotent e ∈ P|λ|(ξ). As an application of this
embedding, we obtain that MPλ(ξ) over F is cellular, and semismiple when ξ
is not an integer or ξ is an integer such that ξ ≥ 2|λ| − 1. The aforementioned
embedding is an isomorphism when λ = (1k), so that
Pk(ξ) ∼=MP(1k)(ξ).
Thus the partition algebra is a special case of the multiset partition algebra.
In [8, Proposition 4.1], the action of GLn(F ) on (F
n)⊗k is restricted to the
subgroup consisting of monomial matrices. This prompts the definition of balanced
partition algebra which is a subalgebra of Pk(ξ). In Section 6.3, we define balanced
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mulitset partition algebra MPbalλ whose structure constants do not depend on ξ.
Theorem 6.15 gives Schur–Weyl duality between the actions of MPbalλ and the
group of monomial matrices on Symλ(Fn).
In [5, Section 5], Colmenarejo, Orellana, Saliola, Schilling, and Zabrocki mod-
ified the Robinson–Schensted–Knuth correspondence to give a bijection between
ordered multiset partitions and pairs of tableaux, where the insertion tableau is
a standard Young tableau, and the recording tableau is a semistandard multiset
tableau. In Theorem 7.1, we extend this bijection to offer a combinatorial interpre-
tation of the decomposition of MPλ(n) as MPλ(n)×MPλ(n)-module.
Throughout this paper, F denotes a field of characteristic 0. In order to avoid
an excessive amount of notation, most of the results of this paper are proved for
λ = (k). The proofs of the analogous results in the general case follow by minor
modifications that we outline where required.
2. Preliminaries
In this section, we give an overview of the multiset tableaux, partition algebras,
and centralizer algebras of permutation representations of a finite group, which are
relevant in this paper.
2.1. Multisets and tableaux. In this section, we define and introduce no-
tation for various terms related to multisets, partitions of multisets, and tableaux.
Multiset tableaux occur in the work of Colmenarejo, Orellana, Saliola, Schilling,
and Zabrocki [5] in the context of their symmetric function basis. Here we include
a self-contained recapitulation of these concepts.
A multiset is a collection of possibly repeated objects. For example, {1, 1, 1, 2, 2}
is a multiset with three occurrences of the element 1 and two occurrences of the
element 2. More precisely:
Definition 2.1. A multiset is an ordered pair (S, f) where S is a set, and f is
a non-negative integer-valued function on S, which we call the multiplicity function.
Given S = {1, 2, . . . , n} and a multiplicity function f , we shall denote
(S, f) = {1f(1), 2f(2), . . . , nf(n)}.
Here f(i) indicates the number of times i appears in the multiset. Thus the afore-
mentioned multiset would be denoted {13, 22}. Given a set S, denote the set of all
multisets with elements drawn from S by AS .
Definition 2.2. A multiset partition of a given multiset M is a multiset of
multisets whose disjoint union equals M .
For example, π = {{1, 2}, {2}, {12}} is a multiset partition of {13, 22}.
Given an ordered alphabet S, to define the notion of semistandard tableaux
with entries as multisets in AS , we give a total order on AS .
Definition 2.3. Let λ be a partition, and S be an ordered alphabet. Given a
total order on multisets in AS , a semistandard multiset tableau (SSMT) of shape
λ is a filling of the cells of Young diagram of λ with the entries from AS such that:
• the entries increase strictly along each column,
• the entries increase weakly along each row.
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The content of a SSMT P is the multiset obtained by the disjoint union of
entries of P . Let SSMT(λ,C) denote the set of all semistandard multiset tableau
of shape λ and content C.
Unless specified otherwise, we assume the order on multisets to be the graded
lexicographic order (see [5, Section 2.4]). Given multisets M1 = {a1, . . . , ar} with
a1 ≤ · · · ≤ ar, and M2 = {b1, . . . , bs} with b1 ≤ · · · ≤ bs, we say M1 ≤L M2 in this
order if
(2.3.a) r ≤ s,
(2.3.b) if r = s, then there exists a positive integer i ≤ r such that aj = bj for
all 1 ≤ j ≤ i and ai < bi.
2.2. Partition algebras. The standard references for this section are [7], [9],
and [14].
Let k be a positive integer. A set partition of {1, 2, . . . , k, 1′, 2′, . . . , k′} is of the
form {B1, B2, . . . , Bl}, where B1, B2, . . . , Bl are mutually disjoint sets such that
⊔li=1Bi = {1, 2, . . . , k, 1
′, 2′, . . . , k′}.
A set partition can be drawn as a graph, called a parition diagram, which has
vertices on two rows. The vertices of the top and the bottom rows are {1, 2, . . . , k}
and {1′, 2′, . . . , k′} respectively. For i, j ∈ {1, 2, . . . , k, 1′, 2′, . . . , k′}, there is an edge
between i and j if only if i, j ∈ Bs, for 1 ≤ s ≤ l. The set Bs is called a block in
the corresponding partition diagram.
Example 2.4. The partition
{{1, 2, 1′, 3′}, {3, 5, 4′}, {4, 2′, 5′}}
of {1, 2, 3, 4, 5, 1′, 2′, 3′, 4′, 5′} corresponds to the following partition diagram:
1 2 3 4 5
1′ 2′ 3′ 4′ 5′
Let Ak denote the set of all partition diagrams on {1, 2, . . . , k, 1′, 2′, . . . , k′}.
Let Pk(ξ) denote the free module over the polynomial ring F [ξ] with basis Ak.
Given d1, d2 ∈ Ak, let d1 ◦ d2 denote the concatenation of d1 with d2, i.e., place d2
on the top of d1, and then identify the bottom vertices of d2 with the top vertices
of d1 and remove any connected components that lie completely in the middle row.
For the basis elements in Ak of Pk(ξ), define the multiplication as follows:
(2) d1d2 := ξ
ld1 ◦ d2
where l is the number of connected components that lie entirely in the middle row
while computing d1 ◦ d2.
Example 2.5. The multiplication of
d1 = {{1, 1
′}, {2}, {3}, {4}, {2′, 3′}, {5, 4′, 5′}}
with
d2 = {{1, 2, 1
′}, {3, 5}, {2′, 3′}, {4′}, {4, 5′}}
is illustrated below:
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d2 =
1 2 3 4 5
1′ 2′ 3′ 4′ 5′
d1 =
1 2 3 4 5
1′ 2′ 3′ 4′ 5′
In the above, there are exactly two connected components which lie entirely in the
middle, so
d1d2 = ξ
2
1 2 3 4 5
1′ 2′ 3′ 4′ 5′ .
By linearly extending the multiplication (2), Pk(ξ) becomes an associative uni-
tal algebra over F [ξ], and it is called the partition algebra.
Now we define another basis of Pk(ξ), called the orbit basis, which is particu-
larly essential for this paper. Given d, d′ ∈ Ak, we say d′ is coarser than d, denoted
as d′ ≤ d, if whenever i and j are in the same block in d, then i and j are in the
same block in d′.
For a partition diagram d, define the element xd ∈ Pk(ξ) by setting:
(3) d =
∑
d′≤d
xd′ .
It can be easily seen that the transition matrix between {d} and {xd} is unitrian-
gular. Thus {xd} is also a basis of the partition algebra Pk(ξ).
The structure constants of Pk(ξ) with respect to the orbit basis {xd} is given
in [3, Theorem 4.8]. To state this result, we need the following definitions.
Definition 2.6. For a non-negative integer l and f(ξ) ∈ F [ξ], the falling
factorial polynomial is (f(ξ))l = f(ξ)(f(ξ) − 1) · · · (f(ξ)− l + 1).
Definition 2.7. Given a partition diagram d = {B1, . . . , Bn} ∈ Ak, we define
Buj := Bj ∩ {1, . . . , k} and B
l
j := Bj ∩ {1
′, . . . , k′} for 1 ≤ j ≤ n.
Then we can rewrite d = {(Bu1 , B
l
1), . . . , (B
u
n , B
l
n)}. Also define d
u := {Bu1 , . . . , B
u
n}
and dl := {Bl1, . . . , B
l
n}.
For d1, d2 ∈ Ak, we say d1 ◦ d2 matches in the middle if the set partition du1 is
same as the set partition obtained from dl2 after ignoring the primed numbers in
dl2. Denote [d1 ◦d2] by the number of connected components that lie entirely in the
middle row while computing d1 ◦ d2. For a partition diagram d ∈ Ak, let |d| denote
the number of blocks in d.
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Theorem 2.8. For d1, d2 ∈ Ak, we have
xd1xd2 =
{∑
d(ξ − |d|)[d1◦d2]xd if d1 ◦ d2 matches in the middle,
0 otherwise,
(4)
where the sum is over all the coarsenings d of d1◦d2 which are obtained by connecting
a block of d2, which lie entirely in the top row of d2, with a block of d1, which lie
entirely in the bottom row of d1.
2.2.1. Schur–Weyl duality. Let Fn be the n-dimensional vector space over F
with standard basis {e1, e2, . . . , en}. The group Sn acts on a basis element ei as:
σei := eσ(i), where σ ∈ Sn.
So Sn acts on the k-fold tensor product (F
n)⊗k diagonally.
For d ∈ Ak, define
(d)i1,...,iki1′ ,...,ik′ =


1 if ir = is if and only if r and s
are in the same block of d,
0 otherwise.
Define a map φk : Pk(n)→ EndF ((F
n)⊗k) as follows:
(5) φk(xd)(ei1 ⊗ · · · ⊗ eik) =
∑
i1′ ,...,ik′
(d)i1,...,iki1′ ,...,ik′ ei1′ ⊗ · · · ⊗ eik′ .
The Schur–Weyl duality between the actions of the group algebra FSn and the
partition algebra Pk(n) on (F
n)⊗k is given in [9] and in [14]. We state, in the
following theorem, the Schur–Weyl duality from [7, Theorem 3.6], which is more
applicable in this paper.
Theorem 2.9. (2.9.a) The image of map φk : Pk(n)→ EndF ((Fn)⊗k) is
EndSn((F
n)⊗k). The kernel of φk is spanned by
{xd | d has more than n blocks}.
In particular, when n ≥ 2k, Pk(n) is isomorphic to EndSn((F
n)⊗k).
(2.9.b) The group Sn generates the centralizer algebra EndPk(n)((F
n)⊗k).
2.3. Centralizer algebras. For a finite set X , let F [X ] denote the space of
F -valued functions on X . By a G-set X , we mean a group G acts on X on left.
Then G also acts on F [X ] as follows:
(6) g · f(x) = f(g−1x), for x ∈ X, g ∈ G, and f ∈ F [X ].
The space F [X ] is called the permutation representation of G associated to the G-
set X . Suppose that X and Y are finite G-sets. Given a function φ : X × Y → F ,
the integral operator ζφ : F [Y ]→ F [X ] associated to φ is defined as
(7) (ζφf)(x) =
∑
y∈Y
φ(x, y)f(y), for f ∈ F [Y ].
If Z is another G-set and φ : X × Y → F and ψ : Y × Z → F are functions, then
ζφ ◦ ζψ = ζφ∗ψ ,
where φ ∗ ψ : X × Z → F is the convolution product
(8) φ ∗ ψ(x, z) =
∑
y∈Y
φ(x, y)ψ(y, z).
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From [20, Theorem 2.4.4] we have:
Theorem 2.10. Let X and Y be finite G-sets. For each orbit O in the orbit
space (G \X × Y ) define
φO(x, y) =
{
1 if (x, y) ∈ O,
0 otherwise.
Write ζO = ζφO . Then the set
{ζO | O ∈ (G \X × Y )}
is a basis for HomG(F [Y ], F [X ]). Consequently,
dimHomG(F [Y ], F [X ]) = |G \ (X × Y )|.
3. The multiset partition algebra
Each multiset partition of {1k, 1′k} can be represented by the equivalence class
of certain graphs by a procedure described below (see Equation (9)). We use these
graphs to define the multiset partition algebra MPk(ξ).
Let Γ be a bipartite multigraph with a bipartition of vertices into
{0, 1, . . . , k}
∐
{0, 1, . . . , k}
and edge multiset EΓ. We arrange the vertices in two rows, with edges joining
a vertex in the top row to one in the bottom row. We define a weight function
w : EΓ → Z2≥0 by setting w(e) = (i, j) for every edge e from the vertex i in the top
row to the vertex j in the bottom row. The weight of Γ is w(Γ) :=
∑
e∈EΓ
w(e).
Let Bk be the set of all bipartite multigraphs Γ with the weight w(Γ) = (k, k).
Given an edge e of Γ ∈ Bk, we say e is non-zero weighted if w(e) 6= (0, 0). Two
bipartite multigraphs are said to be equivalent if they have the same non-zero
weighted edges. Denote by B˜k the set of all equivalence classes in Bk.
Define the rank of Γ, denoted rank(Γ), to be the number of non-zero weighted
edges of Γ. Since all graphs in the same equivalence class have the same rank, the
rank of the equivalence class [Γ] is defined as rank([Γ]) = rank(Γ).
Example 3.1. The following two graphs in B5 have rank four, and they are
equivalent.
0 1 2 3 4 5
0 1 2 3 4 5
0 1 2 3 4 5
0 1 2 3 4 5
The set B˜k is in bijection with the set of multiset partitions of the multiset
{1k, 1′k}. Explicitly, for a class [Γ] ∈ B˜k, let EΓ = {(a1, b1), . . . , (an, bn)} be the
collection of non-zero edges of Γ then we have the following bijective correspondence:
[Γ]↔ {{1ai, 1′bi} | i = 1, 2, . . . , n}.(9)
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Thus graphs in B˜k are a diagrammatic interpretation of multiset partitions of
{1k, 1′k}. For example, the multiset partition associated with the class of graphs in
Example 3.1 is {{1′}, {1′}, {12, 1′3}, {13}}.
Let MPk(ξ) denote the free module over F [ξ] with basis B˜k and Uk be the
subset of B˜k consisting of equivalence classes of graphs whose edges are of the
form (i, i) for i ∈ {0, 1, . . . , k}. The following theorem defines a multiplication on
MPk(ξ).
Theorem 3.2. For [Γ1], [Γ2] in B˜k we define the operation:
(10) [Γ1] ∗ [Γ2] =
∑
[Γ]∈B˜k
Φ
[Γ]
[Γ1][Γ2]
(ξ)[Γ]
where Φ
[Γ]
[Γ1][Γ2]
(ξ) ∈ F [ξ] is given in Equation (20). The linear extension of this
operation makes MPk(ξ) an associative unital algebra over F [ξ], with the identity
element id =
∑
[Γ]∈Uk
[Γ].
Now we detail some constructions which allow us to define the structure con-
stants Φ
[Γ]
[Γ1][Γ2]
(ξ), first when ξ is specialized to a positive integer, and then gener-
alized to any ξ. The associativity of the multiplication defined in (10) follows in
Corollary 3.16 by this definition of the structure constants.
Definition 3.3. For a graph Γ in Bk with the edge multiset {(ai, bi) | 1 ≤ i ≤
n} define the top multiset to be the multiset {a1, . . . , an} and the bottom multiset
to be the multiset {b1, . . . , bn}. For Γ1,Γ2 ∈ Bk, we say Γ1 matches with Γ2 if the
bottom multiset of Γ2 and top multiset of Γ1 are the same.
Example 3.4. The top and the bottom multisets of the first graph in Exam-
ple 3.1 are {03, 2, 3} and {02, 12, 3} respectively. Similarly, the top and the bottom
multisets of the second graph in {02, 2, 3} and {0, 12, 3} respectively. Hence neither
Γ1 matches with Γ2 nor Γ2 matches with Γ1.
Let Γ1 and Γ2 be two graphs in Bk with the same number n of edges, and ranks
r1 and r2 respectively. Note that n ≥ max{r1, r2}. Place the graph Γ2 above Γ1
and identify the vertices in the bottom row of Γ2 with those in the top row of Γ1.
We now have a diagram with top, middle and bottom rows. A path on this diagram
is an ordered triple (a, b, c) such that (a, b) is an edge of Γ2 and (b, c) is an edge of
Γ1.
Definition 3.5 (Configuration of paths). A configuration of paths with respect
to an ordered pair (Γ1,Γ2) ∈ Bk × Bk is a multiset P = {p1, . . . , pn} of n paths,
pi = (ai, bi, ci), such that the covering condition (C) holds:
(C)
EΓ2 = {(ai, bi) | 1 ≤ i ≤ n}, and
EΓ1 = {(bi, ci) | 1 ≤ i ≤ n}.
Let ΓP denote the multigraph with edge multiset EΓP = {(a1, c1), . . . , (an, cn)}.
Note that ΓP ∈ Bk and rank(ΓP ) ≤ max(rank(Γ1), rank(Γ2)).
Let Supp(Γ1,Γ2) denote the set of all configurations of paths with respect to
(Γ1,Γ2). Since each configuration of paths satisfies condition (C), Supp(Γ1,Γ2) is
nonempty if and only if Γ1 matches with Γ2.
Let Γ be an element in Bk with n edges. Arrange the edges (a1, c1) ≤ · · · ≤
(an, cn) of Γ in weakly increasing lexicographic order. Define the set
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(11) CΓΓ1Γ2(n) =
{
(b1, . . . , bn) | {(a1, b1, c1), . . . , (an, bn, cn)} ∈ Supp(Γ1,Γ2)
}
.
Example 3.6. Let k = 2 and n = 3. Take
Γ2 =
0 1 2
0 1 2
and Γ1 =
0 1 2
0 1 2
The Supp(Γ1,Γ2) consists of
P1 = {(0, 0, 0), (0, 1, 0), (2, 1, 2)},
P2 = {(0, 0, 0), (0, 1, 2), (2, 1, 0)}.
Then
ΓP1 =
0 1 2
0 1 2
ΓP2 =
0 1 2
0 1 2
Moreover, C
ΓP1
Γ1Γ2
(3) = {(0, 1, 1), (1, 0, 1)} and C
ΓP2
Γ1Γ2
(3) = {(0, 1, 1)}.
Remark 1. Let Γ1,Γ2, and Γ be the elements in Bk with the same number n of
edges. Then CΓΓ1Γ2(n) is nonempty if and only if Γ = ΓP for some P ∈ Supp(Γ1,Γ2).
Theorem 3.7. Let [Γ1], [Γ2], [Γ] ∈ B˜k and the representatives Γ1,Γ2,Γ have the
same number of edges. Then there exists a polynomial Φ
[Γ]
[Γ1][Γ2]
(ξ) ∈ F [ξ] such that,
for every n ≥ max(rank(Γ1), rank(Γ2)),
Φ
[Γ]
[Γ1][Γ2]
(n) = |CΓΓ1Γ2(n)|.
Proof. If Γ 6= ΓP for any P ∈ Supp(Γ1,Γ2), then by Remark 1 we have
CΓΓ1Γ2(n) = ∅. In this case,
(12) Φ
[Γ]
[Γ1][Γ2]
(ξ) = 0 (the zero polynomial).
Suppose Γ = ΓP for some P ∈ Supp(Γ1,Γ2). We prove that the cardinality of
CΓPΓ1Γ2(n) is a polynomial in n.
Let EΓP = {(a1, c1), (a2, c2), . . . , (an, cn)} and (a1, c1) ≤ · · · ≤ (an, cn) in
weakly increasing lexicographic order. Denote by D = {(s1, t1), . . . , (sj , tj)}, the
set of all distinct elements of EΓP , and we assume (s1, t1) < · · · < (sj , tj) in strict
increasing lexicographic order. Let mst denote the multiplicity of an edge (s, t) of
ΓP then we can rewrite EΓP = {(s1, t1)
ms1t1 , . . . , (sj , tj)
msjtj }.
Fix an element b = (b1, . . . , bn) ∈ C
ΓP
Γ1Γ2
(n). We observe that the every other
element of CΓPΓ1Γ2(n) is obtained by the distinct rearrangements of tuples of each of
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the following segments
b(s1,t1) = (b1, . . . , bms1t1 ),
b(s2,t2) = (bms1t1+1, . . . , bms1t1+ms2t2 ),
...
b(sj ,tj) = (bms1t1+···+msj−1tj−1+1, . . . , bn).
Given an edge (s, t) ∈ D, for 0 ≤ l ≤ k, define
mst(l) := cardinality of the multiset {pi ∈ P | pi = (s, l, t)}.
Note that
(13) mst =
k∑
l=0
mst(l).
The number of arrangements of the segement corresponding to (s, t) is the multi-
nomial coefficient
(
mst
mst(0),...,mst(k)
)
= mst!
mst(0)!mst(1)!···mst(k)!
. So the total number of
all such arrangements is given by
(14) |CΓPΓ1Γ2(n)| =
∏
(s,t)∈D
(
mst
mst(0), . . . ,mst(k)
)
.
Denote by [PΓ1◦Γ2 ] the number of paths in P joining the top vertex 0 in Γ2 to
the bottom vertex 0 in Γ1 via non-zero vertices. Therefore
(15) [PΓ1◦Γ2 ] :=
k∑
l=1
m00(l).
Note that for all non-zero edges (s, t), mst is independent of n. Since m00 = n−
rank(ΓP ), we may rewrite
(
m00
m00(0),...,m00(k)
)
as a polynomial in n. From Equations
(13) and (15) we get
(16) m00 = n− rank(ΓP ) = m00(0) + [PΓ1◦PΓ2 ].
Then (
m00
m00(0), . . . ,m00(k)
)
=
(
m00
m00(0)
)(
m00 −m00(0)
m00(1), . . . ,m00(k)
)
=
(n− rank(ΓP ))[PΓ1◦Γ2 ]
[PΓ1◦Γ2 ]!
(
m00 −m00(0)
m00(1), . . . ,m00(k)
)
=
(n− rank(ΓP ))[PΓ1◦Γ2 ]
m00(1)! · · ·m00(k)!
using Equation (16), and (n− rank(ΓP ))[PΓ1◦Γ2 ] is the evaluation of falling factorial
polynomial (see Definition 2.6) of (ξ − rank(ΓP )) at ξ = n. Now the cardinality
|CΓPΓ1Γ2(n)| in Equation (14) is equal to
(n− rank(ΓP ))[PΓ1◦Γ2 ]
m00(1)! · · ·m00(k)!
∏
(s,t)∈D\{(0,0)}
(
mst
mst(0), . . . ,mst(k)
)
.
which we abbreviate to:
(17) |CΓPΓ1Γ2(n)| = K(n− rank(ΓP ))[PΓ1◦Γ2 ]
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where the constant
(18) K =
1
m00(1)! · · ·m00(k)!
∏
(s,t)∈D\{(0,0)}
(
mst
mst(0), . . . ,mst(k)
)
.
Then the required polynomial Φ
[ΓP ]
[Γ1][Γ2]
(ξ) ∈ F [ξ] is the following:
(19) Φ
[ΓP ]
[Γ1][Γ2]
(ξ) = K(ξ − rank(ΓP ))[PΓ1◦Γ2 ].
where (ξ− rank(ΓP ))[PΓ1◦Γ2 ] is a falling factorial polynomial of (ξ− rank(ΓP )) (see
Definition 2.6). 
Example 3.8. Let k = 2. Consider the following graphs:
[Γ2] =
0 1 2
0 1 2
[Γ1] =
0 1 2
0 1 2
We wish to find [Γ1] ∗ [Γ2], so we pick representatives Γ1 and Γ2 of the classes
with n edges each. We do so by adding the requisite number (n− 2) of extra (0, 0)
edges. Then we identify the bottom row of Γ2 with the top row of Γ1 to obtain:
•0
(n−2)
❆❆
❆❆
❆❆
❆❆
•1 •2
⑥⑥
⑥⑥
⑥⑥
⑥⑥
•0 •1 •2
•0
(n−2)
•1
❄❄
❄❄
❄❄
❄❄
•2
•0
⑧⑧⑧⑧⑧⑧⑧⑧⑧
•1 •2
The possible configurations of paths for (Γ1,Γ2) are represented as multisets
as under:
P1 = {(0, 0, 0)
n−2, (0, 1, 0), (2, 1, 2)}
P2 = {(0, 0, 0)
n−2, (2, 1, 0), (0, 1, 2)}.
Thus Supp(Γ1,Γ2) comprises two elements {P1, P2}. The graphs ΓP1 and ΓP2
corresponding to these configurations are represented by:
•0
(n−1)
•1 •2
•0 •1 •2
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•0
(n−2)
PP
PP
PP
PP
PP
PP
PP
P •1 •2
♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥
•0 •1 •2
Now we compute |C
ΓP1
Γ1Γ2
(n)|. From Equation (11) we have
C
ΓP1
Γ1Γ2
(n) =
{
(b1, . . . , bn) | {(0, b1, 0), . . . , (0, bn−1, 0), (2, bn, 2)} ∈ Supp(Γ1,Γ2)
}
.
Upon inspection we find that bn = 1 and (b1, . . . , bn−1) are distinct permutations
of the vector (0, 0, . . . , 0, 1). There are n−1 such permutations. On the other hand
we may apply Equation (17) with
m00(i) =
{
1 for i = 1,
0 otherwise
and with rank(ΓP1) = 1 and [PΓ1◦Γ2 ] = 1 (counting the number of paths (0, i, 0) in
the configuration P1 where i is a positive integer), to obtain |C
ΓP1
Γ1Γ2
(n)| = n− 1.
A similar computation for P2 yields
|C
ΓP2
Γ1Γ2
(n)| = 1.
Thus [Γ1] ∗ [Γ2] is equal to:
(n−1)
•0
(n−1)
•1 •2
•0 •1 •2
+
•0
(n−2)
PP
PP
PP
PP
PP
PP
PP
P •1 •2
♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥♥
♥
•0 •1 •2
Corollary 3.9. Let Γ1,Γ2,Γ be any graphs in Bk with same number of edges,
then Φ
[Γ]
[Γ1][Γ2]
(n) = 0 if and only if one of the following conditions hold
• Γ1 does not match with Γ2.
• Γ /∈ Supp(Γ1,Γ2).
• Γ ∈ Supp(Γ1,Γ2) and rank(Γ) ≤ n < max(rank(Γ1), rank(Γ2)).
Proof. For the sufficient part, first two conditions are immediate. The third
condition follows by considering the observation:
rank(ΓP ) + [PΓ1◦Γ2 ] = max(rank(Γ1), rank(Γ2))
for Γ = ΓP , P ∈ Supp(Γ1,Γ2). 
Corollary 3.10. Let [Γ1], [Γ2], and [Γ] ∈ B˜k such that the representatives
Γ1,Γ2,Γ have the same number of edges. Then
Φ
[Γ]
[Γ1][Γ2]
(ξ) =
{
K(ξ − rank(Γ))[PΓ1◦Γ2 ] if Γ = ΓP for some P ∈ Supp(Γ1,Γ2),
0 otherwise.
(20)
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3.1. Centralizer algebra and Schur–Weyl duality. The defining action
of GLn(F ) on F
n extends uniquely to the kth symmetric power Symk(Fn). So the
subgroup Sn of GLn(F ) acts on Sym
k(Fn) by the restriction. Let
M(n, k) = {a := (a1, . . . , an) |
n∑
i=1
ai = k, ai ∈ Z≥0}.
The set {ea = ea11 · · · e
an
n ∈ Sym
k(Fn) | a = (a1, . . . , an) ∈ M(n, k)} is a basis of
Symk(Fn). For w ∈ Sn and a ∈M(n, k) define an action of Sn on M(n, k) by
w.a = (aw−1(1), . . . , aw−1(n)).
The Sn-linear map e
a 7→ 1a, where 1a is the indicator function of a ∈M(n, k),
determines the isomorphism:
(21) Symk(Fn) ∼= F [M(n, k)].
Thus Symk(Fn) is a permutation representation of Sn. We have the following
algebra isomorphism
(22) EndSn(Sym
k(Fn)) ∼= EndSn(F [M(n, k)]).
We express an element (a, b) ∈M(n, k)×M(n, k) as a biword:
[
a1 a2 . . . an
b1 b2 . . . bn
]
.
The action of Sn on (a, b) corresponds to permuting the columns of its biword.
Define B˜k,n := {[Γ] ∈ B˜k | rank([Γ]) ≤ n}. Consider the map
Sn\(M(n, k)×M(n, k))→ B˜k,n(23)
defined by
[
a1 a2 . . . an
b1 b2 . . . bn
]
7→ [Γa,b]
where Γa,b is the graph with multiset of edges {(ai, bi) | i = 1, 2, . . . , n}.
The map is well-defined because two biwords, which are the same up to a
permutation of their columns, determine the same graph. For [Γ] ∈ B˜k,n, one can
choose the representative Γ′ with n edges. The multiset of edges of Γ′ uniquely
determines an Sn-orbit of M(n, k)×M(n, k). Hence we get the bijection
Sn\(M(n, k)×M(n, k))↔ B˜k,n.
Following Theorem 2.10 we define integral operator corresponding to an Sn-
orbit of M(n, k)×M(n, k).
Definition 3.11. For each [Γ] ∈ B˜k,n define T[Γ] ∈ EndSn(F [M(n, k)]) by
T[Γ]1a =
∑
{b∈M(n,k)|[Γa,b]=[Γ]}
1b, where a, b ∈M(n, k).
Example 3.12. For k = 2 and n = 3, consider the following graph:
Γ =
0 1 2
0 1 2
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We compute the action of the integral operator T[Γ] on some basis elements of
F [M(3, 2)].
For a = (2, 0, 0), we must choose tuples b such that the pairs (ai, bi) exhaust
all the edges of the graph Γ. There are two such tuples: (1, 1, 0) and (1, 0, 1)
which can easily be verified to yield the multiset {(0, 0), (0, 1), (2, 1)} of edges. So
T[Γ](1(2,0,0)) = 1(1,1,0) + 1(1,0,1).
For a = (1, 1, 0), there are no admissible tuples b that yield the multiset of
edges as above. Hence T[Γ](1(1,1,0)) = 0.
Theorem 3.13. The set {T[Γ] | [Γ] ∈ B˜k,n} is a basis of EndSn(Sym
k(Fn)).
Proof. The proof follows from Theorem 2.10, the isomorphism (22) and the
bijection (3.1). 
Now we give the rule for the composition of two integral operators. Given
[Γ1], [Γ2] ∈ B˜k,n, we can express their product as follows:
T[Γ1]T[Γ2] =
∑
[Γ]∈B˜k,n
α
[Γ]
[Γ1][Γ2]
T[Γ],
where α
[Γ]
[Γ1][Γ2]
is the structure constant.
Theorem 3.14. Given graph [Γ1], [Γ2], [Γ] ∈ B˜k,n, the structure constant
α
[Γ]
[Γ1][Γ2]
= |CΓΓ1Γ2(n)|,
defined in (11), where Γ,Γ1,Γ2 are the representative of the respective classes with
n edges.
Proof. Let (a, c) ∈M(n, k)×M(n, k) such that [Γa,c] = [Γ].
T[Γ1]T[Γ2](1a) = T[Γ1]
( ∑
{b|[Γa,b]=[Γ2]}
1b
)
=
∑
{b|[Γa,b]=[Γ2]}
T[Γ1](1b)
=
∑
{b|[Γa,b]=[Γ2]}
∑
{z|[Γb,z ]=[Γ1]}
1z.
So α
[Γ]
[Γ1][Γ2]
= |{b ∈ M(n, k) | [Γa,b] = [Γ2], [Γb,c] = [Γ1]}| which is same as
|CΓΓ1Γ2(n)|. 
In the seminal paper [9] Jones has shown that there is a Schur–Weyl duality
(Theorem 2.9) between the actions of Pk(n) and Sn on (Fn)⊗k. In this section we
introduce an analog of the above scenario for the actions of MPk(n) and Sn on
Symk(Fn).
Theorem 3.15 (Schur–Weyl duality for multiset partition algebra). Let k and
n be positive integers.
(3.15.a) Define a map
(24) φ :MPk(n)→ EndSn(Sym
k(Fn)) by
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φ([Γ]) =
{
T[Γ] if rank[Γ] ≤ n,
0 otherwise.
The map φ is a surjective algebra homomorphism with the kernel
ker(φ) = F -span{[Γ] ∈ B˜k | rank([Γ]) > n}.
In particular, when n ≥ 2k, MPk(n) ∼= EndSn(Sym
k(Fn)).
(3.15.b) The group Sn generates the EndMPk(n)(Sym
k(Fn)).
Proof. From Theorem 3.13, {T[Γ] | [Γ] ∈ B˜k, rank[Γ] ≤ n} is a basis of
EndSn(Sym
k(Fn)), so by the definition of φ it is a surjective linear map.
Let [Γ1] and [Γ2] ∈ B˜k. If rank([Γ1]) ≤ n and rank([Γ2]) ≤ n,
φ([Γ1] ∗ [Γ2]) = φ
( ∑
P∈Supp(Γ1,Γ2)
Φ
[ΓP ]
[Γ1],[Γ2]
(n)[ΓP ]
)
by Theorem 6.2
=
∑
P∈Supp(Γ1,Γ2)
Φ
[ΓP ]
[Γ1],[Γ2]
(n)T[ΓP ] by Definition 24
= T[Γ1] ◦ T[Γ2] from Theorem 3.14.
If rank(Γ1) > n or rank(Γ2) > n then by Corollary 3.9, we get that no [Γ] ∈ B˜k
with rank([Γ]) ≤ n appear in [Γ1] ∗ [Γ2], thus
φ([Γ1] ∗ [Γ2]) = 0 = φ([Γ1]) ◦ φ([Γ2]).
Note that [Γ] ∈ B˜k has rank at most 2k, so when n ≥ 2k, ker(φ) is trivial and
thus φ is an isomorphism. 
Corollary 3.16 (Associativity). For [Γ1], [Γ2], and [Γ3] ∈ B˜k,
([Γ]1 ∗ [Γ2]) ∗ [Γ3] = [Γ1] ∗ ([Γ2] ∗ [Γ3]).
Proof. For [Γ] ∈ B˜k, the coefficients of [Γ] both in ([Γ]1 ∗ [Γ2]) ∗ [Γ3] and
[Γ1] ∗ ([Γ2] ∗ [Γ3]) are polynomials in ξ. From Theorem 3.15, these polynomials are
equal when evaluated to any positive integer n ≥ 2k. Since characteristic of F is 0,
these polynomials must be the same. 
4. Representation theory of multiset partition algebra
In this section, we give an indexing set of the irreducible representations of
MPk(n) when n ≥ 2k. It is well known that the partitions of n index the ir-
reducible representations of Sn. Given a partition ν = (ν1 ≥ ν2 ≥ · · · ) of n,
the Specht module Vν has a combinatorial basis, known as Young’s seminormal
basis [25], consisting of standard Young tableaux of shape ν. In this spirit, we ob-
serve that the dimension of an irreducible representation ofMPk(n) is obtained by
counting certain semistandard multiset tableaux. We find a generating function for
semistandard multiset tableaux in terms of the Schur functions. As an application
of this identity, we obtain a generating function for the multiplicity of a Specht
module in the restriction of an irreducible polynomial representation of GLn(F ) to
Sn.
We know by Theorem 3.15 that the irreducible representationsMkν are indexed
by a subset Λk,n of partitions ν of n such that Vν occurs with positive multiplicity
in the decomposition of Symk(Fn).
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For every vector λ = (λ1, λ2, . . . , λs) of non-negative integers, consider the
following representation of Sn:
(25) Symλ(Fn) := Symλ1(Fn)⊗ Symλ2(Fn)⊗ · · · ⊗ Symλs(Fn).
Let aλν denote the multiplicity of Vν in Sym
λ(Fn). In the following proposition, we
paraphrase Proposition 3.11 of [8] to express aλν in the context of multiset tableaux.
Proposition 4.1. The multiplicity aλν is the number of semistandard multiset
tableaux of shape ν and content {1λ1 , 2λ2 , . . . , sλs}.
Recall that the Schur function corresponding to ν is defined as
sν(x1, x2, . . .) =
∑
T
xT ,
where the sum is over all the semistandard Young tableau (SSYT) T of shape ν,
and ci(T ) is defined to be the number of occurences of a positive integer i in T ,
and xT := x
c1(T )
1 x
c2(T )
2 · · · .
Littlewood [12] introduced the concept of plethysm of two symmetric functions
(for the definition also see [13, Section I.8]). Given symmetric functions f and g,
let f [g] denote the plethystic substitution of g into f .
Theorem 4.2. Let hi denote the i-th complete homogeneous symmetric func-
tion. Then,
sν [1 + h1 + h2 + · · · ] =
∑
λ
aλνq
λ,
where hi is the complete homogeneous symmetric function of degree i in the variables
q1, q2, . . ., and for λ = (λ1, λ2, . . . , λs), q
λ = qλ11 q
λ2
2 · · · q
λs
s .
Proof. Each monomial in the Schur function sν(q1, q2, . . .) corresponds to an
SSYT T , and the degree of qi in this monomial is ci(T ).
By definition of plethystic substitution, sν [1 + h1 + h2 + · · · ] can be regarded
as the bijective substitution of the monomials of 1+h1+h2+ · · · into the variables
q1, q2, . . . of sν . The monomials of the expression 1 + h1 + h2 + · · · are indexed by
multisets of finite size (in particular the monomials of hk are indexed by multisets
of size k), and the variables of sν are indexed by integers. The aforementioned
correspondence is a bijection, denoted φ, from the positive integers to the multisets
of finite size.
Given a positive integer i, let φ(i) = {1φ(i)1 , 2φ(i)2 , . . .}. Under the total order
induced on multisets by this bijection, replacing each integer in the filling of a SSYT
by its image yields a semistandard multiset tableau. This association is reversible.
Thus
sν [1 + h1 + h2 + · · · ] =
∑
T
(q
φ1(1)
1 q
φ1(2)
2 · · · )
c1(T )(q
φ1(2)
1 q
φ2(2)
2 · · · )
c2(T ) · · · ,
where the sum is over all the semistandard Young tableau (SSYT) T of shape ν.
Thus sν [1 + h1+ h2 + · · · ] is the generating function for the multiset semistandard
tableaux of shape ν by their content. The coefficient of qλ in this function is thus
the number of semistandard multiset tableaux of shape ν and content {1λ1 , . . . , sλs}
which is precisely aλν . 
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Remark 2. The above result might be restated for a finite number of variables
q1, . . . , qs. Let I(s) = {q
i1
1 · · · q
is
s |i1, . . . , is ∈ Z≥0} denote the set of monomials of
1 + h1 + h2 + · · · in the variables q1, . . . , qs. Then we have:
sν(I(s)) =
∑
λ
aλνq
λ.
where sν(I(s)) is the Schur function in the set of variables I(s) and the sum is over
vectors of non-negative integers with at most s parts.
The following theorem describes the set Λk,n = {ν ⊢ n | akν 6= 0}.
Theorem 4.3. Let Mkν denote the irrreducible representation of MPk(n) cor-
responding to the partition ν of n. For n ≥ 2k, as Sn ×MPk(n)-bimodule, we
have
Symk(Fn) ∼=
⊕
ν∈Λk,n
Vν ⊗M
k
ν
where Λk,n := {ν ⊢ n |
∑n
i=1(i− 1)νi ≤ k}
1.
Proof. Note that the decomposition of Symk(Fn) as Sn×MPk(n)-bimodule
follows from the Schur–Weyl duality between Sn and MPk(n) when n ≥ 2k.
From [22, Corollary 7.21.3], we have the identity:
(26) sν(1, q, q
2, . . .) =
qb(ν)∏
u∈ν(1− q
h(u))
where b(ν) =
∑n
i=1(i − 1)νi and, for a cell u in the Young diagram of ν, h(u)
is the hook-length of u.
For λ = (k), by Remark 2, we have that the multiplicity of the Specht module
Vν in Sym
k(Fn) is the coefficient of qk in q
b(ν)
∏
u∈ν(1−q
h(u))
. Each term (1 − qh(u)) in
the denominator may be expanded as 1 + qh(u) + (qh(u))2 + · · · . Thus the lowest
exponent of q in q
b(ν)
∏
u∈ν(1−q
h(u))
is b(ν). If b(ν) > k then the coefficient of qk is zero,
and thus ν /∈ Λk,n.
Conversely if b(ν) ≤ k, pick a corner cell u0 with hook-length 1. Then
1
1−qh(u0)
=
1 + q + q2 + · · · , and
qb(ν)∏
u∈ν(1− q
h(u))
= qb(ν)(1 + q + q2 + · · · )
∏
u6=u0
(1 + qh(u) + (qh(u))2 + · · · ).
Choosing the term 1 from each of the infinite sums corresponding to cells u 6= u0
and the term qk−b(ν) from the infinite sum corresponding to the cell u0 yields an
instance of qk. Since the expression above is a positive sum, demonstrating a single
instance is sufficient to prove the positivity of the coefficient of qk. Thus akν 6= 0 if
and only if b(ν) ≤ k. 
4.1. Restriction from general linear group to symmetric group. The
irreducible polynomial representations Wλ of GLn(F ) of degree d are indexed by
the partitions λ of d with at most n parts. Consider the decomposition of the
restriction of Wλ to Sn into Specht modules:
Res
GLn(F )
Sn
Wλ =
⊕
ν⊢n
V
⊕rλν
ν .
1The description of Λk,n does not require the condition n ≥ 2k.
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By Littlewood’s formula [12]:
rλν = 〈sν [1 + h1 + h2 + · · · ], sλ〉,
where 〈−,−〉 denotes the usual inner product on the ring of symmetric functions.
As an application of Theorem 4.2 we deduce a generating function for the integers
rλν .
Theorem 4.4. For every partition λ = (λ1, λ2, . . . , λn) of d with at most n
parts and every partition ν of n, rλν is the coefficient of q
λ := qλ11 . . . q
λn
n in
sν((q
i1
1 q
i2
2 · · · q
in
n ))
∏
i<j
(1− qj/qi).
Proof. By Theorem 4.2,∑
µ
aµνq
µ = sν((q
i1
1 q
i2
2 · · · q
in
n ) where µ is a composition of n.
The Jacobi–Trudi identity can be expressed at the level of the Grothendieck
ring of the category of polynomial representations of GLn(F ) (see [1]) as:
(27) Wλ = det(Sym
λi+j−i(Fn)),
so
rλν =
∑
w∈Sn
sgn(w)aw·λν
=
∑
w∈Sn
sgn(w)[qw·λ]sν((q
i1
1 q
i2
2 · · · q
in
n )
= [qλ]
∑
w∈Sn
sgn(w)sν((q
i1
1 q
i2
2 · · · q
in
n )
= [qλ]sν((q
i1
1 q
i2
2 · · · q
in
n )
∑
w∈Sn
sgn(w)
n∏
i=1
t
i−w(i)
i
= [qλ]sν((q
i1
1 q
i2
2 · · · q
in
n ) det(t
i−j).
where w.λ is the permutation of the entries of λ, and [qλ]f(q1, . . . , qn) is the coef-
ficient of qλ in the function f(q1, . . . , qn).
Recognizing the determinant on the last line as a Vandermonde determinant
that evaluates to
∏
i<j(q
−1
j − q
−1
i ) and simplifying gives Theorem 4.4. 
5. Structural properties of multiset partition algebra
Xi [24] proved that partition algebras are cellular with respect to an involution.
The goal of this section is to prove the multiset partition algebras are also cellular.
We achieve this by exhibiting that MPk(ξ) is isomorphic to ePk(ξ)e for an idem-
potent e ∈ Pk(ξ) which is fixed by the involution. We also obtain that MPk(ξ) is
semisimple when ξ is not an integer or when ξ is an integer such that ξ ≥ 2k − 1.
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5.1. An embedding of MPk(ξ) into Pk(ξ). We first give a bijection be-
tween B˜k and certain class of partition diagrams in Ak. We begin with describing
a partition diagram associated to given element in B˜k.
Given Γ ∈ Bk with n edges, associate to it the canonical biword[
a1 a2 . . . an
b1 b2 . . . bn
]
by arranging the edges of Γ in weakly increasing lexicographic order. For 1 ≤ i ≤
n, we associate the edge (ai, bi) to a subset of {1, 2, . . . , k, 1′, 2′, . . . , k′} with ai
elements from {1, 2, . . . , k} and bi elements from {1′, 2′, . . . , k′} as follows:
(28) Bi =
{( i−1∑
r=1
ar
)
+ 1, . . . ,
i∑
r=1
ar,
(( i−1∑
r=1
br
)
+ 1
)′
, . . . ,
( i∑
r=1
br
)′}
.
Note that the set Bi is empty if and only if the pair (ai, bi) = (0, 0). Then
(29) dΓ := {B1, . . . , Bn}
gives a set partition of {1, 2, . . . , k, 1′, 2′, . . . , k′}. Note that the partition diagram
dΓ is independent of choice of representatives of [Γ] ∈ B˜k, henceforth, we call dΓ
the canonical partition diagram associated to [Γ].
Example 5.1. Let Γ be the following graph:
0 1 2
0 1 2
Then the corresponding canonical biword of Γ is
[
0 0 2
0 1 1
]
. By Equation (28), we
have B1 = ∅, B2 = {1′}, B3 = {1, 2, 2′}, and so dΓ is as follows:
1 2
1′ 2′
If we consider the biword of edges of Γ ∈ Bk in any other order and perform
the above procedure then the partition diagram so obtained is in the orbit of dΓ
under the following action of Sk × Sk on Ak. For (σ, τ) ∈ Sk × Sk and d ∈ Ak, the
permutations σ and τ act by the value permutation of the vertices of the top row
and the bottom row of d respectively. Note that this action preserves the number
of blocks of d, and also preserves the number of elements of the top row and bottom
row occurring in each block. Thus the orbit OdΓ uniquely determines the [Γ] ∈ B˜k,
and so we obtain the following bijection.
Theorem 5.2. Let (Sk × Sk) \ Ak denote the set of orbits of Sk × Sk on Ak.
For [Γ] ∈ B˜k, let OdΓ denote the Sk × Sk-orbit of dΓ. Then the following map is a
bijection,
ψ : B˜k → (Sk × Sk) \Ak(30)
ψ([Γ]) = OdΓ .
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Example 5.3. Under the above bijection, the graph in Example 5.1 is mapped
to the orbit consisting of the following partition diagrams:
1 2
1′ 2′
and
1 2
1′ 2′
Definition 5.4. Given d ∈ Ak, let αd be the cardinality of the Sk-orbit of dl
(for the definition of dl see Definition 2.7).
Now utilizing the bijection in Theorem 5.2 we give an embedding of MPk(ξ)
inside Pk(ξ) in the following theorem.
Theorem 5.5. The following map is an injective algebra homomorphism
η˜k :MPk(ξ)→ Pk(ξ)(31)
η˜k([Γ]) =
1
αdΓ
∑
d∈OdΓ
xd.
Before we offer a proof, we need to set up some notation.
The canonical projection map πk : (F
n)⊗k → Symk(Fn) has a section τk :
Symk(Fn)→ (Fn)⊗k, which is defined as
(32) τk(ej1 · · · ejk) =
1
k!
∑
σ∈Sk
(ejσ(1) ⊗ · · · ⊗ ejσ(k)) for 1 ≤ j1 ≤ · · · ≤ jk ≤ n.
We have,
(33) πk ◦ τk = idSymk(Fn).
Recall that both (Fn)⊗k and Symk(Fn) are permutation modules, and using the
following definitions we interpret the maps πk and τk at the level of permutation
modules.
Definition 5.6. We represent an element ej1 ⊗ · · · ⊗ ejk in (F
n)⊗k as the
indicator functor corresponding to an ordered set partition of {1, . . . , k}. That is,
ej1 ⊗ · · · ⊗ ejk ↔ 1(A1,...,An)
where Am = {l | ejl = em, 1 ≤ l ≤ k} and ⊔
n
m=1Am = {1, . . . , k}.
Definition 5.7. For a = (a1, . . . , an) ∈M(n, k), define
D(a) = {S := (S1, . . . , Sn) | ⊔
n
i=1Si = {1, . . . , k}, |Si| = ai}.
Example 5.8. The element e2⊗e1⊗e1 in (F 4)⊗3 is represented by the indicator
function corresponding to the tuple ({2, 3}, {1}, ∅, ∅). For a = (2, 1) ∈ M(2, 3),
D(a) = {({1, 2}, {3}), ({1, 3}, {2}), ({2, 3}, {1})}.
Using Definitions 5.6 and 5.4, the maps πk and τk are described as follows:
πk(1(A1,...,An)) = 1(|A1|,...,|An|),(34)
τk(1a) =
1
|D(a)|
∑
S∈D(a)
1S.(35)
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Definition 5.9. For a set X and a tuple r = (r1, . . . , rn) with ri ∈ X , define
(36) set(r) := {r1, . . . , rn}.
Let A = (A1, . . . , An) and C = (C1, . . . , Cn) then using Definition 2.7, the map
(5) can be written as
xd(1A) =
{∑
{C|{(A1,C1),...,(An,Cn)}=d}
1C if set(A) = d
u,
0 otherwise.
(37)
Now we are ready to give a proof of Theorem 5.5.
Proof. The structure constants for both MPk(ξ) and Pk(ξ) are polynomials
in ξ therefore it is sufficient to prove η˜k is an algebra homomorphism when ξ is
evaluated at any positive integer. For this define the following map, which is an
algebra homomorphism,
ηk : EndSn(Sym
k(Fn))→ EndSn((F
n)⊗k)
ηk(f) = τk ◦ f ◦ πk.
for f ∈ EndSn(Sym
k(Fn)), and consider the following diagram:
MPk(n)



 η˜k
// Pk(n)


EndSn(Sym
k(Fn))

 ηk
// EndSn((F
n)⊗k)
,
where the leftmost and the rightmost vertical maps are as in Theorem 3.15 and
Theorem 2.9 respectively. By Schur–Weyl duality the vertical maps are algebra
isomorphisms for n ≥ 2k. Therefore it is enough to prove
(38) ηk(T[Γ]) =
1
αdΓ
∑
d∈OdΓ
xd, for [Γ] ∈ B˜k,n,
where αdΓ is given in Definition 5.4. Equation (38) as this ensures that the above
diagram commutes.
Let Γ be the graph whose canonical biword is
[
a1 a2 . . . an
b1 b2 . . . bn
]
. Fix a =
(a1, . . . , an), b = (b1, . . . , bn). Let A = (A1, . . . , An) be a set partition of {1, . . . , k}.
The right hand side of Equation (38) is
τk ◦ T[Γ] ◦ πk(1A) = τk(T[Γ](1(|A1|,...,|An|)))
= τk
( ∑
{c|[Γ(|A1|,...,|An|),c]=[Γ]}
1c
)
=
∑
{c|[Γ(|A1|,...,|An|),c]=[Γ]}
1
|D(c)|
∑
S∈D(c)
1S
=
1
αdΓ
∑
{c|[Γ(|A1|,...,|An|),c]=[Γ]}
∑
S∈D(c)
1S .(39)
For the last equality recall that for Γ = Γ(|A1|,...,|An|),c, we have αdΓ = |D(c)|.
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If set((|A1|, . . . , |An|)) 6= set(a), then for every c ∈M(n, k) we have
[Γ(|A1|,...,|An|),c] 6= [Γ].
So τk ◦ T[Γ] ◦ πk(1A) = 0. For d ∈ OdΓ , the cardinality of a given block of d is equal
to ai for some 1 ≤ i ≤ n. So by Equation (37), we get
1
αdΓ
∑
d∈OdΓ
xd(1A) = 0.
Assume set((|A1|, . . . , |An|)) = set(a). Following the notation of Definition 2.7:
OdΓ =

d = {(X1, Y1), . . . , (Xn, Yn)}
∣∣∣∣∣∣
X = (X1, . . . , Xn) ∈ D(a),
Y = (Y1, . . . , Yn) ∈ D(b),
Γ|X|,|Y | = Γ

 .
If d ∈ OdΓ and d
u 6= set(A) then from Equation (37), xd(1A) = 0
If d ∈ OdΓ and d
u = set(A) then d = {(X1, Y1), . . . , (Xn, Yn)}, where
{X1, . . . , Xn} = set(A),
{|Y1|, . . . , |Yn|} = set(b)
such that {(|X1|, |Y1|), . . . , (|Xn|, |Yn|)} is the biword associated to a graph that is
in the class [Γ].
From Equation (37) we know that:
xd(1A) =
∑
{S=(S1,...,Sn)|{(A1,S1),...,(An,Sn)}=d}
1S .
Thus we have:
(40)
1
αdΓ
∑
d∈OdΓ
xd(1A) =
1
αdΓ
∑
{c|[Γ(|A1|,...,|An|),c]=[Γ]}
∑
S∈D(c)
1S.
Comparing Equation (40) and Equation (39) we see that Equation (38) is true. 
5.2. Cellularity of MPk(ξ). The following proposition [11, Proposition 4.3]
allows one to realize another cellular algebra from given a cellular algebra and an
idempotent in it.
Proposition 5.10. Let A be a cellular algebra with respect to an involution
i. Let e ∈ A be an idempotent such that i(e) = e. Then the algebra eAe is also a
cellular algebra with respect to the involution i restricted to eAe.
The involution i is defined for d = {(Bu1 , B
l
1), . . . , (B
u
n , B
l
n)} ∈ Ak by:
(41) i(d) = {(Bl1, B
u
1 ), . . . , (B
l
n, B
u
n)}
which may be visualized as interchanging each primed element j′ with unprimed
element j and vice versa. This map is extended linearly to Pk(ξ). Xi [24] showed
that partition algebras are cellular with respect to i.
Definition 5.11. Let Yk be a subset of Ak consisting of partition diagram
d = {B1, B2, . . . , Bn} satisfying the following condition:
(42) |Buj | = |B
l
j | for 1 ≤ j ≤ n.
Example 5.12. For k = 2, the identity element of MPk(ξ) is
id =
0 1 2
0 1 2
+
0 1 2
0 1 2 .
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The element e = 12 (xd1 + xd2) + xd3 is an idempotent in MPk(ξ) where
d1 =
1 2
1′ 2′
, d2 =
1 2
1′ 2′
, d3 =
1 2
1′ 2′
Lemma 5.13. Let e =
∑
d∈Yk
1
αd
xd. Then e is an idempotent and the embedding
η˜k induces an isomorphism MPk(ξ) ≃ ePk(ξ)e.
Proof. We show η˜k(id) = e, where η˜k is the embedding defined in Theorem 5.5
and id =
∑
[Γ]∈Uk
[Γ] is the identity element ofMPk(n) and Uk consists of elements
in B˜k whose edges are of the form (a, a) for a ∈M(n, k).
From the definition of embedding (31)
η˜k(id) =
∑
[Γ]∈Uk
1
αdΓ
∑
d∈OdΓ
xd.
For [Γ] ∈ Uk, by construction of dΓ we have dΓ ∈ Yk, and so the orbit OdΓ ⊂ Yk.
Conversely, given d ∈ Yk, then under the bijection (30), [Γ′] ∈ B˜k corresponding to
the orbit Od belongs to Uk. So we obtain
⊔
[Γ]∈Uk
OdΓ = Yk. Now the result follows
by observing that for d1, d2 in the same orbit, αd1 = αd2 .
Since η˜k is an embedding, it is enough to show that image of η˜k is ePk(ξ)e. The
map η˜k is an algebra homomorphism and η˜k(id) = e therefore e is an idempotent
and also the image of η˜k is contained in ePk(ξ)e. For d0 ∈ Ak, we show that exd0e
is in the image of η˜k. For d = {B1, . . . , Bn} ∈ Ak define U(d) := (Bu1 , . . . , B
u
n) and
L(d) := (Bl1, . . . , B
l
n). We have
exd0e =
∑
d1,d2∈Yk
1
αd1αd2
xd1xd0xd2
=
∑
d1,d2∈Yk,L(d2)=U(d0)
1
αd1αd2
xd1xd0◦d2
=
∑
d1,d2∈Yk,L(d2)=U(d0),L(d0)=U(d1)
1
αd1αd2
xd1◦d0◦d2(43)
Since d1 ∈ Yk and L(d0) = U(d1), we have αd0 = αd1 . Since L(d2) = U(d0)
therefore αd2 is the cardinality βd0 of Sk-orbit of set(U(d1)).
For d1, d2 ∈ Yk, L(d2) = U(d0), L(d0) = U(d1), d0 and d1 ◦ d0 ◦ d2 are in the
same orbit. Conversely, if d in the orbit of d0 then there exist d1, d2 ∈ Yk such that
d = d1 ◦ d0 ◦ d2.
If d0 has exactly i(a,b) blocks Bm1 , . . . , Bmi(a,b) such that |B
u
ms
| = |Bumt | = a
and |Blms | = |B
l
mt
| = b for 1 ≤ s, t ≤ i(a,b) then there are θd0 =
∏
(a,b)∈N×N(i(a,b)!)
partition diagrams d1 and d2 in Yk such that d1 ◦ d0 ◦ d2 = d. Then the sum (43)
simplifies to ∑
d∈0d0
θd0
αd0βd0
xd =
θd0
βd0
(
1
αd0
∑
d∈Od0
xd
)
=
θd0
βd0
η˜k([Γ])(44)
where [Γ] ∈ B˜k corresponds to Od0 under the bijection (30). 
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Theorem 5.14. The algebraMPk(ξ) over F is cellular. Furthermore,MPk(ξ)
over F is semisimple when ξ is not an integer or when ξ is an integer such that
ξ ≥ 2k − 1.
Proof. From Lemma 5.13 we have MPk(ξ) ≃ ePk(ξ)e where
e =
∑
d∈Yk
1
αd
xd.
We show that ePk(ξ)e is a cellular algebra with respect to the involution i.
The restriction of map i to Yk is a bijection on Yk. Moreover, for d ∈ Yk,
we have i(xd) = xi(d). So i(e) =
∑
d∈Yk
1
αd
xi(d). By observing that for d =
{(Bu1 , B
l
1), . . . , (B
u
n , B
l
n)} ∈ Yk, the cardinality of Sk-orbit of {B
u
1 , . . . , B
u
n} is the
same as the cardinality of Sk-orbit of {Bl1, . . . , B
l
n}, i.e, αd = αi(d) we conclude
that i(e) = e. By Proposition 5.10 we have ePk(ξ)e is a cellular algebra.
Suppose ξ is not an integer or ξ is an integer such that ξ ≥ 2k− 1. In this case,
Pk(ξ) is semisimple, so rad(Pk(ξ)) = {0}. Since e is an idempotent, rad(ePk(ξ)e) =
e(rad(Pk(ξ)))e. By Lemma 5.13 we have rad(MPk(ξ)) = {0} and thus MPk(ξ) is
semisimple. 
6. The generalized multiset partition algebra
For every vector λ = (λ1, . . . , λs) of non-negative integers, we define a gener-
alized multiset partition algebra MPλ(ξ) over F [ξ] with a basis indexed by the
multiset partitions of {1λ1, . . . , sλs , 1′λ1 , . . . , s′λs}. We associate such a multiset
partition to a class of bipartite multigraphs by a process analogous to Section 3
by generalizing the definition of Bk for λ. The multiplication rule in MPλ(ξ) is
completely analogous to the case of MPk(ξ). So here, we will omit the proofs.
Let Γ be a bipartite multigraph on Vλ
∐
Vλ where
(45) Vλ = {I = (i1, i2, . . . , is) ∈ Z
s
≥0 | ij ≤ λj , 1 ≤ j ≤ s}.
For an edge e of Γ joining (i1, i2, . . . , is) in the top row with (j1, j2, . . . , js) in the
bottom row, the weight w(e) of e is ((i1, i2, . . . , is), (j1, j2, . . . , js)) ∈ Z
s
≥0×Z
s
≥0. Let
Bλ denote the set of bipartite multigraphs Γ on Vλ
∐
Vλ such that the total weight
of edges of Γ is (λ, λ) := ((λ1, . . . , λs), (λ1, . . . , λs)). For 0 = (0, . . . , 0) ∈ Zs≥0, an
edge e of Γ is non-zero if w(e) 6= (0,0). The rank(Γ) is the number of non-zero
edges of Γ.
Two bipartite multigraphs in Bλ are said to be equivalent if they have the same
non-zero weighted edges. Let B˜λ denote the set of all equivalence classes in Bλ. We
define rank([Γ]) := rank(Γ).
Let (I, J) := ((i1, i2, . . . , is), (j1, j2, . . . , js)) be a non-zero weighted edge of a
graph in Bλ. Then the following correspondence
(46) (I, J)↔ {1i1 , . . . , sis , 1′j1 , . . . , s′js}
extends to a bijection between the set B˜λ and the set of multiset partitions of
{1λ1 , . . . , sλs , 1′λ1 , . . . , s′λs}. Thus the elements of B˜λ are the diagrammatic inter-
pretations of the multiset partitions of {1λ1 , . . . , sλs , 1′λ1 , . . . , s′λs}.
Example 6.1. Consider the following graph in B(2,1).
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(0, 0) (0, 1) (1, 0) (1, 1) (2, 0) (2, 1)
(0, 0) (0, 1) (1, 0) (1, 1) (2, 0) (2, 1)
The multiset partition of {12, 2, 1′2, 2′} associated to this graph is
{{1′}, {2, 1′, 2′}, {12}}.
Define MPλ(ξ) to be the free module over F [ξ] with basis B˜λ. Let Uλ be the
subset of B˜λ consisting of equivalence classes of graphs whose edges are of the form
(I, I) for I ∈ Vλ. The following theorem gives the multiplication in MPλ(ξ).
Theorem 6.2. For [Γ1], [Γ2] in B˜λ, we define the following operation:
(47) [Γ1] ∗ [Γ2] =
∑
[Γ]∈B˜λ
Φ
[Γ]
[Γ1][Γ2]
(ξ)[Γ],
where Φ
[Γ]
[Γ1][Γ2]
(ξ) ∈ F [ξ] is given in Equation (48). The linear extension of the op-
eration (47) makesMPλ(ξ) an associative unital algebra over F [ξ] with the identity
element id =
∑
[Γ]∈Uλ
[Γ].
In order to define Φ
[Γ]
[Γ1][Γ2]
(ξ), as stated in Theorem 6.2, we need to give the
following set-up. Given Γ,Γ1,Γ2 ∈ Bλ, now by merely replacing the vertices by
tuples of integers in the case of graphs in Bk, we have analogous definitions of the
configuration of paths P = {p1, p2, . . . , pn}, the sets Supp(Γ1,Γ2) and CΓΓ1Γ2(n),
and the number [PΓ1◦Γ2 ] for the case of Bλ.
For an edge of weight (I, J) = ((i1, i2, . . . , is), (j1, j2, . . . , js)) in ΓP with P ∈
Supp(Γ1,Γ2), and L ∈ Vλ, define
mIJ(L) := cardinality of the multiset {pt ∈ P | pt = (I, L, J)}.
Then
∑
L∈Vλ
mIJ (L) is the multiplicity mIJ of the edge (I, J) of ΓP . Suppose
|Vλ| = a and let v0, v1, . . . , va be an enumeration of the elements of Vλ in the
weakly increasing lexicographic order (so in particular v0 = 0).
Theorem 6.3. Let [Γ1], [Γ2], and [Γ] be in B˜λ such that representatives Γ1, Γ2,
and Γ have same number of edges. Then
Φ
[Γ]
[Γ1][Γ2]
(ξ) =
{
K(ξ − rank(Γ))[PΓ1◦Γ2 ] if Γ = ΓP for some P ∈ Supp(Γ1,Γ2),
0 otherwise.
(48)
Where [PΓ1◦Γ2 ] =
∑a
i=1m00(vi),
K =
1
m00(v1)! · · ·m00(va)!
∏
(I,J)∈D\{(0,0)}
(
mIJ
mIJ(v0), . . . ,mIJ(va)
)
.
and D denotes the set of all distinct edges of Γ.
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6.1. Centralizer algebra and Schur–Weyl duality. In this section, we
give a basis of EndSn(Sym
λ(Fn)), and also state the Schur–Weyl duality between
the actions of FSn and MPλ(ξ) on Sym
λ(Fn).
Recall the definition of Symλ(Fn) from (25). The choice of indexing set
M(n, λj) for a basis of each Sym
λj (Fn) yields the following indexing set M(n, λ)
for a basis of Symλ(Fn)
M(n, λ) :=

A =


a11 a12 . . . a1n
...
... . . .
...
as1 as2 . . . asn

 | aij ∈ Z≥0, n∑
j=1
aij = λi

 .
The space Symλ(Fn) has a basis {eA | A ∈M(n, λ)}, where
eA := ea111 . . . e
a1n
n ⊗ e
a21
1 . . . e
a2n
n ⊗ · · · ⊗ e
as1
1 . . . e
asn
n .
The symmetric group Sn acts on an element A ∈M(n, λ) by permuting columns of
A. As previously (see Equation (21)), the following isomorphism makes Symλ(Fn)
a permutation representation of Sn
(49) Symλ(Fn) ∼= F [M(n, λ)].
As in Section 3 (see Equation (23)), the set of Sn-orbits of M(n, λ)×M(n, λ)
is in bijection with the set B˜λ,n consisting of elements of rank at most n in B˜λ. In
the following definition, we give the integral operator corresponding to an Sn-orbit
of M(n, λ)×M(n, λ).
Definition 6.4. For each [Γ] ∈ B˜λ,n define T[Γ] ∈ EndSn(F [M(n, λ)]) by
T[Γ]1A =
∑
{B∈M(n,λ)|[ΓA,B ]=[Γ]}
1B, where A,B ∈M(n, λ).
Theorem 6.5. The set {T[Γ] | [Γ] ∈ B˜λ,n} is a basis of EndSn(F [M(n, λ)]).
For vector λ = (λ1, . . . , λs) of non-negative integers, let |λ| =
∑s
i=1 λi.
Theorem 6.6. (6.6.a) Define a map
(50) φ :MPλ(n)→ EndSn(Sym
λ(Fn)) by
φ([Γ]) =
{
T[Γ] if rank[Γ] ≤ n,
0 otherwise.
Then map φ is a surjective algebra homomorphism with the kernel
ker(φ) = F -span{[Γ] ∈ B˜λ | rank([Γ]) > n}.
In particular, when n ≥ 2|λ|, MPλ(n) ∼= EndSn(Sym
λ(Fn)).
(6.6.b) The group Sn generates EndMPλ(n)(Sym
λ(Fn)).
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6.2. Cellularity of MPλ(ξ). In this section, we give embedding of MPλ(ξ)
inside P|λ|(ξ). We obtain this embedding by generalizing the bijection in Theo-
rem 5.2.
Let λ = (λ1, λ2, . . . , λs) be a vector of non-negative integers such that |λ| = k.
Given Γ ∈ B˜λ with n edges, we have a pair (P,Q) of s× n matrices that uniquely
determines the graph, where
P =


p11 p12 . . . p1n
p21 p22 . . . p2n
...
... . . .
...
ps1 ps2 . . . psn

 and Q =


q11 q12 . . . q1n
q21 q22 . . . q2n
...
... . . .
...
qs1 qs2 . . . qsn

 .
Each column of P is the label for a vertex in the top row of Γ and each column of Q is
the label for a vertex in the bottom row of Γ. A column of P is connected by an edge
in Γ to the corresponding column of Q. The columns of P and Q are simultaneously
permuted such that columns of P are in weakly increasing lexicographic order, and
if (p1j , . . . , psj)
T = (p1j+1, . . . , psj+1)
T then (q1j , . . . , qsj)
T ≤ (q1j+1, . . . , qsj+1)T .
We define a set partition of {1, . . . , k, 1′, . . . , k′} corresponding to the pair of
matrices (P,Q):
dΓ = {B1, . . . , Bn}, where(51)
Bj = B1j ∪ · · · ∪Bsj and
Bij :=
{( i−1∑
r=1
λr +
j−1∑
l=1
pil
)
+ 1, . . . ,
( i−1∑
r=1
λr +
j∑
l=1
pil
)
,(52)
( i−1∑
r=1
λr +
j−1∑
l=1
qil + 1
)′
, . . . ,
( i−1∑
r=1
λr +
j∑
l=1
qil
)′}
.
The block of dΓ corresponding to edge (0,0) is empty. It follows from the con-
struction that if two graphs in Bλ are equivalent, then their corresponding partition
diagrams defined as above are the same. The diagram dΓ is called the canonical
partition diagram associated to [Γ] ∈ B˜λ.
Example 6.7. Let λ = (2, 1). Here
V(2,1) = {(0, 0), (0, 1), (1, 0), (1, 1), (2, 0), (2, 1)}.
Let Γ be the following bipartite multigraph on the vertex set V(2,1)
∐
V(2,1).
(0, 0) (0, 1) (1, 0) (1, 1) (2, 0) (2, 1)
(0, 0) (0, 1) (1, 0) (1, 1) (2, 0) (2, 1)
Then corresponding pair of matrices are follows:
P =
[
0 0 2
0 1 0
]
and Q =
[
1 1 0
0 1 0
]
.
And we have:
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B11 = {1′}, B12 = {2′}, B13 = {1, 2},
B21 = ∅, B22 = {3, 3′}, B23 = ∅.
Following Equation (51), the blocks of canonical set partition associated to Γ are:
B1 = {1
′}, B2 = {3, 2
′, 3′}, B3 = {1, 2}.
This canonical partition diagram dΓ in A3 is depicted as follows:
1 2 3
1′ 2′ 3′
The subgroup Sλ×Sλ of Sk×Sk acts on Ak by the restriction. So analogously
to Theorem 5.2 we have:
Theorem 6.8. Let (Sλ × Sλ) \Ak be the set of orbits of the action of Sλ × Sλ
on Ak. The following map is a bijection
ψ : B˜λ → (Sλ × Sλ) \Ak(53)
ψ([Γ]) = OdΓ ,
where [Γ] ∈ B˜λ and OdΓ is the Sλ × Sλ-orbit of dΓ.
Corollary 6.9. The set B˜(1k) is in bijection with Ak.
Proof. The results follows from Theorem 6.8, because for λ = (1k), the sub-
group Sλ × Sλ is trivial. 
Utilizing the bijection in Theorem 6.8, we have the following theorem.
Theorem 6.10. The following map is an injective algebra homomorphism
η˜λ :MPλ(ξ)→ Pk(ξ)
η˜λ([Γ]) =
1
αdΓ
∑
d∈OdΓ
xd,(54)
where [Γ] ∈ B˜λ. In particular, for λ = (1k), MPλ(ξ) ∼= Pk(ξ).
Theorem 6.11. Let Yλ be the set of d = {(Bu1 , B
l
1), . . . , (B
u
n , B
l
n)} in Ak sat-
isfying the following property, for 1 ≤ i ≤ s and 1 ≤ j ≤ n,∣∣∣∣Buj ∩
{( i−1∑
r=1
λr
)
+ 1, . . . ,
( i∑
r=1
λr
)}∣∣∣∣
=
∣∣∣∣Blj ∩
{(( i−1∑
r=1
λr
)
+ 1
)′
, . . . ,
(( i∑
r=1
λr
))′}∣∣∣∣.
Let e =
∑
d∈Yλ
1
αd
xd. Then e is an idempotent in Pk(ξ) and MPλ(ξ) ∼= ePk(ξ)e.
Theorem 6.12. The algebraMPλ(ξ) over F is cellular. Furthermore,MPλ(ξ)
over F is semisimple when ξ is not an integer or when ξ is an integer such that
ξ ≥ 2k − 1.
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6.3. Balanced multiset partition algebra. In this section, we explore bal-
anced multiset partition algebra, a subalgebra ofMPλ(ξ), motivated by a question
in [8]. Our answer to his question is essentially an application of Schur–Weyl du-
ality 6.6. In particular, we prove the Schur–Weyl duality between the actions of
the balanced multiset partition algebra and the group of monomial matrices on
Symλ(Fn).
We say that a multiset partition is balanced if each block B of the multiset
partition satisfies:
(55) |B ∩ {1λ1 , . . . , sλs}| = |B ∩ {1′λ1 , . . . , s′λs}|.
Denote by B˜balλ the set of all graphs [Γ] in B˜λ such that their associated multiset
partition is balanced. Let MPbalλ (ξ) denote the submodule of MPλ(ξ) over F [ξ]
with basis B˜balλ .
Proposition 6.13. The submodule MPbalλ (ξ) is a subalgebra of MPλ(ξ) with
the basis
B˜balλ = {[Γ] ∈ B˜λ | |I| = |J | for all edges in Γof weight (I, J)}
where for I = (i1, . . . , is), |I| =
∑s
l=1 il.
Proof. Take an edge of weight (I, J) of a graph in B˜balλ . Using Equation (46)
it determines the multiset {1i1 , . . . , sis , 1′j1 , . . . , s′js}. Then the balanced condition
(55) gives |I| = |J |.
Now we claim that the algebra structure on MPbalλ is inherited from the mul-
tiplication defined in Equation (47). For [Γ1], [Γ2] ∈ B˜balλ , suppose [Γ] ∈ B˜λ occurs
in [Γ1] ∗ [Γ2]. For every edge in [Γ] of weight (I,K), there exists a vertex J such
that an edge in [Γ2] of weight (I, J) is concatenated with an edge in [Γ1] of weight
(J,K). This implies |I| = |J | = |K|, thus [Γ] ∈ B˜balλ . 
Remark 3. For [Γ1], [Γ2] in B˜balλ and P ∈ Supp(Γ1,Γ2), note that the poly-
nomial Φ
[ΓP ]
[Γ1][Γ2]
(ξ) defined in Theorem 6.3 is independent of ξ as [PΓ1◦Γ2 ] is 0. So
MPbalλ (ξ) is independent of ξ, and henceforth we denote MP
bal
λ (ξ) by MP
bal
λ .
Let D be the subgroup of the diagonal matrices in GLn(F ). Then D⋊Sn is the
subgroup of all the monomial matrices in GLn(F ). So D ⋊ Sn acts on Sym
λ(Fn)
by the restriction.
Theorem 6.14 (Centralizer of monomial matrices). The set
{T[Γ] | [Γ] ∈ B˜
bal
λ , rank([Γ]) ≤ n}
is a basis of EndD⋊Sn(Sym
λ(Fn)).
Proof. Let [Γ] ∈ B˜balλ such that rank([Γ]) ≤ n. Let diag(x1, . . . , xn) be a
diagonal matrix in D and A = (I1, . . . , In) ∈ M(n, λ), where Ij is the jth column
of A. Then
T[Γ](diag(x1, . . . , xn)e
A) = T[Γ](x
|I1|
1 · · ·x
|In|
n e
A)
= x
|I1|
1 · · ·x
|In|
n T[Γ](e
A)
= x
|I1|
1 · · ·x
|In|
n
∑
[ΓA,B ]=[Γ]
eB.
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On the other hand,
diag(x1, . . . , xn)T[Γ](e
A) = diag(x1, . . . , xn)
∑
[ΓA,B ]=[Γ]
eB
=
∑
[ΓA,B ]=[Γ]
x
|J1|
1 · · ·x
|Jn|
n e
B, if B = (J1, . . . , Jn).
Since [Γ] ∈ B˜balλ and ΓA,B = Γ, this forces |I1| = |J1|, . . . , |In| = |Jn|. Thus
T[Γ] ∈ EndD⋊Sn(Sym
λ(Fn)).
Let ψ ∈ EndD⋊Sn(Sym
λ(Fn)). The symmetric group Sn is a subgroup of
D ⋊ Sn, so we have an embedding of algebras
(56) EndD⋊Sn(Sym
λ(Fn)) ⊆ EndSn(Sym
λ(Fn)).
From Theorem 3.13,
(57) ψ =
∑
[Γ]∈B˜λ
αΓT[Γ].
In order to prove the result it is sufficient to show that in Equation (57) if [Γ] /∈ B˜balλ
then αΓ = 0.
So let [Γ′] /∈ B˜balλ . Then Γ
′ has an edge of weight (I ′, J ′) such that |I ′| 6= |J ′|.
Let A′ and B′ in M(n, λ) such that ΓA′,B′ = Γ
′. Note that there exists 1 ≤ s ≤ n
such that I ′ and J ′ are the sth columns of A′ and B′, respectively. Let X =
diag(x1, . . . , xn) such that xs = x and xi = 1 for i 6= s, then
ψ(XeA
′
) = ψ(x|I
′|eA
′
)
= x|I
′|ψ(eA
′
)
= x|I
′|
∑
[Γ]∈B˜λ
αΓT[Γ](e
A′)
= x|I
′|
∑
[Γ]∈B˜λ
αΓ
∑
[ΓA′,B ]=[Γ]
eB.(58)
On the other hand,
Xψ(eA
′
) = X
∑
[Γ]∈B˜λ
αΓ
∑
[ΓA′,B ]=[Γ]
eB
=
∑
[Γ]∈B˜λ
αΓ
∑
[ΓA′,B ]=[Γ]
x|Js|eB, where Js is the sth column of B.(59)
Now equating the coefficient of eB
′
in the Equations (58) and (59), we get
x|I
′|αΓ′ = x
|J′|αΓ′ , for all x ∈ F.
Since |I ′| 6= |J ′|, we get αΓ′ = 0. 
Theorem 6.15. (6.15.a) The map φ in Equation (50) restricts to a surjec-
tive algebra homomorphism from MPbalλ onto EndD⋊Sn(Sym
λ(Fn))
with kernel
ker(φ) = F -span{[Γ] ∈ B˜balλ | rank([Γ]) > n}.
In particular, when n ≥ |λ|, MPbalλ ∼= EndD⋊Sn(Sym
λ(Fn)).
(6.15.b) The group D ⋊ Sn generates EndMPbal
λ
(Symλ(Fn)).
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Recall from [8, p. 21] a set partition is called balanced if it satisfies Equa-
tion (55) for λ = (1k). Let Pbalk denote the balanced partition algebra, i.e., the
subalgebra of Pk(ξ) with basis consisting of balanced set partitions.
As a corollary of Theorem 5.5 we get:
Corollary 6.16. For any vector λ of non-negative integers, the map (54)
restricts to an embedding of algebras MPbalλ →֒ P
bal
k . In particular, when λ = (1
k),
MPbalλ
∼= Pbalk .
Remark 4. When λ = (1k), Theorem 6.15 recovers Schur–Weyl duality ([8,
Proposition 4.1]) between Pbalk and D ⋊ Sn acting on (F
n)⊗k.
7. RSK correspondence for multiset partition algebras
The Robinson–Schensted–Knuth (RSK) ([10, Section 3]) correspondence is a
bijection from two-line arrays of positive integers onto pairs of semistandard Young
tableaux of same shape. This correspondence reflects a classical direct sum decom-
position ([19, Theorem 4.1])
Symd(Fm ⊗ Fn) =
⊕
λ⊢d
Wnλ ⊗W
m
λ
as GLn(F ) × GLm(F ) bimodule. Here Wnλ and W
m
λ are irreducible polynomial
representations of GLn(F ) and GLm(F ) respectively.
In [5, Section 5], the authors gave a variant of the RSK correspondence by
applying Schensted’s insertion algorithm on two-line arrays consisting of multiset
partitions instead of positive integers. In this section, we provide a representation
theoretical interpretation for their correspondence.
For n ≥ 2|λ|, by Theorem 6.6, we have, as Sn ×MPλ(n)-bimodule,
(60) Symλ(Fn) ∼=
⊕
ν
Vν ⊗M
λ
ν
where Mλν denotes the irrreducible representation of MPλ(n) corresponding to
the partition ν of n. Observe from Proposition 4.1 that the dimension of Mλν is
given by the number of semistandard multiset tableaux of shape ν and content
{1λ1 , . . . , sλs}. We obtain the following enumerative identity [5, Section 5.3] by
counting dimension in both sides of the decomposition (60)
s∏
i=1
(
n+ λi − 1
λi
)
=
∑
ν⊢n
|SY T (ν)| × |SSMT (ν, {1λ1, . . . , sλk})|,
where SY T (ν) is the set of standard Young tableaux of shpae ν.
In [5, Theorem 6.3], a bijection between the partition diagrams and pairs of set
partition tableaux is exhibited, that gives a combinatorial proof of the decomposi-
tion of Pk(n) as Pk(n)× Pk(n)-module. In the following theorem, we extend their
algorithm to give a combinatorial interpretation of the decomposition
MPλ(n) ∼=
⊕
ν
Mλν ⊗M
λ
ν
as MPλ(n)×MPλ(n)-mdoule.
Theorem 7.1. Let n ≥ 2|λ|. The multiset partitions of
(61) {1λ1 , . . . , sλs , 1′λ1 , . . . , s′λs}
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with at most n parts are in bijection with pairs (T, S) of semistandard multi-
set tableaux of same shape ν, where ν is a partition of n, and S has content
{1λ1 , . . . , sλs}, T has content {1′λ1 , . . . , s′λs}.
Proof. Let d = {B1, . . . , Bt} be a multiset partition of (61). Given a block
B, define Bu := B ∩ {1λ1 , . . . , sλs} and Bl := B ∩ {1′λ1 , . . . , s′λs}. We call B a
propagating block if Bu 6= ∅ and Bl 6= ∅ and non-propagating block otherwise.
Let Bi1 , . . . , Bip are the propagating blocks of d. Consider the two-line array
of multisets
(62)
(
Bui1 . . . B
u
ip
Bli1 . . . B
l
ip
)
satisfying
• Buij ≤L B
u
ij+1
for all 1 ≤ j ≤ p,
• Blij ≤L B
l
ij+1
whenever Buij = B
u
ij+1
.
By applying RSK algorithm, we associate a pair of semistandard multiset
tableaux (P,Q) to the biword (62)
RSK :
(
Bui1 . . . B
u
ip
Bli1 . . . B
l
ip
)
→ (P,Q),
where P is insertion tableau and Q is recording tableau of same shape of size p.
Let Bu1 ≤L · · · ≤L Bua denote the ordered non-propagating blocks of d con-
tained in {1λ1 , . . . , sλs}. Also, let Br1 ≤L · · · ≤L Brb denote the ordered non-
propagating blocks contained in {1′λ1 , . . . , s′λs}.
Let T be the tableau obtained from P by adjoining a row containing n− p− b
empty cells followed by cells labelled Br1 , . . . , Brb . Let S be the tableau obtained
from Q by adjoining a row containing n−p−a empty cells followed by cells labelled
Bu1 , . . . , Bua .
Note that p, the number of propagating blocks, is at most |λ|, and since
n ≥ 2|λ|, there will be at least |λ| empty cells in the first row of T and the first row
of S. This proves that T and S are semistandard multiset tableaux. By construc-
tion, T and S are of the shape and of content {1λ1 , . . . , sλs} and {1′λ1 , . . . , s′λs}
respectively.
Observe that, given (T, S), we can reconstruct the multiset partition d. The
non-propagating blocks are the elements of the first rows; and the inverse of the
RSK algorithm recovers the two-line array defined by the propagating blocks of
d. 
Example 7.2. Let λ = (2, 2, 1) and n = 10. Consider the multiset par-
tition {{1}, {2′}, {1, 3, 1′}, {1′, 2′, 2}, {2, 3′}} of {12, 22, 31, 1′2, 2′2, 3′1}. Arranging
the propagating blocks {2, 3′}, {1′, 2′, 2}, {1, 3, 1′} in prescribed manner we have
the two-line array (
{2} {2} {1, 3}
{3′} {1′, 2′} {1′}
)
.
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By applying RSK insertion algorithm, we get
P =
{1′} {1′, 2′}
{3′}
, Q =
{2} {2}
{1, 3}
.
Now we obtain the insertion tableau T by adding a row containing six empty
cells followed by a cell labelled with non-propagating block {2′} and the recording
tableau S is obtained by adding a row containing six empty cells followed by a cell
labelled with non-propagating block {1}:
T =
. . .... {2′}
{1′} {1′, 2′}
{3′}
, S =
. . .... {1}
{2} {2}
{1, 3}
.
Given a block B of a multiset partition, let Bt denote the block obtained from
B by exchanging i by i′ for all i ∈ B. A block is called fixed block if B = Bt. Given
d = {B1, . . . , Bn}, let dt = {Bt1, . . . , B
t
n}. We call a multiset partition d symmetric
if d = dt.
Corollary 7.3 (Symmetry). If d ↔ (T, S) via the RSK correspondence for
multisets, then dt ↔ (S, T ).
Corollary 7.4 (Schu¨tzenberger's lemma). Let d be a symmetric multiset par-
tition with l fixed blocks and T be the associated multiset tableau of shape ν =
(ν1, ν2, . . .). Then ν
∗ = (ν2, ν3, . . .) has l columns of odd length.
Acknowledgements
The authors thank Amritanshu Prasad for fruitful discussions and encourage-
ment. The authors also thank Nate Harman for his valuable comments on an ear-
lier version of this article. SS was supported by a national postdoctoral fellowship
(PDF/2017/000861) of the Department of Science & Technology, India.
References
[1] K. Akin. On complexes relating the Jacobi-Trudi identity with the Bernstein-
Gelfand-Gelfand resolution. II. J. Algebra, 152(2):417–426, 1992. URL:
https://doi.org/10.1016/0021-8693(92)90039-O.
[2] G. Benkart and T. Halverson. Partition Algebras and the Invariant Theory of the
Symmetric Group, pages 1–41. Springer International Publishing, Cham, 2019. URL:
https://doi.org/10.1007/978-3-030-05141-9_1 .
[3] G. Benkart and T. Halverson. Partition Algebras and the Invariant Theory of the
Symmetric Group, pages 1–41. Springer International Publishing, Cham, 2019. URL:
https://doi.org/10.1007/978-3-030-05141-9_1 .
[4] R. Brauer. On algebras which are connected with the semisimple continuous groups. Ann. of
Math. (2), 38(4):857–872, 1937. URL: https://doi.org/10.2307/1968843.
THE MULTISET PARTITION ALGEBRA 35
[5] L. Colmenarejo, R. Orellana, F. Saliola, A. Schilling, and M. Zabrocki. An insertion al-
gorithm on multiset partitions with applications to diagram algebras. arXiv e-prints, page
arXiv:1905.02071, May 2019. arXiv:1905.02071.
[6] J. J. Graham and G. I. Lehrer. Cellular algebras. Invent. Math., 123(1):1–34, 1996. URL:
https://doi.org/10.1007/BF01232365.
[7] T. Halverson and A. Ram. Partition algebras. European J. Combin., 26(6):869–921, 2005.
URL: http://dx.doi.org/10.1016/j.ejc.2004.06.005.
[8] N. Harman. Representations of monomial matrices and restriction from GLn to Sn. 2018.
URL: https://arxiv.org/abs/1804.04702 .
[9] V. F. R. Jones. The Potts model and the symmetric group. In Subfactors (Kyuzeso, 1993),
pages 259–267. World Sci. Publ., River Edge, NJ, 1994.
[10] D. E. Knuth. Permutations, matrices, and generalized Young tableaux. Pacific J. Math.,
34:709–727, 1970. URL: http://projecteuclid.org/euclid.pjm/1102971948.
[11] S. Ko¨nig and C. Xi. On the structure of cellular algebras. In Algebras and modules, II
(Geiranger, 1996), volume 24 of CMS Conf. Proc., pages 365–386. Amer. Math. Soc., Prov-
idence, RI, 1998.
[12] D. E. Littlewood. Products and plethysms of characters with orthogonal, sym-
plectic and symmetric groups. Canadian Journal of Mathematics, 10:1732, 1958.
doi:10.4153/CJM-1958-002-7 .
[13] I. G. Macdonald. Symmetric functions and Hall polynomials. Oxford Classic Texts in the
Physical Sciences. The Clarendon Press, Oxford University Press, New York, second edition,
2015. With contribution by A. V. Zelevinsky and a foreword by Richard Stanley, Reprint of
the 2008 paperback edition [ MR1354144].
[14] P. Martin. Potts models and related problems in statistical mechanics, volume 5 of Series on
Advances in Statistical Mechanics. World Scientific Publishing Co., Inc., Teaneck, NJ, 1991.
URL: https://doi.org/10.1142/0983 .
[15] P. Martin. Temperley-Lieb algebras for nonplanar statistical mechanics—the parti-
tion algebra construction. J. Knot Theory Ramifications, 3(1):51–82, 1994. URL:
https://doi.org/10.1142/S0218216594000071.
[16] P. Martin. On diagram categories, representation theory and. In Noncommutative Rings,
Group Rings, Diagram Algebras, and Their Applications: International Conference, De-
cember 18-22, 2006, University of Madras, Chennai, India, volume 456, page 99. American
Mathematical Soc., 2008.
[17] P. Martin and H. Saleur. Algebras in higher-dimensional statistical mechanics—the ex-
ceptional partition (mean field) algebras. Lett. Math. Phys., 30(3):179–185, 1994. URL:
https://doi.org/10.1007/BF00805850.
[18] R. Orellana and M. Zabrocki. Symmetric group characters as symmetric functions. arXiv
e-prints, page arXiv:1605.06672v4, 2018. arXiv:1605.06672.
[19] D. Paul, A. Prasad, and A. Sadhukhan. Tableau correspondences and represen-
tation theory. In Contributions in algebra and algebraic geometry, volume 738 of
Contemp. Math., pages 109–123. Amer. Math. Soc., Providence, RI, 2019. URL:
https://doi.org/10.1090/conm/738/14881.
[20] A. Prasad. Representation Theory: A Combinatorial Viewpoint. Number 147 in Cambridge
Studies in Advanced Mathematics. Cambridge University Press, Delhi, 2015.
[21] I. Schur. u¨ber die rationalen darstellungen der allgemeinen linearen gruppe. S’ber Akad. Wiss.
Berlin, pages 100–124, 1927.
[22] R. P. Stanley. Enumerative combinatorics. Vol. 2, volume 62 of Cambridge Stud-
ies in Advanced Mathematics. Cambridge University Press, Cambridge, 1999.
With a foreword by Gian-Carlo Rota and appendix 1 by Sergey Fomin. URL:
https://doi.org/10.1017/CBO9780511609589.
[23] H. Weyl. The Classical Groups: Their Invariants and Representations. Princeton University
Press, 1939.
[24] C. Xi. Partition algebras are cellular. Compositio Math., 119(1):99–109, 1999. URL:
https://doi.org/10.1023/A:1001776125173 .
[25] A. Young. On Quantitative Substitutional Analysis (Second Paper). Proc. Lond. Math. Soc.,
34:361–397, 1902. URL: https://doi.org/10.1112/plms/s1-34.1.361 .
36 NARAYANAN, PAUL, AND SRIVASTAVA
The Institute of Mathematical Sciences, HBNI, Chennai
E-mail address: sridharn@imsc.res.in
The Institute of Mathematical Sciences, HBNI, Chennai
E-mail address: digjoypaul@gmail.com
Tata Institute of Fundamental Research, Mumbai
E-mail address: maths.shraddha@gmail.com
