This study compares the time to initiate words with varying syllable structures (V, VC, CV, CVC, CCV, CCVC). In order to test the hypothesis that different syllable structures require different amounts of time to prepare their temporal controls, or plans, two delayed naming experiments were carried out. In the first of these the initiation time was determined from acoustic recordings. The results confirmed the hypothesis but also showed an interaction with the initial segment (i.e., vowel-initial words were initiated later than words beginning with consonants, but this difference was much smaller for words starting stops compared to /l/ or /s/). Adding a coda did not affect the initiation time. In order to rule out effects of segment-specific articulatory to acoustic interval differences, a second experiment was performed in which speech movements of the tongue, the jaw and the lips were recorded by means of electromagnetic articulography. Results from initiation time, based on articulatory measurements, showed a significant syllable structure effect with VC words being initiated significantly later than CV(C) words. Only minor effects of the initial segment were found. These results can be partly explained by the amount of accumulated experience a speaker has in coordinating the relevant gesture combinations and triggering them appropriately in time.
Introduction
The act of producing an utterance results in vocal tract activity that is systematically patterned in time. This pattern somehow embodies the informational and contextual properties of the utterance in ways that are not yet completely understood. Investigation of this problem has largely been divided into two separate research areas: studies of internal planning processes (and their timing) that result in a sequence of linguistic units at several levels (phrases, words, feet, syllables, segments), that are ready to be executed, and studies of the articulatory patterning (in space and over time) associated with particular utterance types, observed as they are executed. While this implied distinction between planning and execution seems sensible enough, some recent work has suggested that we cannot treat them as entirely separate, modular activities (e.g., Goldrick & Blumstein, 2006; Goldstein, Pouplier, Chen, Saltzman, & Byrd, 2007b; Lukatela & Turvey, 2000; Saltzman, Nam, Krivokapić , & Goldstein, 2008) , though it is beyond the scope of this paper to visit these arguments.
What is relevant here is to point out (based on evidence reviewed below) that some kind of control structure(s) that can guide relative timing of articulatory events must be in place in advance of the actual initiation of those events in the vocal tract. For the lack of a better term, we will refer to specification of temporal control in advance of articulation as a kind of ''plan,'' and the deployment of a given control structure as a kind of ''planning,'' without implying a commitment to the view that planning and execution are in fact distinct systems. Crucially, this is an aspect of planning that has not received attention in the planning literature, and limited investigation in the articulatory patterning literature.
Temporal plans for speech: Research on articulatory control of speech has revealed that speech can be decomposed into gestures, primitive compositional units of action (Saltzman & Munhall, 1989) and information (Browman & Goldstein, 1989 ) that form units such as segments, syllables and words, and which are arranged in time in a complex, partially overlapping fashion, rather than as a strict sequence of synchronous ''bundles'' (Browman & Goldstein, 1986 , 1990b Byrd & Tan, 1996; Fujimura, 1981 Fujimura, , 1986 Mooshammer & Fuchs, 2002; Zsiga, 1995) . The gestures that compose a single segment may in fact be produced sequentially, and those that compose successive segments may be produced synchronously (see e.g., Bell-Berti & Harris, 1981; Fowler, 1980; Mooshammer, Hoole, & Geumann, 2006) . Regularities in patterning have nonetheless been uncovered, and two examples are given here. First, a nasal consonant such as /n/ is composed of an oral constriction gesture (tongue tip for /n/) and a velum lowering (nasalization) gesture. In English, the onsets of these gestures have been shown to be synchronous when the nasal is in syllable onset (e.g., ''pay nova''), but they are organized sequentially, with the velum gesture leading, when in coda (e.g., ''pain over''; see Byrd, Tobin, Bresch, & Narayanan, 2009; Krakow, 1993) . Second, consider the timing between a consonant oral constriction gesture in a syllable onset and the tongue gesture for the vowel. When there is a single consonant in the onset (e.g., ''pot''), its constriction gesture onset is approximately synchronous for that of the following vowel (Löfqvist & Gracco, 2002) , but in the case of an onset cluster (e.g., ''spot''), the vowel gesture is not initiated synchronously with either consonant, but rather its onset is roughly at the midpoint of the consonant sequence (so-called ''C-center'' effect; Browman & Goldstein, 1988 Goldstein, Nam, Saltzman, & Chitoran, 2009; Kühnert, Hoole, & Mooshammer, 2006; Marin & Pouplier, 2010) .
Regularities of timing in gesture initiation exhibit two hallmark properties which are relevant to temporal planning. One is that these regularities are language-dependent, which means that they do not fall out of very general neural or biomechanical properties. So if two events, A and B, are systematically produced with different relative timing in two languages, there must be some different control over relative timing (either direct or indirect) used by speakers of the two languages that must be in place internally before event B is initiated. We take this to be a kind of planning. The second is that the regularities crucially refer to syllable structure, therefore implicating syllable organization in the control structure responsible for regulating sub-segmental timing.
Language dependence can be demonstrated in both of the examples presented above. The timing of oral constriction and velum gestures in some languages, e.g. French (Cohn, 1993) and Arrente (Tabain, Breen, & Butcher, 2004) , are synchronous in coda, as well as in onset, unlike the asymmetry observed in English. The C-center effect has been observed in word-initial consonant sequences in English (Goldstein et al., 2009; Marin & Pouplier, 2010) , French (Kühnert et al., 2006) , Italian (Hermes, Grice, Mücke, & Niemann, 2008) , Mandarin (Gao, 2008) , and Romanian (Marin, 2011) . However, in Italian (Hermes et al., 2008) , while stop-liquid onset clusters show the C-center effect, /s/-stop clusters fail to show it, unlike English which exhibits the effect for both cluster types. The C-center effect is generally not observed at all in Tashlihiyt Berber (Goldstein, Chitoran, & Selkirk, 2007a; Hermes, Ridouane, Mücke, & Grice, 2011) or Moroccan Arabic (Shaw, Gafos, Hoole, & Zeroual, 2009) .
These examples also illustrate the central role of syllable structure, transparently so in the case of velum-oral coordination. In the case of C-center timing, the languages noted above that fail to exhibit the onset C-center effect (Berber, Moroccan Arabic) have been described as allowing only a single consonant in an onset, so the word-initial consonant sequences in these languages have a distinct syllable structure (e.g., the initial consonant is ''extra-syllabic''). Also, while onset clusters exhibit the C-center effect in a variety of languages, coda clusters do not show the mirror image effect with anything like the same regularity (Byrd, 1995; Honorof & Browman, 1995; Marin & Pouplier, 2010 ).
Planning models: There are several influential models of speech production planning (Bohland, Bullock, & Guenther, 2009; Dell, 1986; Levelt, Roelofs, & Meyer, 1999; Vousden, Brown, & Harley, 2000) that operate in quite different ways, but roughly share the assumptions that important stages include accessing phonological information, constructing full phonological representations (''phonological encoding''), and controlling segmental sequencing. They generally do not address the issue of how the output sequence of phonological segments can be used to trigger the subsegmental gestural events at the appropriate times to yield the kind of regularities described above.
Two of these models that have paid some attention to this issue, however, are the GODIVA model (Bohland et al., 2009 ) and the WEAVERþþ model (Levelt et al., 1999) . In the GODIVA model, the segmental sequence that results from the planning process serves as input to the DIVA model (Guenther, 1995) , that, in turn, produces patterns of articulator movement that achieve the sequence of (auditory and somatosensory) goals of the segment sequence. While this model does reproduce some observed patterns of coarticulation and could presumably learn the syllable-structure dependence of coarticulatory effects such as the velum-oral coordination described above (assuming that syllableposition information is also available in the input to DIVA), DIVA to date has not addressed temporal regularities on the scale of the C-center effects. In the WEAVERþþ model, the frequent syllables of a language are stored in a ''mental syllabary'' (Levelt, 1992; Levelt & Wheeldon, 1994) . The entries contain abstract gestural scores (which presumably contain some of the detailed relative timing information discussed above) stored as a whole and are retrieved during phonetic encoding. As they point out, however, these scores would have to abstract away from real time, as the same syllable can be produced at different rates and in different prosodic contexts, which will alter the actual time between events.
What is required is a control pattern (or plan) for intergestural timing that is flexible enough to be modulated as a function of these variables, while at the same time stable enough to express the gestural patterning regularities of a particular language. They do not attempt to further specify the details of such a control system, although the ''gestural coupling graph'' (Goldstein, Byrd, & Saltzman, 2006; Nam, 2007; Nam & Saltzman, 2003; Saltzman et al., 2008) described below is intended to be a representation at the appropriate level of abstraction. For infrequent syllables, the abstract gestural score (or coupling graph) needs to be assembled, but again, the model has nothing to say about the nature of this assembly process. The model does predict that high frequency syllables should be ready for execution more quickly than low frequency ones, and this effect has indeed been demonstrated in a task that eliminates lexical access effects (Cholin, Levelt, & Schiller, 2006) . Relatedly, CVC words with high phonotactic probability are initiated more quickly in a picturenaming task than words with low phonotactic probability (Vitevitch, Armbruester, & Chu, 2004) , when controlling for word frequency and neighborhood density. This could be interpreted as indicating that the gestural timing plans for frequently produced (high probability) sequences are well-learned and are either stored in memory or can be more quickly assembled. In sum, apart from the effects of learning/practice very little is understood about the assembly of motor (gestural) plans for an utterance.
Planning and syllable structure: The important role played by syllable structure in the plans for gesture timing suggests that probing the planning of different syllable structure types using reaction time methods would provide some insight into the nature of the temporal planning process. For example, the universality of CV syllables (Clements, 1990; Clements & Keyser, 1983 ) may indicate that their timing can be set up quickly and simply compared to syllables with coda consonants (CVC), clusters (CCV(C)), or those without onsets (V(C)). The experiments presented here are meant to be as a first step in this direction.
One model that would predict such syllable effects is the coupled oscillator model of timing planning (Goldstein et al., 2006; Nam, 2007; Nam & Saltzman, 2003; Saltzman et al., 2008) . In this model, coordination of gestures in time is achieved by associating each gesture with its own (internal) planning oscillator (or clock) that is responsible for triggering the activation of that gesture's control parameters in the vocal tract (which in turn results in the onset of motion of articulators controlled by that gesture). The clocks corresponding to the distinct gestures within a syllable are coupled to one another. The coupling relations are expressed in a coupling graph, in which the nodes are the gestural oscillators and the edges are coupling parameters governing that pair of oscillators: their coupling strength and (target) relative phase (see Saltzman & Byrd, 2000; Saltzman et al., 2008) . Ensembles of coupled oscillators will exhibit entrainment: spontaneously settling into distinct, stable patterns of relative phase (Pikovsky, Rosenblum, & Kurths, 2001) , where the particular pattern, or mode, is a function of the coupling parameters. In the coupled oscillator model, the planning oscillators are set into motion, at potentially arbitrary phases, and due to entrainment, they will settle into a pattern of stable relative phases. Once the phases stabilize, gestures will be triggered by their corresponding clocks.
The most basic coupling targets employed in the graphs correspond to coupling modes that have been shown to be intrinsically accessible (without training) to human actors when asked to rhythmically oscillate multiple body parts (see Haken, Kelso, & Bunz, 1985; Turvey, 1990 )-in-phase and anti-phase. These two distinct modes have been hypothesized by Goldstein et al. (2006) to form the basis for syllable structure in human language: oscillators for onset consonant gestures are coupled in-phase with the (nuclear) vowel oscillator (so they are triggered synchronously), while coda consonant oscillators are coupled anti-phase with the vowel (and are triggered later than the vowel). Setting up the temporal plan for gestures that are coupled in-phase would be expected to be faster than for those coupled in anti-phase, either because of accessibility of the in-phase mode during assembly of the graph, or due to reduced time required for in-phase oscillators to settle. Consistent with this hypothesis, Nam (2007) conducted a pilot experiment testing the prediction that time to initiate production should be faster for CV syllables than for VC. Two speakers each of Korean and English were presented with random combinations of a C letter (voiceless stop consonants, ''ptk'') and a V letter (''aiu'') in English that appeared on a screen arranged vertically. They were instructed to assemble syllables from these letters, beginning with the letter on the top of the screen, and to produce the syllable as quickly as possible. He found that CV syllables were initiated significantly faster than VC as measured acoustically from the reaction time.
Design considerations: A general problem with using standard reaction time methods to study syllable structure is that word forms such as CV vs. VC will necessarily begin with different segments. Reaction time has generally been measured from the acoustic signal and depending on the nature of the initial gesture to be produced, the time from articulatory initiation (which is what we are interested in from the perspective of speech production) to the acoustic onset (the so-called articulatory to acoustic interval, or AAI, see Kawamoto, Lui, Mura, & Sanchez, 2008) can be quite variable (see Kessler, Treiman, & Mullennix, 2002; Rastle, Croot, Harrington, & Coltheart, 2005) . Vowels would be expected to exhibit acoustic consequences much earlier in their articulation than would be the case for voiceless stop consonants, that is, vowels are expected to have a shorter AAI than stop consonants. Because it is impractical to run a large group of subjects in an articulatory kinematic experiment, we decided to undertake two versions of a naming task; audio-only (Experiment 1), and audio recorded concurrently with articulatory motion (Experiment 2). Comparing the results of these two experiments is important not only for beginning to reveal differences in planning time as a function of syllable structure, but also is relevant to interpreting many results in the literature that have relied on acoustic criteria alone for vocal response initiation.
Another issue in the design of an experiment probing the assembly of gestural timing plans is that potentially confounding effects due to lexical access and retrieval of phonological information, for example word frequency or neighborhood density, should be avoided. To avoid these confounds, we decided to employ a delayed naming paradigm (e.g. Rastle et al., 2005) , which several studies have shown are free from frequency effects (e.g. Goldinger, Tamiko, Abramson, & Jain, 1997; Monsell, 1990) and neighborhood density effects (e.g. Grainger, Spinelli, & Ferrand, 2000; Mulatti, Reynolds, & Besner, 2006) . In this kind of task speakers are asked to produce already selected syllables as quickly as possible after a GO signal. It has been used to investigate speech execution as isolated from lexical retrieval and phonological encoding. In some cases it has been used as a control condition in combination with simple naming to factor out ''execution-level'' effects, so that ''pre-execution'' processes can be investigated (e.g. Grainger et al., 2000) . The logic is that effects that show up in simple naming, but not in delayed naming, are assumed to result from ''pre-execution'' retrieval and planning. In other work using delayed naming, the nature of the execution processes is itself the object of investigation (Monsell, 1990; Sternberg, Monsell, Knoll, & Wright, 1978) . In general, the assumption has been that in delayed naming of single, syllablesized units, the time to initiate production, as measured acoustically, depends only on the nature of the initial segment and to a lesser degree the second segment (Kessler et al., 2002) . (Kessler et al. (2002) and Rastle et al. (2005) showed RT measured acoustically varied across initial consonant types, because the AAI depends on the aerodynamic and acoustic nature of the consonant.) However, the processes that we are probing, namely, the planning of intergestural timing for the syllable, lie at the margin of what are generally considered planning and execution. Because planning at the level of temporal control is so bound up with the ongoing articulation, it is reasonable to expect that these processes are taking place concurrently and so might be expected to affect delayed naming reaction time.
While the effects of factors such as word frequency and neighborhood density can be expected to be mitigated by the use of delayed naming, factors such as syllable frequency and phonotactic probability should reflect the degree to which a gestural pattern is ''well practiced,'' and can thus be expected to influence the time required to assemble or deploy a gestural timing plan, and thus affect delayed naming reaction time. Indeed, the design of the experiment by Cholin et al. (2006) involved learning the association between four similar items and positions on a screen. This reduced lexical and phonological encoding effects to a minimum, and syllable frequency effects were nonetheless obtained. There is no reason to expect that such effects are limited to syllables, however, as there is also evidence for pre-assembled motor plans for units larger than syllables, such as words or phrases (Kapatsinski, 2010; Pierrehumbert, 2003) , and phonotactic probability effects could indicate smaller units as well. Unfortunately, given the relative markedness of different syllable structures, structure will necessarily be conflated with syllable frequency and phonotactic probability, particularly in a design that requires a relatively small number of minimal pair stimuli (that is, segmental composition needs to be the same across CV and VC stimuli, for example). The relative contribution of structure and probability variables in explaining any main effects will have to be evaluated statistically post hoc.
Finally, Kawamoto et al. (2008) have recently shown that the delayed naming reaction time also depends on task variables, such as the length of the delay, and how subjects are instructed with respect to maintaining their articulatory postures during the delay interval. With long delays and ''standard'' instructions, which do not control the subjects' articulation during the delay interval, subjects can effectively begin execution during the delay interval, by completing much of the articulation of the first segment during the delay interval but withholding phonation until the response signal. Thus, it is also important to control the subjects' articulation during the delay interval, which is accomplished in the experiments reported here by requiring the subject to produce a schwa vowel ('uhhh') from the time the stimulus is presented until they receive the GO signal. Twenty-two native speakers of American English, most of them college students from the Yale University community, participated in this experiment. They were paid for their participation. Due to technical problems two female speakers had to be excluded. Thus, data of 12 female and eight male speakers were used. No participant reported any history of speech or hearing impairment.
Materials
The material consisted of 45 words and nine non-words with varying syllable structure (V, VC, CV, CVC, CCV, CCVC), initial consonants (/p, t, k, s, l/) and vowels (/i, ei/) (see Table 1 ). Only words with tense vowels were chosen here because lax vowels do not occur in open syllables. For tense vowels this restriction does not exist. Stimulus sets were grouped according to final consonants for VC words, e.g. /t/ in eat, and initial consonants for C(C)V(C) sequences, e.g. tea. Since for some combinations of vowels and consonants, no real words were available, nonsense sequences following English phonotactic rules were used instead, e.g. eap or tay. Despite the known disadvantages, words and nonwords were mixed here. Since both vowels and consonants could be initial segments, the selection of the segments used for composing the CV and VC syllables had to be very closely controlled. These strong restrictions on syllable structure and segmental identity also meant that well-known influences on lexical access, such as word frequency, familiarity or neighborhood density, could not be controlled in the selection of the material. In order to deal with these effects, reaction times were measured in a delayed naming paradigm (see Section 2.1.3 for details).
In Table 2 lexical characteristics of the items used for this experiment are presented grouped by syllable structure. The following lexical and structural properties of the test items were included: word frequency, neighborhood density, onset density, phone and biphone probability, and syllable frequency. The first two rows give the total number of items and the number of non-words.
All figures in this table that pertain to corpus frequency are drawn from the CELEX Corpus (Baayen, Piepenbrock, & Rijn, 1995) , based on the 17.9 million words of the COBUILD corpus. The means of word frequencies, given in the third line, were calculated by adding the number of tokens appearing in this corpus to the number of tokens of regular inflections of these tokens. Without adding the tokens of inflections, some words (e.g. pea: 30) have a very low number of occurrences, even though they are very frequent in inflected forms (e.g. peas: 146). The words Kay and eke did not occur in the corpus. In order to avoid too many missing values and to distinguish rare words from nonwords, 1 was added to the occurrences of all real words and then the logarithm was calculated. As can be seen, on average, words with CV structure had a higher word frequency than words with VC structure. However, these differences did not reach significance in pairwise t tests. Neighborhood density calculations were based on the database provided by the Washington University Speech and Hearing Laboratory. The number of phonological neighbors for each word is determined by finding, for each word, the number of words in the database whose familiarity rating is 6 or higher and that match the phonological form of the target word exactly, except for the insertion of one phone, the deletion of one phone, or swapping the order of two phones. Denser neighborhoods have been found to facilitate lexical retrieval and therefore items with many neighbors have shorter reaction times. As can be seen in Table 2 items starting with clusters have come from sparser neighborhoods than V(C) items, which in turn have significantly fewer neighbors than CV items. The existence of a coda does not significantly affect this value. Onset density, given in the next row, refers to the proportion of neighbors that share the same onset. found that words with sparser onset neighborhoods are initiated quicker and produced more accurately than words with denser onset neighborhoods. In our data the onset was defined as the initial vowel in V(C) syllable, as the initial consonant in CV(C) words and as the initial cluster in CCV(C) words. In our corpus, CV(C) come from a denser onset neighborhood than either V(C) or CCV(C) words. The next row of Table 2 shows the mean phonotactic probabilities for the phones occurring in different syllable structures. Following Vitevitch and Luce (2004) , two measures were used for phonotactic probability: phone probability and biphone probability. Phone probability was calculated as the sum of the left-to-right position-specific probabilities of the phones that are found in the word, divided by the number of phones in the word. In other words, this number gives the average probability of the phones that appear in the word in a given position. Vowel initial items had a significantly lower mean phonotactic probability than items starting with consonant for the items used in this study. Biphone probability additionally increases significantly for cluster initial words. Items with a higher phonotactic probability were found to be initiated quicker and with less frequent errors than items with a lower phonotactic probability (see . Following Levelt and Wheeldon (1994) syllable frequency was calculated based on the CELEX database as the log frequency of occurrences of each phonetic syllable in the corpus. In general, VC and CVC words had a significantly lower syllable frequency than CV words.
Procedure and apparatus
In order to control for word frequency effects we employed the delayed naming paradigm (see Kawamoto et al., 2008; Rastle et al., 2005; Sternberg et al., 1988) . This was implemented using custom software that controlled presentation of each stimulus on a computer screen as follows: first, subjects were shown the target word with a ''Get ready, say 'uhhh''' prompt, their cue to read silently, inhale, and produce schwa. (Schwa was elicited in order to avoid articulatory preparation before the imperative signal; see Kawamoto et al., 2008 for a detailed discussion of preparatory movements in delayed naming tasks.) Next, at a randomized delay varying between 1 and 2 s, the screen changed color, the prompt changed to ''Go,'' and an audible beep was emitted, providing the cue to the subject to produce the target word as quickly as possible. Individual trials were separated by fixed 250 ms intervals.
When each subject arrived, they received written instructions about the task. They were seated in a quiet room with the computer display in front of them. First, they were familiarized with the material used here by going through the whole list twice, in order to ensure that the speakers pronounced all non-words and words correctly. Then they were trained to start uttering the schwa after the ''Get ready, say 'uhhh''' message and the test item appeared on the screen. The subjects were corrected by the experimenter during this training session if they produced the test item before the cue signal. The task was repeated about 10 times during the training session.
The 54 stimulus items were repeated six times in a block-wise randomized order. The experiment also included a second experimental condition without the preproduction schwa (''simple condition''). Subjects were randomly assigned to start with either condition. Since the results of the prevocalic and the simple condition are very similar apart from much longer reaction times in the magnitude of 200 ms in the condition without schwa, the results of the simple condition are not reported here.
Measurements
The stimulus onset was determined by automatic detection of the maximal amplitude of the beep. This signal was a sinusoid of 500 Hz, amplitude filtered using a triangular window with a duration of 90 ms. The onset of the speech signal was labeled manually at the release burst for items beginning with stops, at the onset of frication for initial fricatives, and at the end of the transition from the preceding schwa to a lateral. For vowel initial sequences, most speakers either interrupted voicing between the schwa and the following vowel (see upper panel in Fig. 2 ) or they glottalized. Occasionally, they also produced short transitions between the schwa and the vowel. The onset of the vowel was labeled as the first pulse with the visible formant structure. Sometimes this time-point occurred during irregular voice periods. The interval from the peak of the beep to the acoustic onset of the initial segment was then used as an acoustic measure for reaction time, RT ac for short.
False or uncued early starts were excluded by omitting all trials with a negative reaction time or when the reaction time was smaller than 50 ms, which was the case in 4.4% of all 7521 trials. Since the time of the beep was measured at the peak and not the onset (a difference of 45 ms), the exclusion criterion is somewhat shorter than in other studies. Further outlier detection was based on the residuals of the Linear Mixed Effects Models as suggested by Baayen (2008) : items with residuals exceeding 2.5 times of the standard deviation were considered outliers and therefore removed. These numbers will be reported in the corresponding results section.
Statistics
The hypothesis that reaction times are shorter for words with C(C)V(C) structure than words with V(C) structure was tested by using Linear Mixed Effects Models (see e.g. Baayen, 2008; Pinheiro & Bates, 2000, & others) with RT ac as the dependent variable, and subject as a random factor. Fixed effect factors included were: syllable structure STRUCT with the levels V, VC, CV, CVC for the sets with stops and the lateral, and additionally CCV and CCVC for the fricative set, item vowel VOWEL with levels /i/ and /ei/. Interactions were included in the model. The data were grouped into three sets according to the type of consonant (stop, lateral, or fricative) that appeared in the onset of C(C)V(C) stimuli and in the coda of VC stimuli. This grouping was necessary because syllable structure was not fully crossed with consonant type (i.e. there were no initial clusters for the /l/ and the stop set) and because the interaction between STRUC and CONS was significant. The words consisting of a single vowel or diphthong (STRUCT ¼V) had to be reused in all three sets.
In order to avoid collinearity between factors and factor levels, the factors were coded and centered by subtracting the grand mean, following the suggestions by Gelman and Hill (2007) . All statistics were carried out using R 2.8.1 (see R 2008). In a first step it was tested whether the fit improved by allowing the slopes of the fixed effects to vary across subjects using a log-likelihood test for goodness of fit. If the inclusion of a by-factor random slope improves the model significantly, it means that the subjects do not behave consistently regarding levels of this factor. For significant interactions the dataset was split accordingly. Statistical results of the fixed effects are presented by the estimates of the regression coefficients of the model b and the standard error of b. Instead of ANOVA tables with F values, p values are presented based on Markov Chain Monte Carlo samples with 1000 simulations. This method is generally preferred because the correct calculation of degrees of freedom is still controversial for Linear Mixed Effects Models. Planned comparisons were carried out for significant multilevel factors, such as STRUCT, based on models with uncentered factors and p adjustments for multiple comparisons using the Holm algorithm. Fig. 1 shows the means of RT ac sequences split by the consonant types stops, /l/ and /s/. For each consonant type the data subset consisted of VC syllables with coda consonants identical to the onset consonants of the C(C)V(C) syllables in that group. This kind of grouping was necessary because the factors STRUCT and CONS could not be fully crossed and because the interaction between the two factors was highly significant (when excluding the clusters). Items with STRUCT ¼V were reused for each set. The standard errors are based on the cell means, i.e., standard deviations were divided by the square root of the number of speakers times the number of items. Out of 6715 items, 182 were excluded as outliers. The median RT ac s for the onset-less stimuli (V(C)) are longer than the RT ac s for stimuli with onsets. Table 3 gives the results of Linear Mixed Effects Models for RT ac for each consonant set. For the stops, the model improved by including a speaker specific slope for the factor STRUCT. STRUCT did not affect RT ac , but VOWEL did with longer reaction times for words with the vowel /i/. The difference between V(C) and CV(C) of 4 ms was not significant but in the hypothesized direction. For the data set with lateral consonants inclusion of a speaker-specific slope for the factor STRUCT improved the model significantly. Planned comparison showed that adding a coda did not have a significant effect on RT ac . The significant main effect STRUCT corresponds to an average increase in RT ac of 50 ms from V(C) to CV(C). There was no significant main effect of VOWEL or interaction between VOWEL and STRUCT. As can be seen from Fig. 1 the strongest effect of syllable structure on RT ac was found for items with fricatives.
Results
The final model included a speaker-specific slope for the factor STRUCT. Planned comparisons showed that the difference of 81 ms between V(C) and CV(C) was highly significant. Furthermore, syllables starting with single consonants (CV(C)) had a marginally significantly longer RT of 4 ms than syllables starting with clusters. To summarize so far, onsetless syllables take longer to initiate than syllables starting with a consonant (though not significantly so for stops). Adding a coda did not affect the RT in our data. Adding another consonant in the onset did reduce the RT slightly for fricative initial words.
As can also be seen in Fig. 1 the identity of the consonant affected the reaction time only for CV(C) words, but not for V(C) words. In order to test this, the data were split by structure (Table 4) . Since adding a coda did not affect RT ac , CV and CVC words were pooled. No clusters were included because all clusters started with a fricative. Inclusion of a speaker-specific slope did improve the model significantly. The identity of the consonant had a significant effect for CV(C) sequences with stops exhibiting the longest RT ac , followed by the lateral. Items with an initial /s/ were produced with the shortest RT ac . This is in agreement with results from the literature, see e.g. Kessler et al. (2002) , Rastle et al. (2005) , and Kawamoto et al. (2008) . A significant main effect of VOWEL was found: words containing the vowel /i/ were initiated 4 ms later than words with the diphthong /ei/. As was expected, no significant consonant effects could be found for the VC sequences.
Discussion
In Experiment 1, the hypothesis that syllable structure affected initiation time was supported. CV(C) sequences were initiated more quickly than V(C) sequences for all consonant types, and this was statistically confirmed for the lateral and fricative conditions. Adding a coda did not affect the measured reaction time. Words with initial clusters also showed a small RT advantage over words beginning with a single C.
Role of lexical variables: While the observed differences in RT could reflect intrinsic differences between V(C) and CV(C) syllable structure types in the time required to prepare a gesture timing plan, they could also be due to one or more of the lexical variables presented in Table 2 , all of which (except word frequency) differed significantly across syllable structure conditions. To test the potential role of these variables in accounting for the results, regressions were performed for each lexical variable between the measure's value for each stimulus item and the RT for that stimulus item (averaged across subjects). This was done over all stimuli and also separately for the stop, lateral and fricative subsets. The results are shown in overall or in the subsets (neighborhood density shows a significant regression, but only in the overall analysis). While these variables are known to affect naming time in production experiments (Levelt et al., 1999; Oldfield & Wingfield, 1965; Vitevitch, 2002) , the effects have been attributed to lexical access effects (Harley, 1993; Jescheniak & Levelt, 1994; Levelt et al., 1999) or the time required to activate the segments of the word in interactive activation models (Dell & O'Seaghdha, 1992; Vitevitch, 2002) . Such effects are presumed here to occur without having necessarily assembled a complete coupling graph for production, based only on the gestural or segmental content. There has been no clear evidence for these effects in a delayed naming paradigm, in which there is adequate time to access the item and to activate its segments (see Goldinger et al., 1997; Grainger et al., 2000; Monsell, 1990; Mulatti et al., 2006) . So it is not surprising that they are not predictive of RT in this experiment. Phonotactic probability (both phone and especially biphone) accounts for a large and significant proportion of the cross-item variance in RT. A higher probability is associated with faster RTs. While effects of these variables on naming time have also been attributed to the time required to activate the segments of the word (Vitevitch & Luce, 2004) , their emergence in a delayed naming paradigm, combined with the failure of the other lexical variables to show substantial effects, suggests they reflect a different source in this experiment. Since the probability measures provide some estimate of a speaker's experience in actually producing these forms, the effect could arise from differential amounts of experience or practice with the particular gestural timing plan (or coupling graph) of these utterances. By similar logic (and the experimental results of Cholin et al., 2006) , we would expect that syllable frequency would also be predictive of RT, which is not the case. In fact, however, if what is relevant to this task is experience setting up the temporal coordination of the initial two segments (C-V or V-C), then the failure to obtain syllable frequency effects actually makes sense. For CVs with a tense vowel, the frequency of the CV syllable is generally going to be much higher than the CVC that includes that same CV. This is true for all the CV(C) examples in our stimuli. For example the frequency of tea is 1062, while that of teak is 23 and teet is 8. This is true for a couple of reasons: the CV sequences can occur in many more polysyllabic words than can the CVC, and also, the CV words tend to be higher frequency words than the CVCs (reflecting an overall preference for CV). But such differences in frequency are not going to be predictive of RT results, if it is only the temporal coordination of the initial two units that matters, as is suggested by the lack of any CV-CVC difference in RT. On the other hand, the phone probability measures do not distinguish CVs and CVCs in this way. If a particular CV sequence is common in English that will also contribute to the phone probability (and biphone probability) of the CVC that includes that same CV. So for example, teak actually has slightly higher phone and biphone probabilities than tea.
The faster reaction time for words beginning with /sC/ clusters (compared to initial Cs) could also be due either to their structural or lexical properties. The coupled oscillator planning model (see Nam, 2007) predicts faster oscillator settling time for an initial cluster than for a single C. It is also the case that the biphone probability of the clusters is significantly higher than for any other structural type. Rastle et al. (2005) also found shorter reaction times for initial clusters in a delayed naming task. Contrary to Kawamoto and Kello (1999) 's study they only found the cluster effect for stops and not for fricatives. They explain this asymmetry by hypothesizing a shortening of consonants within clusters. For the stop, shortening of the closure phase causes an earlier burst whereas for a fricative shortening affects the duration but not the acoustic onset. However, in the results presented here, only clusters with fricatives were investigated, and they did show an earlier acoustic onset.
The variables STRUCT, biphone probability and phone probability are highly correlated. In order to test which of the three variables might be more important in accounting for the RT differences, three LME models were calculated and the improvement of the model evaluated by w 2 log-likelihood testing. The first model included only the factor STRUCT, the second only the phone and biphone probability variables, and the third one included all three variables. In this analysis, stimuli with onsetless open syllables (i.e. 'V') were excluded (because they have only one phone), and open and closed CV(C) and CCV(C) syllables were pooled because no effect was found for adding a coda (so there are three levels of STRUCT: VC, CV(C) and CCV(C)). Adding phone and biphone probability improves the model significantly (w 2 ¼ 48:2, p o 0:001) compared to the model with only STRUCT. Likewise, adding STRUCT improves the model compared to the model with only phone and biphone probability (w 2 ¼ 392:0, p o 0:001). Thus, both the phonotactic probability measures and syllable structure contribute to the observed reaction time differences in this experiment.
Role of measurement technique: The difference in delay between CV(C) and V(C) varied with the consonant involved. Sequences with stops showed only a small, non-significant difference. CV(C) sequences starting with the fricative /s/ were initiated much earlier than V(C) sequences. Laterals were approximately in-between stops and fricatives. Thus, within the subset of CV(C) words, the reaction time was highly dependent on the initial consonant type. Shorter reaction times for fricatives and laterals as compared to stops have been found in several studies (e.g. Kessler et al., 2002; Rastle et al., 2005) . This pattern can be simply explained by the fact that reaction time for stops was measured at the release burst, and therefore the RT ac included the entire (silent) constriction duration. For fricatives, RT ac was measured at the onset of fricative turbulence, which coincides with the very beginning of the constriction interval, so the constriction interval is not included in the RT in this case. For the lateral it was more difficult to detect the acoustic onset in a consistent manner. In general, therefore, acoustical measurements do not reflect the initiation of the gesture towards the first segment but only their acoustic consequences (see Kawamoto et al., 2008) . In the standard interpretations of this task (see e.g. Sternberg et al., 1978 Sternberg et al., , 1988 it is assumed that the interval from articulatory initiation to its acoustic signature in the sound stream (the AAI, see Introduction) is constant across different speech sounds, and therefore the articulatory onset can be derived from the acoustic measurements (see e.g. Sternberg et al., 1978 Sternberg et al., , 1988 . Since this is clearly not the case when comparing stops, fricatives, and vowels, the design was replicated in Experiment 2, while collecting articulatory kinematics. A difference in the AAI potentially could also account for the longer latencies in VC than CV sequences, since vocalic gestures are known to have longer durations (time to reach their constriction targets) than consonantal ones (see e.g. Browman & Goldstein, 1990a; Perkell, 1969) . The acoustic signature of initial vowels depends mainly on phonation onset and not on lingual articulation, while the acoustic signature of a fricative, for example, will occur as soon as the constriction is close to its target position. Consequently, if vocalic and consonantal gestures were initiated with the same latencies and if the phonation onset for the vowel is timed to coincide with its achievement of target, then the acoustic onset could be later for vocalic gestures due to their longer duration. This alternative explanation to the assembly hypothesis will also be tested with articulatory data in the next section.
3. Experiment 2: measuring planning time using articulatory data 3.1. Method
Participants
Four native speakers of American English (three females and one male), again college students from the Yale University community, participated in this experiment. They were paid for their participation and they also participated in the Experiment 1. Therefore training for the material or the procedure was not necessary.
Materials
The material was almost the same as in Experiment 1. All items were repeated eight times. Due to technical problems, only seven repetitions could be recorded for the male subject. In articulatory experiments more repetitions are necessary because trials might not be useable due to faulty sensors. For two speakers, the whole corpus was recorded in a ''simple'' condition without the sustained schwa during the delay interval, as well as the postvocalic condition with the sustained schwa. After inspecting the data, the simple condition was excluded because the speakers moved their articulators too much during the delay interval, which made it impossible to determine the movement onset for the stimulus production. Therefore, the last two speakers were only recorded in the postvocalic condition. In order to keep the whole experiment within a manageable time-frame of about 2 h, only for stops were CVs and VCs produced in both vowel contexts. Therefore, vowel identity is not a fully crossed condition in this experiment. Furthermore, we dropped the cluster and the single vowel condition. These changes in material affected the characteristics of word frequency, neighborhood density, onset density, phone and biphone probability and syllable frequency only slightly for words with CVC, CV and VC structures (see Table 6 ). Items with VC structure had significantly lower phone and biphone probabilities as well as lower syllable frequencies than CV and CVC words. Onset density was significantly lower for VC than for CVC words. Neighborhood density and word frequency did not differ significantly for varying syllable structures.
Procedure and apparatus
The same procedure as for Experiment 1 was used in Experiment 2, i.e. the delayed naming paradigm in a postvocalic condition. Additionally, speech movements of the tongue, the jaw and the lips were recorded using an ElectroMagnetic Midsagittal Articulometer system (EMMA) (Perkell et al., 1992) . This system allows tracking of individual flesh-points in the midsagittal plane by attaching sensors to the articulators using dental adhesive. Alternating magnetic fields are generated by three transmitter sensors mounted on a helmet. When small sensors enter this field, alternating voltages are induced which are proportional to the distance to the transmitters. For the current experiment, three sensors were glued to the tongue. The frontmost sensor, T1, was placed about 1 cm behind the tongue tip. The rear-most sensor, T3, was positioned as far back as the subject would tolerate. T2 was placed in-between T1 and T3. One sensor on the lower incisors was used for monitoring jaw movements. Lip aperture was derived from calculating the Euclidean distance between sensors on the upper and lower lip. In order to compensate for head movements, the signals of two reference coils on the nasion and the gum above the upper incisors were used to translate and rotate the data to a consistent reference centered on the upper incisors.
Measurements
Measurements of RT ac were carried out in the same way as in the acoustic-only experiment. The labeling procedure for the articulatory data is shown in the lower part of Fig. 2 for the item /pi/. The onset of the articulatory movement towards the initial segment was determined by using a 20% threshold of local peak velocity based on the velocity signal of the presumably most relevant sensor for the oral constriction gesture of that segment. For bilabials the lip aperture was used, and for the coronal consonants /t, l, s/ the onset was detected using the 2D Mooshammer, Hoole, & Kühnert, 1995 ) the vertical movement of T3 was used in 77% of all /k/s for measuring the gesture onset and 2D T3 for the remaining cases. For VC words with the diphthong /ei/ the offset of the first gesture could in 24% of all cases be more consistently detected by using the horizontal movement signal of T3. All other vowel gestures were labeled by using the 2D movements of the T3 signal. The peak of the beep was identified as the reference point for the onset. The interval between the peak of the beep and the articulatory peak velocity was used as the articulatory reaction time, henceforth RT art . The peak velocity was chosen instead of gesture onset because it was temporally less variable than the gesture onset. The constriction formation duration of the initial gesture was calculated as the interval from the onset of the first constriction gesture to completion of that gesture measured as when the velocity fell below the 20% threshold (see white box in Fig. 2 for a bilabial constriction gesture). The constriction interval, i.e. the duration during which the articulator maintains its goal, is determined as the interval during which the velocity signal is below the threshold of 20% of the velocity peak (see grey box in Fig. 2 ). Trials were excluded as early starts if gestural onset occurred less than 20 ms after the peak of the beep, which was the case for 4.67% of the total of 642 items. This exclusion criterion is shorter than for Experiment 1 because the articulatory onset RT art preceded the acoustic onset RT ac by a time that varied for different initial segments. Two items were produced with RT art longer than 750 ms and were therefore excluded from the data set. 3.1.5. Statistics As in Experiment 1, Linear Mixed Effects Models were calculated in order to test effects of syllable structure, consonant and vowel identity. As dependent variables we used RT art and RT ac . In order to get more stable results, the Markov Chain Monte Carlo sampling was performed with 10 000 simulations (instead of 1000 used for Experiment 1). Fig. 3 shows the means and standard error of RT ac and RT art for the four speakers of Experiment 2. Both measures show shorter reaction times for CV(C) than for VC for all consonant types. In the following section, RT ac will be compared to the results of the previous experiment and then in the next section results for RT art will be discussed. Table 7 presents the Linear Mixed Effects Model analysis pooled across consonants (above) and split by consonants (below). Overall, RT ac was significantly affected by STRUCT and CONS and the interaction between the two factors. RT ac was affected significantly by STRUCT with reaction times for VC exceeding CV(C) by 39 ms (x VC ¼ 339 ms, x CVðCÞ ¼ 300 ms). This difference of RT ac in the EMMA experiment was somewhat larger than that obtained in Experiment 1 (diff. ¼29 ms). This divergence could either be due to some random factor like the selection of speakers or to a change in behavior due to the different experimental setup. Since the participants in Experiment 2 also participated in Experiment 1, their results can be directly compared. First, RT ac for the EMMA experiment was on average 36 ms longer. There was also an interaction between syllable structure and experiment: RT ac of items with CV structure increased only by 22 ms whereas items with VC structure showed a 38 ms longer RT ac . This result can be attributed to a single participant, who appeared to change her strategy between the two experiments. In Experiment 1, she produced very short or no pauses between the end of the preceding schwa and the vowel onset in VC sequences. She usually produced the transitions in a continuous manner with some glottalization. The duration from the offset of the schwa to the acoustic onset of the vowel in Experiment 1 was 74 ms for this speaker as compared to the other speakers who produced pauses and glottal stops in this context (175 ms, 135 ms, 157 ms). In Experiment 2, she more than doubled this duration to 162 ms by inserting pauses. Therefore, the larger differences between syllable types in the Experiment 2 than in Experiment 1 can be mainly attributed to this speaker's idiosyncratic change in strategy. There was also a marginal effect of CONS. As in Experiment 1, /s/ showed the shortest RTs. However, unlike Experiment 1, /l/ did not show an intermediate value between the stops and /s/.
Results

Acoustic reaction times: RT ac
Apart from these subject specific differences there is also a more general difference that might explain why subjects tended to slow down during the EMMA experiments but not during the acoustic experiments. First of all, more repetitions were necessary for the EMMA experiment, and second, an intervening task was included in the EMMA experiment in order to avoid too much boredom. Therefore, the EMMA experiment took more time than the acoustic experiment. In general, slowing might lead to longer pauses in the case of VC stimuli, and thus the slowing could be expected to affect them differentially. In summary, results from the acoustic only experiment could not be fully replicated because the difference between CV and VC within in the stop subset was much smaller and did not reach significance in Experiment 1, but the same comparison was significant in Experiment 2. We assume that the increased number of repetitions, the slightly different material and a change in strategy for one speaker together might have yielded this discrepancy.
Articulatory reaction times: RT art
For LME models for RT art (measured as the interval from the GO signal to the velocity peak of articulatory movement for the initial gesture) 18 of 612 RT art values were excluded as outliers. RT art was significantly affected by the factor STRUCT (see Table 8 , upper part), RT art for VC being significantly longer than CV and CVC (x VC ¼ 215 ms, x CV ¼ 180 ms, x CVC ¼ 182 ms). The factor CONS affected the articulatory reaction time significantly with longer RTs for items with /l/ and stops compared to /s/ (x =l= ¼ 212 ms, x stops ¼ 191 ms, x =s= ¼ 187 ms). The post hoc tests, however, did not reach significance. The interaction between STRUCT and CONS was not significant, but in order to compare the results for RT ac and RT art , the data set was split by these two factors. The stops and the lateral showed a significantly longer RT for VC than for CV or CVC (stops: the differences between vowel-initial and consonant-initial items were in the expected direction. Adding a coda did not affect RT art for any of the consonant sets. Of further interest here was whether the initiation time differed for varying initial consonants within CV and CVC sequences as was found in Experiment 1 for RT ac . As expected, results from Linear Mixed Effects Models, presented in Table 8 , indicate that for RT art the difference between initial consonants was much smaller than for Experiment 1 and did not reach significance (x =s= ¼ 182 ms, x =l= ¼ 186 ms, x stops ¼ 179 ms). More details and possible explanations for this difference between RT art and RT ac will be discussed in the next section. RT art of items with VC structure were significantly affected by the identity of the coda consonant with longer reaction times for the word ale than for VC words with stops or /s/ in the coda (x =s= ¼ 196 ms, x =l= ¼ 245 ms, x stops ¼ 209 ms).
Discussion
Experiment 2 replicates the difference in initiation time between CV(C) and VC syllables, using direct articulatory measurement. Again, we consider the role of lexical and measurement factors in accounting for these results.
Role of lexical variables: As in Experiment 1 regressions between the RT art values, averaged over repetitions and speakers, and lexical measures were calculated (see Table 9 ). Due to the low number of items and the fact that CONS was not significant for RT art , data were not split by consonant as in Table 5 . The results are quite similar to those for the acoustic data of Experiment 1. Only phone probability and biphone probability account for a substantial proportion of the variance in RT. The relationship is weaker and only marginally significant for biphone probability, unlike Experiment 1, where it was the strongest. This difference could be due to the different ranges of these variables across the materials in the two experiments, especially the lack of clusters (with very high biphone probabilities) in Experiment 2.
Again the relative importance of structural vs. lexical variables was tested via LME model selection. CV and CVC items were pooled together, such that the variable STRUCT had the two levels VC CV(C). Adding phone and biphone probability did not improve the model significantly (w 2 ¼ 2:44, p 4 0:05) compared to the model with only STRUCT. However, adding STRUCT did improve the model significantly compared to the model with only phone and biphone probability (w 2 ¼ 6:78, p o 0:01). From this comparison it can be inferred that phone and biphone probability are less important than STRUCT for explaining the variation in RT art . If one of the probability variables were nonetheless driving the results, then we would expect a consistent effect of this variable within STRUCT categories. To test this, we chose phone probability (which was the only one with a significant regression with RT art overall) and tested to see if that variable interacted with STRUCT in a linear model. A linear regression analysis was calculated for the averaged RT art values with phone probability as a numerical predictor and STRUCT as a factorial predictor. The interaction between phone probability and STRUCT was indeed significant (F(1, 17) ¼18.71, p o 0:001), suggesting that the effect of phone probability was not consistent across STRUCT categories. (In terms of overall main effects, phone probability was a significant predictor (F(1,17)¼ 19.52, p o 0:001) of RT art whereas STRUCT by itself was not (F(1, 17) ¼1.3, p ¼0.27).) Fig. 4 helps visualize this interaction. The averaged RT art values are plotted against the phone probability values. The bold line corresponds to the regression line for stimuli of all different syllables types. The nearly significant regression line (F(1, 11)¼ 4.73, p ¼0.053) for CV and CVC pooled (light grey) are oriented in the same direction as the overall line, indicating that words with higher phone probability are initiated more quickly, as predicted by e.g. . For VC, however, the significant regression line (F(1, 6)¼22.18, p o 0:01) is oriented perpendicular to the other regression lines, indicating the opposite relationship. 1 Even though it is not clear how to interpret this result, it underscores the importance of the purely structural variable. It also makes clear how important it is to include several syllable structures in experiments on speech planning. Most psycholinguistic studies focus on CVC words and almost all models of speech production are based on these results. Evidence for the necessity to include a wider variety of syllable structures within words in several kinds of lexicon-based word measures has been also presented by e.g. Kapatsinski (2005) and Brendel et al. (2011) .
Role of measurement technique: In this section, the relationship between RT art and RT ac is compared across the set of initial phonetic segments, in order to better understand how such differences across segments can result from differences in the acoustic consequences of their initial gestures. The difference between RT art and RT ac is plotted in the white bars of Fig. 5 , which show the means and standard errors of articulatory onset (measured at peak velocity) to acoustic onset interval (AAI) for different initial segments. Since adding a coda did not affect RT art and RT ac , only CV and VC segments will be compared. Voiceless consonants are plotted on the left, voiced segments (/l/ and vowels) on the right. As can be seen, there are substantial : p o 0:001.
1 As was mentioned before, the VC item ale induced very long RT values. To test whether the exceptional behavior for this item could account for the significant interaction between phone probability and STRUCT a separate regression analysis excluding this item was calculated. Even though F values were smaller the interaction still reached significance (F(1, 5)¼5.2, p o 0:05).
differences across initial segments from 134 ms for the initial vowel /i/ to 45 ms for /s/. One possible explanation of such differences would be that acoustic onset depends on the duration of the first gesture and that gestural duration varies across the segments. To help visualize this, the mean duration of constriction formation (DurG1, see white box in Fig. 2 ), starting from peak velocity, is plotted in the grey bars in Fig. 5 . If this hypothesis is correct, then there should be a positive correlation between constriction formation duration and AAI, and the grey and white bars should show the same pattern of variation across segments. As can be seen, however, this not true. It is possible though to account for the differences in AAI and in the relation of AAI to DurG1 if we examine the voiceless and voiced segments separately. For the voiceless consonants, the onset of acoustic energy should be mechanically (aero-acoustically) caused by the achievement of particular events in the normal articulation of these consonants in a ==7= -VC context. In the case of stops, production of voiceless closure causes silence and there will be no energy in the signal until the oral constriction is released, which should take place considerably later than the achievement of its closure. This predicts that there should be a substantial difference between AAI and DurG1 for stops, which is supported in Fig. 5 . All three stops show very similar patterns: similar values of AAI, and similar (much shorter) values of DurG1. For the fricative /s/, however, silence will not result during its production in this context, and the onset of turbulent energy (which was the criterion for acoustic onset) will occur when the constriction gets narrow enough. This has been shown in other work (Iskarous, Shadle, & Proctor, 2011; Mooshammer et al., 2006) to occur before the constriction gesture gets to its maximally constricted state, and we see that here in fact that for /s/ AAI is shorter than DurG1. Also, the fact that DurG1 is longer for /s/ than for stops is consistent with other data (Fuchs, Perrier, Geng, & Mooshammer, 2006) .
For the voiced segments, in contrast, the acoustic onset is not mechanically caused by an event in their normal articulation in this context. The articulation of these segments following schwa does not necessarily produce any silence at all. However, in producing a sequence of vowel gestures with no intervening consonant, speakers of English will often produce a glottal constriction, resulting in either silence or glottalization (Pierrehumbert & Talkin, 1992) , and reducing or eliminating the diphthongal percept that would otherwise result. In the case of the vowels in this experiment, subjects often chose to do this, and in the case of vowels, the release of this glottal constriction and onset of stable formant structure was taken as the onset of the vowel. However, as there is no causal mechanical relation between the achievement of the vowel gesture and the release of this glottal constriction, the glottal release would be expected to occur at some potentially variable time after the completion of the vowel gesture, and indeed we see that variability: for /i/, the glottal release occurs much later with respect to the achievement of the vowel gesture target than for /ei/. For /l/, the situation is more complex, as it was sometimes produced with glottalization or glottal closure (in which case that event would affect measurement of its acoustic onset), and other times it was not (in which case, the achievement of /l/ formant structure was used to measure its acoustic onset, and this is determined by the achievement of the /l/ gesture's target). As a result, we would expect that the value of AAI would be very variable for /l/, and as can be seen in the figure, the SEM is larger for /l/ than for any other segment (SEM /l/ 7.1 ms compared to next highest /s/ 5.3 ms, /t/ 6.0 ms).
In general, the data show that the technique of having talkers produce schwa during the delay interval successfully prevented them from beginning the articulation of the initial segment during the delay interval, even though the delay interval was long. Articulatory initiation was always observed to occur after the signal to respond. Without this constraint on articulation Kawamoto et al. (2008) have shown that early execution can occur, and one consequence of this early (silent) execution is that the difference in RT ac between stops and fricatives disappears. Consistent with Kawamoto et al. (2008) 's analysis, the difference in RT ac between stops and fricatives is observed here, where we can be sure early execution did not occur.
These results show that acoustically-measured onsets have a variable relation to the articulatory onset (which should be of primary relevance in studies of speech planning). While this relation is systematic in the case of voiceless consonants, it is more variable in the case of vowels and /l/. To evaluate the possibility that another acoustic landmark would be more systematically related to the articulatory events, we examined the end of the preceding schwa which was labeled in a wide-band spectrogram as visible changes in formants. In Fig. 6 means of the two acoustic landmarks and all the articulatory landmarks are shown lined-up with the onset of the first gesture (measured at the 20% threshold criterion, see Fig. 2 ). Again the graph is organized by voicing of the initial segment. For each initial segment, the upper (striped) bar shows the interval between the two acoustic landmarks, end of schwa and acoustic onset. The articulatory landmarks plotted are the onset of the initial gesture, the peak velocity of the gesture (black triangles; i.e. the event used to compute RT art ), the time it achieves its effective constriction target, and the time of constriction release. The interval from the gestural onset to the achievement of the constriction (¼ constriction formation in white box in Fig. 2 ) is shown as the white bar, the constricted interval (grey box in Fig. 2 ) is shown in the grey bar, both below the bar for the acoustic interval. One regularity exhibited by the schwa offset landmark is that for all consonants (voiceless and /l/), the schwa offset occurs close in time (within a range of À12 ms for /s/ and 6 ms for /t/) to the time of peak velocity of the initial gesture. Since movements associated with the gesture will cause changes in vocal tract resonances, and since the schwa end for consonants was defined in terms of consonant-directed changes in formants, this is reasonable. At the time of peak velocity, the rapid changes in vocal tract shape should be sufficient to have a noticeable effect on the formants. However, this was not the case for the vowels: here the schwa offset precedes the velocity peak substantially (with 47 ms for the diphthong and 33 ms for /i/). The reason for this is that for vowels, the end of voicing caused by glottal constriction sometimes preceded the onset of formant transitions, so that no formant transitions were visible. In these cases, the schwa end was defined by the end of voicing. This measure of schwa offset must necessarily be earlier than one based on the transitions, which reflect the time of peak velocity. Thus, the schwa offset landmark also does not reflect some fixed point in the articulatory trajectory.
General discussion
The results of Experiments 1 and 2 demonstrate a small, but robust, difference in the time required to initiate articulation for CV vs.VC syllables. This can be interpreted as supporting the hypothesis temporal coordination can be established more quickly or efficiently for CV organization of gestures than for VC organization of gestures. However, there are some alternative accounts of the results that do not make reference to these organizational properties at all, and we first consider these below. We then consider possible syllable structure accounts for the observed effects.
Glottalization accounts: One key property of the VC productions that might contribute to an alternative account of the results is that they were often produced with an initial constriction gesture of the glottis, which resulted in either a glottal stop or glottalization in the acoustic signal. This is a regular process in English, most reliably occurring in initial vowels following an Intonational Phrase Boundary (Dilley, Shattuck-Hufnagel, & Ostendorf, 1996; Pierrehumbert & Talkin, 1992) , which is the case for responses in this experiment (there is an IP boundary between the schwa and the target word). There are three different ways in which the presence of this glottal gesture might be expected to slow the measured response time for VC stimuli. First, the glottal gesture and its timing must be planned, so VC stimuli require one more gesture to be planned than the comparable CVs, and this could require more planning time. To address this question, the data of Experiment 2 were checked for the existence of glottalization. Because it is impossible to distinguish between multiple glottal stops and glottalization, vowel and lateral initial items were labeled as glottalized if one or more distinct glottal stops were present or if irregular phonation was visible in the spectrogram. Before outlier exclusion, 137 out of 236 VC words were produced with glottalization. As was expected from the literature (see e.g. Dilley et al., 1996) speakers vary a great deal in their propensity to use glottalization: two speakers glottalized almost 80% of all VC items whereas the other two speakers only glottalized about 34%. Assuming that glottalized items are produced with an additional glottal constriction gesture and this additional gesture is slowing down planning, then longer RTs are expected for these items. However, mean RT art s of VC items do not differ whether they are glottalized (211 ms) or not (212 ms). Subsetting the data according to the coda consonant showed that laterals and fricatives had shorter RT art s for glottalized items whereas stops had longer RTs. Therefore, additional gestures do not necessarily require more planning time before the production is initiated. Further, in order to test whether the longer response lags for VCs than for CV(C)s were obtained even in the absence of glottalization, a Linear Mixed Effects model was computed for the data excluding glottalized VC items. Results indicate that modal voice VCs are initiated 33 ms later than CVs (t ¼ À4.4, p o 0:001) and 30 ms later than CVCs (t¼ À3.6, p o 0:001).
A second possible account would be to suggest that the appropriate time point at which to measure RT art is the peak velocity of the glottal constriction (which could not be measured) and if initiation of the vowel constriction gesture (which was actually used to measure RT art ) occurs later than the initiation of the glottal gesture, this could account for the apparently slow RTs for VCs. However, this account would also not predict the results obtained for VCs lacking glottalization as just discussed.
Finally, a third account would be that the glottal constriction is more demanding of planning resources than other gestures, perhaps because it is a prosodically, rather than lexically, controlled gesture for English, and because it is variable in its occurrence. However, as noted in the Discussion of Experiment 2, the CV(C) stimuli with /l/ were sometimes also produced with irregular glottal pulses (five out of 53 items). This would predict a somewhat smaller VC-CV(C) difference for /l/ words, than for stops or fricatives. Yet the VC-CV(C) difference in RT art was actually larger than for stops or fricatives, so this account is also not likely to be correct. A related account of the VC-CV difference could focus on the hiatus (vowel sequence) environment created between the schwa and the VC. Since hiatus in English is avoided (e.g. McCarthy, 1993) , this could make the ==7= -VC sequence difficult to produce. However, as noted above (see Section 2.1.3), the results of the delayed naming condition without preceding schwa did not differ from the results of the schwa condition, which makes this account seem unlikely.
P-center account: When speakers (or listeners) are asked to align a sequence of syllables at equal temporal intervals, it is not the acoustic onsets of the syllables that they appear to align. Rather, they align a point close to the acoustic vowel onset, which has been dubbed the perceptual center (or p-center) of the syllable (see Fowler, 1979; Marcus, 1981; Pompino-Marschall, 1989) . Even though there are problems in identifying the speech event(s) that align most closely with the p-center across different conditions (for an extensive and recent review see Villing, Repp, Ward, & Timoney, 2011) , it has been found that the acoustic vowel onset (see Janker, 1996) , or better, the peak velocity of the vowel gesture (see de Jong, 1994) seems to be reasonable approximations. The results reported here bring to mind the p-center as a possible alternative explanation. If speakers are aligning the p-center of their produced syllables a fixed time from the GO signal, this would predict that the time from the GO signal to the measured (acoustic or articulatory) onset of the syllable would be shorter for CV(C) than for VC syllables, which is the main finding reported here, and also the time would be shorter for CCV(C) than for CV(C), which was also accords with the results. However, this account is unlikely for at least three reasons.
First and most importantly, the task in this experiment is explicitly not a regular rhythmic one of the sort that has elicited the p-center effect. The time from the stimulus presentation is randomized, and it would be impossible to impose a regular rhythm on the sequence of GO signals. There is no evidence that the p-center would be relevant to a task like this. Second, if subjects were aligning the p-center to the GO signal, then a point near the onset or peak velocity of the vowel gesture should be timed relatively invariantly with respect to the GO signal, compared to the difference in lag between CV and VC stimuli when measured from their respective (C or V) onsets. Because of blending between vowel and consonant gestures in most combinations, an articulatory analysis of the onset of the vocalic gesture in CV sequences could only be done for initial bilabial stops for which the consonantal and the vocal articulators show the least amount of overlap. To test this, we measured the articulatory peak velocity of the vowel gesture with respect to the GO signal for both /pV/ and /Vp/ stimuli in Experiment 2. The results show that the peak velocity point is 33 ms later in /pV/ than in /Vp/ stimuli, so this point in time is not being invariantly timed to the GO signal. In fact, 33 ms is less invariant than the 21 ms difference observed using peak velocities of the initial C gestures for /pV/ vs. the initial V gestures for /Vp/ stimuli (the actual RT art ). Third, it is also known that temporal properties of the syllable later than the vowel onset also affect the p-center (de Jong, 1994; Villing et al., 2011) . Thus, we would expect small but systematic differences in alignment of the p-center in CV vs. CVC stimuli, which we did not observe. Overall, it does not appear that a p-center account of the results is very promising.
Syllable structure accounts: Having argued that several alternative accounts are probably inadequate to account for the results of the experiments reported here, we conclude that results can be interpreted as tentatively supporting the hypothesis that assembling a gestural plan for V(C) syllables requires more time than for CV(C) syllables. Here we consider why this might be the case.
One hypothesis is that speakers have more experience producing CV(C) syllables than V(C) syllables, and that gestural timing plans for commonly produced (high probability) sequences are well-learned and are either stored (Levelt & Wheeldon, 1994) or can be more quickly assembled. The fact that the phonotactic probability of the V(C) stimuli was significantly less than that of the CV(C) stimuli supports this analysis, as does the fact that a large proportion of the cross-item variability in RT (in both experiments) can be predicted from phonotactic probability (either phone or biphone or both). These probability facts are themselves consistent with the typological properties and markedness of these syllable types: the preference for syllables to have onsets (Clements, 1990; Clements & Keyser, 1983; Prince & Smolensky, 1993) . However, the results suggest that the source of the effect is in the probabilities themselves, not in the universal markedness properties. Stimuli with initial clusters of Experiment 1 (CCV(C)) exhibited shorter RTs than CVs, which is consistent with the fact that the biphone probability of the clusters was significantly higher than that of the CVs, but is not consistent with the fact that CCV structures are more marked than CV.
One issue that can be raised about the probability effects on planning time is whether experience producing a particular sequence determines the planning time for that sequence, or whether due to some kind of generalization during learning, the probability of a syllable structure class is what controls planning time. This is similar to questions raised by Steriade (2001) in phonological theory about whether assimilation and neutralization phenomena that appear to be syllable-structure dependent are in fact governed not by syllable structure per se, but rather by the perceptual or production characteristics of particular segmental sequences (her analyses support the non-structural alternative). The results of the current study are ambivalent on this point. The stepwise regression analyses and the within-syllable structure category regressions performed on the output of Experiment 2 slightly favor the generalized structural effects, but those results are not particularly strong, and a new experiment with wider sampling of within-category probabilities would be needed to resolve the issue.
Exactly how it is that sequence probability and/or syllable structure influence initiation time is, of course, of great interest. It is appealing to implicate the planning of inter-gestural timing for the gestures of the first two segments, as the current results are compatible with, and partly predicted by, the coupled oscillator planning model (Goldstein et al., 2006; Nam, 2007; Nam & Saltzman, 2003; Saltzman et al., 2008) , the most explicitly worked out model for planning the timing of the gestures of a syllable. The planning oscillators (clocks) that are responsible for triggering the gestures are set into motion at the outset of planning, with each oscillator initialized to some (possibly arbitrary) phase. Due the inter-oscillator coupling imposed by the syllable structure graph, the oscillators settle into stable attractors of relative phase. The effect of experience on the process could be modeled though the phase initialization. The planning system could learn the distribution of relative phases that resulted from previous instances in which a given syllable was planned and use the mean of that distribution to set the initial phase conditions for the current planning episode. The closer the initial phases are to the stable attractor values, the faster the settling process will be. By using experience to guide phase initialization, the oscillators for well-learned syllables will settle more quickly, and gestures can be initiated more quickly. This suggestion is much in the spirit of exemplar models of phonological representation (Pierrehumbert, 2001 (Pierrehumbert, , 2003 , and particularly the dynamical field model of experience on assembling phonological representations (Gafos & Kirov, 2009) , which makes explicit connections between experience and the time to assemble phonetic control structures.
The coupled oscillator planning model also makes the prediction that there should be an intrinsic difference in settling time as a function of syllable structure, even for syllables with an equivalent level of experience. The oscillators for a CV structure are predicted to settle more quickly than those for a VC structure, because the in-phase coupling of CVs is effectively stronger than the anti-phase coupling in VCs. Unfortunately, it is not possible to directly test this prediction in this experiment, because (as can be seen in Fig. 4) , the ranges of phonotactic probability for VC and CV(C) stimuli are non-overlapping. However, it is unlikely that this intrinsic effect is responsible for the major differences that were found, because the RT for bare V stimuli in Experiment 1 were the same as for VC stimuli, and there is no anti-phase coupling required for the V stimuli. Nonetheless, the stronger coupling of in-phase might be a factor contributing to the preference for CV syllables in languages, which in turn causes the differences in planning times that we observed here. The perceptual salience of the consonant release in CVs has also been proposed as a basis for the preference for onsets vs. codas, both across languages and within languages (Ohala, 1996; Steriade, 2001) . It is not clear whether this account could also explain why onset-less syllables of the form V (no onset or coda) are also disfavored. A possible account for this could be found in the excess degrees of articulator freedom found in V as opposed to CV syllables. In CV syllables, the C and V gestures are planned (and executed) concurrently. The simultaneous demands of C and V on the articulator system will constrain the articulators to relatively narrow ranges that can be used accomplish the joint task. In a V syllable, there is a wider range of articulatory possibilities, so the choice of articulator values has more uncertainty associated with it, which might slow down its planning.
Conclusions
The experiments reported here show that the time required to initiate articulation of CV structures is shorter than for VC structures. The experimental design and post-hoc analysis make it unlikely that the results are due to differences in speed of lexical access or the fact that VC structures can be articulated with initial glottalization. The results can be explained by differences in phonotactic probability of CV and VC sequences, possibly through the effect that these variables have on planning the gestural timing for the initial portion (two segments) of the sequence. This account is consistent with the coupled oscillator model of planning gestural timing. The experiments also illustrate the utility of combining reaction time methods with measurement of articulatory kinematics, a combination that will be necessary for a more complete understanding (and model) of speech production, particularly the regularities of gestural timing.
