In this paper Gaussian mixtures are used to model the distribution of position error in tracking algorithms. An expectation maximization algorithm is constructed to estimate parameters of a k-component Gaussian mixture based on a sample set obtained from a tracking simulator. The modeling and parameter estimation approach is applied to position error data generated by several tracking algorithms including multi-target multi-sensor joint probabilistic data association and particle filters. The Gaussian mixture model yields significantly better likelihood of position error compared to the single Gaussian distribution. It is further shown how the mixture models can be used to efficiently compare tracking algorithms in terms of the root mean squared position error.
Introduction
Our goal is to efficiently evaluate tracking algorithms when the performance metric is the root mean squared position error (RMSE). It is frequently assumed that POsition error in tracking algorithms has a Gaussian distribution 113,151. The RMSE represents the standard deviation of the position error data collected from a tracking algorithm. Under the Gaussian distribution assumption, variance estimation and ranking methods that use properties of the Chi-squared and F-distribution [lS] can be applied for ranking tracking algorithms in terms of the RMSE [15] . However, in many tracking problems it has been observed that the distribution of position error is more complex 18, 91 and therefore the standard tools for variance estimation and ranking do not apply.
In this paper we model the tracking position error using Gaussian mixture distributions 15). To apply this modeling approach to efficient performance evaluation of tracking algorithms, we need (1) a method to estimate Gaussian mixture parameters from position error data, and (2) tools for variance estimation and ranking applicable to Gaussian mixtures.
It has been shown 116, 171 that a variance estimate based on data samples from a zero-mean Gaussian mixture distribution has the same properties as the distribuThis work was supported in part by the Office of Naval RP search (Grant N00014-02-1-0136) and a University of Colorado Faculty Fellowship.
.tion of a variance estimate based on a reduced number of samples from a single zero-mean Gaussian distribution. As a result, the tools for variance ranking based on properties of the F-distribution can still be applied to data originating from a zero-mean Gaussian mixture distribution simply by taking into account the reduced number of samples. The reduction factor has been found as a function of the Gaussian mixture parameters [16, 17) .
In this paper, we focus on the estimation of Gaussian mixture parameters from position error data. Mixture learning algorithms are frequently based on the Expectation Maximization (EM) algorithm The approach described in this paper is based on extensions of the ideas presented in 111, 191, where parameters of a k-component mixture are estimated through k successive applications of the EM algorithm.
The paper is organized as follows. The position error and performance evaluation of tracking algorithms in terms of RMSE are discussed in Section 2. The EM algorithm for estimation of Gaussian mixture parameters is described and simulation results based on synthetic data are presented in Section 3. Variance estimation for Gaussian mixture distributions is briefly discussed in Section 4. Application examples including (a) optimiza, tion of sensor processing order in the sequential multitarget multi-sensor joint probabilistic data association (MSJPDA) algorithm and (b) comparison of particle filters are presented in Section 5.
2 Position Error in Tracking Algorithms To define the problem of tracking, let us consider the evolution of the state-space model of a target defined by a sequence {x(T)}, where f,(.) is a possibly timovarying nonlinear function of the state x(T), W ( T ) is an i.i.d. process noise sequence, and T is the discrete time index. The tracking objective is to recursively estimate X(T) based on measurements where h,(.) is a possibly time-varying nonlinear function of the state, and V ( T ) is an i.i.d. measurement noise sequence. In particular, tracking is seeking filtered estimates of X ( T ) hased on the set of all available measurements a(1 : T ) = {z(i),i = 1,. . . , T } up to time T .
(1) where E is the mean of that random variable and 6 is the standard deviation estimate. We have assumed that the position error is zero-mean, E % 0. The standard deviation 6 equals the measured RMSE that a tracking algorithm produces as a sample of the performance metric for the given design and the set of parameters 1151.
If we perform n simulation runs and update B after each run, by the strong law of large numbers, with probability 1. This means that the measured standard deviation is asymptotically close to the true RMSE as the number n of simulation runs increases. The collection of position errors { e l , . ..,en} forms a data set that can further be used to estimate distribution parameters. A typical histogram of position error data obtained by a sequential MSJPDA algorithm is shown in Fig. 1 . The error histogram is compared with the pdf of the Gaussian distribution with the mean 7iL and the standard deviation 6 computed from the data. The histogram shows high concentration of the data points around zero and a significant number of data points far from zero. Clearly, the Gaussian pdf does not model the data well. In Section 3 we show that a much better model can be achieved by using Gaussian mixture distributions. 
in order to maximize the log-likelihood
Estimation of Gaussian M i x t u r e Parameters
The problem of Gaussian mixture parameter estimation is frequently addressed using the well known expectation Thus, from an initial guess for the mixture parameters, {w3,m,,uj} = {w,",m~,u~}, under certain assumptions [ 5 ] , the algorithm converges to a set of parameters that produces a local maximum of the log-likelihood. The main difficulties in applying the EM algorithm for the mixture parameter estimation are: (a) the true number of mixing components k is unknown, (b) there is no widely accepted method for parameter initialization, and (c) the algorithm can converge to one of many possibly inferior local maxima of the likelihood. Our approach in addressing these issues is based on modifications of the EM algorithm for multivariate Gaussian mixture learning 111, 191 to take advantage of the previously observed properties of the position error data generated by target tracking algorithms. The mixture components are expected to have significant overlaps, with means that are relatively close to zero. It should he noted that, in general, parameter estimation is more difficult in mixtures where the Gaussian pdf's have poor separation (41.
The EM algorithm presented here is performed by iteratively adding one component to the mixture. The algorithm starts with k = 1, where
is the Gaussian pdf with the unbiased estimates of the mean m and the standard deviation u of the single Gaussian distribution for the given training data set
The algorithm proceeds by adding one component to the mixture. Assuming that the parameters of a kcomponent mixture fk(e) have been found, a new component $(e; m&l,up+l) is added to form the mixture fk+l(e) = (1 -4 M e ) + a +(e; m!+l,&l). 
where the global search for m that maximizes the likelihood is performed over the range
With the parameter initialization given by (16)-(ZO), the EM iteration (9)- (12) is performed to converge to the updated parameters { w 3 , m 3 , u 3 } of the ( k i 1)-component mixture. The algorithm stops when Ak+l 5 Ak, i.e., when the log-likelihood does not improve with the added component, or when a predetermined maximum number of components k, , , is reached.
Simulation Results Using Synthetic Data
The.proposed EM algorithm was evaluated through a variety of simulations using synthetic data generated 'by sampling Gaussian mixtures with known parameters and here we present some representative results.
A training set of n = 200 data points was generated from a Gaussian mixture with k = 3 components and known parameters. These parameters produce a pdf with a shape resembling that of a typical position error histogram obtained from the sequential MSJPDA tracking algorithm. Fig. ' 2 compares the training data histogram with the true and estimated 3-component mixture pdf's.
For comparison, using the same training data set, we performed a Monte Carlo test repeating the EM iteration 1000 times for k = 3, each starting with a random set of initial parameters {wy, my, uo} The initial parameter values were sampled uniformly in the following ranges: 
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Comparison of Tracking Algorithms
The position error modeling of Section 3 and the variance ranking tools of Section 4 were used in two application examples: (a) optimization of sensor processing order in the sequential MSJPDA algorithm and (h) comparison of particle filt,ers. Our results are summarized below.
Sequential MSJPDA Tracking Algorithm
Considering the tracking model (1)-(2) The number of components k in a Gaussian mixture needed to model the position error measurements of the tracking algorithm was determined by observing the sequence of log-likelihoods A k generated by the EM dgorithm of Section 3. 
The variance ranking tools (16, 17) reviewed in Section 4 were used in the optimization algorithm of 1151 to yield the results in Fig. 5 and Table 1 . For low clutter densities A, the order of sensor processing does not affect the tracking performance. Since the RMSE's do not differ significantly, the best ranking design Ob is selected with a small confidence level when the maximum number of simulation runs is exhausted. For higher A, the order of sensor processing affects the tracking more significantly. The best ranking design is consistently the one where the best sensor is processed last. These conclusions are consistent with findings of 1131 where simpler 2-sensor systems were analyzed.
Comparison of Particle Filters
Particle filters 11, 61 are sequential Monte Carlo methods based on point mass (or "particle") representations of probability densities, which can be applied to any (possibly nonlinear and non-Gaussian) system model, and which generalize traditional Kalman filtering methods. Consider a one-dimensional random process with pdf the process, a discrete approximation of p ( z ) is .
where b(.) is the Dirac delta function and w i is the weight of the i-th particle. A particle filter operates by recursively propagating a set of N p particles through the model (1)-(2). Variations in particle filters differ in the details of numerical procedures used to recursively propagate the set of particles. Three popular particle filters considered here are 111: (a) Sampling Importance Resampling (SIR) particle filter, (b) Auxiliary Sampling Importance Resampling particle filter (APF), and (c) Regularized particle filter (RPF).
Our objective is to use the tools from Sections 3 and 4 to efficiently compare the performance of the particle filter algorithms in the following illustrative example:
and where U, and n, are zero-mean Gaussian random variables with variances QT and R,, respectively. In the presented example Q7 = 10 and R, = 1. This tracking problem has been considered as a benchmark example in (1, lo], where it was shown that classical Kalman or extended Kalman filters do not perform well. Fig. 6 shows a state error histogram of a representative run of the SIR particle filter with the pdf's of a single Gaussian and a 3-component Gaussian mixture. The mixture parameters are estimated using the EM algorithm of Section 3. It is evident that the 3-component Gaussian mixture is a much better fit to the position error histogram than the single Gaussian. Fig. 7 shows log-likelihood as a function of the number of components k in a Gaussian mixture used to model data for the SIR particle filter. It can be observed that a 3-component Gaussian mixture models the data quite well.
The computational effort in particle filters is directly proportional to the number of particles N p sequentially propagating through the filter. It is therefore of interest to compare the filters using the number of particles as a parameter. Again, the tools of Section 4 and (171 were used to perform the ranking, and the results are shown in Table 2 and Fig. 8 . In this example, the APF outperforms the RPF and the basic SIR filter. The difference in performance is more visible w h e n a smaller number of particles Np is used in the filters. As Np increases, the performance difference diminishes and all three filters perform almost the same for sufficiently large N p . 
