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a b s t r a c t
In this paper, the optimality proof of Ziv–Lempel coding is re-studied, and a more general
compression optimality theorem is derived. In particular, the property of quasi-distinct
parsing is defined. This property allows infinitely many repetitions of phrases in the
parsing as long as the total number of repetitions is o(n/ log n), where n is length of the
parsed string. The quasi-distinct parsing property is weaker than distinct parsing used
in the original proof which does not allow repetitions of phrases in the parsing. Yet we
show that the theorem holds with this weaker property as well. This provides a better
understanding of the optimality proof of Ziv–Lempel coding, together with a new tool
for proving optimality of other compression schemes which is applicable for a much
wider family of codes. To demonstrate the possible use of this generalization, a new
coding method – the Arithmetic Progression Tree coding (APT) – is presented. This new
coding method is based on a principle that is very different from Ziv–Lempel’s coding.
Nevertheless, the APT coding is analyzed in this paper and using the generalized theorem
shown to be asymptotically optimal up to a constant factor,1 if the APT quasi-distinctness
hypothesis holds. An empirical evidence that this hypothesis holds is also given.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Theoretical analysis of compression schemes is a fundamental task, albeit not always an easy one. Even compression
schemes that are efficient in practice are not always fully understood from the theoretical point of view. Sometimes, the
search is for an appropriate measure of the compression efficiency/optimality (e.g. [4,10]). This task seems to incorporate
knowledge of both the well experienced and studied properties of the specific compression scheme, and the behavior of the
theoretical compression efficiency measure.
A common measure of compression optimality is asymptotical optimality. A well-known compression scheme achieving
asymptotical optimality regarding the Shannon Entropy is the Ziv–Lempel coding [16,17]. The parsing algorithm for this
encodingwas first introduced by Lempel and Ziv in 1976 [8] andwas proved to achieve the entropy rate by Ziv [14]. A number
of different variations of the basic Ziv–Lempel algorithm are described in [3]. The algorithm considered in this paper is
known as LZ78 and was first described in [17]. A more transparent proof for this algorithm was provided by Wyner and Ziv
✩ A preliminary version of the paper appeared in the proceedings of CPM 2009.∗ Corresponding author at: Shenkar College, Anna Frank 12, Ramat Gan 52526, Israel. Tel.: +972 9 8627119.
E-mail addresses: amir@cs.biu.ac.il (A. Amir), aumann@cs.biu.ac.il (Y. Aumann), avivitlevy@shenkar.ac.il, avivitlevy@gmail.com (A. Levy),
yuri.roshko@gmail.com (Y. Roshko).
1 Of course, a constant factor for a compression method may indicate that the method is practically useless. In the APT proof presented in this paper the
constant is less than 10, however, this constant may be only a byproduct of an inefficiency of the proof. The true constant may be much less.
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in 1989 [12]. For the more powerful 1977 version of the Ziv–Lempel scheme [16], known as LZ77, a later proof of optimality
was presented in 1994 by Wyner and Ziv [13].
In this paper, the LZ78 optimality proof of [12] is re-studied, and a more general compression-optimality theorem is
derived. The advantages of such a result are two-fold:
1. Providing a generalized theorem that can serve to prove optimality of other compression schemes.
2. A better understanding of the conditions that allow asymptotic optimality. Such an improved understanding can help
develop other optimal compression schemes with special behavioral properties pertaining to specific applications.
Indeed, several approaches to generalizing the parsing scheme of LZ78 were suggested over the years. Louchard and
Szpankowski [9] study a generalization of the LZ parsing scheme with respect to the growth of the number of phrases.
A different approach is grammar-based codes. Grammar-based parsings are not necessarily distinct parsings. The first
significant contribution in this approach was the practical algorithm SEQUITUR [11]. This algorithm had excellent
compressionperformance relative to other dictionary-based schemes. The first important theoretical contributionwas in [7],
which presented a class of grammar-based codes that includes LZ78 and is asymptotically optimal.
Our generalization takes the approach of Louchard and Szpankowski, but gives a richer generalization. To demonstrate
the possible use of our generalization, a new codingmethod – the APT coding – is presented. This codingmethod is based on a
tree-structure principle that is different from the linear view of the LZ-family codes. Nevertheless, the APT coding is analyzed
and, using our generalized theorem, shown to be asymptotically optimal up to a constant factor, if APT quasi-distinctness
hypothesis holds. An empirical evidence that this hypothesis holds is also given.
The APT algorithmwas first introduced by Amir et al. [2] as a tool for convolutions of strings which avoids the use of FFT.
Amir et al. present a preliminary comparison between the number of phrases in LZ78 parsing and the number of nodes in
the APT on randomly built binary strings. Their comparison shows an advantage to APT. This preliminary result motivates a
further study of the potential of APT as a compression algorithm.Our theoretical analysis further demonstrates this potential,
though a more strict theoretical analysis as well as practical tests should be done on the APT coding in order to determine
if, when and how it could be used as a compression scheme. We stress that this is not the focus of this paper. Here we are
only interested in this code as an application of our generalized theorem to the analysis of a code.
The rest of the paper is organized as follows. In Section 2we give the basic definitions and the statement of the generalized
theorem. In Section 3 we give its proof. Finally, in Section 4, we present the APT code and then use our generalized theorem
to analyze it.
2. Distinct and quasi-distinct parsings
2.1. Preliminaries
The Shannon entropy measure. Assuming the source is generated by a random process represented by a random variable X
with mass function p(x), the entropy of the variable X is defined by2
H(X) = −

p(x) log2 p(x).
The Asymptotic Equipartition Property (AEP). This property is the information theory analog of the well-known law of large
numbers. It is formalized in the following theorem:
Theorem 1 ((AEP) [5]). If X1, X2, . . . are independent, identically distributed random variables drawn according to probability
mass function p(x), then3
−1
n
log p(X1, X2, . . . , Xn)→ H(X).
Entropy rate of stochastic processes. The entropy rate is used to measure information of a series of variables that are not
independent, but rather form a stochastic process.
Definition 1 ([5]). The entropy rate of a stochastic process χ = {Xi} is defined by
H(χ) = lim
n→∞
1
n
H(X1, X2, . . . , Xn)
when the limit exists.
Ergodic sources. An ergodic process is the most general dependent source for which the strong law of large numbers holds.
We do not give a precise definition of an ergodic source, to avoid unnecessary technical details from probability theory. The
important fact is that the AEP theorem holds for stationary ergodic processes and Markov approximations (see [5]).
Without loss of generality, we will assume that the alphabet of the source χ is binary. Thus, χ = {0, 1}∗, throughout this
paper.
2 We use logarithms to base 2. The entropy is then measured in bits.
3 The limit can be with probability not necessarily 1.
A. Amir et al. / Theoretical Computer Science 422 (2012) 1–14 3
2.2. Distinct parsing and optimal compression
Parsing methods are directly connected to creation of a vocabulary of recurrent sub-words within a string. Therefore,
a better understanding of parsing techniques may improve compression schemes or suggest others.
Definition 2 ([5]). A parsing S of a binary string x1x2 . . . xn is a factorization of the string into phrases, separated by commas.
A distinct parsing is such that no two phrases are identical.
Example. Consider the following parsing method. Given a string X , for every 1 ≤ i define the i-th phrase to be the next i
bits of X . Since all phrases have different lengths, they are obviously all distinct. Therefore, this parsing method is a distinct
parsing.
The well-known LZ78 compression scheme4 defines a distinct parsing of the source sequence. Let c(n) denote the exact
number of phrases in a parsing of a given sequence of length n. Of course, c(n) depends on the specific values of the variables
sequence X1, X2, . . . , Xn generated by the source. The compressed sequence in the LZ78 scheme consists of a list of c(n) pairs
of numbers, each pair consisting of a pointer to the previous occurrence of the prefix of the phrase and the last bit of the
phrase. Each pointer requires log c(n) bits, and hence the total length of the compressed sequence is c(n)(log c(n) + 1)
bits. The asymptotic optimality of LZ78 coding is an immediate corollary of Theorem 2, which unites Theorem 12.10.1 and
Theorem 12.10.2 given in [5].
Theorem 2. Let {Xi}∞−∞ be a stationary ergodic stochastic process. Let S be a distinct parsing of the string X1, X2, . . . , Xn.
Let l(X1, X2, . . . , Xn) be the codeword length associated with X1, X2, . . . , Xn defined on the phrases created by S, such that
l(X1, X2, . . . , Xn) ≤ c(n)(log c(n)+ 1), where c(n) is the number of phrases in the parsing. Then
lim sup
n→∞
l(X1, X2, . . . , Xn)
n
≤ H(χ)
with probability 1, where H(χ) is the entropy rate of the process.
Remark. Theorem 2 specifies two conditions for a code to be optimal. The first condition focuses on the distinct parsing
method producing the phrases to be coded. The second condition is a bound on the total length of the coded (distinct)
phrases produced by the parsing. Note that the parsing does not specify how to to efficiently encode the produced phrases.
Consider, for example, the following trivial parsing: the sequence x1x2 . . . xn is parsed into one phrase p1 = x1x2 . . . xn.
Clearly, this is a distinct parsing, however, this does not define any scheme for generating the codeword length. The trivial
way of taking the original string gives l(x1 . . . xn) = n, which, obviously, does not satisfy Theorem 2. Therefore, these trivial
parsing and coding do not define any compression scheme.
2.3. Quasi-distinct parsing
In this paper, a much weaker property is defined and surprisingly proven to be equivalent, regarding the optimality of a
compression method that uses it, to the strong property of distinct parsing.
Definition 3. Let p1, . . . , pm be a parsing of a binary string x1x2 . . . xn. Let D = {pi|1 ≤ i ≤ m}, i.e. the set of all distinct
phrases in the parsing. A quasi-distinct parsing is a parsing wherem− |D| = o(n/ log n).
Example. Consider the following parsing method. Given a string X , for every 1 ≤ i define the next i phrases by
i times taking the next i bits of X . For example, if X = 1111111 . . ., then this parsing method gives the phrases:
1, 11, 11, 111, 111, 111, 1111, 1111, 1111, 1111, . . . This is clearly not a distinct parsing, since the list of phrases contains
repetitions of the same phrase. Moreover, let E be the multi-set that contains all the phrases that are not in D, then, the size
of E grows to infinity as the length of X grows. However, this parsing method is a quasi-distinct parsing method, since the
total space of all the phrases is
r
i=1(i − 1)i <

i2 ≤ n, then the number of distinct phrases r is O(n1/3), and therefore,
|E| =ri=1 i− 1 = O(n2/3) = o(n/ log n), where n is the length of X .
The following much stronger theorem is proved in this paper as a consequence of Lemma 4 and Corollary 1 below.
Theorem 3. Let {Xi}∞−∞ be a stationary ergodic stochastic process. Let S be a quasi-distinct parsing of the string X1, X2, . . . , Xn.
Let l(X1, X2, . . . , Xn) be the codeword length associated with X1, X2, . . . , Xn defined on the phrases created by S, such that
l(X1, X2, . . . , Xn) ≤ c(n)(log c(n) + α), where c(n) is the number of phrases in the parsing and α is any positive constant.
Then
lim sup
n→∞
l(X1, X2, . . . , Xn)
n
≤ H(χ)
with probability 1, where H(χ) is the entropy rate of the process.
4 Following [5], modifications and implementation details of this basic scheme are disregarded. These do not affect the asymptotic efficiency of the
algorithm as considered in this paper.
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Since the quasi-distinct parsing property is much weaker than the distinct parsing property, this result leads to a better
understanding of the asymptotic optimality proof. Note that the condition on the codeword length is slightly generalized
in Theorem 3 relative to Theorem 2. However, as can be deduced from the proof of Theorem 3 we present, Theorem 2 can
be also restated for distinct parsing using this generalized condition. Therefore, Theorem 3 can be interpreted as showing
an equivalence regarding the optimality of compression methods between the strong property of distinct parsing and the
much weaker property of quasi-distinct parsing.
The LZ78 compression scheme uses a distinct parsingmethod togetherwith a ‘‘self-reference’’ method to efficiently store
the vocabulary (phrases) produced by the parsing. The distinct parsing property, which does not allow repetitions of phrases,
is crucial in proving that the produced vocabulary is compact, i.e., its size can be efficiently bounded. This property is also
used to bound the probabilities of the phrases produced by the parsing. Yet, we show that the distinct parsing condition
in the optimality proof can be relaxed to the much weaker condition of quasi-distinct parsing, which allows many (even
growing to infinity) repetitions of phrases.
3. Equivalence of quasi-distinct parsing to distinct parsing
3.1. Properties of quasi-distinct parsing
In this section we show that a quasi-distinct parsing method has the same relevant asymptotic properties that a distinct
parsing method has. These properties are used in the proof of Theorem 2 (see [5]). Moreover, the distinctness condition is
only used in proving these properties. The first property is a bound on the possible number of phrases in a quasi-distinct
parsing of a binary sequence of length n, and is an immediate corollary of the quasi-distinctness definition and the following
lemma.
Lemma 1 (Lempel and Ziv [5]). The number of phrases in a distinct parsing of a binary sequence X1, X2, . . . , Xn satisfies
c(n) ≤ n
(1− ϵn) log n
where ϵn → 0 as n →∞.
Corollary 1. The number of phrases in a quasi-distinct parsing of a binary sequence X1, X2, . . . , Xn satisfies
c(n) ≤ n
(1− ϵn) log n + o(n/ log n)
where ϵn → 0 as n →∞.
The next very important property is the quasi-distinct version of Ziv’s inequality (see [5,14]). Let {Xi}∞i=−∞ be a stationary
ergodic process with probability mass function P(x1, x2, . . . , xn). For a fixed integer k, define the kth order Markov
approximation to P as
Qk(x−(k−1), . . . , x0, x1, . . . , xn) , P(x0−(k−1))
n
j=1
P(xj|xj−1j−k)
where xji , (xi, xi+1, . . . , xj), i ≤ j, and the initial state x0−(k−1) will be a part of the specification of Qk. Since P(Xn|Xn−1n−k ) is
itself an ergodic process, we have:
1
n
logQk(X1, X2, . . . , Xn|X0−(k−1)) =
1
n
n
j=1
log P(Xj|X j−1j−k )
→ −E log P(Xj|X j−1j−k )
= H(Xj|X j−1j−k ).
We will bound the rate of a code by the entropy rate of the kth order Markov approximation for all k. The entropy rate of
the Markov approximation H(Xj|X j−1j−k ) converges to the entropy rate of the process as k →∞ and this will prove the result.
Suppose Xn−(k−1) = xn−(k−1), and suppose that xn1 is parsed into c quasi-distinct phrases, y1, y2, . . . , yc . Let vi be the index
of the start of the i-th phrase, i.e., yi = xvi+1−1vi . For each i = 1, 2, . . . , c , define si = xvi−1vi−k . Thus si is the k bits preceding yi.
Of course, s1 = x0−(k−1).
Let cls be the number of phrases with length l and preceding state si = s for l = 1, 2, . . . and s ∈ χ k. We then have
l,s
cls = c (1)
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and 
l,s
lcls = n. (2)
We now prove the following upper bound on the probability of a string based on the parsing of the string.
Lemma 2. For any quasi-distinct parsing of the string x1, x2, . . . , xn, we have
logQk(x1, x2, . . . , xn|s1) ≤ −

l,s
cls log cls + o(n).
Proof. As in Ziv’s inequality proof [14,5], we begin by writing
Qk(x1, x2, . . . , xn|s1) = Qk(y1, y2, . . . , yc |s1) =
c
i=1
P(yi|si),
or
logQk(x1, x2, . . . , xn|s1) =
c
i=1
log P(yi|si)
=

l,s

i:|yi|=l,si=s
log P(yi|si)
=

l,s
cls

i:|yi|=l,si=s
1
cls
log P(yi|si)
≤

l,s
cls log
 
i:|yi|=l,si=s
1
cls
P(yi|si)

,
where the inequality follows from Jensen’s inequality and the concavity of the logarithm.
Now, we split the phrases into two (multi-)sets: the first is the maximal set of distinct phrases, and the second contains
the rest of the phrases. For the first set, since we know the yi are distinct, we have

i:|yi|=l,si=s P(yi|si) ≤ 1. The size of the
second set, by the definition of quasi-distinct parsing, is o(n/ log n). Thus,
logQk(x1, x2, . . . , xn|s1) ≤

l,s
cls log
1
cls
+ o

n
log n
log
n
log n

or
logQk(x1, x2, . . . , xn|s1) ≤

l,s
cls log
1
cls
+ o(n).
Since by (1),

l,s cls = c , and by Corollary 1 we know that c ≤ nlog n (1+ o(1))+ o( nlog n ), we get the lemma. 
Using the above properties, a sufficient condition for a quasi-distinct parsing to be an optimal compression method can
be proved exactly as in the original proof for distinct parsing. This gives Theorem 3. For completeness we give the detailed
proof in the next subsection.
3.2. Conditions for optimal compression
We give here the detailed proof for the sufficient condition for a quasi-distinct parsing to be an optimal compression
method, which gives Theorem 3. We need the following simple known result on maximum entropy.
Lemma 3 ([5]). Let Z be a positive integer valued random variable with mean µ. Then the entropy H(Z) is bounded by
H(Z) ≤ (µ+ 1) log(µ+ 1)− µ logµ.
The main result we need is the following lemma.
Lemma 4. Let {Xn} be a stationary ergodic process with entropy rate H(χ), and let c(n) be the number of phrases in a
quasi-distinct parsing of a sample of length n from this process. Then,
lim sup
n→∞
c(n) log c(n)
n
≤ H(χ)
with probability 1.
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Proof. We begin with Lemma 2, which we rewrite as
logQk(x1, x2, . . . , xn|s1) ≤ −

l,s
cls log
clsc
c
+ o(n)
= −c log c − c

l,s
cls
c
log
cls
c
+ o(n).
Writing πls = clsc , we have

l,s πls = 1,

l,s lπls = nc from (1) and (2). We now define random variables U, V , such that
Pr(U = l, V = s) = πls. Thus EU = nc and
Qk(x1, x2, . . . , xn|s1) ≤ cH(U, V )− c log c + o(n)
or
−1
n
Qk(x1, x2, . . . , xn|s1) ≥ cn log c −
c
n
H(U, V )− o(n)
n
. (3)
Since the last term in (3) goes to 0 as n → ∞, we only need to show that cnH(U, V ) → 0 also as n → ∞. Now,
H(U, V ) ≤ H(U)+ H(V ), and H(V ) ≤ log |χ |k = k. By Lemma 3, we have
H(U) ≤ (EU + 1) log(EU + 1)− EU log EU
=
n
c
+ 1

log
n
c
+ 1

− n
c
log
n
c
= log n
c
+
n
c
+ 1

log
 c
n
+ 1

.
Thus,
c
n
H(U, V ) ≤ c
n
k+ c
n
log
n
c
+ o(1).
For a given n, the maximum of cn log
n
c is attained for the maximum value of c (for c/n ≤ e−1). However, from Corollary 1,
c ≤ nlog n (1+ o(1))+ o( nlog n ). Thus,
c
n
log
n
c
≤ O

log log n
log n

and therefore, cnH(U, V )→ 0 as n →∞. Therefore,
c(n) log c(n)
n
≤ −1
n
logQk(x1, x2, . . . , xn|s1)+ ϵk(n)
where ϵk(n)→ 0 as n →∞.
Hence, with probability 1,
lim sup
n→∞
c(n) log c(n)
n
≤ lim sup
n→∞
−1
n
logQk(X1, X2, . . . , Xn|X0−(k−1))
= H(X0|X−1, . . . , X−k)→ H(χ),
as k →∞. 
Theorem 3 is an immediate corollary of Lemma 4 and Corollary 1.
3.3. Asymptotically distinct parsing
We briefly address the question of the necessity of the quasi-distinct parsing condition for achieving optimality.
In particular, we define the asymptotically distinct property and show that it is also equivalent to the property of distinct
parsing. Since asymptotically distinct parsing methods are not necessarily also quasi-distinct parsing (see remark below),
this shows that the quasi-distinct property of the parsing is a sufficient (togetherwith the condition on the codeword length)
but not a necessary condition for achieving optimality.
Definition 4. Let X = x1x2 . . . xn be a binary string. We say that p1, . . . , pm is an asymptotically distinct parsing of X , if the
number of repetitions of every distinct phrase is bounded by a positive constant a > 1.
Remark. Note that if every distinct phrase appears more than once in the parsing (for example, exactly 2 times), then the
parsing may not be a quasi-distinct parsing if there are indeed Ω(n/ log n) distinct phrases. However, this is clearly an
asymptotically distinct parsing and therefore is equivalent to the distinct parsing property by the following arguments.
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The next Corollary follows immediately from Lemma 1 and Definition 4.
Corollary 2. The number of phrases in an asymptotically distinct parsing of a binary sequence X1, X2, . . . , Xn satisfies
c(n) ≤ a n
(1− ϵn) log n
where ϵn → 0 as n →∞.
The next important property we need is the asymptotically-distinct analog of Ziv’s inequality.
Lemma 5. For any asymptotically distinct parsing of the string x1, x2, . . . , xn, we have
logQk(x1, x2, . . . , xn|s1) ≤ −

l,s
cls log cls + o(n).
Proof. We follow exactly the same steps as in the proof of Lemma 2, until we get:
logQk(x1, x2, . . . , xn|s1) ≤

l,s
cls log
 
i:|yi|=l,si=s
1
cls
P(yi|si)

.
Now, by Definition 4we know that each distinct phrase repeats nomore than a times, thus, we have

i:|yi|=l,si=s P(yi|si) ≤ a,
and we get:
logQk(x1, x2, . . . , xn|s1) ≤

l,s
cls log
a
cls
or
logQk(x1, x2, . . . , xn|s1) ≤

l,s
cls log
1
cls
+ o(n).
by Corollary 2. 
Since this is exactly the inequality we proved for quasi-distinct parsing andwe have already shown how to prove Theorem 3
using (essentially) the above properties, the result follows.
Remark. [9] study precisely the notion of asymptotically distinct parsing presented here. Their analysis is precise up to
lower asymptotic. The examination of asymptotically distinct parsing is given in this paper as it helps to understand better
the quasi-distinct parsing, which is the focus of this paper.
Conditions for optimal compression: revisited. We can now try to integrate the knowledge of all the above three (distinct,
quasi-distinct and asymptotically distinct parsing) conditions for optimal compression to getmore insight on their relations.
Each of the three is a sufficient but not necessary condition (together with the condition on the code length) for compression
optimality. Note that all three proofs share a common characteristic: the strong use of the asymptotic nature of the definition
of asymptotic optimality of compressionmethods. They differ in the extent bywhich they enable to enrich the set of parsings
in the discussion. While the distinct parsing condition is very exclusive, the asymptotically distinct parsing and, especially,
the quasi-distinct parsing condition enable us to study amuchwider set of parsingmethods, as Section 4 demonstrates. This
givesmore flexibility in the optimality analysis of compression schemes, on the one hand, but on the other hand, itmay point
out a weakness in the asymptotic optimality definition: the lack of the ability to distinguish between compression schemes
regarding their compression quality. If a set of codes are all asymptotically optimal but some are practically superior to the
others, it may be the case that the measure of optimality is not sensible enough. This reasoning was raised by Jacob Ziv [15]
and for this purpose he defined the essential optimality measure for compression of finite-length sequences and showed
that indeed this newmeasure can distinguish between compression schemes that are known to be asymptotically optimal.
Specifically, it is shown in [15] that the LZ77 universal compression of N-blocks is essentially optimal for finite N-blocks,
while LZ78 is not.
4. Application: analysis of APT coding method
In this section we present a new lossless coding method—the arithmetic progressions tree (APT). We then use Theorem 3
to analyze the possible use of APT coding as a compression method. Following the framework of Theorem 3 the analysis of
APT coding is done in two stages. First, we show a parsing that the APT coding defines and refer to its quasi-distinctness.
Then, we analyze the APT code length. A roadmap of the APT analysis is given in Fig. 1.
8 A. Amir et al. / Theoretical Computer Science 422 (2012) 1–14
Fig. 1. A roadmap of the APT-code analysis.
4.1. The arithmetic progressions tree
The APT coding method is based on finding arithmetic progressions in the given binary string. An arithmetic progression
can then be expressed by three values: the index of its start point in the string, the difference between the elements in
the progression and its length. By grouping progressions with the same difference and length parameters and applying the
search recursively we get a coding of the original string. Given the APT, the original string can be reconstructed by following
the paths from each leaf, which define a starting index for a progression. The path defines the (recursive) structure of this
progression. The description of APT construction follows.
APT construction algorithm. There can be many possible progressions to choose from, and the choices may overlap. We are
interested in a cover by disjoint arithmetic progressions of the ones5 in the binary string, where by disjoint we mean that
an element participating in one progression cannot participate in another. Our algorithm for choosing the progressions
uses a very simple greedy criterion: find the least difference between ones in the string, then choose progressions of this
difference (with possibly different length) first.6 All ones participating in a chosen progression are turned to zero, and the
process of finding the least difference in the string continues until the string is all zeros. The collection of progressions with
the samedifference is partitioned into sub-collections according to their length. All progressions in a sub-collection share the
difference and length parameters, and differ in their start positions. Representation of the start positions in a sub-collection
is done by recursively applying the algorithm until there is only one starting point to represent, which then becomes a leaf.
A detailed description of the algorithm is given in Fig. 2.
Example. Consider the string X = 0110110010101100. APT algorithm constructs the tree with a root and two child nodes.
The root does not contain any internal information (it can, therefore, be used to store thework bit, 1, in this example, and the
total length of the string, which are necessary values to enable recovery of the string from the APT). The first (it is constructed
first, but it does not matter) child of the root contains the information difference = 1, length = 2, and has two child nodes;
a leaf containing index = 13 and an internal node with information difference = 3, length = 2, which has a leaf containing
index = 2. The second child of the root contains the information difference = 2, length = 2, and has a leaf containing
index = 9. See the final APT in Fig. 3.
Note that X can be fully reconstructed given the APT, by following the three paths from the three leaves to the root and
reconstructing the (possibly recursive) arithmetic progressions they define. One progression starts at index 9 with a total
of two one bits, at indices 9 and 11. A second progression of length 2 and difference 3 is defined by the path from the leaf
with index 2. It is a recursive progression, i.e., each element it defines is a progression of length 2 and difference 1 and not
a single bit. This path constitutes the description of the one bits at indices 2, 3, 5, 6. The third progression is defined by the
path from the leaf with index 13, and is a progression of length 2 and difference 1, which is the description of the one bits
at indices 13 and 14.
Remark. Note that the APT is defined only on a binary alphabet source. A general alphabet source can be translated to binary
and then the APT construction algorithm can be applied.
5 Zeros can be taken instead if they are less frequent. For simplicity we assume that only indices of ones are taken.
6 While this criterion may not optimize the number of progressions in the cover, it seems to simplify the analysis.
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APT Construction Algorithm
Input: L a list of 1’s indices in X ∈ {0, 1}n, root the APT root
1 while L is not empty do
2 if L contains a single index i then
3 allocate new leaf
4 leaf .index ← i
5 leaf .parent ← root
6 else
7 find, d, the least difference between consecutive elements in L
8 remove from L the list Cd of all progressions with difference d
9 split progressions in Cd by length l into sub-lists Cd,l
10 for each sub-list Cd,l do
11 allocate new node
12 node.difference ← d
13 node.length ← l
14 node.parent ← root
15 run the APT algorithm on Cd,l and node
Output: root
Fig. 2. A recursive version of the algorithm for constructing arithmetic progressions tree.
Fig. 3. The APT constructed for the string X = 0110110010101100.
4.2. Properties of APT
The first important properties of the APT are the bounds on its depth and degree, given in Lemma 6 and Corollary 4.
Lemma 6. The APT depth is O(log n).
Proof. An APT node must have at least two ones in its Cd,l list in order to have a child, otherwise by the algorithm definition
it is a leaf and the recursion stops. Thus, in each level of the recursion the size of the union of the Cd,l list of all nodes existing
in this level is at least half the size of the union of the Cd,l list of all nodes existing in the former level. The lemma then
follows. 
Arithmetic progressions that are found by the first level of recursion of the APT construction algorithm (see Fig. 2) play
a key role in understanding the structure of the APT, we, therefore, call them basic units. Lemma 7 specifies an important
property of basic units.
Definition 5. Given two basic units A and B in a string X we say that
– A and B are disjoint if and only if all bits participating in A appear in X before any bit participating in B or all bits
participating in B appear in X before any bit participating in A.
– A is nested in B if and only if all bits participating in A appear in X after the first bit participating in B and before the last
bit participating in B.
Lemma 7. Any two basic units are either disjoint or nested.
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Proof. Assume to the contrary that there exist two basic units A and B that are interleaved.W.l.o.g. assume that the first one
bit participating in A appears before any one bit participating in B. Since by the assumption A and B are interleaved, there
exists one bit of B that appears before a one bit of A. Consider the closest such pair and denote their indices iB and iA. Denote
the last one bit participating in A appearing before iB by jA. Note that jA − iB < jA − iA, which is a contradiction to the fact
that jA and iA belong to the same basic unit A, because the algorithm chooses the least difference first. 
Lemma 8. The number of different disjoint basic units is O(n3/4).
Proof. We first claim that the number of different basic units of length i is the number of divisors of i − 1. This is because
the first bit of a basic unit must be a one bit and the rest of the bits should be placed in equal differences where the i-th bit
should always be a one bit. It is well known that the number of divisors of a given number i is at most d(i), which is less
than any polynomial in i, specifically, it is less than
√
i. Also, the number of different length disjoint basic units, k, is O(
√
n),
because
k
i=1 d(i) · i ≥
k
i=1 i = Θ(k2) and Θ(k2) = O(n). Thus, the number of different disjoint basic units is at mostk
i=1 i1/2 = O(k2/3) = O(n3/4). 
Lemma 9. The nesting depth of basic units is O(log n).
Proof. In order to prove the claim it is enough to show that the difference parameter of any two nesting basic units at least
doubles. Consider two basic units A and B where A is nested in B. Denote by dA, dB the difference parameter of A and B
respectively. Clearly, dA < dB. Denote by y the difference between the last bit of B appearing before the first bit of A. Note
that y > dA, since the algorithm chooses the least difference first. Thus, dB ≥ dA + y > 2 · dA. The lemma follows. 
Corollary 3. The number of different basic units is O(n3/4 log n).
Corollary 4. The APT degree is O(n3/4 log n).
Proof. Since the algorithm is applied recursively on each node on its given indices list, which are indices of instances of
identical (recursive-)progressions, Corollary 3 applies for every APT node. 
The following definition and lemmas are key properties of the APT structure used below in the proof of Lemma 14.
Definition 6. A node in the APT tree which is not a leaf is called an internal node. An internal node with degree at least 2 is
called branching, denoted by B. Non-branching nodes are denoted as NB. A root of a path of length at least 2 of NB nodes is
called a non-branching head, denoted NBH .
Lemma 10. In a binary tree, if there are k NBH nodes, then there must be k− 1 B nodes.
Proof. By induction on k. For k = 1 the lemma trivially holds by making the root an NBH node. Assume the lemma holds
for k, and consider inserting the k+ 1 NBH node. Since the tree is binary, this new NBH node cannot be inserted as a child of
existing B nodes. Thus, either a new B node is inserted as a rootwith the newNBH node and the former root as its children, or
one of the existing NBH nodes becomes a Bwith two NBH nodes as its children. Note that in both cases the lemma holds. 
Lemma 11. If the APT of a string X ∈ {0, 1}n has k nodes then X contains at least k zeros.
Proof. By induction on k. For k = 1 the APT contains just the root. In this case, X is the string 0n, and the lemma trivially
follows.
Assume we have an APT T with k nodes. Thus, by induction hypothesis X ∈ {0, 1}n, the string T is coding, has at least k
zeros. In order to construct from T an APT T ′ having k+ 1 nodes coding a string X ′ ∈ {0, 1}n, a new node must be added to
T . Denote the new node by z. There are three cases for the type of z:
z is a leaf: For z to be a new leaf in T ′ a new instance of an existing progression in X (the progression described by the path
from the root of T ′ to the parent of z) must be added to form X ′.
z is a NB node: For z to be a new NB node, the progression described by the path from the root to z must have at least one
new instance.
z is a B node: For z to become a B node in T ′ it must have at least two children, one new child in T ′, compared to T . Thus z
being a B node in T ′ indicates a new different instance in X ′ of progressions described by the path from the root to
z.
Assume to the contrary that X ′ contains only k zeros. The ones participating in the new instance cannot belong to any other
progression described by other paths in T ′. Thus, for z to become a new node either existing ones in X are split into different
progressions by introducing to X ′ at least one new zero bit instead of an existing one bit in X , or new one bits are introduced
to X ′ instead of existing zeros in X (because n, in this context, is fixed). However, if only k zeros exist in X then the latter case
implies that someof these zeros are replaced by ones,whichmeans T ′ has knodeswith less than k zeros inX ′, a contradiction.
Moreover, we claim that in the latter case X must containmore than k+1 zeros, so that after zeros in X are replaced by ones
to give X ′, there are still at least k+ 1 zeros in X ′. Otherwise, a zero bit separating two instances of progressions is replaced
by one bit. Thus, there cannot be more than k different instances of progressions in X ′ and therefore, T ′ cannot have k + 1
nodes, which is a contradiction. 
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4.3. The complexity of APT construction
We can now refer to the complexity of the APT construction algorithm. The time complexity guarantee is given by
Lemma 12. The space complexity guarantee is given by Lemma 13.
Lemma 12. The time complexity of the APT construction algorithm described in Fig. 2 is O(n7/4 log2 n).
Proof. The most time consuming steps of the while loop in line 1 are lines 7–9, which clearly take time no more than linear
in the size of the list L. Note that the recursive call for the APT algorithm in line 15 is done on the sub-lists Cd,ℓ. Since the
union of the all sub-lists of L is L and the sub-list are disjoint, all the recursive calls can be treated as if their total input size
is at most n, which is the upper bound on the size of the initial L. Thus, the total time for one iteration of the while loop in
each level of the APT construction is O(n). The number of iterations of the while loop is bounded by the total number of new
discovered differences that can be. By Corollary 3 this number is O(n3/4 log n). Therefore, the total work done in each level
of the APT is O(n7/4 log n). Since, by Lemma 6, the total number of levels is O(log n), the lemma then follows. 
Lemma 13. The space complexity of the APT construction algorithm described in Fig. 2 is O(n log n).
Proof. Since in each level of the APT the total size of all the lists is no more than the size of the initial L, which is O(n), and
there are never more nodes than the one bits the nodes describe, the total space needed for each level is O(n). By Lemma 6,
the total number of APT levels is O(log n). The lemma follows. 
4.4. APT quasi-distinctness
The parsing definition. The first step is to show how the APT defines a parsing of the original string. Note that each APT leaf
provides a starting index of an arithmetic progression (possibly recursive) in the original string. We call this index a start
point. The sorted list of start point indices naturally define the following parsing: The first phrase starts at the beginning of
the string, and each phrase starts with the next start point and ends with the last bit before the following start point. If there
are zeros after the rightmost bit, they define the last phrase. We call this parsing the APT parsing.
Bounding repetitions in the APT parsing.We do not have a combinatorial proof that the APT parsing is indeed a quasi-distinct
parsing. Nevertheless, an empirical evidence for that is presented.
Testing the APT parsing quasi-distinctness. The tests were done on three data types:
1. A string generated by a pre-specified recursion relation. This type of string represents the case of highly compressible
strings (at least in the Kolmogorov–Chaitin sense). The specific sequence was chosen to be the Thue–Morse sequence,
defined as follows: x0 = 0, xn+1 = xn(xn)c , where the c operator is the binary complement. For example, the first bits of
this sequence are: 0010110011010010110100110010110 . . ..
2. A string generated by srand() function in C++-shell, which gets as an input the system time, (unsigned) time(0). This
string represents a data built sequentially at random.
3. A string representing common texts. For this type the file enwiki8, which is the first 108 pages of Wikipedia, was taken.
This file was downloaded from [1]. Since the current version of the APT algorithm is built for binary strings the binary
representation of this text is considered.
We run the APT algorithm for each of these strings for sizes 1000,000 bits up to 205,000,000 bits by jumps of 1000,000 bits.
In each run the number of repetitions in the APT parsing were counted. The results are presented in Table 1 and Fig. 4.
Table 1 shows that the APT size (in nodes not in bits) is negligible compared to the input size n and also shows the
relation between internal nodes and leaves in the APT. Fig. 4 clearly shows that the number of repetitions in all these tests
is o(n/ log n). Note that the gray line in Fig. 2(a) and the black line in Fig. 2(b) look very straight due to the large scaling of
the graph that does not capture small variations. These variations are reflected in Table 1. Also, the reason that the gray line
in Fig. 2(b) is not non-decreasing and contains drops and jumps is related to the fact that the definition of the Thue–Morse
sequence gives sequences of length which are a power of 2, but the sizes we were working on in the tests were not. This fact
caused the number of repetitions to drop when a whole sequence copy was available in the taken part of the Thue–Morse
file. Since the sequence is defined recursively this drop trend is repeated recursively in all scales in the Thue–Morse graph,
i.e. it repeats itself recursively also in the graph.
APT parsing quasi-distinctness is, therefore, referred to as the following hypothesis.
The APT parsing quasi-distinctness hypothesis. The number of repetitions of phrases in the APT parsing is o(n/ log n).
4.5. A bound on the number of APT nodes
Note that the APT parsing does not refer to APT internal nodes. We use the analysis of the APT structure to get bounds
on the total number of APT nodes.
Lemma 14. Let c(n) be the number of APT leaves for a string X. Under the APT parsing quasi-distinctness hypothesis, the number
of APT internal nodes is at most d · c(n)+ o(n/ log n), where d > 0 is a constant.
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Table 1
The APT size for different data types. All numbers were multiplied by 10−6 .
Input
size
enwiki8:
inter.
nodes
enwiki8:
leaves
enwiki8:
repet.
Thue–
Morse:
inter. nodes
Thue–
Morse:
leaves
Thue–
Morse:
repet.
Random:
inter.
nodes
Random:
leaves
Random:
repet.
1 0.01 0.04 0.02 1.695E-3 1.691E-3 1.636E-3 8.235E-3 8.157E-3 2.903E-3
20 0.09 0.68 0.44 9.851E-3 9.827E-3 9.745E-3 8.235E-3 8.151E-3 2.900E-3
40 0.16 1.32 0.88 13.195E-3 17.468E-3 17.376E-3 8.235E-3 8.145E-3 2.906E-3
60 0.23 1.93 1.31 19.250E-3 20.953E-3 20.863E-3 8.235E-3 8.128E-3 2.891E-3
80 0.26 2.23 1.53 22.140E-3 22.060E-3 21.971E-3 8.235E-3 8.174E-3 2.911E-3
100 0.36 3.13 2.17 22.140E-3 29.950E-3 29.850E-3 8.235E-3 8.064E-3 2.890E-3
120 0.42 3.71 2.60 23.732E-3 33.037E-3 32.944E-3 8.235E-3 8.179E-3 2.909E-3
140 0.48 4.30 3.03 24.131E-3 37.095E-3 36.999E-3 8.235E-3 8.113E-3 2.910E-3
160 0.54 4.88 3.45 29.641E-3 39.249E-3 39.152E-3 8.235E-3 8.173E-3 2.900E-3
180 0.60 5.45 3.87 32.426E-3 43.609E-3 43.506E-3 8.235E-3 8.143E-3 2.907E-3
200 0.66 6.03 4.30 41.218E-3 37.356E-3 37.254E-3 8.235E-3 8.072E-3 2.889E-3
a b
Fig. 4. (a) The number of repetitions of phrases in APT parsing of enwiki8 compared to n/ log n. (b) The number of repetitions of phrases in APT parsing of
the Thue–Morse sequence and the random sequence.
Proof. Given a fixed number of leaves, the number of branching internal nodes in a tree is maximized in a binary tree. Also,
in a binary tree it is known that the number of B nodes is at most 2c(n)− 1, where c(n) is the number of leaves. Therefore,
by Lemma 10 the number of NBH nodes is at most 2c(n). We now show that all other NB nodes are o(n/ log n) if the
quasi-distinct property (q.d.p. for short) holds on the APT parsing. If q.d.p. holds then by the APT parsing definition and
Corollary 1, we have c(n) = O(n/ log n). Therefore, the number of NBH nodes is also O(n/ log n). Assume to the contrary
that there are also Ω(d(n) · n/ log n) NB nodes, where d(n) is any function of n growing to infinity. The NB nodes must all
be on paths of NB nodes starting with NBH nodes. Therefore, the number of such paths is bounded by the number of NBH
nodes, which is O(n/ log n). Thus, the average path length is Ω(d(n)). Since the number of ones reduces by at least half in
each level of the APT, a path of lengthΩ(d(n)) indicates that X has at least 2d(n) one bits. Therefore, the total number of one
bits in X isΩ(n/ log n · 2d(n)). However, since the APT has in this caseΩ(d(n) · n/ log n) nodes, by Lemma 11, X has at least
d(n) · n/ log n zeros. We get: 2d(n) · n/ log n+ d(n) · n/ log n = n, which has no solution for d(n), a contradiction. 
4.6. The APT code length
We now deal with the representation of the information in the APT. First, note that the tree hierarchy can be stored
efficiently with only 2 bits per tree node by using the parenthesis notation [6]. Thus, we can compute the length of the
representation of the information within the APT nodes and then add 2 bits per node for the tree hierarchy. The information
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in the APT nodes is: two values for an internal node (the difference and length), and one value for a leaf node (the starting
index of a progression).
We now explain how to use a ‘‘reference’’ (but not exactly a ‘‘self-reference’’) method to represent these values. Let
Y ∈ {0, 1}n be a string with all zeros except the indices with values that appear in the nodes of the APT of the original string
X ∈ {0, 1}n. We call Y the APT reference string of X . By Lemma 14 if c(n) is the number of leaves in the APT of X , then Y
contains O(c(n)) one bits. Now, each value in an APT node can be represented as a reference to the sequential order of the
appropriate one bit in Y , i.e., the first one bit, the second one bit, etc. To represent these reference values only log c(n)+ α
bits are needed, where α is a constant. The key property is the following:
Lemma 15. Let {Xi}∞−∞ be a stationary ergodic stochastic process. Let X be the string X1, X2, . . . , Xn. Then, H(Y ) ≤ H(X), where
Y is the APT reference string of X.
Proof. We use the chain rule for the mutual information H(X, Y ). By the chain rule: H(X, Y ) = H(X) + H(Y |X) and
H(X, Y ) = H(Y ) + H(X |Y ). Thus, H(Y ) ≤ H(Y ) + H(X |Y ) = H(X, Y ) = H(X) + H(Y |X) = H(X), since Y is completely
determined when X is given, therefore, H(Y |X) = 0. 
We can now prove that APT coding is an almost asymptotically optimal compression scheme.
Theorem 4. If the APT parsing quasi-distinctness hypothesis holds then APT coding is asymptotically optimal up to a constant
factor.
Proof. Let {Xi}∞−∞ be a stationary ergodic stochastic process. Let X be the string X1, X2, . . . , Xn. Let l(X1, X2, . . . , Xn) be
the APT code length. Let c(n) denote the number of phrases in the APT parsing of X . Then, by the discussion above,
l(X1, X2, . . . , Xn) = βc(n)(log c(n) + α) + l′(Y1, Y2, . . . , Yn), where α, β are constants and Y = Y1, Y2, . . . , Yn is the APT
reference string. If the APT q.d.p. hypothesis holds then by Theorem3,we have lim sup 1n c(n)(log c(n)+α) ≤ H(χ). By using
any asymptotically optimal compression method (such as LZ78) to represent Y , we get: lim sup 1n l
′(Y1, Y2, . . . , Yn) ≤ H(Y)
(where, H(Y) is the entropy rate of Y ), which by Lemma 15 is at most H(χ). The theorem then follows. 
4.7. Preliminary experimental tests of the APT-code as a compression scheme
In order to perform preliminary experimental tests of the APT-code as a compression scheme, an APT-compressor
prototype was built. This prototype was then tested on the three data sets that were described in Section 4.4: the
Thue–Morse sequence, the random sequence and the enwiki8 file. The tests were done on a PC with an Intel Core 2 Duo
2.33 GHz processor and 2.00 GB RAM under windows XP Professional Service Pack 2 Version 2002.
The tested program. The APT prototype was written in C++ in the development environment MVC++ 6. The prototype
includes the following:
– An encoder which gets the binary input string and converts it to its APT-code. The encoder consists of the following two
basic steps:
1. APT construction step. In this step the APT is built using an iterative version of the algorithm described in Fig. 2.
2. APT-code generation step. In this step a binary string representing the APT is constructed and given as the APT-code
output.
– A decoder which gets an APT-code and converts it to the binary string it represents. The decoder consists of the following
two basic steps:
1. APT construction step. In this step the APT is recovered from the given binary APT-code.
2. String generation step. In this step the original binary input string (i.e., the string initially given as input to the
encoder) is recovered from the APT and given as the output of the decoder.
The decoder was used in order to test the correctness of the implementation. Since the APT decoder indeed returned strings
that were identical to the initial input strings for the APT decoder, the implementation was considered as reliable.
The results. The encoder was applied to each of the data files: the Thue–Morse sequence, the random sequence and the
enwiki8 file, and the compression ratio was calculated and compared to the compression ratio of the WinZip (version 14.0)
program. The results are given in Table 2.
The results given in Table 2 demonstrate that APT-code can indeed compress strings. These results support the theoretical
analysis given in the paper by showing that the compression ratio of this APT-code prototype iswithin a constant factor from
theWinZip program compression ratio, which is based on the LZ-code that is proven to be an optimal compression scheme.
As expected, the WinZip program outperforms the APT-code. This is expected because the LZ-code, on which the WinZip
program is based, is proven to be optimal while no such proof is known for the APT-code. It should also be mentioned that,
we compared a first prototype programmed by an unexperienced student against the WinZip program made by specialists
in programming compression tools.
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Table 2
The APT-code prototype compression ratio for different data types compared to WinZip.
Input file Compression ratio of APT-code prototype Compression ratio of WinZip APT/WinZip ratio
Random 0.472075 0.14 3.372
enwiki8 0.342 0.05 6.84
Thue–Morse 0.022237 0.004 5.559
Nevertheless, we believe that better results can be achieved for the APT-code. For example, in the enwiki8 data file,
for which the APT to WinZip ratio was the worst (6.84), the APT-code results can be improved by combining the use of
Huffman coding instead of the naive translation from general alphabet string to binary string. Such a combination with
Huffman coding exists in the state of the art programs that use LZ-code. However, this feature does not exist in the tested
prototype. Also, the buffer size affects the compression ratio, i.e., the use of buffer of bigger size may significantly improve
the compression ratio, however, in our tested prototype the buffer sizewas not optimized due to the project time limitations.
5. Conclusions
In this paper, two conditions together are proven to be sufficient for a code to define an optimal compression:
– Having a vocabulary produced by a quasi-distinct parsing method.
– The total length of the coded phrases in the vocabulary is bounded by c(n)(log c(n) + α), where c(n) is the number of
phrases produced by the parsing and α is any positive constant.
These conditions are more general than the conditions met by the Ziv–Lempel code.
The strength of this generalization is demonstrated by analyzing the new APT coding method. We show that this
generalization is capable of handling even the APT code that is very different from the LZ-scheme. Indeed, we ‘lost’ constants
in this analysis, and were only able to prove asymptotical optimality up to a constant factor (if APT quasi-distinctness
hypothesis holds), which is a weaker notion of optimality. Nevertheless, this analysis demonstrates the flexibility that our
generalization gives to the analysis of compression schemes. It also contributes to understanding the APT coding, giving
a first theoretical explanation for its promising behavior in the preliminary tests of its vocabulary size. The preliminary
experimental tests performed on an APT-code prototype support our theoretical analysis. Still, it is not clear whether
APT-code can be useful for compression. A challenge is, therefore, to design an improved APT compressor and test its
practical performance against existing schemes for various data types, especially, data types for which the current state
of the art compression tools are not satisfying.
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