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Abstract
The complete classification of the nilpotent orbits of SO(2, 2)2 in the representation (2,2,2,2),
achieved in [14], is applied to the study of multi-center, asymptotically flat, extremal black hole
solutions to the STU model. These real orbits provide an intrinsic characterization of regular
single-center solutions, which is invariant with respect to the action of the global symmetry group
SO(4, 4), underlying the stationary solutions of the model, and provide stringent regularity con-
straints on multi-centered solutions. The known almost-BPS and composite non-BPS solutions are
revisited in this setting. We systematically provide, for the relevant SO(2, 2)2-nilpotent orbits of
the global Noether charge matrix, regular representatives thereof. This analysis unveils a compo-
sition law of the orbits according to which those containing regular multi-centered solutions can
be obtained as combinations of specific single-center orbits defining the constituent black holes.
Some of the SO(2, 2)2-orbits of the total Noether charge matrix are characterized as “intrinsically
singular” in that they cannot contain any regular solution.
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1 Introduction
One of the most interesting aspects of (ungauged) extended supergravities is the global symmetry
of their field equations and Bianchi identities which was conjectured to encode all the known
string/M-theory dualities. In four dimensions the on-shell global symmetry group G4 (which is a
non-compact Lie group at the classical level) acts on the scalar fields as the isometry group of the
scalar manifold, and on the vector fields strengths FΛµν and their magnetic dualsGΛµν as symplectic
electric-magnetic duality transformations [1]. In [2] it was found that a subset of all solutions to
the four-dimensional theory, the stationary, (locally) asymptotically flat ones [3], actually feature a
larger symmetry groupGwhich is not manifest inD = 4, but rather in an effective Euclidean three-
dimensional description which is formally obtained by compactifying the four-dimensional model
along the time direction and dualizing the vector fields into scalars. Stationary four-dimensional,
asymptotically-flat black hole solutions can be conveniently arranged in orbits with respect to this
larger symmetry group G (to be dubbed duality group in the following) whose action has proven
to be a valuable tool for their classification [4, 5, 6, 7, 8, 9, 10, 11, 12, 15, 18, 34, 36] and for
the definition of a solution-generating technique [4] to construct new solutions from known ones
[19, 21, 22, 23, 24]. More recently, it has found an application in the context of subtracted geometry
[19, 25, 26, 27].
In the effective D = 3 description, stationary, (locally) asymptotically flat four-dimensional black
holes are solutions to an Euclidean non-linear sigma-model coupled to gravity, the target space
being a pseudo-Riemannian manifold M of which G is the isometry group. Such solutions are
described by a set of scalar fields φI(xi) parametrizing M , functions of the three spatial coor-
dinates xi, i = 1, 2, 3 (in the axisymmetric solutions the dependence is restricted to the polar
coordinates r, θ only). The asymptotic data defining the solution comprise the value φ0 ≡ (φI0) of
the scalar fields at radial infinity and the Noether charge matrix Q associated with the global sym-
metry group the sigma-model which has value in the Lie algebra g of G. If M is homogeneous,
we can always fix G by mapping the point at infinity φ0 into the origin O, where the invariance
under the isotropy group H∗ is manifest. We shall restrict ourselves only to models in which M
is homogeneous symmetric of the form M = G/H∗. The solutions are therefore characterized,
though in general not completely, by the properties of the Noether charge matrix Q, seen as an
element of the tangent space to the manifold in O, with respect to the action of H∗. In other words
they can be grouped in H∗-orbits of Q. This intrinsic geometric feature completely determines the
physical properties of single-center solutions, while this is not the case for multi-centered solutions
[15, 20, 46, 47, 48, 49], whose features crucially depend on their internal structure. Nevertheless
we shall find that there exist H∗-orbits of Q which do not contain single or multi-centered solu-
tion. Relating the properties of multi-centered solutions to the H∗-orbits of Q and of the Noether
charges of its constituents is the main object of the present paper. As far as axisymmetric single
and multi-centered solutions are concerned, their rotation is encoded in another g-valued matrix
Qψ, first introduced in [21, 28], which contains the angular momentum of the solution as a charac-
teristic component and vanishes in the static limit. Once we fix φ0 ≡ O, both Q and Qψ transform
in H∗-representations, that is the action of G on the whole solution amounts to the adjoint action
of H∗ on Q and Qψ.
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Non-extremal (or extremal over-rotating) single-center solutions are characterized by matrices Q
and Qψ belonging to the same regular H∗-orbit which contains the Kerr (or the extremal-Kerr)
solution.
In the so-called (ungauged) STU model, which is an N = 2 supergravity coupled to three vector
multiplets, the most general representative of the Kerr-orbit was derived in [23, 24], and features
all the duality-invariant properties of the most general solution to the maximal (ungauged) super-
gravity of which the STU model is a consistent truncation. On the other hand extremal static and
under-rotating solutions [31, 32, 33] feature nilpotent Q and Qψ belonging to different orbits of
H∗ [21, 28].
The problem of classifying these solutions is therefore intimately related to the general (still open)
mathematical problem of classifying the nilpotent orbits in a given representation ρ of a real non-
compact, semisimple Lie group. In our case the representation ρ is defined by the adjoint action
of H∗ on the coset space K∗ (isomorphic to the tangent space to the manifold) which Q and Qψ
belong to once we fix φ0 ≡ O.
Stationary extremal solutions have been studied in [10, 15] in terms of the nilpotent orbits of the
complexification H∗C of H∗, which are known from the mathematical literature.1 These orbits are
however large enough as to contain regular as well as singular solutions. Even fixing the G4-orbit
of the symplectic vector of quantized electric-magnetic charges Γ = (p, q) and the H∗C-orbit of
Q, as we shall show, is not enough to single out a certain class regular single-center solutions. H∗-
orbits of Q, on the other hand, provides an intrinsic characterization of all regular single-center
solutions and thus provide stringent necessary conditions for the regularity of multi-center ones.
A classification of real nilpotent orbits has been performed in specific N = 2 ungauged models
[34, 35, 36], in connection to the study of their extremal four-dimensional solutions. There it is
shown that, at least for single-center black holes, there is a one-to-one correspondence between the
regularity of the solutions2 (as well as their supersymmetry) and certain real nilpotent orbits. This
allows to check the regularity of the single-center solution by simply inspecting the correspond-
ing H∗-orbit. The classification procedure adopted in [34, 35, 36] is a direct one which combines
the method of standard triples [37] with new techniques based on the Weyl group: After a gen-
eral group theoretical analysis of the model this approach allows a systematic construction of the
various nilpotent orbits by solving suitable matrix equations in nilpotent generators e. Solutions
to these equations belong to a same orbit of H∗C but to different orbits of H∗ and the final part
of the analysis is to group them under the action of H∗. Solutions which are not connected by
the action of H∗ are then found to be distinguished by certain H∗-invariants, which comprise the
signatures of suitable H∗-covariant symmetric tensors (tensor classifiers). In [14] a more formal,
general classification technique, based on the notion of carrier algebras,3 was developed and ap-
1See [29, 30] for recent applications of this classification to the study of supersymmetric string solutions.
2 Here, somewhat improperly, we use the term regular also for small black holes, namely solutions with vanishing
horizon area. These are limiting cases of regular solutions with finite horizon-area (large black holes).
3The general classification methods presented in [14] are alternative to the one developed in [56], whose practical
implementation is more problematic.
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plied, as an example, to the STU model which, in spite of its intrinsic simplicity, has played a
special role in the black hole literature as a common universal truncation of a broad class of four-
dimensional supergravities. These include all the extended (i.e. N ≥ 2) four-dimensional models
whose scalar manifold is symmetric of the form M4 = G4/H4, and the isometry group G4 ⊂ G,
which defines the global symmetry (or D = 4 dimension duality) of the four-dimensional theory,
is a non-degenerate group of type-E7 [38].4 Those models typically have a D = 5 uplift and in-
clude the maximal and half-maximal supergravities (N = 8, 4), the so-called “magical” N = 2
supergravities and the infinite series of models with special Ka¨hler manifold SL(2,R)
SO(2)
× SO(2,n)
SO(2)×SO(n) .
At least as far as the single-center solutions are concerned, the G-orbits of regular black holes in
all these models have a representative in the STU truncation.
The STU model, as mentioned earlier, describes N = 2 supergravity coupled to three vector
multiplets, whose three complex scalar fields span a manifold of the formM (4)scal = (
SL(2,R)
SO(2)
)3. Upon
time-like dimensional reduction and dualization of vector fields into scalars, stationary solutions
to the STU model are effectively described as solutions to a sigma-model with target manifold:
Mscal =
G
H∗
=
SO(4, 4)
SO(2, 2)2
, (1.1)
coupled to gravity. The tangent space at the origin is isomorphic to the coset-space K∗ in the
isometry algebra g = so(4, 4) which in turn supports a representation ρ = (2,2,2,2) of the
isotropy group H∗ = SO(2, 2)2 = (SL(2,R) ×Z2 SL(2,R))2 with respect to its adjoint action.
Extremal solutions to the STU model naturally fall within nilpotent orbits of ρ with respect to H∗,
whose complete classification was achieved in [14].5 Viewing the (2,2,2,2) as a representation of
the complexification H∗C of H∗, the elements of its space K∗C are in one-to-one correspondence
with states of a 4-qubit system. In fact different orbits of regular extremal black holes were put in
correspondence with states with different degree of entanglement [7, 39] (see [40] for an updated
review on the subject). For the complete classification of the nilpotentH∗C-orbits in the (2,2,2,2)
see [10, 41] and [52].
With respect to the group H∗, we have found in [14] a total of 101 nilpotent real orbits in the
(2,2,2,2). 6Almost all of them can be obtained by acting on representatives of the complex or-
bits by means of outer-automorphisms of the isotropy algebra H∗. Indeed real forms of semisimple
Lie algebras feature outer-automorphisms which correspond to inner- automorphisms of their com-
plexifications. In the simple example of the Lie algebra sl(2,R) we easily observe that conjugation
4In theN = 2 case, the above condition in referred to the special Ka¨hler manifold spanned by the scalar fields in the
vector multiplets, since those in the hypermultiplets are not relevant to the black hole solutions under consideration.
Moreover by specializing to the non-degenerate case (see the second of references [38]), we are excluding those
models with G4 = U(p, q) and vector field-strengths together with their magnetic duals transforming in the p+ q +
p+ q, like the minimal coupling N = 2 models with G4 = U(1, q) or the N = 3 supergravity with G4 = U(3, q).
5Here we use a notation which is different from that of [14]: H∗ corresponds to G0 in [14], H∗C to Gc0 in the
same reference, H∗ to g0, H∗C to gc0. the coset space here is denoted by K
∗ while it is denoted by g1 in [14]. Similarly
its complexification K∗C is denoted by gC1 in the same reference. The maximal compact subalgebra of g and its
complement space of non-compact generators are denoted here by H and K and in [14] by t and p, respectively.
6The number of orbits with respect to SL(2,R)4, locally isomorphic to H∗, are 145.
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by the matrix S = i diag(1,−1) ∈ SL(2,C) is an automorphism in that it maps the algebra into
itself, and it is outer since its effect cannot be offset by any inner automorphism.7
For the orbits describing single-center solutions we define a frame in which the representative
is “simplest”, namely depends on the least number of independent parameters. This frame is
defined by the so-called generating solution which turns out to provide a convenient description
of the orbits and of the effect of the outer-automorphisms of H∗ on the corresponding black hole
solutions. In particular it makes apparent that this action in general spoils the regularity of the
solution.
In the present work we apply the orbit classification of [14] to a systematic study of the stationary,
asymptotically-flat, single and multi-center black hole solutions of the STU model, completing
the analysis of [10, 15]. In particular we give an intrinsic, algebraic characterization in terms of
H∗-orbits, of the regular single-center solutions. This provides a necessary, stringent condition for
the regularity of the multi-centered solutions: Each center of a regular multi-centered solution
must be itself a regular black hole, and thus its Noether charge should fall in the corresponding
subset of real H∗-orbits.8 We also give, for a representative selection of H∗-orbits of the total
Noether charge Q, one or more examples of solutions (restricting to one or two-centers). These
satisfy a system of solvable field equations associated with each H∗C-orbit and derived, following
[15], using a corresponding characteristic nilpotent algebra.
Let us summarize the main points of our analysis:
• General classification of the H∗-orbits. The H∗-orbits of the solutions are conveniently
classified by arranging them within larger orbits in a filtration structure starting from the
largest. These are the nilpotent orbits in the complex algebra gC ≡ g + i g, with respect
to the adjoint action of the complexification GC (i.e. the Lie group generated by gC) of
G, and are characterized by the GC-invariant α-labels. In the STU model there are eleven
α-labels (α(`), ` = 1, . . . , 11). The orbits of the single center solutions lie within the GC-
orbits defined by α(1), . . . , α(6), the last one, in particular contains the orbits of the black
hole solutions with finite horizon area (large black holes). These split into BPS, non-BPS
with I4(Γ) > 0 and non-BPS with I4(Γ) < 0, where I4(Γ) is the quartic invariant of the
duality group G4 written in terms of the quantized charges Γ = (pΛ, qΛ). The small black
holes [42] are contained in the α(1), . . . , α(5) orbits. The only regular solutions described by
the orbits α(7), . . . , α(11) are multi-center non-BPS: α(11) describes the (multi-center) almost-
BPS solutions of [46, 47], while α(10) the (multi-center) composite non-BPS solutions first
studied by [15]. Each GC-orbit further split into real orbits in g with respect to the action
of G. By the Kostant-Sechiguchi bijection, these orbits are completely classified in terms of
7 In extended supergravity theories outer-automorphisms of the four-dimensional duality group G4 are related to
parity transformations [43, 45].
8 We shall make this statement more precise by defining an intrinsic H∗-orbit for each center, since, strictly
speaking, the Noether charges of each constituent black hole do not belong to H∗-orbits. This is done by associating
with each center an intrinsic Noether charge matrix referred to the non-interacting configuration where the distances
between the centers are sent to infinity.
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the so-called β-labels and are in one to one correspondence with the nilpotent orbits of H∗C
in the complexification K∗C ≡ K∗ + iK∗ of K∗, in turn described by the γ-labels. The sets
of all possible γ and β-labels coincide. For each α-label, a nilpotent generator e in the coset
space K∗ can be simultaneously characterized as being in a certainG-orbit within g (β-label)
and in a certain H∗C-orbit in K∗C (γ-label). This however does not completely characterize
the H∗-orbit: Orbits in K∗ with given γ and β-labels may further split into sub-orbits with
respect to the action of H∗. When this happens, we describe this fine-structure using further
labels δ(1), δ(2), . . . ;
• Regular black holes and H∗-orbits. We pinpoint within these large complex orbits the H∗-
ones containing regular solutions and write representatives of these as single center solutions
or combinations thereof. As far as single-center solutions are concerned, since they are
completely defined by the point on the scalar manifold at infinity (which we fix to coincide
with the origin) and the Noether charge, the H∗-orbit of the latter only contains solutions
connected by the global symmetry group G and thus its representatives are either all regular
or all singular. With an abuse of terminology, we shall dub the former as as “regular” orbits,
and the latter as “singular” ones. Regular single-center black holes belong to the orbits with
α-label α(`) between α(1) and α(6) and coinciding β and γ labels: β(`;k) = γ(`;k). This
is enough to completely fix the real orbit except for the β(6;5) = γ(6;5) one, for which a
further label (δ(1)) should be specified. This is the orbit of regular, static, single-center black
holes with I4 < 0. As a consequence of this, for the given γ-label γ(6;5) and charge vector
Γ in the G4-orbit characterized by I4(Γ) < 0, which fixes the β-label to β(6;5), there are
different inequivalent H∗-orbits, distinguished by δ(1), . . . , δ(4),9 only one of which (labeled
by δ(1)) describes regular solutions. An analogous situation occurs in the N = 2 model
with G = F4(4) considered in [36]. In [16] a detailed analysis is made of the composite
non-BPS solutions and a characterization of the regularity of each center (in the G4-orbit
I4 < 0) is given as the requirement that a given charge-dependent, Jordan-algebra valued
matrix be positive definite. This condition on the solution precisely singles out the real
orbit γ(6;5), β(6;5), δ(1). We emphasize however that the formulation in terms of H∗-orbits
represents an alternative, G-invariant characterization of the regularity of the single-center
solutions.
As for the orbits with α-label α(7), . . . , α(11), some of them will be characterized as intrin-
sically “singular” since they do not contain any regular composite solution.10 Aside from
the “singular” ones, these H∗-orbits may describe regular as well as singular solutions. This
is the case since regular solutions in these orbits can only be multi-center, which are no
longer completely described by the overall Noether charge matrix, but also by the Noether
charge matrices of each center. For a representative selection of these orbits we give one
or more examples of axisymmetric 2-center systems. Being axisymmetric, each center de-
scribes a rotating solution whose angular momentum is parallel (or anti-parallel) to the axis
connecting the two;
9In fact, modulo the triality symmetry of the STU model, there are only two distinct orbits.
10To prove this we shall show that these orbits cannot be reached by combining any two orbits describing regular
single-center solutions.
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• Regular representatives in H∗-orbits. Our intrinsic algebraic characterization of the regu-
lar single-center solutions, allows to define a composition-law mapping couples of regular-
single-center orbits into double-center ones. The main results are summarized in Appendix
C.2. In particular we find that regular 2-center composite non-BPS solutions can be ob-
tained as combinations of two regular non-BPS black holes with I4 < 0, consistently with
the analysis of [15], while regular 2-center almost-BPS solutions can be obtained combining
one non-BPS center with I4 < 0 and a BPS or non-BPS center with I4 > 0. Combin-
ing a non-BPS black hole with I4 < 0 with regular but small black holes we end up in
the orbits orbits α(7), α(8), α(9), which are related by the STU triality symmetry. These can
be obtained as limits of almost-BPS solutions in α(11) and composite non-BPS solutions in
α(10) by setting to zero some of the charges associated with one of the centers which thus
becomes small, belonging to one of the real orbits with α-label α(1), . . . , α(5). We give, for
the first time, the sets of equations governing the extremal solutions in these three orbits and
solve them. In general, for a representative sample of the “non-singular” H∗-orbits, we pro-
vide regular double-center solutions, proving their regularity property. There are orbits with
α-label between α(7) and α(11) which are never obtained combining representatives of the
regular-single-center orbits. These are the intrinsically “singular” orbits mentioned above;
• Regularity conditions for multi-centered solutions from H∗-orbits. For the sake of com-
pleteness, we also review the set of equations governing the composite non-BPS, discussed
in [15] (associated with the orbit α(10)) and the almost -BPS, discussed in [46, 47, 48, 49] (as-
sociated with the orbit α(11)). The condition that these solutions be combinations of single-
center ones in the H∗-orbits of the regular black holes provides a regularity constraint which
is more stringent than the simple requirement that the solution be asymptotically well be-
haved, i.e. exhibit regular behavior near the centers and at spatial infinity. In particular we
show that, solutions corresponding to the “singular” I4(Γ) < 0 single-center orbits, in spite
of exhibiting regularity of the metric near the centers and at infinity, feature singularities at
finite distance;
• Minimum value of the distance between the centers. For each representative double-
center solution, provided each center is separately regular, we find that the distance R be-
tween them should have a minimum value depending on the global charges. Below this
value interaction terms, which manifest themselves in the solutions as powers of 1/R, are
large enough as to spoil the regularity of the total background and produce a singularity at
finite r. This is consistent with the known fact that in the limit R → 0, in which the two
centers merge in a single one, there are no regular solutions in the orbits α(7), . . . , α(11).
This condition on R adds to the bubble conditions [15, 20, 47] relating R to the asymptotic
data and which follow from the requirement that each center have vanishing NUT charge
(absence of Misner strings).
• In the following table we present the structure of all real orbits found by our analysis, in
terms of α-β-γ-labels. For each α-label, the substructure encoded in the β-γ-labels is shown.
Regular single-center solutions are described by α-labels up to α(6); Beyond the vertical line,
the regular solutions only have a multi-center description and are the main topic of this paper.
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Figure 1: Schematic representations of the nilpotent orbits of H∗ = SO(2, 2)2 on the coset space K∗ of
SO(4, 4)/SO(2, 2)2. Each square block represents an SO(4, 4)C-nilpotent orbit in its Lie algebra, while
each column is in one-to -one correspondence with SO0(4, 4)-nilpotent orbits in so(4, 4). We use for their
description the notations of [10, 37, 41] (the trivial orbit [18] is omitted). Thick vertical and horizontal lines
separate orbits with distinct β and γ-labels, respectively. The empty slots do not contain regular solutions
and will be referred to as intrinsically singular. The orbit structure with respect to the SL(2,R)4 subgroup
of SO(4, 4) is the same except for a doubling of each cell in the α(7), . . . , α(11) blocks, which yields a total
of 145 orbits [14]. For the α(7), . . . , α(9) blocks, we mention below the fact that they contain, as instances
of regular solutions, combinations of a large and a small black hole.
The paper is organized as follows. In Sec. 2 we review the main facts about the effective D =
3 description of four-dimensional stationary solutions to a four-dimensional supergravity model.
General necessary conditions for the regularity of a multi-center system are stated in terms of H∗-
orbits. In Sec. 3 we focus on the STU model outlining its geometry and defining the corresponding
Euclidean three-dimensional model describing its stationary solutions. In Sect. 4 we address the
issue of nilpotent H∗-orbits in the coset space of the D = 3 scalar manifold and review one of the
two classification methods pursued in [14]. In Subsection 4.1 we give a general overview of the
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real orbits for the STU model reviewing the notion of generating solution for single-center black
holes. We define the orbits characterizing regular single-center solutions and formulate a necessary
regularity condition for multi-center systems. In Subsection 4.2 we address the mathematical
problem of defining combinations of representatives of two regular-single-center orbits yielding
nilpotent elements of the higher-order non-BPS orbits with α-label from α(7) to α(11). The problem
is solved using a computer code and its solution, illustrated in Appendix C.2, on the one hand
defines a composition law of nilpotent orbits and on the other allows to characterize certain orbits
as intrinsically singular since no multi-center solution with Noether charge in these orbits can be
expressed as composite of regular black holes. Finally Sect. 5 is devoted to a case-by-case study
of solutions with Noether charge in a representative set of real orbits with α-label from α(7) to
α(11). We start with writing the characteristic nilpotent algebra of the orbits α(7) − α(9) yielding
a set of graded field equations for the scalar fields of the D = 3 model which are solved in
general. Instances of solutions are then analyzed in some detail for a number of representative
H∗-orbits, discussing their regularity. The same analysis is done for the α(10), α(11)-orbits of the
composite non-BPS and almost-BPS solutions, partly reviewing the work in [15],[47], to which a
detailed case-by-case analysis of the solutions for a representative set of H∗-orbits is added. For
each orbit of the total Noether charge matrix we give a combination of two single-center orbits.
This is consistent with the sum rules given in Appendix C.2. For the intrinsically singular orbits
we also give a combination of single-center orbits, one of which is necessarily associated with
singular solutions, and discuss, in some representative cases, the corresponding two-center system.
Generalizing the results of [15], for each instance of axisymmetric system of two black holes the
angular momentum is given and shown to be always expressed as the sum of the angular momenta
associated with each center plus the contribution from the electromagnetic fields, proportional
to the symplectic product of the electric-magnetic charge vectors of the two black holes. In the
almost-BPS solutions realized as a system of a black hole with I4 < 0 and one with I4 > 0, a new
phenomenon is observed: The interaction between the two centers induces an angular momentum
on the I4 > 0 center which vanishes in the limit in which the two components are sent at infinite
distance. We end with concluding remarks.
2 Effective Description Stationary Solutions
In this section we review the basic facts about the effective three-dimensional description of four-
dimensional stationary solutions, eventually restricting our analysis to axisymmetric field configu-
rations only. We start with a D = 4 extended (i.e. N > 1), ungauged supergravity, whose bosonic
sector consists in ns scalar fields φr(x), nv vector fields AΛµ(x), Λ = 1, . . . , nv, and the graviton
9
gµν(x), which are described by the following Lagrangian 11:
L4 = e
(
R
2
− 1
2
Grs(φ
t) ∂µφ
r ∂µφs +
1
4
IΛΣ(φ
r)FΛµν F
Σµν +
1
8 e
RΛΣ(φ
r) µνρσ FΛµν F
Σ
ρσ
)
,
(2.1)
where e :=
√|det(gµν)|. In symmetric supergravities, as the STU model we shall restrict to, the
scalar fields φs span a homogeneous, symmetric, Riemannian scalar manifold:
M (4)scal =
G4
H4
, (2.2)
where the isometry group G4 is the symmetry group of the whole theory provided its non-linear
action on the scalar fields is combined with a symplectic action, defining a representation R of G,
on the vector field-strengths FΛ = dAΛ and their magnetic duals GΛ.
The space-time metric of a stationary, asymptotically flat solution, in a suitable system of coordi-
nates, has the general form:
ds2 = −e2U (dt+ ω)2 + e−2U gij dxi dxj , (2.3)
where i, j = 1, 2, 3 label the spatial coordinates xi = (r, θ, ϕ), ω = ωi dxi and U, ωi, gij are all
functions of xi.
As mentioned in the introduction, these solutions can be given an effective description in an Eu-
clidean D = 3 model describing gravity coupled to n = 2 +ns + 2nv scalar fields φI(xi) compris-
ing, besides the D = 4 scalars φs, the warp function U and 2nv + 1 scalars ZM = {ZΛ, ZΛ} and
a originating from the time-like dimensional reduction of the D = 4 vectors and the dualization of
the Kaluza-Klein vector ωi into a scalar. The precise relation between the scalars a, ZM and the
four-dimensional fields is [21]:
AM = ZM(dt+ ω) + A˜M , A˜M ≡ A˜Mi dxi , (2.4)
FM =
(
FΛµν
GΛµν
)
dxµ ∧ dxν
2
= dZM ∧ (dt+ ω) + F˜M =
= dZM ∧ (dt+ ω) + e−2UCMNM(4)NP ∗3dZP , (2.5)
da = −e4U ∗3dω −ZTCdZ , (2.6)
where ∗3 is the Hodge duality operation in the D = 3 Euclidean space,M(4) the symmetric, sym-
plectic matrix characterizing the symplectic structure over M (4)scal (see Appendix 3 for an explicit
construction). In the above formulae we have used for the vector fields a symplectic-covariant
notation in which ZM are the time-components of the electric-magnetic vector potentials and A˜Mi
the resulting D = 3 vector fields. The field strengths of the latter are defined as follows:
F˜M ≡ dA˜M + ZM dω . (2.7)
11Here we adopt the notations and conventions of [21, 28] (in particular we use the “mostly plus” convention and
8piG = c = ~ = 1).
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In order to evaluate the D = 4 vector fields from the D = 3 solution, one first computes ω
integrating (2.6) and then derives A˜M integrating the following equation
∗3 dA˜M = −ZM ∗3 dω + e−2UCMNM(4)NP dZP , (2.8)
which directly follows from (2.5).
The effective D = 3 Lagrangian describes a sigma-model coupled to gravity and reads:
1
e(3)
L3 = 1
2
R− 1
2
GIJ(φ)∂iφ
I∂iφJ =
=
1
2
R− [∂iU∂iU + 1
2
Grs ∂iφ
r ∂iφs +
1
2
e−2U ∂iZTM(4) ∂iZ+
+
1
4
e−4U (∂ia+ ZTC∂iZ)(∂ia+ ZTC∂iZ)] , (2.9)
where e(3) ≡√det(gij) and C is the symplectic-invariant, antisymmetric matrix. The scalar fields
span a homogeneous, symmetric, pseudo-Riemannian manifold of the form
Mscal =
G
H∗
, (2.10)
containing M (4)scal as a submanifold. The isometry group G is a semisimple, non-compact Lie
group which defines the global symmetry of the model, while H∗ is a non-compact real form of
the maximal compact subgroup H of G. In particular G contains, as a subgroup, SL(2,R)E ×G4,
SL(2,R)E being the Ehlers group, with respect to which its adjoint representation branches as
follows:
Adj(G) −→ (3,1)⊕ (1,Adj(G4))⊕ (2,R) . (2.11)
The coset geometry is defined by the involutive automorphism σ on the algebra g of G which
leaves the algebra H∗ generating H∗ invariant. All the formulas related to the group G and its
generators are referred to a matrix representation of G (we shall in particular use the fundamental
one). The involution σ in the chosen representation has the general action: σ(M) = −ηM †η, η
being an H∗-invariant metric (η = η†, η2 = 1), and induces the pseudo-Cartan decomposition12
of g of the form:
g = H∗ ⊕ K∗ , (2.13)
where σ(K∗) = −K∗, and the following relations hold
[H∗,H∗] ⊂ H∗, [H∗,K∗] ⊂ K∗, [K∗,K∗] ⊂ H∗. (2.14)
12 This should be contrasted with the Cartan decomposition of the semisimple Lie algebra g into compact and
non-compact generators:
g = H⊕ K . (2.12)
The action of the corresponding involution (called Cartan involution) τ on a matrix X can be defined in a given matrix
representation as: τ(X) = −X†. In (2.12) H is the maximal compact subalgebra of g while K denotes the space of
non-compact generators: τ(H) = H, τ(K) = −K. The algebra H is the compact real form of H∗ and generates the
maximal compact subgroup H of G.
11
The above relations imply that the coset space K∗ supports a representation ρ of H∗, the action of
the elements of H∗ on the generators in K∗ being the adjoint one.
With respect to the involution σ, the vielbein matrix P and connectionW 1-forms on the manifold
are computed, in terms of the coset-representative L(φI) of G/H∗, as the odd and even compo-
nents, respectively, of the left-invariant one-form with respect to σ:
L−1dL = P +W , (2.15)
where P = ηP †η = −σ(P ),W = −ηW†η = σ(W).
The Maurer-Cartan equations imply
DP ≡ dP + P ∧W +W ∧ P = 0 ; R[W ] ≡ dW +W ∧W = −P ∧ P , (2.16)
where D is the H∗-covariant derivative and R[W ] is the curvature 2-form of the scalar manifold
with value in H∗. We can expand P andW in bases {KA} and {JI} of K∗ and H∗, respectively:
P = PAKA, W =WI JI . The metric on the scalar manifold gAB at the origin O is defined as:
gAB ≡ kTr(KAKB) , (2.17)
where k is a representation-dependent constant. The structure constants of the g-algebra only
consist, according to (2.14), of the following non-vanishing components: CIJ K, CIAB, CABI . In
terms of P the metric on the manifold reads:
dS2(3) = GIJ(φ) dφ
I dφJ = PAPB gAB = kTr(P 2) . (2.18)
The scalar field Lagrangian density has therefore the form:
L(s)3 =
e(3)
2
PAi P
iB gAB = e(3)
k
2
Tr(PiP
i) , (2.19)
where Pi ≡ ∂iφI PI is the pull-back of the vielbein matrix on the Euclidean base-space through
φI(xi). From the above Lagrangian we derive the scalar field equations:
D ∗3 PA = 0 ⇔ d ∗3 PA + CIBAW I ∧ ∗3PB = 0 , (2.20)
where we have defined Wi ≡ ∂iφIWI as the pull-back of the connection matrix W on the same
space through φI(xi). The above equations can also be written in the more compact matrix form:
d ∗3 P + [W , ∗3P] = 0 .
We choose the scalar fields φI to be defined by a local solvable parametrization of the coset, and
the coset representative is chosen to be
L(φI) = exp(−aT•) exp(
√
2ZM TM) exp(φr Tr) exp(2UH0) , (2.21)
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where TA = {H0, T•, Ts, TM} generate the solvable Lie group defined by the Iwasawa decompo-
sition of G with respect to its maximal compact subgroup H . The structure of this solvable algebra
is the following:
[H0, TM ] =
1
2
TM ; [H0, T•] = T• ; [TM TN ] = CMN T• ,
[H0, Tr] = [T•, Tr] = 0 ; [Tr, TM ] = TrNM TN ; [Tr, Ts] = −Trss′Ts′ , (2.22)
where Tr ∈ g4 (g4 being the Lie algebra generating G4) are the generators of the solvable Lie al-
gebra defining the parametrization ofM (4)scal, so that the coset representative ofM
(4)
scal is: L4(φ
s) ≡
exp(φr Tr). The quantities TrNM in (2.22) define the matrix form of Tr in the symplectic rep-
resentation R on contravariant vectors dZM . The generators of the Ehlers group SL(2,R)E
are H0, T•, T †• , while {TM , T †M} define the (2,R) representation in (2.11). The representation-
dependent constant in (2.18) is given by: k = 1/(2Tr(H0H0)). In terms of H0 we can also express
the metric η as follows: η ≡ (−1)2H0 .
From this characterization of η it immediately follows that the coset space K∗ contains compact
generators belonging to the dimension-2nv subspace K∗ (R) = K∗ ∩ H (see footnote 6 for the
definition of K, H) generated by the following matrices KM :
K∗ (R) = Span(KM) ; KM =
1
2
(TM + ηT
†
Mη) =
1
2
(TM − T †M) . (2.23)
Similarly the non-compact generators of the algebra H∗ belong to the subspace H∗ (R) = H∗ ∩ K
generated by the following matrices JM :
H∗ (R) = Span(JM) ; JM =
1
2
(TM − ηT †Mη) =
1
2
(TM + T
†
M) . (2.24)
If we denote by Hc the maximal compact subgroup of H∗, generated by Hc = H∗∩H, H∗ (R) is the
coset space of the symmetric Riemannian manifold H∗/Hc. It generates the so-called Harrison
transformations [2], namely H∗-transformations which play a special role in the solution gener-
ating techniques: They are not present among the global symmetries of the D = 4 theory and
have the distinctive property of switching on electric or magnetic charges when acting on neutral
solutions (like the Kerr or Schwarzshild ones). Their generators JM are indeed in one-to-one cor-
respondence with the electric and magnetic charges (ΓM) = (pΛ, qΛ). It was shown in [2] that
the most general Kerr-Newman solution can be obtained by acting on the Kerr one by means of
Harrison transformations.
The group Hc has the general form: Hc = SO(2)E × H4 = SO(2)E × SO(2)3, where SO(2)E
is the maximal compact subgroup of the Ehlers group SL(2,R)E . Both spaces K∗ (R) in K∗ and
H∗ (R) in H∗ support a same linear representation R′ of this compact subgroup. With respect to
H4 = SO(2)
3 alone, R′ is nothing but the symplectic representation R of G4, defining its electric-
magnetic duality action, seen as a representation of the H4-subgroup.13
13Recall that the nilpotent generators TM transform under the adjoint action of G4 in the representation R. There-
fore their compact and non-compact components, in K∗ (R) and H∗ (R), respectively, only transform linearly under the
maximal compact subgroup H4 of G4, the corresponding representation being denoted by R′.
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The Einstein equation for the Euclidean metric gij is readily derived from (2.9) to be:
Rij = kTr(PiPj) . (2.25)
Stationary axisymmetric solutions, taking Z to be the symmetry axis, feature the two Killing vec-
tors ξ = ∂
∂t
and ψ = ∂
∂ϕ
and all fields only depend on r, θ, while ω = ωϕdϕ. The corresponding
solutions of the sigma model are described by n functions φI(r, θ) and characterized by a unique
“initial point” φ0 ≡ (φI0) at radial infinity
φI0 = lim
r→∞
φI(r, θ) , (2.26)
and an “initial velocity” Q, at radial infinity, in the tangent space Tφ0 [Mscal], which is the Noether
charge matrix of the solution. Since the action of G/H∗ on φ0 is transitive, we can always fix
φ0 to coincide with the origin O (defined as the point in which the scalar fields vanish and where
invariance under H∗ is manifest) and then classify the orbits of the solutions under the action of
G (i.e. in maximal sets of solutions connected through the action of G) in terms of the orbits of
the velocity vector Q ∈ TO(Mscal) under the action of H∗. The total Noether charge matrix Q is
computed, for a generic stationary solution, as:
Q =
1
4pi
∫
Σ
∗3J , (2.27)
J = Ji dx
i being the 1-form associated with the Noether current J i = gij Jj and Σ is a 2-cycle
encompassing all the centers of the solution. The explicit form of Ji is given by the standard theory
of sigma models on coset manifolds:14
Ji ≡ 1
2
∂iφ
IM−1∂IM = L−†P†iL† = ∂iφIL−†P †IL† , (2.28)
whereM(φI) = L(φI)ηL(φI)† is an H∗-invariant symmetric matrix built out of the representative
L(φI) at the point φI and η is the H∗-invariant matrix defined earlier. The sigma-model field
equations (2.20) can also be cast in the form:
d (∗3J) = 0 ⇔ ∂i
(
e(3)J i
)
= 0 . (2.29)
Since the generators TM transform under the adjoint action of G4 ⊂ G in the symplectic duality
representation R of the electric-magnetic charges, we shall use for them the following notation:
(TM) = (TqΛ , TpΛ).
As far as axisymmetric solutions are concerned, the Noether matrix Q encodes all the conserved,
global physical quantities, except the total angular momentum Mϕ. In other words it contains no
information about the rotation. In [28] a new matrix Qψ was defined which describes the global
rotation of the axisymmetric solution:
Qψ = − 3
4pi
∫
S∞2
ψ[i Jj] dx
i ∧ dxj = 3
8pi
∫
S∞2
gϕϕ Jθ dθdϕ , (2.30)
14We use the short-hand notation M−† ≡ (M†)−1, M−T ≡ (MT )−1.
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where S∞2 is the 2-sphere at infinity.
The physical quantities globally characterizing the solution are then obtained as components of Q
and Qψ [12, 21, 28]:15
m = kTr(H†0 Q) , nNUT = −kTr(T †• Q) , ΓM =
√
2 kCMN Tr(T †N Q) , Σs = kTr(T
†
s Q)
Mϕ = kTr(T
†
• Qψ) , (2.31)
where the angular momentum Mϕ along Z is normalized so that the leading term of ωϕ at spatial
infinity reads:
ωϕ = · · ·+ 2Mϕ sin
2(θ)
r
. (2.32)
The constant m coincides with the ADM-mass MADM when φ0 ≡ O, while nNUT is the NUT-
charge, Σs the scalar charges and ΓM = (pΛ, qΛ) the electric and magnetic charges:
ΓM =
1
4pi
∫
Σ
FM . (2.33)
Both Q and Qψ are matrices in the Lie algebra g of G. More specifically they both belong to
Tφ0(Mscal). When φ0 = O the two matrices belong to TO(Mscal) which is isomorphic to the coset
space K∗.
Being G the global symmetry group of the effective model, a generic element g of it maps a
solution φI(r, θ) into another solution φ′ I(r, θ) according to the matrix equation:
M(φ′I(xi)) = gM(φI(xi)) g† . (2.34)
From their definitions (2.27), (2.30), and from (2.34), it follows that Q and Qψ transform under
the adjoint action of G as:
∀g ∈ G : Q→ Q′ = (g−1)†Qg† ; Qψ → Q′ψ = (g−1)†Qψ g† . (2.35)
Eq.s (2.31), and the last one in particular, allow to compute the angular momentum of the trans-
formed solution without having to explicitly derive the latter from (2.34) and to compute the cor-
responding Komar integral on it. Static solutions are characterized by the G-invariant condition
Qψ = 0.
A generic stationary solution with asymptotic values φ0 = (φI0) of the scalar fields and Noether
charge Q can be mapped by means of L(φ0)−1 ∈ G/H∗ into a solution with boundary values of
the scalars corresponding to the origin O and Noether charge
QO = L(φ0)†QL(φ0)−† =
1
4pi
∫
S∞2
∗3P ∈ TO[Mscal] ∼ K∗ , (2.36)
15Eq.s (2.31) hold also for generic values of the scalar fields at radial infinity, i.e. for Q, Qψ ∈ Tφ0 [Mscal].
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whereP ≡ ∂iφI PI dxi is the pull-back of the vielbein 1-form P on the solution. The electric and
magnetic charges ΓMO of this solution can be expressed in terms of the central and matter charges
Z(φ0, Γ)
M of the original one, computed at radial infinity. Indeed from (2.31) and the structure of
the solvable algebra it follows that:
ΓMO = (L4(φ
s
0))N
M (ΓN − nNUT ZN0 ) = Z(φs0, Γ)M − nNUT (L4(φ0))NMZN0 . (2.37)
If nNUT = 0, ΓMO coincide with Z(φ
s
0, Γ)
M , which thus represent the components of QO along
the generators TM or, equivalently, along the compact generators KM in K∗ defined in (2.23). The
charges ΓMO therefore naturally transform in the representation R
′ of Hc.
We can then characterize an axisymmetric, single-center solution φI(r, θ) by the set of data [φ0, Q, Qψ]
consisting in the corresponding values φI0 of the scalar fields at radial infinity and the matrices
Q, Qψ ∈ Tφ0 [Mscal].
We say that two single-center solutions [φ(1)0 , Q
(1), Q
(1)
ψ ], [φ
(2)
0 , Q
(2), Q
(2)
ψ ] belong to the same G-
orbit if the matrices Q(i)O , Q
(i)
ψO, i = 1, 2, describing the corresponding solutions with asymptotic
values of the scalars at the origin O:
Q
(i)
O ≡ L(φ(i)0 )†Q(i) L(φ(i)0 )−† ∈ TO[Mscal] ∼ K , (2.38)
Q
(i)
ψO ≡ L(φ(i)0 )†Q(i)ψ L(φ(i)0 )−† ∈ TO[Mscal] ∼ K , (2.39)
belong to the same H∗-orbit:
Q
(1)
O ∈ (H∗)−1Q(2)O H∗ ; Q(1)ψO ∈ (H∗)−1Q(2)ψOH∗ . (2.40)
Stationary axisymmetric black holes can thus be grouped, with respect to the action of G, in orbits
which are in one to one correspondence with the H∗-orbits of the total Noether charge matrices
QO, QψO, referred to the origin, according to Eq. (2.38). This provides a complete classification
of the single-center solutions and allows an intrinsic algebraic characterization of their physical
properties, like regularity, supersymmetry etc..
Multicenter solutions are also characterized by the Noether charge matrices Qk associated with
each center. If Σk denotes the 2-cycle surrounding the kth- center, using the sigma-model field
equations (2.29) it follows that [10, 15]:
Q =
1
4pi
∫
Σ
∗3J =
∑
k
1
4pi
∫
Σk
∗3J =
∑
k
Qk . (2.41)
In terms of Qk the relevant quantities associated with each constituent of the system are computed
using (2.31). Note that, as opposed to the total Noether charge matrix Q which can always be
mapped into an element of K∗ by means of the coset representative computed at spatial infinity
L(φ0), Qk are evaluated by an integration over a 2-cycle Σk along which the scalar fields are
not constant and thus it cannot in general be G-rotated into K∗. This would not be the case if
the other centers were infinitely far away from the kth one, so that Σk can be chosen to be a
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sphere at spatial infinity on which the scalar fields are uniform and Qk can be consistently mapped
into an element in K∗ belonging to some characteristic H∗-orbit. This amounts to associating
with each center an “intrinsic” matrix Q(0)k , and thus an “intrinsic” H
∗-orbit, which encodes its
properties when the center is isolated from the others, namely in the limit of vanishing interactions.
If Rij = |xi−xj| denotes the distance between the ith and the jth center in the solution, located at
xi and xj , respectively, we can thus define:
Q
(0)
k ≡ lim
Rki→∞
Qk ⇔ Qk = Q(0)k +
∑
O
(
1
Rik
)
, (2.42)
where the limit amounts to sending all the centers, different from the kth-one under consideration,
to spatial infinity. The O
(
1
Rik
)
terms represent the effect of the interactions. If the point φ0 on the
moduli space at infinity is chosen to coincide with the origin, then Q(0)k , for any k, belongs to K
∗.
This matrix only serves the purpose of characterizing the “intrinsic” regularity of each center: We
shall say that the kth center of a solution is regular iff the corresponding Q(0)k is associated with
the H∗-orbit of a regular single center solution. If a center is “intrinsically” singular, namely if
Q
(0)
k belongs to an H
∗-orbit corresponding to singular solutions, the corresponding single-center
solution features singularities at finite r which are unlikely to be offset by the interaction terms
in the full multi-centered solution. Therefore we take as necessary condition for regularity that
each center of a solution be “intrinsically” regular [15]. This is not a sufficient condition since,
for instance, if the distance between the centers is small enough, interaction terms may produce
singularities. We shall illustrate this in specific examples.
Extremal solutions. With the exception of the extremal Kerr solution and generalizations thereof,
extremal solutions are characterized by a nilpotent Q [5, 6] and Qψ [21, 28]. In fact the one-forms
P and W take value in a nilpotent subalgebra of g [9, 10, 15]. This implies Tr(PiPj) = 0 and
thus, from (2.25), that Rij = 0, that is gij is the flat metric. Single-center, extremal solutions
feature a characteristic attractor behavior at the horizon [53]. Known examples of multi-center
extremal solutions are the BPS ones [20], almost-BPS [46, 47, 48, 49] and the composite non-BPS
ones [15]. Being Q nilpotent, these extremal solutions fall in nilpotent orbits of QO with respect
to the action of H∗. An intriguing feature of these (composite) black hole solutions is that they
are determined by systems of graded, first-order differential equations which are exactly solvable
in a iterative way [15]. In [15] a classification of the solutions in terms of nilpotent orbits with
respect to the complexification H∗C of H∗ was pursued. Such orbits are uniquely associated with
nilpotent subalgebras n of g, of which Q is an element and which in turn determine the relevant
graded system of first-order equations.
Regularity. In order for a solution to be regular the following conditions should be satisfied:
i) Absence of Dirac-Misner (DM) string singularities.16 The presence of these objects extend-
16 A Dirac-Misner string is a gravitational Dirac string associated with the vector component ω of the four-
17
ing to spatial infinity has to be excluded if we require, as we do here, the solution to be
globally asymptotically flat. This does not exclude strings connecting the centers. However
it is known that the region close to a DM string generically features unwanted closed time-
like curves (CTC). We shall require the absence of any DM string in the four-dimensional
background.17 In an N -center solution this condition amounts to requiring the vanishing of
the NUT-charge for each center or, equivalently, to the condition:
nNUT ≡
N∑
k=1
nNUT, k = 0 , (2.43)
nNUT, k = 0 , k = 1, . . . , N − 1 , (2.44)
(2.45)
where nNUT, k are obtained applying the formulas (2.31) to the Noether charges Qk at each
center. The first implies the absence of a DM string stretching to infinity and is required
by the condition of global asymptotic flatness. The last N − 1 conditions exclude DM
strings connecting the centers. They encode the so-called bubble equations [15, 20, 47] and
constrain the distances between the constituent black holes relating them to the asymptotic
data at spatial infinity;
ii) No curvature singularities. This in particular constrains the warp function e−4U to be ev-
erywhere positive. As pointed out earlier, we do not want to rule out small black holes,
i.e. extremal solutions with vanishing horizon area, or composites thereof. These solutions
feature a curvature singularity at the centers where the small black holes are located. We
therefore require the warp factor e−4U to diverge near the center as 1/Σai , Σ being the dis-
tance from the ith center, with a ≤ 4, a = 4 corresponding to a large black hole solution.
Conditions i) will be imposed directly on Q and Qk, k = 1, . . . , N − 1, see [15] while as we
shall also illustrate in the explicit examples, a strong necessary condition for ii) requires choosing
the “intrinsic” matrices Q(0)k , characterizing each center, in the H
∗-orbits associated with regular
single-center solutions, provided the distances between the centers be not too small. Therefore
this is the point of our analysis where the study of the H∗-orbits enters the game. Alternatively
condition ii) can be imposed directly on the specific solution, whose expression may however be
rather involved. As pointed out in the introduction, requiring regularity in the asymptotic regions
near the centers and at spatial infinity is not enough. We shall indeed illustrate in specific examples
that asymptotically well behaved solutions exist which feature singularities at finite r and CTCs.
Such solutions are obtained by choosing the matrix Q(0)k of some of the centers in a “wrong”
H∗-orbit, though being in the H∗C orbit which contains regular solutions with the same electric-
magnetic charges.
As mentioned in the Introduction, the general problem of classifying H∗-orbits of nilpotent ma-
trices in K∗ was pursued in a number of N = 2 models in [34, 35, 36] using a somewhat direct
dimensional metric.
17See [50] for arguments in favor of relaxing this condition.
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computational method. This approach was put on formal mathematical grounds in [14] and applied
to the STU model. It will be reviewed in Sect. 4. Let us now focus on the specific model under
consideration.
3 The STU Model and the D = 3 Effective Description
The STU model is anN = 2 supergravity coupled to three vector multiplets (ns = 6, nv = 4) and
with:
M (4)scal =
G4
H4
=
(
SL(2,R)
SO(2)
)3
. (3.1)
This manifold is a complex spacial Ka¨hler space spanned by three complex scalar fields {zi} =
{i − i eϕi} = {s, t, u}, i = 1, 2, 3. The D = 4 scalar metric for the STU model reads
dS24 = grs dφ
sdφr = 2 gi¯dz
idz¯ ¯ = −2
3∑
i=1
dzidz¯ı¯
(zi − z¯ı¯)2 =
3∑
I=1
ei
Ie¯ı¯
I dzi dz¯ ı¯ . (3.2)
We also consider the real parametrization {φs} = {i, ϕi}, related to the complex one by: zi =
i− i eϕi . The Ka¨hler potential has the simple form: e−K = 8 eϕ1+ϕ2+ϕ3 . In the chosen symplectic
frame (i.e. the special coordinate frame originating from Kaluza Klein reduction from D = 5),
the special geometry ofM (4)scal is characterized by a holomorphic prepotential F(z) = z1z2z3. The
holomorphic ΩM(z) section of the symplectic bundle reads:
ΩM(z) = {1, z1, z2, z3,−z1z2z3, z2z3, z1z3, z1z2} , (3.3)
while the covariantly holomorphic section is given by V M(z, z¯) = e
K
2 ΩM(z).
Upon timelike reduction to D = 3 the scalar manifold has the form G/H∗ with G = SO(4, 4)
and H∗ = SO(2, 2)2. We describe the generators of g = so(4, 4) in terms of Cartan Hα and shift
generators E±α in the fundamental representation, with the usual normalization convention:
[Hα, E±α] = ±2E±α ; [Eα, E−α] = Hα . (3.4)
In our notation E−α = E†α = E
T
α (being all matrices real). The positive roots of g split into:
the root α0 of the Ehlers subalgebra sl(2,R)E commuting with the algebra g4 of G4 inside g; the
roots αi, (i = 1, 2, 3), which coincide with the simple roots of g4 when restricted to its Cartan
subalgebra, and eight roots γM , M = 1, . . . , 8.18 The special coordinate parametrization ofM
(4)
scal
corresponds to a solvable parametrization of the manifold in which the real coordinates (φs) =
(i, ϕi) are parameters of a solvable Lie algebra generated by (Ts) = (Eαi ,
1
2
Hαi), i = 1, 2, 3.
18We denote the roots of g4 by boldface Greek letters, to distinguish them form those of g.
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The coset representative L4 is an element of the corresponding solvable group defined by the
following exponentialization prescription:
L4(φ
s) = exp(φs Ts) =
3∏
i=1
eiEαieϕi
Hαi
2 . (3.5)
The solvable (or Borel) subalgebra Solv = Span(TA), {TA} = {H0, T•, Ts, TM} of g used to de-
fine the parametrization ofMscal in terms of the D = 3 scalars φI through the coset representative
(2.21), is defined by the identification:
H0 =
Hα0
2
; T• = Eα0 ; TM = EγM . (3.6)
The symplectic representation of Ts in the duality representation R = (2,2,2) of G4 is defined
through their adjoint action on TM : [Ts, TM ] = −TsMN TN . In order to reproduce the form of
the TsMN in the chosen special coordinate frame (3.3), the generators TM corresponding to the
roots γM , have to be ordered according to (D.2). In this basis, the symplectic representation of
L4 = (L4M
N) defined in (3.5) allows to define the matrixM(4):
M(4)MN = −
8∑
P=1
(L4M
P )(L4N
P ) . (3.7)
The mathematical details of the model, including the explicit matrix form ofM(4)MN , are given
in Appendix D.
The simple roots of the D4 algebra gC generating GC, complexification of G = SO(4, 4), are
denoted by α1, . . . , α4, and their numbering corresponds to the following labeling of the Dynkin
diagram:
e1 e ee 42 3
The simple roots αi, (i = 1, 2, 3) of g4 coincide with the so(4, 4)-roots α1, α3, α4. The STU
triality, which amounts to interchanging the role of the three complex scalars, that is the three
factors inM (4)scal, is defined by the outer-automorphisms permuting the legs of the D4 diagram, i.e.
the roots α1, α3, α4.
The complexification H∗C of the Lie algebra H∗ = sl(2,R)4 is defined by simple roots which are
denoted by β1, . . . β4, where
β1 = −α0 = −(α1 + 2α2 + α3 + α4) ; β2 = α1 ; β3 = α3 ; β4 = α4 . (3.8)
We shall refer all the properties of the generators of g = so(4, 4) to the corresponding matrices in
the real fundamental representation 8, see Appendix D.1. The effect of triality is to permute the
roots β2, β3, β4.
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4 The Issue of Nilpotent Orbits
As stressed in Sect. 2, a particularly useful mathematical notion for the study of stationary solu-
tions in the model under consideration is that of H∗-orbits in K∗, which provides the appropriate
tool for characterizing their physical properties. The orbits of regular Kerr solutions (which in-
clude the extremal Kerr solutions), were originally studied in [2]. They are characterized by a
semisimple QO, Qψ,O being H∗-conjugate to QO [21, 28]. As pointed out earlier, the extremal
solutions we shall be dealing with in the present paper are characterized by a nilpotent QO, Qψ,O
being nilpotent too but in a distinct H∗-orbit. The nilpotent H∗-orbits describing these solutions
can be obtained as singular limits of the Kerr orbit, a general geometric prescription being given
in [21, 28].
Constructing and classifying H∗-adjoint orbits in K∗, with particular reference to the nilpotent
ones, amounts to grouping the elements of K∗ in orbits O (or conjugacy classes) with respect to
the adjoint action of H∗:
k1, k2 ∈ O ⊂ K ⇔ ∃h ∈ H∗ : k2 = h−1 k1 h . (4.1)
A valuable approach to this task makes use of the theory of adjoint orbits within a real Lie algebra g
with respect to the action of the Lie groupG it generates [37]. In this respect the Kostant-Sekiguchi
theorem [37] is of invaluable help since it allows a complete classification of such orbits.19 This is
however not enough for our purposes, since we are interested in the adjoint action of H∗ on K∗ and
a same G-orbit will in general branch into several H∗-orbits. To understand this splitting one may
use H∗-invariant quantities which are not G-invariant, such as γ-labels [11] or tensor classifiers
[34]. These, however, cannot guarantee by themselves a complete classification. In [14] we used
two different approaches to such a classification: One, which was originally devised in [35] and
a new one which generalizes the original Vinberg method [55] and makes use of the notion of
carrier algebras. In this section we review the former method and discuss the results, referring to
[14] for the mathematical details.
We start from the notion of standard triple associated with a nilpotent element e of a real Lie
algebra g: According to the Jacobson-Morozov theorem [37], such element can be thought of as
part of a standard triple of sl(2,R)-generators {e, f, h}, satisfying the following commutation
relations:
[h, e] = 2 e ; [h, f ] = −2 f ; [e, f ] = h . (4.2)
If we were interested in the orbits in the complexification gC of g with respect to the adjoint action
of the group GC it generates, different GC-nilpotent orbits correspond to inequivalent embeddings
of sl(2,R) = Span(e, f, h) inside g, and these would correspond to different branchings of a
given representation of GC with respect to the SL(2,R)-subgroup. These different branchings
are uniquely characterized by the spectrum of the adjoint action of h on gC. Such spectrum is
conveniently described by fixing a Cartan subalgebra h of gC, in which h, being a semisimple
19The Kostant-Sekiguchi theorem refers to the real orbits with respect to the action of the transformations in the
identity sector of G.
21
generator, can be rotated by means of a GC-transformation, and evaluating the values of the simple
roots αi of gC, associated with h, on h:
GC-orbit of e ↔ GC-orbits of h ↔ {αi(h)} , (4.3)
where the integers αi(h) are conventionally evaluated after h is rotated in the fundamental domain
and can only have values 0, 1, 2. They are called α-labels and provide a complete classification of
the nilpotent GC-adjoint orbits in gC.
We can always rotate, by means of G, the standard triple associated with a nilpotent element into
a Cayley triple characterized by the property that h and e + f are non-compact, h, e + f ∈ K,
while e− f is compact, e− f ∈ H, see footnote 6 for the definition of H and K. Then the problem
of classifying nilpotent orbits in the real Lie algebra g with respect to the adjoint action of G can
also be reduced to that of classifying some characteristic semisimple generators. Such generator
associated with the triple of e, is no longer h, but rather the non-compact generator i (e− f). This
is a consequence of the Kostant-Sekiguchi (KS) theorem whose content we briefly recall below.
Having denoted by H the maximal compact subgroup of G, generated by H, we denote by HC its
complexification, generated by the complexification HC = H+ iH of H.20 The Kostant-Sekiguchi
(KS) theorem defines a one-to-one correspondence between G-orbits of a nilpotent element e of g,
and the orbits under the adjoint action of HC on KC, where the latter is the complexification of the
space of non-compact g-generators K defined by the Cartan decomposition (2.12): KC = K + iK.
These orbits are in turn in one-to-one correspondence with the HC-adjoint orbit of the element
(e − f) of H. Such orbits are completely defined by the (real) spectrum of the adjoint action of
i (e − f) over HC, or, equivalently, by the embedding of the same semisimple element within a
suitable Cartan subalgebra hHC of HC. If βk are the simple roots of HC, referred to hHC , such
embedding is defined by the so called β-labels, which are the values βk(i(e− f)). In summary the
KS theorem states the following correspondence:
[G-Orbit of e] ←→ [HC-orbits of i(e− f) in HC] ↔ {βk(i (e− f))} = β-labels , (4.4)
where the labels βk(i (e − f)) are conventionally evaluated once i (e − f) is rotated into the fun-
damental domain and are non-negative integers. The α, β-labels are classified in the mathematical
literature, for all Lie groups [37].
Let us now come back to our original problem: What are the possible H∗-orbits of nilpotent
elements e in K∗? We know that e is part of a standard triple. Since e is in K∗, compatibility of (4.2)
with (2.14) requires that h ∈ H∗ and f ∈ K∗. In particular h is a semisimple, non-compact element
of H∗ (τ(h) = −hT = −h, σ(h) = h), and thus can be chosen (modulo H∗-transformations of the
triple) within a given maximally non-compact Cartan subalgebra hH∗ ofH∗. Clearly differentGC or
G-orbits (uniquely defined by α, β-labels, respectively) correspond to differentH∗-orbits. A same
G-orbit will branch with respect to the action of H∗. In [11], the case G = G2(2), H∗ = SL(2,R)2
was studied in detail, and the so-called γ-labels were introduced to distinguish between different
H∗-orbits. The notion of γ-labels is similar to that of β-labels. Let us denote by H∗C = H∗ + iH∗
20Clearly the complexifications HC = H+ iH of H and H∗C = H∗ + iH∗ of H∗ are isomorphic in gC.
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the complexification of H∗, generating the subgroup H∗C of GC. The γ-labels identify the H∗C-
orbits of e in K∗C or, equivalently, of h within H∗C and can thus either be described in terms of the
spectrum of the adjoint action of h on H∗C, or in terms of the values of the simple roots β′k of H
∗C
(referred now to the Cartan subalgebra hH∗C of H∗C) on h, taken in the fundamental domain:[
H∗C-orbits of e in K∗C
] ↔ [H∗C-orbits of h in H∗C] ↔ {β′k(h)} = γ-labels . (4.5)
These quantities are clearly invariant with respect to the adjoint action of H∗ (and in general of
its complexification H∗C) on the whole triple and in particular on h, and thus different γ-labels
correspond to different H∗C-orbits of e in KC. Clearly the sets of all possible β- and γ-labels
coincide.
Summarizing, a nilpotent element e in K∗ can be simultaneously characterized as belonging to a
certain G-orbit in g and to an H∗C-orbit in K∗C through its β and γ-labels, respectively.
In [15] a systematic study of black hole solutions to the STU model was done in terms of the
H∗C-orbits inside KC. It was shown that the form of the first order system of equations governing
the (composite) solutions only depends on this orbit, namely on the corresponding γ-label. There
is no mathematical property guaranteeing that γ-labels, together with the α and β ones, provide a
complete classification of the H∗-nilpotent orbits in K. And indeed there are counterexamples, as
it is shown in [36] and in the present paper: Different H∗- orbits sharing the same α, β, γ-labels.
Let us now review the constructive procedure introduced in [35]. Given a nilpotent element e
of K∗ one can prove, see [14], that there exists an element e′ in the same H∗-orbit, whose triple
{e′, f ′, h′} has the property that f ′ = e′T . We shall then restrict to triples of this kind.
The neutral element h of a triple {e, f, h}, should fall in one of the H∗-orbits uniquely defined by
the γ-labels. We then take a representative h of each of these orbits and solve the matrix equations
in the unknown e:
[h, e] = 2e , (4.6)
[e, eT ] = h . (4.7)
Using a MATHEMATICA code, for each hwe find a set of solutions to (4.6), (4.7). We group these
solutions under the action of the compact part Zcomp.H∗ [h] of the little group ZH∗ [h] of h in H
∗. In
all cases we could find that solutions which were not connected by the adjoint action of Zcomp.H∗ [h],
could be distinguished by H∗-invariant quantities. Instances of such quantities are the signatures
of certain symmetric covariant (or contravariant) H∗-tensors, called tensor classifiers, defined in
[14, 35, 36]. In principle, if one is able to find H∗-invariant quantities capable of distinguishing
between solutions e to (4.6), (4.7) which share the same β-label (i.e. fall in the same G-orbit)
but are not related by Zcomp.H∗ [h], the resulting classification of the H
∗-orbits can be claimed to
be complete. This is the case of our present analysis. In [56] a different strategy for listing the
nilpotent orbits of a symmetric pair was developed; this method however involves computational
problems which make it difficult to be implemented by some practical algorithm [14].
The complex GC orbit, besides the α-label, is also described by the branching of the fundamental
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representation of SO(4, 4) with respect to the SL(2,R) subgroup generated by the corresponding
triple {e, f, h}.
Let us enter the details of the particular model we are considering. As discussed above, the nilpo-
tent H∗-orbits in K∗ are characterized by their α-label, γ and β-labels. When these are not enough
to identify the orbit we use additional labels δ(1), δ(2), . . . . We shall use the following notation:
For each α-label α(`) we denote by β(`; k), γ(`; k), the corresponding sets of γ and β-label, the range
of the index k depending on the α-label. For the sake of notational simplicity we shall omit the
reference to the α-label in the suffix of the γ and β-ones when there is no ambiguity.
In the model under consideration there are eleven α-labels, each of which is described by a
weighted Dynkin diagram:
α = (n1, n2, n3, n4) ≡ en1 e ee n4
n2
n3
where ni = 0, 1, 2 and are listed in table.
The β and γ are described in terms of a weighted extended Dynkin diagram (referred to different
Cartan subalgebras of H∗C inside g):
β, γ = (n1, n2, n3, n4) ≡ en2 e e
e
n4
n1
n3
The list of α, β and γ-labels is given in Appendix A. The complete set of nilpotent orbits is
illustrated in Sects. C.0.1-C.1, see Tables 6-22, where, for each orbit, a representative is given:
for the orbits from α(1) to α(6), the representative is described either in terms of the generating
solution of single-center black holes or in a QUbit-basis, while the latter representation only is
used to describe the orbits with higher α-label. The QUbit-description of the elements in K∗,
transforming in the representation (2,2,2,2) of H∗, is defined using the following convention:
(±,±,±,±) ≡ |±〉 ⊗ |±〉 ⊗ |±〉 ⊗ |±〉 , (4.8)
|±〉 being a basis of the doublet representation of each SL(2,R) factor in H∗ = SO(2, 2)2 ≡
SL(2,R)×Z2 SL(2,R)× SL(2,R)×Z2 SL(2,R).
4.1 A General Overview of the Orbits
Regular and small extremal static or under-rotating single-center solutions are characterized by a
Noether charge Q in the fundamental representation of G = SO(4, 4), which is a step-k nilpotent
matrix with k ≤ 3 [6, 9]:
Qk = 0 , k ≤ 3 . (4.9)
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The corresponding nilpotent orbits of QO are defined by α-labels from α(1) to α(6). These orbits
can be described in terms of a generating solution, which corresponds to a common H∗-frame in
which the representative QO is simplest [7, 8], and the solution depends on the least number of pa-
rameters. More specifically representatives of each of these orbits can be found in a characteristic
subspace K(N) of K of the form:
K(N) =
4⊕
`=1
[sl(2,R)	 sl(1, 1)]` . (4.10)
which is defined as follows. In the case of the STU model, the maximal compact subgroup of
H∗ is Hc = SO(2)4 which is the product of the SO(2)E contained in the Ehlers group SL(2,R)E
and H4 = SO(2)3. A pointed out in (2), the spaces H∗ (R) ⊂ H∗ and K∗ (R) ⊂ K∗ both support a
representationR′ ofHc and, by means of transformations in this group, generic generators in these
spaces can be rotated into subspaces J (N), K(N), which are in fact maximal abelian subspaces of
H∗ (R) and K∗ (R), respectively. The space J (N) defines the non-compact rank p of H∗/Hc so that
p = dim(J (N)) = dim(K(N)) = rank
(
H∗
Hc
)
. (4.11)
In our case, just as in the case of any N = 2 symmetric supergravity with a rank-3 spacial
Ka¨hler manifold or in the case of maximal and half-maximal supergravities, p = 4. The spaces
J (N), K(N) are defined by the normal form of the representation R′ with respect to Hc [7, 8]. The
generators K`, J`, ` = 0, . . . , p− 1, of K(N), J (N), respectively, have the following form:
J` = 1
2
(T` + T T` ) ; K` =
1
2
(T` − T T` ) , (4.12)
where T` are the TM generators corresponding to four γM roots which, in the basis {H0, 12 Hαi},
are described by mutually orthogonal 4-vectors γ˜`. The generators K`, J` together with H` ≡
1
2
[T`, T T` ], generate the p = 4 commuting sl(2)` = Span(J`,H`, K`) algebras in (4.10). They
indeed satisfy the following relations:
[H`, J`′ ] = δ``′ K`′ , [H`, K`′ ] = δ``′ J`′ , [J`, K`′ ] = −δ``′H`′ . (4.13)
We see that there are two maximal sets of p = 4 mutually orthogonal roots {γ˜`} = {γ1, γ6, γ7, γ8}
and {γ˜`′} = {γ2, γ3, γ4, γ5}, `, `′ = 0, . . . , 3, corresponding to the normal forms of the charge
vector with non-vanishing charges {q0, pi}i=1,2,3 and {p0, qi}i=1,2,3, respectively (see (D.2)). We
shall choose the former set.
Extremal static single-center solutions were classified in orbits with respect to the D = 4 global
symmetry group G4 in [51]. They are described by geodesics on Mscal. The affine parameter is
τ = −1/r and runs from τ = 0, corresponding to radial infinity, to τ = −∞ corresponding to the
horizon. The general solution φI(τ), with boundary conditions [φ0, Q], is derived from the matrix
equation:
M(φ(τ)) =M(φ0)e2Qτ . (4.14)
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By means of G, they can be mapped into geodesics on a smaller manifold (generating solution)
[7, 8]
MN =
p∏
`=1
SL(2,R)`
SO(1, 1)`
∼ (dS2)p ⊂ G
H∗
, (4.15)
where SL(2,R)` are generated by the sl(2)` algebras defined above. If we choose φ0 = O, the
Noether charge QO of the generating solution will have the general form
QO =
∑
`
k`N
`
` =
∑
`
k` (H` − `K`) , ` = ±1 . (4.16)
where {N (±)` } is a basis of nilpotent generators in the coset space K(N) ofMN :
N `` = H` − `K` , [J`, N `` ] = `N `` , , (4.17)
All these combinations have vanishing NUT charge: Tr(T T• Q) = 0. The coefficients k` of H` de-
fine the scalar charges and ADM mass, while the coefficients ofK` define the electric and magnetic
charges, which can be computed using Eq. (2.31) to be:
q0 = −0 k0/
√
2 , pi = −i ki/
√
2 , i = 1, 2, 3 . (4.18)
The ADM mass is computed, having chosen φ0 = O, by tracing Q with T0, as in Eq. (2.31) and
reads
MADM = lim
τ→0−
U˙ =
1
4
∑
`
k` . (4.19)
Solving (4.14) we find the following solution [7, 8]:
e−2U =
√
H0H1H2H3 , e
ϕ1 =
√
H0H1
H2H3
, eϕ2 =
√
H0H2
H1H3
, eϕ3 =
√
H0H3
H1H2
, (4.20)
Z0 = q0 τ
H0
, Zk = −p
k τ
Hk
, k = 1, 2, 3 , (4.21)
where we have introduced the harmonic functions:
H0 = 1− k0 τ = 1 +
√
2 0 q0 τ ; Hi = 1− ki τ = 1 +
√
2 i p
i τ , i = 1, 2, 3 . (4.22)
We see that, if one of the k` (` = 0, 1, 2, 3) is negative, the corresponding H` vanishes at finite
τ = 1/k` < 0 and so does e−2U . At this distance the D = 4 scalar curvature R blows up,
signaling a true space-time singularity. Therefore regular solutions, with non-vanishing horizon
area, correspond to positive, non vanishing k`. In this case the horizon area is given by:
AH = 4pi lim
τ→−∞
e−2U
τ 2
= 4pi
√
k0k1k2k3 = 4pi
√
I4(p, q) = 4pi
√
|I4(p, q)| , (4.23)
where I4(p, q) = 4q0p1p2p3 is the quartic G4-invariant function of the electric and magnetic
charges expressed in the charges of the solution, see Eq. (D.6), and  ≡∏` `.
26
When some of the k` vanish the solution is a small black hole. Also in this case we distinguish
solutions featuring a singularity only in correspondence to the vanishing horizon (regular small)
from the others.
Once a solution is mapped into the generating one, we can still act on it by means of the SO(1, 1)4
isotropy group of MN generated by J`, which consists of residual Harrison transformations. Its
effect is to rescale the k` by a positive number and thus will not affect the regularity of the solution.
It will however map a singular generating solution (in the k` are not all positive), into a solution
with vanishing MADM and NUT charge.
Single center solutions with nilpotent Q (and Qψ) are the extremal static solutions considered
above, rotating BPS solutions (which are singular) and the under-rotating solutions [31, 32, 33].
As opposed to the static solutions (Qψ = 0), the rotating ones are not dual to a generating solution
with values in the smaller target spaceMN . Nevertheless QO can always be mapped in the space
K(N) and thus be expressed as combination of the nilpotent N±` generators of this space. In Sect.
C.0.1 we list the real orbits with α-label from α(1) to α(6) are listed. We see that, just as for
the model studied in [36], the γ-labels are related to the gradings ` of the nilpotent generators
while the γ-labels depend on the signs of k`. The former can be changed by means of compact
transformations epiK` in G/H∗, generated by K`, the latter by complex Harrison transformations
ei piJ` in H∗C, generated by J`, which are outer automorphisms of H∗ [36]. The orbits defined by
γ6;5, β6;5 are somewhat special in this respect: The β-label is not affected by a change in the sign
of two of the k`, although the H∗-orbit is. This implies an orbit degeneracy with respect to the γ
and β-labels: There are four orbits with γ6;5, β6;5, distinguished by the labels δ(1), . . . , δ(4), which
are in fact just two modulo the STU triality. This feature shows that the γ and β-labels are not
enough to identify a real orbit. The orbit describing regular solutions (characterized by I4 < 0) is
the only one (labeled by δ(1)) with positive k`.
The regular (small) single-center solutions are characterized by orbits with α-label ranging from
α(1), . . . , α(5) and those with non-negative k` (i.e. with no singularities at finite r), are characterized
by the coincidence of the γ and β-labels, corresponding to the classification given in [42]. The
regular (non-small) solutions are described by QO in the α(6) GC-orbit:
a) The (γ(6;1), β(6;1)) orbit describes the regular static BPS solution (which has I4 > 0);
b) (γ(6;i), β(6;i)), i = 2, 3, 4 define the orbits of the non-BPS solutions with I4 > 0;
c) (γ(6;5), β(6;5), δ(1)) corresponds to the regular non-BPS solution with I4 < 0.
The small but regular solutions are defined by the orbits:
d) (γ(1;1), β(1;1)) describes the BPS doubly critical solutions;
e) (γ(2;k), β(2;k)), (γ(3;k), β(3;k)) and (γ(4;k), β(4;k)), k = 1, 2 , which are related by triality,
describe the critical solutions. The first k = 1 orbit of each series describes BPS solutions
while the second non-BPS ones;
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f) (γ(5;k), β(5;k)), k = 1, 2, 3, 4, describe the light-like solutions. The first k = 1 describes BPS
black holes, while the remaining three non-BPS solutions.
In [21, 22] it is shown how, using singular Harrison transformations, one can connect the orbit of
the regular Kerr solution to any of the orbits with α-label from α(1) to α(6), which describe both
singular and non-singular (rotating) single-center solutions.
The H∗-representations therefore provide a G-invariant characterization of regular single-center
solutions. Alternatively one can implement regularity conditions directly on the four-dimensional
solution or use a characterization of regular solutions based on the notion of fake-superpotential
[10, 36].21
Let us end this section by showing that, as mentioned in the Introduction, the asymptotic behavior
of the solution, near the centers and at spatial infinity, is not enough to guarantee the regularity of
the whole solution. This clearly applies to the multi-centered case. To illustrate this let us consider
a solution to the three-dimensional effective theory whose electric-magnetic charges belong to
the I4 < 0 G4-orbit. For the sake of simplicity, we can take the generating solution with given
q0, p
1, p2, p3, say q0 < 0, pi > 0. The solution with representative defined by k` > 0, 0 =
+1 and i = −1 is regular and belongs to the orbit γ(6;5), β(6;5), δ(1), see Fig. 2 (left), while
the one obtained from it by switching the sings of k2, k3 and of 2, 3, besides having the same
γ, β-labels, electric-magnetic charges (for suitable choices of |k`|), is singular and belongs to the
orbit γ(6;5), β(6;5), δ(2), see Fig. 2 (right). The singularities of the latter, however, cannot be seen
from an analysis of its asymptotic behavior near the horizon or at spatial infinity. The ADM
mass of the singular solution, choosing φ0 = O, is (|k0| + |k1| − |k2| − |k3|)/4 and is smaller
than the one of the regular black hole with the same charges and boundary conditions, which is
(|k0| + |k1| + |k2| + |k3|)/4. This shows that, if the latter saturates the generalized Bogomol’nyi
bound, see footnote 21, the former violates it. This simple argument extends to the most general
representatives of the two orbits and has a bearing on the analysis of regularity of multi-center
solutions of which one constituent is in the I4 < 0 G4-orbit: The singular behavior of the general
solution cannot be avoided by requiring regularity near the centers of at spatial infinity, but either
selecting the correct H∗-orbit associated with each constituent, or imposing regularity conditions
directly on the explicit form of the solution.
As mentioned earlier, orbits of the Noether charge matrix with α-label between α(7), . . . , α(11) can
only contain regular multi-center solutions. In particular these orbits can be reached by combining
two black holes of which one is defined by an intrinsic matrix Q(0)k , see definition given in Sect. 2,
in the orbit γ(6;5), β(6;5), δ(1), describing a regular black hole with I4 < 0.
21According to this characterization, regular BPS and non-BPS solutions, with finite horizon area, should satisfy a
generalized Bogomol’nyi bound: Their ADM mass should be larger than any of the fake superpotentials associated
with the three classes of solutions a), b), c), computed on the same charges at infinity.
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Figure 2: Behavior of the warp function e−4U and of the Ricci scalarR against r for representatives of the
γ(6;5), β(6;5), δ(1) (left) and γ(6;5), β(6;5), δ(2) (right). The latter shows two curvature singularities at finite
r, although both solutions exhibit a regular asymptotic behavior. Clearly the values of R and of e−4U refer
to different scales. They are plotted in the same graphs to illustrate the corresponding behaviors at the same
values of r.
4.2 Composition law of nilpotent H∗-orbits.
Once we fix φ0 = O, we can define Q
(0)
O ∈ K∗ as the total Noether charge matrix corresponding
to the non-interacting configuration, defined by sending Rij → ∞. It is reasonable to assume, as
it is the case in all instances of solutions discussed here, the H∗-orbit of QO not to depend on Rij
(for Rij not too small, see discussion above) and thus to coincide with that of Q
(0)
O . The following
composition rule holds:
Q
(0)
O =
N∑
k=1
Q
(0)
k . (4.24)
Therefore a necessary condition in order for a multi-center solution to be regular is that the corre-
sponding Q(0)O be expressed as a combination of representatives Q
(0)
k of H
∗-orbits corresponding
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to regular single-center solutions. We studied combinations of two representatives of the 16 or-
bits associated with regular single-center solutions, yielding nilpotent elements in the higher order
orbits α(7), . . . , α(11). The condition that given two nilpotent matrices e, e′ the sum e+ e′ be nilpo-
tent poses a strong restriction on the two representatives. We assumed, as a reasonable necessary
condition for this, that the corresponding neutral elements h, h′ can be chosen to commute, so that
they belong to a same Cartan subalgebra in the coset space of H∗/Hc. 22 Under this assumption
we systematically worked out the composition rule using MATHEMATICA codes. The results are
illustrated in Appendix C.2. This analysis singles out a number of orbits for Q(0)O which we may
define as intrinsically singular meaning by this that they cannot be reached by combining repre-
sentatives of orbits associated with regular single-center solutions and thus, in light of the above
necessary condition, do not contain regular solutions. These orbits were are described in Fig. 1 by
the empty cells:
• Orbits α(7), α(8), α(9) and coinciding γ, β-labels;
• Orbits α(10) and coinciding γ, β-labels;
• Orbits α(11) and non-coinciding γ, β-labels.
It is known that the information about the closure relation among nilpotent orbits is encoded in the
Hasse diagram [37]. The Hasse diagram associated with the identity sector SO0(4, 4) of SO(4, 4)
can be found in [10, 41, 52]. The corresponding diagram associated with the nilpotent orbits of H∗
in K∗ would be far more complicated and contain much more information than is relevant to our
analysis. The problem we posed is of a different and more specific kind: Instead of determining the
closure relations among the H∗-orbits, we determined which orbit can be obtained by combining
two orbits associated with regular single-center solutions. Aside from determining the intrinsically
singular orbits mentioned above, for each of the remaining orbits, with alpha-label ranging from
α(7) to α(11), we determined the corresponding combinations of the 16 regular-single-center orbits.
These combinations are given in the Appendix C.2.
5 The non-BPS multi-center solutions
In this section we discuss our results on the multi-centered solutions. The multi-center BPS black
holes are characterized by a Noether charge matrix QO in the orbits (γ(6;1), β(6;1)), (γ(5;1), β(5;1)),
(γ(3;1), β(3;1)), (γ(2;1), β(2;1)), (γ(1;1), β(1;1)). They are described by as many harmonic functions as
the electric and magnetic charges and are obtained from the single-center solutions by extending
22As an illustrative example one can consider within sl(2,R) the nilpositive elements σ+ and σ′+ with respect to
the non-commuting Pauli matrices σ3 and σ1. No non-trivial combination of σ+ and σ′+ is nilpotent. In the general
case e, e′, h, h′ do not belong to a same sl(2,R)-algebra. However e, e′, in all the examples considered, turn out not
to be orthogonal with respect to the Cartan-Killing metric, so that e+ e′ is not nilpotent.
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the number of poles of each harmonic function. They have been thoroughly studied in the literature
and we shall not deal with them here.
Below we shall analyze three classes of non-BPS composite solutions: the ”Composite non-BPS”
[15], which correspond to the orbits α(10), the ”Almost-BPS” [46, 47], which correspond to the
orbits α(11) and new classes of solutions described by the orbits with α-labels α(7), α(8), α(9).
These latter orbits are connected by the STU triality and are in the closure of the α(10) and α(11)
ones. Although the corresponding solutions are much simpler that the generic ”Composite non-
BPS” and the ”Almost-BPS” ones, they show characteristic features which are common to both of
them.23 Moreover, in spite of their simplicity, these real orbits, when realized as composites of two
representatives single-center ones, reveal an interesting pattern.
Let us briefly recall the description given in [15] of extremal solutions in terms of a system of
graded, exactly solvable differential equations. With each H∗C-orbit in K∗C, defined by an H∗C-
orbit of the neutral element h of the triplet in H∗C, and thus by a γ-label, we associate a charac-
teristic nilpotent subalgebra n of g consisting of the eigenspaces in g, with respect to the adjoint
action of h, with positive grading:
n =
⊕
k>0
n(k) , [h, n] = k n , ∀n ∈ n(k) . (5.1)
This nilpotent space can be written in the form: n = nK∗ ⊕ nH∗ , where the two subspaces are the
intersections of n with K∗ and H∗, respectively. For each of these H∗C-orbits, in [15] the following
ansatz for the scalar fields associated with extremal solutions was put forward:
L(φI(xj)) = Lˆ(xi) h(xi) , Lˆ(xi) = exp(−Y(xi)) , Y(xi) ∈ nK∗ , (5.2)
where h(xi) is an element of H∗ and Y(xi) is a matrix-valued function in nK∗ in terms of whose
components the scalar fields φI(xi) in the solution are expressed. The graded structure of the alge-
bra n induces a graded structure of the scalar field equations (2.20), expressed in the components
of Y(xi), which makes them exactly solvable, iteratively in the grading [15]. The scalar fields in
the solution are then read off from the matrixM:
M(φI(xj)) = L(φI(xj))ηL(φI(xj))† = Lˆ(xj)ηLˆ(xj)† , (5.3)
where we have used theH∗-invariance ofM and the definition (5.2) of Lˆ. The form of the solution
φI(xi) depends on the chosen neutral element h, which defines the nilpotent algebra n. Different
embeddings of n inside g defining different “duality frames” for the solvable system, are related
by Hc [15]. We refer the reader to Appendix D.1 for the explicit matrix forms of the relevant
so(4, 4)-generators.
In what follows we write for eachH∗-orbit with higher α-label from α(7) to α(11) admitting regular
solutions, a regular double-center representative and illustrate its regularity property.
23While the α(10) and α(11) orbits contain composites of two regular non-small solutions, the α(7), α(8), α(9) ones
contain composites in which one of the centers is always a small black hole.
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A solution contained in the corresponding H∗C-orbit will be characterized by a Noether matrix
at the origin QO which is the nilpositive element e of the triple with neutral element h. It should
therefore have grading two: QO ∈ n(2)K∗ . When working out explicit solutions we shall further
restrict QO to belong to the H∗-orbit under consideration.
Let us emphasize once more that the orbit of QO does not uniquely define a multi-center solution,
whose features also depend on its constituents. A same H∗-orbit of QO, for instance, may contain
both regular and singular solutions. The intrinsically singular orbits of QO, on the other hand, only
contain singular ones, see Sect. 4.2.
5.1 The orbit α(7)γ(7;1)β(i)
Following the approach of [15], let us start considering the graded decomposition of so(4, 4) re-
spect to the neutral element h associated with the H∗C-orbit γ(7;1), see Appendix A. The nilpotent
algebra defined by the positive gradings is
n(7;1) ' (1 + 2× 1)(1)K∗ ⊕ (2× 1)(1)H∗ ⊕ (2× 1)(2)K∗ ⊕ (2× 1)(2)H∗ ⊕ 1(3)K∗ . (5.4)
The suffix on n refers to the γ-labels of the orbits under consideration.
Choosing an appropriate basis of this algebra, the only non-zero commutators are
[e(1)0 , e
(1),i] = f(2),i , [f(2),i, e(1),j] = cij e(3) ,
[f(1),i, e(1)0 ] = e
(2),i , [e(2),i, f(1),j] = cij e(3) ,
(5.5)
having denoted by e the generators in K∗ and by f those in H∗, the number in superscript being
the grading relative to the neutral element. The coefficients cij are defined as: cij = |εij| . It is
interesting to note that the generators f(2),i, e(2),i, e(1),i, f(1),i and e(3) form a single Heisenberg
subalgebra.
We now consider for the coset representative the Ansatz (5.2) with
Lˆ(xi) = exp(−Y(xi)) = exp(−V˜ e(1)0 − L˜ie(1),i − Z˜ie(2),i − M˜e(3)) (5.6)
and write the graded field equations deduced from (2.20). With the following redefinitions
V˜ → V ,
L˜i → 2(2Li − 1) ,
Z˜i → 4(Zi − 2) ,
M˜ → 32M + 4
3
V [2(L1 + L2) + 8L1L2 − 1] ,
(5.7)
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we obtain the following equations of motion
d ∗ dV = 0 ,
d ∗ dLi = 0 ,
d ∗ dZi = 0 ,
d ∗ d
(
M +
1
4
cijV LiLj
)
=
1
2
cijV dLi ∗ dLj ,
(5.8)
where, in writing the last equality, we have used the first three equations, namely that the functions
V ,Li and Zi are harmonic functions.
To work out a solution we choose the “duality frame” defined by the following choice of the neutral
element h:
h = e1,4 + e1,5 − 2e2,3 + 2e2,6 − 2e3,2 − 2e3,7 + e4,1 − e4,8 + e5,1 − e5,8 + 2e6,2 + 2e6,7−
− 2e7,3 + 2e7,6 − e8,4 − e8,5 . (5.9)
From a solution to (5.8) we can derive in this frame the expression of the scalars φI = (U, a,ZM , ϕi, i)
by solving the matrix equation (5.3). In particular, with the redefinitions (5.7), e−4U has the usual
form
e−4U = L1L2Z1Z2 −M2 , (5.10)
and the scalars ZM and a read
Z0 = 1√
2
[
1 − 2L1 L2 Z1
e−4U
]
,
Z1 = − (M + V L1 L2 )Z1
2
√
2 e−4U
,
Z2 = −
√
2M L2
e−4U
,
Z3 = −
√
2M L1
e−4U
,
Z0 = (M + V L1 L2 )Z2
2
√
2 e−4U
,
Z1 = 1√
2
[
1 − 2L1 L2 Z2
e−4U
]
,
Z2 = 1√
2
[
1 − (M V + Z1 Z2)L1
2 e−4U
]
,
Z3 = 1√
2
[
1 − (M V + Z1 Z2)L2
2 e−4U
]
,
a = − V L1 L2 (Z1 + Z2 ) + M [ 4 (L1 + L2 ) + Z1 + Z2 − 4 ]
4 e−4U
.
(5.11)
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Referring to Appendix D for the choice of our duality frame, the four-dimensional scalar fields
read
1 =
1√
4
(
M
L1 L2
+ V
)
, e−2ϕ1 =
16L21 L
2
2
e−4U
,
2 =
M
L1 Z1
, e−2ϕ2 =
L21 Z
2
1
e−4U
,
3 =
M
L2 Z1
, e−2ϕ3 =
L22 Z
2
1
e−4U
.
(5.12)
From the last of (5.8), which can be rewritten as
d ∗ dM = −1
2
cijd (LiLj ∗ dV ) , (5.13)
we can explicitly compute the equations for ω and A˜M from (2.6), (2.8). We obtain
∗ dω = dM + L1L2dV (5.14)
and
∗dA˜0 = ∗dω√
2
, ∗dA˜1 = dZ1
2
√
2
, ∗dA˜2 =
√
2 dL2 , ∗dA˜3 =
√
2 dL1 ,
∗dA˜0 = − dZ2
2
√
2
, ∗dA˜1 = ∗dω√
2
, ∗dA˜2 = ∗dω√
2
+
1
2
√
2
(V dL1 − L1dV ) ,
∗dA˜3 = ∗dω√
2
+
1
2
√
2
(V dL2 − L2dV ) .
(5.15)
The electric-magnetic vectors AM in D = 4 are then computed from Eqs. (5.11) and a solution to
the above equations using (2.4).
5.1.1 The solution
In what follows we shall focus on two-center solutions and work out the general regularity con-
ditions. Eventually we shall fix the parameters so as to single out a regular representative of the
orbit. In particular care has to be used, when choosing the values of the parameters, to keep the
total Noether charge matrix QO in the H∗-orbit under consideration.
In spherical coordinates (r, θ, φ), we can consider the first center, to be denoted by “A”, at r = 0
and the second one, denoted by “B”, along the positive z-axis, i.e. θ = 0, at a distance R from the
first. In the axisymmetric solution, the position of a point in space relative to the two centers is
described by (r, θ) and (Σ, θΣ), respectively, where
Σ =
√
R2 + r2 − 2rR cos θ , cos θΣ = r cos θ −R
Σ
. (5.16)
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Being V ,Li and Zi harmonic functions, we can write them in the following general form
V = h+
Q6
r
+
Q˜6
Σ
, Li = li +
Qi
r
+
Q˜i
Σ
, Zi = zi +
di
r
+
d˜i
Σ
. (5.17)
Substituting the above expressions in the last of equations (5.8), we find
d ∗ d
[
M +
1
4
cij
(
h+
Q6
r
+
Q˜6
Σ
)(
li +
Qi
r
+
Q˜i
Σ
)(
lj +
Qj
r
+
Q˜j
Σ
)]
=
=
1
2
cij
(
h+
Q6
r
+
Q˜6
Σ
)
d
(
li +
Qi
r
+
Q˜i
Σ
)
∗ d
(
lj +
Qj
r
+
Q˜i
Σ
)
.
(5.18)
Using the relations listed in Appendix B, from the Eq. (5.18) one obtains the following explicit
expression for M :
M =m0 +
m
r
+
m˜
Σ
+
α cos θ
r2
+
α˜ cos θΣ
Σ2
−
− 1
2
(
h+
Q6
r
+
Q˜6
Σ
)(
l1 +
Q1
r
+
Q˜1
Σ
)(
l2 +
Q2
r
+
Q˜2
Σ
)
+
+
hQ1Q2
2r2
+
hQ˜1Q˜2
2Σ2
+
(hR +Q6 cos θ − Q˜6 cos θΣ)(Q1Q˜2 + Q˜1Q2)
2rRΣ
+
+
rQ6Q˜1Q˜2
2R2Σ2
+
Q˜6Q1Q2Σ
2R2r2
+
Q6Q1Q2
6r3
+
Q˜6Q˜1Q˜2
6Σ3
.
(5.19)
Making use of properties (B.11)-(B.22), we can also solve the Eq. (5.14)
ω =
[
kω +
(
m+
l1l2Q6 − h(l1Q2 + l2Q1)
2
)
cos θ +
(
m˜+
l1l2Q˜6 − h(l1Q˜2 + l2Q˜1)
2
)
cos θΣ+
− αsin
2 θ
r
− α˜sin
2 θΣ
Σ
+Q6(l1Q˜2 + l2Q˜1)
R cos θ − r
2RΣ
+Q6Q˜1Q˜2
(r2 +R2) cos θ − 2rR
2R2Σ2
−
−Q6
(
Q1Q˜2 +Q2Q˜1
) sin2 θ
2RΣ
− Q˜6(l1Q2 + l2Q1)R cos θ − r
2RΣ
+ Q˜6Q1Q2
R + r cos θ − 2R cos2 θ
2R2Σ
+
+ Q˜6
(
Q1Q˜2 +Q2Q˜1
) sin2 θΣ
2Rr
]
dφ ,
(5.20)
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and compute the explicit form of the vectors A˜M satisfying (5.15), which are
A˜0 =
ω√
2
, A˜1 =
d1 cos θ + d˜1 cos θΣ
2
√
2
dϕ , A˜2 =
√
2 (Q2 cos θ + Q˜2 cos θΣ)dϕ ,
A˜3 =
√
2 (Q1 cos θ + Q˜1 cos θΣ)dϕ , A˜0 =
d2 cos θ + d˜2 cos θΣ
2
√
2
dϕ , A˜1 =
ω√
2
,
A˜2 =
ω√
2
+
1
2
√
2
[
(hQ1 − l1Q6) cos θ +
(
hQ˜1 − l1Q˜6
)
cos θΣ −
(
Q6Q˜1 − Q˜6Q1
) R cos θ − r
RΣ
]
dϕ ,
A˜3 =
ω√
2
+
1
2
√
2
[
(hQ2 − l2Q6) cos θ +
(
hQ˜2 − l2Q˜6
)
cos θΣ −
(
Q6Q˜2 − Q˜6Q2
) R cos θ − r
RΣ
]
dϕ .
(5.21)
The electric-magnetic vectors AM in D = 4 are then computed substituting (5.21) and the expres-
sions (5.11) for ZM in Eq. (2.4).
Although these expressions satisfy the equations of motion, these are not sufficient to ensure the
regularity of the system, so further conditions are necessary.
Zero-NUT-charge condition.
We require the absence of the NUT charge and Dirac-Misner singularities by imposing that each
center is NUT charge - free and the ω is zero along the Z-axis when sin θ = 0 , i.e.
ω
θ→pi
= 0 , ω
θ→0
r<R
= 0 , ω
θ→0
r>R
= 0 . (5.22)
This amounts to requiring Eq.s (2.43) and (2.44) as well as fixing the integration constant in the
solution for ωϕ. The above equations imply three conditions on the integration constants kω ,m
and m˜
kω = c
ijQ6liQ˜j − Q˜6liQj
2R
,
m =
1
2
[(
h+
Q˜6
R
)
cijliQj −Q6
2∏
i=1
(li +
Q˜i
R
)
]
,
m˜ =
1
2
[(
h+
Q6
R
)
cijliQ˜j − Q˜6
2∏
i=1
(li +
Qi
R
)
]
.
(5.23)
The last two conditions encode the bubble equation relating the distance R between the two cen-
ters to boundary conditions at spatial infinity. The above conditions are sufficient to exclude closed
time-like curves (CTC) as they guarantee that the term e−4U r2 sin2 θ − ω2 in the metric (2.3) is
positive everywhere.
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Electric-magnetic charges Below, for the sake of completeness, we write the total electric-
magnetic charge vector ΓM as well as those associated with the A and B-centers (respectively
denoted by ΓMA , Γ
M
B ):
ΓM = ( pΛ , qΛ ) =
(
0 ,
d1 + d˜1
2
√
2
,
√
2(Q2 + Q˜2) ,
√
2(Q1 + Q˜1) , −d2 + d˜2
2
√
2
, 0 , (5.24)
,
l1(Q6 + Q˜6) + h(Q1 + Q˜1)
2
√
2
,
l2(Q6 + Q˜6) + h(Q2 + Q˜2)
2
√
2
)
,
ΓMA = ( p
Λ
A , qΛA ) =
(
0 ,
d1
2
√
2
,
√
2Q2 ,
√
2Q1 , − d2
2
√
2
, 0 ,
−Q6(Q˜1 +Rl1) +Q1(Q˜6 + hR)
2
√
2R
,
,
−Q6(Q˜2 +Rl2) +Q2(Q˜6 + hR)
2
√
2R
)
,
ΓMB = ( p
Λ
B , qΛB ) =
(
0 ,
d˜1
2
√
2
,
√
2Q˜2 ,
√
2Q˜1 , − d˜2
2
√
2
, 0 ,
−Q˜6(Q1 +Rl1) + Q˜1(Q6 + hR)
2
√
2R
,
(5.25)
,
−Q˜6(Q2 +Rl2) + Q˜2(Q6 + hR)
2
√
2R
)
. (5.26)
Regularity near the centers and asymptotic flatness The horizon areas are expressed by the
integral
AH =
∫
dθ dϕ
√
r2(e−4Ur2 sin2 θ − ω2) , (5.27)
computed about the two centers, namely in the limits r → 0 and Σ → 0. Since we allow small
black holes, we only require this integral not to diverge at the two centers. This requires the e−4U
go like 1/ra and 1/Σa, with a ≤ 4, in the two limits, respectively. In our case, we have for the first
center
e−4U
r→0
θ=pi∼= 1
r6
(
−Q
2
6Q
2
1Q
2
2
9
)
+
+
1
r5
[
Q6Q1Q2
(
−2α
3
− Q6c
ijQi(Q˜j +Rlj)
3R
)]
+O(r−4)
(5.28)
and for the second one
e−4U
r→R
θ=0∼= 1
(r −R)6
(
−Q˜
2
6Q˜
2
1Q˜
2
2
9
)
+
+
1
(r −R)5
[
Q˜6Q˜1Q˜2
(
2α˜
3
− Q˜6c
ijQ˜i(Qj +Rlj)
3R
)]
+O((r −R)−4) .
(5.29)
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Since we are interested in finding instances of solutions with total Noether charge in each orbit
γ(7;1), β(7;k), this feature is not affected by choosing
Q˜6 = 0 , Q1 = 0 , Q2 = 0 , (5.30)
in order to have a well-behaved e−4U near each center. On the warp factor we further require the
condition for asymptotic flatness, namely limr→+∞ e−4U = 1, which can be solved for h to give:
h =
2(m0 −
√
l1l2l3l4 − 1)
l1l2
. (5.31)
Since we are only interested in studying instances of solutions keeping QO generic in a chosen
orbit, as a last condition, for the sake of simplicity, we shall set the values of the scalars at the
origin, i.e. at the infinity, requiring that limr→+∞M(3)scal = η and obtaining
m0 = 0 , l1 =
1
2
, l2 =
1
2
, l3 = 2 , l4 = 2 , h = 0 . (5.32)
The advantage of this choice is that in this “frame” the MADM and the topological mass, i.e. the
projection of the matrixM on H0, have the same value.
With the above choice of the parameters the geometry near the first center goes like
e−4U
r→0
θ=pi∼= 1
r4
[−α2]+ 1
r3
[
−αQ6(R + 2Q˜1)(R + 2Q˜2)
2R2
]
+O(r−2) , (5.33)
while close to the second one we have
e−4U
r→R
θ=0∼= 1
(r −R)4
[
−α˜2 + Q˜1Q˜2d˜1d˜2
]
+O((r −R)−3) ≡
≡ 1
(r −R)4
[−α˜2 − I4(pΛB, qΛB)]+O((r −R)−3) , (5.34)
where I4(pΛB, qΛB) is the quartic invariant associated with the second center (see Eq. (D.6) for the
explicit expression of this quantity). We note that, in order to have a well defined warp factor for
the first center in (5.33), the angular momentum term α has to be set to zero, revealing the singular
nature of this center as a small black hole.
Charges, angular momentum and distance R After having derived the regularity conditions
at the horizons, one can determine the total electromagnetic charges associated to the solution,
making use of (2.33), obtaining
ΓM = ( pΛ , qΛ ) =
(
0 ,
d1 + d˜1
2
√
2
,
√
2Q˜2 ,
√
2Q˜1 , −d2 + d˜2
2
√
2
, 0 , − Q6
4
√
2
, − Q6
4
√
2
)
.
(5.35)
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By the same token, one can compute the electromagnetic charges associated with each black hole,
considering a cycle about each center. These are given by
ΓMA = ( p
Λ
A , qΛA ) =
(
0 ,
d1
2
√
2
, 0 , 0 , − d2
2
√
2
, 0 , −Q6(R + 2Q˜1)
4
√
2R
, −Q6(R + 2Q˜2)
4
√
2R
)
(5.36)
for the center located in r = 0 and
ΓMB = ( p
Λ
B , qΛB ) =
(
0 ,
d˜1
2
√
2
,
√
2Q˜2 ,
√
2Q˜1 , − d˜2
2
√
2
, 0 ,
Q6 Q˜1
2
√
2R
,
Q6 Q˜2
2
√
2R
)
(5.37)
for the center located in r = R, θ = 0 .
The angular momentum is computed through the use of Qψ defined in (2.30) and the last equation
of (2.31). We obtain
Mϕ = −1
2
α˜− Q6[4Q˜1Q˜2 +R(Q˜1 + Q˜2)]
8R
=
= (MϕA = 0) +MϕB −
1
2
(ΓMA )
T CΓMB ,
(5.38)
where we have identified the angular momentum of the B-center MϕB with −α˜/2. Therefore the
total angular momentum is the sum of the angular momenta associated to each black hole plus the
symplectic product of the electromagnetic charges. In particular, one can consider the leading term
for ωϕ in the expression (5.20)
ωϕ =
1
r
[
−α˜− Q6(Q˜1 + Q˜2)
4
− Q6Q˜1Q˜2
R
]
sin2 θ +O((r)−2) , (5.39)
and verify that the following relation holds
ωϕ ∼= 2Mϕ sin
2 θ
r
+ . . . . (5.40)
We conclude this section, before entering into a detailed analysis of specific examples, by ob-
serving that there exists a lower bound for the distance R between the two centers which adds
to the constraints following from the zero-NUT charge condition. This minimum value of R can
be determined by requiring the positivity of the leading term in the warp function e−4U near each
center, in order to remove the presence of poles in this function. Obviously this condition is strictly
connected to the real single center orbit which each component black hole belongs to, so we will
derive this lower bound case by case.
5.1.2 The orbits O7;1,1 and O7;1,2
So far, we have not made a choice for the real nilpotent orbit within the α(7)-class, only limiting
our analysis to a specific γ-label (i.e. H∗C-orbit). In order to further restrict ourselves to specific
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H∗-orbits, we have to fix the β-labels, choosing the Noether charges matrix QO either in the orbit
α(7)γ(7;1)β(7;1) or in α(7)γ(7;1)β(7;2).
One center, sayB, can be always chosen to be described by the generating solution, namely so that
Q
(0)
B , defined in Eq. (2.42) by sending the A-center to infinity, has the form (4.16). This makes it
easier to fix its intrinsic orbit. The other center, in general, cannot be described in the same frame
as the generating solution if we want the total charge QO to be a generic element of the chosen
orbit. Therefore we first choose the parameters of the B-black hole so that it belongs to a given
H∗-orbit. Then we choose the parameters of the A-center so that the whole system is in the chosen
real orbit.
The orbit O7;1,1. Let us start with α(7)γ(7;1)β(7;1) by suitably choosing the parameters associated
with each center of the two-center solution. We find that, requiring the total solution to be in
the orbit γ(7;1), β(7;1), the two centers cannot be chosen to be both regular, consistently with the
general result illustrated in Sect. 4.2. For example a singular representative of this class has a total
Noether charge Q(0)O associated with the non-interacting configuration (R→∞) of the form:
Q
(0)
O = Q
(0)
A +Q
(0)
B , (5.41)
where Q(0)B defines a singular single-center solution in the orbit α
(6)γ(6;5)β(4) while Q(0)A corre-
sponds to a regular small black hole in the orbit α(2)γ(2;2)β(2) (non-BPS critical solution). More
specifically, for the center B, we can set
Q˜1 = −1
2
, Q˜2 =
1
2
, d˜1 = 2 , d˜2 = 2 , (5.42)
We end up with a singular non-BPS single center solution described by a matrix Q(0)B in the gener-
ating frame (4.16), of the form
Q
(0)
B = N
+
1 +N
−
2 +N
−
3 −N−4 . (5.43)
If we sendA to infinity and shift the origin toB, the solution hasMADM = 1/2 and warp function
e−4U = (r − 1)(r + 1)3/r4 with a single pole at r = 1 which is in general not removed by the
interaction terms.
As for the second center, we can choose
d1 = 2 , d2 = 2 , Q6 = 2 . (5.44)
The second center corresponds to a non-BPS critical solution which, in the limit R → ∞, would
have MADM = 1/2 and warp function e−4U = 1 + 2/r + 3/(4 r2). The Noether charges of
the global solution can be computed using the formulas given earlier and one can verify that the
Noether charge matrix is indeed in the α(7)γ(7;1)β(1) orbit.
Although this is just one instance of solution, we emphasize that in any two-center solution with
Q
(0)
O in the same H
∗-orbit one of the two black holes is singular.
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The orbit O7;1,2 As is in the previous case, we choose the parameters of the B center so that its
intrinsic charge-matrix Q(0)B be in the generating solution-frame. In particular we have chosen
Q˜1 = 1 , Q˜2 =
1
2
, d˜1 = 2 , d˜2 = 2 . (5.45)
Sending the center A to infinity and placing the center B in the origin, we end up with a regu-
lar single-center solution in the orbit α(6)γ(6;5)β(5)δ(1), whose MADM = 5/4, and warp function
e−4U = (r + 1)3(r + 2)/r4 everywhere positive. As for the A-center, we choose the di’s and Q6
as in (5.44) so that it describes a non-BPS critical single-center black hole, as before.
The total Noether charge matrixQO with the above chosen parameters belongs to the orbit α(7)γ(7;1)β(2),
and is the sum of two regular black holes, with total mass MADM = 7/4 and (p, q) charges
ΓM = ( pΛ , qΛ ) =
(
0 ,
√
2 ,
1√
2
,
√
2 , −
√
2 , 0 , − 1
2
√
2
, − 1
2
√
2
)
. (5.46)
Being both centers regular, we can expect to have a stable multi-center system. Having fixed all
parameters we can now study the lower bound ofR. As mentioned before, this value is determined
by studying the behavior of the total warp function near each center and imposing the positivity of
the leading terms, in order to remove the existence of poles. We have
e−4U
r→0
θ=pi∼= 1
r2
[
−4 + 12R + 5R
2 − 6R3 − 3R4
4R4
]
+O(r−1) , (5.47)
for the A center and
e−4U
r→R
θ=0∼= 1
(r −R)4
[
2− α˜2]+O((r −R)−3) ≡
≡ 1
(r −R)4
[−I4(pΛB, qB Λ)− α˜2]+O((r −R)−3) , (5.48)
for theB center. As one can see, requiring positivity of e−4U in the (5.47) near theA center implies
R >
1
6
(
3 +
√
33
)
. (5.49)
Below this value of the distance R, the solution exhibits curvature singularities, although com-
posed of two regular black holes. One can interpret this result as follows: When the two centers
get below a minimum distance the interaction forces are too strong and destabilize the system.
In order to study this system of regular black holes, we fix R to a value, say 12, above the bound;
once the mutual distance is chosen, the interaction between the two centers is fixed and the warp
function e−4U and the curvature scalar R only depend on the coordinates r and θ. In order to
exclude the presence of closed time-like curves (CTC) in the solution, we have to make sure that
e−4U and e−4U r2 sin2 θ − ω2 are positive everywhere.
We have verified that e−4U > 0 and e−4U r2 sin2 θ − ω2 > 0 for any choice of r and θ at R fixed,
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see Figs. a), b), c) below.
(a) The behavior of e−4U r2 sin2 θ − ω2. (b) The behavior of e−4U r2 sin2 θ − ω2 near
the A center, corresponding to α(2)γ(2;2)β(2).
(c) The behavior of e−4U r2 sin2 θ − ω2
near the B center, corresponding to
α(6)γ(6;5)β(5)δ(1).
The previous plots show that the presence of closed time-like curves can be excluded and this
follows not only from the regularity of each center, that remains a necessary condition for this, but
also from equations (5.23). The following plots show the behavior of the warp function e−4U and
the curvature scalar R at the chosen value of the mutual distance R between the two centers. The
curvature scalar, which only depends on the scalar fields (see Eq. (2.25)) and is quadratic in their
derivatives, shows for the B center a characteristic “volcano”-shape associated with the attractor
mechanism [53] (see Figure (f)): it is non-vanishing about the center and zero at the horizon where
the derivatives of the scalars vanish. The same quantity diverges at r = 0 where the small black
hole is located (see Figure (e)).
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(d) The behavior of the warp function e−4U . (e) The behavior of the curvature scalarR.
(f) Detail of the curvature scalarR for the regular
center α(6)γ(6;5)β(5)δ(1).
5.2 The orbit α(7)γ(7;2)β(i)
Consider now theH∗C-nilpotent orbit defined by γ(7;2). The graded decomposition of so(4, 4) with
respect to the corresponding neutral element h yields a nilpotent algebra n with the same structure
(5.4),(5.5) as for the γ(7;1) case. We then consider the same Ansatz for the coset representative,
with Lˆ(xi) given by (5.6) and obtain, after performing suitable redefinitions of the components
of Y(xi), the same equations of motion (5.8). This time we choose for the neutral element h the
following matrix:
h = 2e1,4 + 2e1,5 − e2,3 + e2,6 − e3,2 − e3,7 + 2e4,1 − 2e4,8 + 2e5,1 − 2e5,8 + e6,2 + e6,7 − e7,3+
+ e7,6 − 2e8,4 − 2e8,5 . (5.50)
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Being however the neutral element different with respect to the γ(7;1)-case, the explicit from of the
solution φI(xi) will also be different. The required redefinitions are
V˜ → V ,
L˜1 → 2(2L1 − 1) , L˜2 → 2(2L2 + 1) ,
Z˜1 → 4(Z1 + 2) , Z˜2 → 4(Z2 − 2) ,
M˜ → 32M + 4
3
V [8L1L2 − 2(L1 − L2) + 1] ,
(5.51)
and yield for e−4U the same expression
e−4U = L1L2Z1Z2 −M2 , (5.52)
while for the scalars ZM and a we find
Z0 = 1√
2
[
1 +
L1 (M V + Z1 Z2 )
2 e−4U
]
,
Z1 = −
√
2M L1
e−4U
,
Z2 = −(M + V L1 L2 )Z2
2
√
2 e−4U
,
Z3 = (M + V L1 L2 )Z1
2
√
2 e−4U
,
Z0 = −
√
2M L2
e−4U
,
Z1 = 1√
2
[
1 − L2 (M V + Z1 Z2 )
2 e−4U
]
,
Z2 = 1√
2
(
1 − 2L1 L2 Z1
e−4U
)
,
Z3 = 1√
2
(
1 +
2L1 L2 Z2
e−4U
)
,
a =
V L1 L2(Z1 − Z2) − M [4(L1 − L2) − Z1 + Z2 − 4]
4 e−4U
.
(5.53)
The four-dimensional scalar fields read
1 = − 4 (M + L1 L2 V )
2M V + L1 L2 V 2 + Z1 Z2
, e−2ϕ1 =
( 2M V + L1 L2 V
2 + Z1 Z2)
2
16 e−4U
,
2 = − M
L1 Z1
, e−2ϕ2 =
L21 Z
2
1
e−4U
,
3 =
M
L1 Z2
, e−2ϕ3 =
L21 Z
2
2
e−4U
.
(5.54)
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The equation for ω is the same as (5.14) while those for the D = 3 vector fields A˜M read:
∗dA˜0 = ∗dω√
2
− 1
2
√
2
(V dL1 − L1dV ) , ∗dA˜1 =
√
2 dL1 , ∗dA˜2 = dZ2
2
√
2
, ∗dA˜3 = − dZ1
2
√
2
,
∗dA˜0 =
√
2 dL2 , ∗dA˜1 = ∗dω√
2
+
1
2
√
2
(V dL2 − L2dV ) , ∗dA˜2 = ∗dω√
2
, ∗dA˜3 = ∗dω√
2
.
(5.55)
5.2.1 The solution
Referring to the equations (5.17) and (5.19) of 5.1.1, which are independent of the orbit and con-
tinue to hold also in this case, we write below the conditions we have imposed to obtain our
solution.
Regularity conditions and asymptotic flatness The absence of a NUT charge for each center
implies the same conditions on the coefficients m and m˜ as (5.23). In order to have a well-behaved
solution near each center, just as in the previous case, we need to require e−4U to go, like 1/ra and
1/Σa near the A and B centers, respectively, with a ≤ 4. The resulting conditions are the same as
as for the α(7)γ(7;1)β(i), and we choose also in this case, the conditions Q˜6 = 0,Q1 = 0,Q2 = 0
and α = 0 (the latter being required in order to have a well defined warp factor near the small
black hole). Asymptotic flatness further implies
h =
2(m0 −
√
l1l2l3l4 − 1)
l1l2
. (5.56)
Electric-magnetic charges Below we write the total electric-magnetic charge vector ΓM as well
as those associated with the A and B-centers:
ΓM = ( pΛ , qΛ ) =
(
l1(Q6 + Q˜6)− h(Q1 + Q˜1)
2
√
2
,
√
2(Q1 + Q˜1) ,
d2 + d˜2
2
√
2
, −d1 + d˜1
2
√
2
,
,
√
2(Q2 + Q˜2) , − l2(Q6 + Q˜6)− h(Q2 + Q˜2)
2
√
2
, 0 , 0
)
,
(5.57)
ΓMA = ( p
Λ
A , qΛA ) =
(
Q6(Q˜1 +Rl1)−Q1(Q˜6 + hR)
2
√
2R
,
√
2Q1 ,
d2
2
√
2
, − d1
2
√
2
,
√
2Q2 ,
,
−Q6(Q˜2 +Rl2) +Q2(Q˜6 + hR)
2
√
2R
, 0 , 0
)
,
(5.58)
45
ΓMB = ( p
Λ
B , qΛB ) =
(
Q˜6(Q1 +Rl1)− Q˜1(Q6 + hR)
2
√
2R
,
√
2Q˜1 ,
d˜2
2
√
2
, − d˜1
2
√
2
,
√
2Q˜2 ,
,
−Q˜6(Q2 +Rl2) + Q˜2(Q6 + hR)
2
√
2R
, 0 , 0
)
.
(5.59)
5.2.2 The orbits O7;2,1 and O7;2,2
Again, we have to distinguish between the real nilpotent orbits α(7)γ(7;2)β(i) using the β-labels,
requiring the Noether charge matrix QO to be either in α(7)γ(7;2)β(1) or in α(7)γ(7;2)β(2).
As a simplifying condition, without affecting the H∗-orbit of QO, we can set the values of the
scalars at the origin, i.e. at the infinity, requiring that limr→+∞M(3)scal = η and find
m0 = 0 , l1 =
1
2
, l2 = −1
2
, l3 = −2 , l4 = 2 , h = 0 . (5.60)
The orbit O7;2,1 We start with α(7)γ(7;2)β(1), considering the system as composed by two single-
center black holes: the B described by the generating solution of the corresponding orbit. The
orbit of the other center is determined by the tensor classifiers.
For the B center, at the distance R from the origin along the z-axes, we have chosen
Q˜1 = 1 , Q˜2 = −1 , d˜1 = −2 , d˜2 = 2 . (5.61)
We end up with a regular non-BPS single-center solution, with Q(0)B of the form
Q
(0)
B = 2N
+
1 + 2N
−
2 +N
−
3 +N
−
4 , (5.62)
corresponding to the orbit α(6)γ(6;5)β(5)δ(1). For the A center at the origin, we have chosen
d1 = −2 , d2 = 2 , Q6 = 2 , (5.63)
which defines a BPS critical small black hole in the orbit α(2)γ(2;1)β(1). If isolated from the other
center, this black hole would have MADM = 1/2, e−4U = 1 + 2/r+ 3/(4 r2). The Noether charge
matrix with the parameters chosen as in (5.61) and (5.63), correspond to have a α(7)γ(7;2)β(1) with
total MADM = 2 and (p, q) charges
ΓM = ( pΛ , qΛ ) =
(
1
2
√
2
,
√
2 ,
√
2 ,
√
2 , −
√
2 ,
1
2
√
2
, 0 , 0
)
. (5.64)
We can now proceed to the study of the behavior of the total warp function near each center
and imposing the positivity of the leading terms, in order to remove the existence of poles and
determine the lower bound of R. We have
e−4U
r→0
θ=pi∼= 1
r2
[
(R + 2)2(3R + 2)(R− 2)
4R4
]
+O(r−1) , (5.65)
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for the A center and
e−4U
r→R
θ=0∼= 1
(r −R)4
[
4− α˜2]+O((r −R)−3) ≡
≡ 1
(r −R)4
[−I4(pΛB, qB Λ)− α˜2]+O((r −R)−3) , (5.66)
for the B center. Requiring positivity of e−4U in the (5.65) near the A center implies the following
lower bound for the distance R
R > 2 . (5.67)
Below this value of the distance R, the global warp function e−4U shows unphysical singularities
and the system, although composed from two regular black holes, ceases to be globally regular.
We again exclude the presence of closed time-like curves in the solution when Eq. (5.67) holds;
having fixed the value of R above the lower bound, we can study the warp function e−4U and the
curvature scalarR , which are illustrated in the following plots.
(g) The behavior of the warp function e−4U . (h) The behavior of the curvature scalarR.
(i) Detail of the curvature scalarR near the regular
α(6)γ(6;5)β(5)δ(1).
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Note that the curvature scalar R, which diverges when approaching the small A-black hole (see
Fig. h)), is finite about the center with finite horizon (see Fig. i)), and exhibits the characteristic
shape related to the attractor mechanism.
The orbit O7;2,2 Consistently with the general result illustrated in Sect. 4.2, we could not find
regular single center solutions yielding a total Noether charge matrix in this orbit. For instance we
could produce a solution with QO in O7;2,2 by choosing for the B-center
Q˜1 = −1
2
, Q˜2 = −1
2
, d˜1 = −2 , d˜2 = 2 , (5.68)
which defines a singular single center solution corresponding to a α(6)γ(6;5)β(2).
As for the A-center, we choose the di’s and Q6 as in (5.63) fixing the other parameters to be zero,
ending up in the same BPS critical single-center orbit α(2)γ(2;1)β(1).
The Noether charge matrix QO, with the chosen parameters, is contained in the orbit α(7)γ(7;2)β(2),
and the solution is the sum of a singular and a regular black hole, with total MADM = 1 and (p, q)
charges
ΓM = ( pΛ , qΛ ) =
(
1
2
√
2
, − 1√
2
,
√
2 ,
√
2 , − 1√
2
,
1
2
√
2
, 0 , 0
)
. (5.69)
As for (α(7)γ(7;1)β(1)) the presence of a singular black hole spoils the regularity of the whole
system.
5.3 Summary of representatives for α(7), α(8) and α(9)
Due to triality, the discussion for the orbits α(8) and α(9) follows the same lines as that for α(7),
so we omit it. We limit ourselves here to write, in the tables below, representatives of each of the
corresponding H∗-orbits as sum of representatives of single-center orbits. For the α(7)-orbits these
combinations correspond to the solutions discussed above.
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HHHHHHγ
β
β(1) β(2)
γ(1)
(α(6)γ(6;5)β(4)) +
(α(2)γ(2;2)β(2))
(α(6)γ(6;5)β(5)δ(1)) +
(α(2)γ(2;2)β(2))
γ(2)
(α(6)γ(6;5)β(5)δ(1)) +
(α(2)γ(2;1)β(1))
(α(6)γ(6;5)β(2)) +
(α(2)γ(2;1)β(1))
Table 1: Representatives of α(7)-orbit as combinations of representatives of single-center ones.
HHHHHHγ
β
β(1) β(2)
γ(1)
(α(6)γ(6;5)β(3)) +
(α(3)γ(3;2)β(2))
(α(6)γ(6;5)β(5)δ(1)) +
(α(3)γ(3;2)β(2))
γ(2)
(α(6)γ(6;5)β(5)δ(1)) +
(α(3)γ(3;1)β(1))
(α(6)γ(6;5)β(1)) +
(α(3)γ(3;1)β(1))
Table 2: Representatives of α(8)-orbit as combinations of representatives of single-center ones..
HHHHHHγ
β
β(1) β(2)
γ(1)
(α(6)γ(6;5)β(4)) +
(α(4)γ(4;2)β(2))
(α(6)γ(6;5)β(5)δ(1)) +
(α(4)γ(4;2)β(2))
γ(2)
(α(6)γ(6;5)β(5)δ(1)) +
(α(4)γ(4;1)β(1))
(α(6)γ(6;5)β(1)) +
(α(4)γ(4;1)β(1))
Table 3: Representative of α(9)-orbit as combinations of representatives of single-center ones.
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The non-diagonal orbits, which contain regular solutions, can be obtained in a number of ways by
combining regular-single-center orbits, as illustrated in Appendix C.2.
5.4 The orbits α(10)γ(10;(1,...,4))β(1,...,4)
Following [15], we now consider now the orbits with give origin to the so-called composite non-
BPS solutions. For the construction of the general solution we review the analysis of [15]. We
shall then discuss in detail, for three H∗ orbits, regular representative solutions. limiting ourselves
to the detailed discussion of only three relevant instances of solutions, being the other solutions
very similar. At the end of this section we report the complete results for each γ-β-label.
5.4.1 The orbit α(10)γ(10;1)β(1,...,4)
Let us start considering the graded decomposition of so(4, 4) respect to the weighted Dynkin dia-
gram in A, which defines the orbits for α(10). The nilpotent subalgebra n has the following struc-
ture:
n(10;1,(1,...,4)) ∼= (3× 2)(1)K∗ ⊕ (3× 1)(2)H∗ ⊕ 2(3)K∗ . (5.70)
Choosing an appropriate basis of this algebra, the only non-zero commutators are [15]
[e(1),iα , e
(1),j
β ] = εαβc
ijkf(2)k ,
[f(2)i , e
(1),j
α ] = δ
j
i e
(3)
α , i, j, k = 1, 2, 3 ,
(5.71)
having denoted by e the generators in K∗ and by f those in H∗, the number in superscript being
the grading relative to the neutral element and α, β are doublet indices. The coefficients cijk are
defined as: cijk = |εijk| .
We now consider the Ansatz
Lˆ = exp(−K˜αi e(1),iα − M˜αe(3)α ) (5.72)
and write in terms of the above functions the scalar field equations. With the following redefinitions
K˜α=1i → 2(Li − 1) ,
K˜α=2i → Ki ,
M˜α=1 → 8M + 4
3
(∑
i
Ki −
∑
k
cijkKi Lj − cijkKi Lj Lk
)
,
M˜α=2 → 2(V − 1) + 1
3
(
2
∑
k
cijkKiKj + c
ijkKiKj Lk
)
,
(5.73)
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we obtain the following equations of motion [15]
d ∗ dKi = 0 ,
d ∗ dLi = 0 ,
d ∗ dM = cijk Li dLj ∗ dKk ,
d ∗ dV = cijk Li dKj ∗ dKk ,
(5.74)
where, in writing the last equation, we have used the first two, namely the fact that Ki and Li are
harmonic functions. With the redefinitions (5.73), the warp function e−4U has the usual form
e−4U = V L1 L2 L3 − M2 , (5.75)
and the scalars ZM and a read
Z0 = 1√
2
[
1 −
∏3
i=1 Li
e−4U
]
,
Z1 = 1√
2
[
L1 (M − K1 L2 L3 )
e−4U
]
,
Z2 = 1√
2
[
L2 (M − K2 L1 L3 )
e−4U
]
,
Z3 = 1√
2
[
L3 (M − K3 L1 L2 )
e−4U
]
,
Z0 = 1
2
√
2
[
2
∏3
i=1 Ki Li − 2M V + cijk (V Li LjKk − M LiKjKk )
e−4U
]
,
Z1 = 1√
2
[
1 − 2K2K3
∏3
i=1 Li + c
1jk (V Lj Lk − 2M Kj Lk )
2 e−4U
]
,
Z2 = 1√
2
[
1 − 2K1K3
∏3
i=1 Li + c
2jk (V Lj Lk − 2M Kj Lk )
2 e−4U
]
,
Z3 = 1√
2
[
1 − 2K1K2
∏3
i=1 Li + c
3jk (V Lj Lk − 2M Kj Lk )
2 e−4U
]
,
a =
2M (V − 2 + ∑i Li ) + cijk (M KiKj Lk − V Ki Lj Lk ) − 2 ∏i Li (∑j Kj + ∏j Kj )
4 e−4U
.
(5.76)
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The four-dimensional scalar fields read
1 = K1 − M
L2 L3
, e−2ϕ1 =
L22 L
2
3
e−4U
,
2 = K2 − M
L1 L3
, e−2ϕ2 =
L21 L
2
3
e−4U
,
3 = K3 − M
L1 L2
, e−2ϕ3 =
L21 L
2
2
e−4U
.
(5.77)
Now, it is useful rewrite the third of (5.74) as
d (∗dM) = 1
2
cijk d (Li Lj ∗ dKk ) , (5.78)
so we can obtain the equation for ω
∗dω = −dM + 1
2
cijk Li Lj dKk , (5.79)
and, from the Eq. (2.8), those for A˜M
∗dA˜0 = ∗dω√
2
, ∗dA˜1 = dL1√
2
, ∗dA˜2 = dL2√
2
, ∗dA˜3 = dL3√
2
,
∗dA˜0 = 1√
2
[
−dV + 1
2
cijk [Lid(KjKk)−KjKkdLi]
]
,
∗dA˜1 = 1√
2
[∗dω + c1jk (KjdLk − LkdKj)] ,
∗dA˜2 = 1√
2
[∗dω + c2jk (KjdLk − LkdKj)] ,
∗dA˜3 = 1√
2
[∗dω + c3jk (KjdLk − LkdKj)] .
(5.80)
5.4.2 The solution
Just as in Subsection 5.1.1, we consider the first center (A) located at r = 0 and the second one
(B) at r = R, θ = 0, so Eq.s (5.16) hold. Being V ,Li and Zi harmonic functions, we can write
them in the following general form
Li = li +
Qi
r
+
Q˜i
Σ
, Ki = ki +
di
r
+
d˜i
Σ
. (5.81)
Substituting the above expressions in the third and fourth of equations (5.74), we find
d ∗ dM = cijk
(
li +
Qi
r
+
Q˜i
Σ
)
d
(
lj +
Qj
r
+
Q˜j
Σ
)
∗ d
(
kk +
dk
r
+
d˜k
Σ
)
(5.82)
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and
d ∗ dV = cijk
(
li +
Qi
r
+
Q˜i
Σ
)
d
(
kj +
dj
r
+
d˜j
Σ
)
∗ d
(
kk +
dk
r
+
d˜k
Σ
)
. (5.83)
Using the properties in Appendix B as well as those obtained from them by interchanging the two
centers r ↔ Σ, we can solve Eq.s (5.82) by writing M and V as a suitable combination of terms,
plus harmonic functions:
M =m0 +
m
r
+
m˜
Σ
+
α cos θ
r2
+
α˜ cos θΣ
Σ2
+
cijk
2
[
liQjdk
r2
+
liQ˜j d˜k
Σ2
+
li(Qj d˜k + Q˜jdk)
rΣ
+
− Q˜iQ˜jdk(r cos θ −R)
rRΣ2
− QiQ˜jdk(r cos θ −R)
r2RΣ
+
QiQj d˜k cos θ
rRΣ
+
QiQ˜j d˜k cos θ
RΣ2
+
+QiQjdk
(
R− r cos θ(1 + δ)
3Rr3
)
+ Q˜iQ˜j d˜k
(
r cos θ(1 + δ˜)−Rδ˜
3RΣ3
)]
,
(5.84)
V =h+
Q6
r
+
Q˜6
Σ
+
β cos θ
r2
+
β˜ cos θΣ
Σ2
+
+ cijk
[
1
2
(
li +
Qi
r
+
Q˜i
Σ
)(
kj +
dj
r
+
d˜j
Σ
)(
kk +
dk
r
+
d˜k
Σ
)
− kiQjdk
r2
− kiQ˜j d˜k
Σ2
+
− ki(Qj d˜k + Q˜jdk)
rΣ
+
d˜id˜jQk(r cos θ −R)
rRΣ2
+
did˜jQk(r cos θ −R)
r2RΣ
− didjQ˜k cos θ
rRΣ
+
− did˜jQ˜k cos θ
RΣ2
− didjQk
(
R− r cos θ(1 + δ)
3Rr3
)
− d˜id˜jQ˜k
(
r cos θ(1 + δ˜)−Rδ˜
3RΣ3
)]
,
(5.85)
where the δ and δ˜-parameters multiply the additional harmonic functions of the form cos(θ)/r2
and cos(θΣ)/Σ2 in the solutions for M and V , when integrating equations of the form: d ∗ df =
1
r
d
(
1
r
) ∗ d (1
r
)
, d ∗ df = 1
Σ
d
(
1
Σ
) ∗ d ( 1
Σ
)
.
Similarly, from (5.79) and (5.80), we can obtain the expressions for ω
ω =
[
kω + α
sin2 θ
r
+ α˜
sin2 θΣ
Σ
−
(
m− cijk liljdk
2
)
cos θ −
(
m˜− cijk lilj d˜k
2
)
cos θΣ+
+ cijk
[− QiQjdk(1 + δ) sin2 θ
6rR
+
Q˜iQ˜j d˜k(1 + δ˜) sin
2 θΣ
6RΣ
− li(Q˜jdk −Qj d˜k)(r −R cos θ)
2RΣ
+
− Qi(Q˜jdk −Qj d˜k) sin
2 θ
2RΣ
− Q˜i(Q˜jdk −Qj d˜k) sin
2 θΣ
2Rr
]]
dϕ ,
(5.86)
53
and for the D = 3 vectors A˜M
A˜0 =
ω√
2
, A˜1 =
Q1 cos θ + Q˜1 cos θΣ√
2
dϕ , A˜2 =
Q2 cos θ + Q˜2 cos θΣ√
2
dϕ ,
A˜3 =
Q3 cos θ + Q˜3 cos θΣ√
2
dϕ ,
A˜0 =
[
− (Q6 + cijkkikjQk) cos θ − (Q˜6 + cijkkikjQ˜k) cos θΣ + β sin
2 θ
r
+ β˜
sin2 θΣ
Σ
+
+ cijk
[
ki(djQ˜k − d˜jQk)R cos θ − r
RΣ
+ di(djQ˜k − d˜jQk)sin
2 θ
RΣ
+ d˜i(djQ˜k − d˜jQk)sin
2 θΣ
Rr
]]
dϕ ,
A˜1 = ω + c
1jk
[
(kjQk − ljdk) cos θ + (kjQ˜k − lj d˜k) cos θΣ − (djQ˜k − d˜jQk)R cos θ − r
RΣ
]
dϕ ,
A˜2 = ω + c
2jk
[
(kjQk − ljdk) cos θ + (kjQ˜k − lj d˜k) cos θΣ − (djQ˜k − d˜jQk)R cos θ − r
RΣ
]
dϕ ,
A˜3 = ω + c
3jk
[
(kjQk − ljdk) cos θ + (kjQ˜k − lj d˜k) cos θΣ − (djQ˜k − d˜jQk)R cos θ − r
RΣ
]
dϕ .
(5.87)
Replacing the above expressions and the solution (5.76) for the ZM scalars in (2.4) one obtains the
explicit form of the D = 4 vector fields.
Below we proceed to impose the regularity condition on the solution.
Zero-NUT charge condition Imposing Eq.s (5.22) on ω , in order to exclude the presence of
Dirac-Misner singularities we find for kω, m and m˜ the following conditions
kω =
cijk
2R
li
(
Q˜j dk − Qj d˜k
)
,
m =
cijk
2R
li
(
R lj dk + Q˜j dk − Qj d˜k
)
,
m˜ =
cijk
2R
li
(
R lj d˜k + Qj d˜k − Q˜j dk
)
.
(5.88)
The difference between last two conditions represents the bubble equation relatingR to the asymp-
totic data at spatial infinity.
Regularity near the centers and asymptotic flatness Let us now require each center to be
either a small or a regular black hole with finite horizon area. This implies the absence of terms
in the expansion of e−4U near the A-center (and B-center) diverging faster that 1/r4 (and 1/Σ4,
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respectively). In our case, we have for the first center
e−4U
r→0
θ=pi∼= 1
r6
[
cijk
18
(Q1Q2Q3Qidjdk −Q2iQ2jd2k)
]
+O(r−5) (5.89)
and for the second one
e−4U
r→R
θ=0∼= 1
(r −R)6
[
cijk
18
(Q˜1Q˜2Q˜3Q˜id˜j d˜k − Q˜2i Q˜2j d˜2k)
]
+O(r−5) . (5.90)
The above divergent terms can be removed, following [15], by requiring
γ =
d1
Q1
=
d2
Q2
=
d3
Q3
, γ˜ =
d˜1
Q˜1
=
d˜2
Q˜2
=
d˜3
Q˜3
. (5.91)
With this choice, we have
e−4U
r→0
θ=pi∼= 1
r5
[
−Q1Q2Q3(R(β − 2αγ) + 4γ
2(1 + δ)Q1Q2Q3)
R
]
+O(r−4) , (5.92)
and
e−4U
r→R
θ=0∼= 1
(r −R)5
[
Q˜1Q˜2Q˜3[R(β˜ − 2α˜γ˜)− 4γ˜2(1 + δ˜)Q˜1Q˜2Q˜3]
R
]
+O((r −R)−4) , (5.93)
so we can further impose, following [15], the conditions
β = 2 γ α , β˜ = 2 γ˜ α˜ , δ = −1 , δ˜ = −1 . (5.94)
On the warp factor the asymptotic flatness condition limr→+∞ e−4U = 1 implies
h =
1 + m20
l1 l2 l3
− c
ijk
2
( li kj kk ) . (5.95)
Being interested in analyzing a specific solution with QO generic in a chosen H∗-orbit, we further
restrict to parameters so that φ0 = O. This amounts to requiring that limr→+∞M(3)scal = η and
implies
m0 = 0 , li = 1 , ki = 0 . (5.96)
With these conditions, we can write down the expressions for the charges of each center, in a more
compact form:
ΓMA = (p
Λ
A, qAΛ) =
(
0,
Q1√
2
,
Q2√
2
,
Q3√
2
,−Q6√
2
,−Rγ(Q2 +Q3) + (γ − γ˜)c
1jkQjQ˜k√
2R
,
− Rγ(Q1 +Q3) + (γ − γ˜)c
2jkQjQ˜k√
2R
,−Rγ(Q1 +Q2) + (γ − γ˜)c
3jkQjQ˜k√
2
)
(5.97)
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for the center A and
ΓMB = (p
Λ
B, qB Λ) =
(
0,
Q˜1√
2
,
Q˜2√
2
,
Q˜3√
2
,− Q˜6√
2
,−Rγ˜(Q˜2 + Q˜3) + (γ˜ − γ)c
1jkQjQ˜k√
2R
,
− Rγ˜(Q˜1 + Q˜3) + (γ˜ − γ)c
2jkQjQ˜k√
2R
,−Rγ˜(Q˜1 +Q2) + (γ˜ − γ)c
3jkQjQ˜k√
2
)
(5.98)
for the center B. The quartic invariant computed with the above charges read:
I4(p
Λ
A, qAΛ) = Q1Q2Q3
[
−Q6 + γ2
∑
i
Qi +
γ(γ − γ˜)
R
∑
i
cijkQjQ˜k +
(γ − γ˜)2
2R2
cijkQiQ˜jQ˜k
]
(5.99)
and
I4(p
Λ
B, qB Λ) = Q˜1Q˜2Q˜3
[
−Q˜6 + γ˜2
∑
i
Q˜i +
γ˜(γ˜ − γ)
R
∑
i
cijkQjQ˜k +
(γ − γ˜)2
2R2
cijkQiQjQ˜k
]
.
(5.100)
Now, one can see that the geometry near the first center behaves like
e−4U ∼= 1
r4
[−I4(pΛA, qA,Λ)− α2]+O((r)−3) , (5.101)
while near the second one as
e−4U ∼= 1
(r −R)4
[−I4(pΛB, qB,Λ)− α˜2]+O((r −R)−3) . (5.102)
Regularity them requires the quartic invariants I4(pΛA, qA,Λ), I4(p
Λ
B, qB,Λ) to be negative [15] and, in
our formalism, this restricts to two centers to belong to the α(6), γ(6;5), β(6;5), δ(1) orbit. Note that
had one of the centers been in the α(6), γ(6;5), β(6;5), δ(2), the asymptotic behavior of the solution
described by (5.101) and (5.102) would be the same but the solution would be singular (see the
discussion at the end of Sect. 4.1).
Charges and angular momentum Having implemented the regularity conditions, one can de-
termine the electromagnetic charges associated with the solution, making use of (2.33), and with
each center
ΓM = (pΛ, qΛ) =
(
0,
Q1 + Q˜1√
2
,
Q2 + Q˜2√
2
,
Q3 + Q˜3√
2
,−Q6 + Q˜6√
2
,−γ(Q2 +Q3) + γ˜(Q˜2 + Q˜3)√
2
,
− γ(Q1 +Q3) + γ˜(Q˜1 + Q˜3)√
2
,−γ(Q1 +Q2) + γ˜(Q˜1 + Q˜2)√
2
)
,
(5.103)
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ΓMA = (p
Λ
A, qAΛ) =
(
0,
Q1√
2
,
Q2√
2
,
Q3√
2
,−Q6√
2
,−Rγ(Q2 +Q3) + (γ − γ˜)c
1jkQjQ˜k√
2R
,
− Rγ(Q1 +Q3) + (γ − γ˜)c
2jkQjQ˜k√
2R
,−Rγ(Q1 +Q2) + (γ − γ˜)c
3jkQjQ˜k√
2
)
,
(5.104)
ΓMB = (p
Λ
B, qB Λ) =
(
0,
Q˜1√
2
,
Q˜2√
2
,
Q˜3√
2
,− Q˜6√
2
,−Rγ˜(Q˜2 + Q˜3) + (γ˜ − γ)c
1jkQjQ˜k√
2R
,
− Rγ˜(Q˜1 + Q˜3) + (γ˜ − γ)c
2jkQjQ˜k√
2R
,−Rγ˜(Q˜1 +Q2) + (γ˜ − γ)c
3jkQjQ˜k√
2
)
.
(5.105)
The total angular momentum is computed to be
Mϕ =
1
2
(α + α˜)− γ − γ˜
4R
[
R
∑
i
cijkQjQ˜k + c
ijkQiQ˜j(Qk + Q˜k)
]
=
= MϕA +MϕB −
1
2
(ΓA)
T CΓB ,
(5.106)
where MϕA ≡ α/2 and MϕB ≡ α˜/2. Just as noticed by [15], the total angular momentum is the
sum of the angular momenta of the single centers plus the symplectic product of electromagnetic
charges associated with each center. One can indeed verify that the above expression for Mϕ is
precisely the one occurring in the asymptotic expansion of ωϕ, according to the formula (2.32).
5.4.3 The orbit O10;1,1
Let us consider the double-center solutions with QO in the orbit α(10)γ(10;1)β(1). The peculiarity of
this orbit (and in particular of all the α(10) orbits with coinciding γ and β labels ) is that it can not
be obtained as the sum of two orbits associated with regular single-center solutions (see discussion
in Sect. 4.2).
For instance, by choosing the charge parameters as follows:
Q6 = −1 , Q1 = 1 , Q2 = −1 , Q3 = 1 , γ = 1
2
,
Q˜6 = 1 , Q˜1 = −2 , Q˜2 = −5 , Q˜3 = 6 , γ˜ = 1 , (5.107)
we can find a two-center solution in which the A-center is in the orbit α(6)γ(6;5)β(5)δ(4) and the
B-one in the orbit α(6)γ(6;5)β(5)δ(3). Without entering into the details of the solution we see from
the figures below that e−4U has poles at finite r and e−4Ur2 sin2 θ − ω2 becomes negative near the
centers, revealing the presence of CTC.
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(j) The plot of the warp funtion e−4U . (k) The intersection of e−4Ur2 sin2 θ − ω2 with
the plane z = 0.
5.4.4 The orbits O10;1,2 ( Singular solution )
Let us consider now the α(10)γ(10;1)β(2) orbit and illustrate in this example the general fact that a
same orbit, which is not intrinsically singular, can describe (depending on their composition) both
singular and regular double-center solutions.
Singular solution Choosing for instance the charge parameters as follows:
Q6 = 1 , Q1 = 1 , Q2 = 1 , Q3 = 1 , γ =
1
2
,
Q˜6 = 3 , Q˜1 = 1 , Q˜2 = 2 , Q˜3 = −3 , γ˜ = 1 , (5.108)
we end up with anA-center in the α(6)γ(6;5)β(5)δ(1)-orbit describing a regular, large non-BPS black
hole with I4 < 0 and a B-center in the orbit α(6)γ(6;5)β(4), describing a singular single-center
solution. The whole solution is therefore singular as it can be ascertained from the figures below,
showing the behavior of e−4U and e−4Ur2 sin2 θ − ω2.
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(l) The plot of e−4U . (m) The plot of e−4Ur2 sin2 θ − ω2.
Figure 3: Fig. a) The plot of e−4U shows that near the second center the warp function is not positive,
revealing a true singularity. In Fig. b) e−4Ur2 sin2 θ−ω2 is not positive near the singular center, so it is not
possible exclude the presence of CTC.
Regular solution We can keep QO within α(10)γ(10;1)β(2) and make the following choices for
the charge parameters
Q6 = 3 , Q1 = 1 , Q2 = 1 , Q3 = 1 , γ =
1
2
,
Q˜6 = 10 , Q˜1 = 3 , Q˜2 = 4 , Q˜3 = 2 , γ˜ = 1 , (5.109)
which imply both centers to be in the α(6)γ(6;5)β(5)δ(1)-orbit describing regular, large non-BPS
black holes with I4 < 0. The electric-magnetic charges of the two centers read
ΓMA = ( p
Λ
A , qAΛ ) =
(
0 ,
1√
2
,
1√
2
,
1√
2
, − 3√
2
, − 1√
2
, − 1√
2
, − 1√
2
)
, (5.110)
ΓMB = ( p
Λ
B , qB Λ ) =
(
0 ,
3√
2
, 2
√
2 ,
√
2 , −5
√
2 , −3
√
2 , − 5√
2
, − 7√
2
)
. (5.111)
and the total charge vector is the sum of the two.
Having fixed all parameters in order to have two regular single center black holes and a stable
system, we can now study the lower bound of R. We have
e−4U
r→0
θ=pi∼= 1
r4
[−26 + 18R +R2(9− 4α2)
4R2
]
+O(r−3) , (5.112)
for the A center and
e−4U
r→R
θ=0∼= 1
(r −R)4
[
24− 54(1 + 4R)
R2
− α˜2
]
+O((r −R)−3) , (5.113)
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for theB center. Sending to zero the terms associated with the angular momenta,α and α˜, requiring
the positivity of e−4U in the Eq.s (5.112)-(5.113) near each center implies the following lower
bound for the distance R
R >
3
2
(
3 +
√
10
)
. (5.114)
Below this value of the distance R, the global warp function e−4U shows unphysical singularities
and the system, although composed of two regular black holes, ceases to be globally regular.
As before, we fix R at a value above the lower bound, say 12. In the following plots we show the
behavior for e−4U and e−4U r2 sin2 θ − ω2, which are both positive everywhere. This excludes the
presence of CTC in the solution when the lower bound (5.114) holds.
(a) The plot of e−4U r2 sin2 θ − ω2 > 0. (b) The plot of e−4U .
The following plots illustrate the behavior of the curvature scalar R which shows for both centers
the typical shape due to the attractor mechanism.
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(c) The plot of the curvature scalarR. (d) Detail of the curvature scalar near theB center.
(e) Detail of the curvature scalar near theA center.
5.4.5 The other real α(10)-orbits
As for the other H∗-orbits with α-label α(10), the corresponding solutions satisfy the same equa-
tions (5.74). The “diagonal” orbits γ(10;k), β(10;k) are intrinsically singular. As for the others, they
can be obtained by combining regular-single-center orbits as illustrated in Appendix C.2. We did
compute examples of them which are qualitatively analogous to the solution discussed above.
5.5 Summary of representatives for the α(10)-orbits
In the following table we give representatives of all the α(10)-orbits as sum of representatives of
single-center ones, keeping in mind that each orbit can have many representations in terms of
(regular or non-regular) single center black holes. For the diagonal, “intrinsically singular” orbits,
we give a representation in terms of two constituents of which at least one is necessarily singular.
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HHHHHHγ
β
β(1) β(2) β(3) β(4)
γ(1)
α(6)γ(6;5)β(5)δ(4) +
α(6)γ(6;5)β(5)δ(3)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;5)β(5)δ(1)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;5)β(5)δ(1)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;5)β(5)δ(1)
γ(2)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;5)β(5)δ(1)
α(6)γ(6;5)β(5)δ(2) +
α(6)γ(6;5)β(5)δ(3)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;5)β(5)δ(1)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;5)β(5)δ(1)
γ(3)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;5)β(5)δ(1)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;5)β(5)δ(1)
α(6)γ(6;5)β(5)δ(2) +
α(6)γ(6;5)β(5)δ(4)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;5)β(5)δ(1)
γ(4)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;5)β(5)δ(1)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;5)β(5)δ(1)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;5)β(5)δ(1)
α(6)γ(6;5)β(5)δ(3) +
α(6)γ(6;5)β(5)δ(3)
Table 4: The representative of α(10)-orbit in term of the two black holes.
5.6 The orbit α(11)γ(11;(1,...,4))β(1,...,4)
Following [47], let us start considering the graded decomposition of so(4, 4) respect to the weighted
Dynkin diagram in A, which defines α(11). The nilpotent algebra n algebra has the structure [15]:
n(11;1,(1,...,4)) ∼= (1⊕ 3× 1)(1)K∗ ⊕ (3× 1)(2)H∗ ⊕ (3× 1)(3)K∗ ⊕ 1(4)H∗ ⊕ 1(5)K∗ . (5.115)
Choosing an appropriate basis, the only non-zero commutators are
[ e(1)0 , e
(1)
i ] = f
(2)
i , [ f
(2)
i , e
(1)
j ] = cijk e
(3) k , [ e(3) i , e(1)j ] = δ
i
j f
(4) ,
[ f(4) , e(1)0 ] = e
5 , [ f(2)i , e
(3) j ] = δji e
(5) ,
(5.116)
having denoted by e the generators in K∗ and by f those in H∗, the number in superscript being the
grading relative to the neutral element. The coefficients cijk are defined as: cijk = |εijk| .
We now consider the Ansatz (5.2) with
Lˆ = exp(− V˜ e(1)0 − K˜i e(1)i − Z˜i e(3) i − M˜ e(5)) (5.117)
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and write the graded field equations deduced from (2.20). With the following redefinitions
V˜ → a V − l0 ,
K˜i → Ki ,
Z˜i → aZi − 1
3
cijkKjKk ( a V + 2 l0) − li ,
M˜ → 2 a2 V µ − 1
3
( a V − l0 )
∑
i
liKi − 1
3
a ( 2 a V + l0 )
∑
i
Ki Zi
− 1
15
[
4 ( a V + l0 )
2 − a l0 V
] ∏
i
Ki ,
(5.118)
we obtain the following equations of motion [47]
d ∗ dV = 0 ,
d ∗ dKi = 0 ,
d ∗ dZi = 1
2
cijk V d ∗ d(KjKk ) ,
d ∗ d(µV ) = d(V Zi ) ∗ dKi ,
(5.119)
where, in writing the last two equations, we have used the property that V and Ki are harmonic
functions. With the redefinitions (5.118) and choosing a = 4
√
2 , l0 = −2 , l1 = l2 = 8 , l3 =
−8 , e−4U has the form
e−4U = V Z1 Z2 Z3 − (µV )2 , (5.120)
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and the electromagnetic fields and a read
Z0 = − 1√
2
− µV
2K1 − V Z2 Z3
e−4U
,
Z1 = − 2µV
2
e−4U
,
Z2 = µV
2K1K2 + (µ − K1 Z1 − K2 Z2)V Z3
2 e−4U
,
Z3 = −µV
2K1K3 + (µ − K1 Z1 − K3 Z3)V Z2
2 e−4U
,
Z0 = −µV
2K2K3 + (µ − K2 Z2 − K3 Z3)V Z1
2 e−4U
,
Z1 = − 1√
2
+
2µV (V
∏
i Ki +
∏
i Ki Zi ) − 2
∏
i Zi −
∑
k c
ijkKi ZiKj Zj
8 e−4U
,
Z2 = 1√
2
− µV
2K3 − V Z1 Z2
e−4U
,
Z3 = 1√
2
+
µV 2K2 − V Z1 Z3
e−4U
,
a =
1
4 e−4U
[
µV [4 +
√
2V (4 +K1K2 −K1K3 −K2K3)−
√
2(Z1 + Z2 − Z3)]+
+
√
2V [(K1 +K2)Z1Z2 − (K1 −K3)Z1Z3 − (K2 −K3)Z2Z3]
]
.
(5.121)
The four-dimensional scalar fields read
1 =
2V (µ − K1 Z1 )
V K1 ( 2µ − K1 Z1 ) − Z2 Z3 , e
−2ϕ1 =
(V K1 ( 2µ − K1 Z1 ) − Z2 Z3 )2
4 e−4U
,
2 = − 1
2
(
K2 − µ
Z2
)
, e−2ϕ2 =
4V 2 Z22
e−4U
,
3 =
1
2
(
K3 − µ
Z3
)
, e−2ϕ3 =
4V 2 Z23
e−4U
.
(5.122)
Now, it is useful rewrite the last equation of (5.119) as
d (∗d µV ) = d (V Zi ∗ dKi) , (5.123)
so we can obtain the explicit form for ω
∗dω = d(µV ) − V Zi dKi , (5.124)
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and for the D = 3 vectors A˜M
∗dA˜0 = −∗dω√
2
− V dK1 +K1dV , ∗dA˜1 = 2dV ,
∗dA˜2 = −1
2
(dZ3 − V K1dK2 − V K2dK1 +K1K2dV ) ,
∗dA˜3 = 1
2
(dZ2 − V K1dK3 − V K3dK1 +K1K3dV ) ,
∗dA˜0 = 1
2
(dZ1 − V K2dK3 − V K3dK2 +K2K3dV ) ,
∗dA˜1 = −∗dω√
2
− 1
4
[∑
i
KidZi +K1K2K3dV − V d (K1K2K3)−
∑
i
ZidKi
]
,
∗dA˜2 = ∗dω√
2
− V dK3 +K3dV , ∗dA˜3 = ∗dω√
2
+ V dK2 −K2dV .
(5.125)
5.6.1 The solution
We follow the procedure of [47] for the derivation of a two-center solution to the equations of
motion. The general solution we find will differ from that in [47] by a duality transformation. We
shall find examples of regular solutions in which one center is a large non-BPS black hole with
I4 < 0 and the other is a large black hole (BPS or non-BPS) with I4 > 0.
As usual we choose the A-center to be located at r = 0 and the B-one at θ = 0, r = R. From the
first two equations in (5.119) follow that V and Ki are harmonic functions, so we can write them
in the form
V = h +
Q6
r
, Ki =
di
Σ
. (5.126)
Substituting the above expressions in the third equation of (5.119), we find
d ∗ dZi = cijk
(
h +
Q6
r
)
d
(
dj
Σ
)
∗ d
(
dk
Σ
)
, (5.127)
which can be easily solved by using the following properties
d
(
1
Σ
)
∗ d
(
1
Σ
)
= d ∗ d
(
1
2Σ2
)
,
1
r
d
(
1
Σ
)
∗ d
(
1
Σ
)
= d ∗ d
( r
2R2Σ2
)
. (5.128)
Adding the harmonic contribution, we obtain for Zi
Zi = li +
Qi
Σ
+
Q˜i
r
+
cijkdjdk
2Σ2
(
h+
Q6r
R2
)
. (5.129)
Now, we have to solve the fourth equation of (5.119)
d ∗ d(µV ) = d
[(
h +
Q6
r
) (
li +
Qi
Σ
+
Q˜i
r
+
cijkdjdk
2Σ2
(
h+
Q6r
R2
))]
∗ d
(
di
Σ
)
, (5.130)
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and we do it term by term:
d ∗ d(µ(1) V ) = d
[(
h +
Q6
r
)
li
]
∗ d
(
di
Σ
)
= d ∗ d
[
V lidi
2Σ
]
⇒ µ(1) = lidi
2Σ
,
d ∗ d(µ(2) V ) = d
[(
h +
Q6
r
)
Qi
Σ
]
∗ d
(
di
Σ
)
= d ∗ d
[
Qidi
2Σ2
(
h+
Q6 cos θ
R
)]
⇒ µ(2) = Qidi
2V Σ2
(
h+
Q6 cos θ
R
)
,
d ∗ d(µ(3) V ) = d
[(
h +
Q6
r
)
Q˜i
r
]
∗ d
(
di
Σ
)
= d ∗ d
[
Q˜idi
rΣ
(
h
2
+
Q6 cos θ
R
)]
⇒ µ(3) = Q˜idi
rV Σ
(
h
2
+
Q6 cos θ
R
)
,
d ∗ d(µ(4) V ) = d
[
hQ6cijkdjdk
2Σ2
(
1
r
+
r
R2
)]
∗ d
(
di
Σ
)
= d ∗ d
[
hQ6cijkdidjdk
6
3r2 +R2
2rR2Σ3
]
⇒ µ(4) = hQ6cijkdidjdk
6
3r2 +R2
2rV R2Σ3
.
(5.131)
It remain to solve the term
d ∗ d(µ(5) V ) = d
[
cijkdjdk
2Σ2
(
h2 +
Q26
R2
)]
∗ d
(
di
Σ
)
, (5.132)
which admits two possible solutions
d ∗ d(µ(5) V ) = d
[
cijkdjdk
2Σ2
(
h2 +
Q26
R2
)]
∗ d
(
di
Σ
)
=1 d ∗ d
[
cijkdidjdk
6Σ3
(
h2 +
Q26
R2
)]
=2 d ∗ d
[
cijkdidjdk
6
r cos θ
RΣ3
(
h2 +
Q26
R2
)]
⇒ µ(5,1) = cijkdidjdk
6V Σ3
(
h2 +
Q26
R2
)
,
⇒ µ(5,2) = cijkdidjdk
6
r cos θ
RV Σ3
(
h2 +
Q26
R2
)
,
(5.133)
so we can choose the linear combination of these terms: µ(5) = µ(5,2) + δ(µ(5,2) − µ(5,1)). Finally,
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adding the harmonic contribution, we obtain
µ =
m0
V
+
m
V Σ
+
m˜
V r
+
β cos θ
V r2
+
lidi
2Σ
+
hQidi
2V Σ2
+
Q6Qidi cos θ
2RV Σ2
+
hQ˜idi
2V rΣ
+
Q6Q˜idi cos θ
RV rΣ
+
+
cijk
6
didjdk
[(
h2 +
Q26
R2
)(
r cos θ
RV Σ3
+ δ
cos θΣ
RV Σ2
)
+ hQ6
3r2 +R2
2rV R2Σ3
]
.
(5.134)
Similarly, from (5.124) and (5.125), we obtain the expressions for ω
ω =
[
kω − β sin
2 θ
r
+
(
m− hlidi
2
)
cos θΣ + m˜ cos θ +
(
Q6lidi + hQ˜idi
) R cos θ − r
2RΣ
+
−Q6Qidi sin
2 θΣ
2rR
−Q6Q˜idi sin
2 θ
rΣ
− c
ijkdidjdk
6
[(
h2 +
Q26
R2
)
(1 + δ)
sin2 θΣ
RΣ
+
+ hQ6
r(3R2 + r2)−R(3r2 +R2) cos θ
2R3Σ3
]]
dϕ ,
(5.135)
and for the D = 3 vectors A˜M
A˜0 = − ω√
2
−
[
hd1 cos θΣ −Q6d1R cos θ − r
RΣ
]
dϕ , A˜1 = 2Q6 cos θdφ ,
A˜2 = −1
2
[
Q3 cos θΣ + Q˜3 cos θ +Q6d1d2
(r2 +R2) cos θ − 2rR
R2Σ2
]
dϕ ,
A˜3 =
1
2
[
Q2 cos θΣ + Q˜2 cos θ +Q6d1d3
(r2 +R2) cos θ − 2rR
R2Σ2
]
dϕ ,
A˜0 =
1
2
[
Q1 cos θΣ + Q˜1 cos θ +Q6d2d3
(r2 +R2) cos θ − 2rR
R2Σ2
]
dϕ ,
A˜1 = − ω√
2
+
1
4
∑
i
[
lidi cos θΣ + diQ˜i
r −R cos θ
RΣ
+Q6d1d2d3
r(3R2 + r2)−R(3r2 +R2) cos θ
R3Σ3
]
dϕ ,
A˜2 =
ω√
2
−
[
hd3 cos θΣ −Q6d3R cos θ − r
RΣ
]
dϕ ,
A˜3 =
ω√
2
+
[
hd2 cos θΣ −Q6d2R cos θ − r
RΣ
]
dϕ .
(5.136)
Although these expressions satisfy the equations of motion, these are not sufficient to ensure the
regularity of the system, so further conditions are necessary.
Zero-NUT charge condition We require the absence of the NUT charge for all centers and
impose the conditions (5.22) on ω , in order to exclude the presence of Dirac-Misner singularities.
67
This implies three conditions on the coefficients kω, m and m˜
kω =
(Q6 li + h Q˜i) di
2R
+
hQ6 d1 d2 d3
2R3
,
m =
(
h +
Q6
R
)
li di
2
+
hQ6
2R3
cijk di dj dk
6
+
h Q˜i di
2R
,
m˜ = − Q6
2R
(
li di +
h
R2
cijk di dj dk
6
)
− h Q˜i di
2R
.
(5.137)
Note that only the difference between the last two equations depends on R and provides the bubble
equation for the solution.
Horizon regularity condition and asymptotic flatness Just as we did for the other orbits, we
shall now impose regularity constraints on the behavior of the warp factor near the centers. Near
the A-center we have:
e−4U
r→0
θ=pi∼= 1
r4
(
Q6 Q˜1 Q˜2 Q˜3 − β2
)
+O(r−3) ∼=
∼= 1
r4
(−I4(pΛA, qA,Λ) − β2 )+O(r−3) ; (5.138)
and near the second one:
e−4U
r→R
θ=0∼= 1
(r −R)5
[
− 2 (Q6 + hR )
2 ( δ Q26 + h
2R2 ( 1 + δ ) ) d21 d
2
2 d
2
3
R5
]
+O(( r − R )−4) .
(5.139)
In order to set the above leading term to zero we can choose [47]
δ = − h
2R2
Q26 + h
2R2
. (5.140)
On the warp factor we ask, also, the asymptotic flatness, requiring limr→+∞ e−4U = 1 and solving
for h, which is
h =
1 + m20
l1 l2 l3
. (5.141)
To work out an explicit solution with QO generic in the chosen α(11)-orbit, we set the values of the
scalars at the origin, i.e. at the infinity, requiring that limr→+∞M(3)scal = η and obtaining
m0 = 0 , l1 = l2 =
√
2 , l3 = −
√
2 . (5.142)
With these conditions, the expression for the quartic invariant near the B center is
I4(p
Λ
B, qB Λ) =
(
Q6
R
− 1
2
√
2
)3 [(
Q6
R
− 1
2
√
2
)−1 ∑
k(cijkdiQidjQj − d2kQ2k)
4
+
−
∏
i di
∑
j djQ˜j
R
− Q6
∏
i d
2
i
R3
]
.
(5.143)
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Comparing the above quartic invariant with the expression which describes the geometry near the
B center, one note that
e−4U
r→R
θ=0∼= 1
(r −R)4
[
I4(p
Λ
B, qB,Λ) +
[(
Q6
R
− 1
2
√
2
)
Q6d1d2d3
R2
]2]
+O((r −R)−3) , (5.144)
and it is tempting to interpret the squared term (despite the “+” sign in front of the brackets) as an
angular momentum induced by the interaction, vanishing in the non-interacting limit R→ 0. This
conjecture is supported, see discussion below, by the appearance of the same term in the general
formula of the total angular momentum as a contribution from the B-center.
ADM-Mass, charges and angular momentum Let us give by using the Eq. in (2.31), the
MADM of the system
MADM =
−4Q6 +Q1 +Q2 −Q3 + Q˜1 + Q˜2 − Q˜3
4
√
2
+
Q6(−d1d2 + d1d3 + d2d3)
4
√
2R2
= MA+MB ,
(5.145)
which is the sum of contributions from the A and B centers, computed through the corresponding
Noether charge matrices
M (A) =
−4Q6 + Q˜1 + Q˜2 − Q˜3
4
√
2
+
Q6(−d1d2 + d1d3 + d2d3)
4
√
2R2
, (5.146)
and
M (B) =
Q1 +Q2 −Q3
4
√
2
. (5.147)
Let us now compute the electromagnetic charges associated with the solution, making use of
(2.33):
ΓM = (pΛ, qΛ) =
(
d1
2
√
2
, 2Q6,−Q6d1d2 +R
2(Q3 + Q˜3)
2R2
,
Q6d1d3 +R
2(Q2 + Q˜2)
2R2
,
Q6d2d3 +R
2(Q1 + Q˜1)
2R2
,
d1 + d2 − d3
2
√
2
,
d3
2
√
2
,− d2
2
√
2
)
,
(5.148)
ΓMA = (p
Λ
A, qAΛ) =
(
Q6d1
R
, 2Q6,−Q6d1d2 +R
2Q˜3
2R2
,
Q6d1d3 +R
2Q˜2
2R2
,
Q6d2d3 +R
2Q˜1
2R2
,
− Q6d1d2d3 +R
2
∑
i diQ˜i
4R3
,
Q6d3
R
,−Q6d2
R
)
,
(5.149)
ΓMB = (p
Λ
B, qB Λ) =
(
−
(
Q6
R
− 1
2
√
2
)
d1, 0,−Q3
2
,
Q2
2
,
Q1
2
,
d1 + d2 − d3
2
√
2
+
∑
i diQ˜i
4R
+
Q6d1d2d3
4R3
,
−
(
Q6
R
− 1
2
√
2
)
d3,
(
Q6
R
− 1
2
√
2
)
d2
)
.
(5.150)
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The angular momentum is easily computed through the use of Qψ defined in (2.30) and the last
equation of (2.31):
Mϕ = −β
2
− −4Q6(d1 + d2 − d3) +
∑
i diQ˜i
8
√
2
− Q6 +
∑
i di(Qi + 2Q˜i)
4R
+
−
(
Q6
R
− 1
4
√
2
)
Q6d1d2d3
2R2
= MϕA +MϕB −
1
2
(ΓA)
T CΓB ,
(5.151)
where last expression holds provided we identify MϕA with −β/2 and define
MϕB ≡ −
(
Q6
R
− 1
2
√
2
)
Q6d1d2d3
R2
, (5.152)
which motivates the interpretation given earlier of last term in (5.144) as originating from an in-
duced angular momentum. One can verify that Mϕ is precisely the expression given by the asymp-
totic expansion (2.32) of ωϕ.
5.6.2 The orbits O11;1,1
In this section we discuss representative double-center solutions for the α(11)-orbits. We need to
specialize QO to the various γ and β labels. The field equations can always be brought to the form
(5.119). We find that, as opposed to the α(7), . . . , α(10)-cases, the intrinsically singular orbits are
the off-diagonal ones, characterized by non-coinciding γ and β labels. As for the diagonal ones,
we can find representatives consisting of a large non-BPS center (α(6)γ(6;5)β(6;5)δ(1)-orbit) and a
large BPS or non-BPS black hole with I4 > 0 (α(6)γ(6;k)β(6;k)-orbit, k = 1, 2, 3, 4), the γ label of
the α(11)-orbit being in one-to-one correspondence with that of the second center. We shall discuss
in detail only a solution with QO in the first orbit, being the representatives in the other orbits
analogous. Representatives of each α(11)-orbit as sum of two single-center ones is given in Table
5.
As an example of double-center solution with QO generic in the α(11)γ(11;1)β(11;1)-orbit, we fix the
charge parameters as follows
Q˜6 = −
√
2 , Q˜1 = Q˜2 =
√
2 , Q˜3 = −
√
2 , (5.153)
d1 = d2 = 2 , d3 = −2 , Q1 = Q2 = 4
√
2 , Q3 = −4
√
2 . (5.154)
This corresponds to choosing the A-center to be a regular, large non-BPS single-center solution
with I4 < 0 (α(6)γ(6;5)β(6;5)δ(1)-orbit) and an intrinsic charge matrix of the form
Q
(0)
A = N
−
1 + 4N
+
2 +N
−
3 +N
−
4 , (5.155)
and the (p, q) charges read
ΓMA = ( p
Λ
A , qAΛ ) =
(
0 , −2
√
2 ,
1√
2
,
1√
2
,
1√
2
, 0 , 0 , 0
)
. (5.156)
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If isolated from the other center and warp function would be e−4U = (r + 4)(r + 1)3/r4 and have
no zeros.
As for the B-center, the chosen charges define a regular BPS solution (α(6)γ(6;1)β(1)-orbit) with
warp function e−4U = (r4 + 12r3 + 42r2 + 52r + 9)/r4) if isolated from the A-center and (p, q)
charges
ΓMB = ( p
Λ
B , qB Λ ) =
(
1√
2
, 0 , 2
√
2 , 2
√
2 , 2
√
2 ,
3√
2
, − 1√
2
, − 1√
2
)
. (5.157)
The total electric-magnetic charge vector is
ΓM = ( pΛ , qΛ ) = Γ
M
A +Γ
M
B =
(
1√
2
, −2
√
2 ,
4 + 5R2√
2R2
,
4 + 5R2√
2R2
,
4 + 5R2√
2R2
,
3√
2
, − 1√
2
, − 1√
2
)
.
(5.158)
Let us now study the behavior of warp function near each center and impose the positivity of its
leading terms: We have
e−4U
r→0
θ=pi∼= 1
r4
(
4− β2)+O(r−3) , (5.159)
for the A-center and
e−4U
r→R
θ=0∼= 1
(r −R)4
[
(R + 4)2(9R3 − 15R2 − 12R− 4)
R5
]
+O((r −R)−3) , (5.160)
for the B-one. Requiring positivity of the leading term in (5.160) immediately implies the follow-
ing lower bound for the distance R:
R > 2, 323 . (5.161)
Below this value of the distance R, the global warp function e−4U shows unphysical singularities
and the system, although composed from two regular black holes, ceases to be globally regular, as
showed in the following figure, where the behavior of the warp function when the distance between
the two centers is lower than this bound, is illustrated.
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Figure 4: The warp function when the mutual distance between the two centers is less than the
lower bound in (5.161).
One can interpret this result thinking that when the two centers approach one another the interac-
tion forces are too strong and destabilize the system.
By setting the value of R to be larger than the lower bound, say 12, we exclude the presence of
CTC in the solution, as the behavior of the function e−4U r2 sin2 θ−ω2 shown in the figure below.
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(a) The behavior of e−4U r2 sin2 θ − ω2. (b) The behavior of e−4U r2 sin2 θ − ω2 near
the A center, corresponding to a regular non-
BPS α(6)γ(6;5)β(5)δ(1).
(c) The behavior of e−4U r2 sin2 θ − ω2 near
the B center, corresponding to a regular BPS
α(6)γ(6;1)β(1).
In the following plots, the function e−4U and the curvature scalar R are plotted at the same value
of the distance R. The curvature scalar shows for both the centers the volcano shape associated
with the attractor mechanism.
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(d) The behavior of the warp function e−4U . (e) The behavior of the curvature scalarR.
(f) Detail of the curvature scalarR for the regular
non-BPS center α(6)γ(6;5)β(5)δ(1) at the origin.
(g) Detail of the curvature scalarR for the regular
BPS center α(6)γ(6;1)β(1) at the distance R = 12
from the origin.
5.7 Summary of representatives for α(11)
In the following table are reported all orbits of α(11) in terms of single-center constituent.
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HHHHHHγ
β
β(1) β(2) β(3) β(4)
γ(1)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;1)β(1)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;1)β(2)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;1)β(3)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;1)β(4)
γ(2)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;2)β(1)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;2)β(2)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;2)β(3)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;2)β(4)
γ(3)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;3)β(1)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;3)β(2)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;3)β(3)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;3)β(4)
γ(4)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;4)β(1)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;4)β(2)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;4)β(3)
α(6)γ(6;5)β(5)δ(1) +
α(6)γ(6;4)β(4)
Table 5: The single-center representatives of α(11)-orbit.
6 Conclusions and outlook
In the present work we applied the mathematical tool of the real nilpotent orbits to a systematic
study of single and multi-center solutions in the STU model. The real orbits allow to completely
characterize in a G-invariant way, through the regular-single-center orbits, the regular (large or
small) black holes and formulate stringent regularity conditions for multi-center solutions. The
H∗-orbits associated with single-center solutions may also describe multi-center ones. We re-
stricted ourselves to axisymmetric two-black hole systems although this approach applies to the
most general multi-center in the model. As an outcome of this analysis we defined composition
rules, which allow to express representatives of the non-BPS multi-center orbits α(7), . . . , α(11)
as sum of two nilpotent elements in regular-single-center ones. There are orbits which are never
obtained in this way (the empty boxes in Fig. 1) and we interpreted them as being intrinsically
singular in that, we claim, they do not contain regular multi-center representatives. As for the
remaining orbits with α-label from α(7) to α(11), they may contain both singular and regular solu-
tions, depending on their inner composition. This is not the case for the single-center orbits from
α(1) to α(6), each of which either contain only singular solutions or only regular ones.
As far as the α(10) and α(11)-orbits are concerned, we recover the general results of [15] and [47],
related to the composite non-BPS and the almost-BPS solutions, and show through worked out
examples, that if each constituent in taken in regular-single-center orbits, the total solution can be
made regular. Example of regular double-center solutions in the α(10)-orbits consist of two non-
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BPS large black holes with I4 < 0, while examples in the α(11)-orbits describe two large black
holes, one with I4 < 0 and the other with I4 > 0.
We also discuss the α(7), . . . , α(9) orbits, which are in the closure of the α(10) and α(11)-ones. They
are associated with characteristic graded-field equations which we solved.
The composition rules in Appendix C.2 reveal a variety of possible internal structures of multi-
center solutions in each of the α(10), . . . , α(11)-orbits. We expect not all of these combinations to
yield a regular solution. It would be interesting to study, in light of these rules, possible new multi-
center systems in these orbits and their properties, like the presence of walls of marginal stability
[16, 20]. It would also be interesting to apply the entropy analysis of [57] to the composite non-
BPS bound and almost-BPS bound states.
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A The Invariant Labels
α-label β-γ-labels δ-label (if present)
α(1) = (0, 1, 0, 0) γ(1;1) = β(1;1) = (1, 1, 1, 1)
α(2) = (2, 0, 0, 0) γ(2;1) = β(2;1) = (2, 2, 0, 0)
γ(2;2) = β(2;2) = (0, 0, 2, 2)
α(3) = (0, 0, 2, 0) γ(3;1) = β(3;1) = (2, 0, 0, 2)
γ(3;2) = β(3;2) = (0, 2, 2, 0)
α(4) = (0, 0, 0, 2) γ(4;1) = β(4;1) = (2, 0, 2, 0)
γ(4;2) = β(4;2) = (0, 2, 0, 2)
α(5) = (1, 0, 1, 1) γ(5;1) = β(5;1) = (3, 1, 1, 1)
γ(5;2) = β(5;2) = (1, 3, 1, 1)
γ(5;3) = β(5;3) = (1, 1, 3, 1)
γ(5;4) = β(5;4) = (1, 1, 1, 3)
α(6) = (0, 2, 0, 0) γ(6;1) = β(6;1) = (4, 0, 0, 0)
γ(6;2) = β(6;2) = (0, 4, 0, 0)
γ(6;3) = β(6;3) = (0, 0, 4, 0)
γ(6;4) = β(6;4) = (0, 0, 0, 4)
γ(6;5) = β(6;5) = (2, 2, 2, 2) δ(1,...,4)
α(7) = (2, 2, 0, 0) γ(7;1) = β(7;1) = (2, 2, 4, 4)
γ(7;2) = β(7;2) = (4, 4, 2, 2)
α(8) = (0, 2, 2, 0) γ(8;1) = β(8;1) = (2, 4, 4, 2)
γ(8;2) = β(8;2) = (4, 2, 2, 3)
α(9) = (0, 2, 0, 2) γ(9;1) = β(9;1) = (2, 4, 2, 4)
γ(9;2) = β(9;2) = (4, 2, 4, 2)
α(10) = (2, 0, 2, 2) γ(10;1) = β(10;1) = (0, 4, 4, 4)
γ(10;2) = β(10;2) = (4, 0, 4, 4)
γ(10;3) = β(10;3) = (4, 4, 0, 4)
γ(10;4) = β(10;4) = (4, 4, 4, 0)
α(11) = (2, 2, 2, 2) γ(11;1) = β(11;1) = (8, 4, 4, 4)
γ(11;2) = β(11;2) = (4, 8, 4, 4)
γ(11;3) = β(11;3) = (4, 4, 8, 4)
γ(11;4) = β(11;4) = (4, 4, 4, 8)
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B Useful formulae
These properties are used in the calculation of equations of motion:
d
(
1
r
)
∗ d
(
1
r
)
= d ∗ d
(
1
2r2
)
, (B.1)
d
(
1
Σ
)
∗ d
(
1
Σ
)
= d ∗ d
(
1
2Σ2
)
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The following relations are useful in the computation of ω:
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C The nilpotent orbits in detail
C.0.1 The single-center orbits
C.0.2 α(1) = (0, 1, 0, 0) (O[22, 14])
These orbits correspond to small doubly-critical black holes. By setting three charges of the gener-
ating solution to zero we end up in the orbit O[22, 14] . We can take as representative the matrices
QO = N
±
` which have order of nilpotency 2.
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HHHHHHγ
β
β(1)=(1, 1, 1, 1)
γ(1)=(1, 1, 1, 1) N±` BPS
Table 6: The representative of α(1)-orbit in terms of the generating solution.
We express the same generators in terms of QUbit representation.
HHHHHHγ
β
β(1) = (1, 1, 1, 1)
γ(1) = (1, 1, 1, 1) (+, +, −, −)
Table 7: The representative of α(1)-orbit in QUbit representation.
C.0.3 α(2) = (2, 0, 0, 0) (O[3, 15])
The α(2) ,α(3) ,α(4)-orbits in the following sections are related by triality. This is apparent from
the form of the corresponding labels.
They are associated with small critical black holes. In the normal form defined by the generating
solution, we can take as nilpositive representatives the matrices QO = N±1 ± N±2 , which have
order of nilpotency 3.
HHHHHHγ
β
β(1)=(2, 2, 0, 0) β(2)=(0, 0, 2, 2)
γ(1)=(2, 2, 0, 0) N+1 +N
+
2 N
+
1 −N+2 BPS
γ(2)=(0, 0, 2, 2) N−1 −N+2 N−1 +N+2 non BPS
Table 8: The representative of α(2)-orbit in terms of the generating solution.
In the QUbit basis we have:
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HHHHHHγ
β
β(1)=(2, 2, 0, 0) β(2)=(0, 0, 2, 2)
γ(1)=(2, 2, 0, 0) (+, +, −, +) + (+, +, +, −) (+, +, −, +)− (+, +, +, −)
γ(2)=(0, 0, 2, 2) (+, +, −, −) + (−, −, −, −) (+, +, −, −)− (−, −, −, −)
Table 9: The representative of α(2)-orbit in the QUbit representation.
C.0.4 α(3) = (0, 0, 2, 0) (O[24]II)
In the normal form defined by the generating solution, we can take as nilpositive representatives
the matrices QO = N±1 ±N±4 , which have order of nilpotency 2.
HHHHHHγ
β
β(1)=(2, 0, 0, 2) β(2)=(0, 2, 2, 0)
γ(1)=(2, 0, 0, 2) N+1 +N
+
4 N
+
1 −N+4 BPS
γ(2)=(0, 2, 2, 0) N−1 −N+4 N−1 +N+4 non BPS
Table 10: The representative of α(3)-orbit in terms of the generating solution.
In the QUbit basis we have:
HHHHHHγ
β
β(1)=(2, 0, 0, 2) β(2)=(0, 2, 2, 0)
γ(1)=(2, 0, 0, 2) (+, +, −, −)− (+, −, +, −) (+, +, −, −) + (+, −, +, −)
γ(2)=(0, 2, 2, 0) (+, +, −, +)− (−, +, −, −) (+, +, −, +) + (−, +, −, −)
Table 11: The representative of α(3)-orbit in the QUbit representation.
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C.0.5 α(4) = (0, 0, 0, 2) (O[24]I)
We can take as representatives the matrices QO = N±1 ±N±3 , which have order of nilpotency 2.
HHHHHHγ
β
β(1)=(2, 0, 2, 0) β(2)=(0, 2, 0, 2)
γ(1)=(2, 0, 2, 0) N+1 +N
+
3 N
+
1 −N+3 BPS
γ(2)=(0, 2, 0, 2) N−1 −N+3 N−1 +N+3 non BPS
Table 12: The representative of α(4)-orbit in terms of the generating solution.
In the QUbit basis we have:
HHHHHHγ
β
β(1)=(2, 0, 2, 0) β(2)=(0, 2, 0, 2)
γ(1)=(2, 0, 2, 0) (+, +, −, −)− (+, −, −, +) (+, +, −, −) + (+, −, −, +)
γ(2)=(0, 2, 0, 2) (+, +, +, −)− (−, +, −, −) (+, +, +, −) + (−, +, −, −)
Table 13: The representative of α(4)-orbit in the QUbit representation.
C.0.6 α(5) = (1, 0, 1, 1) (O[3, 22, 1])
These orbits describe small light-like black holes. We can take representatives of the form QO =
N±1 ±N±3 ±N±4 , which have order of nilpotency 3.
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HHHHHHγ
β
β(1)=(3, 1, 1, 1) β(2)=(1, 3, 1, 1) β(3)=(1, 1, 3, 1) β(4)=(1, 1, 1, 3)
γ(1)=(3, 1, 1, 1) N+1 +N
+
3 +N
+
4 −N+1 +N+3 +N+4 N+1 +N+3 −N+4 N+1 −N+3 +N+4 BPS
γ(2)=(1, 3, 1, 1) N−1 −N+3 −N+4 N−1 +N+3 +N+4 N−1 −N+3 +N+4 N−1 +N+3 −N+4 non BPS
γ(3)=(1, 1, 3, 1) N+1 +N
+
3 −N−4 N+1 −N+3 +N−4 N+1 +N+3 +N−4 N+1 −N+3 −N−4 non BPS
γ(4)=(1, 1, 1, 3) N+1 −N−3 +N+4 N+1 +N−3 −N+4 N+1 −N−3 −N+4 N+1 +N−3 +N+4 non BPS
Table 14: The representative of α(5)-orbit in terms of the generating solution.
In the QUbit basis we have:
HHHHHHγ
β
β(1)=(3, 1, 1, 1) β(2)=(1, 3, 1, 1) β(3)=(1, 1, 3, 1) β(4)=(1, 1, 1, 3)
γ(1)=(3, 1, 1, 1)
(+, +, −, +) + (+, +, +, −)
+(+, −, −, −)
(+, +, −, +) + (+, +, +, −)
−(+, −, −, −)
(+, +, −, +)− (+, +, +, −)
+(+, −, −, −)
(+, +, −, +)− (+, +, +, −)
−(+, −, −, −)
γ(2)=(1, 3, 1, 1)
(+, +, −, +) + (+, +, +, −)
−(−, +, −, −)
(+, +, −, +) + (+, +, +, −)
+(−, +, −, −)
(+, +, −, +)− (+, +, +, −)
+(−, +, −, −)
(+, +, −, +)− (+, +, +, −)
−(−, +, −, −)
γ(3)=(1, 1, 3, 1)
(+, +, −, +)− (−, +, −, −)
+(+, −, −, −)
(+, +, −, +) + (−, +, −, −)
−(+, −, −, −)
(+, +, −, +) + (−, +, −, −)
+(+, −, −, −)
(+, +, −, +)− (−, +, −, −)
−(+, −, −, −)
γ(4)=(1, 1, 1, 3)
(+, +, +, −)− (−, +, −, −)
+(+, −, −, −)
(+, +, +, −) + (−, +, −, −)
−(+, −, −, −)
(+, +, +, −)− (−, +, −, −)
−(+, −, −, −)
(+, +, +, −) + (−, +, −, −)
+(+, −, −, −)
Table 15: The representative of α(5)-orbit in the QUbit representation.
C.0.7 α(6) = (0, 2, 0, 0) (O[32, 12])
These orbits describe large black holes. We can take as representatives the matrices QO = N±1 ±
N±2 ±N±3 ±N±4 , which have order of nilpotency 3.
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HHHHHHγ
β
β(1)=(4, 0, 0, 0) β(2)=(0, 4, 0, 0) β(3)=(0, 0, 4, 0) β(4)=(0, 0, 0, 4) β(5)=(2, 2, 2, 2)
γ(1)=(4, 0, 0, 0) N+1 +N
+
2 +N
+
3 +N
+
4 N
+
1 +N
+
2 −N+3 −N+4 N+1 −N+2 +N+3 −N+4 N+1 −N+2 −N+3 +N+4 N+1 +N+2 +N+3 −N+4 BPS
γ(2)=(0, 4, 0, 0) N+1 +N
+
2 −N−3 −N−4 N+1 +N+2 +N−3 +N−4 N+1 −N+2 −N−3 +N−4 N+1 −N+2 +N−3 −N−4 N+1 +N+2 +N−3 −N−4 non BPS
γ(3)=(0, 0, 4, 0) N−1 −N+2 +N−3 −N+4 N−1 −N+2 −N−3 +N+4 N−1 +N+2 +N−3 +N+4 N−1 +N+2 −N−3 −N+4 N−1 +N+2 −N−3 +N+4 non BPS
γ(4)=(0, 0, 0, 4) N−1 −N+2 −N+3 +N−4 N−1 −N+2 +N+3 −N−4 N−1 +N+2 −N+3 −N−4 N−1 +N+2 +N+3 +N−4 N−1 +N+2 +N+3 −N−4 non BPS
γ(5)=(2, 2, 2, 2) N−1 +N
−
2 +N
−
3 −N+4 N−1 +N−2 −N−3 +N+4 N−1 −N−2 +N−3 +N+4 −N−1 +N−2 +N−3 +N+4
N−1 +N
−
2 +N
−
3 +N
+
4 δ
(1)
N−1 +N
−
2 −N−3 −N+4 δ(2)
N−1 −N−2 −N−3 +N+4 δ(3)
N−1 −N−2 +N−3 −N+4 δ(4)
non BPS
Table 16: The representative of α(6)-orbit in terms of the generating solution.
In the QUbit basis we have:
HHHHHHγ
β
β(1)=(4, 0, 0, 0) β(2)=(0, 4, 0, 0) β(3)=(0, 0, 4, 0) β(4)=(0, 0, 0, 4) β(5)=(2, 2, 2, 2)
γ(1)=(4, 0, 0, 0)
(+, +, +, +)− (+, +, −, −)
+(+, −, +, −) + (+, −, −, +)
−(+, +, +, +) + (+, +, −, −)
+(+, −, +, −) + (+, −, −, +)
(+, +, +, +) + (+, +, −, −)
+(+, −, +, −)− (+, −, −, +)
(+, +, +, +) + (+, +, −, −)
−(+, −, +, −) + (+, −, −, +)
(+, +, +, +) + (+, +, −, −)
+(+, −, +, −) + (+, −, −, +)
γ(2)=(0, 4, 0, 0)
(−, +, +, +) + (+, +, −, +)
+(+, +, +, −)− (−, +, −, −)
−(−, +, +, +) + (+, +, −, +)
+(+, +, +, −) + (−, +, −, −)
(−, +, +, +) + (+, +, −, +)
−(+, +, +, −) + (−, +, −, −)
(−, +, +, +)− (+, +, −, +)
+(+, +, +, −) + (−, +, −, −)
(−, +, +, +) + (+, +, −, +)
+(+, +, +, −) + (−, +, −, −)
γ(3)=(0, 0, 4, 0)
(−, +, −, +) + (+, +, −, −)
−(+, −, −, +) + (−, −, −, −)
−(−, +, −, +) + (+, +, −, −)
+(+, −, −, +) + (−, −, −, −)
(−, +, −, +)− (+, +, −, −)
+(+, −, −, +) + (−, −, −, −)
(−, +, −, +) + (+, +, −, −)
+(+, −, −, +)− (−, −, −, −)
(−, +, −, +) + (+, +, −, −)
+(+, −, −, +) + (−, −, −, −)
γ(4)=(0, 0, 0, 4)
(−, +, +, −) + (+, +, −, −)
−(+, −, +, −) + (−, −, −, −)
−(−, +, +, −) + (+, +, −, −)
+(+, −, +, −) + (−, −, −, −)
(−, +, +, −) + (+, +, −, −)
+(+, −, +, −)− (−, −, −, −)
(−, +, +, −)− (+, +, −, −)
+(+, −, +, −) + (−, −, −, −)
(−, +, +, −) + (+, +, −, −)
+(+, −, +, −) + (−, −, −, −)
γ(5)=(2, 2, 2, 2)
(+, +, −, +) + (+, +, +, −)
−(−, +, −, −) + (+, −, −, −)
(+, +, −, +) + (+, +, +, −)
+(−, +, −, −)− (+, −, −, −)
(+, +, −, +)− (+, +, +, −)
+(−, +, −, −)− (+, −, −, −)
(+, +, −, +)− (+, +, +, −)
−(−, +, −, −)− (+, −, −, −)
(+, +, −, +) + (+, +, +, −)
+(−, +, −, −) + (+, −, −, −) δ
(1)
(+, +, −, +) + (+, +, +, −)
−(−, +, −, −)− (+, −, −, −) δ
(2)
(+, +, −, +)− (+, +, +, −)
+(−, +, −, −)− (+, −, −, −) δ
(3)
(+, +, −, +)− (+, +, +, −)
−(−, +, −, −) + (+, −, −, −) δ
(4)
Table 17: The representative of α(6)-orbit in terms of QUbit basis.
C.1 The multi-center orbits
The following orbits do not contain regular single-center solutions, but only multi-center ones.
Their representatives have order of nilpotency greater than 3 and can not be written in the normal
form defined by the generating solution. All solutions in these orbits are non-BPS. The orbits
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with α-labels α(7), α(8), α(9) are related by triality and contain, as representative solutions, systems
consisting of a large and a small black holes.
C.1.1 α(7) = (2, 2, 0, 0) (O[5, 13])
The order of nilpotency is 5. Representatives of these orbits can be written in the QUbit basis as
follows:
HHHHHHγ
β
β(1)=(2, 2, 4, 4) β(2)=(4, 4, 2, 2)
γ(1)=(2, 2, 4, 4)
(+, +, −, +)− (+, +, +, −)
+(−, −, −, −)
(+, +, −+) + (+, +, +, −)
+(−, −, −, −)
γ(2)=(4, 4, 2, 2)
(+, +, +, +) + (−, +, −, −)
+(+, −, −, −)
(+, +, +, +) + (−, +, −, −)
−(+, −, −, −)
Table 18: The representative of α(7)-orbit in the QUbit basis.
C.1.2 α(8) = (0, 2, 2, 0) (O[42]II)
The order of nilpotency is 4 and representatives of the orbits in the QUbit basis are:
HHHHHHγ
β
β(1)=(2, 4, 4, 2) β(2)=(4, 2, 2, 4)
γ(1)=(2, 4, 4, 2)
(−, +, −, +)− (+, +, +, −)
+(+, −, −, −)
(−, +, −, +)− (+, +, +, −)
−(+, −, −, −)
γ(2)=(4, 2, 2, 4)
(+, +, −, +) + (−, +, −, −)
−(+, −, +, −)
(+, +, −, +)− (−, +, −, −)
−(+, −, +, −)
Table 19: The representative of α(8)-orbit in the QUbit basis .
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C.1.3 α(9) = (0, 2, 0, 2) (O[42]I)
The order of nilpotency is 4 and representatives of the orbits in the QUbit basis are:
HHHHHHγ
β
β(1)=(2, 4, 2, 4) β(2)=(4, 2, 4, 2)
γ(1)=(2, 4, 2, 4)
(−, +, +, −)− (+, +, −, +)
+(+, −, −, −)
(−, +, +, −)− (+, +, −, +)
−(+, −, −, −)
γ(2)=(4, 2, 4, 2)
(+, +, +, −) + (−, +, −, −)
−(+, −, −, +)
(+, +, +, −)− (−, +, −, −)
−(+, −, −, +)
Table 20: The representative of α(9)-orbit in the QUbit basis .
C.1.4 α(10) = (2, 0, 2, 2) (O[5, 3])
These orbits contain multi-center composite non-BPS black holes [15]. The order of nilpotency is
5 and representatives of the orbits in the QUbit basis are:
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Table 21: The representative of α(10)-orbit in the QUbit basis.
C.1.5 α(11) = (2, 2, 2, 2)) (O[7, 1])
These orbits contain multi-center almost-BPS black holes [46, 47]. The order of nilpotency is 7
and representatives of the orbits in the QUbit basis are:
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Table 22: The representative of α(11)-orbit in the QUbit basis.
C.2 Sum rules
Here we give the combinations of regular-single-center orbits which yield H∗-orbits with α-label
between α(7), . . . , α(11). This is a purely mathematical result and does not imply that each com-
bination actually correspond to a regular solution, but does exclude the intrinsically “singular”
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H∗-orbits (not in the list below), which can not be obtained in this way and thus we claim not to
contain regular solutions.
C.2.1 The orbit α(7)γ(7;1)β(2)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;5)β(5)δ(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;2)β(2))′ α(5)γ(5;2)β(2) + (α(5)γ(5;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;1)β(1))′ α(5)γ(5;2)β(2) + (α(5)γ(5;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(2)γ(2;2)β(2))′ α(5)γ(5;2)β(2) + (α(2)γ(2;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(2)γ(2;1)β(1))′ α(5)γ(5;2)β(2) + (α(2)γ(2;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(1)γ(1;1)β(1))′ α(5)γ(5;2)β(2) + (α(1)γ(1;1)β(1))′
α(5)γ(5;1)β(1) + (α(5)γ(5;1)β(1))′
α(5)γ(5;1)β(1) + (α(2)γ(2;2)β(2))′
α(5)γ(5;1)β(1) + (α(2)γ(2;1)β(1))′ α(2)γ(2;1)β(1) + (α(2)γ(2;2)β(2))′
α(5)γ(5;1)β(1) + (α(1)γ(1;1)β(1))′ α(2)γ(2;1)β(1) + (α(1)γ(1;1)β(1))′
C.2.2 The orbit α(7)γ(7;2)β(1)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;5)β(5)δ(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;4)β(4))′ α(5)γ(5;4)β(4) + (α(5)γ(5;4)β(4))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;3)β(3))′ α(5)γ(5;4)β(4) + (α(5)γ(5;3)β(3))′
α(6)γ(6;5)β(5)δ(1) + (α(2)γ(2;2)β(2))′ α(5)γ(5;4)β(4) + (α(2)γ(2;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(2)γ(2;1)β(1))′ α(5)γ(5;4)β(4) + (α(2)γ(2;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(1)γ(1;1)β(1))′ α(5)γ(5;4)β(4) + (α(1)γ(1;1)β(1))′
α(5)γ(5;3)β(3) + (α(5)γ(5;3)β(3))′
α(5)γ(5;3)β(3) + (α(2)γ(2;2)β(2))′
α(5)γ(5;3)β(3) + (α(2)γ(2;1)β(1))′ α(2)γ(2;2)β(2) + (α(2)γ(2;1)β(1))′
α(5)γ(5;3)β(3) + (α(1)γ(1;1)β(1))′ α(2)γ(2;2)β(2) + (α(1)γ(1;1)β(1))′
C.2.3 The orbit α(8)γ(8;1)β(2)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;5)β(5)δ(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;4)β(4))′ α(5)γ(5;4)β(4) + (α(5)γ(5;4)β(4))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;1)β(1))′ α(5)γ(5;4)β(4) + (α(5)γ(5;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(3)γ(3;2)β(2))′ α(5)γ(5;4)β(4) + (α(3)γ(3;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(3)γ(3;1)β(1))′ α(5)γ(5;4)β(4) + (α(3)γ(3;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(1)γ(1;1)β(1))′ α(5)γ(5;4)β(4) + (α(1)γ(1;1)β(1))′
α(5)γ(5;1)β(1) + (α(5)γ(5;1)β(1))′
α(5)γ(5;1)β(1) + (α(3)γ(3;2)β(2))′
α(5)γ(5;1)β(1) + (α(3)γ(3;1)β(1))′ α(3)γ(3;1)β(1) + (α(3)γ(3;2)β(2))′
α(5)γ(5;1)β(1) + (α(1)γ(1;1)β(1))′ α(3)γ(3;1)β(1) + (α(1)γ(1;1)β(1))′
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C.2.4 The orbit α(8)γ(8;2)β(1)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;5)β(5)δ(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;3)β(3))′ α(5)γ(5;3)β(3) + (α(5)γ(5;3)β(3))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;2)β(2))′ α(5)γ(5;3)β(3) + (α(5)γ(5;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(3)γ(3;2)β(2))′ α(5)γ(5;3)β(3) + (α(3)γ(3;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(3)γ(3;1)β(1))′ α(5)γ(5;3)β(3) + (α(3)γ(3;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(1)γ(1;1)β(1))′ α(5)γ(5;3)β(3) + (α(1)γ(1;1)β(1))′
α(5)γ(5;2)β(2) + (α(5)γ(5;2)β(2))′
α(5)γ(5;2)β(2) + (α(3)γ(3;2)β(2))′
α(5)γ(5;2)β(2) + (α(3)γ(3;1)β(1))′ α(3)γ(3;2)β(2) + (α(3)γ(3;1)β(1))′
α(5)γ(5;2)β(2) + (α(1)γ(1;1)β(1))′ α(3)γ(3;2)β(2) + (α(1)γ(1;1)β(1))′
C.2.5 The orbit α(9)γ(9;1)β(2)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;5)β(5)δ(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;3)β(3))′ α(5)γ(5;3)β(3) + (α(5)γ(5;3)β(3))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;1)β(1))′ α(5)γ(5;3)β(3) + (α(5)γ(5;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(4)γ(4;2)β(2))′ α(5)γ(5;3)β(3) + (α(4)γ(4;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(4)γ(4;1)β(1))′ α(5)γ(5;3)β(3) + (α(4)γ(4;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(1)γ(1;1)β(1))′ α(5)γ(5;3)β(3) + (α(1)γ(1;1)β(1))′
α(5)γ(5;1)β(1) + (α(5)γ(5;1)β(1))′
α(5)γ(5;1)β(1) + (α(4)γ(4;2)β(2))′
α(5)γ(5;1)β(1) + (α(4)γ(4;1)β(1))′ α(4)γ(4;1)β(1) + (α(4)γ(4;2)β(2))′
α(5)γ(5;1)β(1) + (α(1)γ(1;1)β(1))′ α(4)γ(4;1)β(1) + (α(1)γ(1;1)β(1))′
C.2.6 The orbit α(9)γ(9;2)β(1)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;5)β(5)δ(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;4)β(4))′ α(5)γ(5;4)β(4) + (α(5)γ(5;4)β(4))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;2)β(2))′ α(5)γ(5;4)β(4) + (α(5)γ(5;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(4)γ(4;2)β(2))′ α(5)γ(5;4)β(4) + (α(4)γ(4;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(4)γ(4;1)β(1))′ α(5)γ(5;4)β(4) + (α(4)γ(4;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(1)γ(1;1)β(1))′ α(5)γ(5;4)β(4) + (α(1)γ(1;1)β(1))′
α(5)γ(5;2)β(2) + (α(5)γ(5;2)β(2))′
α(5)γ(5;2)β(2) + (α(4)γ(4;2)β(2))′
α(5)γ(5;2)β(2) + (α(4)γ(4;1)β(1))′ α(4)γ(4;2)β(2) + (α(4)γ(4;1)β(1))′
α(5)γ(5;2)β(2) + (α(1)γ(1;1)β(1))′ α(4)γ(4;2)β(2) + (α(1)γ(1;1)β(1))′
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C.2.7 The orbit α(10)γ(10;1)β(2)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;5)β(5)δ(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;4)β(4))′ α(5)γ(5;4)β(4) + (α(5)γ(5;3)β(3))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;3)β(3))′ α(5)γ(5;4)β(4) + (α(5)γ(5;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;1)β(1))′ α(5)γ(5;4)β(4) + (α(4)γ(4;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(4)γ(4;1)β(1))′ α(5)γ(5;3)β(3) + (α(5)γ(5;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(3)γ(3;1)β(1))′ α(5)γ(5;3)β(3) + (α(3)γ(3;1)β(1))′
α(5)γ(5;1)β(1) + (α(5)γ(5;1)β(1))′
α(5)γ(5;1)β(1) + (α(4)γ(4;1)β(1))′
α(5)γ(5;1)β(1) + (α(3)γ(3;1)β(1))′ α(4)γ(4;1)β(1) + (α(3)γ(3;1)β(1))′
C.2.8 The orbit α(10)γ(10;1)β(3)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;5)β(5)δ(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;4)β(4))′ α(5)γ(5;4)β(4) + (α(5)γ(5;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;2)β(2))′ α(5)γ(5;4)β(4) + (α(5)γ(5;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;1)β(1))′ α(5)γ(5;4)β(4) + (α(2)γ(2;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(3)γ(3;1)β(1))′ α(5)γ(5;2)β(2) + (α(5)γ(5;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(2)γ(2;1)β(1))′ α(5)γ(5;2)β(2) + (α(3)γ(3;1)β(1))′
α(5)γ(5;1)β(1) + (α(5)γ(5;1)β(1))′
α(5)γ(5;1)β(1) + (α(3)γ(3;1)β(1))′
α(5)γ(5;1)β(1) + (α(2)γ(2;1)β(1))′ α(3)γ(3;1)β(1) + (α(2)γ(2;1)β(1))′
C.2.9 The orbit α(10)γ(10;1)β(4)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;5)β(5)δ(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;3)β(3))′ α(5)γ(5;3)β(3) + (α(5)γ(5;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;2)β(2))′ α(5)γ(5;3)β(3) + (α(5)γ(5;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;1)β(1))′ α(5)γ(5;3)β(3) + (α(2)γ(2;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(4)γ(4;1)β(1))′ α(5)γ(5;2)β(2) + (α(5)γ(5;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(2)γ(2;1)β(1))′ α(5)γ(5;2)β(2) + (α(4)γ(4;1)β(1))′
α(5)γ(5;1)β(1) + (α(5)γ(5;1)β(1))′
α(5)γ(5;1)β(1) + (α(4)γ(4;1)β(1))′
α(5)γ(5;1)β(1) + (α(2)γ(2;1)β(1))′ α(4)γ(4;1)β(1) + (α(2)γ(2;1)β(1))′
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C.2.10 The orbit α(10)γ(10;2)β(1)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;5)β(5)δ(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;4)β(4))′ α(5)γ(5;4)β(4) + (α(5)γ(5;3)β(3))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;3)β(3))′ α(5)γ(5;4)β(4) + (α(5)γ(5;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;2)β(2))′ α(5)γ(5;4)β(4) + (α(3)γ(3;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(4)γ(4;2)β(2))′ α(5)γ(5;3)β(3) + (α(5)γ(5;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(3)γ(3;2)β(2))′ α(5)γ(5;3)β(3) + (α(4)γ(4;2)β(2))′
α(5)γ(5;2)β(2) + (α(5)γ(5;2)β(2))′
α(5)γ(5;2)β(2) + (α(4)γ(4;2)β(2))′
α(5)γ(5;2)β(2) + (α(3)γ(3;2)β(2))′ α(4)γ(4;2)β(2) + (α(3)γ(3;2)β(2))′
C.2.11 The orbit α(10)γ(10;2)β(3)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;5)β(5)δ(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;4)β(4))′ α(5)γ(5;4)β(4) + (α(5)γ(5;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;2)β(2))′ α(5)γ(5;4)β(4) + (α(5)γ(5;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;1)β(1))′ α(5)γ(5;4)β(4) + (α(2)γ(2;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(4)γ(4;2)β(2))′ α(5)γ(5;2)β(2) + (α(5)γ(5;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(2)γ(2;1)β(1))′ α(5)γ(5;2)β(2) + (α(5)γ(5;1)β(1))′
α(5)γ(5;2)β(2) + (α(4)γ(4;2)β(2))′
α(5)γ(5;2)β(2) + (α(2)γ(2;1)β(1))′
α(5)γ(5;1)β(1) + (α(4)γ(4;2)β(2))′ α(4)γ(4;2)β(2) + (α(2)γ(2;1)β(1))′
C.2.12 The orbit α(10)γ(10;2)β(4)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;5)β(5)δ(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;3)β(3))′ α(5)γ(5;3)β(3) + (α(5)γ(5;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;2)β(2))′ α(5)γ(5;3)β(3) + (α(5)γ(5;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;1)β(1))′ α(5)γ(5;3)β(3) + (α(2)γ(2;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(3)γ(3;2)β(2))′ α(5)γ(5;2)β(2) + (α(5)γ(5;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(2)γ(2;1)β(1))′ α(5)γ(5;2)β(2) + (α(3)γ(3;2)β(2))′
α(5)γ(5;2)β(2) + (α(5)γ(5;2)β(2))′
α(5)γ(5;2)β(2) + (α(2)γ(2;1)β(1))′
α(5)γ(5;1)β(1) + (α(3)γ(3;2)β(2))′ α(3)γ(3;2)β(2) + (α(2)γ(2;1)β(1))′
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C.2.13 The orbit α(10)γ(10;3)β(1)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;5)β(5)δ(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;4)β(4))′ α(5)γ(5;4)β(4) + (α(5)γ(5;3)β(3))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;3)β(3))′ α(5)γ(5;4)β(4) + (α(5)γ(5;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;2)β(2))′ α(5)γ(5;4)β(4) + (α(3)γ(3;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(3)γ(3;2)β(2))′ α(5)γ(5;3)β(3) + (α(5)γ(5;3)β(3))′
α(6)γ(6;5)β(5)δ(1) + (α(2)γ(2;2)β(2))′ α(5)γ(5;3)β(3) + (α(5)γ(5;2)β(2))′
α(5)γ(5;3)β(3) + (α(3)γ(3;2)β(2))′
α(5)γ(5;3)β(3) + (α(2)γ(2;2)β(2))′
α(5)γ(5;2)β(2) + (α(2)γ(2;2)β(2))′ α(3)γ(3;2)β(2) + (α(2)γ(2;2)β(2))′
C.2.14 The orbit α(10)γ(10;3)β(2)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;5)β(5)δ(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;4)β(4))′ α(5)γ(5;4)β(4) + (α(5)γ(5;3)β(3))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;3)β(3))′ α(5)γ(5;4)β(4) + (α(5)γ(5;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;1)β(1))′ α(5)γ(5;4)β(4) + (α(4)γ(4;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(4)γ(4;1)β(1))′ α(5)γ(5;3)β(3) + (α(5)γ(5;3)β(3))′
α(6)γ(6;5)β(5)δ(1) + (α(2)γ(2;2)β(2))′ α(5)γ(5;3)β(3) + (α(5)γ(5;1)β(1))′
α(5)γ(5;3)β(3) + (α(4)γ(4;1)β(1))′
α(5)γ(5;3)β(3) + (α(2)γ(2;2)β(2))′
α(5)γ(5;1)β(1) + (α(2)γ(2;2)β(2))′ α(4)γ(4;1)β(1) + (α(2)γ(2;2)β(2))′
C.2.15 The orbit α(10)γ(10;3)β(4)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;5)β(5)δ(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;3)β(3))′ α(5)γ(5;3)β(3) + (α(5)γ(5;3)β(3))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;2)β(2))′ α(5)γ(5;3)β(3) + (α(5)γ(5;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;1)β(1))′ α(5)γ(5;3)β(3) + (α(5)γ(5;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(4)γ(4;1)β(1))′ α(5)γ(5;3)β(3) + (α(4)γ(4;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(3)γ(3;2)β(2))′ α(5)γ(5;3)β(3) + (α(3)γ(3;2)β(2))′
α(5)γ(5;2)β(2) + (α(5)γ(5;1)β(1))′
α(5)γ(5;2)β(2) + (α(4)γ(4;1)β(1))′
α(5)γ(5;1)β(1) + (α(3)γ(3;2)β(2))′ α(4)γ(4;1)β(1) + (α(3)γ(3;2)β(2))′
93
C.2.16 The orbit α(10)γ(10;4)β(1)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;5)β(5)δ(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;4)β(4))′ α(5)γ(5;4)β(4) + (α(5)γ(5;4)β(4))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;3)β(3))′ α(5)γ(5;4)β(4) + (α(5)γ(5;3)β(3))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;2)β(2))′ α(5)γ(5;4)β(4) + (α(5)γ(5;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(4)γ(4;2)β(2))′ α(5)γ(5;4)β(4) + (α(4)γ(4;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(2)γ(2;2)β(2))′ α(5)γ(5;4)β(4) + (α(2)γ(2;2)β(2))′
α(5)γ(5;3)β(3) + (α(5)γ(5;2)β(2))′
α(5)γ(5;3)β(3) + (α(4)γ(4;2)β(2))′
α(5)γ(5;2)β(2) + (α(2)γ(2;2)β(2))′ α(4)γ(4;2)β(2) + (α(2)γ(2;2)β(2))′
C.2.17 The orbit α(10)γ(10;4)β(2)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;5)β(5)δ(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;4)β(4))′ α(5)γ(5;4)β(4) + (α(5)γ(5;4)β(4))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;3)β(3))′ α(5)γ(5;4)β(4) + (α(5)γ(5;3)β(3))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;1)β(1))′ α(5)γ(5;4)β(4) + (α(5)γ(5;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(3)γ(3;1)β(1))′ α(5)γ(5;4)β(4) + (α(3)γ(3;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(2)γ(2;2)β(2))′ α(5)γ(5;4)β(4) + (α(2)γ(2;2)β(2))′
α(5)γ(5;3)β(3) + (α(5)γ(5;1)β(1))′
α(5)γ(5;3)β(3) + (α(3)γ(3;1)β(1))′
α(5)γ(5;1)β(1) + (α(2)γ(2;2)β(2))′ α(3)γ(3;1)β(1) + (α(2)γ(2;2)β(2))′
C.2.18 The orbit α(10)γ(10;4)β(3)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;5)β(5)δ(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;4)β(4))′ α(5)γ(5;4)β(4) + (α(5)γ(5;4)β(4))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;2)β(2))′ α(5)γ(5;4)β(4) + (α(5)γ(5;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;1)β(1))′ α(5)γ(5;4)β(4) + (α(5)γ(5;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(4)γ(4;2)β(2))′ α(5)γ(5;4)β(4) + (α(4)γ(4;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(3)γ(3;1)β(1))′ α(5)γ(5;4)β(4) + (α(3)γ(3;1)β(1))′
α(5)γ(5;2)β(2) + (α(5)γ(5;1)β(1))′
α(5)γ(5;2)β(2) + (α(3)γ(3;1)β(1))′
α(5)γ(5;1)β(1) + (α(4)γ(4;2)β(2))′ α(4)γ(4;2)β(2) + (α(3)γ(3;1)β(1))′
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C.2.19 The orbit α(11)γ(11;1)β(1)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;1)β(1))′ α(6)γ(6;1)β(1) + (α(6)γ(6;1)β(1))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;1)β(1))′ α(6)γ(6;1)β(1) + (α(5)γ(5;4)β(4))′
α(6)γ(6;1)β(1) + (α(5)γ(5;3)β(3))′ α(5)γ(5;1)β(1) + (α(5)γ(5;4)β(4))′
α(6)γ(6;1)β(1) + (α(5)γ(5;2)β(2))′ α(5)γ(5;1)β(1) + (α(5)γ(5;3)β(3))′
α(6)γ(6;1)β(1) + (α(5)γ(5;1)β(1))′ α(5)γ(5;1)β(1) + (α(5)γ(5;2)β(2))′
α(6)γ(6;1)β(1) + (α(4)γ(4;2)β(2))′ α(5)γ(5;1)β(1) + (α(4)γ(4;2)β(2))′
α(6)γ(6;1)β(1) + (α(3)γ(3;2)β(2))′ α(5)γ(5;1)β(1) + (α(3)γ(3;2)β(2))′
α(6)γ(6;1)β(1) + (α(2)γ(2;2)β(2))′ α(5)γ(5;1)β(1) + (α(2)γ(2;2)β(2))′
α(6)γ(6;1)β(1) + (α(1)γ(1;1)β(1))′ α(5)γ(5;1)β(1) + (α(1)γ(1;1)β(1))′
C.2.20 The orbit α(11)γ(11;2)β(2)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;2)β(2))′ α(6)γ(6;2)β(2) + (α(6)γ(6;2)β(2))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;2)β(2))′ α(6)γ(6;2)β(2) + (α(5)γ(5;4)β(4))′
α(6)γ(6;2)β(2) + (α(5)γ(5;3)β(3))′ α(5)γ(5;2)β(2) + (α(5)γ(5;4)β(4))′
α(6)γ(6;2)β(2) + (α(5)γ(5;2)β(2))′ α(5)γ(5;2)β(2) + (α(5)γ(5;3)β(3))′
α(6)γ(6;2)β(2) + (α(5)γ(5;1)β(1))′ α(5)γ(5;2)β(2) + (α(5)γ(5;1)β(1))′
α(6)γ(6;2)β(2) + (α(4)γ(4;1)β(1))′ α(5)γ(5;2)β(2) + (α(4)γ(4;1)β(1))′
α(6)γ(6;2)β(2) + (α(3)γ(3;1)β(1))′ α(5)γ(5;2)β(2) + (α(3)γ(3;1)β(1))′
α(6)γ(6;2)β(2) + (α(2)γ(2;2)β(2))′ α(5)γ(5;2)β(2) + (α(2)γ(2;2)β(2))′
α(6)γ(6;2)β(2) + (α(1)γ(1;1)β(1))′ α(5)γ(5;2)β(2) + (α(1)γ(1;1)β(1))′
C.2.21 The orbit α(11)γ(11;3)β(3)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;3)β(3))′ α(6)γ(6;3)β(3) + (α(6)γ(6;3)β(3))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;3)β(3))′ α(6)γ(6;3)β(3) + (α(5)γ(5;4)β(4))′
α(6)γ(6;3)β(3) + (α(5)γ(5;3)β(3))′ α(5)γ(5;3)β(3) + (α(5)γ(5;4)β(4))′
α(6)γ(6;3)β(3) + (α(5)γ(5;2)β(2))′ α(5)γ(5;3)β(3) + (α(5)γ(5;2)β(2))′
α(6)γ(6;3)β(3) + (α(5)γ(5;1)β(1))′ α(5)γ(5;3)β(3) + (α(5)γ(5;1)β(1))′
α(6)γ(6;3)β(3) + (α(4)γ(4;2)β(2))′ α(5)γ(5;3)β(3) + (α(4)γ(4;2)β(2))′
α(6)γ(6;3)β(3) + (α(3)γ(3;1)β(1))′ α(5)γ(5;3)β(3) + (α(3)γ(3;1)β(1))′
α(6)γ(6;3)β(3) + (α(2)γ(2;1)β(1))′ α(5)γ(5;3)β(3) + (α(2)γ(2;1)β(1))′
α(6)γ(6;3)β(3) + (α(1)γ(1;1)β(1))′ α(5)γ(5;3)β(3) + (α(1)γ(1;1)β(1))′
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C.2.22 The orbit α(11)γ(11;4)β(4)
α(6)γ(6;5)β(5)δ(1) + (α(6)γ(6;4)β(4))′ α(6)γ(6;4)β(4) + (α(6)γ(6;4)β(4))′
α(6)γ(6;5)β(5)δ(1) + (α(5)γ(5;4)β(4))′ α(6)γ(6;4)β(4) + (α(5)γ(5;4)β(4))′
α(6)γ(6;4)β(4) + (α(5)γ(5;3)β(3))′ α(5)γ(5;4)β(4) + (α(5)γ(5;3)β(3))′
α(6)γ(6;4)β(4) + (α(5)γ(5;2)β(2))′ α(5)γ(5;4)β(4) + (α(5)γ(5;2)β(2))′
α(6)γ(6;4)β(4) + (α(5)γ(5;1)β(1))′ α(5)γ(5;4)β(4) + (α(5)γ(5;1)β(1))′
α(6)γ(6;4)β(4) + (α(4)γ(4;1)β(1))′ α(5)γ(5;4)β(4) + (α(4)γ(4;1)β(1))′
α(6)γ(6;4)β(4) + (α(3)γ(3;2)β(2))′ α(5)γ(5;4)β(4) + (α(3)γ(3;2)β(2))′
α(6)γ(6;4)β(4) + (α(2)γ(2;1)β(1))′ α(5)γ(5;4)β(4) + (α(2)γ(2;1)β(1))′
α(6)γ(6;4)β(4) + (α(1)γ(1;1)β(1))′ α(5)γ(5;4)β(4) + (α(1)γ(1;1)β(1))′
D Mathematical Details of the STU Model
The explicit matrix form of a generic element φs Ts of the solvable Lie algebra parametrized by
the D = 4 scalar fields zi = i − i eϕi , in the symplectic representation R, reads:
φs Ts =
3∑
i=1
iEαi + ϕi
Hαi
2
=
(
A B
0 −AT
)
,
A =

ϕ1
2
+ ϕ2
2
+ ϕ3
2
−1 −2 −3
0 −ϕ1
2
+ ϕ2
2
+ ϕ3
2
0 0
0 0 ϕ1
2
− ϕ2
2
+ ϕ3
2
0
0 0 0 ϕ1
2
+ ϕ2
2
− ϕ3
2
 ,
B =

0 0 0 0
0 0 −3 −2
0 −3 0 −1
0 −2 −1 0
 . (D.1)
If the STU model originates from Kaluza–Klein reduction from D = 5, the resulting symplectic
frame corresponds to the following ordering of the roots γM , M = 1, . . . , 8:
(ΓM) = (CMNΓN) = (qΛ, −pΛ)↔ (γM) ,
(~γa)a=1,...,4 =
[(
1
2
,−1
2
,−1
2
,−1
2
)
,
(
1
2
,
1
2
,−1
2
,−1
2
)
,
(
1
2
,−1
2
,
1
2
,−1
2
)
,
(
1
2
,−1
2
,−1
2
,
1
2
)]
,
(~γa+4)a=1,...,4 =
[(
1
2
,
1
2
,
1
2
,
1
2
)
,
(
1
2
,−1
2
,
1
2
,
1
2
)
,
(
1
2
,
1
2
,−1
2
,
1
2
)
,
(
1
2
,
1
2
,
1
2
,−1
2
)]
, (D.2)
where we have represented each root γM by its component vector ~γM in a Cartan subalgebra of
so(4, 4):24 The first component is the grading γM(H0) with respect to the O(1, 1) generator H0 in
24The components of γM in an orthonormal basis are obtained by multiplying ~γM by
√
2.
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the Ehlers group SL(2,R)E , the other entries are the components γM(Hαi)/2, with respect to the
Cartan generators Hαi of G4.
The explicit form of the matrixM(4)MN in (3.7) is:
M(4)MN = −e−(ϕ1+ϕ2+ϕ3)
(
M11 M12
MT12 M22
)
, (D.3)
where the 4× 4 blocks are:
M11 =

−|z1|2|z2|2|z3|2 1|z2|2|z3|2 |z1|22|z3|2 |z1|2|z2|23
1|z2|2|z3|2 −|z2|2|z3|2 −12|z3|2 −1|z2|23
|z1|22|z3|2 −12|z3|2 −|z1|2|z3|2 −|z1|223
|z1|2|z2|23 −1|z2|23 −|z1|223 −|z1|2|z2|2
 ,
M12 =

−123 −|z1|223 −1|z2|23 −12|z3|2
23 123 |z2|23 2|z3|2
13 |z1|23 123 1|z3|2
12 |z1|22 1|z2|2 123
 ,
M22 =

−1 −1 −2 −3
−1 −|z1|2 −12 −13
−2 −12 −|z2|2 −23
−3 −13 −23 −|z3|2
 . (D.4)
A black hole solution with electric and magnetic quantized charges pΛ, qΛ is described at radial
infinity by H4-covariant central and matter charges Z, Z1, Z2, Z3, functions of pΛ, qΛ and of the
asymptotic values of the scalar fields. In terms of V M and of its covariant derivatives Di (DiV :=
∂iV +
∂iK
2
V ) we write the central and matter charges of the black hole solution:
Z = −V TCΓ = eK2 (−q0 − q1z1 − q2z2 + p3z1z2 − q3z3 + p2z1z3 + p1z2z3 − p0z1z2z3) ,
Z1 = −e1iDiV TCΓ = −i eK2
(
q0 + q2z2 + q3z3 − p1z2z3 + q1z¯1 − p3z2z¯1 − p2z3z¯1 + p0z2z3z¯1
)
,
Z2 = −e2iDiV TCΓ = −i eK2
(
q0 + q1z1 + q3z3 − p2z1z3 + q2z¯2 − p3z1z¯2 − p1z3z¯2 + p0z1z3z¯2
)
,
Z3 = −e3iDiV TCΓ = −i eK2
(
q0 + q1z1 + q2z2 − p3z1z2 + q3z¯3 − p2z1z¯3 − p1z2z¯3 + p0z1z2z¯3
)
.
(D.5)
Let us also give the explicit form of the quartic invariant for the STU model:
I4(p, q) = −(p0)2q20 − 2
(−2p1p2p3 + p0q3p3 + p0p1q1 + p0p2q2) q0 − (p1)2q21 − (p2q2 − p3q3)2 +
+ 2q1
(
p1p3q3 + q2
(
p1p2 − 2p0q3
))
. (D.6)
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D.1 The Scalar Manifold Geometry in D = 3
The g = so(4, 4) algebra is described in its fundamental representation in terms of 8× 8 matrices
leaving the following metric invariant:
η0 = e1,8 + e2,7 + e3,6 + e4,5 + e5,4 + e6,3 + e7,2 + e8,1 , (D.7)
where ei,j denotes a matrix whose only non vanishing entry is a 1 in the (i, j)-position. The matrix
η0 should not be mistaken for the H∗-invariant matrix η defining the σ-involution of Sect. 2:
η = −e1,1 − e2,2 + e3,3 + e4,4 + e5,5 + e6,6 − e7,7 − e8,8 . (D.8)
The solvable generators read (for the sake of simplicity we write TM as T1, . . . T8):
H0 =
1
2
(e1,1 + e2,2 − e7,7 − e8,8) ,
Hα1 = Hα1 = e1,1 − e2,2 + e7,7 − e8,8 , Hα2 = Hα3 = e3,3 + e4,4 − e5,5 − e6,6 ,
Hα3 = Hα4 = e3,3 − e4,4 + e5,5 − e6,6 ,
Eα1 = Eα1 = e1,2 − e7,8 , Eα2 = Eα3 = e3,5 − e4,6 , Eα3 = Eα4 = e3,4 − e5,6 ,
T1 = e6,7 − e2,3 , T2 = e6,8 − e1,3 , T3 = e2,5 − e4,7 , T4 = e2,4 − e5,7 ,
T5 = e3,8 − e1,6 , T6 = e2,6 − e3,7 , T7 = e1,4 − e5,8 , T8 = e1,5 − e4,8 ,
T• = e1,7 − e2,8 . (D.9)
Constructing the matrixM(φI) = L(φI)ηL(φI)†, with L given in (2.21), we have the following
identification of the D = 3 scalar fields with the entries mi,j ofM:
e−4U = m7,7m8,8 −m28,7 , (D.10)
ϕ1 = −1
2
log
(
m28,8
m7,7m8,8 −m28,7
)
, (D.11)
ϕ2 = −1
2
log
[
1
m28,7 −m7,7m8,8
[−m28,7m26,5 +m7,7m8,8m26,5 − 2m7,7m8,5m8,6m6,5+
+ 2m7,5m8,6m8,7m6,5 −m27,5m28,6 +m5,5m7,7m28,6 +m27,6
(
m5,5m8,8 −m28,5
)
+
+m6,6
(
m7,7m
2
8,5 − 2m7,5m8,7m8,5 +m5,5m28,7 +
(
m27,5 −m5,5m7,7
)
m8,8
)
+
+ 2m7,6
((
m6,5m8,5 −m5,5m8,6
)
m8,7 +m7,5
(
m8,5m8,6 −m6,5m8,8
))]]
,
(D.12)
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ϕ3 =
1
2
log
[
1(
m8,8m27,6 − 2m8,6m8,7m7,6 +m6,6m28,7 +m7,7
(
m28,6 −m6,6m8,8
))2 ·
· (m28,7 −m7,7m8,8)(−m28,7m26,5 +m7,7m8,8m26,5 − 2m7,7m8,5m8,6m6,5 + 2m7,5m8,6m8,7m6,5+
−m27,5m28,6 +m5,5m7,7m28,6 +m27,6
(
m5,5m8,8 −m28,5
)
+m6,6
(
m7,7m
2
8,5 − 2m7,5m8,7m8,5+
+m5,5m
2
8,7 +
(
m27,5 −m5,5m7,7
)
m8,8
)
+ 2m7,6
(
(m6,5m8,5 −m5,5m8,6)m8,7+
+m7,5 (m8,5m8,6 −m6,5m8,8)
))]
,
(D.13)
1 = −m8,7
m8,8
, (D.14)
2 =
m8,7 (m7,6m8,4 +m7,4m8,6 −m6,4m8,7)−m7,4m7,6m8,8 +m7,7 (m6,4m8,8 −m8,4m8,6)
m8,8m27,6 − 2m8,6m8,7m7,6 +m6,6m28,7 +m7,7
(
m28,6 −m6,6m8,8
) ,
(D.15)
3 =
m8,7 (m7,6m8,5 +m7,5m8,6 −m6,5m8,7)−m7,5m7,6m8,8 +m7,7 (m6,5m8,8 −m8,5m8,6)
m8,8m27,6 − 2m8,6m8,7m7,6 +m6,6m28,7 +m7,7
(
m28,6 −m6,6m8,8
) ,
(D.16)
Z0 = m8,6m8,7 −m7,6m8,8√
2
(
m28,7 −m7,7m8,8
) , Z0 = m7,3m8,7 −m7,7m8,3√
2
(
m28,7 −m7,7m8,8
) , (D.17)
Z1 = m7,6m8,7 −m7,7m8,6√
2
(
m28,7 −m7,7m8,8
) , Z1 = m7,3m8,8 −m8,3m8,7√
2
(
m28,7 −m7,7m8,8
) , (D.18)
Z2 = m7,4m8,8 −m8,4m8,7√
2
(
m28,7 −m7,7m8,8
) , Z2 = m7,7m8,5 −m7,5m8,7√
2
(
m28,7 −m7,7m8,8
) , (D.19)
Z3 = m7,5m8,8 −m8,5m8,7√
2
(
m28,7 −m7,7m8,8
) , Z3 = m7,7m8,4 −m7,4m8,7√
2
(
m28,7 −m7,7m8,8
) , (D.20)
a =
1
2m8,8
(
m28,7 −m7,7m8,8
) · [2m8,7(m8,4m8,5 +m8,3m8,6 +m8,2m8,7)− (2m7,7m8,2+
+m7,6m8,3 +m7,5m8,4 +m7,4m8,5 +m7,3m8,6
)
m8,8
]
.
(D.21)
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The nilpotent elements in K∗ are described as eigenmatrices with respect to a suitable non-compact
Cartan subalgebra in the coset space of H∗/Hc. Its generators are:
Hβ1 =
1
2
(e1,4 + e1,5 + e2,3 + e2,6 + e3,2 − e3,7 + e4,1 − e4,8 + e5,1 − e5,8 + e6,2 − e6,7 − e7,3 − e7,6 − e8,4 − e8,5) ,
Hβ2 = −
1
2
(−e1,4 − e1,5 + e2,3 + e2,6 + e3,2 − e3,7 − e4,1 + e4,8 − e5,1 + e5,8 + e6,2 − e6,7 − e7,3 − e7,6 + e8,4 + e8,5) ,
Hβ3 = −
1
2
(e1,4 − e1,5 + e2,3 − e2,6 + e3,2 + e3,7 + e4,1 + e4,8 − e5,1 − e5,8 − e6,2 − e6,7 + e7,3 − e7,6 + e8,4 − e8,5) ,
Hβ4 = −
1
2
(−e1,4 + e1,5 + e2,3 − e2,6 + e3,2 + e3,7 − e4,1 − e4,8 + e5,1 + e5,8 − e6,2 − e6,7 + e7,3 − e7,6 − e8,4 + e8,5) .
(D.22)
The chosen basis for K∗ is:
(+,+,+,+) =
1
2
(−e1,2 − e1,3 + e1,6 − e1,7 − e2,1 + e2,4 + e2,5 + e2,8 + e3,1 − e3,4 − e3,5 − e3,8 − e4,2 − e4,3 + e4,6 − e4,7 − e5,2−
− e5,3 + e5,6 − e5,7 − e6,1 + e6,4 + e6,5 + e6,8 − e7,1 + e7,4 + e7,5 + e7,8 + e8,2 + e8,3 − e8,6 + e8,7) ,
(+,+,−,−) = 1
2
(e1,2 − e1,3 + e1,6 + e1,7 + e2,1 − e2,4 − e2,5 − e2,8 + e3,1 − e3,4 − e3,5 − e3,8 + e4,2 − e4,3 + e4,6 + e4,7 + e5,2−
− e5,3 + e5,6 + e5,7 − e6,1 + e6,4 + e6,5 + e6,8 + e7,1 − e7,4 − e7,5 − e7,8 − e8,2 + e8,3 − e8,6 − e8,7) ,
(+,−,+,−) = 1
2
(e1,2 − e1,3 − e1,6 − e1,7 + e2,1 + e2,4 − e2,5 + e2,8 + e3,1 + e3,4 − e3,5 + e3,8 − e4,2 + e4,3 + e4,6 + e4,7 + e5,2−
− e5,3 − e5,6 − e5,7 + e6,1 + e6,4 − e6,5 + e6,8 − e7,1 − e7,4 + e7,5 − e7,8 + e8,2 − e8,3 − e8,6 − e8,7) ,
(+,−,−,+) = 1
2
(e1,2 − e1,3 − e1,6 − e1,7 + e2,1 − e2,4 + e2,5 + e2,8 + e3,1 − e3,4 + e3,5 + e3,8 + e4,2 − e4,3 − e4,6 − e4,7 − e5,2+
+ e5,3 + e5,6 + e5,7 + e6,1 − e6,4 + e6,5 + e6,8 − e7,1 + e7,4 − e7,5 − e7,8 + e8,2 − e8,3 − e8,6 − e8,7) ,
(+,−,−,−) = −e2,2 + e2,3 − e3,2 + e3,3 − e6,6 − e6,7 + e7,6 + e7,7 ,
(+,−,+,+) = e2,2 − e2,6 + e3,3 + e3,7 + e6,2 − e6,6 − e7,3 − e7,7 ,
(+,+,−,+) = −e1,1 + e1,4 − e4,1 + e4,4 − e5,5 − e5,8 + e8,5 + e8,8 ,
(+,+,+,−) = −e1,1 + e1,5 − e4,4 − e4,8 − e5,1 + e5,5 + e8,4 + e8,8 ,
(−,+,+,+) = −(+,−,−,−)T , (−,+,−,−) = −(+,−,+,+)T , (−,−,+,−) = −(+,+,−,+)T , (−,−,−,+) = −(+,+,+,−)T ,
(−,−,−,−) = (+,+,+,+)T , (−,−,+,+) = (+,+,−,−)T , (−,+,−,+) = (+,−,+,−)T , (−,+,+,−) = (+,−,−,+)T ,
(D.23)
where the ± gradings in the QUbit-basis refer to the above Hβ` generators.
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