Abstract. We investigate the small deviation problem for weighted fractional Brownian motions in Lq-norm, 1 ≤ q ≤ ∞. Let B H be a fractional Brownian motion with Hurst index 0 < H < 1. If 1/r := H + 1/q, then our main result asserts
Introduction
Let B H = (B H (t)) t≥0 be a fractional Brownian motion with Hurst index H ∈ (0, 1), i.e. B H is a centered Gaussian process with a.s. continuous paths and covariance 
< ε
as ε → 0. For ρ = 1 [0, 1] this question was investigated in [24] , [19] , [11] and [17] . The final result is as follows: For 1 ≤ q ≤ ∞ the limit If H = 1/2, then B H is a standard Wiener process W . In this case the behaviour of (1.2) was thoroughly investigated in [16] . To formulate the main result of this paper, we need the following notion: For q ∈ [1, ∞] and 0 < H < 1 define the number r > 0 by The main result in [16] asserts for H = 1/2, i.e. for Brownian motion, yet it is not difficult to construct ρ's with ρ r < ∞ and |ρ| r = ∞.
The main result of the present paper is the extension of (1.6) to all H ∈ (0, 1), i.e. if |ρ| r < ∞, then we have with c(H, q) and r defined by (1.3) and (1.4), respectively. When treating small deviation problems for ρ B H with H = 1/2, completely new methods are required. These methods are of analytical nature. It is well known that fractional Brownian motions are tightly related to fractional integration operators of Riemann-Liouville type (cf. [18] ). Thus, by the results in [8] and [12] the small deviation problem for weighted fractional motions turns out to be equivalent to the study of the asymptotic behavior of the entropy numbers for certain weighted fractional integration operators.
It is convenient to solve this analytical problem in a more general context, namely to investigate the degree of compactness of l q -sums of operators. More precisely, let H be a Hilbert space and let T j , j = 1, 2, . . ., be operators from H into some Banach spaces E j . If
then (under some obvious assumptions) the family (T j ) j≥1 generates in a canonical way an operator T q from H into E q . The main result in the functional analytic part of this paper is an estimate for the entropy numbers e n (T q ) by means of e n (T j ), j ∈ N. Surprisingly, the proof of this requires completely different methods for the two cases q < ∞ and q = ∞, respectively. For q < ∞ so-called average Kolmogorov numbers play a central role. They describe how good a non-linear approximation of a Gaussian vector by finite rank vectors can be. These numbers were introduced and investigated in the theory of information-based complexity; their basic properties can be found in [6] .
In the case q = ∞ the technique of average Kolmogorov numbers does not work. Instead we use strong results due to B. Carl about compactness properties of Hölder operators. In our construction, the essential and (as far as we know) new idea is to investigate bundles of metric spaces and their metric entropy.
It is remarkable that we use analytic methods for proving probabilistic bounds while probabilistic tools work for proving analytic estimates. Let us note, however, that a part of our analytic arguments can be expressed directly in probabilistic language; see [7] . But we believe that our analytic methods are more general and could therefore also be applied for the investigation of other classes of fractional processes.
The paper is organized as follows. Section 2 provides a minimal necessary analytical background as e.g. the basic estimates of entropy numbers for l q -sums of operators. Weighted fractional integration operators are treated in Section 3. The small deviation results are stated and proved in Section 4. Finally, the detailed exposition of the analytic approach is presented in Sections 5 and 6 for finite and infinite q, respectively. These last two sections are not necessary for those who are only interested in probabilistic applications. On the other hand, "pure analysts" may skip Section 4 and read Sections 5 and 6 directly.
Entropy numbers of l q -sums of operators
For any sequence of Banach spaces (E j ) j≥1 and a number q ∈ [1, ∞), we define the l q -sum E q by
and endow it with the norm
If linear operators T j from a Hilbert space H into E j satisfy
is bounded. We call T q the l q -sum of the T j 's. Assume now that each operator T j has a certain degree of compactness. Then it is natural to investigate the degree of compactness of T q . To be more precise, recall the notion of entropy numbers, a suitable measure of compactness. Let T : H → E be a linear operator. Its n-th (dyadic) entropy number is then defined by
where U H and U E are the unit balls in H and E, respectively. The previous question can now be formulated as follows. Suppose that
for a certain γ > 0 and all j ∈ N. What can be said about sup n≥1 n 1/γ e n (T q )? The main objective of Section 5 is to provide the following answer. 
with 1/r = 1/γ + 1/q − 1/2 and c > 0 depending only on q and γ.
The notions of E q and T q make sense for q = ∞ as well. Yet, unfortunately, the proof of Theorem 2.1 cannot be extended to this case. Thus the following question remains open.
Problem. Let γ < 2 and 1/r := 1/γ − 1/2. Suppose that operators T j : H → E j satisfy (2.1). Does this imply for
Our next aim is to formulate a result (proved in Section 6 below) asserting that (2.3) is valid under certain stronger assumptions than (2.1), namely, under certain additional properties of the E j 's as well as of the type of continuity of the T j 's. We start with specifying the image spaces E j . Let (K j , d j ), j ∈ N, be compact metric spaces. Then C(K j , d j ) denote the Banach spaces of continuous functions on K j . This time compactness properties of the K j 's are expressed in terms of (non-dyadic) entropy numbers. If (K, d) is a metric space, then its entropy numbers are defined by
Next we have to specify the properties of the treated operators. Let T be an operator from H with values in C(K, d) for some compact metric space K. Given α ∈ (0, 1], it is said to be an α-Hölder operator (with α-Hölder norm T α ) provided that
Now we are in a position to state the substitute for Theorem 2.1 in the case q = ∞. 
then we derive on one hand (see Theorem 6.2 below)
and on the other hand (by Theorem 2.2)
where 1/r = 1/γ − 1/2. For q < ∞, Theorem 2.1 allows us to derive (2.6) (with adequate r) directly from (2.5) while for q = ∞ we need (2.4) together with the Hölder condition for the T j 's.
Degree of compactness of fractional integration operators
For H ∈ (0, 1) we shall investigate the following two integral operators:
As usual we set (x) + = max {x, 0} for x ∈ R. It is well known that for any bounded interval I ⊆ [0, ∞) and for any p ∈ [1, ∞] both operators are bounded as mappings from L 2 (R) into L p (I). The operator R H is usually called (up to some factor) a fractional integration operator of Riemann-Liouville type and B H appears in a natural way in the theory of fractional Brownian motion.
For later purposes it is also important to investigate their difference Q H := B H − R H acting as follows:
We need the following two known properties of these operators:
Consequently, in view of (3.4) and (3.5) we also have
is of order n −H−1/2 as well. For our later purposes it is important to know how the asymptotic depends on size and position of the interval I. The next theorem answers this question.
the properties in (c) may be proved easily with
then decomposition (a) holds, and a simple scaling transformation gives
Thus in view of (3.6) it follows that
it is measurable and satisfies ρ · 1 [x,y] ∈ L q for any real numbers 0 < x < y. Consequently, ρ B H is well defined as mapping from L 2 (R) into L q (0, ∞) and our aim is to find suitable estimates for its entropy numbers (in dependence of ρ).
with r and |ρ| r defined by (1.4) and (1.5), respectively.
Proof. For the dyadic intervals ∆
. This is the place where the l q -sums from Section 2 come into consideration. It is easy to see (cf. [16] , Lemma 4.2) that (3.13) implies (3.14)
H,ρ , thus it remains to estimate the right-hand side of (3.14) . This is done for q < ∞ and q = ∞ by different methods.
Let us start with 1 ≤ q < ∞. 
while its assertion (c) leads to (use 1.3.36 in [5] )
We now apply Theorem 2.1 with 1/γ = H + 1/2, i.e. it holds that
By similar reason (3.17) implies
) k∈Z we derive (3.9) from (3.14), (3.18) and (3.19) . This completes the proof in the case q < ∞.
Assume now q = ∞. Our aim is to apply Theorem 2. 
with C defined in (3.7). On the other hand, of course, it holds that
Consequently, an application of Theorem 2.2 (with σ = 1 and α = H) leads by (3.20) and (3.21) to
Note that 1/r = H in this case. Finally (3.14) completes the proof for q = ∞.
Small deviations of weighted fractional processes
Let W be a Wiener process on [0, ∞). Then, if 0 < H < 1, we consider the following two fundamental fractional processes: 
are Riemann-Liouville and fractional Brownian motion processes of order H, respectively.
It is known (cf. [11] and [17] ) that for any q ∈ [1, ∞] there exist the finite positive small ball limits 
for some c > 0 depending only on q and H.
Proof. The first inequality is a direct consequence of Anderson's inequality (see [1] or [14] , Chapter 11). The second one immediately follows from Theorem 3.2 and the results in [8] and [12] linking small deviations and entropy numbers.
Metric entropy tools are too crude for getting sharp small deviation estimates as stated in (4.2) or (4.3). For this purpose, more precise probabilistic methods are necessary. Nevertheless, Theorem 4.1 will play an important role in eliminating some disturbing remainder term in Theorem 4.6 below.
Before proceeding further, we state two lemmas for later use. The first one is a partial solution of the so-called correlation conjecture. It was first proved in the necessary generality in [9] as an extension of [23] ; see also Theorem 2.14 in [13] . We formulate it here in the form appropriate for our own use. 
The next result is a direct consequence of properties of Q H defined in (3.3). 
is a constant c > 0 (depending on q, γ, ρ and I) such that
where the first operator is equivalent to |I j | H+1/q Q H while the second one has rank one. Thus by (3.5) and estimate 1.3.36 in [5] it follows that 
completing the proof.
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Our next aim is to precise the lower bound in (4.4) for ρ's possessing bounded support. 
Next, we use the following summation rule for the small ball asymptotic (see e.g. [10] or Corollary 3.1 in [13] ). It asserts that if for each member of a finite family (ζ j ) m j=1 of non-negative independent random variables one has lim
We apply this rule with α = 1/Hq and ζ j = ρ j R H j q Lq (Ij ) and obtain by (4.13)
From Lemma 4.2 and (4.10) one derives for each η ∈ (0, 1) the following inequality:
In view of Lemma 4.3 this leads to
Combining (4.15) with (4.14) and taking the limit η → 0 in the right-hand side completes the proof for interval step functions ρ. Now let ρ ∈ L q (I) be arbitrary. For δ > 0 we find (cf. Lemma 4.4 in [16] ) an interval step function ψ such that 
On the other hand (recall that ψ is an interval step function), by the first step and by (4.16) it follows that lim inf
Combining (4.17), (4.18) and (4.19) finally leads to
hence, if we first take the limit δ → 0 and then η → 0, we obtain (4.8). 
with r > 0 defined by (1.4). 
On the other hand, by (4.14) we have
Lr(I) .
Next we apply Lemma 4.2 to (4.21) and obtain
which by (4.22) implies
Thus (4.20) follows by taking η → 0. Let us now treat the general case. First note that it suffices to prove (4.20) for bounded ρ's supported on a bounded closed interval I ⊂ (0, ∞). Since I is strictly separated from the critical points 0 and ∞, for a given δ > 0 we find a (non-negative) interval step function ψ on I satisfying 
The last term in (4.25) can be estimated by Theorem 4.4, hence by (4.23) and (4.24) it follows that lim sup
Finally, first taking δ → 0 and then η → 0 proves (4.20) for arbitrary ρ's.
Combining the previous results we obtain the following.
Theorem 4.6. Let ρ be a weight function on
Proof. Since |ρ| r < ∞, for a given δ > 0 we may split ρ into the sum of two nonnegative functions ρ (1) and ρ (2) such that ρ (1) is supported on a closed bounded interval in (0, ∞) and that |ρ (2) | r < δ. Hence Theorem 4.4 applies to ρ (1) and gives
while by Theorem 4.1 we have
Applying Lemma 4.2, for each η ∈ (0, 1) it follows that lim inf
By Anderson's inequality, the same is true for R H . On the other hand, Anderson's inequality and Theorem 4.5 let us conclude that The proofs practically do not change. We only have to use Lemma 4.5 in [16] instead of Lemma 4.4 to approximate the weight function by interval step functions. For more details we refer to [16] .
Average Kolmogorov numbers and their application
The proof of Theorem 2.1 relies upon properties of so-called average Kolmogorov numbers of operators. For a separable Hilbert space H we denote by G(H, E) the set of operators T from H into E such that the series
variables. Recall that (with suitable T ∈ G(H, E)) any centered Gaussian E-valued vector may be represented in the form (5.1). For T ∈ G(H, E)
we may now define its n-th average Kolmogorov number by
is the wellknown l-norm of T and [G(H, E), l] is a Banach space (cf. [22] for more details).
The following properties of g n (T ) are either straightforward or may be found in [6] . For the definition of the "ordinary" Kolmogorov numbers d n (T ), we refer to [21] .
Then there exist two constants c 1 , c 2 > 0 depending only on q such that [20] there exists a universal c > 0 such that for all
Consequently, by Carl's inequality
(see e.g. [22] or [4] for a proof) it follows that
for any β > 0 and with c > 0 depending only on β.
(c) The following is a slightly improved version of a result due to G. Pisier (see [22] , page 141). If T * : E * → H denotes the dual of T ∈ G(H, E), then for some c 1 , c 2 > 0 we have
By combining this bound with the estimates from [25] , we obtain
for any β > 0.
The main advantage of the numbers g n (in contrast to the entropy numbers) is that they are well related to the l q -summation of operators, as we shall see in a moment. Before doing so, let us first state conditions ensuring
Of course, we have P m • T q ∈ G(H, E q ) and, if n > m, then by the equivalence of all moments of Gaussian vectors it follows that
Hence, by (5.4) and the completeness of [
From (5.6) we derive
which, of course, implies (5.5) by taking the limit n → ∞.
The next result is the key for the proof of Theorem 2.1.
Theorem 5.2.
Let β > 0 be given and suppose we have
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with 1/r = 1/β + 1/q and c q depending only on q.
Proof. Of course, we may assume κ r j < ∞, hence κ q j < ∞ as well. Consequently, 
Next we define N ⊆ E q by
and observe that dim(N ) ≤ m. Hence, by property (a) and (5.7),
For a fixed natural number n we now choose integers n j satisfying
≤ n j for all j ≥ 1. Of course, only a finite number of the n j 's can be different from 1, thus m := ∞ j=1 (n j − 1) < ∞ and by (5.9) it follows that m < n. From this, (5.8) and (5.9) we derive
by the choice of r. Combining this with property (a) of the g n 's completes the proof.
Proof of Theorem 2.1. Let β > 0 be defined by 1/β := 1/γ − 1/2. In view of (5.3) assumption (2.1) leads to sup n≥1 n 1/β g n (T j ) ≤ c 1 (β) · κ j for all j = 1, 2, . . .. Hence, Theorem 5.2 yields
, where 1/r = 1/β + 1/q = 1/γ + 1/q − 1/2. Finally, from (5.2) and (5.10) we derive
as asserted.
Problem. Suppose that the operators T j are defined on some L p -space with 1 < p < ∞ and satisfy (2.1). What is the largest possible r > 0 (depending on γ, q and p) for which (2.2) holds? Which restrictions on the parameter γ are necessary?
Bundles of metric spaces
For j ∈ N let (K j , d j ) be compact metric spaces and suppose that in each space K j a special point t * j is marked. Then we define the bundle space (K ∞ , d ∞ ) as a (disjoint) union of the K j 's where all t * j 's are identified with one point t
Observe that (K ∞ , d ∞ ) is not necessarily compact. It is so (as can easily be seen) iff we have diam(K j ) → 0 as j → ∞. Assuming this, it is natural to ask how certain compactness properties of the K j 's carry over to those of the bundle space K ∞ . The next theorem answers this question. 
We omit the elementary and relatively simple proof of Theorem 6.1. Before proceeding further we need certain compactness properties of Hölder operators with values in a space of continuous functions. More precisely, the following may be found in [5] , Sect. 5.10. If C 0 (K j , d j ) denotes the set of f ∈ C(K j , d j ) with f (t * j ) = 0, the l ∞ -sum of the C 0 (K j , d j )'s may obviously be viewed asC 0 (K ∞ , d ∞ ), the space of functions defined on K ∞ , continuous on every K j , and vanishing at t * . Note that such functions need not be continuous on the entire space K ∞ . Suppose now we are given a family T j , j ∈ N, of operators, mapping a Hilbert space H into C(K j , d j ). Our aim is to paste them together to a single operator T ∞ . To do so, we have to assume that each operator T j maps even into C 0 (K j , d j ) To verify this, take h ∈ H with h ≤ 1. For t and t in the same K j it follows that (6.7)
|(T ∞ h)(t) − (T ∞ h)(t )| = |(T j h)(t) − (T j h)(t )| ≤ d j (t, t ) = d ∞ (t, t ) .
On the other hand, if t 1 ∈ K j1 and t 2 ∈ K j2 with j 1 = j 2 , using (6.3) and (6.7) we get t 2 ) which proves our claim.
By Theorem 6.1 we derive from (6.4) that
Since T ∞ is 1-Hölder, it maps even into C(K ∞ , d ∞ ), thus Theorem 6.2 applies and leads by (6.8) to (6.9) e n (T ∞ ) ≤ c · 
