Abstract. We study the following rather generic communication/coordination/computation problem: In a finite network of agents, each initially having one of the two possible states, can the majority initial state be computed and agreed upon by means of local computation only? We study an iterative synchronous application of the local majority rule and describe the architecture of networks that are always capable of reaching the consensus on the majority initial state of its agents. In particular, we show that, for any truly local network of agents, there are instances in which the network is not capable of reaching such a consensus. Thus, every truly local computational approach that requires reaching a consensus is not failure-free.
if the agent's color at time t is not a majority color in the agent's neighborhood in G at time t. We call this discrete time, memoryless, synchronous dynamic process the local majority process on G.
The local majority process (and some of its natural extensions) has been studied in frameworks as diverse as social influence [19, 11, 5, 38, 39, 40] and neural networks [18, 17, 15, 16] . Recently, the local majority process has reappeared (under the name polling process) in several papers motivated by certain distributed computing problems [36, 2, 10, 9, 20, 21, 22, 27, 32, 33] . In fact, Peleg [35] points out several areas of distributed computing in which our model could be relevant. 1 These are areas that revolve around the idea of eliminating the damage caused by failed processors, or at least restricting their influence, by maintaining replicated copies of crucial data and performing a simple voting procedure among the participating processors whenever faults occur, with the goal of adopting the values stored at the majority of the processors as the correct data. Relevant work can be found in classical problems of agreement and consensus [1, 26, 3, 8] , system-level diagnosis [42, 34, 6] , distributed database management [4, 23] , quorum systems [14, 12, 41, 37, 43] , and fault-local mending [25, 24] .
To see a concrete example, suppose that all processors in a distributed network collectively store some value and suppose that this value is distorted in some of the processors (distortions could be due to various reasons, even due to a fundamental imprecise nature of floating point operations). The goal is to restore the correct value in all of the processors by means of local communication only, in particular, by triggering the local majority process. For example, if stored distortions are due to a rounding error (rounding up or down), a desirable feature would be for all processors to accept the rounded value which is stored in the majority of processors. Which network structures allow for successful restoration of the (global) majority value in all of the processors?
A natural question to ask is, When does the local majority process ensure that all agents reach a consensus on the initial majority state? We will say that G is a majority consensus computer (m.c.c.) if, for any set of initial states (there are 2 n such sets), the local majority process simultaneously brings all agents into the state that was the initial majority state. Note that, according to the local majority process, once all agents are in the same state, no agent will change its state ever after. All of the recent papers dealing with the local majority process and its modifications [36, 2, 10, 9, 20, 21, 22, 27, 32, 33] investigated how poorly the local majority process (and its variations) could miscalculate the initial majority (on a specific class of graphs).
2 In contrast to these results, we are interested in graphs which are immune to miscalculations in the local majority process-the focus of this paper is on m.c.c.'s and the investigation of their structure.
Since being an m.c.c. is seemingly a very strong property, one would expect that a sort of an impossibility theorem holds. As will be shown, the situation is not that simple, and the full characterization of m.c.c. ' s remains an open problem. However, our results demonstrate in several ways that the nonlocality is an inherent property of every m.c.c. Thus, reaching a consensus on the majority is a truly nonlocal task in the sense that a natural local computation procedure is failure-free only if computing local majority is essentially as complex as computing global majority.
As already mentioned, the local majority process is precisely formulated in the next section. Furthermore, we review some known properties of the model and formally define the class of graphs that we call m.c.c.'s. We end section 2 by stating and proving several basic properties of m.c.c.'s.
In section 3 we explore the structure of m.c.c.'s. For example, in this section we show that every such m.c.c. must have a trivial min-cut, a nonunique max-cut, and a diameter of at most four, and show that for any vertex v in an m.c.c. the set of vertices that are neighbors of v or neighbors of the neighbors of v is a majority-making set (i.e., has more than half of the vertices of G).
In section 4 we study highly connected graphs, i.e., those with the minimum degree of n − 3, and show that if such a graph is an m.c.c., then there must exist a "truly global" vertex, which we call a master (that is, a vertex connected to every other vertex in the graph). Furthermore, we give full characterization of m.c.c.'s with δ(G) ≥ n − 3 and present an algorithm to decide whether or not a given such graph is an m.c.c. Also, we show that there exist m.c.c.'s on n vertices, where n is odd, with exactly k masters for every positive k except for k = (n − 3)/2.
Some generalizations of our model and relaxations of the definition of m.c.c. are presented and discussed in section 5. This section includes emulation results showing how our model can be used to study seemingly more complex models.
In section 6 we discuss some assumptions of our model and try to illustrate why our model is a natural one to study.
We close the paper with a brief summary of our results and directions for further research.
Democratic consensus computers.
A standard graph theoretic notation is used throughout the paper. Cardinality of the set S is denoted by |S| and the complement of the set is denoted by S c . G = (V, E) denotes an undirected, simple, finite graph G with the vertex set V , |V | = n, and the edge set E (i.e., E ⊆ {S ⊆ V : |S| = 2}). We say that the vertices u and v are adjacent or neighbors in G if and only if {u, v} ∈ E. The neighborhood of a vertex v in the set S ⊆ V is the set of the neighbors of v that are in S, N S (v) := {s ∈ S : {v, s} ∈ E}. Note that N S (v) = N V (v) ∩ S. The degree of a vertex v in S, denoted deg S (v) , is the number of neighbors of v that are in S, i.e., deg S (v) = |N S (v)|. In the rest of the text, we will omit the subscript when S = V ; i.e., we will refer to N V (v) as N (v) and to deg V (v) as deg (v) . The maximum degree of a vertex in G is denoted by ∆, where ∆ = ∆(G) = max{deg(v) : v ∈ V }, and the minimum degree is denoted by δ, where
We also use the notation G \ H = (V, E \ E ). The following graphs on n vertices are denoted in the standard way: the complete graph K n , the path P n , and the cycle
for every pair of vertices u, v ∈ V , there exists a path P ⊆ G containing both u and v. Otherwise,
The distance between two vertices u and v in G, denoted dist (u, v) , is the smallest k for which there exists P k+1 ⊆ G containing both u and v (this might not be defined in a disconnected graph). The diameter of a connected graph G is
Some nonstandard terminology follows: A vertex v is a master if deg(v) = n − 1 (i.e., v is adjacent to every other vertex). We also say that v is a k-master if deg(v) = n − 1 − k (i.e., v is adjacent to all but k other vertices). Note that 0-master and master are equivalent notions, and we will use them interchangeably throughout the rest of the text.
In our model, all agents and communication links in the system are represented by a graph G in a natural way. That is, the vertices of G are in a one-to-one correspondence with the agents, and the edges of G correspond to an adjacency relation among the agents.
A coloring of the graph G, c t : The main object of our study is the local majority process LM P (G, c 0 ), a discrete time process on G that is based on the iterative application of the local majority rule. The process is completely defined by G and the initial coloring c 0 . For every t = 0, 1, 2, . . . , the coloring c t+1 is derived by applying the local majority rule on N (v) for each vertex in G:
The local majority rule simply states that, at the next discrete time step, the color assigned to a vertex v will be the color of the majority of its neighbors. Note that an even degree vertex will retain its color whenever exactly half (or more) of its neighbors have the same color. The above rule also implies that the local majority rule is executed simultaneously for all the vertices. 
If 
Many of our results will be based on the "period is at most two" property. See Figure 2 .2 for examples of various outcomes of a one-step application of the local majority process on graphs. Note that consensus on any value might not be possible and the process could be infinite with either period one or two, as examples (b) and (d) illustrate.
Next we show that a monotonicity property with respect to the structure of the coloring holds in the local majority process. As the next lemma shows, if at time t the color of some set of vertices is changed from 1 − i to i and colors of all other vertices remain the same, then, at any later time t ≥ t the number of vertices of color i is at least as large as it would be without the change that was executed at time t. allowing for more than two possible colors are studied in [38, 39, 40] , while sufficient conditions for the property in the case of LMP on infinite graphs were studied in [29, 28, 30] . 
The proof is by induction on k. If k = 0, there is nothing to prove.
. We have to show that, for every v ∈ V , c t+k+1 v
According to the definition, in order to check whether G is an m.c.c., one would have to check whether G admits majority consensus for all 2 n possible initial colorings c 0 . However, because of the monotonicity property described in Lemma 2.4, it suffices to consider only colorings c 0 such that sum(c 0 ) = (n + 1)/2 (there are 
t is a consensus with maj(d t ) = 1, which shows that G admits majority consensus for d 0 . Remark. Unfortunately, it is not true that adding an edge to or deleting an edge from an m.c.c. G preserves the property "majority concensus computer." In other words, if G is an m.c.c., G + e might not be. Similarly, if G is not an m.c.c., G − e could be. For example, consider
where n is odd. We later show that (
, and that K n is an m.c.c. ((a) of Proposition 3.1). Thus, the graph property "majority concensus computer" is not monotone in the sense that addition or deletion of an edge in G does not preserve the property.
We close this section by showing that masters in G compute majority instantly, i.e., the color of a master at time t + 1 is maj(c t ). In general, the larger the difference between the majority and minority color of c t , the smaller the degree of v needed to ensure c 
). In order to complete the proof, note that |sum( Every w ∈ V that is not a master is connected to all (n − 1)/2 masters (all having color 0 at time t = 0) and is connected to at most (n + 1)/2 − 2 = (n − 3)/2 vertices that are not masters (w is not connected to itself and to at least one more vertex u because w is not a master; u is not a master either because it is not connected to w). Thus, c 
Proof. Suppose G is not an m.c.c. If G admits a consensus for every possible initial coloring c 0 , there must exist d 0 for which G does not admit a majority consensus; i.e., there exists a coloring d 0 and t such that d t is a consensus and maj 1 partition V and that item 1 must hold since neither c t nor c t+1 is a consensus. Since for every
These two inequalities imply item 2. In the same manner, it follows that for every
Hence, item 3 follows from these two inequalities.
Conversely, suppose that (a) holds. Then, by Proposition 2.1, G is not an m.c.c. 
such that E ∩ E = ∅, then it is straightforward to check that (b) holds for G = (V, E ∪ E ) provided that one of the following is true: (i) w, x ∈ A 0 and y, z ∈ A 1 ; (ii) w, x ∈ B 0 and y, z ∈ B 1 ; (iii) w ∈ A 0 , x ∈ B 0 , y ∈ A 1 , and z ∈ B 1 .
Special cases of Theorem 3.2 help identify large classes of graphs that are not m.c.c.'s and provide insight into the structure of graphs that are m.c.c.'s.
is not a min-cut since the cut (S ∪ {v}, S c \ {v}) has fewer edges). Thus, setting A 0 = S, A 1 = S c , and B 0 = B 1 = ∅ gives a partition from Theorem 3.2(b). Hence, G is not an m.c.c.
Similarly, note that in a unique max-cut (S, S c ) for
is not a unique max-cut since the cut (S ∪ {v}, S c \ {v}) has at least as many edges). Thus, setting B 0 = S, B 1 = S c , and A 0 = A 1 = ∅ gives a partition from Theorem 3.2(b). Hence, G is not an m.c.c.
The last corollary indicates that m.c.c.'s are highly connected graphs (in the sense that having only trivial min-cuts and many max-cuts could be taken as a good indication of a high level of connectivity). The following theorem and its corollary provide another confirmation of this claim.
Theorem 3.5. Let G be an m.c.c. Then for every v ∈ V ,
Proof. First, note that we can assume that G is connected (by Corollary 3.3) and that n > 2.
Suppose (3.1) does not hold for some v ∈ V . Let u ∈ V be a vertex of the minimum degree among all vertices v for which (3.1) is violated. Let c 0 be a coloring such that c The theorem shows that m.c.c.'s are nowhere truly local since the second neighborhood of any vertex contains a majority of the vertices of V . Hence, the local majority process always reaches a consensus on the initial majority color only if the local majority rule is nowhere local. Hence, the theorem can be viewed as a sort of impossibility result.
The proof follows immediately from (3.1) because for any two vertices
We conjecture that a much stronger statement is true (this was confirmed to hold for n ≤ 13 by an exhaustive search method).
Master conjecture. Every m.c.c. contains a master. This is a rather strong conjecture because it implies that a necessary condition for reaching majority consensus is the existence of a vertex connected to all the other vertices, thereby annihilating any notion of local computation. In the next section we'll show that the master conjecture holds for graphs G with δ(G) ≥ n−3. Note that, intuitively, such graphs should be considered as prime candidates for a counterexample to the conjecture since all of the vertices in these graphs are either masters or very close to being masters (i.e., 0-masters, 1-masters, or 2-masters). Thus, our result that the master conjecture holds for graphs with δ(G) ≥ n − 3 provides strong evidence for the truth of the master conjecture. (n − 3) . In this section, graphs with minimum degree (n − 3) are studied. We first show that every m.c.c. G with exactly (n − 3)/2 master vertices has δ(G) ≥ (n − 3). (Note that determining whether a graph with at least (n − 1)/2 masters is an m.c.c. is straightforward and does not depend on the degrees of the nonmaster vertices; cf. Proposition 3.1.) Then we turn to analysis of general graphs G with δ(G) ≥ n − 3. We show that every such m.c.c. must have at least one master vertex; i.e., the master conjecture holds for G with δ(G) ≥ n−3. Furthermore, we give a complete characterization of m.c.c.'s with δ(G) ≥ n − 3. We close the section by demonstrating that, for every n and positive k = (n − 1)/2, there exists an m.c.c. whose number of masters is exactly k. 
The case of δ(G) ≥
Thus maj(c 1 ) = 0 = 1 = maj(c 0 ) in both (i) and (ii), which is a contradiction since G is an m.c.c. 
. This is a contradiction since G is an m.c.c.
We complete the proof of Theorem 4.1 by now showing that the size of the set N \ K is zero; i.e., every vertex in N belongs to K. Any vertex v ∈ K must have deg K (v) < |K| − 1 from Claim 2. Claim 3 implies that v is adjacent to all the vertices in N \ K, which implies that each vertex in N \ K is adjacent to all the vertices in K. This is in contradiction to Claim 2, and therefore either the size of the set K is zero or the size of the set N \ K is zero. From Claim 1, K is nonempty, and hence the set N \ K must be empty. Now we turn our attention to graphs G with δ(G)
In other words, a connected component of G c is a single vertex, a path, or a cycle. The decomposition of G c into its connected components
4 will be used throughout this section and we will often abuse the notation and identify V (H) with H whenever such notation is unambiguous (e.g., we will often say that the connected components of G c define a partition of V ).
Another convenient property of G with δ(G) ≥ n − 3 is that every vertex in G is either a master, a 1-master, or a 2-master. Thus, the following lemma gives a complete Boolean formula representation of local updates for colorings c t with sum(c t ) = (n + 1)/2. 
Fig. 4.1. The auxiliary graphs (bottom) corresponding to the various connected components of G c (top).
First suppose c 
This lemma allows us to track the action of the local majority process on G. We define an auxiliary graph AG = (V, E(AG)). Edges of AG are defined by formulas from Lemma 4.3(b) and (c):
Thus, E(AG) is in one-to-one correspondence with the set of all vertices of G which are not masters. Note that AG has a rather simple structure (see Figure 4 .1 for an illustration): all of its connected components are cycles, each corresponding to a connected component of G c as follows (this is a direct consequence of the definition of AG):
(Note that if l = 2 for some H, AG becomes a multigraph, with C H being a cycle of length 2.) If l is odd, then adjacent vertices in C H are Several simple consequences of this lemma will be useful in the analysis that follows. For example, if a connected component H of G c that is not an isolated vertex is monochromatic for some c t , then every vertex in H will switch color. (by Proposition 2.6), and that c Lemma 4.6) . Note that sum(c 1 ) = (n + 1)/2 because of (ii). Repeating the same observation, we get c Proof. Suppose G does not contain a master. We'll show that G is not an m.c.c. Let For the rest of the proof we may assume that 
Note that sum(c 0 ) = (n + 1)/2. By Lemma 4.5, c Repeating the same argument for
. . has period two. Therefore, G is not an m.c.c.
Next we turn to G, δ(G) ≥ n − 3, which contain masters. Because of Proposition 3.1, the only remaining cases are graphs with k masters, k = 1, 2, . . . , (n − 3)/2. We have already demonstrated two conditions that would immediately classify such G as not being an m.c.c. (Lemmas 4.7 and 4.8). As the next theorem shows, these are the only two obstacles. 
Thus, taking into account that c 1 v = 1 for every master v (Proposition 2.6),
Thus,
Therefore, sum(c Finally, checking if the conditions of Lemmas 4.7 and 4.8 are satisfied can be done in polynomial time. This is because the exact structure of connected components of G c can be found in polynomial time and because the (nearly) equipartition conditions can be checked in time polynomial in n = |V i | (this is essentially a knapsack problem that can be solved in pseudopolynomial time [13] ). Thus, in light of Theorem 4.12, we have the following.
Corollary 4.14. Let G be a graph with δ(G) ≥ n − 3. Then determining whether G is an m.c.c. can be done in polynomial time.
Generalizations and relaxations.
A simple generalization of the local majority process would allow vertex v to have some resistivity towards color switch. Formally, for a nonnegative integer k(v), we define a k(v)-local majority rule for vertex v:
The value k(v) is called the resistivity value of vertex v and we call the graph G = (V, E), together with the set of vertex resistivities {k(v) : v ∈ V }, a varied-resistivity graph. Similarly, the process defined by (5.1) is called the local majority process with resistivities. Dreyer [7] studies such processes and discusses relevant literature. Note that the local majority process with resistivities, where k(v) = 0, v ∈ V , is exactly the local majority process. Proof. Denoting p = (p 1 , p 2 , . . . , p n ) and q = (q 1 , q 2 , . . . , q n ), defineG = (Ṽ ,Ẽ) as follows:Ṽ = {v
Note that, for any p = (p 1 , . . . , p i , . . . , p n ), the subgraph ofG induced by {v p i : v i ∈ V } is isomorphic to G, and that, for any i, the subgraph ofG induced by {v In order to simulate the local majority process with resistivities on G by the local majority process (without resistivities) onG, for any coloring c t of G, definec t bỹ and b i ≥ (max S)/2, then it is straightforward to define G and nonnegative edge and vertex weights such that the weighted local majority process with resistivities on G is equivalent to the dynamic process in the symmetric neural network model (i.e., the process described in Theorem 2.2). Finally, note that there are instances of the general symmetric neural network process, e.g., a weighted local majority process with resistivities, where any of the edge weights or vertex resistivities are negative, that cannot be simulated by the multigraph simulation approach to the local majority process. (Allowing negative weights and resistivities could be viewed as a technical generalization but not necessarily a natural one. If at least one of these parameters is negative, there exists v and a coloring c 0 such that v switches its color at time t = 1 from c 0 v , which is the majority color of its neighborhood at time t = 0, to c
which is the minority color of its neighborhood at time t = 0. A rule that allows for a switch from the local majority to the local minority hardly qualifies as an acceptable majority computation rule.)
In the next section we further discuss some basic assumptions of our model and try to illustrate why our model is a natural one to analyze. In the rest of this section we present an approach towards relaxing the notion of m.c.c.
In view of our results showing that m.c.c.'s are nowhere truly local, one might want to know how likely is a network of agents G to admit a majority consensus. Here we single out and then combine two possible ways to measure this. On the one hand, one might be interested only in the colorings, where the difference between majority and minority is substantial; i.e., we may only require that G admit majority consensus only for a coloring c 0 such that sum(c 0 ) ≥ k (where an integer k ≥ n/2 is a numerical expression of "substantial majority"). On the other hand, one might allow for occasional failures requiring that G admit majority consensus for a substantial proportion 6. Discussion of model assumptions. As already noted, one might think that our model is neither a realistic one nor a natural one to study because of several assumptions that we have made. In this section we discuss model assumptions and hopefully illustrate why our model is a natural one to study.
Choice of the neighborhood and the tie-breaking rule. One might consider our choice of the tie-breaking rule and the definition of the neighborhood somewhat arbi- 9 Other modifications can be found in the literature (e.g., several variants are studied in [35] ).
Since it is impossible to discuss all possible creative proposals for the modifications of our model, let's discuss some properties that a reasonable model should have, and then show that our model is the only one satisfying these properties.
The least one should expect from a local majority process is that every vertex v should be able to update its color c will correctly signal the global majority.
10 Note that the stated properties uniquely define
and (2.1) is a way to represent c t+1 . Therefore, if the goal is to define a local update step satisfying outlined properties, the only choice is the local update used in our model.
Bidirectional communication. The bidirectional nature of the relationship among the agents played a crucial rule in our analysis. For example, even the basic "period is one or two" property does not hold when G is allowed to be a directed graph. For example, if C n is a directed cycle on n vertices and c 0 is the coloring assigning 1 to only one vertex and 0 to the remaining n − 1 vertices, c 0 , c 1 , c 2 , . . . is periodic with period n. Thus, allowing for nonsymmetric relationships yields to periods of any possible length. In order to generalize presented results, one would have to take into account the possibility of periods longer than two.
Memoryless property. The memoryless property of the local majority process might seem unreasonable in many applications. In this paper we investigated iterative use of the local majority rule as the simplest local approach to the problem of determining global majority. Limited computational power of the agents due to the memoryless property of the process and the agent's ability to calculate and communicate the local majority in the form of one-bit information is of central importance in our analysis. Empowering agents with memory would bring the problem closer to the standard distributed computing framework. Design and analysis of possibly more successful and more complicated protocols of the distributive computing flavor is beyond the scope of this paper. Here we only note that the problem of determining majority becomes trivial if all agents are aware of the network structure. (If G is disconnected, there is no way to communicate between two connected components. If G is connected, the information about c 0 v can be propagated through the network. This could be repeated for all n vertices which would allow all agents to learn c 0 and thus maj(c 0 )). Thus, the interesting protocols would be those defined for agents that have no unique identifications and have no information about the network.
Static network structure. The static nature of the network of agents is another critical property of the local majority process. It is possible that allowing for network dynamics in the form of protocols that simultaneously control changes in c t and the structure of the network at time t (e.g., changing the weight of an edge; adding/deleting an edge) might yield efficient protocols. This seems to be a fundamentally different model than the one studied here.
Synchronous versus asynchronous updates. Synchronous updates make the local majority process less restrictive than it would be with possible asynchronous update protocols. If the local majority process is modified in a way that an infinite sequence v 1 , v 2 , . . . of vertices from G is given and that the only update of c t at time t occurs at vertex v t according to the local majority rule (2.1) while c [21, 22, 32, 33] .) Also, allowing for asynchronous updates where the next vertex to be updated is selected at random could yield interesting results. However, one has to be aware that stochastic rules allow for a nonzero probability of not admitting a majority consensus.
Number of colors. One might consider generalizing the model by allowing k possible colors, i. 
Conclusions and directions.
The main result of this paper is that failurefree computation of majority consensus by iterative applications of the local majority rule is possible only in the networks that are nowhere truly local (Theorem 3.5). In other words, the idea of solving a truly global task (reaching consensus on majority) by means of truly local computation only (local majority rule) is doomed for failure.
However, even well connected networks of agents that are nowhere truly local might fail to reach majority consensus when iteratively applying the local majority rule. We have investigated the properties of m.c.c.'s, i.e., the networks in which iterative application of the local majority rule always yields consensus in the initial majority state.
There are several directions that might be of potential interest. One direction that was not of our interest involves computational issues, such as determining the computational complexity of the decision problem: DMCC (Deciding an M.C.C.). Input is a finite graph G. Is G an m.c.c.?
Clearly, DMCC is in co-NP because of Theorem 3.2, and it is very likely that DMCC is co-NP complete. However, subclasses of DMCC are in P; cf. Corollary 4.14. edges (Proposition 3.1(a)). The direction that would be more along the lines of our work would be a quest for the full characterization of m.c.c.'s. We have made a first step towards a possible characterization theorem by characterizing m.c.c.'s for networks that are almost complete in the sense that every agent does not communicate with at most two other agents (Theorem 4.12). A simpler task would be to determine interesting properties of m.c.c.'s that fall short of characterization. For example, we have shown, by an exhaustive computer aided search, that in every m.c.c. on at most 13 agents there exists an agent that communicates with all other agents. In fact, we conjecture that every m.c.c. G contains a master; i.e., there exists v ∈ V (G) such that d(v) = |V (G)| − 1 (see the master conjecture in section 3). We have shown that this conjecture holds for almost complete networks, i.e., networks that are in a way natural candidates for a counterexample to the conjecture (Theorem 4.10). However, the master conjecture remains open.
