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Introduction
In the 60s, distortability emerged as a very important property of
Banach spaces, and determine whether a space is distortable, the so
called distortion problem, became a relevant question in Banach space
theory.
Let (E, ‖ · ‖) be a Banach space and λ > 1 a real number. We say
that E is λ-distortable if there exists an equivalent norm | · | on E such
that for every infinite-dimensional vector subspace X of E,
sup
{ |x|
|y| | x, y ∈ X and ||x|| = ||y|| = 1
}
≥ λ.(1)
We say that E is distortable if it is λ-distortable for some λ > 1, and
it is arbitrarily distortable if it is λ-distortable for every λ > 1. When
a Banach space is distortable we can distort the unit sphere in the
sense of (1). It was proved by R.C. James [4] that c0 and l1 are not
distortable. V. Milman [6] proved that a non-distortable space must
contain an isomorphic copy of c0 or lp, 1 ≤ p <∞. Then the question
shifted to determine whether the spaces lp, 1 < p <∞, are distortable.
The problem in the case of separable Hilbert spaces and for lp, for any
1 < p <∞, was solved affirmatively by E. Odell and T. Schlumprecht
[7] [8].
In a separable and uniform convex space (E, ‖ · ‖) (such as the
lp spaces for 1 < p < ∞), distortability is equivalent to the more
general question of whether or not, given  > 0, for every real-valued
Lipschitz function f on the unit sphere SE of E there exists an infinite-
dimensional subspace X of E on the unit sphere of which f varies by
at almost , i.e., whether there is a real number a ∈ R and an infinite-
dimensional subspace X of E such that ||a − f(x)|| <  for all x ∈ X
with ||x|| = 1. This question about oscillation-stability of Lipschitz
function led to investigate whether such a property holds also in c0 and
l1; in fact, it is known that in these spaces distortability and oscillation-
stability are not equivalent.
In 1992, T. Gowers [1] provided a positive answer to the oscillation-
stability problem in c0. Precisely, he proved the following result
Theorem 1 (Gowers). Let  > 0 and let F be a real-valued Lip-
schitz function on the unit sphere of c0. Then there is an infinite-
dimensional subspace of c0 on the unit sphere of which F varies by at
most .
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The strategy is to find explicit generators of such a subspace. Gen-
erators are taken among the maps which belong to a δ-net on Sc0 . The
very core of the proof is a combinatorial argument about the finite
partitions of the set FIN±k of all maps
p : N→ {0, 1, . . . , k},
which attain either the value k or −k at least once, and have finite
support, i.e. they are zero everywhere but for finitely many n.
Gowers’ argument is a typical result in Ramsey Theory, which stud-
ies the conditions under which certain combinatorial structures occur
or are preserved. In fact, he proved that, whenever one finitely parti-
tions FIN±k in finitely many pieces, in the neighbourhood of one of the
pieces one can find a semigroup generated by a particular sequence of
maps in FIN±k .
A block sequence B = {bn}n of elements of FIN±k is any finite
or infinite sequence {bn}n ⊆ FIN±k such that supp(bi) < supp(bj)
whenever i < j. On FIN±k , we consider the coordinate-wise sum
(p+ q)(n) = p(n) + q(n) defined only for maps with disjoint supports.
Furthermore, we call tetris operation the map T : FIN±k → FIN±k−1
where:
T (p)(n) =

p(n)− 1 if p(n) > 0,
0 if p(n) = 0,
p(n) + 1 if p(n) < 0.
We notice that −T (p) = T (−p) and, whenever p, q ∈ FIN±k have dis-
joint support, T (p+ q) = T (p) +T (q). The partial semigroup of FIN±k
generated by the block sequence B is the family of maps of the form
0T
j0(bn0) + 1T
j1(bn1) + . . .+ lT
jl(bnl),
where i = ±1 for 1 ≤ i ≤ l, n0 < . . . < nl is a finite sequence of
indexes, j0, . . . , jl ∈ {0, 1, . . . , k − 1} and at least one of the j0, . . . , jl
is equal to 0. If A ⊆ FIN±k , we define the set
(A)1 = {q ∈ FIN±k | ∃q ∈ A :‖ p− q ‖∞≤ 1},
where ‖ · ‖∞ is the uniform norm. Notice that we can see (A)1 as the
neighbourhood of A in c0∩FIN±k , We can now state Gowers’ approximate
Ramsey Theorem:
Theorem 2 (Gowers). For every finite partition of FIN±k , there is a
piece P of the partition such that (P )1 contains a partial subsemigroup
of FIN±k generated by an infinite block sequence.
Very recently, M. Lupini [3] extended Theorem 2 and proved that,
provided we consider maps which take only nonnegative values, Gowers’
Theorem holds for more general tetris operations.
In this thesis we give an overview of Gowers’ combinatorial results
and their generalisations. In the first chapter we introduce the theory
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of ultrafilters, which are our fundamental tool, and the basic notions
about semigroups. In the second chapter, we present Gowers’ theorems
and, in particular, we will deduce Theorem 1 from Theorem 2. In the
third chapter, we will see briefly Gowers’ original proof. Finally, in
the fourth chapter, we will see Lupini’s results on generalised tetris
operations.
iii

CHAPTER 1
Semigroups and Ultrafilters
In this chapter we will introduce the notions of semigroup and ultra-
filter, and some their properties. Although in the very first paragraphs
results will be presented in the general case, we will focus mainly on
three specific semigroups: N, FINk, and βN.
1. Semigroups
Definition 1.1. A semigroup is a nonempty set S with a map
· : S2 7−→ S
defined for all x, y ∈ S, that satisfies the associative law
(x · y) · z = x · (y · z)
Usually we will drop the · and we will write xy instead of x · y.
Definition 1.2. A nonempty subset L of S is a left-ideal if SL ⊆ L.
Similarly, a nonempty subset R of S is a right-ideal if RS ⊆ R. A
nonempty subset which is both a left-ideal and a right-ideal is called
two-sided ideal.
As it will be clearer later, we shall need to consider semigroups
endowed with a compact (Hausdorff) topology.
Definition 1.3. A compact left-semigroup is a nonempty semi-
group S with a compact Hausdorff topology such that, for all y ∈ S,
the map
λy : x 7−→ xy
is defined and continuous for all x ∈ S. A subset T ⊆ S is a (compact)
subsemigroup of S if it is a compact left-semigroup as subspace of S.
We need another notion which will play a very important role: that
of idempotent element.
Definition 1.4. An element x ∈ S is idempotent if and only if
x2 = x.
The first important fact about idempotents is the following
Theorem 1.5 (Ellis’ Theorem). Every left compact semigroup S
has an idempotent.
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Proof. Let F be the family of all subsemigroups of S ordered by
the inclusion. Let {Sn}n be a decreasing sequence of subsemigroups
of S. Since every Sn is closed, by compactness, the intersection
⋂
n Sn
is nonempty and is a subsemigroup of S. Thus, by Zorn’s Lemma,
there exists a minimal subsemigroup R. Pick x ∈ R. Rx is a compact
subsemigroup of R and, by minimality, R = Rx. Now, let P = {y ∈
R | yx = x}. It is nonempty since x ∈ Rx, P ⊆ R and it is a
subsemigroup of S. Hence, again by minimality, P = R and x2 = x. 
On a semigroup we can define the relation
x ≤ y ⇔ xy = yx = x
that can be easily shown to be transitive and antisymmetric. Since
x ≤ x ⇔ x2 = x, on the idempotents ≤ is also reflexive and then
a partial order. For this reason, we will now consider ≤ only on the
idempotents.
When we say that an idempotent x ∈ S is minimal, we mean that
it is ≤-minimal among the impotents. Besides, an ideal is minimal if
it is minimal respect to the inclusion.
Let y ∈ S. The ideal Sy is compact because image of S by λy. Since
S is Hausdorff, Sy is closed. Thus, Sy is a closed left-ideal of S. Then
every minimal left-ideal is closed; moreover, if a left-ideal is minimal
among all closed left-ideals, then it is also minimal among all left-ideals.
Every closed ideal of S is a subsemigroup because it is associative,
moreover it is compact because closed in S. By Ellis’ Theorem, every
nonempty minimal closed left-ideal contains an idempotent.
We can now start to prove some results which link the notions of
idempotent element and minimal ideal in a semigroup.
Proposition 1.6. Let S be a semigroup. An idempotent belonging
to a minimal left ideal is ≤-minimal (among the idempotents).
Proof. Let y be an idempotent belonging to a minimal left-ideal I
of S. Let x ≤ y be another idempotent. Since xy = yx = x, x ∈ I and
Ix = x, because of the minimality of I. Pick z ∈ I such that y = zx.
Then
x = yx = (zx)x = zx2 = zx = y
and x = y. 
From now on, let S be a left compact semigroup.
Proposition 1.7. If y is idempotent and if I is a closed left-ideal,
then the left-ideal Iy contains an idempotent x such that x ≤ y.
Proof. By Ellis’ theorem, we can find an idempotent z in Iy. Pick
winI such that z = wy. Let us define x = yz. Then
x2 = (yz)(yz) = (ywy)(yz) = ywy2z = ywyz = yz2 = yz = x
2
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and x is idempotent. Moreover, we have
yx = y2z = yz = x
and
xy = yzy = ywyy = ywy = yz = x
so we have x ≤ y. 
Corollary 1.8. An idempotent is minimal if and only if it belongs
to some minimal left-ideal.
Proof. By the previous proposition, the converse implication is
trivial. Let us prove the other. Choose a minimal idempotent y ∈ S
and a minimal left-ideal I of S. Clearly, Iy is a minimal left-ideal. By
Proposition 1.7, there exists an idempotent x ∈ Iy such that x ≤ y.
But y is minimal, so x = y and y ∈ Iy. 
Corollary 1.9. Any two-sided ideal of S contains all the minimal
idempotents of S.
Proof. Let J be a two-sided ideal and y a minimal idempotent
of S. By Corollary 1.8, y belongs to a minimal left-ideal I. Since
JI ⊆ I ∩ J ⊆ I, so I ∩ Y is a nonempty left-ideal and I ∩ J = I, hence
we have that y ∈ J . 
Note that it follows that if y is idempotent and J is a two-sided
ideal, than there exists an idempotent x ∈ J such that x ≤ y.
Proposition 1.10. If x is a minimal idempotent of S, then Sx is
a minimal left-ideal.
Proof. There exists a minimal left-ideal I ⊆ S such that x ∈ S.
Sa is a left-ideal of S and Sa ⊆ I, then Sa = I. So Sa is a minimal
left-ideal of S. 
The following is a very interesting results about ideals, which shows
how rich semigroups are in structures.
Proposition 1.11. If a is a minimal idempotent of S, then aSa is
a group and a is an unit element.
Proof. Let x = asa be an element of aSa. We have that ax =
aasa = asa = x and similarly xa = x. So a is a unit of aSa.
To prove that aSa is a group we have to show that every nonzero
element has a left and right-inverse. Since x ∈ Sa, Sx is a closed left
ideal of Sa, and Sx = Sa by minimality of Sa. It follows that a ∈ Sx,
so there exists t ∈ S such that a = tx. By letting y = ata, we have
that y ∈ aSa and
yx = atax = ataasa = atasa = atx = aa = a
so y is the left-inverse of x in aSa. Hence every element of aSa has a
left-inverse.
3
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We claim that y is also a right-inverse of x. Let z be the left-inverse
of y. We have that
yz = a⇔ yxy = y ⇔ zyxy = zy
but zy = a and a is the identity of aSa, so axy = zyxy = zy = a, and
xy = a. So y is also the right-inverse of x. 
The following propositions show that right-ideals share some of the
properties of the left-ones. We do no provide proofs because they are
similar to those above.
Proposition 1.12. For every minimal idempotent x ∈ S, the set
aS is a minimal right-ideal of S.
Proposition 1.13. Every right-ideal J of S includes a minimal
right ideal.
Proposition 1.14. If x is a minimal idempotent and J a right
ideal of S, then there is an idempotent y ∈ J such that xy = x.
2. Filters and Ultrafilters
In this section we introduce the first tool we will use in the study of
combinatorial structures: ultrafilters. Filters where introduced by Gar-
rett Birkhoff and Henri Cartan in the early 30s in topology, and their
use has spread thanks to Bourbaki. Since the late 70s, ultrafilters has
been shown to be a very powerful tool in combinatorics, in particular
in Ramsey Theory.
Definition 1.15. Let S be a set. A family F of subsets of S is a
filter on S if
(1) ∅ /∈ F and S ∈ F ;
(2) If A,B ∈ F , then A ∩B ∈ F ;
(3) If A ∈ F and B ⊆ A, then B ∈ F .
Remark 1.16. We say that a family of sets F has the finite inter-
section property (FIP) if
∀A1, . . . , An ∈ F , A1 ∩ . . . ∩ An ∈ F
Hence we can restate the definition of filter as follows: a filter on S
is a nonempty family of subsets of S with the FIP and closed under
superset.
If G is a family of subsets of S with the FIP, then the family
〈G〉 = {B | ∃A1, . . . ,∪An ∈ G, B ⊇ A1 ∩ . . . ∩ An}
is a filter and is called the filter generated by G.
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Example 1.17. If I ⊆ S, the family
FI = {A ⊆ S | I ⊆ A}
is a filter on S and is called principal filter generated by I. Often we
will consider the filter generated by the singleton {a}, and we will write
Fa.
Example 1.18. Frechet’s filter on S is the family of all cofinite
subsets of S,
Fr(I) = {A ⊆ S | Ac is finite}
Note that Fr(I) is nonprincipal filter.
Filters are notions of largeness. A subset A which belongs to a
filter F on S is large respect to the filter, we may say F-big. This
notion of largeness carries some structure on the set A. The purpose of
Ramsey Theory is to investigate which notion of largeness is associated
to combinatorial structures.
Proposition 1.19. Let S be a set and F a filter on S. The fol-
lowing are equivalent
(1) If A /∈ F , then Ac ∈ F ;
(2) If A1 ∪ . . . ∪ An ∈ F , then there exists i such that Ai ∈ F ;
(3) F is maximal respect to the inclusion, i.e. if G is another filter
on S and F ⊆ G, then F = G.
Proof. (1) ⇒ (2). Suppose that Ai /∈ F for all i. Then Aci /∈ F
for all i. By FIP, Ac1 ∩ . . . ∩ Acn ∈ F , hence (A1 ∪ . . . ∪ An)c ∈ F . But
this is not possible because of (1).
(2) ⇒ (3). If F is not maximal, there exists a filter G such that
F ⊂ G. Pick A ∈ G\F . Then A /∈ F ,G, but S = A ∪ Ac ∈ F , which
contradicts (2).
(3)⇒ (1). Suppose that A,Ac /∈ F . The family G = {F ∩ A | F ∈
F} has the FIP: if F1, . . . , Fn ∈ F , F = Fn ∩ A) = (F1 ∩ . . . ∩ Fn ∈ F
and
(F1 ∩ A) . . . (Fn ∩ A) = (F1 ∩ . . . ∩ Fn) ∩ A = F ∩ A.
F ∩ A 6= ∅, otherwise F ⊆ Ac and Ac ∈ F against the hypothesis. Let
F ′ = 〈G〉 be the filter generated by G. Since F ∪ A ⊆ F , F ∈ G and
F ⊆ F ′ . But A = A ∩ S ∈ G, so A ∈ F i\F against the maximality of
F . 
Finally, we are ready for this
Definition 1.20. A filter F on a set S which satisfies one, and
then all, of the properties of the above proposition is called ultrafilter.
Note that the filter generate by a singleton is an ultrafilter. If a ∈ S,
Ua will denote the principal ultrafilter generated by a.
Not all ultrafilters are principal, and the existence of nonprincipal
ultrafilters can be proved by Zorn’s Lemma.
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Theorem 1.21 (Ultrafilter Lemma). Every filter F on a set S can
be extended to some ultrafilter U on S.
Proof. Let G = {G filter on S | G ⊇ F} the family of filters that
extend F . The inclusion is clearly a partial order on G. Our claim is
to prove that, if 〈Gi | i ∈ I〉 is a chain in G, G =
⋃Gi is a supremum
of G.
Clearly, S ∈ G and ∅ /∈ G. Suppose that A ∈ G and A ⊆ B. There
exists i ∈ I such that A ∈ Gi, then B ∈ Gi. Hence B ∈ G.
Suppose that A,B ∈ G. There exist i1, i2 ∈ I such that A ∈ Gi1 and
B ∈ Gi2 . Then A,B ∈ Gmax{i1,i2},so A ∩B ∈ Gmax{i1,i2} and A ∩B ∈ G.
We have proved that G is a filter and we can apply Zorn’s Lemma.
There exists a maximal element U in G which is the requested ultra-
filter. 
There is an helpful characterisation which links the notions of non-
principal ultrafilter and Frechet’s filter
Proposition 1.22. An ultrafilter U is nonprincipal is and only if
it contains the Frechet’s filter.
Proof. If Fr(S) ⊆ U , {x}c ∈ U for all x ∈ S. Then {x} /∈ U for
all x ∈ S, and so no finite set belongs to U . Hence U is not principal.
If Fr(S) * U , there exists a cofinite set A ⊆ S such that A /∈ U .
Then
Ac = {a1, . . . , an} = {a1} ∪ . . . ∪ {an} ∈ U
and {ai} ∈ U for some i. Hence U = Uai . 
3. The space βS
Given a set S, βS will denote the set of all ultrafilters on S. We
will show that on βS we can define an Hausdorff compact topology
and a suitable algebraic structure with the operations of ”sum” and
”product”. Topological and algebraic properties of the space βS are
the keys of the applications of ultrafilters in Ramsey theory.
Definition 1.23. On the space βS we define the topology gener-
ated by the open set basis
B = {OA | A ⊆ S}
where OA = {U ultrafilter on S | A ∈ U}
The definition is well-posed andB is a basis because of the following
proposition
Proposition 1.24. Let A,B ⊆ S,
(1) OA ∩ OB = OA∩B;
(2) OA ∪ OB = OA∪B;
(3) βS\OA = OAc;
(4) OA = OB ⇔ A = B;
6
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(5) OA = ∅ ⇔ A = ∅;
(6) OA = βS ⇔ A = S.
Proof. The proof is a straightforward application of the ultrafilter
properties.
(1) U ∈ OA ∩ OB if and only if A,B ∈ U if and only if A ∩ B ∈ U
if and only if U ∈ OA∩B .
(2) U ∈ OA ∪OB if and only if either A ∈ U or B ∈ U , if and only
if A ∪B ∈ U if and only if U ∈ OA∪B .
(3) U ∈ βS \ OA if and only if A /∈ U if and only if Ac ∈ U if and
only if U ∈ OAc .
(4) A 6= B if and only if there exists x ∈ S such that x ∈ A and
x /∈ B. But A ∈ Ux, B /∈ Ux if and only if Ux ∈ OA,Ux /∈ OB. Hence
OA 6= OB.
(5) O∅ = ∅. By (4), OA = ∅ if and only if A = ∅.
(6) Apply (3) and (5) in the case A = S. 
The elements of S can be identified with the principal ultrafilters
generated by those elements, so we can suppose that S ⊆ βS and we
can define S∗ = βS \ S.
Now let us describe some of the basic topological properties of βS
Theorem 1.25. Let S be a set.
(1) The sets OA are clopen subsets of βS;
(2) For every A ⊆ S, A¯ = OA, i.e. the topological closure of A is
OA;
(3) βS is an Hausdorff space;
(4) βS is compact;
(5) S is a discrete subset of βS;
(6) S is dense in βS;
(7) If U is an open set of βS, U¯ is also open;
(8) If U is a neighbourhood of U ∈ βS, U ∩ S = {x ∈ S | Ux ∈
U} ∈ U .
Proof. (1) Every open set OA is the complement of the open set
OAc .
(2) By applying the definition of closure
A¯ =
⋂
{C closed |A ⊆ C} =
⋂
{OB |A ⊆ OB} =
⋂
{OB |A ⊆ B} = OA
because OA is closed, and A ⊆ OB if and only if B ∈ Ua for every
a ∈ A.
(3) Let U ,V ∈ βS. U 6= V if and only if there exists A ∈ U such
that A /∈ V . Then OA is a neighbourhood of aultra and OAc is a
neighbourhood of V . OA ∩ OAc = ∅ so U and V are separated.
(4) Compactness is equivalent to the following property
Every family of closed subsets with FIP has nonempty intersection.
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Let C = {Ci | i ∈ I} a family of closed subsets of S with the FIP. Since
B is a base, for every i ∈ I there exists a family Ii of subsets of S such
that Ci =
⋂
A∈Ii OA. Let I =
⋃
i∈I Ii and B
′
= {OA | A ∈ I}. Notice
that
OA1 ∩ . . . ∩ AAn 6= ∅ ⇔ A1 ∩ . . . ∩ An 6= ∅
so, sinceB
′
has the FIP, I has the FIP. Pick the ultrafilter U generated
by 〈C〉. Since I ⊆ U , U ∈ ⋂A∈I OA = ⋂i∈I Ci 6= ∅. Hence ⋂i∈I Ci 6= ∅
and βS is compact.
(5) Notice that for every x ∈ S O{x} ∩ βS = {Ux}.
(6) By (2), S¯ = OS = βS.
(7) We claim that U¯ = OA where A = U ∩ S = {x ∈ S | Ux ∈ U}.
Clearly OA ⊆ U . Let us prove the inverse inclusion. Let U ∈ U and
OB, a basic neighbourhood of U . Since S is dense, S ∩ OB ∩ U 6= ∅
and so B ∩ OA 6= ∅. Hence U ⊆ OA. Finally, U ⊆ OA ⊆ U¯ and then
the thesis.
(8) If U is a neighbourhood of U , U belongs to the closure of U . By
(7), U ∈ OA with A = U ∩S = {x ∈ S | Ux ∈ U}, hence U ∩S ∈ U . 
Now that we have a topology on βS, the next step is to define the
notions of continuous function between β-spaces and limit. Thanks to
them, we will be able to provide a characterisation of βS as Stone-Cˇech
compactification of S.
Proposition 1.26. Let S and S
′
be sets, U an ultrafilter on S and,
f : S → S ′ and g : S ′ → S ′′ functions.
(1) The family f∗(U) = {B ⊆ S ′ | f−1(B) ∈ U} is an ultrafilter
on S
′
;
(2) The family {f(U) | A ∈ U} has the FIP, and 〈f(U)〉 = f∗(U);
(3) g∗(f∗(U)) = (g ◦ f)∗(U);
(4) If f, g : S → S ′, then f∗(U) 6= g∗(U) if and only if there exists
A ∈ U such that f(A) ∩ g(A) = ∅.
Proof. (1) Clearly ∅ and S do not belong to f∗(U). If A,B ∈
f∗(U), f−1(A ∩ B) = f−1(A) ∩ f−1(B) ∈ U . Hence A ∩ B ∈ f∗(U). If
A ∈ f∗(U) and A ⊆ B, then f−1(A) ⊆ f−1(B) and B ∈ f∗(U). Because
f−1(A) ∩ f−1(B) = ∅, f∗(U) is maximal and then an ultrafilter.
(2) Pick A1, . . . , An ∈ f∗(U). Hence
f−1(A1 ∩ . . . ∩ An) = f−1(A1) ∩ . . . ∩ f−1(An) ∈ U .
Since f−1(A1) ∩ . . . ∩ f−1(An) 6= ∅, then A1 ∩ . . . ∩ An 6= ∅. For
every A ∈ U we have that f−1(f(A)) ∈ U , then f(A) ∈ f∗(U) end
〈f(U)〉 = f∗(U).
(3) Pick A ⊆ S ′′ . By straightforward application of the definitions,
A ∈ g∗(f∗(U)) if and only if g−1(A) ∈ f∗(U), which is equivalent to
g−1(f−1(A)) ∈ U if and only if (g ◦ f)−1(A) ∈ U .
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(4)f∗(U) 6= g∗(U) if and only if there exists B ∈ f∗(U) such that
B /∈ g∗(U), which is to say that Bc ∈ g∗(U). The thesis can be obtained
by defining A = f−1(B) ∩ g−1(Bc). 
The previous proposition justifies the notion of image ultrafilter as
follows
Definition 1.27. Let S and S
′
be sets, U an ultrafilter on S, and
f : S → S ′ a function. The image ultrafilter f∗(U) of U respect to f is
the ultrafilter on βS
′
defined as
A ∈ f∗(U)⇔ f−1(A) ∈ U .
The function f∗ : βS → βS ′ , U → f∗(U), is the extension of f to βS
and βS
′
.
Let {an}n∈N be a sequence of real numbers and l ∈ R. By the
usual definition, limn→∞ an = l if and only if for every  > 0 there
exists M ∈ N such that |an − l| <  for n > M. Notice that the set
{n | n > M} is cofinite, so we can restate the definition as follows:
lim
n→∞
an = l if and only if , for every  > 0, {n | |an − l| < } ∈ Fr(N)
This idea suggests a broader notion of limit which applies to all
topological spaces and involves a generic filter F .
Definition 1.28. Let X be a topological space, I an index set, F
a filter on I, and {ai}i∈I a sequence in X. The point x ∈ X is a F -limit
of {ai}i∈I if and only if
for every neighbourhood U of x, {i | ai ∈ U} ∈ F
and we write F − lim an = x.
It is a well-known result that if the space is Hausdorff then the limit
is unique. Moreover, if the space is also compact, then the limit always
exists. We can summarise these facts in the following theorem
Theorem 1.29. Let X be an Hausdorff compact topological space,
I an index set, and U an ultrafilter on I. Every I-sequences has an
unique U-limit in X.
Proof. Suppose there exists a sequence {ai}i∈I in X which does
not U -converge in X.So for every x ∈ X, there is a neighbourhood Ux
such that Jx = {i ∈ I | ai /∈ Ux} /∈ U . Because X =
⋃
x∈X Ux, by
compactness we can find x1, . . . , xk, such that X = Ux1 ∪ . . . ∪ Uxk .
Since J cxi ∈ U for every i = 1, . . . , k, there exists i ∈
⋂
1≤j≤k Jxj ∈ U .
But then ai /∈ Uxj for every i = 1, . . . , k, which cannot be because
{Uxj}1≤j≤k covers X.
Now suppose that there exists a sequence {ai}i∈I in X such that
U − lim ai = x and U − lim ai = y. Pick neighbourhoods Ux and Uy
of x and y, respectively, such that Ux ∩ Uy∅. But then we obtain that
∅ = {i | ai ∈ Ux} ∩ {i | ai ∈ Uy} ∈ U , which is not possible. 
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Remark 1.30. The uniqueness of the limit relies on the Hausdorff
property and it is true also for F -limits where F is a filter; for example,
think of a divergent sequence in Rn. The existence instead relies mostly
on the properties of ultrafilter; in this case think of a sequence in [0, 1]
(as subspace of R) which neither converges nor diverges.
Given a set S, we have proved that the space of ultrafilters βS is
Hausdorff and compact. So for every function f : S → βS and every
ultrafilter U on S, U − lim f(x) ∈ βS exists and is unique. Moreover,
if f : S → S ⊆ βS, then U − lim f(x) = f∗(U).
Proposition 1.31. Let f : S → S,
U − lim f(x) = f∗(U)
Proof. We can see f as f : S → βS, so we can apply Theorem
1.29 by taking I = S. Pick V = U − lim f(x) ∈ βS. By definition, if
A ⊆ S
A ∈ V ⇔ V ∈ OA ⇔ {x ∈ S | Uf(x) ∈ OA} ∈ U .
But Uf(x) ∈ OA ⇔ f(x) ∈ A ⇔ x ∈ f−1(A). So A ∈ V ⇔ f−1(A).
Hence V ⊆ f∗(U), and the equality holds because they are ultrafilters.

In Theorem 1.25 we proved that S is a discrete and dense subspace
of βS. In the following theorem, we are going to see that in fact βS
is the Stone-Cˇech compactification of S. This provides an important
topological characterisation which will be very helpful later.
Definition 1.32. A Stone-Cˇech compactification of S is a couple
(Z, φ) such that
(1) Z is a compact space;
(2) φ is an embedding of X into Z, i.e. it is an homeomorphism
onto its image;
(3) φ(X) is dense in Z;
(4) given any compact Hausdorff space K and any f : S → K,
there exists a unique continuous function f¯ : Z → K such that
f = f¯ ◦ φ.
Theorem 1.33 (Universal Property). Given any compact Haus-
dorff space K and any f : S → K, there exists an unique continuous
extension f¯ : βS → K. Moreover, f¯(U) = U − lim f(x) for every
U ∈ βS.
Proof. First, we prove that f¯ extends f . We can identify every
x ∈ S with its principal ultrafilter Ux, so f¯(x) = Ux − lim f(x). For
every neighbourhood U of f¯(x), {y ∈ S | f(y) ∈ U} ∈ Ux, which
means that f(x) ∈ U . Since K is an Hausdorff space and f(x) belongs
to every neighbourhood of f¯(x), f(x) = f¯(x).
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To prove that f¯ is continuous, notice that if C ⊆ K is closed, then
Of−1(C) ⊆ f¯−1(C). In fact, if V /∈ f¯−1(C), f¯(V) = V − lim f(x) ∈ Cc
with Cc open. So f−1(C) /∈ V and V /∈ Of−1(C).
Our claim is to prove that if U is open in K and f¯(U) ∈ U , then
f¯−1(U) is an open neighbourhood of U . Since K is Hausdorff and
compact, it is also regular, which means given any nonempty closed
set F ⊆ S and any point x ∈ S that does not belong to F , there
exists a neighbourhood W of x and a neighbourhood W
′
of F that are
disjoint. Then we can pick a closed neighbourhood C ⊆ U of f¯(U).
f−1(C) = {x ∈ S | f(x) ∈ C} ∈ U , then
U ∈ Of−1(C) ⊆ f−1(C) ⊆ f−1(U).
Hence f−1(U) is open in S end f¯ is continuous.
Two continuous extensions must coincide on the dense set S, so
they must coincide on the whole space. 
The previous theorem provides a complete characterisation of βS,
which means that spaces with the same characterisation are homeo-
morphic.
Theorem 1.34. Let X be an Hausdorff compact topological space
which has S as subspace. Suppose that given any Hausdorff compact
topological space K and any f : S → K there exists an unique contin-
uous extension f¯ : X → K. Then X is homeomorphic to βS.
Proof. Let i : S → X and j : S → βS be the inclusions. By
the universal property, there exist the extensions bari : S → X and
j¯ : S → βS. The compositions j¯ ◦ i¯ : βS → βS and i¯ ◦ j¯ : X → X are
continuous and (j¯ ◦ i¯)(x) = (¯i ◦ j¯)(x) = x for every x ∈ S. Since the
identities IdβS and IdX have the same properties and the extensions
are unique, we have j¯ ◦ i¯ = IdβS and i¯◦ j¯ = IdX . So i¯ and j¯ are inverse
homeomorphisms. Hence X and βS are homeomorphic. 
4. Algebra in βS
In this section we shall use the topological structure to define an
algebraic structure of βS. The operations we will define on βS are the
extensions of those in S, which exist thanks to the Universal Property.
It is for this reason that in the first section we introduce the notion of
compact semigroup, topological properties of S and βS are crucial in
defining operations which preserve both structures.
We recall that a semigroup (S, ·) is a nonempty set S with a partial
map
· : S2 → S
well-defined and satisfying the associative law
(x · y) · z = x · (y · z)
for all x, y ∈ S.
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Theorem 1.35. Let (S, ·) be a compact semigroup. There exists
a unique binary operation ∗ : βS × βS → βS satisfying the following
conditions
(1) For every x, y ∈ S, x ∗ y = x · y;
(2) For each V ∈ βS, the function pV : βS × βS → βS is contin-
uous, where pV(U) = U ∗ V;
(3) For each x ∈ S, the function qx : βS×βS → βS is continuous,
where qx(V) = x ∗ V.
Proof. We first define ∗ on S × βS. Given any x ∈ S, define
fx : S → S ⊆ βS by fx(y) = x · y. By Theorem 1.34, there is a unique
continuous function qx : βS → βS, such that qx = fx on S for every
x ∈ S. So we define x ∗ V = qx(V) for every x ∈ S and V ∈ βS.
Now we extend ∗ to βS × βS. Given V ∈ βS, define gV : S → βS
by gV(x) = x∗V . Again by Theorem 1.34, there is a unique continuous
function pV : βS×βS → βS such that pV = gV on S for every V ∈ βS.
The extension of ∗ is then defined by U ∗ V = pV(U).
Notice that Theorem 1.34 guaranties existence and uniqueness, so
this definition of ∗ is the only which satisfies (1), (2) and (3). 
Theorem 1.35 ensures the existence and uniqueness of ∗, but it does
not give any information about how it operates. In the practice, it is
very helpful to have an explicit characterisation of the ultrafilter U ∗V .
Let us proceed in a slightly different way: first we give an explicit
definition of ∗ and then we notice that it is the same as obtained in
Theorem 1.35.
Definition 1.36. Let (S, ·) be a semigroup and U ,V ultrafilters on
S. Given A ⊆ S
A ∈ U ∗ V ⇔ {x ∈ S | {y ∈ S | x · y ∈ A} ∈ V} ∈ U
which is equivalent to
U ∗ V = {A ⊆ S | {x ∈ S | {y ∈ S | x · y ∈ A} ∈ V} ∈ U}
Lemma 1.37. If U ,V ∈ βS, then U ∗ V ∈ βS.
Proof. Clearly, ∅ does not belong to U ∗V . On the other hand, S
belongs to U ∗ V because x · y ∈ S for all x, y ∈ S.
Suppose that A,B ∈ U ∗V and A ⊆ B. If x · y ∈ A, then x · y ∈ B.
Fixed x ∈ S,
{y ∈ S | x · y ∈ A} ⊆ {y ∈ S | x · y ∈ B}
then if the first belongs to V so does the latter. With the same reasoning
one can prove that
{x ∈ S | {y ∈ S | x · y ∈ B} ∈ V} ∈ U ,
hence B ∈ U ∗ V .
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Suppose that A,B ∈ U ∗ V . By definition, {x ∈ S | {y ∈ S | x · y ∈
A} ∈ V} ∈ U and {x ∈ S | {y ∈ S | x · y ∈ B} ∈ V} ∈ U , so
∆ = {x ∈ S | {y ∈ S | x·y ∈ A} ∈ V}∩{x ∈ S | {y ∈ S | x·y ∈ B} ∈ V} ∈ U .
For every x ∈ ∆, {y ∈ S | x · y ∈ A} ∈ V and {y ∈ S | x · y ∈ B} ∈ V ,
so
Σ = {y ∈ S | x · y ∈ A} ∩ {y ∈ S | x · y ∈ B} ∈ V .
For every x ∈ ∆ and y ∈ Σ, x · y ∈ A ∩ B. But this means that
A ∩B ∈ U ∗ V .
It remains to prove the maximality. If A /∈ U ∗ V
{x ∈ S | {y ∈ S | x · y ∈ A} ∈ V} /∈ U .
By complement, this is equivalent to {x ∈ S | {y ∈ S | x · y ∈ A} /∈
V} ∈ U , and to {x ∈ S | {y ∈ S | x · y /∈ A} ∈ V} ∈ U . But then
{x ∈ S | {y ∈ S | x · y ∈ Ac} ∈ V} ∈ U
and Ac ∈ U ∗ V . 
Lemma 1.38. (U ∗ V) ∗W = U ∗ (V ∗W).
Proof. By applying the definitions, A ∈ U ∗ (V ∗W) if and only if
{x ∈ S | {y ∈ S | x · y ∈ A} ∈ V ∗W} ∈ U ⇔
{x ∈ S | {y ∈ S | {z ∈ S | x · y · z ∈ A} ∈ W} ∈ V} ∈ U .
On the other hand, A ∈ (U ∗ V) ∗W if and only if
{y ∈ S | {z ∈ S | y · z ∈ A} ∈ W} ∈ U ∗ V ⇔
{x ∈ S | {y ∈ S | {z ∈ S | x · y · z ∈ A} ∈ W} ∈ V} ∈ U .

Remind that the topology on βS is generated by the family of open
sets
{OA = {U ∈ βS | A ∈ U}, A ⊆ S}.
Lemma 1.39. For every V ∈ βS, the map U → U ∗ V is a contin-
uous map from βS into βS.
Proof. Fix V ∈ βS and A ⊆ S. Let B = {x ∈ S | {y ∈ S | x · y ∈
A} ∈ V}. By definition, A ∈ U ∗V if and only if B ∈ U . So U ∗V ∈ OA
if and only if U ∈ OB. This means that the preimage of OA under
U → U ∗ V is OB. Hence the map is continuous. 
We can now prove that the explicit definition of ∗ is the same as
the extension of · provided by Theorem 1.35. It suffices to prove that
the two functions coincide on the dense S.
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Pick z1, z2 ∈ S and consider Uz1 , Uz2 their representative principal
ultrafilters in βS.
Uz1 ∗ Uz2 = {A ⊆ S | {x ∈ S | {y ∈ S | x · y ∈ A} ∈ Uz2} ∈ Uz1} =
= {A ⊆ S | {y ∈ S | z1 · y ∈ A} ∈ Uz2}} =
= {A ⊆ S | z1 · z2 ∈ A} = Uz1·z2 .
Hence we have that the two functions coincide on S and then they
coincide on the whole βS. We can now use the symbol ∗ both for the
operation in βS and S.
The following theorems summarise all we have seen in the previous
sections, showing why ultrafilters are such an helpful tool.
Theorem 1.40. The space (βS, ∗) is a compact semigroup for every
partial semigroup (S, ∗).

and by Ellis’ Theorem,
Corollary 1.41. In (βS, ∗) there are idempotent ultrafilters.

5. Few examples of applications
In this final section we shall see some applications in N. We consider
the space βN of ultrafilters on N, endowed with the usual topology
generated by the family
{OA, A ⊆ N}
where OA = {U ∈ βN | A ∈ U}, and with the sum defined by
A ∈ U + V ⇔ {x ∈ S | {y ∈ S | x+ y ∈ A} ∈ V} ∈ U
which extends the usual sum on N. Sometimes it is very helpful to use
this notation
A− x = {y ∈ S | x+ y ∈ A},
so that A ∈ U + V ⇔ {x ∈ S | A− x ∈ V} ∈ U .
Remark 1.42. (1) If Un,Um are principal; ultrafilters, then
Un + Um = Un+m;
(2) In general, the sum we defined on βN is not commutative;
(3) (N,+) is the centre of (βN,+);
(4) (βN,+) is a compact (Hausdorff) semigroup;
(5) (βN,+) contains idempotent ultrafilters (by Ellis’s Theorem)
Definition 1.43. Let I and J be sets, and let U and V be ultrafil-
ters, respectively, on I and J . The tensor product U⊗V is an ultrafilter
on I × J defined as follows: given A,⊆ I × J
A ∈ U ⊗ V ⇔ {i ∈ I | {j ∈ J | (i, j) ∈ A} ∈ V} ∈ U
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We can rewrite this definition in a simpler way by setting
Ai = {j ∈ J | (i, j) ∈ A}
so that
A ∈ U ⊗ V ⇔ {i ∈ I | Ai ∈ V} ∈ U .
We call Ai the fibre of i. The definition can be easily extended to any
number of factors, and we write
U⊗k = U ⊗ . . .⊗ U︸ ︷︷ ︸
k−times
for the tensor product of U k-times, which is an ultrafilter on Ik.
We do not provide the details of the proof that the definition is
well-posed and U ⊗ V is an ultrafilter. We will use the tensor product
only once, in the proof of the Ramsey Theorem.
The first application we are going to present is Ramsey’s Theorem,
which is a cornerstone in combinatorics and the starting-point of the
theory we are studying.
Remind that for any partition of a set X = C1 unionsq . . . unionsq Cr and
any ultrafilter U on X, at least one of the pieces Ci belongs to U . It
is customary to use the term colouring rather that partition; so any
subset of a piece of the partition is said to be monochromatic.
Given a set A and k ∈ N, let
[A]k = {B ⊆ A | |B| = k}
the family of subsets of A of cardinality k.
Theorem 1.44 (Ramsey). Let X be an infinite set. For any k ∈ N
and any partition [X]k = C1 unionsq . . . unionsq Cr, there exist i ∈ {1, . . . , r} and
an infinite set H ⊆ X such that [H]k ⊆ Ci.
Before we start with the proof of Ramsey Theorem, we need the
following lemma
Lemma 1.45. Let U be a nonprincipal ultrafilter on N. For any
A ∈ U⊗k there exists H ⊆ N such that
[H]k = {(h1, . . . , hk) ∈ Hk | h1 < . . . < hk} ⊆ A.
Proof. Notice that for any A ⊆ Nk, the fibre of (i1, . . . , ıs) is
defined as
A(i1,...,ıs) = {(is+1, . . . , ik) | (i1, . . . , is, is+1, . . . , ik) ∈ A}.
By definition, A ∈ U⊗k if and only if
Aˇ = {i | A(i) ∈ U⊗(k−1)} ∈ U .
Pick h1 ∈ Aˇ. Then A(h1) ∈ U⊗(k−1) = U ⊗ U⊗(k−2) and Aˇh1 ∈ U , where
Aˇh1 = {i | A(h1,i) ∈ U⊗(k−2)} and A(h1,i) is the fibre of (h1, i).
We can find h2 ∈ Aˇ ∩ ˇA(h1) such that h2 > h1. Then we have that
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(1) Ah2 ∈ U ⊗ U⊗(k−1)
(2) A(h1,h2) ∈ U⊗(k−2)
which imply that ˇA(h2) ∈ U and ˇA(h1,h2) ∈ U . Now pick h3 ∈ Aˇ∩ ˇA(h1)∩
ˇA(h2) ∩ ˇA(h1,h2) and iterate this procedure k-times. At the k + 1-step,
one can pick hk+1 > hk > . . . > h1 such that
hk+1 ∈ Aˇ∩
⋂
1≤i≤k
ˇA(hi)∩
⋂
1≤i<j≤k
ˇA(hi,hj)∩ . . .∩
⋂
1≤i1<...<ik−1<k
ˇA(hi1 ,...,hik−1 ).
In every step each intersection is finite and in U , so that none is empty.
In each inductive step, one must always remember to intersect the
fibres relative to the previous uples of h’s so that the new ones are all
compatibles.
The set H = {h1 < h2 < . . . < hk < hk+1 < . . .} is such that
[H]k ⊆ A. 
Proof. (of Ramsey’s Theorem.) Since the Ramsey’s property is
preserved to supersets and we can assume that every infinite set con-
tains a copy of mathbbN , we can suppose that X = N.
We can identify the elements of [N]k as the element of the upper-
diagonal
∆ = {(h1, h2, . . . , hk) ∈ Nk | h1 ≤ . . . ≤ hk}.
For every (h1, . . . , hs), s ≤ k, the fibre ∆(h1,...,hs) ∈ U⊗(k−s) because
it is a cofinite set. So ∆ ∈ U⊗k. By the property of ultrafilter, if
[N]k = ∆ = C1 unionsq . . . unionsq Cr, there exists i such that Ci ∈ U⊗k. We
conclude by applying the previous lemma: there exists H ⊆ Nk such
that [H]k ⊆ Ci ⊆ ∆ = [N]k. 
The meaning of Ramsey’s Theorem is that some structures are pre-
served when a set is finitely partitioned, so that the same structure can
be found in at least one of the pieces. In the last part of the section
we will see some classic results which represent the kind of problem
Ramsey Theory investigates. We will see how ultrafilters ’select’ those
sets which are richer in structure.
Given a nonempty set X ⊆ N, we denote with FS(X) the set of all
finite sums of elements of X
FS(X) = {
∑
x∈F
x | F ⊆ X finite, F 6= ∅}
Definition 1.46. If X ⊆ N is infinite, FS(X) is called IP-set.
Theorem 1.47 (Galvin-Glazer). Suppose that U ∈ βN is idempo-
tent. Then every A ∈ U contains an IP-set
Proof. Let Aˇ = {x ∈ S | A − x ∈ U}. First, we notice that by
definition A ∈ U = U + U ⇔ Aˇ ∈ U . Fix A ∈ U and let B = A ∩ Aˇ.
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For every b ∈ B, A − b ∈ U and then ˇA− b = Aˇ − b ∈ U . Hence the
intersection (A− b) ∩ (Aˇ− b) = B − b ∈ U .
Now, we can construct inductively an infinite set X such that
FS(X) ⊆ B ⊆ A. Let b1 ∈ B. We have that B − b1 ∈ U , hence
there exists b2 ∈ (B − b1) ∩ B ∈ U and b2 > b1. So b1, b2, b1 + b2 ∈ B.
By iterating this procedure, suppose we have constructed a sequence
{b1 < . . . < bb} ⊆ B such that FS({b1 < . . . < bb}) ⊆ B. Pick
bn+1 > bn
bn+1 ∈
⋂
{B − x | x ∈ FS({b1 < . . . < bb})}
as did before. Clearly, FS({b1 < . . . < bn < bn+1}) ⊆ B. Hence, if
X = {b1 < . . . < bb < bn+1 < . . .},
we have that FS(X) ⊆ A. 
As a consequence of Galvin-Glazer Theorem we have the two fa-
mous results by N. Hindman on finite sums
Theorem 1.48 (Hindman, on finite sums). For any finite partition
of N = C1 unionsq . . . unionsq Cr, there exists i ∈ {1, . . . , r} such that Ci contains
an IP-set.
Proof. Let U ∈ βN be an idempotent ultrafilter. There exists
i ∈ {1, . . . , r} such that Ci ∈ U . By Galvin-Glazer Theorem, Ci must
contain an IP-set. 
Hindman’s theorems were generalised, independently, by K.R. Mil-
liken (1975) and A.D. Taylor (1976). Let k be a positive integer. We
now consider the family of finite sums of length k.
Theorem 1.49 (Milliken-Taylor, on finite sums). Let m be a pos-
itive integer and let P [m]f be the family of all finite nonempty subsets
of N of cardinality m. For every finite partition P [m]f = C1 unionsq . . . unionsq Cr,
there exists an infinite sequence {Sn} of disjoint subsets of N such that
the family of all finite unions of finite nonempty subfamilies of {Sn} is
monochromatic.
We do not provide the proof of this theorems because it is beyond
our scopes and the fundamental ideas have been already introduce in
previous results. Besides, in the next chapter, we will see that Hindman
and Milliken-Taylor’s theorems are special cases of a more general result
due to T. Gowers.
We conclude this section with mentioning three classic results in
Ramsey Theory.
Theorem 1.50 (Shur). For any partition of the natural numbers,
one of the pieces contains three integers x, y and z such that x+y = z.
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Theorem 1.51 (Van der Waerden). For any partition of the natural
numbers, one of the pieces contains arbitrary long arithmetic progres-
sions.
Theorem 1.52 (Szemeredi). Any set of natural numbers with pos-
itive upper density contains arbitrary long arithmetic progressions.
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CHAPTER 2
Gowers’ Theorems
In this chapter we shall investigate the properties of the semigroups
FINk and γFINk. Finally we will see a proof of Gowers’ Theorem via
ultrafilters.
1. Partial semigroups
Definition 2.1. A partial semigroup is a nonempty set S with a
partial map
· : S2 7−→ S
that satisfies the associative law
(x · y) · z = x · (y · z)
whenever both sides of the equation are defined. As before, we will drop
the · and we will simply write xy. An element x ∈ S is idempotent if
x2 is defined and x2 = x.
A partial semigroup S is a compact partial semigroup if it is an
Hausdorff compact topological space such that the map
λy : x→ xy
is continuous at all points where it is defined.
The definitions of ideal and ≤ can be easily extended to partial
semigroups, but we have to be a little bit careful.
Definition 2.2. Let L be a nonempty subset of S. Let SL be
the set {xy | x ∈ S, y ∈ L and xy is defined}. Then L is left-ideal
of S if SL ⊆ L. Similarly, let R ⊆ S be nonempty and RS be the
set {xy | x ∈ R, y ∈ R and xy is defined}. R is a right-ideal of S if
RS ⊆ R. A nonempty subset which is both a left-ideal and a right-ideal
is called two-sided ideal
Definition 2.3. Let x, y ∈ S. Suppose that xy and yx are defined.
Then
x ≤ y ⇔ xy = yx = x.
This relation is transitive and antisymmetric, and reflexive on the idem-
potents. Hence ≤ is a partial order on the idempotents.
Given a partial semigroup (S, ·), we consider the space of the ul-
trafilters βS. The topology we defined on βS is independent of the
topology on S, but the algebraic structure is an extension of that on
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S. Recall that for U ,V ∈ βS, the product A ∈ U ∗ V was defined by
setting
A ∈ U ∗ V ⇔ {x ∈ S | {y ∈ S | x · y ∈ A} ∈ V} ∈ U
If x · y is not always defined, the condition {y ∈ S | x · y ∈ A} ∈ V may
not hold and in this case A does not belong to U ∗ V . But this may
also apply to Ac, and so we would have that neither A nor Ac belong
to U ∗V , contradicting U ∗V ∈ βS. To avoid this problem, we will not
consider all the ultrafilters on S, but the subset γS of those ultrafilters
U on S which have the following property
∀x ∈ S, {y ∈ S | x · y is defined} ∈ U .
Of course this notion is meaningful only when γS is nonempty. Let
Λx = {y ∈ S | x · y is defined} for x ∈ S. The family {Λx}x can be
extended to an ultrafilter if and only if it has the FIP. This means that,
for every x1, . . . , xn ∈ S,
Λx1 ∩ . . . ∩ Λxn 6= ∅,
This condition holds if and only if there exists y ∈ S such that xi · y is
defined for all i ∈ {1, . . . , n}. This leads us to the following definition
Definition 2.4. A partial semigroup S is directed if for every
x1, . . . , xn in S there exists y ∈ S, y 6= xi for i = 1, . . . , n, such that
x1 · y, . . . , xn · y are all defined.
We have just proved that if (S, ·) is a direct partial semigroup then
γS is well-defined and is a semigroup, i.e. ∗ is a total operation. We
can consider on γS the restriction of the topology on βS, so that the
family {OA}A⊆N of the sets of the form
OA = {U ∈ γS | A ∈ U} for A ⊆ N
is a clopen set base. Hence γS is a totally disconnected Hausdorff
space. Moreover, if U /∈ γS, there exists x ∈ S such that Λx /∈ U and
the clopen OΛx ⊆ (γS)c. This implies that γS is closed in βS and thus
compact.
Notice that γS may not contain all principal ultrafilters. Choose
z ∈ S and let Uz be the corresponding principal ultrafilter. Then
Uz ∈ γS if and only if
∀x ∈ S, {y ∈ S | x · y is defined} ∈ Uz.
This is equivalent to require that x · z is defined for all x ∈ S, which
may not be always possible.
We are ready to introduce the partial semigroup FINk. Let k be a
positive integer. We define
FINk = {p : N→ {0, 1, . . . , k} | supp(p) is finite and k ∈ rang(p)}
where supp(p) = {n ∈ N | p(n) 6= 0} and rang(p) is the range of p.
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We would like to define on FINk a coordinate-wise sum operation
(p+ q)(n) = p(n) + q(n).
Clearly, this ”operation” is not well-define since it may happen that
the value of a component of the sum may exceeds k. Thus, we require
that the maps have disjointed supports:
(p+ q)(n) = p(n) + q(n) whenever supp(p) ∩ supp(q) = ∅.
This way the sum is well-defined and FINk is a direct partial semigroup.
Indeed, let p1, . . . , pn be a sequence of maps in FINk. Let m ∈ N such
that supp(pi) ⊆ {1, . . . ,m} for i = 1, . . . , n. Now pick q ∈ FINk such
that supp(q) ∩ {1, . . . ,m} = ∅. We get that pi + q is defined for all i,
hence FINk is direct.
Now, let βFINk be the space of all ultrafilters on FINk and pick
U ∈ βFINk. We know that U ∈ γFINk if and only if
∀p ∈ FINk, {q ∈ FINk | p+ q is defined} ∈ U ,
which is equivalent by definition to
∀p ∈ FINk, {q ∈ FINk | supp(p) ∩ supp(q) = ∅}.
This is easily seen to be equivalent to the condition:
∀n ∈ N, {q ∈ FINk | supp(q) ∩ {0, 1, . . . , n} = ∅} ∈ U .
By our previous remarks, we can conclude that the space of ultrafilters
(γFINk,+) is a compact semigroup.
Definition 2.5. We call the elements of γFINk cofinite ultrafilters.
We extend the semigroup operation of FINk to the set
FIN[1,k] =
k⋃
i=1
FINi.
If p ∈ FINk and q ∈ FINh have disjoint supports, then p + q ∈ FINl,
where l = max{k, h}. Thus FIN[1,k] is a partial semigroup. Besides, it
is convenient to add the map constantly equal to 0 as identity of the
semigroup.
Let us consider the space γ(FIN[1,k]) of cofinite ultrafilters on FIN[1,k].
Notice that
⋃k
i=1 FINi is a disjoint union of sets, so if we pick an ultra-
filter U ∈ γ(FIN[1,k]), there exists a unique i ∈ N such that FINi ∈ U .
Then as well if A ⊆ FIN[1,k], there exists a unique i ∈ N such that
A ∩ FINi ∈ U . Thus the family
U¯ = {A ∩ FINi | A ⊆ FIN[1,k] and A ∩ FINi ∈ U}
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is an ultrafilter on FINi. We can define the correspondence
γ(FIN[j,k])→
k⋃
i=j
γFINi
U → U¯
It follows from what we have proved that it is bijective, hence we can
write
γ(FIN[j,k]) =
k⋃
i=j
γFINi,
keeping in mind that it is not a ”proper” equality. Furthermore, notice
that γFINk is a two-sided ideal of any γFIN[1,k].
2. Gowers’ Theorem on partitions
We define the map T : FINk → FINk−1,
T (p)(n) = max{p(n)− 1, 0}
called tetris operation. Given a map p ∈ FINk, T lowers by 1 every
element of the range of p.
If p, q ∈ FINk have disjoint support
T (p+q)(n) = max{(p+q)(n)−1, 0} =
{
max{p(n)− 1, 0} if q(n)=0
max{q(n)− 1, 0} if p(n)=0
Then T is additive, i.e. T (p+ q) = T (p) + T (q).
A block sequence is any finite or infinite sequence B = {bn}≤∞n=0 on
elements of FINk such that
supp(bi) < supp(bj) whenever i < j,
that is: x < y, for all x ∈ supp(bi) and y ∈ supp(bj).
Given a block sequence B, we define the partial subsemigroup of
FINk generated by B as the family of maps of the form
T j0(bn0) + . . .+ T
jl(bnl),
where n0 < . . . < nl is a finite sequence from the domain of B and
j0, . . . , jl is a sequence of elements of {0, 1, . . . , k} such that at least
one of the j0, . . . , jl is 0. The last condition guarantees that the every
map in the generated semigroup belongs to FINk.
Notice that T k(nni) = 0 for every bni . And then
bni = T
k(bn0) + . . .+ T
0(bni) + . . .+ T
k(bnl).
Hence bni ∈ 〈{bn}n〉. We have that
supp(T j(bn)) = {m | bn(m) ≥ j + 1} ⊆ supp(bn).
So supp(T j(bn))∩ supp(T h(bn)) = {m | bn(m) > max{j, h}} = ∅ if and
only if max{j, h} = k. Thus, the maps T j0(bn0) + . . . + T jl(bnl) and
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T h0(bn0) + . . . + T
hl(bnl) have disjoint support if and only if ji = k or
hi = k for every i = 1, . . . , k.
Example 2.6. Suppose that B = {b} where b 6= 0. We know that
supp(T j(b)) ∩ supp(T h(b)) = ∅ if 0 ≤ j, h < k. Then 〈B〉 = {b}.
Now let B = {b1, b2} where supp(b1)∩supp(b2) = ∅. By the remarks
above,
〈B〉 = {b1 + T h(b2), T j(b1) + b2, 0 ≤ j, h ≤ k}.
Notice that, in particular, b1 and b2 belong to 〈B〉.
Finally, we are ready to state Gowers’ Theorem
Theorem 2.7 (Gowers). For every finite colouring of FINk there is
an infinite block sequence B of elements of FINk such that the partial
semigroup generated by B is monochromatic.
We have already seen the properties of the space γFINk, so we only
need to study the extension to ultrafilters of the tetris operation T .
Let T : FINk → FINk−1. Recall that
A ∈ T (U)⇔ T−1(A) ∈ U .
Let U ∈ γFINk be an ultrafilter. We know that T (U) is an ultrafilter
on FINk−1. We have to prove that it is also cofinite, which is equivalent
to show that
∆n = {p ∈ FINk−1 | supp(p) ∩ {0, . . . , n} = ∅} ∈ T (U) for all n ∈ N.
But ∆n ∈ T (U) if and only if
T−1(∆n) = {q ∈ FINk | supp(T (q)) ∩ {0, . . . , n} = ∅} ∈ U .
Notice that, if supp(q) ∩ {0, . . . , n} = ∅, since supp(T (q)) ⊆ supp(q),
it follows that supp(T (q)) ∩ {0, . . . , n} = ∅. Then we have that
{q ∈ FINk | supp(q) ∩ {0, . . . , n} = ∅} ⊆ T−1(∆n),
hence T−1(∆n), and finally T (U) ∈ γFINk.
Lemma 2.8. The tetris operation T : γFINk → γFINk−1 is a sur-
jective continuous homomorphism, i.e. T (U + V) = T (U) + T (V).
Proof. Let U ,V ∈ γFINk be cofinite ultrafilters. Clearly, we have
U + V ∈ γFINk, and we have proved that T (U) + T (V) and T (U + V)
belong to γFINk−1.
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By definition of image and sum of ultrafilters, we have the following
chain of equivalences
A ∈ T (U) + T (V)⇔
⇔ {p¯ ∈ FINk−1 | {q¯ ∈ FINk−1 | p¯+ q¯ ∈ A} ∈ T (V)} ∈ T (U)⇔
⇔ {p ∈ FINk | {q ∈ FINk | T (p) + T (q) ∈ A} ∈ V} ∈ U ⇔
⇔ {p ∈ FINk | {q ∈ FINk | p+ q ∈ T−1(A)} ∈ V} ∈ U ⇔
⇔ T−1(A) ∈ U + V ⇔
⇔ A ∈ T (U + V).
Hence T (U) + T (V) = T (U + V). 
The proof of Gowers’ Theorem requires the following lemma, which
is very interesting on its own.
Lemma 2.9. For every positive integer k, one can choose an idem-
potent ultrafilter Uk ∈ γFINk such that for all positive integers i < j:
(1) Ui ≥ Uj, that is Ui + Uj = Uj + Ui = Uj;
(2) T j−i(Uj) = Ui.
Proof. We choose the idempotents by recursion on k. For k = 1,
we let U1 be an arbitrary minimal idempotent of γFIN1. Now suppose
we have chosen Uj for 1 ≤ j ≤ k satisfying conditions (1) and (2). Let
Sk = {U ∈ γFINk | T (U) = Uk−1}.
By Lemma 2.7, T is a surjective additive homeomorphism, so Sk is
a nonempty closed subset of γFINk. Note that also Sk + Uk−1 is a
nonempty closed subset of γFINk, since it is the image of Sk by the
continuous map U → U+Uk−1. Moreover, Sk +Uk−1 is a subsemigroup
of γFINk. Indeed, given V + Uk−1 and W + Uk−1, we have that (V +
Uk−1) + (W + Uk−1) = (V + Uk−1 +W) + Uk−1, where
T (V+Uk−1+W) = T (V)+T (Uk−1)+T (W) = Uk−1+Uk−2+Uk−1 = Uk−1,
by properties (1) and (2) of the induction hypothesis. If k − 2 = 0,
we see Uk−2 = U0 is the principal ultrafilter determined by the map
constant zero.
Let W be an idempotent in Sk + Uk−1 and let V ∈ Sk such that
W = V + Uk−1. We define Uk = Uk−1 + V + Uk−1. Notice that
T (Uk) = T (Uk−1) + T (V) + T (Uk−1) = Uk−2 + Uk−1 + Uk=2 = Uk−1.
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We have to verify that Uk satisfies (1) and (2). By using the fact that
Uk and V + Uk−1 are idempotents,
Uk + Uk = (Uk−1 + V + Uk−1) + (Uk−1 + V + Uk−1) =
= Uk−1 + (V + Uk−1) + (V + Uk−1) =
= Uk−1 + V + Uk−1 = Uk;
Uk + Uk−1 = Uk−1 + V + Uk−1 + Uk−1 =
= Uk−1 + V + Uk−1 =
= Uk−1 + Uk−1 + V + Uk−1 =
= Uk−1 + Uk.
Finally, Uk + Uk−1 = Uk−1 + V + Uk−1 = Uk. 
Finally, we are ready to prove Gowers’ Theorem. Let us remind the
statement
Theorem 2.10 (Gowers). For every finite colouring of FINk there
is an infinite block sequence B = {xn} of elements of FINk such that
the partial semigroup generated by B is monochromatic.
Proof. We pick a sequence of ultrafilters Ul as in Lemma 2.8 for
1 ≤ l ≤ k. Let P be a piece of the given colouring such that P ∈ Uk. We
will build by recursion an infinite basic sequence x0, x1, . . . of elements
of FINk and for each 1 ≤ l ≤ k a decreasing sequence Al0 ⊇ Al1 ⊇ . . .
of elements of Ul such that
(a) Ak0 = P (so A
k
0 ∈ Uk);
(b) xn ∈ Akn and T k−l(Akn) = Aln;
(c) Ci,jn = {x ∈ FINk | T k−i(xn) + T k−j(x) ∈ Amax{i,j}n } ∈ Uk for
1 ≤ i, j ≤ k.
Suppose n = 0. We let Al0 = T
k−l(P ) for every 1 ≤ l ≤ k. We have to
choose x0 such that
(c) Ci,j0 = {x ∈ FINk | T k−i(x0)+T k−j(x) ∈ Amax{i,j}0 } ∈ Uk for 1 ≤ i, j ≤ k.
Without loss of generality we may suppose that j ≥ i, so we have to
find x0 such that
Ci,j0 = {x ∈ FINk | T k−i(x0) + T k−j(x) ∈ Aj0} ∈ Uk.
By Lemma 2.8, Aj0 ∈ FINj and Uj = Uj+Ui. Thus we have Aj0 ∈ Uj+Ui
if and only if
{x¯ ∈ FINi | {y¯ ∈ FINj | x¯+ y¯ ∈ Aj0} ∈ Uj} ∈ Ui,
and since T k−i(Uk) = Ui, by writing the definition of image ultrafilter,
we have
{x ∈ FINk | {y ∈ FINk | T k−i(x) + T k−j(y) ∈ Aj0} ∈ Uk} ∈ Uk.
Hence we can choose x0 ∈ Aj0 such that (c) holds.
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Now suppose we have constructed by recursion the sequence x1, . . . , xn−1
and Al0 ⊇ . . . ⊇ Aln−1, for 1 ≤ l ≤ k, satisfying (1), (2) and (3). The
following diagram shows the relation between the sets Aln:
Ak0 ⊃ Ak1 ⊃ Ak2 ⊃ . . . ⊃ Akn−2 ⊃ Akn ∈ Uk
↓T ↓T
Ak−10 ⊃ Ak−11 ⊃ Ak−12 ⊃ . . . ⊃ Ak−1n−2 ⊃ Ak−1n ∈ Uk−1
↓T ↓T
...
...
↓T ↓T
A10 ⊃ A11 ⊃ A12 ⊃ . . . ⊃ A1n−2 ⊃ A1n ∈ U1
We set
Akn = A
k
n−1 ∩
⋂
i,j≤k,m<n
Ci,jm ,
which is nonempty because, by inductive hypothesis, Akm and C
i,j
m be-
long to Uk for all m < n. Finally, we set
Aln = T
k−l(Akn) for all 1 ≤ l ≤ k.
Again, by the inductive hypothesis, Aln ∈ Ul for 1 ≤ l ≤ k. We can
apply Lemma 2.8 as we did before, so that, Ajn ∈ Uj and Ui + Uj = Uj
if j ≥ i. Then
{x¯ ∈ FINi | {y¯ ∈ FINj | x¯+ y¯ ∈ Ajn} ∈ Uj} ∈ Ui,
which is equivalent to
{x ∈ FINk | {y ∈ FINk | T k−i(x) + T k−j(y) ∈ Ajn} ∈ Uk} ∈ Uk.
We can fin xn ∈ Akn satisfying properties (a), (b), (c), and such that
xn > xn−1 (since Uk is cofinite). Then we continue by iterating this
procedure.
To conclude the proof, we have to show that the basic block se-
quence {xn}n that we have constructed generates a subspace included
in P . We will do this by proving by induction on p that
(d) T k−l0(xn0) + . . .+ T
k−lp−1(xnp−1) + y ∈ Amax{l0,...,lp}n0
for every choice of n0 < . . . < np, l0, . . . , lp ∈ {1, . . . , k}, and y ∈ Alpnp .
If p = 0, there is nothing to prove since (d) is
T k−l0(xn0) + y ∈ Al0n0 ,
and it directly follows from (c). Now suppose that p > 0 and consider
z = T k−l1(xn1) + . . .+ T
k−lp−1(xnp−1) + y.
By the inductive hypothesis, z ∈ Amax{l1,...,lp}n1 . Let l = max{1, . . . , lp}.
Pick z∗ ∈ Akn1 such that z = T k−l(z∗). Then z∗ ∈ An0+1k . Thus
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z∗ ∈ C l0,ln0 , which has been constructed in the inductive step from n0 to
n0 + 1. So we have that
T k−l0(xn0) + T
k−l(z∗) ∈ Amax{l0,l}n0
and then
T k−l0(xn0)+z = T
k−l0(xn0)+T
k−l1(xn1)+. . .+T
k−lp−1(xnp−1)+y ∈ Amax{l0,l}n0
as required. We can now conclude the proof of the theorem. If we pick
ln = k, l0 < l1 < . . . < ln−1 < k, and y = xm with m /∈ {n0, . . . , np−1}.
By (d), we get that
T k−l0(xn0) + . . .+ T
k−lp−1(xnp−1) + xm ∈ Akn0 ,
which belongs to the semigroup generated by {xn}n and to P , since
Akn0 ⊆ P . 
3. Hindman’s Theorem
In Chapter 2, we have seen a classic result in Ramsey Theory:
Hindman Theorem on finite sums,
Theorem 2.11. For any finite partition of N = C1unionsq . . .unionsqCr, there
exists i ∈ {1, . . . , r} such that Ci contains an IP-set.
We recall that this result follows from Galvin-Glazer Theorem (see
Theorem 1.48). Indeed, if U ∈ βN is an idempotent ultrafilter, there
exists a piece of the partition C ∈ U such that C must contain an
IP-set.
Hindman generalised this result in the case of finite unions. Fur-
thermore, it can be also proved that the two versions of the theorem are
equivalent. Here we will see that Hindman’s Theorem on finite unions
as a special case of Theorem 2.9.
Theorem 2.12 (Hindman, on finite unions). Let Pf be the family
of all finite nonempty subsets of N. For every finite partition of Pf ,
there exists an infinite sequence {bn} of disjoint subsets of N such that
the family of all finite unions of finite nonempty subfamilies of {bn} is
monochromatic.
Proof. We notice that FIN1 is a set of characteristic functions on
N, and since their supports are finite, we can identify FIN1 with the
set Pf . The sum of disjoint-support maps in FIN1 corresponds to the
union of disjoint finite subsets. Thus, a block sequence B is a family
of nonempty subsets of N. Furthermore, since the tetris operation T is
identically zero on FIN1, it follows that the partial semigroup of FIN1
generated by a block sequence B corresponds to the family of all finite
unions of elements of B.
By Gowers’ Theorem, for every finite partition of FIN1 there exists
an infinite block sequence B of elements of FIN1 such that the par-
tial semigroup generated by B is monochromatic; i.e., for every finite
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partition of Pf there exists an infinite sequence B = {bn} of disjoint
subsets of N such that the family of all finite unions of finite nonempty
subfamilies of {bn} is monochromatic. 
4. Subsymmetric ultrafilters and FIN±k
In this section we will generalise the results of the previous section.
We now consider, for any positive integer k, the family FIN±k of all
maps
p : N→ {0,±1, . . . ,±k}
which are finitely supported and attain one of the values ±k at least
once. The set FIN±k is a partial semigroup with the sum defined as
before for all maps with disjoint supports. The tetris operation is ex-
tended as follows
T (p)(n) =

p(n)− 1 if p(n) > 0,
0 if p(n) = 0,
p(n) + 1 if p(n) < 0.
As before, a block sequence B = {bn}n of elements of FIN±k is any
sequence such that
supp(bi) < supp(bj) whenever i < j.
A partial subsemigroup of FIN±k generated by a basic block sequence
B = {bn}n is the family of functions of the form
0T
j0(bn0) + 1T
j1(bn1) + . . .+ lT
jl(bnl),
where i = ±1 for 0 ≤ i ≤ l, n0 < . . . < nl, j0, . . . , jl ∈ {0, . . . , k − 1}
and at least one of the j0, . . . , jl is equal to zero.
The set γFIN±k and the sum of ultrafilter are defined as before,
and we have that (γFIN±k ,+) is a compact (Hausdorff) semigroup.
The tetris operation is extended to a continuous homomorphism from
γFIN±k onto γFIN
±
k−1. In addition, we need to introduce the following
notion of ultrafilter
Definition 2.13. We say that an ultrafilter U on FIN±k is subsym-
metric if
−(A)1 ∈ U for all A ∈ U ,
with the following notation
−A = {−p | p ∈ A}, where (−p)(n) = −p(n);
(A) = {q ∈ FIN±k | ∃p ∈ A, ‖ p− q ‖∞≤ }, for  ∈ N;
‖ p− q ‖∞= supn{|p(n)− q(n)|}.
Moreover, we define −U = {−A | A ∈ U} for any ultrafilter U .
Remark 2.14. Recall that ‖ · ‖∞ is the uniform norm for all p, q
(not necessarily disjoint supported) in the infinite-dimensional space c0
of infinitesimal sequences in R.
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Definition 2.15. We denote by S±k the set of all subsymmetric
ultrafilter in γFIN±k .
Let us see some consequences of the definitions above.
Lemma 2.16. The set S±k is a closed subsemigroup of γFIN
±
k .
Proof. Let U ,V ∈ S±k be subsymmetric ultrafilters on FIN±k . Our
claim is to prove that, if A ∈ U + V , then −(A)1 ∈ U + V .
By definition, A ∈ U + V if and only if
∆ = {x ∈ FIN±k | Σx ∈ V} ∈ U
where Σx = {y ∈ FIN±k | x + y ∈ A}. Since U is subsymmetric,
∆ ∩ −(∆)1 ∈ U . Thus for every p ∈ ∆ ∩ −(∆)1 there exists p¯ ∈ ∆
such that ‖ p+ p¯ ‖∞≤ 1, and Σp,Σp¯ ∈ V . Similarly, since Σp ∩Σp¯ ∈ V ,
−(Σp ∩ Σp¯)1 ∈ V . Thus, for every q ∈ Σp ∩ Σp¯ ∩ −(Σp ∩ Σp¯)1 there
exists q¯ ∈ Σp ∩ Σp¯ such that ‖ q + q¯ ‖∞≤ 1. Moreover, the sums
p+ q, p¯+ q, p+ q¯, p¯+ q¯ ∈ A and they are defined on disjoint supported
maps. It is easy to check that also p+p¯ and q+q¯ have disjoint supports.
Finally, we notice that
‖ (p+ q) + (p¯+ q¯) ‖∞≤ 1,
where the sum in brackets is the sum in FIN±k , while the sum in the
middle is coordinate-wise (without any condition on the supports).
We have proved that for every p+ q ∈ A there exists p¯+ q¯ ∈ A such
that their coordinate-wise sum has uniform norm at most 1, which is
to say that x+ y ∈ −(A)1. Hence we have that
∆ ⊆ ∆′ = {x ∈ FIN±k | Σ
′
x ∈ V} ∈ U ,
where Σ
′
= {y ∈ FIN±k | x+y ∈ −(A)1}, and Σx ⊆ Σ
′
x for every x ∈ ∆.
But then, by definition, −(A)1 ∈ U + V .
Now let V be an ultrafilter on N. Let {Un}n be a sequence of
ultrafilters in S±k and U its V-limit. By definition of V-limit, for every
A ∈ U ,
∆A = {n ∈ N | A ∈ Un} ∈ V .
Since Un is subsymmetric, we have that −(A)1Un, namely,
∆A ⊆ {n ∈ N | − (A)1 ∈ Un} ∈ V .
Again, by definition of V-limit, we have that −(A)1 ∈ U . Thus U ∈
S±k . 
Lemma 2.17. T (U) ∈ S±k−1 for all U ∈ S±k .
Proof. First, as a immediate consequence of the definition, we
notice that T (−p) = −T (p). Moreover, for A ⊆ FIN±k , if q ∈ (A)1 there
exists p ∈ A such that ‖ p− q ‖∞≤ 1. But then ‖ T (p)− T (q) ‖∞≤ 1,
since T squeezes by 1 the maps, thus T ((A)1) ⊆ (T (A))1. We conclude
by applying the definition of image ultrafilter. 
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Lemma 2.18. The set S±k 6= ∅ for all k ≥ 1.
Proof. [9] Let V be a cofinite ultrafilter on FIN±k . Then the ul-
trafilter
U = T k−1(V)− T k−1(V) + T k−2(V)− T k−2(V) + . . .+
+ T (V)− T (V) + V − V + T (V)− T (V) + . . .+
+ T k−2(V)− T k−2(V) + T k−1(V)− T k−1(V)
is subsymmetric. 1 
As before, we can define a sequence of compact semigroups S±j , for
1 ≤ j ≤ k, and homomorphisms T l−j(S±l ) = S±j . The following lemma
is a generalisation of Lemma 2.8, and we will use it as in Theorem 2.9.
Lemma 2.19. There exists a sequence of ultrafilters Uj ∈ S±j such
that for all 1 ≤ i ≤ j ≤ k:
(1) Ui + Ui = Ui;
(2) Ui + Uj = Uj + Ui = Uj;
(3) T j−i(Uj) = Ui.
Proof. Let R±i = T
k−i(S±k ) for 1 ≤ i ≤ k. Since T is an homo-
morphism R±i is a nonempty compact subsemigroup of S
±
k . We shall
construct the sequence {Uj}j by recursion. Let U1 be an arbitrary
idempotent of R±1 . Suppose that 1 ≤ j ≤ k and that {Ui}i satisfies
(1)-(3) for all 1 ≤ i ≤ j. Let
P±j = {p ∈ R±j | T (x) ∈ Uj−1}.
P±j is a nonempty closed semigroup of R
±
j because T is an homomor-
phism. As we have noticed before, P±j + Uj−1 is a nonempty closed
subsemigroup of R±j . LetW ∈ P±j +Uj−1 an arbitrary idempotent and
V ∈ P±j such that W = V + Uj−1. Let
Uj = Uj−1 + V + Uj−1.
We have that Uj ∈ R±j , since V ∈ P±j , and
Uj + Uj = Uj−1 + V + Uj−1 + Uj−1 + V + Uj−1 =
= Uj−1 + (V + Uj−1) + (V + Uj−1) =
= Uj−1 + (V + Uj−1) = Uj.
Thus Uj is idempotent. We have to verify that (2) is satisfied:
Uj−1 + Uj = Uj−1 + Uj−1 + V + Uj−1 =
= Uj−1 + V + Uj−1 = Uj−1.
Same calculation for Uj + Uj−1, so Uj−1 ≥ Uj. 
1We remark that we were not able to verify that such an ultrafilter U is actually
subsymmetric. Indeed this seems to be a delicate point. However, to be sure, in
Chapter 3 we enclosed the original Gowers’ proof.
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Finally, we are ready to prove Gowers’ Theorem.
Theorem 2.20 (Gowers). For every finite partition of FIN±k there
is a piece P of the partition such that (P )1 contains a partial subsemi-
group of FIN±k generated by an infinite basic block sequence.
Proof. Suppose we have a sequence of ultrafilter {Uj}j, for 1 ≤
j ≤ k, given by Lemma 2.19. Let P be a piece of the partition which
belongs to Uk. Since Uk is subsymmetric, −(P )1 ∈ Uk, and so (P )1 ∩
−(P )1 belongs to Uk. We call it a symmetric element of Uk. We shall
recursively construct a basic block sequence {xn}n and, for each l such
1 ≤ l ≤ k, a decreasing sequence {Aln}n of sets such that
(1) Ak0 = (P )1 ∩ −(P )1, Aln = T k−l(Akn);
(2) Aln = −Aln ∈ Ul;
(3) ±xn ∈ Akn and ±T k−l(xn) ∈ Aln;
(4) C l,jm = {y ∈ FIN±l | ± T k−j(xm) ± y ∈ Amax{l,j}m } ∈ Ul for
1 ≤ j, l ≤ k.
The base case n = 0 follows from Lemma 2.19 and the properties of the
sequence {Uj}j. Property (1) and (2) hold by construction. Property
(3) follows from the fact that T j−i(Uj) = Ui. Finally, (4) follows from
Uj ≤ Ui (1 ≤ i ≤ j ≤ k).
As for the inductive step, if n > 1 we define Aln, for any 1 ≤ l ≤ k,
as
Aln = A
l
n−1 ∩
⋂
1≤j≤k,m<n
C l,jm .
As before, we can represent the sets Aln in the following diagram
Ak0 ⊃ Ak1 ⊃ Ak2 ⊃ . . . ⊃ Akn−2 ⊃ Akn ∈ Uk
↓T ↓T
Ak−10 ⊃ Ak−11 ⊃ Ak−12 ⊃ . . . ⊃ Ak−1n−2 ⊃ Ak−1n ∈ Uk−1
↓T ↓T
...
...
↓T ↓T
A10 ⊃ A11 ⊃ A12 ⊃ . . . ⊃ A1n−2 ⊃ A1n ∈ U1
The sets Aln we have defined are symmetric elements of Ul for all
1 ≤ l ≤ k by the inductive hypothesis. Property (1) and (2) hold
because we have define Aln as images and intersection of symmetric
sets. Instead, (3) and (4) follow from the properties of the ultrafilters
{Uj}j given by Lemma 2.19.
To conclude the proof, we have to show that (P )1 actually con-
tains the subsemigroup of FIN±k generated by {xn}n. We will prove by
induction on p that
0T
k−l0(x0) + . . .+ p−1T k−lp−1(xp−1) + py ∈ Amax{l0,...,lp}n0
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for all choices of positive integers n0 < . . . < np, l0, . . . , lp ∈ {1, . . . , k},
0, . . . , n ∈ {±1}, and y ∈ Alpnp .
The case p = 1 is property (4), so it holds by what we have just
proved. Let us suppose that p > 1 and that the thesis holds for p− 1.
This means that
z = 1T
k−l1(x1) + . . .+ p−1T k−lp−1(xp−1) + py ∈ Amax{l1,...,lp}n1 .
Let l = max{l1, . . . , lp}. By definition, z ∈ Aln1 if and only if z ∈ Aln1−1
and
±T k−l(xn1−1)± z ∈ Amax{j,l}n1−1 for 1 ≤ j ≤ k.
Thus recursively we have that z ∈ Aln0+1. Then
0T
k−l0(xn0) + z ∈ Amax{l0,l}n0 ,
which completes the inductive step.
Without loss of generality, let us suppose that l0 = l. Pick y
∗ ∈ Aknp
such that y = T k−l(y∗). Since Al0n0 = T
k−l0(Akn0), we have
0x0 + 1T
l0−l1(x1) + . . .+ p−1T l0−lp−1(xp−1) + py∗ ∈ Akn0 ,
and the it belongs to (P )1 as we wanted, because A
k
n0
⊆ (P )1. 
5. Gowers’ Theorem on Lipschitz functions
Now that we have the combinatorial property of Theorem 2.20, we
are ready to give a proof of Gowers’ Theorem on Lipschitz functions
on Sc0 which was our starting point.
Let k be a positive integer and 0 < δ < 1 such that (1 + δ)1−k = δ.
Let ∆±k be the family of all maps
f : N→ {0,±(1 + δ)1−k,±(1 + δ)2−k, . . . ,±(1 + δ)−1,±1},
which attain at least one of the values ±1, and such that their support
supp(f) = {n ∈ N | f(n) 6= 0} is finite. Since (1 + δ)h−k ≤ 1 for every
0 ≤ h ≤ k − 1, ‖ f ‖∞= 1 and ∆±k ⊆ Sc0 .
The distance between distinct elements of ∆±k is at least δ
2. Indeed
we can notice that, for any 1 ≤ h ≤ k − 1,
(1 + δ)h+1−k − (1 + δ)h−k = (1 + δ)h−k((1 + δ)− 1) =
= δ(1 + δ)h−k = δ2(1 + δ)h−1 ≥
≥ δ2.
Thus |f(n) − g(n)| ≥ δ2 for any f, g ∈ ∆±k and n ∈ N. On the other
hand, since we have suppose that δ(1 + δ)k−1 = 1, we also have that
δ2(1 + δ)h−1 ≤ δ, and then
(1 + δ)h+1−k − (1 + δ)h−k = δ2(1 + δ)h−1 ≤ δ2(1 + δ)k−1 = δ.
Hence we can conclude that the distance between distinct elements of
∆±k is at least δ
2 and at most δ.
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Moreover, another important property that we will use later is that
∆±k is a δ-net on Sc0 , i.e., Sc0 =
⋃
f∈∆±k Sc0(f, δ). To see this, we will
prove that for every sequence g in Sc0 there exists an element f of ∆
±
k
whose distance is at most δ. By definition, g(n)→ 0 as n→ +∞. We
can find a finite sequence {Ni}0≤i≤k of subsets of N with the following
property: if n ∈ N1 then |g(n)| = [0, (1+δ)1−k], if n ∈ Ni, for 2 ≤ i ≤ k,
then |g(n)| = ((1 + δ)i−1−k, (1 + δ)i−k]. Now define f ∈ ∆±k such that
f(n) =

sign(g(n)) · 1 if n ∈ Nk,
0 if x ∈ N1,
sign(g(n)) · (1 + δ)i−k if n ∈ Ni, i 6= 1, k.
By definition, we have that |f(n)− g(n)| ≤ δ, as we wanted. It is now
clear why we have chosen k so that δ = (1 + δ)1−k. This is not the only
reason of this choice, but we will see the other later.
We define the map Φ : Sc0 → FIN±k by
Φ(f)(n) = sign(f(n)) ·max{0, k − bφ(f(n))c},
where φ : R→ R ∪ {∞} is defined by
φ(x) =
log |x|
log((1 + δ)−1)
.
with the convention that log 0 = +∞. First, we have to verify that Φ
and φ are well-defined. Since supn∈N{g(h)} = 1 for every g ∈ Sc0 , we
have log(g(n)) ∈ [−∞, 0). Besides, log((1 + δ)−1) ∈ [−1, 0) because
0 < δ < 1, so it follows that φ(g(n)) ≥ 0 for any n ∈ N. Hence we also
get that max{0, k − bφ(f(n))c} ≤ k. This suffice to prove that Φ and
φ are well-defined.
Notice that φ(±(1 + δ)h−n) = k−h for all 0 ≤ h ≤ k− 1. It follows
that, if f ∈ ∆±k is such that f(n) = ±(1 + δ)h−k, we have that
Φ(f)(n) = ±max{0, k − (k − h)} = ±max{0, h} = ±h.
Besides, by computing the derivative, one can verify that φ is bijective.
Thus, Φ is a bijection onto FIN±k if restricted to ∆
±
k , and we get that
supp(f) = supp(Φ(f)) for all f ∈ ∆±k . Moreover, it follows from what
we have just seen that
Φ(−f) = −Φ(f) and Φ(f + g) = Φ(f) + Φ(f)
for every f, g ∈ ∆±k .
Lemma 2.21. For every f ∈ ∆±k and 0 ≤ λ ≤ 1.
Φ(λ · f) = T j(Φ(f))
for j = min{k, bφ(λ)c}.
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Proof. First we notice that φ(λ · f(n)) = φ(λ) · φ(f(n))). Indeed,
φ(λ · f(n)) = log |λ · f(n)|
log((1 + δ)−1)
=
log |λ|
log((1 + δ)−1)
+
log |f(n)|
log((1 + δ)−1)
=
= φ(λ) · φ(f(n)).
Now let us compute the value of Φ(λ · f) for any natural number n by
using the definition.
Φ(λ · f) = sign(λ · f(n)) ·max{0, k − bφ(λ · f(n))c} =
= sign(f(n)) ·max{0, k − (bφ(λ) + φ(f(n))c)} =
= sign(f(n)) ·max{0, k − bφ(λ)c − bφ(f(n))c}.
If f(n) = ±(1 + δ)h−k for some 0 ≤ h ≤ k, by computing the value
of Φ, we obtain Φ(f(n)) = ±max{0, h − bφ(λ)c}. We have already
noticed that bφ(λ)c ≥ 0, so we get that
0 ≤ max{0, h− bφ(λ)c} ≤ k
and Φ(λ · f) = T j(Φ(f)), where j = min{k, bφ(λ)c}. 
The following definition introduces the correspondent notions of
block sequence and generated semigroups in ∆±k .
Definition 2.22. A block sequence is any finite or infinite sequence
B = {fn}n ⊆ ∆±k such that supp(fi) < supp(fj) whenever i < j.
We consider on ∆±k the coordinate-wise sum defined on disjointed
supported maps, namely, if p, q ∈ ∆±k and supp(p) ∩ supp(q) = ∅,
(p+ q)(n) = p(n) + q(n).
For any given block sequence B = {fn}n, the combinatorial block sub-
space generated by B is the set of elements of Sc0 of the form
λ1fi1 + λ2fi2 + . . .+ λlfil
where 0 ≤ λi ≤ 1 is a real number, and at least one of the λ1, . . . , λl is
1.
It follows from the definitions and Lemma 2.21 that
Φ(λ1fi1 + λ2fi2 + . . .+ λlfil) = Φ(λ2fi2) + Φ(λ1fi1) + . . .+ Φ(λlfil) =
= T j1(Φ(fi1)) + T
j2(Φ(fi2)) + . . .+ T
jl(Φ(fil))
where js = min{k, bφ(λs)c}.
Corollary 2.23. For any finite partition of ∆±k , there is an infi-
nite dimensional block sequence X of c0 and there is some piece of the
partition such that SX ⊆ (P )δ.
Proof. Having the bijection Φ and Theorem 2.20, to conclude we
just need to prove that Φ((A)δ) = (Φ(A))1 for any A ⊆ ∆±k .
We recall that (A)δ = {g ∈ ∆±k | ∃f ∈ A ‖ f − g ‖∞≤ δ}.
Since f, g are finitely supported, if ‖ f − g ‖∞≤ δ then there exists
n ∈ N such that (f − g)(n) ≤ δ. Since we have chosen k and δ such
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that (1 + δ)1−k = δ, we have ‖ f − g ‖∞≤ (1 + δ)1−k. By definition,
(Φ(A))1 = {p ∈ FIN±k | ∃f ∈ A ‖ p−Φ(f) ‖∞≤ 1}. Thus, since Φ is a
bijection onto FINkk if restricted to ∆
±
k , we get that Φ((A)δ) = (Φ(A))1.
For very partition ∆±k = P1 unionsq . . . unionsq Pr, Φ induces the partition of
FIN±k = Φ(P1) unionsq . . . unionsq Φ(Pr). By the combinatorial Gowers’ Theo-
rem, there exists a piece of the partition Φ(P ) and a block sequence
{bn}n such that the generated partial semigroup 〈{bn}n〉 is contained
in (Φ(P ))1. Hence the infinite-dimensional subspace Φ
−1(〈{bn}n〉) is
contained in (P )δ. 
Finally, we are able to prove Gowers’ Theorem for Lipschitz func-
tions. We will state it a little differently to make clearer the relation
with the results we have just seen.
Corollary 2.24. For every Lipschitz function F : Sc0 → R and
 > 0, there is an infinite-dimensional block subspace X of c0 such that
the oscillation of F on SX is ≤ .
Proof. Let K > 0 be the Lipschitz constant of F . Find an integer
k ≥ 1 such that if (1+δ)1−k = δ then δ ·K ≤ 
2
. Since F is a continuous
operator, it is limited on the unit sphere, so we can consider a finite
partition rang(F ) = A1 unionsq . . . unionsq Ar of the range of F into pieces of
diameter ≤ 
2
. We can apply Corollary 2.7.1 to the partition
∆±k = (F
−1(A1) ∩∆±k ) unionsq . . . unionsq (F−1(Ar) ∩∆±k ),
and find a block sequence {fn}n and a piece (F−1(A) ∩ ∆±k ) of the
partition such that 〈{fn}n〉 ⊆ ((F−1(A) ∩∆±k ))δ. To conclude, we just
notice that, for every f, g ∈ 〈{fn}n〉,
|F (f)− F (g)| ≤M · ‖ f − g ‖∞≤M · δ ≤ .
Which concludes the proof. 
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CHAPTER 3
Gowers’ Proof
In this chapter we will see Gowers’ original argument presented in
[1]. As before, results for FINk and FIN
±
k are dealt with separately. In
the case of FINk, the proof is almost the same as the one we have seen
in the previous chapter. For this reason, here we will focus on FIN±k ,
which represents the most interesting part. In fact, Gowers’ does not
use subsymmetric ultrafilters but rather he constructs a suitable family
of filters. Furthermore, rather than using the combinatorial theorem
on FIN±k to prove the correspondent result in ∆
±
k , in his original proof
Gowers proceeds reversely: thanks to the topological and analytical
properties of Sc0 , he first proves the combinatorial theorem on ∆
±
k , and
then he transferred it on FIN±k .
First we remark why we cannot adapt the argument used in the
case of FINk to the one of FIN
±
k . If we colour each function in FIN
±
k
by the sign of its first non-zero coordinate, red if it is positive, blue
if it is negative, then f and −f are always coloured differently, and
no monochromatic generated space can contain both f and −f . Fur-
thermore, if we colour f red if the first and last non-zero coordinate
have the same sign, and blue otherwise, then, given any two disjointly
supported functions f, g ∈ FIN±k , the colours of f +g and f −g are dif-
ferent (this can be easily verified by writing down an example). These
examples show why Gowers had to find a different approach in dealing
the case of FIN±k , and, in particular, he was not able to extend the use
of ultrafilters by re-adapting the proof.
We start with few definitions and pieces of notation. We denote
with {e1, e2, . . . , en, . . .} the canonical base of c0 and lp, for 1 ≤ p ≤ ∞.
The infinite vector en is zero everywhere but in position n, where it
takes the value 1. If X is a Banach space and S ⊆ X, we write 〈S〉
to denote the block subspace of X generated by the elements of S (see
Definition 2.22) In particular, we define Xn = 〈en, en+1, . . .〉. Finally,
if A ⊆ X and  > 0, let (A) = {x ∈ X | ∃y ∈ A :‖ y − x ‖∞≤ } (we
have already seen this notation in the case  = 1).
Definition 3.1. We say that a subset A ⊆ Sc0 is n-large if, for
every n-dimensional block subspace X of c0, the intersection A∩X 6= ∅.
A subset is finitely large if it is n-large for some n.
Definition 3.2. Given a filter F on Sc0 or Slp , we say that it is
cofinite if, for every n ∈ N, Xn ∈ α.
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Since Xn is finitely large, Xn ∈ F for every n ∈ N and for every
cofinite filter F . Notice the analogy between the notions of cofinite
ultrafilter we have seen previously, and that of cofinite filter. We shall
need the following lemma, whose proof can be found in [1]
Lemma 3.3. Let k, n ∈ N and  > 0. If N = N(n, ) is sufficiently
large, then, given any finite partition SlN∞ = A1 ∪ . . . ∪ Ak of the unit
sphere of lN∞ = l∞×l∞×. . .×l∞ (N times), there exists a block subspace
X ⊆ lN∞ and 1 ≤ i ≤ k such that dim(X) = n and X ⊆ (Ai).
Proposition 3.4. Let
B = {(A) ∩Xn |  > 0, A ⊆ Sc0 is finitely large, n ∈ N}.
Then B is a filter-base.
Proof. We can restrict out attention to a suitable Xn, so we need
to prove that if A and B are finitely large and  > 0, then there exists
C ⊆ Sc0 and δ > 0 such that C is finitely large and (C)δ ⊆ (A)∩ (B).
Pick n such that A and B are both n-large. Let N = N(n, /4) be
as given by Lemma 3.3 and let X be any n-dimensional block subspace
of c0. Then X is isometric to l
N
∞ and X ⊆ (A)/2 ∪ (A)c/2. By Lemma
3.3, X has a n-dimensional block subspace Y which is either contained
in (A)3/4 or in the complement (A)
c
3/4. Since A is n-large and then
A ∩ Xn 6= ∅, we have Y ⊆ (A)c3/4. But then, since B is also n-
large, B ∩ Y 6= ∅. Since X is arbitrary, (A)3/4 ∩ B is N -large. Now,
((A)3/4 ∩ B)/4 ⊆ (A) ∩ (B), and hence we can set C = (A)3/4 ∩ B
and δ = /4. 
We notice that if A ⊆ Sc0 and A ∩ Xn 6= ∅ for some n, then
−A ∩ Xn 6= ∅ because Xn = −Xn. Hence, if (A) ∩ Xn ∈ B then
−((A) ∩Xn) = −(A) ∩Xn also belongs to B.
Theorem 3.5. There exists a cofinite filter F on Sc0 with the fol-
lowing two properties:
(1) whenever Sc0 =
⋃n
i=1Ai and  > 0, there exists 1 ≤ i ≤ n such
that (Ai) is in F ;
(2) whenever A ∈ F , the set −A is also in F .
Proof. Let F be a maximal filter on Sc0 with the following two
properties:
(i) F extends a filter generated by B;
(ii) −(A) ∈ F whenever A ∈ F and  > 0.
The existence of such a maximal filter F follows from Zorn’s lemma.
Notice that F is cofinite because every Xn belongs to B and then to
F . We will prove that F has properties (1) and (2) in the case n = 2,
the general statement needs some work but it uses the same ideas.
Suppose that Sc0 = A ∪ B and let X ⊆ Sc0 be any 2-dimensional
block subspace. We claim that, for every δ > 0, there exists x ∈ X such
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that x ∈ ((A)δ∩−(A)δ)∪ ((B)δ∩−(B)δ). Indeed, if X ⊆ A or X ⊆ B,
we are done. Otherwise,since X is connected, X∩ (A)1∩ (B)1 6= ∅, and
then there exists x ∈ X ∩ (A)δ ∩ (B)δ. Thus, either −x ∈ A and then
x ∈ (A)δ ∩ −(A)δ, or −x ∈ B and x ∈ (B)δ ∩ −(B)δ. Hence, the set
((A)δ ∩ −(A)δ) ∪ ((B)δ ∩ −(B)δ) is 2-large, for every δ > 0, and then
(((A)δ ∩ −(A)δ) ∪ ((B)δ ∩ −(B)δ))η ∈ B for every δ, η > 0. Therefore
(((A)δ ∩ −(A)δ) ∪ ((B)δ ∩ −(B)δ))η ∈ F .
Now let us suppose that neither (A) nor (B) is in F for some
 > 0. Since F is maximal, there must be some C ∈ F such that
(C ∩ (A)) ∩ −(C ∩ (A)) = ∅,
and, similarly, some D ∈ F such that
(D ∩ (B)) ∩ −(D ∩ (B)) = ∅.
By replacing C and D with their intersection E, we can write
(E ∩ −E) ∩ (((A) ∩ −(A)) ∪ ((B) ∩ −(B))) = ∅.
By using the definitions, one can check that
((A)/2 ∩ −(A)/2)/2 ⊆ ((A) ∩ −(A))
((B)/2 ∩ −(B)/2)/2 ⊆ ((B) ∩ −(B)).
It follows that
((A)/2∩−(A)/2)∪((B)/2∩−(B)/2)/2 ⊆ ((A)∩−(A))∪((B)∩−(B)).
Since we have already noticed that the left side of the inclusion belongs
to F , we have that ((A) ∩ −(A)) ∪ ((B) ∩ −(B)) ∈ F . But also
(E ∩ −E) belongs to F , so we have a contradiction. Thus, either
(A) ∈ F or (B) ∈ F as we wanted. 
Remark 3.6. In the proof we used a maximal filter satisfying prop-
erties (i) and (ii). We remark that a maximal filter with some pre-
scribed properties needs not to be an ultrafilter. Indeed, one can check
that the Frechet’s filter on N is idempotent (see Example 1.18). Be-
sides, it is known that an ultrafilter is nonprincipal if and only if it
contains the Frechet’s filter. Nevertheless, there exist nonprincipal ul-
trafilters which are not idempotent.
In Section 5 of Chapter 2, we defined the map Φ : Sc0 → FIN±k as
Φ(f)(n) = sign(f(n)) ·max{0, k − bφ(f(n))c},
where φ : R→ R is
φ(x) =
log |x|
log((1 + δ)−1)
.
One can use Φ to prove the analogous of Theorem 2.20 in ∆±k . More
precisely
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Theorem 3.7. For every k ∈ N there exists a cofinite filter G on
FIN±k such that, whenever FIN
±
k =
⋃n
i=1 Ai, there exists 1 ≤ i ≤ n such
that (Ai)1 ∈ G and whenever A ∈ G, −A ∈ G.
We will give just a sketch of the proof because we have already seen
the similar details previously.
Proof. Let G¯ be the cofinite filter given in Theorem 3.5. We can
define G by taking A ⊆ FIN±k to be in G is and only if Φ−1(A) ∈ G¯. We
have proved that, is  > 0 is sufficiently small, Φ((Φ−1(A))) = (A).
Moreover, if FIN±k =
⋃n
i=1 Ai, then Sc0 =
⋃n
i=1 Φ
−1(A1). So, for
every  > 0, there exists 1 ≤ i ≤ n such that (Φ−1(Ai)) ∈ G¯, and
then (Ai) ∈ G. Moreover, notice that Φ(−Φ−1(A)) = −A. By using
the same arguments as before, one can prove that −A ∈ G whenever
A ∈ G. 
Let us denote by V (FIN±k ) the set of filters on FIN
±
k which satisfy
the conditions of Theorem 3.6. From our viewpoint, the most interest-
ing aspect of Gowers’ original paper are the analogies between γFIN±k
and V (FIN±k ). First we notice that V (FINk) is a closed subset of the
infinite topological product 22
FIN±
k , and so it is compact. Furthermore,
V (FIN±k ) is also a semigroup.
Proposition 3.8. Let F ,G be filters in V (FIN±k ). Then F + G
belongs to Z(FIN±k ).
We will use some of the ideas of the proof of Lemma 2.16. We have
already checked some facts, so we will omit the details.
Proof. We have to prove the following properties: (1) whenever
FIN±k =
⋃n
i=1Ai, there exists 1 ≤ i ≤ n such that (Ai)1 is in F + G;
(2) whenever A ∈ F + G, −A is also in F + G.
(1) For every x ∈ FIN±k and 1 ≤ i ≤ n, let Axi be the set
{y ∈ FIN±k | x+ y ∈ A},
where we suppose that x, y have disjoint supports. For every x ∈ FIN±k ,
we have FIN±k =
⋃n
i=1 A
x
i , then there exists 1 ≤ i ≤ n such that
(Axi )1 ∈ G. Thus we have
∀x ∈ FIN±k ∃i ∈ {1, . . . , n} : {y | ∃y¯ ‖ y¯ − y ‖∞≤ 1} ∈ G.
Since F ∈ Z(FIN±k ) and FIN±k =
⋃n
i=1Ai, there exists 1 ≤ j ≤ n such
that (Aj)1 ∈ F . Therefore
{x ∈ FIN±k | ∃x¯ ‖ x¯− x ‖∞≤ 1 and (Axi )1 ∈ G} ∈ F
As we have already checked in the proof of Lemma 2.16, x¯ + y¯ ∈ Ai
and then x+ y ∈ (Ai)1. Thus we can conclude that Ai ∈ F + G.
Property (2) can be easily checked by using the definitions, so we
leave it to the reader. 
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Besides, Proposition 3.7 can be generalised as follows
Proposition 3.9. Given j, k ∈ N. Given two filters F ∈ V (FIN±j )
and G ∈ V (FIN±k ), then F + G belongs to V (FIN±j∨k).
We can define the tetris operation T : Z(FIN±k )→ Z(FIN±k−1) just
as before
T (U) = {A ⊆ FIN±k−1 | T−1(A) ∈ U},
where, for every p ∈ FIN±k ,
T (p)(n) =

p(n)− 1 if p(n) > 0,
0 if p(n) = 0,
p(n) + 1 if p(n) < 0.
As we did in Chapter 2, one can prove that T (V (FIN±k )) = V (FIN
±
k−1)
and that T is a continuous map. Now, we have all we need state a ver-
sion of Lemma 2.19 for V (FIN±k ).
Lemma 3.10. There exists a sequence of ultrafilters Fj ∈ V (FIN±j )
such that for all 1 ≤ i ≤ j ≤ k:
(1) Fi + Fi = Fi;
(2) Fi + Fj = Fj + Fi = Fj;
(3) T j−i(Fj) = Fi.
Once we have Lemma 3.9, the proof of the combinatorial Gowers’
Theorem proceeds exactly as we have seen in the previous chapter.
Now we can notice that the filter of Lemma 3.6 and the subsymmetric
ultrafilters have the same role, respectively, in the arguments of Gowers
and Todorcevic. The advantage of Todorcevic argument is that it relies
only on the general properties of the semigroups FIN±k and γFIN
±
k ,
while Gowers’ arguments is specific designed for Sc0 .
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CHAPTER 4
Gowers’ theorem for generalised tetris operations
In this chapter, we will present some recent generalisations due to
M. Lupini [3]. Instead of the tetris operation T : FINk → FINk−1
defined in Section 1, which ”squeezes” by one any map in FINk, we
will consider more general tetris operations arising from nondecreasing
surjections f : {0, 1, . . . , k} → {0, 1, . . . , j}.
Definition 4.1. Let j and k be positive integers, 1 ≤ j ≤ k. Let
f : {0, 1, . . . , k} → {0, 1, . . . , j} be a nondecreasing subjective function.
We define the tetris operation Tf : FINk → FINj as
Tf (p) = f ◦ p.
If f : {0, . . . , k} → {0, . . . , k − 1} is the only nondecreasing surjec-
tive function such that f(1) = 0, we obtain the tetris operation defined
in Chapter 3. As we have seen before, the tetris operation Tf can be
uniquely extended to a map Tf : γFINk → γFINj. To make notation
lighter, we will simply write f instead of Tf .
Definition 4.2. Let {bn}n be a block sequence in FINk. For any
j ∈ N, we define the tetris subspace TSj({bn}) generated by {bn}n to
be the set of elements of FINj of the form
f0 ◦ b0 + . . .+ fn ◦ bn
for some n ∈ N, j0, j1, . . . , jn ∈ {0, 1, . . . , j}, max{j0, j1, . . . , jn} = j,
and surjective functions fi : {0, 1, . . . , k} → {0, 1, . . . , ji}.
We are now ready to state the generalised version of Gowers’ The-
orem. Without any additional hypothesis both simple and generalised
tetris operations induce partition regular structures.
Theorem 4.3 (Generalised Gowers’ Theorem). Let k be a positive
integer. For any colouring of FIN[1,k], there exists an infinite block
sequence {bn}n in FINk such that TSj({bn}) is monochromatic for every
j = 1, . . . , k.
The proof of this version of the theorem uses similar arguments
as seen for the previous theorems, but it will take some non-trivial
additional work to reach the desired generality. We will use again a
suitable sequence on ultrafilters, whose existence is guaranteed by a
generalised version of Lemma 2.8.
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Lemma 4.4. There exists a sequence {Uk}k of cofinite idempotent
ultrafilters Uk on FINk such that, for any 1 ≤ j ≤ k and any nonde-
creasing surjection f : {0, 1, . . . , k} → {0, 1, . . . , j}, one has
(1) Uk + Uj = Uj + Uk = Uk, i.e. Uk ≤ Uj;
(2) f(Uk) = Uj.
Proof. We will define by recursion on k a sequence {pkj} of idem-
potent ultrafilters pkj ∈ γFINj such that, for every k, i, j ∈ N and
nondecreasing surjection f : {0, 1, . . . , j} → {0, 1, . . . , i},
(1) f(pkj ) = p
k
i ;
(2) pk+1j = p
k
j for j ≤ k;
(3) pkj + p
k
j−1 = p
k
j for 2 ≤ j ≤ k.
We will denote by pk0 the map constantly equal to zero, which is the
unique element of FIN0. Notice that (3) implies that p
k
k +p
k
j = p
k
j since
we can write
pkk + p
k
j = (p
k
k + p
k
k−1) + p
k
j = p
k
k + (p
k
k−1 + p
k
k−2) + p
k
j =
= . . . = pkk + p
k
k−1 + . . .+ p
k
j+1 + p
k
j =
= pkk + p
k
k−1 + . . .+ (p
k
j+1 + p
k
j ) = . . . = p
k
k.
Once we have the sequence {pkj}j, we can define
Uk = pk1 + pk2 + . . .+ pkk.
It is easy to check that Uk is idempotent, and that Uk+1 ≥ Uk for every
k ∈ N by (2). Moreover, by (1) and the fact that f is an homomor-
phism, it follows that f(Uk) = Uj.
Let us now construct the sequence {pkj}. Let Π be the infinite
product of the spaces γFINj for j ∈ N: Π =×j∈N γFINj. Π is a
compact right semigroup if equipped with the product topology and
the operation is the entrywise sum.
For k = 1, we define Σ1 ⊆ Π as the set of all sequences (qj) such
that f(qj) = qi for any i, j ∈ N and any nondecreasing surjection
f : {0, 1, . . . , j} → {0, 1, . . . , i}. We will see that Σ1 is closed and then
compact. First we have to prove that Σ1 is nonempty. For j ∈ N, we
define
Mj = {b ∈ FINj | b(n) ∈ {0, j} for all n ∈ N}.
For any j ≥ 2, fix a nondecreasing surjection
fj : {0, 1, . . . , j} → {0, 1, . . . , j − 1}.
We notice that fj is a bijection from Mj onto Mj−1. Indeed, if there
exists b1, b2 ∈ Mj such that fj ◦ b1 = fj ◦ b2, then supp(b1) = supp(b2)
because b1 and b2 either take the value 0 or j. Hence it has to be
b1 = b2. We denote by (fj+1|Mj)−1 the inverse of fj+1 restricted to
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Mj. Moreover, for any 1 < i ≤ j and a nondecreasing surjection
f : {0, 1, . . . , j} → {0, 1, . . . , i}, we can write
f |Mj = (fi+1 ◦ fi+2 ◦ . . . ◦ fj)|Mj .
In fact, since f(j) = i and fh(h) = h− 1 for any h ≥ 2, we have that,
if (f |Mj ◦ b)(n) = i, then b(n) = j and
((fi+1 ◦ . . . ◦ fj)|Mj ◦ b)(n) = ((fi+1 ◦ . . . ◦ fj)|Mj)(j) =
= ((fi+1 ◦ . . . ◦ fj−1)|Mj−1)(j − 1) =
= . . .
= ((fi+1|Mi+1)(i+ 1) = i.
Finally, let p1 be any element of γFIN1. We can define a sequence
(qj) ∈ Σ1 by letting
qj+1 = (fj+1|Mj)−1(qj).
This proves that Σ1 is nonempty. Now we claim that Σ1 is a compact
semigroup. Recall that, for any nondecreasing surjective function f :
{0, 1, . . . , j} → {0, 1, . . . , i}, its extension f : γFINj → γFINi is a
homomorphism. Hence, if (qj), (q
′
j) are sequences in Σ1,
f(qj + q
′
j) = f(qj) + f(q
′
j) = qi + q
′
i,
and the sequence (qj + q
′
j) belongs to Σ1. To show that Σ1 is compact,
we just have to notice that it is closed in Π, which is compact.
Finally, we can let (p1j) be an idempotent element of Σ1, which
exists thanks to Ellis’ Theorem.
To make it clear how the inductive step works, let us show how to
construct the sequence (p2j). Consider the set Σ2 ⊆ Π of the sequences
(qj) such that, for any i, j ∈ N and for any nondecreasing surjection
f : {0, 1, . . . , j} → {0, 1, . . . , i}, f(qj) = qi, q1 = p11, and q2+q1 = q2. As
before, we have to prove that Σ2 is nonempty. Set qj = p
1
j+p
1
j−1+. . .+p
1
1
for j ∈ N. Hence we have
f(qj) = f(p
1
j + p
1
j−1 + . . .+ p
1
1) =
= f(p1j) + f(p
1
j−1) + . . .+ (p
1
1) =
= p1i + p
1
i−1 + . . .+ p
1
1 = qi.
We have used the fact that f is an homomorphism and the inductive
step on the sequence (p1j). Moreover,
q2 + q1 = p
1
2 + p
1
1 + p
1
1 =
= p12 + p
1
1 = q2,
because p11 is idempotent by construction. It is clear, by definition,
that q1 = p
1
1. For reasons similar to those we discussed before, Σ2 is
a compact semigroup of Π. To conclude, let (p2j) be any idempotent
element of Σ2.
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We are now ready to see the inductive step in the general case. Sup-
pose that the sequences (plj) have been constructed for l = 1, 2, . . . , k−
1 satisfying properties (1), (2) and (3). We have to define the se-
quence (pkj ). Consider the compact semigroup Σk ⊆ Π of the se-
quences (qj) such that for any i, j ∈ N and any nondecreasing surjection
f : {0, 1, . . . , j} → {0, 1, . . . , i}, f(qj) = qi, qj = pk−1j for j ≤ k−1, and
qj + p
k−1
i = qj for j ∈ N and i ≤ min{k − 1, j}. We have to show that
Σk is nonempty. Set
qj = p
k−1
j + p
k−1
j−1 + . . .+ p
k−1
1 ,
for every j ∈ N. By property (3), if j ≤ k − 1 we have that qj = pk−1j .
Otherwise, if j ≥ k we have
qj = p
k−1
j + p
k−1
j−1 + . . .+ p
k−1
1 =
= pk−1j + p
k−1
j−1 + . . .+ (p
k−1
k−1 + p
k−1
k−2 + . . .+ p
k−1
1 ) =
= pk−1j + p
k−1
j−1 + . . .+ p
k−1
k−1.
Moreover, since pk−1i is idempotent for any i ∈ N, it follows from (1)
that, for any nondecreasing surjection f : {0, 1, . . . , j} → {0, 1, . . . , i},
f(qj) = f(p
k−1
j + p
k−1
j−1 + . . .+ p
k−1
1 ) =
= f(pk−1j ) + f(p
k−1
j−1) + . . .+ f(p
k−1
1 ) =
= pk−1i + . . .+ p
k−1
i + p
k−1
i−1 + . . .+ p
k−1
1 =
= pk−1i + p
k−1
i−1 + . . .+ p
k−1
1 = qi.
To conclude, it remains to notice that, for j ∈ N and i ≤ min{k−1, j},
qj + p
k−1
i = p
k−1
j + p
k−1
j−1 + . . .+ p
k−1
k−1 + p
k−1
i =
= pk−1j + p
k−1
j−1 + . . .+ p
k−1
k−1 + p
k−1
k−2 + . . .+ p
k−1
i+1 + p
k−1
i = qj.
This proves that Σk is nonempty. Now we can let (p
k
j ) be any idempo-
tent element of Σk. 
Before we see the proof of Theorem 4.3, it is convenient to introduce
the notion of ultrafilter quantifiers, which will make our formulas quite
simpler. Let φ(x) be a sentence. Let S be a set and U be an ultrafilter
on S. We define the following notation
(Ux)φ(x)⇔ {x ∈ S | φ(x) is true} ∈ U .
This notation is coherent to the idea that ultrafilters are notions of
largeness, so (Ux)φ(x) means that φ is true for U -almost all x ∈ S.
Proof of Theorem 4.3. Let U1,U2, . . . ,Uk be the cofinite idem-
potent ultrafilters constructed in Lemma 4.4. Fixed a finite colouring of
FIN[1,k], and let Ai ∈ Ui for 1 ≤ i ≤ k be a monochromatic piece of the
partition. We define, by recursion on n ∈ N, a block sequence {bn} such
that the followings hold: for any j0, . . . , jn, jn+1, jn+2 ∈ {0, 1, . . . , k}
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and any nondecreasing surjection fi : {0, 1, . . . , k} → {0, 1, . . . , ji} for
i ≤ n+ 2,
(1) f0 ◦ b0 + . . .+ fn−1 ◦ bn−1 ∈ Amax{j0,...,jn};
(2) (Uky) f0 ◦ b0 + . . .+ fn ◦ bn + fn+1 ◦ y ∈ Amax{j0,...,jn+1};
(3) (Uky)(Ukz) f0 ◦ b0 + . . . + fn ◦ bn + fn+1 ◦ y + fn+2 ◦ z ∈
Amax{j0,...,jn+2}.
Suppose that n = 0. Properties (1), (2) and (3) become
(1) f0 ◦ b0 ∈ Aj0 ;
(2) (Uky) f0 ◦ b0 + f1 ◦ y ∈ Amax{j0,j1};
(3) (Uky)(Ukz) f0 ◦ b0 + f1 ◦ y + f2 ◦ z ∈ Amax{j0,j1,j2}.
Property (1) holds because f0(Uk) = Uj0 . By our hypothesis, we have
that Amax{j0,j1} ∈ Umax{j0,j1} and, by Lemma 4.4,
Umax{j0,j1} = Uj0 + Uj1 = f0(Uk) + f1(Uk).
Now, by definition, we have that Amax{j0,j1} ∈ Umax{j0,j1} if and only if
∆ = {b ∈ FINj0 | {y ∈ FIN±j1 | f0◦b+f1◦y ∈ Amax{j0,j1}} ∈ f1(Uk)} ∈ f0(Uk).
Then, by definition of image ultrafilter, we have
∆ = {b ∈ FINk | {y | f0 ◦ b+ f1 ◦ y ∈ Amax{j0,j1}} ∈ Uk} ∈ Uk.
Similarly, we also have that Amax{j0,j1,j2} ∈ Umax{j0,j1,j2} and
Umax{j0,j1,j2} = Uj0 + Uj1 + Uj2 = f0(Uk) + f1(Uk) + f2(Uk).
Again, it follows that Amax{j0,j1,j2} ∈ Umax{j0,j1,j2} if and only if
Σ = {b | {y | {z | f0◦b+f1◦y+f2◦z ∈ Amax{j0,j1,j2}} ∈ Uk} ∈ Uk} ∈ Uk.
Since Ak ∩ ∆ ∩ Σ ∈ Uk, we can pick b0 ∈ Ak ∩ ∆ ∩ Σ which satisfies
properties (1), (2) and (3).
Now suppose that the sequence {bn} has been constructed up to n.
Property (1) is satisfied because of our definitions and the properties
of the sequence {Uk}. By the inductive hypothesis,
∆ = {y ∈ FINk | f0 ◦ b0 + . . .+fn ◦ bn+fn+1 ◦y ∈ Amax{j0,...,jn+1}} ∈ Uk,
and
Σ = {y | {z | f0◦b0+. . .+fn◦bn+fn+1◦y+fn+2◦z ∈ Amax{j0,...,jn+2}} ∈ Uk} ∈ Uk.
Thus we can pick bn+1 ∈ Ak ∩∆ ∩ Σ such that supp(bn+1) > supp(bn)
and (1),(2),(3) hold. It follows from (1) the inclusion TSj({bn}) ⊆ Aj,
and hence TSj({bn}) is monochromatic. 
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His Last Bow
I fear that Pietro Porqueddu may become like one of those come-
dians who, having outlived their time, are still tempted to make the
same jocks and quotations to their indulgent audiences. This must
cease and he must go the way of all flesh, material or imaginary. One
likes to think that there is some fantastic limbo for the children of
imagination, some strange, impossible place where Fernando Pessoa’s
eteronyms may write poems and novels, where misanthropic Boris Yell-
nikoff may criticise everyone and complain about life. Perhaps in some
humble corner of such a Valhalla, Pietro may for a time find a place,
while some other melancholic, intolerant and always-complaining friend
may fill the stage which he has vacated.
His career at University has been a (too) long one. Young gentlemen
who approach me, and ask me if Pietro is well, tell me his company
formed some of the best memories of their youth in Pisa. One is not
anxious to have one’s personal dates handled so unkindly. As a matter
of cold fact, Pietro made his debut in ”A New Room” and in ”First
Lesson”, two small booklets which appeared between 2006 and 2007. It
was in 2008 that ”The Pink Cross”, the first of the long series of short
stories, appeared in Boring Lives. The public seemed appreciative and
desirous of more, so that from that date, ten years ago, they have been
produced in a broken series which now contains no fewer than fifty-
six stories. And there remains this fictional mathematical work I have
been working on during the last few months, which is here produced
under the title of ”Gowers’ Ramsey Theorem”.
He began his adventures in summer 2006, carried it through the
undergraduate courses, and has managed to hold his own little niche
even in these feverish days until graduation. Thus it would be true
to say that those who first read of him, as young men and women,
have lived to see their own grown-up brothers and sisters following the
same adventures in the same magazine. It is a striking example of the
patience and loyalty of the public in Pisa. I had fully determined at the
conclusion of ”Check Point” to an end, as I felt that my energies should
not be directed too much into mathematics. That beardy, sardonic-
smiling face and lame, goofy figure were taking up an undue share
of my health. I almost did the deed, but fortunately no coroner had
pronounced upon the remains, and so, after a very short interval, it
was not difficult for me to respond to the flattering demand and to
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explain my rash act away. I have never regretted it, for I have not
in actual practice found that these lighter sketches have prevented me
from exploring and finding my limitations in such varied branches of
mathematics. Had Pietro never existed I could not have done more,
though he may perhaps have stood a little in the way of other possible
carriers.
And so, Dear Friends, farewell to Pietro Porqueddu! I thank you for
your past constancy, and can but hope that some return has been made
in the shape of that distraction from the worries of life and stimulating
change of thought which can only be found in the sacred kingdom of
friendship. 1
Faithfully Yours,
Tome´ Oqueve
(Thinker, writer and amateur mathematician)
P.S.
Two special thanks are due. Fist to my parents, my brother and
my family, who have always believed in me despite my bad temper,
and my difficulties. Second, to Prof. Mauro di Nasso for his patience
and help, and for having introduced me to the Theory of Ultrafilters.
Well, let’s make it three. Thanks to all my friends for their support
and their company.
1These few paragraphs are an adaptation of the preface to ”The case book of
Sherlock Holmes” by Arthur Conan Doyle.
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