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ABSTRACT
We examine multiphoton production in the electroweak sector of the
Standard Model in the high energy limit using the equivalence theorem in
combination with spinor helicity techniques. We obtain recursion relations
for currents consisting of a charged scalar, spinor, or vector line that radiates
n photons. Closed form solutions to these recursion relations for arbitrary
n are presented for the cases of like-helicity and one unlike-helicity photon
production. We apply the currents singly and in pairs to obtain amplitudes
for processes involving the production of n photons with up to two unlike
helicities from a pair of charged particles. The replacement of one or more
photons by transversely polarized Z-bosons is also discussed.
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2I. INTRODUCTION
In this paper we will continue a study of the high energy scatterings involv-
ing many vector bosons and Higgs bosons in a spontaneously symmetry-broken
gauge theory begun in reference [1]. In particular, we will consider the Weinberg-
Salam-Glashow model [2], with a focus upon processes involving an arbitrary
number of photons, plus a pair of charged particles (W+W−, ℓ±W∓, or ℓ+ℓ−),
and possibly a Z, Higgs boson, or neutrino. This work is a generalization of the
analysis of Berends and Giele [3], who discussed the case of electron-positron
annihilation to n photons, with one photon of opposite helicity. Kleiss and Stir-
ling [4 ] have examined this process for an arbitrary helicity configuration. Their
result is presented in a form which is convenient for numerical evaluation. The
special cases for n < 4 have been studied in detail by the CALCUL collabora-
tion [5].
The work here and in reference [1] is based upon three main ideas. First,
we employ the equivalence theorem [6], which allows us to identify the longitudi-
nal degrees of freedom of the W± and Z bosons with the corresponding would-be
Goldstone bosons φ± and φ2, up to corrections of the order of the vector boson
mass divided by the center-of-mass energy. Second, the multispinor representa-
tion of a vector field [7, 8, 9, 10] allows us to treat fermions and vector bosons
on an equal footing by replacing the conventional Lorentz 4-vector with a second
rank spinor which may be thought of as a combination of two spin-12 objects.
We will use Weyl-van der Waerden spinors in this work (see Appendix A for a
summary of our conventions). The final essential tool in our analysis is the use
of recursion relations [1,3].
3Whereas reference [1] seeks to produce a general analysis which is valid for
an arbitrary non-Abelian group U(N), for our purpose it is more convenient to
treat the Weinberg-Salam-Glashow model as if it were merely the quantum elec-
trodynamics of three types of charged particles (scalar, spinor, and vector), plus
additional interactions which will be handled as they are needed. The couplings
are determined by the SU(2)×U(1) symmetry present in the standard electroweak
model. In addition, there are the neutral particles (Higgs, neutrino, and Z) in
the broken symmetry group which must be accounted for. There are several rea-
sons for examining multiphoton processes in the Weinberg-Salam-Glashow model
apart from the U(N) formalism. The more direct approach eliminates the group
factors present in the expressions derived using the U(N) formalism, simplifying
some aspects of the calculation. In addition, the SU(2)–U(1) mixing is explicitly
accounted for. If we were to use U(N) formalism, an appropriate linear combi-
nation of amplitudes would be required to discuss the scattering of W ’s, Z’s and
photons, instead of A’s and B’s. Furthermore, for processes that involve only a
few W ’s and Z’s, it is more economical to take care of these particles directly
rather than by the full machinery of the U(N) formalism. For example, consider
processes such as
e+e− −→W+W−γ . . . γ. (1.1)
The exchanged particle, which must be neutral, contributes only a propagator
to the amplitude. This more direct approach allows us to obtain results for
somewhat more complicated helicity configurations.
This paper lays the groundwork for considering processes such as (1.1).
In Section 2 we introduce currents consisting of a charged line plus n photons.
The charged line may have spin 0, representing the would-be Goldstone bosons
φ±, spin 12 , representing charged leptons, or spin 1, representing the transverse
4degrees of freedom of the W bosons. All of the photons are on shell, but only
one end of the charged line is on shell. We exploit the Bose symmetry enjoyed
by the photons to write the recursion relations for these currents in the form of
a sum over permutations of the photons. In Section 3, we present closed-form
solutions to the recursion relations for two special helicity configurations: those
with all like-helicity bosons, and those that contain a single opposite-helicity bo-
son. All of these currents may be written in terms of a single function. This
product may be simplified by taking advantage of the explicit sum on permuta-
tions appearing in the expression for the current. As in the U(N) case, we find
that currents with differing spins are connected by a simple proportionality [1].
In Section 4, we present the various on-shell scattering amplitudes which may be
obtained from the currents taken either singly or in pairs. When two currents
are combined, we can insert a photon of either helicity at the joint. Thus, we are
able to produce amplitudes with as many as two unlike helicity photons. We find
that for the simplest helicity configurations leading to non-vanishing amplitudes,
the supersymmetric-like relations remain simple proportionalities. When more
complicated amplitudes are constructed, however, we find that they share the
same over-all structure, but without simple proportionalities connecting them.
We finish this section with a discussion of processes in which some of the pho-
tons are replaced by transversely polarized Z-bosons. Section 5 contains a few
concluding remarks.
II. THE RECURSION RELATIONS
In this section we will review the recursion relation of Berends and Giele [3]
for a charged fermion line with an arbitrary number of photons attached. We
5will then generalize their work to include the cases of a charged vector (WT ) or
scalar (WL) line.
2.1 The fermion currents
We start by defining the tree-level fermion current ψ¯(p; 1, 2, . . . , n). Taking
the convention that all momenta flow into the diagram, we define this current
to have an on-shell positron of momentum p, n on-shell photons of momenta
k1, k2, . . . , kn, and an off-shell electron with momentum q = −(p+k1+k2+ · · ·+
kn) ≡ −[p + κ(1, n)]. The n photons are attached in all possible ways. Berends
and Giele [3] obtain the following recursion relation for this quantity:
ψ¯(p; 1, 2, . . . , n) = −e
n∑
j=1
ψ¯(p; 1, . . . , j−1, j+1, . . . , n)ǫ/(j) 1
p/+ κ/(1, n)
. (2.1)
In the massless limit being considered here, the helicity of each fermion line is
conserved. Thus, when we translate to multispinor formalism using the replace-
ment rules (A.20), we obtain two distinct quantities with very similar recursion
relations:
ψ¯α˙(p
+; 1, 2, . . . , n) =
= −e
√
2
n∑
j=1
ψ¯
β˙
(p+; 1, . . . , j−1, j+1, . . . , n)ǫ¯β˙β(j) [p+ κ(1, n)]βα˙
[p+ κ(1, n)]2
(2.2)
ψ¯α(p−; 1, 2, . . . , n) =
= −e
√
2
n∑
j=1
ψ¯β(p−; 1, . . . , j−1, j+1, . . . , n)ǫ
ββ˙
(j)
[p¯+ κ¯(1, n)]β˙α
[p+ κ(1, n)]2
,
(2.3)
where the superscript signs denote the helicity of the positron. As we will see
later, the main difference between the solutions of (2.2) and (2.3) is their spinor
structure.
We also define ψ(1, 2, . . . , n; q), which has an on-shell electron of momen-
tum q, n on-shell photons of momenta k1, k2, . . . , kn, and an off-shell positron with
6momentum p = −[κ(1, n)+q]. This quantity is simply related to ψ¯(p; 1, 2, . . . , n),
as can be seen immediately from the appropriate recursion relations, which may
be written down in analogous fashion to (2.1). The connection is
ψα˙(1, 2, . . . , n; q+) = (−1)nψ¯α˙(q+; 1, 2, . . . , n) (2.4)
ψα(1, 2, . . . , n; q
−) = (−1)nψ¯α(q−; 1, 2, . . . , n), (2.5)
which is precisely what one would anticipate from the requirements of charge-
conjugation symmetry.
2.2 The vector currents
Next, we define currents to represent the transverse polarizations of the
W bosons. The quantity W µ(P ; 1, 2, . . . , n) describes an on-shell W+ of momen-
tum P , n on-shell photons of momenta k1, k2, . . . , kn, and an off-shell W
− with
momentum Q = −[P + κ(1, n)]. This definition gives us
W µ(P ; 1, 2, . . . , n) =
=
n∑
j=1
Wλ(P ; 1, . . . , j−1, j+1, . . . , n)
× (−ie)V λµν [P + κ(1, j−1) + κ(j+1, n),−P − κ(1, n), kj]
× −iǫν(j)
[P + κ(1, n)]2
+
n−1∑
j=1
n∑
ℓ=j+1
Wλ(P ; 1, . . . , j−1, j+1, . . . , ℓ−1, ℓ+1, . . . , n)
× (−ie2Sλµνκ) −iǫν(j)ǫκ(ℓ)
[P + κ(1, n)]2
,
(2.6)
where we have used the notations
V λµν(k1, k2, k3) = g
λµ(k1 − k2)ν + gµν(k2 − k3)λ + gνλ(k3 − k1)µ (2.7)
to designate the three-point vertex function and
Sλµνκ = 2gλµgνκ − gλκgµν − gλνgµκ (2.8)
7for the seagull vertex function. The first term W µ1 of (2.6) corresponds to all
possible ways of adding a single photon to a (n − 1)-photon current, while the
second term W µ2 adds two photons at seagull vertices to a (n−2)-photon current
in all possible ways.
If we insert the definition (2.7) into W µ1 we obtain
W µ1 =
−e
[P + κ(1, n)]2
×
n∑
j=1
{
2W µ(P ; 1, . . . , j−1, j+1, . . . , n) ǫ(j) · [P + κ(1, n)]
− ǫµ(j)W (P ; 1, . . . , j−1, j+1, . . . , n) · [P + κ(1, n) + kj ]
+ ǫ(j) ·W (P ; 1, . . . , j−1, j+1, . . . , n) [2kj − P − κ(1, n)]µ
}
,
(2.9)
where we have made use of the gauge condition km · ǫ(m) = 0. The current W is
conserved, in that it satisfies the property
[P + κ(1, n)] ·W (P ; 1, 2, . . . , n) = 0 (2.10)
(see Appendix B). Thus, (2.9) may be rewritten as
W µ1 =
−e
[P + κ(1, n)]2
×
n∑
j=1
{
2ǫ(j) · [P + κ(1, n)− kj]W µ(P ; 1, . . . , j−1, j+1, . . . , n)
− 2kj ·W (P ; 1, . . . , j−1, j+1, . . . , n) ǫµ(j)
+ ǫ(j) ·W (P ; 1, . . . , j−1, j+1, . . . , n) [kj − [P+κ(1, n)−kj ]]µ
}
,
(2.11)
which is easily recognized as being equivalent to
W µ1 =
−e
[P + κ(1, n)]2
n∑
j=1
[ǫ(j),W (P ; 1, . . . , j−1, j+1, . . . , n)]µ. (2.12)
In (2.12) the square brackets, defined by
[J(1), J(2)]µ = 2k2 · J(1)Jµ(2)− 2k1 · J(2)Jµ(1)+ J(1) · J(2) (k1− k2)µ, (2.13)
8represent the same function occurring in the discussion of U(N) recursion rela-
tions [1,3].
If we perform the contractions indicated in the second term of (2.6), we
obtain
W µ2 =
−e2
[P + κ(1, n)]2
×
n−1∑
j=1
n∑
ℓ=j+1
{
2ǫ(j) · ǫ(ℓ)W µ(P ; 1, . . . , j−1, j+1, . . . , ℓ−1, ℓ+1, . . . , n)
− ǫ(ℓ) ·W (P ; 1, . . . , j−1, j+1, . . . , ℓ−1, ℓ+1, . . . , n) ǫµ(j)
− ǫ(j) ·W (P ; 1, . . . , j−1, j+1, . . . , ℓ−1, ℓ+1, . . . , n) ǫµ(ℓ)
}
,
(2.14)
which may be written
W µ2 =
−e2
[P + κ(1, n)]2
×
n−1∑
j=1
n∑
ℓ=j+1
{ǫ(j),W (P ; 1, . . . , j−1, j+1, . . . , ℓ−1, ℓ+1, . . . , n), ǫ(ℓ)}µ.
(2.15)
The curly brackets in (2.15) are again the same four-point function appearing in
references [1] and [3], namely
{J(1), J(2), J(3)}µ = J(1) · [J(3)Jµ(2)− J(2)Jµ(3)]
− J(3) · [J(2)Jµ(1)− J(1)Jµ(2)].
(2.16)
Thus, the recursion relation for W (P ; 1, 2, . . . , n) reads
W (P ; 1, 2, . . . , n) =
=
−e
[P + κ(1, n)]2
[ n∑
j=1
[ǫ(j),W (P ; 1, . . . , j−1, j+1, . . . , n)]
+ e
n−1∑
j=1
n∑
ℓ=j+1
{ǫ(j),W (P ; 1, . . . , j−1, j+1, . . . , ℓ−1, ℓ+1, . . . , n), ǫ(ℓ)}
]
.
(2.17)
9We define a current with an on-shell W− in analogous fashion, and denote
it by Wµ(1, 2, . . . , n;Q). Following the same procedure as before, we obtain the
recursion relation
W (1, 2, . . . , n;Q) =
=
e
[κ(1, n) +Q]2
[ n∑
j=1
[ǫ(j),W (1, . . . , j−1, j+1, . . . , n;Q)]
− e
n−1∑
j=1
n∑
ℓ=j+1
{ǫ(j),W (1, . . . , j−1, j+1, . . . , ℓ−1, ℓ+1, . . . , n;Q), ǫ(ℓ)}
]
.
(2.18)
Intuitively, we expect to find that
W (1, 2, . . . , n;Q) = (−1)nW (Q; 1, 2, . . . , n), (2.19)
since the only difference between these two currents is the charge of the line to
which we have attached the n photons. This is obviously true for n = 0 and
n = 1. For n > 1, we proceed inductively. Assuming (2.19) to be true, we have,
using (2.18),
W (1, 2, . . . , n;Q) =
=
e
[κ(1, n) +Q]2
[
(−1)n−1
n∑
j=1
[ǫ(j),W (Q; 1, . . . , j−1, j+1, . . . , n)]
− (−1)n−2e
n−1∑
j=1
n∑
ℓ=j+1
{ǫ(j),W (Q; 1, . . . , j−1, j+1, . . . , ℓ−1, ℓ+1, . . . , n), ǫ(ℓ)}
]
= (−1)nW (Q; 1, 2, . . . , n),
(2.20)
which proves (2.19).
2.3 The scalar currents
Finally, we define currents to represent the longitudinal polarizations of
the W bosons. By the equivalence theorem [6], these are associated with the
would-be Goldstone bosons φ+ and φ−. The quantity Φ(P ; 1, 2, . . . , n) represents
10
an on-shell φ+ of momentum P , n on-shell photons of momenta k1, k2, . . . , kn,
and an off-shell φ− with momentum Q = −[P +κ(1, n)]. The vertices in this case
are so simple that we can immediately write down the recursion relation
Φ(P ; 1, 2, . . . , n) =
=
−e
[P + κ(1, n)]2
[ n∑
j=1
2[P + κ(1, n)] · ǫ(j)Φ(P ; 1, . . . , j−1, j+1, . . . , n)
+ 2e
n−1∑
j=1
n∑
ℓ=j+1
ǫ(j) · ǫ(ℓ)Φ(P ; 1, . . . , j−1, j+1, . . . , ℓ−1, ℓ+1, . . . , n)
]
,
(2.21)
where we define
Φ(P ) ≡ 1. (2.22)
Likewise, when the φ+ is off shell we obtain
Φ(1, 2, . . . , n;Q) =
=
−e
[κ(1, n) +Q]2
[ n∑
j=1
2[κ(1, n) +Q] · ǫ(j)Φ(1, . . . , j−1, j+1, . . . , n;Q)
+ 2e
n−1∑
j=1
n∑
ℓ=j+1
ǫ(j) · ǫ(ℓ)Φ(1, . . . , j−1, j+1, . . . , ℓ−1, ℓ+1, . . . , n;Q)
]
.
(2.23)
These currents are related to each other in the expected manner:
Φ(1, 2, . . . , n;Q) = (−1)nΦ(Q; 1, 2, . . . , n). (2.24)
The proof of (2.24) is virtually identical to the one for (2.19).
2.4 Permutation symmetric form of the recursion relations
All of the currents which we we have defined consist of a charged line plus n
photons attached to that line in all possible ways. This means that by definition
these currents are symmetric with respect to the permutation of their photon
arguments (momentum and helicity labels together). So, the exact order of the
photon arguments doesn’t matter, only their momentum and helicity content.
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This allows us to write all of the recursion relations in a manifestly permutation
symmetric form. If we define the notation P(1 . . . n) to tell us to sum over all
permutations of the labels (1, . . . , n), (2.2) becomes
ψ¯α˙(p
+; 1, 2, . . . , n) =
= −e
√
2
n∑
ℓ=1
∑
P(1...ℓ−1 ℓ+1...n)
1
(n− 1)!
× ψ¯
β˙
(p+; 1, . . . , ℓ−1, ℓ+1, . . . , n)ǫ¯β˙β(ℓ) [p+ κ(1, n)]βα˙
[p+ κ(1, n)]2
= −e
√
2
∑
P(1...n)
1
(n− 1)! ψ¯β˙(p
+; 1, 2, . . . , n−1)ǫ¯β˙β(n) [p+ κ(1, n)]βα˙
[p+ κ(1, n)]2
,
(2.25)
with a similar result corresponding to (2.3). Likewise, (2.17) and (2.21) may be
rewritten as
W (P ; 1, 2, . . . , n) =
=
−e
[P + κ(1, n)]2
[ ∑
P(1...n)
1
(n− 1)! [ǫ(n),W (P ; 1, 2, . . . , n−1)]
+ e
∑
P(1...n)
1
2! (n− 2)! {ǫ(n−1),W (P ; 1, 2, . . . , n−2), ǫ(n)}
] (2.26)
and
Φ(P ; 1, 2, . . . , n) =
=
−e
[P + κ(1, n)]2
[ ∑
P(1...n)
1
(n− 1)!2[P+κ(1, n)] · ǫ(n)Φ(P ; 1, 2, . . . , n−1)
+ 2e
∑
P(1...n)
1
2! (n− 2)! ǫ(n−1) · ǫ(n)Φ(P ; 1, 2, . . . , n−2)
]
.
(2.27)
We will find that the permutation symmetric forms of the recursion relations are
often more useful than their “direct” counterparts.
III. SOLUTIONS TO THE RECURSION RELATIONS
In this section we present closed form solutions to the recursion relations
for two special helicity configurations. The first is the case where all of the boson
12
helicities are the same, while the second allows one of the boson helicities to be
different. There is no restriction on the helicity of the fermions in the fermionic
currents.
As in the U(N) case [1], we will find that there are supersymmetric-like
relations among the currents. That is, currents involving charged lines of differing
spins will be connected by a simple proportionality.
3.1 Like helicity currents
We consider a configuration with n like helicity photons. For concreteness,
let the photons all have positive helicity. A current with all negative helicity
photons may be obtained by complex conjugation. Our choice of gauge spinor
for this configuration is the same one used in the discussion of the U(N) formalism
[1,3]. That is,
ǫαα˙(j
+) =
uα(g)u¯α˙(kj)
〈j g〉 , (3.1)
where g2 = 0, but is otherwise arbitrary. As a consequence of this choice,
ǫαα˙(i
+)ǫ¯α˙α(j+) = 0. (3.2)
3.1.1 The scalar current
Consider first the scalar current with n like-helicity photons attached.
Because of (3.2), the seagull contributions to the recursion relation (2.27) all
vanish, leaving just
Φ(P ; 1+, . . . , n+) =
= −e
√
2
∑
P(1...n)
1
(n− 1)!
u¯
β˙
(kn)[P¯ + κ¯(1, n)]
β˙βuβ(g)
〈n g〉 [P + κ(1, n)]2 Φ(P ; 1
+, . . . , (n−1)+).
(3.3)
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If we iterate (3.3), we can obtain the following product form for the solution
Φ(P ; 1+, . . . , n+) = (−e
√
2)n
∑
P(1...n)
Φ(P )
n∏
ℓ=1
u¯
β˙
(kℓ)[P¯ + κ¯(1, ℓ)]
β˙βuβ(g)
〈ℓ g〉 [P + κ(1, ℓ)]2 . (3.4)
The product appearing inside the permutation sum is universal in the sense that
we will encounter it several times in our solutions for various helicity configura-
tions. In Appendix D, we show that
Ξ(j, n) ≡
∑
P(j...n)
n∏
ℓ=j
u¯
β˙
(kℓ)[P¯ + κ¯(1, ℓ)]
β˙βuβ(g)
〈ℓ g〉 [P + κ(1, ℓ)]2
=
∑
P(j...n)
[P + κ(1, j−1)]2
〈g|j, . . . , n|g〉
n∑
ℓ=j
uα(g)Πα
β(P, 1, 2, . . . , ℓ)uβ(g).
(3.5)
In (3.5) we have defined the pole factor
Πα
β(P, 1, 2, . . . , ℓ) ≡ (kℓ)αα˙[P¯ + κ¯(1, ℓ)]
α˙β
[P + κ(1, ℓ−1)]2[P + κ(1, ℓ)]2 (3.6)
as well as the notation
〈g|1, 2, . . . , n|g〉 ≡ 〈g 1〉〈1 2〉 · · · 〈n g〉. (3.7)
We note the following basic properties of 〈g|1, 2, . . . , n|g′〉:
〈g| |g′〉 ≡ 〈g g′〉 (3.8a)
〈g|1, 2, . . . , j−1|j〉〈j|j+1, j+2, . . . , n|g′〉 = 〈g|1, 2, . . . , n|g′〉 (3.8b)
〈g′|n, n−1, . . . , 1|g〉 = (−1)n−1〈g|1, 2, . . . , n|g′〉. (3.8c)
Two useful identities involving the pole factor are developed in Appendix C.
In the present case, we notice that (3.4) is simply n powers of the coupling
constant times Ξ(1, n). Thus, we may write
Φ(P ; 1+, . . . , n+) = (−e
√
2)nΞ(1, n)
= (−e
√
2)n
∑
P(1...n)
P 2
〈g|1, . . . , n|g〉
n∑
ℓ=1
uα(g)Πα
β(P, 1, 2, . . . , ℓ)uβ(g).
(3.9)
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Because P 2 = 0, the only surviving piece of (3.9) is the ℓ = 1 term, as it is the
only term with a compensating pole 1/P 2. So, after a few minor cancellations,
we end up with the much simpler form
Φ(P ; 1+, . . . , n+) = (−e
√
2)n
∑
P(1...n)
〈P g〉
〈P |1, . . . , n|g〉 . (3.10)
3.1.2 The fermion currents
Next, let us consider the fermion current ψ¯α˙(p
+; 1+, . . . , n+). Using the
choice (3.1) for the polarization spinors, (2.25) reads
ψ¯α˙(p
+; 1+, . . . , n+) =
= −e
√
2
∑
P(1...n)
1
(n− 1)! u¯
β˙(kn)ψ¯β˙(p
+; 1+, . . . , (n−1)+)u
β(g)[p+ κ(1, n)]βα˙
〈n g〉 [p+ κ(1, n)]2 .
(3.11)
We may write the zero-photon current as
ψ¯α˙(p
+) = u¯α˙(p) =
uβ(g)pβα˙
〈g p〉 . (3.12)
The presence of an explicit factor of uβ(g)[p+κ(1, n)]βα˙ on the right hand side of
(3.11) suggests the following ansatz for the spinor structure of ψ¯α˙(p
+; 1+, . . . , n+):
ψ¯α˙(p
+; 1+, . . . , n+) = uβ(g)[p+ κ(1, n)]βα˙Y (p
+; 1+, . . . , n+). (3.13)
This is obviously true for n = 0 with
Y (p+) =
−1
〈p g〉 . (3.14)
The inductive proof for this ansatz is trivial. Assuming (3.13) to be correct for
n− 1 photons, (3.11) becomes
ψ¯α˙(p
+; 1+, . . . , n+) =
= −e
√
2
∑
P(1...n)
1
(n− 1)!
uβ(g)[p+ κ(1, n−1)]
ββ˙
u¯β˙(kn)
〈n g〉 [p+ κ(1, n)]2
× Y (p+; 1+, . . . , (n−1)+)uα(g)[p+ κ(1, n)]αα˙.
(3.15)
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So, we see that the ansatz is true provided that
Y (p+; 1+, . . . , n+) =
= −e
√
2
∑
P(1...n)
1
(n− 1)!
u¯
β˙
(kn)[p¯+ κ¯(1, n)]
β˙βuβ(g)
〈n g〉 [p+ κ(1, n)]2 Y (p
+; 1+, . . . , (n−1)+).
(3.16)
We immediately recognize (3.16) as the same recursion relation (3.3) obtained
for Φ(P ; 1+, . . . , n+). Thus we can immediately write
Y (p+; 1+, . . . , n+) =
Y (p+)
Φ(p)
Φ(p; 1+, . . . , n+). (3.17)
This is the first of the supersymmetry relations among the currents. So, the final
result for ψ¯α˙(p
+; 1+, . . . , n+) reads
ψ¯α˙(p
+; 1+, . . . , n+) = (−e
√
2)n
∑
P(1...n)
−uβ(g)[p+ κ(1, n)]βα˙
〈p|1, 2, . . . , n|g〉 . (3.18)
For fermions of negative helicity, we have the following recursion relation:
ψ¯α(p−; 1+, . . . , n+) =
= −e
√
2
∑
P(1...n)
1
(n− 1)! ψ¯
β(p−; 1+, . . . , (n−1)+)uβ(g)
u¯
β˙
(kn)[p¯+ κ¯(1, n)]
β˙α
〈n g〉 [p+ κ(1, n)]2 .
(3.19)
In this case, we define
Z(p−; 1+, . . . , n+) ≡ uα(g)ψ¯α(p−; 1+, . . . , n+), (3.20)
because (3.19) implies that Z(p−; 1+, . . . , n+) satisfies a simple recursion relation,
namely
Z(p−; 1+, . . . , n+) =
= −e
√
2
∑
P(1...n)
1
(n− 1)!Z(p
−; 1+, . . . , (n−1)+)
u¯
β˙
(kn)[p¯+ κ¯(1, n)]
β˙αuα(g)
〈n g〉 [p+ κ(1, n)]2 .
(3.21)
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We again recognize the recursion (3.3), this time satisfied by Z(p−; 1+, . . . , n+).
Hence
Z(p−; 1+, . . . , n+) =
Z(p−)
Φ(p)
Φ(p; 1+, . . . , n+), (3.22)
where Z(p−) ≡ 〈p g〉, according to (3.20). Note that we still must insert the
result for Z(p−; 1+, . . . , n+) back into (3.19) to obtain ψ¯α(p−; 1+, . . . , n+). How-
ever, this is a straightforward algebraic manipulation which closely follows the
procedure used in Appendix D (cf. equations (D.11)–(D.26)), although with not
all of the complications encountered there. The result is
ψ¯α(p−; 1+, . . . , n+) = (−e
√
2)n
∑
P(1...n)
uα(p) 〈p g〉
〈p|1, 2, . . . , n|g〉 . (3.23)
Berends and Giele [3] have presented a solution for the fermion current
with all like photon helicities which is already summed over permutations, with
the gauge choice g = p. It is not hard to generalize their proof to the gauge used
here. The results of doing this yield
ψ¯α˙(p
+; 1+, . . . , n+) = −(−e
√
2)nuβ(g)[p+ κ(1, n)]βα˙
〈p g〉n−1
n∏
j=1
〈p|j|g〉
. (3.24)
Comparison of (3.24) with (3.18) recovers the identity [11]
∑
P(1...n)
1
〈p|1, 2, . . . , n|g〉 =
〈p g〉n−1
n∏
j=1
〈p|j|g〉
. (3.25)
3.1.3 The transverse W current
Finally, we consider the transverse W current W(P+; 1+, . . . , n+). We
must choose a gauge spinor for the on-shell W boson. The natural choice is to
set
Wαα˙(P+) = uα(g)u¯α˙(P )〈P g〉 , (3.26)
17
so that W(P+) contracted into any of the other polarizations vanishes, as in
(3.2). This choice of polarization spinor has two nice consequences:
ǫ(m+) ·W (P+; 1+, . . . , n+) = 0 (3.27)
and
{ǫ(ℓ+),W (P+; 1+, . . . , n+), ǫ(m+)} = 0. (3.28)
These relations are true for any choice of ℓ, m and n. These simplifications allow
us to write the recursion relation (2.26) in a shorter form:
Wαα˙(P+; 1+, . . . , n+) = −e
√
2
∑
P(1...n)
1
(n− 1)!
[P + κ(1, n)]
ββ˙
[P + κ(1, n)]2
×
[
ǫ¯β˙β(n+)Wαα˙(P+; 1+, . . . , (n−1)+)
−W β˙β(P+; 1+, . . . , (n−1)+)ǫαα˙(n+)
]
.
(3.29)
Noting that we may rewrite (3.26) as
Wαα˙(P+) = uα(g)u
β(g)Pβα˙
〈P g〉 〈g P 〉 , (3.30)
and from (3.29) we have
Wαα˙(P+; 1+) = −e
√
2
uα(g)u
β(g)(P + k1)βα˙
〈g P 〉〈P 1〉〈1 g〉 , (3.31)
suggests the following ansatz:
Wαα˙(P+; 1+, . . . , n+) = uα(g)uβ(g)[P + κ(1, n)]βα˙X(P+; 1+, . . . , n+). (3.32)
We prove this ansatz and obtain a recursion relation for X(P+; 1+, . . . , n+) by
induction. For n = 0 and n = 1, (3.30) and (3.31) tells us that
X(P+) =
−1
〈P g〉2 (3.33a)
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X(P+; 1+) = −e
√
2
−1
〈P g〉〈P 1〉〈1 g〉 . (3.33b)
For n ≥ 2,
Wαα˙(P+; 1+, . . . , n+) = −e
√
2
∑
P(1...n)
1
(n− 1)!
X(P+; 1+, . . . , (n−1)+)
〈n g〉 [P + κ(1, n)]2
×
{
uβ(g)[P + κ(1, n)]
ββ˙
u¯β˙(kn)uα(g)u
γ(g)[P + κ(1, n−1)]γα˙
+ uβ(g)[P + κ(1, n)]
ββ˙
[P¯ + κ¯(1, n−1)]β˙γuγ(g)uα(g)u¯α˙(kn)
}
.
(3.34)
The quantity in curly brackets may be simplified using (A.6) to give
uα(g){uβ(g)[P + κ(1, n)]ββ˙u¯β˙(kn)uγ(g)[P + κ(1, n−1)]γα˙
+ uβ(g)k
nββ˙
[P¯ + κ¯(1, n)]β˙γuγ(g)u¯α˙(kn)}
= uα(g)u¯β˙(kn)[P¯ + κ¯(1, n)]
β˙γuγ(g)
× {uβ(g)[P + κ(1, n−1)]βα˙ + uβ(g)knβα˙}
= uα(g)u
β(g)[P + κ(1, n)]βα˙ u¯β˙(kn)[P¯ + κ¯(1, n)]
β˙γuγ(g).
(3.35)
If we insert (3.35) into (3.34), we see that the following recursion relation for
X(P+; 1+, . . . , n+) is implied:
X(P+; 1+, . . . , n+) =
= −e
√
2
∑
P(1...n)
1
(n− 1)!
u¯
β˙
(kn)[P + κ(1, n)]
β˙βuβ(g)
〈n g〉 [P + κ(1, n)]2 X(P
+; 1+, . . . , (n−1)+).
(3.36)
Since this is the same recursion as (3.3), we have yet another supersymmetry
relation:
X(P+; 1+, . . . , n+) =
X(P+)
Φ(P )
Φ(P ; 1+, . . . , n+). (3.37)
Putting everything together, we have
Wαα˙(P+; 1+, . . . , n+) = (−e
√
2)n
∑
P(1...n)
−uα(g)uβ(g)[P + κ(1, n)]βα˙
〈P g〉 〈P |1, 2, . . . , n|g〉 . (3.38)
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3.2 Currents with one unlike helicity
We now allow one of the gauge bosons to have opposite helicity from the
rest. This leads us to investigate Φ(P ; I−, 2+, . . . , n+), ψ¯(p+; I−, 2+, . . . , n+),
ψ¯(p−; I−, 2+, . . . , n+), W(P+; I−, 2+, . . . , n+), and W(P−; 1+, 2+, . . . , n+). The
first four of these currents turn out to be closely related, while the fifth is some-
what different. In each of the five cases it will be convenient to choose the gauge
momentum g of the positive helicity bosons to be equal to the momentum of
the negative helicity boson [1,3]. The gauge momentum of the negative helicity
boson is left as an arbitrary null vector h.
3.2.1 The scalar current
We begin our discussion with the scalar current Φ(P ; I−, 2+, . . . , n+). Note
that the negative helicity photon is labelled with momentum kI , not k1. This
distinction will be useful later.
The gauge choice described in the introduction to this section reads
ǫαα˙(I
−) =
uα(kI)u¯α˙(h)
〈I h〉∗ (3.39a)
ǫαα˙(j
+) =
uα(kI)u¯α˙(kj)
〈j I〉 . (3.39b)
Note that, as when we were considering currents with all like helicities, all dot
products between pairs of polarization vectors vanish:
ǫαα˙(I
−)ǫ¯α˙α(j+) = ǫαα˙(j+)ǫ¯α˙α(m+) = 0. (3.40)
As a result, the recursion relation for this current will not contain any seag-
ull terms. Because the helicity of the first photon is different from the others,
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however, it is convenient to recast the surviving piece of (2.27) in a form which
separates out this photon explicitly:
Φ(P ; I−, 2+, . . . , n+) =
= −e
√
2
∑
P(2...n)
u¯α˙(h)[P¯+k¯I+κ¯(2, n)]
α˙αuα(kI)
(n−1)! 〈I h〉∗ [P+kI+κ(2, n)]2
Φ(P ; 2+, . . . , n+)
−e
√
2
∑
P(2...n)
u¯α˙(kn)[P¯+k¯I+κ¯(2, n)]
α˙αuα(kI)
(n−2)! 〈n I〉 [P+kI+κ(2, n)]2 Φ(P ; I
−, 2+, . . . , (n−1)+).
(3.41)
Note that we have made use of the permutation symmetry among the positive
helicity photons to relabel the n−1 terms involving ǫ(2+), ǫ(3+),. . ., ǫ(n+) onto
a single term. The one-photon current implied by this expression is
Φ(P ; I−) = −(−e
√
2)
〈h P 〉∗
〈h|I|P 〉∗ . (3.42)
If we insert the known solution for Φ(P ; 2+, . . . , n+) (equation (3.10) with
g = kI) into (3.41), we get
Φ(P ; I−, 2+, . . . , n+) =
= (−e
√
2)n
∑
P(2...n)
u¯α˙(P )[P¯ + k¯I + κ¯(2, n)]
α˙αuα(kI)
〈I P 〉∗ [P + kI + κ(2, n)]2
〈P I〉
〈P |2, . . . , n|I〉
−e
√
2
∑
P(2...n)
u¯α˙(kn)[P¯ + k¯I + κ¯(2, n)]
α˙αuα(kI)
(n−2)! 〈n I〉 [P + kI + κ(2, n)]2 Φ(P ; I
−, 2+, . . . , (n−1)+),
(3.43)
where we have set h = P . This restriction on the gauge of the negative helicity
photon will be removed later.
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We iterate equation (3.43) until the right hand side contains Φ(P ; I−),
which, according to (3.42), vanishes when h = P . This gives us
Φ(P ; I−, 2+, . . . , n+) =
= (−e
√
2)n
∑
P(2...n)
u¯α˙(P )[P¯ + k¯I + κ¯(2, n)]
α˙αuα(kI)
〈I P 〉∗ [P + kI + κ(2, n)]2
〈P I〉
〈P |2, . . . , n|I〉
+ (−e
√
2)n
∑
P(2...n)
n∑
j=3
u¯α˙(P )[P¯ + k¯I + κ¯(2, j−1)]α˙αuα(kI)
〈I P 〉∗ [P + kI + κ(2, j−1)]2
〈P I〉
〈P |2, . . . , j−1|I〉
×
∑
P(j...n)
n∏
ℓ=j
u¯α˙(kℓ)[P¯ + k¯I + κ¯(2, ℓ)]
α˙αuα(kI)
(n− j + 1)! 〈ℓ I〉 [P + kI + κ(2, ℓ)]2 .
(3.44)
We have inserted ∑
P(j...n)
1
(n− j + 1)! = 1 (3.45)
into (3.44) in order to obtain an explicit factor of Ξ(j, n), as defined in (3.5).
Thus, we may convert the product appearing in (3.44) into a sum, producing
Φ(P ; I−, 2+, . . . , n+) =
= (−e
√
2)n
∑
P(2...n)
〈P I〉
〈P |2, . . . , n|I〉
u¯α˙(P )[P¯ + k¯I + κ¯(2, n)]
α˙αuα(kI)
〈I P 〉∗ [P + kI + κ(2, n)]2
+ (−e
√
2)n
∑
P(2...n)
n∑
j=3
n∑
ℓ=j
〈P I〉u¯γ˙(P )[P¯ + k¯I + κ¯(2, j−1)]γ˙γuγ(kI)
〈P |2, . . . , j−1|I〉 〈I|j, . . . , n|I〉 〈I P 〉∗
× uα(kI)Παβ(P, I, 2, . . . , ℓ)uβ(kI).
(3.46)
Interchanging the order of summations over j and ℓ in the second term and forcing
it to have the same denominator structure as the first term yields
Φ(P ; I−, 2+, . . . , n+) =
= (−e
√
2)n
∑
P(2...n)
〈P I〉
〈P |2, . . . , n|I〉
u¯α˙(P )[P¯ + k¯I + κ¯(2, n)]
α˙αuα(kI)
〈I P 〉∗ [P + kI + κ(2, n)]2
+ (−e
√
2)n
∑
P(2...n)
n∑
ℓ=3
ℓ∑
j=3
〈P I〉
〈P |2, . . . , n|I〉
1
〈I P 〉∗
〈j−1 j〉
〈j−1|I|j〉
× u¯γ˙(P )κ¯γ˙γ(2, j−1)uγ(kI)uα(kI)Παβ(P, I, 2, . . . , ℓ)uβ(kI).
(3.47)
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We have used the Weyl equation to reduce [P¯ + k¯I + κ¯(2, j−1)]γ˙γ to κ¯γ˙γ(2, j−1)
in the second term. We now perform the sum on j, using (A.16):
ℓ∑
j=3
j−1∑
m=2
〈j−1 j〉
〈j−1|I|j〉 k¯
γ˙γ
m uγ(kI) =
ℓ−1∑
m=2
ℓ∑
j=m+1
〈j−1 j〉
〈j−1|I|j〉 u¯
γ˙(km)〈m I〉
=
ℓ−1∑
m=2
〈m ℓ〉
〈m|I|ℓ〉 u¯
γ˙(km)〈m I〉
=
1
〈I ℓ〉 κ¯
γ˙γ(2, ℓ−1)uγ(kℓ).
(3.48)
Inserting (3.48) into (3.47) produces
Φ(P ; I−, 2+, . . . , n+) =
= (−e
√
2)n
∑
P(2...n)
〈P I〉
〈P |2, . . . , n|I〉
u¯α˙(P )[P¯ + k¯I + κ¯(2, n)]
α˙αuα(kI)
〈I P 〉∗ [P + kI + κ(2, n)]2
+ (−e
√
2)n
∑
P(2...n)
n∑
ℓ=3
〈P I〉
〈P |2, . . . , n|I〉
1
〈I P 〉∗
× u¯γ˙(P )κ¯γ˙γ(2, ℓ−1)Πγβ(P, I, 2, . . . , ℓ)uβ(kI).
(3.49)
To obtain (3.49) we have exploited the fact that uα(kI)Πα
β(P, I, 2, . . . , ℓ)uβ(kI)
contains a factor of 〈I ℓ〉.
At this stage, we would like to apply (C.6) to simplify the second term in
(3.49). However, (3.49) doesn’t quite contain the expression required by (C.6).
Thus, we use the Weyl equation to introduce P¯ γ˙γ and k¯γ˙γℓ , and subtract the
appropriate piece to include k¯γ˙γI . This procedure yields
Φ(P ; I−, 2+, . . . , n+) =
= (−e
√
2)n
∑
P(2...n)
〈P I〉
〈P |2, . . . , n|I〉
u¯α˙(P )[P¯ + k¯I + κ¯(2, n)]
α˙αuα(kI)
〈I P 〉∗ [P + kI + κ(2, n)]2
+ (−e
√
2)n
∑
P(2...n)
n∑
ℓ=3
〈P I〉
〈P |2, . . . , n|I〉
1
〈I P 〉∗
× u¯γ˙(P )[P¯ + k¯I + κ¯(2, ℓ)]γ˙γΠγβ(P, I, 2, . . . , ℓ)uβ(kI)
− (−e
√
2)n
∑
P(2...n)
n∑
ℓ=3
〈P I〉
〈P |2, . . . , n|I〉u
α(kI)Πα
β(P, I, 2, . . . , ℓ)uβ(kI).
(3.50)
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The second term of (3.50) now contains the appropriate combination of factors.
When we insert (C.6) into (3.50), and do the (trivial) sum on ℓ, we discover that
the first term in (3.50) cancels one of the two terms that results. The remainder
is
Φ(P ; I−, 2+, . . . , n+) =
= (−e
√
2)n
∑
P(2...n)
〈P I〉
〈P |2, . . . , n|I〉
〈I P 〉 u¯α˙(P )[P¯ + k¯I + k¯2]α˙αuα(kI)
(P + kI)2(P + kI + k2)2
− (−e
√
2)n
∑
P(2...n)
〈P I〉
〈P |2, . . . , n|I〉
n∑
ℓ=3
uα(kI)Πα
β(P, I, 2, . . . , ℓ)uβ(kI).
(3.51)
If we examine the numerator in the first term we find that we can write
〈I P 〉 u¯α˙(P )[P¯ + k¯I + k¯2]α˙αuα(kI) =
= −uα(kI)[P + kI + k2]αα˙P¯ α˙βuβ(kI)
= −uα(kI)k2αα˙P¯ α˙βuβ(kI)
= −uα(kI)k2αα˙[P¯ + k¯I + k¯2]α˙βuβ(kI),
(3.52)
where we have exploited the antisymmetry of the contractions and used the Weyl
equation. It is clear from (3.52) that the first term of (3.51) simply extends the
sum appearing in the second term to ℓ = 2. Thus,
Φ(P ; I−, 2+, . . . , n+) =
= −(−e
√
2)n
∑
P(2...n)
〈P I〉
〈P |2, . . . , n|I〉
n∑
ℓ=2
uα(kI)Πα
β(P, I, 2, . . . , ℓ)uβ(kI).
(3.53)
Note that this expression is valid only for n ≥ 2. For n = 1 we must use (3.42).
We now remove the restriction h = P , as promised earlier. In the follow-
ing, let all symbols with a hat denote quantities written in the gauge h = P ,
while symbols with no hat denote the gauge where h is simply an arbitrary null
vector. Note that since h is the gauge spinor for the negative helicity photon,
quantities not containing this photon are invariant under the gauge change being
considered here. In particular,
Φ̂(P ; 2+, . . . , n+) = Φ(P ; 2+, . . . , n+), (3.54a)
24
and
ǫ̂αα˙(j
+) = ǫαα˙(j
+). (3.54b)
Also of note is the relation
ǫαα˙(I
−) =
uα(kI)u¯α˙(h)
〈I h〉∗ = ǫ̂αα˙(I
−)− uα(kI)u¯α˙(kI) 〈h P 〉
∗
〈h|I|P 〉∗ , (3.55)
where we have used the Schouten identity (A.14) to extract the term containing
ǫ̂αα˙(I
−).
We expect to find that the new solution is the same as the old solution,
plus a term which vanishes when h = P . So, we write
Φ(P ; I−, 2+, . . . , n+) ≡ Φ̂(P ; I−, 2+, . . . , n+) + G(P ; I−, 2+, . . . , n+). (3.56)
If we insert the gauge changing relations (3.55) and (3.56) into the recursion
relation (3.41) we obtain
Φ(P ; I−, 2+, . . . , n+) =
= e
√
2
∑
P(2...n)
2kI · [P + kI + κ(2, n)]
(n− 1)! [P + kI + κ(2, n)]2
〈h P 〉∗
〈h|I|P 〉∗Φ(P ; 2
+, . . . , n+)
− e
√
2
∑
P(2...n)
ǫ̂αα˙(I
−)[P¯ + k¯I + κ¯(2, n)]α˙α
(n− 1)! [P + kI + κ(2, n)]2 Φ̂(P ; 2
+, . . . , n+)
− e
√
2
∑
P(2...n)
ǫ̂αα˙(n
+)[P¯ + k¯I + κ¯(2, n)]
α˙α
(n− 2)! [P + kI + κ(2, n)]2 Φ̂(P ; I
−, 2+, . . . , (n−1)+)
− e
√
2
∑
P(2...n)
ǫαα˙(n
+)[P¯ + k¯I + κ¯(2, n)]
α˙α
(n− 2)! [P + kI + κ(2, n)]2 G(P ; I
−, 2+, . . . , (n−1)+).
(3.57)
Using (3.54), we have written (3.57) in a way which makes it obvious that its
second and third terms are simply the recursion relation for Φ̂(P ; I−, 2+, . . . , n+).
Thus, we have the following recursion relation for G(P ; I−, 2+, . . . , (n−1)+):
G(P ; I−, 2+, . . . , n+) =
= e
√
2
〈h P 〉∗
〈h|I|P 〉∗
2kI · [P + kI + κ(2, n)]
[P + kI + κ(2, n)]2
Φ(P ; 2+, . . . , n+)
− e
√
2
∑
P(2...n)
u¯α˙(kn)[P¯ + k¯I + κ¯(2, n)]
α˙αuα(kI)
(n− 2)! 〈n I〉 [P + kI + κ(2, n)]2 G(P ; I
−, 2+, . . . , (n−1)+),
(3.58)
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where we have performed the trivial permutation sum appearing in the first term
of (3.57).
Since Φ(P ) = Φ̂(P ), we have for our starting point the relation
G(P ) = 0. (3.59)
Furthermore, the single-photon current (3.42) tells us that
G(P ; I−) = e
√
2
〈h P 〉∗
〈h|I|P 〉∗ . (3.60)
Using these starting points in the recursion relation (3.58) gives the following
result for n = 2 without much difficulty:
G(P ; I−, 2+) = e
√
2
〈h P 〉∗
〈h|I|P 〉∗Φ(P ; 2
+). (3.61)
Thus, we are led to the ansatz
G(P ; I−, 2+, . . . , n+) = e
√
2
〈h P 〉∗
〈h|I|P 〉∗Φ(P ; 2
+, . . . , n+). (3.62)
This ansatz is easily proven. Proceeding inductively, from (3.58) we have
G(P ; I−, 2+, . . . , n+) =
= e
√
2
〈h P 〉∗
〈h|I|P 〉∗
2kI · [P + kI + κ(2, n)]
[P + kI + κ(2, n)]2
Φ(P ; 2+, . . . , n+)
− e
√
2
∑
P(2...n)
u¯α˙(kn)[P¯ + κ¯(2, n)]
α˙αuα(kI)
(n− 2)! 〈n I〉 [P + kI + κ(2, n)]2
× (e
√
2)
〈h P 〉∗
〈h|I|P 〉∗Φ(P ; 2
+, . . . , (n−1)+),
(3.63)
where we have used the Weyl equation to eliminate k¯α˙αI from the numerator of
the second term. Now, according to the recursion relation for Φ(P ; 2+, . . . , n+),
we have
Φ(P ; 2+, . . . , n+) =
= −e
√
2
∑
P(2...n)
u¯
β˙
(kn)[P¯ + κ¯(2, n)]
β˙βuβ(I)
(n− 2)! 〈n I〉 [P + κ(2, n)]2Φ(P ; 2
+, . . . , (n−1)+). (3.64)
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We recognize that, up to a factor symmetric under P(2 . . . n), this is precisely
the quantity appearing in the second term of (3.63). Therefore, we may write
G(P ; I−, 2+, . . . , n+) =
= e
√
2
〈h P 〉∗
〈h|I|P 〉∗
2kI · [P + kI + κ(2, n)]
[P + kI + κ(2, n)]2
Φ(P ; 2+, . . . , n+)
+ e
√
2
〈h P 〉∗
〈h|I|P 〉∗
[P + κ(2, n)]2
[P + kI + κ(2, n)]2
Φ(P ; 2+, . . . , n+).
(3.65)
The combination of these two terms involves
2kI · [P + κ(2, n)] + [P + κ(2, n)]2 = [P + kI + κ(2, n)]2 (3.66)
because of the condition k2I = 0. Hence, the denominator cancels and we are left
with the expression (3.62).
We may combine (3.62) with (3.53) to produce an expression which is the
correct current for all n:
Φ(P ; I−, 2+, . . . , n+) =
= −(−e
√
2)n
∑
P(2...n)
〈P I〉
〈P |2, . . . , n|I〉
{ 〈h P 〉∗
〈h|I|P 〉∗
+ (1− δn1)
n∑
j=2
uα(kI)Πα
β(P, I, 2, . . . , j)uβ(kI)
}
.
(3.67)
3.2.2 The fermion currents
We will now examine the two fermion currents in the case where one of
the photons has the opposite helicity from the rest. Again, we will label this
photon by “I” instead of “1”. The gauge choice will be the same as for the scalar
current, namely (3.39). If we explicitly separate out the first photon from the
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permutation form of the recursion relation (2.25), we have
ψ¯α˙(p
+; I−, 2+, . . . , n+) =
= −e
√
2
∑
P(2...n)
1
(n− 1)! u¯
β˙(h)ψ¯
β˙
(p+; 2+, . . . , n+)
× u
β(kI)[p+ kI + κ(2, n)]βα˙
〈I h〉∗ [p+ kI + κ(2, n)]2
− e
√
2
∑
P(2...n)
1
(n− 2)! u¯
β˙(kn)ψ¯β˙(p
+; I−, 2+, . . . , (n−1)+)
× u
β(kI)[p+ kI + κ(2, n)]βα˙
〈n I〉 [p+ kI + κ(2, n)]2 .
(3.68)
Since there is an explicit factor uβ(kI)[p + kI + κ(2, n)]βα˙ ready to be factored
out of the right hand side of (3.68), we make the ansatz
ψ¯α˙(p
+; I−, 2+, . . . , n+) = uβ(kI)[p+kI+κ(2, n)]βα˙Y (p+; I−, 2+, . . . , n+). (3.69)
Equation (3.14) for Y (p+) still applies here as it is independent of the photons.
The ansatz is obviously correct, provided we take
Y (p+; I−, 2+, . . . , n+) =
= −e
√
2
∑
P(2...n)
u¯
β˙
(h)[p¯+ k¯I + κ¯(2, n)]
β˙βuβ(kI)
(n− 1)! 〈I h〉∗ [p+ kI + κ(2, n)]2
Y (p+; 2+, . . . , n+)
− e
√
2
∑
P(2...n)
u¯
β˙
(kn)[p¯+ k¯I + κ¯(2, n)]
β˙βuβ(kI)
(n− 2)! 〈n I〉 [p+ kI + κ(2, n)]2 Y (p
+; I−, 2+, . . . , (n−1)+),
(3.70)
as implied by inserting (3.69) into (3.68). This recursion relation is precisely the
expression (3.41) we obtained for Φ(P ; I−, 2+, . . . , n+), implying the proportion-
ality
Y (p+; I−, 2+, . . . , n+) =
Y (p+)
Φ(p)
Φ(p; I−, 2+, . . . , n+). (3.71)
28
Hence,
ψ¯α˙(p
+; I−, 2+, . . . , n+) =
= (−e
√
2)n
∑
P(2...n)
uβ(kI)[p+ kI + κ(2, n)]βα˙
〈p|2, . . . , n|I〉
{ 〈h p〉∗
〈h|I|p〉∗
+ (1− δn1)
n∑
j=2
uα(kI)Πα
β(p, I, 2, . . . , j)uβ(kI)
}
.
(3.72)
For the current with the other helicity, we have
ψ¯α(p−; I−, 2+, . . . , n+) =
= −e
√
2
∑
P(2...n)
1
(n− 1)! ψ¯
β(p−; 2+, . . . , n+)uβ(kI)
×
u¯
β˙
(h)[p¯+ k¯I + κ¯(2, n)]
β˙α
〈I h〉∗ [p+ kI + κ(2, n)]2
− e
√
2
∑
P(2...n)
1
(n− 2)!ψ¯
β(p−; I−, 2+, . . . , (n−1)+)uβ(kI)
×
u¯
β˙
(kn)[p¯+ k¯I + κ¯(2, n)]
β˙α
〈n I〉 [p+ kI + κ(2, n)]2 .
(3.73)
As was the case when we considered all like photon helicities, the natural quantity
to solve for first is
Z(p−; I−, 2+, . . . , n+) ≡ uα(g)ψ¯α(p−; I−, 2+, . . . , n+), (3.74)
since it satisfies the recursion relation
Z(p−; I−, 2+, . . . , n+) =
= −e
√
2
∑
P(2...n)
Z(p−; 2+, . . . , n+)
u¯
β˙
(h)[p¯+ k¯I + κ¯(2, n)]
β˙αuα(kI)
(n− 1)! 〈I h〉∗ [p+ kI + κ(2, n)]2
− e
√
2
∑
P(2...n)
Z(p−; I−, 2+, . . . , (n−1)+)
u¯
β˙
(kn)[p¯+ k¯I + κ¯(2, n)]
β˙αuα(kI)
(n− 2)! 〈n I〉 [p+ kI + κ(2, n)]2
(3.75)
with Z(p−) = 〈p g〉. But this recursion relation is the same as (3.41), implying
that
Z(p−; I−, 2+, . . . , n+) =
Z(p−)
Φ(p)
Φ(p; I−, 2+, . . . , n+). (3.76)
29
When we insert our solution for Z(p−; I−, 2+, . . . , n+) back into (3.73) to obtain
ψ¯α(p−; I−, 2+, . . . , n+), we find
ψ¯α(p−; I−, 2+, . . . , n+) =
= (−e
√
2)n
∑
P(2...n)
−〈p I〉
〈p|2, . . . , n|I〉
{ 〈h p〉∗
〈h|I|p〉∗u
α(p)− 〈p I〉u
α(kI)
[p+ kI + κ(2, n)]2
− (1− δn1)〈p I〉
n∑
j=2
uβ(kI)[p+ kI + κ(2, j)]βα˙k¯
α˙α
j
[p+ kI + κ(2, j−1)]2[p+ kI + κ(2, j)]2
}
.
(3.77)
To obtain (3.77), a series of steps very much like those performed in Appendix D
(cf. equations (D.11)–(D.26)) is required.
3.2.3 The transverse W currents
Since the W boson is a vector particle, we must consider its helicity along
with the helicity of the photons. Thus, the one unlike helicity can appear either
as the helicity of one of the photons, or as the helicity of the W itself. Consider
first the case where it is one of the photons which has the opposing helicity. If
we choose
ǫαα˙(I
−) =
uα(kI)u¯α˙(h)
〈I h〉∗ (3.78a)
ǫαα˙(j
+) =
uα(kI)u¯α˙(kj)
〈j I〉 (3.78b)
Wαα˙(P+) = uα(kI)u¯α˙(P )〈P I〉 , (3.78c)
then we find that the same conditions hold as held when we considered a current
with purely positive helicities. Thus, we may begin with the simplified version of
30
the transverse W recursion relation (3.29):
Wαα˙(P+; I−, 2+, . . . , n+) =
= −e
√
2
∑
P(2...n)
1
(n− 1)!
[P + kI + κ(2, n)]ββ˙
[P + kI + κ(2, n)]2
×
[
ǫ¯β˙β(I−)Wαα˙(P+; 2+, . . . , n+)
−W β˙β(P+; 2+, . . . , n+)ǫαα˙(I−)
]
− e
√
2
∑
P(2...n)
1
(n− 2)!
[P + kI + κ(2, n)]ββ˙
[P + kI + κ(2, n)]2
×
[
ǫ¯β˙β(n+)Wαα˙(P+; I−, 2+, . . . , (n−1)+)
−W β˙β(P+; I−, 2+, . . . , (n−1)+)ǫαα˙(n+)
]
.
(3.79)
Again, we have explicitly written out the part of the permutation sum involving
the first photon. The one-photon current is, from (3.79)
Wαα˙(P+; I−) = −e
√
2uα(kI)u
β(kI)[P + kI ]βα˙
1
〈P I〉2
〈h P 〉∗
〈h|I|P 〉∗ . (3.80)
This suggests that we try the same ansatz for the spinor structure used in the
like helicity case:
Wαα˙(P+; I−, 2+, . . . , n+) =
= uα(kI)u
β(kI)[P + kI + κ(2, n)]βα˙X(P
+; I−, 2+, . . . , n+).
(3.81)
In fact, a small amount of reflection on the proof of (3.32) reveals that the con-
ditions which caused it to hold are still met in this case. As a result, the proof of
(3.81) follows equations (3.32)–(3.36) without major modification. The resulting
recursion relation for X(P+; I−, 2+, . . . , n+) is given by
X(P+; I−, 2+, . . . , n+) =
= −e
√
2
∑
P(2...n)
u¯α˙(h)[P¯ + k¯I + κ¯(2, n)]
α˙αuα(kI)
(n− 1)! 〈I h〉∗ [P + kI + κ(2, n)]2
X(P+; 2+, . . . , n+)
−e
√
2
∑
P(2...n)
u¯α˙(kn)[P¯ + k¯I + κ¯(2, n)]
α˙αuα(kI)
(n− 2)! 〈n I〉 [P + kI + κ(2, n)]2 X(P
+; I−, 2+, . . . , (n−1)+).
(3.82)
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Once again, we discover a proportionality between this vector current and the
scalar current:
X(P+; I−, 2+, . . . , n+) =
X(p+)
Φ(P )
Φ(P ; I−, 2+, . . . , n+). (3.83)
allowing us to immediately write down the final result:
Wαα˙(P+; I−, 2+, . . . , n+) =
=
(−e√2)n
〈P I〉
∑
P(2...n)
uα(kI)u
β(kI)[P + kI + κ(2, n)]βα˙
〈P |2, . . . , n|I〉
{ 〈h P 〉∗
〈h|I|P 〉∗
+ (1− δn1)
n∑
j=2
uγ(kI)Πγ
δ(P, I, 2, . . . , j)uδ(kI)
}
.
(3.84)
The final helicity combination we consider is the one where the W boson
has the differing helicity, while all of the photons have the same helicity. In this
case, the appropriate gauge choice reads
Wαα˙(P−) = uα(P )u¯α˙(h)〈P h〉∗ , (3.85a)
ǫαα˙(j
+) =
uα(P )u¯α˙(kj)
〈j P 〉 . (3.85b)
Since all dot products between the polarization vectors vanish with this choice,
we can once again use the simplified form (3.29) of the recursion relation, which
becomes
Wαα˙(P−; 1+, . . . , n+) =
= −e
√
2
∑
P(1...n)
1
(n− 1)!
[P + κ(1, n)]
ββ˙
[P + κ(1, n)]2
×
[
ǫ¯β˙β(n+)Wαα˙(P−; 1+, . . . , (n−1)+)
−W β˙β(P−; 1+, . . . , (n−1)+)ǫαα˙(n+)
]
.
(3.86)
Notice, however, that our usual ansatz, (3.32) with g = P , does not work for
n = 0. A direct calculation of the one-photon current from (3.86) gives
Wαα˙(P−; 1+) = −e
√
2
uα(P )u¯α˙(k1)
[P + k1]2
〈h 1〉∗
〈P h〉∗
= −e
√
2
uα(P )u
β(P )[P + k1]βα˙
〈P 1〉 [P + k1]2
〈h 1〉∗
〈P h〉∗ ,
(3.87)
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which does satisfy the ansatz with
X(P−; 1+) =
〈h 1〉∗
〈P h〉∗
−e√2
〈P 1〉 [P + k1]2 . (3.88)
A somewhat more lengthy calculation for the two-photon current produces
Wαα˙(P−; 1+, 2+) =
= (−e
√
2)2
∑
P(12)
〈h 1〉∗
〈P h〉∗
uα(P )u
β(P )[P+k1+k2]βα˙
〈P 1〉〈P |2|P 〉 u
γ(P )Πγ
δ(P, 1, 2)uδ(P ).
(3.89)
This also satisfies the ansatz, so we propose
Wαα˙(P−; 1+, . . . , n+) = uα(P )uβ(P )[P + κ(1, n)]βα˙X(P−; 1+, . . . , n+) (3.90)
for n ≥ 1. A proof very similar to the one in the all like helicity case (equations
(3.32)–(3.36)) shows this ansatz to be true with
X(P−; 1+, . . . , n+) =
= −e
√
2
∑
P(1...n)
u¯
β˙
(kn)[P + κ(1, n)]
β˙αuβ(P )
(n− 1)! 〈n P 〉 [P + κ(1, n)]2X(P
−; 1+, . . . , (n−1)+). (3.91)
We may iterate (3.91) to obtain
X(P−; 1+, . . . , n+) =
= (−e
√
2)n−1
∑
P(1...n)
X(P−; 1+)
n∏
ℓ=2
u¯
β˙
(kℓ)[P¯ + κ¯(1, ℓ)]
β˙βuβ(P )
〈ℓ P 〉 [P + κ(1, ℓ)]2 .
(3.92)
We may convert this to an expression containing Ξ(2, n) by inserting
∑
P(2...n)
1
(n− 1)! = 1. (3.93)
So, using (3.5) with j = 2 for Ξ(2, n) and (3.88) for X(P−; 1+), we see that (3.90)
yields
Wαα˙(P−; 1+, . . . , n+) =
= (−e
√
2)n
∑
P(1...n)
〈h 1〉∗
〈P h〉∗
uα(P )u
β(P )[P + κ(1, n)]βα˙
〈P 1〉〈P |2, . . . , n|P 〉
×
n∑
ℓ=2
uγ(P )Πγ
δ(P, 1, . . . , ℓ)uδ(P ).
(3.94)
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This expression is valid for n ≥ 2. For n = 0 and n = 1 we must use (3.85a) and
(3.87) respectively.
We note in passing that it is possible to eliminate the gauge momentum h
from (3.89) by explicitly working out the permutation sum. The iteration process
producing (3.92) can then be terminated with X(P−, 1+, 2+), yielding a form of
the n-photon current that is explicitly independent of the gauge momentum for
n ≥ 3. The cost, however, is a current which does not take its “universal” form
until n = 3, complicating computations which sum over various currents. Since
the zero- and one-photon currents still contain h, it is best to stick with (3.85a),
(3.87) and (3.94).
IV. AMPLITUDES
A significant number of amplitudes for specific helicity configurations may
be obtained from the currents derived in the last section. In this paper we will
consider those amplitudes that may be derived from a single current, or the
combination of two currents. Amplitudes involving three or more currents will
be discussed elsewhere [12].
The total number of unlike helicities must be at least two [10], or else the
amplitude vanishes. Fermion lines or scalar lines each count as one of the required
unlike helicities. In the massless limit, fermion and antifermion must have op-
posite helicities to couple. The scalars, although carrying no helicity themselves,
may be thought of as the superposition of a pair of opposing helicities [1].
4.1 Amplitudes Involving One Current
The simplest imaginable scheme for computing an amplitude from the
currents is to simply remove the propagator for the off-shell particle, and put
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that particle on shell, supplying a polarization spinor, if required. Thus, for a
scalar line we have
M(P 0, Q0; 1, . . . , n) = lim
Q2→0
iQ2Φ(P ; 1, . . . , n)
∣∣∣
Q≡−P−κ(1,n)
, (4.1)
while fermion lines produce the forms
M(p+, q−; 1, . . . , n) = lim
q2→0
−iψ¯α˙(p+; 1, . . . , n)q¯α˙αuα(q)
∣∣∣
q≡−p−κ(1,n)
, (4.2a)
M(p−, q+; 1, . . . , n) = lim
q2→0
−iψ¯α(p−; 1, . . . , n)qαα˙u¯α˙(q)
∣∣∣
q≡−p−κ(1,n)
, (4.2b)
and vector lines give
M(P,Q; 1, . . . , n) = lim
Q2→0
iQ2ǫ¯α˙α(Q)Wαα˙(P ; 1, . . . , n)
∣∣∣
Q≡−P−κ(1,n)
. (4.3)
Similar expressions apply when the corresponding anti-particle currents replace
the currents that appear above.
To illustrate the application of this method, consider the process producing
n like-helicity photons from a pair of transverse W ’s of the other helicity. This
amplitude is given by
M(P−, Q−; 1+, . . . , n+) =
= lim
Q2→0
iQ2ǫ¯α˙α(Q−)Wαα˙(P−; 1+, . . . , n+)
∣∣∣
Q≡−P−κ(1,n)
.
(4.4)
Elementary kinematics requires that there be at least two photons present,
allowing us to use (3.94) for W(P−; 1+, . . . , n+). Further, note that the on-shell
condition Q2 = 0 causes every term in the sum on ℓ appearing in (3.94) to vanish,
except for ℓ = n, which has a matching pole. Thus, (4.4) becomes
M(P−, Q−; 1+, . . . , n+) =
=
−i(−e√2)n
〈Q h′〉∗
∑
P(1...n)
〈h 1〉∗
〈h P 〉∗
〈Q P 〉uβ(P )Qβα˙u¯α˙(h′)
〈P 1〉〈P |2, . . . , n|P 〉
uγ(P )knγγ˙Q¯
γ˙δuδ(P )
(kn +Q)2
,
(4.5)
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where h′ is the gauge momentum appearing in ǫ(Q−), and we have used mo-
mentum conservation to eliminate P + κ(1, n) in favor of Q. Use of (A.11) and
(A.13a) allows us to cancel many of the factors appearing in (4.5), producing
M(P−, Q−; 1+, . . . , n+) =
= i(−e
√
2)n
∑
P(1...n)
〈h 1〉∗
〈h P 〉∗
〈P Q〉3
〈P 1〉
1
〈P |2, . . . , n|Q〉 .
(4.6)
The next step is to use (3.25) to convert the denominator appearing in
(4.6) to a form which is explicitly invariant under P(1 . . . n). Noting that
1 =
∑
P(2...n)
1
(n− 1)! , (4.7)
we have
M(P−, Q−; 1+, . . . , n+) =
= i(−e
√
2)n
∑
P(1...n)
1
(n− 1)!
〈h 1〉∗
〈h P 〉∗
〈P Q〉3
〈P 1〉
∑
P(2...n)
1
〈P |2, . . . , n|Q〉
= i(−e
√
2)n
∑
P(1...n)
1
(n− 1)!
〈h 1〉∗〈1 Q〉
〈h P 〉∗
〈P Q〉3
〈P |1|Q〉
〈P Q〉n−2
n∏
j=2
〈P |j|Q〉
= −i(−e
√
2)n
〈P Q〉n+1
n∏
j=1
〈P |j|Q〉
1
〈h P 〉∗
∑
P(1...n)
u¯α˙(h)k¯
α˙α
1 uα(Q)
(n− 1)! .
(4.8)
The remaining permutation sum is trivial. It simply produces (n− 1)! copies of
u¯α˙(h)κ¯
α˙α(1, n)uα(Q) = −u¯α˙(h)(P¯ + Q¯)α˙αuα(Q). Thus
M(P−, Q−; 1+, . . . , n+) = −i(−e
√
2)n
〈P Q〉n+2
n∏
j=1
〈P |j|Q〉
. (4.9)
The remaining non-vanishing amplitudes which may be computed from a
single current are done in much the same manner. The results all take the form
M(P,Q; 1, 2+, . . . , n+) = i(−e
√
2)n
〈P Q〉n−2
n∏
j=1
〈P |j|Q〉
f(P,Q, 1) (4.10)
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where the function f(P,Q, 1) depends on the spin of the charged line and the
helicity combination involved. Values of f(P,Q, 1) are given in Table 1. In
Table 1, the helicities and identities of the charged particles are based on the
assumption that their momenta are flowing into the diagram.
Table 1: Helicity functions for W+W− and e+e− annihilation into photons
P Q k1 f(P,Q, 1)
W+L W
−
L γ↓ 〈P 1〉2〈1 Q〉2
e¯
↓
e
↑
γ
↓
−〈P 1〉3〈1 Q〉
e¯
↑
e
↓
γ
↓
〈P 1〉〈1 Q〉3
W+
↓
W−
↓
γ
↑
−〈P Q〉4
W+
↓
W−
↑
γ
↓
−〈P 1〉4
W+
↑
W−
↓
γ
↓
−〈1 Q〉4
The supersymmetric-like relations among the various currents are still
in evidence in the results for these amplitudes: they are connected by simple
proportionalities.
4.2 Amplitudes Involving Two Currents
We now consider the computation of amplitudes by joining a pair of cur-
rents at a vertex. Since there is always one particle left off shell at the ver-
tex in such a construction, this allows us to compute certain amplitudes with
the equivalent of three unlike helicities. In choosing which pairs of currents
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may be joined in this manner, we must be sure to be consistent in our choices
in gauge momenta. For example, we cannot join W(P−; I−, 2+, . . . , m+) and
W((m + 1)+, . . . , n+;Q−) in an attempt to obtain M(P−, Q−; I−, 2+, . . . , n+),
because the former current requires the gauge momentum of the positive helicity
photons to be P , while the latter current requires that momentum to be Q. We
must choose combinations with compatible gauge conditions. In spite of these
restrictions, it is possible to form a number of amplitudes in this manner which
cannot be obtained by the methods of the previous section. Of particular interest
is the possibility of joining currents of differing spins, allowing for the neutral par-
ticles in a process to be neutrinos, Higgs bosons, or longitudinally polarized Z’s.
4.2.1 Annihilation of two longitudinal W ’s into photons
As an example of how to link two currents together to form an amplitude,
we compute the matrix element for two longitudinally polarized W ’s annihilating
into a pair of negative helicity photons plus n− 2 positive helicity photons. This
process has been selected because it contains essentially all of the complications
which must be overcome in a computation of an amplitude from two currents.
We begin by defining the object Gµ(P
0, Q0; 1, 2, . . . , n), a charged scalar
line with n on-shell photons plus one off-shell photon attached. Taking all mo-
menta to be flowing inward, the positively charged scalar has momentum P , the
negatively charged scalar has momentum Q, the on-shell photons have momenta
k1, k2, . . . , kn, and the off-shell photon has momentum −[P +κ(1, n)+Q]. We do
not include a propagator for the off-shell photon since it is not required to obtain
an amplitude. Realizing that the off-shell photon may be attached to either a
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three- or four-point vertex, we have, by definition,
Gµ(P
0, Q0; 1, 2, . . . , n) =
= ie
∑
P(1...n)
n∑
m=0
1
m!(n−m)!Φ(P ; 1, 2, . . . , m)
{
[P + κ(1, m)]
− [κ(m+1, n) +Q]
}
µ
Φ(m+1, . . . , n;Q)
+ 2ie2
∑
P(1...n)
n∑
m=1
1
(m− 1)!(n−m)!Φ(P ; 1, 2, . . . , m−1)
× ǫµ(m)Φ(m+1, . . . , n;Q).
(4.11)
If we let
Gαα˙ ≡ 1√
2
(σµ)αα˙Gµ (4.12)
and rewrite the permutation sums with the first photon explicitly separated out,
we obtain
Gαα˙(P 0, Q0; I−, 2+, . . . , n+) =
= − i
2
(−e
√
2)
∑
P(2...n)
n∑
m=1
1
(m−1)!(n−m)!Φ(P ; I
−, 2+, . . . , m+)
× {[P + kI + κ(2, m)]− [κ(m+1, n) +Q]}αα˙
× Φ((m+1)+, . . . , n+;Q)
− i
2
(−e
√
2)
∑
P(2...n)
n∑
m=1
1
(m−1)!(n−m)!Φ(P ; (m+1)
+, . . . , n+)
× {[P + κ(m+1, n)]− [kI + κ(2, m) +Q]}αα˙
× Φ(I−, 2+, . . . , m+;Q)
+ i(−e
√
2)2
∑
P(2...n)
n−1∑
m=1
1
(m−1)!(n−m−1)!Φ(P ; I
−, 2+, . . . , m+)
× ǫαα˙((m+1)+)Φ((m+2)+, . . . , n+;Q)
+ i(−e
√
2)2
∑
P(2...n)
n−1∑
m=1
1
(m−1)!(n−m−1)!Φ(P ; (m+2)
+, . . . , n+)
× ǫαα˙((m+1)+)Φ(I−, 2+, . . . , m+;Q)
+ i(−e
√
2)2
∑
P(2...n)
n∑
m=1
1
(m−1)!(n−m)!Φ(P ; 2
+, . . . , m+)
× ǫαα˙(I−)Φ((m+1)+, . . . , n+;Q).
(4.13)
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Note that we have shifted the summation over m in two of the seagull contribu-
tions. Although (4.13) looks extremely complicated, it is clear where each term
comes from. First, the negative helicity photon could be on the same side of the
vertex as the φ+ (momentum P ). This is represented by the first and third terms.
Or, it could be on the same side as the φ− (momentum Q), as in the second and
fourth terms. Finally, it could be located precisely at a seagull vertex, the source
of the fifth term.
The amplitude we wish to compute is given by
M(P 0, Q0; I−, II−, 3+, . . . , n+) ≡
≡ ǫ¯α˙α(II−)Gαα˙(P 0, Q0; I−, 3+, . . . , n+)
= ǫ¯α˙α(I−)Gαα˙(P 0, Q0; II−, 3+, . . . , n+).
(4.14)
Because of the way we have defined G, we do not need to symmetrize between
the two negative helicity photons; either form in (4.14) will ultimately give us the
same expression which is explicitly symmetric under the interchange of I and II.
We now select a gauge in which to do the calculation. Our choice is
ǫαα˙(I
−) =
uα(kI)u¯α˙(h)
〈I h〉∗ (4.15a)
ǫαα˙(II
−) =
uα(kII)u¯α˙(h)
〈II h〉∗ (4.15b)
ǫαα˙(j
+) =
uα(kI)u¯α˙(kj)
〈j I〉 . (4.15c)
The selection of the same gauge momentum h for both negative helicity photons
causes the last term in (4.13) to give no contribution to the amplitude. The other
two seagull terms do contribute, however, and must be dealt with.
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The difference of momenta appearing in the first two terms of (4.13) may
be rewritten using momentum conservation. For example,
ǫ¯α˙α(II−){[P + kI + κ(2, m)]− [κ(m+1, n) +Q]}αα˙ =
= ǫ¯α˙α(II−){−kII − 2[κ(m+1, n) +Q]}αα˙
= −2ǫ¯α˙α(II−)[κ(m+1, n) +Q]αα˙.
(4.16)
Thus, (4.14) becomes
M(P 0, Q0; I−, II−, 3+, . . . , n+) =
= i(−e
√
2)
∑
P(3...n)
n∑
m=2
1
(m− 2)!(n−m)! ǫ¯
α˙α(II−)[κ(m+1, n) +Q]αα˙
× Φ(P ; I−, 3+, . . . , m+)Φ((m+1)+, . . . , n+;Q)
− i(−e
√
2)
∑
P(3...n)
n∑
m=2
1
(m− 2)!(n−m)! ǫ¯
α˙α(II−)[P + κ(m+1, n)]αα˙
× Φ(P ; (m+1)+, . . . , n+)Φ(I−, 3+, . . . , m+;Q)
+ i(−e
√
2)2
∑
P(3...n)
n−1∑
m=2
1
(m− 2)!(n−m− 1)! ǫ¯
α˙α(II−)ǫαα˙((m+1)+)
× Φ(P ; I−, 3+, . . . , m+)Φ((m+2)+, . . . , n+;Q)
+ i(−e
√
2)2
∑
P(3...n)
n−1∑
m=2
1
(m− 2)!(n−m− 1)! ǫ¯
α˙α(II−)ǫαα˙((m+1)+)
× Φ(P ; (m+2)+, . . . , n+)Φ(I−, 3+, . . . , m+;Q).
(4.17)
The first step is to eliminate the seagull terms. We do this by inserting
the appropriate expressions for the like helicity currents (equations (3.10) and
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(2.24)) into (4.17). After some minor rearrangement we have
M(P 0, Q0; I−, II−, 3+, . . . , n+) =
=
i
〈II h〉∗
∑
P(3...n)
n∑
m=2
(−e√2)n−m+1
(m− 2)! Φ(P ; I
−, 3+, . . . , m+)
× 〈I Q〉u¯α˙(h)[κ¯(m+1, n) + Q¯]
α˙αuα(kII)
〈I|m+1, . . . , n|Q〉
+
i
〈II h〉∗
∑
P(3...n)
n−1∑
m=2
(−e√2)n−m+1
(m− 2)! Φ(P ; I
−, 3+, . . . , m+)
× 〈I Q〉〈I II〉〈h m+1〉
∗
〈I m+1〉〈I|m+2, . . . , n|Q〉
− i〈II h〉∗
∑
P(3...n)
n∑
m=2
(−e√2)n−m+1
(m− 2)! Φ(I
−, 3+, . . . , m+;Q)
× 〈P I〉u¯α˙(h)[P¯ + κ¯(m+1, n)]
α˙αuα(kII)
〈P |n, n−1, . . . , m+1|I〉
− i〈II h〉∗
∑
P(3...n)
n−1∑
m=2
(−e√2)n−m+1
(m− 2)! Φ(I
−, 3+, . . . , m+;Q)
× 〈P I〉〈I II〉〈h m+1〉
∗
〈P |n, n−1, . . . , m+2|I〉〈m+1 I〉 .
(4.18)
Let us call the first term in (4.18)M1. We begin by using the Schouten identity
(A.14) to decompose M1 into two pieces, obtaining
M1 = i〈II h〉∗
∑
P(3...n)
n∑
m=2
(−e√2)n−m+1
(m− 2)! Φ(P ; I
−, 3+, . . . , m+)
× 〈II Q〉u¯α˙(h)[κ¯(m+1, n) + Q¯]
α˙αuα(kI)
〈I|m+1, . . . , n|Q〉
+
i
〈II h〉∗
∑
P(3...n)
n−1∑
m=2
(−e√2)n−m+1
(m− 2)! Φ(P ; I
−, 3+, . . . , m+)
× 〈I II〉u¯α˙(h)κ¯
α˙α(m+1, n)uα(Q)
〈I|m+1, . . . , n|Q〉
≡ M1A +M1B.
(4.19)
Notice that we have eliminated the vanishing m = n part from the sum in M1B
and used the Weyl equation to dispose of Q¯α˙α.
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We now exploit the freedom allowed by having expressions in the form of a
permutation sum to demonstrate that M1B in (4.19) cancels the second term of
(4.18). In particular, we relabel each term in the sum κ(m+1, n) = km+1+· · ·+kn
as km+1, applying the following set of cyclic relabellings to the photon momenta
to the coefficients of each term:
{m+1} → {m+1}
{m+1, m+2} → {m+2, m+1}
{m+1, m+2, m+3} → {m+2, m+3, m+1}
...
{m+1, m+2, . . . , n} → {m+2, m+3, . . . , n,m+1}.
(4.20)
This procedure, which is similar to the one employed in Appendix D (cf. equations
(D.22)–(D.23)), yields
M1B = i〈II h〉∗
∑
P(3...n)
n−1∑
m=2
(−e√2)n−m+1
(m− 2)! Φ(P ; I
−, 3+, . . . , m+)
× 〈I II〉〈m+1 h〉∗〈m+1 Q〉
{
1
〈I|m+1, m+2, . . . , n|Q〉
+
1
〈I|m+2, m+1, m+3, . . . , n|Q〉 + · · ·+
1
〈I|m+2, . . . , n,m+1|Q〉
}
.
(4.21)
The expression in curly brackets may be summed using (A.16):[ 〈I m+2〉
〈I|m+1|m+2〉 +
〈m+2 m+3〉
〈m+2|m+1|m+3〉 + · · ·+
〈n Q〉
〈n|m+1|Q〉
]
× 1〈I|m+2, . . . , n|Q〉 =
〈I Q〉
〈I|m+1|Q〉
1
〈I|m+2, . . . , n|Q〉 .
(4.22)
Insertion of (4.22) into (4.21) gives
M1B = i〈II h〉∗
∑
P(3...n)
n−1∑
m=2
(−e√2)n−m+1
(m− 2)! Φ(P ; I
−, 3+, . . . , m+)
× 〈I Q〉〈I II〉〈m+1 h〉
∗
〈I m+1〉〈I|m+2, . . . , n|Q〉 .
(4.23)
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which indeed cancels the second term of (4.18), thanks to the antisymmetry of
the spinor inner product.
After applying an entirely analogous procedure to the third and fourth
terms of (4.18), we are left with
M(P 0, Q0; I−, II−, 3+, . . . , n+) =
=
i
〈II h〉∗
∑
P(3...n)
n∑
m=2
(−e√2)n−m+1
(m− 2)! Φ(P ; I
−, 3+, . . . , m+)
× 〈II Q〉u¯α˙(h)[κ¯(m+1, n) + Q¯]
α˙αuα(kI)
〈I|m+1, . . . , n|Q〉
− i〈II h〉∗
∑
P(3...n)
n∑
m=2
(−e√2)n−m+1
(m− 2)! Φ(I
−, 3+, . . . , m+;Q)
× 〈P II〉u¯α˙(h)[P¯ + κ¯(m+1, n)]
α˙αuα(kI)
〈P |n, n−1, . . . , m+1|I〉 .
(4.24)
Equations (3.67) and (2.24) for the currents containing a negative helicity photon
may now be inserted into the amplitude to obtain
M(P 0, Q0; I−, II−, 3+, . . . , n+) =
= −i(−e
√
2)n
〈II h〉∗
∑
P(3...n)
n∑
m=2
u¯α˙(h)[κ¯(m+1, n) + Q¯]
α˙αuα(kI)
〈P |3, . . . , m|I〉〈I|m+1, . . . , n|Q〉
× 〈P I〉〈II Q〉 〈h P 〉
∗
〈h|I|P 〉∗
− i(−e
√
2)n
〈II h〉∗
∑
P(3...n)
n∑
m=2
u¯α˙(h)[P¯ + κ¯(m+1, n)]
α˙αuα(kI)
〈P |n, n−1, . . . , m+1|I〉〈I|m,m−1, . . . , 3|Q〉
× 〈P II〉〈I Q〉 〈h Q〉
∗
〈h|I|Q〉∗
− i(−e
√
2)n
〈II h〉∗
∑
P(3...n)
n∑
m=3
m∑
j=3
u¯α˙(h)[κ¯(m+1, n) + Q¯]
α˙αuα(kI)
〈P |3, . . . , m|I〉〈I|m+1, . . . , n|Q〉
× 〈P I〉〈II Q〉uγ(kI)Πγδ(P, I, 3, . . . , j)uδ(kI)
− i(−e
√
2)n
〈II h〉∗
∑
P(3...n)
n∑
m=3
m∑
j=3
u¯α˙(h)[P¯ + κ¯(m+1, n)]
α˙αuα(kI)
〈P |n, n−1, . . . , m+1|I〉〈I|m,m−1, . . . , 3|Q〉
× 〈P II〉〈I Q〉uγ(kI)Πγδ(Q, I, 3, . . . , j)uδ(kI).
(4.25)
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Call the four terms in (4.25) M1,M2,M3, and M4, respectively.
In order to do the sum on m in M1, we make the definitions k2 ≡ P and
kn+1 ≡ Q. Then, the sums may be written as
n∑
m=2
n+1∑
ℓ=m+1
〈m m+1〉
〈m|I|m+1〉 u¯α˙(h)k¯
α˙α
ℓ uα(kI) =
=
n+1∑
ℓ=3
ℓ−1∑
m=2
〈m m+1〉
〈m|I|m+1〉〈ℓ h〉
∗〈ℓ I〉
=
1
〈P I〉 u¯α˙(h)[κ¯(3, n) + Q¯]
α˙αuα(P )
=
−1
〈P I〉 u¯α˙(h)(k¯I + k¯II)
α˙αuα(P ),
(4.26)
where we have used (A.16) to do the m summation, and momentum conservation
plus the Weyl equation to obtain the last line. Thus, we have
M1 = i(−e
√
2)n
〈II h〉∗
∑
P(3...n)
〈II Q〉u¯α˙(h)(k¯I + k¯II)α˙αuα(P )
〈P |3, . . . , n|Q〉
〈h P 〉∗
〈h|I|P 〉∗
= −i(−e
√
2)n
〈II h〉∗
∑
P(3...n)
〈P I〉〈II Q〉
〈P |3, . . . , n|Q〉
〈h P 〉∗
〈P I〉∗
+ i(−e
√
2)n
∑
P(3...n)
〈P |II|Q〉
〈P |3, . . . , n|Q〉
〈P h〉∗
〈P |I|h〉∗ .
(4.27)
Performing the corresponding steps on M2 yields
M2 =− i(−e
√
2)n
〈II h〉∗
∑
P(3...n)
〈P II〉〈I Q〉
〈P |3, . . . , n|Q〉
〈h Q〉∗
〈I Q〉∗
+ i(−e
√
2)n
∑
P(3...n)
〈P |II|Q〉
〈P |3, . . . , n|Q〉
〈h Q〉∗
〈h|I|Q〉∗ ,
(4.28)
where the final step has been to relabel {n, n−1, . . . , 3} −→ {3, 4, . . . , n}.
In M3, we must interchange the sum on m with the sum on j before
proceeding. This has the effect of modifying the result (4.26) used to simplify
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M1 as follows:
n∑
m=j
n+1∑
ℓ=m+1
〈m m+1〉
〈m|I|m+1〉 u¯α˙(h)k¯
α˙α
ℓ uα(kI) =
=
1
〈I j〉 u¯α˙(h)[P¯ + k¯I + κ¯(3, j) + k¯II ]
α˙αuα(kj)
= 〈II h〉∗ 〈II j〉〈I j〉 +
1
〈I j〉 u¯α˙(h)[P¯ + k¯I + κ¯(3, j)]
α˙αuα(kj).
(4.29)
Thus, using the fact that uγ(kI)Πγ
δ(P, I, 3, . . . , j)uδ(kI) contains a factor of 〈I j〉,
we have
M3 =− i(−e
√
2)n
∑
P(3...n)
n∑
j=3
〈P I〉〈II Q〉
〈P |3, . . . , n|Q〉
× uγ(kII)Πγδ(P, I, 3, . . . , j)uδ(kI)
− i(−e
√
2)n
〈II h〉∗
∑
P(3...n)
n∑
j=3
〈P I〉〈II Q〉
〈P |3, . . . , n|Q〉
× u¯α˙(h)[P¯ + k¯I + κ¯(3, j)]α˙αΠαδ(P, I, 3, . . . , j)uδ(kI).
(4.30)
The second term in (4.30) may be rewritten as the difference of two terms using
(C.6) and then summed over j. This gives
M3 =− i(−e
√
2)n
∑
P(3...n)
n∑
j=3
〈P I〉〈II Q〉
〈P |3, . . . , n|Q〉
× uγ(kII)Πγδ(P, I, 3, . . . , j)uδ(kI)
− i(−e
√
2)n
〈II h〉∗
∑
P(3...n)
〈P I〉〈II Q〉
〈P |3, . . . , n|Q〉
{
u¯α˙(h)[P¯ + k¯I ]
α˙αuα(kI)
[P + kI ]2
− u¯α˙(h)[P¯ + k¯I + κ¯(3, n)]
α˙αuα(kI)
[P + kI + κ(3, n)]2
}
.
(4.31)
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Using momentum conservation to write P + kI + κ(3, n) = −(kII +Q) produces
M3 =− i(−e
√
2)n
∑
P(3...n)
n∑
j=3
〈P I〉〈II Q〉
〈P |3, . . . , n|Q〉
× uγ(kII)Πγδ(P, I, 3, . . . , j)uδ(kI)
+
i(−e√2)n
〈II h〉∗
∑
P(3...n)
〈P I〉〈II Q〉
〈P |3, . . . , n|Q〉
〈h P 〉∗
〈P I〉∗
+ i(−e
√
2)n
∑
P(3...n)
〈P |I|Q〉
〈P |3, . . . , n|Q〉
〈h Q〉∗
〈h|II|Q〉∗
+ i(−e
√
2)n
∑
P(3...n)
〈P I〉〈I II〉
〈P |3, . . . , n|Q〉
1
〈II Q〉∗ .
(4.32)
When we treat M4 in the analogous manner, we obtain
M4 =+ i(−e
√
2)n
∑
P(3...n)
n∑
j=3
〈P II〉〈I Q〉
〈P |n, n−1, . . . , 3|Q〉
× uγ(kII)Πγδ(Q, I, 3, . . . , j)uδ(kI)
+
i(−e√2)n
〈II h〉∗
∑
P(3...n)
〈P II〉〈I Q〉
〈P |3, . . . , n|Q〉
〈h Q〉∗
〈I Q〉∗
+ i(−e
√
2)n
∑
P(3...n)
〈P |I|Q〉
〈P |3, . . . , n|Q〉
〈P h〉∗
〈P |II|h〉∗
− i(−e
√
2)n
∑
P(3...n)
〈I II〉〈I Q〉
〈P |3, . . . , n|Q〉
1
〈P II〉∗ ,
(4.33)
where we have relabelled {n, n−1, . . . , 3} −→ {3, 4, . . . , n} in those terms in which
such relabelling is trivial.
We now collect terms from (4.27), (4.28), (4.32), and (4.33). There are
several terms which cancel immediately. There are also two pairs of terms which
combine using the complex-conjugated form of (A.15), eliminating a factor of h
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from the numerator and denominator in the process. The result of all of this is
M(P 0, Q0; I−, II−, 3+, . . . , n+) =
= −i(−e
√
2)n
∑
P(3...n)
n∑
j=3
〈P I〉〈II Q〉
〈P |3, . . . , n|Q〉
× uγ(kII)Πγδ(P, I, 3, . . . , j)uδ(kI)
+ i(−e
√
2)n
∑
P(3...n)
n∑
j=3
〈P II〉〈I Q〉
〈P |n, n−1, . . . , 3|Q〉
× uγ(kII)Πγδ(Q, I, 3, . . . , j)uδ(kI)
+ i(−e
√
2)n
∑
P(3...n)
〈P |II|Q〉
〈P |3, . . . , n|Q〉
〈P Q〉∗
〈P |I|Q〉∗
+ i(−e
√
2)n
∑
P(3...n)
〈P |I|Q〉
〈P |3, . . . , n|Q〉
〈P Q〉∗
〈P |II|Q〉∗
+ i(−e
√
2)n
∑
P(3...n)
〈P I〉〈I II〉
〈P |3, . . . , n|Q〉
1
〈II Q〉∗
− i(−e
√
2)n
∑
P(3...n)
〈I II〉〈I Q〉
〈P |3, . . . , n|Q〉
1
〈P II〉∗ .
(4.34)
We should like to cast (4.34) into a form which is explicitly symmetric
under the interchange I ↔ II. Let us call the second term of this expression
M′2. This is the only term in (4.34) in which the ordering of momenta in the
denominator is from n to 3, rather than from 3 to n. If we write
{n, n−1, . . . , j+1, j, . . . , 3} −→ {3, 4, . . . , n−j+2, n−j+3, . . . , n} (4.35)
in order to make the denominator in M′2 look like the other denominators, we
obtain
M′2 = i(−e
√
2)n
∑
P(3...n)
n∑
j=3
〈P II〉〈I Q〉
〈P |3, . . . , n|Q〉
× uγ(kII)Πγδ(Q, I, n, n−1, . . . , n−j+3)uδ(kI).
(4.36)
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The definition (3.6) of Π in conjunction with momentum conservation tells us
that
Πγ
δ(Q, I, n, n−1, . . . , n−j+3) =
=
(kn−j+3)γγ˙ [Q¯+ k¯I + κ¯(n−j+3, n)]γ˙δ
[Q + kI + κ(n−j+4, n)]2[Q + kI + κ(n−j+3, n)]2
= − (kn−j+3)γγ˙ [P¯ + k¯II + κ¯(3, n−j+2)]
γ˙δ
[P + kII + κ(3, n−j+3)]2[P + kII + κ(3, n−j+2)]2
= −Πγδ(P, II, 3, . . . , n−j+3).
(4.37)
So, letting j′ = n− j + 3, (4.36) becomes
M′2 = −i(−e
√
2)n
∑
P(3...n)
n∑
j′=3
〈P II〉〈I Q〉
〈P |3, . . . , n|Q〉
× uγ(kII)Πγδ(P, II, 3, . . . , j′)uδ(kI).
(4.38)
In order to make M′2 look like the first term of (4.34) with I ↔ II, we must use
(C.4) to exchange uγ(kII)Πγ
δuδ(kI) for u
γ(kI)Πγ
δuδ(kII). Note that since the
difference of two terms resulting from the transformation may be summed, we
are left with
M′2 = −i(−e
√
2)n
∑
P(3...n)
n∑
j=3
〈P II〉〈I Q〉
〈P |3, . . . , n|Q〉
× uγ(kII)Πγδ(P, II, 3, . . . , j)uδ(kI)
− i(−e
√
2)n
∑
P(3...n)
〈P II〉〈I Q〉〈II I〉
〈P |3, . . . , n|Q〉
×
{
1
[P + kII ]2
− 1
[P + kII + κ(3, n)]2
}
= −i(−e
√
2)n
∑
P(3...n)
n∑
j=3
〈P II〉〈I Q〉
〈P |3, . . . , n|Q〉
× uγ(kII)Πγδ(P, II, 3, . . . , j)uδ(kI)
+ i(−e
√
2)n
∑
P(3...n)
〈I Q〉〈I II〉
〈P |3, . . . , n|Q〉
1
〈P II〉∗
− i(−e
√
2)n
∑
P(3...n)
〈P II〉〈I II〉
〈P |3, . . . , n|Q〉
1
〈I Q〉∗ .
(4.39)
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The first term of (4.39) is the I ↔ II partner for the first term of (4.34). The
second term of (4.39) cancels the last term of (4.34). The final term of (4.39) is
the I ↔ II partner for the fifth term of (4.34), the relative minus sign reflecting
the antisymmetry of the spinor inner product, 〈I II〉 = −〈II I〉. Note that the
third and fourth terms in (4.34) already form a I ↔ II symmetric pair. Thus,
we have
M(P 0, Q0; I−, II−, 3+, . . . , n+) =
= −i(−e
√
2)n
∑
P(I II)
∑
P(3...n)
〈P I〉〈II Q〉
〈P |3, . . . , n|Q〉
×
n∑
j=3
uγ(kII)Πγ
δ(P, I, 3, . . . , j)uδ(kI)
+ i(−e
√
2)n
∑
P(I II)
∑
P(3...n)
〈P |II|Q〉
〈P |3, . . . , n|Q〉
〈P Q〉∗
〈P |I|Q〉∗
− i(−e
√
2)n
∑
P(I II)
∑
P(3...n)
〈P II〉〈I II〉
〈P |3, . . . , n|Q〉
1
〈I Q〉∗ ,
(4.40)
where we have collected the terms differing by I ↔ II into a sum over P(I II).
Finally, a bit of algebra to combine the last two terms of (4.40), plus judicious
use of momentum conservation produces
M(P 0, Q0; I−, II−, 3+, . . . , n+) =
= −i(−e
√
2)n
∑
P(I II)
∑
P(3...n)
〈P I〉
〈P |3, . . . , n|Q〉
[
u¯α˙(P )κ¯
α˙α(3, n)uα(kI)
〈P |II|Q〉∗
+ 〈II Q〉
n∑
j=3
uα(kII)Πα
β(P, I, 3, . . . , j)uβ(kI)
]
.
(4.41)
4.2.2 Other amplitudes involving two currents of the same spin
There are three other amplitudes which may be constructed by joining
two charged lines with the same spin that could not be obtained from a single
current. First, we may consider combining a pair of transverse W currents to
form M(P+, Q+; 1−, 2−, 3+, . . . , n+). The gauge choice to be made is the same
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as in the longitudinal W case, namely (4.15). With that choice, recall that all
dot products between polarization vectors vanish, except for
ǫαα˙(II
−)ǫ¯α˙α(j+) =
〈I II〉〈j h〉∗
〈j I〉〈II h〉∗ . (4.42)
It was this non-zero product which caused seagull terms to appear in that compu-
tation. In the vector case, however, the seagull vertex takes the form of the curly
bracket function (2.16). As a result, the potential seagull contributions contain
quantities like {W (P+; I−, 2+, . . . , (j−1)+), ǫ(j+),W ((j+1)+, . . . , n+)} · ǫ(II−),
which vanish because of the spinor structure of the currents involved (cf. (3.32)
and (3.81)). Thus, this computation is considerably easier than the one described
in the previous section. The result is
M(P+, Q+; 1−, 2−, 3+, . . . , n+) = −i(−e
√
2)n
〈P Q〉n−2
n∏
j=1
〈P |j|Q〉
〈1 2〉4, (4.43)
which fits the form of (4.10). In fact, the amplitudes for the scattering of two
transverse W ’s and n photons where any two particles have negative helicity and
n− 2 particles have positive helicity may be summarized by
M(P,Q; 1, 2, . . . , n) = −i(−e
√
2)n
〈P Q〉n−2
n∏
j=1
〈P |j|Q〉
〈N1 N2〉4, (4.44)
where N1 and N2 are the momenta of the two negative helicity bosons. This is
not surprising, since it is possible to use the U(N) formalism [1] to obtain this
amplitude.
One may also join two fermion currents. Note that because of helicity con-
servation, a positive helicity positron current must be combined with a negative
helicity electron current and conversely. The two new amplitudes we may obtain
this way areM(p−, q+; I−, II−, 3+, . . . , n+) andM(p+, q−; I−, II−, 3+, . . . , n+).
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Although there are no seagulls in these amplitudes, there is one minor complica-
tion. Consider what the expression (3.77) implies for ψ¯(p−; I−, 3+, . . . , m+):
ψ¯α(p−; I−, 3+, . . . , m+) =
= (−e
√
2)m−1
∑
P(3...m)
−〈p I〉
〈p|3, . . . , m|I〉
{ 〈h p〉∗
〈h|I|p〉∗u
α(p)− 〈p I〉u
α(kI)
[p+kI+κ(3, m)]2
− (1− δm2)〈p I〉
m∑
j=3
uβ(kI)[p+ kI + κ(3, j)]βα˙k¯
α˙α
j
[p+ kI + κ(3, j−1)]2[p+ kI + κ(3, j)]2
}
.
(4.45)
When we join a pair of fermion currents to form an amplitude, we obtain quanti-
ties like ψ¯α(p−; I−, 3+, . . . , m+)ǫαα˙(II−)ψα˙((m+1)+, . . . , n+). Consequently, the
following two features of (4.45) are relevant. First, there is an “extra” term pro-
portional to uα(kI). It does not vanish when it is contracted into uα(kII). The
problem with this term is the factor [P + kI +κ(3, m)]
−2. It will prevent us from
summing over m, as in (4.26). Second, note that term involving the sum over
poles will contain uα(kII)Πα
β(P, I, 3, . . . , j)uβ(kI). This is bad because it has an
implicit factor 〈II j〉 rather than 〈I j〉, blocking a necessary cancellation which
occurred in (4.30). These two problems solve each other. Using (C.4) to ex-
change uα(kII)Πα
β(P, I, 3, . . . , j)uβ(kI) for u
α(kI)Πα
β(P, I, 3, . . . , j)uβ(kII) not
only gives us a sum over poles which contains 〈I j〉, but it produces a term which
exactly cancels the contribution involving [P+kI+κ(3, m)]
−2. There is one other
term produced, but it may be handled by the techniques similar to those used
in (4.26). Other than the differences just outlined, the computations go through
exactly as for the scalar case, with the results
M(p−, q+; I−, II−, 3+, . . . , n+) =
= i(−e
√
2)n
∑
P(I II)
∑
P(3...n)
〈p II〉
〈p|3, . . . , n|q〉
[
u¯α˙(q)κ¯
α˙α(3, n)uα(kII)
〈p|I|q〉∗
+ 〈p II〉
n∑
j=3
uα(kI)Πα
β(p, II, 3, . . . , j)uβ(kI)
] (4.46)
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and
M(p+, q−; I−, II−, 3+, . . . , n+) =
= i(−e
√
2)n
∑
P(I II)
∑
P(3...n)
−〈II q〉
〈p|n, n−1, . . . , 3|q〉
[
u¯α˙(p)κ¯
α˙α(3, n)uα(kII)
〈p|I|q〉∗
− 〈II q〉
n∑
j=3
uα(kI)Πα
β(q, II, 3, . . . , j)uβ(kI)
]
.
(4.47)
We see the effects of the supersymmetric-like relations in that (4.46) and (4.47)
have the same over-all structure as (4.41), the corresponding amplitude involving
scalars. However, these quantities are no longer related by a simple proportion-
ality.
4.2.3 Amplitudes involving two currents of differing spins
Of the three possible ways to pair two currents of differing spins, only two
are interesting in the massless limit. Conservation of angular momentum demands
that all fermion lines appearing in a graph must be unbroken. The restoration
of the unbroken SU(2) × U(1) symmetry at high energies manifests itself as
conservation of weak hypercharge, requiring that all scalar lines remain unbroken,
preserving the total number of scalar particles. Thus, the combinations we will
consider here are the joining of scalar with vector, and spinor with vector. The
former describes processes like W+L W
−
T −→ H γ · · · γ, W+LW−T −→ ZL γ · · · γ,
plus crossed reactions, while the latter encompasses eν¯ −→W−T γ · · · γ and related
processes. The known currents allow us to compute these amplitudes when all
of the vector particles have the same helicity or there is only one vector with a
differing helicity. Because the off-shell particle is a scalar or a fermion in this type
of amplitude pairing, it is not possible to obtain amplitudes with two differing
vector boson helicities.
The computation of these amplitudes goes through in much the same
fashion as the scalar case previously discussed, so no further details are necessary.
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All of the results may be cast into a common form if we give positrons and W+L ’s
momentum P , electrons and W−L ’s momentum Q, and neutral particles momenta
kj . The photons will have momenta k1 through kn, while the momentum of the
remaining neutral (neutrino, Higgs, or ZL) will be k0 ≡ −[P + κ(1, n) +Q].
Amplitudes in which all of the vector bosons have the same helicity vanish.
The amplitudes with one opposite helicity vector boson have the form
M(P,Q, 0; 1, 2+, . . . , n+) = ig√
2
(−e
√
2)n
〈P Q〉n−1
n∏
j=0
〈P |j|Q〉
f(P,Q, 0, 1), (4.48)
where g is the SU(2) coupling constant and f(P,Q, 0, 1) is a function which
depends on the helicity combination. Recall that for amplitudes involving neu-
trinos, certain helicity combinations do not occur in the standard model. Table 2
summarizes the results. Again, note that the charges and helicities are based on
inwardly-directed momenta.
In order to obtain amplitudes with a ZL instead of a Higgs boson, multiply
by ∓i when a W±L is incoming.
4.2.4 Processes involving Z’s instead of photons
Substitution of transversely polarized Z’s for photons is simple in processes
for which the diagram consists of a single charged line with uniform spin along
its entire length. In this case, the Feynman rules are such that the only change
is in the coupling constant: the Z’s do not have cubic or quartic vertices among
themselves. Everything else about the amplitude is unchanged. The fact that Z’s
are not the same as photons does not show up until one considers the integrated
cross section, at which point the factors inserted to eliminate the overcounting
of identical particles will be different. As a result, Table 3 may be used to
write down amplitudes involving any combination of photons and Z’s given the
corresponding amplitude containing only photons.
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Table 2: Helicity functions for processes involving a Higgs or neutrino
P Q k0 k1 f(P,Q, 0, 1)
W+L W
−
↑
H γ
↓
〈P 1〉2〈0 1〉2
W+L W
−
↓
H γ
↑
〈P Q〉2〈0 Q〉2
W+
↑
W−L H γ↓ 〈1 0〉2〈1 Q〉2
W+
↓
W−L H γ↑ 〈P 0〉2〈P Q〉2
e¯
↑
W−
↑
ν
↓
γ
↓
√
2〈P 1〉〈0 1〉3
e¯
↑
W−
↓
ν
↓
γ
↑
√
2〈P Q〉〈0 Q〉3
W+
↑
e
↓
ν¯
↑
γ
↓
√
2〈1 0〉〈1 Q〉3
W+
↓
e
↓
ν¯
↑
γ
↑
√
2〈P 0〉〈P Q〉3
Table 3: Relation between amplitudes containing Z’s instead of photons
M(W+LW−L → mZT nγ) = (cot 2θW )mM(W+LW−L → (m+ n)γ)
M(eLe¯R → mZT nγ) = (cot 2θW )mM(eLe¯R → (m+ n)γ)
M(eRe¯L → mZT nγ) = (− tan θW )mM(eRe¯L → (m+ n)γ)
M(W+T W−T → mZT nγ) = (cot θW )mM(W+T W−T → (m+ n)γ)
In contrast, it is much more difficult to substitute Z’s for photons when
the charged line has mixed spin, because the shift in coupling constant depends
upon the spin of the line on which the substitution takes place. Furthermore, Z’s
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couple to the Higgs scalar and the neutrinos, requiring that additional currents
be derived. While it is easy to write down expressions for these new currents,
it is not easy to combine them with the existing currents in order to produce
explicitly gauge-invariant amplitudes. To illustrate this point, suppose we wish
to compute the amplitude for the process
e¯ ν W− −→ ZTZT · · ·ZT . (4.49)
The current for n Z’s attached to a transverse W line is the same as that with n
photons with (−e√2)n replaced by (−g√2)n, and that for n Z ′s attached to the
neutrino line is the same as that for n photons attached to an electron line with
( g√
2
sec θW )
n replacing (−e√2)n. The coupling constant for the positron current
becomes (−g√2+ g√
2
sec θW )
n. To make gauge invariance explicit, one must use
the binomial expansion on this coupling constant. At this point, however, the
sums linking the various currents together become very difficult to perform.
We have, however, been able to obtain amplitudes corresponding to the
processes in section 4.2.3 in which a single negative helicity photon has been
replaced by a negative helicity Z. The results fit in the form
M(P,Q, 0; 1−, 2+, . . . , n+) = ig√
2
(−e
√
2)n
〈P Q〉n−2
n∏
j=2
〈P |j|Q〉
f(P,Q, 0, 1), (4.50)
with the helicity functions given in Table 4. Note that k1 is the momentum of
the Z, rather than a photon momentum. Also, recall that the charge and helicity
labels on the particles correspond to inwardly-flowing momenta.
56
Table 4: Helicity functions for processes involving a Higgs or neutrino plus a Z
P Q k0 k1 f(P,Q, 0, 1)
W+L W
−
↑
H Z
↓
cot θW
〈P 1〉2〈0 1〉
〈P 0〉〈1 Q〉 − cot 2θW 〈0 1〉〈P 1〉〈0 Q〉
W+
↑
W−L H Z↓ − cot θW 〈1 Q〉
2〈0 1〉
〈P 1〉〈0 Q〉 + cot 2θW
〈0 1〉〈1 Q〉
〈P 0〉
e¯
↑
W−
↑
ν
↓
Z
↓
√
2
[
cot θW
〈P 1〉〈1 0〉2
〈P 0〉〈1 Q〉 − cot 2θW
〈1 0〉2
〈0 Q〉
]
W+
↑
e
↓
ν¯
↑
Z
↓
√
2
[
cot θW
〈1 0〉3
〈P 1〉〈0 Q〉 − cot 2θW
〈1 Q〉2
〈P 0〉
]
V. CONCLUSION
We have taken a “direct” approach to the application of multispinor for-
malism and the equivalence theorem to the electroweak sector of the standard
model. By considering the electrodynamics of spin 0, spin 12 , and spin 1 particles,
we have obtained amplitudes involving the production of an arbitrary number of
photons for certain helicity configurations, namely those with up to two unlike
vector boson helicities. An important calculational technique has been to write
the various expressions involved in the form of a permutation sum, in order to
effectively exploit the Bose symmetry of the photons. We have seen that in
some cases, the replacement of photons by Z’s is trivial, but that in other cases,
additional Z’s require additional work. Finally, we have considered processes
including a single Higgs, longitudinally polarized Z, or neutrino.
Before experimentally measurable quantities can be extracted from these
amplitudes, there are a few issues which must still be addressed. Differential
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cross sections involve the square of the amplitude. In the cases where we have
been able to actually perform the permutation sum, squaring the amplitude is
trivial. Amplitudes which still contain the permutation sum could still be squared
numerically, but the feasibility of such a procedure needs to be investigated. A
second question involves the finite masses of the particles. There are special re-
gions of phase space where some of the invariants formed from pairs of momenta
are of the same order as the neglected masses. The corrections to the amplitudes
presented here are potentially large in such regions of phase space. A related
question focuses on the infrared divergences present in the amplitudes. In prin-
ciple, the satisfactory treatment of these involves a knowledge of loop diagrams.
Finally, current experimental capabilities preclude the measurement of helicity-
projected amplitudes. Thus, it would be desirable to obtain a complete set of
helicity amplitudes, in order to be able to sum over helicities. Hence, even though
we have obtained helicity amplitudes for a wide variety of processes, there are
clearly many other important questions to be addressed by further research into
this subject.
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A. MULTISPINOR CONVENTIONS
Below we list the important results of application of Weyl-van der Waerden
spinor calculus to gauge theories. Readers interested in the details should refer
to references [1] and [13].
We use the Weyl basis
γµ =
(
0 σµ
σ¯µ 0
)
, (A.1)
for the Dirac matrices. In (A.1), σµ and σ¯µ refer to the convenient Lorentz-
covariant grouping of the 2× 2 Pauli matrices plus the unit matrix:
σµ ≡ (1, ~σ), (A.2a)
σ¯µ ≡ (1,−~σ), (A.2b)
and satisfy the anticommutators
(σ¯µ)α˙β(σν)
ββ˙
+ (σ¯ν)α˙β(σµ)
ββ˙
= 2gµνδα˙
β˙
, (A.3a)
(σµ)
αβ˙
(σ¯ν)β˙β + (σν)
αβ˙
(σ¯µ)β˙β = 2gµνδβα. (A.3b)
To each Lorentz 4-vector there corresponds a rank two multispinor, formed
from the contraction of the 4-vector with σµ:
W
αβ˙
=
1√
2
σµ
αβ˙
Wµ, (A.4a)
W α˙β = 1√
2
σ¯α˙βµ W
µ. (A.4b)
For the purposes of normalization, it is convenient to use a different convention
when converting momenta:
k
αβ˙
= σµ
αβ˙
kµ, (A.5a)
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k¯α˙β = σ¯α˙βµ k
µ. (A.5b)
Useful consequences of (A.5) and (A.3) are
k¯α˙βk
ββ˙
= k2δα˙
β˙
, (A.6a)
k
αβ˙
k¯β˙β = k2δβα. (A.6b)
The spinor indices may be raised and lowered using the 2-component an-
tisymmetric tensor:
uα = εαβuβ, (A.7a)
v¯α˙ = εα˙β˙ v¯
β˙
, (A.7b)
εαβ = εαβ, (A.7c)
εα˙β˙ = ε
α˙β˙
, (A.7d)
ε12 = ε1˙2˙ = 1. (A.7e)
Many useful relations may be easily proven from the Schouten identity
δαγ δ
β
δ − δαδ δβγ + εαβεγδ = 0, (A.8)
the generator of 2-component Fierz transformations.
We denote by u(k) and u¯(k) the solutions to the 2-component Weyl equa-
tions:
k¯α˙βuβ(k) = 0, (A.9a)
u¯
β˙
(k)k¯β˙α = 0. (A.9b)
These two spinors are related by complex conjugation
u¯α˙(k) = [uα(k)]
∗, (A.10)
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and have the normalization
uα(k)u¯α˙(k) = kαα˙. (A.11)
It is useful to define a scalar product
〈1 2〉 ≡ uα(k1)uα(k2), (A.12)
which has two elementary properties
〈1 2〉 = −〈2 1〉, (A.13a)
〈1 2〉〈1 2〉∗ = 2k1 · k2. (A.13b)
Contraction of uα(k1)uβ(k2)u
γ(k3)u
δ(k4) into (A.8) produces the extremely useful
relation
〈1 2〉〈3 4〉+ 〈1 3〉〈4 2〉+ 〈1 4〉〈2 3〉 = 0. (A.14)
A second relation of great utility may be derived from (A.14):
〈1 2〉
〈1 P 〉〈P 2〉 +
〈2 3〉
〈2 P 〉〈P 3〉 =
〈1 3〉
〈1 P 〉〈P 3〉 . (A.15)
Equation (A.15) may be used to demonstrate that
m−1∑
j=ℓ
〈j j+1〉
〈j P 〉〈P j+1〉 =
〈ℓ m〉
〈ℓ P 〉〈P m〉 . (A.16)
Helicities ±1 for massless vector bosons may be described by
ǫαα˙(k
+) ≡ uα(q)u¯α˙(k)〈k q〉 , (A.17a)
ǫαα˙(k
−) ≡ uα(k)u¯α˙(q)〈k q〉∗ , (A.17b)
where q is any null-vector such that k · q 6= 0. As the choice of q does not
affect any physics result, we will refer to u(q) and u¯(q) as gauge spinors. The
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corresponding polarization vectors ǫµ(k) defined through (A.4) differ from the
“standard” polarization vectors
εµ0 (k
±) =
(
0,∓ 1√
2
,
−i√
2
, 0
)
, (A.18a)
kµ = (k, 0, 0, k), (A.18b)
by a q-dependent phase and gauge transformation [1].
To save accounting for a large number of indices, an efficient method is to
initially write quantities in the usual formalism and then convert to multispinor
notation at a later stage using the substitutions
k · k′ = 1
2
k¯α˙αk′αα˙ =
1
2
kαα˙k¯
′α˙α, (A.19a)
k · ǫ(k′) = 1√
2
k¯α˙αǫαα˙(k
′) =
1√
2
kαα˙ǫ¯
α˙α(k′), (A.19b)
ǫ(k) · ǫ(k′) = ǫ¯α˙α(k)ǫαα˙(k′) = ǫαα˙(k)ǫ¯α˙α(k′), (A.19c)
for Lorentz dot products and
1
2
(1− γ5)ψ −→ ψα, (A.20a)
1
2
(1 + γ5)ψ −→ ψα˙, (A.20b)
1
2
(1− γ5) 6W 1
2
(1 + γ5) −→
√
2Wαα˙, (A.20c)
1
2
(1 + γ5) 6W 1
2
(1− γ5) −→
√
2W α˙α, (A.20d)
1
2
(1− γ5)k/1
2
(1 + γ5) −→ kαα˙, (A.20e)
1
2
(1 + γ5)k/
1
2
(1− γ5) −→ k¯α˙α, (A.20f)
in strings of Dirac matrices. Note the unequal treatments of momenta versus
other 4-vectors caused by the conventions (A.4) and (A.5).
B. PROOF OF CURRENT CONSERVATION
We begin with the permutation symmetric form (2.26) of the transverse
W recursion relation. Note that since we prove current conservation inductively,
it is permissible to use the recursion relation even though current conservation
was assumed true in its derivation: only (n− 1)-photon and lower currents were
assumed conserved, the same assumption required for this proof. For the zero-
photon current, we have trivially
P ·W (P ) = 0. (B.1)
The one-photon current is not much harder. Using (2.17) we obtain
(P + k1) ·W (P ; 1) = e
(P + k1)2
[2k1 ·W (P ) ǫ(1) · (P + k1)
− 2P · ǫ(1)W (P ) · (P + k1)
− (P − k1) · (P + k1)W (P ) · ǫ(1)]
=
e
(P + k1)2
[(P 2 − k21)W (P ) · ǫ(1)]
= 0,
(B.2)
because of the on-shell conditions P 2 = k21 = 0. For n ≥ 2, we use induction.
Then, from (2.26) we obtain
[P+κ(1, n)] ·W (P ; 1, 2, . . . , n) =
=
−e
[P + κ(1, n)]2
{ ∑
P(1...n)
1
(n− 1)! [P + κ(1, n)] · [ǫ(n),W (P ; 1, 2, . . . , n−1)]
+ e
∑
P(1...n)
1
2! (n− 2)! [P + κ(1, n)] · {ǫ(n−1),W (P ; 1, 2, . . . , n−2), ǫ(n)}
}
.
(B.3)
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Assuming that the m-photon current is conserved, m < n, and inserting the
expressions (2.13) and (2.16) for the square and curly brackets gives
[P + κ(1, n)] ·W (P ; 1, 2, . . . , n) =
=
e
[P + κ(1, n)]2
{ ∑
P(1...n)
1
(n− 1)! [P + κ(1, n−1)]
2
× ǫ(n) ·W (P ; 1, 2, . . . , n−1)
− e
∑
P(1...n)
1
2! (n− 2)!
[
2(kn−1 + kn) ·W (P ; 1, 2, . . . , n−2) ǫ(n−1) · ǫ(n)
− ǫ(n) · [P + κ(1, n)] ǫ(n−1) ·W (P ; 1, 2, . . . , n−2)
− ǫ(n−1) · [P + κ(1, n)] ǫ(n) ·W (P ; 1, 2, . . . , n−2)
]}
,
(B.4)
where the first two terms coming from the square brackets have cancelled, and
we have used the on-shell relation k2n = 0. We insert the recursion relation
for W (P ; 1, 2, . . . , n−1) into the first term of (B.4), and use the permutation
symmetry implied by the explicit permutation sum to simplify the second piece.
This gives
[P + κ(1, n)] ·W (P ; 1, 2, . . . , n) =
=
−e2
[P + κ(1, n)]2
{ ∑
P(1...n)
1
(n− 2)! ǫ(n) · [ǫ(n−1),W (P ; 1, 2, . . . , n−2)]
+ e
∑
P(1...n)
1
2! (n− 3)! ǫ(n) · {ǫ(n−2),W (P ; 1, 2, . . . , n−3), ǫ(n−1)}
+ e
∑
P(1...n)
1
(n− 2)!
[
2kn−1 ·W (P ; 1, 2, . . . , n−2) ǫ(n−1) · ǫ(n)
− ǫ(n) · [P + κ(1, n)] ǫ(n−1) ·W (P ; 1, 2, . . . , n−2)
]}
.
(B.5)
The first term in (B.5) contains
ǫ(n)·[ǫ(n−1),W (P ; 1, 2, . . . , n−2)] =
= 2[P + κ(1, n−2)] · ǫ(n−1) ǫ(n) ·W (P ; 1, 2, . . . , n−2)
− 2kn−1 ·W (P ; 1, 2, . . . , n−2) ǫ(n) · ǫ(n−1)
+ ǫ(n) · {kn−1 − [P + κ(1, n−2)]} ǫ(n−1) ·W (P ; 1, 2, . . . , n−2).
(B.6)
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Because (B.6) appears inside a permutation sum, we may relabel n ↔ n−1 in
the first term. If we also replace κ(1, n−2) with κ(1, n) within the curly brackets
appearing in the third term, and compensate, recalling that kn · ǫ(n) = 0, we
obtain
ǫ(n)·[ǫ(n−1),W (P ; 1, 2, . . . , n−2)] =
= 2ǫ(n) · [P + κ(1, n−2)] ǫ(n−1) ·W (P ; 1, 2, . . . , n−2)
− 2kn−1 ·W (P ; 1, 2, . . . , n−2) ǫ(n−1) · ǫ(n)
+ 2ǫ(n) · (kn−1 + kn) ǫ(n−1) ·W (P ; 1, 2, . . . , n−2)
− ǫ(n) · [P + κ(1, n)] ǫ(n−1) ·W (P ; 1, 2, . . . , n−2).
(B.7)
The third term of (B.7) may be used to extend the momentum sum in the first
term to P + κ(1, n); the result now matches the last term, allowing us to write
ǫ(n)·[ǫ(n−1),W (P ; 1, 2, . . . , n−2)] =
= −2kn−1 ·W (P ; 1, 2, . . . , n−2) ǫ(n−1) · ǫ(n)
+ ǫ(n) · [P + κ(1, n)] ǫ(n) ·W (P ; 1, 2, . . . , n−2).
(B.8)
When (B.8) is put back into the first term of (B.5), it cancels the third term,
leaving only the second term, which we now write as
[P + κ(1, n)] ·W (P ; 1, 2, . . . , n) =
=
−e3
[P + κ(1, n)]2
∑
P(1...n)
1
3! (n− 3)!
×
[
ǫ(n) · {ǫ(n−2),W (P ; 1, 2, . . . , n−3), ǫ(n−1)}
+ ǫ(n−2) · {ǫ(n−1),W (P ; 1, 2, . . . , n−3), ǫ(n)}
+ ǫ(n−1) · {ǫ(n),W (P ; 1, 2, . . . , n−3), ǫ(n−2)}
]
.
(B.9)
The right hand side of (B.9) vanishes because
ǫ(a) · {ǫ(b),W, ǫ(c)} + ǫ(b) · {ǫ(c),W, ǫ(a)}+ ǫ(c) · {ǫ(a),W, ǫ(b)} = 0, (B.10)
which is trivially seen by explicitly writing out the definition (2.16) of the curly
brackets appearing in (B.10). Thus, W (P ; 1, 2, . . . , n) is a conserved current.
C. SOME PROPERTIES OF THE POLE FACTOR Π(P, 1, . . . , j)
In this appendix we will prove two useful results involving the “universal”
pole factor Πα
β(P, 1, . . . , j) defined in equation (3.6).
The first identity that we will consider involves the relationship between
uα(g)Πα
β(P, 1, . . . , j)uβ(h) and the “reversed” form u
α(h)Πα
β(P, 1, . . . , j)uβ(g).
From the definition (3.6), we have
uα(g)Πα
β(P, 1, 2, . . . , j)uβ(h) =
uα(g)(kj)αα˙[P¯ + κ¯(1, j)]
α˙βuβ(h)
[P + κ(1, j−1)]2[P + κ(1, j)]2 . (C.1)
We may rewrite the numerator in (C.1) using
kj = [P + κ(1, j)]− [P + κ(1, j − 1)] (C.2)
to obtain
uα(g)Πα
β(P, 1, 2, . . . , j)uβ(h) =
=
uα(g)[P¯ + κ¯(1, j)]αα˙[P¯ + κ¯(1, j)]
α˙βuβ(h)
[P + κ(1, j−1)]2[P + κ(1, j)]2
− u
α(g)[P¯ + κ¯(1, j−1)]αα˙[P¯ + κ¯(1, j)]α˙βuβ(h)
[P + κ(1, j−1)]2[P + κ(1, j)]2
=
〈g h〉
[P + κ(1, j−1)]2 −
〈g h〉
[P + κ(1, j)]2
− u
α(g)[P¯ + κ¯(1, j−1)]αα˙(kj)α˙βuβ(h)
[P + κ(1, j−1)]2[P + κ(1, j)]2 .
(C.3)
We have used (A.6) in writing the last line of (C.3). Notice that we may use
the Weyl equation to extend the remaining κ-sum to κ(1, j). If we then apply
the antisymmetry of the spinor contractions to transpose the order of the matrix
multiplication, we see that the last term in (C.3) is uα(h)Πα
β(P, 1, . . . , j)uβ(g).
Hence, we have the relation
uα(g)Πα
β(P, 1, 2, . . . , j)uβ(h) =
= uα(h)Πα
β(P, 1, . . . , j)uβ(g)
+ 〈g h〉
[ 1
[P + κ(1, j−1)]2 −
1
[P + κ(1, j)]2
]
.
(C.4)
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Note that the portion of (C.4) appearing in square brackets is easily summed
over j when that is necessary.
The second identity we consider involves the contraction of [P + κ(1, j)]
into Π(P, 1, . . . , j). From (3.6) we have
[P¯ + κ¯(1, j)]β˙αΠα
β(P, 1, . . . , j) =
[P¯ + κ¯(1, j−1)]β˙α(kj)αα˙[P¯ + κ¯(1, j)]α˙β
[P + κ(1, j − 1)]2[P + κ(1, j)]2 (C.5)
where we have used the Weyl equation to eliminate kj from one of the κ-sums.
Now apply (C.2) and (A.6) to obtain
[P¯ + κ¯(1, j)]β˙αΠα
β(P, 1, . . . , j) =
[P¯ + κ¯(1, j−1)]β˙β
[P + κ(1, j−1)]2 −
[P¯ + κ¯(1, j)]β˙β
[P + κ(1, j)]2
. (C.6)
Again, we have a combination which is easily summed over j appearing on the
right-hand side of the equation.
D. CONVERSION OF PRODUCT TO SUM
In our study of the solutions to the recursion relations, a single product
structure kept reappearing:
Ξ(j, n) ≡
∑
P(j...n)
n∏
ℓ=j
u¯
β˙
(kℓ)[P¯ + κ¯(1, ℓ)]
β˙βuβ(g)
〈ℓ g〉 [P + κ(1, ℓ)]2 . (D.1)
In this appendix, we build an inductive solution for Ξ(j, n). If n = j, we have
simply
Ξ(j, j) =
u¯
β˙
(kj)[P¯ + κ¯(1, j)]
β˙βuβ(g)
〈j g〉 [P + κ(1, j)]2
=
[P + κ(1, j−1)]2
〈g j〉〈j g〉
uα(g)k
jαβ˙
[P¯ + κ¯(1, j)]β˙βuβ(g)
[P + κ(1, j−1)]2[P + κ(1, j)]2 .
(D.2)
If n = j + 1, (D.1) gives us
Ξ(j, j+1) =
∑
P(j j+1)
u¯
β˙
(kj)[P¯ + κ¯(1, j)]
β˙βuβ(g)
〈j g〉 [P + κ(1, j)]2
u¯γ˙(kj+1)[P¯ + κ¯(1, j+1)]
γ˙γuγ(g)
〈j+1 g〉 [P + κ(1, j+1)]2
= −
∑
P(j j+1)
uβ(g)[P + κ(1, j)]
ββ˙
k¯β˙αj (kj+1)αγ˙ [P¯ + κ¯(1, j+1)]
γ˙γuγ(g)
〈g j〉〈j j+1〉〈j+1 g〉 [P + κ(1, j)]2[P + κ(1, j+1)]2 ,
(D.3)
where in the second line we have introduced 〈j j+1〉 in both numerator and
denominator, and used the antisymmetry of the spinor product. Consider the
numerator N of (D.3). Apply the so-called Feynman identity,
kj+1 = [P + κ(1, j+1)]− [P + κ(1, j)], (D.4)
the Weyl equation, and (A.6) to obtain:
N = −[P + κ(1, j+1)]2uβ(g)[P + κ(1, j)]
ββ˙
kβ˙αj uα(g)
+ uβ(g)[P + κ(1, j−1)]
ββ˙
kβ˙αj [P + κ(1, j)]αγ˙ [P¯ + κ¯(1, j+1)]
γ˙γuγ(g).
(D.5)
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Transpose the matrix multiplication in the first term of (D.5) and apply (D.4),
written for kj , in the second term:
N = [P + κ(1, j+1)]2uα(g)k
jαβ˙
[P¯ + κ¯(1, j)]β˙βuβ(g)
+ [P + κ(1, j)]2uβ(g)[P + κ(1, j−1)]
ββ˙
[P¯ + κ(1, j+1)]β˙γuγ(g)
− [P + κ(1, j−1)]2uβ(g)[P + κ(1, j)]βγ˙ [P¯ + κ¯(1, j+1)]β˙γuγ(g).
(D.6)
A small amount of additional rearrangement produces
N = [P + κ(1, j+1)]2uα(g)k
jαβ˙
[P¯ + κ¯(1, j)]β˙βuβ(g)
+ [P + κ(1, j−1)]2uα(g)(kj+1)αβ˙ [P¯ + κ¯(1, j+1)]β˙βuβ(g)
+ [P + κ(1, j)]2uβ(g)[P + κ(1, j−1)]
ββ˙
[k¯j + k¯j+1]
β˙γuγ(g).
(D.7)
Inserting (D.7) into (D.3) yields:
Ξ(j, j+1) =
∑
P(j j+1)
[P + κ(1, j−1)]2
〈g j〉〈j j+1〉〈j+1 g〉
uα(g)k
jαβ˙
[P¯ + κ¯(1, j)]β˙βuβ(g)
[P + κ(1, j−1)]2[P + κ(1, j)]2
+
∑
P(j j+1)
[P + κ(1, j−1)]2
〈g j〉〈j j+1〉〈j+1 g〉
uα(g)(kj+1)αβ˙[P¯ + κ¯(1, j+1)]
β˙βuβ(g)
[P + κ(1, j)]2[P + κ(1, j+1)]2
+
∑
P(j j+1)
uβ(g)[P + κ(1, j−1)]
ββ˙
[k¯j + k¯j+1]
β˙γuγ(g)
〈g j〉〈j j+1〉〈j+1 g〉 [P + κ(1, j+1)]2 .
(D.8)
Notice that the third term of (D.8) is antisymmetric under the interchange j ↔
j+1. Hence, it vanishes when we perform the sum. The first two terms are of
the same form, allowing us to write
Ξ(j, j+1) =
∑
P(j j+1)
[P + κ(1, j−1)]2
〈g j〉〈j j+1〉〈j+1 g〉
j+1∑
ℓ=j
uα(g)k
ℓαβ˙
[P¯ + κ¯(1, ℓ)]β˙βuβ(g)
[P + κ(1, ℓ−1)]2[P + κ(1, ℓ)]2 .
(D.9)
The results (D.2) and (D.9) suggest the following ansatz for Ξ(j, n):
Ξ(j, n) =
∑
P(j...n)
[P + κ(1, j−1)]2
〈g|j, . . . , n|g〉
n∑
ℓ=j
uα(g)Πα
β(P, 1, 2, . . . , ℓ)uβ(g), (D.10)
where Πα
β(P, 1, 2, . . . , ℓ) is defined in (3.6) and studied in Appendix C.
69
We now prove (D.10) by induction. Assuming this expression to be correct
for Ξ(j, n−1), (D.1) yields
Ξ(j, n) =
∑
P(j...n)
u¯γ˙(kn)[P¯ + κ¯(1, n)]
γ˙γuγ(g)
〈n g〉 [P + κ(1, n)]2
[P + κ(1, j−1)]2
〈g|j, . . . , n−1|g〉
×
n−1∑
ℓ=j
uα(g)Πα
β(P, 1, 2, . . . , ℓ)uβ(g).
(D.11)
We rewrite this as
Ξ(j, n) =
∑
P(j...n)
n−1∑
ℓ=j
[P + κ(1, j−1)]2
〈g|j, . . . , n|g〉
u¯γ˙(kn)[P¯ + κ¯(1, n)]
γ˙γuγ(g)
〈n−1 g〉[P + κ(1, n)]2
×
〈n−1 n〉〈g ℓ〉u¯
β˙
(ℓ)[P¯ + κ¯(1, ℓ)]β˙βuβ(g)
[P + κ(1, ℓ−1)]2[P + κ(1, ℓ)]2
(D.12)
by supplying a factor of 〈n−1 n〉 to numerator and denominator, and inserting
the definition (3.6) for Πα
β(P, 1, 2, . . . , ℓ). Apply the identity (A.14) in the form
〈n−1 n〉〈g ℓ〉 = 〈n−1 g〉〈n ℓ〉 − 〈n g〉〈n−1 ℓ〉. (D.13)
This gives us the following expression for (D.12):
Ξ(j, n) =
∑
P(j...n)
n−1∑
ℓ=j
[P + κ(1, j−1)]2
〈g|j, . . . , n|g〉
×
〈n ℓ〉u¯γ˙(kn)[P¯ + κ¯(1, n)]γ˙γuγ(g)u¯β˙(ℓ)[P¯ + κ¯(1, ℓ)]β˙βuβ(g)
[P + κ(1, n)]2[P + κ(1, ℓ−1)]2[P + κ(1, ℓ)]2
−
∑
P(j...n)
n−2∑
ℓ=j
[P + κ(1, j−1)]2
〈g|j, . . . , n−1|g〉
〈n−1 ℓ〉
〈n−1 n〉
×
u¯γ˙(kn)[P¯ + κ¯(1, n)]
γ˙γuγ(g)u¯β˙(ℓ)[P¯ + κ¯(1, ℓ)]
β˙βuβ(g)
[P + κ(1, n)]2[P + κ(1, ℓ−1)]2[P + κ(1, ℓ)]2 .
(D.14)
We have removed ℓ = n− 2 from the sum appearing in the second term since the
factor 〈n−1 ℓ〉 is zero when ℓ = n− 1.
Let us examine the numerator in the first term of of (D.14). It may be
written as
N1 = uγ(g)[P + κ(1, n)]γγ˙ k¯γ˙δn kℓδβ˙[P¯ + κ¯(1, ℓ)]β˙βuβ(g). (D.15)
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We write kn = [P + κ(1, n)]− [P + κ(1, ℓ)]− κ(ℓ+1, n−1) to obtain
N1 = [P + κ(1, n)]2uγ(g)kℓγβ˙[P¯ + κ¯(1, ℓ)]β˙βuβ(g)
− uγ(g)[P + κ(1, n)]γγ˙ [P¯ + κ¯(1, ℓ)]γ˙δkℓδβ˙[P¯ + κ¯(1, ℓ−1)]β˙βuβ(g)
− uγ(g)[P + κ(1, n)]γγ˙κ¯γ˙δ(ℓ+1, n−1)kℓδβ˙[P¯ + κ¯(1, ℓ)]β˙βuβ(g).
(D.16)
Application of kℓ = [P + κ(1, ℓ)]− [P + κ(1, ℓ−1)] in the second term of (D.16)
gives
N1 = [P + κ(1, n)]2uγ(g)kℓγβ˙[P¯ + κ¯(1, ℓ)]β˙βuβ(g)
− [P + κ(1, ℓ)]2uγ(g)[P + κ(1, n)]γγ˙ [P¯ + κ¯(1, ℓ−1)]γ˙βuβ(g)
+ [P + κ(1, ℓ−1)]2uγ(g)[P + κ(1, n)]γγ˙ [P¯ + κ¯(1, ℓ)]γ˙βuβ(g)
− uγ(g)[P + κ(1, n)]γγ˙κ¯γ˙δ(ℓ+1, n−1)kℓδβ˙[P¯ + κ¯(1, ℓ)]β˙βuβ(g).
(D.17)
Inserting (D.17) into (D.14) produces the following formidable expression:
Ξ(j, n) =
∑
P(j...n)
n−1∑
ℓ=j
[P + κ(1, j−1)]2
〈g|j, . . . , n|g〉 u
γ(g)Πγ
β(P, 1, 2, . . . , ℓ)uβ(g)
−
∑
P(j...n)
n−1∑
ℓ=j
[P + κ(1, j−1)]2
〈g|j, . . . , n|g〉
uγ(g)[P + κ(1, n)]γγ˙
[P + κ(1, n)]2
×
{
[P¯ + κ¯(1, ℓ−1)]γ˙βuβ(g)
[P + κ(1, ℓ−1)]2 −
[P¯ + κ¯(1, ℓ)]γ˙βuβ(g)
[P + κ(1, ℓ)]2
}
−
∑
P(j...n)
n−2∑
ℓ=j
[P + κ(1, j−1)]2
〈g|j, . . . , n|g〉
uγ(g)[P + κ(1, n)]γγ˙
[P + κ(1, n)]2
×
κ¯γ˙δ(ℓ+1, n−1)k
ℓδβ˙
[P¯ + κ¯(1, ℓ)]β˙βuβ(g)
[P + κ(1, ℓ−1)]2[P + κ(1, ℓ)]2
−
∑
P(j...n)
n−2∑
ℓ=j
[P + κ(1, j−1)]2
〈g|j, . . . , n−1|g〉
〈n−1 ℓ〉
〈n−1 n〉
uγ(g)[P + κ(1, n)]γγ˙
[P + κ(1, n)]2
×
u¯γ˙(kn)u¯β˙(ℓ)[P¯ + κ¯(1, ℓ)]
β˙βuβ(g)
[P + κ(1, ℓ−1)]2[P + κ(1, ℓ)]2 .
(D.18)
Let us denote the four terms appearing in (D.18) by Ξ1, Ξ2, Ξ3 and Ξ4.
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The desired ansatz except for a missing ℓ = n term is reproduced by Ξ1.
We are able to do the sum on ℓ in Ξ2, with the result
Ξ2 =−
∑
P(j...n)
[P + κ(1, j−1)]2
〈g|j, . . . , n|g〉
× u
γ(g)[P + κ(1, n)]γγ˙ [P¯ + κ¯(1, j−1)]γ˙βuβ(g)
[P + κ(1, n)]2[P + κ(1, j−1)]2
+
∑
P(j...n)
[P + κ(1, j−1)]2
〈g|j, . . . , n|g〉
× u
γ(g)[P + κ(1, n)]γγ˙ [P¯ + κ¯(1, n−1)]γ˙βuβ(g)
[P + κ(1, n)]2[P + κ(1, n−1)]2 .
(D.19)
Notice that most of the factors inside the permutation sum in the first piece
of (D.19) are invariant under P(j . . . n). These may be moved outside the sum
producing
Ξ2 =− u
γ(g)[P + κ(1, n)]γγ˙ [P¯ + κ¯(1, j−1)]γ˙βuβ(g)
[P + κ(1, n)]2
×
∑
P(j...n)
1
〈g|j, . . . , n|g〉
+
∑
P(j...n)
[P + κ(1, j−1)]2
〈g|j, . . . , n|g〉
× u
γ(g)[P + κ(1, n)]γγ˙ [P¯ + κ¯(1, n−1)]γ˙βuβ(g)
[P + κ(1, n)]2[P + κ(1, n−1)]2 .
(D.20)
Now recall (3.25),
∑
P(j...m)
1
〈g|j, . . . , m|g′〉 =
〈g g′〉m−j
m∏
i=j
〈g|i|g′〉
. (D.21)
Even though we deduced this identity by comparing our solution with the one
obtained by Berends and Giele, we may use it at this stage in the proof since
we are proceeding inductively: n − j is always less than n, the value for which
we would be engaging in circular reasoning. Thus, we see that the first term of
(D.20) vanishes, since n > j + 1 and 〈g g〉 = 0. The remaining term in (D.20)
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is just the “missing” ℓ = n piece for the sum in Ξ1. So, we expect the final two
pieces to cancel each other.
Let us concentrate on Ξ3. To make this cancellation explicit, we use the
freedom to relabel quantities inside the permutation sum. Consider the following
set of cyclic relabellings to be applied to the successive terms of κ(ℓ+1, n−1) =
(kℓ+1 + · · ·+ kn−1):
{ℓ+1, ℓ+2, . . . , n} → {n, ℓ+1, ℓ+2, . . . , n−1}
{ℓ+2, ℓ+3, . . . , n} → {n, ℓ+2, ℓ+3, . . . , n−1}
...
{n−1, n} → {n, n−1}.
(D.22)
The relabelling (D.22) has the following effect on a general function of the form
κ(ℓ+1, n−1)f(k1, k2, . . . , kn):
(kℓ+1 + · · ·+ kn−1)f(k1, k2, . . . , kn) −→
knf(k1, . . . , kℓ, kn, kℓ+1, . . . , kn−1)
+ knf(k1, . . . , kℓ, kℓ+1, kn, kℓ+2, . . . , kn−1)
+ · · ·+
+ knf(k1, . . . , kℓ, kℓ+1, . . . , kn−2, kn, kn−1).
(D.23)
This certainly simplifies the numerator, but at the expense of introducing a whole
series of denominators:
Ξ3 = −
∑
P(j...n)
n−2∑
ℓ=j
[P + κ(1, j−1)]2 u
γ(g)[P + κ(1, n)]γγ˙
[P + κ(1, n)]2
×
kγ˙δn kℓδβ˙[P¯ + κ¯(1, ℓ)]
β˙βuβ(g)
[P + κ(1, ℓ−1)]2 [P + κ(1, ℓ)]2
1
〈g|j, . . . , ℓ−1|ℓ〉
×
{
1
〈ℓ|n, ℓ+1, . . . , n−1|g〉 +
1
〈ℓ|ℓ+1, n, ℓ+2, . . . , n−1|g〉
+ · · ·+ 1〈ℓ|ℓ+1, . . . , n−2, n, n−1|g〉
}
.
(D.24)
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The curly brackets in (D.24) are easily simplified by making use of (A.16):
1
〈ℓ|ℓ+1, . . . , n−1|g〉
[ 〈ℓ ℓ+1〉
〈ℓ|n|ℓ+1〉 +
〈ℓ+1 ℓ+2〉
〈ℓ+1|n|ℓ+2〉 + · · ·+
〈n−2 n−1〉
〈n−2|n|n−1〉
]
=
1
〈ℓ|ℓ+1, . . . , n−1|g〉
〈ℓ n−1〉
〈ℓ|n|n−1〉 .
(D.25)
If we combine (D.25) with (D.24) we obtain
Ξ3 =
∑
P(j...n)
n−2∑
ℓ=j
[P + κ(1, j−1)]2
〈g|j, . . . , n−1|g〉
〈n−1 ℓ〉
〈n−1 n〉
uγ(g)[P + κ(1, n)]γγ˙
[P + κ(1, n)]2
×
u¯γ˙(kn)u¯β˙(ℓ)[P¯ + κ¯(1, ℓ)]
β˙βuβ(g)
[P + κ(1, ℓ−1)]2[P + κ(1, ℓ)]2 ,
(D.26)
which indeed cancels Ξ4, proving the ansatz.
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