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1. Introduction
This paper is concerned with the asymptotic behavior of mild solutions to abstract functional differential equations of
the form
u˙(t) = Au(t) + [Bu](t) + f (t), t ∈ R, (1.1)
where A is a closed operator on a complex Banach space X, B is a bounded linear autonomous operator on BUC(R;X), f is
a given X-valued function.
The long term behavior of solutions to linear abstract differential equations in Banach space has been extensively inves-
tigated by many authors ([1–8,10,12,14–17,19–21] and the references therein). One of the main approaches in these papers
is to use Tauberian theorems which describe the asymptotic behavior of a bounded function under some assumptions on
its spectrum and ergodicity property. In [4], W. Arendt and J. Prüss proved several vector-valued Tauberian theorems for the
Laplace transform of functions, and subsequently applied these theorems to study the asymptotic behavior of linear Volterra
equations. Later, Tauberian theorems were improved and employed to describe the asymptotic behavior of solutions to the
linear abstract evolution equation (see e.g. [1–3,6,20])
u˙(t) = Au(t) + f (t) (1.2)
on the line and half-line, respectively, which is a special case of Eq. (1.1). In [10], R. Chill and J. Prüss applied Tauberian
theorems to study the asymptotic behavior of evolutionary integral equations.
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the considered functions are required to be totally ergodic on some subset of the imaginary axis. We notice that although
some functions themselves are not totally ergodic, their restrictions on the half-line satisfy the ergodicity condition. For this
situation, no generations of Tauberian theorems are available.
In this work, we would like to provide a new idea concerning the study of the asymptotic behavior of functions on the
line. For a given translation-invariant subspace G ⊂ BUC(R;X) which contains C+0 (R;X) (the set of all functions vanishing
at +∞), we establish a relationship between an associated translation-biinvariant subspace E ⊂ BUC(R+;X) and G (see
Lemma 2.1). We then prove that the spectra of u and v with respect to E and G , respectively, coincide, where v ∈ BUC(R;X),
u = v|R+ (see Theorem 3.1). Using the above two results, we improve a Tauberian theorem. Indeed, the condition on the
ergodicity of the function u is relaxed (see Theorem 3.2). As an application, we use the Tauberian theorems to describe the
asymptotic behavior of mild solution u to Eq. (1.1). In the case where f ∈ G and G does not necessarily contain C+0 (R;X) as
a subspace, we use the Tauberian theorem cited from [10] to obtain that u ∈ G (see Theorem 4.1). As an important corollary,
we derive the almost periodicity of u provided that f is almost periodic (see Corollary 4.1). This generalizes and improves
the related result in [1]. In the case where f ∈ G ⊃ C+0 (R;X), by the improved Tauberian theorem we prove that u ∈ G
under weaker assumptions (see Theorem 4.2). Moreover, if f is almost periodic, by selecting a suitable subspace which
contains C+0 (R;X) and using a technique of decomposition, we derive the existence of almost periodic mild solutions to
Eq. (1.1) under weaker ergodicity assumption on u (see Corollary 4.3).
We organize the paper as follows. In Section 2 we recall some notations and concepts. In Section 3 we present some
properties of spectrum of functions and an extension of Tauberian theorem. In Section 4 we prove some results on the
asymptotic behavior of mild solutions to Eq. (1.1). An example is given to illustrate our results in Section 5.
2. Preliminaries
2.1. Notations
Let X be a complex Banach space. For any closed linear operator A on X, by σ(A) and ρ(A) we denote the spectrum and
resolvent set, respectively, of A. For any λ ∈ ρ(A), we call R(λ, A) := (λ− A)−1 the resolvent of A at the point λ. BUC(J;X)
will stand for the Banach space of all bounded, uniformly continuous functions from J to X with the uniform norm
‖g‖ = sup
t∈J
∥∥g(t)∥∥
X
,
where J = R+ or R. We denote by {S(t): t  0} (respectively, {T (t): t ∈ R}) the C0-semigroup (respectively, C0-group) of
translations on BUC(R+;X) (respectively, BUC(R;X)) with generator D (respectively, D1).
Deﬁnition 2.1. A bounded linear operator B on BUC(R;X) is said to be autonomous if it commutes with the translation T (t)
for every t ∈ R.
As usual, the operator of multiplication by A on BUC(R;X), saying A, is deﬁned on
D(A) := {g ∈ BUC(R;X): g(t) ∈ D(A), ∀t ∈ R, and Ag(·) ∈ BUC(R;X)},
and [Ag](t) = Ag(t), for all t ∈ R and g ∈ D(A). Clearly, the closedness of A implies that of A.
2.2. Almost periodic functions
A function g ∈ BUC(R;X) is said to be almost periodic if the set {T (t)g: t ∈ R} is relatively compact in BUC(R;X). There
are various different descriptions of almost periodic functions, for more details, see e.g. [13,21]. By AP(R;X) we denote the
set of all almost periodic functions. Equipped with the uniform norm, AP(R;X) becomes a closed subspace of BUC(R;X).
For g ∈ AP(R;X) and λ ∈ R, we deﬁne
a(λ, g) := lim
T→+∞
1
2T
T∫
−T
e−iλt g(t)dt.
It is known that a(λ, g) is well deﬁned and the set σb(g) := {λ ∈ R: a(λ, g) 
= 0} is at most countable. We call σb(g) the
Bohr spectrum of g . For any subset Λ ⊂ R, it is not diﬃcult to show that the set
ΛAP(R;X) :=
{
g ∈ AP(R;X): σb(g) ⊂ Λ
}
is a closed subspace of AP(R;X). Indeed, ΛAP(R;X) = span{eiλ·x: λ ∈ Λ, x ∈ X}, where the closure is taken in BUC(R;X)
(see e.g. [13]).
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We recall the concept of ergodicity from [1,2]. Let η be a real number. A function g ∈ BUC(R+;X) is said to be uniformly
ergodic at iη if the following limit
Mη(g) = lim
α↓0αR(α + iη,D)g (2.1)
exists in BUC(R+;X). This is equivalent to the existence of the Cesàro limit
Mη(g) = lim
τ→+∞
1
τ
τ∫
0
e−iηt S(t)g dt (2.2)
in BUC(R+;X) (see e.g. [3, Proposition 4.3.1]).
As to the case g ∈ BUC(R;X), the deﬁnition of ergodicity is given similarly with D and S replaced by D1 and T in (2.1)
and (2.2), respectively, the limits exist in BUC(R;X). If g ∈ BUC(R;X) is uniformly ergodic at iη, then by [1, Lemma 2.4],
Mη(g) = lim
τ→+∞
1
τ
τ∫
0
e−iηt T (t)g dt = lim
τ→+∞
1
2τ
τ∫
−τ
e−iηt T (t)g dt. (2.3)
Remark 2.1. Clearly, the uniformly ergodicity of g implies that of g|R+ . However, the converse is not true.
Example 2.1. Suppose that η 
= 0 and 0 
= x ∈ X. Let
g(t) =
{
x, t  0,
eiηt x, t < 0.
It is easy to check that g|R+ is uniformly ergodic at iη. However, this is not the case for g .
If g ∈ BUC(R+;X) (respectively, BUC(R;X)) is uniformly ergodic at iη, then for any t ∈ R+ (respectively, t ∈ R),
Mη(g)(t) = eiηtMη(g)(0). (2.4)
We call g ∈ BUC(R+;X) (respectively, BUC(R;X)) totally ergodic on E ⊂ iR if it is uniformly ergodic at every point of E.
2.4. Translation-biinvariant subspace of BUC(R+;X)
Deﬁnition 2.2. (See [2,9,10].) A closed subspace E ⊂ BUC(R+;X) is called translation-biinvariant if the following conditions
are satisﬁed:
(A1) If t  0 and u ∈ E , then S(t)u ∈ E ;
(A2) If u ∈ BUC(R+;X) such that S(t)u ∈ E for some t  0, then u ∈ E .
Deﬁnition 2.3. A subspace G ⊂ BUC(R;X) is said to be translation-invariant if T (t)G = G for any t ∈ R.
Denote by C0(R+;X) the set of all continuous functions from R+ to X vanishing at +∞. Equipped with the uniform
norm, C0(R+;X) is a closed subspace of BUC(R+;X). Clearly, C0(R+;X) is translation-biinvariant. On the other hand, if
E ⊂ BUC(R+;X) is translation-biinvariant and u ∈ BUC(R+;X) is such that S(τ )u = 0 for some τ  0, then u ∈ E . Since
C0(R+;X) coincides with the closure of {u ∈ BUC(R+;X): ∃τ = τ (u)  0, s.t. S(τ )u = 0}, one has C0(R+;X) ⊂ E . This
shows that C0(R+;X) is the smallest closed translation-biinvariant subspace. Let
C+0 (R;X) :=
{
g ∈ BUC(R;X): g|R+ ∈ C0(R+;X)
}
.
Then C+0 (R;X) is closed and translation-invariant. The following lemma provides a characterization of translation-biinvariant
subspace.
Lemma 2.1. Let E ⊂ BUC(R+;X) be a closed subspace. Then the following two assertions are equivalent.
(1) E is translation-biinvariant.
(2) There exists a closed, translation-invariant subspace G ⊂ BUC(R;X) which contains C+0 (R;X) such that
E = G|R+ := {g|R+ : g ∈ G}. (2.5)
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C+0 (R;X) ⊂ G .
We ﬁrst show that G is closed. Let gn ∈ G and g ∈ BUC(R;X) be such that
gn → g, as n → ∞.
Then
gn|R+ → g|R+ , as n → ∞.
Since E is closed and gn|R+ ∈ E , one has g|R+ ∈ E . Therefore, g ∈ G .
Next we show that G is translation-invariant. Let t  0. For any g ∈ G, by condition (A1) in Deﬁnition 2.2 one has
T (t)g|R+ = S(t)(g|R+ ) ∈ E .
Thus T (t)g ∈ G . On the other hand, noticing
S(t)
(
T (−t)g|R+
)= g|R+ ∈ E,
by (A2) one has T (−t)g|R+ ∈ E . Thus (T (t))−1g = T (−t)g ∈ G . Therefore, T (t)G = G . In the case that t  0, by T (−t)G = G
one has G = T (t)G .
(2) ⇒ (1). Assume that G satisﬁes (2). Let t  0. If u ∈ E , then there exists a function v ∈ G such that u = v|R+ . Thus
S(t)u = T (t)v|R+ ∈ E .
On the other hand, if S(t)u ∈ E , then there exists a function g ∈ G such that S(t)u = g|R+ . Let w ∈ BUC(R;X) be such that
w|R+ = u. Then
T (t)w|R+ = S(t)u = g|R+ .
This shows that T (t)w − g ∈ C+0 (R;X). Since C+0 (R;X) ⊂ G , T (t)w ∈ G and so does w . This implies that u ∈ E . 
The space of all asymptotically almost periodic functions is an important translation-biinvariant subspace. We denote it
by AAP(R+;X). Recall that a function g ∈ BUC(R+;X) is said to be asymptotically almost periodic if the set {S(t)g: t  0}
is relatively compact in BUC(R+;X). The space of the restrictions of all almost periodic functions on R+ is called the class
of Maak almost periodic functions and denoted by AP(R+;X). It is known that
AAP(R+;X) = AP(R+;X) ⊕ C0(R+;X).
Let
AAP+(R;X) := AP(R;X) ⊕ C+0 (R;X).
Then AAP+(R;X) is a closed, translation-invariant subspace of BUC(R;X) and
AAP(R+;X) =
{
g|R+ : g ∈ AAP+(R;X)
}
.
Therefore, AAP(R+;X) is translation-biinvariant.
For any subset Λ ⊂ R, let
ΛAAP+ (R;X) := ΛAP(R;X) ⊕ C+0 (R;X)
and
ΛAAP(R+;X) :=
{
g|R+ : g ∈ ΛAAP+ (R;X)
}
.
Then ΛAAP(R+;X) is translation-biinvariant.
Remark 2.2. (1) Each almost periodic function is totally ergodic on iR (see [5, Proposition 2.2]);
(2) Each asymptotically almost periodic function is totally ergodic on iR (see [5, Proposition 2.2]);
(3) For any η ∈ R, there exists a function h ∈ C+0 (R;X) which is not uniformly ergodic at iη. We give the following
example.
Example 2.2. Suppose that η ∈ R, 0 
= x ∈ X. Let u(t) = x (∀t ∈ R) and h = g − u, here g is deﬁned as in Example 2.1. Then
u ∈ AP(R;X), h ∈ C+0 (R;X). It follows from Remark 2.2(1) that u is totally ergodic on iR. Since g is not uniformly ergodic
at iη, nor does h.
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In this section, we will discuss the properties of spectrum of functions and derive an important extension of Tauberian
theorem in [5,10]. We ﬁrst recall the deﬁnition of spectrum of a function.
Throughout this section, we assume that G is a closed, translation-invariant subspace of BUC(R;X) and E ⊂ BUC(R+;X)
is a translation-biinvariant subspace. For f ∈ L1(R), u ∈ BUC(R+;X), v ∈ BUC(R;X), the convolutions f ∗ u and f ∗ v are
deﬁned by
f ∗ u(t) :=
+∞∫
0
f (t − s)u(s)ds, ∀t ∈ R,
f ∗ v(t) :=
+∞∫
−∞
f (t − s)v(s)ds, ∀t ∈ R,
respectively. We will use the same symbol of convolution when there is no danger of confusion.
Deﬁnition 3.1. (See [1,3,9].) (1) For u ∈ BUC(R+;X), the spectrum of u with respect to E is deﬁned by
spR+E (u) :=
{
η ∈ R: ∀	 > 0, ∃ f ∈ L1(R), suppF f ⊂ (η − 	,η + 	), f ∗ u|R+ /∈ E
}
,
here the Fourier transform of f
(F f )(η) =
+∞∫
−∞
e−iηt f (t)dt.
(2) For v ∈ BUC(R;X), the spectrum of v with respect to G is deﬁned by
spRG(v) :=
{
η ∈ R: ∀	 > 0, ∃ f ∈ L1(R), suppF f ⊂ (η − 	,η + 	), f ∗ v /∈ G}.
The following lemma shows that the spectrum of a function is translation-invariant.
Lemma 3.1.
(1) Let u ∈ BUC(R+;X). Then for any t  0,
spR+E (u) = spR+E
(
S(t)u
); (3.1)
(2) Let v ∈ BUC(R;X). Then for any t ∈ R,
spRG(v) = spRG
(
T (t)v
)
. (3.2)
Proof. (1) For any f ∈ L1(R), t  0, we have
f ∗ S(t)u(s) =
+∞∫
0
f (s − τ )u(t + τ )dτ
=
+∞∫
t
f (t + s − r)u(r)dr
=
+∞∫
0
f (t + s − r)u(r)dr −
t∫
0
f (t + s − r)u(r)dr
= f ∗ u(t + s)−
t∫
0
f (t + s − r)u(r)dr. (3.3)
Since f ∈ L1(R) and u is bounded, it follows that
t∫
f (t + s − r)u(r)dr → 0, as s → +∞. (3.4)0
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E is translation-biinvariant, by Deﬁnition 3.1 we obtain (3.1).
(2) For any f ∈ L1(R), t ∈ R, we have
f ∗ T (t)v(s) =
+∞∫
−∞
f (s − τ )v(t + τ )dτ
=
+∞∫
−∞
f (t + s − r)v(r)dr
= f ∗ v(t + s).
Therefore, f ∗ T (t)v /∈ G ⇔ T (t)( f ∗ v) /∈ G ⇔ f ∗ v /∈ G . Thus by Deﬁnition 3.1 we obtain (3.2). 
If C+0 (R;X) ⊂ G , then Lemma 2.1 implies that G|R+ is a translation-biinvariant subspace of BUC(R+;X). Moreover, one
has
Theorem 3.1. Suppose that C+0 (R;X) ⊂ G and E = G|R+ . For any v ∈ BUC(R;X), let u := v|R+ . Then
spR+E (u) = spRG(v). (3.5)
Proof. For any f ∈ L1(R), we have
f ∗ v(t) =
+∞∫
−∞
f (t − s)v(s)ds
=
+∞∫
0
f (t − s)v(s)ds +
0∫
−∞
f (t − s)v(s)ds
=
+∞∫
0
f (t − s)v(s)ds +
+∞∫
t
f (s)v(t − s)ds
= f ∗ u(t) +
+∞∫
t
f (s)v(t − s)ds. (3.6)
Since v ∈ BUC(R;X), it follows that
+∞∫
t
f (s)v(t − s)ds → 0, as t → +∞. (3.7)
Noticing that C+0 (R;X) ⊂ G and E = G|R+ , by (3.6) and (3.7) one obtains that f ∗ v /∈ G ⇔ f ∗ u /∈ G ⇔ f ∗ u|R+ /∈ E .
Therefore, by Deﬁnition 3.1 we obtain (3.5). 
As a consequence of Lemmas 2.1, 3.1 and Theorem 3.1, we know that the spectrum of a bounded uniformly continuous
function with respect to G only depends on the state in the “future” provided that G contains C+0 (R;X).
Corollary 3.1. Assume u, v ∈ BUC(R;X) such that us|R+ = vτ |R+ for some s, τ ∈ R, where us := T (s)u, vτ := T (τ )v. Moreover,
assume that C+0 (R;X) ⊂ G . Then
spRG(u) = spRG(v).
Proof. By Lemma 2.1, G|R+ is a translation-biinvariant subspace of BUC(R+;X). By Theorem 3.1 and Lemma 3.1 one has
spRG(u) = spRG(us) = spR+G|R+ (us|R+) = sp
R+
G|R+ (vτ |R+) = sp
R
G(vτ ) = spRG(v). 
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(see [5, Proposition 4.1.1]). If E = G|R+ , then
IE (v) =
{
f ∈ L1(R): f ∗ v|R+ ∈ G|R+
}= { f ∈ L1(R): f ∗ v ∈ G}=: IG(v).
The spectrum of v with respect to G coincides with the hull of IG(v) (see e.g. [21, Section 3.5] for a proof), i.e.
spRG(v) = hull IG(v) =
{
η: F f (η) = 0, ∀ f ∈ IG(v)
}
.
This is taken as a deﬁnition in some literature (see e.g. [5,6,21]). Noticing that E contains C0(R+;X), by (3.6) and (3.7) we
see that the ideal IE (v) only depends on the values of v on R+ . On the other hand, T (s)( f ∗ v) = f ∗ (T (s)v) = f ∗ vs for
all s ∈ R and f ∈ L1(R). This means that IE (v) = IE (vs). Therefore, IE (v) only depends on the values of v on the interval
[s,+∞), and so does spRG(v). This can be regarded as an alternative proof of Corollary 3.1.
Consider the quotient space Y := BUC(R;X)/G and denote the quotient map by π . Then {T (t): t ∈ R} induces a C0-group
{T˜ (t): t ∈ R} of isometries on Y. {T˜ (t): t ∈ R} and its generators D˜1 have the following relations (see e.g. [11, Section 2.2])
T˜ (t)π v = π T (t)v, t ∈ R, v ∈ BUC(R;X),
D˜1π v = πD1v, v ∈ D(D1).
We cite the following lemma from [2].
Lemma 3.2. (See [2, Lemma 2.2], and also [1, Lemma 2.2].) Let A be the generator of a C0-group U = {U (t): t ∈ R} of isometries on
a Banach space Z . Let z ∈ Z , η ∈ R, and suppose that there exist a neighborhood V of iη in C and a holomorphic function h : V → Z
such that h(λ) = R(λ, A)z where λ ∈ V and Reλ > 0. Then iη ∈ ρ(Az), where Az is the generator of the restriction of U to the closed
linear span of {U (t)z: t ∈ R} in Z .
We can now prove the following result.
Lemma 3.3. For any u ∈ BUC(R;X), spRG(u) coincides with the set of all real numbers η such that R(λ, D˜1)πu (Reλ > 0) has no
holomorphic extension to a neighborhood of iη.
Proof. According to Lemma 3.2, it suﬃces to show
i · spRG(u) = σ(D˜1πu), (3.8)
where D˜1πu is the generator of the restriction of the C0-group {T˜ (t): t ∈ R} to the closed linear span of {T˜ (t)πu: t ∈ R}
in Y.
Recall that the Arveson spectrum (see e.g. [1,3,9]) of πu respect to {T˜ (t): t ∈ R} is deﬁned by
spT˜ (πu) = {η ∈ R: ∀	 > 0, ∃ f ∈ L1(R), suppF¯ f ⊂ (η − 	,η + 	), f (T˜ )πu 
= 0}, (3.9)
where F¯ f (t) := ∫ +∞−∞ eist f (s)ds, f (T˜ )πu := ∫ +∞−∞ f (t)T˜ (t)πu dt . Then it is known that (see [1, p. 365 (2.3)])
i · spT˜ (πu) = σ(D˜1πu). (3.10)
Set fˇ (s) := f (−s),∀s ∈ R. Then
F¯ f =
+∞∫
−∞
eist f (s)ds =
+∞∫
−∞
e−ist f (−s)ds =
+∞∫
−∞
e−ist fˇ (s)ds =F fˇ (3.11)
and
f (T˜ )πu =
+∞∫
−∞
f (t)T˜ (t)πu dt = π
+∞∫
−∞
f (t)T (t)u dt = π
+∞∫
−∞
fˇ (−t)T (t)u dt = π( fˇ ∗ u). (3.12)
It follows from (3.12) that f (T˜ )πu = 0 is equivalent to fˇ ∗ u ∈ G . Thus by Deﬁnition 3.1, (3.9) and (3.11) we have
spT˜ (πu) = spRG(u). (3.13)
Now (3.8) follows from (3.10) and (3.13). The proof is completed. 
Next we recall a Tauberian theorem describing the behavior of functions from [10] (see also [5]).
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(1) Assume that u ∈ BUC(R+;X) is totally ergodic on i · spR+E (u) and for any η ∈ spR+E (u), Mη(u) ∈ E . If spR+E (u) is countable, then
u ∈ E .
(2) Assume that u ∈ BUC(R;X) is totally ergodic on i · spRG(u) and for any η ∈ spRG(u), Mη(u) ∈ G . If spRG(u) is countable, then u ∈ G .
Proof. See [10, Theorem 2.5, Remark 2.6]. 
We are now in position to give a signiﬁcant theorem concerning the behavior of functions on the whole line.
Theorem 3.2. Suppose that C+0 (R;X) ⊂ G and E = G|R+ . Let u ∈ BUC(R;X) be such that spRG(u) is countable. Moreover, assume that
for some real number s, the function us|R+ is totally ergodic on i · spRG(u) and for any η ∈ spRG(u), Mη(us|R+) ∈ E , where us := T (s)u.
Then u ∈ G .
Proof. By Lemma 3.1 and Theorem 3.1 one has spR+E (us|R+) = spRG(u). Thus it follows from Lemma 3.4 that us|R+ ∈ E .
Therefore, us ∈ G , and so does u. 
As is shown in Remark 2.1 and Example 2.1, the ergodicity of us|R+ is weaker than that of u. Thus our theorem extends
the related results in [5,10]. We also point out that due to Remark 2.2, for some closed translation-invariant subspace
containing C+0 (R;X), our theorem is in some sense more effective than the second part of Lemma 3.4.
4. Asymptotic behavior of abstract functional differential equation
In this section, we study the asymptotic behavior of mild solutions of Eq. (1.1). By a mild solution of Eq. (1.1) we
understand a function u ∈ BUC(R;X) such that for any t ∈ R, ∫ t0 u(s)ds ∈ D(A) and
u(t) − u(0) = A
t∫
0
u(s)ds +
t∫
0
([Bu](s) + f (s))ds. (4.1)
We ﬁrst give a lemma concerning the relation between the spectrum of u and σ(A + B). We use the notation σi(A + B) :=
{η ∈ R: iη ∈ σ(A + B)}.
Lemma 4.1. Let u ∈ BUC(R;X) be a mild solution of Eq. (1.1). Assume that G is a closed, translation-invariant subspace of BUC(R;X)
and f ∈ G . Moreover, assume that the following condition is satisﬁed:
(P) R(λ,A + B)G ⊂ G for any λ ∈ ρ(A + B) with Reλ > 0.
Then spRG(u) ⊂ σi(A + B).
Proof. For any complex number λ with Reλ > 0, taking Laplace transform in (4.1) one obtains that uˆ(λ) ∈ D(A) and
λuˆ(λ) − u(0) = Auˆ(λ) + B̂u(λ) + fˆ (λ), (4.2)
where
uˆ(λ) :=
+∞∫
0
e−λtu(t)dt. (4.3)
Since B is an autonomous operator on BUC(R;X), it is easy to show that Eq. (1.1) is translation-invariant, i.e. if u is a mild
solution of Eq. (1.1), then for any s ∈ R, us is a mild solution of Eq. (1.1) with f replaced by f s . Thus it follows from (4.2)
that
λuˆs(λ) − u(s) = Auˆs(λ) + B̂us(λ) + fˆ s(λ), ∀s ∈ R. (4.4)
On the other hand, by standard theory of semigroup of operators (see e.g. [18, Section 1.7]),
R(λ,D1)u =
+∞∫
e−λt T (t)u dt. (4.5)
0
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R(λ,D1)u(s) =
+∞∫
0
e−λtu(t + s)dt = uˆs(λ), ∀s ∈ R. (4.6)
Noticing that B commutes with all translations T (t), by (4.6) one obtains that
BR(λ,D1)u(s) = R(λ,D1)Bu(s) = B̂us(λ), ∀s ∈ R. (4.7)
Therefore, it follows from (4.4), (4.6) and (4.7) that
(λ − A − B)R(λ,D1)u = u + R(λ,D1) f . (4.8)
For any λ ∈ ρ(A + B) with Reλ > 0, by (4.8) one has
R(λ,D1)u = R(λ,A + B)u + R(λ,A + B)R(λ,D1) f . (4.9)
Since G is translation-invariant, one obtains that R(λ,D1) f ∈ G . Noticing that R(λ,A + B)G ⊂ G , by (4.9) we have
R(λ, D˜1)πu = π R(λ,D1)u = π R(λ,A + B)u, (4.10)
here π denotes the quotient map from BUC(R;X) to BUC(R;X)/G . Therefore, for any η ∈ R with iη ∈ ρ(A+B), R(λ, D˜1)πu
has a holomorphic extension to some neighborhood of iη. By Lemma 3.3 one obtains that spRG(u) ⊂ σi(A + B). 
The condition (P) introduced in Lemma 4.1 is an extension of [10, Deﬁnition 2.1], there the subspace G is assumed
to be invariant under the action of multiplication by any bounded linear operator on X. In fact, when Lemma 3.4 and
Theorem 3.2 are applied to describe the asymptotic behavior of Eq. (1.2), we only need to assume that the multiplication of
R(λ, A) leaves G invariant for any λ ∈ ρ(A), this is just condition (P) with B = 0. In the following, we give a lemma which
shows that condition (P) is not very restrictive (see also the condition (P′) above Corollary 4.2 and Lemma 5.2).
Lemma 4.2. Let Λ be a subset of R. Assume that C is a bounded linear autonomous operator on BUC(R;X). Then C leaves ΛAP(R;X)
invariant.
Proof. Let g ∈ ΛAP(R;X). Then the set {T (t)g: t ∈ R} is relatively compact in BUC(R;X). Noticing that C is autonomous,
one has
T (t)Cg = CT (t)g, ∀t ∈ R. (4.11)
Therefore, {T (t)Cg: t ∈ R} is a relatively compact subset of BUC(R;X). This shows that Cg is almost periodic.
Next we prove that σb(Cg) ⊂ Λ. Since σb(g) ⊂ Λ, it suﬃces to show that σb(Cg) ⊂ σb(g). Let η ∈ R\σb(g), i.e.,
a(η, g) = 0. By (2.3), one has
Mη(g)(0) = a(η, g) = 0.
This, together with (2.4), implies that Mη(g) = 0. Thus by (4.11) one obtains that
Mη(Cg) = lim
τ→+∞
1
τ
τ∫
0
e−iηt T (t)Cg dt = C lim
τ→+∞
1
τ
τ∫
0
e−iηt T (t)g dt = CMη(g) = 0.
Therefore, by (2.3) again,
a(η,Cg) = Mη(Cg)(0) = 0.
This shows that η /∈ σb(Cg). The proof is completed. 
Consider the case where G does not necessarily contain C+0 (R;X) as a subspace. By Lemmas 3.4 and 4.1 we obtain the
following theorem immediately.
Theorem 4.1. Assume that the conditions in Lemma 4.1 are satisﬁed. Suppose that u is totally ergodic on i · σi(A + B) and for any
η ∈ σi(A + B), Mη(u) ∈ G . If σi(A + B) is countable, then u ∈ G .
Now we give a corollary concerning the almost periodicity of mild solutions of Eq. (1.1).
Corollary 4.1. Assume that f ∈ AP(R;X). Let u ∈ BUC(R;X) be a mild solution of Eq. (1.1). Moreover, suppose that σi(A + B) is
countable and u is totally ergodic on i · σi(A + B). Then u ∈ AP(R;X) and σb(u) ⊂ σi(A + B)∪ σb( f ).
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f ∈ ΛAP(R;X). By the deﬁnition of A we obtain that A commutes with T (t) for any t ∈ R. Since B is autonomous, so
does R(λ,A + B) for every λ ∈ ρ(A + B). Due to Lemma 4.2, the condition (P) in Lemma 4.1 is satisﬁed by ΛAP(R;X).
On the other hand, by (2.4) one has Mη(u) ∈ ΛAP(R;X) for any η ∈ σi(A + B). Thus it follows from Theorem 4.1 that
u ∈ ΛAP(R;X). The proof is completed. 
In [1, Theorem 4.3(b)], W. Arendt and C.J.K. Batty proved that a mild solution of Eq. (1.2) is almost periodic under the
assumption that it is totally ergodic on iR. It is not diﬃcult to show that ρ(A) = ρ(A). Therefore, taking B = 0, one obtains
the conclusion of [1, Theorem 4.3(b)] under weaker conditions. In this sense, the ﬁrst part of Corollary 4.1 generalizes and
improves the related result in [1].
Next, we consider the case that C+0 (R;X) ⊂ G . It is shown in Theorem 3.2 that the ergodicity condition can be relaxed.
Theorem 4.2. Assume that the conditions in Lemma 4.1 are satisﬁed. Suppose that C+0 (R;X) ⊂ G and let E = G|R+ . Moreover, assume
that for some s ∈ R, us|R+ is totally ergodic on i · σi(A + B) and for any η ∈ σi(A + B), Mη(us|R+) ∈ E . If σi(A + B) is countable,
then u ∈ G .
Proof. The result follows from Lemma 4.1 and Theorem 3.2. 
Consider the case f ∈ AAP+(R;X). Due to Lemma 4.2, we make the following hypothesis on operators A and B:
(P′) For any λ ∈ ρ(A + B) with Reλ > 0, R(λ,A + B)C+0 (R;X) ⊂ C+0 (R;X).
Corollary 4.2. Let u ∈ BUC(R;X) be a mild solution of Eq. (1.1), f admit a decomposition f = f1 + f2 , where f1 ∈ AP(R;X),
f2 ∈ C+0 (R;X). Assume that the hypothesis (P′) is satisﬁed. Moreover, suppose that σi(A + B) is countable and us|R+ is totally
ergodic on i · σi(A + B) for some s ∈ R. Then u ∈ ΛAAP+ (R;X), where Λ = σi(A + B) ∪ σb( f1).
Proof. Lemma 4.2 and hypothesis (P′) yield condition (P) in Lemma 4.1. By (2.4), for any η ∈ σi(A + B), Mη(us|R+) ∈
ΛAAP(R+;X). Therefore, by Theorem 4.2 we have u ∈ ΛAAP+ (R;X). 
Due to Remark 2.2, for any function g ∈ AAP+(R;X), g|R+ is totally ergodic on i ·σi(A+B). However, g is not necessarily
totally ergodic on i · σi(A + B). For this reason, the Tauberian theorems given in [5,6,10] are not able to deal with this case
effectively.
In the case where f ∈ AP(R;X), the authors in [6,10] applied Tauberian theorem (Lemma 3.4(2)) to Eq. (1.2) and evo-
lutionary integral equations, respectively, and obtained the almost periodicity of u provided that u is totally ergodic. Here
under weaker ergodicity condition we only have u ∈ ΛAAP+ (R;X). However, by applying a technique of decomposition we
can gain the existence of almost periodic solutions to Eq. (1.1). We ﬁrst give the following technical lemma.
Lemma 4.3. Let u ∈ BUC(R;X) be a mild solution of Eq. (1.1). Suppose that u = u1 + u2 , f = f1 + f2 , where u1, f1 ∈ AP(R;X) and
u2, f2 ∈ C+0 (R;X). Moreover, assume that the following hypothesis is satisﬁed:
(H) for any g ∈ C+0 (R;X), Bg ∈ C+0 (R;X).
Then u1 and u2 are mild solutions of Eq. (1.1) with f replaced by f1 and f2 , respectively.
Proof. By Lemma 4.2, one has Bu1 ∈ AP(R;X). Since u2 ∈ C+0 (R;X), so does Bu2. Thus there exists a sequence rn → +∞
such that⎧⎨⎩
T (rn)u1 → u1, as n → ∞,
T (rn) f1 → f1, as n → ∞,
T (rn)Bu1 → Bu1, as n → ∞
(4.12)
and for any M ∈ R,⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
sup
tM
∥∥[T (rn)u2](t)∥∥X → 0, as n → ∞,
sup
tM
∥∥[T (rn) f2](t)∥∥X → 0, as n → ∞,
sup
tM
∥∥[T (rn)Bu2](t)∥∥X → 0, as n → ∞.
(4.13)
For any t ∈ R, by (4.12) and (4.13) one has
u(t + rn) → u1(t), as n → ∞ (4.14)
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t∫
0
u(τ + rn)dτ →
t∫
0
u1(τ )dτ , as n → ∞,
t∫
0
[Bu](τ + rn)dτ →
t∫
0
[Bu1](τ )dτ , as n → ∞,
t∫
0
f (τ + rn)dτ →
t∫
0
f1(τ )dτ , as n → ∞.
(4.15)
Since u ∈ BUC(R;X) is a mild solution of Eq. (1.1), for every t ∈ R, by (4.1),
u(t + rn) − u(rn) = A
t+rn∫
rn
u(τ )dτ +
t+rn∫
rn
[Bu](τ )dτ +
t+rn∫
rn
f (τ )dτ
= A
t∫
0
u(τ + rn)dτ +
t∫
0
[Bu](τ + rn)dτ +
t∫
0
f (τ + rn)dτ . (4.16)
Noticing (4.14) and (4.15), taking limit in (4.16), by the closedness of A we obtain that
u1(t) − u1(0) = A
t∫
0
u1(τ )dτ +
t∫
0
[Bu1](τ )dτ +
t∫
0
f1(τ )dτ .
This shows that u1 is a mild solution of Eq. (1.1) with f replaced by f1. By linearity, u2 is a mild solution with inhomo-
geneity f2. 
Lemma 4.3 is an extension of [2, Proposition 3.4]. The results given there are concerned with Eq. (1.2) on the half-line.
In our lemma, we introduce the hypothesis (H). We would like to mention that this hypothesis is natural and reasonable
(see e.g. Lemma 5.1).
With the help of Lemma 4.3, we have the following result.
Corollary 4.3. Assume that f ∈ AP(R;X). Let u ∈ BUC(R;X) be a mild solution of Eq. (1.1). Assume that hypothesis (H) is satisﬁed.
Moreover, suppose that σi(A + B) is countable and us|R+ is totally ergodic on i · σi(A + B) for some s ∈ R. Then Eq. (1.1) has an
almost periodic mild solution v with σb(v) ⊂ σi(A + B) ∪ σb( f ).
Proof. Let G = ΛAAP+ (R;X), where Λ = σi(A + B) ∪ σb( f ). Then in the proof of Lemma 4.1, due to Lemma 4.2, one has
R(λ,A + B)R(λ,D1) f ∈ ΛAP(R;X) ⊂ G . Therefore, (4.10) follows from (4.9) and one has spRG(u) ⊂ σi(A + B). This together
with Theorem 3.2 imply that u ∈ ΛAAP+ (R;X). Therefore, u admits a decomposition u = v + w , where v ∈ AP(R;X) with
σb(v) ⊂ σi(A + B) ∪ σb( f ), w ∈ C+0 (R;X). By Lemma 4.3, v is a mild solution of Eq. (1.1). The proof is completed. 
In the following, we give two corollaries dealing with the case where f decays to 0 as t → +∞.
Corollary 4.4. Let u ∈ BUC(R;X) be a mild solution of Eq. (1.1). Assume that f ∈ C+0 (R;X) and the hypothesis (P′) is satisﬁed.
Moreover, suppose that u is totally ergodic on i · σi(A + B) and Mη(u) = 0 for any η ∈ σi(A + B). If σi(A + B) is countable, then
u ∈ C+0 (R;X).
Proof. Let G = C+0 (R;X). Then the condition (P) in Lemma 4.1 is just (P′). Therefore, by Theorem 4.1 we have
u ∈ C+0 (R;X). 
As is shown in Remark 2.2 and Example 2.2, a function in C+0 (R;X) is not necessarily totally ergodic on i · σi(A + B).
Thanks to Lemma 4.3, we can derive the existence of mild solution which decays to 0 as t → +∞ under some weaker
assumptions.
Corollary 4.5. Let u ∈ BUC(R;X) be a mild solution of Eq. (1.1). Assume that f ∈ C+0 (R;X), the hypotheses (P′) and (H) are satisﬁed.
Moreover, suppose that σi(A + B) is countable and us|R+ is totally ergodic on i · σi(A + B) for some s ∈ R. Then Eq. (1.1) has a mild
solution w ∈ C+(R;X).0
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of Eq. (1.1). The proof is completed. 
5. Applications to evolutionary integral equations
In this section, we give an example to illustrate the results obtained in Section 4. Consider
u˙(t) = Au(t) +
+∞∫
0
dB(η)u(t − η) + f (t), t ∈ R. (5.1)
Let B(·) be an L(X)-valued function with bounded variation, where L(X) denotes the space of all bounded linear operator
on X. And suppose that
+∞∫
0
∥∥dB(η)∥∥ eδη < ∞
for some constant δ > 0. For every u ∈ BUC(R;X), the operator B is deﬁned by
[Bu](t) =
+∞∫
0
dB(η)u(t − η), ∀t ∈ R.
Clearly, we have the following result.
Lemma 5.1. Under the above notations, the hypothesis (H) in Lemma 4.3 is satisﬁed, i.e., if g ∈ C+0 (R;X), then so does Bg.
We show that the set σi(A + B) can be replaced by a simpler one that can be computed easily. Let u ∈ BUC(R;X) be
a mild solution of (5.1). Then
u(t) − u(0) = A
t∫
0
u(ξ)dξ +
t∫
0
+∞∫
0
dB(η)u(ξ − η)dξ +
t∫
0
f (ξ)dξ, t ∈ R.
For Reλ > 0, we have
B̂u(λ) =
+∞∫
0
e−λt
+∞∫
0
dB(η)u(t − η)dt
=
+∞∫
0
dB(η)
+∞∫
0
e−λtu(t − η)dt
=
+∞∫
0
dB(η) e−λη
( +∞∫
0
e−λtu(t)dt +
0∫
−η
e−λtu(t)dt
)
= d̂B(λ) uˆ(λ) +
+∞∫
0
dB(η) e−λη
0∫
−η
e−λtu(t)dt.
Thus by (4.2) we have
(
λ − A − d̂B(λ))uˆ(λ) = u(0) + fˆ (λ) + +∞∫
0
dB(η) e−λη
0∫
−η
e−λtu(t)dt.
Since Eq. (5.1) is translation-invariant,
(
λ − A − d̂B(λ))uˆs(λ) = u(s) + fˆ s(λ) + +∞∫ dB(η) e−λη 0∫ e−λtus(t)dt (5.2)0 −η
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[
Φ(λ)g
]
(s) :=
+∞∫
0
dB(η) e−λη
0∫
−η
e−λt gs(t)dt, s ∈ R, Reλ > −δ.
Then Φ(·) is an L(BUC(R;X))-valued analytic function in {λ ∈ C: Reλ > −δ}. And (5.2) reads(
λ − A − d̂B(λ))[R(λ,D1)u](s) = u(s)+ [R(λ,D1) f ](s) + [Φ(λ)g](s). (5.3)
Set
Σ := {λ ∈ C: (λ − A − d̂B(λ))−1 ∈ L(X)}.
Due to (5.3), we only need to study the spectrum Σi of Eq. (5.1):
Σi := {η ∈ R: iη ∈ Σ}.
Indeed, it is easy to prove the following lemma.
Lemma 5.2. Assume that f = f1 + f2 , where f1 ∈ AP(R;X), f2 ∈ C+0 (R;X). Then for any λ /∈ Σ , one has(
λ − A − d̂B(λ))−1[R(λ,D1) f1](·) ∈ ΛAP(R;X),(
λ − A − d̂B(λ))−1[R(λ,D1) f2](·) ∈ C+0 (R;X),
where Λ = Σi ∪ σb( f1).
If η /∈ Σi, then (λ − A − d̂B(λ))−1 is analytic in λ around iη. Letting G = ΛAAP+ (R;X) (if f2 = 0, we can set G =
ΛAP(R;X)), by Lemmas 3.3, 5.2 and (5.3) we have spRG(u) ⊂ Σi .
Theorem 5.1. Assume that the above conditions for Eq. (5.1) hold and Σi is countable.
(1) If f2 = 0 and u is totally ergodic on i · Σi , then u ∈ ΛAP(R;X);
(2) If f1 = 0, u is totally ergodic on i · Σi and Mη(u) = 0 for any η ∈ Σi , then u ∈ C+0 (R;X);
(3) If us|R+ is totally ergodic on i ·Σi for some s ∈ R, then u ∈ ΛAAP+ (R;X). Moreover, if f2 = 0 (respectively, f1 = 0), then Eq. (5.1)
has a mild solution v ∈ ΛAP(R;X) (respectively, C+0 (R;X)).
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