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摘要 
由於帶標記的磁共振成像技術(tagged Magnetic Resonance Imaging (MRI))能夠以非介入 
方式(non-invasive)在心臟的心肌層(myocardium)中創建可視的標記模式(tag patterns)，從而提 





經典蛇線(活動輪廊)模型(snake (active contour) model)進行了改進並用其跟蹤每張圖像上的 
標記線。在本論文中，我們進—步改進了 Young的模型，提出了一個更可靠的圖像能量項 
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With its unique ability to non-invasively create trackable mark-
ers (tags) in heart wall, tagged cardiac Magnetic Resonance 
Imaging (MRI) has been playing an increasingly important role 
in the diagnosis of Cardiovascular Diseases (CVD). Since the 
large amount of images produced in tagged MRI also introduces 
considerable difficulty in comprehensive data analysis, the rapid 
development of this technique in these years consequently trig-
gers a great demand for algorithms and tools that simplify and 
further automate the accurate analysis of cardiac patient exam-
inations. 
The comprehensive analysis of tagged MRI data usually re-
quires a preliminary step to detect and track tag pattern pre-
sented on each image slice. In his previous work, Young pro-
posed to track the whole tag structure on each image using a 
snake-based model, and he has made several modifications on 
Kass's original formulation to make it better suit the tracking 
process. In this thesis, we further improve Young's model by 
reformulating the image energy term into a more robust form, 
and we also add a spring energy term to avoid undesired pil-
ing up among snakes that may happen during snake deforma-
tion. Our numerical scheme is expected to be faster than that 
i 
of Young's since we are modeling each snake independently, and 
consequently the size of the iteration matrix would be much 
smaller than that used in Young's model. 
The central problem in analyzing tagged cardiac MR data is 
how to reliably (and quickly) recover heart (especially, the Left 
Ventricle (LV)) geometry and extract heart motion parameters— 
such as compression, torsion一from the 4D image. Among the 
various methods proposed in literature, we found Park's general-
ized deformable ellipsoid is particularly interesting because of its 
novel use of parameter functions: they make the model flexible 
enough to capture arbitrary features of LV shape and motion, 
yet they describe the characteristics of heart motion in a very 
natural manner. In this thesis, we further extend Park's model 
and propose a uniform framework to reconstruct LV geometry 
and motion from tagged MR images. In this new method, the 
LV is modeled as a generalized prolate spheroid, and its motion 
is decomposed into four components (global translation, polar 
radial/2;-axis compression, twisting and bending). By formulat-
ing model parameters as tensor products of B-splines, we develop 
efficient algorithms to quickly reconstruct 3D LV geometry and 
^D LV motion from extracted image data, and extensive experi-
ments on both synthesized and in vivo data have been conducted 
to verify the validity of our model. 
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Today, Cardiovascular Diseases (CVD) have become 
the most threatening diseases to human kind in the 
world. To aid the efficient diagnosis of CVD, many imag-
ing techniques have been developed in past decades to 
perform cardiovascular examinations, and among these 
modalities MRI has attracted much attention due to its 
ability to produce high soft-tissue contrast images in a 
non-invasive manner. Nevertheless, the huge amount of 
image data produced in MRI studies does not lend itself 
to be well understood or analyzed by clinicians, and the 
development of computerized analysis tools becomes a 
hot research topic in recent years. In this chapter, we 
will briefly review existing cardiac MR image analysis 
methods, and, in view of the merits of the MR tagging 
technique, we will mainly concentrate on the analysis of 
tagged MR images in the rest of this thesis. 
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1.1 Motivation 
Today, cardiovascular diseases (CVD), including acute myocar-
dial infarction, arteriosclerosis, arterial hypertension, atheroscle-
rosis, cardiomyopathies, cerebrovascular disease, Chagas' dis-
ease, coronary heart disease, heart failure, high blood pressure, 
hypertension, ischaemic heart disease, myocardial infarction, pe-
ripheral vascular disease, rheumatic heart disease, stroke, and 
thrombosis, have become the most threatening diseases to hu-
man kind in the world [80]. According to the WHO (Fig.1.1): 
• In 1999 CVD contributed to a third of global deaths. 
• In 1999, low and middle-income countries contributed to 
78% of CVD deaths. 
• By 2010 CVD is estimated to be the leading cause of death 
in developing countries. 
• Heart disease has no geographic, gender or socio-economic 
boundaries. 
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To aid the diagnosis of CVD, many imaging techniques, such 
as Ultrasonography, Computed Tomography (CT) and Mag-
netic Resonance Imaging (MRI) have been developed in past 
decades to perform cardiovascular examinations. Among these 
modalities, MRI, the non-invasive imaging modality unique in 
its ability to provide high-quality images with excellent spatial 
resolution and superb soft-tissue contrast, has attracted much 
attention in medical imaging community since the first day it 
was invented [79]. It has undergone rapid development in past 
few decades, and it is becoming more and more indispensable in 
many medical applications such as brain disease diagnosis and 
CVD diagnosis. While the large amount of image data produced 
in MRI studies carries rich information, however, the consider-
able work required in comprehensive data analysis presents a 
formidable task to even the most enthusiastic clinicians, and this 
in turn "triggered a great demand for algorithms and tools that 
simplify and further automate the accurate analysis of cardiac 
patient examinations" [26]. In following sections we will briefly 
review existing cardiac MR image analysis methods, and, in 
view of the merits of the MR tagging technique, we will mainly 
concentrate on the analysis of tagged MR images in the rest of 
this thesis. 
1.2 Basics 
1.2.1 Anatomy of Human Heart 
Fig.1.2^ briefly depicts the anatomy of human heart. Note that 
the left ventricle�of the heart is where our interests mainly focus 
on, because of its extremely important functionality during the 
cardiac cycle. 
1 http: / /www. tmc.edu/thi/anatomy.html 
^Ventricle: a cavity of a bodily part or organ, as a chamber of the heart which receives 
blood from a corresponding atrium and from which blood is forced into the arteries 
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1.2.2 The Philosophy of MRI^ 
Magnetic Resonance Imaging (MRI) is developed based on the 
phenomenon of Nuclear Magnetic Resonance (NMR), the inter-
action between an external magnetic field and the nuclei with 
non-zero magnetic moments. According to the classic electro-
magnetic theory, the motion of individual nuclear moments in 
a static magnetic field BQ is a precession^ about BQ at an an-
gular frequency cjq, the so-called Larmor frequency, which is 
proportional to the strength of BQ. Also the energy of interac-
tion with BQ depends on the direction of nuclear moments in 
such a way that it reaches its minimum when the moments are 
parallel to BQ. AS a result, in thermal equilibrium the major-
ity of nuclear magnetic moments will be aligned along BQ, and 
this (alignment) will give rise to non-zero magnetization of the 
macroscopic samples of solid, liquid or gases containing a large 
number of nuclei. 
Then the phenomenon of NMR will be observed when a 
macroscopic sample in a static magnetic filed is irradiated by 
an oscillating magnetic field with frequency uj equal to the pre-
cession frequency ujq. TO illustrate this point, suppose a macro-
scopic sample encompassed by coils is placed between the poles 
of a static external magnetic field, and in thermal equilibrium, 
the magnetization of this sample can be expressed as: 
M = xBo (1.1) 
where x is the susceptibility of the nuclei. Now suppose that the 
sample experiences an oscillating magnetic field Bi produced by 
an alternating current in the coil, and its direction is perpendic-
ular to BQ. It can be shown that at resonance, achieved when 
the frequency of Bi equals to cuq, the precession frequency of the 
^This section is adapted from the introduction of [42] 
4A comparatively slow gyration of the rotation axis of a spinning body about another 
line intersecting it so as to describe a cone 
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nuclear motion, even a weak oscillation applied as a pulse can 
rotate the magnetization of the sample and place it in the trans-
verse (perpendicular to BQ) plane. After the excitation pulse 
ends, the transverse magnetization precesses about BQ, and the 
precession will decay because of the interaction between nuclei 
and non-uniformity of BQ. Prom Faraday's law, the time-varying 
magnetic field will induce voltage in the coil, and the induced 
voltage can be Fourier transformed into frequency space to pro-
duce a NMR spectrum. The most important fact that makes 
MRI so widely applied is that the obtained signal includes contri-
butions from the nuclei in different chemical environment, which 
often have slightly different frequencies of precession in different 
samples having different chemical composition. This fact can 
help us identify the chemically different populations of nuclei 
and determine their relative amounts in a sample. 
According to Bloch, because of thermal fluctuations the lon-
gitudinal magnetization M/on will decay exponentially as follows: 
Mion - xBo OC e—奇 （1.2) 
where Ti is a characteristic time called longitudinal relaxation 
time. On the other hand, because of the magnetic interaction 
between neighboring nuclei, the transverse magnetization Mtr 
will decay exponentially as follows: 
Mtr - xBo OC e—南 （1.3) 
where T2 is also a characteristic time called transverse relaxation 
time. These two phenomena are known as Ti relaxation and T2 
relaxation. 
Lauterbur has demonstrated that the NMR signal acquired 
in the presence of external magnetic field could be used to ob-
tain MR images of the transverse magnetization in the object. 
Actually it can be shown that, the fundamental relationship be-
tween NMR signals S and the transverse magnetization Mtr in 
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the imaging object can be expressed as: 
S{k) oc J Mt产 dV (1.4) 
where /c is a spatial frequency defined by the external magnetic 
field used for imaging. According to Fourier theory, we can 
obtain the transverse magnetization in the object by performing 
inverse Fourier transformation of NMR signal, S. 
1.2.3 MRI in Practice 
In practical MRI, the patient is placed in a static external mag-
netic field and several slices on his/her heart are selected (Fig.1.3, 
Fig. 1.4). Then an oscillating magnetic field, the so-called imag-
ing pulse, is applied, and a sequence of images is taken on each 
slice at different phase in the cardiac cycle with electrocardio-
graphic (ECG) gating. 
1.3 Cardiac MR Images Analysis 
1.3.1 Heart Boundary Segmentation^ 
In cardiac MR images analysis, the first step involved is usu-
ally to locate patient heart (or specifically, Left Ventricle (LV)) 
on taken images. The segmented heart boundaries are primar-
ily used to recover 3D heart geometry (such as in our work), 
but depending on different motion reconstruction methodolo-
gies, boundary contours can also be directly used to track heart 
motion [12,24,43,44,73,74] or be used to delimit myocardium^ 
and non-myocardium regions in MR tag tracking [1,30,40,85, 
87,88]. Accurately extracted heart boundaries are also very im-
portant for the measurement of many heart parameters such 
®Image segmentation: the process of distinguishing certain objects on image from back-
ground 
®The middle muscular layer of the heart wall 
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Figure 1.3: Top: Short-axis (SA) image slices used in MR image acquisition. 
Bottom: A typical (tagged) MR image taken on short-axis image slice. The 
dark lines presented in this image are "tags" (for the concept of tag, see 
Chapter 2) 
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Figure 1.4: Top: Long-axis (LA) image slices used in MR image acquisition. 
Bottom: A typical (tagged) MR image taken on long-axis image slice. Again, 
the dark lines presented in this image are "tags" 
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as the thickness of the myocardium, end-diastolic volume, end-
systolic volume, stroke volume, cardiac output and ejection frac-
tion (see [86] for an example). Since the traditional boundary 
detection method is to trace them manually, which is not only 
tedious but also time-consuming, several automatic and semi-
automatic methods have been developed to speed up this pro-
cess. These techniques, including the snake model, deformable 
balloons and intelligent scissors, are detailed as follows: 
Snake (active contour) based segmentation. First introduced 
in Kass's classical paper [36], snakes, or active contours, were 
originally used to semi-automatically detect object boundaries 
in computer vision problems. They are curves “defined within 
an image domain that can move under the influence of internal 
forces coming from inside the curve itself and external forces 
computed from the image data" [82]. After manually initial-
ized by user (usually by using mouse), the snake can deform 
itself to best match the image features to be tracked (edges, for 
example), just like a spring or a rubber band. During the defor-
mation, an internal energy term, such as boundary curvature, 
and an external energy term, like image gradient magnitude, are 
combined with different weights to define an energy functional 
over the entire image. This energy functional is the so-called 
“snake energy" and will be minimized when the snake reaches 
its destination (the target to be tracked). Sometimes, a third 
energy term, the so-called user energy term can be incorporated 
into this model, and this can allow user to interactively guide 
the snake (often using mouse or other input devices) during the 
tracking process. 
Snake models have been extensively researched in past decades 
and have been successfully employed in many applications—such 
as edge detection, shape modeling and motion tracking. They 
are also powerful tools for tag tracking in tagged MRI analy-
sis (see Chapter 2, where we will discuss the snake model [36 
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in full detail). Generally, snakes proposed in literature can fall 
into two categories [57,82]: parametric snake (in which snakes 
are represented by parametric curves) [13,14, 81, 82] and geo-
metric snake (in which snakes are described by their geometric 
characteristics) [8, 28, 50, 57, 83]. In recent years a new class 
of snake model—the statistical snake model—is also developed. 
See [18,19,58,77] for some of its applications. 
When snake model is applied to extract heart boundaries 
from 4D (3D space + time) image data, the temporal and spa-
tial coherence of image slices can be utilized to improve the 
segmentation performance [73]. The general tracking process 
can be summarized in following two steps: 
1. An initial slice (often the middle-ventricle slice taken at 
ED) is selected and boundary contours are traced. 
2. The result contours of the previous step are used to initial-
ize the successive boundary extraction in temporally and 
spatially consecutive image frames. 
As pointed out in [82], we must take following points into consid-
eration when applying the snake model to process MR images: 
• Convergence of iterative deformation and matching. 
• Correct convergence (to desired boundaries) even given a 
bad initial snake. 
• Correct progressing and detection of boundary concavities. 
• Insensitive to noise. 
• Good performance with poor image quality. 
The work in [82] gives a fairly good solution to these problems. 
Deformable balloon based segmentation. In [13], Cohen presents 
a new model for snake deformation that solves some of the prob-
lems encountered with Kass's original formulation. The resulted 
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snake can inflate automatically, just like a balloon, and it can 
pass over weak edges and is stopped only at strong edges. This 
balloon model is further extended in [14] to detect boundaries 
of 3D objects, and a Finite Element (FE) formulation is also 
employed in [14] to minimize the derived snake energy. 
Intelligent scissor based segmentation. Intelligent scissor [48， 
49] is a highly interactive segmentation tool developed based on 
the technique of directed graph searching. Its implementation 
consists of following two parts: 
1. 2-D dynamic programming. In this part, an optimal (mini-
mum cost) path will be searched starting from a fixed seed 
point (usually specified by the user). Each point in the 
graph is associated with a cost function that consists of 
three cost terms: Laplacian zero-crossing (to detect the ex-
istence of edge), gradient magnitude (to measure the edge 
strength) and gradient direction (to make the edge smooth) • 
These cost terms are evaluated with reference to the seed 
point, and the point with minimum cost is picked up from 
the active list in each search step. After their costs are 
computed and updated, the 8 neighborhoods of this chosen 
point are added to or removed from the active list accord-
ing to whether they have been processed and whether their 
costs are greater or less than the current optimal cost. A 
back pointer is also set and held by the newly added point 
in order to record the previous point in the potential opti-
mal path. 
2. Interactive "live-wire" segmentation. In this part, many 
highly interactive tools and features are provided to enable 
the user to guide and control the segmentation process dy-
namically in a real-time fashion. These features include: 
• Live-wire boundary snapping: snap to and wrap around 
the object of interest when the gestured mouse cursor 
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comes in proximity to this object. 
• On-the-fly training: the boundary adheres to the spe-
cific type of edge currently being followed rather than 
simply the strongest edge in the neighborhood. 
• Boundary cooling: automatically freezes unchanging 
segments and automates input of additional seed points. 
It's very useful when many seed points are required to 
segment a complex boundary. 
1.3.2 Motion Reconstruction 
Based on the fact that certain pathologies, such as ischemia^, 
tend to modify the kinetics of heart motion, the next step in 
cardiac MR image analysis is to understand this kinetics by 
deriving necessary parameters—such as local strain—for heart 
wall. This usually requires accurate estimation of 4D (3D space 
+ time) heart motion from given image data—which, in turn, is 
a particularly hard problem due to the complex non-rigid heart 
motion that has not been fully understood—, and thus it's of 
great importance to develop "good" image analysis techniques 
to reconstruct heart motion accurately and automatically. 
Based on the classification used in [73], we coarsely divide the 
motion tracking techniques into two groups: physics/imaging-
physics based approaches—including physical markers implan-
tation, MR phase contrast, MR tagging—and image analyzing 
based approaches—including computer vision based methods 
(such as optical flow) and shape based approaches. A compre-
hensive review of heart motion analysis techniques can be found 
in [25:. 
'^Localized tissue anemia due to obstruction of the inflow of arterial blood 
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Physics/Imaging-Physics Based Approaches 
Physical markers implantation. In this method, physical mark-
ers, such as radiopaque beads or ultrasonic crystals, are surgi-
cally implanted into patients' heart to track the regional my-
ocardial rotation and strain (see [30,40] and references therein). 
The clinic application of this method is very limited because of 
its invasive nature. 
MR phase contrast This approach is based on the fact that 
uniform motion of tissue in the presence of a magnetic field 
gradient produces a change in the MR signal phase that is pro-
portional to the velocity of the tissue [64,65]. With this imaging 
technique, the velocity in any particular spatial direction can be 
estimated by measuring the difference in phase shift between two 
acquisitions with different initial gradient moments. Because of 
the size of the acquisition region of interest (ROI) for each pixel, 
accurate velocity information is only available at the middle of 
the myocardial wall and not at the wall boundaries [47,73 . 
MR tagging. By applying a special radio-frequency (RF) 
pulse to alter the magnetic property of selective tissues, MR tag-
ging [5, 89] creates trackable dark pattern (tags) on generated 
images that will move with the underlying tissue during heart 
deformation. This feature makes MR tagging a unique tool in 
the evaluation and understanding of local myocardial motion, 
and we will return to the topics of tagged images analysis in 
later chapters to discuss them in greater detail. 
Image Analyzing Based Approaches 
Computer vision based methods (optical flow). In this method, 
a dense velocity field of a gray scale image is computed by de-
tecting gray level changes over time for each pixel. The velocity 
field can also be obtained directly from phase contrast cine MR 
imaging. For details of this kind of method, see [29,67,68] and 
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references therein. 
Shape-based approaches. In this method, the shape charac-
teristics (such as curvature) of heart wall are used to suggest 
heart motion. Several steps can be involved in the processing 
procedure: 
1. Extract heart boundaries in each slice. 
2. Compute the discrete shape descriptors of heart wall. De-
pending on different applications, different descriptors such 
as Gaussian curvature, mean curvature, shape index, curved-
ness [12] and potential energy [73] can be used. Also several 
techniques including analytic estimation (in which a con-
tinuous surface is locally fitted), discrete estimation, trian-
gular tessellation and direct computation (from intensity 
function) are available to perform the computation [12 . 
3. Choose sparse "landmark" points on boundary contours 
and find the corresponding flow (displacement) vectors based 
on the bending energy model [24 . 
4. A dense flow (displacement) vector field is constructed by 
imposing proper constraints—such as smooth changes (con-
tinuity) constraint and small motion constraint [43,44,73 . 
Several models, including the finite elements model, de-
formable thin-plate splines and locally deformable super-
quadrics have been proposed to represent the deformation. 
The most representative works in this area include that of 
43,44,73] and [12]. In [43,44], each initial contour Cf are sam-
pled by equally, unit-length spaced points, and the optimal cor-
respondences of these points in consecutive frames are found by 
minimizing a combined bending and conformal stretching en-
ergy term [24]. Two confidence measurements, closeness (which 
measures whether the matched local segments on two tempo-
rally consecutive contours are close enough based on the bend-
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ing energy required to deform one of them—the so-called initial 
state—to the other—the so-called deformed state) and unique-
ness (which measures whether the match is unique in certain 
neighborhood), are set up to give weights for local matches in 
a global sense, and a dense smooth displacement field is fitted 
by minimizing a combination of cost terms weighted by these 
confidence measurements. In [73], the above tracking process is 
extended to 3D space where LV surfaces are generated by De-
launay triangulating extracted boundary data. Sample points 
are chosen from model surfaces by certain criteria, and for each 
sample p a multi-scale nature neighborhood (which consists of 
connected neighbors of p) is defined so that a local bi-quadratic 
surface can be fitted in this neighborhood. The optimal tempo-
ral correspondence for each sample is found by minimizing a 3-D 
bending energy, and, just like in the above method, two confi-
dence measurements—goodness and uniqueness—are employed 
to measure the strength of the local match in a global sense. 
Based on the combination of these two measurements and an 
additional smoothness constraint, a cost function is formulated 
and minimized to yield the optimal motion field. This model is 
highly attractive for its ability to recover 4D heart motion, and 
it has produced fairly good results in predicting the motion of 
physically implanted markers. Although just like other shape-
based approaches it still lacks the ability to track the myocardial 
motion, its independence of specific imaging methods makes it 
suitable to be integrated in other modalities such as phase con-
trast MRI [72]. In [12]，a region-based tracking scheme is pro-
posed. This method is different from the point-to-point based 
approaches (which are employed in previously mentioned pa-
pers) in that it uses two novel shape descriptors—shape index 
s and curvedness c [39]—to characterize LV surface shape, and 
it tracks a locally defined similar shape patch (SSP) based on 
these shape descriptors rather than tracking each point sepa-
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rately. While having the potential ability to describe both the 
global and local shape characteristics of the myocardium, this 
model is not able to locate the abnormal region in the heart. 
While shape-based methods can describe and track the global 
and local shape characteristics of the heart boundary, they have 
following problems that need to be addressed in further research: 
• All of these methods have made the strong assumption that 
the heart surface deforms slightly and smoothly enough in 
a small time interval. According to current MR imaging 
protocol, however, this is not always the case. 
• They are unable to track the myocardial motion. 
• In all methods mentioned above, some form of elastic spline 
is used to represent the dense flow vector field and the field 
is usually obtained by minimizing a combination of bend-
ing energy term (second-order smoothness constraint) and 
stretching energy term (first-order smoothness constraint). 
According to [74], these splines belong to a family of Lapla-
cian splines whose members are derived by minimizing en-
ergy functional consisting of multiple order smoothness con-
straints, and those commonly used splines (containing only 
first-order and second-order smoothness constraints) may 
not be the most accurate one to estimate the heart mo-
tion. Although a third-order and fourth-order spline energy 
model is found especially interesting in [74], up to now no 
efforts have been made to apply this model into practice. 
1.4 Summary and Thesis Overview 
In this chapter, we have briefly reviewed the most common 
methods used in cardiac MR image analysis. Some common 
issues addressed by these methods—and should be addressed in 
any relevant work—are listed below: 
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1. Choice or establishment of golden standards for the evalu-
ation of different heart motion analysis techniques. Just as 
claimed in [73]，"carefully designed ground truth is essential 
in validating the results of any image analysis approach". 
2. The accurate estimation of 4D continuous heart motion. 
3. Heterogeneity in research objects. Human heart size varies 
from person to person, so care must be taken when com-
parison between different hearts is needed. 
4. Computational efficiency of algorithms (real-time analysis). 
What's more, we are especially interested in MR tagging due 
to its suitability for myocardial motion estimation. Since the 
understanding of myocardial motion is crucial to correct eval-
uation of heart functionality, in this thesis we will exclusively 
focus on the analysis of tagged MR images, and thus following 
additional issues will also be addressed in our work: 
1. Possible appearance or disappearance of tags due to through-
plane motion [88 . 
2. Fading of tags with the elapse of time due to Ti relaxation. 
3. Possible large deformation of tags even in a small time in-
terval. 
4. Blurring of tags due to irregular or rapid motion of heart 
that are often seen in clinical cardiac MR tagging studies. 
The analysis of tagged MR images usually involves following 
three steps: boundary segmentation, tag tracking and motion 
reconstruction. For boundary segmentation, although the tech-
niques described in section 1.3.1 (snake model, deformable bal-
loon, intelligent scissors) are quite successful in many other situ-
ations, they are not directly applicable to segmenting boundary 
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Figure 1.5: A closer look at the SA image shown in Fig.1.3. Due to the inter-
vention of the dark lines (tags)，the heart boundaries have been significantly 
blurred in this image 
contours in tagged MR images due to the intervention of dark 
tag lines (Fig. 1.5). Fortunately, in our work boundary points are 
only needed in initial LV geometric fitting, and thus in follow-
ing experiments we just manually extract boundary contours in 
first frame (the typical segmentation result is shown in Fig. 1.6). 
For tag tracking, it is the first step toward the understanding 
of myocardial motion, and in Chapter 2 we extend Young's pre-
vious work [88] and develop a snake-based algorithm to semi-
automatically track tag lines presented in tagged MR images. 
With these track tag data, we next propose a uniform framework 
to reconstruct LV geometry and motion in Chapter 3, employ-
ing both techniques of hierarchical motion decomposition [10,60 
and B-spline parameter approximation to develop very fast re-
construction algorithms. Experimental results on these methods 
are reported in each chapter, and we will conclude this thesis by 
suggesting possible future research direction in Chapter 4. 
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Figure 1.6: Manually segmented heart boundaries (the solid lines) 
• End of chapter. 
Chapter 2 
Tracking Tags in SPAMM 
Images 
Summary 
In this chapter, we extend Young's previous work [88] 
and propose a semi-automatic algorithm to track tag 
lines presented in MR tagged images. In this method, 
undeformed tags on initial frame are detected automati-
cally using user-specified parameters, and deformed tags 
are semi-automatically tracked using a snake-based al-
gorithm. Several modifications are made to Young's for-
mulation to improve its performance. The algorithm is 
implemented and tested on in vivo human heart data, 
and the results are reported at the end of this chapter. 
2.1 Introduction 
Although cardiac MR images have been proved very useful in 
providing accurate measure of global myocardial^ functions such 
as chamber volume and ejection fraction, they are not directly 
1 Myocardium: the middle muscular layer of the heart wall 
21 
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applicable to heart wall motion estimation due to the lack of in-
formation in heart wall region on typical MR images (Fig.2.1). 
Since the characterization of myocardial deformation is a fun-
damental step toward accurate understanding of the physiology 
of normal heart and the effects of cardiovascular diseases, ex-
tensive researches have been conducted in this field and a va-
riety of methods have been proposed in recent years. Among 
these techniques, invasive methods such as surgical implantation 
of physical markers (radiopaque beads and ultrasonic crystals) 
can reveal very complex heart motion including torsion, strain 
and non-uniform pattern of myocardial thickening (see [30,40 
and references therein), but because of the possible damage of 
the myocardium caused by those implanted markers and limited 
number of markers that can be implanted due to their invasive 
nature, application of these methods is seriously limited [30,40 . 
On the other hand, non-invasive methods, such as ultrasonic 
imaging, can be used without physiological limitation and can 
be employed to analyze certain features of the ventricle motion, 
say, gross myocardial thickening, but most of them only focus 
on the determination of the motion of the ventricle boundaries 
(i.e. endocardium^ and epicardium^) and lack the ability to 
track the more complex motion inside the myocardium [30]. In 
contrast, MR tagging, the technique proposed by Zerhouni [89 
and Axel [5] independently at the end of 1980，s, offers a non-
invasive method to accurately track the rather complex motion 
of the myocardium. In MR tagging, a special radio-frequency 
(RF) pulse (the so-called "tagging pulse") is applied before nor-
mal imaging pulse to alter the magnetic property of selected 
heart tissues, and as a result these tissues appear as dark pat-
tern (tags) on the generated images (Fig.2.2). Since tags are 
magnetically embedded, they will move with the underlying tis-
2 a thin serous membrane lining the cavities of the heart (the inner heart wall) 
3The visceral part of the pericardium that closely envelops the heart (the outer heart 
wall) 
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Figure 2.1: A typical MR image. Note the homogeneous intensity level in 
the heart wall region 
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Figure 2.2: Top: initial tag pattern (the dark grid lines) at End Diastole 
(ED). Bottom: deformed tag pattern at a later time 
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sue during heart deformation, thus providing unsurpassed infor-
mation about local heart wall motion [79 . 
To reconstruct heart wall motion from tagged MR images, 
accurate identification of tag points on each image is the first yet 
the most important step. Traditionally this step is performed 
manually by human experts, and this is not only tedious but 
also time-consuming. To speed up this process, several methods 
have been proposed in past decades to aid the semi-automatic 
tracking of tag lines, and, coarsely speaking, these methods can 
be divided into following two groups: snake-based models and 
non-snake models. 
Snake based tag tracking. This kind of models, including the 
ones of [1，40,41，85,87,88] and [18,19], are based on the snake 
model proposed by Kass [36]. In [85,87,88], all tag stripes, in-
cluding tag intersections, are treated as a whole inter-connective 
structure and are tracked simultaneously. Several improvements 
are also made on the original snake model—such as using dis-
placement field in the internal energy term to avoid the "shrink-
ing" problem [13] of the original formulation—to make it bet-
ter suit the tracking process. The problem of this method is 
that it requires the prior segmentation of heart boundary con-
tours on each image, and this may involve considerable work 
especially when the segmentation is performed manually (as the 
case in [85,87,88]) [19]. Another problem of this method is that 
treating all tag points as a whole structure would lead to a large 
linear equation system (see section 2.2 for numerical implemen-
tation of the snake model) which is expensive to solve. In [1], 
snakes are modeled using B-splines, and a dynamic program-
ming approach is employed to minimize the snake energy. The 
advantage of this model is that by using B-spline，snakes are 
intrinsically smooth and thus the internal energy term in orig-
inal formulation is not needed [1]. However, the minimization 
process of the algorithm is slow compared with original gradient 
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descent process, and to guarantee the inter-connectivity con-
straint of mutually orthogonal tags, an extra energy term has to 
be added in the objective function. In [41], a modified snake dis-
cretization scheme proposed by Williams et al. [81] is adopted 
to improve snake performance, in which an equal—instead of 
minimized—spacing constraint is used as the first-order smooth 
term to avoid snake shrinking problem, and unit—instead of un-
normalized—tangent vectors are used in second-order smooth 
term to get a better approximation of snake curvature. Also a 
thick snake with width of two pixels is employed to model thick 
tag lines. The snake energy is minimized using the greedy algo-
rithm proposed in [81]. In [40], initial tag pattern is detected by 
template matching. Tag intersections are grouped to form tri-
angular elements and are tracked using a modified snake model 
in which the internal energy term is replaced by a spring grid 
energy term. In [18,19]，a likelihood function is used as the 
image energy term to detect tag center. Two maximum a pos-
teriori hypothesis tests are performed to determine whether the 
detected point is really part of a tag lying in the myocardium so 
that different smooth constraints are applied to different candi-
date points. The advantage of this model is that it automatically 
determines the type of a candidate point without user interven-
tion, but it has also introduced several parameters about image 
statistics that are not trivial to estimate. What's more, an ex-
tra prune algorithm has to be applied to remove those spurious 
tags. 
Non-snake based tag tracking. Many non-snake models have 
also been proposed, including the tag-profile matching model 
of [30], the kriging-based model of [37,38], the optical-flow based 
model of [29,67,68], the HARP based tracking method of [52,53], 
and the Markov Random Field (MRF) framework of [11]. In [30], 
boundary contour points lying on radial tag lines are detected 
using a graph search approach, and then tag points are detected 
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by matching the tag line profile to a template in a minimum 
square error sense. While this algorithm produces highly attrac-
tive results in tag detection, it works not very well for contour 
extraction [30]. What's more, the problem of tag tracking is 
not addressed in this paper. In [37,38], the whole tag surface is 
estimated from observed tag data using a stochastic model, and 
the unbiased estimation of tag surface is recursively generated in 
terms of minimum error variance. The advantage of this model 
is that it incorporates the temporal filtering and spatial inter-
polation of tag surface into a single step, but its disadvantage 
is that it's somewhat computationally expensive [2]. In [52,53], 
the HARmonic Phase (HARP) angle image is computed for each 
tagged image and myocardium strain is directly derived from 
these images. Although no explicit tag tracking is required in 
this method, conventional tag lines can still be synthesized from 
HARP images [53], and tags can also be tracked in consecutive 
time frames by matching the HARP angle [52, 53]——although 
this is computationally expensive (as shown in our experiments). 
The experiments in [52,53] show that HARP tracking is promis-
ing in its ability to fully automatize tagged image analysis, but 
further work is still needed to extend this work to 3D space 
(actually some recent work of Osman has tried to address this 
issue, see [54]). In [11], a Maximum A Posteriori (MAP) frame-
work is proposed to detect tag lines using a Markov Random 
Field (MRF) approach. Tags are tracked between frames by de-
forming previously fitted B-solid to minimize the Gibbs energy 
function, and solid parameters, including the number of knots 
and the spline order, can be adjusted within the same framework 
to achieve more accuracy and/or higher order of smoothness. 
In this chapter, we follow Young's previous work [88] and 
develop a snake-based algorithm to track tag lines on each im-
age slice. In this method, tags are modeled as parallel or inter-
connective snake carpet, and initial tag pattern is detected using 
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a small number of user-specified parameters such as tag spacing 
and tag orientation [88]. When formulating the snake model, we 
extend the idea proposed in [69] and use the image's directional 
curvature map as the image (external) energy term. As shown 
in our experiments, this provides a more robust and invariant 
tag detector against image noise and variant contrast. We also 
add a spring energy term as in [19,40] to avoid undesired piling 
up among snakes. As can been seen later, our formulation is 
more flexible due to its ability to handle snakes with arbitrary 
orientation. Our numerical implementation is expected to be 
faster than that of Young's since we represent each snake in-
dependently^ and, by imposing the inter-connectivity constraint 
to grid tag pattern, we ensure that tag intersections be tracked 
correctly (this is desirable since tag intersections provide 2D 
constraint on heart motion, while other tag points only provide 
ID constraint on heart motion [40，41,85,87，88]). 
2.2 The Snake Model 
Snakes, or active contours [36], are parametric curves c ( s ) = 
(x(5),2/(5))^ defined within an image domain. It can automat-
ically deform itself to match desired image features (edges, for 
example) by minimizing following snake energy functional: 
Esnake{c{s)) = J(•E-k�)+ £^�(5))) ds (2.1) 
In above formula, Eint, the internal energy, is used as a regu-
larization term to force the snake stay smooth. Generally it's 
a combination of first and second order smooth constraints and 
can be written as: 
Eint{c{s)) = ^ [ a ⑷ ||C'(5)||2 + � ||c"(s)||2] (2 .2) 
where q;(s),^(s) are user-specified weight parameters. Mean-
while, Eext, the external energy, is derived from image data and 
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reaches its minimum at the desired image feature. In the case 
of tag detection, this term can be formulated as: 
Ee.t{c{s)) = I(c ⑷） （2.3) 
or, as a more robust scheme against the image noise: 
Ee.t{c{s)) = {G,^I){c{s)) (2.4) 
where I is image intensity function and G is a Gaussian kernel 
with variance a^ [82]. Apart from these two energy terms, some-
times a third energy term, the so-called user energy term Euser, 
can also be incorporated into (2.1) to allow user intervention on 
snake deformation process. 
To minimize the energy functional Esnake, the Euler-Lagrangian 
equation of this problem is derived as: 
- ( c K 力 C , � / + C ^ � c " � ) " = - V E e ^ c i s ) ) 
Following the numerical scheme in [36], the above equation is 
discretized as: 
1「Q!i+1 X Oti 1 
+ h ? � — 2 c 糾 + c � ) - - 2ci + Q ] ) 
+ - ^ ( c i - 2Ci_i + Ci—2) 二 fi 
where h is the spatial discretization step and f = (Jx, / " ) � = 
—V^Eext- Writing this equation in matrix form yields: 
Ax = £c 
A y = 
And this is solved by making the snake dynamic, i.e. 
+ Ax = f：, 
or 
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which yields: 
(I + t A ) x “ i + rf^ 
(I + t A ) / + i = / + 《 （2.5) 
where r is the time step. Or, by making the iteration implicit, 
an alternative numerical scheme with improved stability can be 
written as: 
(7I + A ) x “ i = 7X 而 + f ; 
(7I + A ) / + i = 7 / + g (2.6) 
where 7 is the inverse of time step r. 
2.3 The Improved Snake Model: Tracking Tags 
Using Snakes 
Although snake model is powerful and has been widely used 
in image segmentation and motion tracking, there are several 
known drawbacks with its original formulation, such as the shrink-
ing problem [13，88], that make it not directly applicable to our 
tag-tracking task. In this section we modify the original snake 
model and propose a novel algorithm to semi-automatically de-
tect parallel or grid tag pattern in MR tagged images. 
2.3.1 Imaging Protocol 
The heart images used in our experiment were taken from a nor-
mal volunteer. Both short-axis (SA) and long-axis (LA) images 
were acquired in a breath-hold SPAtial Modulation of Magne-
tization (SPAMM)4 cine sequence, and the LA imaging planes 
were arranged to be radially distributed around LV long axis. 
4A widely used technique proposed by Axel [5] to create parallel or grid tag pattern 
on M R images. The tagged images shown in Fig. 1.3 and Fig. 1.4 were created using this 
technique 
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Grid and parallel tag patterns were created on SA and LA im-
ages respectively (see Fig. 1.3，Fig.1.4 and Fig.2.3). 
2.3.2 Model Formulation 
Following the idea in [88], we model each tag line as a snake 
Ci(s) = {xi{s), yi{s))'^ and snakes having the same orientation 
are collected together to form a snake family. Depending on 
the tag pattern presented on the image, we may use one or 
two such snake families to model the whole 2-D tag structure. 
To initialize the snake family in first frame, the user provides 
a seed point, the tag orientation, the type of tag pattern (one 
parallel tag stack or two mutually orthogonal tag stacks), the 
tag spacing, the tag width and a region of interest (ROI), and 
an initialization algorithm is executed to automatically generate 
the parallel snake family { c ? } ^ (or the inter-connective snake 
mesh , { c ^ j ^ i in which each tag intersection belongs 
to two tag lines), where N (or N! and N2) denotes the number 
of snakes in each snake family (Fig.2.4). These initial snakes are 
used as the start point in the following tag-tracking process. 
To detect tags in frame k{k > 1)，we start from tracked 
snakes ( c t � i ’ � i ) in frame {k — 1) and deform the snake 
by minimizing following energy functional: 
ELke, = I {Eint (df) + Ee^ t (cf) + E — g (cf—!，cf) 
+ Espring (cf, cf+i) + Euser (c f ) ) ds (2.7) 
Here E^^ei is the snake energy for the snake in k^ ^ frame, 
cf 二 c f - i + df, and df � = ( w f � , ( s ) ) is the displacement 
of the ith snake in k^ ^ frame. The internal energy 
1 o J 2 o2 J 2 
Eint{d{s)) = - a{s) g ⑷ ^ (2.8) 
_ — 
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Figure 2.3: Typical SA (top) and LA (bottom) images. The dashed lines 
show the arrangement of LA (top) and SA (bottom) imaging planes (also see 
Fig.1.3 and Fig.1.4) 
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Figure 2.4: Initialize the snake in first frame. Top: user specified tag pa-
rameters. Some parameters, such as tag width, are not shown in this figure. 
Bottom: the automatically generated snake mesh. The small circles are dis-
cretized sample points used to approximate the underlying continuous snakes 
(the solid lines) 
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works on snake displacement instead of the absolute snake posi-
tion (as in (2.2)), and this can "avoid the problem in the original 
formulation which caused the structure to collapse to a point in 
the absence of significant external forces" [88]——actually, when 
Eext is negligibly small, the snake will simply stay at the previ-
ously tracked location (i.e. d = 0) [88 . 
To make the external energy Eext more robust against variant 
image contrast and spurious "tag" feature (such as dark ventric-
ular region on the image), we extend the idea of [69] and propose 
to formulate Eext as the negative directional curvature map Kn 
of the image: 
Ee .Ms) ) = - / I � KN(C(S) ) (2.9) 
Here ^(s) is a user-specified weight parameter and Kn is com-
puted by applying the directional curvature operator to Gaussian-
smoothed image G * I (N is the cross-tag direction): 
= ) 
We apply the directional Gaussian filter to strengthen tag fea-
tures on resulted curvature maps, and, when grid tag pattern 
is presented on the image (i.e. for SA images), we also use the 
directional filter to eliminate the intervention of the tag stack to 
the orthogonally placed snakes [11,69] (Fig.2.5, Fig.2.6). Com-
pared with the maximal principal curvature map used in [69] 5， 
our directional curvature map can produce better results in tag 
detection, yet it is more robust against image noise and variant 
image contrast (Fig.2.7). 
To prevent two snakes from huddling together and occupying 
the same tag line, we follow the scheme used in [19,40] and add 
®The maximal principal curvature map used in [69] is computed as: Cmax = + 
Tyy) + ^{T^x - TyyY + ^T^y, whcrc T is the surface facet constructed using Haralick's 
facet model [34] 
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Figure 2.5: Original SA image 
following spring energy term to the snake model: 
[0, a > dsep 
dsep = tag spacing / 2 
d = ||ci — C2I 
Here Ci，C2 are two neighboring snakes, ((s) is a user-specified 
weight parameter, dsep is the "range" of the spring force and d is 
the distance between Ci and C2. The spring energy term works 
by adding "penalty" (increasing the snake energy (2.7)) when 
Ci, C2 are too close, and its usefulness can be best illustrated in 
Fig.2.8. Compared with [19,40], our formulation of the spring 
energy is superior in that it can handle tag stripes with arbitrary 
orientation, while it has taken all tag points, not only the tag 
intersections, into consideration. 
Finally, since it is common for tags to move more than half 
tag spacing between frames [88], we incorporate a user energy 
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m 
Figure 2.6: Directional curvature map Kn of the SA image Fig.2.5. The 
bright lines in the curvature maps indicate tag locations. Top: unfiltered 
curvature map for one of the tag stack. Bottom: the corresponding Gaussian 
filtered curvature map. Note that the "spurious" tag lines coming from the 
orthogonal tag stack were eliminated 
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• 
Figure 2.7: The directional curvature map provides a better tag detector than 
the maximal principal curvature map. Top: the filtered maximal principal 
curvature map for the SA image Fig.2.5 with tracked tags imposed on it 
(the tags were tracked without user intervention). Note that the snakes 
highlighted in red color were settled to wrong location due to the weak tag 
feature. Bottom: the filtered directional curvature map for the same image 
with tracked tags imposed on it (again the tags were tracked without user 
intervention). Note that the two snakes were almost correctly detected 
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B 
Figure 2.8: Top: tracking results on a LA image without using the spring 
energy term. Note that the snakes highlighted in red color huddled together. 
Bottom: tracking results after applying the spring energy term. Note that 
the two snakes were separated automatically 
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term: 
L 1 
Euser{c[s)) = 巧 ⑷ - 劝 . _ s e p " (2.11) 
1=1 ^ 
dsep = tag spacing/2, di = ||c — c*| 
/ R TN j l,di < dsep 
Hdsep - = < , ^  , 
[^A > cLsep 
to allow user to interactively guide the snake toward correct tag 
line center. Similar to (2.11), here /^(s) is a user-specified weight 
parameter, dsep is the range of the user force, di is the distance 
between the snake c and some user-specified point cf and L is 
the number of such points. Like the spring energy, this energy 
term can "be used as a prod to push the snake away from c*i or 
to pull the snake towards c^ *, depending on the sign of /^(s)" [88], 
and its usefulness can be best illustrated in Fig.2.9. 
For SA images where grid tag pattern is presented (and thus 
two snake families are used), we impose a hard constraint: 
d\i(intmn) = dl-iintmn) (2.12) 
to preserve the inter-connectivity of the snake mesh. Here intmn 
is the tag intersection and dj-, d^ ^ represent the displacement 
of two snakes cj^, c^j intersecting with each other at intmn- By 
stipulating that the two snake points at the tag intersection 
intmn (which belong to cj- and c^ respectively) always move 
together, this constraint ensures that all tag intersections be 
consistently (and thus correctly) tracked. 
2.3.3 Numerical Solution 
When there is only one parallel tag stack presented in the image 
(i.e. LA images), we just follow the numerical scheme in [36 
CHAPTER 2. TRACKING TAGS IN SPAMM IMAGES 40 
Figure 2.9: Top: tracking results on a LA image without using the user 
energy term (for clarity we only show some of the snakes). Note that the 
snake highlighted in red color was settled to wrong location due to poor 
initialization. Bottom: tracking results after applying the user energy term. 
The green “+” is the user-specified point, and the green circle around the 
"+" indicates the force range. Note that the snake was pulled by the user-
specified point to correct tag location 
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and iteratively minimize the snake energy (2.7) as: 
(7I + A)u“i = 711 左 + f: 
(7I + A)v好 1 = + 左 (2.13) 
Here u(v) is a matrix representing the x[y) component of snake 
displacement, where each column of this matrix is a discretized 
snake (the same for f j , f；^ )^, A is the stiffness^ matrix representing 
the gradient of the internal energy term, 7 is the inverse of 
the time step, and f^, ( f j is the gradient with respect to u{v) 
of Eexu Espring, Euser energy terms in the k仇 step. To prevent 
the points on a single snake from piling up together, we also 
follow the idea in [88] and project f^, f^ onto cross-tag direction 
in each iteration (see Fig.2.10 for the philosophy). Since the 
displacement of each snake is computed independently yet all 
such computations are performed simultaneously, this scheme is 
expected to be faster than that used in [88], which treats all tags 
as a whole structure and thus the size of the iteration matrix 
(7I + A ) would be very large. 
When there are two orthogonal tag stacks presented in the 
image (i.e. SA images), we have to modify above iteration pro-
cedure accordingly so that the imposed inter-connectivity con-
straint (2.12) is satisfied. A general solution to this kind of 
problem can be found in [27], but here we propose another al-
gorithm that can be summarized as follows: 
Algorithm for Imposing Inter-connectivity Constraint 
1. Set k = 0, = 0, (nu?，nv?) = 0 {i = 
1,2). 
2. Compute the cross-tag displacement (nuf^i, nvf^i) 
(z = 1,2) for each tag stack using (2.13). 
®The term "stiffness" is originally used in solid mechanics (recall the Hooke's law 
K x = f，which describes the relation between the spring stiffness, spring deformation 
and force exerted onto the spring), here we borrow this term just by convention 
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Figure 2.10: Top: deform the snake without force projection. Note that the 
snake points highlighted in red color piled up. Bottom: deform the snake 
after applying force projection. Note that the snake points were regularly 
distributed along the snake 
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Figure 2.11: Compute the along-tag displacement at point E by interpolating 
cross-tag displacement coming from A, B, C and D 
3. Compute the {k + 1 产-step along-tag displace-
ment (tuj^+i，tv，i) for tag stack 1 by bilinearly inter-
polating (nug+i — n u � ’ n v 严 - n v ^ ) at tag intersec-
tions (Fig.2.11). Compute for tag stack 
2 in the same way. 
4. Combine the cross-tag and along-tag displace-
ment together to yield the (k + 1)亡"-step displacement 
for each tag stack: 
(u 严 ’ V 鬥 = ( n < i , n < i ) + (tut+i,tv 鬥 
K+I,V2“I) 二 (m4+i，nv鬥 + ( t u ^ S t v ^ ^ ) 
5. If need to continue, go to step 2. 
Note that the inter-connectivity constraint (2.12) has been pre-
served by using above update procedure. 
This algorithm is advantageous over that given in [27] in that 
the along-tag displacement is propagated among non-intersection 
tag points using bilinear interpolation instead of using smooth-
ing terms, which is much faster and better. 
Compared with other tag tracking methods, our approach 
only tracks tag lines within image planes and does not treat 
CHAPTER 2. TRACKING TAGS IN SPAMM IMAGES 44 
tag surface [2,4, 37, 38] or tag solid [35, 69] as a whole (for a 
more comprehensive comparison between different tag tracking 
methods, see [11]). However, we point out that in our frame-
work this approach does enjoy several advantages since 1) the 
explicit reconstruction of tag surfaces or tag solid, which can be 
integrated in later 4D motion reconstruction, is not necessary 
(but we admit that reconstructed tag surface can help visual-
ize LV motion), and 2) by tracking tag lines only within image 
planes, we have sidestepped the annoying problem of registering 
tag lines between different image slices, which may introduce ex-
tra complexity into our algorithm. Moreover, since the tracked 
tag lines on one image slice can be propagated to neighboring 
slice/frame and be tracked automatically, our 2D tag tracking 
method can also be extended to explore the spatial and tem-
poral coherence of the tag data~and actually we have already 
incorporated this feature into our tag tracking routine. 
2.4 Experimental Results 
We have implemented above tag-tracking algorithm in Matlab 
6.1 and have integrated it into a friendly graphical user in-
terface (we call it the "MRI Analyzer") (Fig.2.12). With the 
help of this tool, we applied above tag-tracking algorithm to all 
image slices and some of typical tracking results are shown in 
Fig.2.13, Fig.2.14 (the parameters used in our experiments are 
a = 0 . 1 , = 0.1,7 = 1，M = 0.5, C = 0.5, K = 1). Depending on 
temporal sampling rate and image quality, user intervention is 
sometimes required to "drag" the snake to correct tag position— 
but this does not happen so often. 
• End of chapter. 
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Figure 2.12: The GUI of the MRI Analyzer 
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Figure 2.13: Tracked tags (the solid lines) on SA image slice. Prom top to 
bottom: frame 1-6 
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Figure 2.14: Tracked tags (the solid lines) on LA image slice. Prom top to 
bottom: frame 1-6 
Chapter 3 
B-Spline Based LV Motion 
Reconstruction 
Summary 
In this chapter, we extend Park's previous work [60] and 
propose a uniform framework to reconstruct LV geome-
try and motion from tagged MR images. In this work, 
the LV is modeled as a generalized prolate spheroid, and 
its motion is decomposed into four components (global 
translation, polar radial/axis compression, twisting, 
and bending). By formulating model parameters as ten-
sor products of B-splines, we develop efficient algorithms 
to quickly reconstruct 3D LV geometry and J^ B LV mo-
tion from extracted boundary contours and tracked pla-
nar tags, and experiments on both synthesized and in 
vivo data are reported. 
3.1 Introduction 
With its unique ability to non-invasively create trackable mark-
ers (tags) in heart wall, tagged MRI has become one of the most 
52 
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promising imaging modalities in helping detect heart abnormal-
ties [70]. Extensive researches have also been conducted in past 
decades to reconstruct 3D heart geometry and/or 4D heart mo-
tion from tagged MR images: in his series of papers [85,87,88]， 
Young develops a finite-element (FE) framework to reconstruct 
LV geometry/motion based on pre-extracted boundary contours 
and tag points. In this work, LV is divided into 16 bicubic Her-
mite finite elements, and LV motion is recovered by a two-pass 
(backward + forward) displacement fitting algorithm (this two-
pass fitting algorithm is almost a standard technique in tagged-
MRI-based LV motion reconstruction and has been used in al-
most all methods mentioned here. We will discuss this tech-
nique, including its rationale and its implementation, in detail 
in section 3.4.2). Later, by realizing that the task of boundary 
segmentation (tag tracking) can be combined with the process 
of geometric fitting (motion reconstruction), Young and Augen-
stein improved the FE framework in their papers [4,84], where 
the LV model is fitted interactively using guide points [86] and 
the LV motion is estimated by matching model tag surfaces to 
image tags. Although this method is promising in providing 
clinically important information [4], the small number of finite 
elements (16) contained in this model still results in a coarse-
resolution estimation to underlying heart motion [22]. In [21], 
the computed displacement at sparsely tracked tag points is de-
scribed using a multidimensional stochastic measurement model. 
A priori information about heart motion (the smoothness of the 
displacement) is incorporated into above model using a stochas-
tic formulation and the Fisher estimation framework [71] is em-
ployed to reconstruct a dense displacement field on a pre-defined 
lattice. This model is further improved in [22,23] by imposing 
an incompressibility constraint^ (i.e. by requiring the displace-
iThis means that we assume the heart wall is approximately incompressible ("any 
volume change is due to changes in perfusion of the myocardium during the cardiac cycle") 
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ment field is divergence-free^) to the model and by restricting 
the definition of the displacement field to an irregular domain 
(the myocardium). The improved model shows greater accu-
racy in reconstructing the synthesized displacement field, and 
application of this model in 3D myocardial strain calculation 
is also reported in [20]. In [59-62], LV is modeled as a gener-
alized deformable ellipsoid and LV motion is decomposed into 
three components: scaling, twisting and bending. After being 
partitioned into finite element meshes, the undeformed model 
is fitted to extracted contour/tag data in each frame using a 
physics-based framework [75,76]. In [51], initial LV geometry (at 
End Diastole^ (ED)) is obtained by adding parametric offsets to 
a primitive ellipsoid. LV deformation is recovered by fitting a lo-
cal displacement field and constant volume constraint is imposed 
to regularize the fitting process. In [69], the reconstructed LV 
is embedded into a 3D deformable B-solid whose iso-parametric 
curves—the so-called implicit snakes—correspond to tag lines 
in different image slices. Tag tracking, displacement fitting and 
interpolation are completed in a single step by fitting the im-
plicit snakes to tag lines. In [35], the implicit snake framework 
is improved by embedding the heating LV to a 4D B-solid whose 
knots planes correspond to tag surfaces. A fast algorithm is 
also proposed to speed up the calculation of B-spline tensor 
products. In [15,17], a 4D polar transformation is defined in 
3D planispheric coordinates to describe the LV motion. Motion 
components are expressed using smooth basis functions and ef-
ficient algorithms are developed to recover motion parameters 
from a system of linear equations. In [55], a backward displace-
ment field is first reconstructed for each SA slice. A 4D tensor 
product of B-splines is then fitted to obtain a forward displace-
2 a vector field u is said to be divergence-free if its divergence V • u = 0 
^Diastole: a rhythmically recurrent expansion; especially: the dilatation of the cavities 
of the heart during which they fill with blood 
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Table 3.1: A brief comparison of motion reconstruction models. SR-Shape 
Reconstruction, TD-a priori Tag Detection, 4D CM-4D Continuous Motion, 
IMP—Intuitive Motion Parameters, CS—Coordinate System, Y-Yes, N-No, 
C—Cartesian, P-Polar 
Methods I SR I TP | 4D CM | IMP CS Used 
Young [85,87,88] Y Y N N LV shape: C 
LV motion: C 
Young, Augenstein [4,84] Y N N N LV shape: C 
LV motion: C 
Denney N Y N N LV motion: C 
Park Y Y N Y LV shape: P 
LV motion: P 
O'Donnell Y Y N N LV shape: P 
LV motion: P 
Radeva Y N N N LV shape: C 
LV motion: P 
Huang N Y Y N LV motion: C 
Declerck N Y Y Y LV motion: P 
Ozturk N Y Y N LV motion: C 
merit field dense in whole LV volume and whole image sequence. 
A brief comparison of above methods is given in Table S . l ^ , 
and, for a quantitative comparison of some of these methods, 
see [16 . 
Among all methods mentioned above, we find Park's work 
59-62] particularly interesting because of its novel use of param-
eter functions: they make the model flexible enough to capture 
arbitrary features of LV shape and motion, yet they are very 
"^Strictly speaking, the coordinate system used in Park et al.'s work is not the real 
"polar" coordinate system. Here we only borrow this term from [16] 
Young and Augenstein's work [4,84,85,87,88], the geometric fitting is performed 
in "polar" (prolate spheroid) coordinate system. But the fitted model is then converted 
to an equivalent Cartesian coordinate system (see, for example, [88]) 
® Actually heart boundary contours are used in some of Denney's work [22, 23], but 
these contours axe only used to delimit myocardium and non-myocardium region (not for 
shape reconstruction) 
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intuitive to interpret [60]. Furthermore, all motion parameters 
in [60] are given in “polar，，coordinates, enabling the natural 
combination of motion and shape description. This model, how-
ever, also suffers from following drawbacks: it does not clearly 
distinguish between shape and motion parameters (due to the 
use of aspect ratio parameters), and the a:,t/-axis aspect ratios 
are correlated with the twist parameter—this can actually cause 
numerical instability. Furthermore, the use of fine finite element 
meshes in the implementation introduces large number of nodal 
parameters, making the model unable to describe the LV geom-
etry in a compact manner. Finally, unlike [15,17,35,55], it only 
reconstructs LV motion at discrete time frames, and as a result 
the motion is not continuous in the time dimension. 
Following efforts are made in this chapter to extend and im-
prove Park's model. First, we model the LV as a generalized 
prolate spheroid, whose only parameter—the prolate spherical 
radius—is used as LV shape parameter. Second, we replace the 
three aspect ratio parameters by two (polar radial and 2;-axis) 
scaling parameters, which are uncorrelated with twisting param-
eter. As inspired by [10] we also incorporate global translation 
to LV motion formulation. Finally, we represent all model pa-
rameter (functions) in terms of B-splines, thus making the model 
suitable for 4D continuous motion representation. 
3.2 LV Shape: Generalized Deformable El-
lipsoid 
The generalized deformable ellipsoid proposed by [60] is given 
as follows: 
(C0S2XC0S?;� 
= A^W Q;2(W, W ) COS IT s i n F ( 3 . 1 ) 
\ 0(3(14, w) s'mu ) 
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Here (u,v,w)(—专 < u < < v < tt) is the model coor-
dinate, where u runs along apical-basal direction, v runs along 
circumferential direction and w runs along trans-mural direc-
tion. ao > 0 is a scaling factor used to control the global model 
size, and cq G [0,1] are aspect ratios along oc,y and z-axis, re-
spectively. The range of model coordinate u is defined in such 
a way that the constructed ellipsoid is open [60 . 
Three transformations are defined in [60] to deform the el-
lipsoid: non-uniform compression along coordinate axes (which 
has been modeled using aspect ratio parameters 0；^), twisting 
about z-axis 
(cos{t{u,w)) 一 sin(T…,U;)) 0 \ 
T : T e = sm{r{u,w)) cos{t{u,w)) 0 e (3.2) 
V 0 0 1 / 
(where r is the twisting angle) and bending about z axis 
(ei{u,w) \ 
B : Be = e2{u,w) (3.3) 
V 0 y 
(where ei, €2 are x, 2/-axis offset). The overall LV deformation is 
then defined as: 
e = BTe^ (3.4) 
where e � = is a point on undeformed LV (at the 
initial frame) and e = z)'^ is its position on deformed LV. 
In implementation the ellipsoid is divided into finite elements 
meshes. Model kinematics is formulated by a system of first-
order differential equations [75,76]: 
where D is the damping matrix, q is the vector of model's degree 
of freedom and fq is the generalized model force. Model param-
eters q are solved from above equation using Euler integration. 
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圓 _ 
Figure 3.1: The generalized prolate spheroid 
3.3 The New Geometric Model: Generalized 
Prolate Spheroid 
3.3.1 Generalized Prolate Spheroid 
One potential problem of Park's model is that it does not clearly 
distinguish between LV shape and motion parameters: the as-
pect ratios ai are incorporated into LV shape formulation (3.1), 
but they are also used as deformation parameters. To describe 
LV shape and motion more clearly, we propose to model LV 
using a generalized prolate spheroid (Fig.3.1): 
/ Ix^ \ / sinh(p(n, v^ w)) cos ucosv \ 
= lyQ = ao sinh(p(^x, v,w))cosu sin v (3.5) 
\ Iz^ / \ smh.{p{u,v^w)) sin It / 
where < u < < v < 27r,0.65 < < 1) is 
the model coordinate (as in (3.1))，a�is the focal radius and 
p(u,v,w) is the prolate spherical radius [4,78]. The parameter 
function p{u^v,w) is used here to exclusively describe LV shape 
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and will not appear in LV motion formulation. 
Compared with other popular deformable models used in 
medical image analysis—such as the physics-based deformable 
superquadrics of [75,76], the superquadrics—spherical-harmonics— 
hybridized model of [9,10] and the superquadrics-Free-Form-
Deformation (FFD)—hybridized model of [6, 7] (see [45,46] for 
a survey), our generalized deformable prolate spheroid is more 
suitable for LV shape modeling since 1) it provides an efficient 
and direct description of the LV shape [4, 78], and 2) it is a 
true volumetric model while the superquadrics used in above-
mentioned methods is only a surface model. In view of the 
fact that we are mainly interested in the estimation of LV wall 
motion, this point becomes an important consideration. Fur-
thermore, with its shape parameter (the prolate spherical radius 
p) replaced by parameters functions—as proposed by [60], our 
model is flexible enough to capture arbitrary characteristics of 
LV shape and, as we will see in next section, the use of model 
formulation (3.5) can considerably simplify the geometric fitting 
process (as compared with [60]) [4 . 
3.3.2 Initial Geometric Fitting 
Image, World, Local, Prolate Spherical and Model Coordinate Sys-
tems 
Due to their different natures, almost each of the following 
processes—image acquisition, information (boundary contours, 
tag lines, etc.) extraction and shape/motion reconstruction— 
requires the definition of a particular coordinate system. These 
different coordinate systems are now detailed as follows: 
Image coordinate (IC) system. The IC system is a 2D Carte-
sian coordinate system whose reference frame (RF) is deter-
mined by the image slice. In our application, the origin of the 
IC system is located at the upper left corner of the image, and 






Figure 3.2: The world coordinate system. It is an MRI scanner defined frame 
(see text for explanation) 
the coordinate (a:, y) is defined such that x increases to the right 
and y increases downward. Basic image processing tasks such as 
boundary segmentation and tag tracking are performed in this 
coordinate system. 
World coordinate (WC) system. The WC system is a 3D 
Cartesian coordinate system whose RF is defined by the MRI 
scanner (Fig.3.2). Since slice position and orientation are gen-
erally given in WC, it is through this coordinate system that we 
can link different coordinate systems together and convert data 
coordinate between different coordinate systems. 
Local coordinate (LC) system. The LC system is a 3D LV-
centered Cartesian coordinate system whose RF is set up as 
follows [60]: its origin is chosen at the center of LV, its 2:-axis 
is oriented along the central long axis of LV and its y-axis is 
pointing toward the right ventricle (RV) (Fig.3.3). LV shape 
and local motion can usually be conveniently described in this 
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Figure 3.3: The local coordinate system. It is an LV centered frame (see text 
for explanation) 
coordinate system. 
Prolate spherical coordinate (PSC) system. The PSC system 
is a 3D curvilinear coordinate system where each point is de-
scribed by three components {p^u^v) [4,78]. In our application 
the PSC system is also located at LV center, and its relation with 
the LC system is given by (3.5). We will perform the geometric 
fitting in this coordinate system. 
Model coordinate (MC) system. The MC system is again a 3D 
LV-centered curvilinear coordinate system where each point is 
described by three components (i^ , v, w) (as defined in (3.5)). We 
will define LV shape and motion parameters in this coordinate 
system. 
Methods for Geometric Fitting 
Suppose LV boundary contours have been extracted in initial 
frame from tagged MR images. We represent these points in 
PSC (/9“Ui,7Ji),i = 1,. •., iV and adopt the algorithm proposed 
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Figure 3.4: LV geometric fitting. Here p is a data point belonging to epi-
cardium (outer heart wall) and p' is its projection onto model outer surface. 
The model is fitted to p by minimizing the distance, or error, between p and 
P' 
in [4] to perform geometric fitting: first, we fit model inner/outer 
surface, which represents the endocardium/epicardium, to cor-
responding data points (Fig.3.4). Then we use linear interpola-
tion to join these two surfaces together to obtain the volumetric 
model. The cost function used in surface fitting takes following 
form: 
1 N 
E'geo = EreM + HA均,叫,鄉）-Pill\k = l,2 (3.6). 
1=1 
where (ui, ui, Wk) is the model point obtained by projecting data 
point {pi^Ui.Vi) onto corresponding model surface {wi = 0.65 
for inner surface and W2 = I for outer surface), and Ereg{p) is a 
regularization term imposed on the displacement field [4 
— / i + 4 ( 釘 + ( 钉 ] 
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+ l Y 炉 1 / a y y I / a y y i 
\ dv? J \dudvy V 秘 J 
Here p* = p—pp and pp is the initial value of the prolate spherical 
radius (which equals 1 in our experiment). 
Implementation 
Minimizing (3.6) over an infinite-dimensional function space is 
generally difficult, but some standard techniques, such as the 
Galerkin method can be used to approximate the solution of the 
problem. In Galerkin method, the minimization problem is first 
posed on a finite-dimensional subspace. With a selected basis of 
this subspace, the objective can be expressed as a quadratic 
function and a global minimal can be found by solving the 
corresponding linear system. Under this framework the Finite 
Element Method (FEM) used in [60] is just a special case of 
Galerkin method which chooses piecewise polynomial as basis 
functions. 
In this paper, we choose tensor product of B-splines as basis 
functions and write f , w ) as: 
Nu N, N切 
P�u,2j,w) = E E E Bi{u)B,{v)Bk{w)Pijk (3.7) 
i==l j=l k=l 
where Pijk are control points (to be determined) and Nu, Ny, Ny^  
are number of control points used in it, v and w dimension. For 
a reasonable approximation, we employ cubic B-spline for ？i, v 
dimension and linear B-spline for w dimension. Substituting 
(3.7) into (3.6) yields a quadratic function: 
Eleo = I ( C P ” T • H . CpA + ( f ” T . CP左 
where CP^ is a vector of control points, H^, f^ are corresponding 
coefficient matrices, and minimizing this function is equivalent 
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to solving the associated linear system: 
H • CP^ + f知=0 
The B-spline approximation (3.7) has several advantages over 
the FE formulation: first, it does not require partitioning the 
geometric model into finite elements, which may be a complex 
process due to the singularity at model apex. Second, it avoids 
the use of large number of finite elements and provides a compact 
yet smooth representation of LV geometry. Furthermore, it is 
easier to implement, making it computationally attractive. 
We also impose following constraints to ensure our model 
work properly. First, we require be periodic along 
circumferential {v) direction, i.e. the last three control points in 
V dimension must be identical to the first three. Precisely, we 
have 
Pi,N”-2,k = PiXk^ = PiXk, Pi凡,k = Pi,3,k 
for each i and k. Second, to avoid possible wild behavior of 
the end control points near base {u = we triple these con-
trol points so that the fitted surface must pass through them. 
Precisely, we have 
Third, we require p{u,v,w) be C^ at apex {u = All these 
constraints are formulated as linear equations and the singular 
value decomposition (SVD) [66] is employed to solve the whole 
linear system. 
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3.4 Fast Motion Reconstruction: The Enhanced 
Hierarchical Motion Decomposition 
3.4.1 Hierarchical Motion Decomposition 
We combine the work of Chen [9，10], Park [60] and propose 
to hierarchically decompose heart motion into four components: 
global translation (rigid), polar radial/之-axis compression, twist-
ing and bending (nonrigid). These components are detailed as 
follows. 
Global translation. Under the assumption that the local de-
formation is small compared with the global translation [10], 
we trace the model in 3D space by recording the position of its 
centroid: 
centroid � = { x { t ) , y { t ) , z{t)f (3.8) 
The use of time parameter t gives us the potential ability to re-
construct continuous 4D heart motion in a very natural manner. 
Compression. Different from the approach used in [60], we 
decompose LV compression into two subcomponents—polar ra-
dial compression a^ and axis compression az—and write the 
deformation operator as: 
f Ix \ / ar{u,w,t)lx \ 
C* ： C^e = Ct ly = ar{u, w, t)ly (3.9) 
\lz ) \ az{u, w, t)(lz - Izp) + Izp / 
Note that we have used one polar radial compression parameter 
QV rather than two aspect ratio parameters ai, a2 to represent 
the compression in rry-plane. This can actually help us avoid 
the numerical instability, and to see this point we may consider 
following scenario (Fig.3.5): 
Suppose P is an undeformed model point and P丨 is the cor-
responding deformed point. By using Park's model, we are not 
able to figure out whether P is deformed by the twist motion 







Figure 3.5: The problem of using two aspect ratio parameters (see text for 
explanation) 
T, or by the combination of x-axis scaling ai and y-axis scaling 
0；2. This means the compression and twisting motion are cor-
related, and this can cause numerical instability in the fitting 
process. However, by replacing ai, a2 with ov we no longer have 
this kind of problem. Say, in above example we know P must 
be deformed by the twist motion r. 
We also point out that in above formulation, we have mod-
eled 2；-axis compression in such a way that the LV will contract 
toward some point {Izp) other than its centroid. It is true that 
this "strange" modification does not comply with the common 
rules proposed in previous work [3,15,17,60], but the fact is that 
in our experiment, we found no such evident contraction pivot 
for LV apical-basal compression near the LV centroid. Since the 
incorrect choice of the contraction pivot may cause disastrous 
results (especially true when the pivot is placed within LV), here 
we select Izp in such a way that it lies on the apical-basal axis, 
near to apex and outside the LV. 
Twisting. We simply use the temporal version of the twist 
CHAPTER 3. B-SPLINE BASED LV MOTION RECONSTRUCTION 67 
formula (3.2) and write the deformation operator as: 
(cos(r(?i, w^ t)) — sin(T(ix, w, t)) 0 \ 
V :Ve= sin(小，iM)) cos(小,tM)) 0 e (3.10) 
V 0 0 1/ 
where r represents the twisting angle. 
Bending. Again, we write the temporal version of the bending 
operator (3.3) as: 
(ei(u,iu,t) \ 
搜：沙e = e + 62(u,w,t) (3.11) 
V 0 / 
where ei, €2 are x, y-axis offset. 
With the four motion components defined as above, the over-
all local motion of LV can be formulated as: 
e 力 = B t r W (3.12) 
RJI 
where e � = (ix^, ly� , Iz^) is a point on undeformed LV (at the 
initial frame) and e = (Zrr, ly, I z^ is its position on deformed LV 
at time t. Global motion can be combined with (3.12) to yield 
a complete description of LV motion. 
It is worth noting that we do not incorporate global rotation 
into our LV motion model (as in [10]). This is because LV is 
nearly symmetric about its local axis (long axis) and thus the 
accurate estimation of LV local x and y-axis is generally difficult. 
Since the global rotation of LV is relatively small [3], we expect 
that neglecting the global rotation will not significantly affect 
the accuracy of our model. 
Compared with [10，60], our hierarchical motion model pro-
vides a more complete and clearer description of LV motion since 
1) we consider both global and local motion and 2) all parameter 
functions used in this model have very intuitive interpretations. 
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Also, the use of 4D parameter functions in our model makes it 
suitable for 4D LV motion reconstruction. Furthermore, by de-
composing complex heart motion into several components and 
by utilizing B-splines (as we will discuss in following subsec-
tion), we will be able to develop fast algorithms to reconstruct 
LV motion. 
3.4.2 Motion Reconstruction 
Given fitted LV shape model e^ and tracked tag points in frame 
t, we estimate LV motion in following three steps: rigid motion 
(global translation) estimation, local backward displacement fit-
ting and non-rigid motion estimation. 
Rigid Motion (Global Translation) Estimation 
Suppose the tags points tracked in frame t have been clipped 
to the model and have been represented in world coordinates 
{wxl, wy\, wz\f {i = 1 , . . . , N). Let h and h denote the index 
sets such that (wx\,wy\^wz\f lies on SA slices when i E h 
and {wx\,wy\^wz\) lies on LA slices when i G h, and denote 
the size of h / h be N1/N2 {Ni + N2 二 N). We estimate model 
centroid at frame t in following two steps: first，the data centroid 
^ / N N N \ ^ 
= X] E E (3.13) 
\ i=l i=l i=l / 
is computed and the origin of the local coordinate (LC) sys-
tem is translated to dc亡.The local coordinates of tag points 
{wxl, wy\, wz\)^ in this new LC system are also computed (which 
we denote as {nlx\,nly\^nlzl)^). Second, the model apex/base 
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Figure 3.6: Estimation of the model centroid 
centroid is estimated as: 
apex' = h ^ E — 瓦 E _《，想〒(几Z动 
\ ieh 1 ieh / 
/ 1 1 base' = ( —ti, — 几ly^ " g f 1 (3.14) 
\ ie/i ieh / 
and the model centroid is computed by (Fig.3.6): 
( 2 
c e n t r o i d � = L C 2 W C apex* + - (base力—apex” 
V 3 / 
(3.15) 
where LC2WC is the routine converting local coordinates to 
world coordinates. Although somewhat strange, formula (3.14) 
is used to estimate model apex/base centroid since we assume 
that LV motion in SA/LA plane can be completely captured by 
tag data in SA/LA slices. Finally, the LC system is translated to 
the estimated model centroid and local coordinates of tag points 
RJP 
are computed again (which we denote as = [lx\, lyl, lz\)). 
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Local Backward Displacement Fitting 
As stated in [15,55,88], each tracked LA tag point provides a 
ID constraint on the local backward displacement field—here we 
refer the backward displacement as "local" since it is computed 
in local coordinate system—； that is, if we let 
e? 二 (la;?, ly^ Iz^) E h denote the local coordinate 
of LA tag points in initial frame, 
FJN 
e- = (lxj,ly-Jz-) ,i e I2 denote the local coordinate 
of LA tag points in frame t, 
,i e I2 denote the model coordinate of LA 
tag points e- in frame t, 
ef = {uivlM) = ,i e h denote 
the local coordinate of the model point in 
initial frame, 
we must have 
(ef - e^ • n以 = ( e ? - e )^ • n以,i G h (3.16) 
where ula is the unit normal of corresponding initial tag plane 
(Fig.3.7). This relationship also holds for SA tag points, but in 
our case each SA tag point provides two ID constraints on the 
local backward displacement field since they are tracked to pro-
vide 2D planar LV motion. That is, if we use the same notation 
as above (but i e /i), we must have 
(ef - e;) • n似2 二 (e? — ej) • n从, i E h (3.17) 
where 115^ 1 and 115^ 2 are unit normals of corresponding initial 
tag planes. Although (3.16) and (3.17) cannot be directly com-
bined to provide complete backward displacement for arbitrary 
material point in myocardium, we can construct a continuous 
backward displacement field by approximating each component 
of the displacement field using a continuous function. 
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Figure 3.7: Tracked tag points on LA images provide a ID constraint on LV 
motion (see (3.16)) [23,55] 
Following the idea of [55,69], we represent each component 
of the backward displacement as a B-solid: 
Ni Nm Nn 
bdi[lx,ly,lz) = BiiJ 机{ly�Bn�lz��Pimn)i (3.18) 
/=1 m=l n=l 
where bdi,i = 1,2,3 is the ID displacement along each tag 
normal (n^^i, n^^j and iila), lx,ly,lz are local coordinates, 
Bi, Bm, Bn are basis functions and {Pimn)i are corresponding con-
trol points (to be determined). We choose cubic basis function 
for each dimension, and for each basis function we use periodic 
uniform knot sequence: 
{0, 0, 0，0,1^1,..., Un-A, 1,1,1,1}, Ui 二 
Tlf O 
where n is the number of control points. To fit the B-solid to 
given displacement data, we need to minimize following least 
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square errors: 
Emi = 去 E ( K - eD • n 队 - b d i {H, lyl Iz^f 
1 ieh 
Em,=去 E ( (e? - eO • n 姊 — 地 H ^vl 
ieh 
EM. = n 以 -b d s {ix^ lyl lzt)f 
ieh 
but it's not hard to see that even for relatively small number of 
control points (say, a 5 x 5 x 5 grid), the direct minimization 
of (3.20) would be very time-consuming due to the large size of 
the coefficient matrix. To speed up this process, we take the ap-
proach analogous to [35] and design following fast displacement 
fitting algorithm: 
Algorithm for Fast Local Backward Displacement Fitting-
Displacement Component bdi and bd? 
1. Cover the domain of the B-solid ([0,1] x [0,1] x 
0，1]) with a 3D grid. This grid is placed in such a way 
that along Ix, ly- dimension, the grid is uniform while 
along /z-dimension, the grid is (probably) non-uniform 
where grid points are placed on each SA slice and on 
the end planes Iz = Q,lz = 1 (which passes through 
LV apex and base) (Fig.3.8). Denote the grid points 
as {glxi,glyj,glzk),i = = l,...,ny,k == 
1 ’ • • • ’ ITLZ • 
2. On each SA slice, interpolate displacement com-
ponent {hdi or bd2) at grid points? while for the end 
planes Iz = OJz = 1，set displacement at grid points 
to zero (this actually serves as a regularization term 
in following minimization). Denote the interpolated 
displacement at grid points as gbdijk. 
''This is achieved by using the Matlab function griddata 
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Figure 3.8: Construction of the computational grid used in the backward 
displacement fitting. Top: the 2D grid placed on each SA slice (the small 
circles are tag points). Bottom: the final 3D grid 
CHAPTER 3. B-SPLINE BASED LV MOTION RECONSTRUCTION 74 
3. Compute P/j^, i = 1 , . . . , nx, j = 1 , . . . , ny, n 二 
1 , . . . , iVn by minimizing: 
1 / Nn � 2 
—Y^ gbdijk - Y. ^n{glZk)Pijn (3.20) 
似 k=l \ n=l / 
4. Compute i = 1 , . . . , nx^ m = 1 , . . . , iV爪,n = 
1，... ’ TVn by minimizing: 
.ny / Nm 入 2 
- E ^ n - E ^rn{9lyj)PLn (3.21) 
邵 j=l \ m=l / 
5. Compute Pimn： Z = 1,...，iV/, m = 1, •..，Nm, n = 
1 , . . . , iVn by minimizing: 
.nx / Ni � 2 
Bl{glXi)Plmn (3.22) 
n工 i=l \ 1=1 / 
For the third displacement component bds, the above algorithm 
needs to be modified slightly [55]: 
Algorithm for Fast Local Backward Displacement Fitting-
Displacement Component bd^ 
1. Cover the domain of the B-solid with the same 
grid. 
2. On each LA slice, interpolate displacement com-
ponent bds at LA-SA slice intersections. 
3. On each SA slice, interpolate displacement com-
ponent bds at grid points using data coming from SA-
LA slice intersections. 
4. Compute the control points by minimizing (3.20), 
(3.21) and (3.22). 
We have gained at least a ten-fold of speed up by using above 
algorithms in our experiments. 
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Nonrigid Motion Estimation 
Given the fitted local backward displacement field, we can com-
pute the initial positions of tag points ef^  (see Fig.3.7) using 
following formula: 
(bd, {lx\MMt) \ 
e f = bd2 {lx\MM\) (3.23) 
We can also compute the model coordinates of these points. De-
noting the model coordinates of all tag points as {i = 
1’ •.., iV)，we can estimate the (forward) nonrigid LV motion by 
following three sequential steps: 
1. Compression. The compression parameter is estimated 
by minimizing following cost function: 
1 N 
El 二 丑 + (以r K -、”2 (3.24) 
i=l 
rf = ^ ilxff + (lyf)\r\ =如;f + iMf 
where Eregipir) is regularization term as defined in (3.6) and /x^ 's 
are weight parameters (we use im = 1 /r f in our experiments). 
For 2;-axis compression parameter the estimation is done by 
minimizing a cost function analogous to (3.25): 
1 N 
= E “ a �+ 斤 iM (a, {ulwlt) {izf - Iz^) - [lz\ - lz,)f 
i=l 
(3.25) 
where we set 
2. Twisting. Similarly, the twisting angle is estimated by 
minimizing: 
ELst = Ere,{r) + \\rc%f — (3.26) 
i=i 
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where the norm || • \\xy is measured for x and y component only: 
/ \T 2 2 I 2 
(工,仏^ 叩二冗 + 2 / 
Note we have used updated compression operator C^ in (3.26) 
since we are estimating motion parameters in sequential order. 
3. Bending. The estimation of bending parameters is fol-
lowed in a completely similar manner and can be achieved by 
minimizing following objectives: 
i=l 
Ely = 五 - � H - ^ E ( [ ^ W e f ] ^ - l y i f (3.27) 
3.4.3 Implementation 
As we have done in LV geometry fitting, we approximate lo-
cal motion parameters {ar^a^ and r) using tensor product of 
B-splines. Say, we may approximate the radial compression 
ar(u,w,t) at frame t as: 
Ni Nj 
ar(u’w’t) = Y^J2Bi[u)Bj[w)Pijt (3.28) 
i=l j=l 
And thus minimizing (3.25) is equivalent to solving a linear sys-
tem. All other local motion parameters can be estimated in the 
same way except for T{u,w,t), the twisting angle, whose corre-
sponding objective (3.26) is nonlinear in terms of r. To linearize 
(3.26), we write VC^ef in full as: 
/ COST • arlxf - sinr • arlyf \ 
V C ' e f = sin T • arlxf + cos T . arlyf 
\ CXzlzf / 
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By substituting the Taylor expansion of sine and cosine functions 
. 1 t2 
Sin T ^ T, COS r ^ I ——— 
‘ 2 
into above formula we obtain: 
/ (l - f ) • arlxf - r • a“yf^ ^^ 
rCef ^ 丁 . arlxf + (1 -幻.o ^ r l y f 
\ ^zlzf / 
Substituting above approximation into (3.26) and omitting O(T^) 
terms then converts the original objective to a quadratic func-
tion. Given the assumption that LV twisting is small during 
systole (< 10。）[3], we expect that this linearization will not 
significantly affect the accuracy of twisting estimation. 
After proper constraints are imposed to guarantee the smooth-
ness of all motion parameters at the apex {u = — S V D is used 
to solve the whole linear system. 
3.4.4 Time Smoothing 
After estimating motion parameters at each frame, we perform 
a ID time smoothing by minimizing: 
T Ni 2 
Ectr = centroid(t) — (3.29) 
t=i 1=1 
for model centroid and 
T Ni 2 
{Eparah = 户讲 _ J ^ l (3.30) 
for local motion parameters (a .^, az and r), where Bi(t) are ba-
sis functions for uniform cubic B-spline and P“ Piji are corre-
sponding control points [55]. This produces a 4D continuous 
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representation for LV motion parameters: 
Nt 
centroid � = ^ � P/ (3.31) 
1=1 
and 
Nu K Nro Nt 
para{u,w,t) = 二 二 X ] 双 ⑷ B ) • � ( � � i ^ z 
i=l j=l k=l 1=1 
(3.32) 
Compared with other B-spline based motion reconstruction 
methods such as the B-tag surface of [2], the B-solid of [35,69], 
the 4D B-spline motion field of [55] and the Free Form Deforma-
tion (FFD) of [6], our approach enjoys several advantages since 
1) the backward displacement fitting is very fast. By estimating 
each displacement component directly instead of constructing 
the complete displacement field at selected points, we make it 
possible the employment of the standard multi-pass fitting algo-
rithm used in B-spline based data modeling. Consequently, even 
for a control point grid as fine as the 13 x 13 x 13 grid used in 
our experiment, our backward displacement fitting algorithm is 
able to reconstruct the displacement field for one frame within 
ten seconds (on a 1.4GHz PC)8. Our approach is also attrac-
tive since 2) the parameters used in our model are meaningful. 
This makes the tracking results readily interpretable in clinical 
applications [60]. 
8Our code is developed in Matlab, which is running on an application server in our 
experiment. This means that, for all algorithm running times we presented in this paper, 
the network overhead has also been counted in 
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m 
Figure 3.9: Recovered LV geometry from tagged MR images (at ED) 
3.5 Experimental Results 
3.5.1 Geometric Fitting 
To test our geometric fitting algorithm, we manually segment 
LV contours at the initial frame from the tagged MR image 
set (Fig. 1.6). After stacking contours coming from SA and LA 
images in 3D space, we overlay the prolate spheroid onto the 
data and apply our geometric fitting algorithm to deform the 
model. The recovered LV is shown in Fig.3.9. 
3.5.2 Motion Reconstruction 
Validation on Motion Simulator 
We first validate our motion reconstruction algorithm on syn-
thesized data as follows. First, the geometric model defined, in 
equation (3.5) (with specific shape parameters) is deformed by 
tuning the motion parameters^ (Fig.3.10). Second, a set of 
®The compression and twisting parameters are estimated from Park's result [60] Fig.8, 
pp.705. 
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Figure 3.10: Deformed motion simulator with model points (the stars) im-
posed on it. Prom top to bottom: frame 2-5 
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Table 3.2: Simulator shape parameters 
ttO Nu Ny Nyj 
1 1 10 9 2一 
model points are selected and tracked. Third, the motion re-
construction algorithm is applied and the results are compared 
with the true motion parameters^ .^ 
Table 3.2 lists the shape parameters used in our experiment. 
To test the robustness of our algorithm, we choose and track 
two sets of model points (Fig.3.11): a dense, regular data set 
containing 676 (13 x 13 x 4) model points (we call it Data Set 1, 
or DSl), and a sparse, regular data set that contains 98 (7x7x2) 
model points (DS2). 
We use two criteria to justify the reconstruction. First, we 
compute the relative Root Mean Squared Error (RMSE) be-
tween the actual model points {x\, z\) and the predicted model 
points {pxl,pyl,pzl) at frame t as follows: 
t 如 Ef=i —p 工》)2 + � y t — pyf) + — p欢 ) 
‘ 二 去 E f = l \ / � 2 + � 2 + � 2 
(3.33) 
Second, we compute the relative Mean Squared Error (MSE) 
between the actual model parameter function f{u,w,t) and the 
predicted model parameter functions pf{u,w,t) as follows: 
(the RMSE for model centroid is computed using (3.33)). 
The errors for all reconstruction results are plotted in Fig.3.12 
and Fig.3.13. As can be seen from the plot, our algorithm 
i°Since the true motion of each model point is defined by the motion parameters, the step 
of tag tracking and local backward displacement fitting is not needed in this experiment 
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Figure 3.11: Two data sets (at the initial frame) used in the validation of 
motion reconstruction algorithm. Prom top to bottom: DSl and DS2 (see 
text for explanation) 
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Figure 3.12: RMSE for model points 
works fairly well even in the presence of sparse data. What's 
more, both algorithms for geometric fitting and motion recon-
struction are fast enough to be conveniently deployed in real life 
applications (in our experiments, the average time for geometric 
fitting is about 3.5 seconds and that for motion reconstruction 
(plus local backward displacement fitting) is about 11 seconds 
per frame. The algorithms are developed in Mat lab 6.1, and 
they are tested on a Pentium IV 1.4G PC). 
Experiments on in vivo Human Data 
We next test our motion reconstruction algorithm by applying 
it to an in vivo human data set. In Fig.3.14 we show the fit-
ted model at frame 1, 4 and 7, and, to take a closer look at 
the reconstruction results, we also plot the estimated motion 
parameters as functions of u (the model coordinate that runs 
along LV apical-basal direction) at LV inner and outer walls [60 
(Fig.3.15). 
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Figure 3.15: Estimated motion parameters. Prom top to bottom: o^ at inner 
wall, ar at outer wall, a^ at inner wall, a^ at outer wall, r at inner wall and 
r at outer wall 
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Prom these plots, it is not difficult to see that the general 
properties of LV motion have been successfully captured—say, 
the polar radial compression is more significant at the inner wall, 
and the twisting at both walls is generally small (< 0.2 radians, 
i.e. 11.46 degrees). However, we must be careful when trying 
to interpret the reconstructed axis compression parameter Q;^ . 
Since the value of is strongly dependent on the choice of Zp 
(the compression pivot), the plot of a之 itself can be misleading 
and thus should not be used directly. To examine whether az 
has been estimated correctly, we instead compute the 2;-axis 
displacement of LV 
dz = Izto — (a, - Zp) + Zp) (3.35) 
and plot the results at both walls (Fig.3.16). Prom these plots, 
we see that there is more compression at base (as predicted 
by [3]), and thus our motion construction algorithm does provide 
qualitatively good results^^ 
• End of chapter. 
" W e do note that all motion parameters behave more wildly near the apex; in practice, 
however, the apex is difficult to image and is not typically included in a motion analysis [22] 
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Based on Young's work [88], in this thesis we first developed 
a semi-automatic algorithm to track tag lines presented in MR 
tagged images. In our method, undeformed tags on initial frame 
are detected automatically using user-specified parameters, and 
deformed tags are semi-automatically tracked using a snake-
based algorithm. We also made several improvements on Young's 
formulation一including adding a spring energy term and refor-
mulating the image energy term一to make it better suit the 
tracking process. The application of our algorithm to in vivo 
has shown its accuracy and efficiency. 
Next, we extended Park's previous work [60] and developed 
a uniform framework for both LV shape modeling and motion 
reconstruction. As the main contributions of our work, we 1) 
carefully distinguished and formulated LV shape/motion param-
eters, 2) combined the work of [10] and [60] to give a more com-
plete decomposition of LV motion, 3) gave compact, smooth 
representations of both LV shape/motion by utilizing B-splines, 
and 4) developed fast algorithms to estimate LV shape/motion 
parameters from tagged image data. 
Having summarized the main achievements of our work, we 
also point out following problems and provide suggestions on 
possible future research direction: 
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1. Although an important step in cardiac MR image anal-
ysis, the task of boundary segment at ion/tracking was not 
addressed in our work—actually we only segmented bound-
ary contours in the initial frame manually and used them 
in LV geometry reconstruction. This is not a big prob-
lem at present stage (since boundary contours were not 
used in myocardial motion tracking), but as indicated in 
the work of Shi [73], accurately tracked boundary contours 
can be good indicator of LV boundary motion and thus 
can give us a more complete view on LV motion. What's 
more, the shape characteristics derived from tracked LV 
boundaries may also be useful in heart abnormity diagno-
sis [12,43,44,73], so the development of proper boundary 
tracking methods would still be one important considera-
tion in our future work. On the other hand, since boundary 
segmentation in tagged MRI analysis is particularly diffi-
cult due to the intervention of tag lines, preprocessing tech-
niques (such as gray-scale morphological operations) may 
be required before boundary contours can be reliably ex-
tracted and tracked [30 . 
2. Although our tag tracking algorithm can automatically prop-
agate tracked tag lines along both spatial and temporal 
dimension, considerable user intervention is still required 
to drag snakes from local energy valley when large defor-
mation occurs between neighboring frames (Fig.4.1). This 
problem may be partially solved by developing friendly user 
interface to allow more efficient user intervention—say, in 
the case of Fig.4.1, the user may move the whole snake 
mesh simultaneously instead of pushing or pulling them by 
specifying hundreds of "pointing devices" with mouse. 
3. With the estimated LV motion parameters, the next step of 
our work would be to quantitatively analyze these data and 
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HH 
Figure 4.1: Large deformation between neighboring frames may trap snakes 
into wrong tag location. Top: previously tracked snakes axe imposed onto 
next frame. Bottom: the tracking results (without user intervention). The 
snakes highlighted in red color axe trapped into wrong location 
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derive meaningful information, such as myocardial strain, 
to help interpret the tracking results. Furthermore, since it 
was recently recognized that RV motion is playing an im-
portant role in hemodynamics [4,31-33,56,63], the analysis 
of the RV motion would be another possible direction of 
our future research. Since RV cannot be represented us-
ing a simple geometric primitive (like LV) and RV wall is 
much thinner, hybrid model may be necessary in necessary 
method development. 
• End of chapter. 
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