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Metab. 6): E310-E318, 1982.-There is no generally accepted procedure for identifying &radian pulsations in hormonal time series. We suggest an approach based on removing long-term trends, such as diurnal rhythms, from the series of observations; identifying peaks in the residual series; and resolving each peak, if appropriate, into overlapping secretory episodes. The first step uses a robust smoothing technique to generate a smoothed series that omits peaks or trends with time constants less than 6-12 h. The smoothed series is subtracted from the original, and in the second step their difference, the residual series, is examined for the presence of peaks. The standard deviation of the assay is calculated at each point, and the residuals are resealed in terms of this unit.
Peaks are identified as individual subseries elevated above the base line, of duration n, all the points in which have magnitude at least G(n), where the values of G are cut-off criteria based on the width of the peak. Thus the algorithm selects both narrow high peaks and broader peaks that may be lower. The user selects the G(n) for each hormone based on theoretical considerations or a set of calibration data series. Points that meet these criteria are identified as belonging to peaks and flagged. To assure that the smoothing process is not influenced by runs of closely spaced peaks, these flagged points are then assigned a reduced weight, and the smoothing is repeated; the revised residuals are then reexamined. After these two steps are iterated until there are no further changes, each peak is examined once more to determine whether it can be resolved into more than one overlapping peak. Finally, the process collects statistics on the,average frequency and amplitude of the peaks. We have developed computer programs to carry out these algorithms.
endocrinology; chronobiology; statistics; &radian rhythms MANY HORMONES under hypothalamic control are secreted in an episodic manner. When sampled frequently, their levels in blood are punctuated by sudden rises that then decline as the hormone is cleared. In some cases it has been possible to trace these events to sustained episodes of rapid firing in hypothalamic neurons. In the case of luteinizing hormone-releasing hormone (LHRH), episodic secretion and the consequent pulsatility of LH and follicle-stimulating hormone (FSH) secretion appear to be necessary to maintain agonist activity; sustained continuous exposure to LHRH results in desensitization of the pituitary response (10) .
E310
The presence, frequency, and amplitude of these pulses have attracted the interest of neuroendocrinologists. In a typical experiment samples are obtained serially over a period of hours or days, assayed, and the series of measurements graphed for the study of the pulsatile pattern, often in conjunction with recordings of sleep stages, temperature, or other variables. There is, however, no general consensus about the methods to be used to analyze the data. Traditionally, the graphs have been given to a blinded scorer who identifies the peaks by inspection and measures and counts them for analysis. This manual technique makes it difficult to state the precise criteria used for peak identification and complicates communication among different laboratories studying similar problems. There is no way to set even nominal statistical significance levels on the peaks identified or to assure that different scorers accept the same peaks.
The logical recourse is to computer algorithms. The earliest computerized approaches to the analysis of hormone series have been of three types: methods that identify peaks from features that can be explained in visual terms, such as height and shape; methods that rest on assumptions about global statistical properties of peaks and noise; and methods that shift the goal away from the identification of individual peaks to estimates of their average frequency and amplitude.
Of the first type, Santen and Bardin (13) , in a study of LH secretion, defined peaks in an admittedly stylized way as rises of greater than 20% from the preceding local minimum level. Several subsequent authors have adopted similar threshhold conventions.
Of the second type, Christian and colleagues (4), in a study of bovine GH secretion, argued that the presence of peaks skews the distribution of observed values. Their method partitions the series into one of base-line values that are assumed to be normally distributed' about a basal mean and one of peak values that impart all the observed skewness. The criterion of skewness was also used in a study presented in abstract by Brinkley et al. (3) of the third type, some authors (7, 11) have relied on conventional statistical procedures such as Fourier analysis or autocorrelation for estimates of the frequency and intensity of cycles. Such methods, however, do not cover cycles whose timing is inherently irregular, probably the commoner situation. Clifton and Steiner (6) have proposed an approach to cope with irregular timing while requiring cycles to be relatively homogeneous in amplitude. and that a description of our approach will be helpful to future studies,
MATERIALS AND METHODS
Subjects were young adult normal or patient volunteers. Blood samples were obtained atraumatically through an indwelling needle placed 2 h before beginning the collections and were drawn at 20-min intervals for 24 h. All samples. from each subject were assayed in a single batch, using standard radioimmunoassays (RIAs) (I, 9). Characteristics of the assay standard curves were obtained using the program of Rodbard (12) . The intraassay variation was measured at 5-7 dose levels spanning the useful range of the assay, using 15-20 replicate samples fkom each pool.
The 27 data sets collected were divided into three It is instructive to make such a visual scoring of the series in Christian's method, by comparison, behaves erratically with these series. Its "peaks" on the descending shoulders in series A are artefacts of the procedure. With almost as many points near the maximum as near the base line, series B is not very skewed, and many plausible candidates for peaks are omitted. Christian's partitioning rule cannot accommodate cyclical base-line changes and identifies only one peak in the first two-thirds of series C. In series D the scatter is such that there is no significant skew, and no peaks are identified.
Thus the choice of methods can alter the results even when peaks seem obvious to the eye, and it makes a crucial difference when the peaks are less well defined.
The eye of an experienced observer synthesizes many criteria in selecting peaks: height, width, shape, smoothness of contour, and intervals, to name a 
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a candidate peak, with points e-d for each criterion met, and the peak accepted if its score is sufficiently high. Such an algorithm would be very complex and would carry within it a concealed danger: each new &erion built into the procedure precludes testing, as one gains experience, whether the peaks do in fact have that attribute. It would seem preferable to keep the identification criteria as simple as possible at the outset, while avoiding the limitations of the earlier methods.
ANALYTICAL APPROACHES
A typical data set consists of some 70-100 points obtained at approximately equal time intervals. Variability in the values arises from at least four sources: intra-assay variation from the RIA, fluctuations in the basal level of the hormone, long-term changes in the base line, and the ultradian secretory episodes themselves. For different hormones and conditions, the relative magnitude of these factors will vary, as the example series show. No single algorithm will deal optimally with all possible patterns. Any method must, however, perform certain minimal functions. It must screen out long-term changes and then identify peaks in the screened series. If possible, it should attempt to.assign significance levels to these peaks.
Defining the base line. Christian et al. (4) the needto exclude long-term changes in the data and included a test for linear trends, whic,h were subtracted. The more typical long-te,rm change in a series covering 24 h or more is a diurnal change in base 'line. In general, . the waveform is not known. Because secretory Pulses of equal amplitude will raise the observed le,vels to dicferent maximum V&lues when the base line changes, removi'ng these trends is ess&ial to peak identification. The base line may not be well Mned.
For some hormones, different mean. levels during parts of the day may simply reflect the presence of larger or more numerous secretory episodes, wii& no change in base line. As these episodes blur into one another, the situation grades into one in which the apparer& base line changes smoothly. If one does not know a priori the physiological processes underlying these changes, one defines the base line visually, as a smooth curve near the mid&? of the noise and the base of the peaks.
Previous studies like Van Cauter's (14) have used harmonic analysis to build a base line out of fitted sine and cosine curves. This strategy is hazardous when only one complete cycle is observed, especially because the physiological processes are periodic only in a very approximate sense. We prefer instead to use a smoothing technique that is a version of the moving average. The resulting base line represents long-term trends, shifts, 
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and cycles without constraints on their functional form. Subtracting the base line from the original observations produces a residual series containing short-term fluctuations, including the secretory pulses. We base our smoother on the LOWESS algorithm of Cleveland (5), described in detail in his paper. This algorithm does not require observations to be equally spaced in time. For each point in turn, a base-line value is calculated from the observations closest in time to the point, using a fixed number of observations and assigning them .weQhk depending on their distance from the point. These observations comprise a "smoothing window" that b usually centered on the given point, although at the 
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Choosing a shorter characteristic time will allow the smoothed series to change more rapidly, which may be appropriate for hormones with rapidly changing base lines. The user chooses a smoothing time useful for the kinds of series to be analyzed. Figure 2 shows the base lines calculated for the sample series, using.a smoothing time of 12 h.
After an initial identification of peaks has been made, as described below, the base line is recalculated, this time giving a reduced weight (o-0.1) to observations identified as belonging to peaks. The whole process is repeated until two iterations produce exactly the same assignments of points to peaks or until a user-set maximum is reached. Usually six iterations suffice.
Identifjingpeaks.
After a base line has been estimated, the next problem is to decide which elevations in the residual series constitute peaks. Because the assay and the experimental conditions contribute random fluctuations, not all elevations represent secretory episodes, and some form of screening is necessary. In Santen and Bardin's method (13), a rise'had to be at least 20% to be accepted as a peak. The appropriate screening procedure will again vary with the problem under study. In some situations, a single high point may be considered a legitimate peak. Because there is no way to distinguish it from an outlier in the experiment or the RIA, however, unless multiple assays are run, some investigators would exclude single-point peaks. Our algorithm permits this option.
If all series resembled our example series A, peak identification would be trivial and a routine "patterndependent" strategy could be adopted. In a pattern-dependent strategy,. one begins with an ideal peak shape and with a statistical model for random noise: for example, peaks with instantaneous rise and exponential fall and noise with a normaldistribution, are rarely suitable for series of these kinds.
Our algorithm, in contrast, makes no assumption about ideal peak shapes. Instead, it requires only that the peaks have some combination of height and breadth. A peak is accepted if it is very high, even if it is narrow, or if it is only moderately high, but extends for several points in width.
In measuring height for this purpose, the arbitrary G. R. MERRIAM AND K. W. WACHTER units of the assay are not the most natural scale. Some elevations occur because of the random variations previously discussed, and it is logical to scale the observed variations in terms of the expected magnitude of this noise. Although it is not the only source of noise, the intra-assay variance is the only one readily quantified. It typically changes through the range of the assay, but that variation is a smooth function of dose that can be interpolated, as shown by Baxter (2). The residual series can then be resealed to form a new series that tells by how many assay standard deviations an observation rises above the base line. These "assay noise units" are quite general and lend themselves to considerations of the probability that a given rise is part of a peak. Thus a rise of 1 noise SD over base line that is observed at only 1 point is likely to be a common random event, whereas a rise of 3 SD persisting for 4 consecutive points is likely to be a true peak.
Following this line of reasoning, a point in the scaled residual series is accepted as forming part of a peak if it alone is higher than a certain cut-off value G(l), or if it belongs to a pair of adjacent points both higher than a second lower cut-off G(2), or to a triplet all higher than G(3); and so on, up to G(5). The specific choice of the G(n) values, as discussed below, determines the relative recognition accorded to high and narrow versus broad and low candidate peaks. In practice, to allow for unevenly spaced data points, the screening is done over time intervals rather than numbers of points: G(5) must fall below all observations within five standard sampling intervals of the point being checked, and so on. The G(n) cutoffs tell which points qualify for peak membership.
All adjacent points quali&ing are grouped into a peak that may then be resolved into shorter subpeaks by a separate criterion.
Our decision tc~ stop. after five G(n) checks cm be altered to suit individual needs. It reflects our interest in LH data sets, with sampling intervals about two-thirds the halflife of the hormone in blood. Under those conditions the number of sampling intervals that attenuate a peak to about 10% of its maximum height is around five, and new peaks within around five sampling i&en& are usual. The operation of the criterion is illustrated in Fig. 3 , with the G(n) values calibrated as described in the next section.
Because this method examines the series for contiguous elevated points, it is sensitive to dips within peaks. We have also experimented with criteria &at test the sum rather than the minimum of contiguous observations against thresholds H(n). These methods, based on the area of peaks instead of sustained duration, do not achieve significantly better peak identification than our G(n) criteria (viz. Table 2 , discussed below).
It is worth noting that in a series with a con&ant assay coefficient of variation of lo%, if all the @ 'are set to 2.0 assay units, the selection process reduces to Santen and &r&n's cr-iteeon of a m rise, &th the exception that the rise is calculated with reference to the smoothed base line rather than the preceding local minimumSeJecting GO. In general, the cutoffs G(n) should be chosen bycafi&ation with sample data sets, as described below. We have, however, also calculated a set of default values for G(n) on the basis of some rough-and-ready probability models, and these default values can be used if calibration is impractical. Our default G(n) are chosen to keep the probability of falsely claiming that there is a peak in a series without peaks below a given bound, say 5% or 1%. Treating 24-h series sampled every 15 min and containing 96 points, we make the assumptions that successive observations of noise are independent and identically distributed and that the base line and assay standard deviation have been estimated exactly so that the base line passes through the mean of the noise and the noise has unit variance in assay units. We work with three alternative probability models for the noise: the normal distribution, the lognormal distribution sometimes advocated with radioimmunoassay calculations, and a gamma distribution skewed like the lognormal with an even more extreme upper tail. Given a model, we make use of the so-called Bonferroni bounds from probability theory, choosing G(1) to force the probability of one false positive in the whole series arising from the G(1) cutoff to fall below l/15 times our desired bound. We choose G(2) to force the probability of a false positive from the G(2) cutoff below Z/15 of our bound, and so on, choosing G(5) to force the G(5) falsepositive probability below 5/15. The total probability of one false positive is certainly less than the sum of these probabilities, that is 15/15 or 1.0 times our desired bound. The resulting G(n) values for bounds of 10, 5, 2, and 1% for the normal and 5% for the lognormal and.gamma distributions are shown in Table 1 .
These values are expressed in units of the standard deviation of random variations in the series, which are assumed here to be independently and identicahy distributed. Because the properties of the lognormal and gamma distributions are dependent on their means and variances, arbitrary values for the base-line means (in assay units) have been chosen. sumed a probabilistic model for true peaks as well as for noise. Then we could balance the probabilities of false negatives against false positives, along the lines of classical statistical hypothesis testing. But it seems better to postpone this modeling enterprise until more empirical evidence has accumulated concerning the varieties of shapes that true peaks are likely to take.
The same calculation could be made with shares of the error rate other than l/15,2/15, . . . 5/15 apportioned to Table 1 is authoritative. Although the normal model is likely to appeal to most users because of its familiarity, one should note that different models do give somewhat different answers, and empirical evidence about hormone variability is as yet insufficient to decide on any one. Thus the numbers in Table 1 should be regarded only as default values. that each point enters only one G(1) test but enters five
The models for Table 1 assume no serial correlations separate G(5) tests. The l/l5 . . . 5/15 shares give G(n) between successive observations in the absence of peaks. that fall off more quickly than the l/5 . . . l/5 shares do, If most variability is assay noise; that assumption is encouraging the algorithm to demand more breadth or appropriate, but, to the extent that some of the noise longer duration from peaks, instead of height alone. A arises from randomness in the physiological processes more refined calculation could be carried out if we asgoverning hormone levels, the kinetics of clearance of most hormones could impose serial correlation and autoregressive structure at the sampling intervals commonly used. In our group of 19 test series of LH observations, the first-order point-to-point serial correlations in the fragments of the series between peaks averaged l7%, with wide variation from -23% to +48%. These are based on raw observations, with peaks identified by our algorithm with settings as in row 4 of Table 2 . Models with. modest positive serial correlation would shift the probabilities of false positives more heavily onto G(3), G(4), and G(5), but they would decrease the error probabilities for G(l), so that little if any increase in overall error should be expected. On the whole, histograms of observations in the between-peak fragments of our series were shorter tailed than normal, making the normal theory G(n) values appear conservative, but the histograms were not sufficiently regular to suggest a better model. If serial correlation presents significant problems in a particular application, one might try to reduce it, for example, by deconvoluting the data by the clearance kinetics of the hormone and dealing with secretion rates instead of blood levels.
By this method, one identifies peaks visually in graphs of these calibration series. A base line is estimated, using the standard program but suppressing its iterative features. One then lists the scaled residual values for the visually identified peaks. For each such peak, one tabulates what values of the G(n) would be needed to identify it as a one-point peak, a two-point peak, and so on. Compiling all of the series, one then selects G(n) so that all of the visual peaks are accepted by at least one of the cut-off criteria.
Empirically derived G(n), superior to the defaults, can generally be obtained if several typical or randomly selected data series can be set aside and used for calibration purposes before a whole collection of series is analyzed.
When there are only two cut-off levels, G( 1) and G(2), this can be accomplished graphically, as shown in Fig. 4 . If G(1) and G(2) are selected from any part of the shaded region in the figure, all of the peaks in the group of series will be identified. The "corners" at points A-F represent different ways in which G(1) and G(2) can be made as large as possible and still identify all of the peaks. Any of these points avoid false-negative responses in the calibration series. Bounds on false-positive responses could be derived from the same sort of probability calculations as for the default G(n) and made the basis for selecting among the corner sets of G(n). But in practice, any corner that lets G(5), G(4), and G(3) admit enough of the peaks to be comparable to G(2) and G(1) promises satisfactory performance.
With five G(n) to optimize, each peak in the calibration series yields a point in a five-dimensional space. Satisfactory "corners" can be located by simulating random walks in this space. A computer program is available for this task, but a trial-and-error approach is often a quicker way to the same goal. For the four LH calibration series that we used, we derived G(n) of G(1) = 3.8, G(2) = 2.6, G(3) = 1.9, G(4) = 1.5, and G(5) = 1.2. detected. The false-negative error rate was sensitive to the details of shape of the simulated peaks. Figure 2 indicates the peaks identified in the sample series by the PULSAR program, with Gs derived empirically from the calibration data sets. There is generally good concordance with the peaks chosen by eye. Series D, where the definition of peaks is most subjective, is a good test of one's visual criteria. Anyone whose eye accepts the small rise at time 1080 as a peak, for example, will want to work with a lower value of G(2). Application: analysis of LH secretion. After program design was complete, its performance was tested on the 19 LH data sets held in reserve. These series were first graphed and scored visually, and the results were compared to the output of the PULSAR program and the programs of Santen and Bardin (13) and of Christian and colleagues (4). The summary in Table 2 shows a total of 118 visually identified peaks. The series ranged from ones with no obvious peaks, in patients with hypogonadotropic hypogonadism, to others with 14 visually defined peaks in the 24-h sample.
In With the empirically derived Gs, the PULSAR program correctly identifies 111 of the visual peaks choosing 6 not selected by eye (false positives) and missing 7 that had been visually selected (false negatives). It is not quite correct to call these discordances errors because the visual identification process itself is arbitrary. Rather, the results show how faithfully the G criteria that were defined by eye in a subset of the series could yield results concordant with the same eye in a new group of series.
Here the accuracy is about 93%. The Santen and Bardin and the HORMPART programs do not have these adjustable parameters, and it is perhaps no surprise that they do not agree as well with the visual identifications. Using the default G(n) for a nominal 1% false-positive error rate, the results are host as good; however, in practice the false-positive error rate is higher than l%, indicating that the theoretical assumptions are not fUly satisfied.
If one modifies the empirical G values to require that all peaks contain at least two points, by setting G(1) to a very high value, the results are changed only slightly; as also shown in Table  2 , the false-positive errors decrease and false-negatives increase. Similarly, setting the
