A method is introduced to calculate the influence of wind and temperature gradients in stratified media on sound propagating above an absorbing ground surface. It is based on the "two-way wave equation" for the Fourier transforms of the sound pressure P and its derivative V. The vector containing P and Vis stepwise extrapolated through the medium in the direction perpendicular to the ground surface, fulfilling the boundary conditions at the ground surface, at a top level, and at the source height. The propagation equations for P and V appear as 
INTRODUCTION
A model to calculate the influence of wind and temperature gradients on sound propagation above a ground surface of finite impedance was developed about 10 years ago by de Jong,"2 using extrapolation models originating from seismic research. The sound field is extrapolated step by step through a layered medium, and in every layer the influence of wind and temperature can be varied. The extrapolation is basically in the x direction (parallel to the ground surface), but to account for the absorption of the ground surface, steps in the z direction (perpendicular to the surface) are also required. Good agreement between the model and outdoor measurements was found in the frequency regions below 200 Hz and above 500 Hz. However, in the region between 200 and 500 Hz, discrepancies between the model and measurements were observed.
Subsequently, similar models have been published. 3-6
All of the investigators in these publications used extrapolation techniques in layers and tried to solve the basic equations for sound propagation with Bessel-Hankel transforms The strength of the present model is that'the propagation equations for each plane wave within a layer are extremely simple. There is no need to calculate integrals and/ or series.
( 1 ) The theory is basically three dimensional; however, we restricted the model to two dimensions.
(2) Computer time tends to increase sharply with frequency. Therefore, we introduce a method which we call "zoom-fit." This leads to some small errors above the sound source, which is outside the region of interest.
Although our computer time is low when compared to other models, it still does not run on a personal computer (PC). Because of the vector nature of the plane waves, it is very well suited to run on a vector-based computer. 
withp, the total pressure in the medium, v, the total particle velocity, p, the total mass density, and K the compression modulus. In Eq. (2), the term giving the influence of gravity has been left out, which means that the barometric pressure must be constant with height. The total pressure, velocity, and density are split into two parts: P, = Po +P,
P, =Po +P,
v, = w + v,
where Po, Po, and w are time-invariant quantities, describing the mean pressure, density, and velocity of the flowing medium, and wherep, p, and v are the corresponding time-variant quantities, describing the acoustic-wave field. In the following, we assume the acoustical pressure and density to be small in comparison with the time-invariant quantities and Until now, only a few assumptions were made about the medium itself (satisfying Hooke's law; no shear, no influ-ence of static pressure). Equation (12), for instance, can be applied in all kinds of media with varying values of/t, po, and K. They are, for instance, used in seismic models if shear waves are absent and/• = 1.
If used in air, a few common assumptions can be made. First, we assume air to be an ideal gas and the sound propagation to be an adiabatic process. In that case, K = YPo, where Po is the static pressure, and y = Cp/C o (the ratio of the specific heats). With these assumptions, the variables k and k,, can be rewritten, If we introduce a variable c (representing the local sound speed when the wind speed is not taken into account) .and the Mach vector m (both depending on z), we find c 2 = •'Po/Po, 
or as P" --2(k •,/k,,)P' + k ::P = 0, 
with mx= m.
(16b)
C. The wave equation in matrix form
Pridmore-Brown and other investigators (mentioned in the Introduction) tried to solve Eq. (15) with a Bessel-Hankel transform, after writing the equation in circular coordinates. At this point we take a new direction.
First, we introduce a source situated at (0,zs). It is possible to introduce the source term in Eqs. ( 1 ) and (2). Then, a "force" can be introduced by adding a term to the righthand side of Eq. (2), while similarly a "volume injection" must be introduced in both Eqs. ( 1 ) and (2): They represent a dipole and a monopole source, respectively, where the monopole source stands acoustically for a piston in a long tube or an ideal loudspeaker. Since all previous investigators used monopole sources (for calculations and for measurements), we also restrict ourselves to this' source type, and so the force is left out, and only the volume injection is taken 
The values ofz in Eqs. (22a) and (22b) are given under the assumption that z > z o. For the opposite case, the boundaries must be interchanged. Equation (22a) makes it possible to move stepwise through a medium. We find, for instance, the following two 
The differential equation (21 ) The first solution is used when the profile is divided in homogeneous layers, where Wapenaar's solution stands for linear layers (Fig. 1 ) . We inserted both solutions in our computer program, but we did not find significant differences for the small layers we use. Because the second solution requires much more time and space in the computer, we decided to confine ourselves in the rest of this paper to Eq. (26).
To solve Eq. (26), the matrix [A] can be decomposed with its eigenvectors:
where [ A ] is the diagonal matrix having the eigenvalues on the diagonal. By applying Eq. (27), it can be verified that
Now, introducing Az = z --Zo, Eq. (26) can be rearranged to 
One remark about [L ] and [L -1 ] must be made: They
give the coupling between two-way traveling waves and oneway pressure waves7: The given calculation of the starting vectors with Eqs. (36) and (37) is only one way to describe the problem. Another way is to calculate the specific acoustic impedances at the top and ground level, which can easily be done because U is proportional to Vz and hence P/U is proportional to the specific impedance. It is obvious that the result remains the same. The next step in our model is to calculate the sound pressure at the source level. From Eqs. (22b) and (23) (where z and Zo both tend to z s ), it can be seen that P for the lower and the upper half-space must be the same; we call this value Ps. From the same equations, we find
where Us, and Ust are the values of U for the upper and 'lower half-space. Since the ratios of P and U are known for 
where r is the distance between source and receiver. Now, the value of S(ro) will be found also as a multiplication factor in the x,z domain. We decided to use the following values for two cases.
( 
where kr and k• are real variables. The result of this method is that the amplitude of the pressure P still has a finite value when kr = ko. This method is commonly used in seismic models and may lead to rather complicated integration methods. However, in our case we were able to simplify the problem by using the integration path given in The second method requires more computer space and computer time, because there is more file handling. However, in the computer configuration we used, we ran into accuracy problems applying the first method. The evanescent field is calculated as a small difference of two very big numbers and, to get accurate results, a double-precision method is required (which was not available in our computer configuration) or special filtering techniques must be applied. For these reasons, we chose the second method.
When extrapolating, the amplitudes of P and U can be very large in the evanescent field. To avoid these problems, a few precautions were made.
( 1 ) Only small steps can be made. We took IAz[ = A/2, 2. being the wavelength.
(2) When extrapolating in the region from 50-12.4 m, only the ratio of P and Uis important, which is much smaller than P and U. Translated to the kx domain, all interesting effects occur in a small band around k x = k o. This allows us to use narrow filters in the kx domain, as (again) errors will be found only for the region above the source. An important consequence of this filtering technique is that the sample density in the region around kx = k o can be enlarged by using a smaller value of Akx. We call this method our "zoom-fit," which has as an advantage that longer distances in the x domain can be produced while keeping the total number of kx values constant. A small disadvantage (apart from inaccuracies close to the source) is that computational noise may occur from aliasing at very low pressure levels, which is the case in the upwind shadow regions at high frequencies.
The method developed in this paper is very well suited for running on a vector machine, because all values of k•, km, kz, P, and U can be considered as complex vectors. We used a simple HP-1000 computer in conjunction with an 
from which we deduce kNvq/ko = Nco/2 XNyq f, After each monochromatic run, we select 10 distances at 10 z levels to save in computer memory. After a complete run, we have 21 frequencies by 10 distances by 10 z levels. It takes about 70 min to complete such a run.
III. RESULTS

A. The wind and temperature profile used
There are only limited data available on the wind profile in the lower layers of the atmosphere, especially in the first few meters above the ground. We therefore made some assumptions. We decided to model the wind speed with the familiar power law and assumed that it is also valid at the ground surface (which is not strictly the case):
where W•o is the wind velocity at 10 m high, and a depends on the surface roughness. When a = 1, we find a linear wind profile. The log profile, which is preferred in most meterological publications, cannot be used, because it has no meaning close to the ground. After filtering and a CFFT-•, we find Fig. 3 (b) , which gives the value of 20 log ( Ip(x,z, co) Figure 4(a)-(c) gives the wind-free case, the downwind case, and the upwind case, respectively, now ranging from the source to a distance of 400 m. The dip found in Fig. 3 (b) is, of course, found again in Fig. 4(b) .
We note that, at the frequency taken here, the relative sound-pressure level with wind lies below the level for the homogeneous case. This effect is found in the region from 200-500 Hz. Outside this frequency region, the sound-pressure level mainly increases with increasing wind speed.
The dips as found in Figs This is probably due to the amplitude of the direct wave from source to receiver, as ray theory also predicts that the direct ray tends to decrease in a downwind situation. The dip ß changes rapidly if the wind speed differs only slightly. Therefore, it will be almost impossible to find these dips experimentally because there is always some variation in the wind speed that will tend to smear the dip. We simulated this effect by calculating an energy mean value over the three wind speeds. It is given as a solid line in the figure. The dips appear very sensitive to the shape of the wind profile. The calculations shown here are taken with a 0.14 exponent in the wind profile. When a linear profile is used, the dips are much less pronounced, although they never vanish completely.
C. The shape of the wind profile
All remaining figures in this paper are frequency plots. These plots are calculated at «-octave intervals. In fact, these ß intervals are rather coarse, and the sharp dips, due to path length differences between direct and reflected sound that occur at higher frequencies (above 1000 Hz), will not be accurately reproduced. In order to calculate these dips accurately, a smaller interval should be chosen.
The results appear very sensitive to the shape of the wind profile. To illustrate this effect, we calculated three frequency plots with three different profiles, as sketched in Fig. 6(a) . When z is higher than about 0.5 m, the linear curve with a wind speed of 1.2 m/s at 10 m has about the same gradient as the standard wind profile (5 m/s and a = 0.14) used for most of our calculations. The other profile has the same wind speed at 10 m, but the gradient is totally different. As can be seen by comparing the curves labeled a and c with the curve for profile b in Fig. 6(b) , the gradient appears much more important than the wind speed at 10 m. 
IV. DISCUSSION
The model presented in this paper is a powerful tool for calculating the influence of wind and temperature gradients on sound propagation. It uses a stepwise extrapolation through layers parallel to the ground surface. The mathematics behind the model is based on the full wave equation in the wavenumber domain in three dimensions (kx, k•, and z). However, to keep CPU time low, the extrapolation is carried out in two dimensions only. To make a Fourier transform possible from the k•, z domain to the x, z domain, a transform over the complex wavenumber had to be introduced to avoid a pole in the k,,, z domain.
The resulting propagation equations are relatively simple and, as a consequence, the CPU time within each layer is very short. Therefore, thin layers (if desired on the order of centimeters) can be applied, and any complicated gradient may be introduced. There is a tendency (found in other calculations that are not presented in this paper) toward a decrease in sound levels at higher frequencies for a wind speed of 10 m/s. Figure 8 gives the upwind case. At higher wind speeds, the sound has to penetrate into the shadow region. This appears possible only for the lower frequencies. At a wind speed of -2 m/s, the sound propagation is just above the boundary ray of the shadow zone. As expected, the curve then strongly resembles the curve that is found when the source is at the ground surface in the no-wind situation.
The influence of the source height is shown in Fig. 9 . The source height is now 0.5 m. The zero-wind curve shows lower sound levels at higher frequencies. The increase with increasing wind speed from 0-2 m/s is greater than in Fig. 7 . The required memory space of the Fourier series in the computer increases with frequency. Applying a zoom-fit appears a useful method for keeping these values constant above 1000 Hz. A complete set of x, z plots (21 frequencies at 12.4 X 400 m 2) takes about 70 rain when the model is run on a vector-based machine. While we deliberately used small layers, no attempt was made to optimize CPU time. This time is very short compared to calculation models based on Bessel-Hankel transforms. Although the model is two dimensional, it is in excellent agreement with numerous previous models for the zero-wind case, which calculate the influence of an absorbing ground surface on sound propagation.
Basically, a wind gradient is a vector, while a temperature gradient is a scalar effect. The model is able to distinguish these effects but, from theoretical considerations and from computer calculations, we found that the differences are small. Because the gradient of the wind speed is much more important than the absolute value of the wind speed (mainly given at 10 m), outdoor measurements of the wind speed should always be carried out at a number of heights, starting as low as possible (for instance, at 0.20 m).
The direct comparison of the results of our model with previous calculations is difficult, because results from previous models in the case of complicated wind profiles are scarce. When a linear temperature profile is introduced in our calculations, a comparison can be made with Rasmussen's model and excellent agreement is found. The agreement with other models is good when compared qualitatively, but varies from fair to poor when looking at the exact numerical results.
A comparison is made with the very extensive measurements of Parkin and Scholes. Very good agreement is found for frequencies below 500 Hz for three cases: downwind, no wind (which is when the wind direction is perpendicular to the sound propagation), and upwind. The agreement for frequencies between 500 and 4000 Hz is only very good in the downwind case.
No agreement is found in the upwind case for frequencies above 500 Hz. Parkin and Scholes found a (low) constant sound level. In our calculations, only low-frequency sound was able to penetrate into the shadow zone.
The only physical restriction of our model was the absence of variations in the propagation parameter in the x direction. To overcome this problem, we want to extend the model in future research. The sound propagation is calculated from the source of a certain x value, assuming constant parameters over that x region. Then, a restart is made at that x value with other parameters, introducing a distribution of source strengths. In that case, we will return to an improved version of the model of de Jong. This model combined x and z extrapolation, and therefore was able to calculate the effects of gradients varying with distance, but could also calculate the influence of sound screens, impedance jumps, etc.
Since there is rapid development in vector-based computers, we will also make an attempt to optimize CPU time and to run the program on a new computer configuration.
