Critical motility-induced phase separation belongs to the Ising
  universality class by Partridge, Benjamin & Lee, Chiu Fan
Critical motility-induced phase separation belongs to the Ising universality class
Benjamin Partridge and Chiu Fan Lee∗
Department of Bioengineering, Imperial College London,
South Kensington Campus, London SW7 2AZ, U.K.
A collection of self-propelled particles with volume exclusion interactions can exhibit the phe-
nomenology of gas-liquid phase separation, known as motility-induced phase separation (MIPS).
The non-equilibrium nature of the system is fundamental to the phase transition, however, it is un-
clear whether MIPS at criticality contributes a novel universality class to non-equilibrium physics.
We demonstrate here that this is not the case by showing that a generic critical MIPS belongs to
the Ising universality class with conservative dynamics.
PACS numbers:
Active matter is an extreme kind of non-equilibrium
system in that detailed balance is broken at the micro-
scopic scale [1]. A typical active system can be a col-
lection of particles that continuously exert mechanical
forces on their surrounding environment, and systems of
interacting active particles can display novel phenomena,
ranging from the emergence of collective motion in two
dimensions [2–4] when the active particles are aligning,
to motility-induced phase separation (MIPS) when the
particles interact solely via volume exclusion interactions
[5–9]. However, even though active matter breaks de-
tailed balance in a fundamental way, it remains unclear
whether the hydrodynamic, universal behavior of active
matter necessarily differs from that of equilibrium sys-
tems. Indeed, the ordered phase of a generic incompress-
ible polar active fluid in 2D, and in 3D with an easy-
plane, belong to the universality classes of equilibrium
smectics in 2D [10] and the equilibrium sliding columnar
phase [11], respectively. The investigation of universal
behavior, besides being of central interest to physics, al-
lows us to transfer knowledge of a well-known system
to a different system of novel interest. Here, we do ex-
actly that by demonstrating that the critical behaviour
of MIPS belongs to the Ising universality class with con-
servative dynamics. We do so using three approaches:
hydrodynamic argument, field-theoretic description of a
microscopic model, and simulation of a lattice model.
Hydrodynamic argument. The generic system we are
interested in consists of a collection of self-propelled par-
ticles in a frictional medium (i.e., no momentum conser-
vation) with volume exclusion interactions (e.g., see Fig.
1). As such it may be viewed as a typical compressible
polar active fluid system [2–4, 12] with the alignment
interactions switched off. In other words, a system un-
dergoing MIPS constitutes a sub-class of an active fluid
system that is described by the Toner-Tu equations in the
hydrodynamic limit [3, 4, 13]. Another way to view this
is that since the symmetries underlying MIPS systems
are the same as polar active fluids, the hydrodynamic
equations, which are derived from symmetry considera-
tion alone, must be the same. We therefore start with
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FIG. 1: Active Brownian particles on a planar hexagonal lat-
tice in our simulation. Particle behavior is restricted to: (a)
rotational diffusion, (b) ballistic motion (green arrow) and
translation diffusion (blue arrows), and (c) disallowed trans-
lation due to attempting to move to an occupied lattice site.
This minimal model generically exhibits MIPS.
the Toner-Tu equations:
∂tρ+∇ · g = 0 (1a)
∂tg = −ζ∇ρ− κg + µ∇2g + f (1b)
where only terms linear in the mass density field ρ and
the momentum density field g, together with their lowest
order of spatial derivatives, are shown above since these
terms suffice for our discussion. In (1b), f is a Gaussian
noise with spatio-temporal statistics:
〈f(t, r)〉 = 0 , 〈f(t, r)f(t′, r′)〉 = 2Dδ(t−t′)δ(r−r′) , (2)
where D is the noise strength.
Without the alignment interactions, collective motion
is impossible. As a result, the momentum field has to
go to zero in the hydrodynamic limit, implying that the
coefficient κ has to be always positive. Therefore, the
field g is not a soft mode, namely, the momentum field
is slaved to the density field. In the hydrodynamic limit,
we can hence ignore the dynamical equation of g and
express g as a function of ρ and its derivatives:
g = −∇
[
(a1φ+a2φ
2 +a3φ
3)−(∇2(bφ))+h.o.t]+ f (3)
where φ(r) = ρ(r)−ρ0 for some constant ρ0, and h.o.t. in
(3) refers to higher order terms in the expansion of g in
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2powers of ∇ and φ. Note that the negative sign in front
of the square brackets is for reasons of stability, and the
noise term f is as defined in (2), albeit with the noise
strength rescaled by κ−2.
Substituting this form into (1a), we have
∂tφ = ∇2 δH
δφ
+ h.o.t +∇ · f (4)
where H = a12 φ
2 + a23 φ
3 + a34 φ
4 + b2 (∇φ)2 is the familiar
Landau-Ginzburg Hamiltonian while h.o.t. in (4) again
refers to higher order terms omitted, which include non-
equilibrium terms such as ∇4φ2 [14] and ∇ · [∇φ(∇2φ)]
[15]. We note that although the resulting EOM is similar
to the Active Model B introduced in [14], our approach
is completely different – our EOM arises from premises
based explicitly on symmetry consideration alone. Prac-
tically, our method inevitably leads to the presence of the
∇2φ2 term in the EOM due to absence of Ising symmetry
(φ 7→ −φ). Such a term is absent in the Active Model B.
Now, the phenomenology of MIPS indicates that the
system can be placed at the critical point by tuning two
model parameters, e.g., by tuning the density and the
noise strength (Fig. 2). Given this constraint, the only
possibility to achieve criticality (i.e., having a divergent
correlation length in the system) corresponds to tuning
a1 and a2 to zero in H. Around this critical point, stan-
dard renormalization group method demonstrate that all
higher order terms in (4) are irrelevant [16, 17]. In partic-
ular, the dynamical equation (4) is exactly the dynamics
of the Ising model with conservative dynamics (model B)
[18]. The scaling behavior of MIPS at criticality is thus
characterized by three exponents: two static and one dy-
namic. Our hydrodynamic argument applies in any spa-
tial dimension. To verify this conclusion, we will from
now on focus on MIPS in 2D, and first look at a field-
theoretic formulation of a specific lattice model in 2D to
see how the system can be fine tuned to exhibit criti-
cal behavior. We will then demonstrate with simulation
results that critical exponents of MIPS show good agree-
ment with our prediction (Fig. 3). We note that in an
interesting development, independently and concurrently
to our work, it has also been concluded [32] that Ising be-
havior is generically possible. However, the authors also
speculate that different, non-equilibrium strong coupling
behavior is possible, based on generalizing the pertur-
bative RG analysis beyond the controlled regime. We
do not see evidence of such a regime in our simulation
results.
Field-theoretic description of a microscopic model.
There are some notable attempts to represent MIPS on
lattice [33–36], which is especially useful in the study
of the collective dynamics and the emergence of pattern
formation in bacteria [33, 34]. Here, we consider an ac-
tive particle model on a 2D hexagonal lattice similar to
the one recently introduced in [19], except here the oc-
cupancy of the lattice site is bounded by a constant M .
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FIG. 2: Phase behavior. a) The phase diagram resulting from
Monte Carlo simulations of the lattice model (Fig. 1) shows
the well-mixed region at high rotational noise (σ) and the
phase separated region at low noise. Snapshots of the system
configuration at the well-mixed region, critical point (esti-
mated to be at ρc ≈ 0.522, σ ≈ 0.305 [37]), and phase sepa-
rated region are shown in (b), (c), and (d), respectively. The
system shown has 72× 216 sites.
Specifically, we consider a collection of six distinct types
of active particles, each type has a specific orientation
θi and will only jump to the neighboring site along the
direction θi, with a certain rate that depends on the oc-
cupancy of the target site. In addition, the type of a
particle will convert, with rate σ, to a different type in
the neighboring orientations, which corresponds to the
rotational noise of the particle. Enumerating the lattice
by the set of vectors R, and the type (orientation) of
the active particle by i, we now denote the number of
particles of type i on the lattice site R by AθiR.
Using the field-theoretic formalism developed in [20],
3the action that describes the model is
S =
∫
dt
∑
R
{∑
i
[
AˆθiR∂tA
θi
R (5a)
−γ
(
M −NR+eθi
)
AθiR
(
e
Aˆ
θi
R+eθi
−AˆθiR − 1
)]
(5b)
−
∑
〈i,j〉
σAθiR
(
eAˆ
θj
R −Aˆ
θi
R − 1
)}
, (5c)
where eθ ≡ d(cos θxˆ + sin θyˆ) is a vector pointing along
the direction θ with its norm being the lattice spacing d,
AˆθiR are the conjugate fields of A
θi
R, and NR =
∑
j A
θj
R
is the total number of particles on site R. Specifically,
Eq. (5b) corresponds to the jumping event with rate
γ(M − NR+eθi ), which means that the rate of jumping
into a lattice decreases with the occupancy of that target
lattice and becomes zero if the lattice site has already
M particles. This models the volume exclusion interac-
tions between the particles. Eq. (5c) corresponds to the
interconversion between the particle types and 〈i, j〉 de-
notes the pairs of orientations that are nearest neighbors
to each other in angular space.
By first taking the discrete spacing of the lattice to
zero (d → 0), and then the angular space to the con-
tinuum limit, we argue in [37] that the action can be
approximated as
S =
∫
dtd2rdθ
{
ψˆθ
[
∂tψθ + eˆθ · ∇r [γ (ρM − ρ)ψθ]
−σ∂2θψθ
]
− σψθ
(
∂θψˆθ
)2}
, (6)
where eˆθ is now a normalized unit vector, ψθ(r) ∝ AθR/d2
is the density of particles with orientation θ at r = R,
ψˆθ(r) = Aˆ
θ
R, ρ(r) = (2pi)
−1 ∫ dθψθ(r) is the particle den-
sity at position r, and ρM ∝M/d2 is the maximal density
allowed.
Since the action is now quadratic in ψˆθ, we can re-write
the dynamics of this field-theoretic model as a Langevin
equation:
∂tψθ + eˆθ · ∇r [γ(ρM − ρ)ψθ] = σ∂2θψθ + ξθ (7)
where ξθ are noise terms with statistics:
〈ξθ(r, t)〉 = 0 (8)
〈ξθ(r, t)ξθ′(r′, t′)〉 = 2σ∂2θ
[
ψθδ(θ − θ′)δ(t− t′)δ2(r− r′)
]
.
The set of EOM Eq. (7) constitutes an infinite number
of field equations (one for each θ). To reduce these into
the hydrodynamic equations of the form (1), we consider
the Fourier expansion of ψ with respect to θ [21]:
ψθ(r) = α0(r) + 2
∑
n≥1
[αn(r) cos(nθ) + βn(r) sin(nθ)] .
(9)
In particular, α0 = ρ, αn = α−n and βn = −β−n. In
[37], we show that in the Fourier transformed space, all
modes are massive except for ρ, which is consistent with
our previous hydrodynamic argument. Here, we aim to
demonstrate how the coefficients in the hydrodynamic
equations can in principle be fine tuned, we will thus
simplify the EOM by setting βn to zero for all n (hence
spatial variation is only possible along the x-axis), and
αn to zero for all n > 1. Note that this kind reduction
has been shown to be useful in the study of polar active
fluids at the onset of collective motion [21–24].
Going through this reduction procedure [37], we arrive
at
∂tρ+
piγ
2
∂x [(ρM − ρ)α1] = 0 (10a)
∂tα1 +
piγ
2
∂x [(ρM − ρ)ρ] = −σα1 , (10b)
where we have also ingored the fluctuating term in α1,
which we will discuss later.
Solving for α1 by setting the temporal derivative of α1
to zero (since it is a fast mode), we have
∂tρ+ ∂x
{
−pi
2γ2
4σ
(ρM − ρ)∂x
[
(ρM − ρ)ρ
]}
= 0 . (11)
The expression inside the curly brackets corresponds to
the x-component of g in (1b). Note that at this level
of truncation, the above model equation is similar to
other models [15, 25]. However, we will show in [37] how
our field-theoretic model leads to other non-equilibrium
terms (e.g., ∇4φ2 and∇·[(∇φ)(∇2φ)] in (4)) when higher
order modes are incorporated.
Expressing ρ as ρ0 + φ for some constant ρ0 in (11),
we find
a1 =
pi2γ2
4σ
(ρM − ρ0)(ρM − 2ρ0) (12a)
a2 =
pi2γ2
4σ
4ρ0 − 3ρM
2
. (12b)
As aforementioned, the system exhibits Ising critical be-
haviour when both a1 and a2 are zero. By tuning ρ0,
we can either set a1 to zero (when ρ0 = ρM/2), or a2 to
zero (when ρ0 = 3ρM/4), but seemingly not both. How-
ever, we have not yet incorporated the noise term into the
analysis. Indeed, by analyzing the hydrodynamic equa-
tion (4) using diagrammatic methods around the critical
point, one finds that fluctuation-induced renormalization
of the coefficients generically increases a1 while decreases
a2 [37]. In other words, the fluctuation strength can in
principle be fined tuned so that both a1 and a2 are zero.
In particular, for this microscopic model, the critical den-
sity ρc is bounded below by ρM/2 and above by 3ρM/4.
We will see that this bound is also satisfied by our sim-
ulated system (Fig. 2a), which we will turn to now.
Simulation of a lattice model. Going beyond our ana-
lytical arguments, we will now present simulation results
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FIG. 3: Static and dynamic exponents estimation from our lattice model simulations. a) Susceptibility χL at criticality as a
function of system size L; b) The Binder cumulant at criticality (∂τU4)τ'0, where τ is the dimensionless distance to the critical
noise, as a function of L; c) The average coarsening-length scale `(t) at criticality (circles) and deep within the phase-separated
regime (triangles), as determined by the first intercept of the pair correlation function with the x-axis, vs. time t as measured
by the number of particle sweeps. The red lines show the exact results from the 2D Ising model with conservative dynamics:
a) γ/ν = 7/4, b) ν = 1 and c) z = 15/4. While the dashed blue line in c) shows the Lifshitz-Slyozov z = 3 scaling. In each
plot error bars are smaller than the size of the data points. See [37] for details on simulation procedures and error estimation.
in support of our conclusion. We employ a similar micro-
scopic model as in our field-theoretic formulation (with
maximal occupancy M = 1), except that we allow the
particles to diffuse, with a low probability, in addition to
the active movement. This is done to improve computa-
tional efficiency. Data analysis is adapted from [26]. Note
that based on simulation results in continuum space for
the static critical exponents, the authors in [26] arrived
at a different conclusion from us. We speculate that the
discrepancy arises because their results are not yet in the
scaling regime, potentially due to the limited sizes used
in the study. Here, by focusing on a lattice model, we can
perform simulations on larger systems and achieve bet-
ter statistics, enabling us to find good agreement between
our analytical predictions and the simulation results for
both the static exponents as well as the dynamic expo-
nent (Fig. 3).
In our system, N polar particles move on an elongated
hexagonal lattice of size 2L × 6L lattice sites subject to
periodic boundary conditions. The system evolves via
an iterative Monte-Carlo style update scheme in which
particles are selected at random and we measure time
t in particle sweeps. Specifically, at each time step two
stochastic processes per particle are attempted: 1) to im-
plement rotational fluctuations of a particle, a Gaussian
random variable with standard deviation σ is drawn and
rounded to the nearest integer n, the particle’s direction
is then rotated by n× 60◦; 2) to implement translation,
the particle will attempt to move in a direction prescribed
by its orientation with probability 24/30 (active motion),
and in a randomly chosen direction otherwise (diffusive
motion). Steric interactions are implemented by disal-
lowing any movement into an occupied site.
Using the sampling method described in [37] we con-
struct a time-series of density samples representative of
the co-existing liquid and vapour phases. The resulting
phase diagram is shown in Fig. 2. In particular we are
interested in the fourth-order Binder cumulant U4, whose
invariance with respect to system size L at criticality we
use to locate the asymptotic critical noise strength.
Based on our previous analytical arguments, three in-
dependent critical exponents will characterise fully the
universal behaviour of critical MIPS. Focusing first on the
static critical exponents, we use the standard finite-size
scaling relations [27]: χL ∼ Lγ/ν and |∂U4/∂τ | ∼ L1/ν ,
where τ is the dimensionless distance to the critical noise
and χL is the finite-size sub-box susceptibility:
χL =
〈N2〉L − 〈N〉L2
〈N〉L . (13)
In the above, 〈.〉L denotes an average taken over a finite
system size L. The results of this analysis are shown
in Figs 3a & b, which show good agreement with the
analytical results for the 2D Ising universality class (red
lines).
To estimate the dynamic exponent z for critical MIPS,
we adapt a method presented in [28]: we seed 300 simu-
lation runs from a completely disordered initial state and
calculate the characteristic coarsening length `(t) of the
system for the first 10,000 particle sweeps. We define `(t)
as the length-scale at which the correlation function first
becomes negative. Again, we see a good agreement be-
tween the data and the Ising result (Fig. 3c). To further
ascertain the validity of our simulation method, we repeat
this procedure deep within the phase separated regime,
where due to the emergence of the Gibbs-Thomson rela-
tion at the interface [29, 30], we expect that the coars-
ening dynamics of MIPS at the late stage follows the
equilibrium Lifshitz-Slyozov scaling law (z = 3), which is
indeed the case (Fig. 3c).
5Conclusion. We have demonstrated that the critical
behaviour of MIPS does not lead to a novel universal-
ity class, rather, it belongs generically to the equilib-
rium Ising universality class with conservative dynamics.
Our hydrodynamic approach is based solely upon con-
sideration of symmetry and conservation law. Therefore,
our conclusion applies to all models consistent with these
premises. In particular, since neither the mechanism of
self-propulsion nor the particularity of the noise can effect
the symmetry of the system, a broad class of dry active
matter models displaying critical MIPS will belong to the
Ising universality class. We also note that novel critical
behaviour in active matter is indeed possible [31] and it
remains an interesting question to see what universality
classes unique to active matter await discovery.
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FIELD-THEORETIC DESCRIPTION OF A MICROSCOPIC MODEL
We start with the action (Eq. (6)) from the Main Text (MT):
S =
∫
dt
∑
R
{∑
i
[
AˆθiR∂tA
θi
R − γ
(
M −NR+eθi
)
AθiR
(
e
Aˆ
θi
R+eθi
−AˆθiR − 1
)]
(14a)
−
∑
〈i,j〉
σAθiR
(
eAˆ
θj
R −Aˆ
θi
R − 1
)}
, (14b)
where eθ ≡ d(cos θxˆ+ sin θyˆ) is a vector pointing along the direction θ with its norm being the lattice spacing d, AˆθiR
are the conjugate fields of AθiR, and NR =
∑
j A
θj
R is the total number of particles on site R.
Following [1], we perform the following expansion:
exp
[
Aˆ
θj
R+eˆθj
− AˆθiR
]
− 1 = deˆθj · ∇AˆθiR + o(d) , (15)
where we have taken the continuum limit by taking the lattice spacing d to zero, with r = R, and replaced (
√
3/2)d2
∑
r
by
∫
d2r (the prefactor comes from the fact that we are considering a hexagonal lattice), (2/
√
3)AθiR/d
2 by ψθi(r), Aˆ
θi
R
by ψˆθi(r), (2/
√
3)Nr+eˆθj /d
2 by ρ(r), and (2/
√
3)M/d2 by ρM , which corresponds to the maximum density allowed.
In addition, γ is now rescaled by d2.
With the truncated expansion, the action is now
S =
∫
dtd2r
{∑
i
[
ψˆθi∂tψθi − γ (ρM − ρ)ψθi eˆθj · ∇ψˆθi
]
− σ
∑
〈i,j〉
ψθi
(
eψˆθj−ψˆθi − 1
)}
, (16)
where we have taken the continuum limit by taking the lattice spacing d to zero, with r = R, and replaced d2
∑
r
by
∫
d2r, AθiR/d
2 by ψθi(r), Aˆ
θi
R by ψˆθi(r), Nr+eˆθj /d
2 by ρ(r), and M/d2 by ρM , which corresponds to the maximum
density allowed. In addition, γ is now rescaled by d2.
By taking this continuum limit, the original spatial lattice structure is lost and we will now assume that we can
take the increment in the angular space to the infinitesimal limit, i.e., |θi+1 − θi| → 0. The last term in (16) then
becomes [1]:
σ
∑
〈i,j〉
ψθi
(
eψˆθj−ψˆθi − 1
)
7→ σψθ
[
∂2θ ψˆθ +
(
∂θψˆθ
)2]
. (17)
Substituting the above into (16), the action becomes
S =
∫
dtd2rdθ
{
ψˆθ
[
∂tψθ + eˆθ · ∇r [γ (ρM − ρ)ψθ]− σ∂2θψθ
]
− σψθ
(
∂θψˆθ
)2}
. (18)
MODE REDUCTION FROM THE FIELD-THEORETIC EQUATIONS OF ψθ
We start with the EOM of ψθ(r):
= σ∂2θψθ + ξθ (19)
8where eˆθ ≡ cos θxˆ+ sin θyˆ and ξθ are noise terms with statistics:
〈ξθ(r, t)〉 = 0 (20)
〈ξθ(r, t)ξθ′(r′, t′)〉 = 2σ∂2θ
[
ψθδ(θ − θ′)δ(t− t′)δ2(r− r′)
]
.
where ρ(r) = (2pi)−1
∫
dθψθ(r).
We now follow exactly the steps in [2] and expand ψθ(r) as follows:
ψθ(r) = α0(r) + 2
∑
n≥1
[
αn(r) cos(nθ) + βn(r) sin(nθ)
]
(21)
with
αn =
1
2pi
∫ 2pi
0
dθ cos(nθ)ψθ , βn =
1
2pi
∫ 2pi
0
dθ sin(nθ)ψθ . (22)
In particular, α0 = ρ, αn = α−n and βn = −β−n.
In terms of these new fields, we have [2]
∂tαn +
piγ
2
{
∂x [(ρM − ρ)(αn+1 + αn−1)]− ∂y [(ρM − ρ)(βn+1 − βn−1)]
}
= −σn2αn (23a)
∂tβn +
piγ
2
{
∂x [(ρM − ρ)(βn+1 + βn−1)] + ∂y [(ρM − ρ)(αn+1 − αn−1)]
}
= −σn2βn . (23b)
We have ignored the noise terms in the above equations and we will study their effects in the next section. However,
we can see here that since the R.H.S. of (23) are always negative except for n = 0, we have verified the hydrodynamic
argument in the MT that all modes are massive except for the density mode ρ = α0.
Since the “mass” of the n-th mode scales with n2, the higher order modes are severely damped. If we now truncate
the set of equations by setting all αn to zero for n > 1, we recover Eq. (11), where we also set all β modes to zero for
simplicity.
We now show how we can recover the non-equilibrium terms: ∇4φ2 and ∇· (∇φ∇2φ) by incorporating higher order
modes into the analysis. We again set all β modes to zero for simplicity but keep track of αn modes for all n < 2. We
will also set for ∂tαn to zero except for α0.
We start with the α2 mode, which is
α2 = A2∂x[(ρ0 − φ)α1] (24)
where ρ0 = ρM − ρ¯ with ρ¯ being the average density, and we have defined the constants An ≡ piγ/(2n2σ).
The α1 is then
α1 = A1∂x
[
(ρ0 − φ)(ρ¯+ φ+ α2)
]
. (25)
In the above expressions, we should view both α1 and α2 as infinite series expansions of φ and its spatial derivatives.
With this in mind, we can now see how the non-equilibrium term ∇4φ2 emerges in the EOM. Its presence amounts a
term of the form ∂3xφ
2 in the expansion of α1. To see how it arises, we first use Eq. (25) to ascertain that α1 has the
term −A1∂xφ2, we then substitute that into Eq. (24) to see that α2 has the term −A1A2ρ0∂2xφ2. Substituting this
back into Eq. (25) leads to the desired −A21A2ρ20∂3xφ2 term.
Similarly for the non-equilibrium ∇ · (∇φ∇2φ), which corresponds to a term of the form (∂xφ)(∂2xφ) in α1 in our
one-dimensional representation (because, again, all β modes are set to zero). We first use Eq. (25) to see that α1 has
the term −A1α2∂xφ (i). We then use Eq. (24) to see that α2 has the term A2ρ0∂xα1 (ii). Now, Eq. (25) shows that
α1 also the term A1(ρ0 − ρ¯)∂xφ (iii). Substituting (iii) into (ii) and then combining the expression with (i) gives the
desired term −A21A2ρ0(ρ0 − ρ¯)(∂xφ)(∂2xφ).
We note that although the above discussion focuses on a system that is varying along the x direction only for
simplicity (since all β modes are set to zero), the fact that the system is rotational invariance implies that the terms
obtained have to be rotationally invariant and thus do correspond to the non-equilibrium terms in their vectorial
forms.
9FIG. 4: Graphical contributions to a1 (Fig. a) and a2 (Figs b & c) to linear order in a1 and a2 and to the one-loop level.
FLUCTUATIONS-INDUCED RENORMALIZATIONS OF a1 AND a2
We have argued in the main text that the hydrodynamic EOM describing MIPS around the critical point is of the
form:
∂tφ = ∇2(a1φ+ a2φ2 + a3φ3) + b∇4φ+ f , (26)
with 〈|f(k, ω)|2〉 = 2Dk2. Generally, all the coefficients in the EOM will be renormalized due to fluctuations and
the nonlinearities. Here, we will demonstrate using graphical method that close to the critical point where a1 and
a2 are small, a1 is renormalized upwards (i.e., a1 becomes larger due to the fluctuations) while a2 is renormalized
downwards.
We start by spatially temporal and spatial Fourier transform the EOM to obtain:
iωφ = −a1k2φ− a2k2
∫
q˜
φ(q˜)φ(k˜− q˜)− a3k2
∫
q˜,h˜
φ(q˜)φ(h˜)φ(k˜− q˜− h˜)− bk4φ+ f . (27)
The bare propagator of the EOM is thus
G0(ω,k) =
1
iω + Γ(k)
(28)
where
Γ(k) = a1k
2 + bk4 . (29)
Incorporating the fluctuations up to the one-loop level and to linear order in a1 and a2, the coefficient a1 is modified
by the graphical contribution shown in Fig. 4(a), while a2 is modified by the sum of Figs 4(b) & 4(c). Note that since
the model equation (27) has both cubic and quartic terms, the graphs are identical to those discussed in [3] (although
the mathematical expressions of the propagator and vertices are of course different here), although we will only need
a subset of them here.
Graph (a)
This graph represents an additional contribution δ (∂tφ) to ∂tφ given by:
δ (∂tφ) = −3a3k2φ(k˜)
∫
q,Ω
2Dq2
Γ(q)2 + Ω2
(30)
= −3a3Dk2φ(k˜)
∫
q
q2
Γ(q)
(31)
= −3a3Dk2φ(k˜)
∫
q
1
bq2 + a1
(32)
= −3a3D Sd
(2pi)d
Λdd`
bΛ2 + a1
k2φ(k˜) . (33)
Since this contribution is negative, this contribution increases a1 in (27).
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Graphs (b) & (c)
Graph (b) represents an additional contribution δ (∂tφ) to ∂tφ given by:
δ (∂tφ) = 6a2a3k
2
∫
h˜
φ(h˜)φ(k˜− h˜)
∫
q,Ω
2Dq2|k− q|2
(Γ(q)2 + Ω2)[Γ(k− q) + i(ω − Ω)] , (34)
Since there is already an explicit factor of k2 in this expression, we can evaluate this graph by setting both k and
the external frequency ω to zero in the integrand of the integral over q˜. Doing so, and in addition using
1
Γ(q)− iΩ =
Γ(q) + iΩ
Γ(q)2 + Ω2
, (35)
gives, after dropping an integral of an odd function of Ω that vanishes,
δ (∂tφ) = 12a2a3Dk
2
∫
h˜
φ(h˜)φ(k˜− h˜)
∫
q,Ω
q4Γ(q)
[Γ(q)2 + Ω2]2
. (36)
The integral over frequency Ω and q is readily evaluated, and is given by∫
q,Ω
q4Γ(q)
[Γ(q)2 + Ω2]2
=
1
4
∫
q
q4
Γ(q)2
=
1
4b2
∫ Λ
Λ(1−δ`)
ddq
(2pi)d−1
1
q4
=
1
4b2
Sd
(2pi)
d
Λd−4d` . (37)
We thus have from Eq. (34)
δ (∂tφ) =
3a2a3D
b2
Sd
(2pi)
d
Λd−4d` k2
∫
h˜
φ(h˜)φ(k˜− h˜) . (38)
Graph (c) represents an additional contribution δ (∂tφ) to ∂tφ given by
δ (∂tφ) = 12a2a3k
2
∫
h˜
φ(h˜)φ(k˜− h˜)
∫
q,Ω
2Dq2|h− q|2
[Γ(q)2 + Ω2][Γ(h− q) + i(ω − Ω)] . (39)
Setting again h and ω to zero, this is exactly of the form of (34), we therefore have
δ (∂tφ) =
6a2a3D
b2
Sd
(2pi)
d
Λd−4d` k2
∫
h˜
φ(h˜)φ(k˜− h˜) . (40)
Since both contributions (38) and (40) are positive, they decrease a2 in (27).
SIMULATION PROCEDURE
Model Outline
Our model involves N polar ABPs whose dynamics evolve upon a planar hexagonal lattice (with lattice spacing
d = 1), subject to periodic boundary conditions and with steric interactions between particles only. We use an
iterative update scheme for the evolution of particle position designed to mimic the dynamical Langevin equations
for ABPs lacking alignment interactions. For a particle i at time t we implement the following update rules for its
polarity angle θi:
θi(t) = θi(t− 1) + 60◦ × ηθi (t) . (41)
where ηθi is a rotational noise term generated by rounding a number drawn from a Gaussian distribution with zero
mean and standard deviation σ to the nearest integer.
And for the position vector ri, we have
ri(t) = ri(t− 1) +Pθii (t) (42)
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FIG. 5: Sub-box sampling method. We use an implementation of the sub-box sampling technique found in [6], adjusted to suit
a hexagonal lattice. The total size of the system is fixed at 2L× 6L. Note that the sub-box size is coupled to the total system
size, in the original sub-box method, the sub-system size is varied for given total system size thus this technique eliminates the
additional scaling parameter introduced by the sub-boxes [6]. A total of four sub-boxes of equal size L × L are used, two for
each corresponding phase. Sampling of the dense phase is fixed on the centre of mass of the system in the x-direction xCOM .
Likewise, sampling of the dilute phase is centred on xCOM + 3L. This ensures that the sub-boxes are kept well away from
the interface, therefore sampling the bulk densities of the co-existing phases accurately. By extracting time-series of density
samples from a given simulation run we are able to construct steady-state distributions of the co-existing densities, which forms
the basis for the calculation of the static exponents presented in the MT.
where Pθii (t) is chosen with probability 24/30 to be cos θi(t)xˆ+ sin θi(t)yˆ (representing the active motion), and with
probability 6/30 to be a vector pointing to one of the six neighboring sites selected at random (representing the
Brownian motion).
The iterative process proceeds by selecting a particle at random, and applying the previously described update
scheme with an acceptance probability of unity if the destination lattice site is unoccupied, and probability zero if
occupied. This obviously encoding the volume-exclusion effect implemented through a pairwise potential in molecular
dynamics simulations.
This scheme is similar to a kinetic Monte Carlo method proposed in [7], only adapted to suit a lattice. Interestingly,
the authors of this paper note that in models of ABPs which do not explicitly include an interaction term between
particles, translational diffusion is necessary to instigate MIPS. This is corroborated by a recent study [8], also
conducted on-lattice, which claims that pre-constructed clusters will dissolve unless transverse motion is included in
the simulation. It is noted that even within athermal ABP simulations, transverse motion is still possible due to
repulsive force between colliding particles. Therefore, we have included translational diffusion within our simulations
in order to mitigate any potential difficulty introduced by the omission of such a term.
When referring to the system size we note that due to the hexagonal geometry of the lattice the y-direction is
scaled by a factor
√
3/2. Meaning that the total size of the system in Euclidean space is actually
√
3L×6L. However,
throughout this text we work in units of rows and columns to avoid confusion; so a sub-box of size L × L (with
Euclidean area
√
3L2/2) spans a total of L2 lattice sites.
Finite Size Scaling at the Liquid-Gas Transition
Original Sub-Box Method for Equilibrium Liquid-Gas Systems
A brief outline will now be given of the finite-size scaling (FSS) technique first developed in [4] for the conventional
Ising Model and subsequently extended to liquid-vapour systems. Rovere and colleagues [5] adaptation is similar in
its essence. Working in the canonical ensemble, a simulation box of linear dimension L is split into a grid of (L/S)d
square sub-systems, where S is an integer and d the dimension of the system. The system has a fixed average density
〈ρ〉, however, the sub-systems themselves possess a fluctuating particle number, thus it is useful to regard them as
being in an effective quasi-grand canonical ensemble.
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We are interested in the moments of the average density distribution of the sub-systems:
〈ρk〉 =
∫
P (ρ)ρkdρ (43)
Where P (ρ) is the average probability distribution taken over all sub-boxes of the system. This is analogous to
the distribution of the magnetisation per spin in the Ising model. From this, in principle we are able to extract
all information regarding the nature of the transition. The zeroth moment is trivial due to normalisation of the
distribution. In the case of the original sub-box method, the first moment is the average (fixed) density of the entire
system. The second moment is the variance of the density fluctuations from this mean value.
〈(∆ρ)2〉L = 〈(ρ− 〈ρ〉)2〉L = L−d〈ρ〉2kBTK(L)T (44)
Where the sub-script L indicates that we are average over simulation sub-boxes of a finite-size. Therefore, the
isothermal compressibility of the distribution, related to the second moment through fluctuation analysis, is perturbed
from its asymptotic value by some systematic error. K
(L)
T attains it’s true value KT only in the limit L→∞.
In the homogeneous regime where L  ξ, ξ being the characteristic length of density fluctuations. It is asserted
that the distribution of sub-box density fluctuations will be a Gaussian centred on the average density of the system.
p(ρ) ∝ exp
(
− (ρ− 〈ρ〉)
2
2〈ρ〉2kBTKT
)
(45)
In the phase-separated regime, again where L ξ, the distribution instead takes on a superposition of two Gaussian
peaks, each centred on the co-existing densities of the liquid and gas phases respectively.
p(ρ) ∝ ρliq − 〈ρ〉
ρliq − ρgas
1
ρgas(K
gas
T )
1/2
exp
(
− (ρ− ρgas)
2
2ρ2gaskBTK
gas
T
)
+
〈ρ〉 − ρgas
ρliq − ρgas
1
ρliq(K
liq
T )
1/2
exp
(
− (ρ− ρliq)
2
2ρ2liqkBTK
liq
T
)
, (46)
where relative weight of two phases is attained using the well-known ‘lever rule’. A crucial point of note is that
even in the thermodynamic limit (46) is not exact. This is due to the fact that a significant proportion of the grid
of sub-systems will contain the interface between the gas and liquid phase, necessitating the inclusion of additional
terms in the free energy expansion.
A celebrated tool in the numerical analysis of phase transitions is the so-called fourth order Binder cumulant:
U
(L)
4 = 1−
〈(∆ρ)4〉L
〈(∆ρ)2〉2L
(47)
As first expounded in [4], this quantity is invariant with respect to system size at the critical point. In the case of the
conventional Ising model the situation is relatively simple, due to the presence of the φ→ −φ symmetry of the order
parameter. The situation is more complex in the case of the liquid-gas transition due to absence of such a symmetry,
and so entails tuning two parameters, both the temperature and the average density of the system, in order to reach
criticality.
In order to identify the correct critical exponents we must tune the relevant system parameters (i.e. σ) such that
we pass through the phase-separated regime, into the critical region and eventually into the well-mixed phase. In the
critical region we expect that L ' ξ and for this reason the distribution becomes distinctly non-gaussian. It may be
further postulated that in this region, the density distribution will obey a universal scaling function of the form [5]:
pL(ρ) = L
β/ν p˜[(ρ− ρc)Lβ/ν , (〈ρ〉 − ρc)||−β , L||ν ] (48)
As is put forward in [5] the finite-size scaling relation for the susceptibility applies:
K
(L)
T = L
γ/ν(〈ρ〉kBT )−1f2[(〈ρ〉 − ρc)||−β , L||ν ] (49)
where f2 is a scaling function and K
(L)
T is the finite-size compressibility, obtained through a calculation of the second
moment of the density distribution for a given sub-system size L.
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FIG. 6: Determination of the equilibration and correlation time-scales around the critical point. In each plot we work in a system
size of L = 36 and set the system parameters are set to their critical values. Plot (a) shows the results of the pair-correlation
function G(r) averaged over one-hundred independent simulation runs at nine different time-lapses after initialisation. We take
the static nature of G(r) with respect to time as an indication that the system has reached its steady-state. It is reasonable
to assert that this appears to have occurred at around t ∼ 106 sweeps. Therefore, beginning sampling at time of t = 1 × 107
sweeps it is well-justified as the system is highly likely to have reach its steady state. Plot (b) shows the auto-correlation of
the density C(t) of the two sub-box’s fixed on the centre of mass of the system. By inspection we extract the time interval
required to assert that two density samples taken from the same simulation run are approximately statistically independent as
being equal to trelax = 5× 105 sweeps.
Adapted FSS Technique for Motility Induced Phase Separation
In this section we describe our adaptation of the method put forward in [6], as an improvement to the scheme
outlined above. In spirit it is identical to the original sub-box sampling technique, however, it mitigates a flaw which
occurs due to the sampling of sub-systems containing interfaces. As shown in figure 5 we are interested in the joint
density distribution of the four sub-boxes, two of which are vertically adjacent and fixed upon the centre of mass of
the system in the x-direction. And two further sub-boxes are then placed a distance 3L in the x-direction, again also
both vertically adjacent. For reasons given in [6] this arrangement avoids the interfaces, and so focuses sampling upon
the thermodynamic bulk in the phase co-existence regime.
One of the main problems in attempting to simulate the liquid-gas transition at its critical point is that the
conserved nature of the order parameter (i.e. density fluctuations) introduces an finite-size effect into the system that
obfuscates access to the critical point. Here we utilise an elongated simulation box of aspect ratio 3:1 in order to
force the steady-state phase separation into a slab like geometry. This has two primary advantages; firstly, it restricts
density fluctuations at the interface to the x-direction only allowing the liquid phase to be sampled accurately by
simply fixing the sampling boxes on the centre of mass in the x-direction. Secondly, and more importantly, as pointed
out in [6] it places an upper bound on the correlation length ξ to half (since we work under periodic boundary
conditions) the shortest linear dimension of the system. This allows critical density fluctuations to be sampled in an
effective grand canonical ensemble. This is not possible in an square simulation box since at the critical point the
correlation length will inevitably span the entirety of the system, and therefore no sampling box with a fluctuating
particle number - which also spans an area of size ξ2 - may be constructed.
In our case, unlike the lattice gas, there is no particle hole symmetry. Therefore, the critical density is not known
a priori and must in principle also be systematically located along with the critical temperature. However, in this
paper we assume that the deviation from the lattice gas case of ρc = 1/2 is not so significant that it would preclude an
estimate of the critical noise. Our procedure is as follows; we increment the strength of the rotational noise, beginning
well within the phase separated regime, passing through the critical point and into the homogeneous region of the
phase diagram. For each value of noise strength, three-hundred independent simulation runs were conducted of 2×107
attempted moves per particle in length.
It is imperative that when computing the relevant statistical quantities (i.e. Binder cumulant) that the samples
used are statistically independent. In order to ensure this, we computed the sub-box density auto-correlation function
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FIG. 7: Binder cumulant U4 in the critical region of the phase diagram. Here we plot the Binder cumulant U4 as a function
of the dimensionless distance to the critical noise for four different system sizes, the value of σ at which the curves intersect
reveals the location of the asymptotic (L→∞) critical point, which is clearly identified as σ = 0.305.
shown in Fig. 6, averaged over three-hundred simulation runs, and found that when within close proximity of the
critical point (τ = 0 in Fig. 7), an average of 5 × 105 particle sweeps was required to reduce the correlation to
approximately zero.
Furthermore, we must also ensure that the system has reached its steady-state before sampling can begin. To
estimate the time taken for this to occur, we deem the point at which the pair correlation function becomes static as
indicative of the ‘equilibration’ time. As can be observed from Fig. 6a) it is reasonable to assert that this time-scale
is of the order ∼ 106 lattice sweeps. Thus in our simulations, sampling was commenced at 1 × 107 lattice sweeps,
ensuring with high probability that a steady state had been reached.
Fig. 7 shows the Binder cumulant U4 calculated for four different sub-box sizes; with L ∈ {18, 24, 30, 36}. As in [6]
we calculate via
U4 =
〈(∆ρ)2〉2L
〈(∆ρ)4〉L (50)
where ∆ρ = ρ−〈ρ〉L. The subscript 〈.〉L representing an average over the four sub-boxes of finite size L. Remarkably,
despite only working in an average density 〈ρ〉 = 1/2, we see that the four curves coalesce at a definitive value of the
critical rotational noise strength, namely σc = 0.305.
In the asymptotic limit of L → ∞, the correlation length ξ diverges at a precisely defined critical point. For a
finite-size system, one can no longer speak of a critical point, but instead of a critical region of parameter space in
which the correlation length becomes equal to its upper bound - the system size L. Obviously, with increasing L this
region will become increasingly localised, converging in the limit L→∞. Replacing the correlation length ξ with the
system size L forms the basis of finite-size scaling theory. As long as the relevant system parameters are tuned to
values such that this condition is fulfilled; a calculation of the critical exponents becomes tractable.
As demonstrated in the field-theoretic model, the critical density ρc must be bounded below by a value of 1/2.
Based on previous computational work on MIPS [6] and similar studies of equilibrium liquid-gas phase separation
[10] it is reasonable to assume that ρc is slighter greater than this value, but much less that the upper bound of 3/4.
Therefore, to estimate the critical noise, we work in an average density equal to the lower bound of 1/2 (equivalent
to ρc in the lattice gas case). It is our assertion that this will not preclude an accurate estimate of the critical noise,
this is justified by: (1) the convergence of the Binder cumulant U4 curves shown in figure 7 for four different system
sizes to a single point. If the deviation of the average density from its critical value was significant, then corrections
due to the density term present in (48) would prevent the curves in Fig. 7 from converging to a single point. (2) As
mentioned in [10] the estimate of the critical temperature (for liquid-vapour phase separation) seems insensitive to
inaccuracy in the knowledge of ρc.
In order to construct the phase diagram presented in Fig. 2 of the MT, we note that due to the slab geometry of
the phase separated steady state, the two sub-boxes in Fig. 5 centred on the system’s COM will inevitably sample
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the bulk density of the liquid phase (likewise for vapour phase with the two sub-box’s displaced 3L from the COM).
Thus, by extracting a time series of density samples for three-hundred independent simulation runs for each value of
σ shown in the phase diagram and computing the average, we are able to estimate the liquid-vapour binodal lines.
The phase diagram in the MT uses data from the largest system size L = 36.
The critical density was estimated as in [6] by averaging all 24000 independent density samples taken from three-
hundred independent simulation runs from each of four sub-systems for the largest sub-system size L = 36 with the
noise strength set to its critical value. This resulted in a rough estimate of ρc = 0.5223, in line with the bounds
dictated by our field-theoretic model. For all calculations of exponents shown in Fig. 3 of the main text the noise
strength and average density were set to their estimated critical values (ρc = 0.5223 and σc = 0.305).
Calculation of Exponents
Static Exponents: γ & ν
Based on our hydrodynamic argument, only two independent exponents are required to identify the static univer-
sality class of the system under consideration. Typical finite-size scaling techniques of the kind first introduced in
[4] posit several possible routes to calculating various exponent ratios i.e. α/ν, β/ν, γ/ν etc. However, obtaining
accurate estimates of the exponent ν have posed a significant challenge. Here we use the Binder cumulant gradient,
which should scale according to ∣∣∣∣∂U4∂τ
∣∣∣∣
τ'0
∝ L1/ν (51)
when the finite-size system is tuned to the asymptotic critical parameters.
As the critical point is approached, the values of U4(τ) begin to converge and their corresponding uncertainties
increase. Referring to Fig. 7, it is striking that our analysis provides a very good estimate of the critical noise at
which all four points representing the values of U4 become statistically indistinguishable. However, for the region
surrounding this critical noise, at least two of the points (but not all) may be distinguished within their corresponding
uncertainties. This introduces a minor difficulty in calculating the required gradients as we require that all points
used in the intervals used in the calculation of gradients of each of the curves for different system size parameters L
in Fig. 7 be statistically distinguishable.
Therefore, we estimate the gradient by fitting a polynomial through the region enclosed by the first two values of
τ either side of the critical noise for which each of the four system size dependent values of U4 are distinguishable
within their computed uncertainties. We show this in Fig. 8. Importantly, the order of the polynomial used does not
affect the scaling result displayed in the main text.
The exponent ratio γ/ν was calculated using the finite-size scaling relation χL ∼ Lγ/ν . It is a well-known result
from the analysis of equilibrium fluctuations [9] that the isothermal compressibility χL is given by
χL =
〈N2〉L − 〈N〉2L
〈N〉L (52)
This is easily calculated from our time-series of sub-box density samples, again taking care to ensure that subsequent
density samples are separated by a time interval of trelax = 5 × 105 lattice sweeps. We estimate the uncertainty in
the result using the standard propagation of error formulae, which, due to the large numbers of independent samples
extracted also turns out to be negligible.
Dynamic Exponent z
Criticality - In order to calculate the dynamical exponent, defined via the relation τchar ∝ ξz we use an adapted
version of the method presented in [11]. Starting from a completely disordered initial state, we calculated the
coarsening length-scale `(t) of the system for the first four hundred-thousand sweeps of the simulation run. Exploiting
the fact that this quantity should scale as `(t) ∝ t1/z. For conserved order parameter systems at criticality, phase
separation will proceed through spinodal decomposition, providing a means by which to calculate a characteristic
coarsening length-scale. It is reasonable to assert that an estimate of `(t) is found from the value of distance in which
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FIG. 8: Estimation of Binder cumulant derivative at criticality. We estimate the gradient of the Binder cumulant U4 by fitting
(a) a linear curve, and (b) a quadratic through the critical region. The ‘critical region’ is defined as the interval enclosed by
the first two values of τ either side of the critical point for which each of the four system size dependent values of U4 become
statistically distinguishable. The order of the polynomial used in the fitting does not effect the scaling result shown in the MT.
the correlation function first becomes negative as this represents the average length-scale over which particles in the
system are correlated over. An example of this process is shown in Fig. 9.
For this computation we set the average density and noise strength to their critical values (〈ρc〉 = 0.5223, σc = 0.305)
as determined by the means described in the preceding section. The system size parameter was set to L = 200. To
obtain the curves shown in Fig. 9 we averaged over 300 independent simulation runs using a simple linear interpolation
between the last positive and first negative point of the correlation function to extract the corresponding value of the
coarsening length-scale. We display three such correlation functions in figure 9, illustrating the manner in which `(t)
increases with time.
Phase Separation - As stated in the main text, due to the emergence of the Gibbs-Thompson relation at the
interface we expect that for phase separation `(t) will scale as t1/3 in accordance with the Lifshitz-Slyozov scaling
law. Therefore, we also repeated the numerical analysis described above deep within the phase separated regime. In
this case we use a hexagonal lattice in a square simulation box of size 1000× 1000 lattice sites, with average density
〈ρ〉 = 0.25 and noise strength σ = 0.24. Again, we calculate `(t) over the first four hundred-thousand particle sweeps
and average over 100 independent simulation runs initialised from a random state.
As is noted in [12] the system will go through an initial transient period of clustering not in accordance with the
power law scaling for coarsening; this appears to occur when `(t) is less than the persistence length of a single active
Brownian particle, given by lp = v0τ = v0/Dr. The relatively large simulation run-time and number of particles
(n = 250000) used allow us to bypass this effect and we recover good correspondence with the expected analytical
results in the long-time limit. Notably, a fitting of the coarsening simulation results gives an exponent of ∼ 0.34 which
is closer to the 1/3 scaling than reported in other studies using two-dimensional ABPs namely 0.272 in [13] and 0.28
in [14].
Error estimation in Fig. 3 of the MT
Fig. 3a. For each simulation run we allow the system to reach its steady-state and sample at intervals of the
correlation time. Over three-hundred independent simulation runs we collect a total of N = 24000 independent
density samples (8000 for each of the four sub-systems). We estimate the error in the mean of this distribution
through the well-known formula
error =
√∑N
1 (δρi)
2
(N − 1)N (53)
where δρi = ρi−(1/N)
∑N
i ρi. And likewise for the error in other higher order moments 〈δρ2〉 etc. Using the standard
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FIG. 9: Determination of dynamical exponent z. Here we show the pair correlation function G(r) calculated at various time
points after initialisation from a random state for system size L = 200. We may estimate the average length scale `(t) over
which particle aggregates are correlated by ascertaining the first point of intersection of the curve with the x-axis, indicated
above by the vertical lines.
formulae for the propagation of uncertainties we calculate the error in the susceptibility χL at the critical noise; which
turns out to be negligible in comparison to the size of the markers in Fig. 3 in the MT.
Fig. 3b. The uncertainty in the gradient of the binder cumulant U4 at criticality was estimated by extracting the 95
percent confidence intervals in the coefficients obtained through a linear least squares fitting of U4(τ) in the critical
region with a polynomial function. For a linear fit y = ax + b this is obviously the uncertainty in a. While for a
quadratic fit y = cx2 + dx + e (with the gradient evaluated a τ = 0) this would be related to the uncertainty in d.
Again we found that the size of the error was comparable to the size of the markers in Fig. 3 of the MT.
Fig. 3c. The connected pair correlation function G(r) is calculated for times between 1000 and 400000 particle
sweeps for three-hundred independent simulation runs. For each time t we can calculate an average G˜(r) and estimate
the corresponding uncertainty in the usual manner. To estimate the uncertainty in the coarsening length `(t) we
simply use the difference between the maximum and minimum possible results allowed for by the uncertainties in the
two points either side of the first intercept of G˜(r) with the r axis. Again due to the large system size and large
number of independent runs the errors were negligible.
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