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MODELING NONLINEAR DISPERSIVE WATER WAVES
By Theodore Yaotsu Wu1
ABSTRACT: An expository review is given on various theories of modeling weakly to strongly nonlinear,
dispersive, time-evolving, three-dimensional gravity-capillary waves on a layer of water. It is based on a new
model that allows the nonlinear and dispersive effects to operate to the same full extent as in the Euler equations.
Its relationships with some existing models are discussed. Various interesting phenomena will be illustrated with
applications of these models and with an exposition on the salient features of nonlinear waves in wave-wave
interactions and the related processes of transport of mass and energy.INTRODUCTION
Nonlinear waves have been found to occur in various phys-
ical disciplines and life sciences, manifesting phenomena that
have been regarded by and large as being remarkable and often
very challenging. Solitons have been observed to occur not
only in shallow layers of water, in stratified ocean, and in
atmosphere, but also in nonlinear optics and acoustics, as ion-
acoustic waves in magnetized plasma, as the instantons in par-
ticle physics, as excitons in DNA molecular chains, etc. When
a soliton-bearing system is open to excitation by external agen-
cies at resonance with the system, the response of such open
nonlinear systems could exhibit remarkable phenomena be-
yond imagination. In these aspects, the subject is still little
understood.
In a previous (the Third Engineering Mechanics) conference
of this series, a theoretical model was introduced by Wu
(1981) for modeling weakly nonlinear and weakly dispersive
long waves generated and propagating in a layer of water with
slowly varying depth in two horizontal dimensions. The phys-
ical system is open to admitting variable ambient pressure and
nonstationary seabed as weak forcing functions for simulating
boundary activities and atmospheric pressure disturbances im-
posed on the system. Using this model in evaluating the effects
of such forcing for the critical case of resonance when the
forcing moves with a constant transcritical velocity on a water
layer of uniform depth, Wu and Wu (1982) discovered from
the numerical result the new phenomenon of time-periodic
generation of new solitary waves being consecutively radiated
upstream from the localized forcing. Subsequently, this result
has been experimentally validated by Huang et al. (1982) and
by Lee et al. (1989), implying that the effects of nonlinearity
and dispersion are predicted quite accurately for soliton-bear-
ing systems by this model, even under external forcing at res-
onance. This fulfillment has also been found to hold for two-
layered fluids by Grimshaw and Smyth (1986) and Zhu et al.
(1986) and in other analogous systems.
There are, however, strongly nonlinear dispersive wave phe-
nomena of basic importance, such as breaking of shoaling
waves and run-up of steep ocean waves on sloping beaches,
for which the solutions would require the nonlinear and dis-
persive effects to play their full exact roles. In theory, these
effects can be closely estimated by two key parameters,
namely
a = a/h, e = h/l (1)
representing, respectively, the nonlinear and dispersive effects
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in water of rest depth h. They are both assumed small for
weakly nonlinear and weakly dispersive waves, with a = O(e 2)
<< 1 for the Boussinesq family, and both being of order unity
for waves of finite amplitude. For general purposes, it is de-
sirable to develop a theoretical model versatile enough to pro-
vide accurate modeling of the nonlinear and dispersive effects
to various degrees, up to the fully nonlinear and fully disper-
sive limit.
Along this course, the classical Boussinesq equations have
been extended to nonuniform medium in three dimensions by
Peregrine (1967) and to open physical systems by Wu (1979,
1981). Various higher order Boussinesq equations have been
introduced for reducing the classical restrictions inherent in
their wave dispersion characteristics by Madsen et al. (1991),
Nwogu (1993), Wei et al. (1995), Schaffer and Madsen (1995),
and Madsen et al. (1996), among others. To achieve higher
accuracy in dispersion and nonlinearity for the extended Bous-
sinesq equations, various techniques of approximation have
been devised, including the Pade expansion, adopting new ref-
erence velocity at an arbitrary water depth for a basic variable
of model equations, etc.
This paper is intended to address a general approach to the-
oretical modeling and predicting propagation and generation
of nonlinear, dispersive, time-evolving three-dimensional grav-
ity-capillary waves of finite amplitude on water of finite depth.
The central interest of this paper is focused on both analytical
facilities and computational efficiency that a theoretical model
can provide for resolving challenging problems of nonlinear
water waves. The writer will first present a theoretical model
for evaluating fully nonlinear, fully dispersive, unsteady three-
dimensional waves on water of finite depth. This theory, fur-
ther developed from Wu (1997, 1998a–c), now comprises the
basic equations more direct and efficient for application. From
the present model equations, several existing theories can be
deduced by making different approximations pertaining to
their specific parametric regimes. Interesting results of appli-
cation of these models to various nonlinear wave phenomena
will be illustrated with a brief review and discussion of liter-
ature.
THEORY FOR MODELING FULLY NONLINEAR, FULLY
DISPERSIVE (FNFD) UNSTEADY WATER WAVES
We adopt Euler’s equations to describe three-dimensional
inviscid long waves on a layer of water of uniform rest depth
h. The fluid has velocity (u, w) = (u, v, w) in the flow field
bounded below by a rigid horizontal bottom at z = 2h and
above by the water surface at z = z(r, t), displaced from its
rest position at z = 0 and varying with the horizontal position
vector r = (x, y, 0) and time t. Assuming the fluid incompress-
ible, inviscid, and unbounded in all horizontal directions, the
Euler equations of continuity, horizontal and vertical momen-
tum are as follows:JOURNAL OF ENGINEERING MECHANICS / JULY 1999 / 747
=?u 1 w = 0 (2)z
du/dt = u 1 u ?=u 1 wu = 2(1/r)=p (3)t z
dw/dt = w 1 u ?=w 1 ww = 2(1/r)p 2 g (4)t z z
where = = (›x, ›y, 0) (›x = ›/›x, etc.) is the horizontal gradient
operator; p = pressure; r = constant fluid density; and g =
gravitational acceleration. The subscripts t and z denote dif-
ferentiation. The boundary conditions are
ˆ ˆwˆ = Dz (D = › 1 uˆ ?=, on z = z(r, t)) (5)t
p = p (r, t) 1 rg=?n (z = z(r, t)) (6)a
w = 0 (z = 2h) (7)
where uˆ(r, t) = u(r, z(r, t), t) is the horizontal velocity com-
ponent at the water surface; wˆ(r, t) is similarly defined; pa(r,
t) = external surface-pressure disturbance gauged over the am-
bient pressure (with is set to zero); rg = uniform surface ten-
sion; and n = outward unit normal to the water surface.
The momentum equations, (3) and (4), can be projected un-
der conditions (5) and (6) onto the free surface to obtain an
equation for (uˆ, z). Let the free-surface value of an arbitrary
flow variable f (r, z, t) be expressed as
ˆf (r, z(r, t), t) = f (r, t) (8)
such as uˆ and wˆ so defined. From this expression, it follows,
by the chain rule, that
ˆ ˆ› f = [ f 1 f z ]u , = f = [= f 1 f =z]u (9)g t z t z=z z z=z
and, immediately, that
df
ˆˆ ˆ= Df (D = › 1 uˆ ?=) (10)tUdt z=z
Making use of these formulas, we project momentum equation
(3) onto the free surface so that
1 1 ›p
ˆDuˆ = 2 =p = 2 =pˆ 2 =z (11)U S U Dr r ›zz=z z=z
from which, using vertical momentum equation (4) and bound-
ary conditions (5) and (6), yields
2
ˆ ˆDuˆ 1 [g(t) 1 D z]=z = 2(1/r)=p 2 g==?n (12)a
which is exact. Here, we have extended the case of constant
gravity to include the more general case of Faraday’s waves
produced in a horizontal water tank under vertical oscillation,
a case being equivalent to having a time-varying gravity ac-
celeration with reference to the tank frame.
We have now two exact equations that may facilitate mod-
eling FNFD unsteady water waves, one being the kinematic
condition [(5)] at the free surface for (uˆ, wˆ, z), and the other
the surface-projected momentum equation [(12)] for (uˆ, z).
Closure of the system can be accomplished by finding for the
velocity a third exact equation that relates the three unknowns.
We thus proceed by first assuming that the flow is irrotational
and then seek the desired equation from the general solution
for the velocity potential, as will be shown below.
Since the two basic equations already obtained are both ex-
act, we may ignore the nonlinearity parameter a by regarding
it as arbitrary and consider first the special case of inviscid
long waves in shallow water by tacitly assuming that only the
dispersion parameter e = h/l is small. [It turns out that this
assumption can eventually be relaxed, as will be discussed
following (36).]
Thus, with the vertical length scaled by h and the horizontal
length by l, the three-dimensional Laplace equation satisfied
by the velocity potential f involves the parameter e = h/l as748 / JOURNAL OF ENGINEERING MECHANICS / JULY 19992 2f 1 e = f = 0 (21 # z # z(r, t)) (13)zz
Further, with f scaled by cl, where c = is the linearghˇ
wave speed, f satisfying Laplace equation (13) and condition
(7) may possess (in the absence of any confining lateral bound-
aries) a series expansion of the form
‘
2nf(r, z, t; e ) = e f (r, z, t)nO
r=0
‘
n(21) 2n 2n
= [e (1 1 z)] = f (r, t; e )oO (2n)!n=0 (14)
Here, the horizontal velocity u = =f (scaled by c) and the
elevation z (scaled by h) are assumed to be of order a, but
this is not explicitly designated because of a being arbitrary
in order of magnitude. The function of fo(r, t; e ), which is
the only unknown involved in solution (14) for f, may depend
on the parameter e as a result of taking an appropriate regroup-
ing of the complementary solutions of the higher-order equa-
tions for fn such that uo = =fo(r, t; e ) = O(a) as e fi 0.
From this f, we readily deduce the horizontal and vertical
velocity components, u = =f and w = e 21›f/›z, both scaled
by c, as
‘
n(21) 2n 2nu(r, z, t) = =f = [e (1 1 z)] = u (r, t) (15a)oO (2n)!n=0
‘
n1 (21) 2n21 2n21w(r, z, t) = f = [e (1 1 z)] = u (r, t)z oO
e (2n 2 )!n=1
(15b)
where uo = =fo(r, t; e ). From this, we deduce uˆ and wˆ in
operator form (Wu 1998a) as
‘
2nuˆ(r, t) = A[u (r, t)] = e A u (r, t) (16)0 n 0O
n=0
‘
2n21wˆ(r, t) = C[u (r, t)] = e C ?u (r, t) (17)0 n 0O
n=1
where Ao = 1; and, for n = 1, 2, . . .:
n n(21) (21)2n 2n 2n21 2n21A = h = , C = h = ,n n(2n)! (2n 2 1)!
h(r, t) = 1 1 z(r, t) (18)
We now have obtained the first set of model equations for
evaluating FNFD, time-varying gravity-capillary waves on wa-
ter of uniform depth in terms of:
1. The (uo, z) system—the sea-floor velocity basis
For the (uo, z) system, the basic equations result from
substituting (16) for uˆ and (17) for wˆ in (5) and (12),
yielding two equations for (uo, z) as the basic variables.
We note that the series (16)–(17) are both convergent,
with an infinite radius of convergence, provided that both
uo and z are analytic (possessing derivatives of all or-
ders).
As another set of basic variables, the (uˆ, z) system can
be obtained by inverting the series in (16) to replace uo
in (17) so as to express wˆ in terms of (uˆ, z) and attain a
new system as follows.
2. The (uˆ, z) system—the free-surface velocity basis
By direct series inversion, we obtain the inverse of
(16) as
‘
2nu (r, t) = J [uˆ(r, t)] = e J uˆ (19a)o nO
n=0
n21
J = 1, J = 2 A J (n = 1, 2, . . .) (19b)o n n2m mO
m=0
which determines all the Jn’s, with the leading few given
as
2 3J = 2A , J = A 2 A , J = A A 1 A A 2 A 2 A1 1 2 1 2 3 1 2 2 1 3 1
(19c)
and so on. Substituting this series into (17) to eliminate
uo gives
‘
2n21
ˆ ˆwˆ = C[u ] = CJ[uˆ] = M[uˆ] = e M ? uˆ (20)o nO
n=1
n21
ˆM = C J (n = 1, 2, . . .) (21a)n n2m mO
m=0
ˆ ˆM = C , M = C 2 C A ,1 1 2 2 1 1
2
ˆM = C 2 C A 1 C (A 2 A )3 3 2 1 1 1 2 (21b)
etc. Therefore, we have jointly from (5) and (12) the
basic equations:
‘
2(n21)
ˆz 1 uˆ ?=z = e M ? uˆ (22)t nO
n=1
2 2
ˆ ˆDuˆ 1 [g(t) 1 e D z]=z = 2(1/r)=p 2 g==?n (23)a
These equations are expressed in dimensionless form,
with the vertical length scaled by h; horizontal length by
l; velocity components u and w by c = time bygh;ˇ
l/c; g(t) by go, the basic gravity acceleration; and p by
rgoh. With the e retained in full, the only term involving
e in (23) is the one of O(e 2) arising from the effects due
to vertical fluid acceleration.
Another system of basic variables is based on the
depth-mean velocity basis. This basis was adopted by
Boussinesq (1871) in introducing the Boussinesq model,
by Wu (1981) for developing the generalized Boussinesq
model, and by Wu (1998a) for modeling the FNFD un-
steady waves, which is cited for further discussion, as
follows.
3. The (u¯, z) system—the depth-mean velocity basis
First, we take the average of (2) over the instantaneous
water column (2h < z < z(r, t)) under the kinematic
boundary conditions (5) and (7), giving
z 1 =? (hu¯) = 0 (h = h 1 z(r, t)) (24)t
where u¯ = depth-mean of u(r, z, t) as defined [for arbi-
trary function f(r, z, t)] by
z
1
¯f (r, t) = f (r, z, t) dz (h = h 1 z(r, t)) (25)Eh 2h
The depth-mean continuity equation (24) is exact. For u¯,
we also have a series expansion resulting from applying
the averaging operation (25) to (15a), giving (in dimen-
sionless form)
‘
2nu¯(r, t) = B[u (r, t)] = e B u (26a)o n oO
n=0
B = 1, B = A /(2n 1 1), (n = 1, 2, . . .) (26b)o n n
By series inversion of (26), we have
‘
2nu (r, t) = K[u¯(r, t)] = e K u¯ (27a)o nO
n=0
n21
K = 1, K = 2 B K (n = 1, 2, . . .) (27b)o n n2m mO
n=02 3K = 2B , K = B 2 B , K = B B 1 B B 2 B 2 B1 1 2 1 2 3 1 2 2 1 3 1
(27c)
and so on. Next, substituting (27a) into (16) yields
‘
2nuˆ(r, t) = A[u (r, t)] = AK[u¯(r, t)] = L[u¯(r, t)] = e L u¯o nO
n=0
(28a)
n
L = 1, L = A K , (n = 1, 2, . . .) (28b)0 n n2m mO
m=0
2 4 2 2L = A , L = A 2 A ,1 1 2 2 13 5 9
6 2 4 2 3L = A 2 A A 2 A A 1 A3 3 1 2 2 1 17 15 15 27 (28c)
etc. Therefore, this (u¯, z) system has the basic equations
(24), (12), and the inverted series (28a):
z 1 =? (hu¯) = 0 (h = 1 1 z(r, t)) (29)t
2 2
ˆ ˆDuˆ 1 [g(t) 1 e D z]=z = 2(1/r)=p 2 g==?n (30)a
‘
2nuˆ(r, t) = e L u¯ (31)nO
n=0
where Ln is given by (28b).
In passing, we cite the inverted series expansion of u¯
in terms of uˆ (Wu 1998a) as
‘
2nu¯(r, t) = B[u (r, t)] = BJ[uˆ(r, t)] = M[uˆ(r, t)] = e M uˆo nO
n=0
(32a)
n
M = 1, M = B J , (n = 1, 2, . . .) (32b)o n n2m mO
m=0
2 2 42M = 2 A , M = A 2 A ,1 1 2 1 23 3 5
6 2 4 2 3M = 2 A 1 A A 1 A A 2 A3 3 1 2 2 1 17 3 5 3 (32c)
etc. Substituting (32a) in (24) gives a new continuity
equation in terms of (uˆ, z) as
‘
2nz 1 =? (huˆ) = e =? (hM uˆ), (h = 1 1 z(r, t)) (33)t nO
n=1
This equation can be used alternatively in place of (22)
for (uˆ, z) system analysis because they are equivalent.
However, we should observe that the right-hand side of
(22) is of O( e ), whereas that of (33) is of O(e 2), which
is one order higher in e .
In addition, a new approach of interest is to select an
intermediate (constant) depth, at z = = 2bh = 2b2h
*(0 < b < 1), say, at which depth u = say, for derivingu ,
*
a new system of basic equations. Here, the objective is
to seek an optimum depth b so as to provide the ‘‘best
fit’’ with the linear wave dispersion relationship (over a
specific range of e ) for an approximate model repre-
sented, e.g., by a finite series truncated to O( e N) for some
N, as pursued by Nwogu (1993) and Madsen et al.
(1996a), among others. Thus, we have the following.
4. The z) system—an intermediate-depth basis(u ,
*
For an intermediate depth b (0 < b < 1), (15a) gives
the local velocity asu
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‘ ‘
n(21)2n 2n 2n 2nu = A [u ] = e A u = e (1 2 b) = uo n o oO O* * * (2n)!n=0 n=0
= cos[e (1 2 b)=]uo (34)
which has the inversion
‘
En2n 2n 2nu = J [u (r, t)] = e J u , J = (1 2 b) =o n nO* * * * * (2n)!n=0
(35)
where En’s are Euler’s numbers. Substituting (35) into
(16) and (17) yields
‘ ‘
2n 2n21uˆ = e P u , wˆ = e Q ?u (36a)n nO O* *
m=0 m=1
n
P = 1, P = A J ,o n n2m mO *
m=0
n21
Q = C J (n = 1, 2, . . .)n n2m mO *
m=0
(36b)
Thus, (5), (12) and (36) constitute the fourth set of basic
equations for the z} system.{u ,
*
Summarizing, we have obtained above four sets of models
for describing FNFD, unsteady gravity-capillary waves on wa-
ter of uniform depth in terms of the four sets of basic variables.
Here, it is important to note that is uo and z are analytic ev-
erywhere in the flow domain, the original series (14)–(17) are
all convergent within their radius of convergence, which is
infinite. The inverted series (19), (27), and (36) then define
the inverse functions of the original functions with the prop-
erty that they are all analytic within the flow domain, since
these inverted series are noted to possess a finite radius of
convergence. Because of these results, it is no longer necessary
to require e to be small, and we may indeed set e = 1 by
rescaling all the lengths, horizontal as well as vertical, by h =
1. This further implies that the original assumption for long
waves on shallow water may be greatly relaxed, provided the
series involved remain intact (without severe truncation).
However, the parameter e will be retained to serve as a general
reference.
In principle, these four model, all being exact, are therefore
entirely equivalent in modeling this class of FNFD water
waves without limitation to the order of magnitude of nonlin-
earity and dispersion. Their possible differences may, however,
arise when their basic equations are reduced to approximate
sets (e.g., by finite series truncation to equal orders), as will
be exemplified later by a simple special case of these models
for waves of Boussinesq’s class.
TWO-DIMENSIONAL WAVES—BOUNDARY
INTEGRAL CLOSURE
For two-dimensional irrotational water waves in particu-
lar, we can derive an alternative closure relation by applying
Cauchy’s contour integral formulas. Here, we consider the
class of two-dimensional irrotational water waves in the ver-
tical xy-plane (with a slight change in convention of coordi-
nates and the origin), with the y-axis pointing vertically up-
ward from y = 0 at the channel bottom plate, and with the x-,
y- velocity components denoted by u and v. The flow is as-
sumed to be incompressible, inviscid, and irrotational as be-
fore, and the wave field is localized, with the fluid at infinity
at rest upon the infinite flat plate fixed at depth h (=1). The
complex velocity w(z, t) = u(x, y, t) 2 iv(x, y, t) is an analytic
function of the complex coordinate variable z = x 1 iy at any
time instant t, and by Cauchy’s integral formula750 / JOURNAL OF ENGINEERING MECHANICS / JULY 1999w(z , t)1iVw(z, t) = dz (37)1R z 2 z1›$
where the contour is counterclockwise along the boundary ›$
of the flow domain $, V = 2p for z [ $ and V = p for
z [ ›$. By virtue of the boundary condition v(x, 0, t) = 0 at
y = 0 of the channel bottom, the flow domain can be continued
analytically by Schwarz’s principle, w(z¯, t) = w(z, t) [where
the overhead bar denotes the complex conjugate, or u(x, 2y,
t) = u(x, y, t), v(x, 2y, t) = 2v(x, y, t)] into an extended
domain $e bounded top and bottom by B6:y = 6(1 1 z(x, t))
= 6h(x, t). Now let the boundary ›$e of the extended domain
$e consist of four parts: B2 1 C1 1 B1 1 C2, where C1 and
C2 are two vertical paths connecting B2 and B1, and being
separately located up- and downstream at uxu = A, as A fi ‘.
The contributions from C1 and C2 cancel out by virtue of the
fluid being at rest at infinity.
Along the boundary ›$e of the extended domain $e, we
denote h = h(x, t), zˆ = x 1 ih, zˇ = x 2 ih, h1 = h(x1, t), zˆ1 =
x1 1 ih1, zˇ1 = x1 2 ih1, wˆ = w(zˆ, t) = uˆ 2 wˇ = w(zˇ, t) = uˇivˆ,
2 = uˆ 1 wˆ1 = w(zˆ1, t), and wˇ1 = w(zˇ1, t). Applyingivˇ ivˆ,
Cauchy’s formula (37) to point zˆ on the upper free surface and
taking the real part of the resulting equation, we obtain
u 2 iv1 1
pvˆ = Re dz (38a)1R z 2 zˆ1›$e
where Re indicates ‘‘real part of.’’ Equivalently, we have, due
to the Schwarz symmetry
‘
1 1
pvˆ = Re 2 (uˆ 2 ivˆ ) dzˆ (38b)1 1 1E S Dzˆ 2 zˇ zˆ 2 zˆ1 12‘
now with the integral evaluated only along the upper free sur-
face at zˆ = x 1 ih(x, t). This boundary integral provides the
third exact relation between uˆ, and h = 1 1 z and, thereby,vˆ,
fulfills the closure directly for system 2 and indirectly for sys-
tems 1 and 4, since uo on the bottom plate at y = 0 for system
1, and at y = 1 2 b for system 4 can be determined byu
*
using formula (37). This closure equation is especially useful
as a boundary integral for computational purposes.
For the (u¯, z) system, an additional equation relating u¯, uˆ,
and z can be derived by integrating u(x, y, t) in (37) with
respect to y from y = 2h(x, t) to h(x, t), holding x fixed, to
obtain
A h A h
idy idy
2phu¯(x, t) = wˆ dzˆ 2 wˇ dzˇ1 1 1 1E E E E
zˆ 2 z zˇ 2 z1 12A 2h 2A 2h
A
zˆ 2 zˇ1
= Re 2wˆ log dzˆ1 1E zˆ 2 zˆ12A (39)
with A fi ‘. After substituting this relation into (8) for (hu¯),
we obtain
A
1 (uˆ 2 ivˆ ) dzˆ1 1 1
z = Re (1 1 iz ) 2t xH F Ep zˆ 2 zˆ12A
A (uˆ 1 ivˆ ) dzˇ1 1 1
1 E GJzˇ 2 zˆ12A (40)
Note that this result follows from first making proper outward
indentation around the simple poles at zˆ1 = zˆ and zˇ1 = zˇ on the
flow boundary, then taking the contributions at these simple
poles into account. Now this integro-differential equation
provides the needed closure in relating the three unknowns
uˆ(x, t), t), and z(x, t) in conjunction with the kinematicvˆ(x,
condition (5) (which now reads = zt 1 uˆzx for this 2D wavevˆ
case) and the surface-projected momentum equation (12), all
in (1 1 1)-dimension (one in space plus one in time).
FIG. 1. Comparative Study of Solitary Wave Profile of Ampli-
tude a = 0.6966 and Phase Velocity c = 1.2782 [. . . . . = Numerical
Solution to Stationary Wave Theory (Maximum Local Error
<1025; —— = Large Time Asymptotic Wave Profile Based on
Present FNFD Unsteady Wave Model with Discrete Time March-
ing (Maximum Error <1024)]
This accomplishes the FNFD model for the class of two-
dimensional waves in general, as an alternative of the series
expansion formulation presented previously.
PRELIMINARY NUMERICAL RESULTS
A computational program has been conducted, collabora-
tively with Qu (personal communication, 1998) and Kao (per-
sonal communication, 1998), to obtain numerical results for
two-dimensional, time-evolving nonlinear waves based on the
present FNFD wave model. Two separate courses are con-
ducted to proceed in parallel but, with interactive connections
for fine course tuning to facilitate results efficiently. Along one
course, the basic equations of the FNFD model, namely (5),
(12), and the closure relation (38b) are adopted to compute
the evolution of a specified initial wave, through discrete steps
of time marching, into its long-time asymptotic motion of a
terminal permanent wave. Along the other course, the corre-
sponding permanent wave is calculated as a solution to the
corresponding stationary wave problem formulated in the
wave frame with applications of conformal mapping methods
and analytic series expansion of the steady-wave solution. The
latter course, employing numerical methods with an algorithm
specially devised, has succeeded in providing numerical results
for solitary waves of all finite amplitudes, with a local maxi-
mum relative error less than 1025. These solitary-wave solu-
tions are then furnished, often with data slightly distorted to
probe the robustness of the numerical code for the unsteady
wave computation. It has been found that the convergence of
the iterative procedures involved in the numerical program of
the FNFD code depends moderately sensitively on the initial
data entered; the closer the initial wave is to the permanent
profile and the smaller the wave amplitude, the faster the con-
vergence.
Fig. 1 presents a comparison between the two solutions,
plotted with one lying over the other for a solitary wave of
amplitude a = 0.6966, while the wave phase velocity as de-
termined is c = 1.2782. The error of this result of the FNFD
model in predicting this inviscid wave motion is found to have
a local maximum error less than 1024.THREE-DIMENSIONAL FULLY NONLINEAR, WEAKLY
DISPERSIVE (FNWD) WAVE MODELS
For modeling strongly nonlinear but only weakly dispersive
gravity waves on shallow water, the above FNFD wave models
can be reduced by approximations pertaining to the parametric
regime (a = O(1), e << 1).
To the zeroth order in particular, i.e., with e [ 0, (16) and
(17) reduce to
uˆ = u = u¯ ([u) (41)0
and the basic equations (24) and (12) reduce to the classical
shallow-water equations for (u, z), known as Airy’s model:
z 1 =? (hu) = 0 (h = 1 1 z) (42a)t
u 1 u ?=u 1 g=z = 2=p (42b)t a
But this model fails in supporting permanent solitary waves.
This particular case may indeed exemplify how severe draw-
backs can arise from making a mismatched account of nonlin-
ear and dispersive effects without examining the consequences
and exploring critical experiments.
For modeling this category of FNWD waves to higher or-
ders in e , the (uˆ, z) system is the simplest in providing the
desired model equations as
N
2nz 1 =? (huˆ) = 2 e =? (hM uˆ), (h = 1 1 z(r, t)) (43)t nO
n=1
2 2
ˆ ˆDuˆ 1 [g(t) 1 e D z]=z = 2(1/r)=p 2 g==?n (44)a
which simply result from truncating the series in (33) to n =
N ($1) terms, with an accuracy up to O( e 2N). To have weakly
nonlinear waves covered as well, it is best (Wu 1998a) to take
N = 2, since that is consistent with the (a = O( e 2)) balance
that characterizes the Boussinesq family, leaving the error term
in (43) to O( e 6, ae 4).
Alternatively, the (u¯, z) system can also be used, as by
Green and Naghdi (1976), Ertekin et al. (1986), Choi (1995),
and Choi and Camassa (1996), among others, in developing
model equations under the same premise (a = O(1), e << 1).
Indeed, from (24), (23), and (16), we obtain the basic model
equations (Wu 1998a) for the (u¯, z) system as
¯z 1 =? (hu¯) = 0 (D = › 1 u¯ ?=, h = 1 1 z) (45)t t
u¯ 1 u¯ ?=u¯ 1 g=zt
2
e 3 2 4
¯= 2=p 1 ={h [D(=? u¯) 2 (=? u¯) ]} 1 O(e )a 3h (46)
Here, (46) holds provided that (Wu 1998a) u¯ is irrotational,
i.e., = 3 u¯ = 0, or u¯y = a condition that is automaticallyv¯ ,x
satisfied in the present case of the medium being uniform
[h = const = 1; for a proof, see Wu (1981)]. This set of basic
equations is found to agree with Green and Naghdi (1976) in
the case of (1 1 1)-dimension and also to conform with the
model for two-layer stratified flows given by Choi and Ca-
massa (1996). However, observing Boussinesq’s scaling (a =
O( e 2)), Wu (1998a) proposed a modified version of (46) as
preferred. The (a = O( e 2)) balance requires that an extra term,
namely, (e 4/45)=4u¯t be added to the right-hand side of (46),
thereby raising the error term to O( e 6, ae 4).
SOLITARY WAVES OF BOUSSINESQ CLASS
When the three main FNFD wave models are reduced to
lower degrees by series truncation, we realize that they may
exhibit different properties in predicting wave form and speed.
To illustrate this feature, it is of central interest to examine
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mension given by the various different models reduced to the
first order of weakly nonlinear and weakly dispersive
(WNWD) wave models of the Boussinesq class, as pursued
by Wu and Zhang (1996a). In this premise, the three sets of
model equations reduce, in the absence of external forcing and
surface tension, to the following sets of equations:
• The (uo, z) model:
z 1 [(1 1 z)u ] = (1/6)u (47)t o x oxxx
u¯ 1 u u 1 z = (1/2)u (48)t o ox x oxxt
• The (uˆ, z) model:
z 1 [(1 1 z)uˆ] = 2(1/3)uˆ (49)t z xxx
uˆ 1 uˆuˆ 1 z = 0 (50)t x x
• The (u¯, z) model:
z 1 [(1 1 z)u¯] = 0 (51)t x
u¯ 1 u¯u¯ 1 z = (1/3)u¯ (52)t x x xxt
These sets of basic equations are all accurate up to O(e 5), with
an error estimate of O(e 7), provided that all the derivatives
involved are smooth and that the criterion a = O( e 2) << 1 is
observed. Here, we note that the (u¯, z) model is actually the
original Boussinesq’s two-equation model. If these equations
are regarded as absolute, ruling out further modifications (of
the highest order terms retained therein by using lower order
relations), and we seek only their exact solutions, then only
the (uˆ, z) model is found to have a solitary wave solution in
closed (but implicit) form (Wu and Zhang 1996a) as
1/2 1/2
1 1 1 1
2 1 2F G F G
u 2(c 1 1) u 2(c 2 1)
32 21/2 2
= (c 2 1) exp (c 2 1) ux 2 ctuF˛ G4 (53)
in which u stands for uˆ; and c = wave speed for the wave of
amplitude a, given by
c = 1 1 a/2 (54)
The (uo, z) and (u¯, z) models both yield solitary wave solu-
tions, but only by numerical means.
In regard to the phase velocity c for a solitary wave of
amplitude a, the (u¯, z) model is found by Tend and Wu (1992)
to have the explicit form of
1/226(1 1 a)
c = {(1 1 a)ln(1 1 a) 2 a} (55)F G2a (3 1 2a)
For the (uˆ, z) model, we have (54), and for the (uo, z) model,
we resort to numerical means. By comparison, the phase ve-
locity c = 1 1 a/2 found for the (uˆ, z) model coincides with
that found by Korteweg and de Vries (1895) for the KdV
model and is numerically the fastest of all the models in ques-
tion, whereas the phase velocity determined numerically for
the (uo, z) model is numerically the slowest. The phase veloc-
ity (55) found for the (u¯, z) model is numerically intermediate
of the three and is found to be in excellent agreement with the
experimental results of Daily and Stephan (1952), up to am-
plitudes as high as a = 0.6 (Wu and Zhang 1996a).
Regarding the solitary wave profile predicted by these mod-
els, a comparison has been made by Wu and Zhang (1996a)
between the three models and Daily and Stephan’s experiment
(1952) for a = 0.350, 0.493, 0.593. The overall agreement is
found to be quite good, with the (uˆ, z) profile slightly fatter,
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with the (u¯, z) profile fit being the closest.
HAMILTONIAN STRUCTURES
In mathematical studies of nonlinear evolution equations,
determination of their Hamiltonian structures is of fundamen-
tal importance, because these structures are intimately related
to the question, and answer, concerning the integrability of the
system.
For the present comparative study (here, at the lowest order,
as given in the previous section), it is of great interest to note
that of the three model systems at hand, only the (uˆ, z) model
is known to have a Hamiltonian structure. Indeed, it is known
(Wu and Zhang 1996a) that the system of equations (49) and
(50) has not only a Hamiltonian structure but a tri-Hamiltonian
one. From the general theory (e.g., Olver 1986; Zakharov
1968), it then follows that the system is completely integrable,
possesses an infinite number of conservation laws, and that
integrals can be obtained by application of inverse scattering
techniques. Further, the system can support solitary waves, and
interactions between solitary waves will always be elastic and
remain clean.
In contrast to this conclusive result for the (uˆ, z) model, no
such findings are known for the (uo, z) or (u¯, z) models.
WAVE-WAVE INTERACTIONS
Nonlinear wave interaction theory is of great significance
not only in basic science but also in technological development
and applications. A general class of problems is concerned
with nonlinear waves propagating in both directions along a
straight variable channel, with channel shape, depth, and
breadth gradually and slowly varying. For a group of soliton-
like waves, of arbitrary amplitudes, progressing in both direc-
tions along a variable channel of arbitrary shape, interactions
will proceed among the waves. In addition, each wave will be
modulated to have changes in wave shape, amplitude, and
phase and may have a part of the wave continually reflected
and the rest transmitted. Some aspects of this general problem
have been investigated previously up to the order of the Bous-
sinesq class by several authors, including Shen (1969), Shuto
(1974), Miles (1979), and Kirby and Vangayil (1988), among
others. According to Teng and Wu (1992, 1994), this class of
problems for variable channels of arbitrary shape can be re-
solved by correlation with a rule of analogy to an analogous
rectangular channel with variable depth and breadth as the
standard reference. Along this approach, Wu (1994, 1995) has
developed a bidirectional long-wave model for evaluating so-
lutions to this general problem.
Here, a basic question is whether two solitary waves may
cease to interact if separated sufficiently far apart. The essence
of this problem can be resolved in the (relatively) simple case
of two unidirectional solitary waves, of unequal amplitudes,
propagating in a rectangular channel, interacting with the
higher one overtaking the other, for which the result may be
attained based on the KdV equation, as will be briefly re-
viewed below.
OVERTAKING COLLISIONS
The process of overtaking collisions between two right-go-
ing solitary waves (or solitons), with a soliton of height a1
overtaking a weaker one of height a2, can be described by the
KdV model:
3 1
z 1 z 1 zz 2 z = 0 (56)t x x xxx2 6
Based on this model for simulating overtaking collisions, the
asymptotic phase shifts imparted to each engaged solitons are
FIG. 2. In Overtaking Collisions of Two Unidirectional Soli-
tons, Wave Profile Attains Fore-and-Aft Symmetry at Time In-
stant t = 0, about which System Has Time-Reversal Symmetry,
z(x, 2t) = z(2x, t). Symmetrical Wave Profiles (at t = 0) Shows for
Single-Peak, Double-Peak, and Critical Flattened Peak Patterns
as Amplitude Ratio a1/a2 is >, <, or = 3; Here, a1 = 0.6, versus List
of Values for a2
well known (Hirota 1973; Whitham 1974), while the overtak-
ing processes have been analyzed more in detail by Yih and
Wu (1995) and Wu (1995). Adopting Hirota’s (1973) exact
solution for the binary system satisfying the KdV equation and
centering the time-reversing symmetry (z(x, 2t) = z(2x, t)) of
the process at (x = 0, t = 0), we find that at the instant of t =
0, the joint wave profile exhibits unique symmetry with z(2x,
0) = z(x, 0) as an even function in x. This symmetry also
facilitates the analysis of the wave properties near the center
of encounter. In fact, Wu (1995) obtained results demonstrat-
ing that
z(0, 0) = (a 2 a ) (57)1 2
z (0, 0) = 0 (58)x
z (0, 0) = 2(3/2)(a 2 a )(a 2 3a ) (59)xx 1 2 1 2
This shows that (58) is necessary in consequence to the sym-
metry just specified; (57) gives the resultant wave elevation at
the center of encounter, equaling the difference between the
two wave heights instead of being greater than the sum of the
wave heights of two head-on colliding solitons; and (59) pro-
vides the criticality criterion in terms of the amplitude ratio of
a1/a2 = 3, which differentiates the wave profile central cur-
vature into three distinct regimes:
z (0, 0) <, =, or > 0 as a /a >, =, or < 3 (60)xx 2 2
Thus, the two soliton peaks either pass through each other or
remain separated throughout the encounter according as a1/a2
> 3 or 1 < a1/a2 < 3, respectively. At the critical condition,
a1/a2 = 3, the single peak becomes instantaneously flattened
to zero curvature, zx = zxx = 0. With no phase locking during
the overtaking, the two solitons reemerge afterwards, recov-
ering their initial forms, with the stronger wave being ad-
vanced and the weaker retarded in phase from their original
pathlines.
The three distinct regimes of peak merging are clearly ex-
hibited in Fig. 2, in which the fore-and-aft symmetric wave
profiles at t = 0 are shown for various values of the amplitude
ratio a1/a2, with a1 = 0.6 and a set of designated thea9s.2
resultant wave height at the center of symmetry, z(0, 0) = a1
2 a2, reflects in totality a reduction in potential energy as
required for offsetting the net gain in kinetic energy as the
stronger soliton accelerates and the weaker retards during the
overtaking collision. In the two-peak regime, the twin peaks
of the two interacting solitons reach at t = 0 the shortest dis-FIG. 3. Typical Examples of Three Regimes of Wave Pattern
during Overtaking Collisions of Two Unidirectional (Here, Right-
Going) Solitons of Amplitude Ratio a1/a2: (a) Single-Peak Pat-
tern, with Amplitude a1 = 0.6, a1/a2 = 6, >3 [Merged Single Peak
Reaching Its Minimum Height of (a1 2 a2) = 0.5 at t = 0]; (b) Criti-
cal Overtaking Encounter with a1 = 0.6 and a1/a2 = 3 (Merged
Single Peak Has Its Crest of Vanishing Curvature); (c) Double-
Peak Pattern with a1 = 0.6 and a1/a2 = 12/11, <3 (Two Peaks Re-
main Separated Throughout, with Their Gap Valley Bottom
Reaching Elevation of (a1 2 a2) = 0.05 at t = 0. Time Sequence of
All Wave Profiles Referred to Frame of Center of Mass, which Is
Fixed at x = 0
tance apart, and this minimum distance increases as the soliton
pair become increasingly closer in height.
Fig. 3 illustrates these main features of overtaking colli-
sions. Fig. 3(a) shows the single-peak evolution of a merged
peak of two overtaking solitons of amplitude a1 = 0.6, and a1/
a2 = 6, with its amplitude dipping slightly to a minimum of
(a1 2 a2) = 0.5 at x = 0 and t = 0 while the wave broadens
in proportion. The critical case of peak separation is delineated
in Fig. 3(b) for a1 = 0.6 and a1/a2 = 3, in which case the waveJOURNAL OF ENGINEERING MECHANICS / JULY 1999 / 753
spreads the widest of all the cases at the point of symmetry,
with the curvature vanishing at the crest. Fig. 3(c) traces out
the double-peak evolution for a1 = 0.6 and a1/a2 = 12/11, in
which the fore-aft symmetry of the profile takes place at t =
0, when the two peaks are the least far apart. The critical
criterion separating the single-peak and double-peak regimes
for overtaking soliton encounters was first noted by Zabusky
(1967), proved to exist and numerically estimated by Lax
(1968), experimentally measured by Weidman and Maxworthy
(1978), and theoretically shown by Wu (1995). Recently, the
fully nonlinear effects in soliton collisions have been investi-
gated by Cooker et al. (1997).
MASS AND ENERGY TRANSFER BETWEEN
OVERTAKING SOLITONS
The remarkable feature of overtaking collisions between
two comparable solitons, especially in the limiting case of van-
ishingly small values of (a1/a2 2 1) is that energy will be
continually transferred from the greater soliton behind to the
smaller one ahead until the smaller one keeps growing and
gaining in speed to finally outrun the weakening soliton behind
in accomplishing the overtaking collision, without the peaks
ever merging. Indeed, the shortest approach between two com-
parable solitons increases beyond all bounds as (a1/a2 2 1)
fi 0. It thus seems perplexing whether unidirectional solitons
of unequal amplitudes would ever stop interacting when sep-
arated sufficiently far. The answer, affirmative in accord with
the above scenario, is in fact based on the exact solution of
the KdV equation, no matter how far apart the interacting so-
litons may be.
Even more remarkable is the exceedingly slow rate of trans-
ferring mass and energy between very nearly equal unidirec-
tional solitons. Wu and Zhang (1996b) evaluated this rate for
the binary encounter between one soliton of amplitude a1 =
0.6 overtaking the other of weaker amplitude a2 = 0.55 with
respect to their center of mass (frame of reference) fixed at
the origin. The local flow velocity (and wave elevation) at the
origin, uc(t) [and zc(t)], say, reaches its local temporal maxi-
mum at t = 0, when the two wave peaks are at the shortest
distance apart, where uc(0) = 0.062 [zc(0) = 0.05], an order of
magnitude smaller than the peak flow velocity. In addition, the
velocity of mass transfer across the plane of center of mass
fixed at the origin, vT(t), has been computed using the exact
KdV solution, and found to reach at t = 0 its maximum vT(0)
= 0.00058, which is three orders smaller than the peak flow
velocity in the laboratory frame, yet in perfect agreement with
the theory. The precise significance of this finding is worthy
of further in-depth examination.
CHANNEL SHAPE EFFECTS ON WAVE
PROPAGATION AND GENERATION
The Boussinesq-class theory dealing with nonlinear waves
in uniform rectangular channel has been generalized to the
case of gradually varying channels of arbitrary cross-sectional
shape. Such (straight) arbitrary channels can be described by
the generalized channel Boussinesq model equations (Teng
and Wu 1997):
2
˜ ˜ ˜ ˜(2b z 1 Sz ) 1 [2b (h 1 z)u¯] = (A ) (61)o t o x d t
1 2 2
˜ ˜u¯ 1 u¯u¯ 1 z 2 k h u¯ = 2( p˜ ) (62)t x x xxt a x3
where 2bo(x) = unperturbed channel breadth (at the rest water
level); S = sectional channel sidewall slope with respect to the
vertical (ranging over water surface sloshing stretch); the sym-
bol t) denotes the sectional surface mean value of f aver-˜f(x,
aged across the channel at section x at time t; u¯(x, t) = sectional
754 / JOURNAL OF ENGINEERING MECHANICS / JULY 1999mean velocity along the channel axis, averaged over the rest
cross-sectional area Ao(x); and Ad = reduction in cross-sectional
area due to a submerged object moving below the rest water
surface level. The factor k(x) is defined by
32
˜ ¯k (x) = (c 2 c) (63)2
˜h
where c(y, z) is related to the second term, f2(r, z, t), of the
series expansion (14) for the velocity potential f such that f2
= 2c(y, z)u¯xxt, with c satisfying the following equations:
c 1 c = 1 ((y, z) [ A (x)) (64)yy zz o
˜c (y, z = 0) = h(x), (2b < y < b) (65)z
n ?=c = 0 (on channel wall) (66)
where Ao(x) = wetted cross-sectional area at rest; and n = nor-
mal vector at the channel boundary. In virtue of the above
system of equations defining c, k(x) is seen to depend solely
on the geometry of channel shape and hence is called the chan-
nel shape factor. It can further be shown (Teng and Wu 1997)
that k2 as defined above is real and positive. Moreover, k = 1
for channels of a rectangular cross section, even with varying
size, which can therefore serve as the standard reference. A set
of common geometric shapes have been adopted by Teng and
Wu (1992) to determine their shape factor k values.
For uniform channels of arbitrary shape, the shape factor k
becomes a constant. In this case it is clear that, by the simi-
larity transformation:
x = kx9, t = kt9, z(x, t) = z9(x9, t9), u(x, t) = u9(x9t9),
p (x, t) = p9(x9, t9)a a (67)
Eqs. (61) and (62) are reduced to one for an analogous rec-
tangular channel (with k9 = 1), provided the two channels have
the same mean water depth serving as the common length
scale. From this follows the uniform channel analogy theorem
(Teng and Wu 1992), which states that to a long wave of
wavenumber k, period T, phase velocity c, and amplitude a
evolving in a k-shaped uniform channel, there corresponds an
analogous wave of wavenumber k9, period T9, phase velocity
c9, and amplitude a9, evolving in an analogous rectangular
channel according to
k9 = kk, T9 = T/k, c9 = c, and a9 = a (68)
in addition to having the waves satisfy the similarity relations
in (67).
The term p˜a in the channel equation [(62)] is significant in
representing not only an external pressure disturbance but also
qualitatively an outside forcing that renders the system phys-
ically open to having exchanges of mass, momentum, and en-
ergy with the outside world. In the presence of such open
exchanges, the remarkable thing is to realize that all space-
and time-related quantities must in principle obey the similar-
ity laws. This may be somewhat obvious in relating the cor-
responding wave patterns in analogous channels by the
similarity law. But it may seem more involved to address the
nonlinear phenomenon of periodic production of upstream-ra-
diating solitary waves in water channels by resonant forcing,
e.g., surface pressure and/or submerged topography moving
with transcritical velocities. If a given resonant forcing gen-
erates solitary waves at period T9 in a rectangular channel, then
corresponding solitary waves will be produced in a k-shaped
channel by a similarity-corresponding forcing at a period T
which is k times T9. This theoretical prediction has recently
been established experimentally by Teng and Wu (1997).
CONCLUSIONS
A new theoretical model is introduced for evaluating un-
steady, FNFD three-dimensional gravity-capillary waves on a
layer of water of uniform depth, formulated in terms of four
sets of different velocity variables. Approximate versions of
this model can be deduced to various degrees of validity to
suit different premises for developmental studies and appli-
cations. Existing nonlinear wave models (within this category
of uniform medium) can be recovered as special cases in spe-
cific limits designed for investigating various problems of per-
tinent interest.
These model equations are briefly reviewed with applica-
tions (largely of the Boussinesq family) to bidirectional non-
linear waves evolving in nonuniform medium, head-on colli-
sions, and overtaking collisions between solitons, nonlinear
waves in variable channels of arbitrary shape, and the related
processes of transport of mass and energy. Further develop-
ment of these models will certainly need efficient computa-
tional methods and effective algorithms. Improved elucidation
and understanding of these remarkable phenomena and the
specific issues reviewed here will undoubtedly benefit from
further studies on these outstanding key physical effects, by
both theoretical and experimental endeavors.
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