A method for deriving accurate analytic approximations for Markovian open quantum systems was recently introduced in [F. Lucas and K. Hornberger, Phys. Rev. Lett. 110, 240401 (2013)]. Here, we present a detailed derivation of the underlying non-perturbative jump expansion, which involves an adaptive resummation to ensure optimal convergence. Applying this to a set of exemplary master equations, we find that the resummation typically leads to convergence within the lowest two to five orders. Besides facilitating analytic approximations, the optimal jump expansion thus provides a numerical scheme for the efficient simulation of open quantum systems.
I. INTRODUCTION
Virtually all real quantum systems are in contact with their surroundings. The ensuing incoherent dynamics is the key ingredient for explaining such important phenomena as energy dissipation [1, 2] , quantum Brownian motion [3, 4] , or quantum measurements [5, 6] . Moreover, it is the basis of decoherence theory [7, 8] , which describes the emergence of classical properties on the macroscopic scale and has so far withstood all experimental tests [9, 10] . Recently, incoherent dynamics has also been used as a new lever for controlling open quantum systems [11] [12] [13] [14] [15] [16] [17] .
Our understanding of these effects is limited by the fact that only a handful of the simplest Markovian open problems can be solved analytically, e.g. a two-level system with dephasing or a harmonic oscillator in a zerotemperature bosonic bath [2] . Therefore, one usually has to content oneself with their numerical simulation. In spite of the undeniable power of state-of-the-art numerical algorithms [18] [19] [20] , such treatments can yield only explicit solutions to model systems with specific parameters.
Recently, we showed that highly accurate analytic approximations for Markovian quantum dynamics can be obtained based on a non-perturbative expansion into periods of continuous evolution and discontinuous jumps [21] . Crucially, the convergence of this jump expansion can be enhanced via an adaptive resummation. While being simple enough to be treated analytically, the resulting lowest order terms may describe the open system evolution to per mil accuracy [21] .
In the present article we provide a detailed derivation of the Dyson-like jump expansion. Focusing on the convergence properties of the series under invariant transformations of the associated master equation, we derive its optimally convergent resummation. We also show that simpler suboptimal resummations offer considerable freedom to adapt the jump expansion for specific purposes, e.g. for analytical tractability. The numerical implementation of a set of frequently studied master equations demonstrates that the optimally convergent resummation reliably generates expansions that converge within the lowest two to five orders. This underscores that the expansion has the potential to yield analytic approximations for the dynamics of many different master equations. At the same time, it opens up a new way for the efficient numerical solution of open quantum dynamics, which is in some sense complementary to the quantum trajectory approach. Being applicable to any Markovian system, the resummation method could thus become a versatile addition to the toolbox of open quantum systems.
In Sec. II we first demonstrate how the jump expansion is derived, based on an arbitrary splitting of the Markovian generator. We then parametrize different possible jump expansions and quantify their convergence by means of suitably defined weights of the constituent terms. On this basis, the optimally convergent resummation of the jump expansion is then derived in Sec. III. Since its intricate, adaptive structure is not always favorable for practical applications we also outline a general way to derive simpler suboptimal resummations. After a brief description in Sec. IV of how to numerically implement and assess general Markovian dynamics with the jump expansion, we benchmark the convergence with and without the optimal resummation in Sec. V. This is done in three paradigmatic Markovian open systems: the damped harmonic oscillator, the decoherence of a quantum Brownian particle, and a nonselective measurement with feedback. Finally, we present our conclusions in Sec. VI.
II. THE JUMP EXPANSION

A. The Markovian Master Equation
An open quantum system exhibits Markovian behavior if it is coupled to a memoryless environment, i.e. if the environment correlation time is much smaller than the system time scale. In this case, the system dynamics is generated by a time local superoperator L(t), as described by the master equation ∂ t ρ t = L(t)ρ t . Solutions of the master equation are expressed in terms of the dynamical propagators U(t, 0) which map system states from the initial time t 0 = 0 to time t, i.e.
where T denotes time-ordering. In order for this time evolution to be physical, i.e. completely positive and trace-preserving, the generator L(t) must be of the form [2]
(2) The commutator with the Hermitian operator H induces unitary dynamics just like in closed quantum systems, whereas the second part, involving the so-called jump operators L j , is encountered only in open systems and induces non-unitary dynamics. Please note that, for brevity, a possible time dependence of the master equation is made explicit only in the superoperator L(t) and not in the operators H and L j -a convention followed throughout the rest of the article.
B. Expansion by Decomposing the Generator
Convergent expansions are an invaluable tool for finding good approximations to solutions of differential equations, and they often help to advance our physical intuition. Here, we show how to find a formal expansion of the time evolution ρ t under the master equation ∂ t ρ t = L(t)ρ t into periods of continuous evolution and discontinuous jumps [22] [23] [24] .
To derive the expansion, let us first decompose the generator L(t) into a sum of any two parts
At this point, the decomposition is arbitrary-it will be specified as we proceed. A formal solution of the master equation in terms of this decomposition is given by
as can be verified by taking the time derivative and inserting (4). Here, U 0 (t, 0) is the exponential of L 0 (t), integrated over time, i.e. U 0 (t, 0) = T exp[ L 0 (t )dt ], in analogy to U(t, 0) from Eq. (1). Solving the integral equation (4) iteratively one obtains the formal expansion
and ρ (0) t = U 0 (t, 0)ρ 0 . Writing out the terms explicitly, the expansion starts as
It decomposes the time evolution ρ t into a series of density matrix transformations U 0 and J , in alternating order. While U 0 (t i+1 , t i ) describes continuous propagation within the time intervals [t i , t i+1 ], the interspersed superoperators J represent abrupt transformations of ρ t effecting discontinuous jumps at times t i . The jump times t i , in turn, are distributed over the entire propagation interval [0, t] as indicated by multi-integrals over t i . The expansion terms ρ (n)
t , which we call jump terms in the following, are labelled according to the number of jump super operators J involved. All in all, the expansion (6) is called the jump expansion.
The jump expansion has the characteristic form of a Dyson series if one views U 0 as the unperturbed evolution and J as a perturbation. Its main difference with respect to the Dyson series is the absence of a small parameter. Its convergence properties are therefore doubtful, such that the expansion (6) alone is of little practical use. However, we will see that convergence can be ensured even in the absence of a small parameter by choosing optimal, adaptive decompositions (3) of the generator.
Freedom in the L-Decomposition
So far, the decomposition (3) of the generator L was completely arbitrary. For practical purposes, in particular for studying the convergence of (6) and finding good approximations to ρ t , it is however beneficial to consider those decompositions for which all jump terms ρ (n) t are (unnormalized) physical density matrices.
In oder to characterize these decompositions, note first that the master equation (2) is invariant under the following transformation of the jump operators and of the Hamiltonian
with α = (α 1 , . . . , α N ) ∈ C N . Second, the ρ (n) t are physical density matrices if both the continuous propagators and the jump transformations in the jump expansion (6) are completely positive maps. This requirement is fulfilled by using the generator decomposition
and the resulting continuous propagator
Here, we have introduced the non-hermitian effective Hamiltonian H eff
Note that in Eq. (9) we also decompose the jump superoperator J α into different types of jumps J j,α labelled by the jump index j. A jump of type j is simply performed by applying the jump operator L j from the left and L † j from the right. For this L-decomposition, the jump terms ρ
and ρ
involves the multi-integral over n jump times t 1 , . . . , t n , as in Eq. (6) , and in addition a sum over n jump indeces j 1 , . . . , j n . Inspecting Eqs. (7)- (10), we see that tuples of complex numbers α parametrize those L-decompositions that lead to physical jump terms ρ (n) t . The parametrizations are equivalent in the sense that any choice of α leads to the same solution of the master equation (2) . This freedom to decompose the generator in different, physically equivalent ways will allow us in the following to enhance the convergence of the jump expansion by optimizing α.
III. ADAPTIVE RESUMMATION OF THE JUMP EXPANSION
A. Convergence of the Jump Expansion
One way to characterize the convergence of an expansion is to consider the weights of its constituent terms. In the present case of the jump expansion, it is natural to define the weight of the n-th term as
such that the weights add up to n w n (t) = Tr ρ t = 1. The w n (t) are positive real numbers since the jump terms ρ (n) t in (11) correspond to positive density matrices. The convergence of (6) is optimal if the weights of the lowest order terms are maximal at all times. In the following, this is achieved by optimizing over the implicit α-dependence of w n (t). This optimization problem can be solved by two considerations. First, the fact that exp(L α t) is the identity for t = 0 yields the initial condition w n (0) = δ n,0 . Second, the time evolution of the weights cascades in the sense that the n-th order term gains weight from the (n − 1)-th order, while loosing weight to the (n + 1)-th order. As we will see shortly, this cascading time evolution can be described in terms of a suitably defined positive rate operator Γ α as
t ] are thus positive real numbers describing the absolute rates at which weight is transferred from ρ
. Since the latter involve n and n+1 jump super operators, respectively (cf. Eq. (6)), we call the Tr[Γ α ρ (n) t ] jump rates. The above considerations together imply that the lowest order weights are maximized by minimizing the jump rates at all times.
To see that the weights w n (t) evolve as described by Eq. (13), we take the time derivative of Eq. (5) with a general parametrization α,
where the first term stems from the derivative of the integration limit. Using Eq. (14) in the time derivative of w n (t), we can insert the definitions (9), (10) , to obtain
where we have used the cyclic invariance of the trace. Comparing Eqs. (13) and (15), we see that the rate operator Γ α reads
with the additional splitting of Γ α into the rate operators Γ j,α associated with different jump types.
B. The Jump Record
Before we proceed to minimize the jump rates
t ], we must account for the fact that each ρ (n) t given by Eq. (11) can be further decomposed into a sum over the jump indices j 1 , . . . , j n and a multi-integral over the jump times t 1 , . . . , t n , i.e.
(18) Here, the symbol {R n } serves as an abbreviation of the multi-integral and sum. Each constituent ρ (R n ) t is unambiguously labelled by the jump record
It collects the first n jump labels and jump times and therefore the necessary information to reconstruct one particular realization (18) of the state transformations (continuous evolutions and jumps) which make up the jump expansion. Due to the complete positivity of U α and J j,α , the constituents ρ
are physical density matrices in their own right. We call them recordconditioned branches (see the schematic diagram, Fig. 1 ).
Given the decomposition of the jump terms ρ
In order to minimize Tr[Γ α ρ
] must be minimized separately. Insertion of the definition (7) for L j,α yields for the partial jump rates
where the first term is always positive and the second term can be positive or negative depending on α.
C. The Optimal Adaptive Resummation
We argued that the jump expansion with optimal convergence is found by minimizing all partial jump rates
], the second term of Eq. (21) must be as negative as possible. Denoting byα the optimal choice↵
(Color online) Schematic diagram of the jump expansion and the optimal complex shiftsα: The time evolution from ρ0 to ρt is decomposed into branches that consist of a series of continuous and jump-transformations, Uα(ti+1, ti) and Jj,α, represented by straight lines and branching points, respectively. The branches are distinguished by the times ti and the types j of the involved jump transformations, i.e. by the jump record R n (see exemplary branch R 3 = (2, t1; 1, t2; 2, t3) traced in the picture, with ti and j marked on the time axis on the bottom and inside the arrows at the branch points, respectively). ρt is given by the sum over all possible branches ρ (R n ) t , see Eqs. (17) and (18) . The convergence of this expansion is optimized or, in other words, the number of branches that contribute appreciably to ρt is minimized by adapting the transformations Uα(ti+1, ti) and Jj,α to each specific branch by means of the time-dependent complex shifts α =α(t, R n ), see Eq. (23) and Eqs. (9) and (10) for α, this implies that arg(α *
Using this relation, we can recast Eq. (21) at the optimum as a quadratic expression in |α j |
It is minimal for
. Respecting the above phase requirement, the minimum in (21) is attained for
which depends both on time t and on the jump record R n of the considered branch. The resulting minimal partial jump rate is given by
In the previous section we observed that the jump expansion is composed of different realizations of continu-ous and jump transformations (U α and J j,α ) of the initial state, i.e. different branches (see Eqs. (17) and (18), and the schematic diagram, Fig. 1 ). Equation (23) , in conjunction with Eqs. (9) and (10), now shows that its convergence is optimized by adapting the applied transformations to each specific branch. Specifically, the jump operator L j,α that defines the optimal J j,α acquires a shift, given by its expectation value in the respective branch. After a jump event of type j, the J j,α are therefore different from the J j ,α after a jump event of type j . The optimal shiftsα are hence updated at such branching points depending on the type of jump and on the time when it takes place. After a series of n jumpsα depends on the complete record R n of past jumps. To summarize, while Dyson-like expansions are usually defined in terms of a fixed decomposition of the generator we here consider an expansion in which the decomposition changes from one term to the next. Formally, the transformation of the jump expansion to its optimally convergent form can be considered an adaptive resummation in the above sense that it adapts the Ldecomposition both to time and to each specific branch.
In view of the fact that the jump expansion was derived in analogy to a usual Dyson series in Sec. II, it is not obvious that record conditioned, time dependent decompositions L(t) = Lα (t,R n ) (t) + Jα (t,R n ) (t) generate valid solutions of the master equation. To see that this is indeed the case, we take the time derivative of ρ (n) t just as in Eq. (14) and use Eqs. (17) and (18) to obtain
When combining the second summand of ∂ t ρ (n) t and the first summand of ∂ t ρ (n+1) t we obtain the α-independent generator as prefactor, i.e. L(t) {R n } ρ (R n ) t , so that the sum over the R n -conditioned branches gives ρ (n) t . The sum over all orders then yields the master equation.
Conditions for Vanishing Jump Rates
The jump operators L j,α with the complex shifts α(t, R n ) given by Eq. (23) lead to an optimally convergent jump expansion. Moreover, since the jump rates
] (Eq. (24)) quantifiy how fast higher order terms get populated over time, we can conclude that the smaller the optimal jump rates, the better the convergence of the optimized jump expansion. For nonvanishing jump rates, the number of terms necessary to approximate ρ t with a given accuracy increases with time t. If, however, all jump rates vanish after some time, the weights of the expansion terms remain constant and it is safe to approximate ρ t with a fixed number of terms [25] [26] [27] . The resulting jump rates are then either zero or close to zero, depending on the influence of the Hamiltonian H on the basis states.
D. Suboptimal Resummations
The biggest obstacle to an analytical or numerical assessment of the optimal adaptive jump expansion is the need to evaluate the jump time multi-integrals, see Eq. (11). In particular, the record-dependent complex shiftsα(t, R n ) imply that the jump and the continuous evolution superoperators in the integrand depend on all previous jump times. Hence, for the purpose of deriving analytic approximations [21] or implementing efficient numerical algorithms for open quantum dynamics, it may be advisable to sacrifice some of the convergence of the optimal resummation for a simpler algebraic structure of the integrand.
A simpler, suboptimal resummation can be obtained from the optimal one by disregarding some of the parameters in the jump record R n thatα depends on. We saw that R n labels the branches of the jump expansion unambiguously and that the convergence is optimized by minimizing the jump rates in each branch individually. In contrast, removing some parameters in R n implies that we group different branches and optimize the joint jump rate of all grouped branches.
For example, one can minimize the jump rates Tr[Γ α ρ ], which is equivalent to grouping all branches with the same number n of jumps. After inserting the definitions (16) and (7) for Γ α and L α into Eq. (13), the optimization is carried out in the same way as in the previous section in Eqs. (21)- (23) . As a result, the suboptimal complex shifts read
Another suboptimal resummation is realized by updating the jump operators only after a jump has occurred and leaving them constant until the next jump takes place, i.e.
This eliminates the continuous t-dependence ofα. One may further remove the dependence on the jump times t 1 . . . t n . In this case, the shifts of the jump operators are only conditioned on the jump indices j n = (j 1 , . . . , j n ) of the previous jumps. This has proved particularly useful for deriving analytic approximations for the process of particle-detection and the open LandauZener system [21] . Without knowledge of the jump time intervals we cannot specify the continuous evolution operators U α (t i+1 , t i ) involved in the jump expansion. Hence, we must assume complete ignorance of the state before the first jump ρ t1 ∝ 1. One can, however, use the jump index j 1 to approximate the state after the first jump as ρ t1 ∝ L j1,α 1L † j1,α . We are thus led to update the complex shifts α using ρ t1 in the same way we used ρ (n) t in Eq. (26) . The complex shift after n jumps is then given by
In order to obtain analytically tractable approximations for specific systems (such as in Ref. [21] ), one needs to select the adequate suboptimal resummation carefully. The removal of parameters as outlined above yields simplified jump time integrals, and one must ensure that the resulting convergence properties are still comparable to those of the optimal resummation. The generally very strong convergence of the optimal resummation that we observed, see Sec. V, poses an upper bound for the convergence of any suboptimal resummation. This suggests that one has a considerable margin to find highly convergent, analytically tractable resummations for any Markovian master equation.
E. Relation to Quantum Trajectories
The jump expansion formalism derived above is in some aspects similar to the unraveling of master equations based on quantum trajectories [28] . In particular, jump operators L j that are shifted by their respective trajectory-conditioned expectation values, similar to Eq. (23), were found to generate trajectories with interesting properties [27, 29, 30] . Let us therefore compare the two approaches.
An unraveling of a master equation (2) describes the solutions ρ t as an ensemble average over pure state quantum trajectories |ψ t , whose time evolution is described by a stochastic Schrödinger equation. The jump expansion, in contrast, decomposes ρ t into a sum over constituent mixed states ρ (n) t . They are associated with the terms of a Dyson-like expansion of the deterministic time evolution of ρ t under the master equation.
If we choose to decompose the evolution into more than just two types of transformations (unperturbed evolution and perturbations in case of the usual Dyson series), we can further break down ρ (n) t , at most up to the record-conditioned branches ρ (R n ) t . For pure initial states ρ 0 = |ψ 0 ψ 0 |, the branches remain pure states, ρ
with |ψ (18) . In this case, and for a fixed choice of the complex shifts α, each branch ρ (R n ) t is equivalent to a particular quantum trajectory when normalized with its respective weight ψ
. We can then regard the jump expansion as a sum over pure state quantum trajectories, where each trajectory is weighted with the probability of its occurrence [24] .
The distinctive feature of the jump expansion is the ability to lump together different branches. The resulting terms are then necessarily mixed states, even for an initially pure state. This gives us the freedom to apply general resummations (i.e. reorder and regroup the branches arbitrarily) in order to obtain a new expansion that is, for example, strongly convergent or analytically accessible. For instance, the suboptimal resummations (26) , (27) , and (28) group branches with the same number of jumps or with the same sequence of jump indices by making use of only partial information of the jump record R n . As mentioned above, the conditional update rule (23) requiring complete knowledge of R n has been discussed already in other contexts. The corresponding jump operators were used to map the trajectory to orthogonal subspaces [29] or to minimize the algorithmic information of a fictitious measurement [30] . They were also employed to identify the pointer basis of a given open quantum system [27] . In the present case, the purpose of the operators L j,α with (23) is quite different: They determine an optimally convergent expansion of the open system dynamics ρ t .
IV. NUMERICAL IMPLEMENTATION
Having derived the jump expansion and its resummations, let us spell out an efficient method to implement them numerically. It uses a classical Monte Carlo integration algorithm for the iterative approximation of the n-dimensional integrals ρ (n) t that contribute to the solutions ρ t = n ρ (n) t of the master equation (2) . Since the resummations attribute large weights to the leading order terms, one can assess ρ t term by term in the order of their importance. Having calculated m terms one can also estimate how much the next term could contribute at most to ρ t , since the sum of the weights is always unity. The standard numerical quantum trajectory method [2, 28] , in contrast, approximates ρ t by a single indiscriminate sum of pure states which are weighted with a static, predetermined probability distribution.
The terms ρ (n) t are generated from the initial state ρ 0 by a series of time-dependent transformations, see Eq. (11) . For a given set of jump times t n = (t 1 , . . . , t n ), they take the form
with U α and J α completely specified by Eqs. (9) and (10) and the choice of α (we have α = 0 for the jump expansion without resummation and α =α for the optimal resummation, see Eq. (23)). The n-th order term ρ
is given by the multi-integral over the jump times
which can be viewed as an average over all possible transformations (30) . The method of choice for the numerical approximation of multi-integrals is Monte Carlo integration [31] . It prescribes that the integral of a function f (t n ) over t n can be approximated by the arithmetic mean of V f (t
where t n i represents the i-th sample of jump-times (t 1 , . . . , t n ) drawn from a uniform distribution, and V is the n-dimensional volume of integration. Generally, the performance of the Monte Carlo estimate, i.e. its convergence with increasing N , is best for functions whose absolute value does not vary appreciably over V . If this is not the case, the performance can be improved by importance sampling [31] , i.e. drawing the jump time sample t n i from a suitable probability density P (t n ) and weighing each realization f (t n i ) correspondingly,
The performance of the Monte Carlo estimate is ideal for P (t n ) ∝ |f (t n )|. Translating the algorithm into the language of density matrices, we substitute f with the integrand ρ
].
Compare this to the standard quantum trajectory method [2, 28] , which is similarly based on the norm of the state: There one generally propagates the initial (pure) state with H eff from time 0 to t in small steps ∆t, such that the probability for a jump is based on the norm decay of the state at that instant. This implies that one needs to calculate a (time-local) jump probability after each step. In the present Monte Carlo integration method, in contrast, the t n i are drawn from a preexisting (global) jump time distribution P (t n ) and ρ 0 is propagated with the thereby determined series of transformations in one step.
For simplicity, we here choose to draw all jump times t 1 , . . . , t n independently, and from a single probability distribution p(t). Subsequently, we sort them in the required ascending order, 0 < t 1 < . . . t n < t, such that we have n! possibilities to draw the same sequence t n of jump times. The joint probability density P (t n ) is therefore given by
This simple choice for P (t n ) is already sufficient to study the convergence properties of the jump expansion for the open quantum problems discussed below. In particular, it leads to an ideal performance for the harmonic oscillator at T = 0, for collisional decoherence, and for the continuous measurement in case of α = 0 (see Sec. V). However, Eq. (34) does not guarantee ideal performance in general. Since calculating the ideal global jump time distribution
] explicitly may be numerically expensive, one idea to improve the performance of the Monte Carlo integration method for general master equations is as follows. One can approximate the ideal P (t n ) successively by making an initial guess such as P (t n ) ≈ const. and then update P (t n ) with the value
] obtained in each iteration of the integration method. Another interesting question, which is beyond the scope of the present article, is how the performance of the above Monte Carlo estimate of ρ t compares to that of quantum trajectory methods. While for quantum trajectory methods the (possibly complicated) calculation of P (t n ) is not an issue, the possibility to propagate the initial state in a single step may well favor the classical Monte Carlo integration method.
V. CASE STUDIES
As testbeds for the described numerical scheme and to asses the convergence of the adaptive jump expansion, we consider three exemplary Markovian open quantum problems in the following: (i) the damped harmonic oscillator, (ii) spatial decoherence of a particle, and (iii) a continuous quantum measurement with feedback. All three have been studied intensively over the past decades [2, 5, 8, [24] [25] [26] [27] [32] [33] [34] [35] [36] [37] , and were found to display many different facets of Markovian quantum dynamics such as decoherence, dissipation, thermalization, and pointer states. Moreover, these examples involve both discrete and continuous Hilbert spaces and feature finite and continuous sets of Hermitian or non-Hermitian jump operators. Benchmarking the optimal resummation in these case studies can hence be taken as an indication of its wide applicability.
We will see that the optimal resummation generally converges within the lowest two to five orders. A comparison with the convergence properties without resummation (i.e. for α = 0) conveys an idea of the performance gain achieved by the resummation. The jump expansion with α = 0 converges only within the lowest 20 to 80 orders depending on the considered model system, with one notable exception discussed below. These results were obtained for specific, physically motivated parameters.
To compare the performance of the optimal resummation to the jump expansion without resummation, we calculate the fidelity between the numerically exact solution of the master equation ρ τ and its expansion up to k-th order. We will choose the time τ of comparison to be around the intrinsic incoherent time scale of the master equation. The jump expansion is calculated using the classical Monte Carlo integration described in Sec. IV, while the numerically exact The fidelity
quantifies the distinguishability of two density matrices σ and ρ. It ranges between zero and unity and is maximal for σ = ρ. The fidelity between ρ τ and the expansion up to k-th order reads
with
τ . For a highly convergent expansion we expect that already the lowest order terms are very close to the true ρ τ , such that F k rapidly reaches values close to unity. In contrast, the lowest orders of an expansion with poor convergence differ appreciably from the true ρ τ , such that F k should increase more slowly with k. F k is therefore a good measure of the convergence of the considered expansion. of the initial expansion coefficients. The full evolution reads
where the decay of the coherences is governed by
For small times t γ −1 one therefore obtains an exponential decay on the decoherence time scale τ dec = 2/(γ|β 1 (0) − β 2 (0)| 2 ), which is much shorter than τ dis if β 1 (0) and β 2 (0) are distinguishable.
After about the decoherence time τ dec we expect that each record conditioned branch of the optimally convergent jump expansion is close to an eigenstate of the jump operator a. In Sec. III C we saw that the jump rates vanish for eigenstates of the jump operators, which indicates that the optimized jump expansion converges on the time scale τ dec . The jump expansion without resummation, in contrast, is expected to converge on the much longer time scale τ dis on which the steady state is reached, therefore admitting a much higher number of jumps.
Indeed, in Fig. 2 (b) we see that the difference of convergence between the optimal resummation and the jump expansion without resummation is even more pronounced than for the finite temperature case (Fig. 2 (a) ): while the former converges within k ≈ 3 orders (solid purple line), the latter needs k ≈ 30 order to reach comparable values of F k (dashed blue line). We use ω/γ = 2 as before, and τ = 2τ dis . Initially, the system is in a balanced superposition of two coherent states β 1 (0) = 0 and β 2 (0) = 6. A peculiar feature of this initial state is that F k is never below 0.5 both for the optimalα and for α = 0. 41), for the optimal resummatioñ α (purple solid line) and without resummation, α = 0 (blue dashed line). In (a) we plot the fidelity F k analogous to Fig. 2 , whereas (b) shows the cumulative sum of the weights of the expansion terms up to k-th order, W k = w0(t) + . . . + w k (t). The comparison of (a) and (b) shows that a rapid increase of the fidelity even for α = 0 does not imply a strong convergence of the jump expansion. It is rather a special feature of collisional decoherence (compare to F k for different exemplary master equations, Fig. 2) .
B. Spatial Decoherence
Pure Diffusion
The quantum Brownian motion of a freely moving particle can be described by coupling it linearly to a thermal bath of harmonic oscillators (see previous example) [33] . The diffusive and high-temperature limit of this so-called Caldeira-Legget model is governed by the master equation [34] :
Here Λ th = 2π 2 /mk B T is the thermal de Broglie wavelength of the Brownian particle. Equation (40) describes spatial decoherence of the particle on a timescale proportional to 1/γ, but does not include frictional dissipation. Due to the absence of dissipation, Eq. (40) has no fixed point. Figure 2 (c) confirms the strong convergence gain of the optimal resummation, already observed in the damped harmonic oscillator, for spatial decoherence. Again, the optimal resummation converges after a few orders, here around k ≈ 5, whereas the jump expansion without resummation requires around k ≈ 80 orders to attain comparable values of F k (not shown on the scale of the plot). Here we used /8πmγ = 15Λ 2 th in Eq. (40) and set γτ = 1/3. The initial state is taken to be a Gaussian wave packet centered at x 0 = 0 with width σ x = 3Λ th and mean wave number k 0 = 2/Λ th .
Collisional Decoherence
A different approach to the decoherence of a Brownian particle, called collisional decoherence [24, 34, 35, 37] , has been confirmed in molecular matter wave interference experiments [36, 38] . It describes the interaction of the particle with its environment as a number of separate, uncorrelated collision events. In the limit of a large mass ratio, elastic collisions lead to momentum kicks L q = exp[iqx/ ] that leave the particle position unaffected [4] . The master equation, giving again rise to dissipationless dynamics, reads
(41) Here, γ is the collision rate of particle and background gas and G(q) is the normalized momentum transfer distribution. Both can be related to microscopic quantities of the environment gas [35, 37] ; we take G(q) to be a Gaussian of width σ G , centered around q = 0.
In Fig. 3 (a) we plot the fidelity F k at time γτ = 20 for 2m γ = 4σ 2 G and an initial Gaussian wave packet centered at x 0 = 0 with σ x = 3 /σ G . As in the previous examples, the optimal resummation converges rapidly within the lowest k ≈ 4 orders (solid purple line). The difference here is that also for α = 0 the fidelity shows a rapid increase at small k (dashed blue line). While one still needs around k ≈ 13 orders to reach a fidelity of 0.95, we observe that already the lowest orders yield a fairly good estimate for ρ τ . Therefore, we also plot the cumulative weight distribution W k = w 0 (τ ) + . . . + w k (τ ) in Fig. 3 (b) . Note here that the weights w k (τ ) are not only the actual subject of optimization by the resummation, they are also the only available criterium to estimate whether the jump expansion of an unknown state ρ τ has converged. Figure 3 (b) shows that the lowest order weights are strongly suppressed for α = 0 and that the convergence for the optimalα is clearly superior. The unexpectedly rapid increase of F k with k despite a rather slow convergence of the expansion seems to be a special feature of collisional decoherence, Eq. (41). It was not observed in the other exemplary master equations, see Fig. 2 . It underscores that a rapid increase of fidelity does not imply a strong convergence of the jump expansion.
C. Continuous, Nonselective Measurements one might also optimize the jump expansion for rather different purposes, such as incoherent control tasks [40] .
Moreover, we showed that the jump rates (or entropy production rates) are minimized for the optimal resummation. This minimality is a defining property of the so-called pointer states [7] , i.e. the basis states distinguished by the open quantum dynamics. In accord with empirical observations, we showed that the jump rates in the optimal resummation are particularly low or can even vanish altogether if the jump operators define a preferred (pointer) basis. In view of the fact that the pointer states of most realistic open systems exhibit small but non-vanishing jump rates, the mixed state terms of the resummed jump expansion may reveal new aspects about the quantum-to-classical transition not captured by current methods based on pure state quantum trajectories [26, 27] .
In the second part, the optimally resummed jump expansion was implemented numerically for a number of well-known master equations. We discussed how to compute the jump terms straightforwardly by means of classical Monte Carlo integration with importance sampling, and we found convergence within the lowest orders, irrespective of the formal differences of the studied master equations (single vs. continuous set of jump operators, Hermitian vs. non-Hermitian jump operators, finite vs. infinite dimensional Hilbert space).
The fact that high convergence was observed in all cases underscores that the resummation method has the potential to yield analytic approximations for a wide class of open quantum problems, extending beyond the examples discussed in Ref. [21] . It also implies a viable method for the efficient numerical simulation of master equations, which works by maximally biasing the weights of the constituent terms and then computing them successively, starting from the most important one. It thus complements the standard quantum trajectory approach, which approximates the overall mixed state by a single indiscriminate sum of pure states.
Since the method advances our abilities on both the analytical and the numerical side, it may well become a versatile tool for the study of Markovian open systems. Offering a new perspective on the fundamental difference between quantum and classical dynamics, it may lead to analytical models of open dynamics which are relevant for tasks such as incoherent quantum control.
