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Abstract
Distributionally Robust Optimization (DRO) has
enabled to prove the equivalence between ro-
bustness and regularization in classification and
regression, thus providing an analytical reason
why regularization generalizes well in statistical
learning. Although DRO’s extension to sequen-
tial decision-making overcomes external uncer-
tainty through the robust Markov Decision Pro-
cess (MDP) setting, the resulting formulation is
hard to solve, especially on large domains. On
the other hand, existing regularization methods
in reinforcement learning (RL) only address in-
ternal uncertainty due to stochasticity. Our study
aims to facilitate robust RL by establishing a
dual relation between robust MDPs and regular-
ization. We introduce Wasserstein distribution-
ally robust MDPs and prove that they hold out-of-
sample performance guarantees. We also define a
new regularizer on empirical value functions and
show that it lower bounds the Wasserstein distri-
butionally robust value function. Then, we ex-
tend the result to linear value function approxima-
tion for large state spaces. Our approach provides
an alternative formulation of robustness with
guaranteed finite-sample performance. More-
over, it suggests using our regularizer as a prac-
tical tool for dealing with external uncertainty in
RL.
1. Introduction
Markov Decision Processes (MDPs) originated from the
seminal works of Bellman (1957) and Howard (1960) to
model sequential decision-making problems and provide
a theoretical basis for RL methods. Real-world applica-
tions which include healthcare and marketing, for exam-
ple, give rise to several challenging issues. Firstly, the
model parameters are generally unknown but rather es-
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timated through historical data. This may lead the per-
formance of a learned strategy to significantly degrade
when deployed (Mannor et al., 2007). Secondly, experi-
mentation can be expensive or time-consuming which con-
strains policy evaluation and improvement to perform with
limited data (Lange et al., 2012). Lastly, when the state-
space is large, the value function is commonly approxi-
mated by a parametric function, which results in additional
uncertainty regarding the efficiency of a learned policy
(Farahmand et al., 2009; Farahmand, 2011).
This phenomenon is reminiscent of over-fitting in statis-
tical learning that can be interpreted as the following
single-stage decision-making problem (Zhang et al., 2018).
Consider a training set of random input-output vectors
(x̂i, ŷi)
n
i=1 generated by a fixed distribution and assume
one wants to find a parameter θ ∈ Θ that minimizes
the expected loss function ℓθ with respect to (w.r.t.) the
generating distribution. In general, the true distribution
is unknown and hard to estimate accurately. A classical
method to overcome this is to minimize the empirical risk:
minθ∈Θ
1
n
∑n
i=1 ℓθ(x̂i, ŷi), but this often yields solutions
that perform poorly on out-of-sample data (Friedman et al.,
2001).
Several methods ensure better generalization to new, un-
seen data (test set) while performing well on available
data (training set). These may be categorized into two
main approaches. The first one regularizes the empir-
ical risk and optimizes the resulting objective (Vapnik,
2013). Another approach robustifies the objective function
by introducing ambiguity w.r.t. the empirical distribution
(Kuhn et al., 2019). The resulting problem can be formu-
lated as (DRO) : minθ∈Θ supQ∈M(P̂n) E(x,y)∼Q[ℓθ(x, y)],
where P̂n is the empirical distribution w.r.t. the sample
set and M(P̂n) is an ambiguity set of probability dis-
tributions consistent with the dataset. Such ambiguity
sets can be based on specified properties such as moment
constraints (Delage & Ye, 2010; Bertsimas et al., 2018;
Wiesemann et al., 2014), or on a given divergence from the
empirical distribution (Hu & Hong, 2013; Ben-Tal et al.,
2013; Erdog˘an & Iyengar, 2006; Esfahani & Kuhn, 2017).
The resulting problem can be solved using Distributionally
Robust Optimization (DRO).
Wasserstein distance-based ambiguity sets are of par-
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ticular interest in DRO theory, as they display in-
teresting ramifications in main statistical learning
problems. More precisely, the specific problem
(DRO) is equivalent to regularization for fundamental
learning tasks such as classification (Xu et al., 2009;
Shafieezadeh-Abadeh et al., 2015; Blanchet et al., 2016),
regression (Shafieezadeh-Abadeh et al., 2017) and maxi-
mum likelihood estimation (Kuhn et al., 2019). However,
equivalence between robustness and regularizaion has only
been studied on single-stage decision problems.
Regularization techniques are widely used in RL to
mitigate uncertainty in value function approximation
(Farahmand et al., 2009) or to derive improved versions of
policy optimization methods (Shani et al., 2019). Although
regularized policy learning helps to derive risk-sensitive
strategies that satisfy safety criteria (Ruszczyn´ski, 2010;
Tamar et al., 2015), existing connections between regular-
ization in RL and robustness are still weak: Prior regular-
ization methods address the internal uncertainty i. e., the
inherent stochasticity of the dynamical system, without ac-
counting for the external uncertainty of the MDP i. e., tran-
sition and reward functions. Although robust MDPs pro-
vide a convenient framework for dealing with external un-
certainty and enabling better generalization in sequential
decision-making (Iyengar, 2005; Nilim & El Ghaoui, 2005;
Xu & Mannor, 2010; Yu & Xu, 2015), solving them re-
mains challenging even on small domains, mainly because
it is hard to construct an uncertainty set that yields a robust
policy without being too conservative (Petrik & Russell,
2019).
Our study aims to facilitate robust RL by addressing a new
regularization perspective on sequential decision-making
settings. In Sec. 2, we recall the MDP framework and de-
scribe its robust and distributionally robust formulations. In
Sec. 2.4, we introduce Wasserstein distributionally robust
MDPs as an analytical tool to establish a connection be-
tween robustness and regularization. We address our main
result in Sec. 3: In Thm. 3.1, we devise the first dual
relation between robustness to model uncertainty and regu-
larized value functions. An extension to linear function ap-
proximation is addressed and formally stated in Thm. 3.2.
Finally, we establish out-of-sample guarantees for Wasser-
stein distributionally robust MDPs, thus demonstrating the
fact that our regularization method enables better general-
ization to unseen data. All proofs can be found in the Ap-
pendix.
Related Work. Regularization in statistical learning pre-
cedes its robust formulations. Indeed, a robust optimization
interpretation has first been suggested by Xu et al. (2009)
for support vector machines, long after the regularization
methods of Vapnik (2013). Then, advancing research on
data-driven DRO has enabled to establish equivalence be-
tween robustness and regularization in a wider range of
statistical learning problems (Shafieezadeh-Abadeh et al.,
2015; 2017; Blanchet et al., 2016; Kuhn et al., 2019). Dif-
ferently, in RL, RMDPs date back to 2005 with the con-
current works (Iyengar, 2005; Nilim & El Ghaoui, 2005)
and their extension to DRMDPs (Xu & Mannor, 2010;
Yu & Xu, 2015; Yang, 2017; 2018; Chen et al., 2019),
while to our knowledge, our study suggests the first con-
nection between regularization and robustness to parameter
uncertainty in RL.
Moreover, distributional RL as in (Bellemare et al., 2017)
differs from our approach. There, an optimal policy is
learned through the internal distribution of the cumula-
tive reward while we study its worst-case expectation to
account for the external uncertainty of the MDP parame-
ters. Also, Bellemare et al. (2017) consider a different met-
ric, namely a minimum of Wasserstein distances over the
state-action space. Such a metric is problematic in our set-
ting, as it can falter the rectangularity assumption (see Sec.
2.2-2.3).
Notation. M(E) denotes the set of distributions over a
Borel set E . For all n ∈ N, we define [n] := {1, · · · , n}.
2. From MDPs to distributionally robust
MDPs
This section provides the theoretical background used
throughout this study: It describes the MDP setting and its
generalization to robust and distributionally robust MDPs.
2.1. Markov Decision Process
A Markov Decision Process (MDP) is a tuple 〈S,A, r, p〉
with finite state and action spaces S and A respectively,
such that r : S ×A → R is a deterministic reward func-
tion bounded by Rmax and p : S → M(S)
|A| denotes the
transition model i. e., for all s ∈ S, the elements of ps :=
(p(·|s, a1), · · · , p(·|s, a|A|)) ∈ M(S)
|A| ⊂ R|S|×|A| are
listed in such a way that transition probabilities of the
same action are arranged in the same block. At step t, the
agent is in state st, chooses action at according to a policy
π : S → A and gets a reward r(st, at). It is then brought
to state st+1 with probability p(st+1|st, at).
The agent’s goal is to maximize the following value func-
tion over the set of policies Π for all s ∈ S: vπp (s) =
E
π
p
[∑∞
t=0 γ
tr(st, at)
∣∣∣∣ s0 = s], where γ ∈ [0, 1) is a dis-
count factor and the expectation is conditioned on transi-
tion model p, policy π and initial state s. It can be effi-
ciently computed thanks to the Bellman operator contrac-
tion, which admits vπp as a unique fixed point (Puterman,
2014).
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2.2. Robust Markov Decision Process
A robust MDP 〈S,A, r,P〉 is an MDP with uncertain
transition model p ∈ P . We assume that the uncer-
tainty set P is (s, a)-rectangular, i. e., P =
⊗
s∈S Ps =⊗
s∈S,a∈A Ps,a, where for all s ∈ S , Ps is a set of transi-
tion matrices ps ∈ Ps (Wiesemann et al., 2013). Accord-
ingly, for all s, s′ ∈ S and a ∈ A, the probability of getting
from state s to state s′ after applying action a is given by
any ps ∈ Ps. Moreover, we assume that P is closed, con-
vex and compact.
The robust value function under any policy π is the worst-
case performance: vπP(s) = infp∈P v
π
p (s), ∀s ∈ S, and
a policy is robust optimal whenever it solves the max-min
problem maxπ∈Πminp∈P v
π
p . Thanks to the rectangular-
ity assumption, one can show that vπP is the unique fixed
point of a contracting robust Bellman operator (Iyengar,
2005; Nilim & El Ghaoui, 2005), and a robust MDP can
be solved efficiently using robust dynamic programming.
2.3. Distributionally Robust Markov Decision Process
In a Distributionally Robust Markov Decision Process
(DRMDP) 〈S,A, r,P ,M〉, the transition model is also
unknown but instead, it is a random variable supported
on P and obeying a distribution µ ∈ M ⊆ M(P)
(Xu & Mannor, 2010; Yu & Xu, 2015). Here, the class of
probability distributionsM is the ambiguity set and each of
them is supported on the uncertainty set P . We assume that
P andM are rectangular, so that any µ ∈ M is a product
of independent measures µs over Ps.
Given any policy π, the distributionally robust value func-
tion is the worst-case expectation over the ambiguity set,
i. e., ∀s ∈ S, vπM(s) = infµ∈M Ep∼µ[v
π
p (s)], and a dis-
tributionally robust optimal policy π∗M satisfies π
∗
M ∈
argmaxπ∈Π v
π
M. Although the DRMDP setting can be
very general, the ambiguity set must satisfy specific prop-
erties for the solution to be tractable (Xu & Mannor, 2010;
Yu & Xu, 2015; Chen et al., 2019). In the following, we
shall introduce DRMDPs with Wasserstein distance-based
ambiguity sets that yield a solvable reformulation. This
will enable us to connect robust MDPs with regulariza-
tion in Sec. 3, and to establish out-of-sample guarantees
in Sec. 4.
2.4. Wasserstein Distributionally Robust Markov
Decision Process
The Wasserstein metric arises from the theory of optimal
transport and measures the optimal transport cost between
two probability measures (Villani, 2008). It can be viewed
as the minimal cost required for turning a pile of sand
into another, with the cost function being the amount of
sand times its distance to destination. More formally, for
any s ∈ S, let ‖·‖ be a norm on the uncertainty set
Ps ⊆ M(S)
|A|. We define the Wasserstein distance over
distributions supported on Ps as follows.
Definition 2.1. The 1-Wasserstein distance between two
probability measures µs, νs ∈ M(Ps) is:
d(µs, νs) := min
γ∈Γ(µs,νs)
{∫
Ps×Ps
‖ps − p
′
s‖γ(dps, dp
′
s)
}
,
where Γ(µs, νs) is the set of distributions over Ps×Ps
with marginals µs and νs.
Given µˆs ∈ M(Ps), we can define the Wasserstein ball of
radius αs centered at µˆs as:
Mαs(µˆs) := {νs ∈M(Ps) : d(µˆs, νs) ≤ αs},
which leads us to introduce Wasserstein DRMDPs. In that
setting, the construction of a contracting Wasserstein dis-
tributionally robust Bellman operator enables to use stan-
dard planning algorithms for finding an optimal policy
(Chen et al., 2019).
Definition 2.2. A Wasserstein DRMDP (WDRMDP) is a
tuple 〈S,A, r,P,Mα(µˆ)〉 withMα(µˆ) =
⊗
s∈S Mαs(µˆs)
such that ps ∈ Ps is unknown for all s ∈ S. Instead, it is a
random variable of distribution µs ∈Mαs(µˆs).
3. Regularization and Wasserstein DRMDPs
This section addresses the core contributions of our study.
We first define the empirical value function as an MDP
counterpart of the empirical risk defined in Sec. 1. Then,
we introduce a regularization method whose connection
with robustness is detailed in Sec. 3.2.
3.1. Empirical Value Function and Distribution
In our setting, we take the empirical distribution as the cen-
ter of the Wasserstein ball ambiguity set. We estimate it
based on historical observations, as described below.
Tabular State-Space. Given n episodes of respective
lengths (Ti)i∈[n] we estimate the transition model through
visit counts as: p̂i(s
′|s, a) := ni(s,a,s
′)∑
s′′∈S ni(s,a,s
′′) , where
s, s′ ∈ S, a ∈ A, i ∈ [n] and ni(s, a, s
′) is the number
of transitions (s, a, s′) occurred during episode i.
Large State-Space. If the state space is too large to be
stored in a table, we use kernel averages to approximate
the empirical transition function (Lim & Autef, 2019). For
all action a ∈ A, define a kernel ψa : S ×S → R+. Then,
we define the empirical transition function for all s, s′ ∈ S
as:
p̂i(s
′|s, a) :=
ψa(s, s
′)ni(s, a, s
′)∑
s′′∈S ψa(s, s
′′)ni(s, a, s′′)
, ∀i ∈ [n].
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In both tabular and large state-spaces, a model estimate p̂i
can be deduced from each episode, which yields an em-
pirical value function vπpˆi for any policy π ∈ Π. Then,
the empirical distribution over transition functions is de-
fined as µ̂n :=
⊗
(s,a)∈S ×A µ̂
n
s,a where for all (s, a) ∈
S ×A, µ̂ns,a :=
1
n
∑n
i=1 δpˆi(·|s,a) and δpˆi(·|s,a) is a Dirac
distribution with full mass on pˆi(·|s, a). Setting δi :=⊗
(s,a)∈S ×A δpˆi(·|s,a), the empirical distribution µˆn can
further be written as µˆn =
1
n
∑n
i=1 δi, which defines the
center of our Wasserstein ball ambiguity set and enables to
construct the WDRMDP 〈S,A, r,Mα(µˆn)〉.
3.2. Robustification via Regularization
We now hold the tools for establishing our main result,
which we prove for tabular and large state-spaces.
Theorem 3.1 (Tabular Case). Let the WDRMDP
〈S,A, r,Mα(µˆn)〉 as defined above and Lγ,β,Rmax :=
βγRmax
(1−γ)2 where β ≥ 0. Then, for all π ∈ Π, s ∈ S, we
have: vπ
Mα(µˆn)
(s) ≥ 1n
n∑
i=1
vπpˆi(s) − κ
π
sα, where κ
π
s ≥ 0
depends on π and s while satisfying κπs ≤ Lγ,β,Rmax .
From the above theorem we obtain that
1
n
n∑
i=1
vπpˆi(s) ≥ v
π
Mα(µˆn)
(s) ≥ 1n
n∑
i=1
vπpˆi(s)− Lγ,β,Rmaxα.
In particular, the regularized value function
1
n
∑n
i=1 v
π
pˆi
(s) − Lγ,β,Rmaxα is guaranteed to be dis-
tributionally robust w.r.t. the Wasserstein ball Mα(µˆn)
centered at the empirical distribution. This is of particular
use for RL methods, as it enables to ensure better gen-
eralization without resorting the additional computations
that DRMDPs require. As a matter of fact, standard
value iteration can be performed to learn vπpˆi(s) for all
i ∈ [n] and subtracting Lγ,β,Rmaxα to the resulting average
ensures distributional robustness w.r.t. the ambiguity set
Mα(µˆn).
When the state-space is large, one generally approximates
the value function using feature vectors. Specifically, de-
fine as Φ(·) ∈ Rm a feature vector function such that for
all p ∈ P we have vπp (s) ≈ Φ(s)
⊤wp and assume all fea-
ture vectors are linearly independent. Under standard con-
ditions, Thm. 3.1 generalizes to large scale MDPs using
this linear value function approximation.
Theorem 3.2 (Linear Approximation Case). Let the
WDRMDP 〈S,A, r,Mα(µˆn)〉. Then, for all π ∈ Π, s ∈
S :
inf
µ∈Mα(µ̂n)
Ep∼µ[Φ(s)
⊤wp] ≥
1
n
n∑
i=1
Φ(s)⊤wp̂i −η
π
sα,
where ηπs ≥ 0 depends on s and π.
4. Out-of-Sample Performance Guarantees
Assume that at each episode, a transition model p has
been generated by some unknown distribution µ. A poten-
tial defect of non-robust MDP formulations is that optimal
policies may perform poorly once deployed on new data.
This section gives out-of-sample performance guarantees
in WDRMDPs with carefully determined Wasserstein-ball
radii.
From a statistical learning viewpoint, transition model es-
timates can be seen as a training set P̂n := (p̂i)1≤i≤n
following a distribution µn supported on Pn. To avoid
cluttered notation, we shall denote by πˆ∗ := π∗
Mα(µˆn)
an optimal policy for the WDRMDP induced by the train-
ing set and vˆ∗ := vπˆ
∗
Mα(µˆn)
the optimal distributionally
robust value function. Then, the out-of-sample perfor-
mance of πˆ∗ is given by Ep∼µ[v
πˆ∗
p (s)]. Defining the event
A :=
{
p̂ | Ep∼µ[v
πˆ∗
p (s)] ≥ v
πˆ∗
Mα(µˆn)
(s), ∀s ∈ S
}
with
vπˆ
∗
Mα(n,ǫ)(µ̂n)
(s) representing the certificate of the out-of-
sample performance, Thm. 4.1 establishes that πˆ∗ satisfies
µn (A) ≥ 1 − ǫ, where ǫ ∈ (0, 1) is a confidence level
(Fournier & Guillin, 2015). This bound is the best we can
hope for, as the true generating distribution µ is unknown.
Theorem 4.1 (Finite-sample Guarantee). Let ǫ ∈
(0, 1),m := |S| × |A| and 〈S,A, r,Mα(n,ǫ)(µ̂n)〉 a WDR-
MDP. Denote by vˆ∗ and πˆ∗ its optimal value and policy,
respectively. If the radius of the Wasserstein ball at s ∈ S
satisfies
αs(ns, ǫ) :=
 c0
(
1
nsc2
log
(c1
ǫ
))1/(m∨2)
if ns ≥ C
ǫ
m
c0 otherwise
with Cǫm =
1
c2
log
(
c1
ǫ
)
and ns =∑
i∈[n],a∈A,s′∈S ni(s, a, s
′), then µn (A) ≥ 1 − ǫ,
where c0, c1, c2 ∈ R
+ only depend onm 6= 21.
In the above theorem, c0 corresponds to the diameter of
the whole space M(Ps). Therefore, if the sample size
is smaller than Cǫm, then the WDRMDP as defined in
Thm. 4.1 becomes a robust MDP of uncertainty set Ps. Ad-
ditionally, since the radius αs(ns, ǫ) tends to 0 as ns goes
to infinity, the solution becomes less conservative as the
sample size increases. Thm. 4.1 extends Yang (2018)[Thm.
3] to MDPs and ensures that with high probability, the dis-
tributionally robust optimal policy cannot yield lower value
than the certificate performance vπˆ
∗
Mα(µˆn)
(s) deduced from
the training set. As a result, the regularized value function
a fortiori satisfies this performance guarantee.
1A comparable conclusion can be established for m = 2, but
we omit it due to its limited interest.
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5. Discussion
Our study facilitates robust RL by establishing regularized
value function as a lower-bound of a distributionally ro-
bust value. Future work should analyze the tightness and
the asymptotic consistency of our approach with increas-
ing sample size. Other compelling directions include the
extension of our results to non-linear function approxima-
tion and deep architectures (Levine et al., 2017). It would
also be interesting to consider extensions of our regularized
formulation to policy optimization, and build a connection
with regularized policy search.
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A. Preliminaries on Convex Analysis
For completeness, this section provides the theoretical background used throughout the proofs. We first recall some def-
initions and fundamental results of convex analysis. This preliminary study will play a crucial role in our regularization
method.
Consider a convex Euclidean space X equipped with a scalar product 〈·, ·〉. Given a norm ‖·‖ over X , the dual norm
is defined through ‖·‖∗ = sup‖x‖≤1〈·, x〉. Further denote by R = [−∞,+∞] the extended reals and U : X → R an
extended real-valued function overX . We then define the following.
Definition A.1. (a) Proper Function. We say that U is proper if U > −∞ and there exists x ∈ X such thatU(x) < +∞.
(b) Closed Function. We say that U is a closed function if its epigraph epi(U) := {(x, c) ∈ X×R|U(x) ≤ c} is a closed
subset of X × R.
Convex Closure. The convex closure c˘l(U) of U is the greatest closed and convex function upper-bounded by U i. e., if Uc
is a closed and convex function that satisfies Uc ≤ U , then Uc ≤ c˘l(U).
In other words, a function is proper if and only if its epigraph is nonempty and does not contain a vertical line. Moreover,
when dealing with a non-convex function, we may work with its convex closure instead, in order to apply standard results
from convex analysis. In particular, if the convex closure of a function is proper, then it coincides with its double conjugate,
as we detail below.
Definition A.2 (Conjugate Function). The Legendre-Fenchel transform (or conjugate function) of U is the mapping
U∗ : X → R defined by
U∗(y) := sup
x∈X
〈y, x〉 − U(x),
Denoting byX∗ := {y : X → R|y is linear} the dual space ofX , we further define the conjugate function of U∗ as
U∗∗(x) := sup
y∈X∗
〈y, x〉 − U∗(y),
which is also the double conjugate of U .
Regardless of the initial functionU , its conjugateU∗ is convex and closed but not necessarily proper. In fact, if U is convex,
thenU∗ is proper if and only if U is, as stated in the fundamental theorem below (see Bertsekas (2009); Barbu & Precupanu
(2012) for a proof).
Theorem A.1 (Conjugacy Theorem). The following holds:
(a) U ≥ U∗∗
(b) If U is convex and closed, then U is proper if and only if U∗ is.
(c) If U is closed, proper and convex, then U = U∗∗.
(d) The conjugates of U and c˘l(U) are equal.
Additionally to this standard theorem, we will be using the following result.
Proposition A.1. If X is compact and U is a proper closed function overX , then its convex closure c˘l(U) is also proper.
Proof. We apply the Weierstrass theorem (Barbu & Precupanu, 2012)[Thm. 2.8.]: Since U is closed on X compact, it
takes a minimal value on X . Therefore, there exists x0 ∈ X such that infx∈X U(x) = U(x0). Moreover, we have
infx∈X c˘l(U)(x) = infx∈X U(x), so infx∈X c˘l(U)(x) = U(x0). It follows that c˘l(U) > −∞. On the other hand, since
U is proper, there exists x ∈ X such that U(x) < +∞. By definition of the convex closure, c˘l(U)(x) ≤ U(x) so c˘l(U) is
proper.
B. Regularization and Wasserstein DRMDPs
B.1. Proof of Theorem 3.1
We first establish the following lemma.
Lemma B.1. For all policy π ∈ Π and state s ∈ S define the mapping uπs : P → R as p 7→ v
π
p (s). Then, the following
holds:
(i) uπs is proper.
(ii) If P is closed, then uπs is continuous and thus, it is a closed function.
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Proof. Claim (i). By assumption, the reward function is bounded by Rmax, so we have∣∣vπp (s)∣∣ =
∣∣∣∣∣Eπp
[
∞∑
t=0
γtr(st, at)|s0 = s
]∣∣∣∣∣ ≤
∞∑
t=0
γtRmax =
Rmax
1− γ
,
and uπs is proper.
Claim (ii). Denote by (pn)n≥1 a sequence that converges to p. Since P is closed, p ∈ P and u
π
s (p) is well
defined. Moreover, uπs (p) = v
π
p (s). For all n ≥ 1 we introduce the Bellman operator T
π
pn w.r.t. transition
pn:
T πpnv(s) = r(s, π(s)) + γ
∑
s′∈S
pn(s, π(s), s
′)v(s′),
and T πp the Bellman operator w.r.t. transition p:
T πp v(s) = r(s, π(s)) + γ
∑
s′∈S
p(s, π(s), s′)v(s′).
Then, we have
lim
n→∞
T πpnv(s) = r(s, π(s)) + γ limn→∞
∑
s′∈S
pn(s, π(s), s
′)v(s′)
(a)
= r(s, π(s)) + γ
∑
s′∈S
lim
n→∞
pn(s, π(s), s
′)v(s′)
= r(s, π(s)) + γ
∑
s′∈S
p(s, π(s), s′)v(s′)
= T πp v(s),
where equality (a) holds since S and A are finite sets. Remark that here, we established the continuity of
the Bellman operator with respect to the transition function.
As a result, for all ǫ > 0, there exists nǫ such that for all n ≥ nǫ we have |T
π
pnv
π
pn(s)−T
π
p v
π
pn(s)| ≤ (1−γ)ǫ.
Using the fact that vπpn (resp. v
π
p ) is the unique fixed point of T
π
pn (resp. T
π
p ) and that T
π
p is a γ-contraction,
for all n ≥ nǫ we can write:
|vπpn(s)− v
π
p (s)| = |T
π
pnv
π
pn(s)− T
π
p v
π
p (s)|
≤ |T πpnv
π
pn(s)− T
π
p v
π
pn(s)|+ |T
π
p v
π
pn(s)− T
π
p v
π
p (s)|
≤ (1− γ)ǫ+ γ|vπpn(s)− v
π
p (s)|,
so (1 − γ)|vπpn(s) − v
π
p (s)| ≤ (1 − γ)ǫ. Since γ ∈ (0, 1), (1 − γ) is positive and dividing both sides
by (1 − γ) yields |vπpn(s) − v
π
p (s)| ≤ ǫ. Based on the fact that ǫ > 0 is arbitrary, we have shown that
vπpn(s)→n→∞ v
π
p (s), which concludes the proof.
We are now ready to prove Thm.3.1, whose full statement is recalled below:
Theorem (Tabular Case). Let the WDRMDP 〈S,A, r,Mα(µˆn)〉 as defined above andLγ,β,Rmax :=
βγRmax
(1−γ)2 where β ≥ 0.
Then, for all π ∈ Π, s ∈ S, we have: vπ
Mα(µˆn)
(s) ≥ 1n
n∑
i=1
vπpˆi(s)−κ
π
sα, where κ
π
s ≥ 0 depends on π and s while satisfying
κπs ≤ Lγ,β,Rmax.
The proof proceeds in two steps. First, we establish the regularized value function as a lower bound of the distributionally
robust value function. Then, we provide an upper bound of the regularization term, thus enabling to determine the maximal
gap between both values.
Claim (i). Let 〈S,A, r,Mα(µˆn)〉 be a Wasserstein DRMDP with a radius-α-ball ambiguity set centered at the
empirical distribution (see its construction in Sec. 3.1). Then, for all π ∈ Π, s ∈ S, we have: vπ
Mα(µˆn)
(s) ≥
1
n
n∑
i=1
vπpˆi(s)− κ
π
sα, where κ
π
s ≥ 0 depends on π and s.
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Proof. For all i ∈ [n], let pˆis :=
⊗
a∈A pˆ
i
s,a and µˆ
n
s =
1
n
∑n
i=1 δpˆis , so that µˆn :=
⊗
s∈S µˆ
n
s . The Wasserstein distribution-
ally robust value function is given by
vπMα(µˆn)(s) = infµ∈Mα(µˆn)
Ep∼µ[v
π
p (s)].
By construction of the ambiguity setMα(µˆn) and the empirical distribution µˆn, the constraint µ ∈ Mα(µˆn) is equivalent
to requiring µs ∈ Mαs(µˆ
n
s ),i. e., d(µs, µˆ
n
s ) ≤ αs for all s ∈ S. Therefore, recalling the definition of the Wasserstein
metric
d(µs, µˆ
n
s ) := min
γ∈Γ(µs,µˆns )
{∫
Ps×Ps
‖ps − p
′
s‖γ(dps, dp
′
s)
}
,
we have µs ∈ Mαs(µˆ
n
s ) if and only if there exists µ
1
s, · · · , µ
n
s ∈ M(Ps) such that µs =
1
n
∑n
i=1 µ
i
s and
1
n
∑n
i=1 Epis∼µ
i
s
[
‖pis − p̂
i
s‖
]
≤ αs.
For all i ∈ [n], define pi :=
⊗
s∈S p
i
s, µi :=
⊗
s∈S µ
i
s, and the average distribution µ¯ :=
1
n
∑n
i=1 µi. Further consider the
product spaceM(S)|S|×|A| with the product norm corresponding to ‖·‖ e. g., if ‖·‖ = ‖·‖2 on Ps, take the ℓ2-norm on P
defined as ‖p‖2 :=
(∑
s∈S‖ps‖
2
2
)1/2
. Then, with the slight abuse of notation ‖p‖ ≡ ‖ps‖, the worst-case distributionally
robust value function may be formulated as
inf
µ∈Mα(µˆn)
Ep∼µ[v
π
p (s)] = minµ
Ep∼µ[v
π
p (s)] s.t.

µ = µ¯
1
n
n∑
i=1
Epi∼µi [‖pi − p̂i‖] ≤ α,
for a radius α determined by radii αs-s. Thus, replacing distribution µ by its constrained law and using a duality argument,
we obtain
inf
µ∈Mα(µˆn)
Ep∼µ[v
π
p (s)] = inf
µ1s,··· ,µ
n
s :µi=
⊗
s∈S µ
i
s
sup
λ≥0
(
Ep∼µ¯[v
π
p (s)]− λ
(
α−
1
n
n∑
i=1
Epi∼µi [‖pi − p̂i‖]
))
.
Thanks to the maxmin inequality and setting all µis-s to a Dirac distribution with full mass on the worst-case transition
p ∈M(S)|S|×|A|, we can write
inf
µ∈Mα(µˆn)
Ep∼µ[v
π
p (s)] ≥ sup
λ≥0
inf
µ1s,··· ,µ
n
s :µi=
⊗
s∈S µ
i
s
(
Ep∼µ¯[v
π
p (s)]− λ
(
α−
1
n
n∑
i=1
Epi∼µi [‖pi − p̂i‖]
))
= sup
λ≥0
1
n
n∑
i=1
inf
µi:µi=
⊗
s∈S µ
i
s
(
Epi∼µi
[
vπpi(s) + λ‖pi − p̂i‖
])
− λα
= sup
λ≥0
1
n
n∑
i=1
inf
p∈M(S)|S|×|A|
(
vπp (s) + λ‖p− p̂i‖
)
− λα.
Now, given uπs : p 7→ v
π
p (s), we define u˜
π
s : R
|S|×|A|×|S| → R as
u˜πs (p˜) := inf
p∈M(S)|S|×|A|
uπs (p) + Lγ,β,Rmax‖p− p˜‖.
This function will be used in the sequel to bound the gap between the distributionally robust value function and the regu-
larized one. Also, it is clear that u˜πs is a continuation function of u
π
s , so can write
inf
µ∈Mα(µˆn)
Ep∼µ[v
π
p (s)] ≥ sup
λ≥0
1
n
n∑
i=1
inf
p∈M(S)|S|×|A|
(
vπp (s) + λ‖p− p̂i‖
)
− λα
≥ sup
λ≥0
1
n
n∑
i=1
inf
p˜∈R|S|×|A|×|S|
(u˜πs (p˜) + λ‖p˜− p̂i‖)− λα.
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We introduce auxiliary variables x1, · · · , xn in order to reformulate the bound as
inf
µ∈Mα(µˆn)
Ep∼µ[v
π
p (s)] ≥ max
λ,x1,··· ,xn
1
n
n∑
i=1
xi − λα s.t.
 infp˜∈R|S|×|A|×|S| (u˜
π
s (p˜) + λ‖p˜− p̂i‖) ≥ xi, ∀i ∈ [n]
λ ≥ 0.
For all i ∈ [n], let the mapping fi : p˜ 7→ u˜
π
s (p˜) + λ‖p˜ − p̂i‖. By applying Prop. 1.3.17. of (Bertsekas, 2009), we obtain
c˘l(fi)(p˜) = c˘l(u˜
π
s )(p˜) + λ‖p˜ − p̂i‖, where we used the fact that p˜ 7→ λ‖p˜ − p̂i‖ is convex and closed for all λ ≥ 0. By
Prop. 1.3.13. of (Bertsekas, 2009), we thus have
max
λ,x1,··· ,xn
1
n
n∑
i=1
xi − λα s.t.
 infp˜∈R|S|×|A|×|S| (u˜
π
s (p˜) + λ‖p˜− p̂i‖) ≥ xi, ∀i ∈ [n]
λ ≥ 0
= max
λ,x1,··· ,xn
1
n
n∑
i=1
xi − λα s.t.
 infp˜∈R|S|×|A|×|S|
(
c˘l(u˜πs )(p˜) + λ‖p˜− p̂i‖
)
≥ xi, ∀i ∈ [n]
λ ≥ 0.
Moreover, using the definition of the dual norm ‖·‖∗, the inequality constraints are equivalent to the following:
max
λ,x1,··· ,xn
1
n
n∑
i=1
xi − λα s.t.
 infp˜∈R|S|×|A|×|S| sup‖yi‖∗≤λ
(
c˘l(u˜πs )(p˜) + 〈yi, p˜− p̂i〉
)
≥ xi, ∀i ∈ [n]
λ ≥ 0,
so the worst-case expectation can be reformulated as
inf
µ∈Mα(µˆn)
Ep∼µ[v
π
p (s)] ≥ max
λ,x1,··· ,xn
1
n
n∑
i=1
xi − λα s.t.
 infp˜∈R|S|×|A|×|S| sup‖yi‖∗≤λ
(
c˘l(u˜πs )(p˜) + 〈yi, p˜− p̂i〉
)
≥ xi, ∀i ∈ [n]
λ ≥ 0.
Now introduce the conjugate transform of c˘l(u˜πs ) w.r.t. uncertainty set P := R
|S|×|A|×|S|:
c˘l(u˜πs )
∗(z) := sup
p˜∈R|S|×|A|×|S|
(
〈z, p˜〉 − c˘l(u˜πs )(p˜)
)
.
By Thm. A.1(d), c˘l(u˜πs )
∗(z) = (u˜πs )
∗(z). Moreover, by Lemma B.1 and by construction of its continuation function, u˜πs is
proper. Therefore, its convex closure c˘l(u˜πs ) is also proper: Indeed, if it were not, then it would be identically equal to −∞.
Moreover, we have c˘l(uπs )(p) ≤ u
π
s (p) = (u˜
π
s )(p) for all p ∈ M(S)
|S|×|A|, and by definition of c˘l(uπs ) as the greatest
closed and convex minorant of u˜πs , we end up with c˘l(u
π
s )(p) ≤ c˘l(u˜
π
s )(p). As a result, we have c˘l(u
π
s )(p) = −∞. This
cannot happen thanks to Prop. A.1.
Finally, according to Thm. A.1(c), c˘l(u˜πs ) coincides with its bi-conjugate function and
c˘l(u˜πs )(p˜) = c˘l(u˜
π
s )
∗∗(p˜) = sup
zi∈Zπs
(
〈z, p˜〉 − c˘l(u˜πs )
∗(z)
)
= sup
zi∈Zπs
(〈z, p˜〉 − (u˜πs )
∗(z)) ,
where Zπs := {z : c˘l(u˜
π
s )
∗(z) < ∞} = {z : (u˜πs )
∗(z) < ∞} is the effective domain of (u˜πs )
∗. Thus, if we use the
reformulation of the convex closure and apply the minimax theorem 2 we obtain
inf
p˜∈R|S|×|A|×|S|
sup
‖yi‖∗≤λ
(
c˘l(u˜πs )(p˜) + 〈yi, p˜− p̂i〉
)
= inf
p˜∈R|S|×|A|×|S|
sup
zi∈Zπs
sup
‖yi‖∗≤λ
〈zi, p˜〉 − (u˜
π
s )
∗(zi) + 〈yi, p˜− p̂i〉
= sup
zi∈Zπs
sup
‖yi‖∗≤λ
inf
p˜∈R|S|×|A|×|S|
〈zi, p˜〉 − (u˜
π
s )
∗(zi) + 〈yi, p˜− p̂i〉
= sup
zi∈Zπs
sup
‖yi‖∗≤λ
−(u˜πs )
∗(zi)− 〈yi, p̂i〉+ inf
p˜∈R|S|×|A|×|S|
〈p˜, zi + yi〉
= sup
zi∈Zπs
sup
‖yi‖∗≤λ
−(u˜πs )
∗(zi)− 〈yi, p̂i〉 − σR|S|×|A|×|S|(−zi − yi),
2Prop. 5.5.4. of (Bertsekas, 2009)
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where σP(y) := supp˜∈P〈p˜, y〉 denotes the support function of a general set P . We then deduce that
inf
p˜∈R|S|×|A|×|S|
sup
‖yi‖∗≤λ
(
c˘l(u˜πs )(p˜) + 〈yi, p˜− p̂i〉
)
= sup
zi∈Zπs
sup
‖yi‖∗≤λ
−(u˜πs )
∗(zi)− 〈yi, p̂i〉 − σR|S|×|A|×|S|(−zi − yi)
= sup
zi∈Zπs
sup
‖zi‖∗≤λ
−(u˜πs )
∗(zi) + 〈zi, p̂i〉
=
{
c˘l(u˜πs )(pˆi) if sup{‖zi‖∗ : zi ∈ Z
π
s } ≤ λ
−∞ otherwise.
Therefore, recalling the notation κπs := sup{‖z‖∗ : z ∈ Z
π
s }, we obtain
sup
λ,x1,··· ,xn
1
n
n∑
i=1
xi − λα s.t.
 infp˜∈R|S|×|A|×|S| sup‖yi‖∗≤λ
(
c˘l(u˜πs )(p˜) + 〈yi, p˜− p̂i〉
)
≥ xi, ∀i ∈ [n]
λ ≥ 0
≥ sup
λ
sup
x1,··· ,xn
1
n
n∑
i=1
xi − λα s.t.
{
c˘l(u˜πs )(pˆi) ≥ xi, ∀i ∈ [n]
λ ≥ κπs .
Putting this altogether yields vπ
Mα(µˆn)
(s) ≥ 1n
∑n
i=1 c˘l(u˜
π
s )(pˆi) − κ
π
sα. Now let F : (pˆ1, · · · , pˆn) 7→
∑n
i=1 u˜
π
s (pˆi). By
Prop.1.3.17 of (Bertsekas, 2009), we have c˘l(F )(pˆ1, · · · , pˆn) =
∑n
i=1 c˘l(u˜
π
s )(pˆi) and since f ≤ C if and only if c˘l(f) ≤ C
for any function f and constant C, we obtain:
vπMα(µˆn)(s) + κ
π
sα ≥
1
n
n∑
i=1
u˜πs (pˆi).
Recalling that u˜πs (pˆi) = v
π
pˆi
(s) enables to establish vπ
Mα(µˆn)
(s) ≥ 1n
∑n
i=1 v
π
pˆi
(s)− κπsα.
Claim (ii). For all p ∈ M(S)|S|×|A|, let the norm ‖ps‖∞,1 := maxa∈A
∑
s′∈S |p(s, a, s
′) − p′(s, a, s′)| and
Lγ,β,Rmax :=
βγRmax
(1−γ)2 where β satisfies
∑
s∈S‖ps‖∞,1 ≤ β‖p‖. Also recall u˜
π
s (p˜) : R
|S|×|A|×|S| → R the continu-
ation function of uπs defined as u˜
π
s (p˜) := infp∈M(S)|S|×|A| u
π
s (p) + Lγ,β,Rmax‖p− p˜‖, and Z
π := {z : (u˜πs )
∗(z) <∞}.
Then, we have κπs ≤ Lγ,β,Rmax .
Proof. We first introduce the following result of Strehl & Littman (2008)[Lemma 1]:
Lemma B.2. For all p, p′ ∈M(S)|S|×|A|, π ∈ Π and s ∈ S , we have
|vπp (s)− v
π
p′(s)| ≤
γRmax‖ps − p
′
s‖∞,1
(1− γ)2
.
By Lemma B.2, for all p, p′ ∈ M(S)|S|×|A| we have
uπs (p
′)− Lγ,β,Rmax‖p− p
′‖ ≤ uπs (p) ≤ u
π
s (p
′) + Lγ,β,Rmax‖p− p
′‖,
so uπs is Lγ,β,Rmax-Lipschitz continuous overM(S)
|S|×|A|, and by construction, so is its continuation function u˜πs over
R
|S|×|A|×|S|. Therefore, if we fix a transition function p ∈M(S)|S|×|A| it holds that
(u˜πs )
∗(z) := sup
p˜∈R|S|×|A|×|S|
u˜πs (p˜)− 〈z, p˜〉
≥ sup
p˜∈R|S|×|A|×|S|
vπp (s)− Lγ,β,Rmax‖p− p˜‖ − 〈z, p˜〉
= sup
p˜∈R|S|×|A|×|S|
vπp (s)− sup
‖x‖∗≤Lγ,β,Rmax
〈x, p˜− p〉 − 〈z, p˜〉
= sup
p˜∈R|S|×|A|×|S|
inf
‖x‖∗≤Lγ,β,Rmax
vπp (s) + 〈x, p− p˜〉 − 〈z, p˜〉.
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Using the minimax theorem on the right hand side of the inequality, we obtain
(u˜πs )
∗(z) ≥ inf
‖x‖∗≤Lγ,β,Rmax
sup
p˜∈R|S|×|A|×|S|
vπp (s) + 〈x, p〉 − 〈x+ z, p˜〉
= vπp (s) + inf
‖x‖∗≤Lγ,β,Rmax
〈x, p〉+ sup
p˜∈R|S|×|A|×|S|
〈−x− z, p˜〉
= inf
‖x‖∗≤Lγ,β,Rmax
σR|S|×|A|×|S|(−x− z) + v
π
p (s) + 〈x, p〉
=
{
vπp (s)− 〈z, p〉 if ‖z‖∗ ≤ Lγ,β,Rmax
∞ otherwise.
Therefore, the effective domain of (u˜πs )
∗ is included in the ‖·‖∗-ball of radius Lγ,β,Rmax, which implies κ
π
s ≤ Lγ,β,Rmax .
B.2. Proof of Theorem 3.2
Theorem (Linear Approximation Case). Let the WDRMDP 〈S,A, r,Mα(µˆn)〉. Then, for any π ∈ Π, s ∈ S ,
inf
µ∈Mα(µ̂n)
Ep∼µ[Φ(s)
⊤wp] ≥
1
n
n∑
i=1
Φ(s)⊤wp̂i −η
π
sα,
where ηπs is a positive constant that depends on s and π.
Proof. The proof starts similarly as in Thm. 3.1[Claim (i)]. For all i ∈ [n], define pi :=
⊗
s∈S p
i
s, µi :=
⊗
s∈S µ
i
s, and
the average distribution µ¯ := 1n
∑n
i=1 µi. Then, the worst-case distributionally robust value function can be expressed as
inf
µ∈Mα(µ̂n)
Ep∼µ[Φ(s)
⊤wp] = min
µ
Ep∼µ[Φ(s)
⊤wp] s.t.

µ =
⊗
s∈S
(
1
n
n∑
i=1
µis
)
1
n
n∑
i=1
Epi∼µi [‖pi − p̂i‖] ≤ α,
for an α determined by radii αs-s. Thus, replacing distribution µ by its constrained law and using a duality argument, we
obtain
inf
µ∈Mα(µ̂n)
Ep∼µ[Φ(s)
⊤wp] = infµ1,··· ,µn
µi=
⊗
s µ
i
s
sup
λ≥0
(
Ep∼µ¯[Φ(s)
⊤wp]− λ
(
α−
1
n
n∑
i=1
Epi∼µi [‖pi − p̂i‖]
))
.
Applying the maxmin inequality and setting all µi-s to a Dirac distribution with full mass on the worst-case model yields
inf
µ∈Mα(µ̂n)
Ep∼µ[Φ(s)
⊤wp] ≥ sup
λ≥0
inf
µ1,··· ,µn
µi=
⊗
s µ
i
s
(
Ep∼µ¯[Φ(s)
⊤wp]− λ
(
α−
1
n
n∑
i=1
Epi∼µi [‖pi − p̂i‖]
))
= sup
λ≥0
1
n
n∑
i=1
inf
µi:µi=
⊗
s µ
i
s
(
Epi∼µi
[
Φ(s)⊤wpi +λ‖pi − p̂i‖
])
− λα
= sup
λ≥0
1
n
n∑
i=1
inf
p∈M(S)|S|×|A|
(
Φ(s)⊤wp+λ‖p− p̂i‖
)
− λα.
We introduce auxiliary variables x1, · · · , xn in order to reformulate the bound as
inf
µ∈Mα(µ̂n)
Ep∼µ[Φ(s)
⊤wp] ≥ max
λ,x1,··· ,xn
1
n
n∑
i=1
xi − λα s.t.
 infp∈M(S)|S|×|A|
(
Φ(s)⊤wp+λ‖p− p̂i‖
)
≥ xi, ∀i ∈ [n]
λ ≥ 0,
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and since S is finite,M(S) is compact and the infima in the first-line constraints are minima.
For all i ∈ [n], let the mapping fi : p 7→ w
π
s (p) + λ‖p − p̂i‖. By applying Prop. 1.3.17. of (Bertsekas, 2009), we obtain
c˘l(fi)(p˜) = c˘l(u˜
π
s )(p˜) + λ‖p˜− p̂i‖, where we used the fact that p˜ 7→ λ‖p˜− p̂i‖ is convex and closed for all λ ≥ 0. Thus,
applying Prop.1.3.13. of (Bertsekas, 2009) on all fi-s yields
max
λ,x1,··· ,xn
1
n
n∑
i=1
xi − λα s.t.
 minp∈M(S)|S|×|A|
(
Φ(s)⊤wp+λ‖p− p̂i‖
)
≥ xi, ∀i ∈ [n]
λ ≥ 0
= max
λ,x1,··· ,xn
1
n
n∑
i=1
xi − λα s.t.
 minp∈M(S)|S|×|A|
(
c˘l(wπs )(p) + λ‖p− p̂i‖
)
≥ xi, ∀i ∈ [n]
λ ≥ 0.
Moreover, by definition of the dual norm ‖·‖∗, the right hand side of the inequality is equivalent to the following:
max
λ,x1,··· ,xn
1
n
n∑
i=1
xi − λα s.t.
 minp∈M(S)|S|×|A| max‖yi‖∗≤λ
(
c˘l(wπs )(p) + 〈yi, p− p̂i〉
)
≥ xi, ∀i ∈ [n]
λ ≥ 0,
so the worst-case expectation can be reformulated as
inf
µ∈Mα(µ̂n)
Ep∼µ[Φ(s)
⊤wp] ≥ max
λ,x1,··· ,xn
1
n
n∑
i=1
xi − λα s.t.
 minp∈M(S)|S|×|A| max‖yi‖∗≤λ
(
c˘l(wπs )(p) + 〈yi, p− p̂i〉
)
≥ xi, ∀i ∈ [n]
λ ≥ 0.
Now introduce the conjugate transform of c˘l(wπs ):
c˘l(wπs )
∗(z) := max
p∈M(S)|S|×|A|
(
〈z, p〉 − c˘l(wπs )(p)
)
.
By Thm. A.1(d), c˘l(wπs )
∗ = (wπs )
∗. Moreover, since the feature vectors (Φ(s))s∈S are linearly independent, by
(Bertsekas & Tsitsiklis, 1996)[Lemma 6.8.], wπs is proper and closed. As a result, thanks to Lemma A.1, the convex
closure c˘l(wπs ) is proper. Therefore, by Thm. A.1(c), c˘l(w
π
s ) coincides with its bi-conjugate function and
c˘l(wπs )(p) = c˘l(w
π
s )
∗∗(p) = max
z∈Wπs
(
〈z, p〉 − c˘l(wπs )
∗(z)
)
= max
z∈Wπs
(〈z, p〉 − (wπs )
∗(z)) ,
where Wπs := {z : (w
π
s )
∗(z) < ∞} is the effective domain of (wπs )
∗. Thus, if we use the reformulation of the convex
closure and apply the minimax theorem (Bertsekas, 2009)[Prop. 5.5.4.] we obtain
min
p∈M(S)|S|×|A|
max
‖yi‖∗≤λ
(
c˘l(wπs )(p) + 〈yi, p− p̂i〉
)
= min
p∈M(S)|S|×|A|
max
zi∈Wπs
max
‖yi‖∗≤λ
−(wπs )
∗(zi) + 〈p, zi〉+ 〈yi, p− p̂i〉
= max
zi∈Wπs
max
‖yi‖∗≤λ
min
p∈M(S)|S|×|A|
−(wπs )
∗(zi) + 〈p, zi〉+ 〈yi, p− p̂i〉
= max
zi∈Wπs
max
‖yi‖∗≤λ
−(wπs )
∗(zi)− 〈u, p̂i〉+ min
p∈M(S)|S|×|A|
〈p, zi + ui〉
= max
zi∈Wπs
max
‖yi‖∗≤λ
−(wπs )
∗(zi)− σM(S)|S|×|A|(−zi − ui)− 〈yi, p̂i〉,
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where σM(S)|S|×|A| is the support function ofM(S)
|S|×|A|. We use the bound σM(S)|S|×|A| ≤ σR|S|×|A|×|S| to deduce
min
p∈M(S)|S|×|A|
max
‖yi‖∗≤λ
(
c˘l(wπs )(p) + 〈yi, p− p̂i〉
)
= max
zi∈Wπs
max
‖yi‖∗≤λ
−(wπs )
∗(zi)− 〈yi, p̂i〉 − σM(S)|S|×|A|(−zi − ui)
≥ max
zi∈Wπs
max
‖yi‖∗≤λ
−(wπs )
∗(zi)− 〈yi, p̂i〉 − σR|S|×|A|×|S|(−zi − ui)
= max
zi∈Wπs
max
‖zi‖∗≤λ
−(wπs )
∗(zi) + 〈zi, p̂i〉
=
{
c˘l(wπs )(pˆi) if sup{‖zi‖∗ : zi ∈W
π
s } ≤ λ
−∞ otherwise.
Therefore, recalling the notation ηπs := sup{‖z‖∗ : z ∈W
π
s }, we obtain
sup
λ,x1,··· ,xn
1
n
n∑
i=1
xi − λα s.t.
 minp∈M(S)|S|×|A| max‖yi‖∗≤λ
(
c˘l(wπs )(p) + 〈yi, p− p̂i〉
)
≥ xi, ∀i ∈ [n]
λ ≥ 0
≥ sup
λ
sup
x1,··· ,xn
1
n
n∑
i=1
xi − λα s.t.
{
c˘l(wπs )(pˆi) ≥ xi, ∀i ∈ [n]
λ ≥ ηπs .
Putting this altogether yields infµ∈Mα(µ̂n) Ep∼µ[Φ(s)
⊤wp] ≥
1
n
∑n
i=1 c˘l(w
π
s )(pˆi) − η
π
s α. Now let F : (pˆ1, · · · , pˆn) 7→∑n
i=1 w
π
s (pˆi). By Prop.1.3.17 of (Bertsekas, 2009), we have c˘l(F )(pˆ1, · · · , pˆn) =
∑n
i=1 c˘l(w
π
s )(pˆi) and since f ≤ C if
and only if c˘l(f) ≤ C for any function f and constant C, we obtain:
inf
µ∈Mα(µ̂n)
Ep∼µ[Φ(s)
⊤wp] + η
π
s α ≥
1
n
n∑
i=1
wπs (pˆi),
which ends the proof.
C. Out-of-Sample Performance Guarantees
C.1. Proof of Theorem 4.1
Thm. 4.1 is based on the following result, which is a direct consequence of (Fournier & Guillin, 2015)[Lemma 5;Prop. 10].
Lemma C.1. Let ǫ ∈ (0, 1), m := |S| × |A| and µˆsn ∈ M([0, 1]
m) be the empirical distribution at s ∈ S. Then for all
αs ∈ (0,∞)
µns ({pˆs : d(µˆ
s
n, µs) ≥ c0βs}) ≤ c1b1(ns, βs)1βs≤1,
where b1(ns, βs) := exp(−c2ns · (βs)
m∨2) and c0, c1, c2 are positive constants that only depend onm 6= 2.
The positive constant c0 corresponds to the one that appears in (Fournier & Guillin, 2015)[Lemma 5]: it bounds the de-
gree by which the Wasserstein distance is coarser than another one defined in (Fournier & Guillin, 2015)[Notation 4] and
bounded by 1. As a result, the Wasserstein diameter of M([0, 1]m) is bounded by c0 so in Lemma C.1, the probability
vanishes when βs > 1.
We are now ready to prove Thm. 4.1. For completeness, we recall its statement below. The proof uses results from
(Fournier & Guillin, 2015) and is based on (Yang, 2018). There, similar guarantees were established in a stochastic control
setting. Differently, our proof focuses on the MDP framework.
Theorem (Finite-sample Guarantee). Let ǫ ∈ (0, 1),m := |S| × |A|. Denote by πˆ∗ an optimal policy of the Wasserstein
DRMDP 〈S,A, r,Mα(n,ǫ)(µ̂n)〉 and vˆ
∗ its optimal value. If for all s ∈ S the radius of the Wasserstein ball at s satisfies
αs(ns, ǫ) :=
 c0 ·
(
1
nsc2
log
(c1
ǫ
))1/(m∨2)
if ns ≥ C
ǫ
m
c0 otherwise,
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with Cǫm :=
1
c2
log
(
c1
ǫ
)
and
ns :=
∑
i∈[n],a∈A,s′∈S
ni(s, a, s
′),
then it holds that
µn
({
p̂ | Ep∼µ[v
πˆ∗
p (s)] ≥ v
πˆ∗
Mα(µˆn)
(s), ∀s ∈ S
})
≥ 1− ǫ,
where c0, c1, c2 are positive constants that only depend onm 6= 2.
Proof. Set
βs(ns, ǫ) :=

(
1
nsc2
log
(c1
ǫ
))1/(m∨2)
if ns ≥ C
ǫ
m
otherwise,
so we have c0 · βs(ns, ǫ) = αs(ns, ǫ) and Lemma C.1 ensures that the radius αs(ns, ǫ) provides the following guarantee:
µns ({pˆs : d(µˆ
s
n, µs) ≤ αs(ns, ǫ)}) ≥ 1− ǫ. (1)
Now, we introduce the following operators
TMα(µˆ)v(s) := sup
πs∈A
inf
µs∈Mαs (µ̂s)
T πsµs v(s), ∀s ∈ S,
where
T πsµs v(s) : = r(s, πs) + γ
∫
ps∈Ps
∑
s′∈S
v(s′)ps(s
′|s, πs)dµs(ps),
and consider πˆ∗ = (πˆ∗s )s∈S an optimal policy of the Wasserstein DRMDP 〈S,A, r,Mα(n,ǫ)(µ̂n)〉
3. By Equation (1), we
have the following one-step guarantee:
µns ({pˆs : T
πˆ∗s
µs v(s) ≥ TMα(µˆn)v(s)}) ≥ 1− ǫ.
Remarking that T
πˆ∗s
µs is a non-decreasing γ-contraction w.r.t. the sup-norm (see (Chen et al., 2019)[Lemma 4.2.]), we show
by induction on k ≥ 1 that if µs ∈ Mαs(ns,ǫ)(µˆ
s
n), then (T
πˆ∗s
µs )
kv(s) ≥ (TMα(µˆn))
kv(s). By definition of TMα(µˆn), we
have T
πˆ∗s
µs v(s) ≥ TMα(µˆn)v(s). Supposing that the condition holds for an arbitrary k ≥ 1, we have
(T
πˆ∗s
µs )
k+1v(s) = T
πˆ∗s
µs ((T
πˆ∗s
µs )
kv)(s) ≥ T
πˆ∗s
µs ((TMα(µˆn))
k)v(s) ≥ TMα(µˆ)(TMα(µˆn))
kv(s),
so the induction assumption holds for all k ≥ 1. Using the contracting property of T
πˆ∗s
µs , we have limk→∞(T
πˆ∗s
µs )
kv(s) =
Ep∼µ[v
πˆ∗
p (s)] and by applying (Chen et al., 2019)[Thm. 4.5.], we obtain limk→∞(TMα(µˆ))
kv(s) = vπˆ
∗
Mα(µˆn)
(s). There-
fore, setting k → ∞, if µs ∈ Mαs(ns,ǫ)(µˆ
s
n), then Ep∼µ[v
πˆ
p (s)] ≥ v
πˆ∗
Mα(µˆn)
(s) and the following probabilistic guarantee
holds for all s ∈ S:
µns ({pˆs : Ep∼µ[v
πˆ
p (s)] ≥ v
πˆ∗
Mα(µˆn)
(s)}) ≥ 1− ǫ,
which can be rewritten as
µns ({pˆs : Ep∼µ[v
πˆ
p (s)] < v
πˆ∗
Mα(µˆn)
(s)}) ≤ ǫ.
The independence structure µn =
⊗
s∈S µ
n
s enables to obtain
µn({pˆ : Ep∼µ[v
πˆ
p (s)] < v
πˆ∗
Mα(µˆn)
(s), ∀s ∈ S}) ≤
∏
s∈S
ǫ ≤ ǫ,
which concludes the proof, by taking the complementary event.
3Although this work is restricted to the set of deterministic policies, we do not lose generality as long as P is (s, a)-rectangular
because then, one can find an optimal policy that is stationary deterministic (Wiesemann et al., 2013).
