Abstract: The process of partitioning an image into some different meaningful regions with the homogeneous characteristics is called the image segmentation which is a crucial task in image analysis. This study presents an efficient scheme for unsupervised colour-texture image segmentation using neutrosophic set (NS) and nonsubsampled contourlet transform (NSCT). First, the image colour and texture information are extracted via CIE Luv colour space model and NSCT, respectively. Then, the extracted colour and texture information are transformed into the NS domain efficiently by the authors' proposed approach. In the NS-based image segmentation, the indeterminacy assessment of the images in the NS domain is notified by the entropy concept. The lower quantity of indeterminacy in the NS domain, the higher confidence and easier segmentation could be achieved. Therefore, to achieve a better segmentation result, an appropriate indeterminacy reduction operation is proposed. Finally, the K-means clustering algorithm is applied to perform the image segmentation in which the cluster number K is determined by the cluster validity analysis. To show the effectiveness of their proposed method, its performance is compared with that of the state-of-the-art methods. The experimental results reveal that their segmentation scheme outperforms the other methods for the Berkeley dataset.
Introduction
Image segmentation is the process of partitioning a digital image into some different meaningful regions with homogeneous characteristics. It is one of the most crucial tasks in image analysis which is widely used in image processing, computer vision, pattern recognition, medical imaging, digital libraries and image and video retrieval. Specifically, colour-texture segmentation is the task of assigning a label to each pixel according to both colour and texture properties of that pixel. The colour and texture are two fundamental properties used in image segmentation because almost all of the images, especially the natural scene images, contain a combination of these two properties [1] .
Generally, the image segmentation algorithms employ two basic properties of intensity values of the image pixels named as discontinuity and similarity. Discontinuity-based image segmentation methods attempt to partition an image by detecting the sharp changes in the image intensity or colour. Algorithms such as Robert, Sobel and Canny edge detectors belong to this category. On the other hand, in similarity-based image segmentation methods, trying to preserve the spatial structure and edge information, the goal is to partition an image into some different regions by grouping the pixels into multiple consistent regions that satisfy some predefined criteria. The region growing and merging methods are two examples of this category.
During the past few decades, a wide variety of image segmentation techniques have been proposed . Among them, a particular class is based on multi-resolution analysis. Pyramid-structured wavelet transforms [2] have become an important alternative approach to the multi-resolution analysis. The wavelet transform is a mathematical tool which can be used to describe the images in different resolutions. It is an efficient tool for data approximation, compression and noise removal. The wavelet-based methods can represent functions, sharp peaks and spatial and frequency localisations [3] . Many methods have been proposed in this field [4] [5] [6] [7] [8] [9] [10] . Wan et al. [4] proposed a new statistical image segmentation method for noisy images based on wavelet transform and Cauchy density. Though it is an efficient method especially for noisy images corrupted by artificial or natural noises, it leads to the over-segmentation. Liapis et al. [5] presented a wavelet-based method for image segmentation using both colour and texture features. This method gives satisfactory segmentation results for natural images but the number of colourtexture classes must be selected by the user. Kim and Kim [6] developed a wavelet-based watershed image segmentation method which reduces the over-segmentation phenomenon and is suited for noisy images. Its drawback is that it merges the low-contrast regions incorrectly. Rosito [7] combined the wavelet with watershed segmentation method. This method detects the regions edges properly but it produces the over-segmented objects. Celik and Tjahjadi [8] proposed an effective colour image segmentation algorithm which uses the multi-scale edge information in wavelet domain as well as region growing and merging. Unfortunately, it generates segmentation error if the object edge cannot be detected due to very low contrast between the different regions. Zheng et al. [9] improved the multi-resolution Markov random field model using fuzzy constraints in wavelet domain. This method is more suitable for image segmentation but suffers from the problem of under-segmentation. Li [10] proposed a novel fuzzy multiphase image segmentation model based on wavelet regularisation on the membership functions and used principal component analysis (PCA) features as data descriptors. This method has a relatively higher computational complexity and the resulting edges are not smooth.
The wavelet transform has a non-linear estimate performance for the piecewise smooth functions. Though it works well in capturing the point discontinuities, it does not work appropriately in capturing the geometrical smoothness of the curves. To solve this problem, the multi-resolution analysis such as Ridgelet [11] , monoscale Ridgelet [12] , Curvelet [13] and Contourlet [14] are proposed in order to construct the best estimate performance for
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Research Article the high-dimension functions. The contourlet transform, presented by Do and Vetterli [14] ta two-dimensional (2D) transform developed for the digital images which is constructed by Laplacian pyramidal and directional filter banks (DFBs). Ning et al. presented a novel texture-colour image segmentation method based on colour quantisation and multi-resolution texture characterisation [15] . They used two techniques for region extraction including the wavelet transform for texture and the contourlet transform for boundaries. The main drawback of this method is that it has a high computational complexity.
The contourlet transform is not shift-invariant because of the down-samplers and up-samplers presented in both the Laplacian pyramid and DFBs. To remedy this defect, Da Cunha et al. [16] proposed a non-subsampled pyramid structure and a non-subsampled DFB (NSDFB) called non-subsampled contourlet transform (NSCT). Xin et al. [17] proposed an unsupervised image segmentation method based on the shift invariance and multidirectional expansion properties of NSCT. This method had a better performance at the edges but a lower missed classed probability. Wang and Zhao [18] devised a new method based on NSCT and bacterial foraging-particle swarm optimisation (PSO) algorithm for image segmentation. A novel approach based on combination of NSCT and marker-controlled watershed was also proposed by Zhang et al. [19] . Finally, Li et al. [20] proposed an efficient multifocus image fusion scheme in NSCT domain based on the property of optical imaging and the theory of defocused image.
The concept of neutrosophic sets (NSs), discussed by Florentine Smarandache, generalises the concepts of classical set, interval valued fuzzy set, intuitionistic fuzzy set and fuzzy conventional set [21] . The NS is basically a new branch of philosophy which studies the origin and attribute of neutralities in the nature. This mathematical tool is used to solve the problems of vagueness, ambiguity uncertainty, imprecise, indeterminate and inconsistent information which exist in our real world. The quantification of indeterminacy is explicit which is depicted using a membership value. The NS is represented by three membership functions known as truth-membership (T ), falsity-membership (F ) and indeterminacy-membership (I ). The functions T, F and I are real standard or non-standard subsets of ] − 0,1 + [. During the past few years, the NS has become an interesting field of study which is used in a variety of different fields such as the growth and decline analysis of the new economies, the financial dataset detection, the relational database systems and the semantic web services [21] . The NS prepares a suitable tool for illustrating the images with uncertain information. Cheng and Guo [22] defined some concepts and operations for image thresholding based on NS which selected the thresholds automatically and effectively. Guo et al. [23] employed the NS to process the noisy images and proposed a new neutrosophic approach for image denoising. This method processed not only the noisy images with different levels of noise but also the images with various noise types having no information about the type of the noise. Guo and Cheng [24] also used the NS for image segmentation. Though their method could segment the grey-level images corrupted by different noise levels, its ability to segment the colour-texture images was limited and its parameters were required to be defined manually. Using the watershed method, Zhang et al. [25] presented another NS-based segmentation approach. Using their definitions, an image was mapped into the neutrosophic domain. An image segmentation method based on watershed algorithm was then employed in the corresponding domain. In comparison with the traditional edge-based, pixel-based and region-based methods, this algorithm was more robust against the noise. Karabatak et al. [26] extended the NS-based image segmentation to colour-texture images and applied α-median operator to overcome the blurring effect of the mean operator. The drawbacks of this method are resulting edges are not smooth and producing over-segmentation. Sengur and Guo [27] applied the NS theory into the wavelet transformation theory and proposed a fully automatic approach. Comparing with the new existing methods, their method was able to segment the colour-texture images into more intact details but it did not preserve the smoothness of image edges. Guo and Sengur [28] proposed another new image segmentation algorithm based on neutrosophic similarity clustering which worked only for the grey-level images.
In this paper, we propose a new scheme for unsupervised colourtexture image segmentation using NS and NSCT. First, the colour and texture information of the image are extracted and transformed into the NS domain. The entropy in NS domain is defined and used to assess the indeterminacy of the image in that domain. Then, an entropy-based indeterminacy reduction operation is employed in the NS domain. After that, we apply the K-means clustering to finalise the image segmentation. The segmentation results are compared with that of the four other methods including: the unsupervised multi-scale segmentation [29] , mean-shift filtering in higher-dimensional space [30] , NS and wavelet transformation [27] and modified neutrosophic approach to colour image segmentation [26] . The experimental results reveal that the proposed method outperforms the other methods using different segmentation performance metrics.
The main contributions of this paper are as follows:
(i) Extending the original NS image segmentation proposed in [24] which has some limitations such as: (a) it can only segment the grey-level images. (b) Its ability to segment the colour-texture images is limited and its parameters need to be tuned manually. [16] (ii) Improving the image transformation procedure from pixel domain into NS domain using the histogram and entropy concepts.
(iii) Proposing a new indeterminacy reduction operation for enhancing the differences between the intensities and producing more homogenous regions according to the characteristic of the image.
The rest of this paper is organised as follows. In Section 2, the NSCT and NS as well as some preliminaries are presented. Section 3 discusses the methodology of the proposed method, and finally Section 4 gives the experimental results and discussion.
Preliminaries
In this section, some preliminaries on NSCT and NS are presented.
Non-subsampled contourlet transform
The NSCT scheme is shown in Fig. 1 . As seen in this figure, it consists of two shift-invariant parts: the non-subsampled pyramid filter bank (NSPFB) decomposition and NSDFB. The NSPFB enables the non-subsampled multi-scale decomposition and guarantees the multi-scale performance using a two-channel non-subsampled filter bank (NSFB), a low-frequency sub-band and a high-frequency sub-band, which can be manufactured at each NSPFB decomposition level [16, 20] . To achieve the multi-scale decomposition, the filters at the next stage are obtained by up-sampling the filters at the previous stage using the following sampling matrix
which gives the multi-scale property without requiring any additional filter design. Fig. 2 gives the NSPFB decomposition with J = 3 levels. At the jth decomposition, the ideal frequency support of the low-pass filter is [ −(π/2 j ), (π/2 j )] 2 . Accordingly, the ideal support of the equivalent high-pass filter is the complement of the low-pass filter, which is [
The corresponding filters of the J-level cascading NSPFB are given by
where H 0 (z) and H 1 (z) denote the corresponding low-pass and high-pass filters, respectively, at the first stage. The NSDFB enables the non-subsampled directional decomposition and gives the directionality. The NSDFB consists of a two-channel NSFB which are manufactured by wiping the down-samplers and up-samplers and compounding the directional fan filter banks in the non-subsampled directional filter [16] . Fig. 3 illustrates a four-channel NSDFB constructed by two-channel fan filter banks. At the second level, the up-sampled fan filters U j (z Q ) ( j = 0, 1) have checker-board frequency support and the sampling matrix Q is the quincunx matrix, i.e.
When the filters U j (z Q ) are combined with the fan filters U j (Z ) ( j = 0, 1) at the first level, the four-channel directional decomposition is obtained. The equivalent filter in each channel U k (Z ) (k = 0, 1, 2, 3) is obtained as
Higher-level directional decompositions can be produced using the similar strategy but the sampling matrices would become more complex. Hence, all of the filter banks in the NSDFB tree structure are obtained from a single NSFB with fan filters. Moreover, each filter in the NSDFB tree has the same computational complexity as NSFB. After a J-level NSCT decomposition, a low-pass sub-band image and J j=1 2 l j (in which l j is the direction of decomposition level at the jth scale) band-pass directional sub-band images are obtained whose sizes are the same as the original image.
Neutrosophic set
In [21] , the NS and its properties are discussed. Let X be a universal set in the NS domain. Each element in X can be expressed in terms of a set A with three subsets named T, I and F as neutrosophic components to represent {A}, {Neut-A} and {Anti-A}. Let T, I and F be the real standard or non-standard subsets of [0, 1] with Sup_T = t_sup, inf_T = t_inf, Sup_I = i_sup, inf_I = i_inf, Sup_F = f_sup, inf_F = f_inf, n-sup = t_sup + i_sup + f_sup, n-inf = t_inf + i_inf + f_inf. Hence, a sentence can be expressed by A = (t, i, f ) which means that the sentence is true with probability of %t, uncertain with probability of %i and false with probability of %f.
Neutrosophic image
To apply the concept of NS to image processing problems, an image should be transferred into the neutrosophic domain. Image P of size M × N with L grey levels can be defined as three arrays of neutrosophic images described by three membership sets T (true subset), I (indeterminate subset) and F (false subset). Therefore, the pixel P(i, j) in the image domain transferred into the neutrosophic domain can be represented by P NS (i, j) = {T(i, j), I(i, j), F(i, j)} or P NS (t, i, f ). It means that the pixel is %t true, %i indeterminate and %f false. Here, t varies in T (white pixel set), i varies in I (noise pixel set) and f varies in F (black pixel set) which are defined as follows [24] T
In these equations, g represents the grey-scale image, g(i, j) is the intensity value of the pixel P(i, j), g(i, j) is the local mean value of the g(i, j), w is the size of the sliding window and g max and g min are the maximum and minimum of the local mean values in the image, respectively. δ(i, j) is the absolute value of the difference between the intensity g(i, j) and the local mean value g(i, j) of the pixel P(i, j) assuming that it is processed by a kernel with the expanse of w. δ max and δ min are also the maximum and minimum values of δ(i, j)in the whole image, respectively. The entropy is used to evaluate the distribution of pixels in the grey-level images. The uniform intensity distributions correspond to the high-entropy values, whereas the non-uniform intensity distributions correspond to the low-entropy values. For the neutrosophic images, the entropy is defined as the summation of the entropies of three subsets T, F and I
In these equations, En NS is the entropy of the image in the neutrosophic domain. EnT, EnF and EnI are also the entropies of subsets T, F and I, respectively. h and w represent the height and width of the image, respectively.
3 Proposed method
Transforming the image into NS
In this paper, we improve the transformation part proposed in [24] as follows
His g i + m, j + n × log 2 His g i + m, j + n (13) 
where g is the grey-scale image, g(i, j) is the intensity value of the pixel P(i, j), g(i, j) is the local mean value of the g(i, j), w is the size of the sliding window, g max and g min are the maximum and minimum values of the local mean values in the image, respectively, and His (m, n) is the histogram of the image for pixel (m, n).
To measure the indeterminacy of pixels in P NS (i, j), the value of I (i, j) is employed. For this purpose, the histogram and entropy concepts are used. Specifically, we obtain the image histogram and then calculate the entropy from that.
At the first step, the images are transformed from red-green-blue (RGB) to grey-level space for texture feature extraction. Then, the grey-scale images are decomposed using the NSCT. As mentioned in Section 2.1, the NSCT decomposition is based on NSP and NSDFB. The effect of the various NSP and NSDFB on the performance of the segmentation methods is also analysed in this paper. For this analysis, we consider the different kinds of NSP: namely, 'maxflat' (derived from 1D filters using a maximally flat mapping function with four vanishing moments), '9-7' (derived from 9 to 7 1D prototypes), 'pyr' (derived from 1D filters using a maximally flat mapping function with two vanishing moments), 'pyrexc' (same as pyr but exchanging the two high-pass filters) and different kinds of NSDFB: namely, 'dmaxflat' (diamond maxflat filters obtained from a three-stage ladder), 'pkva' (ladder filters by Phong et al.), 'cd' (derived from 9 to 7 biorthogonal filters using McClellan transformed by Cohen and Daubechies) and 'vk' (McClellan transformed of the filter from the VK book). On the basis of our experiments, the best results are achieved in '9-7' and 'pkva' for NSP and NSDFB, respectively. Here, a three-level NSCT decomposition is done where one sub-band at the first level, two sub-bands at the second level, eight sub-bands at the third level and one low-pass sub-band with low-frequency components are considered. Among the obtained sub-bands, the first two ones at the third level are called SBL31 and SBL32. Most of the texture information is included at these sub-bands. Since their coefficients are entirely sparse,applying some types of window operations to these sub-bands are needed in order to obtain a more uniform texture characterisation. The means of SBL31 and SBL32 sub-bands in a local window are calculated as follows (17) where w is the size of the sliding window (which is experimentally set to 5). MSBL31 and MSBL32 are then transformed into the NS domain using (12)- (15). At the second step, the RGB colour input image is converted into the CIE Luv colour space for extracting the colour information. L, u and v channels are then transformed into the NS domain using (12)- (15), independently.
Indeterminacy reduction
Among the three subsets obtained at the previous section, T subset is needed to perform the extra processing. To enhance the differences between the intensities and produce more homogenous regions, an indeterminacy reduction operation is required to be performed on the T subset. This operation reduces the image indeterminacy using the entropy concept. To this end, we propose to use the following equations His T i + m, j + n × log 2 His T i + m, j + n
where P NS (h) is the neutrosophic image after indeterminacy reduction. η is also a parameter determined by entropy of the image which is defined as follows
In (24) EnI sb (25) The indeterminacy reduction operation is applied repeatedly until the overall entropy reduction rate of this set reaches a threshold. This operation increases the true subset contrast which causes this set to be more district and therefore more suitable for segmentation.
Apply K-means clustering on NS
At the final stage of our method, the true subsets of L, u, v, SBL31 and SBL32 channels are combined into a matrix column to be used as the input of clustering. In this paper, we use the K-means clustering algorithm which is one of the most popular and efficient methods in image segmentation domain. This algorithm minimises the following objective function
where J is the compactness measure, Z l is the centre of the cluster C l , n l is the number of data in the cluster C l and K represents the total number of clusters. We use the idea proposed in [31] to obtain the number of clusters automatically as follows
where n is the number of data to be clustered. To achieve the best clustering performance for the dataset, one can obtain an optimal K* by solving the following equation
The proposed algorithm is illustrated in Fig. 4 .
Experimental results and discussion
Our proposed method is evaluated using the well-known Berkeley segmentation dataset (BSD) [32] . This dataset contains the hand-labelled segmentations of the images by 30 human subjects. It is widely used for benchmarking the image segmentation and boundary detection algorithms. The BSD consists of the various images from the Corel dataset and includes the ground-truth of 300 images of size 481 × 321 pixels. The images contain landscapes, animals, portraits and various objects. Evaluating the performance of the image segmentation methods is a challenging task because defining a universally accepted objective criterion is almost impossible. However, the following metrics can be used to evaluate the performance of the image segmentation methods: † F-measure (or F1-score) [33] which is a single goodness measure based on the combination of precision (P) and recall (R). It is defined as
where e denotes the trade-off between P and R which is set to 0.5. To calculate P and R, the edges of the obtained segments are thinned. These edges are then matched to the ground-truth. P and R are then calculated based on these matches as follows
where t p (true positive) and f p (false positive) are the numbers of correctly and falsely segmented pixels, respectively. f n (False negative) is the number of the missed pixels in the segmentation result. † Error rate (ER) average normal precision [34, 35] which is defined as the ratio of misclassified image pixels to the total number of image pixels as
In (33) , N t is the total number of image pixels, t p andf p are the numbers of correctly and falsely segmented pixels, respectively and f n is the number of the missed pixels in the segmentation result. † Pratt's figure of merit (FOM) [36] which is one of the most frequently used methods for evaluating the performance of the edge detectors quantitatively. It is computed as (34) where N I and N D represent the numbers of detected edge points and the ground-truth edges, respectively. The parameter max (N I , N D ) penalises the number of missing edges. α is also a scaling factor which is set to 1/9 for the obtained results. It provides a relative weighting between the smeared and the thin but offset edges. d i is the distance between the point declared as an edge point and the nearest ideal edge point. Original images; segmentation results obtained by [27] ; segmentation results obtained by [28] ; segmentation results obtained by [30] ; segmentation results obtained by [31] ; segmentation results obtained by our proposed method; and human labelled segmentation results
To evaluate the performance of our proposed method, we compare it with some other image segmentation methods including the unsupervised multi-scale segmentation [29] , the image segmentation by mean-shift filtering in higher-dimensional space [30] and image segmentation using NS and wavelet transformation [27] .
The visual comparison of the proposed image segmentation method with those proposed in [26, 27, 29, 30] and the human-labelled segmentations is provided in Figs. 5 and 6. In these figures, the first row presents the original images as well as their ID numbers in dataset. The second, third, fourth and fifth rows present the segmentation results of the methods proposed in [26, 27, 29, 30] , respectively. The results of our proposed method are presented at the sixth row, and finally the seventh row presents the human-labelled segmentation results.
To illustrate the performance of the proposed algorithm, two images including '169012' (called 'corn') and '134008' (called 'cheetah') are considered.
It can be seen that the segmentation method proposed in [26, 29] has the worst result for the corn image in which the over-segmentation is obvious. The methods proposed in [27, 30] almost have the similar results. Though [27, 30] give the less accurate segmentation results in comparison with the human-labelled segmentation, they outperform the methods of [26, 29] . The results also reveal that our proposed method considerably improves the segmentation accuracy comparedwith the other methods. Beside the numerical segmentation results, an obvious prove for this claim is depicted in the corn image segmentation. According to Fig. 5 , it is obvious that our proposed method is by far the best segmentation algorithm which leads to an exact segmentation of the corn body and the case while none of the three mentioned methods could segment it accurately.
Another image used for the evaluation of segmentation algorithms is 'cheetah'. This image can be divided into the background region and cheetah region as shown in the human-labelled segmentation image in Fig. 6 . Original images; segmentation results obtained by [27] ; segmentation results obtained by [28] ; segmentation results obtained by [30] ; segmentation results obtained by [31] ; segmentation results obtained by our proposed method; and human labelled segmentation results
As for the corn image, the method proposed in [29] gives the worst segmentation result in which almost the whole image is labelled as background region. Furthermore, in the result obtained by Karabatak et al. [26] and Ozden and Polat [30] , the cheetah region is not found and some parts of the background region are labelled as the cheetah region. The background region is obtained clearly by Sengur and Guo [27] but some parts of the cheetah region such as its head are wrongly segmented. It is obvious that our proposed method produces the better segmentation results compared with the other methods though the whole cheetah region is not correctly segmented.
The quantitative evaluation using F-measure, ER and FOM metrics is reported in Table 1 for five different image segmentation methods. Though for our proposed method, the F-measure metric is not at the best level for images 24063, 198023, 207056 and 163014, the FOM metric is the largest for all images. Furthermore, the proposed method has the lower ER in comparison with the other methods except for image 207056. These results show that our proposed method significantly outperforms the other methods for the majority of test images.
Conclusion
In this paper, a novel colour-texture image segmentation algorithm is introduced which uses the NS and NSCT. The NS domain operations are improved and an effective indeterminacy reduction operation is proposed. The colour channels and the NSCT domain features of the input colour-texture image are transformed into the NS domain independently. The colour channels are extracted from the CIE Luv colour space model. A three-level NSCT decomposition is applied to the grey-scale image and a local mean window operation is applied to the NSCT coefficients.
Finally, all true subsets in the NS domain are combined for K-means clustering algorithm. The algorithm is applied to the BSD and the outcomes are evaluated using three metrics: namely, F-measure, ER and FOM. The proposed method is compared with the four state-of-the-art image segmentation algorithms. The experimental results show that the proposed method has the superior performance. Since it is not sensitive to noise, the proposed image segmentation scheme could also be adapted and used in the medical image segmentation applications. For example, by a simple extension of our proposed method, the abnormal regions and their boundaries could efficiently be segmented from the background in the medical images. Unfortunately, the segmentation results are so sensitive to the algorithm parameters. In this paper, the parameters are tuned experimentally. However, these parameters could optimally be tuned using an optimisation algorithm such as PSO. In PSO, the cost function could be defined as the segmentation accuracy. The goal is to maximise the cost function where the variables are the algorithm parameters. Finally, as an extension to our algorithm, other clustering methods such as graph-based clustering could be used instead of a simple K-means. In the graph-based clustering, the spatial aspect of the pixels is considered. So, the segmentation errors could be decreased consequently. The significance of the bold values in Table 1 is that they are the maximum values among other ones for a measure in each column. This shows which method has the maximum value in each image.
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