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ABSTRACT
ALGORITHMS FOR SINK MOBILITY IN WIRELESS
SENSOR NETWORKS TO IMPROVE NETWORK
LIFETIME
Metin Koc¸
M.S. in Computer Engineering
Supervisor: Assist. Prof. Dr. I˙brahim Ko¨rpeogˇlu
August, 2008
A wireless sensor network (WSN) consists of hundreds or thousands of sensor
nodes organized in an ad-hoc manner to achieve a predefined goal. Although
WSNs have limitations in terms of memory and processor, the main constraint
that makes WSNs different from traditional networks is the battery problem.
Since sensor nodes are generally deployed to areas with harsh environmental con-
ditions, replacing the exhausted batteries become practically impossible. This
requires to use the energy very carefully in both node and network level. Dif-
ferent approaches are proposed in the literature for improving network lifetime,
including data aggregation, energy efficient routing schemes and MAC protocols,
etc. Main motivation for these approaches is to prolong the network lifetime
without sacrificing service quality. Sink (data collection node) mobility is also
one of the effective solutions in the literature for network lifetime improvement.
In this thesis, we focus on the controlled sink mobility and present a set of
algorithms for different parts of the problem, like sink sites determination, and
movement decision parameters. Moreover, a load balanced topology construc-
tion algorithm is given as another component of network lifetime improvement.
Experiment results are presented which compare the performance of different
components of the mobility scheme with other approaches in the literature, and
the whole sink mobility scheme with random movement and static sink cases. As
a result, it is observed that our algorithms perform better than random movement
and static cases for different scenarios.
Keywords: Wireless Sensor Networks, Network Lifetime, Sink Mobility, Topology
Construction.
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O¨ZET
TELSI˙Z ALGILAYICI AG˘LARDA AG˘ O¨MRU¨NU¨
GELI˙S¸TI˙RMEK I˙C¸I˙N C¸IKIS¸ DU¨G˘U¨MU¨ YER DEG˘I˙S¸I˙MI˙
KONUSUNDA ALGORI˙TMALAR
Metin Koc¸
Bilgisayar Mu¨hendislig˘i, Yu¨ksek Lisans
Tez Yo¨neticisi: Yrd. Doc¸. Dr. I˙brahim Ko¨rpeogˇlu
Ag˘ustos, 2008
Telsiz algılayıcı ag˘ları o¨nceden belirlenmis¸ bir amacı gerc¸ekles¸tirmek ic¸in
tasarsız bir bic¸imde o¨rgu¨tlenen yu¨zlerce veya binlerce algılayıcı du¨gˇu¨mden olus¸ur.
Telsiz algılayıcı agˇlarda bellek ve is¸lemcide sınırlamalar olsa da, onları geleneksel
agˇlardan ayıran en o¨nemli kısıt pil problemidir. Algılayıcı du¨gˇu¨mler zor c¸evresel
kos¸ulların oldugˇu alanlara yayıldıgˇından, biten pilleri yenileriyle degˇis¸tirmek
pratik olarak mu¨mku¨n olmamaktadır. Bu durum her bir algılayıcı du¨gˇu¨mu¨nu¨n
enerjisinin hem du¨gˇu¨m hem de ag˘ seviyesinde dikkatlice kullanılmasını gerek-
tirmektedir. Literatu¨rde, ag˘ o¨mru¨nu¨ gelis¸tirmek ic¸in veri toplas¸ımı, enerji
etkin yo¨nlendirme du¨zenleri ve ortama eris¸im protokolleri gibi bir c¸ok yaklas¸ım
o¨nerilmis¸tir. Bu yaklas¸ımların temel motivasyonu servis kalitesinden o¨du¨n ver-
meyerek ag˘ o¨mru¨nu¨ gelis¸tirmektir. C¸ıkıs¸ du¨gˇu¨mu¨ (veri toplanan du¨gˇu¨m) yer
degˇis¸imi literatu¨rde ag˘ o¨mru¨nu¨ gelis¸tirmek ic¸in sunulan etkin c¸o¨zu¨mlerden biridir.
Bu tezde, kontrol edilebilir c¸ıkıs¸ du¨gˇu¨mu¨ yer degˇis¸imine odaklanıp, bu prob-
lemin c¸ıkıs¸ du¨gˇu¨mu¨ yerleri belirleme, hareket kararı parametreleri gibi degˇis¸ik
kısımlarının c¸o¨zu¨mu¨ ic¸in bir algoritma ku¨mesi sunulmus¸tur. Ayrıca, ag˘ o¨mru¨
uzatma c¸o¨zu¨mu¨nu¨n farklı bir biles¸eni olarak yu¨k dengeli topoloji yapılandırması
konusunda da bir algoritma verilmis¸tir. Yer degˇis¸imi du¨zeninin farklı biles¸enlerini
literatu¨rdeki digˇer ilgili yaklas¸ımlarla, bu¨tu¨n c¸ıkıs¸ du¨gˇu¨mu¨ yer degˇis¸imi du¨zenini
ise, rasgele yer degˇis¸imi ve hareketsiz c¸ıkıs¸ du¨gˇu¨mu¨ durumlarıyla kars¸ılas¸tıran
deney sonuc¸ları sunulmus¸tur. Sonuc¸ olarak, algoritmalarımızın rasgele yer
degˇis¸imi ve hareketsiz durumlara go¨re daha iyi sonuc¸lar verdigˇi go¨ru¨lmu¨s¸tu¨r.
Anahtar so¨zcu¨kler : Telsiz Algılayıcı Agˇlar, Agˇ Zamanı, C¸ıkıs¸ Du¨gˇu¨mu¨ Yer
Degˇis¸imi, Topoloji Kurulumu.
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Chapter 1
Introduction
The emergence of tiny sensor nodes as a consequence of the advances in micro-
electro-mechanical systems has introduced the wireless sensor networks. Sensor
networks consist of hundreds, even thousands of sensor nodes which are deployed
to an area of interest and construct a multi-hop network topology in order to
achieve a goal. A sensor network has typically two different kinds of nodes: sink
and sensor nodes. A sensor node is a low cost, low power device that is responsible
from sensing and communicating. Sink node (base station)1 is the node where
data are collected and interpreted. Generally, in the literature, it is assumed that
sink node has sufficient amount of energy which cannot be depleted during the
network operation.
Each sensor node has mainly three basic units in order to achieve its task:
sensing, processing, and communication [1]. A node can use different kind of
sensors in its sensing unit for interacting with the medium and gathering data
related to assigned task. After sensing, a node can process the data (applying
various functions like max, min, average) using its processing unit and transmit
the data to its parent. It can also receive and relay its children’s packets destined
to the sink node. Base station receives and processes all of these packets, and an
application that can run on the computer should interact with it and enable the
1Sink and base station are used interchangeably throughout the thesis
1
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end user to display and query the current and past information about the area
of interest.
There are various types of sensor network applications. [1] categorizes these
applications and gives typical examples for each category. Here we briefly sum-
marize these applications.
• Military Applications: The rapid deployment, self-organization and fault
tolerance characteristics of sensor networks make them appropriate for mil-
itary purposes. Monitoring friendly forces, battlefield surveillance, recon-
naissance of opposing forces, targeting, and nuclear and chemical attack
detection are examples of military applications. They can be used in hos-
tile environments where it is too dangerous for humans to operate.
• Environmental Applications: The most widely used sensor network applica-
tion is environmental monitoring. Various types of sensors enable the nodes
to sense the environment and perform given tasks continuously. This kind
of application includes forest fire and flood detection, habitat monitoring,
tracking the movement of targeted animals.
• Health Applications: Some of the health applications for sensor networks
are integrated patient monitoring; diagnostics; drug administration in hos-
pitals; monitoring the movements and internal processes of small animals;
telemonitoring of human physiological data (heart rate, blood pressure de-
tection, so on); and tracking and monitoring doctors and patients inside a
hospital.
• Home Applications: Sensor nodes can be used for home automation to
provide smart home environment in which all the appliances can interact
with each other and be controlled remotely outside the home.
• Commercial Applications: This type includes managing and controlling in-
ventory, detecting and tracking vehicles, and factory process control and
automation.
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Wireless sensor networks have special characteristics that differentiate them
from ad hoc networks [1, 36]. The number of sensor nodes deployed to the area
of interest is much higher (even order of thousands or more in some cases) than
that of ad hoc networks. The data communication is generally many to one (each
data packet is destined to sink in order to be processed and interpreted) whereas
in ad-hoc networks each node can communicate to one another (point-to-point).
Deployed sensor nodes can be inaccessible due to harsh environmental conditions
in some of the applications of WSN, like forrest fire detection, and battlefield
surveillance. In this case, cost of replacing the battery of a sensor node can
be more expensive than deploying a new sensor node to the area. The other
important difference is the limited computational and memory characteristics of
sensor nodes. This property restricts the programmers that design algorithms for
sensor networks in order not to exceed the limits of node memory and processing
capabilities (a typical Mica2 mote [13] has 128 KB programming memory).
Beside all of these differences, the most important characteristics of WSNs is
limited energy resources of sensor nodes. A typical sensor node has generally irre-
placeable limited capacity battery attached to the programming interface board.
Consuming less amount of energy is the most critical criterion when designing
any sensor network related protocol. Since the energy is the most precious re-
source, and in most of the applications, replacing the batteries are very hard or
impractical, utilizing each node’s and total energy of the network becomes much
more important for a given task.
Several schemes are proposed in the literature in order to minimize the total
energy consumption in the network for improving the network lifetime: power
adjusting when transmitting messages [9], developing energy efficient MAC or
routing protocols [14, 30, 41, 42], minimizing the number of messages traveling
in the network (since most of the energy is consumed when transmitting data
packets), putting some sensor nodes into sleep mode and using only a necessary
set of them for sensing and communication [50].
Making the sink mobile appears as another approach for improving the net-
work lifetime for WSNs. In a WSN, each sensor node not only transmits its own
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packet to sink, but also relays the packets of its children, when data aggrega-
tion23 is not used. Since most of the time a tree topology is constructed from
up to bottom (from base station to leaf nodes), all packets of the network are
delivered to the sink node via its first hop neighbors. As it can be seen from
Fig. 1.1, snapshot of the energy map in the network after first node died, this
situation causes these nodes to deplete their energy faster than the other nodes
in the network. So, the main motivation behind the sink mobility is to change
these nodes periodically (in each round) in order to delegate sink’s neighbor role
among the sensor nodes in a fairly manner for balancing the remaining energy
level of the nodes and finally improving the network lifetime. A node that was
sink’s neighbor in the previous round should have smaller packet load in the next
round so that on the average all nodes have nearly equal packet load (so equal
remaining energy levels) at an arbitrary time.
Figure 1.1: Energy map of a static sink after first node death
A sink mobility scheme has to address the issue of when (round duration,
sojourn time) and where (migration point, sink site, anchor point) to move the
sink node next questions and also it should explain which network parameters
should be used in order to regulate this operation.
2Data Aggregation is the process of expressing data in summary form.
3Each node processes its child’s packet, applies a function to both of its own packet and that
of its child (min, max, avg, etc.) and finally transmits one and only one packet to its parent in
this case.
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1.1 Motivation
Sink mobility has been drawn the attention of the researchers for a few years.
Several papers have been published about different aspects of the topic. In order
to solve when and where questions of the mobility scheme, to the best of our
knowledge, all of them either uses Linear Programming (LP) or Integer Linear
Programming (ILP)/ Mixed Integer Linear Programming (MILP). Although this
situation provides optimal solution to the given problem formulation and assump-
tions, they also bring scalability problem together. Except [3], none of proposed
solutions exceeds a hundred number of nodes (whereas [3] uses at most 600 nodes)
in their simulation scenarios, which can be treated ”insufficient” when consider-
ing the typical sensor network applications like environmental monitoring and
battlefield surveillance where hundreds or even thousands of nodes are deployed
to the area of interest. When the number of nodes increases, time needed for the
solution of formulation (which also equals the time elapsed while sink is decid-
ing where to move) increases exponentially. Since sensor nodes cannot transmit
or receive any data packet during the decision and movement phase, a huge-size
buffer requirement problem arises which also increases delay. Due to limited com-
putational and memory characteristics of sensor nodes, scalability problem makes
those approaches impractical for the applications that require very large number
of nodes.
Because of the buffer and delay problem described above, the sink node should
not move to points far away from the location that it currently stays, since moving
to a distant location also takes time. However, depending on the application, the
area of interest that the nodes are deployed can be very large (order of kilometers).
On the other hand, some regions of the area (hill, boggy) should have difficulties
that prevent the sink node to move a point which lies on this kind of areas even
they are closer to the current staying point. These conditions restrict the points
that the sink node can move when it wants. To the best of our knowledge,
a dynamic sink site determination algorithm has not been proposed before, in
which such network parameters are taken into consideration. In previous works,
the area of interest is assumed to have square properties, and the corners and
CHAPTER 1. INTRODUCTION 6
some predefined points in this square are defined off-line as the possible migration
points independent from any topological or deployment information. However,
as mentioned above, these predefined points should have some restrictions to
move (no alternative points are given in those works). We have proposed two
different sink site determination algorithms which consider number of nodes and
their positions (and some probable special conditions) when deciding possible
migration points.
1.2 Contributions
In this thesis, we propose a set of algorithms for different aspects of the sink mo-
bility problem in wireless sensor networks. First, we propose two different sink
site determination algorithms. To the best of our knowledge, these are the first
proposed algorithms in which possible sink sites are not given as the predefined
points of the area, instead, they will be determined according to the distribution
of nodes in the area and their coordinates or neighborhood information. Sec-
ondly, a cost function is introduced and an algorithm is given when the buffer
size limitation of sensor nodes prevents the sink to move to any candidate site.
Additionally, an energy efficient topology construction algorithm and local tree
topology construction algorithms are presented which are important for improv-
ing network lifetime. These issues were not addressed all together in most of the
previous studies.
1.3 Thesis Structure
In Chapter 2, some preliminary information about wireless sensor network is
given. The chapter also gives a brief explanation of the previous related work
about different general approaches for improving network lifetime (other than
sink movement), mobility schemes in general, and specifically sink mobility issue
in wireless sensor networks. Pros and cons of each work has been discussed in
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detail. Chapter 3 presents the heuristic algorithms about the sink mobility issues
with sink site determination, efficient topology construction and local tree update
mechanism. In Chapter 4, details about the simulation environment and param-
eters are given and results of the experiments are presented. Finally, Chapter 5
concludes the thesis and gives future research directions.
Chapter 2
Background and Related Work
Sink mobility is one of the approaches, among many others, that have been used
for prolonging network lifetime. It has been extensively discussed over the last
few years by treating one or more different aspects of the network, such as routing,
sink location, sojourn time of the mobile sink, etc. In this chapter, important
articles that are closely related to our work in this thesis are discussed. However,
it is first preceded by a section that classifies the works related to network lifetime
improvement and cites some of the important papers in each group.
2.1 Network Lifetime Improvement Approaches:
A Summary
Since energy is the most precious resource of a sensor network, it should be
carefully taken into consideration in any algorithm or approach related to sen-
sor network operations. This situation causes researchers to deal with network
lifetime improvement in different aspects of networking. Before going into more
detail about the works related to our study, it would be better to give a brief sum-
marization about the papers that use different mechanisms to improve network
lifetime. These works generally lie in physical layer (power control), data link
8
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layer (MAC protocols), network layer (routing), or upper layers (data gathering,
clustering). Most of the papers deal with one of the aspects that lie only in one
layer, whereas some other works [5,23,24,32] use cross-layer design where differ-
ent issues related to more than one layer are taken into consideration in order to
maximize network lifetime. Fig. 2.1 shows a brief description of network lifetime
maximization techniques.
N e t w o r k  L i f e t i m e  I m p r o v e m e n t  A p p r o a c h e s
P h y s i c a l  L a y e r R o u t i n g M o b i l i t y
U n c o n t r o l l e dC o n t r o l l e d
M A C  L a y e r
S i n k  M o b i l i t y N o d e  M o b i l i t yR e l a y  M o b i l i t y
Figure 2.1: Network lifetime improvement techniques
Since communication is the main source of energy consumption, efficient power
management while transmitting and receiving messages can effectively extend the
operational lifetime of the network. Different mechanisms are used in order to
achieve this task. [55] combines both routing and power adjustment mechanisms
for network lifetime improvement. It basically proposes a routing mechanism in
which each node adjusts its transmission power to send packets to its neighbors.
[56] tries to evenly distribute the traffic load by dividing the area to ring zones
and resets the transmission radius of each node according to which zone it belongs
to. [10] emphasizes that sensor nodes are generally densely deployed to the area
of interest, and therefore targets are redundantly covered. It adjusts the sensing
ranges of sensor nodes and aims to find maximum number of set covers and the
ranges of each sensor in this set such that each set covers all the targets.
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Numerous MAC protocols are proposed in the literature that consider the spe-
cial characteristics of wireless sensor networks. Almost all of them carefully treat
the energy issue in sensor nodes and propose energy-efficient MAC layer proto-
cols. These energy efficient protocols directly contribute to the network lifetime,
since they avoid redundancy in typical operations of this layer (synchronization,
control packet exchange, etc.). [14, 30, 38] are some important and widely used
energy-efficient MAC protocols in the literature (more protocols, their pros and
cons and comparison table, and causes of energy waste at this layer can be exam-
ined in a related survey paper [16]). Unlike the others, [33] proposes an adaptive
MAC protocol that guarantees network lifetime for wireless sensor networks. It
both guarantees the pre-configured network lifetime and reduces end-to-end la-
tency by introducing an adaptive duty cycle depending on ratio of the remaining
energy to the initial energy considering the pre-configured network lifetime.
Routing is another area that researchers concentrate in order to improve net-
work lifetime. [11] states that energy consumption rate per unit information trans-
mission depends on the choice of the next hop if the transmission power level can
be adjusted. It proposes a shortest cost path distributed routing algorithm that
uses link costs in which residual energy levels between two nodes are consid-
ered. [35] shows that the problem of routing messages in a sensor network in
order to maximize network lifetime is NP-hard. They develop an online heuristic
to maximize network lifetime which also provides larger network capacity. [51]
emphasizes that performance of sensor networks are related to both time (net-
work lifetime) and space (network coverage - source level fairness) domains. The
authors develop simple, localized, and a probabilistic protocol which addresses
performance issues in both time domain, by exploring multiple paths when send-
ing messages for uniform energy consumption, and spatial domain, by reducing
the load over congested nodes.
There are another classes of approaches, other than these three major ones,
which are used for improving network lifetime. Topology control [2, 29], data
gathering and aggregation [15,25–28,57], clustering [17,21,37], and sleep schedul-
ing mechanisms [7,45,54] can be given as examples for these classes. Sink mobility
has been emerged as another approach in this domain for the last few years.
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2.2 Sink Mobility for Network Lifetime Im-
provement
Although the goal of all the approaches mentioned in the previous section are
same, they differ in the way they consider the resulting energy consumption be-
havior in the network. [47] categorizes energy consumption strategies while deal-
ing with network lifetime. Most strategies aim to minimize average, maximum,
or relative energy consumption by using a related technique. Some routing pro-
tocols (reducing the transmission cost of a packet via optimal route) and power
management techniques (each node adjusts its transmission power while sending
a message) minimize the maximum energy consumption, while some energy ef-
ficient MAC protocols minimize average energy consumption (all nodes use the
same sleep/idle schedules and reduce the average energy consumption). As stated
in [47], in most studies neither average nor maximum strategies consider current
energy status of a node. That is why, they cannot avoid the nodes whose their
batteries are getting exhausted to die. Unlike these approaches, in (controlled)
sink mobility, current remaining energy values of sensor nodes are taken into con-
sideration, and this helps to extend the lifetime of nodes as much as possible.
This brings a serious advantage in the case that network lifetime is defined as the
time passed until the first node depletes all its energy, which is commonly used
definition in the literature.
Sink mobility can be classified into two categories according to the moving
strategy used: uncontrolled (random), and controlled [4, 19].
2.2.1 Uncontrolled Mobility in Wireless Sensor Networks
Uncontrolled mobility is the scheme used when mobility in wireless networks
has been introduced to WSN domain [22, 43]. In this type of mobility, a third
tier is used in the network (as seen in Fig. 2.2 - redrawn from [22]), in which
mobile agents (a.k.a. MULEs - Mobile Ubiquitous LAN Extensions) are deployed
between access points (base stations) and sensor nodes in order to collect data
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from sensor nodes when in close range, buffer them and finally transmit them
to the sink [43]. It is called as uncontrolled, since movement is random and
MULEs (for instance vehicles) move according to their needs and only exchange
data if they encounter any node as a result of their movement [22,43]. The main
motivation behind MULEs is to reduce energy cost for data transmission by using
single-hop communication (from node to MULE or MULE to sink), instead of the
more expensive multihop routing. Since communication cost is the most energy
consuming part in network operations, this approach effectively increases network
lifetime. However, since the arriving time of any MULE (either to a node or to
the sink) is not known a priori, this causes two important problems: large size
of buffers that nodes should have, and large data latency. Sensor nodes should
have large buffers in order to save all packets generated between two consecutive
visits of the MULE. It is also unpredictable when a MULE comes close to the
sink node and transmits packets to it. This can cause a huge delay between the
time that data is generated and received by the sink. It is obvious that there is
a trade-off between latency and energy consumption. If our application is delay
tolerant, then uncontrolled sink mobility becomes a good option. Packet loss risk
should also be evaluated if nodes do not have large enough buffers that can save
all the packets generated between two consecutive visits of a MULE.
MULEs
Sensors
AccessPoints
Figure 2.2: Mules with three-tier architecture
CHAPTER 2. BACKGROUND AND RELATED WORK 13
2.2.2 Controlled Mobility in Wireless Sensor Networks
Contrary to its counterpart, in controlled mobility, movements are done depend-
ing on the conditions of the network (like current energy map, node density in
the regions, etc.). Currently, there are three main approaches used in controlled
mobility [3]. In first and mostly used one, the sink moves among the nodes and
collects data without any additional entity (which is also the case in this thesis).
In the second approach, mobile relays are used as forwarding agents - like MULEs,
but in a controlled manner in this case - for the communication between sensor
nodes and the base station [46, 48]. In the third approach, sensor nodes them-
selves are mobile [49,52]. Generally, sink node or relay nodes are assumed to have
more powerful energy resources such that their energies are not being depleted
during the network lifetime. Therefore it is expected that mobility of these types
of nodes does not adversely affect the network lifetime. However, for sensor nodes
this is not the case. As it was mentioned before, sensor nodes have very limited
energy batteries, which cannot be wasted for mobility, topology reconstruction,
etc. unless it is certainly necessary. That is why, the first two approaches appear
to be the more promising for energy efficiency and longer network lifetime [3].
Controlled and uncontrolled mobility in WSN domain is compared against
each other using some performance measures in [4]. As discussed above, uncon-
trolled mobility has higher data latency but lower energy consumption than that
of controlled one. When network traffic is low, deployment area is small, buffer
size is large enough and MULE speed is quite fast, there is no packet loss in both
approaches. However, as the deployment area grows and/or MULE becomes
slower (inter-arrival time at the same cell increases), overflows occur in sensor
node’s buffers and packet delivery ratio decreases as a result. Moreover, since
movements are done in random manner in uncontrolled mobility, computational
cost is lower than that of controlled one. As a result, both mobility schemes have
pros and cons. Basic comparison is summarized in Table 2.1 from [4]. Choosing
the appropriate scheme completely depends on the application that we have. If
we can tolerate data latency and some possible packet losses and/or we have rel-
atively small deployment area and MULEs travel faster in that area, than it will
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be important to use data MULEs for communication in order to effectively reduce
the energy consumption. However, if we have a critical application (which is the
case in our work) that is intolerant to any latency or packet loss, like earthquakes,
fire detection, or battlefield surveillance, then controlled mobility (via either re-
lays or sink) become crucial. In this thesis, we focus on controlled mobility , and
we propose algorithms for controlled sink mobility case, mobile relays are out of
the scope of this work.
Controlled Uncontrolled
Data latency Low High
Energy Consumption Medium Low
Computational Needs Medium Low
Table 2.1: General comparison between controlled and uncontrolled mobility.
2.2.3 Controlled Sink Mobility
In this work we focus on the case where sensor nodes are stationary and there is
not any additional tier, instead just the sink is mobile and moves among different
migration points. However, movement of the sink depends on different parameters
of the network (hence it is controlled). There are different works done in this track
that deal with issues regarding sink mobility.
[18] examines sink mobility problem with multiple base stations (unlike our
case, where we have one mobile sink). The main motivation behind this choice
is to have more options for routing and reducing and retaining the hop count
(so energy consumption). It presented two different integer linear programming
(ILP) formulations, which have objective function either to minimize the maxi-
mum energy spent by a sensor node (BSLmm) or to minimize the total energy
consumption (BSLme) in a round subject to some constraints, for relocation of
the multiple mobile sinks (maximum 3) in each round (equal period of time, T
timeframes) to prolong the lifetime of the sensor network. The paper evaluates
the performance of the static and mobile approaches with 3 mobile base stations.
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Since lifetime is defined as time until first node dies, (BSLmm) outperforms other
four schemes. They also examine the impact of the number of available base
stations over the network life time and see that increasing the number of base
stations beyond a certain threshold value does not improve the network lifetime
(since at that time there are sufficient number of base stations in the network
such that each sensor node can transmit messages via single hop communication).
Mobility and routing are considered together in [31]. It is assumed that sensors
are densely deployed (as a Poisson process with density ρ) within a circle. They
define the network lifetime as the time span until the first loss of coverage. The
authors prove that, the center of the circle is the optimum location for the sink
in terms of energy efficient data collection and mobility helps to balance the
load and prolong the network lifetime. They define the problem with a linear
programming formulation (minimizing the load on each sensor node N), and
solve it first finding the optimum mobility strategy by fixing the routing strategy
as shortest path routing, then use the output strategy in order to find the final
routing strategy with better performance than shortest path one. After the claims
and proofs which limit the mobility trajectories, finally it is proved that optimum
mobility strategy is the trajectory around the periphery of the network. The
authors find a ’better’ routing strategy by concentrating on an inner circle in
the network area and develop a heuristic using this structure. Simulations are
done in order to see how results from the analytical analysis overlap with those
coming from the simulation. Since there is not any result related to a comparison
with any other mobility approach (like random), we cannot make comment about
the performance of the proposed scheme. The main drawback of the work is the
assumption that network region is circular. There is not any discussion that
explains how the solution is transferred to another region types in the paper.
One of the works closer to our work is presented in [34]. In this paper, N
sensor nodes and a sink node s are randomly deployed to an area of interest.
There is a constant information generation rate at every sensor node and a set
of locations where the base station can move and stay. The authors present two
complementary algorithms for solving the sink mobility and routing problem to-
gether. One is the scheduling algorithm that determines the duration for each
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candidate sink site that the base station can stay, and the other is the routing
algorithm in order to find the energy-efficient paths for each packet from a sensor
node to the sink. Linear Programming (LP) formulation is given which maxi-
mizes network lifetime, the sum of sink sojourn times at all possible locations,
subject to some constraints and compare mobile and static sink approaches with
different routing schemes. In simulations, there are two scenarios including just
four (centers of four sub-squares) and five different (corners and center) sink sites,
respectively. Experiments are done and compared via adding the routing parame-
ter which prevents us to observe the performance of the proposed mobility model
in the paper.
One of the more recent and detailed work about controlled sink mobility is
presented in [3]. They present a centralized Mixed Integer Linear Programming
(MILP) model that determines sojourn times and order of the visits to sink
sites. Moreover, one of the first fully distributed and localized heuristic called
Greedy Maximum Residual Energy (GMRE) is developed as a solution of the
same problem. Network model is quite similar to the one given in [34]. Unlike
that model, deployment area is divided into grids and the corners of these grids
are determined as sink sites. They introduce two different parameters in order
to make the model more realistic. The dMAX parameter represents an upper
bound for the distance between the current and next site that sink can travel.
This parameter bounds the time of the sink movement and enables the sensor
nodes to save the packets in buffer without any loss. MILP formulation aims
to maximize total sojourn time, as in [34], subject to some constraints. They
evaluate the performance of MILP, GMRE, Random Movement (RM), and Static
Sink approaches. MILP and GMRE gives better results than the others. MILP
performs better than GMRE between 30% to %50 (for increasing tmin values).
Previous works that use (Mixed) Integer Linear Programming force the au-
thors to limit the number of sink sites and number of nodes in their simula-
tions. [18] uses maximum 30, while [34] uses 100 nodes in their simulations. Since
Integer Programming/Mixed Integer Programming is NP complete [53], increas-
ing number of nodes will cause very long delays during the sink decision process.
However, it is more likely to deploy order of ten-thousand nodes to a terrain in
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a classical WSN application (especially when the cost of a sensor node becomes
cheaper), and it is unrealistic to neither expect each sensor node has infinite or
very large buffer capacity (since they have limited resources) that will not waste
the packets during migration decision process, nor tolerate such a large delay
for most of the typical WSN applications. Heuristic algorithms can be more ad-
vantageous and effective in this case than the optimal solution with less realistic
assumptions, especially for very large number of nodes.
In this chapter, network lifetime improvement approaches are summarized
using the networking layers perspective: physical, datal link (MAC), network,
and upper layers. Important works in each group are explained briefly. Sink
mobility is one of the approaches that lie in application layer. Uncontrolled and
controlled mobility is discussed in detail. Since our work is in sink mobility part,
related work in this area is given. The drawbacks of these works, which are the
reasons behind the motivation of this thesis, are also discussed.
Chapter 3
Our Solution
Our goal with this thesis is to propose a set of algorithms for different aspects
of the sink mobility problem in wireless sensor networks in order to improve
network lifetime. Briefly, in this chapter, first our general algorithm and its steps
are presented preceded by the network model and the problem definition. After
that each sub-algorithm will be given in detail.
3.1 System Model and Problem Definition
We consider a wireless sensor network that has N static sensor nodes and a
mobile base station. Sensor nodes are deployed to the region of interest in a
random manner. After the mobile sink moves to its initial location, it broadcasts
messages in order to construct a routing topology, from up to bottom. Each node,
that receives the message, which means each node in the transmission range of
the sender, re-broadcasts the message, putting its ID as ’parent ID’ to the related
part of the packet. Each node that receives the broadcast packet saves the parent
ID. After the topology construction, nodes start to sense the environment. There
is a constant packet generation rate Qi for each sensor node i ∈ N . There is no
data aggregation in the network; that is each parent relays its children’s packets
to the sink. Base station knows the exact location of the sensor nodes using an
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available technology like GPS or GPS-less [6,39,40] localization algorithms. Each
packet will be received by the sink which implies there is no packet loss in the
network (perfect MAC layer). Each sensor node has enough buffer size in order
to avoid loosing packets during the traveling time of the sink from the current site
to the next one (or this time is negligible). In this work, we define the network
lifetime as the period of time until the first node dies, which is commonly used
in the literature.
We present different heuristic based algorithms in order to bring a new ap-
proach to the sink mobility issue using the answers of three questions:
-When the sink decides to move to another site?
-Where the sink will go to as new site?
-How the sink decides to move or stay (obtaining the parameters)?
To decide when to move, generally, we use remaining energy level changes in
the neighbors of the sink.
In typical sensor network applications (like forest fire detection), hundreds or
even thousands of sensor nodes can be deployed to the region of interest. This
area can be very large such that it should be very difficult to consider each node
point in the area as a candidate sink site (point within the deployment area the
sink can visit), since this will dramatically increase the time to decide whether
to stay at the current point or move to another point in the area (and where to
move if it does not stay). However, the decision process should be completed as
quickly as possible. This requires determining a set of S = 1, . . . , q sink sites after
the deployment, and consider only those points when deciding to change position
in the area.
The main motivation behind the sink site determination algorithms is to de-
crease the candidate migration points in the deployment area the base station
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Figure 3.1: General scheme
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can visit in order to minimize the decision time, in other words reduce the com-
putational cost, when deciding the next sink site after the sojourn time 1 expires.
In some scenarios, sensor nodes are deployed to an area where some points can
be inaccessible or very difficult to access. This implies that sink can not visit any
point in the deployment area due to some harsh environmental conditions. These
reasons force us to choose sink sites before network starts operating.
In the literature, as in [3, 34], the deployment area is divided into grids (like
4x4 or 8x8) and sink sites are determined as the corners of those grids without
any computation. However, it would be better to determine those sites with more
intelligent algorithms using the current deployment or neighborhood information.
In a network without data aggregation, nodes within the transmission range of the
sink are going to relay the packets of all the nodes that are under the lower levels
of the logical tree topology. This causes those nodes to deplete their energy faster
than the other nodes. That is why the most important thing to consider is to
group (cluster) those nodes and choose a point in such a group when determining
the sink sites. By this method, we should balance the energy consumption of this
first order nodes and prolong the network lifetime.
3.2 General Scheme
This thesis gives a set of algorithms for sink mobility and some related problems,
as itemized in Table 3.1, in order to improve network lifetime. The big picture
of the network operations are given in Fig. 3.1. First solution is about sink
mobility which consists of both sink site determination and movement criterion.
We present two different sink site determination algorithms. Each algorithm uses
different mechanisms in order to choose sink sites. After that, both algorithms
use the max-min based (maximum of the minimums) approach or its modified
version (visit added) for moving from one point to another. Another solution we
propose is a tree topology construction algorithm which aims to fairly distribute
1The sojourn time is the time the sink spends at a fixed location.
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the packet load among the nodes by considering the remaining energy informa-
tion. Finally, our local tree topology update algorithm tries to prevent redundant
message exchanges inside the network when topology is being reconstructed at
each movement of the sink.
Sink Mobility Scheme
Sink Site Determination
Movement Criterion
Balanced Tree Based Topology Construction
Local Tree Topology Update
Table 3.1: Network lifetime elongation elements proposed in the thesis
3.3 Sink Mobility Scheme
Sink mobility scheme has two major steps: finding candidate migration points
(sink sites), moving through these migration points. For the first step, two differ-
ent sink site determination algorithms are presented which are based on locations
(coordinates) of the nodes on the deployment area, and on neighborhood relation-
ships, respectively, in the following two sections. After that, how (using which
parameters and how to obtain them) and when to migrate to those points are
discussed. Finally, a cost function is introduced in order to examine the problem
of how to choose a new migration point from a set of points when the nodes have
limited buffer capacity.
3.3.1 Sink Site Determination
After hundreds of nodes are deployed to an area of interest, there is infinite num-
ber of points in the area that sink can move. The number of possible points
will be in the order of hundreds, even we limit the points to the coordinates of
the sensor nodes. Large amount of candidate points causes too much compu-
tational cost while deciding where to move at the end of each round. If sensor
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nodes do not have an infinite buffer (or sufficiently large one that can store all
generated traffic during decision process), and if decision takes too long, loosing
data packets becomes inevitable. There can be lots of applications which cannot
tolerate such a case. Also, because of some typical sensor network applications
(like environmental monitoring), nodes can be deployed to areas that can have
harsh conditions (like boggy, hilly) into which the sink node cannot move. All
these cases require to select some set of points (i.e. sites, anchor points, candidate
migration points) that the sink node can potentially migrate before the network
starts to transport data.
To the best of our knowledge, there is not any study about sink mobility
that includes a dynamic sink selection process. All of them are off-line and does
not include any detail about the deployment of sensor nodes or other physical
conditions. Most of them just use corner points of the square or grids in the
area [3,34]. Unlike other works, by these two algorithms, we try to give different
sink site selection mechanisms which treat the network conditions as well.
3.3.2 Neighborhood Based Sink Site Determination Algo-
rithm
Sometimes, it can be difficult to know the exact boundaries of the deployment
area and the coordinates of each sensor node in the region. In this case, the
neighborhood information of the nodes can be used for determining candidate
sink positions. Since every node receive/hear messages during network operation,
or can exchange neighborhood information using control packets, each node can
know its neighbors independent of their coordinate information.
Since the main motivation of sink mobility is to evenly distribute the heavy
load of the base station’s neighbors, we want to group those nodes via an algo-
rithm in order to be chosen as sink’s neighbors. The neighborhood relationships
are used for solving this problem. If we are given n nodes and neighborhood re-
lationship information, then our aim is to choose q nodes from the list such that,
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1→ {2, 3, 5}
2→ {1, 3, 5}
3→ {1, 2}
4→ {5}
5→ {1, 2, 4}
Table 3.2: Neighborhood relationships of a sample toy network
union of the neighbors of these nodes cover all the nodes in the area. This pro-
cess is quite similar to finding a dominating set for a graph G = (V,E), which is
defined as every vertex not in dominating set D is adjacent to at least one vertex
in D [8]. Dominating set problem is a special instance of set covering problem,
and it is NP-complete [44]. 2
A sample neighborhood relationship of a five node network is given in Table
3.2. Each node’s neighbors are given in curly brackets. We can see {1, 2, 3, 4, 5}
as universal set and their neighborhood information as subsets of this set. If
nodes 1 and 5 are chosen then, all of the nodes will be covered with repetitions
(for 1 and 2)
We present a greedy heuristic algorithm for dealing with dominating set prob-
lem. In the beginning, after determining the neighborhood information of each
node (either by computing at the sink using coordinates or collecting neighbor
information from the nodes to the base station), the sink node sorts the nodes in
descending order with respect to their number of neighbors. Then the heuristic
algorithm takes the coordinate of the node (a contributed node) with the most
number of neighbors in the beginning and put those neighbors to the current
neighbor list. After this step, the Algorithm 1, keeps the list of covered and un-
covered nodes at each step. After first contributed node is chosen (the node with
the most number of neighbors), its neighbors are saved in coveredNodes list. The
uncoveredNodes list is simply calculated via taking set difference of universal set
(all nodes) and coveredNode list. After initialization of those lists, node that has
2The decision version of set covering is NP complete, and the optimization version of set
cover is NP hard since it generalizes the NP-complete vertex-cover problem [12].
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the maximum number of common elements with uncoveredNodes is chosen as the
next contributed node. Then its neighbors are added to coveredNodes list and
uncoveredNodes list is updated. This iteration continues until uncoveredNodes
list becomes empty (coveredNodes equal to universal list). Figure 3.2 shows the
possible sink sites (stars) as the output of the algorithm. If we look at the com-
plexity analysis of the algorithm, while loop will iterate n− 1 times (where n is
the number of nodes) if each node has at least one common element, and inner
loop also iterates n times, therefore the complexity is O(n2) in the worst case.
0 50 100 150 200 250 300
0
50
100
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200
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300
Figure 3.2: Neighbor based determined sink sites with dominating set heuristic
3.3.3 Coordinate Based Sink Site Determination Algo-
rithm
In the literature, it is generally assumed that base station knows the exact location
of sensor nodes using either GPS modules located on the sensor nodes or GPS-
less localization algorithms. With that information it would become possible to
group those nodes using their coordinate values on the sink side.
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Algorithm 1: Neighborhood based sink site determination algorithm -
dominating set heuristic(neighborhoodRelationships)
foreach node i in area do
neighbors[i] = nodes in the transmission range of node i;
neighborSize[i] = size(neighbors[i]);
end
sortedIndices← sort(neighborSize, ‘descendingOrder′);
ind = 1;
contributedNode(ind) = sortedIndices(1);
coveredNodes = contributedNode(ind).neighbors;
uncoveredNodes = universalSet− coveredNodes;
currentNeighborsList = neighbors(sortedIndices(1));
ind = ind+ 1;
while uncoveredNodes = φ do
foreach node i in sortedIndices do
commonElements(i) = size(intersect(neighbors(sortedIndices(i)),
uncoveredNodes));
end
indx = index of max(commonElements);
contributedNode(ind) = sortedIndices(indx);
ind = ind+ 1;
coveredNodes = coveredNodes+ contributedNode(ind).neighbors;
uncoveredNodes = universalSet− coveredNodes;
end
foreach node i in contributedNode do
candidateMigrationPoints(i) = coordinate(contributedNode(i));
end
return (candidateMigrationPoints);
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In the coordinate based sink site determination algorithm, we divide the de-
ployment area into squares such that each one’s length is equal to the transmission
range. That enables us to group (cluster) the nodes that can be the sink’s neigh-
bors in any round and compare their energy levels and decide which subarea to
move in the next round. The number of areas is dynamically changing according
to the transmission range values.
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Figure 3.3: Coordinate based determined sink sites using squares
As it can be seen in Fig. 3.3, the distance between any two neighbor sink sites
is R, where R is the maximum transmission range. Each sink site is ideally placed
at the center of the allocated area. The detailed algorithm is given in Algorithm
2. After determining the centers of each sub square, sparse areas are eliminated
if their density is below the threshold, where threshold is determined by dividing
the number of nodes to the number of sub squares.
Since each node’s coordinate is known by sink node, the area is not needed to
be regularly allocated to the squares in order to use this algorithm. The sink node
can choose the node that has minimum (x,y) pair and assumes that it located on
the left lower corner of the imaginary sub square. Then it chooses the center of
this sub square as candidate migration point, and continues this operation, until
all the nodes in the area are covered. Since the algorithm iterates two times over
the number of sub squares, its complexity is O(s), where s is the number of sub
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squares and is calculated as (edgeLengthOfSquare/transmissionRange)2.
A dynamic sink site selection algorithm (either neighborhood or coordinate
based) provides us to eliminate the areas that are on inaccessible terrains which
prevents sink to move and stay at that point. For instance, in Fig. 3.3, the ones
with * are inaccessible areas that have hard physical conditions (boggy area, hills,
so on) are eliminated before network operation starts. We also eliminate the parts
(in coordinate based part, either square or circle) that do not have any node in
the sub area during the algorithm.
Algorithm 2: Coordinate based sink site determination algorithm
(nodeCoordinates, txRange)
numberOfSubsquares←
square(edgeLengthOfSquare/transmissionRange);
ind = 1;
foreach i ≤ numberOfSubsquares do
precmp(i, :) = [xcenterycenter]
end
ind = 1;
foreach i ∈ precmp do
if precmp(i, :) is accessible and density ≥ threshold then
candidateMigrationPoints(ind, :) = precmp(i, :);
ind = ind + 1;
end
end
return (candidateMigrationPoints);
3.3.4 Sojourn Time and Movement Criterion
After candidate sink sites are determined, the sink node moves to the densest
point of the area (first migration point) and the routing topology (i.e. tree) is
constructed (either via broadcasting, or some intelligent topology construction
mechanism). Sink gets the remaining energy values from its neighbors in order
to learn the minimum energy level in the one-hop neighbors before packets start
arriving. Since energy levels are piggybacked in each packet, sink can have the
chance of comparing the current minimum energy value and the starting one. If
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the difference between them is one or more levels, then the sink starts the decision
process to determine the location to move for the next round. The number of
energy levels (L) determine the sojourn time of the sink for that location, which
is the time until any node spends 1
L
of its energy. Too many levels means shorter
sojourn times. For example, if we have small number of energy levels, like 4, then
25% of the node’s energy must be depleted in order to trigger another migration
process. Some applications should require a minimum sojourn time on a site in
order to ensure data quality. For these cases, we introduce the value tmin, which
is defined as the minimum time that a sink should stay on the current site.
Such a dynamic approach is more advantageous than a static approach where
fixed number of rounds are used. For instance, sink can immediately move to
another site if a sink neighbor has tremendous packet load and dramatically
looses its energy, however fixed round approach will wait there until the number
of rounds are completed and possibly causes the node to die.
If sojourn time expires (either exceeds tmin or a change in energy level oc-
curs), the sink examines the minimum remaining energy value in each candidate
migration point, which means the minimum energy value among the nodes’ en-
ergy values that fall into the circles or the squares, using the information in the
last received packets. Then it moves to the point where the minimum remaining
energy level is maximum among the sites that have not been visited yet (max-min
approach). When we say ’have not been visited ’, we mean a site cannot be visited
until sink has moved to all of the candidate migration points once. After all
visits are done, then the visited flag will be set to zero for all of the sink sites and
they all become available to visit again. The motivation behind this approach
is this: if we just use max-min approach then we may stuck to a single local
maximum and cannot focus more into a general picture. In other words, when we
are only interested in energy dimension of the problem, then we can ping pong
among a few sink sites and have similar packet load patterns (if a deterministic
topology construction algorithm is used like in the next section). However, if we
visit different sites, then we can achieve more uniform packet load distribution.
Therefore this visit added max-min approach, which is summarized in Algorithm
3, corresponds to visiting possible sink sites with an order in which the node with
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maximum of the minimum energy values in the sites takes precedence. Since
the algorithm iterates over the number of migration points (m), and calculates
minimum energy among the nodes on each site, its complexity is O(m ·n) (where
n is the number of nodes) in the worst case.
Algorithm 3: Migration criterion - visit added max-min approach
notV isitedList = migrationPoints;
start with migrationPoints[0];
notV isitedList = notV isitedList− 0;
while first nodes depletes its energy do
update EnergyList after transmissions;
if energyLevelChange of any node j >= 1 then
foreach point i in notV isitedList do
neighbors[i] = nodes in transmission range of
migrationPoints[i];
foreach node k in neighbors[i] do
energyList(k) = energy of node k
end
end
minimumEnergyNode = index of min(energyList)
minimumEnergyList[i] = minimumEnergyNode newIndex =
index of max(minimumEnergyList);
nextSite = notV isitedList[newIndex]
notV isitedList = notV isitedList − newIndex;
if notV isitedList == φ then
notV isitedList = migrationPoints;
end
migrate to nextSite;
end
end
3.3.5 Introducing Cost Function
Some applications can require high number of sensor nodes that are deployed to
an area that can be order of tens of kilometers square. In that case, movement
time of the sink from one point to another should increase dramatically. This situ-
ation directly affects other nodes since they continue sensing the environment and
generating packets. Because of not using data aggregation, high data generation
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rate (like a packet for each second) causes each node to buffer many packets until
the sink node reaches the new site for the next round. In previous sections, it is
assumed that nodes have unlimited buffer capacity and do not loose packets, and
therefore the sink node can move to any migration point in the area. However,
in real scenarios, this is not the case. Sensor nodes have limited buffer capacity
and after a while they start loosing packets when new packets enter to the queue.
For some critical applications, including battlefield surveillance, earthquake and
fire detections, it is generally undesirable to loose any single packet. This forces
us to define a cost function. For instance, assume that the sink node is on a
vehicle which has a speed of 1 m/s. Each sensor node has buffer capacity of, say
50 packets, and packet generation rate Qi is 1 packet per second. In this case,
if we ignore the topology reconstruction time, this means that the sink node can
move to a point that is at most 50 meters (called dmax) away from its current
position without loosing any packet. For such cases, we propose to consider only
the set of nodes inside a circle of dmax radius as candidate migration points, and
try to move to one of them which is the most energy efficient. This approach is
summarized in Algorithm 4. In the worst case scenario, its complexity is O(m ·n)
where m is the number of migration points and n is the number of nodes.
Algorithm 4: Centralized migration algorithm with cost function
foreach point i in migrationPoints do
neighbors[i] = nodes in transmission range of migrationPoints[i];
foreach node k in neighbors[i] do
energyList(k) = energy of node k
end
minList[i] = index of min(energyList);
end
maxIndex = index of max(minList) ;
newSite = migrationPoints(maxIndex);
migrate to newSite
CHAPTER 3. OUR SOLUTION 32
3.4 Load Balanced Topology Construction Al-
gorithm
Usually tree-based routing topology is constructed using a broadcast mechanism
as follows: after the mobile sink moves to its initial location, it broadcasts mes-
sages in order to construct the topology from up to bottom. Each node that
receives the message, which means the node is in the transmission range of the
sender, re-broadcasts the message after putting its ID as ’parent ID’ to a field of
the packet. Each node that receives the broad-cast packet saves the parent ID.
In the approach above, current energy levels of the nodes are not taken into
consideration. Proposing an intelligent algorithm, which considers the current
energy level and packet load of the nodes should yield a better network lifetime.
Algorithm 5 gives a balanced tree based topology construction mechanism. Sink’s
neighbors are in the first level in the logical tree, neighbors of its neighbors are
in the second level, and so on. For each node in level l, if a neighbor node is
in the logical level l − 1, it becomes a candidate parent and its ID is put into
the parent list. After calculating these values, the algorithm is started to run
in the last logical level of the tree, namely leaves. Nodes in the last level of the
tree are sorted according to the number of candidate parents in ascending order.
The main motivation behind sorting the nodes is to give priority to the nodes
with less number of options. By this way, when we come to nodes with more
options, nodes have updated packet loads, that’s why a better decision can be
made among many options. If a node has only one parent in its list, then this
node is assigned as the parent node and its packet load is also incremented by
the packet load of the child. If a node has more than one candidate parent, the
ratio of energylevel/packetLoad2 is calculated for each candidate. The candidate
with maximum ratio value is assigned as the current node. Since the algorithm
is run from bottom to up, the packet load of the most critical nodes (i.e. sink
neighbors) can be determined using the full information of the nodes below.
The algorithm consists of two main for loops. The first loop’s complexity
is O(n). The second loop iterates for each candidate parent of each node in
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each level in the tree. The outer two loops iterate over the all nodes in the area
(iteration is over the nodes level by level). In the worst case, a node can access
to all nodes in one hop, therefore its number of neighbors can be equal to n− 1.
In this case, we have two loops which iterate for n and n− 1 nodes, respectively,
which yields O(n2) complexity.
Algorithm 5: Load balanced topology construction algorithm
sink initiates broadcast;
foreach node i in area do
logicalLevel[i] = hop distance to sink node ;
parentList[i] = nodes which packets reach from upper level;
end
for level = bottom to first do
sortedNodeInCurrentLevel = sort(size(ParentList), ’ascendingOrder’);
foreach node i in sortedNodeInCurrentLevel do
if size(parentList[i]) == 1 then
nodes[i].parentId = parentList(1, 1);
end
else
foreach node j in parentList do
ratio(j) = energylevel(j)/currentPacketLoad2
end
maxRatioIndex = index of max(ratio)
nodes[i].parentId = parentList(maxRatioIndex);
end
update packetLoad for the parent
end
end
3.5 Local Tree Topology Reconstruction
One of the disadvantages in sink mobility scheme is to re-construct the topol-
ogy for each movement of the sink. This will increase the number of con-
trol/management packets in the system, which also implies higher overhead.
Since each node transmits (broadcasts) and receives a packet during the topol-
ogy re-construction process, for short period of sojourn times the number of sink
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movements will be increased and energy of each node will be wasted for con-
trol packets. For higher number of nodes, this process will be annoying and will
take more time and will prevent the sensor nodes from transmitting data packets
(instead store them in the buffer) until the topology is fully constructed. This
can be a problem for some applications, such as earthquake and fire detection,
which do not tolerate delay in transmission of packets. Therefore, for both en-
ergy and application specific purposes, local tree topology re-construction can be
a necessity in some cases as part of a sink mobility scheme in order to improve
network lifetime and decrease data latency. Details of such an algorithm is given
in Algorithm 6. When a node receives a packet from sink, it always rebroadcasts
the packet, even it was one of the sink’s neighbors in previous round. For others
that receive packet from non-sink nodes (i.e. ordinary nodes), it checks whether
the sender was its parent in the previous round or not. If it was, then it stops to
rebroadcasting packet to the network, otherwise rebroadcasting continues. Since
the algorithm iterates over the number of nodes in the area, its complexity is
O(n).
Algorithm 6: Local tree re-construction algorithm
sink initiates broadcast;
foreach node i in area do
if packet received from sink then
re-broadcast the packet with id i
end
else
if packet received from parent in the previous round then
stop broadcasting
end
else
re-broadcast the packet with id i
end
end
end
The main disadvantage of a local update algorithm is having longer paths
than its fully reconstructed counterpart. This can increase the energy needed for
a packet while reaching to the sink (number of transmissions should increase).
However, for highly mobile environments (sink’s sojourn time is very short or it is
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continuously moving), local update mechanism become more advantageous, since
topology construction cost increases for full update one.
In this chapter, we define the problem of sink mobility and give the general
solution scheme that is used in the thesis. Two different sink site determination
algorithms are given for each of the cases that either the sink node does not
know the exact coordinates of the nodes (neighborhood based) or it can calculate
these coordinate values either with a GPS module or a localization algorithm
(coordinate based). After the selection of candidate sink sites, sojourn time
expiration and movement criteria are given to answer the when and where to
move during the network lifetime.
Since topology is reconstructed after each sink movement, it should be advan-
tageous to do it with an energy efficient mechanism in order to increase network
lifetime. Load balanced topology construction algorithm is proposed in order to
reduce the related cost by using current energy levels of nodes in the network.
Finally, local tree topology reconstruction algorithm is given for reducing the
number of messages exchanging during the topology reconstruction period. By
this algorithm only local changes are made in the topology instead of the whole
topology reconstruction from the beginning.
Chapter 4
Performance Evaluation of the
Algorithms
In this chapter, we present the results of the experiments that are done for evalu-
ating the performance of the algorithms presented in the previous part. We used
MATLAB as the simulation environment.
Simulations are done for all of the three main elements of the general scheme:
sink mobility, balanced tree based construction, and local tree update mechanism.
Different metrics (network lifetime, packet latency, etc.) are examined for each
of the category.
4.1 System Model and Main Parameters of the
Simulation
Sensor networks in the simulation have N static sensor nodes and a mobile base
station. Those nodes are deployed to a region of interest randomly (if not stated
otherwise). Square areas are used in the simulations, which are generally either
300x300 or 400x400 m. After the mobile sink moves to its initial location, it
broadcasts messages in order to construct a tree-based routing topology, from up
36
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to bottom (if balanced tree based topology construction is not used). After the
topology construction, nodes start sensing the environment. There is a constant
packet generation rate Qi (1 packet/s) for each sensor node i ∈ N . In this work,
we define the network lifetime as the period of time until the first node dies,
which is a commonly used definition in the literature.
The energy model and the radio characteristics used in the simulations comes
from [20]. In this first order radio model, to transmit a k-bit message to a distance
d, the radio expends energy as given below:
ETx(k, d) = ETx−elec(k) + ETx−amp(k, d) (4.1)
ETx(k, d) = Eelec · k + ǫamp · k · d
2 (4.2)
To receive a k-bit message:
ERx(k) = ERx−elec(k) (4.3)
ERx(k) = Eelec · k (4.4)
Transmission energy cost is related with the number of bits and the square of
distance, whereas receive energy cost is related with the number of bits. In our
simulations, this energy model is applied with 50 bytes data packets and 20 bytes
control packets. The radio dissipates Eelec = 50 nJ/bit to run the transceiver
circuitry and ǫamp = 100 pJ/bit/m
2 for the transmit amplifier to achieve an
acceptable Eb
En
[20]. Each sensor node has energy of 10 J, initially. If not stated
otherwise, this energy is divided to 10 levels, and represented in four bits which
are piggybacked in the data packets.
4.2 Sink Mobility Scheme Experiments
In this section, we investigate the performance of the algorithms related to mobil-
ity aspect of the network. First, we evaluate the two proposed sink site selection
methods with another three in the literature in terms of network lifetime and
data latency. Next, experiments about performance of different movement cri-
teria (Residual Energy Based and Random Movement) are done for given sink
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sites. Moreover, different parameters (minimum sojourn time, maximum move-
ment distance, etc.) of sink mobility scheme are examined in detail.
4.2.1 Sink Site Determination Experiments
Sink sites are determined in order to answer where to move base station during
the network operation. Papers in the literature try to solve this issue by assigning
a set of predefined points of the area. Three of them are summarized in Fig. 4.1.
P1 and P2 are given as sink sites in the paper of Papadimitriou et al. [34]. In Fig.
4.1a, center points of four grids are chosen as sink sites, whereas the second one
takes four corner points and the center of the big square (coordinates are given
for 100x100 square). In the third approach, which comes from Basagni et al. [3],
area is divided to 3x3 (5x5) grids and corner points, totally 16 ones (36 ones),
are taken as candidate migration points (B1 and B2 respectively). We evaluate
the performance of our approaches (Neighborhood based set covering heuristic -
NB, and Coordinate Based Exhaustive - CB) with these four methods.
( 2 5 , 7 5 ) ( 7 5 , 7 5 )
( 2 5 , 2 5 ) ( 7 5 , 2 5 )
(a) Sink Sites -
Approach 1 (P1)
( 0 , 1 0 0 ) ( 1 0 0 , 1 0 0 )
(0 ,0 ) ( 1 0 0 , 0 )
( 5 0 , 5 0 )
(b) Sink Sites -
Approach 2 (P2)
(c) Sink Sites - Approach
3 (B1)
Figure 4.1: Different sink site selection approaches.
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Figure 4.2: Sink site determination approaches: network lifetime comparison.
As can be seen in Fig. 4.2, both Neighbor and Coordinate Based approaches
are better than other four in terms of network lifetime. CB approach is three
times better than P2 for 500 nodes as well. When we look at Fig. 4.3, it can be
seen that, P1 has the best data latency among all others although it has lower
network lifetime than the other four approaches. Since, 4 different sites have
been optimally placed to the center of the four grids, it has better data latency
(average hop count). Although NB and CB approaches have 25% worse data
latency than P1, they have better network lifetime, up to 60%. NB and CB have
better data latency than the other three in all cases as well.
From now on, we try to investigate about the when, and where questions
of the mobility scheme. Before going into detail, it would be better to give
information about the general structure of the experiments. As the first step of
our overall scheme, we choose a sink site determination method mentioned in the
previous section, either one of the coordinate (area) based sink site determination
algorithms or neighborhood based sink site determination algorithms. For the
second step, either max-min(MM) approach or visit added max-min approach
(VMM) or randommovement approach (RM) is chosen as a strategy when moving
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Figure 4.3: Sink site determination approaches: data latency comparison.
through migration points. In RM, when sojourn time (the amount of time that
sink spends before leaving that area) expires (same strategy is used as in all other
approaches), base station moves to the coordinate of a random sink site in the
area. As the fourth approach, Static Sink (STS) approach is used for both of the
cases. As its name implies, in this case, the sink does not move to any point in
the area, instead it is placed at the center of the area, which is the point that
maximizes the network lifetime [31]. In all approaches, if one of the neighbors
of the sink loses one ore more levels of energy, then the sink decides to move to
another point (sojourn time expires).
4.2.2 Energy Level Experiments
After determining the sink sites, we should decide how often to move the sink node
in order to obtain better network lifetime. In previous chapter, it was mentioned
that initial energy of each sensor node is divided to L levels, and when one of the
sink neighbors looses its 1/L amount of energy, then the base station initiates
a movement decision process. In order to choose the most efficient L value, we
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did experiments for 400 nodes which are randomly and uniformly deployed to an
area of 300x300 m. with transmission range of 30 m. and initial energy of 10J.
Before network started to operate, sink sites were chosen using the neighborhood
based algorithm (dominating set heuristic).
0 2 4 6 8 10 12 14 16
0
500
1000
1500
2000
2500
3000
3500
4000
4500
5000
Energy Levels
N
et
w
or
k 
Li
fe
tim
e 
(si
m.
 se
c.)
Network Lifetime for different energy levels
Figure 4.4: Network lifetime for different energy levels. (SSD = DSH and tx =
30m).
When we look at the Fig. 4.4, it can be seen that the network lifetime improves
until level becomes 10, and then slightly decreases when level increases to 16.
However, the improvement rate between level 3 and level 10 is much more lower
than that of between level 1 and level 2. Level 1 means that there is no movement
(the sink node is static), when we divide levels to 2, then lifetime becomes 2.5
times better than the previous case while it improves 25% when energy is divided
to 10 levels. After 10 levels, network lifetime slightly decreases (for level 16 it is
5% lower than level 10). Since there is a tradeoff between movement frequency
and topology reconstruction cost, we expect an improvement until some point
and then a decrease should occur because that frequency cannot compensate the
topology reconstruction cost. This is the trend that we see in Fig. 4.4.
When we look at for higher energy level values in Fig. 4.5, we can see another
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Figure 4.5: Network lifetime for larger energy levels. (SSD = DSH and tx = 30m).
observation. For larger energy level values, network lifetime becomes constant
after a l value. This is an expected result, since after a value l, dividing to
larger energy levels (and obtaining smaller intervals) do not affect the movement
frequency (the sink node starts to move at each round - one message for each node
is collected - by dividing to energy to l levels). If base station’s neighbors consume
u amount of energy on the average in each round, then l = initialenergy/u will
give the l value to us. This value is 200 in our experiment. However it can
change with the initial energy and number of nodes in the area. For the rest of
the experiments we divide the initial energy to 10 levels.
4.2.3 Sink Movement without any Constraint
In the first case, there is not any constraint that delays sink to move to any point
like dmax (maximum distance to move) and/or tmin (minimum staying time). Sink
can move to any point in the area without considering possible data loss, or do
not need to wait extra time before moving. For this experiment, different number
of nodes are uniformly deployed in a 300x300 m area. The transmission range is
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35 m. Dominating set heuristic is chosen for sink site determination algorithm
(SSD = DSH). Results are shown in Fig. 4.6 for varying number of nodes. As it
is seen, VMM perform better than others for most cases. When number of nodes
increases, the difference between VMM and others also increases. Data latency
values of those approaches can be seen in Fig. 4.7. As it is seen, static sink has
lowest latency (since it is placed in the center of the area which is optimal and
stays there at the end of the network lifetime), random movement follows it (it
tends to move the sink to the center of the area mostly). VMM has lower latency
than MM, and this can be seen an achievement, since both latency is decreasing
and network lifetime increasing at the same time. RM has lower latency than
VMM, since VMM uses more intelligent approach and higher network lifetime
(there is a trade-off between latency and network lifetime). However when time
goes to infinitive, on the average, RM visits each site for equal number of times
and this balances number of hop counts to the sink.
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Figure 4.6: Network lifetime without any movement constraint(SSD = DSH and
tx = 35m).
When we look at the energy map snapshots of the network (which were taken
after the first node died) for different approaches, from Fig. 4.8 to Fig. 4.10,
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Figure 4.7: Data latency values for varying number of nodes (area side = 300m
and tx = 35m).
we can see that VMM approach utilizes the network much more than other ap-
proaches. RM generally has lower energy at the center, which is also the case as
in static sink approach. For all approaches, the nodes on the corners of the area
have much more energy than the others. In static sink and random movement
cases, they have 90% of their energies.
4.2.4 Moves around dmax Value
In the previous section, it is assumed that sensor nodes have unlimited buffer
capacity, which is not the case in practical life. For a moderate packet generation
rate and an area with average length, nodes start to loose some of the packets, if
sink movement time exceeds a threshold. Using the packet generation rate, buffer
capacity and sink movement speed, a dmax value can be calculated. dmax specifies
the maximum distance between sink’s two consecutive sites (or movements). In
other words, when sink decides to move, it can only go to a sink site that is
further away at most dmax distance. Fig. 4.12 shows the result of the network
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Figure 4.8: Energy map of VMM approach after first node death
Figure 4.9: Energy map of MM approach after first node death
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Figure 4.10: Energy map of RM approach after first node death
Figure 4.11: Energy map of StS approach after first node death
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that has 400 nodes deployed to 300x300 m. area with a transmission range of
tx = 35 m. Sink sites are determined using site packing heuristic (SPH). Max-min
approach performs better than random movement. When dmax value increases,
network lifetime of MM consistently increases since there will be more options
in that case. However, for RM, mo pattern can be observed. Since RM chooses
next site randomly, it would be possible for it to perform better network lifetime
with less number of possible sink sites (it performs better when dmax = 200 than
dmax = 300 case). As expected, there is no any difference for static sink case,
since sink does not move to any point in the area.
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Figure 4.12: Network lifetime with varying dmax values (SSD = DSH and tx =
35m).
4.2.5 Sink Stays a Minimum Amount of Time
In the previous parts, sink sojourn times expires when the energy of one of the
neighbors of the sink decreases one level among L number of levels. However, it
should be necessary for the sink to stay minimum amount of time in the current
site for some reasons like ensuring data quality (necessary samples for calculating
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Figure 4.13: Network lifetime for 400 nodes (SSD = DSH and tx = 30m).
average temperature for that local area), gathering some data before movement
(no latency is tolerated), and so on. In that case, tmin is introduced as the
minimum time that the base station have to stay at the current site. After
this time expires, sink controls whether one energy level change has occurred
or not. If this is so, the sink decides to move, otherwise it stays there for the
next decision time arrives. With tmin value, it is possible to observe the effect
of sink mobility trend in the network. For small values of tmin, sink becomes
highly mobile, whereas for larger values of tmin it tends to stay longer on a site
and demonstrates low mobility pattern. Fig. 4.13 shows the results of different
approaches under varying tmin values from 50 to 250 simulation seconds. 400
nodes are randomly deployed to an area of 300x300 and tx value is 30 m. The
figure shows that VMM performs better than all other approaches. Obviously
there is a tradeoff between topology reconstruction cost and low sink mobility.
For highly mobile sinks, the topology reconstruction cost reduces the advantage
of mobility. For low mobility case, topology reconstruction cost reduces, however
sink
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4.3 Different Network Topology Construction
Mechanisms Experiments
In this section, two different topology construction algorithms are compared with
each other in terms of network lifetime and data latency. First one uses sim-
ple broadcast mechanism, and the second one uses the load balanced approach,
the algorithm that is explained in Section 3.4. In Fig. 4.14, different number
of nodes are deployed randomly to the area of 100x100 m with a transmission
radius of 15m. As can be seen from the figure, when number of nodes increases,
load balanced algorithm performs much better (100 %) than simple broadcast
mechanism. Fig. 4.16 shows the same comparison for varying transmission range
values when 500 nodes are deployed to an area of 300x300 m. It shows the similar
behavior to the previous one, that is, difference between two approaches become
larger when tx value increases. Fig. 4.15 shows the data latency comparison.
Although it achieves nearly two times bigger network lifetime for some cases, it
just only has 2.6% of bigger average hop count value at most (this is intuitive
since load balanced topology algorithm aims to distribute the load as uniform as
possible instead of using the shortest paths). That means balanced tree topology
construction approach significantly improves network lifetime, and causes very
low data latency when doing that.
After examining different parts of the scheme, it would be reasonable here
to see the overall performance of the proposed algorithms together. In this ex-
periment, we compare two different mobility scheme with different properties.
First one uses coordinate based sink site determination algorithm, VMM and
balanced tree based construction algorithm for topology generation. Second one
uses grid based sink site determination algorithm, random movement (RM) and
simple broadcast mechanism for topology construction. In the experiment, vary-
ing number of nodes are deployed to an area of 300x300 with a transmission range
of 30m. As it can be seen from Fig. 4.17, network lifetime difference between
these two approaches increases when number of nodes increases. VMM approach
performs up to 3.5 times better than random movement case, even RMM is also
a mobility scheme. This brings important improvement to network lifetime when
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Figure 4.14: Network lifetime for different topology construction mechanisms
(area side = 100m and tx = 15m).
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Figure 4.15: Average hop count values for different topology construction mech-
anisms (area side = 100m and tx = 15m).
CHAPTER 4. PERFORMANCE EVALUATION OF THE ALGORITHMS 51
25 30 35 40 45 50
0
1000
2000
3000
4000
5000
6000
t
x
 (m)
N
et
w
or
k 
Li
fe
tim
e 
(si
m.
 se
c.)
Network Lifetime for Different Topology Mechanisms
(varying t
x
 values)
Simple Broadcast
Load Balanced Topology
Figure 4.16: network lifetime for different topology construction mechanisms
(area side = 300m and number of nodes = 500).
using different components of the scheme together.
4.4 Different Network Topology Update Mech-
anisms Experiments
The main drawback of sink movement is its topology reconstruction cost. Topol-
ogy is fully reconstructed from up to bottom starting by the sink nodes’s first
broadcasting message after each sink movement. Although, all nodes participate
this construction event, it should be useless to rebroadcast the message to the
medium after a point, if required nodes change their parents. Local tree up-
date mechanism reduces number of message exchanges by providing only a small
percentage of nodes participation.
Three different experiments are done in order to see the effect of the local tree
update mechanism. Different number of nodes are deployed to area of 300x300
m where transmission range is 25 m. Sink stays one round in each candidate site
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Figure 4.17: Network lifetime performance of entire scheme (area side = 300m
and tx = 30m).
and leaves there for the next round.
In Figure 4.18, percentage of participating nodes, i.e. the percent of nodes
that broadcast message to the medium for two topology construction approaches,
is examined. As it can be seen in the figure, on the average nearly 20% of all
nodes participate for topology update in the sink’s new site. This means that
control packet ratio in the network is reduced around 80%. This energy can be
used for data packet transmissions.
There is a trade-off between optimal topology and topology construction cost.
When a local update mechanism is used, generally the resulting topology become
a non-optimal one according to the topology that comes from full topology re-
construction (has longer paths). This means that average hop count of a packet
to the sink increases. This can be seen in the Fig. 4.19. The difference between
the two approaches increases when the number of nodes increases (1.07 to 1.35).
This situation causes a packet to spend more energy (7% to 35%) in its travel to
the sink.
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Figure 4.18: Participating Node Percentage in Topology Construction with Local
Tree Update Mechanism
400 500 600 700 800
1
2
3
4
5
6
7
8
9
10
Number of Nodes
Av
er
ag
e 
Ho
p 
Co
un
t
Average Hop Count for 
two different Topology Mechanisms
Full Topology Construction
Local Tree Update
Figure 4.19: Average Hop Count to Sink Values for Different Topology Update
Mechanisms
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The last figure of this section, Fig. 4.20, shows the energy result of the two
approaches. Although local tree update mechanism has higher average hop count
and spends more energy for a data packet to be reached to the sink, the total
energy in the network when the first node dies is greater than that of full tree re-
construction approach. For a situation where network total energy is important
(applications that tolerate node failures to some threshold), this mechanism can
contribute to the network operations.
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Figure 4.20: Total remaining energy in the network when first node dies
In this chapter, we examine the performance of our algorithms with different
approaches. Before giving the performance results, we define the system model
and the main simulation parameters that are used in the experiments. Firstly, we
examine the performance of our sink site determination approaches with other
four approaches in the literature by fixing all the other variables in the system
(sojourn time, movement criterion). The results show that, our approaches per-
form better than the other all four. They have lower data latency values than
other three approaches, but higher value than the approach in which center of
the four grids are used as sink sites.
Maximum of the minimums (max-min/MM) and visit-added MM (VMM)
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perform better than RM (random movement) and static sink (StS) approaches
for both without and with dmax parameter. Performance of the MM increases
when dmax increases, however RM does not have such a pattern. VMM and MM
also perform better, when sink has to stay a minimum amount of time (tmin),
when it goes to a site.
Our energy efficient topology construction algorithm performs better than
simple broadcast mechanism for both network lifetime (varying number of nodes
and transmission ranges) and data latency values. This makes it an alternative
to be used in cases where sink is mobile.
Finally, our local tree update mechanism reduces the number of message ex-
changes (80%) by sacrificing the data latency. Although the network lifetime
value is worse than the simple broadcast mechanism, the total energy in the
network is better than that of its counterpart.
Chapter 5
Conclusion and Future Work
5.1 Conclusion
In this thesis, we investigated controlled sink mobility problem in order to improve
network lifetime in wireless sensor networks. Since sink’s neighbors deplete their
energy faster than the other nodes in a network where data aggregation is not
used, controlled sink mobility aims to improve lifetime via changing these nodes
(its neighbors) periodically and distributing the packet load among those nodes
fairly by changing its position using network parameters (energy level of the
nodes, node density, so on).
We dealt with different components of the sink mobility problem. First, we
proposed two different sink site determination algorithm which use neighborhood
relationship and coordinate of the nodes as inputs. To the best of our knowl-
edge, neighborhood based sink site determination algorithm is the first one, in
which coordinates of the nodes and/or boundaries of the area are not needed to
be known. Unlike using predefined time or round values, sojourn time is also de-
termined using a dynamic approach. Energy of the nodes are divided to L levels
and sojourn time of the sink at a site expires when one of its neighbors spends its
1
L
energy. In order to decide to choose next sink site, sink collects the minimum
energy value of the nodes in each sink site, and goes to the site which has the
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node that has the maximum of this list (max-min/MM). A modified version of
this max-min approach (VMM) is proposed, in which sink does not visit a site
again, until it will visit all the sites in energy efficient order. Unlike the previous
works which used linear programming, there is no scalability problem in our case.
Moreover, balanced tree topology construction algorithm is proposed instead
of using simple broadcast mechanism. In this algorithm, current energy levels
of the nodes are taken into consideration and packet loads are distributed from
bottom to up, using this information. Finally, a local tree update mechanism
is presented in order to reduce control packets in the network during topology
reconstruction.
We compared the performance of our algorithms with different approaches
via simulation experiments. Our sink site determination algorithms perform bet-
ter than all the other four approaches in the literature. They have also lower
data latency values than other three of the four approaches. In sink mobility
experiments, MM and VMM give better results than RM (random movement)
and static sink (StS) approaches for all cases including without and with dmax
parameter and sink has to stay a minimum amount of time (tmin), when it goes to
a site. Our energy efficient topology construction algorithm performs better than
simple broadcast mechanism for both network lifetime (varying number of nodes
and transmission ranges) and data latency values. Finally, our local tree update
mechanism reduces the number of message exchanges (80%) and has higher total
energy value in the network than simple broadcast mechanism by sacrificing the
data latency.
5.2 Future Work
Although different parts of the sink mobility problem has been investigated in this
study, there are still many points to be discussed. More detailed (case specific)
and complete solution set can be given by considering these points.
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In this thesis, nodes are randomly and uniformly deployed to the area. Dif-
ferent deployment strategies (grid based deployment, custom deployments where
some sort of skewness added and so on) should also be tested and evaluated.
Algorithms can be modified or extended in order to give better results for those
deployment strategies. Network lifetime definition is another point to be diversi-
fied. It is defined as the time passed until first node dies, which is also a common
definition in the literature. There are also another definitions in the literature
(like time until total number of messages received decreases under a threshold
value) which can be used and tested in this context. Especially movement cri-
terion can be modified in order to give better results for such a definition. For
instance instead of using the maximum of minimums, different functions (like
average) can be used for getting better performance.
In both neighborhood and coordinate based sink site determination algo-
rithms, the points are determined before network starts to operate and then
movement between those sites occurs according to the current energy map of
the network. Although it will increase the decision time, the performance of
determining the sink sites while network is operating should also be tested and
evaluated.
In this thesis, it is always assumed that sensor nodes have equal initial en-
ergy values. However, there can be heterogeneity in the network such that some
nodes can have better computational and energy values than the others. So the
algorithms can be extended to adopt such a case. For instance, in sink site de-
termination algorithms, possible sites can be chosen from the points where the
density of those powerful nodes is higher.
Topology reconstruction cost is the most important disadvantage of sink mo-
bility scheme. Reducing this cost as much as possible is going to improve the
network lifetime. Although a simple and intuitive algorithm is given about lo-
cal tree topology update mechanism, it has higher data latency values than its
counterpart which increases the cost of transmitting a packet to the sink node.
This causes worse network lifetime values than full topology reconstruction case.
That’s why, more intelligent algorithm can be developed that yields better data
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latency values and gives better network lifetime values than fully reconstructed
topologies especially in highly mobile environments (for instance where sink moves
at every round).
The results of the experiments (especially ones regarding to network lifetime)
can also be compared with an optimal solution in the literature. Since execution
time of linear programming solutions dramatically increases with more number of
parameters, unrealistic assumptions can be made in order to reduce this decision
time. That’s why, it is important to make sure that the assumptions in both
works are same when doing such a comparison.
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