Abstract-We propose a novel graph theoretic matching algorithm to model the dynamic channel allocation problem in cognitive radio networks. In the past, no research work has considered both the channels and the user request priorities in the context of spectrum allocation. In our work, we define a unique model to assign priorities among the channels in a spectrum based on the transmission power allowed in each channel to mitigate interference on the licensed primary users. Crisp logic lines categorize requests into distinct priorities based on the user requirements. These prioritized channels and user requests then constitute the set of vertices V of a bi-partite graph G = (V, E), whose set of edges E represent the communication links between the channels and the users. We propose a novel O(|E|) prioritysatisfying matching algorithm to design an allocation scheme to satisfy the Quality of Service guarantees of the unlicensed secondary users. We evaluate the performance of our proposed algorithm based on critical parameters such as latency and packet dropping probability.
I. INTRODUCTION
Licensed users are allocated fixed bandwidth but the infrequent use by some of these users result in spectrum underutilization. With the growing demand for bandwidth-rich applications, the problem of spectrum scarcity is becoming alarming. The Federal Communications Commission (FCC) conducted measurements which indicate that several licensed frequency bands are inefficiently utilized. According to a statistical analysis, the spectrum utilization by the licensed users is as low as 15% [1] . Thus, the licensed spectrum is seen to be a panacea for spectrum scarcity, thereby enabling coexistence of unlicensed users with the licensed ones.
This motivates the cognitive radio [2] technology which allows unlicensed users, known as secondary users (SUs), to utilize the licensed spectrum opportunistically. The cognitive radio senses the environment and allocates the idle bands, not used by the licensed users, to the SUs thereby increasing spectral efficiency. Opportunistic spectrum usage is discussed in the context of spectrum sharing. The idle bands, also referred to as white spaces, is a set of frequencies which are assigned to the primary users (PUs) but are not utilized during a given time duration. In this scenario, SUs can utilize these white spaces for transmissions while also mitigating interference to the PUs. Many channel allocation algorithms have been proposed to allow SUs to sense the given spectrum and dynamically select the available channels. The SUs, at periodic intervals of time, sense received signal power strength in their operating channels to detect the arrival of the PUs. On the arrival of a PU, the SU switches to another free channel.
For good performance, QoS is of particular concern for the continuous transmission allowing service providers to guarantee uninterrupted service within tolerable end-to-end delay limits. Every SU has its own Quality of Service (QoS)-guarantees that include bit error rate (BER), delay, and throughput requirements, for its successful transmission. These QoS requirements need to be satisfied while implementing any spectrum allocation scheme. This motivates our research work to provide QoS guarantees to SUs in our proposed prioritysatisfying matching algorithm.
II. RELATED WORK
In recent years, several papers have analyzed problems related to spectrum sensing and dynamic spectrum access. In [5] , the authors proposed an heuristics algorithm with respect to the expected number of handovers and handover probability fairness. Also, the white space reservation algorithm in this work minimizes spectrum handover in turn minimizing the delay introduced due to spectrum change. Hence, spectrum matching and system performance is enhanced by reducing spectrum handoff. In [4] , the authors proposed scheduling schemes such as rate and interference mitigation based scheduling exploiting channel variation across the cognitive user and delay and interference based scheduling exploiting packet delay along with QoS provisioning for multiple cognitive users increasing the capacity, achieving fairness among the cognitive user and minimizing interference to PUs.
All the existing channel allocation algorithms focus on user request priorities or channel conditions, joint user requests and channel priorities can be envisaged in devising power efficient channel allocation to support QoS among SUs.
III. SYSTEM MODEL AND PROBLEM FORMULATION
We consider an opportunistic spectrum access scenario as shown in Figure 1 . The spectrum under consideration is divided into channels with N primary transmitter-receiver pairs. We have K SUs sharing the spectrum with PUs and System model for our proposed matching algorithm for QoS guarantees are located within one hop of the base station (BS). The BS accepts requests from SUs and assigns them priorities based on their QoS requirements. The BS groups the SU requests based on their assigned priorities. Once the grouping is performed, our proposed matching algorithm finds a match between the prioritized user and the channel that satisfies the requirements of the user.
IV. QOS-BASED PRIORITY ASSIGNMENT TO SUS
In this section, we assign priorities to K cognitive users depending upon their individual QoS constraints. Allocation of a white space to an SU without any QoS considerations results in performance degradation. Hence, we propose the decision tree model to assign priorities to user requests and group them accordingly. The objective of our spectrum allocation scheme is to assign channels to SUs so as to reduce the number of dropped packets and satisfy the time delay requirements without causing interference to the PU.
In a multi-user scenario with K SUs, the strategy used is directed towards uplink channel assignment with QoS parameters. The SUs forward their requests to the BS, which analyzes and groups them into priorities 0,1, and 2.
A. Grouping Strategy
The SU priorities are assigned based on delay d and required service time T th of their individual applications. We can define the link throughput δ as the number of bits received correctly per second with R as the transmission rate and L as the packet length.
where M R/L b/s is the transmission rate of M payload bits and f (β) is the packet success rate, also defined as the probability of receiving a packet correctly. This probability is defined as a function of signal to interference noise ratio (SINR) since higher the SINR, better is the bit error rate (BER) which in turn, results in higher packet success probability. The BER is also defined as P e (e). Hence, f (β) [6] 
From the above equation we can see that the throughput is directly proportional to the packet success rate, which in turn, depends on the BER.
The required service time T th is based on BER and the throughput requirements. Unfortunately, accurate prediction of service traffic is not possible because of indeterministic value of channel capacity which is expressed as:
Hence, to develop an approximate estimation, we have:
where C is the Shannon bound on channel capacity and N is the number of packets to be transmitted, S is the signal power and N 0 is the noise power. Substituting the value of L from Eq. (4) and Eq. (5) in Eq. (3), we have:
From Eq. (5), the expression for T th can be written as:
where T serve is the service time for the transmission packets for the requesting SU.
Hence applying decision tree, classification is achieved. We can group these packet to classify as priorities 0,1, and 2. This classification is shown in Figure 2 . The user requests at the first checking condition of Figure 2 are classified based on their BER. If the condition is satisfied, the requests are grouped as Priority 0. Otherwise, they are grouped into Priority 1. The grouping strategy is illustrated in Figure 3 .
B. Queue Management
Queue management is a part of packet classification and satisfying QoS requirements. The packet flows are identified, classified, and then placed in queues according to pre-defined set of rules. Packets belonging to a particular class are enqueued into the same queue. Our scheduling algorithm scans the queues and then determines which request to be allocated next to support QoS-guarantees.
We define latency for a SU as the queuing delay and the delay in switching between channels due to the arrival of a PU as well as higher priority SUs. In cognitive radio parlance, this parameter can be critical for QoS-guarantees. Our proposed queue management technique incorporates ways to reduce latency while allocating channels with QoS requirements.
We employ four queues whose queuing rules are defined below:
• The dropped queue shown in Figure 1 is for packets which are withdrawn due to the arrival of PUs as well as higher priority SUs; this queue is implemented to take latency into consideration and minimize it within tolerable limits of end-to-end delay; • The second queue is for packets with priority 0, third queue for priority 1 and fourth queue for priority 2 as shown in Figure 1 ; • When a request for transmission arrives, it goes into an appropriate queue. The queues are ordered using the arrival time of requests; • Round robin is employed for de-queuing requests from the queues. The BS first scans the dropped queue. If a request with associated priority 0 is waiting, the BS first attempts to allocate a channel to this user provided a channel with the required operating parameters is available.
-If there is no priority 0 user in the dropped queue, the BS checks the second queue in order to check for any waiting priority 0 users; -If no users with priority 0 are waiting, the BS scans the dropped queue followed by the third queue, i.e., the priority 1 queue, in order to check if a priority 1 user has generated a request to transmit; and -The BS repeats the same procedure for priority 2 users, where it first scans the dropped queue, followed by the fourth queue reserved for user requests with priority 2.
V. PRIORITY ASSIGNMENT ON CHANNELS IN A SPECTRUM
In this section, we characterize free channels based on the occupancy of their adjacent channels. The channel priority takes into consideration the spectral mask imposed by FCC on the allowed transmission power of the SUs. The following sub-section deals with the classification of channels.
A. Channel Types
Consider any interior free channel i, i.e., i = 1 and i = N . In this case, it has two adjacent neighbors. Each adjacent neighbor is either occupied by a PU or free. This results in • Type I channel: It is a free channel i having a primary user as the Figure 4 (a).
• Type II channel: It is a free channel i with two PUs as (i − 1) st and (i + 1) st neighbors as shown in Figure 4 (b).
• Type III channel: It is a free channel i with two free channels as (i − 1) st and (i + 1) st neighbors, resulting in three contiguous free channels as shown in Figure 4 (c). It is intuitive that Type III with adjacent free channels is preferred to Type I and II channels. The reason for this assertion is that the spectral mask on a Type III channel is much higher than the spectral mask in Types I and II. Hence, Type III can support higher transmission power requirements, which in other words support better BER requirements.
VI. PROPOSED MATCHING IN COGNITIVE RADIO NETWORKS Our work is motivated by the need to bring user requirements as well as the channel quality into consideration while considering the channel assignment problem. Even though these problems have been addressed in previous research work, they have always been considered as two independent issues. However, they are not isolated problems as QoS-guarantees for any user depends to a large extent upon the quality of channels available. We thus need to formulate a scheme which brings the SU QoS as well as the channel quality on the same page. We therefore propose a new channel allocation scheme for the cognitive radio based on priority matching. We model the spectrum decision functionality performed by the base station in next generation network [8] . The primary idea behind our algorithm is to consider the SUs waiting to transmit their data and the candidate channels they wait upon and map them into a bipartite graph. A bipartite graph is defined as a graph whose vertices can be divided into two disjoint sets X and Y such that every edge connects a vertex in X to one in Y ; i.e., X and Y are independent sets.
Given a graph G = (V, E), matching M in G is a set of pair-wise non-adjacent edges, i.e., no two edges share a common vertex. We model the problem of channel allocation as a matching in a bipartite graph G with a set of vertices V connected to a set of edges E. Mathematically, it can be expressed as G = (V = C ∪ S, E), where C and S represent the SUs and the channels, respectively. Within G, there is an edge, e, e ∈ E whenever it is possible for a SU c to transmit on the channel s, where c ∈ C and s ∈ S. Now the channel allocation problem is transformed into a matching problem in the graph.
The Priority 0 users are joined by an edge to Type III channels for reasons explained in Section V. Their transmission on channels of other types (i.e., Type I and II) would cause them to drop packets as their QoS requirements would not be satisfied. Therefore in graph G, representing our model, edges between Priority 0 users and Type III channels represent the communication links.
Priority 1 users are joined by edges to Type III and Type I channels. These channels can support the QoS requirements desired by Priority 1 users. If Priority 1 users are forced to transmit on Type II channels, their packets are dropped. Therefore, in G, such an edge is not placed. Priority 2 users are connected to channels of all types as their QoS requirements are minimal and they can transmit on all channels without any loss of packets. Hence, in G, there are edges joining Priority 2 users to all the channels.
To compute a matching M in this graph G, satisfying the above configuration, we utilize the concept of alternating paths introduced in the Hungarian algorithm [9] . An alternating path consists of edges which are alternately in M and not in M . Given a matching M , we define an augmenting path as an alternating path that starts from and ends on free (unmatched) vertices.
In order to find a priority matching M , we grow a maximum size augmenting tree which consists of all the augmenting paths starting from an unmatched vertex (in our case, a requesting SU). We compute the matching M integrating the priorities among the SUs as well as among the channels. The primary goal is to compute a matching M such that a maximum numbers of SU requests are served. We associate priority values π(c, t) and π(s, i, t) with a user c and a channel s serving the i th request, respectively at time t. It can be noted that the channel priorities are connected with a variable i and t to represent the change in channel types with PU occupancy over a period of time. Additionally, on the SU side, t represents the arrival time for each request. This makes the problem of channel allocation more challenging. We take this into consideration while designing the priority function π. We also follow a convention that a smaller value indicates a higher priority, i.e., value 0 is of the highest priority.
VII. IMPLEMENTATION AND FLOW DIAGRAM OF OUR PROPOSED ALGORITHM

A. Description of the Matching algorithm
A matching in a graph G is set of edges which are pair wise vertex disjoint. A matching that spans all the vertices of a graph is called a perfect matching. The primary algorithm used for finding a matching in a graph is the Hungarian algorithm. The Hungarian algorithm is used to determine a perfect matching in a graph if it exists. The algorithm uses the concept of M -alternating paths. For a given matching M in a graph G, we say that a vertex v of the graph is Mmatched if there is an edge in the matching incident on v. An M -alternating path is one where the edges alternately belong to the matching M and E(G)/M . An M -augmenting path is one where the starting and the ending vertices are both M unmatched. The main idea behind the algorithm is to have an M -augmenting path P from which we can augment the size of the matching M by 1 by removing the edges of M belonging to P . This is followed by adding the remaining edges of P to M .
We grow a maximum sized augmenting tree, i.e., a tree which consists of all possible augmenting paths from an unmatched vertex. An augmenting tree is a tree which has the following properties:
• The root r of T is an M -unmatched vertex belonging to C; • For each odd integer i less than the depth of T , each edge of T joining a vertex at level i to a vertex at level (i + 1) belongs to M ; and • The leaf nodes all belong to C. Here C corresponds to the set of users and S belongs to the set of the channels. The sets C t and S t denote the subset of vertices of C and S, which belong to the tree. If all the vertices in C are M -matched, we have a perfect matching and the algorithm waits until a new user request is generated to re-compute the matching.
In order to augment the matching, the Hungarian algorithm proceeds as follows. The root of the tree is initialized to consist of a single vertex r, which is chosen as the highest priority user still unmatched or waiting to be served. At each stage of growing the tree, we encounter one of the following three cases:
• Neighborhood (C t − S t ) is empty. In this case there already exists a perfect matching, and the algorithm returns the current matching. On the other hand if the neighborhood (C t − S t ) is non-empty, we choose s to be the vertex in that set and c to be any vertex adjacent to s in C t . Then we have one of the following two cases: -1. Vertex s is matched. Then we augment the tree by adding the edges cs and sc to the tree, where c is the vertex to which s has been matched; and -2. Vertex s is unmatched. Here we augment the matching. We follow the mechanism employed by the Hungarian algorithm to compute the maximum sized M -augmenting tree rooted at r (Line 3). We do so by performing a Breadth First Search (BFS) at every level in the graph. The tree now contains all the channels that can satisfy the current user request. If the requesting user can be satisfied with the currently available channels, all such channels would be the leaf nodes of the tree. After growing the maximum sized tree, we need to consider two scenarios. In the first scenario, we have channel(s) available currently to satisfy the request. In Lines 4 and 5, from among all the channel leaf nodes, we find
representing a user-channel network, request priority function π, π-satisfying matching, and a client c ∈ C 2: Output: a π-satisfying matching 3: Compute a maximum size M -augmenting tree T rooted at c 4: if T has a leaf node, then that is a channel then
5:
Compute an augmenting path P in T from c to the leaf channel node s * that minimizes π(s, M (s) + 1) over all channel leaf nodes s of T 6: return M SYMMDIFF E(P ) 7: else 8: Compute user leaf node c * that minimizes π(c, M (c)) over all user leaf nodes c of T . 9: end if
Compute the path Q in T from c to c *
12:
M SYMMDIFF E(Q) 13: else value over all the leaf node s in the tree. Now, we need to compute the path P in the tree from our current user c to the channel s * . We perform the symmetric difference M SYMMDIFF E(P ) between M and the edges belonging to the path P (Line 6). This operation is defined as:
The algorithm then returns this matching for satisfying the current request, until we have a new request or we move on to the next unmatched user. If in the tree T , we do not have any channel leaf node, we compute the user leaf node c * which minimizes π(c, M (c)) value over all user nodes in the tree (Lines 8, 9, 10). If our channel c * satisfies the condition,
, we again compute the path Q in T from c to c * . Next, we apply the symmetric difference between M and the edges belonging to the path Q (Line 11). The algorithm returns this new matching M (Line 12). If no user satisfies this condition, the algorithm waits until some of the user requests are satisfied before re-computing the matching while putting the current request on hold.
If no new client requests are being generated, the algorithm returns the current matching and terminates. We can set the interval between the epochs, i.e., the time during which the channel conditions are assumed to be static, as 4 ms. IEEE 802.22 standard suggests 4 ms to be the time for a SU to detect (2ms) and leave the channel within the next 2ms.
This algorithm has been originally proposed in [10] . The author introduced this algorithm in a client-server network scenario with the aim of balancing load on servers while ensuring fairness to the clients at the same time. We have Proportion of priority 1 users
Packets dropped
With priority
Without priority Fig. 6 . Comparison between our proposed scheme with that of no priority based on number of packets dropped for priority 1 SUs considered the same algorithm and applied it to the channel allocation problem in the domain of cognitive radios and hence it has been modified suitably. The complexity of the algorithm is O(|E|) [10] . Our goal is to compute the matching in order to satisfy the priority functions defined earlier.
VIII. SIMULATION RESULTS
We compare our allocation scheme, based on the user and channel priorities, to the random channel allocation scheme [4] . In order to ensure fairness, we have maintained the highest quality channel allocation promise in the random scheme which is the bedrock of the QoS-guarantees in cognitive radio technology. We have assumed that whenever Priority 0 users are forced to transmit on channels of lower quality, there is a fixed percentage of packets which are dropped. Based upon the priorities assigned to the SU requests, we have taken representative values for the packets being generated by the user requests belonging to any particular priority. The arrival rate for PUs is determined by Poisson distribution with parameter λ = 0.1. 20% of all the users in the system are assumed to be PUs. Based on the priority assignments for the SU requests, we have taken representative maximum tolerable delay values as 40 ms for priority 0 users, 200 ms for priority 1 users and 400 ms for priority 2 users [7] .
The graph in Figure 5 shows the packet drop behavior for the priority 0 users in the system. We plot the packets dropped on the Y-axis. The proportion of the priority 0 users in the system is shown along the X-axis. Our aim is to evaluate the effect of other users in the system on the number of packets being dropped by the priority 0 users. The total packets transmitted are 276510, i.e., the number of packets generated during the simulation.
In Figure 5 , we see that the packet loss for the random allocation scheme are considerably higher as compared to our allocation scheme. It is noted that the packet loss for priority-based channel allocation scheme increases uniformly till the point where they comprise 70% of the users in the system. Following the referred point, as shown in Figure  5 , a slight decrease in the number of packets dropped is observed, which can be attributed to their complete dominance over all the users. For the random allocation, the number of packets dropped increases up to the point when Priority 0 users comprise 40% of the users. This can be attributed to the fact that higher priority users are waiting for the lower priority users and consequently they are losing packets in higher numbers. After the point when they start comprising a majority in the system, the packets drop start going down as there are not enough lower priority users on which they need to wait upon.
The graph in Figure 6 shows the packet drop behavior for priority 1 users in the system. Again, the values on the Yaxis give the packets dropped while the X-axis shows the proportion of priority 1 users currently in the system. We compare our scheme against the random allocation method. The total number of packets generated is 4699000.
As seen from Figure 6 , the packet drop is comparable for both the schemes. For the period when the proportion of priority 1 users is between 0.3 and 0.5, the packet loss is slightly higher for our scheme. This can be attributed to the fact that there is a large number of higher priority users in the system i.e. users with Priority 0, which kick off the lower priority users. Thus, there is a consequent rise in the packets being dropped. This behavior is exhibited until Priority 1 users reach 50% of the total users. After that, there is a sharp decrease in the packets being dropped as the priority 1 users are greater in numbers while the higher priority users go down steadily in numbers. Hence, the number of packets being dropped also goes down as Priority 1 users have unhindered access to the channels of their choice. It is intuitive that the percentage deterioration of our proposed scheme when compared to the random allocation scheme is minuscule within the interval 0.3 to 0.5, i.e., −0.6% to −0.8%.
The bar-chart in Figure 7 shows the total time spent by the clients in the dropped queue over the entire period for which the simulations were run. The value on Y-axis gives the time in ms while the values on X-axis represent the priority of a particular client. From Figure 7 we see that the time spent in the dropped queue is negligible for all clients having Priority 0. Priority 0 clients are en-queued in the dropped queue in the event of the arrival of PUs only. Also, they are given a preference over other clients once a channel having the desired parameters becomes available. Consequently, they are en-queued for the least amount of time.
The time spent in the dropped queue is slightly higher for Priority 1 clients as they are displaced from the channels both by the PUs as well as the Priority 0 SUs. They also need to wait upon Priority 0 users. Priority 2 SUs have to wait in the dropped queue for the longest periods of time as they are pushed off by the PUs and all the higher priority SUs. The fact that they can sustain delays of 400 ms also plays a role as their packets are not dropped as frequently as the higher priority SUs which have smaller delay tolerance thresholds.
IX. CONCLUSION
In this paper, we have proposed a novel graph theoretic matching algorithm to model the dynamic channel allocation problem in cognitive radio networks. Our work is unique as no previous work takes into consideration the priorities for both the SUs as well as the channels in the operating spectrum. We defined the channel priorities utilizing the transmission power allowed in each channel with a view to mitigate interference to its adjacent PUs. The simulation results show that our proposed allocation scheme, incorporating the priorities, provides significant performance gain when compared to the random channel allocation scheme. We have computed and compared the packet drop for users belonging to every particular priority, based on our matching algorithm as well as for the random channel assignment scheme.
