Abstract. System-level fault identification is a key subject for maintaining the reliability of multiprocessor interconnection network. As an important interconnection network, the Exchanged Hypercube EH(s, t) not only kept numerous desirable properties of the hypercube, but also reduced the interconnection complexity. This paper present one fast and accurate conditional diagnosability algorithm for EH (s, t) to identify the faulty vertices under the PMC model. The time complexity of the algorithm is O(N 2 ) for the EH(s, t)(t≥ s≥ 3) with N vertices.
Introduction
As the semiconductor technology continuously advances, the application of large-scale multiprocessor computer systems is more widely. As we know, the systems can contain hundreds of thousands of processors that communicate by exchanging messages through an interconnection network. It's inevitable that some processors may fail in there. Before being repaired, all the fault processors in the system must be identified. The problem of fault self-diagnosis in multiprocessor systems has gained increasing importance.
Several famous different strategies have been developed for self-diagnosis in multiprocessor systems. Preparata et al. [1] first proposed a model called PMC model. Under this model, processors test each other if they are adjacent directly. It assumes that the tests performed by fault-free vertices are always correct, whereas tests performed by faulty vertices are unreliable. Preparata et al. [1] defined the notion of t p -diagnosable system in which all the faulty processors can be identified provided the number of faulty processors does not exceed t p . The maximum number t p such that the system is t p -diagnosable is called t p -diagnosability. In order to improve the capability of self-diagnosis, Friedman and Kavianpour [2, 3] introduced the concept of t 1 /t 1 -diagnosable system in which all the faults can be isolated to within a set of at most t 1 vertices provided the number of faulty vertices does not exceed t 1 . The maximum number t 1 such that the system is t 1 /t 1 -diagnosable is called t 1 /t 1 -diagnosability (or pessimistic diagnosability). Yang et al. [4] proved that at most one fault-free vertex may be identified as faulty in t 1 /t 1 -diagnosable system. Also based on the unlikelihood of failure of all neighbors of any particular vertex, Lai et al. [5] proposed the definition of the conditional diagnosability of interconnection networks. Given an interconnection network G, G is called conditionally t-diagnosable if and only if any two conditional sets F1, F2, such that |F1|, |F2| ≤ t, are distinguishable. The conditional diagnosability of an interconnection network G is the maximum integer t such that G is conditionally t-diagnosable.
As one of important applications of a parallel computer network model, hypercube's topological properties, routing algorithms, fault tolerance, and embedding have aroused the interests of many experts and scholars, and then have got a lot of valuable results [6] [7] [8] . However, hypercube scales too rapidly as n increases. Existing research has proposed some networks that are variations of the hypercube network variants: folded hypercube, twisted cube network, cross cube network and so on. The Exchanged Hypercube [9] is a new variant of the hypercube; it not only keeps the several desirable 3rd International Conference on Mechatronics and Industrial Informatics (ICMII 2015) properties of the hypercube such as low diameter, bipancyclicity, and super connectivity but also reduces the complexity of the network interconnection. Some research showed the exchanged hypercube has nice recursiveness and preferable network parameters [10] [11] [12] .It has received a great deal of attentions and researches. The connectivity and conditional connectivity of EH (s, t) are determined in [12] [13] [14] . The topological properties and embedding issues of EH (s, t) are investigated in [15] . However,a conditional diagnosability algorithm for the exchanged hypercube has not been studied yet.
The rest of this paper is organized as follow: in the next section, some fundamental definitions and notions are introduced, main results are proved and an algorithm is presented in Section 3. The last section concludes the paper and draws some comments about ongoing work. Preliminaries An interconnection network can be modeled by an undirected graph G = (V,E),where V is the set of processors and E is the set of communication links. For graph terminology and notation not defined here we follow [16] .The neighbor-set of V′ in G is defined as
The Exchanged Hypercube is defined as an undirected graph: EH(s, t)=(V, E)(s≥ 1,t ≥ 1), V is the set of vertices and V={a s- If M is a faulty set, it must be neighbor with at least one faulty free set, and all the sets of neighboring vertices with the faulty free sets must be faulty sets.
Theorem 5. EH (s, t)
（t≥ s≥ 3）has at most 3 faulty free sets, there must be two faulty free sets, each set contains two elements. If EH (s, t) only has two faulty free sets, the number of elements in one of sets is no more than 5.
Proof: At first we prove that EH (s, t) （t≥ s≥ 3）has at most 3 faulty free sets, there must be two faulty free sets, each set contains two elements. By the definition of conditional diagnose, the number of vertices in each faulty free set is not less than 2.Assume that EH (s, t) has 3 faulty free sets, and two faulty free sets contain more than two elements, one faulty free set contains three elements. As three elements are in two dimensions, we delete the remaining elements in (s-2) dimensions for isolating the three vertices. Additional, the two dimensions including three elements need delete one element too, that is the number of elements in vertex cut is 3×(s-2)+1, and is s+2 less than the maximum number of fault vertices (4s -3),but s+2 vertices can't cut two vertices. So the number of elements in the two faulty free sets is 2. And then we prove that if EH (s, t) only has two faulty free sets, the number of elements in one of sets is no more than 5.Suppose that the number of elements in one of sets is 6.So the vertex cut departing 6 elements is at least 6×(s-3)+2,but it is more than the maximum number of fault vertices, a contradiction. Hence the number of elements in one of fault free sets is no more than 5.
By the Theorem 1, the conditional diagnosability of an Exchanged Hypercube under the PMC model is no more than 4s -3.We present a conditional diagnosability algorithm which can start from any vertex, traverse the whole interconnection network and classify all the vertices, put the faulty vertices into faulty set and put the faulty free vertices into faulty free set respectively. And then, the algorithm identifies the remaining vertices by Theorem 2 ~Theorem5.The algorithm is described as follows in detail, a faulty free set denoted by T, and T={t i ∈ V| t i is a faulty free vertex}, a faulty set is denoted by F, and F={f i ∈ V| f i is a faulty vertex}, the set including vertices which can't be identified is denoted by M, the neighbor-net of u is denoted by N(u),σ (u,v) is the result of vertex u test vertex v, the input of the algorithm is EH(s, t), where t ≥ s ≥ 3,the number of faulty vertices is N≤ 4s -3.
Algorithm 1
Step 1: Initialization. Let any not diagnosed vertex u become the beginning, k=1, S=0, i=1, M i (0)=u
Step 2: According the PMC model, the algorithm uses Breadth-First-Search starting from the vertex u, traverses and finds the neighboring vertex which is not diagnosed by the order from low dimension to high dimension. If the algorithm doesn't search such vertices, then goes to step 4; otherwise N(u)=v, then goes to step 3
Step 3: Diagnose vertex u and its neighbor vertex v. Step 4: Search for a vertex s which is not included in any sets, that is s ∉ { M 1 ∪ M 2 ∪ …M i ∪ F},there exists vertex s, then u=s, goes to step 2,otherwise, goes to step 5
Step 5: We obtain some vertices sets such as M 1 ,M 2 …, M i and F. By the theorem 3~ theorem 5, we can identify M i is a faulty set or a faulty free set, and then the elements of M i can be put into F or T.
Step 6: All sets T which obtain form the above steps are the faulty free sets of EH(s, t), and all sets F are the faulty sets of EH(s, t).
Algorithm analyses: By the Theorem 1, the conditional diagnosability of EH(s, t) (t≥ s≥ 3) under the PMC model is no more than 4s -3.The main thought of this algorithm starts from any vertex, classifies all the vertices in the EH(s, t), then puts the vertices identified as faulty (or faulty free) into faulty sets (or faulty free sets).Those vertices that don't be identified are included in many sets 
Conclusions
The fault tolerance of interconnection network with respect to their self-diagnosis capabilities is a very interesting research field, in which many problems remain open. In this paper, under the PMC model we proposed an effective and efficient conditional diagnosability algorithm for the Exchanged Hypercube, in which some links are reduced systematically. The algorithm traverses the whole EH(s, t) by Breadth-First-Search and classifies all the vertices. The main contribution of this paper is to provide a fast and accurate way to identify faulty vertices in EH(s, t).There are several different fault diagnosis models in the area of diagnosability. It is worth investigating, under various models, the faster and more accurater algorithm for EH(s, t), even for other excellent interconnection networks.
