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ERROR BOUNDS FOR QUASI-MONTE CARLO INTEGRATION FOR
L∞ WITH UNIFORM POINT SETS
SU HU AND YAN LI
Abstract. Niederreiter [1] established new bounds for quasi-Monte Carlo in-
tegration for nodes sets with a special kind of uniformity property. Let (X,A , µ)
be an arbitrary probability space, i.e., X is an arbitrary nonempty set, A a σ-
algebra of subsets of X, and µ a probability measure defined on A . The func-
tions considered in [1] are bounded µ-integrable functions on X. In this note,
we extend some of his results for bounded µ-integrable functions to essentially
bounded A -measurable functions. So Niederreiter’s bounds can be used in a
more general setting.
1. Introduction
Let (X,A , µ) be an arbitrary probability space, i.e., X is an arbitrary nonempty
set, A a σ-algebra of subsets of X, and µ a probability measure defined on A .
Niederreiter [1] established new bounds for quasi-Monte Carlo integration for
nodes sets with a special kind of uniformity property. The functions consid-
ered in [1] are bounded µ-integrable functions on X. In this note, we extend
some of his results for bounded µ-integrable functions to essentially bounded
A -measurable functions.
2. Main results
Let L∞(X,A , µ) be the set of all essentially bounded A -measurable func-
tions on X, two functions being identified if they differ only on a µ-null set.
For any A -measurable function g on X, ||g||∞(esssupx∈X |g|) denotes the essential
supremum of |g| (see P.346 of [2]). For an extended real-valued function f , we
define f + = max{ f , 0} and f − = −min{ f , 0}. Notice that f + ≥ 0, f − ≥ 0, and
f = f + − f − (see P.164 of [2]). For a given nonempty subset M of A , let LM
be linear subspace of L∞(X,A , µ) spanned by the constant function 1 and all
characteristic functions χM , M ∈ M . For any f ∈ L∞(X,A , µ), let D( f , LM ) be
the L∞ distance from f to LM , that is ,
D( f , LM ) = infl∈LM || f − l||∞.
The following definition can be found in P.285 of [1].
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Definition 2.1. Let (X,A , µ) be an arbitrary probability space, let M be a nonempty
subset of A . A point set P of N elements of X is called (M , µ)-uniform if
N∑
i=1
χM(Xn) = A(M; P) = µ(M)N, for all M ∈ M .
Let (X × ... × X︸      ︷︷      ︸
N
,A × ... ×A︸         ︷︷         ︸
N
, µ × ... × µ︸     ︷︷     ︸
N
) be the product measurable space
(see P.379 of [2]). We can view a point set P = {X1, ..., XN} as a point in
X × ... × X︸      ︷︷      ︸
N
and 1N
∑N
n=1 f (Xn) as a N-variable function on X × ... × X︸      ︷︷      ︸
N
. Since f ∈
L∞(X,A , µ), we have 1N
∑N
n=1 f (Xn) ∈ L∞(X × ... × X︸      ︷︷      ︸
N
,A × ... ×A︸         ︷︷         ︸
N
, µ × ... × µ︸     ︷︷     ︸
N
).
Let
C = {(X1, ..., XN) ∈ X × ... × X︸      ︷︷      ︸
N
|P = {X1, ..., XN}is an(M , µ)−uniform point set}.
Since f (X1, X2..., XN) = ∑Ni=1 χM(Xn) is a measurable function on X× ...×X, from
Definition 2.1 and Lemma 11.9 of [2], if M is a countable nonempty subset of
A , then C is a measurable set.
Theorem 2.2. Let (X,A , µ) be an arbitrary probability space. Let M be a count-
able nonempty subset of A . Let
C = {(X1, ..., XN) ∈ X × ... × X︸      ︷︷      ︸
N
|P = {X1, ..., XN}is an(M , µ)−uniform point set}.
Then for any f ∈ L∞(X,A , µ), we have
esssup(X1,...,XN)∈C |
1
N
N∑
n=1
f (Xn) −
∫
X
f dµ| ≤ 2D( f , LM ).
Proof. We extend Niederreiter’s proof for Theorem 1 of [1] to our case. For any
M ∈ M and any (M , µ)−uniform point set P = {X1, ..., XN}. we have
1
N
N∑
n=1
χM(Xn) = A(M; P)N = µ(M) =
∫
X
χMdµ
by the definition of an (M , µ)−uniform point set.
For any l ∈ LM and any (M , µ)−uniform point set P = {X1, ..., XN}, we have
∫
X
ldµ = 1
N
N∑
n=1
l(Xn).
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Thus for any f ∈ L∞(X,A , µ) and any (M , µ)−uniform point set P = {X1, ..., XN}
we have
1
N
N∑
n=1
f (Xn) −
∫
X
f dµ
=
1
N
N∑
n=1
( f − l)(Xn) + 1N
N∑
n=1
l(Xn) −
∫
X
( f − l)dµ −
∫
X
ldµ
=
1
N
N∑
n=1
( f − l)(Xn) −
∫
X
( f − l)dµ
for all l ∈ LM .
So
esssup(X1,...,XN)∈C |
1
N
N∑
n=1
f (Xn) −
∫
X
f dµ|
≤ esssup(X1,...,XN)∈C |
1
N
N∑
n=1
( f − l)(Xn)| +
∫
X
| f − l|dµ
≤ esssup(X1,...,XN)∈C |
1
N
N∑
n=1
( f − l)(Xn)| +
∫
{x∈X|| f−l|>|| f−l||∞ }
| f − l|dµ
+
∫
{x∈X|| f−l|≤|| f−l||∞ }
| f − l|dµ
for all l ∈ LM .
Since
{(X1, ..., XN) ∈ C | | 1N
N∑
n=1
( f − l)(Xn)| > || f − l||∞}
⊂ {(X1, ..., XN) ∈ X × ... × X︸      ︷︷      ︸
N
| |
1
N
N∑
n=1
( f − l)(Xn)| > || f − l||∞}
⊂ ∪Nn=1(X × ... × {Xn ∈ X | |( f − l)(Xn)| > || f − l||∞}... × X),
we have
µ × ... × µ︸     ︷︷     ︸
N
({(X1, ..., XN) ∈ C | | 1N
N∑
n=1
( f − l)(Xn)| > || f − l||∞})
≤ µ × ... × µ︸     ︷︷     ︸
N
({(X1, ..., XN) ∈ X × ... × X︸      ︷︷      ︸
N
| |
1
N
N∑
n=1
( f − l)(Xn)| > || f − l||∞})
≤
N∑
n=1
µ × ... × µ︸     ︷︷     ︸
N
(X × ... × {Xn ∈ X | |( f − l)(Xn)| > || f − l||∞}... × X)
=
N∑
n=1
µ({Xn ∈ X | |( f − l)(Xn)| > || f − l||∞}) = 0,
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the last equality follows from Fubini’s theorem (see P.384 of [2]).
From the definition of L∞-norm, we have
esssup(X1,...,XN)∈C |
1
N
N∑
n=1
( f − l)(Xn)| ≤ || f − l||∞.
Also from the definition of L∞-norm, we have
µ({x ∈ X | | f − l| > || f − l||∞}) = 0,
thus ∫
{x∈X|| f−l|>|| f−l||∞ }
| f − l|dµ = 0.
So
esssup(X1,...,XN)∈C |
1
N
N∑
n=1
f (Xn) −
∫
X
f dµ|
≤ || f − l||∞ +
∫
{x∈X|| f−l|≤|| f−l||∞ }
| f − l|dµ
≤ 2|| f − l||∞
for all l ∈ LM . 
Let M = {M1, ..., Mk} be a finite nonempty subset of A such that M1, ..., Mk
are disjoint and ∪ki=1Mi = X. If f ∈ L∞(X,A , µ), then f ∈ L∞(X,A |Mi , µ|Mi) for
any 1 ≤ i ≤ k. Let
G j( f ) =

−infx∈M j f −, if µ({x ∈ M j| f +(x) > 0}) = 0;
esssupx∈M j f +, otherwise,
g j( f ) =

infx∈M j f +, if µ({x ∈ M j| f −(x) > 0}) = 0;
−esssupx∈M j f −, otherwise,
for 1 ≤ j ≤ k. Define
S M ( f ) = max1≤ j≤k(G j( f ) − g j( f )).
Corollary 2.3. Let (X,A , µ) be an arbitrary probability space. Let M = {M1, ..., Mk}
be a finite nonempty subset of A such that M1, ..., Mk are disjoint and ∪kj=1M j =
X. Let
C = {(X1, ..., XN) ∈ X × ... × X︸      ︷︷      ︸
N
|P = {X1, ..., XN}is an(M , µ)−uniform point set}.
Then for any f ∈ L∞(X,A , µ), we have
esssup(X1,...,XN)∈C |
1
N
N∑
n=1
f (Xn) −
∫
X
f dµ| ≤ S M ( f ).
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Proof. We extend Niederreiter’s proof for Corollary 1 of [1] to our case. Let
C j =
1
2
(G j( f ) + g j( f ))
for 1 ≤ j ≤ k, let
l =
k∑
j=1
C jχM j .
Since
{t ∈ M j | | f (t)−C j| > G j( f ) − g j( f )2 } ⊂ {t ∈ M j| f (t) > G j( f )}∪{t ∈ M j | f (t) < g j( f )},
we have
µ({t ∈ M j | | f (t)−C j| >
G j( f ) − g j( f )
2
}) ≤ µ({t ∈ M j | f (t) > G j( f )})+µ({t ∈ M j | f (t) < g j( f )}) = 0
by the definition of L∞-norm.
For t ∈ M j, we have
esssupt∈M j | f (t) − l(t)|
= esssupt∈M j | f (t) − C j|
≤
1
2
(G j( f ) − g j( f ))
Therefore
|| f − l||∞ ≤ 12S M ( f ).
Thus
D( f , LM ) ≤ 12S M ( f ).
From Theorem 2.2,we get our result. 
Corollary 2.4. Let (X,A , µ) be an arbitrary probability space, let M = {M1, ..., Mk}
be a finite nonempty subset of A such that M1, ..., Mk are disjoint and ∪kj=1M j =
X. Let
C = {(X1, ..., XN) ∈ X × ... × X︸      ︷︷      ︸
N
|P = {X1, ..., XN}is an(M , µ)−uniform point set}.
Then for any f ∈ L∞(X,A , µ) , we have
esssup(X1,...,XN)∈C |
1
N
N∑
n=1
f (Xn) −
∫
X
f dµ| ≤
k∑
j=1
µ(M j)(G j( f ) − g j( f )).
Proof. We extend Niederreiter’s proof for Theorem 2 of [1] to our case. From
the definition of L∞-norm, we have
µ(M j)g j( f ) ≤
∫
M j
f dµ ≤ µ(M j)G j( f ).
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From the definition of uniform point set, we have
{(X1, ..., XN) ∈ C | µ(M j)g j( f ) > 1N
N∑
n=1
Xn∈M j
f (Xn)}
⊂ ∪Nn=1(X × ... × {Xn ∈ M j | g j( f ) > f (Xn)}... × X),
for 1 ≤ j ≤ k.
Thus
µ × ... × µ︸     ︷︷     ︸
N
({(X1, ..., XN) ∈ C | µ(M j)g j( f ) > 1N
N∑
n=1
Xn∈M j
f (Xn)})
≤
N∑
n=1
µ × ... × µ︸     ︷︷     ︸
N
(X × ... × {Xn ∈ M j | g j( f ) > f (Xn)}... × X)
=
N∑
n=1
µ({Xn ∈ M j | g j( f ) > f (Xn)}) = 0
for 1 ≤ j ≤ k, by the definition of g j( f ) and Fubini’s theorem. Similarly,
µ × ... × µ︸     ︷︷     ︸
N
({(X1, ..., XN) ∈ C | µ(M j)G j( f ) < 1N
N∑
n=1
Xn∈M j
f (Xn)}) = 0.
Thus
esssup(X1,...,XN)∈C |
1
N
N∑
n=1
Xn∈M j
f (Xn) −
∫
M j
f dµ| ≤ µ(M j)(G j( f ) − g j( f )),
for 1 ≤ j ≤ k.
Finally, from
1
N
N∑
n=1
f (Xn) −
∫
X
f dµ
=
k∑
j=1
( 1
N
N∑
n=1
Xn∈M j
f (Xn) −
∫
M j
f dµ),
we get our result. 
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