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ABSTRACT 
The sequence Hk, k > 1, of n x n nonnegative matrices is said to be asymptotically 
homogeneous (with respect to D) if, for some probability vector D, D’H,/D’H,I+D 
as k+w . Under a prior compactness assumption on the set { Hk), asymptotic 
homogeneity is shown to be necessary and sufficient for strong ergodicity, as ~-+wJ, of 
Tp.r=Hp+&+z-. . HP+, in a unified expository account for the two cases: (i) each 
Tp, ~ is primitive; (ii) each Tp, ~ is stochastic and regular. The first of these generalizes a 
known result [2]; and further generalizations are made. 
1. INTRODUCTION 
Suppose the n x n matrices Hk = (hi, i( k)}, k > 1, are nonnegative, and the 
matrices Tp, I = {t,!T*‘)} are defined by 
Tp,r=Hp+&2.. . f-f,+,, p>o, T>l. 
If Tp, .l >0 (the sign > between matrices indicates strict elementwise 
inequality) for any p, provided T > rO( p), then the sequence { Hk} is said to be 
strongly ergodic [6, pp. 73-781 if for each i, j, p 
t/T I) 
E qc r) 
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I ’ 
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independently of i, where fi is the vector with unity in the ith position and 
zeros elsewhere. In fact, the limit vector pP is independent of p, for (1) 
implies that for any x > 0, x#O, 
x’T~,~ r-+m 
- -3 u’ 
qp, 3 P' 
whence 
But x‘Hp + 1 / > 0’, # 0’, so the limit of the left hand side is vi+ i. Hence all vp 
have a common value, say V. Moreover, v is a probability vector (v> 0, 
v’l= 1). 
A simple condition which ensures TP, ,I > 0, p > 0, r > 1, is that every H, 
be row-allowable (i.e. have at least one positive entry in each row). 
Investigation of strong ergodicity of an arbitrary nonnegative matrix 
sequence has its origins in a number of applied fields, especially in relation to 
the evolution of the age structure of a human population over a set of “time 
points” r=O,l,Z ,..., in demography. If p’, is a vector whose components 
give the numbers in various age groups at time r, then this vector is assumed 
to change over time according to the recurrence 
CL:+1 =krHr+l~ r=O,1,2 )...) 
where H, is a known matrix of special (“Leslie”) form, with nonnegative 
entries, expressing mortality-fertility conditions at time r. Since p> = &To, I 
and 
is the age distribution at time r, strong ergodicity implies tendency to a fixed 
age structure, independent of the initial age structure, with the passing of 
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time [Z]. The idea of strong ergodicity is also familiar from the theory of 
inhomogeneous Markov chains [4; 5, 61, in which case each Hk is not only 
row-allowable but in fact stochastic (H,l = 1); in consequence, the Tp, r are 
also stochastic. 
For the sequel we shall need the following standard notions [6], confined 
to the set of Nan matrices. 
A primitive nonnegative matrix A is one for which Ak > 0 for some k (and 
hence all larger k). Such a matrix is evidently row-allowable; it has a unique 
positive eigenvalue which dominates all other eigenvalues in modulus, and 
corresponding to it are left and right eigenvectors (unique to constant 
multiples) which may be taken as strictly positive (Perron-Frobenius tbeo- 
rem). We denote by G, the class of nonnegative matrices which each contain 
a single closed (irreducible) set of indices which is aperiodic. Stochastic 
members of G, are called regular. We denote by Mi the class of nonnegative 
matrices A such that, for some k (and hence for all larger k), Ak has its jth 
column strictly positive. It is well known that lJ y_ ,M, = G,, while M= 
n i”_ 1 Mi is the set of all primitive matrices. 
The inciderrce matrix of a nonnegative matrix replaces all its positive 
entries by ones. We write A -B for two nonnegative matrices A and B if 
they have the same incidence matrix. 
In a recent article [2], Theorem 3.1, it is assumed that 
A<H,,<B, k> 1, 
where A and B are fixed primitive matrices, which renders each Hk primi- 
tive; let us then denote its left Perron-Frobenius eigenvector by e;, assuming 
that it is normed so that e;l= 1, which renders it strictly positive, unique, 
and a probability vector. Under the prior assumption it is shown that (1) 
holds if and only if 
ek’e as k-+-w (2) 
for some limit vector e, in which case e > 0 and v=e. (In fact [2] deals only 
with the situation p =0 and matrices H, having the same (Leslie form) 
incidence matrix, but the above assertion is seen to hold without additional 
labor .) 
In the setting where each H, is a stochastic matrix, a similar theorem was 
proved in [5; 6, $4.31. If we put Pk = {pi, j(k)} for Hk to accord with common 
usage for a stochastic matrix, it was assumed that for p > 0, r > 1, Tps r is 
regular ( EG,) and 
O<S<min+pi,i(k), kz 1, 
i,j 
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(where min+ refers to the minimum nonzero entry and 6 is independent of 
k). It was then shown that strong ergodicity obtains if and only if there exists 
a probability vector D such that 
lim D’P, = D’ , 
k--fw 
(3) 
in which case v = D. The condition (3) is called asymptotic homogeneity in 
the context of a stochastic sequence {PA}, and is evidently related to (2) in 
the not necessarily stochastic setting in which (2) occurs. 
In the sequel we explore the interrelationship of conditions of the kind 
(2) and (3) in th e g eneral situation of products of nonnegative matrices H,., 
k > 1. By making use of the techniques in [S], [2], we are led to a unified 
account of their results on strong ergodicity mentioned above, and indeed to 
an extension of that of [2]. 
Throughout the sequel we assume that all Hk are row-allowable; this 
implies all T’, r are row-allowable. We also (except where otherwise stated) 
henceforth make the compactness assumption on { Hk}: 
0<6<mi?+hiVi(k) 
maxhi:,;k) Q 1, 
i,i 
which, inasmuch as we shall be concerned only with ratios, such as (I), 
involving elements of the matrix Tp, ,, is equivalent to the condition 
rni?+ hi, (( k) 
rzxhi,i(k) 
>y>o. 
i,i 
2. ASYMPTOTIC HOMOGENEITY 
The following definition subsumes that for the case where all H, are 
stochastic. 
DEFINITION. The sequence {Hk} is asymptotically homogenmus (with 
respect to D) if there exists a probability vector D such that 
D’H, k-wx 
D’H,l 
-+ D’. 
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LEMMA 2.1. Strong ergodicity of {Hk} (with limit vector v) implies 
asymptotic homogeneity (with respect to v). 
Proof. 
f&+1 f’.T - ‘pxr 
f:T,,,+J f;T, I1 
where p(r, p, i) is the scalar given by 
H p+r+l 
V’Hp+r+ll 
p(r, p, i), (4 
Multiplying (4) from the right by 1 yields 
1= f’.T HP+,+11 P,’ 1 
f;T,,,l ~‘H~+~+rl p(r’ “+ 
and we may write 
f’.T 
* =Y’+E’(r, p, i) 
: P.’ 
where E(r, p, i)-+O as r-+cq by strong ergodicity. By (C) [not required if all 
H, are stochastic matrices], 
p(r, p,i)Y 1. 
Applying this to (4) and using similar reasoning, as T-+OO 
v’t 
V’Hp+,+l 
V’Hp+r+ll ’ 
as required. n 
Let e; be a left probability eigenvector of H, (there is always one such, 
corresponding to a strictly positive eigenvalue, for a row-allowable H, [6, 
Chapter 11). We lead into results relating the behavior of the sequence {ek} 
and asymptotic homogeneity of {Hk} through an informal discussion. 
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Wk e;= - 
e;H,l ’ 
if ek+e as k+ M (where the limit vector e must be a probability vector), 
then from (C), as k+m, 
e’H, 
e'c - 
e’Hkl ’ 
so the sequence {Hk} is asymptotically homogeneous with respect to e. 
Now suppose that the sequence {Hk} is asymptotically homogeneous 
with respect to D. Since the set of probability vectors is closed and bounded 
in R”, it contains all its limit points; let e be a limit point of a convergent 
subsequence {e,,} of {e,}, so ek +e, &co. Then 
e;* e; Hk =--L-L 
eL‘Hk,l ’ 
i> 1. 
Now, by (C) 
6g,< H,< 4,, k>l, 
where 4, is the incidence matrix of H,, and the 4, are all members of the 
finite set 4 of row allowable incidence matrices g(j), j= 1,. . . , t. Further, the 
set [SS( j), !j( i)] = {A; SS( j) d A Q 4(j)} is a closed bounded set of II”‘, whence 
so is 
Q= U [ Wi), W] 
i-1 
[which contains only row-allowable nonnegative matrices satisfying (C)l. 
Hence, in reference to (5), by taking a subsequence of {ki}, i > 1, if 
necessary, we have H,,-+HEQ, i+co, so that 
e’=e’H/e’Hl. 
From asymptotic homogeneity, on the other hand, 
D’=D’H/D’Hl. 
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Hence in the event that only one l& probability eigenvector exists for H, 
e = D, the sequence (ek} has a unique limit point D, and hence el,-+D= e. 
If all the matrices H, are primitive, the finite set 4 can be taken as 
consisting of all primitive incidence matrices S(i), i = I,. . . , t only; then H 
will be primitive, and will have a unique probability eigenvector (by the 
Perron-Frobenius theory) e’ > 0’. If all the matrices H, are stochastic and 
regular, we may take 6f to consist of all incidence matrices of G,. Then H will 
be stochastic and regular also, and again there will be a unique probability 
eigenvector. Hence we have proved: 
THEOREM 2.1. If all H, are primitive, or all are stochastic and regular, 
then under the prior assumptions on {Hk} and notation, as k-+cc 
D’H, 
D’HJ 
+D’ W e;-+e’, 
in which event D = e. In the primitive case e > 0. 
COROLLARY. Under the conditions of Theorem 2.1, if strong ergodicity is 
known to hold, v=D=e. 
(This follows from Lemma 2.1.) 
3. COEFFICIENTS OF ERGODICITY 
As a preliminary to investigating necessary and sufficient conditions for 
strong ergodicity we need to summarize the properties of certain apparatus 
needed for this. 
The investigation of [2] is carried out with the aid of the projective 
metric p(x’, y’), defined for x = {xi} > 0 and y = { yi} > 0, by ln(max r,/min ri) 
=maxi iln(riyj/yixi), where I;=xi/yi. This has the properties of a metric 
on the set of strictly positive vectors, except that p(x’, y’) = 0 iff x = ay for 
some positive scalar (Y [2]. Moreover p(x’, y’) =p(ax’, By’), ti, ,l3 > 0; and 
p(x', y’) is evidently continuous in x > 0 for fixed y > 0, and even in (x, y) 
jointly if both remain strictly positive. Clearly, on the set S + of sttictly 
positive probability vectors, p(. , ‘) is a metric. 
IfA={oi,j}~~-r is a nonnegative matrix with no zero row or column (an 
“allowable” matrix; a primitive matrix is allowable), then [I, 31 
sup p(x’A,y’A) =7 (A)_ 1-+“2(A) 
X,Y p(x’,y’) ’ - 1++1’2(A) ’ 
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where the sup is taken over x > 0, y > 0, x # oy for any scalar LY, and 
+(A)= min 
(ai,kaj,l) 
i,i,k,r (cj,koi,l) 
if A>O, 
= 1 otherwise, 
so 0 < rs(A) Q 1, and ra(A) = I if and only if (the allowable nonnegative 
matrix) A has at least one zero element. Also if A,, A, are both n Xn and 
allowable, then 
rs(A) is the Birkhoff contraction ratio, or coefficient of ergodicity, for an 
allowable matrix, and varies continuously with A >O. 
On the other hand, in [5], where products of stochastic matrices Pk are 
considered, the main tool is the quantity 1 -A(P) defined for a stochastic 
matrix P= {P,,~} by A(P)= maxi{min,pi,i}; X(P)>0 if and only if P has an 
entirely positive column (such matrices are there called “Markov” matrices). 
A more refined tool for use in the sequel in the setting of products of 
stochastic matrices is the specific coefficient of ergodicity rr( P) defined for a 
stochastic matrix P= {pi, i> by (see e.g. [4]) 
sup WP~Y’P) 
x,y 4x’, Y') =71(p)=~~~~~ll~i.,-~j,~l~ 
where cZ(x’,y’)=](~-y]]~=Z~]x~-y~], and the sup is taken over all probabil- 
ity vectors x, y (x# y). It is clear that 0 < rl( P) < 1, and ri( P) < 1 if and only 
if any two rows of P have some positive entries in coincident positions (such 
P are called “scrambling”), as may be seen from the alternative expression 
which also makes clear that 
” 
ri(P)<l- 2 minp,,S<l-_(P). 
s==l i 
(7) 
Also, for two n x n stochastic matrices P,, Pz it follows from the definition of 
7r in terms of a metric that 
~l(PlP2) ~71(Pl)Tl(P2). (8) 
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The following result shows that on S + , the set of strictly positive probability 
vectors, the topologies induced by the two metrics p and d are equivalent. 
LEMMA 3.1. Zf y and the elements of the sequence {x,,,}, md 1, ES+, 
then as m-+cc, 
p(x:,,y’)+O c+ d(x:,,y’)+O 
(that is, in S+ convergence in the projective metric is equivalent to element- 
wise convergence). 
Proof. d(x:,,y’)+O * p(x’,,y’)+O is a consequence of the continuity of 
p(x’, y’) in x > 0 for fixed y > 0 and p(y’, y’) = 0. Conversely, suppose p(x’,, y’) 
+O. Writing x’~ = {X f”)} I ’ we have from the definition of p( . , *) 
i.e. 
ln--& +ln$+O, m-+co. 
1 I 
(9) 
Now since the set of all 1 Xn probability vectors is bounded and closed, 
there is a subsequence of the integers, {m,}, such that x(*~)-+z= {z,}, 
where z, being a probability vector, has at least one entry positive, say ziO. 
Putting i=i, in (9) and m=mk, it follows for any j=l,...,n that 
lim x(~*)=z~>O, and that In(yi/zi)=C=const, i=l,..., n. Thus yi= k+ao j 
(exp C)zi, and since z and y are probability vectors, C=O and z=y. Hence 
any limit point of x, in the sense of pointwise convergence is y, so 
d(x,, y)+0. n 
4. STRONG ERGODICITY 
LEMMA 4.1. Assume all H,, k> 1, are (i) primitive, or (ii) stochastic and 
regulur; and 
(10) 
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for all r > t (for some t > l), uniformly in p > 0. Then asymptotic homogene- 
ity is necessary and sufficient for strong ergodicity. 
Proof. (Necessity.) By Lemma 2.1 strong ergodicity implies asymptotic 
homogeneity [under the prior assumptions (row allowability and (C)); neither 
of the additional prior assumptions of the present theorem is needed]. 
(Sufficiency.) We give the proof in case (i). We shah only prove strong 
ergodicity for TP, ~ for p=O, since the argument is invariant under a shift of 
starting point. To this end consider the behavior as r+cc of the quantities 
7: = vi/vi 1, where vi = x’Ta, ,, r > 1, for arbitrary fixed x =va > 0, #O. From 
Theorem 2.1, ek-+e > 0; from Lemma 3.1 it follows that there is an Q(E) > t 
such that p(ei,e’) <E for r > ~a(&); consider such an r. Then by the properties 
of p( ., e), taking into account that, for a > 0, v~+~ >0 for any k> t, since by 
(10) %,a+/( >O, 
P(T:+,~ e’)=p(v:+,,e’)=p(v:T,,,,e’) 
the p < 1 arising from (10) and the definition of rs in terms of p. From this 
point we may completely imitate the argument of [2, pp. 91-921 to obtain, 
for T> Q(E), 
PF:+t, e’) < /3p(S: ,e’) +2tc, 
whence 
whence letting s+ ~YZ, I+-+ co yields 
J;%p(Vi+,,,e’)=O, arbitrary fixed a > 0. 
From Lemina 3.1, 
lim Vn+kt=e, a=0 ,...,t-1. 
k-+cc 
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Hence lim ,--) m V, =e, which completes the proof in case (i). The proof for 
case (ii) is analogous, with d and or in place of p and rB. n 
Note that if @j = wi/wi 1, T > 0, where w: = y’T,, r, T > 1, arbitrary y -wa > 
0, #O, then under the condition (10) alone, 
p(q ,$) <K/3’/“, rB2t, (11) 
where K is a constant independent of w, and v,. For, writing r = b + t + st, 
where b=O,..., t - 1, s > 1, with b and s depending on r, we have 
by the definition of rB( -); 
by the submultiplicative property (6); 
Now p- b/‘-lp(~~To,b+,,~~To,b+r) for fixed b is evidently continuous in 
i$ ,5, and these are probability vectors, thus varying over a compact set. 
Hence, since T,, b+ t >O, the sup is attained and finite; and the final result 
follows by taking max over b = 0,. . . , t - 1. There is thus a uniform geometric 
bound (rate /I’/‘) for the tendency to coincidence (“weak ergodicity”) of 
w’3 I) ,, at least insofar as distance between them is measured by p( ., *). A 
similar argument in case (ii) yields (11) with d( a, - ) replacing p( . , * ), for r > t 
(see below). 
The following results, culminating in Theorem 4.2, seek to elucidate the 
nature of the assumption (10) by leading to a sufficient condition for it to 
hold. Lemmas 4.2 and 4.3 are given for completeness, but are only minor 
generalizations of known results [6, p. 1071 for stochastic matrices; the 
argument of Lemma 4.3 is due to Wolfowitz [7J. The reader will need to 
recall from our Sec. 1 the definition of the classes of matrices G,, Mj, 
j=l,...,?t. 
LEMMA 4.2. If A is nXn and row-allowable and AB-A for a matrix 
BEM,, then A has its jth column strictly positive. 
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Proof. Since ABk-A for all k > 1, and ABk has its jth column positive 
for some k, the result follows. n 
COROLLARY. If B is primitive, A > 0. 
Although the following lemma relates to the sequence {Hk}, it does not 
require the compactness assumption (C). 
LEMMA 4.3. 
(i) If Tp,,EG1, p > 0, I+> 1, then Tp,, has a strictly positive column for 
T > t, where t is the number of distinct incidence matrices in G,. 
(4 If Tp,, is primitive, p > 0, r > 1, then Tp, .>O for r > t, where t is the 
number of distinct incidence matrices in M. 
Proof. For a fixed p, there are some a, b satisfying 1 < a < b < t + 1 such 
that 
Hp+iHp+~. . . f$+J&+o+~. ‘. HP+,--HP+&,+,* .  HP+,, 
since the number of distinct incidence matrices is t. Hence 
Hence in case (i), since T,+,, b_aEC1, we have T,,,, b_aEMi for some i. By 
Lemma 4.2, Tp,, has its jth column strictly positive, and hence Tp, r, r > a, 
has a strictly positive column (not necessarily the same one for each T), since 
each H, is row-allowable. In case (ii) T,,,,, b_o is primitive, so by the 
Corollary to Lemma 4.1, Tp, a > 0. n 
The next result shows that the result (10) in fact obtains under the 
conditions of Lemma 4.1, and in one case gives an explicit bound. 
LEMMA 4.4. 
(i) Zf Tp, r is primitive for p > 0, r > 1, then there is a p such that 
Q(T~,~) <P<l (12) 
for all r > t, with t the number of distinct incidence matrices in M, uniformZy 
fo7p>O. 
(ii) If all Hk-P, are stochastic and Tp,r~G1, p>O, r> 1, (i.e. all Tp,,are 
regular), then 
q(T,,r) Q I-6’(<1), (13) 
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where t is the number of distinct incidence matrices in G,, and S is as in 
condition (C). 
Proof. Notice that because of the submultiplicative property (6), (8), 
and since each of the two coefficients considered satisfies T( 0) < 1, it follows 
that for T> t, T(T,,,) < T(T,,,), so it suffices to prove the assertions for r= t. 
(i): Since TP, t > 0 by Lemma 4.3(ii), T~( TP, ,) < 1. From condition (C) 
6’11’< TP,,<(ll’)‘=n’-‘11’. 
Since T~( A) varies continuously with A > 0, if A varies over the compact set 
yfll’<A < n’-‘ll’, the sup of TV, say 0, over such A is attained for some 
A =A* in the set. Thus A* >0 and so P=T~(A*) < 1, whence (12). 
(ii): TP,, is stochastic and has a strictly positive column by Lemma 4.3(i). 
Moreover, by (7) 
T~(T,,,)<~-h(T,,,)=l- max(m~t/,~.‘)) 
i 
< l-6’. w 
We can summarize the results of Lemmas 4.1 and 4.4 as follows. 
THEOREM 4.1. If TPS T is (i) primitive, or (ii) stochastic and regular, f~ all 
p > 0, T > 1, then (under the additional prior condition (C) of Sec. 1) asymp- 
totic homogeneity is necessary and sufficient for strong ergodicity. 
The conditions (i) and (ii) imposed in Theorem 4.1 emanate from the 
requirement that only one left probability eigenvector for H exist in the 
discussion containing the proof of Theorem 2.1 in the direction (asymptotic 
homogeneity) =+ ek-+e. This uniqueness does not necessarily hold if H EG, 
but is not stochastic; for example, the matrix 
1 0 
[ I 1 2 
has left probability eigenvector (1,0) corresponding to eigenvalue 1, and 
(i, $) corresponding to eigenvalue 2. However, inasmuch as the proof of 
sufficiency in Lemma 4.1 depends on asymptotic homogeneity only insofar as 
it depends on its consequence ek-+e, we have without further proof a more 
general result, which does not require condition (C): 
THEOREM 4.2. Zf 
7tTi.r) <PC 1 (14 
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for all r>t (for some t>l) unifbnnly in p&O, where Z-I,, kZ1 are (i) 
allowable and r=~~, or (ii) stochastic and TGT~; and if 
k-m 
e, + e (15) 
for some sequence of left eigenvectors {e,}, k > 1, and some limit vector e 
(assumed > 0 in case (i)), then strong ergodicity holds. 
Indeed, by examining carefully the proof of Lemma 4.1, we obtain 
another result, where the condition (14) is replaced by a more general one. 
We formulate this for the analogue of case (i) in Theorem 4.2 only; again 
condition (C) is not required. 
THEOREM 4.3. If T,,~>Oforallr>t(forsomet>1)uniformlyinp>0, 
where all H,, k > 1, are allowable, with 
unifxmly for all s > 2 and p > 0, and if 
k-xc 
ek -+ e 
for some sequence of left eigenvectors {e,}, k > 1, and some limit vector e 
(assumed > 0), then strong ergodicity holds. 
Proof. We may follow through the sufficiency proof of Lemma 4.1 with 
TJ T,, ,) in place of ,8 to the point where for r > rO( &) 
whence 
i.e. 
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by (16). Now since TV < 1, using (16) again, 
s-1 s-1 
@J >L> 2 rI %(T,+(r+k)t,t 1 
i=l k=s-i 
s-1 
>ts- l) n ‘dT,+(,+k)t, ho, 
k=l 
SO 
s-l 
fl TZ3(~+(r+k)f,t)S~o* 
k=O 
Hence letting s+cc and r+co in (17), 
lim p(cA+kt,e’) =O, 
k-m 
for arbitrary fixed a > 0, and the proof is concluded as in Lemma 4.1. n 
Theorems 4.2 and 4.3 turn on the eigenvector-convergence condition (2): 
ek+e, which is in the nature of the approach of [2]; and, for stochastic 
matrices, of [4, Chapter V, $41. For stochastic matrices, a proof paralleling 
that of Theorem 4.3 would take t = 1 (we do not require TP, r > 0 or e > 0), 
and the condition (16) would then take the form 
s-1 s-1 s-1 s-l 
m>L> 2 fl ~&+k,l)= 2 n ‘dPp+k+l). 
j-1 k=s-i j-1 k=s-j 
Thus, by (8) and taking p = 0, we would have as a consequence 
s-l 
co>L+l>l+ I;: T,(T,_~,~) 
j-l 
so that for all s > 1, 
s-1 
03 >a%+ l> 2 Ti(l;.,S_-j). (16) 
i=O 
Theorem V.4.4. of [4] in fact shows that (2) and (18) suffice for strong 
ergodicity, by an argument which, in effect, tightens that of Lemma 4.1 in 
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the special circumstances of the stochastic case. Nevertheless, the approach 
via the more restrictive condition (14), as already noted in (ll), yields a 
geometric convergence rate @l/*. For example, 
71(T,,r)=r1(Tp,tTp+t,t.. . (h-l)t,tTb+ht,r-ht). 
where h is the largest positive integer such that ht <r, provided r> t; and 
the above is 
by (8); i.e., for r> t, 
dTp,,)GhG r/t-l=p-l(p)‘, 
which holds trivially for T= t also. 
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