Urban areas presently consume around 75% of global primary energy supply, which is expected to significantly increase in the future due to urban growth. Having sustainable, universal energy access is a pressing challenge for most parts of the globe. Understanding urban energy consumption patterns may help to address the challenges to urban sustainability and energy security. However, urban energy analyses are severely limited by the lack of urban energy data. Such datasets are virtually non-existent for the developing countries. As per current projections, most of the new urban growth is bound to occur in these data-starved regions. Hence, there is an urgent need of research methods for monitoring and quantifying urban energy utilization patterns. Here, we apply a data-driven approach to characterize urban settlements based on their formality, which is then used to assess intraurban urban energy consumption in Johannesburg, South Africa; Sana'a, Yemen; and Ndola, Zambia. Electricity is the fastest growing energy fuel. By analyzing the relationship between the settlement types and the corresponding nighttime light emission, a proxy of electricity consumption, we assess the differential electricity consumption patterns. Our study presents a simple and scalable solution to fill the present data void to understand intra-city electricity consumption patterns.
Introduction
Urban areas currently house 55% of the world's population (United Nations 2018) and consume nearly 75% of global primary energy supply (United Nations 2016) . At the present rate of urbanization, 68% of the global population is expected to live in urban areas by the year 2050. (United Nations 2018). To accommodate this large population, the urban infrastructure and services will also expand greatly and likely cause a massive increase in urban energy demands. Within the global energy mix, electricity is the second largest energy fuel that supplies about 19% of present global energy needs (International energy Agency 2017a). However, it is anticipated that around 40% of the overall increase in global energy demands through 2040 will result from increased electricity consumption (International energy Agency 2017b). Thus, ensuring sufficient supply of electricity to meet the future demands in environmentally sustainable manner is of prime importance. Electricity access is also considered a vital indicator of economic growth (United Nations Centre for Human Settlements 1984) . The latest Sustainable Development Goals of the United Nations mandate universal access to clean and modern energy to all by the year 2030 (United Nations -Sustainable Development Goals 2018). Given the sheer dominance of urban areas on global energy consumption, meeting these sustainability goals will largely depend on present and future urban energy dynamics. Understanding urban electricity consumption patterns may not only help to clarify the present energy scenarios but may also assist in projecting a large part of future global energy needs (Howard et al. 2012; Zhu et al. 2013) . Such information could help in planning as well as capacity building to meet the demands in a sustainable manner.
Different factors such as demography, climate, and economics govern electricity usage patterns at local levels (McLoughlin et al. 2012; Zheng et al. 2014) , contribute to wide variations in electricity usage among and within geographic regions. Thus, to accurately understand and quantify urban electricity consumption patterns, pertinent data needs to be acquired at appropriate scales. Much of the local level energy usage information in the developed countries is captured by intelligent systems such as smart meters capable of recording customer behavior and consumption patterns (Hancke et al. 2013; Anderson et al. 2017 ). The collected information may then be analyzed to predict the present and short-term needs and also to prepare the systems to meet the long-term energy requirements (Rahman et al. 2014) . However, neither the cities in developing countries nor all the cities in the developed world possess the required infrastructure or the capital to invest in these technologies (Hilbert 2013) . On the other hand, notwithstanding the heavy urban-centric nature of global energy consumption, the energy accounting systems are predominantly focused on national and regional scales (Grubler et al. 2012 ). Traditional energy demand models are based on the Gross Domestic Product (GDP), population growth rates, and gains from energy efficiency measures. However, GDP values have been found to be inconsistently measured around the world (Feige and Urban 2008) . Consequently, such models may provide unreliable energy estimates which are unsuitable for comparative analysis. The non-availability of urban scale energy data and incompatibility of energy demand models in urban analysis thus pose serious challenges that hinder the muchneeded urban energy studies. As per the present trends of urbanization, it is expected that around 90% of global urban expansion will take place in Asia and Africa (United Nations 2018). In terms of the urban area expansion, Asia is expected to undergo the highest amount of urban growth, while Africa is projected to face the highest urbanization rates (Seto et al. 2012) . As most of these areas lack the necessary systems to monitor energy consumption, alternative methods must be identified to overcome the present obstacles.
To overcome the scarcity of urban-level energy data, the potential of remote sensing derived surrogate measures may be assessed. For example, past researchers have indicated that separation of settlement types could lead to the identification of urban dynamics patterns that were hitherto unseen (Patino and Duque 2013; Taubenböck and Kraff 2014) . High-resolution satellite images offer unique capabilities to distinguish between various settlement types based on their physical appearance in these images, which can be used to develop a formality-based settlement typology. Recent advancements in remote sensing capabilities in terms of input data and sophisticated algorithms have paved the way for the identification of different urban settlement types based on texture analysis (Yuan et al. 2015; Graesser et al. 2012) . As the size, type, age, and location of urban settlements impact their energy consumption profiles (Carréon and Worrell 2018) , the image-generated settlement typologies could be analyzed further for their correlation with energy consumption. Successful development of such proxy measures of urban energy consumption may significantly reduce the dependence on ground surveys and find useful applications over data-poor regions.
While presenting a texture analysis-based method for identifying different settlement types over diverse landscapes, Graesser et al. (2012) reported distinct spatial characteristics between formal and informal settlements, captured using different texture measures, in Caracas, Venezuela; Kabul, Afghanistan; and La Paz, Bolivia. A texture-based built-up presence matrix, known as PanTex, was applied by Pesaresi et al. (2008) to delineate urban area boundary in panchromatic imagery. Statistical properties of image texture features were utilized by Vijayaraj et al. (2008) to identify urban and non-urban areas. Such prior work highlights the applicability of satellite image processing methods in urban settlement characterization. Therefore, such texture-based approaches could help in the identification of different settlement types that are associated with the various levels of socio-economic activities including energy consumption, e.g. residential and commercial type buildings. The applicability of building types and urban patterns in the identification of socio-economic attributes have been indicated before (Cowen and Jensen 1998) . Thus, in the absence of ground level energy consumption information, viability of the settlement types to indicate the differential electricity usage at city-levels needs to be tested.
Nighttime lights datasets capture anthropogenic light emission from human settlements at night under cloud-free conditions, which has been widely used as a proxy for energy consumption from local to global scales. Nighttime lights imaging capabilities, provided by Defense Meteorological Satellite Program's Operational Linescan Sensor (DMSP/OLS), have long been exploited by scientists to monitor and map electricity consumption patterns (Welch 1980; Welch and Zupko 1980; Amaral et al. 2005; Kiran Chand et al. 2009; Letu et al. 2010; Zhao et al. 2006; Xie and Weng 2016; Xie and Weng 2016; Cao et al. 2014; He et al. 2014 ). Townsend and Bruce (2010) observed high correlation between electricity consumption and nighttime lights emission at state (R 2 = 0.93) and statistical local area (R 2 = 0.87) levels. High correlation (R 2 = 0.91) was also observed between electric power consumption and nighttime lights in Brazilian Amazon (Amaral et al. 2005) . Time-series DMSP/OLS nighttime lights data was used to map electricity consumption at 1 km spatial grid in China between 1994 and 2009 (Cao et al. 2014) . Recently, Mellander et al. (2015) analyzed the scope of nighttime lights data as a surrogate of economic activities at finer spatial scales, ranging from square blocks of 250 × 250 meters in urban areas and 1000 × 1000 meters in rural areas, using statistical data in Sweden. This study used both saturated and radiance (non-saturated) data from DMSP/OLS and found that the radiance data is better aligned with socio-economic parameters, especially at estimating their densities. While nighttime lights are arguably not a perfect proxy of economic activities at urban scales; it still remains one of the strongest surrogates in the absence of any other viable alternative (Mellander et al. 2015) . The recent introduction of Visible Infrared Radiometer Suite (VIIRS) Day/Night band (DNB) data has added much-needed improvement to the existing nighttime imaging capabilities in terms of higher spatial and radiometric resolutions (Elvidge et al. 2013) . The VIIRS DNB datasets are free from the saturation issues of DMSP/OLS, which severely limited the intra-urban applications of the later. The initial research findings from the application of VIIRS DNB datasets have indicated that it is better equipped to detect minute variations in nighttime lighting levels than its predecessor Shi et al. 2014; Jaturapitpornchai et al. 2015; Román and Stokes 2015) . Thus, in the absence of urban energy statistics, the unique capabilities of VIIRS DNB may be exploited to assess whether there is any correlation between nighttime lighting levels and the satellite data derived settlement types.
For this work, we identified three cities in the developing world, i.e. Ndola, Zambia; Sana'a, Yemen; and Johannesburg, South Africa. These cities show considerable variation in population size and socio-economic characteristics which may result in their distinct electricity consumption profiles. We applied a set of texture measures on high-resolution satellite images of these three cities to capture distinct spatial characteristics associated with different building types. This was followed by a factorization-based texture segmentation method (Yuan et al. 2015) to classify the settlements into different functional types. Using the human settlement inventory, we then draw a correlation between settlement types and associated nighttime lights emission from VIIRS DNB data. We assume that the nighttime lighting is a viable indicator of their economic characteristics, including electricity consumption. Thereby, correlation with nighttime lights may also indicate an association with electricity consumption in urban settlements. In the following sections, the study areas and datasets have been briefly described. Next, the methods applied in this work have been explained, followed by a description of the results. We then discuss the patterns observed in these three cities and conclude by highlighting the significance of this work for urban dynamics research.
Data

High-resolution optical images
High-resolution satellite imagery from the WorldView 2 and WorldView 3 satellites, with a spatial resolution of 0.3-0.5 meters, was obtained for the three cities. The images represented a wide variety of human settlement types across the three cities. The city of Sana'a was processed using one strip of images collected by WorldView 2 on 12 December 2016, covering a total area of approximately 1320 sq. km. The city of Ndola was processed using another strip of images collected by World View 3 on 24 June 2016, covering an area of approximately 450 sq. km. The amount of geographical area processed for Johannesburg was 11,039 sq. km. and was spread across four image strips collected from WorldView 2 and WorldView 3 satellites. The acquisition period for those four images strips is from August 2017 to December 2017. Across the three city study area, a total of six image strips, broken down into 32 scenes of approximately 44,000 pixel columns by 31,000 pixel rows and 2-4 GB in size each, were obtained as four band (NIR-Red-Green-Blue) data and mosaiced at each city-level to create the input data for the texture analysis.
VIIRS DNB nighttime lights data
The 2015 VIIRS DNB annual composite data used in this study was downloaded from the website of National Geophysical Data Center of National Oceanic and Atmospheric Administration (NGDC-NOAA) (https://ngdc.noaa.gov/eog/viirs/download_dnb_composites.html). The VIIRS DNB dataset offers significant improvements over its predecessor, DMSP/OLS datasets, both in terms of higher spatial resolution (500 m versus 1 km) and much higher radiometric resolution (14-bit versus 6-bit quantization levels). The increased information content may thus enable minute detection of urban lights at local levels (Elvidge et al. 2017) . The VIIRS DNB annual composites are average radiance values of urban lights emitted at night, measured in nanoWatts/cm 2 /sr units. To create an annual composite, all available cloud-free data for a calendar year are used to obtain the average values of the pixels. Prior to compositing, the anomalies from aurora, sunlit and moonlit pixels, clouds, lightning, and stray lights along with the background values have been removed from the data (Elvidge et al. 2013 ). However, lights from gas flares and biomass burning are still present in this data. To counter this, we applied a gas flare mask obtained from NGDC-NOAA and omitted all such pixels associated with gas flares. After this correction, we considered the data to be free from all known sources of errors.
Study area
Johannesburg, South Africa
Johannesburg (Figure 1 ) is the largest city in South Africa and had a population of 9.6 million in 2016. Johannesburg was originally founded in 1886, making it one of the youngest major cities in the world. According to the 2016 World's Cities Report, the United Nations is projecting Johannesburg to become a megacity between 2016 and 2030, with a projected population of 11.5 million by 2030. (United Nations 2016). Johannesburg has seen many periods of rapid expansion, including the period after the discovery of gold in the 1890s. Like many other cities in the global south, Johannesburg continues to experience the effects of rapid urbanization, frequent migration, crowding, and massive unemployment, among other challenges. The city experiences what can be described as a warm temperate climate, according to the Koppen-Geirger Climate Classification, with dry winters and warm summers. Temperatures are considered mild year-round, which is another factor in the constant influx of population (Kottek et al. 2006) . The climate and location are not the only enticing characteristics of Johannesburg. The City of Johannesburg has typically had an economic growth rate higher than the province of Gauteng and even the national level across all periods between 1997 and 2016 (Karuaihe 2013) , fostering population growth.
Sana'a, Yemen
Sana'a (Figure 2) is the largest city, as well as the capital, in the Republic of Yemen with a population of around 3.9 million in 2012. It also carries the distinction of being one of the oldest continuously inhabited cities, as well as one of the highest elevation capital cities in the world. Due to its long heritage and distinctive architectural patterns, part of the city (Old City of Sana'a) is designated as a UNESCO World Heritage Site. The city experiences mild semi-arid climate which can often be characterized as cold steppe or desert climates (Kottek et al. 2006 ). Due to the recent conflict in Yemen, many areas, including Sana'a, are experiencing a declining economy which is pushing poverty levels to 80% nationally. The city is also experiencing a recent influx of population from Internally Displaced People (IDP) seeking refuge from the conflict. Due to increased political tension, Sana'a is facing armed conflict, which currently makes the city a point of constant dynamic population movement (The World Bank 2018).
Ndola, Zambia
Zambia is a landlocked nation located in southern Africa, surrounded on all sides by Democratic Republic of the Congo, Tanzania, Malawi, Mozambique, Zimbabwe, Botswana, Namibia, and Angola. Ndola is the third largest city and the commercial capital of Zambia. Ndola (Figure 3) . The city experiences a warm climate with dry winters and warm summers (Kottek et al. 2006) . As per the 2010 census, Ndola was home to 455,194 people. According to the 2010 Census of Population and Housing, Ndola has had a steady growth rate of 1.9 percent between 2000 and 2010 (Central Statistical Office, Lusaka, Zambia 2014). It is located in the Copperbelt region, which is well known for copper mining activities. Consequently, Ndola has become the main industrial and commercial hub in the region. The region went through an economic boom during the early 1980s when multiple industries, such as vehicle assembly and clothing manufacturers, had a presence in the area. However, the region went through a lean period between then and 2000. The economy has continued a steady recovery with a 1.8% increase in the labor force between 2000 and 2010, and Ndola has seen an employment rate of 76.9% (Central Statistical Office, Lusaka, Zambia 2014).
Method
Two major steps were undertaken to achieve the research objectives. First, the settlement types were characterized for each study area. This characterization was based on preliminary research which consulted census information, demographic and point-of-interest data, as well as reports from government agencies, relevant NGO's, and local news sources to determine the meaningful differences between class types for each area of interest. This information was then used to develop a class typology common to all three study areas. Next, the analysis of the relationships between the settlement types and corresponding nighttime lights emission was carried out to derive insights on electricity consumption patterns. For characterization of human settlements, we calculated texture responses for training samples in each of the three cities. The training samples were collected after careful visual observation of each city so that such samples comprehensively represent the observed settlement types. Once the texture responses were calculated for these samples, a texture-based segmentation method, proposed by Yuan et al. (2015) , was applied for delineation of the various settlement types.
In the following subsections, we briefly discuss the texture measures as well as the segmentation method applied in this study.
Texture analysis
Image texture could be characterized by the spatial distributions of gray levels in a given neighborhood of an image. Jain et al. (1995) defined texture as the repeating patterns of the local variations in the intensity of Digital Number (DN) values, which are too fine to be distinguished as separate objects. On high-resolution images, texture analysis has been shown to provide supplementary information on the image properties and improve classification accuracy (Aguilar et al. 2016) . In this work, two widely available texture measures, Gabor filter and Laplacian of Gaussian operator, were used. We briefly discuss these two texture measures in the following sections.
Gabor filter
Originally introduced by Dennis Gabor in 1946, Gabor filter is a linear filter mostly used for edge detection. Researchers have found successful application of Gabor functions to model the simple cells in the visual cortex of mammals, and thus it is thought to be similar to the human visual system in perception. These functions have widely been used in imagery analysis owing to their spatial locality, orientation selectivity, and frequency characteristics (Marmol 2011) . Gabor filters have been widely applied in urban feature extraction from remote sensing images (Ruiz et al. 2004; Zhong and Wang 2007 , Wang et al. 2016 , Stan et al. 2015 . Following the work of Fogel and Sagi (1989) , the Gabor function could be defined as (Equation 1):
where σ is Gaussian width, θ is the filter orientation, W denotes the frequency, and ψ denotes the phase shift. X and Y are the center of the applied filter. For an input matrix L(x,y) and a Gabor operator G(x, y |W, θ, ψ, X, Y), a G × L spectra could be obtained for different orientations and shifts of the Gabor operator for identifying the texture element, as given in Equations 2a-2c:
where x and y are indices over the basic matrix elements, ψ denotes the phase shift (i.e. 0 and π/2), and W is the number of cycles in n pixels, where n is the size of the input pattern. GL 1 and GL 2 are Gabor filter convolutions and textures, while S is the locally shift invariant output obtained by using mean of GL 1 and GL 2 .
Laplacian of Gaussian
The Laplacians are the second order spatial derivatives of an image, which helps to identify areas of rapid change such as the edge areas in an image. The input to Laplacian generation is a single grayscale image, and the process produces another grayscale image as an output. The mathematical formulation of the Laplacian is provided in Equation 3:
Here, L(x,y) is the Laplacian of an image where it's DN values are given by f (x,y). In a gray-scale input image, this is calculated by applying discrete convolution kernels. However, the derivative filters are known to be sensitive to image noise. Hence, it is required that derivative filters are preceded by a smoothing operation, which is generally done using Gaussian filters. This way, the application of Laplacian filters in an image texture analysis becomes a two-step process and is collectively known as Laplacian of Gaussian or LoG operation. When the Gaussian filter is included for smoothing purposes, a combined Laplacian of Gaussian may be explained by a single equation, under the assumption that the LoG function is centered on zero and the Gaussian standard deviation is σ (Equation 4):
LoG texture descriptors have found wide acceptance in urban feature extraction from images (Hinz and Baumgartner 2003 , Kit et al. 2012 , Yuan et al. 2014 , Cooner et al. 2016 ).
Settlement characterization
In this work, we used four Gabor filters with a scale value of 2.5, and oriented at 0, 45, 90, and 135 degrees; and two LoG operators with scale values of 1.2 and 1.8. These filters were used to capture the textural characteristics of the settlements such as the size, density, and orthogonality of their layout. Satellite images for each city were first visually inspected for distinct settlement patterns. Once the settlement types were identified, Potential training points were chosen for relative uniformity and lack of interference with neighboring classes. Individual models for each city were developed using a subset of up to four training samples per settlement type (Figure 4) . First, the texture response was calculated on the training samples, which was followed by the application of a factorization-based texture segmentation approach (Yuan et al. 2015) to segment the data into these settlement types. We used a settlement area mask to keep non-settled areas out of this process, which helped in data dimension reduction and computational efficiency. The settlement mask was generated from the same datasets used for settlement characterization, to avoid any potential discrepancies from the temporal mismatch. The mask was obtained from the LandScan project team at Oak Ridge National Laboratory, where it underwent extensive quality control to ensure its accuracy. More information on the development of the settlement layer may be found in Cheriyadat et al. (2007) and Patlolla et al. (2012) . By this process, the models were iteratively trained using different subsets of imagery until reaching a result wherein all of the previously recorded potential training points were accurately classified according to their original label.
The segmentation method utilizes a specific texture descriptor called local spectral histograms (Yuan et al. 2015) , which is calculated based on the local distribution of the filter responses (Liu and Wang 2002) . In this method, the input is represented by an M × N feature matrix comprised of M dimensional feature vectors computed from N number of pixels. The feature at every pixel is regarded as a linear combination of the representative features, encoding the criterion for the selection of boundaries. Two matrices, containing representative features and their pixel-wise combined weights, are multiplied to obtain the feature matrix. The combined weights indicate the belongingness of the corresponding pixels to the segments. The final segmentation is then achieved through factorizing the feature matrix using singular value decomposition and non-negative matrix factorization. For a detailed description on each of these steps, readers may refer to Yuan et al. (2015) .
Through visual analysis of high-resolution optical images, we were able to identify multiple settlement classes in each of the cities. These three cities are located in vastly different climatic and physiographic settings, and significant differences exist in the socio-cultural and economic conditions of their inhabitants. All such conditions could have distinct effects in the manifestation of the settlement patterns (Small 2011) . Distinct patterns were observed in the settlements of these three cities. For the sake of generalizability and interpretation, we demarcated five broad settlement types whose interpretations closely align for all three cities (Figure 4 ).
(1) Class 1: High-density, small-sized urban houses. Characterized by non-orthogonal layout. (2) Class 2: High to medium-density, medium-sized urban buildings. Characterized by orthogonal layout and mixed use commercial and residential. Some suburban developments in the case of Johannesburg. (3) Class 3: Medium to low-density, medium-sized urban and suburban houses. Characterized by orthogonal layout. (4) Class 4: High-density, large urban buildings. In the case of Johannesburg, it includes the downtown area and high-rise buildings. In the case of Sana'a, the development is medium to low density, however, marked by large urban buildings. (5) Class 5: Very low-density, rural type developments, and includes all other types of developments not included in Classes 1-4.
The discrepancy between the characteristics of Class 4 settlements in Sana'a and Johannesburg is likely due to the relatively lower density of commercial development in the former versus the latter.
Analysis of correspondence between settlement types and nighttime lights emission
As mentioned above, in the absence of any electricity consumption data for these cities, VIIRS nighttime lights data were used as a proxy of electricity consumption patterns. The 500-meter spatial resolution of VIIRS DNB is much coarser than that of the settlement characterization map used here, which is around eight meters. Hence, a pixel to pixel correlation was not possible in this study. To examine the relationship between the settlement types and corresponding nighttime lights emission, the presence of different types of settlements within each VIIRS DNB pixels was calculated. We made regular grids matching the spatial resolution of VIIRS DNB data covering each city and extracted areas of different settlement types within each grid in square kilometers. It was observed that for some parts of the cities, especially in Sana'a and Ndola, VIIRS DNB did not detect any lights. This could be a sign of the lack of electricity access. These settlements were most likely inhabited by the economically weaker population of the society, which needed to be included into the analysis. Thus, all such pixels were included in the study. For Ndola, a large gas flare was observed on the eastern edge of the city. We removed the affected pixels using the gas flare mask mentioned in the data section. Next, three linear regression models were developed to assess the relationship between the settlement types and the corresponding nighttime lights emission. In these equations, the VIIRS DNB values were considered as the dependent variable, and the area of the settlement types was included in the model as the independent variable. The general form of the relationship is given in Equation 5:
where S i is the area of settlement type i in square kilometer, while i is an index for settlement types. DN VIIRSDNB denotes the pixel values in the VIIRS DNB data, and ε denotes the Gaussian noise. In the absence of electricity consumption data, coefficients from the regression model indicate what is the expected change in the nighttime lights emission in nanoWatts/cm 2 /sr, corresponding to a square kilometer change in the area of individual settlement types. As the data exhibited signs of heteroskedasticity, the coefficients and standard errors were estimated using a heteroskedisticity consistent method, known as the White-Huber standard errors. The initial settlement map, classified settlement map, VIIRS DNB nighttime lights observation, and correspondence between lights data and settlements have been graphically provided in the Figures 5 through 7. 
Results
Results from the regression for Ndola, Sana'a, and Johannesburg indicated a statistically significant correlation between the settlement types and corresponding nighttime lights emission. The regression model for Ndola, Zambia, explained 77% of the variance in the data (R 2 = 0.77, F(5, 1634) = 1080, p < .0001), while the model for Sana'a, Yemen, explained 71% of the variance (R 2 = 0.71, F(5, 5798) = 2862, p < .0001). Lastly, the model for Johannesburg, South Africa, accounted for 45% of the variance (R 2 = 0.45, F(5, 14338) = 2372, p < .0001). The individual coefficients are given below (Tables 1-3) .
In Ndola, Zambia, we observed that the nighttime lights emission increased by 1.70 nanoWatts/ cm 2 /sr corresponding to a one square kilometer increase in the area of class 1 type settlements (highdensity, small urban houses) (Table 1) . Similarly, a square kilometer increase in high to medium, mid-sized urban buildings that could be used for both commercial or residential use (Class 2) leads to 2.61 nanoWatts/cm 2 /sr increase in nighttime lights emission. The increase of per square kilometer area of Class 3 and Class 4 type settlements results in an increase of 3.17 and 2.74 nanoWatts/cm 2 /sr, respectively. The coefficient for class 5 was found to be extremely small and nonsignificant in this model. We reason that this is most likely caused by extremely sparse development in Class 5 for this city. Most nighttime lights emission in Ndola were found to be associated with Class 3 which represents the medium to low-density, medium-sized urban and suburban houses.
For Sana'a, Yemen, most nighttime lights emission was found to be associated with Class 4, showing an increase of 3.86 nanoWatts/cm 2 /sr in nighttime lights emission from one square kilometer increase in Class 4 settlement type. This was closely followed by Class 1, showing 3.60 nanoWatts/cm 2 /sr increase in lights emission corresponding to a one square kilometer increase in the area of Class 1 type settlements. Class 3, 2, and 5 were observed as having comparatively less effect on nighttime lights emission (Table 2) .
In Johannesburg, South Africa, Class 4 type settlements, which included the downtown areas and the high-rise buildings, were observed to have the most association with the nighttime lights emission. Results show a 5.38 nanoWatts/cm 2 /sr increase in nighttime lights for each square kilometer increase in Class 4 type settlements, while a square kilometer increase in Class 2 type settlement was found to result in an increase of 2.05 nanoWatts/cm 2 /sr in nighttime lights emission. Classes 1, 3, and 5 have a lesser and somewhat similar association with the emission of nighttime lights (Table 3) .
Discussion
The lack of urban-level energy statistics severely hinders planning processes related to capacity building as well as provision of access. However, the unabated urban growth and the urban-centric nature of global energy dynamics necessitates the development of methods to overcome such barriers. In the data-poor regions of the world, which are also the hot-spots for future urban growth, the data scarcity is far more severe than the developed world. Under these circumstances where no ground data is available, remote sensing-based proxy measures need to be assessed for their applicability in these data poor regions. We used nighttime lights from VIIRS DNB as a surrogate of urban electricity consumption. The nighttime lights are not perfect, but nevertheless a strong proxy for urban economic activities (Mellander et al. 2015) . In the absence of any other viable alternative, it remains one of the best available options. Thus, in this work, we assess the correspondence between satellite data derived urban settlement types and urban nighttime light emissions. We applied two widely accepted texture descriptors and a texture-based segmentation method proposed by Yuan et al. (2015) to develop an urban settlement typology for Ndola, Zambia; Sana'a, Yemen; and Johannesburg, South Africa. We then used the settlement inventory to find a possible correlation with nighttime lights emission. Since the spatial resolutions of the urban settlement raster created in this work and VIIRS DNB are widely dissimilar, a pixel-to-pixel analysis was not appropriate. Hence, we calculated the area of different settlement types corresponding to the area of each VIIRS DNB pixel and developed regression models between the area of different settlement types and corresponding nighttime lights emission (expressed in nanoWatts/cm 2 /sr). In all three study cities, we discovered a statistically significant correlation between settlement types and nighttime lights emission, which we have considered as a surrogate of electricity consumption. In Johannesburg, the results indicate that class 4 type of buildings, representing high-density and large urban buildings including those in downtown areas have the maximum association with nighttime lights emission. We interpret this as an indication that maximum electricity usage in this city occurs from large buildings that are likely be of commercial and industrial usage and the downtown area which also traditionally houses many businesses. In Ndola, the highest association was observed between Class 3 or the medium to low-density, medium-sized urban and suburban houses. The rural type, sparsely distributed buildings did not exhibit a statistically significant relationship with the lights, we assume this to be a likely effect of their sparse distribution and the fact that many such buildings did not register any lights. Lastly, in Sana'a we see both the large urban buildings (Class 4) and the small sized, non-orthogonally laid out buildings (Class 1) to have the maximum association with nighttime lights. This is a likely result of the conflict that Sana'a has been facing, which would have resulted in displacement of people to makeshift shelters, either inside large buildings or at temporary, informal shelters.
The trends observed from this analysis indicates a statistically significant correlation between the satellite image derived functional settlement types and nighttime lights emission, which is considered a proxy of electricity consumption. The significant correlation as seen in this study shows encouraging potential towards the development of similar metrics to understand energy consumption patterns within cities, specifically when no other data is available. Past analysis using much detailed information about the urban landscapes found a useful correlation between urban texture and energy consumption (Ratti et al. 2005) . Even though the work was focused on large, advanced cities such as London, United Kingdom; Berlin, Germany; and Toulouse, France, where detailed datasets are available; the study nonetheless prove that urban patterns could be a key to understanding energy consumption. Similar assumptions were followed while characterizing the settlements in this study. To make the method generalizable elsewhere, this study uses freely available nighttime lights data as a proxy of energy consumption patterns. On the other hand, the settlement characterization method can be implemented with limited time and cost for different geographies around the world. Development of similar settlement databases for other cities could draw more insight on the interrelationship between building types and their energy consumption. However, the strength of these relationships is a function of society, economy, and culture, which may not always be accounted for by remote sensing-based methods alone. As caveats of our study, we will first state that the nighttime lights data was found not to have captured lights from some parts of these cities, especially in Sana'a, Yemen and Ndola, Zambia. This is an artifact of the socio-economic conditions in these places. Also, the overpass time of VIIRS is after midnight local times, which could have affected local lighting patterns in many parts of these cities. Furthermore, the reliability of power grids and the local political and economic controls over electricity consumption could play a significant role in this process that cannot be accounted for by remote sensing data. Secondly, the coefficient of determination for Johannesburg, South Africa was much weaker than the other two cities. We assume that this is an effect of heavily mixed land-use in of Johannesburg, resulting in confounding nighttime lights signals. Also, since this method only relies on remote sensing data, we cannot predict in absolute terms how much electricity is being used at these cities.
Our study presents an applicability of data-driven methods in urban electricity related applications. In the absence of any ground information, a prevalent situation in many countries, this method could indicate the differences in the levels of energy consumption, estimated using nighttime lights as a proxy in this case, corresponding to urban building stock at local levels. Such information, in conjunction with land-use datasets could prove valuable for urban planning. For example, the planners may correlate between existing land use and electricity usage patterns, identify zones that are prime for rolling out efficiency measures or areas that could be developed according to plans meeting future goals. Our method is applicable to different cities due to its non-reliance on ground data. If local electricity information or other socio-economic information is available, those may be included to enrich the model. Further improvement of this method is anticipated in near future. 
Conclusion
Our study is an attempt towards using remote sensing data and image processing driven methods to understand local scale electricity consumption patterns and understanding socio-economic dynamics within cities. Application of these methods over other cities will validate the assumptions made here and will strengthen the applicability of the method. The patterns identified in this study may be used in conjunction with other available data, such as land-use maps, to inform local-level policy making and, ultimately, help inform urban planning decisions in data scarce regions of the world.
