16S37, 57N99
Introduction
Factorization of polynomials is one of the most fundamental and most classical problems in mathematics. We know a lot about factorizations of polynomials over different fields and, more generally, over commutative rings. Much less is known about factorizations of polynomials over noncommutative rings, e.g. polynomials with matrix coefficients. Unlike their commutative counterparts, noncommutative polynomials admit many different factorizations. This makes their theory much harder and more interesting. In 1995 I. Gelfand and the speaker constructed ! different factorizations of a noncommutative polynomial in one variable with roots in "generic" position. Later with R. Wilson we studied "algebras of pseudo-roots" or "noncommutative splitting algebras" associated with such factorizations. These algebras can be described in terms of special directed graphs (quivers) called layered graphs. To any cell complex one can also associate a layered graphs and a "splitting algebra" defined by this graph. There are surprising connections between properties of cell complexes and related splitting algebras. Here I construct a bridge between noncommutative algebra related to factorizations of polynomials and combinatorial topology.
Factorizations of noncommutative polynomials

1.1.
Let us start with a secondary school problem. You are given a square polynomial 2 + 1 + 2 over an associative (noncommutative) unital ring and its roots 1 2 . How do you generalize the Vieté formulas − 1 = 1 + 2 and 2 = 1 2 ? Let us assume that the difference 1 − 2 is invertible and set
Proposition 1.1. 
(note the order of multipliers in the last formula!)
Relations between 1 2 2 1 1 2 can be described by the following graph (see Fig. 1 ). Here sums and products corresponding to the different paths from vertex {12} to ∅ coincide. One can also present these relations in a unified way by setting 1 = 1 2 , 2 = 1 , 1 = 2 1 , 2 = 2 :
where is a central variable.
1.2.
We proceed now to polynomials of any degree over a unital associative ring. Denote by [1 ] the set of indices {1 2 }. Assume that the polynomial
has roots 1 2 in a generic position, i.e. for any subset { 1 2 +1 } of [1 ] , ≥ 1, the Vandermonde matrix
For the matrix W ( 1 2 +1 ) denote the first row without
+1
by and the last column without
by . Set
The element 1 2 +1 is one of the quasideterminants of the matrix W ( 1 2 +1 ) (see [4, 7-11, 14, 15, 23] ).
Example 1.1.
One can see that 1 2 = 1 − 2 .
The element 1 2 +1 does not depend on the ordering of the first indices 1 2 , therefore we denote it by A +1 where A = { 1 2 }. Assume now that the element A +1 is invertible and set
+1
We are now ready to generalize Proposition 1.1.
Theorem 1.1 ([10, 11]).
Let 1 2 be an ordering of 1 2 . Under our assumptions
(1)
Here A 0 = ∅ and A 0 1 = 1 Remark 1.1.
In the commutative case the right-hand sides of these formulas are elementary symmetric functions in 1 2 . In the noncommutative case the right-hand sides are also symmetric in these variables (but you have to keep the order of multipliers!). This remark is a cornerstone of the theory of noncommutative symmetric functions developed in [6] and subsequent papers.
The formulas of Theorem 1.1 can be unified in the following way. Let be a central variable. Set P( ) = + 1
and in a generic case there are ! factorizations of P( ) defined by different orderings of 1 2 . From now on we consider polynomials P( ) over a ring R. An element ∈ R is a left root of P( ) is P( ) is divisible by − from the left, and a right root of P( ) if P( ) is divisible by − from the right. In this terminology every ∅ is a left root and every 12 ˆ is a right root of P( ). Generally speaking, we cannot interpet elements A as roots, and so we call them pseudo-roots due to the following definition (see [20] ).
Definition 1.1.
An element ∈ R is a pseudo-root of a polynomial P(
1.3.
We construct now a universal algebra of pseudo-roots Q defined by generators and relations (see [13] ). The algebra Q is generated by elements A where A ⊂ [1 ] and ∈ [1 ] \ A. The relations in Q are defined by the triples (A ) where A ⊂ [1 ] and
Relations (3), (4) can be united by the equality
where is a formal central parameter.
Equality (5) implies that the products (2) where A = { 1 2 } do not depend on the orderings of {1 2 } and, therefore, define the monic polynomial P( ) over Q . The generators A are the pseudo-roots of P( ). Note that relation (3), (4) can be described geometrically by using the diamond graph from Fig } defines a factorization (2) with pseudo-roots A −1 , = 1 2 . Denote by Q I the subalgebra generated by these pseudo-roots.
Theorem 1.2 ([13]).
For each I algebra Q I is a free subalgebra of Q . The intersection S of free subalgebras Q I over all orderings of {1 2 } is again the free subalgebra generated by elements 1 2 defined by formulas (1).
One may consider elements (−1) as noncommutative analogs of the commutative elementary functions and algebra S as an analogue of the corresponding commutative symmetric algebra. As we already said, a theory of noncommutative symmetric algebras was developed in a series of papers starting with [6] .
1.4.
To confirm that Q has a large growth, we will pick a set of linearly independent generators parametrized by subsets B = ( 1 2 ) ⊂ [1 ] . The generators are
Linear relations (3) imply that B does not depend on the order of indices 1 . Elements B generate algebra Q and satisfy only quadratic relations (see ( [13] ). Therefore, Q is a quadratic algebra with a natural grading defined by B = 1. Let be the dimension of the -th component of Q according to this grading. Then according to [3, 13] the graded dimension or the Hilbert series H(Q τ) =
≥0
τ of the algebra Q is
2. From graphs to noncommutative polynomials 2.1.
In the previous section we used graphs to describe relations between pseudo-roots. Now we will use graphs to construct polynomials with noncommutative coefficients and their pseudo-roots (see [12, 20] and other papers). Let Γ = (V E) be a directed graph (quiver) where V is the set of vertices and E is the set of edges. For any ∈ E denote by ( ) the tail of and by ( ) the head of . Suppose that Γ is a layered graph, i.e. V = =0 V and ( ) ∈ V , > 0, implies ( ) ∈ V −1 . We call the height of the graph and we write | | = if ∈ V . Set V + = >0 V . 
2.2.
Following [12] we construct now an algebra A(Γ) associated with a layered graph Γ. A path π in Γ is a sequence of edges π = ( 1 2 ) such that ( ) = ( +1 ) for = 1 2 − 1. We call ( 1 ) the tail of π and denote it by (π) and we call ( ) the head of π and denote it by (π). The algebra A(Γ) is generated over a given field by generators ∈ E subject to the following relations. Let be a formal parameter commuting with edges ∈ E. Any two paths π = ( 1 2 ) and π = ( 1 2 ) with the same tail and head define the relation
In fact, relation (7) is equivalent to relations
We call A(Γ) the splitting algebra associated with graph Γ. The terminology is justified by the following considerations. Assume that there are only one vertex * of the minimal level 0 and only one vertex M of the maximal level , and that for any edge there exists a path θ = ( 1 2 ) from M to * containig . Set
Then P( ) is a polynomial over A(Γ), any edge in the graph Γ corresponds to a pseudo-root of P( ), and any path from the maximal to minimal vertex corresponds to a factorization of P( ) into a product of linear factors.
Example 2.2.
Let Γ be the graph defined in Example 2.1 a). Then A(Γ) is the algebra Q defined in Section 1.3.
2.3.
We will discuss now some properties of algebras A(Γ). First we describe the Hilbert series of such algebras assuming that the layered graph Γ has exactly one minimal vertex * and for any vertex ∈ V , > 0 there is a path π = ( 1 2 ) from to the minimal vertex. The images of new elements = 1 + 2 + · · · + in A(Γ) do not depend on the choice of path from to * and are linearly independent. According to formulas (8) elements generate algebra A(Γ) and satisfy homogeneous relations of order two and higher. By assigning the degree one to each element we obtain a natural grading on A(Γ). The corresponding Hilbert series H(A(Γ) τ) is well defined, provided that the set of vertices V is finite. To write an expression for the Hilbert series we introduce a graded Möbius function on Γ. We define a partial order on the set of vertices of Γ by putting > if and only if there is a path from to . The classical Möbius function µ on V × V can be defined in the following way: µ(
We introduce the graded Möbius function of the graph as series
The following theorem was proved in [19] .
Theorem 2.1.
Let Γ = (V E) be a layered graph with a unique minimal element * of level 0. Assume that the set of vertices is finite. Then
One can show (see [21] 
) that the inverse series H(Γ τ)
−1 is, in fact, a polynomial. The degree of the polynomial equals to the height of Γ. Theorem 2.1 implies formula (6) for algebra Q . Generalized layered graphs corresponding to factorizations of polynomials into products of not neccessary linear factors were studied in [24] .
Quadratic splitting algebras A(Γ) and their dual algebras
3.1.
Let Γ = (V E) be a layered graph. As in Subsection 2.3 we assume that the layered graph Γ has exactly one minimal vertex and that for any vertex ∈ V , > 0 there is a path π = ( 1 2 ) from to the minimal vertex. In this case the splitting algebra A(Γ) is defined by a set of homogeneous relations of order 2 and higher. Folowing [18] we describe now a condition when algebra A(Γ) is defined by quadratic relations only. We say that vertices of the same level > 0 are connected by a down-up sequence if there exist vertices = 0 1 2 = ∈ V and 1 2 ∈ V −1 such that < −1 for = 1 2 . According to [18] , the layered graph Γ is uniform if for any pair of edges ∈ E with a common tail, ( ) = ( ), their heads ( ) ( ) are connected by a down-up sequence. It was proved in [18] that if the graph Γ is uniform then the splitting algebra A(Γ) is quadratic, i.e. defined by relations of order 2.
3.2.
For a quadratic algebra A over a field F there is a notion of the dual quadratic algebra A ! . [17] ) that an algebra A is Koszul if and only if its dual algebra A ! is. In this case their Hilbert series are connected by the simple equation
3.3.
Assuming that a layered graph Γ is uniform one can describe the dual algebra A(Γ) ! in terms of vertices and edges of the graph (see [20] ). We describe now a slightly different algebra B(Γ). There is a natural filtration on A(Γ) defined by the ranking function | · |. The corresponding graded algebra is also quadratic. Its dual algebra B(Γ) can be described in the following way (see [2] ). For any ∈ V + let S( ) be the set of all vertices ∈ V such that there is an edge going from to . The following theorem was obtained in [22] .
Theorem 3.2.
The coefficient of τ in H(A(Γ)
4. Splitting algebras associated to cell complexes
4.1.
Splitting algebras associated to cell complexes provide many of examples of Koszul and non-Koszul algebras. The study of such algebras was originated in [21] and continued in [2, 25] . Recall that to any regular cell complex X one can associate the layered graph Γ X (see Example 2.1 c).
Theorem 4.1.
Let X be a finite cell complex. Algebras A(Γ X ) and B(Γ X ) defined over any ground field are Koszul.
This theorem was proved in [21] for the abstract simplicial complexes and in [2] for any C W -complexes. The Koszulity of the algebra Q was earlier proved in [16, 26] . Our construction gives a large number of Koszul algebras of exponential growth as well as finite-dimensional Koszul algebras.
4.2.
Assume now that X is a finite cell complex of dimension . We say that X is pure if X is the closure of its cells of dimension . Following [2] we say that a pure complex X is connected by codimension one faces if any pair of cells of dimension is connected by a down-up sequence. Let X be a pure cell complex of dimenion connected by codimension one faces. By adding to the graph Γ X one maximal vertex with the obvious rank we obtain the graphΓ X . Algebras A(Γ X ) and A(Γ X ) have completely different properties. The following theorem was proved in [21] for twodimensional manifolds and later in [2] in general case.
Theorem 4.2.
Let X be a pure and regular C W -complex of dimension that is connected by codimension one faces. Let F be a field. 
4.3.
Theorem 4.2 gives a combinatorial solution to the question when algebras A(Γ X ) and B(Γ X ) are Koszul. These algebras are combinatorial invariants but not topological invariants. In a recent paper [25] it was shown, however, that the property of these algebras to be Koszul is a topological invariant. The following theorem was proved in [25] .
