Cognitive and psychiatric comorbidities are common and clinically important in medial temporal lobe epilepsy and are likely caused by ongoing abnormalities in brain activity. In addition, it is unclear how the dynamics of interictal brain activity in medial temporal lobe epilepsy contributes to the generation of seizures. To investigate these issues, the authors evaluated multisite interictal EEG from a perinatal excitotoxic, hippocampal lesion rat model of medial temporal lobe epilepsy. Sample entropy, an information theoretical measure, demonstrated decreased complexity at different time scales and across all channels in epileptic animals. However, higher-order multiarea measures showed evidence of increased variability in population correlation measures. This apparent paradox was resolved by noting that although the EEG from epileptic animals was overall more stereotyped, there were frequent periods where two or more brain areas "broke off" from ongoing brain activity in epileptic animals, producing decorrelations between areas. These decorrelations were particularly apparent across the midline, suggesting impairments of interhemispheric coordination, a form of interhemispheric diaschisis. Both the observed alterations could contribute to a reduction in brain functionality: an overall reduction in complexity and a failure of interhemispheric brain coordination, suggesting a breakdown in communication between hemispheres. The authors speculate that any tendency of areas to lose communication or break away from coordinated brain activity might predispose to seizures in these areas.
R
ecently, a diverse range of methods have been applied to the analysis of EEG activity from patients with medial temporal lobe epilepsy (MTLE) (Kramer et al., 2008; Ossadtchi et al., 2010; Usui et al., 2010) . There are a number of results that suggest ongoing interictal brain abnormalities in the epileptic brain (Hermann et al., 2009 ). However, further study is required to provide a better understanding of ongoing dynamic alterations during these interictal periods. This has been somewhat difficult to demonstrate, in part, due to the lack of detailed, long-term multisite electrocorticographic recordings in patients.
Prior studies have demonstrated that there is a loss of complexity in interictal EEG time series (Weber et al., 1998) and, more generally, that the complexity of many biologic signals is reduced with disease or with aging (Costa et al., 2002; Goldberger et al., 2002) . Techniques from information theory have been used to quantify the entropy of EEG activity under anesthesia (Li et al., 2008) and to measure the entropy of various physiological time series using approximate and sample entropy (Richman and Moorman, 2000) . These information theoretical measures have been able to link brain dynamical activity with clinical differences.
To examine underlying dynamical relations across brain areas, we studied a rat MTLE model produced through excitotoxic lesioning of bilateral ventral hippocampus in the neonatal animal. We examined multisite data from prolonged recordings to assess alterations in dynamical signature during interictal periods. Ictal periods were removed using the White-Dudek-Staley (WDS) seizure detection algorithm (White et al., 2006) that is parameterized for high sensitivity and low specificity. The entropy measure we used works on a single dimension and therefore cannot measure higher-dimensional alterations involving interactions across channels. Therefore, we complemented this entropy technique with multisite correlation measures. Using these measures, we found evidence for abnormalities in interregional coordination in the interictal epileptic brain.
METHODS

Animal Model
Timed-pregnant Long-Evans rats were obtained at 13 to 14 days of gestation from Charles River Laboratories (Wilmington, MA). The pups were lesioned according to the procedure adapted from Lipska et al. (1993) . On postnatal day 7 (P7), pups weighing 14 to 18 g were anesthetized by hypothermia (placed on ice for 15-20 minutes). A puncture hole was made bilaterally on the skull for injection sites (relative to bregma AP: Ϫ3.0 mm, ML: ϩ3.5 mm), and 0.3 L of ibotenic acid solution (IBO, 10 g/L, Sigma) or saline (SAL, control rats) was infused bilaterally into the ventral hippocampal formation (relative to the skull surface DV: Ϫ5.0 mm) at 0.15 L/min. The pups were warmed and then returned to their mothers. On P21, animals were weaned.
EEG and Local Field Potential Recording
Between P60 and P90, nine IBO-lesion and seven SALcontrol rats were implanted and recorded for local field potentials [procedure adapted from Olypher et al. (2006) and EEG procedure adapted from Zhong et al. (2009) ]. Electrodes were made by attaching 75-m Nichrome wire to contacts in Mill-Max connectors for local field potential recordings, and a stainless steel jeweler's screw on the rat's skull was attached to a Mill-Max connector by a 75-m Nichrome wire for epidural cortical EEG recordings. Recordings were made bilaterally from the following locations: piriform cortex w : AP: Ϫ0.9, ML: ϩ5.5, DV: 8.8; amygdala: AP: Ϫ2.8, ML: ϩ4.8, DV: 8.8; entorhinal cortex: AP: Ϫ6.7, ML: ϩ4.7, DV: 6.8; thalamus: AP: Ϫ3.6, ML: ϩ1.0, DV: 5.5; mPFC: AP: ϩ3.0, ML: ϩ1.0, DV: 4.0; dorsal hippocampus w : AP: Ϫ4.0, ML: ϩ2.5, DV: 3.0; ventral hippocampus: AP: Ϫ5.6, ML: ϩ4.5, DV: 3.5; frontal screw w : AP: 0, ML: ϩ3.0; back screw w : AP: Ϫ6.0, ML: ϩ3.0 (all in millimeter; superscript w indicates the eight electrodes in animals used for Figs. 2-4 ). All electrodes were referred to a reference electrode implanted in the cerebellar white matter. Rats were recorded in their home cages for 1 hour at a time for a total of 12 to 15 hours. Sixteen-channel, 12-channel, or 8-channel recordings of electrophysiological signals were performed. For the 12-and 16-channel recordings, the signals were digitized (24 bits, 48 kHz; Axona Ltd., St. Albans, UK) and transmitted galvanically along a counter-balanced cable. For the 8-channel recordings, the signals were digitized (24 bits, 12 kHz) and transmitted wirelessly (BioSignal Group Corp., Brooklyn, NY). In the 8-, 12-, and 16-channel systems, the digital signals were received by a set of dedicated digital signal processors, bandpass filtered (1-500 Hz), amplified digitally, and then downsampled (2000 Hz).
Algorithms and Software
To compare interictal EEG/local field potential (hereafter called simply EEG), we detected and excluded both seizures and high-amplitude, stereotyped noise using the WDS algorithm that is described here briefly (White et al., 2006) . The algorithm detected seizures (or sometimes noise) based on two criteria: (1) the number of spikes (assessed by high first derivative); and (2) correlations between minimum and maximum values in 2-second windows.
The spikes were detected by requiring at least n successive values in the time series to be monotonically increasing. In addition, the sum of the difference in values of the successively increasing samples had to surpass a threshold, th.
The first step in calculating the correlation-based measure was finding minimum and maximum values in all the 2-second windows. Next, a metric was calculated that used the following values for each 2-second window:
Here, max i and min i denote the maximum and minimal value in 2-second window i. The metric was then defined as M i ϭ HV i Ϫ LV i and was calculated for each 2-second window, except for the last two windows in the time series. This metric measures the overlap in the range of period i with the next two periods, i ϩ 1 and i ϩ 2. It is useful for seizure detection because spikes in a seizure tend to have similar, correlated ranges, and during nonseizure periods, this type of activity is absent. This is shown clearly in Fig. 3 of White et al. (2006) .
Once the metric was calculated, each 12-second window was assigned the sum of metric values calculated from each of its 2-second subwindows. For any 12-second window to qualify as a seizure period, both the spike count and correlation measures had to surpass a threshold.
Before running the seizure detection algorithm, we downsampled our digitized signals from 2 kHz to 100 Hz using a 10-millisecond moving average filter. This was done to avoid noise-related fluctuations that would discredit spikes where a single sample over a 0.5-millisecond interval did not increase monotonically. We also avoided extra calculations by not rectifying the signal [unlike the WDS algorithm as described in White et al. (2006) ] because all our spikes were in the upward direction.
The algorithm's parameters (thresholds) were set to increase sensitivity (reduced specificity) so as to try to eliminate all seizures. Although the WDS algorithm works on a single channel at a time, we increased sensitivity further by considering all time intervals that had seizures from at least one channel detected on them as seizures.
After cutting out the seizures, we analyzed the remaining interictal activity. To determine the complexity of the EEG time series, we calculated the sample entropy (SampEn) that is defined as SampEn͑m,r,N͒ ϭ Ϫln A͑m͒ B͑m Ϫ 1͒ (Lake et al., 2002; Richman and Moorman, 2000) . SampEn is the negative natural logarithm of an estimate of the conditional probability that subseries (epochs) of length m Ϫ 1 that match pointwise within a tolerance r also match at the mth point. In the equation, A(m) and B(m Ϫ 1) are the number of subseries of length m and m Ϫ 1, respectively, that match within a tolerance of r. Points within the subseries X and Y are said to match if the corresponding elements, X i and Y i , have a difference less than r. The subseries are taken from different times within the portion of the time series under analysis. SampEn measures variability of a time series by determining how likely the m ϩ 1th point is to match, given that the past m points match. For highly regular signals, SampEn will be low and for complex signals high. We ran SampEn on downsampled signals using a moving average with a window size of 10 milliseconds to reduce noise. Based on previous work, we used a tolerance parameter, r, of 0.2 times the signal's standard deviation and an epoch length, m, of two samples, which corresponded to 20 milliseconds in the downsampled signal. We used 12 seconds of the time series at a time, resulting in the number of points analyzed by SampEn at a time to be N ϭ 1200. We tried different window sizes in the moving average filter, as suggested by multiscale analysis methods (Costa et al., 2002) and obtained similar results. We examined recordings from all 16 rats across three different electrode configurations. We summed SampEn across channels to produce the histograms shown in Fig 
A PCorr vector thereby captures the correlations across all areas during a 1-second "instant." We display this vector in a redundant 8 ϫ 8 matrix format for clarity of presentation. To determine the similarity of these PCorr vectors across time, we took Pearson correlations between all pairs of PCorr vectors over periods of up to 3 hours of continuous recording. The resulting correlation matrix is called population coordination (PCo), where the x and y axes are t 0 and t 1 times with matrix entries giving correlation between PCorr vectors at those times. Movement away from the diagonal then represents time passage away from a given time, and recurrence of similar PCorr vectors appears as bright spots on the matrix (Fig. 4a) .
Software used for analysis was run in the NEURON simulation environment with the Neural Query System data-mining system (Carnevale and Hines, 2006; Lytton, 2006) . We also used the Matlab function princomp for principal components analysis (The MathWorks Inc., 1998). Analysis software enhancements used here are available on SimToolDB (http://senselab.med.yale.edu/simtooldb).
RESULTS
Evaluation was done from intracortical recordings from 16 animals subjected to neonatal ventral hippocampal injection of either saline (SAL, control) or ibotenic acid (IBO). Animals with IBO injection suffered several electrographic seizures each day, generalized spike-and-wave on EEG, occasionally associated with behavioral manifestations. Each animal had 1 to 12 recordings with 8, 12, or 16 channels. Average recording duration was 47 minutes. Because we were interested in studying baseline activity, we preprocessed the signals to get rid of seizures using the WDS algorithm introduced by White et al.(2006) , leaving us with 25.2 hours of recording after removing seizures (236.8 hours of data across all channels). For a more detailed analysis in Figs. 2 to 4, we reduced our focus to four animals (two epileptic and two control), which had prolonged recordings using a single 8-channel montage (16.8 hours of recording; 134.4 hours total data across all channels after preprocessing).
Reduced Interictal Entropy in Epileptic Animals
We measured incoordination of the EEG signals using sample entropy (SampEn) across all individual channels (Fig. 1a) . Entropy was larger for control animals than for epileptic animals, consistent with the general hypothesis that reduction in the entropy of biologic signals is associated with disease and aging (Costa et al., 2002; Goldberger et al., 2002; Weber et al., 1998) . These entropy differences were observed in time ranges on the order of 20 milliseconds, consistent with the period of gamma oscillations, which have been proposed for involvement in cognitive function and synchronization (Olypher et al., 2006; Uhlhaas and Singer, 2006; Zhong et al., 2009 ). The small right side peak seen on both histograms reflected sensitivity of the algorithm to oscillation near the time scale used for the analysis. Interestingly, the entropy curve for the epileptic animals showed a hint of left side shoulder, consistent with an excess of low-entropy stereotyped signal, which could be due to additional brief seizure activity not picked up by the WDS algorithm. Example traces with increasing levels of entropy are shown (Fig. 1b) . Traces with lower entropy were more stereotyped in appearance and appeared to show a narrowing of frequency content.
Alterations of EEG entropy across channels may be a combination of incoordination within each area and incoordination across areas. Sample entropy cannot help us distinguish these possibilities because it is a single channel measure that does not reflect simultaneous activity across channels. We hypothesized that the hippocampal lesions would not only alter hippocampal activity but also damage coordination across areas, whether or not those areas still produced normal activity intrinsically. To assess this possibility, we used a population correlation measure that could capture high-dimensional interareal incoordination.
Population Correlations Across Brain Areas
We built population correlation (PCorr) matrices by looking at all nontrivial (nonself) correlation pairs across the eight channels (Fig. 2a) . Each matrix shows how the channels relate to each other during a particular 1-second period. On average, the PCorr matrices for epileptic animals showed a reduction of correlation across the midline compared with ipsilateral correlations and compared with controls, including a substantially higher probability of negative correlations (Figs. 2a and 2b ). Figure 2b also suggested a somewhat lower correlation of activity of areas within the left hemisphere in epileptic animals.
Two individual 1-second periods are shown in Fig. 2c . The epileptic animals had greatly reduced correlation across hemispheres (darker regions in top left and lower right), as well as lower correlations within left hemisphere (lower left) and within right hemisphere (upper right). This type of pattern was seen far more often in the epileptic animals. As in this example, traces from the epileptic animal typically exhibited more high-amplitude, out-ofphase activity. Here, this was seen particularly in the out-of-phase peaks of the left piriform (l-pi) and right back cortical screw (r-bs) traces. In contrast, the activity in the control animal traces showed typical, uniformly intermediate to high positive correlations within the hemispheres, with only slightly lower correlations across hemispheres.
To better visualize the differences between epileptic and control animals, we handled each PCorr matrix as a 28-dimensional PCorr vector (the 8 ϫ 8 matrix without the diagonal and without the redundancy across the diagonal). We then reduced the dimensionality from 28 to 2 using principal component analysis (Fig. 3) . Control vectors were more tightly clustered than those of the epileptic animals. Although there is overlap between the projections of the two groups, the clusters can be readily distinguished, suggesting distinct dynamical relationships within each group. Together with Fig. 2 , this supports the conclusion that some of this variability is due to alterations in the relations between areas. Figure 3b shows PCorr matrices and data traces associated with selected points in regions of interest. S1 and S2 were typical vectors from the control animals, both with low values of principal component 1 (PC1) and moderate values of PC2. Both these PCorr matrices had fairly high correlation between the different brain areas. I1 (from epileptic animal) was from a region of principal component analysis space that overlaps with that of the control animals. The values in the PCorr matrix also showed high correlation between the different areas. However, I1 showed a notably low level of correlation between the left dorsal hippocampus (l-dh) and structures in the right hemisphere. Although the overlap suggested that control and epileptic animals showed similar interareal relations, movement along PC1 resulted in substantial change in correlation state. I2, from a region mostly occupied by epilepsy animal vectors, showed high-amplitude, slow activity in the right front cortical screw (r-fs) and right piriform cortex (r-pi), as well as other structures in the right hemisphere. This activity was poorly correlated with activity elsewhere in the brain, particularly in the other hemisphere. Such out-of-phase patterns were commonly seen in the epileptic animals but rarely in the controls. I3 had a PCorr matrix demonstrating high correlation between the right piriform cortex (r-pi) and right dorsal hippocampus (r-dh), both of which had negative correlations with most other areas but weak positive correlation with the left piriform cortex, again due to high-amplitude, slow activity. In addition, I3 showed low correlation between the left piriform cortex (l-pi) and the other channels in the left hemisphere and most of the other channels in the right hemisphere. A notable feature in I3 is the very high correlation between the remaining areas in the left and right hemisphere, suggesting organization within a subset of areas, which then may be dynamically isolated from other areas. Such combinations of high positive and high negative correlations are far less likely to occur in the control animals, as evidenced by the lack of control points in these outlier regions.
Assessment of Variability in Time
The PCorr analysis demonstrated that changes in relationships across brain regions was one aspect of the changes in variability demonstrated by the entropy measures (Fig. 1) . We complemented this assessment of spatial variability by looking for temporal variability in the Population Correlation (PCorr) vectors, assessing Pearson correlations across time to produce a Population Coordination (PCo) measure. High correlations in the PCo matrix demonstrate recurrence in time of particular spatial correlation patterns. Figure 4 shows the different patterns of brain-state recurrence in a 16.5-minute period from a control compared with an epileptic animal. The PCo control shows consistent levels across time, without long periods of highs (strong self-similarity) or lows (dissimilarities). By contrast, the epileptic animal PCo matrix shows dark For example, the PCorr on the left of Fig. 4c is part of a 20-second period of similar anomalous activity at ϳ7 minutes that recurs at later times (multiple white spots on vertical line above diagonal). Overall, the epileptic animals have a greater number of low correlations across time, with values that venture into the negative range (Fig. 4b) . However, this result could be predicted from Fig. 3 : the epileptic animals' PCorrs occupy more of the high-dimensional space, so there is more possibility for decorrelation across time. Therefore, we ran a shuffle test (IBO-shuf for epileptic and SALshuf for control animal) that also showed a substantial shift. The question of temporal variability must be regarded as unresolved, because the histogram of matrix values is too reduced a representation of the complexity of the PCo matrix to address the temporal variability hypothesis with confidence using this technique.
In Fig. 4c , the PCorr on the left represents the anomalous brain-state that produced the dark vertical line above the asterisk in Fig. 4a . Examination of this PCorr matrix revealed high positive correlation between right piriform cortex and dorsal hippocampus with negative correlations between these structures and the rest of the brain. This highlights a common pattern in the epileptic animals whereby a pair of structures appeared to be linked with highamplitude, slow activity and be somewhat isolated from activity elsewhere in the brain. In particular, piriform cortex and dorsal hippocampus were often coordinated in this way. In contrast, the more typical pattern at the right of Fig. 4c , corresponding to the asterisk on the y axis, showed low-amplitude activity levels with less decorrelation across areas. However, even this fairly typical pattern for the epileptic animals had a notable level of low correlation between right back cortical screw (r-bs) and the activity on most other channels.
DISCUSSION
We have demonstrated differences in the dynamics of EEG activity during the interictal state in an animal model of MTLE. The epileptic animals had substantially lower entropy of their EEG signals. This has previously been shown to be the case in interictal states and relates to pathology and disease in biologic systems (Weber et al., 1998; Widman et al., 2000) . The lower entropy is evidence of reduced complexity in the signals. However, our PCorr measure demonstrated a broader distribution of vectors in the epileptic animals. Although this could be interpreted as consistent with greater dynamic complexity, further analysis revealed that this complexity occurred due to portions of the brain showing highamplitude, slow activity that was independent of activity elsewhere. Hence, this is a pathologic complexity resulting from discoordination or deranged coordination across areas. The discoordination does not indicate that there is no correlation between activity in the different areas but instead demonstrates an alteration in activity dynamics and unusually low or negative levels of activity correlation between regions. This implies that brain regions are still interacting but in an altered, presumably pathologic, way. The observed discoordination was particularly pronounced across the midline, suggesting a failure of interhemispheric coordination, a form of interhemispheric diaschisis (Feeney and Baron, 1986; Kempinsky, 1958; Meyer et al., 1993) . Interestingly, we previously observed a similar interhemispheric effect with alterations in single unit discharge of pyramidal neurons in one hippocampus after temporary inactivation of the other (Olypher et al., 2006) .
The term diaschisis was coined by von Monakow (1914) to describe reduced activity in an area receiving excitatory projections from a damaged area of brain. Over the past century, the term has broadened to include all remote effects of damage, and it has been recognized that dynamic neurogenic as well as vasogenic/chemical factors likely contribute to the phenomenon (Meyer et al., 1993) . For example, interhemispheric diaschisis may involve complex dynamical interactions reflecting disruption in callosal projections that likely have a substantial feedforward inhibitory component (Reggia et al., 2001) . From this perspective, it seems reasonable to further extend the term to the present circumstance, where an initial perinatal ablation propagates dynamical disorder through development to produce a situation where brain interrelations are chronically disorganized. The initial damage here is to bilateral ventral hippocampus. The areas that seemed most prone to dynamical disconnection from the rest of the brain were dorsal hippocampus and possibly piriform cortex (see I2 and I3 in Fig. 3 ; this remains to be examined more closely). Dorsal hippocampus seems likely to directly show diaschisis, given the close interactions between ventral and dorsal hippocampus (Olypher et al., 2006) . The origins of interhemispheric diaschisis in this case are harder to understand. Presumably, this represents aberrant interactions across two very different time scales. First, the development of interhemispheric connections might be disrupted over a period of weeks. Subsequently, the expression of interhemispheric coordination will be disrupted due to the abnormal connections and the transient abnormal dynamics in one hemisphere that then fails to coordinate adequately with the other. Similarly, periods where large negative correlations are present may be due to degradation in timing mechanisms, also due to the failures of interregional coordination.
Our previous findings suggest that brain incoordination would be reflected in abnormal behavior in rats (Olypher et al., 2006; Wesierska et al., 2005) . In the clinical context, we would expect that this incoordination could be reflected in both the cognitive and psychiatric dysfunction sometimes observed in MTLE patients (Bailet and Turk, 2000; Hermann et al., 2009; Oyegbile et al., 2004) . Cognitive and psychiatric comorbidities are being increasingly recognized as common phenomena in medial temporal lobe epilepsy (MTLE) and as clinical factors whose quality-of-life impact sometimes exceeds that of the seizures themselves (Gaitatzis et al., 2004; Hermann et al., 2000; Jacoby et al., 2009; Johnson et al., 2004; Oyegbile et al., 2004; Schwartz and Marsh, 2000) . Organic etiology for these psychiatric symptoms seems likely, and there are a number of results that suggest ongoing interictal brain abnormalities in the epileptic brain (Hermann et al., 2009) . This apparent association between behavioral and psychiatric abnormalities and cognitive disorder in epilepsy complements the growing realization that cognitive deficits may be fundamental in schizophrenia (Hermann et al., 2008; Phillips and Silverstein, 2003) .
