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Resumen 
El presente proyecto de título se estudiará y se implementará una simulación 
de diversas soluciones de virtualización de servidores, con el objetivo de 
optimizar recursos y proveer niveles de servicio igual o mejores que las 
soluciones físicas tradicionales que están relacionadas a los servidores 
físicos.  
Para la segunda parte del presente proyecto de título durante su 
implementación se ilustrará la eficiencia y eficacia de los problemas que se 
van a solucionar y se detallaran más adelante en este informe. 
 
 
 
 
 
1. Introducción 
¿Qué es un servidor? 
Un servidor es un ordenador que está al servicio de otros ordenadores o de 
clientes que les suministran todo tipo de información.  
A continuación, se mencionará una reseña histórica de los servidores y de la 
virtualización para el contexto del presente proyecto. 
Reseña Histórica de los Servidores: 
Según Fernando Rivera del 8 de enero del 2012 del sitio: (Rivera, 2012) 
En 1981 IBM lanza el primer servidor de lista que fue alojado en un mainframe 
IBM Virtual Machine sobre Bitnet, IBM Vm Machine, permitió la colaboración 
por correo electrónico.  
El 6 de agosto de 1991 Tim-Berners Lee hizo funcionar el primer servidor web 
del mundo y al primer navegador. 
En 1994 COMPAQ presento su primer servidor de montaje en rack la serie 
ProLiant. 
En 1998 Sun Ultra II, es el primer servidor de Google que en sus inicios alojo 
el motor de búsqueda de Backrub de Larry Page y de Sergey Brin, que con el 
tiempo se convirtió en Google. 
En 2001 se lanza el primer servidor en formato Blade por la empresa RLX 
Technologies que estaba conformada por ex empleados de COMPAQ 
Computer Corporation. Fue adquirido por Hewlet Packard en 2005. 
En 2008 Sony lanzo el clúster de PS3, tratamiento distribuido mediante GPU. 
Lo interesante del clúster de servidores de PS3 era a causa de su GPU que 
se podía utilizar para realizar cálculos intensos. 
2009 – 2012: El comienzo de la nube informática. 
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¿Qué se entiende por virtualización? 
Según Cristian Vera-Cruz de diciembre del 2010 del sitio, se dará una 
definición y los avances realizados gracias a la virtualización: (Vera-Cruz, 
2010) 
La virtualización es la creación de un recurso virtual en vez de usar un recurso 
real de un sistema operativo, un servidor, un dispositivo de almacenamiento 
o de recursos de red. 
Tres son las áreas en las que la virtualización está generando grandes 
avances: virtualización de redes, virtualización de almacenamiento y la 
virtualización de servidores.  
Reseña Histórica de la Virtualización: 
Según Alejandro Vega Velasco del 15 de marzo del 2004 del sitio, se describa 
la evolución histórica de la virtualización hasta nuestros días: (Vega, 2004) 
Esta tecnología fue desarrollada en la década de los 60 por IBM. Primera 
computadora diseñada específicamente para la virtualización fue el 
mainframe IBM S/360 modelo 67, también durante la década de los 70 fueron 
muy populares, pero esta tecnología desapareció durante la década de los 80 
y no fue hasta finales de los 90 que volviera a resurgir la tecnología de las 
máquinas virtuales y no solo aplicada a servidores sino en muchas áreas de 
la computación. 
En el 2005, la virtualización comenzó a adaptarse más rápido de lo que nadie 
se esperaba, ni siquiera los expertos se lo habían imaginado. 
Empresas que ofrecen productos para virtual izar servidores: 
Dentro de las empresas que lidera el mercado aún sigue siendo VMWare, 
Microsoft no se queda atrás en la competencia, además de Oracle, Oracle 
Solaris, Citrix, Red Hat, Parallels y Nowell. 
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1.1. Contexto 
Simulación, ya que este proyecto de tesis no se implementará en el ámbito 
empresarial. El presente proyecto de tesis se enfocará en implementar con 
las herramientas ya mencionadas una simulación de uno o varios servidores 
virtuales y para ello hay que considerar algunas buenas prácticas antes de 
implementar esta solución. Y si es necesario evaluar los componentes 
necesarios en conjunto con las licencias para no comprar implementos que 
no son necesarios para la implementación.  
Tipos de servidores: 
Se mencionarán algunos de los tipos de servidores en los que se abocara 
para este proyecto, ya que no se necesita implementar servidores físicos y en 
conjunto con el financiamiento. 
Según la referencia del texto de (Marchionni, 2011). 
 Servidores de archivos: Se utilizan para compartir y guardar archivos de 
forma segura y con mayor capacidad de almacenamiento que un 
ordenador. 
 Servidores de seguridad: Se dedica a escanear la red en busca de virus, 
maquinas desactualizadas y equipos con programas dañinos o 
desactualizados, entre otras aplicaciones más. 
 Servidores de proxy: Brinda acceso a internet. Aquí residen generalmente 
firewalls con sus respectivas reglas de permiso de entrar o no a ciertas 
páginas. Estos pueden re direccionar la navegación y mostrarnos en caso 
de ser necesario un cartel de advertencia sobre violación de un 
determinado tipo (seguridad, empresarial, entre otras). 
 Servidores virtuales: Un solo servidor puede contener varios servidores 
virtuales contando con diversas alternativas gratuitas o pagadas y el 
usuario final no distinguirá la diferencia y además se puede explotar todas 
las características desde su administración. 
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 Servidores web: Este tipo de servidores se encarga de almacenar sitios en 
la red interna o intranet. Pueden publicar cualquier aplicación web, 
brindarle la seguridad correspondiente y administrarla por completo. 
 Servidores de impresión: Tienen conectadas varias impresoras a la red y 
administran colas de impresión según la petición de sus clientes. 
 Servidores de bases de datos: Lo más importante de estos servidores es 
la posibilidad de manejar grandes cantidades de datos y generar 
información. Para contener todo ese material se conectan a un storage.  
 Servidores de correo electrónico: Estos son capaces de administrar todos 
los correos de la empresa en un solo lugar. También trabajan con un 
storage, debido a la gran cantidad de datos que manejan. Allí se 
almacenan los correos, y se los redireccionan a clientes y servidores de 
seguridad, analizadores y replicadores. 
 Servidores de directorio: Se ocupan para almacenar los datos de todos los 
usuarios de la red, propiedades y características que los identifican. 
 Servidores particulares: Se instalan para cada aplicación que utilicemos 
en la red. Por ejemplo, servidores de workflows, de CMR, de RR.HH., de 
contaduría, etc. 
 Servidores de comunicaciones: Estos brindan servicios de chat, telefonía 
IP, teleconferencia, video, etc. También son capaces de entregar servicios 
de pre atendedor si se los conecta a una consola telefónica. 
Figura 1: Storage con capacidad para 15 unidades de disco 
 
Fuente: (Marchionni, 2011) 
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Figura 2: Consola de Exchange 2007 de Microsoft 
 
Fuente: (Marchionni, 2011) 
 
1.2. Motivación 
Del texto Administración de Servidores de Valentín Almirón del año 2014, se 
detallarán algunas especificaciones técnicas de un servidor, recuperado de: 
(Valentin, 2014). 
Especificaciones técnicas de un servidor: 
Los servidores en comparación a los ordenadores de escritorio suelen ser 
más potentes, con varios procesadores con más de un núcleo cada uno, con 
grandes cantidades de memoria RAM entre 16 Giga Bytes a 1 Tera Bytes o 
incluso más. Mientras que en el almacenamiento ya no se limita a un solo 
disco duro, sino que puede haber varios con capacidad del orden de los Tera 
Bytes. Debido a sus capacidades pueden dar un solo servicio o más de uno. 
La información a continuación fue obtenida desde el artículo del sitio techweek 
fue escrito por Isabel Martín  el 23 de mayo del 2008, recuperado de (Martín, 
2008). 
Consolidar a una empresa mediante la virtualización: 
Se puede aseverar lo siguiente en como consolidar una empresa mediante la 
virtualización de servidores. 
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Frente a otras vías para la consolidación, la virtualización permite reducir el 
número de servidores y optimizar al mismo tiempo su utilización.  
Si antes de consolidar teníamos 100 servidores con una utilización media de 
CPU del 30%, después de consolidar con virtualización tendremos 50 
servidores con una utilización media de CPU del 60%. Si consolidamos sin 
virtualización, podríamos tener 70 servidores con una utilización media del 
40%. 
“En la actualidad muchas empresas están inmersas en proyectos de 
consolidación de servidores, pero ¿Por qué consolidar, y no seguir con el 
modelo de servidores independientes?” (Martín, 2008). 
“Y también cabe destacar que cada servidor es de un fabricante diferente y 
cuenta con sistema operativo diferente. Por lo tanto, también se necesitan 
administradores con conocimientos en las diversas tecnologías existentes, y 
en herramientas de gestión específicas, porque lo que sirve para monitorear 
los servidores Windows, no vale para los servidores Unix.” (Martín, 2008) 
 “La virtualización permite a las empresas evolucionar del CPD tradicional, a 
un CPD de nueva generación basado en software, en el que un pool de 
recursos compartidos se asigna dinámicamente a las aplicaciones que lo 
necesiten. Este nuevo CPD permitirá a los administradores centrarse en el 
servicio y no en la operación, mediante la abstracción del hardware y la 
eliminación de la gestión física de dispositivos.” (Martín, 2008) 
Los beneficios de virtualizar servidores:  
Según Isabel Martin del 23 de mayo del 2008 del sitio, se dará a conocer los 
beneficios que implica la virtualización de servidores, recuperado de: (Martín, 
2008). 
Al virtualizar se tienen diversos beneficios desde los económicos, hasta 
beneficios de implementación y de actualización o mejoras que conllevan a 
un mejor aprovechamiento de los recursos para enfocarlos en innovación, 
entre otros servicios o áreas que en que se dedique una empresa.  
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Además, se ahorrará energía, espacio, capacidad de refrigeración y de 
administración ya que se ha reducido el número de servidores físicos. 
Además, la virtualización de servidores como ya se menciono puede disminuir 
costos y aumentar la capacidad de los servidores físicos al compartirlos entre 
distintas máquinas virtuales. 
Las empresas ocupan el 75% de su presupuesto de TI al mantenimiento de 
la infraestructura física. 
Con respecto a las licencias para todo el hardware presente en los servidores, 
con estudios que demuestran que se utiliza una media de cada servidor está 
en torno al 30%. 
Como ya se mencionó anteriormente las empresas al virtualizar su 
infraestructura el presupuesto que se mencionó anteriormente este se reduca 
hasta en un 70%, de acuerdo con los datos manejados por VMWare. 
Asimismo, los ahorros en costos en un año son del 30% y en tres años llegan 
al 60%, en comparación con la compra de infraestructura tradicional. 
Mientras se ocupan grandes porcentajes de recursos para el área de TI de 
estos solo el 25% del presupuesto se dedica en la innovación. 
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2. Identificación del Problema 
Para este proyecto el problema a analizar y posteriormente resolver es el 
rendimiento deficiente y el mal uso de recursos de los servidores físicos lo 
que conllevaría a la virtualización de servidores como una solución rentable, 
eficiente tanto en uso de equipos físicos como en su buen aprovechamiento 
y optimización. 
Para la identificación del problema se va a tomar como referencia los valores 
actuales de un servidor UNIX no virtualizado correspondientes a una empresa 
de telecomunicaciones. 
Como se puede ver en la figura n°3 que durante el último año se tuvieron 
elevados porcentajes de uso de la CPU del servidor en cuestión.  
Como se puede ver el porcentaje de uso de la CPU llego a su valor máximo 
de un 84,01% durante el último mes. 
Figura 3: Uso de la CPU 
 
Como se puede ver en la figura n°4 tal como en el caso anterior se tuvieron 
valores elevados de uso de la memoria RAM e incluso se puede ver que se 
tuvieron valores críticos de uso respecto al total de la memoria total, en 
porcentaje de uso es del 94,67%. 
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Figura 4: Uso de la memoria 
 
Como se puede ilustrar en la figura n°5 el uso de la paginación es uno de los 
únicos parámetros en el cual no se obtuvieron valores elevados, además 
estuvieron muy por debajo del porcentaje total y solo bordearon el 20% de 
uso. 
Figura 5: Uso de la paginación 
 
En la figura n°6 se ilustra el uso de las operaciones de I/O del disco de un 
servidor UNIX. Se alcanzaron los valores de 867 IOPS y 1172 IOPS en 
operaciones por segundo. 
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Figura 6: Uso del I/O del disco duro 
 
En la figura n°7 se puede ver el uso del ancho de banda del mismo servidor y 
también se obtuvieron valores elevados de uso del ancho de banda. Como se 
puede ver se bordearon los valores máximos del último mes de uso entre los: 
182,2 y 6209,8 Giga bits/seg. 
Figura 7: Monitoreo del ancho de banda 
 
Como se puede ver en la figura n°8 el uso del tráfico de la red también se 
obtuvieron valores elevados de su uso. Como se puede ver se bordearon los 
valores máximos del último mes de uso entre los: 6,06 y 99,39 Mega 
bytes/seg. 
Figura 8: Uso del tráfico de la red 
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2.1. Análisis del Problema 
Según lo estudiado anteriormente referenciado en el presente informe se 
pueden encontrar diversos problemas de hardware, software y de red, 
además de los costos que conlleva tener implementados varios servidores 
para la mediana y gran empresa, esto sin virtualización de servidores ya 
implementada, estos problemas se detallaran en la siguiente tabla, junto al 
diagrama de causa y efecto con sus respectivas métricas con valores reales 
como referencia tomados de un servidor Unix de una determinada empresa 
de telecomunicaciones. 
En la siguiente tabla se exponen los problemas que podemos encontrar en 
los servidores físicos.  
Tabla 1: Problemas y sus causas 
PROBLEMA  DESCRIPCION 
P-01 
HARDWARE 
C-01 
C-02 
C-03 
C-04 
Alto porcentaje de uso de CPU 
Alto porcentaje de uso de recursos de la memoria RAM 
Alto uso del disco duro en operaciones de lectura y escritura 
Uso deficiente del porcentaje de uso de la memoria cache 
P-02 
RED 
C-05 
C-06 
Alto uso del ancho de banda 
Alta tasa de uso en el tráfico de la red 
P-03 
SOFTWARE 
C-07 
C-08 
C-09 
C-10 
C-11 
Baja la disponibilidad de los datos en caso de fallas 
Alta tasa de fallo en SO obsoletos 
Alta tasa de fallas al ajustar el Swap en SO Linux 
Alto uso del ancho de banda para Backup 
Alta posibilidad de corrupción en sistema de archivos 
P-04 
ECONOMICOS 
C-12 
C-13 
C-14 
C-15 
Alto costos en adquisición de licencias 
Alto consumo de energía 
Alto uso de equipos físicos 
Altos costos en mantenimiento de hardware 
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2.2. Diagrama de Ishikawa 
El diagrama de Ishikawa o también conocido como diagrama de causa-
efecto, es una representación gráfica dada su estructura también se le llama 
como diagrama de pescado.  
Esta es una de las diversas herramientas que surgieron a lo largo del siglo 
XX en el ámbito de la industria, para facilitar el análisis de problemas y 
soluciones. (Administrador, 2013) 
Figura 9: Diagrama de Ishikawa 
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3. Objetivos e Hipótesis  
3.1. Objetivo General 
El objetivo general del presente proyecto es que por medio de la simulación 
se ilustre la forma de solucionar los problemas descritos anteriormente y junto 
a ello realizar los procedimientos necesarios por medio de buenas prácticas 
recomendadas en este informe. 
3.2. Objetivos Específicos 
Los objetivos específicos a realizar son los siguientes: 
OE-1: Disminuir el alto porcentaje de uso de la CPU.  
OE-2: Optimizar los recursos utilizados en la memoria RAM 
OE-3: Disminuir el alto uso que se da al disco duro en operaciones de lectura 
y escritura 
OE-4: Optimizar el porcentaje de recursos de la memoria cache  
OE-5: OE-6: Disminuir el uso del ancho de banda. 
OE-6: Optimizar el uso del tráfico de la red. 
Lo objetivos específicos permiten resolver las siguientes causas detectadas 
en el diagrama de causa-efecto, todas ellas relacionadas con el problema P-
01 y P-02, problemas de hardware y de la red. 
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Tabla 2: Objetivos y causas del problema 
 Objetivos  Causas 
OE-1 Disminuir el alto 
porcentaje de uso de la 
CPU. 
C-01 
 
Alto porcentaje de uso de la 
CPU. 
 
OE-2 Optimizar los recursos 
de la memoria RAM. 
C-02 
 
Alto porcentaje de uso 
de la memoria RAM 
 
OE-3 Disminuir el alto uso del 
disco duro en 
operaciones de lectura y 
escritura. 
C-03 Uso deficiente del 
disco duro en lectura y 
escritura 
 
OE-4 Optimizar el porcentaje 
de recursos de la 
memoria cache. 
C-04 Alto porcentaje de uso 
de la memoria cache. 
OE-5 Disminuir el uso del 
ancho de banda 
C-05 Alto uso del ancho de 
banda 
OE-6 Optimizar el uso del 
tráfico de la red 
C-06 Alta tasa de uso en el 
tráfico de la red 
 
En la matriz de trazabilidad ilustrada a continuación se pueden relacionar los 
objetivos específicos con sus respectivas causas. 
Tabla 3: Matriz de trazabilidad 
 C1 C2 C3 C4 C5 C6 
OE-1       
OE-2       
OE-3       
OE-4       
OE-5       
OE-6       
 
3.3. Métricas de la Investigación: 
Las métricas de investigación son establecidas en relación a los objetivos 
específicos del proyecto. Según lo expresado en el análisis del problema cabe 
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señalar lo siguiente, para este proyecto el problema a analizar y 
posteriormente resolver es el rendimiento deficiente y el mal uso de recursos 
de los servidores físicos lo que conllevaría a la virtualización de servidores 
como una solución rentable, eficiente tanto en uso de equipos físicos como 
en su buen aprovechamiento y optimización. 
El mercado ofrece diversas soluciones pagadas o en algunos casos pueden 
ser gratuitas esto dependiendo de lo que se requiera y de la dificultad que 
conlleva dicho requerimiento para un servidor, para monitorear los problemas 
de rendimiento y de mal uso de recursos o también servicios de seguridad 
ante posibles ataques a nuestro servidor. 
A continuación, en la tabla 4 se detallará las métricas del proyecto acorde a 
los objetivos específicos del proyecto. 
En la tabla que se mostrara a continuación se detallaran las métricas con sus 
respectivos porcentajes de uso del servidor de una determinada empresa. 
Tabla de elaboración propia que ilustra las métricas del proyecto.  
Tabla 4: Métricas del proyecto 
OE Métrica VAM VEM 
1 Porcentaje de uso de la CPU. 
 
84,01% 19% - 34%  
2 Tasa de uso de la RAM. 96,02% 68% 
3 Tasa de uso del disco duro (I/O). 867  - 1172 IOPS 45 – 500 IOPS 
4 Uso de la memoria chache. 25,01%  64,70% 
5 Uso del ancho de banda. 182,2 - 6209,8 
Gbits/seg 
36,44 - 1241,96 
Gbits/seg 
6 Uso del tráfico de la red 6,06 - 99,39 
Mbytes/seg 
 
10,74 
Mbytes/seg 
 
VAM: Corresponde al valor actual de la métrica. 
VEM: Corresponde al valor esperado de la métrica. 
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Fuentes VAM y VEM 
(1) Los valores actuales de las métricas fueron obtenidos también a modo de 
referencia por los servidores de una determinada empresa proporcionados por el 
profesor guía. Estos valores de la empresa en cuestión corresponden al último mes 
de su respectiva prueba y verificación. 
(2) Los valores esperados de las métricas son correspondientes a la CPU, memoria 
RAM, tráfico de la red y el ancho de banda se tomó como referencia los valores 
proporcionados por la empresa Manage Engine recuperados desde (Manage Engine, 
s.f.).  
(3) Los valores esperados de uso del I/O del disco duro y de la memoria cache se 
tomaron como referencia los valores de la empresa ovh en su sitio se encuentra los 
valores de las operaciones por segundo en el disco duro y el tipo de disco tomado 
como referencia es el disco duro en estado sólido (SSD), valores recuperados desde 
(OVH, s.f.) para los discos y también se recuperaron desde el siguiente sitio para la 
memoria cache (OVH, s.f.).  
3.4. Hipótesis 
Se va a demostrar que mediante la virtualización de servidores para las 
empresas se produce un gran ahorro en costos, espacios físicos y en los 
objetivos anteriormente descritos en este informe. 
Estas mejoras se basarán en las estadísticas obtenidas de las empresas 
dedicadas a la virtualización y a monitorear todos los aspectos importantes en 
los servidores, como la empresa Manage Engine y OVH. 
Además, se va a contar con la ayuda proporcionada por el profesor guía que 
dará valores reales del servidor de una determinada empresa. 
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4. Alcance 
4.1. Alcance del Problema 
Para el presente proyecto se va a centrar en la virtualización de un 
determinado servidor físico independiente de que el servidor en cuestión sea 
propiedad de una determinada empresa o de la Universidad Andrés Bello, lo 
que se debe cumplir es que el servidor no este virtualizado para que se pueda 
demostrar las ventajas de la virtualización de servidores por sobre las 
soluciones tradicionales. 
Para ello se van a desarrollar las dos primeras problemáticas encontradas en 
el análisis del problema que corresponderían al hardware y a la red del 
servidor de la Universidad Andrés Bello o de la empresa de 
telecomunicaciones ya mencionada en el punto anterior para tener los valores 
reales para poder llevar a cabo su posterior implementación. 
Con este proyecto lo que se busca es demostrar que mediante la ejecución y 
uso de un servidor virtualizado se tienen diversas ventajas correspondientes 
a los objetivos específicos planteados en comparación a los servidores físicos 
no virtualizados. 
4.2. Limitaciones al Alcance 
En términos de limitaciones, cabe destacar que el proyecto de título contempla 
la elaboración por medio de la simulación a un servidor virtualizado, debido a 
las limitaciones principalmente de software y de costos para este proyecto no 
se contempla el desarrollo de software y los costos involucrados para realizar 
este proyecto. 
Ya que se cuenta con herramientas de software para llevar a cabo la 
realización de este proyecto de tesis. 
Y además los costos involucrados en realizar este proyecto no son relevantes 
al momento de llevar a cabo su implementación. 
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Por ultimo no se contempla la compra de hardware y/o licencias de software 
para llevar a cabo este proyecto, ya que se cuenta con alternativas de acceso 
gratuito para realizar la simulación del presente proyecto.  
4.3. Supuestos 
Para poder llevar a cabo este proyecto se va a contar con la información 
proporcionada por el profesor guía quien también facilitará los valores reales 
requeridos de un servidor de una determinada empresa.   
Por último, se contará con herramientas de software para llevar a cabo la 
virtualización de un servidor físico. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
40 
 
5. Marco Teórico 
En el presente proyecto de tesis se proponen al momento de optimizar 
recursos por medio de la virtualización de servidores. Para aclarar este 
objetivo, es necesario aclarar los siguientes conceptos y sus relaciones entre 
sí y con nuestro objetivo.  
Host: Son direcciones asignadas a los dispositivos finales de la red. 
Figura 10: Los host visualizados desde la conexión de área local 
 
Fuente: (Benchimol, 2010) 
DNS: Domain Name Service, es un servicio de resolución de nombres en 
direcciones IP. También permite el uso de nombres para identificar al host. 
Su función es el manejo de la red basándose en nombres. 
Dirección IP: Es un número que identifica a un dispositivo dentro de una red 
como un PC, cámara o teléfono IP, etc. Esta dirección es otorgada por el 
administrador de redes y puede modificarse. 
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Tabla 5: Clase de direcciones IP 
Clase de dirección IP 
Clase Rango   IP 
A 0            127                                 
B 127        191 
C 192        223 
D 224        239 
E 240        255 
Fuente: (Benchimol, 2010) 
Dirección MAC: Es un número fijo hexadecimal que no debe confundirse con 
la dirección IP, ya que la MAC es asignado a cada placa de red, y además es 
importante destacar que la MAC a diferencia de la IP no se puede cambiar, 
ya que es asignada por el fabricante con un número único e irrepetible de 
identificación.  
Códigos de redundancia cíclica (CRC): Es una de los esquemas de detección 
de error más eficientes. Una de las características más importantes del CRC 
es que debido a su forma realimentada su estado exacto depende en gran 
parte de un historial. Como consecuencia es muy poco probable que una 
ráfaga de errores pueda producir un cálculo en el CRC que sea igual a la 
secuencia de datos tal como fue transmitida antes de la ocurrencia de errores. 
Figura 11: Detección de errores en un código CRC 
 
Fuente: (Briceño Marquez, 2005) 
CRC: Cuando las tramas son enviadas, pero se corrompen durante su 
tránsito. La presencia de errores CRC, pero sin muchas colisiones por lo 
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general es un indicador de que existe ruido eléctrico. Hay que verificar el tipo 
correcto de cable, que el cableado no se encuentre dañado y que los 
conectores estén bien fijados. 
Trama (Frame): Un CRC incorrecto y un número no entero de bytes se 
reciben. Esto suele ser el resultado de colisiones o porque un dispositivo 
Ethernet se encuentra defectuoso.  
Tipos de redes: 
Es importante saber que existen diversas formas de categorizar a las redes: 
por sus características físicas o su extensión, por sus características lógicas, 
diseños, fines y otros. Según su alcance, las redes de datos pueden ser 
divididas en cuatro grupos principales: PAN, LAN, MAN y WAN. 
Tabla 6: Tipos de redes 
Redes Alcances 
PAN (Personal área network) Son aquellas que están a nuestro alrededor de 
extensión muy limitada 
LAN (Local área network) Son locales para una empresa o edificio de 1 
km de extensión 
MAN (Metropolitan área network) Se extiende hasta los confines de una cuidad, 
alrededor de 50 km 
WAM (Wide área network) Son las más extensas, como por ejemplo el 
internet y las redes de empresas mundiales  
Fuente: (Marchionni, 2011) 
Figura 12: Topología de redes 
 
Fuente: (Marchionni, 2011) 
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Otra forma de categorización que podemos realizar esta dada por la manera 
en que se conectan sus componentes de hardware. Y una más se refiere al 
diseño de la conexión, a como están distribuidos los elementos en el espacio. 
También pueden variar de acuerdo al software empleado, si son redes punto 
a punto o privadas, etc. Una última categorización las divide según sus fines. 
Tabla 7: Otras categorizaciones de las redes 
Categorización Descripción 
Hardware de conexión  Cableadas, inalámbricas, infrarrojas, 
satelitales  
Topología Estrella, anillo, malla, mixta, árbol 
Tecnología de software P2P, FTP, sociales, privadas, publicas 
Función o fin Universitarias, militares, científicas, etc. 
Fuente: (Marchionni, 2011) 
Una categoría importante es la de las redes privadas, de las cuales hay 
muchas a nivel nacional, internacional e intercontinental. Estas pueden ser 
interconectadas a Internet o no, y pertenecen exclusivamente a 
organizaciones e instituciones. 
ARPANET: Fue la primera red militar, y es reconocida porque fue la espina 
dorsal de Internet. Comunicaba los centros de investigación con las bases 
militares y las casas de gobierno. 
NSFNET: Es una red constituida por tres niveles. En el nivel 1 se encuentra 
una red troncal que comunica el departamento de administración con el de 
operación y con redes intercontinentales. El nivel 2 está constituido por una 
red que comunica redes regionales, basadas en disciplinas y redes de 
consorcios. El nivel 3 es una red de campus de universidades y de comercios. 
EBONE: Cumple la misma función que la NSFNET, pero en las redes de 
Europa. 
EARN: Es una red que da servicios a instituciones académicas y de 
investigación en Europa, África y Oriente Medio. 
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ARIU: Red Argentina organizada por las universidades nacionales e institutos 
universitarios integrantes del CIN (Consejo Interuniversitario Nacional). 
Equipamiento de una red: 
La red permite enviar mensajes, y en el proceso de comunicación se 
involucran estos tres actores: un emisor, un medio y un receptor. El emisor es 
el objeto que genera el mensaje, por ejemplo, una PC de escritorio o una 
estación de radio. El medio es el camino que debe atravesar el mensaje entre 
el emisor y el receptor. Por último, debemos tener en cuenta que el receptor 
es el que entiende y recibe el mensaje originado por el emisor. 
Figura 13: Diagrama de bloques de un sistema de comunicaciones básico 
 
Fuente: (Marchionni, 2011) 
Los dispositivos en la red pueden tomar el rol de cualquiera de los tres actores 
antes mencionados. 
Uno puede actuar como emisor del mensaje, y el otro como receptor. Si 
analizamos una comunicación entre dos servidores, el Router actúa como 
parte del medio por donde pasa el mensaje. A continuación, haremos una 
breve descripción de varios dispositivos que podemos encontrar en una red. 
Router: Se trata de un dispositivo que dirige los paquetes de una red hacia 
otra. Es usado como puente para conectar redes. 
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Figura 14: Router en cada extremo. 
 
Fuente: (Marchionni, 2011) 
Switch: Se encarga de aumentar la capacidad de conexión en una red y 
direcciona los paquetes a los clientes que los solicitan.  
Figura 15: Ejemplo de un Switch para su uso en un rack 
 
Fuente: (Marchionni, 2011) 
Firewall: Este importante dispositivo se encarga de aplicar ciertas reglas de 
navegación y filtrado en las redes, que hayamos definido con anticipación; 
permite y deniega el acceso a ciertos puertos y protocolos. 
Figura 16:Ejemplo de un firewall 
 
Fuente: (Marchionni, 2011) 
Sniffer: Permite analizar las tramas de la red buscando anomalías, 
intromisiones inapropiadas y agujeros de seguridad. 
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Figura 17: Sniffer QNAP 
 
Fuente: (Marchionni, 2011) 
Access point: Es un punto de publicación y acceso mediante conexiones 
Wireless. 
Figura 18: Ejemplo de un Access Point 
 
Fuente: (Marchionni, 2011)) 
Rack: Es un armario metálico en donde van fijados los servidores, routers, 
switches y pacheras. Su principal función es permitirnos organizar el espacio, 
y establecer una línea de enfriamiento y de conexión ordenada. 
Figura 19: Uso de rack para todos los componentes 
 
Fuente: (Marchionni, 2011) 
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Pachera: Permite ordenar las conexiones entre los racks, son elementos que 
pertenecen al medio y no actúan nunca como emisor o receptor. 
Tabla 8: Comparación entre una pc de escritorio y un servidor 
Ejemplos de equipos DELL Servidor Poweredge R910 PC de escritorio Optiplex 
960 
Microprocesador Eight-Core Intel Xeon 
7500 and 6500 Series, 
hasta 24 MB de cache L3 
Intel Core2 Quad 
Processor, hasta 12 MB 
de cache L2. 
Disco duro Hasta 9 TB SSD y SAS Hasta 320 GB de SATA II 
Memoria RAM Hasta 1 TB, ECC DDR3, 
1066 MHz 
Hasta 16 GB DDR2 
SDRAM, 800 MHz 
Placa grafica  MatrozR G200eW w/ 8MB 512 MB NVIDIA NVS 420 
Quad Monitor 
Fuente: (Marchionni, 2011) 
Figura 20: Componentes de un servidor 
 
Fuente: (Marchionni, 2011) 
Componentes de un servidor: 
1. Refrigeración: Este sistema es muy importante, ya que si deja de funcionar 
el servidor se verá en graves problemas. 
2. HDs: Aquí está el espacio reservado para los discos rígidos. Estos se 
pueden sacar y volver a colocar estando el servidor encendido, sin que 
haya perdida de datos; se reconstruye el disco nuevo y sigue funcionando. 
Esto se conoce como RAID. 
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3. Fuentes: En este lugar se ubican las fuentes de energía. Es posible 
apreciar el espacio para la ventilación con los ventiladores propios. 
4. Placas y micro: Es la ubicación de la memoria RAM, la CPU y las placas 
de expansión, así como también de disipadores, cables y conectores. 
Motherboard: Es el principal componente de un servidor, y su misión es dar 
soporte a los demás elementos. Puede contener más de un socket, para así 
poder conectar más de un procesador y varias memorias.  
Microprocesador: Los procesadores para servidores se caracterizan por tener 
una mayor capacidad y velocidad de cómputo, pero también, por la mayor 
cantidad de memoria cache. La capacidad de computo está dada por la 
cantidad de procesadores que posee el system board y por la cantidad de 
núcleos que tiene cada procesador.  
Figura 21: Procesador Intel Xeon-Phi 
 
Fuente: (Valentin, 2014) 
Memoria: Al igual que en el mundo de los procesadores, la memoria RAM 
utilizada en servidores tiene características propias que la diferencian de los 
módulos típicamente utilizados en computadoras de escritorio. Por ejemplo, 
los módulos de la memoria RAM conocidos como Fully Buffered, los cuales 
son empleados por los procesadores Xeon y SPARC, entre otros, utilizan 
comunicación serie en vez de comunicación paralela con el controlador de la 
memoria, lo que incremente el bus sin la necesidad de aumentar la cantidad 
de pines. 
 Por otra parte, es necesario mencionar que la arquitectura utilizada en este 
tipo de memorias implementa un buffer que permite detectar y corregir errores 
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(ECC), sin generar sobrecarga en el procesador ni en el controlador de la 
memoria. 
Figura 22: Modulo RAM y disco SSD con interfaz SATA 
 
Fuente: (Valentin, 2014) 
Discos duros: Los discos duros para servidores más utilizados hoy en día son 
SAS (Serial Attached SCSI), SATA (Serial ATA) y SSD (Solid State Drive). 
Los SAS se utilizan en un rango de servidores que va de gama media a alta 
o misión crítica. Poseen gran capacidad de almacenamiento: un solo disco 
puede almacenar entre 1 a 4 TB (4096 GB). 
La velocidad de rotación del disco puede llegar hasta 15.000 rpm, y la 
velocidad de transferencia se establece en 6 GB/seg. Los discos SATA se 
utilizan en servidores entry o de gama media, pero no en los de misión crítica, 
ya que su tasa de I/O es menor que la de discos SAS. Su capacidad oscila 
entre 250 GB y 4 TB. Por último, los discos SSD tienen una capacidad 
limitada, cuyo tope oscila en los 400 GB, y un altísimo precio, por lo que se 
usó se restringe a propósitos específicos. 
Figura 23: Disco SATA Samsung F1 RAID LG, con interfaz SATA 
 
Fuente: (Valentin, 2014) 
Tarjeta de red: Como muchos de los componentes presente en un servidor, 
la placa de red posee características significativamente diferentes a las de 
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una terminal de usuario. Existen dos tipos de placas: las que utilizan cables 
de cobre y las que usan fibra óptica. Los cables de cobre emplean un conector 
RJ-45, y el estándar empleado es CAT5 o CAT6, según las velocidades 
deseadas; CAT6 permite acceder a velocidades de hasta 10 Gigabit. Los 
enlaces de fibra óptica se usan, principalmente para conectarse con SAN 
(Storage Área Network) utilizando el estándar Fiber Channel (FCP), un 
protocolo de transporte comparable con el protocolo TCP, que transporta 
comandos SCSI. 
Figura 24: Tarjetas de red Cisco 
 
Fuente: (Valentin, 2014) 
Protocolo DHCP: Es un protocolo de configuración de anfitrión dinámico o por 
sus siglas en Ingles Dynamic Host Configuration Protocol, es la sigla que 
define un protocolo de configuración dinámica de direcciones que trabaja 
sobre TCP/IP. Su función es asignar direcciones IP, de forma automática, a 
un grupo de computadoras que estén en la red. 
Figura 25: Descripción del protocolo DHCP 
 
Fuente: (Benchimol, 2010) 
51 
 
Tabla 9: Mensajes DHCP 
Mensaje Función  
DHCPISCOVER Es utilizada por el cliente para realizar una solicitud de direccionamiento IP. 
DHCPOFFER Es empleado por el servidor para emitir un direccionamiento IP al cliente 
que lo solicita. 
DHCPREQUEST Es usado por el cliente para aceptar o hacer renovación de una dirección 
IP antes asignada. 
DHCPDECLINE Es utilizado por el cliente DHCP para rechazar la asignación del servidor de 
un direccionamiento IP. 
DHCPPACK Confirma, de parte del servidor la aceptación de una dirección IP ofrecida a 
un cliente. 
DHCPNACK Es usado por el servidor para hacer rechazo de parte de un cliente para la 
aceptación de una dirección IP que fue ofrecida por el servidor.  
DHCPINFORM Es empleado por el cliente para obtener parámetros de configuración 
adicional de parte del servidor DHCP. 
DHCPRELEASE Es utilizado por el cliente en el momento de caducar la asignación de una 
dirección IP asignada por el servidor o, mejor dicho, cuando se termina su 
concesión.  
Fuente: (Benchimol, 2010) 
Como funciona DHCP: El servicio DHCP utiliza puertos de comunicación para 
establecer la asignación de direcciones a los clientes de trabajo. 
La comunicación entre el cliente DHCP y el servidor DHCP se realiza por 
medio de protocolos basados en datagramas UDP (User Datagram Protocol). 
Esta comunicación trabaja sobre los puertos 67 y 68 (recordar que todos los 
equipos utilizan puertos lógicos para comunicarse). 
Telnet: Protocolo que permite acceder a un equipo o servidor, de manera 
remota. Su vulnerabilidad radica en la falta de encriptación de datos. 
SSH: Protocolo similar a Telnet, pero con la capacidad de encriptar datos 
como las contraseñas, lo cual lo hace un protocolo más seguro. 
Tecnología RAID: Un sistema RAID es un conjunto de dos o más discos cuya 
finalidad es obtener ciertos beneficios, como mayor velocidad y/o seguridad, 
dependiendo de la cantidad de componentes utilizados y su configuración. 
Esta tecnología se volvió más popular en los últimos años gracias a la 
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inclusión de interfaces Serial ATA en las placas madre de línea baja, media y 
alta. Anteriormente, era necesario tener un hardware especial para montar un 
conjunto RAID, como controladores SCSI o Paralell-ATA compatibles. 
Figura 26: Motherboard con soporte de matriz RAID 
 
Fuente: (Valentin, 2014) 
Tipos de RAID: Es necesario considerar que la elección de los diferentes 
niveles de RAID dependerá de las necesidades del usuario en lo que respecta 
a diversos factores, tales como seguridad, velocidad, capacidad, costos, 
etcétera. Cada nivel de RAID ofrece una combinación especifica de toleran a 
fallos (redundancia), rendimiento y costos, desarrollados para brindar 
soluciones a los diferentes requisitos de almacenamiento. 
La mayoría de los niveles RAID pueden satisfacer de manera efectiva solo 
uno o dos de estos criterios. No hay un nivel de RAID mejor que otro, sino que 
cada uno es apropiado para determinadas aplicaciones y ámbitos. Resulta 
frecuente el uso de varios niveles de RAID para distintas aplicaciones del 
mismo servidor. Oficialmente, existen siete niveles del 0 al 6, definidos y 
aprobados por el RAID Advisory Board (RAB). Luego están las posibles 
combinaciones de estos niveles (1+0, 5+0, etc.). Los niveles RAID 0, 1, 0+1, 
5 son los más usados. 
 
 
53 
 
Figura 27: Controladora Serial ATA RAID 
 
Fuente: (Valentin, 2014) 
Figura 28: Diferencias entre los RAID 0 a RAID 5 
 
Fuente: (Marchionni, 2011) 
Tabla 10: Niveles de RAID 
Tipo de RAID Detalles 
RAID 0 Se graban los datos distribuidos, pero sin tolerancia a fallos. 
RAID 1 Se graban los datos en espejo; sin un disco falla, el otro sigue funcionando 
RAID 2 Utiliza un algoritmo complicado que demanda muchos cálculos a la CPU. Es lento y se 
requieren discos especiales. Permite acceso en paralelo. 
RAID 3 Usa un disco de control de paridad, de esta forma permite el acceso en paralelo, pero 
todos los discos deben funcionar al unísono.  
RAID 4 Es parecido al RAID 3, pero es posible acceder a los sectores de forma individual. No 
es necesario leer de todos los discos al mismo tiempo. 
RAID 5 Se graba en forma distribuida con datos de paridad para controlar los datos; si cualquier 
disco se rompe, el sistema sigue funcionando. 
RAID 6 Funciona de manera similar al RAID 5, pero permite que se rompan los discos. Debemos 
considerar que es muy poco utilizado debido a su elevado costo. 
Fuente: (Marchionni, 2011) 
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RAID 0: Se usa para obtener altas velocidades de transferencia, pero sin 
tolerancia a fallos. Es conocido como stripping, que significa separación o 
fraccionamiento, pues los datos se dividen en segmentos que se distribuyen 
en dos o más unidades físicas. 
Este nivel de array o matriz no ofrece tolerancia a fallos. Como no posee 
redundancia, RAID 0 no ofrece ninguna protección de los datos. 
Si uno de los discos físicos de la matriz tiene problemas, el resultado es la 
perdida de los datos. Por lo tanto, RAID 0 no se ajusta realmente a la sigla 
RAID, ya que no hay redundancia. 
Figura 29: Esquema de RAID 0 
 
Fuente: (Valentin, 2014) 
RAID 1: Este método también se denomina mirroring, que significa espejado, 
porque cada disco que conforma el conjunto funciona como un espejo del 
otro. Se basa en el uso de discos adicionales, sobre los cuales se realiza una 
copia, en todo momento, de los datos que se están modificando. 
Figura 30: Esquema de RAID 1 
 
Fuente: (Valentin, 2014) 
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RAID 0+1: También llamado RAID 0/1 o RAID 10, es una combinación de los 
arrays vistos anteriormente, que ofrece velocidad y tolerancia de fallos al 
mismo tiempo. El nivel de RAID 0+1 segmenta la información para mejorar el 
rendimiento y, además, utiliza un conjunto de discos espejados para lograr la 
redundancia de datos. 
Figura 31: Diagrama de un RAID combinado 0+1 
 
Fuente: (Valentin, 2014) 
RAID 2: El nivel 2 de RAID adapta la técnica comúnmente empleada para 
detectar y corregir errores en memorias de estado sólido. De esta forma el 
código ECC (Error Correction Code) se intercala a través de varios discos a 
nivel de bit. El sistema empleado se conoce como hamming, ya que se utiliza 
tanto para la detección como para la corrección de errores (Error Detection 
and Correction). 
RAID 3: Destina un único disco del conjunto al almacenamiento de 
información de paridad. La información de ECC (Error Checking and 
Correction) se emplea para detectar errores. La recuperación de datos se 
consigue mediante cálculos, gracias a la información registrada en los otros 
discos. 
Este método ofrece altas tasas de transferencia, alta fiabilidad y alta 
disponibilidad, a un costo ligeramente inferior a un RAID 1 (espejado).  
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Sin embargo, su rendimiento de transacciones es deficiente porque todos los 
discos del conjunto operan al mismo tiempo. 
RAID 4: La tolerancia a fallos se basa en el uso de un disco dedicado a 
guardar la información de paridad calculada a partir de datos guardados en 
los otros discos. Ante una falla de cualquiera de los discos, la información se 
puede reconstruir en tiempo real mediante una operación manejada por la 
controladora. Debido a su organización interna, este RAID es especialmente 
indicado para el almacenamiento de archivos de gran tamaño, lo cual lo 
vuelve ideal para aplicaciones de video, sonido o graficas donde se requiera, 
además, de brindar seguridad de los datos. 
RAID 5: Ofrece tolerancia a fallos y optimiza la capacidad del sistema al 
permitir el uso de hasta el 80% de la capacidad total de los discos. 
Figura 32: Esquema de RAID 5 
 
Fuente: (Valentin, 2014) 
Sistema operativo: Un sistema operativo es un conjunto de programas o 
software, destinado a permitir la comunicación entre el usuario y la máquina 
de forma cómoda y eficiente; se encarga de gestionar los recursos del 
ordenador, esto incluye la gestión del hardware desde los niveles más 
básicos. 
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Tipos de sistemas operativos: 
Tabla 11: Tipos de sistemas operativos 
Sistema Programación Usuario 
único 
Usuario 
múltiple 
Tarea 
única 
Multitarea 
DOS 16 bits X  X  
Windows 
3.1 
16/32 bits X   No 
preventivo 
Windows 
95/98/Me 
32 bits X   Cooperativo  
Windows 
NT/2000 
32 bits  X  Preventivo 
Windows 
XP 
32/64 bits  X  Preventivo 
Unix / 
Linux 
32/64 bits  X  Preventivo 
MAC / OS 
X 
32 bits  X  Preventivo 
VMS 32 bits  X  Preventivo 
Fuente: (Ecured, s.f.) 
Instalación física de un servidor: 
El primer paso es encargar el servidor al proveedor. Para hacerlo, es 
necesario elegir bien el equipo, según las prestaciones requeridas y los 
precios de mercado. Luego, el proveedor nos entregara el servidor 
correspondiente con las características pedidas, junto con los discos de 
instalación, las herramientas de aplicaciones y los drivers, todo dentro de una 
caja sellada. Veremos a continuación como instalar un servidor en un rack. 
1. Desembale la caja que recibió del proveedor. Saque todos los elementos, 
y aparte las guías, los tornillos, los CDs de instalación y el servidor. 
2. Elija un lugar apropiado en el rack en donde entre físicamente el servidor, 
y haya energía y ventilación suficientes. Coloque las guías en las paredes 
del rack. 
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3. Tome el servidor, fije las partes en las guías correspondientes a sus 
costados y colóquelo sobre las guías del rack. Corra las trabas y empújelo 
hacia atrás. 
4. Enchufe los cables de alimentación, uno por fuente, y conecte los cables 
de red. También coloque los cables de la consola para el monitor, teclado 
y el mouse. Luego enciéndalo y verifique la consola. 
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6. Estudio de Mercado  
Para determinar el estudio de mercado, se realizan estudios de investigación 
los cuales consideran: 1) estudio de mercado de las diversas empresas que 
se especializan en virtualización, 2) encuesta de las empresas especializadas 
en virtualización, 3) comparativa entre las empresas que proveen 
herramientas propietarias y las empresas con herramientas de código abierto. 
6.1. Casos de Éxito de las Empresas de Virtualización 
VMWare vSphere ha sido desarrollada por VMWare, la empresa de 
virtualización con mayor presencia en el mercado. 
Datos extraídos del sitio de la empresa VMWare, (VMware, Inc, 2017).  
Casos de éxito de VMWare vSphere: 
Agencia tributaria de Cataluña: A diario esta agencia gestiona, inspecciona y 
recauda los impuestos propios de Cataluña, y los impuestos cedidos por el 
estado central, necesitaba reformar su infraestructura TIC obsoleta, agilizar 
las gestiones de los tributos a los usuarios, y elevar sus niveles de seguridad. 
La micro segmentación y la integración con componentes de seguridad a 
terceros nos han permitido elevar, de una forma muy ágil y rápida, nuestros 
niveles de seguridad.” 
“Los costes de inversión y de mantenimiento se han reducido ostensiblemente 
gracias a una importante reducción de la infraestructura física de 
comunicaciones.” 
Por Francisco Javier Fernández de la Fuente, responsable de los servicios 
TCI de la agencia tributaria de Cataluña. 
FiberCorp: FiberCorp ha decidido avanzar sobre la virtualización de computo, 
redes y automatización para resolver distintas problemáticas. Con la adopción 
de tecnologías de punta como NSX logro incrementar notablemente los 
tiempos de entrega de los servicios y su disponibilidad. Hoy, la empresa 
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garantiza una disponibilidad del 99,99% de los servicios ofrecidos a sus 
clientes. 
“En VMWare encontramos un partner tecnológico con la experiencia, 
innovación y el soporte que demanda nuestro negocio para alcanzar nuestros 
objetivos” 
Por Ignacio Ardohain, gerente comercial de FiberCorp.  
Diputación de Málaga: La Diputación de Málaga necesitaba dar servicio de 
correo electrónico a más de 6.000 buzones de correo electrónico. Con Zimbra, 
la complejidad de un servicio de correo de estas dimensiones se ha reducido 
considerablemente. 
“VMWare y Quer System nos recomendaron proceder con la virtualización 
completa del servicio y abandonar los hosts físicos. Ahora, gracias a Zimbra 
7 y a la infraestructura virtual adoptada, además de reducir los costes tenemos 
todas las garantías de alta disponibilidad y correcto dimensionamiento del 
servicio.” “Al igual que Zimbra 7, la solución anterior también estaba basada 
en código abierto, pero se quedaba muy limitada en cuanto a funcionalidades 
colaborativas y sincronización con Smartphone. La ventaja de Zimbra 7 es 
que la complejidad de un servicio de estas dimensiones se reduce 
considerablemente.” 
Por Fernando Marina, jefe del servicio de informática de la diputación de 
Málaga. 
Belros: Productos alimenticios Belros ha consolidado una plataforma 
heterogénea de servidores en un conjunto más reducido, escalable, potente 
y que además ha supuesto grandes ahorros de costes. 
“VMWare y Grupotec nos recomendaron proceder con la virtualización de 
nuestros servidores. Gracias a este proyecto, hemos conseguido mejorar el 
rendimiento de nuestro centro de datos haciéndolo más potente, eficiente y 
seguro.” / “Las soluciones de VMWare nos han permitido transformar nuestra 
infraestructura tecnológica para hacerla más robusta y eficiente. Este espíritu 
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de innovación constante es el que ha llevado a Belros a posicionarse como 
líder europeo de su sector.” 
Por Francisco Javier Monllor Gil, Información tecnología manager de Belros. 
IPlan: IPlan enfrentaba un desafío de innovación tecnológica que le permitiera 
incrementar su liderazgo en el mercado. La economía argentina tuvo una 
notable expansión en la última década y eso implico que los proveedores de 
conectividad y datacenters adoptaran las tecnologías necesarias para ampliar 
y mejorar su oferta de servicios. Así fue como IPlan opto por las soluciones 
de VMWare, permitiéndole cumplir sus objetivos de innovación y al mismo 
tiempo flexibilizar sus costos en beneficio de sus clientes. 
“El respeto de una compañía como VMWare nos da confianza y tranquilidad 
a la hora de expandir nuestra infraestructura”. 
Por Nicolás Kubik, jefe de infraestructura de data center. 
 Universidad de Coruña: La gestión, el mantenimiento y la actualización de 
todos los puestos de los usuarios de la universidad de Coruña y sus diferentes 
topologías requerían de un trabajo muy costoso en tiempo y recursos. La 
solución VMWare Horizon View ha permitido a la universidad de Coruña 
gestionar de forma flexible y ágil los puestos de trabajo de la universidad 
independientemente del tipo de usuario. 
“Con las soluciones de VMWare hemos sido capaces de gestionar de forma 
flexible y ágil los puestos de trabajo con independencia del tipo de usuario, 
ofreciendo así un mejor servicio tanto a los alumnos como al personal de la 
universidad”. 
Por Víctor Carneiro, CIO de Universidad de Coruña. 
Autopista Vespucio Norte (AVN): Es uno de los operadores de infraestructura 
vial concesionados que componen la red de autopistas urbanas de Santiago 
de Chile. Su objetivo es disminuir los tiempos de desplazamiento, aumentar 
los niveles de seguridad de los usuarios, aportar al desarrollo urbano de la 
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cuidad y mejorar la calidad de vida de las personas. Al mismo tiempo, asume 
un compromiso total con el desarrollo de sus colaboradores, la eficiencia de 
los procesos, la rentabilidad de la inversión y sus obligaciones pactadas, con 
su mandante, el Ministerio de Obras Públicas. Con 29 kilómetros de longitud, 
AVN conecta el sector poniente y oriente de la capital. La compañía es 
controlada al 100% por el consorcio canadiense Brookfield Asset 
Management. Autopista Vespucio Norte a la vanguardia de la TI con la 
infraestructura VMWare. 
“Luego de distintas evaluaciones, la elección de la plataforma estaba clara y 
se ratificó la continuidad de VMWare como plataforma de virtualización de 
esta concesionaria”. 
Por Agustín Solís, jefe de tecnología autopista Vespucio norte. 
Ministerio de Obras Publicas de Chile: Adopta una data center definido por el 
software con las soluciones de VMWare. Los desafíos que enfrentaba en el 
área de TI eran diversos. Se extendían desde acelerar los tiempos de entrega 
de infraestructura y aplicaciones, la estandarización y control de recursos, 
control y cumplimientos de las políticas internas de la organización hasta 
predecir los crecimientos junto con los requerimientos de los nuevos 
proyectos. 
“La necesidad vital de estabilidad y alta disponibilidad que VMWare entrega 
en servicios informáticos, nos permitieron confiar y seleccionarlo como 
proveedor tecnológico”. 
Por Paul Cook Moyano, jefe de la subdivisión de informática y 
telecomunicaciones del Ministerio de Obras Publicas de Chile. 
Casos de éxito de Citrix Xen Server: 
Datos extraídos del sitio de la empresa Citrix, (Citrix Systems, Inc, 2017). 
Royal Caribean consolida rápidamente su infraestructura global con Citrix. 
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Esta empresa es la segunda operadora de cruceros más grande del mundo. 
La empresa es propietaria de seis marcas con un total combinado de 42 
buques en todo el mundo. Royal Caribean permite que una plantilla móvil y 
global trabaje mejor gracias a los productos de Citrix. Con acceso a en 
cualquier momento a las aplicaciones críticas, de esta forma se puede ahorrar 
en costos a la vez que proporciona una excelente experiencia de usuario a 
sus empleados. 
Casos de éxito de Proxmox VE: 
Datos extraídos del sitio de la empresa Proxmox recuperado de: (Proxmox, 
s.f.). 
Crate.io: Proxmox VE nos da las herramientas necesarias para gestionar 
nuestra infraestructura dinámica con facilidad. Podemos manejar 
infraestructuras de arrendamiento PoC múltiples, así como nuestro entorno 
de pruebas de software sofisticado. 
Create.io es el desarrollador de Crate DB, una base de datos de código 
abierto distribuido que ofrece la escalabilidad y el rendimiento de No SQL con 
la potencia y facilidad de SQL estándar. Está diseñado específicamente para 
soportar aplicaciones de la IO y de los datos de la máquina, del cajón esta 
optimizado para entornos en contenedores. 
Native Instruments: Construye una infraestructura de código abierto muy 
robusto y fiable para sus más de 450 empleados a un costo mucho menor que 
las soluciones comerciales. 
Native Instruments es el fabricante líder de software y hardware para la 
producción de audio basados en ordenador y pinchar. La misión de la 
compañía es desarrollar soluciones innovadoras y totalmente integradas para 
todos los estilos musicales y las diversas profesiones. Los productos 
resultantes empujan regularmente los limites tecnológicos y abren nuevos 
horizontes de forma creativa para los profesionales y aficionados por igual. 
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Esta compañía se ve a sí misma como una parte de la escena internacional 
en la música, y sus más de 450 empleados están en comunicación constante 
con artistas que cuyas votaciones se integran en la concepción y en la mejora 
continua de sus productos. 
Daniel Wedewardt, director de TI de Native Instruments es el responsable 
desde hace 10 años para la infraestructura de TI en funcionamiento de toda 
la empresa en la sede de Berlín y todas sus oficinas internacionales en Los 
Ángeles, Tokio, Londres, Paris y Shenzhen. No solo hay que supervisar a 
todos los lugares de trabajo de los empleados esto incluyendo cada uno un 
teléfono, un monitor y una estación de trabajo, sino que también es 
responsable de que toda la red, las salas de servidores, y el centro de datos. 
Exa Networks: Fue fundada en el 2003 en el Reino Unido como un proveedor 
de internet dedicado al sector empresarial y de la educación.  
Figura 33: Empresas de virtualización de servidores informe Gartner del 2010 
 
Fuente: (Marchionni, 2011) 
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Tabla 12: Principales empresas de virtualización 
Empresa Solución  WEB 
VMWare VSphere www.vmware.com/products/vsphere 
Microsoft Hyper-V www.microsoft.com/hyper-v-server 
Citrix XenServer www.citrix.com/xenserver 
Oracle Oracle VM www.oracle.com/us/technologies/virtualization 
Oracle Solaris Oracle Solaris 
Containers 
www.oracle.com/us/products/servers-
storage/solaris/virtualization 
Red Hat Enterprise 
Virtualization 
www.latam.redhat.com/rhel/virtualization 
Parallels Parallels Server www.parallels.com/virtualization/server 
Novell Suse Linux Enterprice 
Server 
www.novell.com/es-
es/products/server/virtualization.html 
Fuente: (Marchionni, 2011) 
 
Todas las empresas ya mencionadas ofrecen variadas soluciones de 
virtualización.  
Podemos encontrar ofertas para servidores, para máquinas de escritorio, para 
almacenamiento de datos, etc. VMWare es la pionera y una de las que lidera el 
mercado. 
VMWare: Esta firma ofrece una robusta solución para empresas, aunque también 
para medianos y pequeños usuarios. Permite virtualizar fácilmente equipos y 
administrarlos de forma ágil, a la vez que monitorizar cualquier cambio que haya 
en ellos. 
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Tabla 13: Productos destacados de VMWare 
Herramientas  Descripción  
VMWare Player Se utiliza para crear máquinas virtuales en testing. 
Corren en forma individual. Gratuita. 
VMWare Workstation Permite crear varias máquinas virtuales en el 
escritorio, obtener snapshots y clonar equipos. La 
licencia es paga. 
VMWare Server Permite correr y administrar varias máquinas 
virtuales al mismo tiempo con mayor grado de 
seguridad a nivel servicio. Antesala de le versión 
ESX. Ahora también es gratuita. 
ESX Es un servidor con sistema operativo Linux 
adaptado por VMWare, que funciona como 
Hypervisor de máquinas virtuales. La licencia es 
paga. Se licencia por Core de CPU. 
ESXi o VMWare vSphere Hypervisor Es similar a ESX, pero su licencia es gratuita. Tiene 
menos características de configuración y solo trae 
el kernel de VMWare. 
VMWare vSphere Client Se utiliza como cliente de escritorio para 
contactarse contra el servidor ESX. Viene incluida 
en las versiones de ESX, ESXi, Virtual center y 
vSphere. 
Virtual Center Administra varios servidores ESX, que se pueden 
agrupar en clúster y agrega funcionalidades como 
actualizaciones centradas. Necesita de una 
licencia paga. 
vSphere Es una versión avanzada de Virtual Center. Puede 
manejar distintos clústeres de servidores, agrega la 
capacidad de mover maquinas no solo de servidor 
físico, sino también de ubicación en el storage. 
Agrega características como HA, DRS, Fault 
Tolerance, etc. Tiene licencia. 
Converter Se utiliza para convertir maquinas físicas a 
virtuales. 
VMWare Tool Debe instalarse en cada máquina virtual para 
acceder a todas las características y capacidades. 
Fuente: (Marchionni, 2011) 
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6.2. Estudio sobre las preferencias de los usuarios y sus 
razones en Europa y Latinoamérica  
La compañía especializada en el desarrollo de soluciones para la gestión 
unificada de datos corporativos CommVault Systems, con fecha 21 de 
septiembre del 2011, ha dado a conocer los resultados de su estudio de 
mercado sobre la virtualización que se centra en las razones y preferencias 
de los usuarios a la hora de virtualizar sus instalaciones. 
Entre los datos del estudio se destaca el hecho que la virtualización en los 
servidores se ha incrementado de manera notable a lo largo de los últimos 
doce meses. El 34% de los encuestados tiene virtualizado su infraestructura 
Ti en un porcentaje que esta entre el 75% y el 100%. VMWare es la primera 
opción del mercado, seguida de Microsoft y Citrix. 
En cuanto a las razones para llevar a cabo este tipo de proyectos se resumen 
principalmente en tres: la necesidad de ahorrar costos mediante una mayor 
eficiencia operativa, la reducción de los gastos de capital en adquisición de 
licencias y compras de hardware, y la mejora en la facilidad de la gestión. 
Los encuestados muestran elevados índices de apoyo a la virtualización de 
sus aplicaciones críticas de negocio dentro de su entorno de producción, con 
porcentajes que van desde el 93% para servidores de aplicaciones, al 53% 
en aplicaciones de mensajes, pasando por un 84% y un 72% en servidores 
web y bases de datos respectivamente. 
Como último dato relevante, el 90% de los encuestados prefiere contar con 
una única aplicación de Backup para sus entornos virtuales y físicos, antes 
que con productos procedentes de diferentes fabricantes.  
También en el caso de Latinoamérica y en Chile las soluciones de 
virtualización están ganando cada vez más terreno. 
Según las cifras de la industria, en el 2014 el 58% de las empresas había 
desarrollado o estaba desarrollando, algún proyecto de virtualización.  
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Y en Chile, según un estudio del IDC, es probable que para el 2015 se 
sobrepase el 60% de los servidores virtualizados, con una tasa de crecimiento 
del 17% anual. 
En la actualidad, los proyectos de virtualización van desde la consolidación 
de cinco servidores virtuales en una maquina física hasta mega proyectos con 
3.000 servidores virtualizados en ambientes de alta disponibilidad y 
transaccionalidad, como lo exige el sector de las grandes tiendas. 
6.3. Herramientas propietarias y herramientas de código 
abierto  
Herramientas Propietarias: 
Para el presente estudio de mercado se considerarán las herramientas 
propietarias de las cuales las más populares son VMWare vSphere y Citrix 
Xen Server que se especificaran a continuación.  
Tabla 14: Comparación de asignación de licencias de vSphere 4 y vSphere 5 
 VMWare vSphere y 
anteriores Por CPU con 
límites de núcleos y 
memoria física  
 VMWare vSphere 
with operations 
management 5, 
VMWare vSphere 
5 y posteriores por CPU 
Unidad de asignación de 
licencias 
CPU  CPU 
Unidad de SnS CPU  CPU 
Núcleos por procesador Restricciones de las 
ediciones de vSphere 
• 6 núcleos  
• 12 núcleos  
 
< Ilimitada 
Capacidad de RAM física 
por anfitrión 
Restricciones de las 
ediciones de vSphere 
• 256 GB  
• Ilimitada para Enterprise 
Plus 
< Ilimitada 
Fuente: (VMware, Inc, s.f.) 
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Tabla 15: Ediciones de VMWare vSphere 5 
 VMWare vSphere with operations 
magament 
vSphere 
 Standar Enterprice Enterprice 
Plus 
Standar Enterprice Enterprice 
Plus 
Funciones  
VSphere 
Monitoring 
      
Capacity 
Optimization 
      
Operations 
Visibility 
      
Hipervisor       
High 
Avaliability y 
Fault 
Tolerance (1 
vCPU)  
      
Data 
Protection y 
Replication 
      
vShield 
Endpoint 
      
Distributed 
Resource 
Scheduler y 
Distributed 
Power 
Management 
      
Fuente: (VMware, Inc, s.f.) 
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Tabla 16: Paquetes de VMWare y sus precios asociados 
 Paquete de 
View 
Enterprice 
Complemento 
de View 
Enterprice 
Paquete 
de View 
Premier 
Complemento 
de View 
Premier 
Actualización 
de View 
Premier 
VSphere 
for 
Desktops 
     
VCenter 
Server 
Standard 
for 
Desktops 
     
View 
Manager 
     
View 
Composer 
     
Local Mode      
VShield 
Endpoint 
     
ThinApp      
Precios $150 $90 $250 $190 $100 
Fuente: (VMware, Inc, s.f.) 
 
Tabla 17: Comparación de los Kits de vSphere 
 ESSENTIALS KIT ESSENTIALS KIT PLUS 
DESCRIPCION GENERAL Virtualización y 
consolidación de servidores 
con gestión centralizada  
Virtualización y 
consolidación de servidores 
con continuidad del negocio 
ADMINISTRACION 
CENTRALIZADA 
vCenter Server Essentials VCenter Server Essentials 
DERECHO DE LICENCIAS 3 servidores con hasta 2 
procesadores cada uno 
3 servidores con hasta 2 
procesadores cada uno 
FUNCIONES VSphere Hypervisor VSphere Hypervisor, 
vMotion, High Availability, 
Data Protection. 
Fuente: (VMware, Inc, s.f.) 
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Tabla 18: Comparativa de Citrix y VMWare 
Plataforma Citrix VMWare 
Virtualización de Intel GVT-g 
GPU para Windows 
  
Transferencia de Intel GVT-d 
GPU para Windows 
  
Implementaciones de NVIDIA 
GRID con transferencia de 
GPU para Windows 
  
Implementaciones de NVIDIA 
GRID con transferencia de 
GPU para Linux 
  
Implementaciones de NVIDIA 
GRID vGPU para Windows 
  
Implementaciones de NVIDIA 
GRID vGPU para Linux 
  
Precio/rendimiento 
excepcionales para proyectos 
de virtualización de Enterprise 
Server 
  
Fuente: (Citrix XenServer frente a VMware vSphere, s.f.) 
 
Tabla 19: Limites de la máquina virtual Citrix Xen Server 
ITEM  LIMITE 
CPUS VIRTUALES POR VM (LINUX) 32 
CPUS VIRTUALES POR VM (WINDOWS) 32 
RAM POR VM 1.5 TB 
IMÁGENES DE DISCOS VIRTUALES (VDI) 
(INCLUIDO CD-ROM) POR VM 
255 
CD-ROM VIRTUALES DRIVES POR VM 1 
TAMAÑO DE DISCO VIRTUAL (NFS) 2 TB minus 4 GB 
TAMAÑO DE DISCO VIRTUAL (LVM) 2 TB minus 4 GB 
VIRTUAL NICS POR VM 7 
Fuente: (Citrix, 2016) 
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Tabla 20: Limites de host de Citrix Xen Server 
ITEM LIMITE 
PROCESADORES LOGICOS POR HOST 288 
VMS CONCURRENTES POR HOST 1000 
VMS CONCURRENTES PROTEGIDAS POR 
HOST CON HA HABILITADO 
500 
VIRTUAL GPU VMS POR HOST 128 
RAM POR HOST 5 TB 
DISCOS VIRTUALES CONCURRENTES 
ACTIVOS POR HOST 
4096 
NICS FISICOS POR HOST 16 
NICS FISICOS POR BONO DE RED 4 
NICS VIRTUALES POR HOST 512 
VLANS POR HOST 800 
BONOS DE RED POR HOST 4 
GPUS POR HOST 12 
Fuente: (Citrix, 2016) 
 
Tabla 21: Limite de recursos de Citrix 
Ítem Limite 
Computo 
VM por conjunto de recursos 4096 
Hosts por conjunto de recursos 16 
Networking 
VLAN por conjunto de recursos 800 
Host activos por red privada entre servidores 16 
Redes privadas entre servidores por conjunto 
de recursos 
16 
NIC virtuales por red privada entre servidores 16 
NIC virtuales de redes privadas entre 
servidores por conjunto de recursos 
256 
Hosts por controlador vSwitch  64 
NIC virtuales por controlador vSwitch  1024 
VM por controlador vSwitch  1024 
Fuente: (Citrix, 2016) 
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Tabla 22: Funcionalidad del Hypervisor Core XenServer 
Funcionalidad de Core XenServer Hypervisor 
Característica  Descripción  Ediciones 
XenServer 
Gratis/ Estándar 
 
Enterprice 
64-bit Hypervisor            El Xen Project 
Hypervisor en el 
que se ejecutan 
todas las cargas de 
trabajo. 
  
64-bit Control 
dominio 
Ahora los 64-bit, el 
control de dominio 
administra el 
agrupamiento de 
recursos y cargas 
de trabajo que se 
ejecutan en el host 
  
Compatibilidad 
Hardware 
Lista (HCL) 
Soporte 
Citrix trabaja 
activamente con 
los fabricantes de 
hardware para 
asegurar que todos 
los tipos de 
hardware 
comúnmente 
utilizados sean 
probados y 
compatibles con 
Xen Server.  
  
Long Term Service 
Release (LTSR)* 
XenServer LTSR 
ofrece cinco años 
de soporte 
principal, 
opcionalmente 
extensible por otros 
cinco años con 
soporte extendido.  
  
Fuente: (Citrix, 2016) 
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Herramientas de Código Abierto: 
De la misma forma en que se presentaron las herramientas propietarias ahora 
se presentaran las herramientas de código abierto y cabe destacar que estas 
herramientas están disponibles de manera gratuita. 
Se analizarán tres de este tipo de herramientas: Xen Project que es la pionera 
en este ámbito, KVM que está tomando cada vez más fuerza en el mercado 
y por ultimo Proxmox Virtual Environment que es una herramienta reciente 
basada en KVM y Open VZ. 
Vamos a empezar esta parte del estudio de mercado ilustrando a grandes 
rasgos el software Xen Project en las siguientes tablas a continuación: 
Xen Project: 
Tabla 23: Características de Xen Project 
Característica Valor 
Soporta múltiples sistemas operativos 
invitados: Linux, Windows, NetBSD, FreeBSD 
Una tecnología de virtualización, que sólo es 
compatible con algunos sistemas operativos 
invitados esencialmente bloquea la 
organización en esas elecciones en los 
próximos años.   
Escalabilidad El Hipervisor se puede ampliar hasta 4.095 
CPU host con 16 TB de RAM.  
Seguridad Se separa el Hipervisor de los sistemas 
operativos de control y de los huéspedes.  
Flexibilidad Nuestra Hipervisor es el Hipervisor más 
flexible en el mercado, lo que le permite 
adaptar su instalación a sus necesidades.  
Modularidad Nuestra arquitectura es única modular, lo que 
permite un grado de escalabilidad, robustez y 
seguridad conveniente incluso para entornos 
de gran tamaño, críticos, y extremadamente 
seguras.  
La migración VM El software es compatible con migración de 
equipos virtuales.  
Fuente abierta Open Source significa que tiene influencia 
sobre la dirección del código.  
Fuente: (Xen Project, s.f.) 
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Limites en las arquitecturas:  
Tabla 24: Limites en arquitectura de X86 
Arquitecturas X86 
Versiones Xen 
4.0 
Xen 
4.1 
Xen 
4.2 
Xen 4.3 Xen 4.4 Xen 4.5 Xen 4.6 Xen 4.7 Xen 4.8 
CPU 128 >255 4095 4095 4095 4095 4095 4095 4095 
RAM 1 TB 5 TB 5 TB 16 TB 16 TB 16 
TB 
16 
TB 
16 
TB 
16 
TB 
Fuente: (Xen Project Release Features, s.f.) 
 
Tabla 25: Limites en arquitectura ARM 
Arquitectura ARM 
Versiones Xen 4.3 Xen 4.4 Xen 4.5 Xen 4.6 Xen 4.7 Xen 
4.8 
CPU 8 8 8 8 para 
32 bits 
128 
para 64 
bits 
8 para 
32 bits 
128 
para 64 
bits 
8 para 
32 bits 
128 
para 
64 bits 
RAM 16 GB 16 GB 16 GB 
32 bits 
5 TB 64 
bits 
16 GB 
32 bits 
5 TB 64 
bits 
16 GB 
32 bits 
5 TB 64 
bits 
16 GB 
32 bits 
5 TB 
64 bits 
Fuente: (Xen Project Release Features, s.f.) 
Límites de los huéspedes: 
Tabla 26: Limites en X86 PV en los huéspedes 
Arquitecturas X86 PV  
Versiones Xen 4.0 Xen 4.1 Xen 4.2 Xen 4.3 Xen 4.4 Xen 4.5 Xen 4.6 Xen 4.7 Xen 4.8 
CPU 
virtuales 
128 >255 512 512 512 512 512 512 512 
RAM 
virtual 
512 
GB 
512 
GB 
512 
GB 
512 
GB 
512 
GB 
512 
GB 
512 
GB 
>1 
TB 
>1 
TB 
Fuente: (Xen Project Release Features, s.f.) 
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Tabla 27: Limites en X86 HVM de los huéspedes 
Arquitecturas X86 HVM  
Versiones Xen 4.0 Xen 4.1 Xen 4.2 Xen 4.3 Xen 4.4 Xen 4.5 Xen 4.6 Xen 4.7 Xen 4.8 
CPU 
virtuales 
128 128 128 128 128 128 128 128 128 
RAM 
virtual 
1 TB 1 
TB 
1 
TB 
1 
TB 
1 
TB 
1 
TB 
1 
TB 
1 
TB 
1 
TB 
Fuente: (Xen Project Release Features, s.f.) 
 
Tabla 28: Limites ARM de los clientes 
ARM  
Versiones Xen 4.3 Xen 4.4 Xen 4.5 Xen 4.6 Xen 4.7 Xen 4.8 
CPU 
virtuales 
8 8 8 8 32 
para 
bits 
128 
para 64 
bits 
8 32 
para 
bits 
128 
para 64 
bits 
8 32 
para 
bits 
128 
para 64 
bits 
RAM 
virtual 
16 GB 16 GB 1 TB 1 TB 1 TB  1 TB 
Fuente: (Xen Project Release Features, s.f.) 
Número de canales de eventos: 
Tabla 29: Número de canales de eventos 
N° de canales de eventos 
Ca
nal
es 
de 
ev
ent
os 
102
4/40
96 
102
4/40
96 
102
4/40
96 
102
4/40
96 
13
10
72 
13
10
72 
13
10
72 
13
10
72 
13
10
72 
Fuente: (Xen Project Release Features, s.f.) 
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Open VZ: 
Plataforma de virtualización características generales: 
Tabla 30: Comparativa de las plataformas de virtualización del mercado 
Característica OpenVz Virtuozzo 
7 
LXC Proxmox 
VE 
Hyper-V 
2012 R2 
Citrix Xen 
Server 6.5 
Hipervisor No Si No Si Si Si 
Tecnología 
Hipervisor 
No Parallels Ninguna KVM Hyper-V  Xen 
Tecnología 
de 
contenedores 
Virtuozzo Virtuozzo 
con 
mejoras 
Contenedores 
Linux  
LXC No No 
Exceso de 
memoria 
Si Si, con 
VCMMD  
Si Si Si Si 
Gestión de 
memoria en 
línea 
No Si N/A No Si No 
Integración 
Open Stack 
Solo Nova Si Si No Si Si 
GUI 
Integrada 
Si, tercero Si, Virtual 
Automator 
Si, tercero Si Si, System 
Center VM 
Manager 
Si, 
XenCenter 
Instantánea 
de live VE 
Si Si Si Si Si Si 
Respaldo 
integrado 
No Si No Si Si No 
Plantillas de 
VE 
Solo CT Si Plantillas 
OpenVz 
Si Si Si 
HA Integrado No Si No Si Si Si 
Fuente 
abierta 
Si No Si Si No No (existe 
una 
edición de 
fuente 
abierta) 
Licencia No Si No No Si Si 
Política EOL 5 años 
soporte 
7 años 
soporte 
  11 años 
de apoyo 
 
Fuente: (Open VZ, s.f.) 
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Proxmox Virtual Environment: 
Tabla 31: Comparativa de herramientas que ofrece el mercado 
Características Proxmox VE VMWare 
vSphere 
Windows 
Hyper-V 
Citrix 
XenServer 
Soporte del 
sistema 
operativo 
invitado 
Windows y 
Linux (KVM)  
Otros 
sistemas 
operativos se 
sabe que 
funcionan y 
son 
compatibles 
con la 
comunidad 
Windows, 
Linux, UNIX 
Moderno 
sistema 
operativo 
Windows, el 
soporte de 
Linux se limita 
La mayor 
parte del 
sistema 
operativo de 
Windows, 
soporte 
para Linux 
es limitado 
Open source Sí no no sí 
Contenedores 
de Linux (LXC) 
Sí no no no 
Simple vista de 
gestión 
Sí 
Sí, pero 
requiere 
servidor de 
administración 
dedicada (o 
VM) 
Sí, pero 
requiere 
servidor de 
administración 
dedicada (o 
VM) 
sí 
Estructura de 
suscripción 
simple 
Sí, un precio 
de 
suscripción, 
todas las 
características 
habilitado 
no no no 
Alta 
disponibilidad 
Sí sí 
Requiere 
Microsoft 
conmutación 
por error, 
invitado 
limitada 
compatibilidad 
con sistemas 
operativos 
sí 
Capturas de la 
VM 
Sí sí limitado sí 
Hypervisor Sí sí sí sí 
Migración de 
máquina 
virtual 
Sí sí sí sí 
Max RAM y 
CPU por host 
160 CPU / 2 
TB RAM 
160 CPU / 2 
TB RAM 
64 CPU / 1 TB 
RAM 
? 
Fuente: (Proxmox, 2017) 
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Tabla 32: Datasheet y precios de Proxmox 
Características Premium Standar Básico Comunitario 
Actualizaciones 
estables a través 
del repositorio de 
Enterprice 
Si Si Si Si 
Soporte técnico Vía portal cliente Vía portal cliente Vía portal cliente Vía foro 
comunidad 
Boletos de 
asistencia 
incluidos 
Ilimitado 10 por año 3 por año ninguno 
Tiempo de 
respuesta 
1 día hábil 1 día hábil 1 día hábil n/a 
Soporte remoto 
vía SSH 
Si Si No No 
Precio (euro) 66,33 33,17 19,99 5,83 
Fuente: (Proxmox, 2017) 
 
6.4. Conclusiones Generales 
De los resultados obtenidos en el estudio de mercado se puede concluir lo 
siguiente: 
Según los datos recopilados por (Gartner, 2016), aunque el mercado de 
virtualización de servidores sé espera que alcance una recaudación de 5.600 
millones de dólares durante el 2016, lo que supone un incremento en el 
crecimiento de un 5.7% respecto al año 2015, por primera vez en más de una 
década las licencias de software van a disminuir, según las previsiones 
realizadas por la consultora tecnológica Gartner. De esta forma el crecimiento 
vendrá de la mano del mantenimiento. Esto a juicio de Michael Warrilow, 
director de investigación de Gartner, indica que este segmento del mercado 
ha madurado rápidamente en los últimos años, con muchas organizaciones 
que tienen tasas de virtualización de servidores que superan el 75%. 
Según Gartner VMWare sigue liderando el mercado, aunque Microsoft está 
haciendo sus deberes para plantearle competencia en el entorno empresarial. 
Y también se destaca la aparición de varios nuevos competidores como Citrix, 
80 
 
Oracle y Red Hat entre otras, además de la expansión de vendedores en el 
mercado chino. Y en este contexto cada vez va adquiriendo mayor presencia 
la virtualización de sistemas operativos en contenedores o el cloud computing. 
 Por otro lado, se confirma que las tendencias varían según el tamaño de la 
organización.  
Y los analistas de Gartner se muestran convencidos de que las 
organizaciones están aumentando el uso de equipos físicos, es decir, en la 
elección de la ejecución de servidores sin la necesidad de virtualización. De 
hecho, más del 20% de estas organizaciones esperan tener menos de un 
tercio de sus sistemas operativos de servidores x86 virtualizados durante el 
2017, el doble de la cantidad reportada para el año 2015. 
Según la revista Gerencia en el año 2009 la virtualización en Chile según 
estadísticas de la misma revista la virtualización de servidores alcanza el 15% 
que ya están siendo virtualizados, mientras que en los países desarrollados 
esta cifra alcanza el 20% durante el año 2009. 
También hay que enfatizar en los aspectos negativos que son de vital 
importancia para que la empresa pueda seguir estando activa en el mercado 
y eso se ilustrara a continuación con las siguientes estadísticas. 
A causa de la perdida de datos el 70% de las empresas afectadas cierran en 
menos de un año. 
El 50% de las empresas que pierden su información a causas de desastres 
estas desaparecen inmediatamente, mientras el 93% desaparece en un año.  
No es un dato menor que en el 68% de las ocasiones la pérdida de datos 
suele ocurrir debido a una falla de hardware o un error humano; ambos tienen 
potencial para crear situaciones difíciles de manejar. 
Para reducir este riesgo se debe considerar mantener copias de seguridad al 
menos en ubicaciones distintas, y por supuesto la última solución 
comprobada: virtualizar sitios de respaldo. Los departamentos de TI son las 
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víctimas más comunes de pérdida de datos y, por tanto, tienen que ser más 
cautelosos al momento de implementar tecnologías inteligentes para evitar 
este tipo de situaciones. A continuación, se muestra un detalle de los riesgos 
que las empresas corren debido a la ausencia de una solución: 
 Reportado por Gartner: el 25% de los PC sufrirá una pérdida de datos este 
año. 
 Según Forrester, el 24% de las empresas reveló que se han enfrentado al 
menos a un desastre en sus datos. 
 Gartner señaló que el costo promedio del tiempo de inactividad para una 
empresa mediana es de US$ 70.000 por hora. 
 De acuerdo con Ponemon Instituto, el 95% de las organizaciones se 
encontró con fallos de datos del año pasado. 
 Veeam Informe 2013 reveló que el 74% de las empresas no toman copia 
de seguridad de los servidores virtuales. 
 PricewaterhouseCooper informó que el 70% de las empresas que se 
enfrentan a enormes pérdidas de datos pierden su negocio dentro de un 
año. 
Además de las pérdidas importantes, de acuerdo con Veeam Informe, hay 
muchos desafíos vienen a través de las industrias, tales como: 
 23% de las empresas se enfrentan a problemas de copia de seguridad de 
los datos en cinta. 
 28% dijo que las restauraciones fallan con mucha frecuencia. 
 38% de las empresas dicen que la recuperación toma mucho tiempo. 
 58% de las empresas tienen previsto reemplazar sus sistemas de copia 
de seguridad para los sistemas virtuales en los próximos 24 meses. 
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Figura 34: Estadísticas de incidentes y perdida de información por año 
 
Fuente: (Henriquez, 2015) 
6.5. Comentarios Finales  
De los resultados obtenidos en el estudio de mercado y según las soluciones 
analizadas que ofrece el mercado se puede aseverar los siguientes 
comentarios: 
Es un hecho, el tema ya ha despertado la preocupación en empresas de todos 
los rubros. La pérdida de los datos es uno de los casos más terribles por los 
cuales las empresas llegan a situaciones de cierre o cese de operaciones. 
Según la revista Gerencia esta tendencia ha estado marcada por el ahorro de 
costos como principal motor de desarrollo, pero los proveedores de tecnología 
intentan desmarcarse de este inicio, para avanzar a niveles superiores. Y es 
que, como aseguran, la disminución del gasto en TI es sólo una de sus 
ventajas. Más allá están la agilidad, flexibilidad y dinamismo que la 
virtualización aporta a la infraestructura tecnológica de una compañía. 
El concepto virtualización está presente en el mundo de las Tecnologías de 
Información desde hace más de tres décadas, pero a partir del 2000 se ha 
vuelto significativamente más relevante. Una de las razones que lo han 
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popularizado “es su capacidad de ‘colocar’ como indica Nelson Abarza, 
Gerente de Ventas de DWS varias máquinas (servidores) en una sola, 
permitiendo a las organizaciones disminuir sus costos, administrar de manera 
más eficiente su infraestructura de TI y flexibilizar su operación”. 
Hoy, a diez años de la arremetida de la virtualización en el mercado de la 
tecnología, el desafío es diferente. Según explica Jaime Guzmán, Gerente de 
Negocios de IT Bróker, "el objetivo es transportar el mundo real al virtual, pero 
masivamente". 
En este avance, las compañías proveedoras han adoptado distintas 
estrategias. Para varias de ellas la virtualización es un concepto holístico, más 
allá de la unificación de servidores. De acuerdo a José Francisco Ovalle, 
Gerente de Ventas Área Data Centers de Sun Microsystems, "la virtualización 
involucra el escritorio, el almacenamiento, la red y la data center". En el 
mercado de la virtualización queda mucho por crecer. Claramente las grandes 
y medianas empresas del mundo corporativo e industrial ya han entendido la 
necesidad de virtualizar su plataforma de servidores, pero ése es sólo el 
comienzo. 
Hay momentos en que la pérdida de datos obliga a las empresas a cerrar. 
Obviamente, no todos los incidentes tienen el mismo impacto, sin embargo, 
de cualquier forma, la falta de información afectará a los usuarios internos y 
externos de una organización. 
Por lo general para hacer frente a este tipo de situaciones, las empresas 
utilizan sistemas de copia de seguridad y/o respaldo en diversos formatos 
tales como cinta, discos externos o servidores físicos; si bien estos sistemas 
resultan ser útiles para almacenar datos sensibles, muchas veces se 
almacenan en condiciones de igual o mayor riesgo. 
La información fue obtenida por el escrito de Sandra Henríquez: (Henriquez, 
2015). 
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7. Enfoques Metodológicos  
Para llevar a cabo este proyecto nos vamos a enfocar en la metodología en 
cascada y en la gestión de dirección de proyectos específicamente en la 
integración, alcance, tiempo, calidad, comunicaciones y en los riesgos de este 
proyecto. 
7.1. Metodología de Trabajo 
1) Definición de las tareas realizadas: Se van a definir todas las actividades 
y las tareas ya realizadas en la primera parte del presente proyecto. 
2) Elección de la herramienta de virtualización: Se van a analizar las diversas 
herramientas que ofrece el mercado en especial las soluciones gratuitas 
de cogido abierto.  
3) Desarrollo e implementación del servidor virtual: Se va a desarrollar en 
base a los requisitos mínimos que se debe tener en hardware para llevar 
a cabo la virtualización del servidor. 
4) Pruebas y comprobación de las herramientas de medición: Se va a realizar 
las pruebas finales del servidor virtual y también se van a realizar pruebas 
a las herramientas de medición para verificar su cumplimiento con las 
métricas del proyecto y se tomara en consideración a los valores 
esperados de la métrica. 
5) Cierre del proyecto: Se concluirá en las ventajas y precauciones que hay 
que tener en cuenta a la hora de virtualizar un servidor y también se 
concluirá sobre su funcionamiento con los respectivos comentarios finales 
sobre el mismo.  
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Figura 35: Modelo en cascada para el proyecto 
 
7.2. Metodología de Gestión 
La metodología de gestión seleccionada para el presente proyecto es la 
dirección de proyectos que se va a basar en el PMBOK la tercera edición.  
Diagrama de flujo: 
El diagrama de flujo es una representación resumida de las entradas y salidas 
de un proceso, que fluyen de forma descendente en todos los procesos de un 
área de conocimiento especifica. A pesar de que los procesos se presentan 
aquí como elementos discretos con interfaces bien definidas, en la práctica 
son iterativos, y pueden solaparse e interactuar de maneras que no se 
detallaran en este guía en la que se basa esta sección de este informe. 
A continuación, se ilustra la leyenda de los diagramas de flujo. 
Figura 36: Leyendas de un diagrama de flujo 
 
Fuente: (Project Management Institute, Inc., 2004) 
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Interacciones entre procesos: 
Los grupos de procesos de dirección de proyectos están relacionados por los 
resultados que producen. La salida de un proceso, por lo general, se convierte 
en una entrada a otro proceso o es un producto entregable del proyecto. El 
grupo de procesos de planificación proporciona al grupo de procesos de 
ejecución un plan de gestión del proyecto documentado y un enunciado del 
alcance del proyecto, y a menudo actualiza el plan de gestión del proyecto a 
medida que avanza el proyecto. Además, los grupos de procesos pocas veces 
son eventos discretos o que ocurren una única vez; son actividades 
superpuestas que se producen con distintos niveles de intensidad a lo largo 
del proyecto. En la siguiente figura se ilustra cómo interactúan los grupos de 
procesos y el nivel de superposición en distintos momentos dentro de un 
proyecto. Si el proyecto se divide en tres fases, los grupos de procesos 
interactúan dentro de una fase del proyecto y también pueden entrecruzarse 
entre las fases del proyecto.  
Figura 37: Nivel de interacción entre procesos 
 
Fuente:  (Project Management Institute, Inc., 2004) 
Entre los grupos de procesos y sus procesos, las salidas de los procesos se 
relacionan y tienen un impacto sobre los otros grupos de procesos. 
Cuando un proyecto está dividido en fases, los grupos de procesos 
normalmente se repiten dentro de cada fase durante la vida del proyecto para 
posibilitar su conclusión efectiva.  
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Sin embargo, así como no todos los procesos serán necesarios en todos los 
proyectos, no todas las interacciones serán aplicables a todos los proyectos 
o fases del proyecto. Por ejemplo: 
En los proyectos que dependen de recursos únicos, pueden establecerse 
roles y responsabilidades antes de la definición del alcance, dado que lo que 
se puede hacer depende de quien esté disponible para hacerlo. 
Algunas entradas del proceso se definen previamente como restricciones. Por 
ejemplo, la dirección puede establecer una fecha de conclusión objetivo en 
lugar de dejar que esa fecha sea determinada por el proceso de planificación. 
Una fecha de conclusión impuesta, a menudo, requerirá establecer un 
cronograma hacia atrás a partir de esa fecha, y puede aumentar el riesgo del 
proyecto, sumar costes, comprometer la calidad o, en casos extremos, exigir 
un cambio significativo en el alcance. 
Grupo de procesos de cierre: 
El grupo de procesos de cierre incluye los procesos utilizados para finalizar 
formalmente todas las actividades de un proyecto o de una fase de un 
proyecto, entregar el producto terminado a terceros o cerrar un proyecto 
cancelado. Este grupo de procesos, una vez completados, se verifica que los 
procesos definidos se completan dentro de todos los grupos de procesos para 
cerrar el proyecto o una fase del proyecto, según corresponda, y establece 
formalmente que se ha finalizado un proyecto o una fase del proyecto. Ver la 
figura 38. 
Figura 38: Grupo de procesos de cierre 
 
Fuente: (Project Management Institute, Inc., 2004) 
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El grupo de procesos de cierre incluye los siguientes procesos de dirección 
de proyectos: 
Cerrar proyecto: Es el proceso necesario para finalizar todas las actividades 
de todos los grupos de procesos a fin de cerrar formalmente el proyecto o una 
fase del proyecto. 
Tabla 33: Cerrar proyectos, entradas y salidas 
Entradas Salidas 
Plan de gestión del 
proyecto 
Procedimiento de cierre 
administrativo 
Documentación del 
contrato 
Procedimiento de cierre del 
contrato 
Factores ambientales de la 
empresa 
Producto, servicio o 
resultado final 
Activos de los procesos de 
la organización  
Activos de los procesos de 
la organización 
(actualizaciones) 
Información sobre el 
rendimiento del trabajo 
 
Productos entregables  
Fuente: (Project Management Institute, Inc., 2004) 
Cierre del contrato: Es el proceso necesario para completar y aprobar cada 
contrato, incluyendo la resolución de cualquier tema pendiente y el cierre de 
cada contrato aplicable al proyecto o a una fase del proyecto. 
Tabla 34: Cierre del contrato, entradas y salidas 
Entradas Salidas 
Plan de gestión de 
adquisiciones 
Contratos completados 
Plan de gestión del 
contrato 
Activos de los procesos 
de la organización 
(actualizaciones) 
Documentación del 
contrato 
 
Procedimiento de cierre 
del contrato 
 
Fuente: (Project Management Institute, Inc., 2004) 
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Figura 39: Grupos de procesos de la dirección de proyectos 
 
Fuente: (Carazo, 2010) 
Se puede llegar a concluir que solamente se utilizara solo una parte de todos 
los grupos de gestión de procesos y los que se van a considerar son: gestión 
de la integración del proyecto, gestión del alcance del proyecto, gestión del 
tiempo, gestión de calidad y gestión de riesgos del proyecto. 
Ya son las gestiones que se aplican a este proyecto y son las que tienen 
mayor relevancia para el mismo. 
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8. Plan de Tesis 
8.1. Definición de Tareas 
El tiempo aproximado es de cuatro meses esto considerando la revisión y la 
presentación final. 
Las tareas que se van a realizar se definen en el apartado 7.2 Metodología de 
Gestión. En la siguiente figura representa el EDT con las tareas que se van a 
realizar. 
Figura 40: EDT 
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8.2. Relación de dependencia entre tareas 
Existe una relación de dependencia entre las tareas, dado que, para la 
metodología a utilizar modelo en cascada, estas deben completarse en forma 
secuencial, es decir, una tarea no puede empezar a realizarse si no se ha 
terminado la tarea anterior, pero esto no implica que no se puedan superponer 
en la práctica estas tareas se superponen. 
8.3. Hitos 
Entre los principales hitos incluidos en la EDT se pueden destacar los siguientes 
de la carta Gantt realizada: 
Tabla 35: Asignación de las tareas 
Nombre de tarea Duración Comienzo Fin 
Inicio del proyecto 335 días 
vie 10-03-
17 
vie 22-06-
18 
Hacer introducción 6 días 
vie 10-03-
17 
lun 20-03-
17 
Realizar contexto 6 días 
vie 10-03-
17 
lun 20-03-
17 
Realizar motivación 6 días 
vie 10-03-
17 
lun 20-03-
17 
Identificación del problema 30 días 
vie 24-03-
17 
vie 05-05-
17 
Realizar el análisis del problema 11 días 
vie 24-03-
17 
lun 10-04-
17 
Realizar le diagrama de causa-
efecto 
15 días 
vie 14-04-
17 
vie 05-05-
17 
Definir los objetivos e hipótesis 46 días 
vie 05-05-
17 
lun 10-07-
17 
Definir el objetivo general 5 días 
vie 05-05-
17 
vie 12-05-
17 
Definir los objetivos específicos 11 días 
vie 12-05-
17 
lun 29-05-
17 
Realizar las métricas del 
proyecto 
31 días 
vie 26-05-
17 
lun 10-07-
17 
Definir los supuestos 11 días 
vie 12-05-
17 
lun 29-05-
17 
Definir el alcance  16 días 
vie 05-05-
17 
lun 29-05-
17 
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Definir el alcance del problema 6 días 
vie 05-05-
17 
lun 15-05-
17 
Definir las limitaciones del 
alcance 
6 días 
vie 12-05-
17 
lun 22-05-
17 
Definir los supuestos 6 días 
vie 19-05-
17 
lun 29-05-
17 
Realizar el marco teórico 16 días 
vie 02-06-
17 
lun 26-06-
17 
Análisis 70 días 
vie 26-05-
17 
lun 12-06-
17 
Realizar el estudio de mercado 11 días 
vie 26-05-
17 
lun 12-06-
17 
Analizar los casos de éxito 6 días 
vie 02-06-
17 
lun 12-06-
17 
Realizar un estudio sobre las 
preferencias de los clientes 
4 días 
mar 13-06-
17 
lun 19-06-
17 
Analizar las herramientas 
propietarias 
6 días 
jue 15-06-
17 
vie 23-06-
17 
Analizar las herramientas de 
código abierto 
5 días 
lun 19-06-
17 
lun 26-06-
17 
Realizar las conclusiones 
generales 
6 días 
vie 23-06-
17 
lun 03-07-
17 
Realizar los comentarios finales 12 días 
vie 16-06-
17 
mar 04-07-
17 
Realizar los enfoques 
metodológicos 
13 días 
vie 16-06-
17 
mié 05-07-
17 
Definir la metodología de 
trabajo 
7 días 
vie 23-06-
17 
mar 04-07-
17 
Definir la metodología de 
gestión 
8 días 
vie 23-06-
17 
mié 05-07-
17 
Realizar el plan de tesis 35 días? 
vie 30-06-
17 
vie 18-08-
17 
Realizar la definición de tareas 35 días 
vie 30-06-
17 
vie 18-08-
17 
Realizar la relación de 
dependencia entre las tareas 
3 días 
vie 30-06-
17 
mié 05-07-
17 
Definir los hitos  1 día 
lun 14-08-
17 
mar 15-08-
17 
Definir los recursos 35 días 
vie 30-06-
17 
vie 18-08-
17 
Realizar la captura de 
requerimientos 
31 días 
jue 17-08-
17 
vie 29-09-
17 
Realizar la evaluación de las 
soluciones 
11 días 
jue 28-09-
17 
vie 13-10-
17 
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Analizar las soluciones evaluadas 6 días 
jue 28-09-
17 
vie 06-10-
17 
Analizar las soluciones 
seleccionadas 
7 días 
mié 04-10-
17 
vie 13-10-
17 
Desarrollo e implementación 16 días 
jue 12-10-
17 
vie 03-11-
17 
Definir la propuesta del proyecto 6 días 
vie 13-10-
17 
lun 23-10-
17 
Definir el proceso del proyecto 6 días 
vie 13-10-
17 
lun 23-10-
17 
Definir los artefactos y roles 6 días 
vie 20-10-
17 
lun 30-10-
17 
Realizar los procedimientos para 
la aplicación 
6 días 
mié 01-11-
17 
jue 09-11-
17 
Pruebas 166 días 
jue 05-10-
17 
vie 25-05-
18 
Revisar la comparación de los 
resultados respecto a las 
métricas 
137 días 
mié 15-11-
17 
vie 25-05-
18 
Cierre del proyecto 6 días 
mié 06-06-
18 
jue 14-06-
18 
Hacer las conclusiones 3 días 
lun 11-06-
18 
jue 14-06-
18 
Hacer las reflexiones finales 3 días 
lun 11-06-
18 
jue 14-06-
18 
Realizar el glosario 2 días 
lun 04-12-
17 
mié 06-12-
17 
Definir los términos 2 días 
lun 04-12-
17 
mié 06-12-
17 
Definir las siglas 2 días 
lun 04-12-
17 
mié 06-12-
17 
Realizar la bibliografía 195 días 
vie 10-03-
17 
vie 08-12-
17 
Anexos y apéndices 8 días 
vie 02-03-
18 
mié 14-03-
18 
Asignar los implementos 
adicionales 
7 días 
mar 06-03-
18 
mié 14-03-
18 
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Figura 41: Carta Gantt estimada del proyecto  
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Figura 42: Carta Gantt del tiempo real del proyecto 
 
 
8.4. Recursos 
Es importante para el desarrollo del presente proyecto el poder contar con la 
tutoría del profesor guía y del profesor correferente, quienes entregaran las 
directrices a seguir a lo largo de la duración de este proyecto.  
Además, el profesor guía con el cual se va a contar con la información que 
nos proporcionara de los servidores de le empresa de telecomunicaciones, en 
caso de ser necesario y además de que va a aportar con las correcciones que 
correspondan durante el desarrollo de este proyecto. 
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8.5. Captura de Requerimientos 
8.5.1. Requerimientos Funcionales 
Tabla 36: Requerimiento funcional N°1 
Identificación del requerimiento: RF01 
Nombre del requerimiento: Registrar usuario  
Características:  Los usuarios deberán registrarse antes de 
poder ingresar al servidor. 
Descripción del requerimiento: Se van a registrar los datos de los usuarios del 
servidor antes de que procedan a su posterior 
acceso. 
Requerimiento no funcional: RNF01 
RNF02 
RNF03 
RNF04 
Prioridad del requerimiento:  Alta 
 
Tabla 37: Requerimiento funcional N°2 
Identificación del requerimiento: RF02 
Nombre del requerimiento: Asignar permisos al usuario 
Características:  Los usuarios que este registrados en el 
sistema se les asignaran los permisos 
correspondientes para consultar o modificar 
alguna  sección del servidor. 
Descripción del requerimiento: Se van a asignar los permisos según 
corresponda al rol de cada usuario que ingrese 
al servidor.  
Requerimiento no funcional: RNF01 
RNF02 
RNF03 
RNF04 
RNF05 
RNF06 
Prioridad del requerimiento:  Alta 
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Tabla 38: Requerimiento funcional N°3 
Identificación del requerimiento: RF03 
Nombre del requerimiento: Autenticar usuario 
Características:  Los usuarios deberán identificarse para poder 
acceder a cualquier sección del servidor 
Descripción del requerimiento: Se solicitara a los usuario sus datos de 
autenticación como su identificador y una 
contraseña. 
Requerimiento no funcional: RNF01 
RNF02 
RNF03 
RNF04 
RNF05 
RNF06 
Prioridad del requerimiento:  Alta 
 
Tabla 39: Requerimiento funcional N°4 
Identificación del requerimiento: RF04 
Nombre del requerimiento: Consultar estado del hardware del servidor 
Características:  Los usuarios podrán consultar el estado del 
hardware del servidor. 
Descripción del requerimiento: Se procederá a consultar el estado del 
hardware del servidor basándose en las 
métricas del presente proyecto. 
Requerimiento no funcional: RNF01 
RNF02 
RNF03 
RNF04 
Prioridad del requerimiento:  Alta 
 
 
 
 
 
 
 
 
98 
 
Tabla 40: Requerimiento funcional N°5 
Identificación del requerimiento: RF05 
Nombre del requerimiento: Consultar el estado de la red del servidor 
Características:  Los usuarios podrán consultar el estado de la 
red del servidor. 
Descripción del requerimiento: Se procederá a consultar el estado de la red 
del servidor basándose en las métricas del 
presente proyecto.  
Requerimiento no funcional: RNF05 
RNF06 
Prioridad del requerimiento:  Alta 
 
Tabla 41: Requerimiento funcional N°6 
Identificación del requerimiento: RF06 
Nombre del requerimiento: Generar informes del estado del servidor 
Características:  A partir de las consultas del estado del servidor 
se generaran los informes de su estado de 
hardware y de red. 
Descripción del requerimiento: A partir de los requerimientos 4 y 5 se 
generaran los informes correspondientes al 
estado del servidor para asegurar su óptimo 
funcionamiento. 
Requerimiento no funcional: RNF01 
RNF02 
RNF03 
RNF04 
RNF05 
RNF06 
Prioridad del requerimiento:  Alta 
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Tabla 42: Requerimiento funcional N°7 
Identificación del requerimiento: RF07 
Nombre del requerimiento: Enviar por correo electrónico los informes con 
el detalle del estado del servidor 
Características:  Se van a enviar por correo electrónico los 
informes previamente generados del estado 
del servidor. 
Descripción del requerimiento: A partir de los informes previamente 
generados del estado del servidor estos se van 
a enviar por correo electrónico a los usuarios 
que estén previamente registrados en el 
servidor. 
Requerimiento no funcional: RNF01 
RNF02 
RNF03 
RNF04 
RNF05 
RNF06 
Prioridad del requerimiento:  Alta 
 
Tabla 43: Requerimiento funcional N°8 
Identificación del requerimiento: RF08 
Nombre del requerimiento: Modificar los recursos al hardware del servidor 
Características:  Según lo que necesite el usuario se van a 
modificar los recursos al hardware según sus 
necesidades. 
Descripción del requerimiento: Se van a modificar los recursos del hardware 
del servidor según los requerimientos del 
usuario. 
Requerimiento no funcional: RNF01 
RNF02 
RNF03 
RNF04 
Prioridad del requerimiento:  Alta 
 
 
 
 
 
100 
 
Tabla 44: Requerimiento funcional N°9 
Identificación del requerimiento: RF09 
Nombre del requerimiento: Modificar los recursos de red del servidor 
Características:  Según los requerimientos del usuario se van a 
modificar los recursos de la red del servidor 
según las necesidades del usuario. 
Descripción del requerimiento: Se van a modificar los recursos de la red según 
los requerimientos del usuario. 
Requerimiento no funcional: RNF05 
RNF06 
Prioridad del requerimiento:  Alta 
 
Tabla 45: Requerimiento funcional N°10 
Descripción del requerimiento RF10 
Nombre del requerimiento Asignar recursos al hardware del servidor 
Características Se van a asignar recursos ya sea adicionales 
o administrar los recursos del hardware del 
servidor. 
Descripción del requerimiento Se van a asignar los recursos del hardware del 
servidor según las necesidades del usuario. 
Requerimiento no funcional RNF01 
RNF02 
RNF03 
RNF04 
Prioridad del requerimiento Alta 
 
Tabla 46: Requerimiento funcional N°11 
Descripción del requerimiento RF11 
Nombre del requerimiento Asignar recursos de red al servidor 
Características Se van a asignar recursos ya sea adicionales 
o administrar los recursos de la red del 
servidor. 
Descripción del requerimiento Se van a asignar los recursos de la red del 
servidor según las necesidades del usuario. 
Requerimiento no funcional RNF05 
RNF06 
Prioridad del requerimiento Alta 
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Tabla 47: Requerimiento funcional N°12 
Identificación del requerimiento: RF12 
Nombre del requerimiento: Desconexión del servidor  
Características:  El usuario se desconectara del servidor en un 
determinado plazo de tiempo. 
Descripción del requerimiento: El usuario se podrá desconectar del servidor y 
en el caso de que no se desconecte su sesión 
se desconectara en un determinado plazo de 
tiempo. 
Requerimiento no funcional: RNF01 
RNF02 
RNF03 
RNF04 
RNF05 
RNF06 
Prioridad del requerimiento:  Alta 
 
8.5.2. Requerimientos no Funcionales 
Tabla 48: Requerimiento no funcional N°1 
Identificación del  requerimiento RNF01 
Nombre del requerimiento Uso de la CPU  
Características Se va a garantizar al usuario que la CPU no 
tenga un gran porcentaje de uso para no 
sobrecargar el servidor. 
Descripción del requerimiento El servidor va a disponer de los recursos que 
se necesiten en la CPU, para el óptimo 
funcionamiento del servidor 
Prioridad del requerimiento Alta 
 
Tabla 49: Requerimiento no funcional N°2 
Identificación del  requerimiento RNF02 
Nombre del requerimiento Uso de memoria RAM 
Características Se va a garantizar al usuario que la memoria RAM no tenga 
altos porcentajes de uso para no sobrecargar el servidor. 
Descripción del requerimiento El servidor va a disponer de los recursos que se necesiten 
en la memoria RAM, para el óptimo funcionamiento del 
servidor. 
Prioridad del requerimiento Alta 
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Tabla 50: Requerimiento no funcional N°3 
Identificación del  requerimiento RNF03 
Nombre del requerimiento Uso de la memoria cache 
Características Se va a garantizar al usuario que la memoria 
cache va a estar optimizada para asegurar el 
óptimo funcionamiento del servidor. 
Descripción del requerimiento El servidor va a disponer de los recursos 
óptimos que se necesiten en la memoria 
cache, para el correcto funcionamiento del 
servidor.  
Prioridad del requerimiento Alta 
 
Tabla 51: Requerimiento no funcional N°4 
Identificación del  requerimiento RNF04 
Nombre del requerimiento Uso del disco duro 
Características Se va a garantizar que se disponga de los 
suficientes recursos en el tamaño del disco 
duro y para sus operaciones de entrada y 
salida.  
Descripción del requerimiento El usuario va a disponer de los recursos que 
sean necesarios en el disco duro, para el 
óptimo funcionamiento del servidor. 
Prioridad del requerimiento Alta 
 
Tabla 52: Requerimiento no funcional N°5 
Identificación del  requerimiento RNF05 
Nombre del requerimiento Uso de la tarjeta de red  
Características Se va a garantizar al usuario que disponga de 
los recurso óptimos de la tarjeta de red con la 
menor cantidad de errores. 
Descripción del requerimiento El usuario va a disponer de los recursos 
necesarios de la tarjeta de red con la menor 
cantidad de errores. 
Prioridad del requerimiento Alta 
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Tabla 53: Requerimiento no funcional N°6 
Identificación del  requerimiento RNF06 
Nombre del requerimiento Uso del ancho de banda 
Características Se va a garantizar al usuario que va a disponer 
del optimo ancho de banda para que pueda 
realizar lo que requiera del servidor. 
Descripción del requerimiento El usuario va a disponer del ancho de banda 
óptimo para el correcto funcionamiento del 
servidor.  
Prioridad del requerimiento Alta 
 
8.5.3. Matriz de trazabilidad  
Tabla 54: Matriz de trazabilidad 
OE/RF RF-01 RF-02 RF-03 RF-04 RF-05 RF-06 RF-07 RF-8 RF-9 RF-10 RF-11 RF-12 
OE-1             
OE-2             
OE-3             
OE-4             
OE-5             
OE-6             
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9. Evaluación de Soluciones 
Para la realización del presente proyecto se van a evaluar varios aspectos de 
las soluciones vistas anteriormente en el estudio de mercado 
correspondientes al punto 6 del presente informe, que van desde las 
herramientas propietarias y las herramientas de código abierto, se va a hacer 
mayor énfasis en las herramientas de código ya que no hay costo asociado al 
utilizar la herramienta y además para poder modificar a voluntad lo que se 
pueda ir necesitando al transcurso de este proyecto sin la restricción de las 
licencias y su costo involucrado como se mencionó anteriormente. 
Antes de proceder con la evaluación de las soluciones se va a definir algunos 
conceptos relevantes en torno a los tipos de red y los modos de red que se 
van a proceder a configurar para efectos del desarrollo de la solución. 
Modo promiscuo: Al habilitar este modo permite al adaptador de red ver todo 
el tráfico que circula por la red, si se va a utilizar en la máquina virtual o si se 
va a montar servidor virtual o un programa para el análisis y monitoreo de 
redes (Sniffer) se debe habilitar este modo. 
Modo bridge: Es la configuración que debemos tener por defecto cuando 
creamos una máquina virtual, ya que es la forma más sencilla de otorgar 
acceso a la red a una máquina virtual.  
Cuando se utiliza el modo bridge o también conocido como adaptador puente, 
la red local es extendida hacia la máquina virtual.  
De esta forma, si el equipo físico está configurado para recibir una dirección 
IP por un servidor DHCP, la máquina virtual también recibirá una dirección IP 
del mismo servidor DHCP. Aunque el equipo se conecte a una red local 
utilizando el hardware del ordenador físico, la máquina virtual será totalmente 
independiente de la red. De esta manera, una máquina virtual puede utilizar 
todos los servicios disponibles de la red a la que esté conectada, incluyendo 
los servidores de archivos, las impresoras y las puertas de enlace. De la 
misma forma, todo ordenador físico u otra máquina virtual que esté conectada 
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con el mismo adaptador, podrá utilizar los recursos de la máquina virtual como 
si fuese un ordenador físico de la misma red. 
Figura 43: Representación del modo bridge 
 
Fuente: (Morales, 2015) 
Modo host-only: Este modo como su propio nombre lo indica solo se conecta 
con el host físico. 
Cuando la máquina virtual está en el modo solo anfitrión, la máquina virtual 
está totalmente aislada de la red de área local, ya que la red de la máquina 
virtual está dentro del propio equipo y es invisible e inaccesible para cualquier 
equipo de la red. 
Figura 44: Representación del modo host-only 
 
Fuente: (Morales, 2015) 
Modo NAT: Es un modo de conexión fácil de utilizar, pero es algo complicado 
de entender.  
Este modo fue pensado para solucionar el problema de la escasez de las 
direcciones IP de forma que las redes de ordenadores utilicen un rango de 
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direcciones IP privadas y se conecten a internet mediante una única dirección 
IP publica, de esta forma varios computadores de conectan a internet con una 
única dirección IP. 
En las máquinas virtuales lo que sucede es que este recibirá una dirección IP 
de un servidor DHCP virtual, sin embargo, el que solicita la dirección IP será 
el firewall dentro de la aplicación de virtualización, que sustituye a la máquina 
virtual. Así, el que se encarga de comunicarse con la red fuera del equipo será 
el firewall, no de la máquina virtual.  
Figura 45: Representación del modo NAT 
 
Fuente: (Morales, 2015) 
Modo red interna: Es una forma de conectar varias máquinas virtuales entre 
ellas creando una red privada, de esta forma, las máquinas virtuales no 
podrán ver al PC anfitrión o viceversa. 
Con esta opción podemos crear más de una red de forma sencilla, a su vez 
podemos trabajar con varias redes de forma muy simple. 
Figura 46: Representación de una red interna 
 
Fuente: (Morales, 2015) 
107 
 
Modo no conectado: Esta opción indica que hay una tarjeta de red instalada 
pero no está conectada a ningún otro dispositivo. Esta configuración se utiliza 
para que no se pierda la configuración, ya que, aunque este en el modo no 
conectado, la tarjeta de red guarda la configuración especifica. 
Figura 47: Representación del modo no conectado 
 
Fuente: (Morales, 2015) 
9.1. Soluciones Evaluadas 
Como ya se mencionó en la sección anterior se va a priorizar las soluciones 
de código abierto y para ello se va a hacer en especial énfasis en el sistema 
operativo Linux que para efectos de este proyecto se trabajara en el sistema 
operativo Debian ya que el mencionado sistema operativo soporta las 
soluciones de Proxmox y KVM, con ello no implica que se probaran estas 
herramientas con el sistema operativo Windows 10 o Windows Server 2008 
R2, para ambos sistemas operativos se va a trabajar con VMWare 
Workstation y Citrix tanto con Xen Server y Xen Center, en su defecto para 
así tener una evaluación lo más detallada para cumplir con las métricas de 
este proyecto y con el diagrama de Ishikawa. 
Dependiendo de las fallas e imprevistos que se presenten durante el 
desarrollo del proyecto al momento de tener una cierta herramienta y esta 
presenta alguna falla se va a optar por otras soluciones, como las que ofrece 
Oracle VM Virtual box. 
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Además, hay que mencionar que antes de utilizar la herramienta de Citrix en 
la plataforma de virtual box de Oracle hay que permitir el modo promiscuo no 
solo para las máquinas virtuales instaladas sino para todo el equipo en el 
adaptador de puente de la red, para que pueda ser reconocida en el sistema 
operativo Windows o el que tengamos instalado. 
En el caso de VMWare las características de la red vienen configuradas por 
defecto al momento de instalar su plataforma a diferencia de Citrix Xen Server 
que hay configurarlas manualmente como ya se mencionó, pero VMWare con 
su herramienta VSphere es una herramienta que requiere de mayor cantidad 
de recursos del computador que se esté utilizando sobre todo si se trabaja 
directamente con algún navegador de internet.  
Tabla 55: Comparativa general de las herramientas analizadas 
Características VMWare Citrix 
Xen 
Server 
Proxmox 
VE 
OpenVz Hyper-V 
Server  
2012R2 
Licencia / 
suscripción 
     
Soporte      
Open Source      
Monitoreo del 
servidor  
     
Interfaz de gestión       
Gestión de las Vm      
Almacenamiento       
 
Tabla 56: Comparativa de los costes de licencias y soporte 
 Proxmox 
No suscripción  
Hypervisor VMWare vSphere 
Ess Kit 
Hyper-V Server  
2012R2 
Licencia 0 0 580 € (6 CPU) 0 
Licencia +1 año 0 0 - 0 
+ Soporte 1 año 0 – 50 € - - - 
Soporte por 
licencia 
- 309 €/u 309 €/u 179 €/u  
358 €/u (24x7) 
Fuente: (Lacunza, 2014) 
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Tabla 57: Comparativa de los costes y licencias con suscripción 
 Proxmox  
Suscripción 
VMWare Ess. Kit 
Plus  
VMWare Standard Win Srv 2012R2 
Standard 
Licencia 0 - - 830 €/2CPU 
Licencia +1 año - 4.46 5€ (6 CPU) 2.110 € 
+1.362 €/CPU  
580€ +290 
€/CPU 
1.247 €*/2CPU 
+ Soporte 1 año 200-800 €/CPU 778,00 € 2.110€ 
+1.362€/CPU 
580€ 
+290€/CPU 
N/A 
Soporte por 
licencia 
200 €/u 
(Basic/Std) 
- - 179 € 358 € (24x7) 
Fuente: (Lacunza, 2014) 
Tabla 58: Comparativa de costes de las licencias 
Licencia Proxmox VSphere Ess. 
Plus 
VSphere 
Standard 
2012R2 
Standard 
1 serv 1CPU 0 € 4.465 € 3.472 € 830 € 
1 serv 2CPU 0 € 4.465 € 4.834 € 830 € 
3 serv 1CPU 0 € 4.465 € 6.196 € 2.490 € 
3 serv 2CPU 0 € 4.465 € 10.282 € 2.490 € 
5 serv 1CPU 0 € N/A 8.920 € 4.150 € 
5 serv 2CPU 0 € N/A 15.730 € 4.150 € 
Fuente: (Lacunza, 2014) 
Tabla 59: Comparación de costos de soporte anual 
Soporte anual Proxmox 
Basic 
Proxmox Std VSphere Ess. 
Plus 
vSphere Std 2012R2 Std 
1 serv 1CPU 200 € 400 € 778 € 870 € (por 
incidencia) 
1 serv 2CPU 400 € 800 € 778 € 1.160 € (por 
incidencia) 
3 serv 1CPU 600 € 1.200 € 778 € 1.450 € (por 
incidencia) 
3 serv 2CPU 1.200 € 2.400 € 778 € 2.320 € (por 
incidencia) 
5 serv 1CPU 1.000 € 2.000 € N/A  2.573 € (por 
incidencia) 
5 serv 2CPU 2.000 € 4.000 € N/A  4.023 € (por 
incidencia) 
Fuente: (Lacunza, 2014) 
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Tabla 60: Comparativa de licencias de Proxmox 
Tipo Repositorio Soporte SSH Precio/socket 
- No-suscripción comunidad - - 
Community Enterprise comunidad No 50 €/año 
Basic Enterprise 3 tickets No 200 €/año 
Standard Enterprise 10 tickets Si 400 €/año 
Enterprise Enterprise Sin limite Si 800 €/año 
Fuente: (Lacunza, 2014) 
Tabla 61: Comparación de la interfaz de gestión 
 Proxmox Hypervisor VSphere Std Hyper-V 2012R2 
CLI SSH SSH SSH SSH 
GUI Web  Windows Web (/Windows) Windows 
Clúster Si No Si Si 
Consola VM VNC – HTML5 
VNC – Java 
SPICE 
Cliente Windows HTML5 [/Cliente 
Windows] 
Cliente Windows 
Autenticación 
2-factores 
Si  
(Yubico, OATH) 
¿No? ¿No? ¿No? 
Fuente: (Lacunza, 2014) 
Tabla 62: Comparación de la gestión de las Vm 
 Proxmox Hypervisor VSphere Std Hyper-V 2012R2 
Contenedores Si - No No 
Migración online Si - Si Si 
Migración online sin 
Alm. compartido 
Si 
(Ceph/clúster) 
- Si (Enhanced 
vMotion) 
Si  
(Shared nothing) 
HA Si - Si  Si  
Replica en caliente No  - Si (VM Fault 
Tolerance) 
No 
Fuente: (Lacunza, 2014) 
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Tabla 63: Comparativa del almacenamiento 
 Proxmox Hypervisor VSphere Std Hyper-V 2012R2 
Migración online Si - Si  Si  
Backup Si  - Si  Si  
Backup inc. No  - Si  Si  
Resize online Si (aumentar) - Si (aumentar) Si  
Replicación Si (DRBD) - Si (30s, 5m, 15m) Si (15m-24h) 
Replicación sin. Si (DRBD) - No  No  
Distributed RAID Si (Ceph) - Si (vSAN) No  
Snapshots Si  - Si  Si  
Fuente: (Lacunza, 2014) 
Tabla 64: Comparación comercial de las herramientas analizadas 
Característ
icas 
OpenVz LXC Proxmo
x VE 
Micros
oft 
Hyper-
V 
2012 
R2 
RHEV Citrix 
Xen 
Server 
Open 
source 
Si Si  Si No No No  
Licencia/ 
suscrición 
No No No Si Si Si 
Enterpri
ce 
edition 
Soporte Soporte 
comunit
ario y 
soporte 
comerci
al 
Si, 
canoni
cal ltd  
Soporte 
comunit
ario y 
soporte 
comerci
al 
Soport
e 
comer
cial 
Soport
e 
comer
cial 
Soporte 
comunit
ario y 
soporte 
comerci
al 
EOL pólice 5 años 
de 
soporte 
- - 11 
años 
de 
soport
e 
- - 
Fuente: (Open VZ, s.f.) 
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Tabla 65: Comparación de la administración 
Característic
as 
OpenV
z 
LXC Proxmo
x VE 
Microso
ft 
Hyper-
V 2012 
R2 
RHEV Citrix 
Xen 
Serve
r 
Herramienta 
de gestión 
unificada 
para CT y 
VM 
N/A No Si N/A N/A N/A 
Integración 
Open Stack  
Si, 
solo 
nova  
Si  No  Si Si Si  
GUI 
Integrado 
Si, 
tercera 
parte 
Si, 
tercer
a 
parte 
Si Si, 
system 
center 
Vm 
manag
er 
Si, 
RHEV 
manag
er 
Si, 
Xen 
Cent
er 
Fuente: (Open VZ, s.f.) 
Tabla 66: Comparación de la administración de las actualizaciones y Backup 
Característic
as 
OpenVz LXC Proxm
ox VE 
Micros
oft 
Hyper-
V 2012 
R2 
RHE
V 
Citrix 
Xen 
Serv
er 
Live VE 
snapshots 
Si Si Si Si Si Si 
Backup 
integrado 
No  No Si Si No No 
Integración 
Backup API 
No (solo 
por 
snapshot
s) 
No (solo 
por 
snapshot
s) 
Si 
(vzdum
p) 
Si Si No  
Fuente: (Open VZ, s.f.) 
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Tabla 67: Comparación entre VMWare y Citrix 
Características Xen Server VMWare VSphere 
Precio  Por servidor, sin 
restricciones en el número 
de procesadores 
Por procesador 
P2V y V2V herramientas de 
migración 
Gratis Pagado 
Administración multi-
servidor  
Gratis Pagado 
Soporte storage compartido Gratis vCenter Server $6.000 - 
$8.000 extra 
Grupo de recursos Gratis Pagado 
VM snapshots Gratis Pagado 
Monitoreo en tiempo real Gratis Pagado 
Soporte 8 Vcpu Gratis Pagado 
Alta performance para Linux  Gratis Pagado 
Alta performance para Xen 
App 
Gratis Pagado 
Requerimientos de 
mantención 
5 parches para XenServer 
4.0 desde agosto 2007 
Pagado 
Alertas administrador Pagado Pagado 
Storage Link Pagado Pagado 
VM tolerancia a fallos Pagado Pagado 
Fuente: (Citrix, 2009) 
9.2. Soluciones Seleccionadas 
Las soluciones seleccionadas dependerán del sistema operativo en cuestión 
en el cual se esté trabajando para recopilar los datos necesarios para 
compararlos si cumplen con las métricas del proyecto descritas anteriormente 
descritas en el punto 3 del presente informe. Para efectos prácticos al 
momento de realizar este proyecto primero se van a hacer pruebas previas 
en sistemas operativos Windows y Linux previamente instalados en el equipo 
a utilizar para determinar cuál es la forma más eficaz y practica para llevar a 
cabo el desarrollo del proyecto. 
Además, se van a realizar las comparaciones correspondientes con el 
programa de Oracle Vm virtual box y al momento de hacer las configuraciones 
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preliminares a la red se va a habilitar el modo promiscuo para que se obtenga 
el correcto funcionamiento de la red en ambos servidores virtuales. 
9.2.1. Solución N°1: Citrix con máquinas virtuales, firewall y 
Oracle VM Virtual box: 
La solución 1 se va a realizar y a evaluar con la herramienta Citrix Xen Server 
la cual funciona bajo distribuciones Windows en el sistema operativo Windows 
7.   
Antes de proceder a instalar esta herramienta hay ciertos requisitos mínimos 
y los requisitos recomendados para el correcto funcionamiento de la 
herramienta e cuestión. 
Tabla 68: Requerimientos Citrix Xen Server 
RAM 2 Gb o 4 Gb o más (recomendado) 
Espacio libre en disco  16 Gb mínimo, 60 Gb recomendado 
Red 100 Mbit/s o una NIC más rápida 
Fuente: (Citrix , 2013) 
 
Tabla 69: Requerimiento Citrix Xen Center 
Sistema operativo Windows 8, Windows 7, Windows Vista, 
Windows XP, Windows Server 2012, Windows 
Server 2008 R2, Windows Server 2008, 
Windows Server 2003 
.Net Framework Versión 3.5 
Velocidad de la CPU 750 MHz mínimo, 1 GHz o más rápido 
recomendado 
RAM 1 Gb mínimo, 2 Gb o más rápido recomendado 
Espacio libre en disco 100 Mb mínimo 
Red 100 Mb o una NIC más rápida 
Resolución de pantalla 1024x728 pixeles mínimo 
Fuente: (Citrix , 2013) 
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Diagrama de red: 
Para el siguiente diagrama ilustrado en la figura n°49 a continuación el 
servidor se alojará en el propio equipo de escritorio o portátil que se esté 
utilizando ya que ejecutar el servidor virtual se necesitará el archivo ISO 
correspondiente, después de instalar el servidor virtual por medio de la 
herramienta ya mencionada de Oracle para máquinas virtuales se tendrá un 
usuario con permisos de administrador que se conectara al servidor virtual por 
medio de Citrix Xen Center como se ilustra en el diagrama de red a 
continuación y finalmente se implementara el firewall de Citrix NetScaler y se 
procederá a instalar las máquinas virtuales que se van a alojar y a conectar al 
servidor virtual en cuestión. 
Figura 48: Diagrama de red de Citrix 
 
Instalación de Citrix Xen Server con Oracle Vm Virtual box: 
Se describirá con las imágenes correspondientes a la instalación paso a paso 
de la herramienta correspondiente a la solución N°1. 
Como paso preliminar se va a proceder a configurar el adaptador de red como 
adaptador de puente y además se permitirá todo el tráfico del modo 
promiscuo. 
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Este procedimiento debe realizarse para evitar problemas al momento de 
iniciar sesión en la herramienta de Citrix Xen Center. 
Uno de estos problemas puede radicar en la falla de la conexión al momento 
de iniciar sesión y además también puede provocar que no se pueda detectar 
la dirección IP por medio de protocolo DHCP. 
Figura 49: Red configurada como adaptador puente 
 
En el presente primer paso ilustrado a continuación en la siguiente figura se 
dan dos opciones de instalación para la instalación básica se debe presionar 
F1 o si se desea instalar por medio de la opción avanzada se debe presionar 
F12. 
Figura 50: Opciones de instalación 
 
En el segundo paso ilustrado en la figura a continuación se da a escoger el 
lenguaje con el cual se desea trabajar en el servidor. 
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Figura 51: Elección del teclado 
 
En el tercer paso ilustrado a continuación se selecciona el idioma con el cual 
se va a trabajar en el servidor. 
Figura 52: Elección del idioma 
 
En la presente figura ilustrada a continuación se despliega en pantalla la 
bienvenida al instalador de Citrix y se debe presionar en el botón Ok que es 
ilustrado también en la misma figura. 
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Figura 53: Instalación 
 
En la siguiente figura se debe leer y aceptar los términos de Citrix Xen Server. 
Figura 54: Acuerdo de la licencia 
 
En la presente se da la opción de escoger el o los discos en los que se desee 
instalar Xen Server en el caso de tener más de un disco estos se mostraran 
como aparece en la siguiente pantalla desplegada. 
Figura 55: Disco en la cual se va a instalar 
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En la siguiente figura se debe especificar una contraseña para conectarse al 
host de Xen Server desde la herramienta Xen Center. 
Figura 56: Asignar contraseña de administrador 
 
En la figura n°58 ilustrada a continuación se dan dos opciones para 
conectarse a la herramienta de Citrix Xen Center por medio de una dirección 
IP estática o por medio de la configuración automática junto con el protocolo 
DHCP y para ambas opciones es necesario tener configurada la red de la 
máquina virtual para el servidor en cuestión como adaptador de puente y 
permitir todo el tráfico con el modo promiscuo. 
Figura 57: Configuración de la red 
 
Para la siguiente figura para configurar las direcciones para se puede asignar 
automáticamente como en el paso anterior o se puede asignar como por 
ejemplo con las direcciones de DNS de los servidores de Google: 8.8.8.8 y 
4.4.4.4. 
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Figura 58: Configuración de las direcciones DNS 
 
En la figura ilustrada a continuación se da a seleccionar el área geográfica en 
donde se va a encontrar el host que se va a proceder a instalar.  
Figura 59: Elección del área geográfica 
 
En la siguiente figura a continuación se ilustra como el usuario va a 
seleccionar como va a determinar su hora local ya sea manualmente o por 
medio del uso de NTP. 
Figura 60: Configurar la hora 
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En la siguiente figura a continuación se ilustra l la selección del usuario en la 
configuración de los servidores NTP, ya sea por medio del servidor DHCP 
configurado anteriormente o configurarlos manualmente. 
Figura 61: Configurar servidores NTP adicionales 
 
En la siguiente figura se ilustran dos opciones las cuales son instalar Xen 
Server o en el caso de volver a modificar en alguno de los pasos anteriores 
también se tiene la opción de regresar a dichos por medio del botón Back.  
Figura 62: Instalar Citrix  
 
En la figura ilustrada a continuación se ilustra el porcentaje de progreso en la 
instalación de Citrix Xen Server. 
Figura 63: Progreso de la instalación 
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En la figura ilustrada a continuación se da la opción al usuario si desea instalar 
los paquetes suplementarios, pero estos por lo general se instalan en los 
pasos anteriores. 
Figura 64: Instalar paquetes suplementarios 
 
En la figura a continuación se ilustra el porcentaje completado de la instalación 
de Citrix Xen Server. 
Figura 65: Progreso de la configuración de Citrix 
 
En la figura a continuación se ilustra que se ha completado la instalación de 
nuestro servidor virtual y que se debe reiniciar para terminar con la instalación 
y para proceder a utilizar y configurar lo que se necesite. 
Figura 66: Instalación terminada  
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Funcionamiento de Citrix Xen Server: 
En la presente sección se ilustrará en el funcionamiento inicial después de la 
instalación del servidor virtual y además se ilustrará con las imágenes 
correspondientes del funcionamiento de este servidor. 
En la siguiente figura se ilustra el estado de funcionamiento de nuestro 
servidor, además nos da la opción de modificar las interfaces de red o algunos 
parámetros de la red en cuestión y también nos muestra si hay máquinas 
virtuales en ejecución en la sección de Virtual Machines. 
Figura 67: Funcionamiento inicial de Citrix Xen Server 
 
En la siguiente figura ilustrada a continuación en la siguiente página se 
muestra la autenticación necesaria para acceder a Citrix Xen Center.  
Figura 68: Conexión a Citrix Xen Center 
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En la figura n°69 se ilustra el estado del establecimiento de la conexión a la 
herramienta Citrix Xen Center. 
Figura 69: Establecimiento de conexión a Xen Center 
 
 
Figura 70: Funcionamiento inicial de Citrix Xen Center 
 
Como añadir redes en Citrix Xen Center: 
Figura 71: Añadir red en Citrix Xen Center 
 
Fuente: (Citrix , 2013) 
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Figura 72: Añadir disco virtual al storage 
 
Fuente: (Citrix , 2013) 
Sistemas operativos soportados, memoria virtual y limites en el espacio en 
disco: 
Cuando se proceda a instalar alguna máquina virtual se debe tener los datos 
expuestos en la siguiente tabla: 
Tabla 70: Sistemas operativos Windows soportados 
Sistema operativo RAM mínimo RAM máximo Espacio en disco 
mínimo 
Windows 7, 
Windows 7 SP1, 
Windows 8, 
Windows 8.1, 
Windows 10 (32-
bit) 
1 GB 4 GB 24 GB (40 GB o 
más es 
recomendado) 
Windows 7, 
Windows 7 SP1 
(64-bit) 
2 GB 192 GB 24 GB (40 GB o 
más es 
recomendado) 
Windows 8, 
Windows 8.1 (64-
bit) 
2 GB 512 GB 24 GB (40 GB o 
más es 
recomendado) 
Windows 10 (64-
bit) 
2 GB 1.5 TB 24 GB (40 GB o 
más es 
recomendado) 
Windows Server 
2008 R2, Windows 
Server 2008 R2 
SP1, Windows 
Server 
2012, Windows 
Server 2012 R2 
(64-bit) 
512 MB 1.5 TB 24 GB (40 GB o 
más es 
recomendado) 
Windows Server 
2016 (64-bit) 
1 GB  1.5 TB 32 GB (40 GB o 
más es 
recomendado) 
Fuente: (Citrix, 2017) 
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Tabla 71: Sistemas operativo Cent OS soportados 
Sistema operativo RAM mínimo RAM máximo Espacio en disco 
mínimo 
CentOS 4.5 - 4.8 
(32-bit) 
256 MB 16 GB 8 GB 
CentOS 5.0 - 5.11 
(32-bit) 
512 MB 16 GB 8 GB 
CentOS 5.0 - 5.7 
(64-bit) 
512 MB 16 GB 8 GB 
CentOS 5.8 - 5.11 
(64-bit) 
512 MB 128 GB 8 GB 
CentOS 6.0, 6.1 
(32-bit) 
512 MB 8 GB 8 GB 
CentOS 6.0, 6.1 
(64-bit) 
1 GB 32 GB 8 GB 
CentOS 6.2 - 6.7 
(32-bit) 
512 MB 16 GB 8 GB 
CentOS 6.2 - 6.7 
(64-bit) 
1 GB 16 GB 8 GB 
CentOS 7.0 - 7.2 
(64-bit) 
1 GB 128 GB 10 GB 
Fuente: (Citrix, 2017) 
 
Tabla 72: Sistemas operativos Red Hat soportados 
Sistema operativo RAM mínimo RAM máximo Espacio en disco 
mínimo 
Red Hat Enterprise 
Linux 4.5 - 4.8 (32-
bit) 
256 MB 16 GB 8 GB 
Red Hat Enterprise 
Linux 5.0 - 5.11 (32- 
bit) 
512 MB 16 GB 8 GB 
Red Hat Enterprise 
Linux 5.0 - 5.7 (64- 
bit) 
512 MB 16 GB 8 GB 
Red Hat Enterprise 
Linux 5.8 - 5.11 (64- 
bit) 
512 MB 128 GB 8 GB 
Red Hat Enterprise 
Linux 6.0, 6.1 (32-
bit) 
512 MB 8 GB 8 GB 
Red Hat Enterprise 
Linux 6.2 - 6.7 (32- 
bit) 
512 MB 16 GB 8 GB 
Red Hat Enterprise 
Linux 6.2 - 6.7 (64- 
bit) 
1 GB 128 GB 8 GB 
Fuente: (Citrix, 2017) 
Tabla 73: Sistema operativo CoreOS soportado 
Sistema operativo RAM mínimo RAM máximo Espacio en disco 
mínimo 
CoreOS 633.1.0 512 MB 512 MB 5 GB 
Fuente: (Citrix, 2017) 
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9.2.2. Solución N°2: Proxmox con firewall, máquinas virtuales 
y contenedores con Oracle VM Virtual box  
La solución 2 se va a realizar con la herramienta Proxmox VE que funciona 
bajo distribuciones Linux en específico con el sistema operativo Debian. 
Antes de proceder a instalar la herramienta hay que considerar los 
requerimientos mínimos y los que son recomendados para el correcto 
funcionamiento de la herramienta. 
Características de la consola: 
 Interfaz gestión web: 
 Cualquier navegador web que este actualizado. 
 Permite realizar toda la gestión habitual y necesaria. 
 Línea de comandos por consola (SSH): 
 Shell estándar de Linux. 
 Control total de la plataforma. 
- Con toda la potencia de Linux. 
 Solo desde CLI. 
- Instalación y puesta en marcha de algunas cosas. 
 Consola de la máquina virtual, conteiner y/o host: 
 VNC (HTML5 o cliente de Java) 
 SPICE 
- Guest VM: 
 Windows 7 o superior (driver) 
 Fedora 18 o superior, Debian 7.1 o Ubuntu 12.04 o 
superior. 
- Visor externo: 
 Windows/Linux: virt-viewer 0.5.6 o superior. 
 Mac: Remoto Viewer 0.5.7 o superior (USB, tarjetas 
inteligentes). 
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Características del clúster: 
 Gestión centralizada del clúster, multi-maestro. 
 Acceso a la gestión de todos los nodos (16 nodos máximo). 
 Definición centralizada de: 
- Almacenamiento local y compartido. 
- Backup. 
- Usuarios. 
 Proxmox clúster sistema de archivos (pmxcfs): 
 Sistema de almacenamiento de configuración replicado a todos los 
nodos en Corosync. 
 Alta disponibilidad de las máquinas virtuales. 
 Migración de VM/CT entre nodos. 
 Apagados. 
 En caliente con almacenamiento compartido, Ceph y ClusterFS. 
 API REST. 
 Soporte de múltiples fuentes de autenticación: 
 PAM Linux. 
 Proxmox VE Clúster. 
 LDAP. 
 Directorio activo. 
 Sistema de permisos basado en roles. 
Características de la red: 
 Red (host): 
 Interfaces físicas. 
 Bridges. 
 Bonding (agregación de interfaces). 
 VLAN’s 
 Open vSwitch. 
 Red en máquinas virtuales: 
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 Bridge 
 NAT 
 Red en contenedores: 
 Bridge. 
 Routing. 
Características del storage: 
 Elementos de almacenamiento. 
 Imágenes de discos: 
- Raw: estable y rápido. 
- Qcow2: más características, thin provisioning. 
- Vmdk: más experimental. 
 ISO’s (para DVD virtuales). 
 Backup 
 Contenedores. 
 Plantillas (CT). 
 Migración de imágenes en vivo. 
 Es posible migrar entre cualquier almacenamiento de imágenes 
(independiente del formato). 
 Almacenamiento para cualquier elemento. 
 Directorio. 
 NFS. 
 GlusterFS (T.P.). 
 Almacenamiento solo de imágenes RAW: 
 LVM local. 
 LVM clusterizado (iSCSI, DRBD). 
 iSCSI (base LVM o ZFS). 
 ISCSI (de uso directo LUN). 
 RBD (Rados Block Device – Ceph). 
 ZFS 
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 Sheepdog (T.P.). 
 Mecanismos adicionales. 
 DRBD pri/pri (pri/seg). 
Características de la instalación: 
 Desde imagen ISO (CD/USB). 
 Particionado automático. 
 Es más rápido y cómodo en comparación de la instalación sobre 
Debian. 
 Pocas opciones de personalización. 
 Sobre Debian 7: 
 Mayor flexibilidad en el particionado e instalación. 
 Es más complicado. 
Requerimientos mínimos: 
 Procesador y placa base x86_64 con soporte VT-x / AMD-V / 
- Necesario para virtualización completa con KVM. 
- Revisar el BIOS. 
  1 GB de memoria RAM. 
 1 tarjeta de red. 
 1 disco duro. 
Requerimientos recomendados: 
 Múltiples CPU/cores. 
  8 GB de memoria RAM o más. 
 Controladora RAID con cache NV o batería. 
 Discos rápidos separados para el sistema y las máquinas virtuales, RAID 
10. 
 Varias tarjetas de red de 1 Gbit / 10 Gbit. 
Hardware certificado: 
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 Cualquiera que soporte RedHat Enterprise 6 / 7, de 64 bits. 
Requisitos para el clúster: 
 Red: 
 Multicast 
 Misma red. 
 El switch debe tener activado el Multicast. 
 Fecha y hora deben estar sincronizadas. 
 Túnel sobre SSH debe tener el puerto 22. 
 VNC sobre SSL debe tener los puertos 5900 – 5999. 
Requisitos para él HA: 
 3 nodos (recomendado). 
 2 nodos más qdisk (quorum) 
 Almacenamiento compartido / distribuido. 
 NFS para Containers. 
 Cualquiera para KVM. 
 Dispositivo de Fencing (aislamiento): fiables y comprobados. 
 Esto es necesario ya que no hay aislamiento por software. 
Requisitos para HA (Fencing): 
 Dispositivos soportados: 
 APC switch rack PDU SSH. 
 APC master switch (SNMP). 
 Intel modular server HA. 
 Dell DRAC. 
 Dell Blade Server. 
- M1000e Chassis Management controller. 
- IDRAC no soportado. 
 IPMI sobre LAN (instalar ipmitool): 
 Switch de red gestionado. 
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- Acceso a escritura vía SNMP al switch. 
 Es posible configurar múltiples métodos para un nodo, si falla uno 
se intentará con el siguiente. 
 En caso de corte de suministro eléctrico o de corte de corriente, 
cuidar con fuentes de alimentación dobles. 
Migración: 
 Físico a virtual. 
 Virtual a físico. 
Diagrama de red: 
Para el diagrama de red se tendrán dos maneras de acceder al servidor 
virtual: primero por medio de conexión por wifi y la segunda manera será por 
medio del adaptador solo anfitrión en el caso de no tener acceso a una red 
wifi. Se aplicará solamente en el caso de utilizar un equipo portátil como un 
notebook. 
Figura 73: Diagrama de red de Proxmox VE 
 
Instalación de Proxmox con Oracle VM Virtual box: 
Se procederá a describir paso a paso la instalación de Proxmox: 
Al igual que con la herramienta anteriormente seleccionada se debe habilitar 
el adaptador de puente y permitir todo el tráfico de nuestra red en modo 
promiscuo. 
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Figura 74: Configuración previa de la red 
 
En esta parte de la instalación se dan las opciones correspondientes al 
usuario para que instale el servidor virtual como se ilustra en la figura a 
continuación.  
Figura 75: Instalar Proxmox VE 
 
En esta sección de la instalación se debe leer y aceptar las condiciones de 
licencia publica de Proxmox como se ilustra en la siguiente figura. 
Figura 76: Aceptar acuerdo de licencia 
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Como se ilustra a continuación se muestra el disco en donde se va a instalar 
el servidor virtual en cuestión.  
Figura 77: Disco en donde se va a instalar 
 
Para el presente paso ilustrado a continuación se debe configurar el país y la 
zona horaria. Como se puede ver en la figura n°78. 
Figura 78: Elección del país y de la zona horaria 
 
En el paso ilustrado a continuación se debe establecer una contraseña y 
también se debe configurar algún mail valido para que lleguen las 
notificaciones correspondientes al administrador, es decir, usuario con 
permiso de administrador. Como se muestra en la figura n°79. 
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Figura 79: Asignar contraseña de administrador 
 
Tal como se realizó similarmente en la herramienta anterior en este paso se 
configura automáticamente la dirección IP por la cual se va a acceder al 
servidor desde cualquier navegador de preferencia del usuario, a diferencia 
con la herramienta anterior y además solo se debe configurar manualmente 
el nombre del host para dejarlo valido para que se puedan crear las 
particiones. 
Figura 80: Configuración de la red de Proxmox 
 
Tal como se dijo en el paso anterior en la siguiente figura se ilustra la creación 
de las particiones del servidor virtual. Con su respectivo porcentaje de 
progreso en la mencionada operación. 
Como se puede ver en la figura n°81 en la siguiente página.  
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Figura 81: Progreso de la instalación 
 
En el presente paso se ilustra que la instalación ha finalizado con éxito y se 
debe reiniciar para que la configuración finalice con éxito y para ello después 
de reiniciar se debe eliminar el archivo ISO de la unidad óptica virtual 
correspondiente al controlador IDE. 
Como se ve en la figura n°82. 
Figura 82: Reiniciar el servidor para terminar la instalación  
 
Para este paso es importante eliminar el archivo ISO del servidor virtual, ya 
que si no se elimina al momento de reiniciar el servidor virtual se va a retornar 
a los pasos anteriores correspondientes a la instalación.  
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Figura 83: Paso posterior a la instalación de Proxmox 
 
Funcionamiento de Proxmox VE: 
Se detallarán las funcionalidades de la herramienta escogida en cuestión 
como iniciar sesión y ver el estado en el que esta nuestro servidor. 
En la siguiente figura se debe ingresar el nombre del usuario y la contraseña. 
Figura 84: Inicio de sesión en Proxmox VE 
 
En la siguiente figura se hace el ingreso del usuario y la contraseña 
previamente definidas durante la instalación. 
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Figura 85: Ingreso de usuario y contraseña 
 
 
En la figura ilustrada a continuación se muestra el estado general del servidor 
con dos nodos previamente conectados por terminal SSH. 
Figura 86: Estado del servidor Proxmox VE con dos nodos 
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9.2.3. Tabla comparativa de la solución N°1 y solución N°2: 
Tabla 74: Tabla comparativa de las soluciones seleccionadas 
Características Solución 1 Solución 2 
Costos de licencia 292,13 € - 646,06 € - 
Costos de suscripción  283,39 € 5,83 € - 66,33 € 
Costos por soporte 292,13 € - 646,06 € 19,99 € - 66,33 € 
Costos de certificación  1.400 € - 
Costos en rendir examen 57,52 € - 
Herramientas de firewall    
Pool de servidores   
Gestión de usuarios   
Pool de recursos y de 
usuarios 
  
Clúster   
HA   
Almacenamiento de 
templates 
  
Almacenamiento de 
imágenes 
  
Interfaz de gestión    
Gestión dinámica de los 
recursos de las VM 
  
Gestión dinámica de la 
memoria de las VM  
  
Gestión dinámica de los 
recursos de las VM con 
requisito de tener 
licenciamiento 
  
Gestión dinámica de la 
memoria de las VM con 
requisito de tener 
licenciamiento 
  
Administración dinámica de 
espacio en el disco duro 
  
Hotplug integrado para 
recurso de las VM 
  
Backup integrado   
Notificación por email del 
resultado de los Backup de 
las VM 
  
Snapshots   
Migración online de CT y VM   
Open Source   
Gui integrado   
Replica en caliente   
Monitoreo del servidor    
Monitoreo de las VM   
Monitoreo de red del 
servidor 
  
Monitoreo de red de las VM   
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De la tabla n°74 y del análisis anterior se puede concluir que se va a optar por 
la solución n°2 ya que incluye más herramientas en comparación a la solución 
n°1 lo que implica un menor gasto de recursos del computador actualmente 
utilizado y conlleva a menores costos de adquisición. 
Además, se destaca la inclusión de monitoreo de red tanto del servidor y de 
las máquinas virtuales que son importantes para el análisis comparativo con 
las métricas planteadas en los objetivos del proyecto.  
En la solución n°2 no se tienen costos por certificación o para rendir examen 
ya que se ofrece toda la información en el sitio web de Proxmox y además de 
la información útil en sus foros oficiales. 
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10. Desarrollo de la Solución 
10.1. Propuesta de Proyecto 
Para la propuesta de desarrollo de la solución seleccionada en punto 9.2.3 
del presente ha sido previamente implementado por el investigador mediante 
el uso de pruebas preliminares y cabe destacar que estas pruebas son de vital 
importancia para tener una buena comprensión de gran parte de las 
funcionalidades de la solución seleccionada y con ello tener el tiempo para 
terminar el desarrollo de la solución sin mayores contratiempos. 
Preliminarmente se procederá en primera instancia a actualizar al servidor 
maestro como los servidores subordinados que se conectaran al servidor 
maestro y como ya se dijo en el punto 9.2. se van a utilizar al menos tres 
nodos y basándose en el diagrama de red hecho anteriormente en el punto 9 
de este informe.  
Cabe destacar que el servidor si funciona con dos nodos en adelante como 
ya se explicó en el punto 9 pero funcionaria con ciertos problemas.  
Los pasos a seguir que se ilustraron gráficamente en el diagrama de red se 
van a detallar a continuación: 
1. Configurar los hosts del servidor maestro y de los servidores que se van a 
conectar a él (servidores subordinados). 
2. Crear el clúster principal por el cual se van a añadir y conectar los 
servidores subordinados.  
3. Conectarse vía SSH a los servidores subordinados para añadirlos al 
clúster del servidor maestro. 
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10.2. Artefactos y Roles 
10.2.1. Artefactos 
Como artefactos para las pruebas preliminares y finales se utilizarán las 
especificaciones del siguiente equipo ilustradas en las siguientes tablas a 
continuación:  
Gear SLIM-68a AMD Sempron 2650 Dual Core 4GB 500GB DVDRW 
Tabla 75: Especificaciones del equipo para pruebas preliminares 
Características  Especificaciones  
ID 19559 
Marca Gear 
Modelo SLIM-68a 
RAM 4 GB 
Almacenamiento  500 GB 
Sistema operativo Free DOS 
Versión   
 
Tabla 76: Especificaciones del procesador 
Características  Especificaciones  
Procesador AMD 
Línea del procesador AMD APU AM1 
Modelo del procesador  AMD Sempron 2650 1.45 GHz 
Cantidad de núcleos  Dual Core 
 
Tabla 77: Especificaciones Graficas 
Características Especificaciones  
Tipo de tarjeta de video Integrada 
Marca de la tarjeta de video AMD 
Modelo de la tarjeta de video Radeon R3 
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Tabla 78: Comunicaciones del equipo para pruebas preliminares 
Características  Especificaciones 
Unidad óptica  DVD-RW 
Puerto de video D-Sub 
Puertos USB 2 USB 3.0, 4 USB 2.0 
Lector de tarjetas Multitarjeta 
Bluetooth No 
Dimensiones 40 x 10 x 30 cm 
 
Para la implementación de este proyecto teniendo claro algunas de las 
funcionalidades de la solución N°2 se procederá a utilizar el siguiente equipo 
para realizar su desarrollo: 
HP Notebook Pavilion 15-cd006la AMD A12-9720P 16GB 1TB 15,6" AMD 
Radeon 530 4GB Windows 10 
Tabla 79: Especificaciones del equipo HP 
 
 
 
 
 
Tabla 80: Especificaciones del procesador 
Características  Especificaciones  
Procesador AMD 
Línea del procesador AMD A12 
Modelo del procesador 9720P 
Velocidad del procesador 2,7 GHz hasta 3,6 GHz 
Cantidad de núcleos  Quad Core 
 
Tabla 81: Especificaciones de la memoria 
Características Especificaciones 
Memoria RAM 16 GB 
Memoria máxima soportada 16 GB 
Velocidad de la memoria  DDR4 
 
Características  Especificaciones  
ID 25300 
Marca HP 
Modelo Pavilion 15-cd006la 
Color  Arenado en azul opulento y plata natural 
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Tabla 82: Especificaciones del almacenamiento 
Características  Especificaciones 
Almacenamiento 1 TB 
Almacenamiento adicional No incluye 
 
Tabla 83: Especificaciones de la pantalla 
Características Especificaciones 
Tamaño de la pantalla 15,6 “  
Resolución máxima 1366x768 
Touch No 
 
Tabla 84: Especificaciones graficas 
Características  Especificaciones 
Tarjeta de video  Integrada 
Marca de la tarjeta de video AMD 
Modelo de la tarjeta de video Radeon 530 4 GB 
 
Tabla 85: Sistema operativo 
Características  Especificaciones 
Sistema operativo  Windows 
Versión  10 
 
Tabla 86: Comunicaciones y cámara web 
Características Especificaciones 
LAN 10/100/1000 
Wi-Fi Si 
Bluetooth Si 
Webcam Si 
 
Tabla 87: Especificaciones de la batería 
Características  Especificaciones  
Batería Batería prismática de litio-ion de 3 celdas de 41 Watts 
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Tabla 88: Puertos, dispositivos ópticos y ranura para tarjeta 
Características  Especificaciones 
USB 2.0 No incluido 
USB 3.0 3 x USB 3.0 
VGA No incluido 
HDMI 1 x HDMI 
Display Port No incluido 
Lector de huella digital No 
Unidad óptica  No 
Lector de tarjetas Si 
 
Tabla 89: Especificaciones físicas 
Características Especificaciones 
Altura 2,26 cm 
Ancho 37,80 cm 
Profundidad 25,50 cm 
Peso 2,02 kg 
 
La obtención de las características de los equipos fue obtenida desde la tienda 
Pc Factory:  (PC Factory, 2015) y (PC Factory, 2018). 
10.2.2. Roles 
Los roles se van a asignar según los privilegios que se les asigne a los 
usuarios y al grupo que pertenezcan, los usuarios y los grupos se pueden 
añadir por terminal SSH o por la interfaz web de Proxmox. 
Se procede a añadir un usuario asignándole un grupo de trabajo o pueden 
asignarle varios grupos. 
Como se ve en la figura n°87 y n°88 se muestra los todos los roles que se 
pueden asignar en el servidor Proxmox.  
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Figura 87: Listado de roles 
 
Figura 88: Continuación de listado de roles 
 
Figura 89: Añadir usuario 
 
Se crea un grupo de trabajo el cual se asignará a un usuario. 
Figura 90: Crear grupo 
 
Se crea un pool el cual se le puede asignar grupos y usuarios por separado. 
Figura 91: Crear Pool 
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Se le asignan permisos de acceso y modificación al usuario dependiendo de 
su rol. 
Figura 92: Añadir permisos al usuario 
 
Se asigna permiso a un grupo de usuarios dependiendo también de su rol. 
Figura 93: Añadir permisos al grupo de usuarios 
 
Como se ve en la figura n°94 la opción recomendada para añadir usuarios al 
servidor es por la terminal SSH ya que de esta evitamos el error 500 no es un 
error aislado e indica que la cuenta de usuario no está registrada. 
Figura 94: Crear usarios por terminal SSH 
 
Como se ve en la figura n°95 la forma indicada para asignar roles según el 
tipo y función del usuario es por medio de Proxmox User Management junto 
con los comandos ilustrados en la figura mencionada. 
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Figura 95: Crear usuario PVE 
 
10.2.3. Medio adicional de autenticación 
Como se ve en la figura n°96 además de poder autenticar por medio de Linux 
pam también se puede autenticar por medio de Proxmox User Management 
(PVE). 
Figura 96: Autenticación por PVE 
 
10.3. Procedimiento para la aplicación 
Como ya se mencionó en el apartado anterior es necesario actualizar todos 
los servidores y después reiniciarlos. 
Antes de proceder a la actualización es necesario editar dos archivos para 
que no se tenga inconvenientes en la actualización. Estos archivos son 
sources.list y pve-enterprise.list. 
149 
 
Después de actualizar se procederá a configurar los hosts de todos los 
servidores con el comando nano que es un editor de textos utilizado en 
sistemas operativos Linux para editar archivos de texto con mucha facilidad. 
Después de terminada la configuración de los hosts se va a crear el clúster 
en el nodo principal para que por medio de la terminal SSH se pueda acceder 
a los otros tres nodos para añadirlos al clúster en forma secuencial, es decir, 
se accede primero al nodo n°1 secuencialmente y después de añadir el nodo 
n°1 se accede por SSH al nodo n°2 para añadirlo hasta que se complete este 
proceso, ya que si se añaden en forma de acceso independiente se puede 
ocurrir errores que dificultarían que se añada el nodo correctamente. 
10.3.1. Archivos necesarios para actualizar servidores 
Uso inicial del comando nano para editar el archivo sources. 
Figura 97: Comando para editar archivo sources 
 
Uso inicial del comando nano para editar el archivo pve-enterprise. 
Figura 98: Comando para editar archivo pve-enterprise 
 
Para efecto de este proyecto no se realizará ninguna suscripción pagada por 
lo cual se añadirá la línea deb http://download.proxmox.com/pve stretch pve-
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no-subscription y además las líneas marcadas con el símbolo # son 
comentarios del mismo archivo. 
Figura 99: Edición del archivo sources 
 
Como ya se dijo anteriormente que no se va a realizar suscripción en el 
siguiente simplemente se comenta la línea ilustrada en la siguiente imagen.  
Figura 100: Edición del archivo pve-enterprise 
 
 
10.3.2. Actualizar servidores  
Primero se procederá a descargar los archivos necesarios para ejecutar la 
actualización con el comando apt-get update. 
Figura 101: Descarga de las actualizaciones 
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Después de descargar los archivos necesarios se ejecutará la actualización 
de nuestro la cual nos preguntará si queremos ejecutar la actualización o no. 
Figura 102: Ejecución de las actualizaciones 
 
Como ya se mencionó en el apartado anterior se nos preguntara si queremos 
continuar o no, ejecutando la actualización del servidor. 
 
Figura 103: Instalación de las actualizaciones 
 
10.3.3. Configurar Hosts 
Como ya se ilustro en el diagrama de red se va a contar con un total de cuatro 
servidores a los se les debe agregar al archivo host las direcciones IP de cada 
servidor involucrado en el diagrama de red con sus respectivos hosts, tal 
como se ilustra en la siguiente imagen. 
Figura 104: Configuración de los hosts 
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10.3.4. Crear el clúster  
En el servidor maestro vamos a crear el clúster para que los otros servidores 
puedan conectarse a través del mismo con el comando pvecm create “nombre 
del clúster”. 
Figura 105: Creación del clúster 
 
10.3.5. Añadir nodos al clúster  
Los tres servidores utilizados como nodos se agregarán al servidor principal 
con el comando pvecm add “dirección ip del servidor clúster” por medio del 
uso de la terminal SSH que será proporcionada por el programa Putty que es 
utilizado frecuentemente para este tipo de operaciones. 
Figura 106: Como añadir nodos al clúster 
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10.3.6. Estado del servidor clúster y de los servidores 
utilizados como nodos 
En la siguiente figura se muestra el estado de los servidores ilustrados en el 
diagrama de red, pero sin la creación de contendores ni de máquinas que se 
explicara en el siguiente punto del presente informe. 
Figura 107: Estado del clúster y de los nodos 
 
Para cumplir con el diagrama de red para la solución seleccionada se va a 
explicar desde cómo añadir templates por terminal y por la interfaz, 
procedimientos para añadir archivos de imagen ISO, como crear 
contenedores y máquinas virtuales y por último se va a comprobar el 
funcionamiento del servidor programando el cron y algunos scripts. 
10.3.7. Añadir templates por terminal 
Antes de proceder a revisar los templates disponibles se debe actualizar la 
lista de templates con el comando pveam update. 
Figura 108: Actualizar los templates 
 
154 
 
La lista general de los templates disponibles se puede revisar con el comando 
pveam available. 
Figura 109: Lista disponible de templates 
 
Para revisar la lista de templates disponibles correspondientes a la sección 
del sistema se debe utilizar el comando pveam available --section system a 
diferencia del caso anterior. 
Figura 110: Disponibilidad del sistema de templates 
 
Para descargar el template que necesitemos solamente debemos utilizar el 
comando pveam download local “nombre del template que queramos 
descargar y con su respectiva extensión de archivo” 
Figura 111: Descarga de template seleccionado por terminal 
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10.3.8. Añadir templates por la interfaz 
Para añadir templates por medio de la interfaz web de Proxmox primero se 
debe acceder al storage local y buscar el botón templates tal como se muestra 
en la figura. 
Figura 112: Botón  template de la interfaz 
 
Como se ilustra en la siguiente figure se muestra una lista de los templates 
disponibles en la sección de sistema para descárgalos con un click en el botón 
download. 
Figura 113: Disponibilidad de templates por la interfaz 
 
En la figura n°114 se muestra el estado de la descarga de nuestro template. 
Y como se muestra la descarga ha finalizado con éxito. 
Figura 114: Descarga de templates por la interfaz 
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10.3.9. Crear contenedores 
En este paso se crea el contenedor en el nodo escogido y se le asigna una 
contraseña y un pool correspondiente a un grupo de usuarios. 
Como se ilustra en la figura n°115. 
Figura 115: Como crear un contenedor 
 
En la figura n°116 se debe escoger un template previamente descargado en 
el storage local. 
Figura 116: Escoger el témplate para el contenedor 
 
En el siguiente paso se asigna espacio al disco duro del contenedor. 
Como se muestra en la figura n°117. 
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Figura 117: Asignar espacio en la disco  
 
En la figura n°114 se muestra la asignación del número de núcleos asignado 
que vamos a necesitar para nuestro contenedor.  
Figura 118: Cantidad de núcleos necesaria 
 
En la siguiente figura se muestra la asignación de memoria y de memoria 
swap. 
Figura 119: Cantidad de memoria y de memoria swap necesarias 
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En la figura n°116 de la siguiente página se muestra las configuraciones a la 
interfaz de red y especial a las direcciones IP versión 4 y versión 6 con DHCP 
o por asignación estática. 
Figura 120: Escoger la interfaz de red 
 
En la figura n°121 se asigna un servidor DNS, pero no es obligación es un 
paso optativo. 
Figura 121: Escoger un servidor DNS 
 
En la figura n°122 ilustrada en la siguiente página se muestra la finalización 
de la creación de nuestro contenedor. 
Figura 122:Finalizar la creación del  contenedor 
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Como se ilustra figura n°123 el estado de la creación del contenedor es el 
correcto. 
Figura 123: Estado de la creación del contenedor 
 
 
10.3.10. Añadir archivos ISO por interfaz 
En la figura n°124 se debe presionar el botón upload que se encuentra en el 
storage local para seleccionar algún archivo ISO que deseemos subir al 
servidor 
Figura 124: Escoger archivo ISO a subir 
 
 
En la figura n°125 se muestra los archivos ISO disponibles. 
Figura 125: Archivos ISO disponibles para subir 
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En la figura n° 126 se muestra el porcentaje de progreso de la subida del 
archivo ISO seleccionado al storage local de nuestro servidor. 
Figura 126: Porcentaje de progreso de carga del archivo ISO 
 
10.3.11. Crear máquinas virtuales 
En la figura n° 127 se muestra el primer paso para crear la máquina virtual en 
el nodo que necesitemos.  
Figura 127: Creación de máquina virtual 
 
En la figura n°128 se muestra el sistema operativo que se desea instalar 
dependiendo del archivo ISO que le asignemos. 
Figura 128: Elección del sistema operativo 
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En la siguiente figura se asigna el espacio en el disco duro junto a la memoria 
cache y a los controladores necesarios para el disco duro. 
Como lo ilustra la Figura n° 129. 
Figura 129: Asignación de recursos en el disco duro 
 
En la figura n° 130 se muestra los recursos para asignar a la CPU. 
Figura 130: Asignación de recursos de CPU 
 
En la figura n° 131 se ilustra la asignación de memoria con dos opciones una 
es darle una cantidad que estimemos conveniente y la segunda opción es dar 
un rango automático en él cual se va a establecer la memoria RAM. 
Figura 131: Asignación de memoria 
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En la figura n°132 se muestra el paso final para crear maquinas virtual en el 
cual se pide confirmar la creación de la máquina virtual.   
Figura 132: Finalización de la creación de la máquina virtual 
 
10.3.12. Elemento necesario para ejecutar máquinas virtuales 
Para poder ejecutar sin errores nuestra máquina virtual creada es necesario 
deshabilitar la virtualización de hardware por KVM ya que si no se deshabilita 
se tiene que realizar configuración adicional a este módulo mencionado 
Tal como se ilustra en la Figura n°133. 
Figura 133: Deshabilitar el KVM 
 
En el caso de querer crear una máquina virtual como Kali Linux se tiene que 
habilitar el siguiente modulo en conjunto con el display que se tiene que 
configurar con la compatibilidad de VMWare.  
Tal como se muestra en la figura n°134. 
Figura 134: Habilitar el agente Qemu 
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10.3.13. Asignación de recursos en máquinas virtuales 
En la figura a continuación se muestra cómo se puede editar dinámicamente 
la memoria en la cantidad que se estime conveniente. 
Figura 135: Asignación dinámica de memoria 
 
En la figura n° 136 se muestra la cantidad de memoria asignada al momento 
de crear la máquina virtual marcada en color negro y debajo se muestra la 
cantidad de memoria asignada dinámicamente pero que al momento de 
apagar la máquina virtual estos cambios van a tener efecto. 
Figura 136: Estado de la asignación dinámica de memoria 
 
10.3.14. Programar cron 
Para efectos prácticos en el nodo principal y en el nodo 1 se va a realizar la 
programación de tareas con cron que se detallara se implementación a 
continuación. 
10.3.14.1. Introducción 
Instalar tareas con el uso de cron es una de las principales responsabilidades 
para un administrador de sistemas. Estas tareas se ejecutan de forma puntual 
y periódicamente según la configuración que asignemos.  Para este proyecto 
se utilizarán principalmente para: 
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 Revisar la disponibilidad de actualizaciones. 
 Realizar copias de seguridad. 
 Revisar el estado de las máquinas virtuales con carga. 
10.3.14.2. Creando tareas con cron 
Las tareas en cron son scripts que se ejecutaran en el momento programado. 
Lo más útil al momento de crear tareas en hacerlo en un lugar en donde nos 
sea fácil encontrarlas. 
10.3.14.3. Ejecutando tareas con cron 
Existen dos modos principales para ejecutar tareas con cron: 
 Mediante el comando crontab. 
 Mediante los directorios de cron daily de la siguiente forma, 
/etc/crontab.daily. 
Figura 137: Uso del archivo crontab 
 
 
10.3.14.4. Comando crontab 
Para ver las tareas establecidas se utiliza el comando crontab –l. 
Para editar y/o crear tareas emplearemos el comando crontab –e. 
10.3.15. Uso del programa I/O meter 
Para efectos de simplicidad para el presente proyecto se va a instalar el 
programa por medio de USB ya que el servidor Proxmox nos facilita esta 
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herramienta junto a virtual box y además este programa se puede utilizar en 
las distribuciones Linux por su terminal. 
Distribuciones Windows: 
Como ya se mencionó anteriormente este programa puede ser descargado 
desde internet o también puede instalarse con algún dispositivo USB y hay 
que tener en consideración la versión a instalar ya que dependiendo de la 
versión de Windows que estemos utilizando podría tener problemas de 
compatibilidad con el programa o que la descarga del mismo este corrupta. 
Para evitar este problema se cuenta con varias versiones del programa, pero 
para efectos de este proyecto se utilizará la versión del año 2006. 
A continuación, se ilustrará con imágenes su funcionamiento: 
Figura 138: Uso del programa I/O Meter 
 
Figura 139: Ejecución del programa I/O Meter 
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10.3.16. Configuración de los puertos USB en Proxmox 
En la sección de hardware de la máquina virtual que estemos utilizando en 
Proxmox nos da la opción de añadir puertos USB u otros elementos que 
necesitemos. Tal como se muestra en la siguiente imagen.  
Figura 140: Añadir hardware a Vm en Proxmox 
 
Como se muestra en la figura n° 141 se elige el dispositivo que vamos a utilizar. 
Figura 141: Elección del dispositivo a añadir en la Vm en Proxmox 
 
En la figura n° 142 se ilustra los dispositivos USB disponibles para añadir. 
Figura 142: Elección del puerto USB 
 
En la figura n° 143 se selecciona el dispositivo USB que vamos a utilizar para la 
conexión de nuestro pendrive en la máquina virtual y así proceder con la 
instalación del programa I/O Meter.  
Figura 143: Puerto USB 
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10.3.17. Redimensionar tamaño del disco duro de una 
máquina virtual 
Como se mostró anteriormente en la figura n°144 se muestra la opción de 
resize disk y esta opción se puede utilizar con la máquina virtual encendida 
sin inconvenientes. 
Figura 144: Espacio redimensionar en el disco duro 
 
En la figura n°145 se muestra el espacio ya redimensionado en el disco con 
la máquina virtual en funcionamiento. 
Figura 145: Especio redimensionado dinámicamente 
 
Además, al momento de que se redimensiona la memoria la máquina virtual 
no la asigna directamente al disco duro, el espacio redimensionado queda 
como espacio sin asignar, pero se puede utilizar el volumen existente para 
aumentar la capacidad del disco duro. Como se muestra en la figura n°146. 
Figura 146: Espacio redimensionado no asignado en el disco duro 
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La maquina virtual utilizada para llevar a cabo esta prueba fue Windows vista 
ultimate de 32 bits. 
Figura 147: Espacio asignado para el disco local 
 
 
10.3.18. Redimensionar el tamaño de un disco de un 
contenedor 
Como se ilustra en la figura n°148 el proceso para redimensionar un disco en 
un contenedor el proceso es el mismo al proceso realizado en las máquinas 
virtuales. 
Figura 148: Tamaño a redimensionar de disco duro 
 
Como lo ilustra la figuna n°149 muestra el estado de la asignacion dinamica 
de memoria en el disco duro y con su correcta finalizacion.  
Figura 149: Salida y estado de la redimensión dinámica del disco duro 
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En la figura n°150 se ve que ya se asigno el espacio adicional al disco duro y 
con el contenedor en funcionamiento. 
Figura 150: Espacio redimensionado dinámicamente 
 
10.4. Tiempos de instalación de las máquinas virtuales y 
contenedores 
Tabla 90: Tiempos de instalacion 
Servidor Clúster  Nodo 1 Nodo 2 Nodo 3 
VM/CT Point Linux 3.2 Windows 
Vista 
Parrot Home 
3.11 
Ubuntu 14.04 
Tiempo 
instalación  
6 horas 4 horas 2 horas 15 minutos 
 
10.5. Hardware utilizado en las máquinas virtuales y 
contenedores  
Como se muestra en la tabla n°91 se detalla el hardware utilizado para realizar 
las métricas comprometidas. 
Tabla 91: Hardware utilizados para las métricas 
VM/CT Point Linux  Windows Vista Parrot Home Ubuntu 
Núcleos  5 6 6 4 
Memoria RAM 3380 Mega 
Bytes 
8000 Mega 
Bytes 
3680 Mega 
Bytes 
1024 Mega 
Bytes 
Disco Virtio SATA Virtio Virtio 
Memoria caché Writeback Writeback Writeback - 
Almacenamiento 220 Giga Bytes 220 Giga Bytes 260 Giga Bytes 160 Giga Bytes 
Controlador Red RTL-8193 RTL-8193 RTL-8193 RTL-8193 
Adaptador red NAT Vmbr2 NAT  NAT 
USB No  Si  No No 
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10.6. Adaptadores de red utilizados 
Como se muestra en la tabla n°92 se utiliza el primer adaptador para dar tener 
acceso al servidor y el último adaptador se utilizará para dar acceso a internet 
a las máquinas virtuales y a los contenedores. Además, el segundo adaptador 
de red se utilizará en lugares con servicio wifi público o por medio de una red 
móvil y también es de utilidad cuando no hay acceso a internet. Para efectos 
prácticos en el último adaptador se configurará en el modo NAT ya que en los 
contenedores no se tiene esta configuración por defecto a diferencia de las 
máquinas virtuales que si vienen con esta configuración por defecto al 
momento de crear una máquina virtual o añadiendo una red en este modo. 
Finalmente, si es necesario se va a utilizar un adaptador adicional que se va 
a configurar como adaptador de puente para el uso de cable de red (Ethernet). 
Tabla 92: Adaptadores de red 
Adaptador puente Tipo Maestro Nodo 1 Nodo 2 Nodo 3 
Vmbr0 Wifi Si Si Si Si 
Vmbr1 Solo anfitrión Si Si Si Si 
Vmbr2 NAT - Si - Si 
Vmbr3 Ethernet Si Si Si Si 
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11. Resultados 
11.1. Métricas del servidor maestro 
11.1.1. Point Linux con carga 
Como se puede observar en la figura n°151 para monitorear el ancho de 
banda utilizado por la máquina virtual n°1 alcanzo valores de descarga entre 
los 6,45 Mbits/s y 2,82 Mbits/s, y valores de subida entre 0,44 Mbits/s y 0,48 
Mbits/s.  
Figura 151: Ancho de banda en la Vm n°1 
 
En la figura n°152 se muestran los resultados del programa fio durante los 
intervalos de tiempo 16:35 y 16:41. 
Figura 152: Resultados de la primera ejecución del programa fio 
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En la figura n°153 se ilustran los resultados de la segunda ejecución del 
programa fio durante los intervalos 16:41 hasta las 16:49. 
Figura 153: Resultados obtenidos de la segunda ejecución del programa fio 
 
Gracias al comando free se puede ver el total de la memoria cache utilizada 
tal como se muestra llega a los 853 Mega bytes, como se ilustra en la figura 
n°154. 
Figura 154: Uso de la memoria cache 
 
Como se ilustra en la figura n°155 se utilizo el programa ioping para poder 
monitorear con facilidad las operaciones de lectura y escritura del disco duro 
y se obtuvo el valor de 227 IOPS en operaciones de lectura y escritura del 
disco duro. 
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Figura 155: Operaciones de I/O del disco duro 
 
En la figura n°156 se muestra el porcentaje de uso de la CPU con cuatro 
núcleos. Y como se ilustra en la gráfica parte con un porcentaje aproximado 
de 10% y finalizando con porcentaje de uso del 20%. Además, como se ve en 
la figura el porcentaje de uso máximo de la CPU es de un 25%. 
Figura 156: Uso de la CPU 
 
En la figura n°157 se ve como el uso de la memoria crece hasta llegar a los 
1030 Mega bytes de uso lo que en porcentaje respecto al total de la memoria 
RAM equivale al 31,07%. 
Figura 157: Uso de la memoria RAM 
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Como se ve en la figura n°158 el tráfico de la red bordea los 30 kilo bytes y 1,6 
kilo bytes de trafico de red de entrada y de salida respectivamente. 
Figura 158: Uso del tráfico de la red 
 
Para las operaciones de lectura y escritura se almacenaron 2,5 Mega Bytes/seg 
y 1 Mega Bytes/seg respectivamente. 
Figura 159: Almacenamiento de operaciones de I/O del disco duro 
 
En la figura n°160 se ilustra los porcentajes de uso de la CPU y de la memoria 
RAM durante el tiempo que la máquina virtual estuvo con carga que es el 
equivalente a los últimos 18 minutos aproximadamente. 
Figura 160: Porcentaje de uso de la CPU y de la RAM 
 
Para finalizar la máquina virtual estuvo con carga durante 15 a 20 minutos 
aproximadamente. 
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11.2.    Métricas del servidor nodo N°1 
11.2.1. Windows Vista Ultímate con carga 
En la figura n°161 se ven los resultados obtenidos tras ejecutar el programa 
Iometer por un tiempo de 20 a 25 minutos aproximadamente. Además, cabe 
destacar que después de terminar la ejecución del programa se llegó a 170,49 
operaciones en el disco por segundo, es decir, se llegó a 170,49 IOPS. 
Figura 161: Resultados del uso de Iometer 
 
Además del uso del programa Iometer se utilizó el programa fio como 
complemento para tener una alternativa de medición. Como lo ilustra la figura 
n°162. 
Figura 162: Resultados del uso de Fio 
 
Como se ve en la figura n°163 ilustrada en la página a continuación el ancho 
de banda alcanzo valores los 3,165 K Bits/s de descarga y 0,121 K Bits/s de 
subida. 
Se utilizó un programa portable para medir el ancho de banda, NetTraffic. 
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Figura 163: Ancho de banda en la Vm n°2 
 
Como se ve en la figura n°164 la memoria física es de 3000 M bytes y la 
memoria en cache bordea los 397 M bytes hasta 402 M bytes. 
Figura 164: Resultados del uso de la memoria y de la memoria cache 
 
Como se ilustra en la figura n°165 el uso de la CPU con carga se mantuvo 
bordeando valores entre el 15% y el 23% y entre los rangos estimados de 
tiempo desde las 14:32 hasta las 14:49. 
Figura 165: Uso de la CPU 
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El uso de la memoria RAM se mantuvo constante bordeando los 2 Giga Bytes 
en porcentaje equivale a un 36,54% del total de la memoria. Como se ilustra 
en la figura n°166. 
Figura 166: Uso de la memoria RAM 
 
Como se ve en la figura n°167 el tráfico de red bordeo los 1.5 kilo Bytes de 
tráfico de red en la entrada y 500 Bytes de trafico de red en la salida. 
Figura 167: Trafico de red de entrada y salida 
 
Como se ve en la figura n°168 el almacenamiento del disco duro bordea los 5 
mega bytes de lectura y 7 mega bytes de escritura. 
Figura 168: Almacenamiento del I/O del disco duro 
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Como lo ilustra la figura n°169 el porcentaje de uso de la CPU y de la memoria 
RAM fueron de 20,87% y 36,54% respectivamente. 
Figura 169: Porcentaje de CPU y memoria RAM 
 
Para finalizar la máquina virtual estuvo en funcionamiento con carga por un 
tiempo aproximado de 23 minutos. 
11.3. Métricas del servidor nodo N°2 
11.3.1. Parrot 3.11 con carga 
Como lo ilustra la figura n°170 en la siguiente página se pueden visualizar los 
resultados de la ejecución del programa fio que estuvo en ejecución por un 
tiempo estimado de 7 a 16 minutos. 
Figura 170: Resultados del uso del programa fio 
 
Como se ilustra en la figura n°171 el ancho de banda de la red se monitoreo 
con el programa speedtest-cli y los valores obtenidos bordearon los 2,44 
Mega bits/seg hasta los 8,33 Mega bits/seg para el tráfico de descarga y 
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también se obtuvieron los valores que bordearon los 3,43 Mega bits/seg hasta 
los 5,73 Mega bits/seg para el tráfico de subida de la red. 
Figura 171: Ancho de banda en la Vm n°3 
 
Como se ilustra en la figura n°172 se ve la cantidad obtenida para la memoria 
cache que fue de 665 Mega bytes de los cuales en la memoria se están 
utilizando 319 Mega bytes.   
Figura 172: Uso de la memoria cache 
 
Para poder monitorear las operaciones de lectura y escritura del disco duro 
se va a utilizar el programa ioping que ilustra los valores de forma que sea 
simple de entender y se obtuvo como valor 499 IOPS. Se ilustra en la figura 
n°173. 
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Figura 173: Resultados de las operaciones de I/O del disco duro 
 
Como se ilustra en la figura n°174 el porcentaje de uso al inicio de la carga 
alcanzo el 20% de uso de la CPU para finalizar su uso con un valor sobre el 
5%. 
Se puede ver a continuación en la siguiente página.  
Figura 174: Uso de la CPU 
 
Como se ve en la figura n°175 el uso de la memoria RAM no se mantuvo 
constante durante el tiempo de carga, sino que bordeo los valores de 820,11 
Mega Bytes de un total de 3680 Mega Bytes y 1950 Mega Bytes 
aproximadamente, lo que en porcentaje de uso equivale a un 22,29% y 
53,53% respectivamente. También se alcanzó 1000 Mega Bytes de uso lo 
que equivale a un 27,17% de uso de la memoria RAM. 
Figura 175: Uso de la memoria RAM 
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Como se ve en la figura n°176 el tráfico de red alcanzo valores de tráfico de 
entrada 800 Bytes/seg y alcanzo valores de trafico de salida 15 Bytes/seg, 
como valores máximos alcanzados. 
Figura 176: Trafico de red de entrada y salida 
 
Como se ve en la figura n°177 se obtuvieron valores de almacenamiento en 
las operaciones de lectura y lectura del disco desde 5 Mega Bytes/seg 
aproximado hasta sobre los 15 Mega Bytes/seg en lectura y escritura 
respectivamente. 
Figura 177: Almacenamiento del I/O del disco duro 
 
Como se ve en la figura n°178 se muestra el porcentaje de uso de la CPU y 
de la memoria RAM despues del uso de la maquina virtual cuando estuvo con 
carga. 
Figura 178: Porcentaje de CPU y memoria RAM 
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11.4. Métricas del servidor nodo N°3 
11.4.1. Ubuntu 14.04 con carga 
Como se puede ver en la figura n°179 el programa fio estuvo en ejecución por 
15 minutos y se muestran los resultados de la ejecución del programa. 
Figura 179: Resultados del programa fio 
 
Como se ve en la figura n°180 después de ejecutar el programa fio se 
monitoreo el uso del ancho de banda de descarga y de subida y en la tabla 
n°93 se muestran que obtuvo 58,10 Mega bits/seg de descarga y un 6,79 
Mega bits/seg de subida. 
Figura 180: Uso del ancho de banda de la red 
 
Figura 181: Uso de la memoria cache 
 
Como se muestra en la figura n°182 tambien se utilizo el programa ioping y 
se obtuvo 268 IOPS en operación por segundo de lectura y escritura. 
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Figura 182: Uso de operaciones de I/O del disco duro 
 
Como se ve en la figura n°183 el porcentaje de uso de la CPU con carga se 
mantuvo dentro del 6% y 0,98% y tambien se bordeo el 1,98% y 2% tambien 
con carga. 
Figura 183: Uso de la CPU 
 
Como se puede ver en la figura n°184 la cantidad de memoria RAM utilizada 
con carga se mantuvo constante en  102,79 Mega bytes lo que equivale en 
porcentaje a un 10,04% y tambien se inicia con un 27,66 Mega bytes de uso 
es equivalente a un 2,70 % y despues aumenta la cantidad de memoria 
utilizada 94,54 Mega bytes es igual a un 9,23% y un 95,07 Mega bytes es 
equivalente un 9,28% de procentaje de uso. 
Figura 184: Uso de la memoria RAM 
 
Como se ve en la figura n°185 el trafico de red  obtuvo valores maximos de 
80 bytes/seg de trafico de entrada y 100 bytes/seg de trafico de salida. 
184 
 
Figura 185: Uso del tráfico de la red 
 
Como se ilustra en la figura n°186 el almacenamiento de las operaciones de 
lectura del disco duro alcanzo un valor maximo de 5 Mega bytes/seg y en el 
almacenamiento de las operaciones de escritura del disco duro alcanzo un 
valor maximo de 4 Mega bytes/seg. 
Figura 186: Almacenamiento de las operaciones de I/O del disco duro 
 
Como se ilustra en la figura n°187 se muestran los porcentajes de uso de la 
CPU y de la memoeria RAM con el contenedor cuando estaba con carga. Y 
se ve que obtuvieron porcentajes de uso de 4,92% en la CPU y 10,04% en la 
memoria RAM y en mega bytes es equivalente 102,79 mega bytes de un total 
de1024 megas bytes. 
Figura 187: Porcentaje de uso de la CPU y memoria RAM 
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11.5. Comparación de los resultados con las métricas 
comprometidas 
Tabla 93: Resultados obtenidos 
OE VAN VEM VM Point 
Linux 
VM 
Windows 
Vista 
VM Parrot CT 
Ubuntu 
1 84,01 % 19 % - 34%  10% – 25% 15% - 23% 5% -32% 1% - 
6,20% 
2 96,02% 68% 31,07% 36,54% 49,29% 10,04% 
3 867 - 1172 IOPS 45 – 500 IOPS 237 IOPS 170,49 IOPS 499 IOPS 268 IOPS 
4 25,01% 64,70% 19,81% 34,96% 47,97% 60,17% 
5 182.2 Gbits/seg  - 
6209.8 Gbits/seg 
36,44 
Gbits/seg – 
1241.96 
Gbits/seg 
0,44 
Mbits/seg 
– 6,45 
Mbits/seg 
0,121 
Kbits/seg – 
3,125 
Kbits/seg 
5,73 
Mbits/seg 
– 8,33 
Mbits/seg 
6,79 
Mbits/seg 
– 58,10 
Mbits/seg 
6 6,06 – 99,39 
Mbytes/seg 
 
10,74 
Mbytes/seg 
2,5 
Kbytes/seg 
– 600 
Kbytes/seg 
2 Kbytes/seg 
– 8 
Kbytes/seg 
60 
bytes/seg 
– 800 
bytes/seg 
80 
bytes/seg 
– 100 
bytes/seg 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
186 
 
12. Conclusiones 
En base a los resultados obtenidos en la tabla n°93 del punto 11.5 del 
presente informe se puede concluir que las máquinas virtuales y 
contenedores con distribuciones Linux son las que tienen menores uso de 
recursos y un mejor rendimiento con carga lo que respecta en los recursos 
asignados a los respectivos hardware. 
Respecto al porcentaje de uso de la memoria cache se puede concluir que la 
máquina virtual Point Linux según los datos recopilados de la tabla n°93 es la 
que tuvo menor porcentaje de uso de la memoria cache. 
En función de los recursos utilizados en el ancho de banda la máquina virtual 
correspondiente al Windows Vista es la que utilizo menos recursos en 
comparación a las distribuciones Linux.    
En base a los resultados obtenidos en el tráfico de la red se puede concluir 
que la distribución Linux correspondiente a Ubuntu es la que utilizo la menor 
cantidad de trafico de red. 
Finalmente recopilando todos los datos obtenidos en la tabla n°93 del punto 
11.5 del presente informe se puede llegar a la conclusión de las distribuciones 
Linux con el menor uso de recursos son la máquina virtual Point Linux y el 
contenedor Ubuntu. 
12.1. Conclusiones con respecto al desarrollo de la solución  
Durante el desarrollo de la solución se puede concluir que se encontraron 
algunos problemas en especial al cargar a más de uno los servidores con más 
de una máquina virtual en funcionamiento lo que provoco problemas de 
rendimiento en el equipo utilizado, es decir, los tiempos de respuesta eran 
muy bajos hasta llegar a nulos tiempos de respuesta. 
Y también se encontraron problemas al momento de cargar archivos de 
imagen ISO y el error más frecuente fue el error n°0 y es causado por el bug 
n°66. 
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Y este bug no tiene una solución definitiva para poder repararlo y una de las 
soluciones es como primera opción intentar cargar el archivo ISO y 
dependiendo del tamaño del archivo es recomendable cargar el archivo solo 
con el servidor en el cual se va a cargar el ISO en funcionamiento ya que si 
se tiene más de un servidor en funcionamiento también se puede tener 
problemas con el bug mencionado anteriormente. Otro de los métodos para 
compensar este bug es creando por medio de la GUI un storage NFS y cargar 
el archivo ISO. 
Como se ve en la figura n°188 se selecciona el storage nfs por la GUI en 
Proxmox para añadirlo a nuestro almacenamiento de archivos ISO. 
Figura 188: Añadir el nfs storage 
 
(howtoforge, 2016) 
Como se ve en la figura n°189 se debe configurar como se muestra en la 
imagen para que se pueda añadir los archivos de imagen sin problemas. 
Figura 189: Configuración para la creación del storage nfs 
 
(howtoforge, 2016) 
Como se ve en la figura n°190 se puede ver que se creó correctamente el 
almacenamiento nfs. 
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Figura 190: Estado final de la creación del nfs storage 
 
(howtoforge, 2016) 
Para evitar las fallas en el rendimiento del equipo se tiene la opción en 
recursos mínimos de hardware que se detallaran en la tabla n°94: 
Tabla 94: Hardware para trabajar con Proxmox 
Componente Descripción  
CPU Intel Xeon E5-2620 v3 Hexa-core (6 
Core) 2.40 GHz Processor 
Placa base Supermicro ATX DDR4 LGA 2011 
Motherboard X10SRL-F-O 
RAM Crucial 32 GB DDR4-2133 LRDIMM 
Almacenamiento 1 TB Western Digital VelociRaptor 
WD1000DHTZ 
(Goldman, 2016). 
También otra de los problemas encontrados en el desarrollo de la solución es 
respecto a poner en marcha los contenedores tal como se describirá a 
continuación. 
Como se ilustra en la figura n°191 se tuvo un error al intentar poner en 
funcionamiento el contenedor. 
Figura 191: Error al partir el contenedor 
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Como se ve en la figura n°192 se ve el estado en conjunto con una breve 
descripción del error encontrado. 
Figura 192: Estado del error 
 
La solución a este problema no es muy compleja la cual se va a describir a 
continuación y también por medio de las imágenes correspondientes. 
Como se ve en la figura n°193 se ve la configuración necesaria al archivo 
sources para corregir el problema. 
Figura 193: Configuración de archivo sources 
 
El siguiente paso después de guardar y el archivo de la figura n°194 se debe 
actualizar el servidor. 
Figura 194: Actualización del servidor 
 
Para finalizar con el procedimiento de la corrección del problema ya 
mencionado se deben instalar las actualizaciones como se muestra en la 
figura n°195. 
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Figura 195: Instalación de la actualización del servidor 
 
Como se ve en la figura n°196 se corrigió el problema con los pasos 
anteriormente mencionados y se muestra que el contenedor ya fue iniciado 
correctamente. 
Figura 196: Estado del arranque del contenedor 
 
También otro error común al iniciar los contenedores es debido a una falla en 
la migración del contenedor y una de las causas es debido a problemas de 
rendimiento o lentitud del equipo que se esté utilizando. 
Figura 197: Error al iniciar un contenedor 
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La solución para ese problema también es simple de aplicar con el comando 
que se muestra en la siguiente figura, que para los contenedores se utiliza la 
orden pct y en las máquinas virtuales se utiliza la orden qm. 
Figura 198: Solución al problema de inicio del contenedor 
 
Como se ilustra en la figura n°197 y como ya se mencionó en los roles de este 
proyecto en el punto 10.2, al momento de cambiar la contraseña a un usuario 
creado por interfaz este usuario no se reconoce como un usuario registrado 
en el servidor por lo cual este error debe resolverse por la terminal SSH.  
Figura 199: Error en el registro de usuario 
 
Como se ilustra en la figura n°198 para corregir el error anterior se tiene que 
añadir al usuario por terminal con el comando useradd nombre de usuario. 
Figura 200: Solución al error de registro de usuario 
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Como se ve en la figura n°199 ya se puede asignar sin problemas la 
contraseña al usuario ya registrado en nuestro servidor. 
Figura 201: Asignación de contraseña para nuestro usuario 
 
Como se ve en la figura n°200 ya se puede proceder a iniciar sesión en el 
servidor con el usuario ya creado y registrado. 
Figura 202: Inicio de sesión del usuario 
 
Como se ilustra en la figura n°201 el usuario ya inicio la sesión 
satisfactoriamente en nuestro servidor y se puede ver también el detalle de 
los datos del usuario y también hay que mencionar que este usuario tiene 
permisos de usuario final no puede ni modificar ni crear lo que necesite en el 
servidor. 
Figura 203: Ingreso del usuario al servidor 
 
 
193 
 
12.2. Enseñanzas sobre el proyecto 
Una de las enseñanzas más importantes del presente proyecto fueron 
respecto a la elección de las herramientas de virtualización que se adecuen a 
nuestras necesidades. Para ello se analizaron las máquinas virtuales y los 
contenedores Linux lxc. Los contenedores son mecanismos ligeros de 
virtualización que ejecutan cargas de trabajo aisladas. Ejecutan sus propios 
procesos de inicio, sistemas de archivos y pilas de red, que se virtualizan 
mediante el sistema operativo raíz que se ejecuta en el hardware. En 
comparación con una máquina virtual, los contenedores dividen el uso de un 
único núcleo al utilizar espacios de nombres que se ejecutan en un sistema 
operativo.  
Los contenedores consumen muy pocos recursos del sistema en 
comparación con las máquinas virtuales, que requieren una copia completa 
del sistema operativo para cada instancia aislada. Por lo tanto, los 
contenedores ayudan a consolidar los recursos, facilitan la portabilidad de una 
carga de trabajo en contenedores. 
Figura 204: Máquinas virtuales vs contenedores 
 
(Eliav, 2015) 
Beneficios de los contenedores: 
Los contenedores tienen los siguientes beneficios en comparación con las 
máquinas virtuales. 
1. Densidad: Se puede tener más contenedores que máquinas virtuales 
alojadas en un mismo servidor. Esto se debe al hecho de que solo hay un 
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sistema operativo en ejecución, que no es el caso cuando se ejecutan 
varias máquinas virtuales en el mismo servidor. 
Como resultado, los contenedores tienen mayores niveles de utilización 
de su hardware subyacente. 
2. Velocidad: Iniciar un nuevo contenedor puede tomar menos de un 
segundo, mientras que iniciar una máquina virtual significa que puede 
tomar unos minutos adicionales para arrancar e2l sistema virtual completo 
incluido el sistema operativo. 
3. Baja administración de gastos generales: Los contenedores tienden a 
tener una administración de gastos generales más baja, dado que el único 
sistema operativo que necesita mantenimiento incluye parches, seguridad 
y corrección de errores. Con las máquinas virtuales, el sistema operativo 
de cada instancia debe mantenerse por separado.  
4. Portabilidad: Encapsular una aplicación y su configuración simplifica el 
proceso de migración. Aprovechar esta capacidad puede facilitar 
enormemente prácticas de software como DevOps, incluida la creación 
automática de nuevas instancias de aplicaciones a lo largo de los ciclos 
de vida de desarrollo y entrega. Además, esta capacidad facilita la 
implementación de múltiples nubes, lo que se traduce en beneficios tales 
como menos bloqueo del proveedor y configuraciones de recuperación de 
desastres en la nube cruzada. 
Desventajas de los contenedores: 
1. Solo se pueden instalar en sistemas GNU/Linux. 
2. No se pude actualizar el kernel, ni realizar ninguna clase de modificación 
sobre el mismo. 
3. No se puede acceder a acceder a características avanzadas del kernel sin 
que el servidor anfitrión así lo autorice como los dispositivos no 
autorizados o periféricos.  
4. Todavía no es una máquina virtual completa: Existen limitaciones para 
usar contenedores Linux. En primer lugar, el hecho de que los 
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contenedores compartan el núcleo, aunque genera grandes beneficios, 
también es responsable de la limitación de ejecutar Windows y Linux en 
paralelo en el mismo servidor.  
En cambios las máquinas virtuales son un archivo de PC, que suele 
denominarse como imagen, que se comporta igual que un equipo real. Dicho 
de otro modo, es crear un equipo dentro de otro equipo. La máquina virtual se 
sitúa en un espacio aislado del resto del sistema, es decir, el software de la 
máquina virtual no puede interferir con el equipo en sí.  
Esto crea un entorno ideal para probar otros sistemas operativos, incluidas 
versiones beta, acceder a datos infectados por virus, crear copias de 
seguridad de sistemas operativos y ejecutar software o aplicaciones en 
sistemas operativos para los que no se habían creado inicialmente. 
Las máquinas virtuales utilizan recursos físicos como la CPU, memoria, y 
disco rígido del equipo físico donde corren los procesos los cuales le permiten 
a la misma correr un sistema operativo. 
Ventajas de las máquinas virtuales: 
La capacidad de aprovechar al máximo el hardware disponible ofrece una 
gran cantidad de posibilidad a nivel empresarial y a nivel doméstico. 
 Consolidación de servidores: Convertir muchos servidores físicos en 
virtuales. De este modo se aprovecha el hardware disponible de la mejor 
manera posible. 
 Recuperación ante desastres: Las máquinas virtuales se pueden salvar 
muy fácilmente, y además su estado se puede almacenar, por lo que en 
caso de desastre se puede recuperar la información con rapidez.  
 Pruebas de aplicaciones: En muchas ocasiones se necesita un entorno 
limpio para probar una aplicación.  
 Ejecución de entornos completos sin instalación no configuración: La 
posibilidad de descargar máquinas virtuales desde internet permite ahorrar 
tiempo en instalaciones y configuraciones. 
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 Aplicaciones portátiles: Con el uso de las máquinas virtuales se pude tener 
varios PC completos y listos para usar en un dispositivo USB, que puede 
ser de mucha utilidad para tener un entorno privado y usarlo en cualquier 
PC.   
Desventajas de las máquinas virtuales: 
Una de las razones por que las máquinas virtuales, no son la panacea de la 
computación, es que agregan una gran complejidad al sistema en tiempo de 
ejecución. La principal desventaja de la máquina virtual, es que en la 
aplicación de algunos procesos tendrá como efecto la lentitud del computador, 
es decir, la computadora en la cual se está ejecutando este proceso debe 
tener una capacidad bastante notable debe ser de gran capacidad o potente. 
Los lenguajes basados en máquina virtual, poseen una desventaja es que 
efectivamente son más lentos que los lenguajes completamente compilados, 
debido a la sobrecarga que genera tener una capa de software intermedia 
entre la aplicación y el hardware de la computadora, sin embargo, esta 
desventaja no es demasiado critica.  
Cual tecnología elegir: 
Con las principales características y las ventajas y desventajas ya 
presentadas, la cuestión de elegir una tecnología sobre otra depende de las 
necesidades específicas de cada usuario. En muchas ocasiones, los 
contenedores Linux cumplen con creces con las demandas de gran parte de 
las aplicaciones. Si esto no es así se deberá elegir las máquinas virtuales. 
Se puede elegir usar los contenedores si: 
 Se necesita velocidad para los servicios necesarios. 
 Necita habilitar e implementar micro servicios. 
 Se tiene un presupuesto limitado o bajo para su administración de gastos 
generales. 
 Solo se va a trabajar con entorno Linux. 
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Se puede elegir usar las máquinas virtuales si: 
 Se necesita consolidar servidores. 
 Se necesita trabajar con entornos gráficos.  
 Se va a trabajar no solamente con distribuciones Linux, es decir, si se va 
a trabajar con Windows, MAC o BSD. 
 Se necesita trabajar con software VPN que no es permitido en los 
contenedores.  
Finalmente se puede sacar como conclusión que son los contenedores son 
una buena alternativa por su bajo uso de recursos y bajo costo de 
implementación y mantenimiento. Tomando como referencia los datos 
obtenidos en la tabla n°93 y las características ya mencionadas. 
La información mencionada fue obtenida desde los siguientes sitios: (Eliav, 
2015), (Cortez, 2017) y (utfsm, 2012). 
12.3. Diferencias entre los valores obtenidos de las VM y el CT 
Como se ilustra en la tabla n°95 hay una notoria diferencia en los valores 
obtenidos de la máquina virtual y del contenedor a excepción del porcentaje 
de uso de la memoria cache, el uso del ancho de banda y del tráfico de 
entrada de la red. 
Tabla 95: Comparación entre los valores obtenidos de la VM Linux y el CT 
 VM Parrot CT Ubuntu Diferencia de uso 
Uso de la CPU 32% 6,20% 25,8% 
Uso de la memoria RAM 49,29% 10,04% 39,25% 
Tasa de uso del I/O del 
disco duro 
499 IOPS 268 IOPS 231 IOPS 
Porcentaje de uso de la 
memoria cache 
47,97% 60,17% 12,2% 
Uso del ancho de banda 5,73 Mbits/seg – 8,33 
Mbits/seg 
6,79 Mbits/seg – 58,10 
Mbits/seg 
1,06 Mbits/seg – 
49,77 Mbits/seg 
Uso del tráfico de la red 60 bytes/seg – 800 
bytes/seg 
80 bytes/seg – 100 
bytes/seg 
20 bytes/seg – 700 
bytes/seg 
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Como se puede ver en la tabla n°96 se utilizó en el contendor un menor 
porcentaje de uso de la CPU, memoria RAM y en el tráfico de la red del 
contenedor Linux en comparación a la máquina virtual con distribución Windows 
a excepción del porcentaje de uso de la memoria cache en las operaciones de 
I/O del disco duro y en el ancho de banda de la red que se tuvo menores valores 
en la máquina virtual Windows.  
Tabla 96: Comparación entre los valores obtenidos de la VM Windows y el CT 
 VM Windows Vista CT Ubuntu Diferencia de uso 
Uso de la CPU 23% 6,20% 16,8% 
Uso de la memoria RAM 36,54% 10,04% 26,5% 
Tasa de uso del I/O del 
disco duro 
170,49 IOPS 268 IOPS 97,51 IOPS 
Porcentaje de uso de la 
memoria cache 
34,96% 60,17% 25,21% 
Uso del ancho de banda 0,121 Kbits/seg – 3,125 
Kbits/seg 
6,79 Mbits/seg – 58,10 
Mbits/seg 
6,79 Mbits/seg – 
58,09 Mbits/seg 
Uso del tráfico de la red 2 Kbytes/seg – 8 Kbytes/seg 80 bytes/seg – 100 
bytes/seg 
1,92 Kbytes/seg – 7,9 
Kbytes/seg 
 
Como se ve en la tabla n°97 de igual forma se evidencio en la tabla n°95 también 
se utilizó un menor porcentaje de uso de la CPU, memoria RAM, tráfico de la red 
a excepción del porcentaje de la memoria cache en las operaciones por segundo 
en el disco duro y en el ancho de banda. 
Tabla 97: Comparación entre los valores obtenidos de la VM Linux y el CT 
 VM Point Linux CT Ubuntu Diferencia de uso 
Uso de la CPU 25% 6,20% 18,8% 
Uso de la memoria RAM 31,07% 10,04% 17,07% 
Tasa de uso del I/O del 
disco duro 
237 IOPS 268 IOPS 31 IOPS 
Porcentaje de uso de la 
memoria cache 
19,81% 60,17% 40,36% 
Uso del ancho de banda 0,44 Mbits/seg – 6,45 
Mbits/seg 
6,79 Mbits/seg – 58,10 
Mbits/seg 
6,35 Mbits/seg – 
51,64 Mbits/seg 
Uso del tráfico de la red 2,5 Kbytes/seg – 600 
Kbytes/seg 
80 bytes/seg – 100 
bytes/seg 
 2.,42 Kbytes/seg –  
599,9 Kbytes/seg 
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12.4. Tiempo comprometido v/s tiempo real 
Como se ve en la figura n°203 el plazo que en un inicio se comprometió a terminar 
el proyecto fue en un plazo de 195 días lo que es el equivalente a un aproximado 
de 8 meses.  
Figura 205: Tiempo comprometido 
 
Como se ve en la figura n°204 el plazo real en el que se terminó el proyecto fue 
en un plazo de 288 días y como consecuencia la carta Gantt tuvo que ser 
reprogramada y tomo un tiempo de 93 días equivale a unos tres meses 
adicionales para terminar el proyecto lo que equivale a un total de 11 meses. 
Figura 206: Tiempo real 
  
Entre los motivos principales que se justifica este retraso en el término del 
proyecto fueron diversos problemas de rendimiento con el notebook y se tuvo 
que formatear para resolver el problema y además se tuvo problemas con el 
controlador de red correspondiente al controlador de wifi y por lo cual recién 
en enero se pudo resolver el problema actualizando el controlador. 
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13. Glosario 
13.1. Términos 
Protocolo de comunicaciones: Define la comunicación de datos digitales 
clasificado funcionalmente en la capa de red. 
Clúster: Es un grupo que se aplica a los conjuntos o conglomerados de 
ordenadores unidos entre si normalmente por una red de alta velocidad y que 
se compartan como si fuesen una única computadora. 
QEMU: Es un emulador de procesadores basado en la traducción dinámica 
de binarios. 
13.2. Siglas 
DNS: Domain Name Service 
IEEE: Institute of Electrical and Electronics Engineers   
SATA: Serial Advanced Technology Attachment 
RAID: Redundant Array of Inexpensive Disks 
DHCP: Dynamic Host Configuration Protocol 
OSI: Open System Interconnection  
CPU: Central Processing Unit  
RAM: Random Access Memory 
NAT: Network Address Translation 
SSH: Secure Shell 
ISO: International Organization for Standardization 
IDE: Integrated Development Environment   
KVM: Kernel-based Virtual Machine 
KSM: Kernel same-page merging 
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VM: Virtual Machine 
LXC: Linux Containers  
IP: Internet Protocol 
NAS: Network Attached Storage 
NFS: Network File System 
NIC: Network Interface Controller 
GUI: Graphical User Interface 
HA: High Availability  
GNU: General Public License 
CLI: Command Line Interface 
HDD: Hard Disk Drive 
ODD: Optical Disk Drive 
GPU: Graphics Processing Unit 
ZFS: Zettabyte File System 
VT: Virtual Terminal 
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15. Anexos  
15.1. Implementos adicionales 
Los implementos adicionales utilizados son un Router TP-Link y un punto de 
acceso D-Link Wireless N DAP-1360 se detallarán sus especificaciones a 
continuación en las siguientes tablas. 
Especificaciones del punto de acceso D-Link Wireless N DAP-1360: 
Tabla 98: Especificaciones de punto de acceso 
Especificaciones  Valor 
Tasa de transferencia máxima  300 Mbits/seg 
Velocidad transferencia de datos Ethernet LAN  10, 100 Mbits/seg 
Modulación  CCK, DBPSK, DQPSK, OFDM 
Cantidad de canales 13 
Interno N 
Estándares de red IEEE 802.11b, IEEE 802.11g, IEEE 802.11n 
Tecnología de cableado 10BASE-T/100BASE-TX 
Jack de entrada CD Si 
Cantidad de puertos RJ-45 1 
Algoritmos de seguridad soportados SSID, TKIP, WPA-EAP, WPA-PSK, WPA2-
EAP, WPA2-PSK, WPS 
Filtro de direcciones MAC Si 
Administración basada en web Si 
Soporte QOS Si 
Cumplimiento estándar de la industria 802.11b/b/n (draft), 802.3/802.3u 
Certificación  FCC B, CE 
Requisitos de energía 5VDC, 2.5ª 
Rango de frecuencia 2400 - 2483.5 MHz 
Indicadores LED LAN, WLAN 
Tipo de antena  Omnidireccional 
Ganancia máxima de la antena 2 dBi 
 
Esta fue obtenida de la tienda en donde se compró el producto SP Digital, 
datos obtenidos desde: (SP Digital, 2017) 
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Especificaciones del Router con la función de punto de acceso TP-Link TL-
WR843ND. Las características del Router se van a dividir en hardware, 
inalámbricas, software y otras. 
Especificaciones del hardware: 
Tabla 99: Especificaciones del hardware del Router 
Especificaciones  Valor 
Interfaz 4 puertos LAN 10/100 Mbps 
1 puerto WAN 10/100 Mbps 
Botón  WPS/reinicio 
Modo de operación de switch 
Botón de encendido/apagado 
Antena 2 antenas desmontables 
omnidireccionales de 5 dBi (RP-SMA) 
Fuente de alimentación externa 9VDC / 0.85A 
Estándares inalámbricos IEEE 802.11n, IEEE 802.11g, IEEE 
802.11b 
Dimensiones 192 x 130 x 33 mm 
 
Especificaciones inalámbricas: 
Tabla 100: Especificaciones inalámbricas del Router 
Especificaciones  Valor 
Frecuencia  2.4 – 2.4835 GHz 
Tasa de la señal  11n: Hasta 300Mbps(dinámica) 
11g: Hasta 54Mbps(dinámica) 
11b: Hasta 11Mbps(dinámica) 
Sensibilidad de 
recepción  
270M: -68 dBm 10%  
1M: -90 dBm 8%  
Potencia de transmisión <20 dBm 
Funciones Wireless  Habilitar/Deshabitar Radio 
Inalámbrica, WMM, Puente WDS 
Seguridad  64/128/152-bit WEP, WPA / WPA2, 
WPA-PSK / WPA2-PSK 
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Especificaciones de software: 
Tabla 101: Especificaciones del software del Router 
Especificaciones Valor  
QOS WMM, Control de Ancho de Banda 
Tipo de WAN  IP Dinámica/IP Estática/PPPoE/PPTP(Acceso 
Dual) /L2TP(Acceso Dual)/BigPond 
Administración  Control de Acceso 
Administración Local  
Administración Remota 
DHCP Servidor, Cliente, Lista de Cliente DHCP, 
Reservación de Dirección 
Redirección de 
puertos  
Servidor Virtual, Port Triggering, UPnP, DMZ 
DNS dinámico  DynDns, Comexe, NO-IP 
Paso de VPN  PPTP, L2TP, IPSec (ESP Head) 
Control de acceso Control Parental, Control de Administración 
Local, Lista de Hosteo, Acceso a Calendario, 
Administración de Reglas 
Seguridad Firewall  DOS, SPI Firewall 
Filtrado de Dirección IP /Filtrado de Dirección 
MAC /Filtrado de Dominio IP y MAC Address 
Binding 
 
Otras especificaciones: 
Tabla 102: Otras especificaciones del Router 
Especificaciones  Valor 
Certificación  CE, FCC, Rhos 
Contenidos del paquete  Router AP/ Cliente Inalámbrico N 
300Mbps TL-WR843ND 
Adaptador de Corriente 
Cable Ethernet RJ45  
Inyector de Energía Pasivo Poe  
CD de Recursos 
Guía de Instalación Rápida 
Requerimientos del sistema Microsoft Windows 98, NT, 2000, 
XP, Vista, Windows 7, Mac OS, 
NetWare, Linux o Unix  
 
La información de las tablas ilustradas fue obtenida del sitio oficial del 
fabricante, recuperado de: (TP-Link, 2018). 
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15.2. Implementaciones adicionales 
15.2.1. Eliminar mensaje de suscripción invalida 
Como se muestra en la figura n°205 al momento de iniciada la sesión en la 
interfaz web de Proxmox aparece el mensaje de suscripción invalida para 
poder quitar dicho mensaje se debe seguir el procedimiento ilustrado a 
continuación  
Figura 207: Mensaje de suscripción invalida 
 
Lo que se debe editar es la condición data status para reemplazarla por el 
valor false. Como se muestra en la figura n°206 y finalmente se tiene que 
limpiar el cache del navegador. Para que finalmente no aparezca el mensaje 
de suscripción invalida al iniciado la sesión vía web GUI.  
Figura 208: Línea de código a editar 
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15.3. Herramienta adicional de monitoreo 
Para tener un monitoreo adicional a Proxmox se tiene varias opciones 
adicionales a Proxmox como lo son: Nagios, Zabbix y entre otras. 
Pero también Proxmox cuenta con sus herramientas propias para monitorear 
nuestro servidor, máquinas virtuales y contenedores, esta herramienta es 
ceph. En las siguientes imágenes se detallará su instalación y configuración 
de red para crearlos respectivos monitores y la creación de discos. 
15.3.1. Instalación y configuración de Ceph 
Como se ve en la figura n°207 como se crea un monitor ceph y además hay 
que seguir algunos pasos para usar esta herramienta que se detallaran a 
continuación.  
Figura 209: Creación de monitor en Ceph 
 
Los pasos a seguir para la instalación y configurar ceph son los siguientes: 
1. Primero se debe instalar por terminal: pveceph install. 
2. Después se debe configurar la red: pveceph init –network 192.168.0.1/24 
puede varias según como se tenga configurada la dirección ip. 
3. Finalmente se crea el monitor también por medio de la terminal: pvecpeh 
createmon. 
4. Adicionalmente si tenemos más de un nodo solo se debe crear el monitor 
tal como se realizó en el paso anterior. 
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Figura 210: Estado del servidor 
 
15.3.2. Creación de los discos OSD vía interfaz web 
Como se puede ver en la figura n°209 se ha finalizado en la creación del disco 
OSD con éxito. 
En la interfaz web de Proxmox se nos da la opción directamente para crear el 
disco OSD. 
Figura 211: Creación de disco OSD 
 
 
15.3.3. Hardware recomendado 
Como se muestra en las tablas n°103 y n°104 es el hardware recomendado y 
las opciones para elegir el disco recomendado para instalar y usar la 
herramienta de monitoreo ceph y cabe destacar que también es una 
herramienta para almacenamiento. 
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Tabla 103: Hardware recomendado para PC 
Procesador Dual Xeon E5-2620v2 
Memoria RAM 64 GB 
Placa Madre Intel S2600CP 
Módulo de gestión remota Intel RMM 
Montador para discos SSD o HDD 2 montadores fijos de 2,5 pulgadas 
Tarjeta de red 10 Gbit para tráfico de red para Ceph 
Interconexión de componentes periféricos Intel SSD DC P3700  
Tamaño disco SSD 240 GB 
 
Tabla 104: Discos recomendados 
Disco SSD opción n°1 Intel SSD DC S3520 
Disco SSD opción n°2 Intel SSD DC S3610 
Disco SSD opción n°3 Intel SSD DC S3700/S3710 
 
15.4. Remover disco duro desde VM y CT 
Como se puede ver en la figura n°210 en el último contenedor creado tiene 
más de un disco duro asociado y dos sin utilizar por lo cual se tiene que 
remover por medio de la terminal. 
Figura 212: Remover discos duros 
 
 
 
216 
 
15.5. Visualizar directorios y archivos 
Como lo ilustra la figura n°211 gracias al comando ls –l se pueden visualizar 
las carpetas y sus respectivas rutas de directorio que son de mucha ayuda 
para encontrar la ruta de los archivos que se puedan necesitar. 
También el comando ls se puede usar en las mismas rutas de directorio para 
visualizar los archivos que tengamos en alguna carpeta. 
Figura 213: Carpetas y archivos 
 
 
15.6. Configurar zona horaria y la hora en los contenedores 
Como se ilustra en figura n°214 se puede visualizar las diferentes zonas 
horarias. 
Figura 214: Ve las zonas horaria 
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Como se puede visualizar en la figura n°215 se puede establecer la zona 
horaria en un contenedor sin tener que realizar configuraciones adicionales o 
instalar programas por la consola. 
Figura 215: Establecer la zona horaria 
 
 
15.7. Instalar entornos de escritorio en Proxmox 
Además de la configuración ya mencionada anteriormente, también se puede 
instalar el entorno de escritorio en los servidores que tengamos previamente 
instalados y para no afectar el rendimiento del equipo utilizado para llevar a 
cabo este proyecto se instalaran dos entornos de escritorio como ejemplo. 
Pero si se utiliza Proxmox como una estación de trabajo o como escritorio 
principal en tal caso si es conveniente instalar el entorno de escritorio. 
Como se ilustra en la figura n°216. 
Figura 216: Entorno de escritorio instalado 
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Primero hay que instalar los programas descritos en la figura n°217 hasta la 
figura n°219. Antes de utilizar el entorno de escritorio. Antes de mencionar los 
programas a instalar es importante mencionar que puede ocurrir ciertos 
problemas de red relacionados con el uso del administrador de red que puede 
ocasionar que el clúster no funciones en algunos casos, esto se aplica cuando 
se instala Proxmox en distribución Debian Jessie. También se puede tener 
problemas de sobre escritura en el archivo resolv.conf y esto ocasiona 
problemas en la configuración DNS esto se aplica a la GUI de PVE4 y este no 
tomara la configuración DNS provocando que falle. 
Figura 217: Instalación de xfce4 
 
Para terminar los programas necesarios a instalar además del entorno de 
escritorio xfce4 y se deben instalar en el orden indicado a continuación: 
1. Chromium 
2. Lightdm 
3. Mate-desktop-environment 
4. Xorg 
5. X11vnc 
Además de debe iniciar el programa lightdm con el comando systemctl start 
lightdm. Como se ilustra en la figura n°218 a continuación.  
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Figura 218: Comando para iniciar lightdm 
 
Como se visualiza en la figura n°219 después de instalar los entornos de 
escritorio en todos los servidores involucrados en el diagrama de red 
propuesto en el punto 9 del presente informe no se tuvieron los problemas 
descritos en esta sección y todo funciono sin mayores inconvenientes. 
Figura 219: Estado de los servidores con entorno de escritorio 
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15.8. KVM y QEMU 
Como ya se mencionó en el desarrollo de la solución correspondiente 
al punto 10 de este informe se debe deshabilitar la opción de KVM y se 
mencionará las características y funciones de KVM y QEMU a 
continuación. 
15.8.1. KVM 
KVM es una solución de virtualización completa para Linux con 
hardware X86 que contiene extensiones de virtualización para Intel y 
AMD (Intel VT o AMD-V). Consiste en un módulo de kernel cargable, 
que proporciona la infraestructura principal de virtualización y un 
módulo especifico del procesador. 
Utilizando KVM, se puede ejecutar múltiples máquinas virtuales 
ejecutando imágenes de Linux o Windows sin modificar. Cada máquina 
virtual tiene su hardware virtualizado, tarjeta de red, disco, adaptador 
de gráficos, etc. 
Finalizando KVM es un software de código abierto. El componente del 
kernel de KVM está incluido en la línea principal de Linux a partir de la 
versión 2.6.20. El componente de espacio del usuario de KVM se 
incluye en el QEMU principal, a partir de la versión 1.3. 
15.8.2. QEMU 
QEMU es un virtualizador de código abierto y emulador de maquina 
genérico. 
Cuando se utiliza como un emulador de máquina, QEMU puede 
ejecutar sistemas operativos y programas creados para una maquina 
como una placa ARM, por ejemplo, en una maquina diferente como en 
un ordenador propio. Al utilizar la traducción dinámica logra un buen 
rendimiento. 
Cuando se utiliza como un virtualizador, QEMU logra un rendimiento 
casi nativo al ejecutar el código de invitado directamente en la CPU del 
host. QEMU admite la virtualización cuando se ejecuta bajo el 
hipervisor Xen o utilizando el modulo del kernel KVM en Linux. Al 
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utilizar KVM, QEMU puede virtualizar arquitecturas de X86, servidor y 
PowerPC incrustado, ARM de 32 bits y 64 bits, y MIPS invitados. 
Para finalizar los lanzamientos de QEMU se pueden descargar desde 
su sitio: http://www.qemu.org/download/ 
15.8.3. Conclusiones respecto a KVM y QEMU 
Se puede concluir que KVM necesita a QEMU para la funcionalidad 
completa como hipervisor. QEMU es autosuficiente, y KVM es un 
módulo del kernel para la explotación de extensiones VT que actúa 
como controlador de las capacidades físicas de la CPU. 
Por lo cual QEMU necesita de KVM para aumentar su rendimiento. Por 
otro lado, KVM por sí solo no puede proporcionar una solución de 
virtualización completa. 
