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Signed graphs and the freeness of the Weyl
subarrangements of type Bℓ
Daisuke Suyama∗, Michele Torielli†, Shuhei Tsujie‡
Abstract
A Weyl arrangement is the hyperplane arrangement defined by a root system.
Saito proved that every Weyl arrangement is free. The Weyl subarrangements
of type Aℓ are represented by simple graphs. Stanley gave a characterization
of freeness for this type of arrangements in terms of thier graph. In addition,
The Weyl subarrangements of type Bℓ can be represented by signed graphs. A
characterization of freeness for them is not known. However, characterizations of
freeness for a few restricted classes are known. For instance, Edelman and Reiner
characterized the freeness of the arrangements between type Aℓ−1 and type Bℓ.
In this paper, we give a characterization of the freeness and supersolvability of
the Weyl subarrangements of type Bℓ under certain assumption.
Keywords : Hyperplane arrangement, Graphic arrangement, Weyl arrangement, Free arrangement,
Supersolvable arrangement, Chordal graph, Signed graph
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1 Introduction
A (central) hyperplane arrangement (or simply an arrangement) is a finite collection
of linear hyperplanes, that is, subspaces of codimension one in a vector space. In this
paper, we will focus on freeness and supersolvability of arrangements. (See Section
2 for the definitions and results of free and supersolvable arrangements.)
A Weyl arrangement is a collection of the hyperplanes orthogonal to the roots of a
root system. Saito [16, 17] proved that Weyl arrangements are free.
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For a root system of type Aℓ−1, the corresponding Weyl arrangement is also known
as the braid arrangement. We can associate to each simple graph G on vertex set
{1, . . . , ℓ} a subarrangement of the braid arrangement
A(G) := { {xi − xj = 0} | {i, j} is an edge of G } ,
where x1, . . . , xℓ denote the coordinates and {α = 0} denotes the hyperplane Ker(α) for
a linear form α. The arrangement A(G) is called a graphic arrangement. Obviously,
every subarrangement of a braid arrangement is a graphic arrangement. A simple
graph G is called chordal if every cycle of length at least four has a chord, which is an
edge of G that is not part of the cycle but connects two vertices of the cycle. Stanley
characterized freeness and supersolvability of graphic arrangements as follows:
Theorem 1.1 (Stanley [19, Corollary 4.10] ). For a simple graph G, the following are
equivalent
(1) G is chordal.
(2) A(G) is supersolvable.
(3) A(G) is free.
Thus, the freeness of Weyl subarrangements of type Aℓ is completely characterized in
combinatorial terms. For a Weyl arrangement of arbitrary type, only sufficient condition
for freeness is known by [2]. Except Weyl arrangements of type Aℓ, any characterization
of the freeness of Weyl subarrangements is not known.
In this paper, we study the freeness of Weyl subarrangements of type Bℓ. For our
purpose, we define a signed graph and the corresponding arrangement as follows. See
Zaslavsky [25] for a general treatment of signed graphs.
Definition 1.2. A signed graph is a tuple G = (G+, G−, LG), where G
+ = (VG, E
+
G)
and G− = (VG, E
−
G) are simple graphs on the same vertex set VG and LG is a subset of
VG, which is called the set of loops. An element of E
+
G (resp. E
−
G) is called a positive
edge (resp. a negative edge). When we do not consider loops, we write a signed
graph as (G+, G−).
Definition 1.3. Let G = (G+, G−, LG) be a signed graph on vertex set {1, . . . , ℓ}.
Define the signed-graphic arrangement A(G) in the ℓ-dimensional vector space
over R (or any field of characteristic zero) by
A(G) :=
{
{xi − xj = 0
∣∣ {i, j} ∈ E+G} }
∪
{
{xi + xj = 0
∣∣ {i, j} ∈ E−G} } ∪ { {xi = 0} | i ∈ LG } .
Note that every simple graph G on ℓ vertices can be naturally regarded as a signed
graph G = (G,Kℓ,∅), where Kℓ denotes the edgeless graph on ℓ vertices, and hence a
signed-graphic arrangement is a generalization of a graphic arrangement.
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Condition Reference
G− = Kℓ, LG = ∅ Stanley, Theorem 1.1
G− = Kℓ Corollary to [20, Theorem 1.4]
G+ = Kℓ Edelman and Reiner, Theorem 6.1 and [6, Theorem 4.15]
G+ = Kℓ Bailey [3, Theorem 4.2]
G− = Kℓ Bailey [3, Theorem 4.3]
G+ = G− Bailey [3, Theorem 4.4]
None Zaslavsky, Theorem 4.19 only for supersolvability
Figure 1: Summary of known results for freeness and supersolvablility
We call the signed graph Bℓ := (Kℓ, Kℓ, {1, . . . , ℓ}) the complete signed graph
with loops, where Kℓ denotes the complete graph on ℓ vertices. The corresponding
signed-graphic arrangement A(Bℓ) is the Weyl arrangement of type Bℓ. Moreover, every
subarrangement of A(Bℓ) is a signed-graphic arrangement of some signed graph, and
vise versa.
Zaslavsky (Theorem 4.19) characterized supersolvability of signed-graphic arrange-
ments. Edelman and Reiner characterized freeness and supersolvability of arrangements
between type Aℓ−1 and type Bℓ. The signed graphs G corresponding to these arrange-
ments satisfy G+ = Kℓ. Figure 1 summarizes the known results for supersolvability
and freeness.
A cycle of length k ≥ 3 (shortly k-cycle) is a sequence of distinct vertices v1, . . . , vk
with edges {v1, v2}, . . . , {vk−1, vk}, {vk, v1} (positive or negative edges are allowed). A
cycle is called balanced if it has an even number of negative edges. Otherwise, we call
it unbalanced. A signed graph G is called balanced chordal if every balanced cycle
of length at least four has a balanced chord, which is an edge of G that is not part of
the cycle but connects two vertices of the cycle, and moreover that separates the cycle
into two balanced cycles. Note that balanced chordality has nothing to do with the
loop set.
Our main result is as follows:
Theorem 1.4. Let G = (G+, G−) be a signed graph on vertex set VG. Assume that
G+ ⊇ G−. Then the following are equivalent:
(1) G is balanced chordal.
(2) A(G+, G−, VG) is free.
(3) A(G+, G−, L) is free for some loop set L ⊆ VG.
The organization of this paper is as follows. In Section 2, we give basic definitions
and results for free and supersolvable arrangements. In Section 3, we introduce theorems
for simple graphs which are required in this paper. In Section 4, we study singed graphs
and the corresponding signed-graphic arrangements. In Section 5, we introduce the
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notion of divisional edges and vertices of signed graphs. In Section 6, we introduce
several lemmas and give a proof of Theorem 1.4.
2 Review of free and supersolvable arrangements
In this section, we review some basic concepts on arrangements. A standard reference
for the theory of arrangements is [13]. Throughout this section, the ambient space of
an arrangement is the ℓ-dimensional vector space Kℓ over an arbitrary field K. Let S
be the symmetric algebra of (Kℓ)∗, which can be identified with the polynomial ring
K[x1, . . . , xℓ], where {x1, . . . , xℓ} is a basis for (K
ℓ)∗. Let Der(S) denote the module of
derivations of S:
Der(S) := {θ : S → S | θ is K-linear, θ(fg) = θ(f)g + fθ(g) for f, g ∈ S}.
For an arrangement A in Kℓ, the module of logarithmic derivations D(A) of A is defined
by
D(A) := {θ ∈ Der(S) | θ(Q(A)) ∈ Q(A)S}
= {θ ∈ Der(S) | θ(αH) ∈ αHS for H ∈ A},
where αH is a linear form such that Ker(αH) = H and Q(A) :=
∏
H∈A αH is the defining
polynomial of A.
Definition 2.1. An arrangement A is called free if D(A) is a free S-module.
When A is free, the module D(A) has a homogeneous basis {θ1, . . . , θℓ} and the
degrees deg θ1, . . . , deg θℓ are called the exponents of A.
The rank of an arrangement A, denoted by rank(A), is the codimension of
⋂
H∈AH .
The intersection lattice L(A) is the set of all intersections of hyperplanes in A,
which is partially ordered by reverse inclusion: X ≤ Y ⇔ Y ⊆ X . We say that A is
supersolvable if L(A) is supersolvable as defined by Stanley [18]. In this paper, we
omit the definition in detail. However, supersolvability of arrangements is characterized
as follows:
Theorem 2.2 (Bjo¨rner-Edelman-Ziegler [4, Theorem 4.3]). An arrangement A is su-
persolvable if and only if there exists a filtration
A = Ar ⊇ Ar−1 ⊇ · · · ⊇ A1
such that
(1) rank(Ai) = i (i = 1, 2, . . . , r).
(2) For every i ≥ 2 and any distinct hyperplanes H,H ′ ∈ Ai \ Ai−1, there exists some
H ′′ ∈ Ai−1 such that H ∩H
′ ⊆ H ′′.
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Jambu and Terao revealed a relation between supersolvability and freeness.
Theorem 2.3 (Jambu-Terao [11, Theorem 4.2]). Every supersolvable arrangement is
free.
Supersolvability is a combinatorial property, that is, it is determined by the inter-
section lattice. It is conjectured that freeness of arrangements for a fixed field is also a
combinatorial property (Terao Conjecture [22]).
An arrangement A is said to be independent if rank(A) = |A|. Call A dependent
if rank(A) < |A|. It is easy to show that every independent arrangement is supersolv-
able and hence free. An arrangement A is called generic if every subarrangement
of cardinality rank(A) is independent. The following theorem states that, except for
trivial cases, generic arrangements are non-free.
Theorem 2.4 (Rose-Terao [15], Yuzvinsky [23]). Let A be a generic arrangement.
Suppose that |A| > rank(A) ≥ 3. Then A is non-free.
An arrangement A is called a circuit if A is minimally dependent, that is, A is
dependent but A \ {H} is independent for any H ∈ A. This terminology stems from
matroid theory. We obtain the following corollary of Theorem 2.4.
Corollary 2.5. If an arrangement A is a circuit, then A is generic. Moreover, if
|A| ≥ 4, then A is non-free.
For every arrangement A, the one-variable Mo¨bius function µ(X) on L(A) is
defined recursively by ∑
Y≤X
µ(Y ) = δ0ˆX ,
where δ0ˆX denotes the Kronecker delta and 0ˆ denotes the minimal element of L(A),
namely the ambient space. Moreover, we can associate toA a polynomial χ(A, t) ∈ Z[t],
called the characteristic polynomial, defined by
χ(A, t) :=
∑
X∈L(A)
µ(X)tdimX .
The characteristic polynomial of an arrangement is one of the most important invari-
ants. Terao [21] showed that the characteristic polynomial of a free arrangement can
be factored into a product of linear factors over Z with non-negative roots.
For an element X ∈ L(A), we define the localization AX and the restriction A
X
by
AX := {H ∈ A | H ⊇ X } ,
AX := {H ∩X | H ∈ A \ AX } .
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Proposition 2.6 (Stanley [18, Proposition 3.2]). Every localization and every restric-
tion of a supersolvable arrangement is supersolvable.
The following results are quite useful for determining whether an arrangement is
free or not.
Proposition 2.7 (Orlik-Terao [13, Theorem 4.37]). Every localization of a free ar-
rangement is free.
Theorem 2.8 (Division Theorem, Abe [1, Theorem 1.1]). Let A be an arrangement.
Assume that there exists a hyperplane H ∈ A such that χ(AH, t) divides χ(A, t) and
AH is free. Then A is free.
3 Preliminaries from simple graphs
In this section, we will introduce some basic notions about simple graphs.
3.1 Threshold graphs
As mentioned in Section 1, Edelman and Reiner characterized freeness of subarrange-
ments between type Aℓ−1 and Bℓ. The characterization requires the notion of threshold
graphs.
Definition 3.1. Threshold graphs are defined recursively by the following construction:
(1) The single-vertex graph K1 is threshold.
(2) The graph obtained by adding an isolated vertex to a threshold graph is threshold.
(3) The graph obtained by adding a dominating vertex to a threshold graph is thresh-
old, where a dominating vertex is a vertex which is adjacent to all other vertices.
The degree of a vertex v in a simple graph G (denoted degG(v)) is the number of
incident edges.
Definition 3.2. An ordering (v1, . . . , vℓ) of the vertices of a simple graph G is called
a degree ordering if degG(v1) ≥ · · · ≥ degG(vℓ). An initial segment of an ordering
(v1, . . . , vℓ) is a set {v1, . . . , vk} for some k.
A simple graph may admit several degree orderings. However, for a threshold graph,
there is only one degree ordering up to an automorphism [9]. We will need the following
characterization for threshold graphs.
Theorem 3.3 (Golumbic [8, Corollary 5]). Threshold graphs have a forbidden induced
subgraph characterization. Namely, a simple graph is threshold if and only if it contains
no induced subgraph isomorphic 2K2, C4, or P4 (See Figure 2).
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2K2 C4 P4
Figure 2: Forbidden induced subgraphs for threshold graphs
3.2 Menger’s theorem
Given a simple graph G = (VG, EG) and a subset W ⊆ VG, let G[W ] denote the
subgraph induced byW and let G\W denote G[VG \W ]. For non-adjacent vertices a, b
which belong to the same connected component of G, a non-empty subset S ⊆ VG is
called an (a, b)-separator if the vertices a, b belong to distinct connected components of
G\S. An (a, b)-separator isminimal if no proper subset is (a, b)-separator. Moreover, a
subset S ⊆ VG is called aminimal vertex separator if S is a minimal (a, b)-separator
for some vertices a, b. Note that a proper subset of a minimal vertex separator can be
a minimal vertex separator for other vertices.
Let p1, . . . , pn be paths from a vertex a to another vertex b. The paths p1, . . . , pn
are internally disjoint if they do not have any internal vertex in common. A path
is called induced if it is an induced subgraph, that is, there are no edges connecting
non-consecutive vertices in the path.
Theorem 3.4 (Menger [12]). Let a, b be non-adjacent vertices of a connected graph.
Then the minimum of the cardinalities of minimal (a, b)-separators equals to the maxi-
mum number of internally disjoint induced paths from a to b.
In this paper, the following corollary is required:
Corollary 3.5. Let a, b be non-adjacent vertices of a connected graph G and S a min-
imal (a, b)-separator of minimal cardinality. Let u, v be distinct vertices in S. Then
there exist a cycle of G such that it contains the vertices a, b, u, v, it intersects S at
{u, v}, and it consists of two induced paths from a to b.
Proof. By Theorem 3.4, there exists a set { ps | s ∈ S } of internally disjoint induced
paths from a to b, where the path ps intersects S at {s} for every s ∈ S. The cycle
obtained by connecting pu and pv at their endvertices is a desired cycle.
3.3 Chordal graphs and their clique-separator graph
A subset C ⊆ VG is called a clique of G if G[C] is a complete graph. A vertex v ∈ VG
is called simplicial if the neighborhood of v is a clique. An ordering (v1, . . . , vℓ) of the
vertices is called a perfect elimination ordering if vi is simplicial in G[{v1, . . . , vi}]
for every i ∈ {1, . . . , ℓ}. Recall that a chordal graph is a graph whose cycles of length
at least four have chords. The following theorems are basic results for chordal graphs.
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1 2 3
4 5 6
7 8 9
C1258 S258 C2358 S38 C368
C478 S48 C458 S58
S8 C89
Figure 3: A chordal graph and its clique-separator graph
Theorem 3.6 (Dirac [5, Theorem 1]). A simple graph is chordal if and only if every
minimal vertex separator is a clique.
Theorem 3.7 (Dirac [5, Theorem 4]). Every chordal graph is complete or has at least
two non-adjacent simplicial vertices.
Theorem 3.8 (Fulkerson-Gross [7, Section 7]). A simple graph is chordal if and only
if it admits a perfect elimination ordering.
Ibarra [10] has invented the clique-separator graph of a chordal graph to describe
its structure.
Definition 3.9. Let G be a chordal graph. The clique-separator graph G of G consists
of the following nodes, (directed) arcs, and (undirected) edges.
• G has a clique node C for each maximal clique C of G.
• G has a separator node S for each minimal vertex separator S of G.
• An arc of G is from a separator node to another separator node. The tuple (S, S ′)
of separator nodes is an arc of G if S ( S ′ and there exists no separator node S ′′
such that S ( S ′′ ( S ′.
• An edge of G is between a clique node and a separator node. For a clique node C
and a separator node S, the set {C, S} is an edge of G if S ( C and there exists
no separator node S ′ such that S ( S ′ ( C.
In the rest of this subsection, G,G denote a chordal graph and its clique-separator
graph, respectively. Note that we use terminologies “vertex” for G and “node” for G
after Ibarra. Figure 3 shows an example of a chordal graph and its clique-separator
graph, where CX , SX denote the maximal clique and the minimal vertex separator
on a set X of labels of vertices, respectively. The clique-separator graph has many
remarkable properties which describe the structure of a chordal graph. We will now
introduce some of them required in this paper.
8
Proposition 3.10 (Ibarra [10, p.1739 Observation]). For every separator node S of G,
one of the following holds.
(1) There exist distinct clique nodes C,C ′ such that {S, C} and {S, C ′} are edges of G.
(2) There exist distinct separator nodes S ′, S ′′ such that (S, S ′), (S, S ′′) are arcs of G.
(3) There exist a clique node C and a separator node S ′ such that {S, C} is an edge of
G and (S, S ′) is an arc of G.
A box of the clique-separator graph G is a connected components of the undirected
graph obtained by deleting the arcs of G. Let Gc denote the directed graph obtained
by contracting each box into a single node and replacing multiple arcs by a single arc.
Theorem 3.11 (Ibarra [10, Theorem 3(2)]). The following hold:
(1) Every box is a tree with the clique intersection property: for any distinct nodes
N,N ′ of a box and any internal node N ′′ between N and N ′, we have N ∩N ′ ⊆ N ′′.
(2) The separator nodes in each box form an antichain, that is, there are no inclusions
among the separator nodes.
(3) Gc is a directed acyclic graph.
Every directed acyclic finite graph has a sink, namely a vertex with no outgoing
arcs from it. By Theorem 3.11(3), the directed graph Gc has a sink, which we call a
sink box of G.
Proposition 3.12. Let B be a sink box of G. Then B is a tree whose leaves are clique
nodes.
Proof. From Theorem 3.11(1), the box B is a tree. Let S be a separator node of B.
Since B is a sink, there are no outgoing arcs from S. Hence, by Proposition 3.10, there
exist at least two clique nodes adjacent to S. Therefore S cannot be a leaf of B. Thus
every leaf of B is a clique node.
For every separator node S of G, define
Preds(S) := { S ′ | S ′ is a separator node of G such that S ′ ⊆ S } .
For a subgraph F of G, let G[F ] denote the subgraph of G induced by
{ v ∈ VG | v belongs to some node of F } .
Theorem 3.13 (Ibarra [10, Theorem 3(1)]). Let S be a separator node of G. Suppose
that G1, . . . ,Gk are the connected components of G \ Preds(S). Then the subgraphs
G[G1] \ S, . . . , G[Gk] \ S are the connected components of G \ S.
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Figure 4: The unbalanced 1-cycle and the unbalanced 2-cycle
Corollary 3.14. Let P be a path of a sink box of G from a clique node to another clique
node indicated as follows:
C1 S2 C2 Sk Ck
Take vertices a ∈ C1 \ S2 and b ∈ Ck \ Sk. Then the set of (a, b)-minimal separators of
G coincides with {S2, . . . , Sk}.
Proof. By Theorem 3.13, each Si is a minimal (a, b)-separator, and the other separator
nodes cannot separate a from b.
4 Signed graphs and signed-graphic arrangements
In this section, we introduce various notions about signed graphs which are related to
freeness of signed-graphic arrangements.
4.1 Necessary conditions for freeness
A path is a sequence v1 . . . vk of distinct vertices with edges {v1, v2}, . . . , {vk−1, vk},
where the sign of each edge may be either positive or negative. A signed graph is called
connected if any distinct two vertices are connected by a path.
Recall that a cycle of length k ≥ 3 is a sequence of distinct vertices v1 . . . vk with
edges {v1, v2}, . . . , {vk−1, vk}, {vk, v1} and that a cycle is called balanced if it has an
even number of negative edges. Moreover, we define cycles of length 1 and 2 as follows:
the 1-cycle is a vertex with the loop and the 2-cycle is a pair of vertices {u, v} with
the positive and the negative edges between them. Figure 4 illustrates these cycles,
where the dashed edge denotes the negative edge. The 2-cycle has exactly one negative
edge and hence it is unbalanced. Every loop corresponds to a hyperplane of the form
{x = 0}, which is equal to {x = −x}. Therefore it is natural that a loop is assigned to
be negative. Thus, we define the 1-cycle to be unbalanced.
Every arrangement determines a matroid on itself. Hence a signed-graphic arrange-
ment A(G) determines a matroid on itself and hence on the edge set EG := E
+
G⊔E
−
G⊔LG
of the corresponding signed graph G. Zaslavsky has classified circuits (minimal depen-
dent sets) of the matroid, which are called frame circuits, as follows (Figure 5 shows
examples of frame circuits):
Proposition 4.1 (Zaslavsky [25, 8B.1],[27, Corollary 3.2]). A connected signed graph
is a frame circuit if and only if it is one of the following graphs:
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Figure 5: Examples of frame circuits
G1 F1 G2 F2 G3
Figure 6: Examples of signed graphs corresponding to non-free arrangements
(1) A balanced cycle.
(2) A pair of disjoint unbalanced cycles together with a path which connects them (called
a loose handcuff).
(3) A pair of disjoint unbalanced cycles which intersect in precisely one vertex (called
a tight handcuff).
The proposition below is a paraphrase of Corollary 2.5 for signed-graphic arrange-
ments.
Proposition 4.2. Let G be a frame circuit. Then A(G) is generic. Moreover, if
|EG| ≥ 4, then A(G) is non-free.
In order to determine that a signed-graphic arrangement is non-free, it is important
to describe the localizations of a signed-graphic arrangement in terms of signed graphs.
A signed graph F = (F+, F−, LF ) is said to be a subgraph of a signed graph
G = (G+, G−, LG) if F
+, F− are subgraphs of G+, G−, respectively, on the same vertex
set VF ⊆ VG and LF ⊆ LG. The signed-graphic arrangement A(F ) corresponding to
the subgraph F can be naturally regarded as a subarrangement of A(G).
A subarrangement of an arrangement A is a localization if and only if it is a flat of
the matroid on A. Hence we have the following proposition:
Proposition 4.3 ([14, Proposition 1.4.11(ii)]). Let F be a subgraph of a signed graph
G. The signed-graphic arrangement A(F ) is a localization of A(G) if and only if
{ e ∈ EG | e and some edges in F form a frame circuit } ⊆ EF .
Example 4.4. Consider the signed graphs in Figure 6. The graph G1 has the balanced
cycle F1 and G2 has the tight handcuff F2. By Proposition 4.3, we have that A(F1) and
A(F2) are localizations of A(G1) and A(G2), respectively. Hence, by Propositions 4.1,
4.2 and 2.7, these four arrangements are non-free. A direct computation or the result
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of Edelman and Reiner (Theorem 6.1) shows that A(G3) is non-free. However, every
proper localization of A(G3) is free. Hence it is not enough to focus on circuits when
determining freeness of signed graphic arrangements, which is different form the case
of graphic arrangements.
Given a signed graph G = (G+, G−, LG), the simple graph G
+ can be regarded as a
subgraph of G.
Proposition 4.5. Every graphic arrangement A(G+) is a localization of a signed-
graphic arrangement A(G). Moreover, if A(G) is free, then A(G+) is free, or equiva-
lently G+ is chordal.
Proof. By Propositions 4.1 and 4.3, we have A(G+) is a localization of A(G). If A(G)
is free, then A(G+) is free by Proposition 2.7. Using Theorem 1.1, we have that A(G+)
is free if and only if G is chordal.
For a signed graph G = (G+, G−, LG) and a subset W ⊆ VG, define the subgraph
induced by W by G[W ] := (G+[W ], G−[W ],W ∩ LG). A subgraph F is called an
induced subgraph of G if F = G[W ] for some W ⊆ VG. Using Propositions 4.1 and
4.3, we obtain the following:
Proposition 4.6. Let F be an induced subgraph of a signed graph G. Then A(F ) is a
localization of A(G). In particular, if A(G) is free, then A(F ) is free.
Given a signed graph G, we can obtain a new signed graph Gν using a switching
function ν : VG → {±1}. The signed graph G
ν consists of the following data:
• VGν := VG.
• E+Gν :=
{
{u, v} ∈ E+G
∣∣ ν(u) = ν(v) } ∪ { {u, v} ∈ E−G ∣∣ ν(u) 6= ν(v) }.
• E−Gν :=
{
{u, v} ∈ E+G
∣∣ ν(u) 6= ν(v) } ∪ { {u, v} ∈ E−G ∣∣ ν(u) = ν(v) }.
• LGν := LG.
Note that a switching affects a signed-graphic arrangement as the coordinate exchange
xi 7→ ν(i)xi for each i ∈ VG. Therefore a switching preserves freeness of signed-graphic
arrangements. Moreover, a switching preserves the balance of cycles.
Recall that a balanced chord of a balanced cycle is an edge that is not part of
the cycle but connects two vertices of the cycle, and moreover that separates the cycle
into two balanced cycles. A signed graph is called balanced chordal if every balanced
cycle of length at least 4 has a balanced chord. Note that balanced chordality does not
require any information on the loops.
Lemma 4.7. Suppose that a signed-graphic arrangement A(G) is free. Then G is
balanced chordal.
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Proof. Assume that G is not balanced chordal. Then there exists a balanced cycle
C of length at least four with no balanced chords. Let ν be a switching function on
G such that Cν consists of positive edges. Since a switching preserves the balance of
cycles, we have that Cν is a chordless cycle of (Gν)+. Therefore A(Gν) is non-free
by Proposition 4.5. Since switching preserves freeness, we have A(G) is also non-free.
Thus, the assertion has been proven.
4.2 Coloring and the chromatic polynomials
One of remarkable properties of the chromatic polynomial of a simple graph is that the
chromatic polynomial coincides with the characteristic polynomial of the correspond-
ing graphic arrangement. The notions of coloring and the chromatic polynomial were
extended to signed graphs by Zaslavsky [24].
Definition 4.8. For a positive integer k, let Λk := {0,±1, . . . ,±k}. A proper k-
coloring of a signed graph G is a function γ : VG → Λk such that
(1) γ(u) 6= γ(v) if {u, v} ∈ E+G .
(2) γ(u) 6= −γ(v) if {u, v} ∈ E−G .
(3) γ(v) 6= 0 if v ∈ LG.
Theorem 4.9 (Zaslavsky [24, Theorem 2.2]). There exists a polynomial χ(G, t) such
that χ(G, 2k + 1) is equal to the number of proper k-coloring of G for any k ≥ 1. We
call χ(G, t) the chromatic polynomial of G.
Theorem 4.10 (Zaslavsky [27, Lemma 4.3]). The chromatic polynomial of G and the
characteristic polynomial of A(G) coincide. Namely χ(G, t) = χ(A(G), t).
Our method to prove the freeness is Abe’s division theorem (Theorem 2.8). Thanks
to Theorem 4.10, we can describe the characteristic polynomial of a signed-graphic
arrangement in terms of coloring of the corresponding signed graph. Recall that Bn =
(Kn, Kn, {1, . . . , n}) denotes the complete signed graph with loops. The purpose of the
rest of this subsection is to prove Lemma 4.13, which describes the chromatic polynomial
of a signed graph obtained by gluing two signed graphs together along a complete signed
graph with loops.
Proposition 4.11. Let G be a signed graph which contains Bn as a subgraph. For two
proper k-colorings γ1, γ2 of Bn, let C1, C2 be the set of proper k-colorings of G whose
restrictions to Bn are equal to γ1, γ2, respectively. Then |C1| = |C2|.
Proof. For each i ∈ {1, 2}, the coloring γi is injective and the image γi(VBn) is disjoint
to −γi(VBn) := { −γi(v) | v ∈ VBn }. We define a bijection φ : γ1(VBn) ∪ (−γ1(VBn)) →
γ2(VBn) ∪ (−γ2(VBn)) by for any a ∈ γ1(VBn)
φ(±a) := ±(γ2 ◦ γ
−1
1 )(a).
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Then there exists a bijection ψ : Λk → Λk such that ψ(−a) = −ψ(a) and the following
diagram commutes.
γ1(VBn) ∪ (−γ1(VBn)) Λk
VBn
γ2(VBn) ∪ (−γ2(VBn)) Λk
φ ψ
γ1
γ2
Define a map F : C1 → C2 by F (γ) := ψ ◦ γ. We show that F is well-defined, that
is, F (γ) ∈ C2 for any γ ∈ C1. First we show that F (γ) is a proper coloring of G. This
follows by the following arguments.
{u, v} ∈ E+G ⇒ γ(u) 6= γ(v)⇒ (ψ ◦ γ)(u) 6= (ψ ◦ γ)(v)
⇒ F (γ)(u) 6= F (γ)(v).
{u, v} ∈ E−G ⇒ γ(u) 6= −γ(v)⇒ ψ(γ(u)) 6= ψ(−γ(v))⇒ (ψ ◦ γ)(u) 6= −(ψ ◦ γ)(v)
⇒ F (γ)(u) 6= −F (γ)(v).
v ∈ L⇒ γ(v) 6= 0⇒ ψ(γ(v)) 6= ψ(0)⇒ (ψ ◦ γ)(v) 6= 0
⇒ F (γ)(v) 6= 0.
Next we show that the restriction of F (γ) to VBn equals γ2. For each vertex v ∈ VBn
F (γ)(v) = (ψ ◦ γ)(v) = ψ(γ(v)) = ψ(γ1(v)) = γ2(v).
Hence we may conclude that F (γ) ∈ C2.
The map F is injective since ψ is bijective. Therefore we have |C1| ≤ |C2|. By the
similar argument we obtain |C1| = |C2|.
Proposition 4.12. Let G be a signed graph which contains Bn as a subgraph. For
a proper k-coloring γ of Bn, let C denote the set of proper k-colorings of G whose
restrictions to Bn are equal to γ. Then
|C| =
χ(G, 2k + 1)
χ(Bn, 2k + 1)
.
Proof. Let γ1 := γ, γ2, . . . , γm be the proper k-colorings of Bn, where m = χ(Bn, 2k+1).
For each i ∈ [m], let Ci denote the set of proper k-colorings of G whose restrictions
to Bn are equal to γi. Then we have that χ(G, 2k + 1) =
∑m
i=1 |Ci|. By Proposition
4.11, the cardinalities of |Ci| are equal to each other. Hence χ(G, 2k + 1) = m|C| =
χ(Bn, 2k + 1)|C|. Thus the assertion holds.
Lemma 4.13. Let G be a signed graph obtained by gluing two signed graphs G1, G2 along
a complete signed graph with loops Bn. Namely, G1 and G2 are induced subgraphs of G
such that G1 ∪G2 = G and G1 ∩G2 = Bn. Then the following hold:
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(1) χ(G, t) =
χ(G1, t)χ(G2, t)
χ(Bn, t)
.
(2) If G1 and G2 are balanced chordal, then G is also balanced chordal.
Proof. (1) For each proper k-coloring of G1, the number of possible proper k-colorings
of G2 is χ(G2, 2k + 1)/χ(Bn, 2k + 1) by Proposition 4.12. Hence we have
χ(G, 2k + 1) =
χ(G1, 2k + 1)χ(G2, 2k + 1)
χ(Bn, 2k + 1)
.
Since this equality holds for any positive integer k, the assertion holds.
(2) Suppose that G1 and G2 are balanced chordal. Take a balanced cycle C of
length at least 4. If C ⊆ VG1 or C ⊆ VG2 , then C has a balanced chord since G1, G2 are
balanced chordal. Now, suppose that C has vertices in both of VG1 \VBn and VG2 \VBn .
Then C has two non-consecutive vertices in Bn. Either of the positive or the negative
edge between these vertices is a balanced chord of C. Therefore G is also balanced
chordal.
4.3 Edge contractions
We define an edge contraction of a signed graph G so that the corresponding signed-
graphic arrangement becomes the restriction with respect to the hyperplane correspond-
ing to the edge.
Let {v, w} be a positive edge of G. We may define the contraction of the edge in
the same way as for simple graphs. However, in order to clarify the notion, we fix a
direction (v, w) of the edge {v, w}. The contraction G/(v, w) consists of the following
data:
• VG/(v,w) := VG \ {v}.
• E+G/(v,w) := E
+
G\{v} ∪
{
{u, w}
∣∣ {u, v} ∈ E+G }.
• E−G/(v,w) := E
−
G\{v} ∪
{
{u, w}
∣∣ {u, v} ∈ E−G }.
• LG/(v,w) :=
{
LG\{v} ∪ {w} if v ∈ LG or {v, w} ∈ E
−
G ,
LG\{v} otherwise.
It is easy to see that the resulting graph is independent of choice of a direction. Namely,
G/(v, w) and G/(w, v) are isomorphic.
For a negative edge {v, w}, the contraction G/(v, w) consists of the following data:
• VG/(v,w) := VG \ {v}.
• E+G/(v,w) := E
+
G\{v} ∪
{
{u, w}
∣∣ {u, v} ∈ E−G }.
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• E−G/(v,w) := E
−
G\{v} ∪
{
{u, w}
∣∣ {u, v} ∈ E+G }.
• LG/(v,w) :=
{
LG\{v} ∪ {w} if v ∈ LG or {v, w} ∈ E
+
G ,
LG\{v} otherwise.
In this case, the contractions G/(v, w) and G/(w, v) are not isomorphic but switching
equivalent, that is, there exists a switching function ν on G/(v, w) such that (G/(v, w))ν
and G/(w, v) are isomorphic (see, for example, [27, Lemma 2.8]).
We can define the contraction for a loop. However, it is not required in this paper.
From the construction of the contraction, we obtain the following proposition:
Proposition 4.14. Let {v, w} be a positive or negative edge of a signed graph G and
H the corresponding hyperplane in A(G). Then A(G/(v, w)) = A(G)H.
4.4 Simplicial extensions
As mentioned in Theorems 1.1 and 3.8, the freeness of graphic arrangements is char-
acterized by existence of a perfect elimination ordering. In this section, we extend the
concept and introduce signed-simplicial vertices and signed elimination orderings.
A signed graph G is called balanced if every cycle of G is balanced. Note that there
is no relationship between balanced chordality and being balanced. Define the rank of
G by rank(G) := |VG| − b(G), where b(G) denotes the number of balanced connected
components of G.
Theorem 4.15 (Zaslavsky [27, Theorem 3.5]). Given a signed graph G, we have
rank(A(G)) = rank(G).
Definition 4.16. A vertex v of a signed graph G is called signed simplicial if the
following statements hold:
(1) If {u1, v}, {u2, v} ∈ E
+
G or {u1, v}, {u2, v} ∈ E
−
G then {u1, u2} ∈ E
+
G .
(2) If {u1, v} ∈ E
+
G and {u2, v} ∈ E
−
G then {u1, u2} ∈ E
−
G .
(3) If {u, v} ∈ E+G ∪ E
−
G with v ∈ LG, or {u, v} ∈ E
+
G ∩ E
−
G then u ∈ LG.
Adding a signed simplicial vertex affects signed graphs as follows:
Proposition 4.17. Let v be a signed-simplicial vertex of a signed graph G and let
F := G \ {v}. Then the following hold.
(1) Suppose that v has an adjacent vertex w. Then G/(v, w) = F .
(2) If v has a loop or an adjacent vertex, then rank(G) = rank(F ) + 1.
(3) Let d denote the degree of v, that is, the number of incident edges and a loop of v.
Then χ(G, t) = (t− d)χ(F, t).
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(4) G is balanced chordal if and only if F is balanced chordal.
Proof. (1) We need to show that E+G/(v,w) = E
+
F , E
−
G/(v,w) = E
−
F , and LG/(v,w) = LF .
Suppose that {v, w} is a positive edge. If {u, v} ∈ E+G , then we have {u, w} ∈ E
+
G .
Hence
{
{u, w}
∣∣ {u, v} ∈ E+G } ⊆ E+F . Therefore E+G/(v,w) = E+F . The other cases are
similar.
(2) Since rank(G) = |VG| − b(G) and rank(F ) = |VG| − 1− b(F ), it suffices to show
that b(G) = b(F ). When v is isolated and has a loop, the equation b(G) = b(F ) holds
since the loop graph (1-cycle) is unbalanced. From now on, we assume that v has an
adjacent vertex. Without loss of generality, we may assume that G is connected since
removing the vertex v affects only the connected component of G including v. In this
case, F is also connected since v is simplicial. Therefore it suffices to show that F is
balanced if and only if G is balanced.
When G is balanced, F is balanced trivially. To show the converse, suppose that F is
balanced. Let C be a cycle of G containing v. It is sufficient to show that C is balanced.
If the length of C is 1 or 2, then F has a loop since v is signed simplicial, which is a
contradiction. Hence the length of C is at least 3. Write C as a sequence of vertices
v = v1, v2, . . . , vk. Assume that C is unbalanced. Since v is signed simplicial, there is an
edge e = {v2, vk} forming a balanced 3-cycle together with the edges {vk, v1}, {v1, v2} in
the cycle C. Hence the cycle in F consisting of e and the edges {v2, v3}, . . . , {vk−1, vk}
in the cycle C is unbalanced, which is a contradiction. As a result, C is balanced.
(3) Let γ be a proper k-coloring on G \ {v}, where k is sufficiently large. It is
sufficient to show that the number of proper k-colorings on G which are extensions of
γ is (2k + 1)− d.
First, suppose that v has no loop. By the definition of a proper coloring, the color
of v cannot belong to the following set:{
γ(w)
∣∣ {v, w} ∈ E+G } ∪ {−γ(w) ∣∣ {v, w} ∈ E−G } .
We show that the cardinality of this set coincides with the degree of v, that is, the
colors corresponding to the incident edges of v are different from each other.
Suppose that {v, w1}, {v, w2} ∈ E
+
G , and w1 6= w2. Since v is signed simplicial,
we have {w1, w2} ∈ E
+
G and hence γ(w1) 6= γ(w2). When {v, w1}, {v, w2} ∈ E
−
G with
w1 6= w2 or {v, w1} ∈ E
+
G , {v, w2} ∈ E
−
G with w1 6= w2, one can prove the assertion
in the same way. Next, assume that {v, w} ∈ E+G and {v, w} ∈ E
−
G . Then we have
w ∈ LG by the definition of a signed-simplicial vertex. Hence γ(w) 6= 0. In other words,
γ(w) 6= −γ(w).
Now, we consider the case v has a loop. In this case, the color of v is neither a
member of the set above nor 0. Since v is signed simplicial, every adjacent vertex of v
admits a loop, and hence 0 does not belong to the set above. Therefore the forbidden
colors of v coincides with the degree of v.
(4) If G is balanced chordal, then F is also balanced chordal, since F is an induced
subgraph of G. In order to prove the converse, suppose that F is balanced chordal. Let
C be a balanced cycle of G which is of length at least 4 and contains v. Write C as a
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Figure 7: The graph D3
sequence of vertices v = v1, v2, . . . , vk. Since v is signed simplicial, we have {v2, vk} is
an edge and the 3-cycle v1, v2, vk is balanced. Hence the (k − 1)-cycle v2, . . . , vk is also
balanced. Therefore the edge {v2, vk} is a balanced chord of C.
Definition 4.18. An ordering (v1, . . . , vℓ) of the vertices of a signed graph G is said
to be a singed elimination ordering if vk is signed simplicial in G[{v1, . . . , vk}] for
each k ∈ {1, . . . , ℓ}.
Let G be a signed graph and F an induced subgraph. We say that G is a simpli-
cial extension of F if there exists an ordering (v1, . . . , vm) of the vertices in VG \ VF
such that each vi is signed simplicial in G[VF ∪ {v1, . . . , vi}]. Zaslavsky characterized
supersolvability of signed-graphic arrangements as follows:
Theorem 4.19 (Zaslavsky [26, Theorem 2.2]). A signed-graphic arrangement A(G) is
supersolvable if and only if one of the following conditions holds:
(1) G has a signed elimination ordering.
(2) G is a simplicial extension of one of the following:
(i) The graph D3 shown in Figure 7.
(ii) A signed graph F = (F+, F−,∅) in which all edges in F− are incident to a
single vertex v, the set of neighbors of v in F− induces a complete subgraph
in F+, and F+ has a perfect elimination ordering.
By Theorems 4.19, 2.3, and Lemma 4.7, we obtain the following implications:
G has a signed
elimination ordering
A(G) is
supersolvable
A(G) is freeG is balanced chordal
However, in contrast to graphic arrangements, these four conditions are not equiv-
alent to each other (see [6, Lemma 4.5(c)]). These conditions are related to simplicial
extension as follows:
Proposition 4.20. Let G be a signed simplicial extension of a signed graph F . Then
the following hold:
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(1) G has a signed elimination ordering if and only if F has a signed elimination
ordering.
(2) A(G) is supersolvable if and only if A(F ) is supersolvable.
(3) A(G) is free if and only if A(F ) is free.
(4) G is balanced chordal if and only if F is balanced chordal.
Proof. Without loss of generality, we may assume that F = G \ {v}, where v is a
signed-simplicial vertex.
(1) This is clear from the definition of a signed elimination ordering.
(2) If A(G) is supersolvable, then A(F ) is supersolvable by Propositions 4.6 and
2.6. To show the converse, suppose that A(F ) is supersolvable. If v has no loop
and isolated, then A(F ) = A(G), and hence A(G) is supersolvable. Suppose that v
has a loop or an adjacent vertex. By Theorem 4.15 and Proposition 4.17(2), we have
rank(A(G)) = rank(A(F )) + 1.
We show that for distinct hyperplanes H,H ′ ∈ A(G) \ A(F ), there exists H ′′ ∈
A(F ) such that H ∩ H ′ ⊆ H ′′. Suppose that H,H ′ correspond to positive edges
{u1, v}, {u2, v} ∈ E
+
G . Since v is signed simplicial, we have {u1, u2} ∈ E
+
G . Let H
′′ be
the hyperplane corresponding to the edge {u1, u2}. Then we have H∩H
′ ⊆ H ′′ ∈ A(F ).
The other cases are similar. Using Theorem 2.2, we conclude thatA(G) is supersolvable.
(3) If A(G) is free, then A(F ) is free by Propositions 4.6 and 2.7. We prove the
converse. If v is isolated, then A(G) is a product of A(F ) and a 1-dimensional arrange-
ment. Hence A(G) is free. Assume that v has an adjacent vertex w. Let H be the
hyperplane corresponding to {v, w}. Then we have
A(G)H = A(G/(v, w)) = A(F )
by Propositions 4.14 and 4.17(1). Using Proposition 4.17(3), and Theorems 4.10 and
2.8, we have that A(G) is free.
(4) This follows by Proposition 4.17(4).
5 Divisional edges and vertices
In this section, we introduce the notions of divisional edges and vertices of a signed
graph. These will play an important role to prove our main theorem.
Definition 5.1. An edge {v, w} of a signed graph G is said to be divisional if
χ(G/(v, w), t) divides χ(G, t). Note that, since G/(v, w) and G/(w, v) are switching
equivalent and hence the chromatic polynomials of them coincide, the definition of a
divisional edge is independent on the choice of directions. The endvertices v, w are
called divisional vertices.
A motivation of introducing a divisional edge is the lemma below.
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Figure 8: Forbidden induced subgraphs and their balanced cycle
Lemma 5.2. Let e be a divisional edge of a signed graph G. Suppose that A(G/e) is
free. Then A(G) is free.
Proof. This follows by Proposition 4.14 and Theorem 2.8.
To use this lemma, we need to know what edges are divisional. The following
proposition raises a sufficient condition.
Proposition 5.3. Every incident edge of a signed-simplicial vertex is divisional. In
other words, a signed-simplicial vertex and its neighbors are divisional.
Proof. This follows by Proposition 4.17 (1) and (3).
6 Proof of Theorem 1.4
In this section, we focus on the signed-graphic arrangement A(G) with G+ ⊇ G− and
prove Theorem 1.4.
6.1 The case G+ is complete
As mentioned in Section 1, Edelman and Reiner characterized freeness of the signed-
graphic arrangements corresponding a signed graph G = (Kℓ, G
−, LG). See Subsection
3.1 for terminologies of threshold graphs.
Theorem 6.1 (Edelman-Reiner [6, Theorem 4.6]). A signed-graphic arrangementA(Kℓ, G
−, LG)
is free if and only if G− is threshold and LG is an initial segment of some degree ordering
of G−.
When A(Kℓ, G
−, LG) is free, the signed graph (Kℓ, G
−, LG) is balanced chordal by
Lemma 4.7. Actually, the following proposition holds.
Proposition 6.2. Let G = (Kℓ, G
−). Then G is balanced chordal if and only if G− is
threshold.
Proof. Assume that G− is not threshold. By Theorem 3.3, the signed graph G has
one of left three graphs in Figure 8 as an induced subgraph. Each of these contains
the balanced cycle of the rightmost graph in Figure 8, which has no balanced chords.
Hence G is not balanced chordal.
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Suppose that G− is threshold. Take a balanced cycle C of length at least 4. If
C contains edges {u, v}, {v, w} ∈ E+G or {u, v}, {v, w} ∈ E
−
G , then there is a balanced
chord {u, w} ∈ E+G since G
+ = Kℓ is complete. Therefore we may assume that C is
formed by alternating signed edges. Let {v1, v2}, {v2, v3}, {v3, v4} be consecutive edges
of C, where {v1, v2}, {v3, v4} ∈ E
−
G and {v2, v3} ∈ E
+
G . Put F = G[{v1, v2, v3, v4}].
Then F− is threshold since G− is threshold. There is no isolated vertices in F−. Hence
F− has a dominating vertex. Therefore {v1, v3} ∈ E
−
G or {v2, v4} ∈ E
−
G , which is a
balanced chord of C. Thus G is balanced chordal.
The following proposition is a translation of a result of Edelman and Reiner using
terminologies from signed graphs.
Proposition 6.3 (Edelman-Reiner [6, Lemma 4.7]). Let G = (Kℓ, G
−, LG) be a signed
graph with G− threshold. Suppose that LG is an initial segment of some degree order
(v1, . . . , vℓ) of G
− and that LG contains at least one endvertex from every edge of G
−.
Then (v1, . . . , vℓ) is a signed elimination ordering.
Corollary 6.4. Let G = (Kℓ, G
−, VG) with G
− threshold. Then a vertex v such that
degG−(v) is minimal is signed simplicial. In particular, every vertex of G is divisional.
Proof. This follows by Propositions 6.3 and 5.3.
When G+ is complete and every vertex has a loop, the situation is almost as simple
as in the case of simple graphs.
Proposition 6.5. Let G = (Kℓ, G
−, VG). The following are equivalent.
(1) G is balanced chordal.
(2) G− is threshold.
(3) G has a signed elimination ordering.
(4) A(G) is supersolvable.
(5) A(G) is free.
Proof. (1)⇔ (2) By Proposition 6.2.
(2)⇒ (3) By Proposition 6.3.
(3)⇒ (4) By Theorem 4.19.
(4)⇒ (5) By Theorem 2.3.
(5)⇒ (1) By Lemma 4.7.
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6.2 Lemmas
In this subsection, we assume that a signed graph G satisfies the following conditions:
• G+ ⊇ G−.
• G+ is non-complete.
• G is balanced chordal, and hence G+ is chordal.
• LG = VG, that is, every vertex admits a loop.
Lemma 6.6. Take a minimal vertex separator S of G+ and distinct vertices u, v ∈ S.
Let A,B be vertex sets of distinct connected components of G \ S. Assume that there
exists a cycle C satisfying the following properties:
(i) VC ∩ S = {u, v}.
(ii) C has exactly two negative edges e, e′.
(iii) One of the endvertices of e, e′ belongs to A,B, respectively.
Then we have {u, v} ∈ E−G .
Proof. Assume that C is a cycle of minimal length satisfying the conditions. Clearly
C is a balanced cycle of length at least four. Hence C must have a balanced chord.
The minimality of C implies VC ⊆ A ∪ S ∪ B since S is a clique of G
+ by Theorem
3.6. There are no edges between a vertex in A and a vertex in B since S is a minimal
vertex separator of G+ and G+ ⊇ G−. The minimality of C implies that C has no
balanced chords between a vertex in A and another vertex in A ∪ S. Similarly, C has
no balanced chords between a vertex in B and a vertex in S ∪B. Hence only the edge
{u, v} can be a balanced chord. The positive edge {u, v} ∈ E+G is not a balanced chord
of C. Therefore we have {u, v} ∈ E−G .
Let G be the clique-separator graph of G+ (See Subsection 3.3 for results about
clique-separator graphs). Every sink box has at least two clique nodes since G+ is non-
complete. Let P be a path in a sink box from a clique node to another clique node.
We write P as follows.
C1 S2 C2 Sk Ck
Take vertices a ∈ C1\S2 and b ∈ Ck\Sk. By Corollary 3.14, the set of (a, b)-minimal
separators of G+ coincides with {S2, . . . , Sk}. Let Si be a minimal (a, b)-separator whose
cardinality is minimal. For v ∈ VG, let NG−[A](v) denote the set of vertices in a subset
A ⊆ VG connected to v by an negative edge.
Lemma 6.7. Suppose that NG−[C1](a) 6⊆ Si and NG−[Ck](b) 6⊆ Si. Then G[Si] is a
complete signed graph with loops.
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Figure 9: The modification of a cycle
Proof. From the assumptions, there exist vertices a′ ∈ C1 \ Si, b
′ ∈ Ck \ Si such that
{a, a′} ∈ E−G and {b, b
′} ∈ E−G . Moreover, by our hypothesis, every vertex has a loop
and G+[Si] is a complete simple graph from Theorem 3.6. Therefore we only need to
show that G−[Si] is also a complete simple graph. Take distinct vertices u, v ∈ Si. By
Corollary 3.5 and Theorem 3.13, we obtain a cycle C of G+[P ] such that C contains
the vertices a, b, u, v and intersects Si at {u, v}. We modify the cycle C as follows (see
Figure 9). Let a′′ be a vertex adjacent to a in C. By Theorem 3.13, we have a′′ ∈ C1. If
G has the negative edge {a, a′′}, then we replace the positive edge {a, a′′} of C by the
negative edge {a, a′′}. When G does not have the negative edge {a, a′′}, we replace the
positive edge {a, a′′} of C by the path consisting of the negative edge {a, a′} and the
positive edge {a′, a′′}. We make a similar modification with respect to the vertex b. As
a result, our cycle C has been modified so that it satisfies the assumptions in Lemma
6.6. Therefore we have {u, v} ∈ E−G and hence G[Si] is a complete signed graph with
loops.
Lemma 6.8. Suppose that NG−[C1](a) ⊆ Si. Assume that one of the following condi-
tions holds:
(i) NG−[Ck](b) 6⊆ Si.
(ii) NG−[C1](a) ⊆ NG−[Ck](b).
(iii) NG−[Ck](b) ⊆ Si, NG−[C1](a) 6⊆ NG−[Ck](b), and NG−[C1](a) 6⊇ NG−[Ck](b).
Then the following hold:
(1) Every vertex in NG−[C1](a) is dominating in G
−[Si], that is, for any u ∈ NG−[C1](a)
and another vertex v ∈ Si, there exists the negative edge {u, v}.
(2) Every vertex in NG−[C1](a) is dominating in G
−[S2].
Proof. (1) Take vertices u ∈ NG−[C1](a) and v ∈ Si \{u}. We will show that there exists
a negative edge {u, v}.
First, we assume (i). Then there exists a vertex b′ ∈ Ck \ Si such that {b, b
′} ∈ E−G .
By Corollary 3.5, we obtain a cycle C of G+ containing a, b, u, v and intersecting Si
at {u, v}. Replace the positive edge {a, u} of C by the negative edge {a, u} and make
a modification with respect to b as Figure 9. Then our modified cycle satisfies the
conditions in Lemma 6.6 and hence we have {u, v} ∈ E−G .
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Figure 10: The balanced cycle (the dotted segments form the induced path p)
Second, assume (ii). Note that u ∈ NG−[C1](a) implies {a, u}, {u, b} ∈ E
−
G . By
Corollary 3.5 again, we obtain a cycle of G+ containing a, b, u, v and intersecting Si at
{u, v}. Replace the positive edges {a, u}, {u, b} of C by the negative edges {a, u}, {u, b}.
The modified cycle satisfies the conditions in Lemma 6.6 and hence we have {u, v} ∈ E−G .
Finally, assume (iii). If u ∈ NG−[C1](a) ∩NG−[Ck](b), then u is dominating in G
−[Si]
as in the case (ii). We assume that u ∈ NG−[C1](a) \ NG−[Ck](b) and v ∈ NG−[Ck](b) \
NG−[C1](a). Using Corollary 3.5, we have a cycle C of G
+ containing a, b, u, v and
intersecting Si at {u, v}. Replace the positive edges {a, u}, {v, b} of C by the negative
edges {a, u}, {v, b}. The modified cycle satisfies the conditions in Lemma 6.6 and hence
we have {u, v} ∈ E−G . Take a vertex w ∈ Si \ {u, v}. By Theorem 3.4, there exists an
induced path p of G+ from a to b such that it intersects S at {w}. Make a cycle C by
connecting the path p and the path bvua, where {b, v}, {u, a} are negative and {v, u}
is positive (see Figure 10). The balanced cycle C is of length at least five and hence
must have a balanced chord. There are no edges connecting non-consecutive vertices
in p since p is induced, and there are no negative edges {u, b}, {v, a} by the choice of
u, v. Hence candidates of negative chords are the negative edges connecting an internal
vertex of p to u or v. One can prove that such negative edges exist by considering
smaller balanced cycles. Especially, we have {u, w} ∈ E−G . Therefore we conclude that
u is dominating in G−[Si].
(2) We proceed by induction on k. When k = 2, the thesis follows by (1) since S1 is
a unique minimal (a, b)-separator. We assume that k ≥ 3. If i = 1, the assertion holds
from (1). Hence we assume that i ≥ 2. By Theorem 3.11(2), the separators form an
antichain and hence there exists a vertex b′ ∈ Si \ Si−1. Consider the subpath P
′ of P
from C1 to Ci−1. We have that b
′ ∈ Si ⊆ Ci−1 \ Si−1.
Let Sj (1 ≤ j ≤ i−1) be a minimal (a, b
′)-separator of minimal cardinality. Using the
clique intersection property (Theorem 3.11(1)), we have that NG−[C1](a) ⊆ C1∩Si ⊆ Sj.
By (1), every vertex u ∈ NG−[C1](a) is dominating in G
−[Si]. In particular, we have
{u, b′} ∈ E−G . Hence NG−[C1](a) ⊆ NG−[Ci−1](b
′) since NG−[C1](a) ⊆ Si ⊆ Ci−1.
Therefore the subpath P ′ and the vertices a, b′ satisfy the condition of the assertion.
By our induction hypothesis, we conclude that the assertion is true.
Lemma 6.9. One of the following holds:
(1) G has a signed-simplicial vertex.
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(2) There exists a minimal vertex separator S of G+ such that G[S] is a complete signed
graph with loops.
Proof. By Proposition 3.12, every sink box of G has at least two clique nodes which
are leaves. We assume the clique nodes C1, Ck of our path P are leaves of a sink box.
Moreover, suppose that the degrees degG−[C1](a), degG−[Ck](b) are minimal in C1\S2, Ck\
Sk, respectively. If NG−[C1](a) 6⊆ Si and NG−[Ck](b) 6⊆ Si, then G[Si] is a complete signed
graph with loops by Lemma 6.7. Thus (2) holds.
Now, we may assume thatNG−[C1](a) ⊆ Si by symmetry. Then we have NG−[C1](a) ⊆
S2 by the clique intersection property (see Theorem 3.11(1)). We will show that
degG−[C1](a) is minimal in C1. In order to do that, take a vertex u ∈ S2 and com-
pare the degrees.
First, assume that u ∈ NG−[C1](a). Since one of the conditions in Lemma 6.8 holds,
the vertex u is dominating in G−[S2] by Lemma 6.8(2). Then we have
degG−[C1](u) ≥ |{a} ∪ (S2 \ {u})| = |S2| ≥ |NG−[C1](a)| = degG−[C1](a).
Second, suppose that u ∈ S2 \ NG−[C1](a). There exists a negative edge from each
vertex in NG−[C1](a) to u since every vertex in NG−[C1](a) is dominating in G
−[S2].
Hence we have
degG−[C1](u) ≥ |NG−[C1](a)| = degG−[C1](a).
Thus degG−[C1](a) is minimal in C1. By Proposition 6.2 and Corollary 6.4, we have
that the vertex a is signed simplicial in G[C1]. Since a ∈ C1 \ S2 and C1 is a leaf of a
sink box, the separator S2 separates a from any vertices in VG \ C1 by Theorem 3.13.
Therefore the vertices adjacent to a belong to C1 and hence a is a signed-simplicial
vertex of G.
Example 6.10. By Theorems 3.6 and 3.7, every chordal simple graph has a simplicial
vertex and all minimal vertex separators of it are cliques. Regarding our case, there are
signed graphs which satisfy only one of the conditions in Lemma 6.9. The left graph
in Figure 11 has signed-simplicial vertices b, e and a unique minimal vertex separator
{a, c, d} does not induce a complete signed graph with loops. The right graph has no
signed-simplicial vertices and the minimal vertex separator {c, d} induces B2.
The following Lemma is a generalization of Theorem 3.7.
Lemma 6.11. The signed graph G has at least two non-adjacent divisional vertices
v1, v2 such that the contractions G/ei with respect to some incident divisional edges
ei = (vi, v
′
i) satisfy the following conditions:
(i) (G/ei)
+ ⊇ (G/ei)
−.
(ii) G/ei is balanced chordal.
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Figure 11: Examples for Lemma 6.9
Proof. Without loss of generality, we may assume that G is connected. We proceed
by induction on the number of vertices of G. If |VG| equals 1 or 2, then G
+ must be
complete, and hence we have nothing to prove.
Assume that |VG| ≥ 3. By Lemma 6.9, our graph G has a signed-simplicial vertex
or a separator S such that G[S] is a complete signed graph with loops.
First, suppose that G has a signed-simplicial vertex v1. Let F := G \ {v1}, which is
connected since G is connected and v1 is signed simplicial. The vertex v1 is divisional
by Proposition 5.3 and every incident edge e1 = (v1, v
′
1) is divisional. Moreover, by
Proposition 4.17(1), the contraction G/e1 = F satisfies the conditions. We will show
that there exists a vertex of F which is non-adjacent to v1 and divisional in F . If F
+
is complete, then every vertex in F is divisional in F by Propositions 6.5 and 5.3 and
the contraction of F with respect to an incident divisional edge satisfies the conditions.
Since G+ is non-complete, there exists a vertex in F which is non-adjacent to v1. When
F+ is non-complete, by the induction hypothesis, F has two non-adjacent divisional
vertices such that the conditions are satisfied. Since v1 is signed simplicial, one of them
is non-adjacent to v1. Thus, in the both cases, there exists a vertex v2 of F which is
non-adjacent to v1 and there exists an incident divisional edge e2 = (v2, v
′
2) such that
F/e2 satisfies the conditions.
Now, we show that v2 is also divisional in G and G/e2 satisfies the conditions. By
the definition of a divisional edge, there exists a non-negative integer d′ such that
χ(F, t) = (t− d′)χ(F/e2, t).
Since v1, v2 are non-adjacent, we have that v1 is signed simplicial in G/e2. Let d denote
the degree of v1 in G (or equivalently in G/e2). By Proposition 4.17(3), we have
χ(G/e2, t) = (t− d)χ((G/e2) \ {v1}, t) = (t− d)χ(F/e2, t).
By Proposition 4.17(3) again, we have that
χ(G, t) = (t− d)χ(G \ {v1}, t) = (t− d)χ(F, t)
= (t− d)(t− d′)χ(F/e2, t) = (t− d
′)χ(G/e2, t).
Thus e2 is a divisional edge in G. Moreover, since v1 is signed simplicial in G/e2 and
(G/e2) \ {v1} = F/e2 is balanced chordal, we have G/e2 is also balanced chordal by
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Proposition 4.17(4). The condition (G/e2)
+ ⊇ (G/e2)
− follows immediately from the
condition (F/e2)
+ ⊇ (F/e2)
−.
Next, we suppose that G has a minimal vertex separator S such that G[S] is a
complete signed graph with loops. Let A be the vertex set of a connected component
of G\S. Put G1 := G[A∪S]. We have G
+
1 is complete or, by the induction hypothesis,
G1 has two non-adjacent divisional vertices such that the condition satisfied. In the
both cases, there exist a vertex v ∈ A and an incident divisional edge e = (v, v′) of G1
such that G1/e satisfies the conditions.
We show that v is divisional in G. By the definition of a divisional edge, there exists
a non-negative integer d such that χ(G1, t) = (t− d)χ(G1/e, t). Let G2 := G \ (A∪ S).
Since v ∈ A, we have
G = G1 ∪G2 and G1 ∩G2 = G[S],
G/e = (G1/e) ∪G2 and (G1/e) ∩G2 = G[S].
By Lemma 4.13,
χ(G, t) =
χ(G1, t)χ(G2, t)
χ(G[S], t)
=
(t− d)χ(G1/e, t)χ(G2, t)
χ(G[S], t)
= (t− d)χ(G/e, t).
Thus e is divisional in G, and hence v is divisional in G. Moreover, since G1/e and
G2 are balanced chordal, we have G/e is also balanced chordal by Lemma 4.13. The
condition (G/e)+ ⊇ (G/e)− is obvious.
We have shown that every connected component of G \ S has a vertex which is
divisional in G having a divisional edge which satisfies the condition. Hence G has at
least two non-adjacent divisional vertices satisfying the desired property.
6.3 Proof of Theorem 1.4
We are now ready to give a proof of Theorem 1.4.
Proof of Theorem 1.4. (1) ⇒ (2) If G+ is complete, then A(G) is free by Proposition
6.5. Suppose that G+ is non-complete. We proceed by induction on the number of
vertices |VG|. We may assume that |VG| ≥ 3. By Lemma 6.11, we have a divisional
edge e such that (G/e)+ ⊇ (G/e)− and G/e is balanced chordal. Moreover, every vertex
in G/e admits a loop. Therefore, by the induction hypothesis, we have that A(G/e) is
free. Using Lemma 5.2, we conclude that A(G) is free.
(2)⇒ (3) This is trivial.
(3)⇒ (1) This follows by Lemma 4.7.
7 Open Problems
It appears that determining freeness of arbitrary signed-graphic arrangements is quite
difficult. In this paper, we consider the problem under the assumption G+ ⊇ G−.
However, behavior of loop sets admitting freeness is still inscrutable.
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Problem 7.1. Assume that a balanced-chordal signed graph G = (G+, G−) satisfies
G+ ⊇ G−. Find a necessary and sufficient condition on a loop set L for A(G+, G−, L)
to be free.
For a free arrangement A, the multiset of degrees of a homogeneous basis for D(A)
is called the set of exponents. The degrees of a free graphic arrangement can be
described in terms of graphs. Namely, if (v1, . . . , vℓ) is a perfect elimination ordering
of a chordal graph G, then the multiset
{
degG[{v1,...,vi}](vi)
∣∣ 1 ≤ i ≤ ℓ } coincides with
the exponents of A(G).
Problem 7.2. Is there any graphical interpretation of the exponents of free signed-
graphic arrangements?
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