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Abstract
Brain MRI images consist of multiple 2D images stacked at consecutive spatial
intervals to form a 3D structure. Thus it seems natural to use a convolutional neural
network with 3D convolutional kernels that would automatically also account for
spatial dependence between the slices. However, 3D models remain a challenge
in practice due to overfitting caused by insufficient training data. For example in
a 2D model we typically have 150-300 slices per patient per plane of orientation
whereas in a 3D setting this gets reduced to just one point. Here we propose a fully
3D multi-path convolutional network with custom designed components to better
utilize features from multiple modalities. In particular our multi-path model has
independent encoders for different modalities containing residual convolutional
blocks, weighted multi-path feature fusion from different modalities, and weighted
fusion modules to combine encoder and decoder features. We provide intuitive
reasoning for different components along with empirical evidence to show that
they work. Compared to existing 3D CNNs like DeepMedic, 3D U-Net, and
AnatomyNet, our networks achieves the highest statistically significant cross-
validation accuracy of 60.5% on the large ATLAS benchmark of 220 patients.
We also test our model on multi-modal images from the Kessler Foundation and
33rd Conference on Neural Information Processing Systems (NeurIPS 2019), Vancouver, Canada.
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Medical College Wisconsin and achieve a statistically significant cross-validation
accuracy of 65%, significantly outperforming the multi-modal 3D U-Net and
DeepMedic. Overall our model offers a principled, extensible multi-path approach
that outperforms multi-channel alternatives and achieves high Dice accuracies on
existing benchmarks.
1 Introduction
Lesion identification in brain MRI images is of considerable interest in neuroscience research and
clinical work. In both settings neuroscientists produce a mapping of the lesion which is then used for
downstream analysis. Lesion mappings can take between 4.8 and 9.6 hours [1] and agree 67-73%
between different raters [2, 3]. In order to produce fast and accurate mappings automatically several
machine and deep learning methods have been introduced.
The UNet [4] is one of the first end-to-end networks designed for medical image segmentation. Their
U-shaped structure of downsampling encoders followed by upsampling decoders and connections
between encoders and decoders is widely used in deep learning solutions for lesion detection in brain
MRI images. Inspired by the success of novel convolutional blocks in ResNet [5] and DenseNet [6]
new 2D segmentation models based on them have been introduced. For example residual blocks have
been used for aerial road identification [7] and dense networks for lesion segmentation [8]. However,
these are 2D convolutional models whereas the inputs are 3D images.
One major drawback of 2D methods is that they consider one slice of the 3D brain MRI image at a
time whereas the slices are spatially connected in the 3D volume. Previously convolutional LSTMs
[9] have been used to address the spatial dependency between slices. A more comprehensive and
simpler approach is to use 3D convolutional kernels. However, training a 3D convolutional kernel is
not easy: it has more parameters than a 2D kernel, is prone to overfitting, and requires more data.
One solution is to turn the input 3D image into smaller 3D cubes and then train on the cubes like
DeepMedic [10]. This increases the training dataset size but performs poorly on small lesions as we
show later. Smaller cube inputs provide less information to the network and thus we expect it to miss
hard lesions. Other 3D convolutional networks such as AnatomyNet [11] use squeeze-and-excitation
[12] to perform feature weighting.
Since brain MRI images typically come in different modalities several multi-modal ones have been
proposed. These include DeepMedic [10], 3D U-Nets [13], and Dense U-Nets [8] with different
feature fusion methods for different modalities. A simple way to combine multiple modalities is to
stack them as multiple channels. This may not be the best approach because images from different
modalities may have different pixel distributions and different range of pixel values unlike multiple
channels in natural images such as RGB channels. Thus we take a multi-path approach where each
modality has its own encoder.
Our contribution here is a fully 3D convolutional network that contains only 3D convolutional kernels,
3D feature fusion modules, and feature weighting methods. We use separate encoders for each
modality which we then fuse in a custom designed feature fusion module. The fused features are then
added to outputs from the upsampling blocks. We use squeeze-and-excitation to weigh channels for
different modalities as well as a simple custom designed amplified weighting designed to fit small
lesions that are hard to detect.
We start below with a description of our model and its components followed by an experimental
performance study. In our study we compare our model to three other 3D convolutional networks
on two brain MRI datasets. Overall our model obtains a statistically significant improvement over
previous models thus demonstrating the effectiveness of our multi-path, fusions, and weighting
techniques.
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2 Methods
2.1 Fully 3D multi-path convolutional neural network
Our overall model structure is given in Figure 1. The U-shaped network with encoders, decoders, and
connections between them is a widely used structure for segmentation problems [4]. In Table 1 we
provide the input dimensions to each module and describe them in detail below.
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Figure 1: Overview of our 3D convolutional neural net system.
Table 1: Input dimensions to each component in our system, The first dimension is the number of
channels followed by x, y, z dimensions of the input image. We denote by k the number of different
modalities (one independent path per modality).
Input convolution (Conv 1) 16 single channel convolutional kernels in the first
block per path, input shape is k, 160, 192, 160
Residual block 1, Fusion 1, Downsampling 1 16k, 160, 192, 160
Residual block 2, Fusion 2, Downsampling 2 32k, 80, 96, 80
Residual block 3, Fusion 3, Downsampling 3 64k, 40, 48, 40
Residual block 4, Fusion 4, Downsampling 4 128k, 20, 24, 20
Residual block 5, Fusion 5, Downsampling 5 256k, 10, 12, 10
Upsampling 1 256, 10, 12, 10
Residual block 6, Upsampling 2 128, 20, 24, 20
Residual block 7, Upsampling 3 64, 40, 48, 40
Residual block 8, Upsampling 4 32, 80, 96, 80
Residual block 9, output convolution (Conv 2) 16, 160, 192, 160
Residual convolutional blocks Our encoder has two convolutional layers and a residual connection
to prevent gradient problems as shown in Figure 2(a). Where to put the residual connection after
batch normalization in the convolutional block, for example after or before the ReLU activation layer,
has been explored previously [14]. We take the most accurate full pre-activation option of adding
the residual connection after the second convolutional filter. Each convolutional kernel is 3D of
dimensions 3× 3× 3, stride 1, and has the same number of output channels as the input. Since our
batch sizes are small we use instance normalization [15], this also serves to reduce the influence of
batch stochastic noise. We have a separate encoder for each image modality thus giving rise to a
multi-path model where each path is independent.
Downsampling Instead of just pooling to downsample we take a dual-path approach. In addition
to standard average pooling we use a convolutional layer to bring a non-linear component to filter out
noise and acquire better high level semantic information. In Figure 2(b) we show a toy example 3D
input to the downsampling with four channels. The four channels correspond to the output of the
previous residual block. The actual dimensions are given in Table 1. We have a separate downsampler
for each modality. Our pooling here is 3D 2 × 2 × 2 with stride 2 and convolutions are also 3D
3 × 3 × 3 with stride 2. We concatenate the outputs to preserve the channel order as shown in
Figure 2(b). Thus the number of channels double after the downsampling block.
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Figure 2: In (a) we see our residual convolutional block. We have a separate block for each modality
in the input. In (b) we see our downsampling block that also has a convolutional component.
Feature fusion We combine features from multiple encoders in a fusion module before connecting
them to upsampling components. As shown in Figure 3(b) our fusion module is a convolutional block
except that the 3D kernel is 1× 1× 1 with stride 1 and has ck channels. Here the inputs are combined
multi-channel 3D images from different modalities all stacked into c channels. The output is one
image with the same number of channels as per modality in the input.
We also investigate a more sophisticated fusion module that has a squeeze and excite block [12] (see
Figure 3(a)). The purpose of this block is to automatically learn weights for different modalities by
compressing features (with global average pooling and a 3D kernel) and then restoring to original
channels with a 3D kernel.
Upsampling Our upsampling is a straightforward 3D transposed convolution with stride 2 to double
the image dimensions. In Figure 3(c) we see the upsampling block in full. We see that the upsampling
block has output channels equal to half the number of input channels, thus cutting the number of
channels by two as we proceed upstream.
Loss function The output from the last convolutional layer has two channels each of dimensions
160× 192× 160. The target lesion has the same dimensions but just one channel. The first channel
in our output predicts the lesion and the second one predicts the complement of it. We convert the
outputs of each channel into probabilities with softmax [16] and combined them into a modified
Dice loss function [17, 18]. For a single channel output the Dice loss is defined to be 1−D where
D(p) =
2
∑
i piri∑
i p
2
i+
∑
i r
2
i
, pi are the predicted softmax outputs of the channel, and ri is 1 if the voxel
has a lesion and 0 otherwise. If we are predicting the complement of the lesion then the values
of ri are flipped from 0 to 1 and 1 to 0. With our two channel output p and q our loss becomes
2− (D(p) +D(q)) where the latter D(q) is for the complement. Thus our loss ranges from 0 to 2.
2.2 Model implementation
Our system was implemented using Pytorch [19], the source code for which is available on our
GitHub site available.upon.acceptance. Our model’s initial learning rate is 0.01. We have a
custom adaptive method that decreases the rate by 5% if the current epoch’s training loss is larger
than that of previous epoch. We run our model for a total of 100 epochs for a given input training set.
We use stochastic gradient descent (SGD) as the optimizer with nesterov. Our momentum parameter
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Figure 3: In (b) we have a simple fusion block that uses a 1× 1× 1 3D kernel with stride 1 and ck
channels for merging the combined multi-modal input of c channels. In (a) we see the squeeze and
excite module to give weights to different channel modalities. In (c) is our basic upsampling module.
is 0.9 with no weight decay. Our batch size is 4 trained on two GPUs where each GPU does 2 samples
at a time. Our convolutional layer weights are initialized with ResNet’s weight initialization method
[5].
2.3 Variants of our model
We study different designs of our model and demonstrate their accuracy on test data.
Single path Here we have a single encoder combined for all modalities. In this version different
modalities are stacked as multiple channels. With this variant we can see the effect of a multi-channel
vs. multi-path approach for different input modalities.
No fusion This applies only to ATLAS data where we have single modality T1 images. Since the
images have just one modality there are no features to fuse. Thus we we replace the fusion module
with identity mapping as in the original 3D UNet.
Basic This is our basic multi-path model with the basic fusion component shown in Figure 3(b).
Squeeze-and-excitation in fusion (SE) Here we consider the fusion block with the squeeze-and-
excitation component [12] in fusion to weigh channels across different modalities (Figure 3(a)). This
is a kind of attention mechanism [20] focusing on channels. The idea is to use pooling to compress
features to a point followed by fully connected layers and non-linear activation (sort of a mini encoder
decoder setup). The sigmoid layer outputs a number between 0 and 1 that is used to weight the
channel.
SE and Amplified Weighting (SE+AW) During our experimental design we found that small
lesions are particularly hard to map. In fact our ATLAS benchmark has about a quarter of images with
lesion volumes below 1000mm3 and a third quarter below 10000mm3. More interestingly we found
25 samples in ATLAS which give a 0 Dice coefficient during training. We call these hard samples
and found their gradient values in the residual block in the decoder to be much smaller compared to
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that of other samples (about one thousand times). One explanation for this is the addition operation
between features from the upsampler (Figure 3(c)) and the fusion module (Figure 3(a) and (b). Upon
closer examination we find the output from the fusion to have a much larger value than the upsampler
before entering the residual block (30 to 100 times). As a possible fix we simply amplify the weights
from the upsampler by a factor of 10. We call this Amplified Weighting (AW).
ReLUOnly Instead of amplifying the upsampler weights as above we consider an alternative
approach to balance the magnitude of outputs from the fusion and upsampler modules. In our residual
block we move the first normalization layer in Figure 2(a) to the end as the final layer just before
addition. This is known as the ReLU-Only pre-activation [14]. With this modification the outputs
from the residual blocks get normalized to between 0 and 1. These are then given as inputs to the
fusion module and because they are normalized the outputs from the fusion module are not much
larger than the upsampler outputs (about 10 to 30 times). In fact the squeeze-and-excitation module
that assigns weights to different channels is partly responsible for the weight inflation. This variant
includes the SE variant above.
Flip This variant is for the ATLAS dataset only. Since we have only T1 images we use the flipped
version of the image as a second modality. As we show in our results this leads to a considerable
improvement in the test accuracy.
2.4 Data, other methods, measure of accuracy and statistical significance
Imaging Data We obtained high-resolution (1 mm3) whole-brain MRI scans from 25 patients
from the Kessler Foundation (KES), a neuro-rehabilitation facility in West Orange, New Jersey.
We also obtained 20 high-resolution scans from the Medical College of Wisconsin (MCW). Data
heterogeneity is important for widespread applicability of the model. To that end, we included data
from a variety of time points: subacute (< 5 weeks post stroke) and chronic (> 3 months post stroke).
The lesions visualized on the scans were hand-segmented by a trained human expert, as described
for the KES scans in [21] and the MCW scans [22, 23]. To move these scans into standard Montreal
Neurological Institute (MNI) reference space [24], we used the non-linear warping tool, 3dQwarp,
from the AFNI software suite [25].
We also obtained 220 scans and stroke lesion masks from the public ATLAS database [3]. These
lesions are also manually performed and we aligned them in the same way that we did KES and
MCW images. However, while KES and MCW are multi-modal the ATLAS images are just T1.
Comparison of CNN Methods We compared our CNN to three state of the art recently published
CNNs shown below. We train each of the models below in the same way that we train our model as
described earlier in Subsection 2.2.
• DeepMedic [10]: This is a popular dual-path 3D convolutional neural network with a conditional
random field to account for spatial order of slices. DeepMedic contains a path for low- and a
separate path for high-resolution of images. Its success was demonstrated by winning the ISLES
2015 competition to identify brain injuries, tumors, and stroke lesions. The code for implementing
DeepMedic is freely available on GitHub, https://github.com/Kamnitsask/deepmedic.
• AnatomyNet [11]: This is a convolutional neural network with residual connections [5] and
squeeze-excitation blocks [12]. The code for AnatomyNet is freely available on GitHub at
https://github.com/wentaozhu/AnatomyNet-for-anatomical-segmentation.
• 3D-UNet [4]: A 3D U-Net that obtained third place in the BRATS 2017 multimodal brain tumor
segmentation challenge. Its Pytorch implementation is freely available on GitHub at
https://github.com/pykao/Modified-3D-UNet-Pytorch.
Measure of accuracy: Dice coefficient The Dice coefficient is typically used to measure the
accuracy of predicted lesions in MRI images [26]. The output of our system and that of other methods
is a binary mask of the same dimensions as the input image, but with a 1 for each voxel calculated
to contain a lesion, and a 0 otherwise. Starting with the human binary mask as ground truth, each
predicted voxel is determined to be either a true positive (TP, also one in true mask), false positive
(FP, predicted as one but zero in the true mask), or false negative (FN, predicted as zero but one in the
true mask). The Dice coefficient is formally defined as DICE = 2TP2TP+FP+FN .
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Measure of statistical significance: Wilcoxon rank sum test The Wilcoxon rank sum test [27]
(also known as the Mann-Whitney U test) can be used to determine whether the difference between
two sets of measurements is significant. More formally, it tests for the null hypothesis that a randomly
selected point from a sample is equally likely to be lower or higher than a randomly selected one
from a second sample. It is a non-parametric test for whether two sets of observations are likely to be
from different distributions, without assuming a particular shape for those distributions.
3 Results
We have two main subsections here. First we compare variants of our approach and pick the best one
to compare against other programs. We perform a five-fold cross-validation. On KES+MCW our
splits are chosen randomly whereas in ATLAS we first rank the samples by their training accuracy in
increasing order. We then group every five together and rotate the test sample by picking the first
from each group of five, then the second and so forth. This gives us five sets of train and test samples.
Our goal here is to include hard to train samples in the training set so as to better predict hard ones in
the test. We apply all methods to the same set of splits in both datasets.
Each of our MRI images is aligned to standard space. We crop them into 160 × 192 × 160 size
based on the brain template. We normalized each 3D image by subtracting the mean and dividing by
variance of the image’s pixel values.
3.1 Effect of Amplified Weighting (AW)
We first show how amplifying gradient weights from the upsampling block affects training accuracy
on hard samples. Recall that we define hard samples as 25 identified ones with 0 Dice value in
training. In other words they are impossible to fit by the model without amplified weighting. In
Figure 4(a) we see that by upweighting (simply multiplying the outputs by 10) our model is able to
train the hard samples. In Figure 4(b) we see that amplified weighting also helps in model training.
With the weighting the loss of hard samples starts to decrease after some epochs whereas otherwise it
remains at 1.
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Figure 4: Training Dice value in (a) and Dice loss in (b) on hard vs rest (easy) samples with weighted
and balanced connections to the residual blocks in the decoder. The two connections to be weighted
are the outputs from the upsampler and fusion (the former of which turn out to be much smaller than
fusion for hard samples).
3.2 Comparing variants of our model
In Figure 5 we compare the average Dice coefficients of test samples of each of our variants. On
KES+MCW (Figure 5(a)) we see that our Basic variant (multi-path approach) has about a 2%
improvement over the SinglePath variant that stacks different modalities as multiple channels. Thus
treating each modality independently with their own encoders has a noticeable advantage. We see the
same in ATLAS (Figure 5(b)) if we consider the flipped image as a second modality.
In fact in ATLAS we see that using the flipped image as another modality brings a considerable
improvement over using just the single T1 images alone. The Flip variant in Figure 5(b) has 58.4%
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Figure 5: Average five-fold test Dice values of variants of our model on KES+MCW and ATLAS
datasets.
Dice value whereas the Basic variant is at 56.3% (with the difference having a p-value of .086). Thus
even a flipped image serving in a multi-path framework can bring an advantage. We conjecture that
adding similar images as additional paths may further improve model generalizability and overall test
accuracy.
Following the basic model we see that both squeeze and excite blocks and the amplified weighting
improves overall test accuracy on both datasets. Thus upweighting features from the upsampler (as
in our AW variant) help to improve not just training accuracy on hard samples but also the overall
test accuracy. We see that the ReLUOnly variant works on ATLAS but performs much poorly on
KES+MCW.
3.3 Comparison of our model to other 3D CNN models
In Figure 6 we compare our SE+AW (squeeze-and-excite in fusion and amplified weighting) model
to three other 3D CNN models on KES+MCW. On ATLAS we show our ReLUOnly model although
the SE+AW variant is only slightly behind in accuracy. On KES+MCW we do not have results for
AnatomyNet since that is designed for single modality images. We show the Dice values for four
different thresholds of lesion sizes starting from the smallest 25% to 100% that includes the entire
dataset.
On KES+MCW we see that in the 25% smallest lesions our model has a 34.4% accuracy whereas the
next best 3D U-Net is 29%.On ATLAS in the 25% smallest lesions our model has 41.4% accuracy
while the next best AnatomyNet is 34.1%. Our weighting techniques (amplified weighting and
ReLUOnly) thus give us a 5.4% and 7% improvement over the next best on KES+MCW and ATLAS
respectively. In the case of ATLAS the improvement is statistically significant with a p-value of
0.004.
On all of KES+MCW (100% threshold) our model has a Dice value of 65.1% while the next best
3D U-Net reaches 60.8%. On all of ATLAS our model has Dice value 60.5% while the next best
AnatomyNet reaches 56.1%. In both cases the differences are strongly statistically significant. On
KES+MCW the difference has p-value 0.0016 and on ATLAS in the order of 10−6. Thus we see that
our model not only improves upon previous methods on small hard to detect lesions but overall as
well.
4 Discussion
We see that flipping the T1 images gives a considerable boost to the accuracy of our model. In fact
this is a novel approach to improve the accuracy of single modality images that has not been studied
before. Taking this idea further we conjecture that adding similar images as another modality (as
opposed to just flipping the input) may further improve model generalizability.
We conjecture our ReLUOnly variant’s poor performance on KES+MCW is likely due to its much
smaller dataset size than ATLAS. We also gave T1 flipped images from ATLAS to the multi-modal
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Figure 6: Average five-fold test Dice values of our SE+AW model compared to three other 3D CNNs
on KES+MCW and ATLAS datasets.
3D U-Net and saw only a 1% rise in accuracy. This accuracy was still below that of AnatomyNet on
ATLAS which we outperform by a statistically significant margin.
5 Conclusion
By building in the flexibility to weight contributions from different image modalities separately, and
placing sufficient weight on up-sampled versions of the inputs that maintain information on smaller
lesions, we have constructed a fully 3-dimensional model that outperforms comparable existing
models. As a result, we have achieved a new level of accuracy in automated stroke brain lesion
segmentation. This brings us a major step closer to removing a substantial barrier to progress in
advancing studies of critical brain-behavior relationships.
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