We investigate the opposing effects of direct radiative forcing and sea surface warming on the atmospheric circulation using a hierarchy of models. In large ensembles of three general circulation models, direct CO 2 forcing produces a wavenumber 5 stationary wave over the Northern Hemisphere in summer. Sea surface warming produces a similar wave, but with the opposite sign. The waves are also present in the Coupled Model Intercomparison Project phase 5 ensemble with opposite signs due to direct CO 2 and sea surface warming. Analyses of tropical precipitation changes and equivalent potential temperature changes and the results from a simple barotropic model show that the wave is forced from the tropics. Key forcing locations are the Western Atlantic, Eastern Atlantic and in the Indian Ocean just off the east coast of Africa. The stationary wave has a significant impact on regional temperature anomalies in the Northern Hemisphere summer, explaining some of the direct effect that CO 2 concentration has on temperature extremes. Ultimately, the climate sensitivity and future changes in the land-sea temperature contrast will dictate the balance between the opposing effects on regional changes in mean and extreme temperature and precipitation under climate change.
Introduction
It is well established that there are differing, and sometimes opposing, effects of radiative forcing versus sea surface temperature (SST) change on the atmospheric circulation (e.g. Mitchell 1983; He and Soden 2015; Shaw and Voigt 2015; Chadwick et al. 2017) . Land warming is primarily driven by the SST warming of the oceans, an indirect effect of anthropogenic emissions, rather than the direct response to increasing greenhouse gases (GHGs) over land (Compo and Sardeshmukh 2009 ). However, global mean temperature increase driven by the SST warming is not the sole driver of changes in temperature and precipitation patterns (Folland et al. 1998; Sexton et al. 2003; Bony et al. 2013; Dong and Sutton 2015; Richardson et al. 2016) or extremes (Kamae et al. 2014a; Seneviratne et al. 2014; Dong et al. 2016; Baker et al. 2018a ). Shaw and Voigt (2015) investigate the large scale circulation responses to direct CO 2 radiative forcing versus SST warming in the Coupled Model Intercomparison Project phase 5 (CMIP5) ensemble, finding that CO 2 forcing leads to positive land-sea equivalent potential temperature ( e ) contrasts, and SST forcing leads to negative land-sea e contrasts. In the CO 2 case, the positive land-sea e contrasts lead to low-level convergence around Asia, a stronger Asian monsoon cyclone and Pacific anticyclone, and a poleward shift of Electronic supplementary material The online version of this article (https ://doi.org/10.1007/s0038 2-019-04786 -1) contains supplementary material, which is available to authorized users.
the Pacific jet stream. The negative land-sea e contrasts in the SST case lead to the opposite effects on the circulation. However, Shaw and Voigt (2015) do not look specifically at changes in midlatitude stationary waves in response to the two types of forcing, which may have an important impact on future changes in regional Northern Hemisphere (NH) summer temperatures and heatwave hazard due to the direct effect of CO 2 shown by Baker et al. (2018a) .
A key factor in the opposing circulation responses comes from the differing land-sea contrast response to radiative forcing versus SST warming (Kamae et al. 2014b; Shaw and Voigt 2015) . The land-sea contrast arises from the non-linearity of the Clausius-Clapeyron relationship between saturation specific humidity and temperature (Joshi et al. 2008) . The dynamical precipitation response to direct CO 2 forcing has been associated with the land-sea contrast, leading to an increase in precipitation over tropical land, and a decrease over the oceans due to a weakening of the overturning circulation (Bony et al. 2013) . Upper tropospheric heating stabilises the atmosphere which leads to a decrease in convection (He and Soden 2015) . However, in response to the heating the land warms and destabilises the atmosphere, leading to an increase in convection over land (Bony et al. 2013) .
Changes in convection can cause changes in the upperlevel divergence, which can force Rossby waves that can propagate from the tropics into the extratropics (Sardeshmukh and Hoskins 1988) . Specifically, changes in the Walker circulation have been shown to affect upper tropospheric divergence and produce a stationary wave with wavenumber 5 over the NH midlatitudes in winter (Haarsma and Selten 2012) which strongly resembles the circumglobal wave guide pattern described by Branstator (2002) . The NH summer circulation also has a wave 5 circumglobal wavetrain associated with natural variability (Ding and Wang 2005) , which has a forced component arising from the tropics (Ding and Wang 2007; Yasui and Watanabe 2010) . Schubert et al. (2011) suggest that stationary Rossby waves can play an important role in causing NH summer heat extremes and Screen and Simmonds (2014) show the link between extreme weather event frequency in the NH and amplified stationary planetary waves. Studies using reanalysis (Cassou et al. 2005) and model data (Lee et al. 2017 ) point towards tropical forcing in exciting Rossby waves that cause extremes. One particular theory of how summer stationary waves cause heat extremes is quasiresonant amplification (Petoukhov et al. 2013) . However, in this study we test the hypothesis that simple changes in tropical forcing can trigger stationary Rossby waves that can affect heat extremes. Previous studies identify the tropical Atlantic (Cassou et al. 2005) , tropical Pacific and Caribbean (Wulff et al. 2017; O'Reilly et al. 2018) , Indian monsoon region (Joseph and Srinivasan 1999; Lin 2009 ) and equatorial Africa (Yasui and Watanabe 2010) as important Rossby wave forcing regions. We aim to diagnose the important forcing locations for the stationary waves seen in response to the SST and CO 2 forcings.
Here we investigate the responses of precipitation and NH stationary waves to these two types of forcings. Using three general circulation models (GCMs) and the CMIP5 ensemble, we develop and test a theory on the midlatitude circulation response to SST warming and direct CO 2 forcing. We hypothesize that the two different forcings produce opposite changes in divergence (and corresponding opposite changes in precipitation) in the tropics, leading to stationary waves in antiphase. These opposite divergence responses arise from the opposite responses of land-sea e contrasts and the differing thermodynamic effects of radiative forcing versus SST increases. We then test our hypothesis that the anomalous forcings produce the stationary wave using a simple barotropic model to reproduce the GCM wave response and identify key forcing locations.
Section 2 outlines the methods and models used in the study. Section 3 presents the GCM results leading us to perform the barotropic model experiments which we analyse in Sect. 4. We then investigate the forcing mechanisms in Sect. 5. Section 6 discusses the relevance of the work and the implications of our findings, before we present our conclusions in Sect. 7.
Methods

GCM data
In this study, we use results from large ensembles of three general circulation models (GCMs): HadAM3P, MIROC5 ) and CAM4 (Gent et al. 2011) . HadAM3P is an atmosphere only, medium resolution GCM developed by the UK Met Office. It is based upon the atmospheric component of HadCM3 (Pope et al. 2000; Gordon et al. 2000) . We use an improved version of HadAM3P which has a more sophisticated land-surface scheme (Guillod et al. 2017) . We run HadAM3P using the large-ensemble capability provided by the climateprediction.net volunteer computing network (Allen 1999; Guillod et al. 2017) , where members of the public run initial condition ensemble GCM simulations. We compare results from HadAM3P (run at 1.25 • × 1.875 • resolution) to MIROC5 and CAM4 (run at 1.4 • × 1.4 • and 1.9 • × 2.5 • resolutions respectively). The models are run as Atmospheric Model Intercomparison Project (AMIP) style ensembles (Taylor et al. 2012) with prescribed SSTs and sea ice. All the ensembles and their setups are summarised in Table 1 .
1.5 • C experiments
The first set of experiments, the 1.5 • C experiments, have two ensembles for each model, which use the Half a degree Additional warming, Prognosis and Projected Impacts (HAPPI; http://www.happi mip.org) design ). These two ensembles use SSTs and other boundary conditions to simulate conditions in a world 1.5 • C warmer than pre-industrial (1861-1880) conditions. Here we use the HAPPI Tier 1 experimental design , which uses the multi-model mean SST patterns; thus, all ensembles and models are run with an identical time varying 1.5 • C SST pattern. The full details are discussed in Mitchell et al. (2017) .
The two ensembles differ only in CO 2 concentration, but otherwise use the RCP2.6 scenario forcings from the last decade of the twenty-first century. In HadAM3P and MIROC5, CO 2 is fixed at 395.8 ppm (hereafter the LCO 2 ensemble) and 550.0 ppm ( HCO 2 ensemble), representing the lower and higher likely CO 2 concentrations averaged over 2091-2100 in adaptive pathways that succeed in achieving warming below 1.5 • C in 2100 for the assessed ranges of climate response uncertainty (Millar et al. 2017) . For CAM4, we use experiments with the CO 2 fixed at 379.0 ppm and 423.1 ppm; hence, differences between the CAM4 ensembles still occur due to the difference in CO 2 concentration, but should not be quantitatively compared to the other two models. All CO 2 concentrations are prescribed as a global mean atmospheric concentration and the CO 2 is well-mixed. All ensemble members are run for 11 years, with the first year discarded to allow the atmosphere to spin up. For HadAM3P there are 98 and 119 members for the LCO 2 and HCO 2 ensembles respectively. Both MIROC5 ensembles have 50 members, and both CAM4 ensembles have 501 members. For the full details of these ensembles, see Baker et al. (2018a) . These simulations provide large ensembles from three models in which the CO 2 concentration is varied but the SSTs are held fixed.
Hadley experiments
We run a further three ensembles just using HadAM3P, the Hadley experiments. These ensembles, named NAT, GHG and SST, are designed to isolate the response of the atmosphere to SST forcings and GHG forcings associated with global warming separately. The NAT ensemble has natural SSTs and GHGs which simulates a world with no anthropogenic climate change. The NAT SSTs are calculated by removing the modelled anthropogenic warming from observed SSTs. The anthropogenic warming is calculated as in Haustein et al. (2016) : 11 GCM simulations from the CMIP5 archive are averaged and the monthly climatologies (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) of the HistoricalNat simulations are subtracted from the Historical simulations. The mean of these 11 patterns is used as the SST pattern for the NAT ensemble and pre-industrial atmospheric GHG concentrations (IPCC 1900 forcing) are used to force the NAT ensemble. For further details, see Haustein et al. (2016) and Schaller et al. (2016) . The GHG ensemble uses the NAT SSTs, with RCP4.5 GHGs (from 2005-2015) . The SST ensemble uses the observed 2005-2015 SSTs from the OSTIA SST dataset (Donlon et al. 2012 ) and pre-industrial GHGs. The CO 2 concentration of the NAT and SST ensembles is 284.4 ppm, the average CO 2 concentration of the GHG ensemble is 390.4 ppm. Sea ice for the NAT and GHG ensembles is taken from the maximum well-observed sea ice (DJF 1986 (DJF /1987 , for the SST ensemble the 2005-2015 observed OSTIA sea ice is used. Volcanic forcings are set to zero in all three ensembles, and the solar forcing is taken from 2005-2015. All three ensembles are run for 11 years, with the first year discarded. There are 124, 118 and 113 ensemble members for the NAT, GHG and SST ensembles respectively. 
CMIP5 experiments
We also make use of AMIP data from the AMIP control, AMIP4K and AMIP4xCO2 simulations (Taylor et al. 2012) from the following CMIP5 models: bcc-csm1-1, CanAM4, CNRM-CM5, FGOALS-g2, HadGEM2-A, IPSL-CM5A-LR, IPSL-CM5B-LR, MPI-ESM-LR and MPI-ESM-MR. All simulations are forced with historical SSTs and greenhouse gases and are run over the 30-year period 1979-2008.
Barotropic model
In this study we employ the idealised barotropic model from O'Reilly et al. (2018) . Following Hoskins and Ambrizzi (1993) , the model integrates the barotropic vorticity equation on a sphere:
where is the rotational velocity field, is the absolute vorticity (the sum of planetary and relative vorticity components), F is a constant forcing term, is a linear damping rate with a timescale of 10 days, and = 2.4 × 10 16 m 4 s −1 is a biharmonic diffusion coefficient. The equation is solved using spectral harmonics with a triangular truncation at wavenumber 42 (i.e. T42). The forcing is decomposed into two terms, F = F + F � , where F is selected to maintain the basic state exactly, which is taken to be the climatological vorticity field at 200 hPa from the relevant dataset.
The model output from HadAM3P, used as the background state in the barotropic model, includes winds on 850, 500 and 200 hPa pressure surfaces. We choose the 200 hPa winds to calculate the climatological vorticity field for the barotropic model; the anomalous tropical forcing (via divergent outflow) is strongest in the upper troposphere (e.g. Krishnamurti et al. 2013) ; and vorticity gradients, upon which the signal propagates out of the tropics, are also significantly stronger in the upper troposphere. It is necessary that the basic state includes these strong wave guides to achieve a reasonable response, both in amplitude and pattern (O'Reilly et al. 2018) .
The anomalous forcing, F ′ , is selected to mimic the forcing of the barotropic vorticity equation by divergent outflow in the tropics. Following Sardeshmukh and Hoskins (1988) , the linearised Rossby wave source (RWS) anomaly S ′ is given by where is the divergent velocity field and D = ∇ ⋅ is the divergence. Here the overbars and the primes denote climatological and anomaly fields respectively. In this study,
we force the model with a RWS anomaly due only to anomalous divergence and anomalous transports of mean vorticity. We ignore terms due to anomalous vorticity, as these terms largely correspond to the circulation response we are assessing. The forcing term therefore reduces to:
The model is initialised from the basic state and integrated forward for 25 days. The response becomes quasi-stationary after about two weeks, so the stationary response to forcing is presented as the average over the period 16-20 days.
GCM results
The June-July-August (JJA) difference in precipitation (colours) and 200 hPa meridional wind (contours) between ensemble mean HCO 2 and LCO 2 ensembles ( CO 2 response) are shown in Fig. 1 . The pattern of tropical precipitation change in the CO 2 response for the three models is very similar: a wetting over land and a drying over the oceans. This is associated with a poleward shift of the intertropical convergence zone (ITCZ) over the Sahel region of Western Africa.
We also observe a circumglobal wave pattern over the NH between 30 • N-70 • N . Whilst the strength of the wave varies spatially in the different models, a wavenumber 5 stationary wave with wave centres in the same locations is observed in all three CO 2 responses. Due to large ensemble sizes and long runs, the responses of the tropical precipitation and meridional wind are both statistically significant (shown for the quantities plotted in Fig. 1 in Fig. S1 and Fig. S2 ). To quantify the agreement between the model responses, we compute the anomaly correlation coefficients between the responses (shown in Table S1 and Table S2 ). As the correlation coefficients show, the model responses bear strong quantitative similarities to one another.
Very similar stationary wave and precipitation responses to CO 2 forcing are evident and robust in the difference between the multi-model-mean of the AMIP4xCO 2 and AMIP control ensembles (AMIP4xCO 2 response) ( Fig. 2a , individual model responses in Fig. S3 ). The responses to a uniform SST increase are shown in Fig. 2b (individual model responses in Fig. S4) , the difference between the multi-model mean AMIP4K and AMIP control ensembles (AMIP4K response). Here, there is an opposite response in the precipitation over the tropical Atlantic and over the tropical region of Africa compared to the response to CO 2 . The stationary wave is still present, but with the wave centres in antiphase to the CO 2 and AMIP4xCO 2 responses.
A similar picture emerges when we consider the difference between the GHG and NAT ensembles (GHG response), and
SST and NAT ensembles (SST response) ( Fig. 2c, d ). The GHG response shows increased precipitation over the tropical region of Africa, and decreased precipitation over the tropical Atlantic. The stationary wave is present, with the same wave centres as the CO 2 and AMIP4xCO 2 responses. In agreement with the AMIP4K response, the SST response is almost diametrically opposed to the CO 2 and AMIP4xCO 2 responses: drying over the tropical regions of Africa and wetting over the tropical Atlantic. The stationary wave is also apparent in the SST response with the same wave centre locations as the AMIP4K response.
To summarise the precipitation and meridional wind changes, we plot the differences between the AMIP4xCO 2 and AMIP4K responses and the differences between the GHG and SST responses in Fig. 3 . This emphasises the important features consistent between the responses to direct CO 2 forcing and SST warming, and removes elements of noise. It is clear that the consistent precipitation changes between the CMIP5 experiments and Hadley experiments are located in the tropics over the Atlantic, Africa and Central-West Pacific. The wave 5 pattern and wave centres in the two experiments are also co-located, with slight differences The CAM4 wind and precipitation responses have been multiplied subjectively by 2.5 to be plotted on the same scale as the other two model responses over Europe. The similarity of the wave and precipitation responses across the range of models (quantified in Table S1 and Table S2 ) illustrates their robustness. Further to this, given the wave and precipitation responses to SST warming arise not only when applying the warming pattern (in the Hadley experiments), but also in the case of uniform warming (AMIP4K response), this suggests that the response is not just due to the spatial location of the SST warming pattern, but is a robust response to broad SST warming. The comparisons also show a similar response arising from both strong forcing (in the case of the CMIP5 experiments) and weak forcing (in the case of the Hadley experiments).
Before examining the origin of the stationary wave, we investigate what impact such a wave has on NH temperature. As shown by Baker et al. (2018a) , the ensemble mean JJA temperature response in the CO 2 forced ensembles is a wavelike positive-negative temperature anomaly pattern across the NH in JJA, which is associated with increases in extreme temperature events. We focus on the 1.5 • C and Hadley experiment results as we have large ensembles for these models, as opposed to the one realization from each model in the CMIP5 AMIP ensemble. We use a simple linear regression to diagnose the relationship between the temperature anomalies and the stationary wave.
We first define the response of a particular member as the difference between the HCO 2 ensemble member 10-year mean and the LCO 2 ensemble mean across the ensemble members. For each member we create a circulation index by subjectively taking the locations of the maximum clearly defined wave centres in the JJA ensemble mean 200 hPa meridional wind responses (see dots in Fig. 4 for wave centre locations). We sum the positive wave centres (pink dots) and subtract the negative wave centres (green dots) to give a circulation index for each ensemble member response. We then regress the standardized circulation indices for each ensemble member against the ensemble member mean temperature response at each gridpoint.
The regression coefficients are plotted in Fig. 4 . They show that members with a strong circulation index response have strong temperature anomalies compared to members with weaker circulation index responses. Regions where the stationary wave is anticyclonic are associated with regions of increased temperature, and cyclonic regions are associated with regions of decreased temperature. Anticyclonic regions are typically characterised by clear skies, which leads to greater incident solar radiation on the Earth's surface, hence an increase in surface temperature (Bieli et al. 2015) . The temperature anomalies are completely opposite for the SST case, which supports the link between the wave and the temperature anomalies further. In the CO 2 cases, the regions of positive temperature anomaly are co-located with the NH regions that see increases in heat extremes under higher CO 2 concentrations in Baker et al. (2018a) . This suggests that the direct circulation response to higher CO 2 concentrations governs the regional differences in increases in extremes. It is worth noting that this regression approach likely underestimates the effect of the circulation on temperature as the circulation index is comprised of wave centres across the NH. As we will show in Sect. 4, the wave is actually forced from several different locations which contribute to parts of the wavetrain meaning the full wave is not necessarily present at all longitudes in each ensemble member. This suggests that if a single wave centre were used as the circulation index, there would be a larger local regression coefficient and therefore a larger effect on the local temperature. and 0.2 ms −1 (c, d) with the zero contour suppressed), colours show the JJA precipitation response A potential mechanism for the emergence of a stationary wave response to forcing is through changes in convection in the tropics forcing a Rossby wave that then propagates into the midlatitudes (Haarsma and Selten 2012). These changes in convection can cause changes in upperlevel divergence (with associated precipitation changes) which can be captured by changes in the RWS. One robust precipitation change is the decrease in precipitation in the tropical Western Atlantic and Caribbean Sea for the CO 2 forced cases (Figs. 1, 2a, c) , and an increase in the SST forced cases (Fig. 2b, d) . A second robust change is the increase in precipitation in the tropical regions of Africa for the CO 2 forced cases ( Figs. 1, 2a, c) , and a decrease in the SST forced cases (Fig. 2b, d ). The reasons behind these observed changes will be explored in Sect. 6, for now we just seek to highlight these regions as potentially important regions where changes in the divergence lead to changes in the RWS. Another potential mechanism that could explain the stationary wave is by changes in the zonal mean westerlies in the sub-tropical upper troposphere (Simpson et al. 2016) . The zonal mean westerly changes can cause changes in the midlatitude waveguides, affecting the propagation of Rossby waves. To investigate both these effects, we choose to focus on the wave response further in HadAM3P given the data available from the Hadley experiments for both GHG and SST forcing cases plus the fact that HadAM3P exhibits the clearest wave response (see Fig. 1 ). JJA daily mean temperatures regressed onto the standardized circulation index for a HadAM3P CO 2 , b MIROC5 CO 2 , c CAM4 CO 2 , d Had-AM3P GHG and e HadAM3P SST. The hatching shows where the regression is significant at the 5% level using a two-sided Wald Test. Pink and green dots mark the positive and negative meridional wind wave centres respectively used to create the circulation index for each ensemble 4 Barotropic model results
Full response
To investigate the wave pattern, we perform a series of experiments with the barotropic model. We choose a barotropic model as it is the simplest model where we can investigate both wave forcing from the tropics by applying an anomalous RWS, and also the effect of the background state on wave propagation by applying either the control background state or SST/GHG forced background state. The impact of changing the background state on wave propagation can be explained via the linear theory of barotropic Rossby waves in a zonal flow (Simpson et al. 2016) , and so this effect is captured in the barotropic model. The RWS from the full model which acts as wave forcing can be backed out simply from the full model wind response field. The main disadvantages of the barotropic model are that it only has one level and so no vertical profile. This requires a choice of level as background state, and this choice is not always obvious (O'Reilly et al. 2018) . Despite this, we employ the barotropic model as a tool to provide potential insight into the stationary wave pattern.
As outlined in Sect. 2.2, we compute the RWS (neglecting anomalous vorticity terms). We do this using the NAT ensemble mean as the 200 hPa climatological fields (overbar variables in Eq. 3) and define the anomalous fields (primed variables) as the GHG (or SST) ensemble minus the NAT ensemble 200 hPa fields. To test whether the barotropic model responses are linear, we multiply the input forcings by 10 −6 (and then scale the output fields back up by 10 6 ). Sensitivity experiments with and without the linearisation applied display no differences, and so the remainder of the barotropic experiments use the unscaled forcings. To first test that the barotropic model can produce the stationary wavelike response in the full GCMs, we force the barotropic model using the anomalous June RWS forcings from the GHG and SST ensembles, with the June NAT vorticity background state. The June forcing and background state are chosen as sensitivity tests using different background state months and anomalous forcing months (not shown) show this combination gives the largest amplitude and clearest Rossby wave response. The June background state has the strongest vorticity gradients which are necessary for the barotropic model to propagate a wave response across. The July, August and JJA vorticity gradients are weaker, which suggests why the barotropic model with the June background state reproduces the wave response best.
The results of forcing the barotropic model with the GHG and SST RWS are shown in Fig. 5 . Anomalous forcing is only applied between 0 • −15 • N (pink box in Fig. 5a, b) . The decision to use forcing between 0 • −15 • N in the barotropic model clearly has an impact on the wave response, and we restrict the forcing to equatorwards of 15 • N to avoid overconstraining the model by imposing the wave response itself. Without conducting an in-depth sensitivity study to determine the best forcing latitudes (which is beyond the scope of this study), we feel our choice is valid given we can reproduce the wave 5 pattern. The forcings in the GHG and SST cases are opposite in several regions including the Western Atlantic, Eastern Atlantic and in the Indian Ocean, just off the east coast of Africa. Anomalous RWS forcings arise from changes in tropical convective heating (Sardeshmukh and Hoskins 1988) , caused by the changes in precipitation in the tropics. The co-location of precipitation responses and anomalous RWS forcings suggest that the vertical motion A comparison between the barotropic meridional wind responses (Fig. 5c, d ) and the full model responses (Fig. 2c,  d) reveals that the barotropic model can capture the main features of the full model. The wave pattern is clearly visible in both GHG and SST barotropic model experiments, with the same wavenumber as in the full model responses. Wave centres in the barotropic cases are shifted slightly eastward compared to the wave in the JJA mean in the Hadley experiments. However, the June mean wave centres in the Hadley experiments are also shifted by a similar amount eastward from the JJA mean (not shown), indicating that the shift between the wave in the barotropic model and the Hadley experiments could be due to the background winds differing between June and the JJA mean. Some wave centres are not as far poleward as in the full model response. This is evident in the jet exit regions, where climatological vorticity gradients are weak (e.g. over Northern Europe); there, a simple barotropic model will struggle to propagate the wave. Other reasons for the wave differences include the barotropic model not capturing important feedbacks that occur in the full model, such as zonal wind changes, eddy mean flow interactions, or potentially important non-linear orographic interactions (Ting 1994) . Nevertheless, the fact that the barotropic model results bear strong similarity to the full model is remarkable given the model's simplicity. Figure 3c summarises the forcing used and the wave response in the barotropic model, taking the difference between GHG and SST RWS forcings and barotropic model meridional wind responses to highlight the areas of consistent change between the two ensemble responses. The strongest RWS signal is in the Indian Ocean; there is a dipole in the tropical Atlantic and various consistent regions across the Pacific too. The stationary wave responses in the barotropic model are very similar to the GCM responses (quantified in Table S1 ), suggesting the GCM responses are indeed forced from the tropics. Correlations are lower than between the full model responses, this is partly because, as mentioned before, the wave centres are shifted slightly eastward in the barotropic model, and also because the wave centres are slightly further equatorward in the barotropic model.
To test whether the observed wave is a new forced wave, or an excitation of a wave in the climatological background state, we perform the same experiments after removing wavenumbers 4-6 from the background state. The barotropic model responses in this case still display the same wave pattern with wavenumber five (not shown), implying that the wave is a new forced wave due to the anomalous RWS. We also test whether the change of the background state has a substantial impact on the summer stationary waves (cf. to the effect of the background state on winter stationary waves in Simpson et al. 2016) by using the barotropic model with the GHG ensemble background state and comparing it to results using the NAT ensemble background state. If the background state were to be having a substantial effect, one would expect the waves to differ between the two experiments noticeably, however we observe no large difference in the wave responses (not shown). These results suggest that the stationary wave arises from anomalous wave forcing, not from changes in the zonal winds.
Sensitivity tests
To determine the forcing locations responsible for producing the wave response in the barotropic model, we perform a set of sensitivity experiments using the barotropic model. Following Barsugli and Sardeshmukh (2002) , we apply a series of 64 cosine-square patch forcings of the form: on the rectangle 0 ± w , i ± w (where is the latitude and is the longitude), and zero elsewhere. The half-widths of the patches are fixed at two gridpoints in both the latitudinal and longitudinal directions, yielding w ≈ 5.58 • and w = 5.625 • . We apply the patch centres at a single fixed latitude 0 = 7.0 • , whilst increasing i in 5.625 • increments starting at 0 • , giving 64 patches in total. The amplitude of the patches, A = 2.5 × 10 −11 s −2 , is chosen to be on the order of magnitude of, but slightly larger than, the forcing observed in the GHG forced ensemble so as to produce a strong signal in the barotropic model.
To assess the importance of a particular patch location in forcing the HadAM3P meridional wind response, we assign the following weight to each patch experiment response:
where v b i is the meridional wind response averaged between days 16-20 in the barotropic model for forcing F ′ i , and v is the June ensemble mean meridional wind response from the HadAM3P model. The dot products are computed using cosine latitude weighting, and over the region 30 • N-70 • N and all longitudes.
We perform two sets of sensitivity experiments, one using the HadAM3P NAT ensemble mean June background state, and the other using the NCEP Reanalysis 2 1979-2015 June mean background state (NCEP Reanalysis 2 data provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, from their website at http://www.esrl.noaa.gov/psd/). We then calculate a set of weights (comprising of 64 weights, one for each patch position) for each of the following four cases: the meridional wind responses of the barotropic model using the NAT ensemble mean background state projected onto
the GHG ensemble mean meridional wind response, NAT background onto SST ensemble wind response, NCEP2 background onto GHG ensemble wind response and NCEP2 background onto SST ensemble wind response. We calculate the weights for the sensitivity experiment responses with the full model GHG (Fig. 6a ) and SST (Fig. 6b ) responses in the 200 hPa meridional wind. Weights are shown for NAT background (blue). The RWS forcings from the full model (used to force the barotropic model in Fig. 5 ) averaged over 0 • -15 • N are shown in red. Red lines are normalised so the maximum in each figure is the same as the respective blue line showing the NAT weights. Lines in Fig. 6b have been multiplied by − 1 to allow direct comparison with Fig. 6a . Regions where the amplitude of the full model forcing and weights agree and are large indicate regions where forcing is likely to be important in producing the full model wave responses. From the weights, we identify three key regions: the Western Atlantic, Eastern Atlantic and in the Indian Ocean, just off the east coast of Africa (marked by the crosses in Fig. 6c-e ). For the SST case, there also seems to be a region of importance in the Pacific. Here we focus on the other three regions as they appear important in both GHG and SST cases. Fig. 6c-e show the wave responses for the HadAM3P background case at each of the identified forcing locations. The forcing in the Eastern Atlantic has a negative weight, and so we multiply the response of this patch experiment by − 1 to give the correct meridional wind response. When the three forcings are combined (Fig. 6f) , they reproduce the wave response that the full model forcing produces in the barotropic model (compare to Fig. 5c ). We combine the responses by summing them linearly to produce the response in Fig. 6f , but we verify that applying the three forcings in the same run produces the same wave response (not shown) indicating that the forcings combine linearly.
To test the robustness of the response to the identified forcing locations and jet conditions, we analyse the sensitivity results from the barotropic experiments run with the NCEP2 background state. The green lines in Fig. 6a,  b show the weights when using the NCEP2 background state. The NCEP2 weights are broadly consistent with the NAT weights, albeit with a weaker sensitivity to the Indian Ocean region. When forced at the same three identified locations (marked by the crosses) the combined wave response is broadly the same as when using the NAT background state (Fig. 6g) , with differences mainly arising over jet exit regions for the reasons previously discussed regarding weaker climatological vorticity gradients. From these sensitivity experiments we can conclude that there exist three important forcing locations to produce the full model wave response, and that the wave response also occurs on an observed background state (the NCEP2 case), which implies that the wave responses are not just possible in the three GCMs, but also in reality.
Discussion
Using the model RWS, it is only possible to replicate the wave 5 in the barotropic model when using the June RWS forcing and June background state from HadAM3P (in both the Hadley experiments and 1.5 • C experiments). When using July, August or JJA forcing and their respective background states, a wave response is produced, but it does not closely resemble the wave 5 response. However, when the three idealized forcings from Fig. 6f are applied in July and August, the wave 5 response is recovered (not shown), albeit weaker than in the June case (as mentioned previously, this could be due to the weaker potential vorticity gradients in July and August). This suggests that the inability of the barotropic model to produce the wave 5 response when forced with the full model RWS forcing is due to the sensitivity of the response to details of the RWS.
When using the CAM4 and MIROC5 200 hPa vorticity fields as the background state, the correct wave 5 response cannot be replicated, even with the June RWS forcing and June background state. However, the idealized forcing on the June background states for both CAM4 and MIROC5 does produce a wave 5 pattern with many aspects similar to the full model responses (not shown). This suggests that the sensitivity of the response to the RWS forcing is still important, but that also the background states of the CAM4 and MIROC5 models are important. We investigate the three model background states and their biases to suggest possible reasons for not being able to reproduce the wave 5 pattern fully in CAM4 and MIROC5 even when using the idealized forcing.
The first thing to note is that in MIROC5 and CAM4 the wave pattern in the ensemble mean is weaker, suggesting (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) and the NCEP2 reanalysis . b, d, f show the zonal mean zonal winds and the bias, defined as the difference between the model and NCEP2 reanalysis means, shown in blue that the background states of these two models might be less conducive to propagating the wave response to forcing. Figure 7 shows the 200 hPa June ensemble mean zonal wind biases of the three models compared to the 1979-2015 200 hPa June mean zonal wind from the NCEP2 Reanalysis. The Pacific jet in both CAM4 and MIROC5 exhibits poleward biases, whilst in HadAM3P, the jet has a weak bias. All three model jets exhibit a poleward biased jet over land. Over the Atlantic, the biases in HadAM3P are again the smallest, with only a slightly weak biased jet compared to strong biased jets in the other two models. The HadAM3P jet is narrower in the zonal mean than the MIROC5 and CAM4 jets, and it has been suggested that this increases the ability of a jet to act as a waveguide (Manola et al. 2013) . The biases in the zonal wind speeds could also be affecting the waveguiding properties of the jet due to the dependence of Rossby wave phase speed on jet speed (Ambrizzi et al. 1995) . In the mean states, the HadAM3P jet exhibits a smaller poleward bias, meaning the waveguide is closer to the potential wave forcings in the tropics. In HadAM3P, the full model ensemble mean wave response is stronger than in CAM4 and MIROC5. This may be due to the narrow jet and weak jet bias, and suggests why the wave 5 pattern can be reproduced well when using the HadAM3P background state, even with the simple baroptropic model which has no structure in the vertical.
Differences in the three dimensional structure could also be important. We use the 200 hPa background vorticity state as this level has the largest anomalous tropical forcing and because the vorticity gradients, upon which the signal propagates out of the tropics, are stronger in the uppertroposphere. We find it necessary to have basic states with strong waveguides to achieve the response pattern. In reality, the equivalent barotropic level for external Rossby waves is lower in the troposphere (Held et al. 1985) , and so lower model levels could be important in allowing the full model to produce the wave response.
With the large number of individual ensemble members, and the fact that the wave response is largest and biases smallest in HadAM3P, we have focused on analyzing the mean state forcing and background state, and just in the HadAM3P model. The logical next step to investigate and confirm the forcing mechanism from the tropics, and to reproduce the wave using the MIROC5 and CAM4 background states, is to perform experiments using a threedimensional baroclinic model where we could cleanly test the tropical forcing hypothesis and the hypothesis that the changing background state is not important. However, we leave this more involved modelling approach for further work.
Forcing mechanisms
We identify two classes of mechanism which cause the changes in tropical precipitation in response to the CO 2 and SST forcings. The first of these is due to thermodynamic changes. Increases in atmospheric CO 2 concentration lead to an increase in the static stability of the atmosphere due to enhanced longwave absorption by the extra CO 2 , thus suppressing convection (Sugi and Yoshimura 2004; Andrews et al. 2009; Dong et al. 2009; Cao et al. 2012; Bony et al. 2013 ). On the other hand, an increase in SSTs results in increased atmospheric moisture, leading to an increase in precipitation across tropical wet regions (Held and Soden 2006; Seager et al. 2010 ). These thermodynamic effects are responsible for the model changes in precipitation over the tropical Western Atlantic. In the CO 2 forcing cases, the suppressed convection leads to a decrease in precipitation in the tropical Western Atlantic (Figs. 1, 2a, c) . In the SST forcing cases, the enhanced moisture leads to an increase in the precipitation in the tropical Western Atlantic (Fig. 2b, d) .
The second mechanism arises from the land-sea e contrast. Increases in CO 2 cause the land to warm in response to increased downwelling longwave radiation, enhancing the land-sea e contrast and leading to increases in precipitation over land (Chadwick et al. 2014; Richardson et al. 2016) . However, when the SSTs are increased, the land-sea e contrast changes in the opposite direction , causing an increase in the vertical velocity over the oceans (likely due to a reduction in static stability) thus enhancing convective precipitation over Fig. 8 Responses to GHG and SST forcing. e response for a HadAM3P GHG and b HadAM3P SST. See the "Appendix" for details of calculation the oceans (Chadwick 2016) . The changes in the land-sea e contrast in the GHG and SST responses are shown in Fig. 8 . In the GHG case (Fig. 8a) on the east coast of Africa, there is a positive land-sea e gradient (along the blue arrow in Fig. 8a ) and associated increase in precipitation over the same region in the CO 2 forcing cases (Figs. 1, 2a, c) . On the west coast Sahel region of Africa however, there is a negative land-sea e gradient (black arrow) which is associated with a decrease in precipitation. The changes in e correspond to the RWS forcing in the two regions: positive RWS for a positive land-sea e contrast and negative RWS for a negative contrast (see Fig. 5a ). These regions of positive and negative RWS forcing are consistent with the Eastern Atlantic weight being opposite in sign to the Western Atlantic and Indian Ocean weights in Fig. 7a . In the SST case, the land-sea e gradient is negative on the east coast of Africa (along the blue arrow in Fig. 8b) , and positive on the west coast Sahel region of Africa (black arrow). These e gradients again have corresponding changes in precipitation and RWS forcings: a decrease in precipitation (Fig. 2b,  d) and negative RWS forcing on the east coast of Africa and an increase in precipitation and positive RWS forcing in the west coast Sahel region of Africa. Again, this is consistent with the opposite sign of the Eastern Atlantic weight in Fig. 7b . This forcing mechanism is the same mechanism responsible for summer stationary wave changes in response to direct radiative and SST forcings found by Shaw and Voigt (2015) .
There is also a large change in RWS just off the west coast of South America (around 90 • W ; Fig. 6a ), which presumably arises due to the same mechanisms causing the other changes in RWS at land-sea interfaces. However, forcing the barotropic model here does not produce a response which projects onto the full model wave response. This may be due to the meridional distance of this RWS from large enough vorticity gradients needed to act as a waveguide.
The response of the land-sea e contrast on the west coast of Africa is tied to the precipitation response in the region, which arises due to a shift in the ITCZ (Fig. 2) . The ITCZ shifts toward the anomalously warm hemisphere (e.g. Bischoff and Schneider 2014; Baker et al. 2018b) : in the GHG case the ITCZ shifts northwards as the NH warms more due to having more land; in the SST case, the ITCZ shifts southwards as the Southern Hemisphere warms more due to having more ocean. Previous work has found the same sign ITCZ shifts in this region as this study finds: northwards due to greenhouse gas forcing and southwards due to global SST warming (e.g. Hoerling et al. 2006; Skinner et al. 2012) . In the GHG case, on the west coast where the precipitation anomaly is negative, e decreases going from ocean to land, consistent with a decrease in convection. In the SST case, the precipitation anomaly is positive, with an increase in e from ocean to land, consistent with an increase in convection. The convection responses which arise from the ITCZ shift lead to the RWS responses over the Eastern Atlantic, which are opposite in sign compared to the Western Atlantic and Indian Ocean regions in both the GHG and SST responses.
We identify two key coastal regions just off the east coast of continents, the east coast of South America and just off the east coast of Africa (co-located with the western part of the Indian Ocean basin), and a further region just off the west coast of Africa. Positive RWS forcing in the east coast regions associated with decreased upper-level divergence, and negative RWS forcing in the west coast region associated with increased upper-level divergence, acts to force the NH stationary wave in summer.
The regions we identify for forcing this particular wave have been shown to be important in forcing extratropical Rossby waves in other studies. Changes in outgoing longwave radiation in observations in summer over the tropical Atlantic, coinciding with the regions where we see precipitation changes in this study, have been associated with summer circulation patterns over Europe (Cassou et al. 2005) . The Summer East Atlantic pattern, as observed in reanalysis by Wulff et al. (2017) has an associated circumglobal wavenumber 5 wave, which is linked to an anomalous tropical precipitation pattern with similarities to the precipitation patterns we find in this study: drying in the Western Atlantic and wetting over the Sahel region in Africa, producing a similar convergent forcing as we find in this study. Yasui and Watanabe (2010) also find that precipitation changes over equatorial Africa are important in forcing the observed circumglobal teleconnection [CGT, see Ding and Wang (2005) ] in boreal summer. The wave we observe is not an excitation of the CGT: the wave centres we observe do not coincide with the CGT, and as demonstrated in Sect. 4, the wave we force is not an excitation of a wave present in the background state. However, the fact that studies on the CGT find similar key forcing regions as this study suggests that these regions are important generally in forcing boreal summer Rossby waves. As well as equatorial Africa, the Indian summer monsoon region (which includes the area of ocean just off the east coast of Africa) has also been found important in forcing aspects of the CGT (Ding and Wang 2007) , and other NH teleconnection patterns (Lin 2009 ).
Discussion
The opposing effects of radiative forcing versus sea surface warming have important implications on regional climates and extremes. Framed in terms of a global mean temperature target, the changes in regional climates and extremes depend significantly on the climate sensitivity (defined as the global mean temperature warming due to a doubling of atmospheric CO 2 concentrations), which is subject to large uncertainties (IPCC 2014). If the Earth has a low climate sensitivity, the temperature target may be met, but with corresponding dangerous changes in certain regional extremes (Baker et al. 2018a ), due to increases in tropical precipitation over land and the wavelike temperature increase pattern over the NH. For higher climate sensitivities, less CO 2 would be emitted to reach the same temperature target, and so the opposing effect of the sea surface warming would balance out the direct CO 2 effect to a greater extent. If the climate sensitivity is very high, the direct CO 2 effect will be relatively unimportant compared to the sea surface warming effect, leading to drying over the land in the tropics, and different regions (those under the anticyclonic regions of the stationary wave pattern) experiencing increases in heat extremes. Geoengineering techniques aiming to tackle climate change impacts without removing CO 2 would exacerbate the direct CO 2 effect when stabilising at a temperature target as the techniques would reduce global mean temperature without removing CO 2 . Ultimately, the interplay of the two opposing effects will be dictated by the Earth's climate sensitivity, and further work is need to quantify the exact magnitudes of the direct CO 2 and sea surface warming effects on changes in precipitation and on the forced stationary wave.
On the question of the interaction between the direct CO 2 effect and sea surface warming effect, Lambert et al. (2011) found no substantial nonlinearities in indices of atmospheric circulation when the doubling of CO 2 and spatially uniform SST warming were added to an AGCM. Deser and Phillips (2009) also observe a high degree of linearity in the response to direct CO 2 effects and sea surface warming in atmospheric circulation trends during 1950-2000 simulated in an AGCM. This suggests the opposing effects on circulation may combine linearly as in the barotropic modelling experiments in this study, although further work is needed to confirm this. The SST forcing model results presented here rely on one global warming pattern change, and the direct CO 2 runs all have the same fixed SST pattern. However, it has been suggested that the pattern of SST warming plays an important part in certain regional circulation responses (He and Soden 2015) and the tropical precipitation response to SST warming (Chadwick 2016) . The robustness of the wave response in the AMIP4K response suggests that the wave is forced by changes in mean SST warming, but further work investigating the uncertainty arising from the SST pattern change is needed before quantitative predictions about the opposing effects of radiative forcing and sea surface warming can be made.
There are several other possible contributing factors to the direct CO 2 effect, which require further study to quantify. Radiative changes in clouds have been linked to circulation changes and large scale cloud cover changes over the NH in summer are associated with the direct CO 2 effect (Richardson et al. 2016) , with a decrease in cloud cover over regions that see strong increases in temperature due to CO 2 . However, determining the causality between the cloud cover changes and the temperature changes is a complex issue. One possibility is that the anticyclonic regions of the forced stationary waves cause cloud to be less prevalent in these regions, adding to the increases in local temperature. Midlatitude stationary wave changes can also be affected by changes in the zonal mean westerlies in the sub-tropical upper troposphere (Simpson et al. 2016 ). We do not observe this effect in this study, and Grise and Polvani (2014) show that whilst there are differing effects on the zonal circulation under direct radiative forcing and sea surface warming, the effects are not opposite. However, with large variations among future predictions in zonal wind changes (Simpson et al. 2014) , this effect could be important in dictating the characteristics of the forced stationary wave.
A modelling intercomparison project as part of the new CMIP6 ensemble, The Cloud Feedback Model Intercomparison Project Phase 3 (CFMIP3) (Webb et al. 2017 ), consists of AMIP style simulations designed to investigate effects on clouds and circulation of CO 2 radiative effects, physiological effects, SST uniform warming and SST pattern effects. Chadwick et al. (2017) use several models from CFMIP3 to demonstrate in winter that the physiological effect and SST pattern change play important roles in the hydrological cycle and European circulation changes. The full CFMIP3 ensemble will enable more quantitative predictions and analysis surrounding the opposing effects of radiative forcing and sea surface warming in summer to be carried out.
Conclusions
Using results from three GCMs and CMIP5, we have shown here that there are opposing effects of direct CO 2 forcing and sea surface warming on tropical precipitation and forced summer NH stationary waves. The direct effect of CO 2 forcing leads to a drying over the land and wetting over the ocean in the tropics in boreal summer in key forcing locations. This forces a wavenumber 5 stationary wave pattern over the NH. We observe the opposite precipitation response due to sea surface warming, which forces the same wave over the NH but with opposite sign. The three key locations for forcing the summer wave are found to be the Western Atlantic, Eastern Atlantic and in the Indian Ocean off the east coast of Africa.
This study has important implications for changes in regional climates and extremes which depend heavily on the Earth's climate sensitivity and land-sea temperature contrast response. The opposing effects of radiative forcing and sea surface warming and their relative importance at a specific global mean temperature are determined by how much CO 2 is emitted to reach such a temperature. A low climate sensitivity means a greater contribution from the direct CO 2 effect, i.e. enhanced precipitation and precipitation extremes (Baker et al. 2018a ) over tropical land, and increases in heat extremes under the anticyclonic centres of the CO 2 forced stationary wave. On the other hand, a high climate sensitivity means a greater contribution from the sea surface warming effect, i.e. reduced precipitation over tropical land, and increases in heat extremes shifted to the cyclonic centres of the CO 2 forced stationary wave, which are anticyclonic for the sea surface warming forced wave. The future change in land-sea temperature contrast will also play an important role in determining the balance between the opposing effects. A larger land-sea temperature contrast response could lead to a larger forcing of the direct CO 2 wave, compared to a smaller response. The relative magnitude of the combination of the opposing effects of direct radiative forcing and sea surface warming is still uncertain due to uncertainty in the Earth's climate sensitivity and land-sea temperature contrast response (Byrne and O'Gorman 2013) . This study points to the need to reduce the uncertainties in the climate sensitivity and land-sea contrast response to better constrain how regional precipitation and temperature patterns will change under global warming. 
