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CONCENTRATION INEQUALITIES FOR BOUNDED
FUNCTIONALS VIA LOG-SOBOLEV-TYPE INEQUALITIES
FRIEDRICH GÖTZE, HOLGER SAMBALE AND ARTHUR SINULIS
Abstract. In this paper we provemultilevel concentration inequalities for bounded
functionals f = f(X1, . . . , Xn) of random variables X1, . . . , Xn that are either in-
dependent or satisfy certain logarithmic Sobolev inequalities. The constants in the
tail estimates depend on the operator norms of k-tensors of higher order differences
of f .
We provide applications in both dependent and independent random variables.
This includes deviation inequalities for empirical processes f(X) = supg∈F |g(X)|
and suprema of homogeneous chaos in bounded random variables in the Banach
space case given by f(X) = supt‖
∑
i1 6=...6=id
ti1...id Xi1 · · ·Xid‖B. The latter ap-
plication is comparable to earlier results of Boucheron–Bousquet–Lugosi–Massart
and provides the upper tail bounds of Talagrand. In the case of Rademacher
random variables, we give an interpretation of the results in terms of quantities
familiar in Boolean analysis. Further applications are concentration inequalities
for U -statistics with bounded kernels h and for the number of triangles in an ex-
ponential random graph model.
1. Introduction
During the last forty years, the concentration of measure phenomenon has become
an established part of probability theory with applications in numerous fields, as is
witnessed by the monographs [MS86; Led01; BLM13; RS14; Han16]. One way to
prove concentration of measure is by using functional inequalities, more specifically
the entropy method. It has emerged as a way to prove several groundbreaking con-
centration inequalities in product spaces by Talagrand [Tal91; Tal96], mainly in the
works [Led97] and [BL97], and further developed in [Mas00].
To convey the idea, let us recall that the logarithmic Sobolev inequality for the
standard Gaussian measure ν in Rn (see [Gro75]) states that for any f ∈ C∞c (Rn)
we have
Entν(f
2) ≤ 2
∫
|∇f |2dν,(1.1)
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where Entν(f
2) =
∫
f 2 log f 2dν − ∫ f 2dν log ∫ f 2dν is the entropy functional. Infor-
mally, it bounds the disorder of a function f (under ν) by its average local fluctua-
tions, measured in terms of the length of the gradient. By an argument going back
to Aida and Stroock [AS94, Theorem 3.4, Corollary 3.7], one can deduce Lp norm
inequalities from (1.1) in the form
(1.2) ‖f‖2p ≤ ‖f‖22 + 2σ2(p− 2)‖˜f‖
2
p,
where ‖˜·‖p is another norm. Using these Lp norm inequalities, one can obtain con-
centration inequalities.
It is also known that if µ is a probability measure on a discrete set X (or a more
abstract set not allowing for an immediate replacement for |∇f |), then there are
several ways to reformulate equation (1.1), see e. g. [DS96] or [BT06]. Continuing
these ideas, we work in the framework of difference operators. Given a probability
space (Y ,A, µ), we call any operator Γ : L∞(µ) → L∞(µ) satisfying |Γ(af + b)| =
a |Γf | for all a > 0, b ∈ R a difference operator. Accordingly, we say that µ satisfies
a Γ−LSI(σ2), if for all bounded functionals f we have
Entµ(f
2) ≤ 2σ2
∫
Γ(f)2dµ.(1.3)
Apart from the domain of Γ, it is clear that (1.3) can be seen as generalization of
(1.1) by defining Γ(f) = |∇f | on Rn. We shall use a certain L2-difference operator
d to apply the entropy method to weakly dependent random variables.
Another route to obtain concentration inequalities is to modify the entropy method,
which was done in the framework of so-called ϕ-entropies. The idea to replace the
function ϕ0(x) := x log x in the definition of the entropy Ent
ϕ0
µ (f) = Eµ ϕ0(f) −
ϕ0(Eµ f) by other functions ϕ is present in the works [BLM03; Cha04]. In the
seminal work [BBLM05] the authors proved inequalities for ϕ-entropies for power
functions ϕ(x) = |x|α, α ∈ (1, 2], leading to moment inequalities for independent
random variables.
Initially, the entropy method was primarily used to prove sub-Gaussian concen-
tration inequalities for Lipschitz-type functions. On the other hand, [Bon68; Bon70]
and [Nel73] have already considered growth of Lp norms and hypercontractive es-
timates of polynomial-type functions in Rademacher or Gaussian random variables
respectively. The question of estimating the growth of Lp norms of tetrahedral poly-
nomials in Gaussian random variables was considered in [Bor84], [AG93] and [Lat06].
In the context of Erdös–Rényi graphs and the triangle problem, concentration in-
equalities for polynomials functions gained considerable attention, with works such
as [KV00].
More recently, multilevel concentration inequalities have been proven in [Ada06;
Wol13; AW15] for many classes of functions. These included U -statistics in indepen-
dent random variables, functions of random vectors satisfying Sobolev-type inequal-
ities and polynomials in sub-Gaussian random variables respectively. We refer to
inequalities of the type
P
(
|f(X)− E f(X)| ≥ t
)
≤ 2 exp
(
− 1
C
min
k=1,...,d
fk(t)
)
as multilevel concentration or higher order (d-th order) concentration inequalities.
This means that the tails might have different decay properties in some regimes of
[0,∞). Usually, we have fk(t) = t2/kC−1k for some constant Ck.
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Our own work began with a second order concentration inequality on the sphere
in [BCG17] and was continued in [BGS18] for bounded functions of various classes of
random variables (e. g. independent random variables), and in [GSS18a] for weakly
dependent random variables (e. g. the Ising model).
In the present article, we consider both independent and dependent random vari-
ables. In either case, we prove multilevel concentration inequalities of the same
type, and apply them to different forms of functionals. We provide improvements
of earlier higher order concentration results like [BGS18, Theorem 1.1] or [GSS18a,
Theorem 1.5], replacing the Hilbert–Schmidt norms appearing therein by operator
norms. This leads to sharper bounds and wider range of applicability.
A special emphasis of this article is placed on providing uniform versions of the
higher order concentration inequalities. By this, we mean that we consider function-
als of supremum type f(X) = supf∈F |f(X)|, which includes suprema of polynomial
chaoses, or empirical processes. In the case of polynomial chaos. However, due to
technical limitations, this leads to deviation inequalities for the upper bound only.
Two more applications are given by U -statistics in independent and weakly depen-
dent random variables as well as a triangle counting statistic in some models of
random graphs, for which we prove concentration inequalities.
Notations. Throughout this note, X = (X1, . . . , Xn) is a random vector taking
values in some product space Y = ⊗ni=1Xi (equipped with the product σ-algebra)
with law µ, defined on a probability space (Ω,A,P). By abuse of language, we say
thatX satisfies a Γ−LSI(σ2), if its distribution does. In any finite-dimensional vector
space, we let |·| be the Euclidean norm, and for brevity, we write [q] := {1, . . . , q}
for any q ∈ N. Given a vector x = (xj)j=1,...,n we write xi = (xj)j 6=i. To any k-tensor
A we define the operator norm
|A|op := sup
v1,...,vd∈Rn
|vj |≤1
〈v1 · · · vd, A〉 = sup
v1,...,vd
|vj |≤1
∑
i1,...,id
v1i1 · · · vdidAi1...id,
using the outer product (v1 · · · vd)i1...id =
∏d
j=1 v
j
ij . For brevity, for any random k-
tensor A and any p ∈ (0,∞] we abbreviate ‖A‖op,p =
(
E|A|pop
)1/p
. Lastly, we ignore
any measurability issues that may arise. Thus, we assume that all the suprema used
in this work are either countable or defined as supt∈T = supF⊂T :F finite supt∈F .
1.1. Main results. To present the concentration inequalities for independent ran-
dom variables, we introduce the difference operator |hf |, which is frequently used in
the method of bounded differences. Let X ′ = (X ′1, . . . , X
′
n) be an independent copy
of X, defined on the same probability space. Given f(X) ∈ L∞(P), define for each
i ∈ [n]
Tif := Tif(X) := f(X i, X
′
i) = f(X1, . . . , Xi−1, X
′
i, Xi+1, . . . , Xn)
and
hif(X) = ‖f(X)− Tif(X)‖i,∞, hf(X) = (h1f(X), . . . , hnf(X)),
where ‖·‖i,∞ denotes the L∞-norm with respect to (Xi, X ′i). The difference operator
|hf | is given as the Euclidean norm of the vector hf . We will define higher order
versions of h, denoted by |h(k)f |, but as the definition is rather lengthy, we postpone
it to Section 2. They can be thought of as analogues of the k-tensors of all partial
derivatives of order k in an abstract setting.
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Our first main theorem is a concentration inequality for general, bounded func-
tionals of independent random variables X1, . . . , Xn.
Theorem 1.1. Let X = (X1, . . . , Xn) be a random vector with independent compo-
nents, f : Y → R a measurable function satisfying f = f(X) ∈ L∞(P), d ∈ N and
define C := 217d2. We have for any t ≥ 0
P (|f − E f | ≥ t) ≤ 2 exp
(
− 1
C
min
k=1,...,d−1
( t
‖h(k)f‖op,1
)2/k
∧
( t
‖h(d)f‖op,∞
)2/d)
.(1.4)
Note that the case d = 2 can be considered as a generalized form of the Hanson–
Wright inequality for any function f , not just quadratic forms f(X) =
∑
i,j aijXiXj .
For the various forms of the Hanson–Wright inequality we refer to [HW71; Wri73;
HKZ12; RV13; VW15; Ada15; CY18; ALM18].
For a certain class of weakly dependent random variablesX1, . . . , Xn, we can prove
similar estimates as in Theorem 1.1. To this end, we introduce another difference
operator, which is more familiar in the context of logarithmic Sobolev inequalities
for Markov chains as developed in [DS96]. Assume that Y = ⊗ni=1Xi for some finite
sets X1, . . . ,Xn, equipped with a probability measure µ and let µ(· | xi) denote the
conditional measure (interpreted as a measure on Xi) and µi the marginal on ⊗j 6=iXj .
Finally, set
|df |2(x) :=
n∑
i=1
(dif(x))
2 :=
n∑
i=1
Varµ(·|xi)(f(xi, ·))
=
n∑
i=1
1
2
∫∫
(f(xi, y)− f(xi, y′))2dµ(y | xi)dµ(y′ | xi).
This difference operator appears naturally in the Dirichlet form associated to the
Glauber dynamic of µ, given by
E(f, f) :=
n∑
i=1
∫
Varµ(·|xi)(f(xi, ·))dµi(xi) =
∫
|df |2dµ.
In the next theorem, we require a d-LSI for the underlying random variables
X1, . . . , Xn. Any collection of random independent variablesX1, . . . , Xn with finitely
many values satisfies a d−LSI(σ2) with σ2 depending on the minimal non-zero prob-
ability of the Xi (cf. Proposition 5.1). Examples of dependent random variables
satisfying a d−LSI(σ2) can be found in [GSS18a] (the Ising model) or [SS18] (vari-
ous different models).
Theorem 1.2. Let X = (X1, . . . , Xn) be a random vector satisfying a d−LSI(σ2)
and f : Y → R a measurable function with f = f(X) ∈ L∞(P). With the constant
C = 15σ2d2 > 0 we have for any t ≥ 0
P (|f − E f | ≥ t) ≤ 2 exp
(
− 1
C
min
k=1,...,d−1
( t
‖h(k)f‖op,1
)2/k
∧
( t
‖h(d)f‖op,∞
)2/d)
.(1.5)
Moreover, the upper bound in Theorem 1.2 admits a “uniform version”, i. e. we
can prove deviation inequalities for suprema of functions, in the following sense. Let
F be a family of uniformly bounded, real-valued, measurable functions and set
g(X) := gF(X) := sup
f∈F
|f(X)|.(1.6)
For any d ∈ N and j = 1, . . . , d let Wj =Wj(X) := supf∈F‖h(k)f(X)‖op.
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Theorem 1.3. Assume that either X1, . . . , Xn are independent or X = (X1, . . . , Xn)
satisfies a d−LSI(σ2) and let g = g(X) be as in (1.6). With the same constant C as
in Theorem 1.2 or 1.1 respectively, we have for any t ≥ 0 the deviation inequality
P(g − E g ≥ t) ≤ 2 exp
(
− 1
C
min
(
min
k=1,...,d−1
(
t
EWj
)2/k
,
t2/d
‖Wd‖∞
))
The case of independent random variables has been proven in [BBLM05] and is
stated for completeness.
Functionals of the form (1.6) have been considered in various works, starting
from the first results in [Tal96, Theorem 1.4], and continued in [Rio02, Théorème
1.1], [Mas00, Theorem 3] and [Bou02, Theorem 2.3] in the case
(1.7) g(X) := sup
f∈F
∣∣∣∣ n∑
j=1
f(Xj)
∣∣∣∣.
In all these works, Bennett-type inequalities have been proven for general inde-
pendent random variables. Furthermore, [BBLM05, Theorem 10] treats the case
g(X) = supt∈T
∑n
i=1 tiXi for Rademacher random variables Xi and a compact set of
vectors T ⊂ Rn. We prove a deviation inequality for g which can be regarded as a
uniform bounded differences inequality.
Proposition 1.4. Assume that X = (X1, . . . , Xn) satisfies a d−LSI(σ2), let g =
g(X) be as in (1.7), and let c(f) be such that |f(x) − f(y)| ≤ c(f). For any t ≥ 0
we have
P
(
g ≥ E g + t
)
≤ 2 exp
(
− t
2
15σ2n supf∈F c(f)2
)
.
Let us put Proposition 1.4 into context. In all the above mentioned works, the au-
thors derive Bennett-type inequalities for independent random variables X1, . . . , Xn,
whereas in our case the concentration inequalities have sub-Gaussian tails. It might
be compared to the sub-Gaussian tail estimates for Bernoulli processes, see e. g.
[Tal14, Theorem 5.3.2]. However, the d−LSI(σ2) property is both more and less
general. On the one hand, it is possible to include possibly dependent random vec-
tors, but on the other hand for independent random variables it is only applicable
if the Xi take finitely many values.
The tail estimates of Theorems 1.1, 1.2 and 1.3 can also be sharpened by consid-
ering special classes of functionals, such as polynomials or suprema of chaos-type
functionals. Note that in equations (1.4) and (1.5) we consider the operator norm
with respect to h(k)f , which is a k-tensor with positive entries. On the other hand, for
polynomial chaoses we are able to derive results depending on k-tensors which will
not necessarily have positive entries, possibly resulting in smaller operator norms.
This will be part of the next subsection.
As a final remark, note that we discuss the LSI property with respect to various
difference operators in Section 5. In particular, we show that the restriction to finite
spaces in Theorem 1.2 is natural since the d−LSI property requires the underlying
space to be finite. By contrast, we prove that any set of independent random vari-
ables X1, . . . , Xn satisfies an h-LSI(1). However, it seems that it is not possible to
use the entropy method based on h-LSIs.
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1.1.1. Uniform bounds. First we consider a uniform version of polynomial chaos as
in Theorem 1.3. Let In,d denote the family of subsets of [n] with d elements, fix a
Banach space (B, ‖·‖) with its dual space (B∗, ‖·‖∗), a compact subset T ⊂ BIn,d and
let B∗1 be the 1-ball in B∗ with respect to ‖·‖∗. Let X = (X1, . . . , Xn) be a random
vector with support in [−1,+1]n and define
f(X) := fT (X) := sup
t∈T
∥∥∥∥ ∑
I∈In,d
XItI
∥∥∥∥,(1.8)
where XI :=
∏
i∈I Xi. For any k ∈ [d] we let
Wk := sup
t∈T
sup
v∗∈B∗1
sup
α1,...,αk∈Rn
|αi|≤1
v∗
( ∑
i1,...,ik
distinct
α1i1 · · ·αkik
∑
I∈In,d−k
i1,...,ik /∈I
XItI∪{i1,...,ik}
)
= sup
t∈T
sup
α1,...,αk∈Rn
|αi|≤1
∥∥∥∥ ∑
i1,...,ik
distinct
α1i1 · · ·αkik
∑
I∈In,d−k
i1,...,ik /∈I
XItI∪{i1,...,ik}
∥∥∥∥,(1.9)
where for k = d we use the convention In,0 = {∅} and X∅ := 1. One can interpret
the quantities Wk in the following way: If ft(x) =
∑
I∈In,d xItI is the corresponding
polynomial in n variables, and ∇kft(x) is the k-tensor of all partial derivatives of
order k, then Wk = supt∈T ‖∇kft(X)‖op.
Furthermore, the concentration inequalities are phrased with the help of the quan-
tities
W˜k := sup
α1,...,αk∈Rn
|αi|≤1
∑
i1,...,ik
distinct
α1i1 · · ·αkik sup
t∈T
sup
v∗∈B∗1
v∗
( ∑
I∈In,d−k
i1,...,ik /∈I
XItI∪{i1,...,ik}
)
= sup
α1,...,αk∈Rn
|αi|≤1
∑
i1,...,ik
distinct
α1i1 · · ·αkik sup
t∈T
∥∥∥∥ ∑
I∈In,d−k
i1,...,ik /∈I
XItI∪{i1,...,ik}
∥∥∥∥.
Clearly W˜k ≥Wk holds for all k ∈ [d]. Concentration properties for functionals as in
(1.8) have been studied in the case of Rademacher random variables and in the real
case in [BBLM05, Theorem 14] for all d ≥ 2, and under certain technical assumptions
in [Ada15]. We prove deviation inequalities in the weakly dependent setting, and
afterwards discuss how these compare to the particular result in [BBLM05].
Theorem 1.5. Let X = (X1, . . . , Xn) be a random vector in R
n with support in
[a, b]n satisfying a d−LSI(σ2). For f = f(X) as in (1.8) and all p ≥ 2 we have
‖(f − E f)+‖p ≤
d∑
j=1
(2σ2(b− a)2(p− 3/2))j/2EWj,(1.10)
‖f − E f‖p ≤
d∑
j=1
(2(b− a)2p)j/2E W˜j .(1.11)
Consequently, for any t ≥ 0
P (f − E f ≥ t) ≤ 2 exp
(
− 1
2σ2(b− a)2 mink=1,...,d
(
t
deEWk
)2/k)
≤ 2 exp
(
− 1
2e2σ2(b− a)2d2 mink=1,...,d
(
t
EWk
)2/k ),(1.12)
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and the same concentration inequalities hold with EWk replaced by E W˜k.
Again, the independent case has been treated in [BBLM05]. An interesting spe-
cial case are independent Rademacher variables X1, . . . , Xn, i. e. P(Xi = +1) =
P(Xi = −1) = 1/2. For a compact set of vectors T in RIn,d, [BBLM05, Theorem 14,
Corollary 4] provides concentration inequalities for
f(X) := fT (X) := sup
t∈T
∣∣∣∣ ∑
I∈In,d
XItI
∣∣∣∣(1.13)
by showing that for all p ≥ 2
‖(f(X)− E f(X))+‖p ≤
d∑
j=1
(4κp)j/2EWj ,(1.14)
where κ ≈ 1.27 is a numerical constant (cf. Theorem 3.1) and Wk is the quantity
from equation (1.9) in the special case of B = R. Theorem 1.5 is comparable to this
result. On the one hand, it is less general for independent random variables, but on
the other hand it is valid in any Banach space, and valid without the independence
assumption on X1, . . . , Xn.
The next result follows from Theorem 1.5, since Rademacher random variables
satisfy a d−LSI(1) (see e. g. [Gro75, Theorem 3] or [DS96, Example 3.1]).
Corollary 1.6. Let X1, . . . , Xn be independent Rademacher random variables and
f = f(X) as in (1.13). We have for any p ≥ 2
‖(f − E f)+‖p ≤
d∑
j=1
(4(p− 3/2))j/2EWj.
Consequently, for any t ≥ 0
P (f − E f ≥ t) ≤ 2 exp
− 1
30d2
min
k=1,...,d
(
t
EWj
)2/k .
As a second corollary, Theorem 1.5 can be used to recover the upper tail in a
famous result by Talagrand [Tal96, Theorem 1.2] on concentration properties of
quadratic forms in Banach spaces, which has also been done in [BBLM05]. Consid-
ering the case d = 2, we can write
T1 := EW1 = E sup
t∈T
sup
v∗∈B∗1
( n∑
i=1
( n∑
j=1
Xjv
∗(tij)
)2)1/2
T2 := EW2 = sup
t∈T
sup
v∗∈B∗1
‖(v∗(tij))i,j‖op.
Corollary 1.7. Assume that X = (X1, . . . , Xn) satisfies a d−LSI(σ2) and is sup-
ported in [a, b]n and let fT = fT (X) be as in (1.8) with d = 2. We have for all
t ≥ 0
P (fT (X)− E fT (X) ≥ t) ≤ 2 exp
(
− 1
60(b− a)2σ2 min
(
t2
T 21
,
t
T2
))
.
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Apart from Rademacher random variables, possible applications of Theorem 1.5
include many weakly dependent models. One such example is given by the Curie–
Weiss model on n sites for β < 1, i. e. the probability measure on {−1,+1}n defined
by
µ(x) := Z−1 exp
(
βn−1
∑
i6=j
xixj
)
whereZ =
∑
x∈{±1}n
exp
(
βn−1
∑
i6=j
xixj
)
.
In [GSS18a] it was shown that µ satisfies a d−LSI(σ2(β)).
1.1.2. The Boolean hypercube. The case of independent Rademacher random vari-
ables above can be interpreted in terms of quantities from Boolean analysis. Recall
that any function f : {−1,+1}n → R can be decomposed using the orthonormal
Fourier–Walsh basis given by (xS)S⊆[n] for xS :=
∏
i∈S xi. More precisely, we have
f(x) =
∑
S⊂[n]
fˆSxS =
∑
j∈[n]
∑
S⊆[n]:|S|=j
fˆSxS,
where the (fˆS)S⊂[n] are given by fˆS =
∫
xSfdµ and are called the Fourier coeffi-
cients of f . For any j ∈ [n] we define the Fourier weight of order j as Wj(f) :=∑
S⊆[n]:|S|=j fˆ 2S. It is clear that ‖f‖22 =
∑n
j=0Wj(f). The following multilevel concen-
tration inequality can now be easily deduced.
Proposition 1.8. Let X1, . . . , Xn be independent Rademacher random variables and
let f : {1,+1}n → R be a function given in the Fourier–Walsh basis as f(x) =∑d
j=0 fˆSxS for some d ∈ N, d ≤ n. For any t > 0 we have
P(|f(X)− E f(X)| ≥ t) ≤ exp
(
1− min
j=1,...,d
(
t
deWj(f)1/2
)2/j)
.
In other words, the event |f(X)−E f(X)| ≤ demaxj=1,...,d(Wjtj)1/2 holds with prob-
ability at least exp(1− t).
1.1.3. Concentration properties of U-statistics. Another application of Theorems 1.1
and 1.2 are concentration properties of so-called U-statistics which frequently arise
in statistical theory. We refer to [PG99] for an excellent monograph. More recently,
concentration inequalities for U -statistics have been considered in [Ada06], [AW15,
Section 3.1.2] and [BGS18, Corollary 1.3].
Let Y = X n and assume that X1, . . . , Xn are either independent random vari-
ables, or the vector X = (X1, . . . , Xn) satisfies a d−LSI(σ2). Let h : X d → R be
a measurable, symmetric function with h(Xi1 , . . . , Xid) ∈ L∞(P) for any i1, . . . , id,
and define B := maxi1 6=...6=id‖h(Xi1 , . . . , Xid)‖L∞(P). We are interested in the concen-
tration properties of the U -statistic with kernel h, i. e. of
f(X) =
∑
i1 6=...6=id
h(Xi1 , . . . , Xid).(1.15)
Proposition 1.9. Let X = (X1, . . . , Xn) be as above and f = f(X) be as in (1.15).
There exists a constant C > 0 (the same as in Theorems 1.1 and 1.2) such that for
any t ≥ 0
P
(
|f − E f | ≥ Bt
)
≤ 2 exp
(
− 1
C
min
k=1,...,d
(
t(
d
k
)
2knd−k/2
)2/k)
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and for some C = C(d)
(1.16) P
(
n1/2−d|f − E f | ≥ Bt
)
≤ 2 exp
(
− 1
4C
min
(
t2, n1−1/dt2/d
))
.
The normalization n1/2−d in (1.16) is of the right order for U -statistics generated
by a non-degenerate kernel h, i. e. Var(EX1 h(X1, . . . , Xd)) > 0, see [PG99, Remarks
4.2.5]. In the case of i.i.d. random variables X1, . . . , Xn it states that
1
nd−1/2
∑
i1<...<id
h(Xi1 , . . . , Xid)⇒ N (0, d2Var(EX1 h(X1, . . . , Xd)))
whenever Eh(X1, . . . , Xd)
2 < ∞. Actually, (1.16) shows that for t ≤ n1/2 we have
sub-Gaussian tails for any finite n ∈ N for bounded kernels h.
1.1.4. Polynomials and subgraph counts in exponential random graph models. Lastly,
let us once again consider polynomial functions. The case of independent random
variables has been treated in [AW15, Theorem 1.4] under more general conditions,
so we omit it and concentrate on weakly dependent random variables.
Let fd : R
n → R be a multilinear (also called tetrahedral) polynomial of degree d,
i. e. of the form
fd(x) :=
d∑
k=1
∑
I⊂{1,...,n}
|I|=k
akIxI =
d∑
k=1
〈ak, x⊗ . . .⊗ x〉(1.17)
for symmetric k-tensors ak with vanishing diagonal. A k-tensor ak is called symmet-
ric, if aki1...ik = a
k
σ(i1)...σ(ik)
for any permutation σ ∈ Sk, and the (generalized) diagonal
is defined as ∆k := {(i1, . . . , ik) : |{i1, . . . , ik}| < k}. Denote by ∇kf the k-tensor
of all partial derivatives of order k of f . The next result has been proven in the
context of Ising models (in the Dobrushin uniqueness regime) in [AKPS18], and can
be extended without any further effort to any vector X satisfying a d−LSI(σ2)
Theorem 1.10. Let X be a random vector supported in [−1,+1]n and satisfying a
d−LSI(σ2), and fd = fd(X) be as in (1.17). There exists a constant C > 0 depending
on d only such that for all t ≥ 0
(1.18) P (|fd − E fd| ≥ t) ≤ 2 exp
− 1
C
min
k=1,...,d
min
I∈Pk
(
t
σk‖E∇kfd‖I
)2/|I| .
The family of norms ‖·‖I arises from different embeddings of copies of Rn into the
space of all tensors and will be defined in Section 4. It has been first introduced in
[Lat06].
Theorem 1.10 can be used in the context of exponential random graph models
(ERGM) defined as follows. Given s ∈ N real numbers β1, . . . , βs and simple graphs
G1, . . . , Gs (with G1 being a single edge by convention), the ERGM with parameter
β = (β1, . . . , βs, G1, . . . , Gs) is a probability measure on the space of all graphs
on n ∈ N vertices given by the weight function exp (∑si=1 βsn−vs+2NGs(X)), where
NGs(X) is the number of copies of Gs in X. For details, see [CD13] or [SS18].
By way of example we show concentration properties of the number of triangles
T3(X) =
∑
{e,f,g}∈T3 XeXfXg (where T3 denotes the set of all three edges forming a
triangle).
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Corollary 1.11. Let X be an exponential random graph model with parameter β =
(β1, . . . , βs, G1, . . . , Gs) such that
1
2Φ
′
|β|(1) < 1. There is a constant C(β) such that
for all t ≥ 0
P (|T3 − ET3| ≥ t)
≤ 2 exp
(
− 1
C(β)
min
(
t2
max(CS2n
4, CEn3, n3)
,
t
max(
√
2n, 2CEn)
,
t2/3
2
))
.
1.2. Outline. Section 2 contains the definitions of the higher order difference oper-
ators |h(k)f |, and a proposition providing a way to pass from Lp norm inequalities to
concentration inequalities. The following Section 3 contains the proofs of the non-
uniform concentration inequalities of Theorems 1.1 and 1.2 as well as the uniform
versions stated in Theorem 1.3 and Proposition 1.4. The proofs of all the remaining
theorems corollaries is deferred to Section 4. We close out the paper by discussing
different forms of logarithmic Sobolev inequalities with respect to various difference
operators in the last Section 5.
2. Higher order difference operators and Lp norm estimates
The basis of the higher order differences and the d-tensors h(d)f for d ≥ 2 will
be the difference operator h. We define the d-tensor h(d)f by specifying it on its
“coordinates”. Recall that X is a random vector with values in Y = ⊗ni=1Xi and X ′
is an independent copy. Given distinct indices i1, . . . , id we let
hi1...idf(X) =
∥∥∥∥ d∏
s=1
(Id− Tis)f(X)
∥∥∥∥
i1,...,id,∞
=
∥∥∥∥ f(X) + d∑
k=1
(−1)k ∑
1≤s1<...<sk≤d
Tis1 ...iskf(X)
∥∥∥∥
i1,...,id,∞
(2.1)
where Ti1...id = Ti1◦. . .◦Tid exchanges the random variablesXi1, . . . , Xid byX ′i1 , . . . , X ′id,
and ‖·‖i1,...,id,∞ denotes the L∞-norm with respect to the random variablesXi1 , . . . , Xid
and X ′i1 , . . . , X
′
id
. For instance, for i 6= j,
hijf(X) = ‖f(X)− Tif(X)− Tjf(X) + Tijf(X)‖i,j,∞.
Using the definition (2.1), we define tensors of d-th order differences as follows:
(
h(d)f(X)
)
i1...id
=
hi1...idf(X), if i1, . . . , id are distinct,0, else.
Whenever no confusion is possible, we omit writing the random vector X, i. e. we
freely write f instead of f(X) and h(d)f instead of h(d)f(X). Note that |h(d)f | are
again difference operators.
We need another, closely related difference operator. For i ∈ [n] introduce
h+i f(X) = ‖(f(X)− Tif(X))+‖X′i,∞, h+f = (h+1 f, . . . , h+n f),
h−i f(X) = ‖(f(X)− Tif(X))−‖X′i,∞, h−f = (h−1 f, . . . , h−n f),
where ‖f‖X′
i
,∞ shall denote the L
∞ norm with respect to X ′i.
The vector h+f and the tensors h(d)f can be regarded as elements of the Euclidean
spaces Rn and Rn
d
respectively. It is easily seen that for a 1-tensor (i. e. a vector)
we have |A|op = |A| and for any d ≥ 2 and any d-tensor A |A|op ≤ |A|. Moreover,
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note that the supremum is attained, and if A is a non-negative tensor (i. e. Ai1...id ≥
0 for all i1, . . . , id), the maximizing vectors v˜
1, . . . , v˜d can be chosen to have all
positive entries. Indeed, since v˜1i1 · · · v˜did ≤ |v˜1i1 · · · v˜did |, we can define |v˜|j by taking
the absolute value element-wise.
All our theorems will be proven by first establishing a growth rate on the Lp norms
of f − E f . The following proposition gives the connection between such estimates
and the multilevel concentration inequalities. It was proven in [Ada06, Theorem 7]
and [AW15, Theorem 3.3]. We state it in the form given in [SS18, Proof of Theorem
3.6] with slight modifications.
Proposition 2.1. Assume that a random variable f satisfies for any p ≥ 2 and
some constants C1, . . . , Cd ≥ 0 ‖f − E f‖p ≤
∑d
k=1Ck(p − s)k/2 for some s ∈ [0, 2),
and let L := |{l : Cl > 0}|. For any t ≥ 0 we have
P(|f − E f | ≥ t) ≤ 2 exp
(
−min
(
log(2)
2− s , 1
)
min
k=1,...,d
(
t
LeCk
)2/k)
.
We will not give a proof of Proposition 2.1 and refer to the aforementioned works.
However, the proof is almost identical to the proof of Proposition 1.8. The two
important cases will be s = 0 (for independent random variables) as well as s = 3/2
(in the weakly dependent setting).
3. Concentration inequalities under logarithmic Sobolev
inequalities: Proofs
To prove Theorem 1.1 we recall the following Lp norm inequalities. These results
(with a different choice of normalization for h± leading to slightly different constants)
can be found in [BGS18, Theorem 2.3, Corollary 2.6] (building upon the earlier
results in [BBLM05]).
Theorem 3.1. If X1, . . . , Xn are independent random variables and f = f(X) ∈
L∞(P), with the constant κ =
√
e
2 (
√
e−1) , we have for any p ≥ 2,
‖(f − Ef)+‖p ≤ (2κp)1/2 ‖h+f‖p and ‖(f − Ef)−‖p ≤ (2κp)1/2 ‖h−f‖p.
Consequently, this leads to
‖f − E f‖p ≤ (8κp)1/2‖hf‖p.
Moreover, we need the following auxiliary statements.
Lemma 3.2. For any d ≥ 2
|h+|h(d−1)f(X)|op| ≤ |h(d)f(X)|op.
Proof. We have
|h+|h(d−1)f |op|2 =
n∑
i=1
∥∥∥∥(|h(d−1)f |op − |h(d−1)Tif |op)+
∥∥∥∥2
i,∞
=
n∑
i=1
∥∥∥∥∥
(
sup
vj
〈v1 · · · vd−1, h(d−1)f〉 − sup
vj
〈v1 · · · vd−1, h(d−1)Tif〉
)
+
∥∥∥∥∥
2
i,∞
≤
n∑
i=1
∥∥∥∥∥
(
〈v˜1 · · · v˜d−1, h(d−1)f − h(d−1)Tif〉
)
+
∥∥∥∥∥
2
i,∞
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≤
n∑
i=1
∥∥∥∥∥ ∑
i1,...,id−1
v˜1i1 · · · v˜d−1id−1
∥∥∥∥∥(Id−Ti)
d−1∏
j=1
(Id−Tis)f
∥∥∥∥∥
i1···id−1,∞
∥∥∥∥∥
2
i,∞
≤
n∑
i=1
( ∑
i1,...,id−1
v˜1i1 · · · v˜d−1i1 hii1···id−1f
)2
=
(
sup
vd:|vd|≤1
n∑
id=1
∑
i1,...,id−1
v˜1i1 · · · v˜d−1id−1vdidhi1···idf
)2
≤
(
sup
v1,...,vd:|vj |≤1
∑
i1,...,id
v1i1 · · · vdidhi1···idf
)2
= |h(d)f |2op
Here, in the first inequality we insert the vectors v˜1, . . . , v˜d−1 maximizing the supre-
mum and use the monotonicity of x 7→ x+, and the second and third inequality
follow from the triangle inequality. Taking the square root yields the claim. 
Proof of Theorem 1.1. Since X1, . . . , Xn are independent, Theorem 3.1 yields
‖f − E f‖p ≤ (8κp)1/2‖hf‖p ≤ (8κp)1/2‖hf‖op,1 + (8κp)1/2‖(|hf | − E|hf |)+‖p
where we have used that for any positive random variable W
‖W‖p ≤ EW + ‖(W − EW )+‖p.(3.1)
The second term on the right hand side can now be estimated using Theorem 3.1
again, which in combination with Lemma 3.2 gives
‖(|hf | − E|hf |)+‖p ≤
√
2κp‖h+|hf |‖p ≤
√
2κp‖h(2)f‖op,p.
This can be easily iterated to obtain for any d ∈ N
‖f − E f‖p ≤
d−1∑
j=1
(8κp)j/2‖h(j)f‖op,1 + (8κp)d/2‖h(d)f‖op,∞.
Now it remains to apply Proposition 2.1. 
To prove Theorem 1.2, we shall require the following proposition, which is proven
in [GSS18a, Proposition 2.4]. (Note that the definition of h there differed by a factor
of
√
2.) The estimate (3.3) does not appear therein, but is an easy modification of
the proof.
Proposition 3.3. Let µ be a measure on a product of Polish spaces satisfying a
d−LSI(σ2). Then, for any f ∈ L∞(µ) and any p ≥ 2 we have
(3.2) ‖f − E f‖p ≤ (2σ2(p− 3/2))1/2‖df‖p ≤ (σ2(p− 3/2)/2)1/2‖hf‖p
and
(3.3) ‖(f − E f)+‖p ≤ (2σ2(p− 3/2))1/2‖h+f‖p.
Proof of Theorem 1.2. The proof is very similar to the proof of Theorem 1.1. In the
first step, using (3.2) leads to
‖f − E f‖p ≤ (2σ2(p− 3/2))1/2‖hf‖op,1 + (2σ2(p− 3/2))1/2‖(|hf | − E|hf |)+‖p.
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Equation (3.3) can be used to estimate the second term on the right hand side. So,
for any d ∈ N we have by an iteration
‖f − E f‖p ≤
d−1∑
j=1
(2σ2(p− 3/2))j/2‖h(j)f‖op,1 + (2σ2(p− 3/2))d/2‖h(d)f‖op,∞
Again we can apply Proposition 2.1 to obtain the concentration inequality. 
To prove Theorem 1.3 we shall need the following lemma.
Lemma 3.4. Let (B, ‖·‖) be a Banach space and F a family of uniformly norm-
bounded, B-valued, measurable functions and set g(X) = supf∈F‖f(X)‖. We have
|h+g(X)| ≤ sup
f∈F
|h+‖f‖(X)|.
Proof. Fix an X ∈ Y and choose for any ε > 0 a function fε such that ‖fε(X)‖ ≥
supf∈F‖f(X)‖ − ε. This yields
h+i g(X) = sup
x′
i
(
sup
f∈F
‖f(X)‖ − sup
f∈F
‖f(Xi, x′i)‖
)
+
≤ sup
x′
i
(
‖fε(X)‖+ ε− ‖fε(Xi, x′i)‖
)
+
≤ sup
x′
i
(‖fε(X)‖ − ‖fε(X i, x′i)‖)+ + ε = h+i ‖fε‖(X) + ε,
where the first inequality follows by monotonicity of x 7→ x+ and the second one is
a consequence of (a+ b− c)+ ≤ (a− c)+ + b for a, b, c ≥ 0. Thus we have
|h+g(X)| =
( n∑
i=1
h+i g(X)
2
)1/2
≤
( n∑
i=1
(h+i ‖fε‖(X) + ε)2
)1/2
= |h+‖fε‖(X) + ε(1, . . . , 1)|
≤ |h+‖fε‖(X)|+
√
nε ≤ sup
f∈F
|h+‖f‖(X)|+√nε.
Taking the limit ε→ 0 yields the claim. 
Proof of Theorem 1.3. Note that in the real-valued case, the estimate h+i |f | ≤ hif
holds. For brevity, let s = 3/2. Using this in combination with Proposition 3.3 and
Lemma 3.4 yields
‖(g − E g)+‖p ≤ (2σ2(p− s))1/2‖h+g‖p ≤ (2σ2(p− s))1/2‖sup
f∈F
|hf |‖p
≤ (2σ2(p− s))1/2 EW1 + (2σ2(p− s))1/2‖(W1 − EW1)+‖p.
We can apply Proposition 3.3 again on the right hand side, which gives
‖(g − E g)+‖p ≤ (2σ2(p− s))1/2 EW1 + (2σ2(p− s))‖h+W1‖p.
A combination of Lemmas 3.2 and 3.4 shows that |h+Wj | ≤ Wj+1, and so by an
iteration we obtain
‖(g − E g)+‖p ≤
d−1∑
j=1
(2σ2(p− s))j/2EWj + (2σ2(p− s))d/2‖Wd‖∞.
In the case of independent random variables we replace the first step using Theorem
3.1. Here, 2σ2 = 2κ and s = 0. 
Proof of Proposition 1.4. The proof shares some similarities with the proof of Lemma
3.4. Since X satisfies a d−LSI(σ2), we have for any p ≥ 2
‖(g − E g)+‖p ≤ (2σ2(p− 3/2))1/2‖h+g‖p.
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Moreover, for any i ∈ [n] and x ∈ Y , assuming a maximizer f˜ of supf∈F |
∑n
j=1 f(xj)|
exists, we obtain
h+i g(x)
2 = sup
x′
i
(
sup
f∈F
|f(X)| − sup
f∈F
|f(Xi, x′i)|
)2
+
≤ sup
x′
i
(
|f˜(X)| − |f˜(X i, x′i)|
)2
+
≤ c(f)2 ≤ sup
f∈F
c(f)2.
If a maximizer f˜ does not exist, these estimates remain valid by an approximation
argument as in the proof of Lemma 3.4. Consequently, we have ‖(g − E g)+‖p ≤
(2σ2(p− 3/2)n supf∈F c(f)2)1/2. The claim now follows from Proposition 2.1. 
4. Suprema of chaos, U-statistics and polynomials: Proofs
Proof of Theorem 1.5. Let us first consider the case that X satisfies a d−LSI(σ2).
Recall that we have by (3.3)
‖(f − E f)+‖p ≤ (2σ2(p− 3/2))1/2‖h+f‖p.
We shall make use of the pointwise inequality |h+f | ≤ (b − a)W1. To see this, let
(t˜, v˜∗) be the tuple satisfying supt∈T supv∗∈B∗1 v
∗(
∑
I∈In,d XItI) = v˜
∗(
∑
I∈In,d XI t˜I).
We have
|h+f(X)|2 =
n∑
i=1
sup
x′
i
(
sup
t,v∗
v∗
( ∑
I∈In,d
XItI
)
− sup
t,v∗
v∗
( ∑
I∈In,d
(X i, x
′
i)ItI
))2
+
≤
n∑
i=1
sup
x′
i
(
(Xi − x′i)
∑
I∈In,d−1
i/∈I
v˜∗(XI t˜I∪{i})
)2
≤ (b− a)2
n∑
i=1
(
v˜∗
( ∑
I∈In,d−1
i/∈I
XI t˜I∪{i}
))2
= (b− a)2 sup
α(1):‖α(1)‖≤1
(
v˜∗
( n∑
i=1
α
(1)
i
∑
I∈In,d−1:i/∈I
XI t˜I∪{i}
))2
≤ (b− a)2
(
sup
t,v∗
sup
α(1):‖α(1)‖≤1
v∗
( n∑
i=1
α
(1)
i
∑
I∈In,d:i/∈I
XItI∪{i}
))2
= (b− a)2W 21 ,
proving the first part. Consequently,
‖(f − E f)+‖p ≤ (2σ2(b− a)2(p− 3/2))1/2
(
EW1 + ‖(W1 − EW1)+‖p
)
.
As in [BBLM05], this can now be iterated, i. e. we have for any k ∈ {1, . . . , d − 1}
|h+Wk| ≤ (b− a)Wk+1. Here we may argue as above, where the only difference is to
choose (t˜, v˜∗) and α˜(1), . . . , α˜(k) which maximize Wk. This finally leads to
‖f − E f‖p ≤
d∑
j=1
(2σ2(b− a)2(p− 3/2))j/2EWj ,
using that Wd is constant. This proves (1.10). The same arguments are also valid
without a d−LSI(σ2) property, if one considers ‖(f − E f)+‖p and applies Theorem
3.1 instead.
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Lastly, to prove (1.11), let us first consider why we cannot argue as before. Note
that the argument heavily relies on the positive part of the difference operator h+,
which allows us to choose the maximizers t1, . . . , tn independent of i ∈ [n]. This is
no longer possible for the concentration inequality. Here, Theorem 3.1 yields
‖f − E f‖p ≤ (σ2p)1/2‖|hf |‖p
‖(f − E f)+‖p ≤ (σ2p)1/2‖|h+f |‖p.
Thus this argument fails if we try to use these inequalities. However, we can rewrite
hif(x) = supx′
i
,x′′
i
(f(xi, x
′
i) − f(xi, x′′i ))+ = supx′i h
+
i f(xi, x
′
i), where the sup is to be
understood with respect to the support of X ′i. As a consequence, we have for each
fixed i ∈ [n] (again choosing t˜ by maximizing the first summand in the brackets)
hif(x)
2 = sup
x′
i
sup
x′′
i
(
sup
t∈T
∥∥∥∥∥ ∑
I∈In,d
(Xi, x
′
i)ItI
∥∥∥∥∥− supt∈T
∥∥∥∥∥ ∑
I∈In,d
(X i, x
′′
i )ItI
∥∥∥∥∥
)2
+
≤ sup
x′
i
sup
x′′
i
∥∥∥∥∥(x′i − x′′i ) ∑
I∈In,d−1:i/∈I
XI t˜I∪{i}
∥∥∥∥∥
2
≤ sup
x′
i
,x′′
i
|x′i − x′′i |2 sup
t∈T
∥∥∥∥∥ ∑
I∈In,d−1:i/∈I
XItI∪{i}
∥∥∥∥∥
2
≤ (b− a)2 sup
t∈T
∥∥∥∥∥ ∑
I∈In,d−1:i/∈I
XItI∪{i}
∥∥∥∥∥
2
.
This implies
|hf |2(x) ≤ (b− a)2 sup
α1∈Rn
|α1|≤1
n∑
i=1
α1i sup
t∈T
∥∥∥∥∥ ∑
I∈In,d−1
i/∈I
XItI∪{i}
∥∥∥∥∥ = (b− a)2W˜ 21 .
The proof is now completed as using the same arguments as in the first part, with
Wk replaced by W˜k. The same argument is valid for X satisfying a d−LSI(σ2). 
Proof of Corollary 1.6. Since the uniform distribution on {−1,+1}n satisfies a d-
LSI(1), an inequality with 4 replaced by 8 in the Lp norm estimate follows imme-
diately from Theorem 1.5. To obtain the constant 4, we need to use the (sharper)
inequality |df(X)|2 ≤ 12(b− a)2W 21 , valid for Rademacher random variables. 
Proof of Proposition 1.8. The proposition can be proven using a similar technique
as before, since the Hilbert–Schmidt norms of higher order difference act as Fourier
projections. We choose to take an alternate route as follows. The proof of [ODo14,
Theorem 9.21] shows that for any f with degree at most d and any p ≥ 2
(4.1) ‖f(X)− E f(X)‖p ≤
d∑
j=1
(p− 1)j/2Wj(f)1/2.
First off, by Chebyshev’s inequality we have for any p ≥ 1
P(|f(X)− E f(X)| ≥ e‖f(X)− E f(X)‖p) ≤ exp(−p).
We want to apply this to a t-dependent parameter p given by the function
ηf (t) := 1 + min
j=1,...,d
(
t
deWj(f)1/2
)2/j
.
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If ηf (t) ≥ 2, (4.1) yields e‖f(X)−E f(X)‖ηf (t) ≤ t, which combined with the trivial
estimate P(·) ≤ 1 gives
P(|f(X)− E f(X)| ≥ t) ≤ e2 exp(−ηf (t)) = exp
(
1− min
j=1,...,d
(
t
deWj(f)1/2
)2/j)
as claimed. 
Proof of Proposition 1.9. We apply Theorems 1.1 and 1.2 in the respective cases. To
this end, we make use of the general bound ‖h(k)f‖op,1 ≤ ‖h(k)f‖HS,∞ for k ∈ [d].
For any distinct j1, . . . , jk write ‖·‖ = ‖·‖j1,...,jk,∞, so that
hj1...,jkf =
∥∥∥∥ f + k∑
l=1
(−1)l ∑
1≤s1<...<sl≤k
Tjs1 ...jslf
∥∥∥∥
=
∥∥∥∥ ∑
i1 6=...6=id
h(Xi1 , . . . , Xid) +
k∑
l=1
(−1)l ∑
s1<...<sl
Tjs1 ...jslh(Xi1 , . . . , Xid)
∥∥∥∥
=:
∥∥∥∥ ∑
i1 6=...6=id
Si1,...,id(h,X)
∥∥∥∥.
Now it is easy to see that Si1,...,id(h,X) = 0 unless {j1, . . . , jk} ⊂ {i1, . . . , id} (for
example, this follows if one writes the sum inside the norm as
∏k
i=1(Id− Tji)f), and
in these cases one can upper bound the supremum by 2kB, from which we infer
hj1...,jkf ≤
(
d
k
)
2kB(n− k) · · · (n− d+ 1) ≤
(
d
k
)
2kBnd−k.
Consequently, this leads to
|h(k)f |HS,∞ ≤
(
d
k
)
2kBnd−knk/2 =
(
d
k
)
2kBnd−k/2.
Thus, an application of Theorem 1.1 or 1.2 respectively yields for any t ≥ 0 and
for C as given therein
P
(
|f − E f | ≥ t
)
≤ 2 exp
(
− 1
C
min
k=1,...,d
(
t
B
(
d
k
)
2knd−k/2
)2/k)
.
For the second part, choose t = Bnd−1/2t˜ for t˜ > 0 to obtain
P
(
n1/2−dB−1|f(X)− E f(X)| ≥ t
)
≤ 2 exp
(
− 1
4Cd
min
k=1,...,d
n
k−1
k t2/k
)
.
A short calculation shows that the minimum is attained for k = 1 in the range
t ≤ n1/2 and for k = d otherwise, i. e.
P
(
n1/2−dB−1|f(X)− E f(X)| ≥ t
)
≤ 2 exp
(
− 1
4Cd
min(t2, n1−1/dt2/d)
)
.(4.2)

To prove Theorem 1.10, let us now define the family of norms ‖·‖I. Let Pd denote
the set of all partitions of [d]. Any partition I = {I1, . . . , Ik} ∈ Pd induces a partition
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of the space of d-tensors as follows. Identify the space of all d-tensors with Rn
d
and
decompose
R
nd ≃
k⊗
j=1
R
nIj ≃
k⊗
j=1
⊗
i∈Ij
R
n,
and define the norm
‖x‖I := ‖x(1) ⊗ . . .⊗ x(k)‖I := maxi=1,...,k|x
(i)|.
Given x = x(1) ⊗ . . .⊗ x(k), the identification with a d-tensor is given via xJ1,...,Jd =∏k
l=1 x
(l)
JIl
. For example, for d = 4 and I = {{1, 4}, {2, 3}} we have two matrices x, y
and xJ1,J2,J3,J4 = xJ1J4yJ2J3 . With this identification, any d-tensor A can be trivially
identified with a linear functional on Rn
d
via the standard scalar product, i. e.
Ax = A
(
x(1) ⊗ . . .⊗ x(k)
)
= 〈A, x(1) ⊗ . . .⊗ x(k)〉 = ∑
J∈[n]d
AJ
d∏
l=1
x
(l)
JIl
,
and we denote ‖A‖I the operator norm with respect to ‖·‖I :
(4.3) ‖A‖I = sup‖x‖I≤1
|Ax|.
These definitions agree with the ones given in [AW15] and [AKPS18].
Proof of Theorem 1.10. We give a sketch of the proof only and refer to [AKPS18,
Proof of Theorem 2.2] for details. Recall that by (3.2) we have the inequality
‖fd(X)− E fd(X)‖p ≤ (4σ2p)1/2‖∇fd(X)‖p.
Using the arguments in [AKPS18, Proof of Theorem 2.2] leads to
‖fd(X)− E fd(X)‖p ≤
d∑
k=1
(4σ2M2)k/2‖〈EX ∇kfd(X), G1 ⊗ . . .⊗Gk〉‖p,
where M is an absolute constant and Gi is a sequence of independent standard
Gaussian random variables, independent of X. Furthermore, a result by Latała
[Lat06] yields
‖fd(X)− E fd(X)‖p ≤
d∑
k=1
∑
I∈Pk
(4σ2M2p)k/2‖E∇kf(X)‖I
≤
d∑
k=1
∑
I∈Pk
(Cσ2p)k/2‖E∇kf(X)‖I .
The rest now follows as in the previous proofs. 
Proof of Corollary 1.11. In [SS18] the authors have proven that 12Φ
′
|β|(1) < 1 implies
a d−LSI(σ2) for µβ with a constant depending on the parameter β only. Thus,
it remains to bound the norms in (1.18). Note that due to the structure of the
exponential random graph model, the expectations of EXG and EXH are equal
whenever G and H are isomorphic. Thus, we define CS2 := EXS2 (where S2 is a
2-star) and CE = EXe.
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The Euclidean norms can be easily bounded:
|E∇f(X)| =
 ∑
e∈In
((n− 2)CS2)2
1/2 ≤ CS2n2
|E∇2f(X)| =
 ∑
e,f :e∩f 6=∅
(CE)
2
1/2 ≤ CEn3/2
|E∇3f(X)| =
 ∑
{e,f,g}∈T3
1
1/2 = n3/2,
and it remains to estimate the three remaining norms. However, in [AW15, Section
5.1], the authors given estimates for such norms in the Erdös–Rényi case, and it is
easy to adapt these to any model with the property that EXG depends only on the
isomorphism class of G (in the complete graph). Especially, due to the structure of
the exponential random graph models, this is true in this setting as well. This gives
|E∇3f(X)|op ≤ 23/2, |E∇3f(X)|{1,2}{3} ≤
√
2n, |E∇2f(X)|op ≤ 2CEn.
Inserting these estimates into (1.18) finishes the proof. 
5. Logarithmic Sobolev inequalities and difference operators
To conclude this paper, we discuss the LSI property (1.3) for different choices
of difference operators Γ. Here, we always assume that the probability measure µ
is defined on a product of Polish spaces Y = ⊗ni=1Xi with product Borel σ-algebra
A = B(⊗ni=1Xi).
In this situation, we can make use of the disintegration theorem on Polish spaces
(see [DM78, Chapter III] and [AGS08, Theorem 5.3.1]): If µ is a measure on Y , then
for each i ∈ {1, . . . , n} we can decompose µ using the marginal measure µi (as a
measure on ⊗j 6=iXi) and a conditional measure on Xi, which we denote by µ(· | xi).
More precisely, for any A ∈ A we have µ(A) = ∫⊗j 6=iXi ∫Xi 1A(xi, xi)dµ(xi | xi)dµi(xi).
For finite spaces, µ(· | xi) is just the ordinary conditional measure as used in the
definition of the difference operator d. Note that the definition of d can in principle
be rewritten for products of arbitrary Polish spaces. However, our first result shows
that the d-LSI property in fact requires the underlying space to be finite. More
precisely, we will say that µ has finite support if there is no sequence of sets An ∈ A
with µ(An) > 0 for any n and µ(An)→ 0.
Proposition 5.1. Let Y = ⊗ni=1Xi be a product of Polish spaces, and let µ be a
probability measure on Y. If µ satisfies a d-LSI, then µ has finite support. Moreover,
if µ is a product probability measure, then µ satisfies a d-LSI iff µ has finite support.
Proof. First assume µ does not have finite support, i. e. there is a sequence An ∈ A
with µ(An)→ 0. Choosing fn := 1An ∈ L∞(µ) and assuming a d-LSI(σ2) holds, we
obtain
(5.1) µ(An) log(1/µ(An)) = Entµ(f
2
n) ≤ 2σ2
∫
(dfn)
2dµ = 2σ2µ(An)(1− µ(An)).
This easily leads to a contradiction.
On the other hand, let µ be a product probability measure with finite support. By
tensorization, it suffices to consider n = 1, and we may moreover assume Y to have
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finitely many elements only. Then, by [BT06, Remark 6.6], µ satisfies a d-LSI(σ2)
with σ2 ≤ C log(1/miny:µ(y)>0 µ(y)), which finishes the proof. 
In fact, Proposition 5.1 can be adapted to the difference operator h+ as well. To
see this, note that that (5.1) can easily be rewritten for the difference operator h+
(with only minor changes) and
∫ |df |2dµ ≤ ∫ |h+f |2dµ. In particular, the d- and
h+-LSI properties are not essentially different.
The situation drastically changes if we consider h-LSIs instead. Here, a sufficient
condition for the h−LSI property to hold is that the measure µ satisfies an ap-
proximate tensorization (AT) property. As a consequence, for product probability
measures, satisfying an h-LSI is in fact a universal property.
Theorem 5.2. Let Y = ⊗ni=1Xi be a product of Polish spaces, and let µ be a proba-
bility measure on Y. If µ satisfies an approximate tensorization property
Entµ(f
2) ≤ C
n∑
i=1
∫
Entµ(·|xi)(f
2(xi, ·))dµi(xi),(5.2)
then µ also satisfies an h−LSI(C). In particular, any product probability measure
satisfies an h−LSI(1).
To the best of our knowledge, Theorem 5.2 is new. For product measures, it might
be compared to the Efron–Stein inequality (see e. g. [ES81; Ste86]) which establishes
the tensorization property for the variance, and can be regarded as a universal
Poincaré inequality with respect to d (see e. g. [BGS18] for such an interpretation).
However, note that Theorem 5.2 does not imply the Efron–Stein inequality, as the
difference operator is h instead of d. Unfortunately, as Proposition 5.1 demonstrates,
there is no “entropy version” of the Efron–Stein inequality of the form Entµ(f
2) ≤
C Eµ|df |2 (for any product probability measure µ and some universal constant C).
As by Theorem 5.2, any set of independent random variables X1, . . . , Xn satisfies
an h-LSI(1), it might be tempting to regard Theorem 1.1 as an h-LSI analogue of
Theorem 1.2. However, it seems that it is not possible to use the entropy method
based on h-LSIs, so that this interpretation is not fully accurate. More precisely,
Theorem 5.2 cannot be used to estimate the growth of Lp norms as in the setting of
a d−LSI(σ2). Indeed, it is impossible to prove the required moment inequalities
‖f − E f‖q ≤ (σ2q)1/2‖hf‖q(5.3)
under an h−LSI(σ2). For example, the measure µp = pδ1 + (1 − p)δ0 satisfies
h−LSI(σ2p) with σ2p ∼ p(1 − p) log(1/p) (for p → 0), so that (5.3) would imply for
f(x) = x an upper bound on the Orlicz norm associated to Ψ2(x) = e
x2 − 1
‖f − E f‖Ψ2 ≤ 2e sup
q≥1
‖f − E f‖q
q1/2
≤ 4eσp.
However, a simple calculation shows that E exp
(
(f−E f)2
16e2σ2p
)
→∞ as p→ 0.
The approximate tensorization property in Theorem 5.2 is interesting in its own
right, but it is not yet well-studied. For finite spaces [Mar15] gives sufficient con-
ditions for a measure µ to satisfy an approximate tensorization property. Similar
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results have been derived in [CMT15], which can be applied in discrete and contin-
uous settings. For example, if one considers a measure of the form
µ(x) = Z−1
n∏
i=1
µ0,i(xi) exp
(∑
i,j
Jijwij(xi, xj)
)
for some countable spaces Ωi, xi ∈ Ωi, measures µ0,i on Ωi and bounded functions wij,
under certain technical conditions µ satisfies an approximate tensorization property.
This does not require any functional inequality for µ0,i. Very recently, in [AKPS18,
Proposition 5.4] it has been shown that the AT(C) property implies dimension-free
concentration inequalities for convex functions.
Note that the AT(C) property requires a certain weak dependence assumption
in general. For example, the push-forward of a random permutation pi of [n] to Nn
cannot satisfy an approximate tensorization property. It is an interesting question to
find necessary and sufficient conditions for the approximate tensorization property
to hold.
Proof of Theorem 5.2. Let X = (X1, . . . , Xn) be a Y-valued random vector with law
µ. First we consider the case n = 1. By homogeneity of both sides, we may assume∫
f 2(X)dP = 1. Since f is bounded, we have 0 ≤ a ≤ |f(X)| ≤ b < ∞ P-a.s.,
where b is the essential supremum of |f(X)| and a the essential infimum. Due to the
constraints on the integral this leads to a2 ≤ 1 ≤ b2. (Actually the cases b = 1 or
a = 1 are trivial, since then f 2(X) = 1 P-a.s., but we will not make this distinction.)
Let F (u) := P(f 2(X) ≥ u). In particular
F (u) =
1 u ≤ a2,0 u > b2.
Using the partial integration formula (see e. g. [HS75, Theorem 21.67 and Remark
21.68]) in connection with [Bur07, Theorem 7.7.1] yields
Ent(f 2(X)) =
∫ ∞
0
u logud(−F (u)) =
∫ b2
0
(log u+ 1)F (u)du
=
∫ a2
0
(log u+ 1)F (u)du+
∫ b2
a2
(log u+ 1)F (u)du
=
∫ a2
0
(log u+ 1)F (u)du+
∫ b2
a2
log uF (u)du+ (1− a2).
The first integral can be calculated explicitly∫ a2
0
(log u+ 1)F (u)du = u(log u− 1) |a20 = a2 log a2,
and moreover we have due to log(u) ≤ log(b2) on [a2, b2]∫ b2
a2
log uF (u)du ≤ log(b2)(1− a2).
Plugging in these two estimates yields
Ent(f 2(X)) ≤ a2 log a2 + (1− a2) + log b2(1− a2) =: f(a, b).
Next, if we show that
f(a, b) ≤ 2(b− a)2 on G := {(a, b) ∈ R2 : 0 ≤ a ≤ 1, 1 ≤ b <∞},(5.4)
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we can further estimate (as |hf |2 is a deterministic quantity in the case n = 1)
Ent(f 2(X)) ≤ 2(b− a)2 = 2E|hf |2.
To prove (5.4), define
g(a, b) := a2 log a2 + (1− a2) + log b2(1− a2)− 2(b− a)2.
Now it is easy to see that g(a, 1) = a2 log a2 + (1 − a2) − 2(1 − a)2 ≤ 0, since
∂ag(a, 1) ≥ 0 for a ∈ [0, 1] and g(1, 1) = 0. Moreover
∂bg(a, b) = −2
b
(
b2 − 1 + (a− b)2
)
≤ 0,
so that g is decreasing on every strip {a0} × [1,∞), and thus g(a, b) ≤ 0 for all
a, b ∈ G. This finishes the proof for n = 1.
For arbitrary n, the proof is now easily completed. Assume that f ∈ L∞(µ), i. e.
µi(xi)-a.s. we have f(xi, ·) ∈ L∞(µ(· | xi)). For these xi, by the n = 1 case we
therefore obtain
Entµ(·|xi)(f
2(xi, ·)) ≤ 2 sup
y′
i
,y′′
i
|f(xi, y′i)− f(xi, y′′i )|2.
Plugging this into the assumption leads to
Entµ(f
2) ≤ 2C
∫ n∑
i=1
sup
y′
i
,y′′
i
|f(xi, y′i)− f(xi, y′′i )|2dµi(xi) = 2C
∫
|hf |2dµ.
As for the second part, it is a classical fact that independent random variables
satisfy the tensorization property (i. e. AT(1)), see for example [Led01, Proposition
5.6], [BBLM05, Theorem 4.10] or [Han16, Theorem 3.14]. In the case of indepen-
dent random variables, the assumption that Y is a product of Polish spaces can be
dropped by simply defining µ(· | xi) := µi = P ◦Xi. 
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