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We demonstrate, that artificial neural networks (ANN) can be trained to emulate single or multiple
basic quantum operations. In order to realize a quantum state, we implement a novel ”quantumness
gate” that maps an arbitrary matrix to the real representation of a positive hermitean normalized
density matrix. We train the CNOT gate, the Hadamard gate and a rotation in Hilbert space as
basic building blocks for processing the quantum density matrices of two entangled qubits. During
the training process the neural networks learn to represent the complex structure, the hermiticity,
the normalization and the positivity of the output matrix. The requirement of successful training
allows us to find a critical bottleneck dimension which reflects the relevant quantum information.
Chains of individually trained neural quantum gates can be constructed to realize any unitary
transformation. For scaling to larger quantum systems, we propose to use correlations of stochastic
macroscopic two-level observables or classical bits. This novel concept provides a path for a classical
implementation of computationally relevant quantum information processing on classical neural
networks, in particular on neuromorphic computing machines featuring stochastic operations.
INTRODUCTION
Can classical artificial neural networks learn to emu-
late quantum operations? Does neuromorphic computing
have the capabilities for an efficient execution of quantum
algorithms? Does our brain use schemes analog to quan-
tum information processing? A first guess may judge
this as unlikely, given that such systems work at room
temperature and presumably do not permit well isolated
units that can represent a substantial number of “mi-
croscopic” entangled qubits. This guess is challenged by
the observation that quantum operations can be realized
within classical statistical systems [1]. In this case quan-
tum states are represented by probabilistic information
concerning macroscopic observables. A quantum gate
translates to processing this probabilistic information at
some “layer” t to the neighboring layer t+ in a particular
structured way. Layers may correspond to time, space or
levels in neural networks. Consecutive non-commuting
quantum operations can be realized by different gates on
a sequence of layers.
In this letter we demonstrate important aspects of
quantum computing by small artificial neural networks
(ANN). Our network can perform sequences of arbitrary
unitary transformations of the density matrix for two en-
tangled qubits. After learning only a set of basic opera-
tions such as the Hadamard gate, CNOT-gate and pi/8-
rotation, the system can execute chains of such opera-
tions. Arbitrary quantum operations for two qubits can
be performed by sequences of these basic gates. During
the training the network for a particular gate unit learns
the complex structure, hermiticity, proper normalization,
and positivity of the output density matrix, plus the re-
quested unitary transformation for its assigned task, see
Figs. 1,2, with more explanations below. This output
matrix can then be processed by further gates that have
learned before their particular task by individual train-
ing. For arbitrary quantum operations only the training
of the basic gates is necessary.
Quantum operations need a processing of probabilistic
information at some layer t to probabilistic information
at the next layer t+ . This probabilistic information is
encoded in the form of a number of expectation values
of macroscopic observables. These can include correla-
tions, e.g. expectation values of products of “basis ob-
servables”. For a choice of macroscopic observables it is
sufficient to consider two-level observables that can take
the values s = ±1. For example, a neuron firing above
a given rate may correspond to s = 1, while firing be-
low this rate is associated to s = −1. Such macroscopic
observables can be identified with classical Ising spins or
classical bits. Another example for a binary neural two-
state system is a spiking neuron being either in an active
or in the refractory state as discussed in [2][3].
Our final goal is the training of a network such that
this transformation of probabilistic information realizes
quantum operations for a suitable ”quantum subsystem”
[1]. The quantum subsystem uses only part of the prob-
abilistic information, which is collected in the quantum
density matrix ρ(t) at a given layer t. This density ma-
trix is the key object of our investigation. For two qubits
it is a positive hermitean 4 × 4-matrix obeying the nor-
malization trρ = 1. A quantum gate performs a unitary
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2transformation U(t) for obtaining the density matrix at
the next neighboring layer at t+ 
ρ(t+ ) = U(t)ρ(t)U†(t). (1)
The elements of the density matrix are associated to suit-
able combinations of expectation values of macroscopic
observables.
For Q quantum spins or qubits the elements of the
density matrix ρ correspond to 22Q − 1 independent real
numbers. Positivity of ρ requires certain quantum con-
straints [1] for these numbers which, in turn, entail the
uncertainty relations of quantum mechanics. If all those
numbers are associated to expectation values of indepen-
dent basis observables, a very large number 22Q−1 of in-
dependent basis observables would be required. The need
of 240 basis observables for 20 entangled qubits would be
prohibitive for any practical realization. A drastic change
of the scaling properties occurs if elements of ρ are asso-
ciated to correlations of basis observables. Expectation
values and correlations of 3Q classical Ising spins can
then describe an arbitrary density matrix for Q qubits
[1]. Indeed, it has been shown formally that an appro-
priate processing of the probabilistic information for 3Q
classical bits is sufficient to realize an arbitrary unitary
transformation (1) for the density matrix for Q qubits.
Use of correlations amounts to a tremendous economy in
the number of required basis observables. This economy
is less dramatic if ρ does not use arbitrarily high corre-
lations. Nevertheless, in view of macroscopic observables
often accounting for several classical bits (2k different
states of a macroscopic observable amount to k classi-
cal bits), and the huge amount of information stored in
correlation functions, the realization of rather large en-
tangled density matrices in terms of expectation values of
macroscopic observables seems not unrealistic. Further-
more the full quantum information is often not needed
for performing specific tasks.
A central question arises: how to realize the process-
ing of the probabilistic information needed for the unitary
transformations (1)? In this letter we propose that this
processing can be performed by ANN. During the train-
ing phase the units for individual gates learn implicitly
the necessary transformation rule. The investigation of
the possibility of quantum computations by artificial neu-
ral networks (ANN) can be split into several steps. In a
first step one takes the expectation values of the observ-
ables from which ρ is constructed as real numbers, with-
out reference to a probabilistic origin. At this level no
correlations are used, and the elements of the density ma-
trix can be considered equivalently as expectation values
of observables or classical values of some continuous ob-
servables. The demonstration of this step for two qubits
is the purpose of this letter.
A second step beyond the present letter should asso-
ciate these real numbers to expectation values and corre-
lations of suitable macroscopic basis observables. Further
steps have to investigate the scaling with an increasing
number of qubits, questions of errors, and finally a prac-
tical emulation of probabilistic quantum computing by
ANN or special hardware like neuromorphic computers.
In particular the latter offer attractive features like mas-
sively parallel processing, computing with accelerated op-
eration and on-chip learning capabilities (see e.g. [4] and
[5] for recent implementations of physical model neuro-
morphic systems). Neuromorphic systems also provide
the attractive feature of self-generated stochasticity [6].
Recent work [7] describes a quantum neural net-
work model as variational quantum circuits built in a
continuous-variable architecture. They developed a soft-
ware framework for optimizing and evaluating optical
quantum circuits, with a tensorflow backend as a sim-
ulator. OpenFermion [8] is an open-source software li-
brary for the simulation of fermionic models and quan-
tum chemistry problems. The Cirq project [9] is a sim-
ulator for near term quantum devices with tensorflow
and a Google hardware backend. Neural networks have
been proposed in the past for performing particular tasks
necessary for quantum computation [10] or representing
aspects of quantum systems [11]. In this letter we pro-
pose to use ANN directly for performing operations of
quantum computing.
IMPLEMENTATION
For the implementation of a given gate for two qubits,
i.e. a given unitary transformation (1), we consider a
network whose input is a real 8× 8-matrix A(t), and the
output a real 8 × 8-matrix B(t + ). These matrices are
encoded in 64 input “neurons”, representing the matrix
elements, and correspondingly 64 output neurons, all re-
alized as real linear units. We employ one intermediate
”bottleneck” layer with m neurons, corresponding to a
network structure 64−m− 64. The quantum subsystem
characterized by the density matrix ρ involves only 15
independent numbers, and the network has to learn that
only those are important. The remaining 64 − 15 = 49
numbers can be considered as the ”probabilistic environ-
ment” of the quantum subsystem. The information con-
cerning this environment is not available to the quantum
subsystem.
We first describe a ”quantumness gate” that maps an
arbitrary matrix A(t) to the real representation of a posi-
tive hermitean normalized density matrix ρ(t) that char-
acterizes the quantum subsystem. We draw the 64 matrix
elements of A(t) from a uniform distribution between 1
and −1. After applying the gate all quantum conditions
and uncertainty relations are realized. The map is done
3in two steps. The first maps A into a complex 4 × 4
matrix Cˆ. For this purpose we employ
A˜ = −IAI , I =
(
0 −1
1 0
)
, (2)
with 1 denoting the 4× 4 unit matrix. The matrix A¯ =
1
2 (A+ A˜) can be written as
A¯ = 12 ⊗ CR + I2 ⊗ CI =
(
CR − CI
CI CR
)
, (3)
with real 4× 4-matrices CR and CI . The complex 4× 4-
matrix Cˆ is defined by Cˆ = CR+iCI . (We always denote
by subscripts R and I the real and imaginary parts of a
complex matrix.) This construction is compatible with
complex matrix multiplication. The real matrix product
A¯1A¯2 is mapped to the complex matrix product Cˆ1Cˆ2.
We call A¯ the real representation of the complex matrix
Cˆ. The second step constructs from Cˆ(t) the positive
hermitean normalized density matrix ρ(t) as
ρ(t) =
Cˆ(t)Cˆ†(t)
tr
{
Cˆ(t)Cˆ†(t)
} . (4)
The real representation of the density matrix ρ¯ is formed
as in equation (3).
The combination of these steps in a ”quantumness
gate” maps an arbitrary matrix A(t) to an associated
real representation of the density matrix ρ¯(t + ). We
have constructed an ANN that realizes the quantumness
gate so far with a precision of 4×10−5. This network uses
rectify linear non-linearities, the AdaDelta optimizer [12]
for training and increasing batch sizes of 32, 64, . . . , 512
on 106 training samples. All ANNs are implemeted in
Tensorflow [13] using the Keras [14] library.
If we start with fixed values of Ising spins, as encoded
by all elements of the input matrix A(t) being either one
or minus one, the output density matrix B(t + ) en-
forces the uncertainty relations of quantum mechanics,
such that not all elements of B(t+ ) can have the values
±1. In short, the network learns that all essential infor-
mation is stored in the quantum subsystem characterized
by ρ(t) by minimizing the difference between the output
matrix B(t+) and the real density matrix ρ¯ constructed
by equations (2)-(4).
For the training of the quantum gates we use real rep-
resentations of density matrices as input matrices. We
want the ANN to learn that the output matrix is the
real representation of the unitary transformation of the
input density matrix. For this purpose the loss C to be
minimized by the learning is the mean squared error be-
tween B(t+ ) and ρ¯(t+ )
C =
1
N
N∑
i=0
||Bi(t+ )− ρ¯i(t+ )||2 (5)
where i indexes the training samples and ρ¯(t + ) is the
real representation of ρ(t+ ), similar to eq. (3),
ρ¯(t+ ) = 12 ⊗ ρR(t+ ) + I2 ⊗ ρI(t+ ). (6)
Here ρ(t + ) is given by eq. (1) with U(t) the unitary
transformation to be learned, for example the CNOT-
gate. In equation (5) the norm || || is the Frobenius
norm of complex or real matrices. The Adagrad opti-
mizer [15] is used for training, with N = 105 training
samples and a batch size of 103. Without any training
the output matrix B(t + ) is an arbitrary real matrix.
After the training the network has learned the complex
structure in the sense that the matrix B(t+ ) is the real
representation of a complex 4× 4-matrix Fˆ (t+ ), given
by
B(t+ ) =
(
FˆR(t+ ), −FˆI(t+ )
FˆI(t+ ), FˆR(t+ )
)
. (7)
Furthermore, it has learned the hermiticity of Fˆ (t + )
and the normalization trFˆR(t + ) =
1
2 trB(t + ) = 1,
as well as the positivity of Fˆ (t + ). (All eigenvalues of
Fˆ (t+) are positive semi-definite.) Finally, it has learned
that Fˆ (t+ ) is given by the wanted unitary transforma-
tion of ρ(t) according to eq. (1). After the training the
parameters of the network have adapted such that an ar-
bitrary input density matrix ρ(t) is transformed to the
real representation of the density matrix ρ¯(t + ), with
ρ(t + ) the unitary transform (1) of the density matrix
ρ(t).
RESULTS
In Fig. 1 we show the loss (i.e. the value of the cost
function (5)) for the CNOT-gate as a function of the
number of training steps (epochs) for the number of in-
termediate neurons m = 15. Fig. 1 also displays the
normalization ||trFˆ (t + ) − 1|| and the norm of the an-
tihermitean part ||Fˆ (t + ) − Fˆ †(t + )||. Already after
a short initial period the network has learned the norm
and hermiticity of the output matrix Fˆ (t+ ) to a good
precision. This holds both for an individual training (
displayed here for the maximum deviation from the de-
sired value) and for the mean of 105 independent initial
matrices. In Fig. 2 we display the loss function for dif-
ferent numbers of intermediate neurons m. For m above
16 the learning saturates already after a modest num-
ber of 1000 steps. The critical number m = 15, for which
the learning is somewhat slower, corresponds precisely to
the number of independent elements of a normalized her-
mitean 4× 4 matrix. For m smaller than 15 the learning
success breaks down dramatically.
We can therefore use the structure of our network for
a determination of the minimal information needed to
4FIG. 1. Loss function (upper plot), residual trace (dis-
tance of the trace from 1) (middle plot) and norm of the
anti-hermitian part (lower plot) of the output density matrix
for supervised training on the CNOT gate. The dimension of
the bottleneck layer is chosen to be m = 15.
achieve the assigned task. This procedure may be gen-
eralized to settings where the needed information is less
obvious as for the present investigation. One could in-
vestigate in this way if really a quantum density matrix
is employed by the network for a given task. Replacing
for the quantum gate the input matrix ρ¯(t) by an arbi-
trary matrix A(t), the trained network will, in general,
not produce a normalized hermitean output matrix. An
exception is m = 15.
We next establish the performance after the training
phase. We first train separately two units, one corre-
sponding to the CNOT gate UC , and the second (UHR)
to the Hadamard gate for the first quantum spin, com-
FIG. 2. Loss function value after 500, 1000 and 3000 epochs
of training on the CNOT gate. The network learns success-
fully provided the number of intermediate neurons is m ≥ 15,
corresponding to the number of independent elements of a
normalized hermitean 4× 4 matrix.
bined with a pi/8 rotation for the second quantum spin.
The two gates are given explicitly by
UC =
(
1 0
0 τ1
)
, UHR = UH1UR2,
UH1 =
1√
2
(
1 1
1 −1
)
, UR2 =
(
UT 0
0 UT
)
, (8)
with 2× 2 sub-matrices
τ1 =
(
0 1
1 0
)
, UT =
(
1 0
0 eipi/4
)
. (9)
Each individual gate is trained separately with 3000
steps.
For a sequence of two gates we use the output ma-
trix B(t + ) as input matrix for the second gate. In
other words, we replace ρ¯(t) by B(t+ ). We perform in
this way a sequence of n combined gates U¯ = UCUHR,
without any further feedback. We compare the output
matrix B(t + n) with a result of a sequence of unitary
transformations ρ(t+ n),
ρ(t+ n) = U˜(t+ n, t)ρ(t)U˜†(t+ n, t), (10)
U˜(t+ n, t) = U¯
(
t+ (n− 1)) . . . U¯(t+ )U¯(t) = U¯(t)n.
We plot in Fig. 3 the mean square error after a cer-
tain number of layers n. We observe that B(t + n) ap-
proximates ρ¯(t + n) rather well for n as large as 215.
We emphasize that the products for various n realize a
5very dense set of unitary transformations, demonstrating
that arbitrary transformations can be realized, without
the need of explicitly training corresponding gates. The
non-commutativity of the quantum gates can easily be
demonstrated by changing the order of UC and UHR in
the definition of U¯ , e.g. U¯ ′ = UHRUC . This is done by
changing the order of the gates in the sequence.
SUMMARY AND OUTLOOK
In this letter we have discussed general concepts for
the emulation of quantum computation by artificial neu-
ral networks. We have successfully implemented neural
networks that realize arbitrary quantum operations for
two qubits. In the present investigation the probabilis-
tic nature of quantum computing is not yet manifest,
since we operate with real numbers representing expec-
tation values, but not explicitly with expectation values
and correlations in stochastic systems. In the future we
plan to work with a larger number of neurons and de-
fine the elements of the matrices A and B as expectation
values of observables that are formed by averaging over
all or a subset of neurons of a given layer. An interest-
ing alternative are time averages over variables chang-
ing rapidly according to stochastic evolution equations.
The network may learn to update the parameters of the
stochastic equations, thereby modifying the expectation
values. The learning goals can be defined with the same
prescriptions for density matrices as in the present work.
We expect similar results at least for the case of a few
qubits. Realizing an efficient scaling for a larger num-
ber of qubits by exploiting correlation functions will be
an interesting challenge and will reveal what kind of re-
sources are necessary for a given task. If met, the way to
quantum computing by neural networks or neuromorphic
computing may indeed be open.
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FIG. 3. Repeated execution of the gate U¯ shown in the
inset in n layers. We display the mean squared error after
composing the circuit for a given number of layers.
REFERENCES
∗ christian.pehle@kip.uni-heidelberg.de
† meierk@kip.uni-heidelberg.de
‡ oberthaler@kip.uni-heidelberg.de
§ wetterich@thphys.uni-heidelberg.de
[1] C. Wetterich, (2018), arXiv:1806.05960 [quant-ph].
[2] M. A. Petrovici, J. Bill, I. Bytschok, J. Schemmel, and
K. Meier, Phys. Rev. E 94, 042312 (2016).
[3] L. Buesing, J. Bill, B. Nessler, and W. Maass, PLOS
Computational Biology 7, 1 (2011).
[4] S. Aamir, Y. Stradmann, P. Mu¨ller, C. Pehle, A. Hartel,
A. Gru¨bl, J. Schemmel, and K. Meier, IEEE Transac-
tions of Circuits and Systems-I (2017).
[5] S. Friedmann, J. Schemmel, A. Gru¨bl, A. Hartel,
M. Hock, and K. Meier, IEEE transactions on biomedi-
cal circuits and systems 11, 128 (2017).
[6] D. Dold, I. Bytschok, A. F. Kungl, A. Baumbach, O. Bre-
itwieser, W. Senn, J. Schemmel, K. Meier, and M. A.
Petrovici, arXiv preprint arXiv:1809.08045 (2018).
[7] N. Killoran, J. Izaac, N. Quesada, V. Bergholm,
M. Amy, and C. Weedbrook, ArXiv e-prints (2018),
arXiv:1804.03159 [quant-ph].
[8] J. R. McClean, I. D. Kivlichan, K. J. Sung, D. S.
Steiger, Y. Cao, C. Dai, E. Schuyler Fried, C. Gid-
ney, B. Gimby, P. Gokhale, T. Ha¨ner, T. Hardikar,
V. Havl´ıcˇek, C. Huang, J. Izaac, Z. Jiang, X. Liu, M. Nee-
ley, T. O’Brien, I. Ozfidan, M. D. Radin, J. Romero,
N. Rubin, N. P. D. Sawaya, K. Setia, S. Sim, M. Steudt-
6ner, Q. Sun, W. Sun, F. Zhang, and R. Babbush, ArXiv
e-prints (2017), arXiv:1710.07629 [quant-ph].
[9] Google, “Cirq,” https://github.com/quantumlib/Cirq
(2018).
[10] M. Swaddle, L. Noakes, H. Smallbone, L. Salter,
and J. Wang, Physics Letters A 381, 3391 (2017),
arXiv:1703.10743 [quant-ph].
[11] G. Carleo and M. Troyer, Science 355, 602 (2017),
arXiv:1606.02318 [cond-mat.dis-nn].
[12] M. D. Zeiler, CoRR abs/1212.5701 (2012),
arXiv:1212.5701.
[13] M. Abadi, A. Agarwal, P. Barham, E. Brevdo, Z. Chen,
C. Citro, G. S. Corrado, A. Davis, J. Dean, M. Devin,
S. Ghemawat, I. Goodfellow, A. Harp, G. Irving, M. Is-
ard, Y. Jia, R. Jozefowicz, L. Kaiser, M. Kudlur, J. Lev-
enberg, D. Mane´, R. Monga, S. Moore, D. Murray,
C. Olah, M. Schuster, J. Shlens, B. Steiner, I. Sutskever,
K. Talwar, P. Tucker, V. Vanhoucke, V. Vasudevan,
F. Vie´gas, O. Vinyals, P. Warden, M. Wattenberg,
M. Wicke, Y. Yu, and X. Zheng, “TensorFlow: Large-
scale machine learning on heterogeneous systems,”
(2015), software available from tensorflow.org.
[14] F. Chollet et al., “Keras,” https://keras.io (2015).
[15] J. Duchi, E. Hazan, and Y. Singer, Adaptive Subgra-
dient Methods for Online Learning and Stochastic Op-
timization, Tech. Rep. UCB/EECS-2010-24 (EECS De-
partment, University of California, Berkeley, 2010).
