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Abstract
Let G˜ be a simple algebraic group which is defined and split over a field K and let L˜ be a
corresponding Lie algebra. Further, let R be the corresponding root system. We prove here that if
charK = 0 or a very good prime for R and |K| > |R+|, then there exists an orbit O ⊂ L = L˜(K)
with respect to the adjoint action of G = G˜(K) such that L=O +O. This is an analogue of the cor-
responding result for Chevalley groups (the Thompson problem; see [E.W. Ellers, N. Gordeev, On
the conjecture of J. Thompson and O. Ore, Trans. Amer. Math. Soc. 350 (1998) 3657–3671]). We
also prove that if charK = 2 for R = Br,Cr ,F4 and charK = 3 for R = G2, then the Zariski clo-
sure of a sum of any r (R = Br (r > 3), Dr , Er , F4), r + 1 (R =Ar , B3, G2), 2r (R = Cr ) G˜-orbits
of elements of L˜ \ Z(L˜) coincides with L˜. For the group G = SL2(K) where K is an algebraically
closed field of characteristic zero, we list all cases of rational K[G]-modules V which have an orbit
O ⊂ V such that O +O = V .
 2005 Elsevier Inc. All rights reserved.
1. Introduction
Let G1,G2 be two groups and let G1 AutG2. Further, let O be the set of all G1-orbits
in G2 satisfying the following condition:
O ∈ O ⇒ 〈O〉 =G2.
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Mn =O1O2 . . .On.
The question about the structure of such a product arises in various situations. The fol-
lowing are the two most popular ones. First suppose G1 = IntG2, i.e., O is the set of
generating conjugacy classes of G2 (see, e.g., [AH,EGH,G,GS,Ko,L1,L2,LL,LS]). Sec-
ond suppose G = G1 acts linearly on a vector space V = G2 [CB,K,F]. Similar problems
appear with respect to the so-called “secant variety” [Z1,Z2]. The general problem of a
description of products is rather difficult. Often, only some numerical characteristics of
products, called “covering numbers,” are considered. Namely,
cn(G1,O)= min
{
n ∈N |On =OO . . .O︸ ︷︷ ︸
n times
=G2
}
,
• the covering number of a fixed orbit O ∈ O,
cn(G1,G2)= min
{
n ∈N |On =G2 for every O ∈ O
};
• the covering number of the pair (G1,G2),
ecn(G1,G2)= min
{
n ∈N |O1O2 . . .On =G2 for any n,O1, . . . ,On ∈ O
};
• the extended covering number of the pair (G1,G2) (in the case G = G2,G1 = IntG2
we simply write cn(G), ecn(G)).
If there is a topology on G2 one can introduce “topological covering numbers”
cn(G1,O)= min
{
n ∈N |On =G2
}
,
cn(G1,G2)= min
{
n ∈N |On =G2 for every O ∈ O
}
,
ecn(G1,G2)= min
{
n ∈N |O1O2 . . .On =G2 for any n,O1, . . . ,On ∈ O
}
,
where X denotes the closure of X. Clearly,
cn(G1,O) cn(G1,O), cn(G1,G2) cn(G1,G2), ecn(G1,G2) ecn(G1,G2).
We can also emphasize the following question: “When does an orbit O exist with
cn(G1,O) = 2 (that is OO = G2)?” There is a conjecture of J. Thompson that every
non-abelian finite simple group contains a conjugacy class C such that C2 = G. This con-
jecture, in turn, implies that every element of a finite simple group is a single commutator
(the well-known Ore problem). The Thompson conjecture has been proved for the alternat-
ing groups, for sporadic groups and for all finite groups of Lie type over fields containing
more than 8 elements. Also, the same result has been proved for simple Chevalley groups
over infinite fields (see [EG2]).
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in V naturally become sums.) We say that V is a Thompson K[G]-module if V = O +O
for some G-orbit O ⊂ V . Here we prove that under some conditions the Lie algebra of a
Chevalley group is a Thompson module. Here we also classify the cases in which rational
SL2(K)-modules are Thompson up to Zariski closure.
We also consider the covering numbers for the adjoint action of a simple algebraic group
on its Lie algebra.
1.1. Notation and terminology
1. For every subset X of an algebraic group we denote the Zariski closure of X by X.
2. We consider topological covering numbers with respect to the Zariski topology. Note
that for the Zariski topology we have
2cn(G1,O) cn(G1,O), 2cn(G1,G2) cn(G1,G2),
2ecn(G1,G2) ecn(G1,G2).
Indeed, the sum of orbits is a constructible set and if the closure of this sum coincides
with V , this sum contains an open subset of V ; the sum of any two open subsets of V
coincides with V [Bo, Proposition 1.3].
3. For Chevalley groups we use the terminology of [St].
4. If X is a group or vector space and Y ⊂ X, then 〈Y 〉 denotes the subgroup (or vector
subspace) generated by Y .
2. Thompson modules
Let G be a group, and let V be a K[G]-module where K is a commutative ring.
Definition 2.1. The K[G]-module V is called a Thompson module if V = OG + OG for
some G-orbit OG of V .
Remark 2.2. If V is a Thompson module then 0 ∈ OG + OG and we have ±u ∈ OG for
some u ∈ V . Hence every v ∈ V can be written in the form σ(u)− τ(u) = (στ−1)(τ (u))−
τ(u). This is an analogue of Ore’s property in groups: every element is a single commuta-
tor.
Remark 2.3. If G acts transitively on V \ {0}, then V is a Thompson module. Indeed, for
every v ∈ V there exists σ ∈G such that σ(v)= −v; hence 0 = σ(v)+ v. If v ∈ V,v = 0,
then v = v1 + v2 for some v1, v2 ∈ V , v1, v2 = 0.
Remark 2.4. Let G be an algebraic group that acts regularly on V . Suppose that there
exists an open orbit OG ⊂ V . Then OG + OG = V . Indeed, we can consider V as an
algebraic group and use [Bo, Proposition 1.3].
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some v ∈ V .
Now suppose that there is a topology on V . In this case we introduce the following
definition.
Definition 2.6. The K[G]-module V is called a topological Thompson module if V =
OG +OG for some G-orbit OG of V .
Remark 2.7. Let G be an algebraic group and let V be a rational G-module. If V is
a topological Thompson module with respect to the Zariski topology, then, obviously,
dimV  2 dimG. This gives a chance to classify these modules for simple (semisimple,
reductive) groups.
Remark 2.8. Let G be a semisimple algebraic group and let V be a rational G-module such
that dimV/G 1. Then V is a topological Thompson module with respect to the Zariski
topology. Indeed, if dimV/G = 0, then there exists an open orbit O ∈ V [PV, Section 2].
Let dimV/G = 1. Then K[V ]G = K[f ] for some f ∈ K[V ]. Further, let O be a generic
orbit in V . Since O +O is a connected closed subset of V and since f (O +O) is not
a single point of V/G, the set f (O +O) contains an open subset of V/G. This implies
dimV = dimO +O [PV, Section 2].
2.1. An example of a Thompson module: the adjoint action of a Chevalley group
The following theorem is an analogue of the solution of the Thompson conjecture for
Chevalley groups over “big” fields [EG2].
Theorem 1. Let R be an irreducible root system and let K be a field such that |K|> |R+|
and charK = 2 if R = A1,Br ,Cr (r  2), F4, charK = 3 if R = G2. Further, G = G˜(K)
where G˜ is a simple algebraic group corresponding to R which is defined and split over K ,
and let L = L˜(K) where L˜ is the Lie algebra of G˜. Then there exists an orbit O ⊂ L with
respect to the adjoint action such that(
L \LG)∪ {0} ⊂ O +O.
In particular, if charK = 0 or a very good prime with respect to R (see [C, 1.14]), then L
is a Thompson G-module with respect to the adjoint action.
Proof. Let ∆= {α1, . . . , αr} be a simple root system for R, let {hα | α ∈∆}∪ {uβ | β ∈R}
be a Chevalley basis of L and let H = 〈hα | α ∈ ∆〉,U = 〈uβ | β ∈ R〉. Further, let Σ ⊂ ∆
and let the corresponding root subsystem Q = 〈Σ〉 be irreducible. Now let GQ = G˜Q(K)
be a Chevalley group corresponding to Q and LQ  L be its Lie algebra. Further, let
HQ = 〈hα | α ∈Σ〉,UQ = 〈uβ | β ∈Q〉.
The following proposition is an analogue to the corresponding result for Chevalley
groups [EG1].
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h0 ∈ H . Then for every element l ∈ LQ such that the element h0 + l is not invariant
with respect to the group GQ and for every hQ ∈ HQ the GQ-orbit of h0 + l intersects
h0 + hQ + UQ.
Proof. Let rankLQ = 1. Then LQ ∼= sl2(K). Consider GQ-module MQ = Kh0 + LQ.
Simple calculations show that MQ as GQ-module is either isomorphic to M2(K) or to
Kh0 ⊕ sl2(K), where M2(K) is the linear space of 2 × 2 matrices over K (we can identify
h0 with the matrix (
t 0
0 0
)
,
where the parameter t can be taken from the equation xα(s)(h0) = h0 + stuα ; if t = 0 we
have the second case), or MQ = LQ.
If we have the second possibility, then l /∈Z(LQ) and instead of the GQ-orbit of h0 + l
we may consider the GQ-orbit of l. Hence, in all cases we can identify h0 + l or l with a
non-central 2 × 2 matrix
h0 + l (or l)=
(
h1 u1
u2 h2
)
, u2 = 0, h1 + h2 = t, and hQ =
(
tQ 0
0 −tQ
)
.
Now if we conjugate the first matrix with(
1 (t + tQ − h1)u−12
0 1
)
,
we get an appropriate element.
Suppose the statement holds for rankLQ < r ′  r and consider the case rankLQ = r ′.
Let α ∈ Σ be a root such that P = 〈Σ \ α〉 is an irreducible root system. We may as-
sume that α is a long root (if Q has roots of different lengths). Let GP = G˜P (K) and
LP  L be the corresponding Chevalley group and its Lie algebra, respectively. We
have GP  GQ,LP  LQ. Further, let hQ = sαhα + hP for some sα ∈ K and some
hP ∈HP =H ∩LP . Further, let
h0 + l = h0 + s′αhα + h′P +
∑
γ∈Q
kγ uγ , s
′
α, kγ ∈K (2.1)
for some h′P ∈HP . By the condition of the proposition the element h0 + l is not GQ-stable.
Hence we may assume kγ0 = 0 for some γ0 ∈ Q. The assumption on the characteristic
of the field K implies that we also may assume that γ0 has the same length as α. (Recall,
that α is a long root. Suppose γ0 is a short root and k = 0 for every long root . Let
h = h0 + s′αhα + h′P and let x(1)(h) = h for some long root . Then we can get k = 0
if we consider x(1)(h0 + l) instead of h0 + l. Let x(1)(h) = h for every long root . We
have x−γ0(1)(h0 + l)= h±hγ0 +
∑
γ∈Q k′γ uγ . If k′γ = 0 for some long root γ then we get
our assertion. Suppose k′ = 0 for every long root . There exists a long root δ ∈Q such that
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can take xδ(1)x−γ0(1)(h0 + l) instead of h0 + l.) If we consider w˙(h0 + l) for an appropriate
element w from the Weyl group of Q instead of h0 + l (here w˙ is a preimage of w in G),
we can get in (2.1): k−α = 0. Further, there exists β ∈Σ such that α + β ∈Q. Then acting
on h0 + l by an appropriate element from the root subgroup 〈xα+β(t) | t ∈ K〉 GQ we
can get also kβ = 0 preserving the condition k−α = 0. This can be checked by considering
the root system 〈α,β〉 where α is a long root. Further, acting in the same way as in the case
of rankLQ = 1 with the element
v = h0 + s′αhα + h′P + kαuα + k−αu−α (2.2)
(recall, k−α = 0 and therefore this element is not Gα-stable, Gα = 〈x±α(k) | k ∈ K〉), we
can find an element g = xα(k), k ∈K , such that
g(v)= h0 + sαhα + h′P + k′αuα + k′−αu−α (2.3)
for some k′α, k′−α ∈K . Put
u =
∑
γ∈Q,γ =±α
kγ uγ . (2.4)
Then
g(u) = u′ =
∑
γ∈Q,γ =±α
k′γ uγ (2.5)
for some k′γ ∈ K . Since kβ = 0 and g = xα(k) we have k′β = kβ = 0. From (2.2)–(2.5) we
get
g(h0 + l)= g(v)+ g(u) = h0 + sαhα + h′P +
∑
γ∈P
k′γ uγ +
∑
γ∈Q\P
k′γ uγ (2.6)
where k′β = 0. Since k′β = 0, β ∈ P , the element
ω = h0 + sαhα + h′P +
∑
γ∈P
k′γ uγ (2.7)
is not GP -stable. Thus we can apply to this element the induction assumption and we can
find an element g′ ∈GP such that
g′(ω)= h0 + sαhα + hP +
∑
k′′γ uγ (2.8)
γ∈P
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g′
( ∑
γ∈Q\P
k′γ uγ
)
=
∑
γ∈Q\P
k′′γ uγ (2.9)
for some k′′γ ∈K . Now from (2.6)–(2.9) we get
g′g(h0 + l)= h0 + sαhα + hP +
∑
γ∈P
k′′γ uγ +
∑
γ∈Q\P
k′′γ uγ .
Hence there is an appropriate element in the GQ-orbit of h0 + l. 
Now put
H˜Q = 〈hα | α ∈∆ \Σ〉.
Proposition 2. Let charK = 2 if R = Br,Cr (r  2), F4, charK = 3 if R = G2. Let
h1Q,h2Q ∈HQ and h˜1Q, h˜2Q ∈ H˜Q be elements such that the stabilizers of the elements
h1 = h1Q + h˜1Q, h2 = h2Q + h˜2Q
in the group UQ = 〈xα(t) | α ∈ Q+, t ∈ K〉  GQ are trivial. Further, let OGQ(h1) =
GQh1 and OGQ(h2)=GQh2 be the corresponding GQ-orbits.
Then
h˜1Q + h˜2Q +LQ \
(
h˜1Q + h˜2Q +LQ
)GQ ⊂OGQ(h1)+OGQ(h2).
Proof. Let h ∈ H and let the stabilizer of h in UQ be trivial. Then UQh = h + U+Q and
U−Qh = h + U−Q where U±Q = 〈uα | α ∈ Q±〉 and U−Q = 〈xα(t) | α ∈ Q−, t ∈ K〉  GQ.
Thus U−Qh1 +UQh2 = h1 +h2 +UQ. Put h0 = h˜1Q+ h˜2Q,h= h1Q+h2Q. By the previous
proposition, for every element l ∈ h0 +LQ \ (h0 +LQ)GQ there exists an element g ∈GQ
such that g(l)= h0 + h+ u for some u ∈ UQ. This yields our assertion. 
We do not need the following corollary of Proposition 2 for the proof of the theorem.
However, we will use it in the next section. Below we preserve the assumptions of Propo-
sition 2.
Corollary 1. Let h′0, h′′0 ∈ H˜Q,h0 = h′0 + h′′0, h′ ∈ HQ,h = h′0 + h′, l ∈ LQ,g = h′′0 + l.
Suppose g is not GQ-stable and the stabilizer of h in UQ is trivial. Then every element of
the set h0 +HQ which has a trivial stabilizer in the group UQ is contained in OGQ(g)+
OGQ(h). In particular (case Q = R) every regular element of H is contained in the sum
of two orbits, one of which is the orbit of some regular element of H and the other one is
the orbit of some non-central element of L.
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Proposition 2, we have g ∈OGQ(h1)+OGQ(−h). Hence h1 ∈OGQ(h)+OGQ(g). 
Now we can finish the proof of Theorem 1.
We shall show that there is an element h ∈ H such that its stabilizer in the group U =
UR is trivial and −h ∈ Gh. The first condition is a consequence of the condition for the
characteristic of the field and the inequality |K| > |R+|. Indeed, the condition for the
characteristic of the field K implies that [H,uα] = α(H)uα = 0 for every root α ∈ R+.
Since |K| > |R+| there exists an element h ∈ H such that [h,uα] = α(h)uα = 0 for every
α ∈R+. (Consider M =H \⋃α∈R+ Kerα. Since Imα = 0 for every α ∈R+ every kernel
Kerα is a proper subspace of H . If K is an infinite field there exists an element h ∈ M .
This element satisfies the condition α(h) = 0 for every α ∈ R+. If K is a finite field then
|Kerα| = |H |/|K| and therefore∣∣∣∣ ⋃
α∈R+
Kerα
∣∣∣∣ |R+||Kerα|< |H |.
Thus, we get again an element h ∈M .) Then xα(t)(h) = h± tα(h)uα = h for every α ∈R+
and every t ∈K∗. This implies that the stabilizer of h in the group UR is trivial.
Let us consider the second condition. If −1 ∈ W(R), i.e., R = Br,Cr,Dr (r = 2l),
E7,E8,F4, G2, the statement is trivial. Also we can exclude the case charK = 2 because
in this case h= −h for every h ∈H .
If R = Ar , then we can take h = diag(t1,−t1, t2,−t2, . . . , ts ,−ts) ∈ slr+1(K) if
r + 1 = 2s or h= diag(t1,−t1, t2,−t2, . . . , ts ,−ts ,0) ∈ slr+1(K) if r + 1 = 2s + 1, where
ti = ±tj ,−ti ,0.
If R =Dr , r = 2l + 1, we can take an appropriate element h ∈H ∩L(〈α2, . . . , αr 〉).
If R = E6 we can take an appropriate element of the form h = s1h2−3 + s2h2+3 +
s3h4−5 + s4h4+5 where si ∈ K∗ (here we use the notations of roots [Bou, Table V]).
Indeed, let H ′ = 〈2 ±3, 4 ±5〉H . Then for every root α ∈R+ there exists an element
h ∈ H ′ such that α(h′) = 0 (recall, charK = 2). Since |K| > |R+| we can get an element
h ∈ H ′ such that α(h) = 0 for every α ∈ R+ (we may use the same arguments as above).
Moreover,
w˙2−3w˙2+3w˙4−5w˙4+5(h)= −h.
Now let l ∈ L \ LG. By Proposition 2, l ∈ OG(h) + OG(h) (put Q = R, h = h1Q =
h2Q ∈HQ, h˜1Q = h˜2Q = 0). If l = 0 then 0 = h+ (−h) ∈OG(h)+OG(h).
If the characteristic of K is a very good prime for R, then LG = Z(L)= 0. 
Remark 2.9. The statement that the Lie algebra of a simple algebraic group is a topological
Thompson module is almost obvious. It can be proved easily by considering the tangent
space at a general point of O + O for some generic orbit O (see Proposition 3 below). It
seems, in general, to be difficult to prove that a given topological (Thompson) module is a
Thompson module. However, we do not even know all topological Thompson modules for
simple algebraic groups. We consider below the simplest case, i.e., G= SL2(K).
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Theorem 2. Let K be an algebraically closed field or a field of characteristic zero. Let
G= SL2(K) and V be a rational K[G]-module such that VG = 0. Then V is a topological
Thompson module if and only if dimV  6 and V = V2 ⊕V2 ⊕V2 where V2 is the standard
2-dimensional SL2(K)-module.
Proof. The necessary condition dimV  6 follows from Remark 2.7. Thus we have to
show that if dimV  6 and V = V2 ⊕V2 ⊕V2, then V is a topological Thompson module.
We will use the following simple and known fact (this is a variation of the so-called
“Terrachini Lemma,” see [Z1]) in a form that is relevant in this context.
Proposition 3. Let Γ ⊂ GL(V ) be a connected algebraic group and let O1, . . . ,On be the
orbits of u1, . . . , un ∈ V . Then for every sequence (γ1, . . . , γn) ∈ Γ n the tangent space of
O1 + · · · +On
at the point γ1(u1)+ γ2(u2)+ · · · + γn(un) contains
γ1(u1)+ γ2(u2)+ · · · + γn(un)+ γ1(Tu1)+ γ2(Tu1)+ · · · + γn(Tun), (∗)
where Tui = gui and g  End(V ) is the Lie algebra of Γ (here we identify the tangent
space at the point γ1(u1) + γ2(u2) + · · · + γn(un) of the subvariety O1 + · · · +On ⊂ V
as a linear subvariety of V ). Moreover, there exists an open subset ∆n ⊂ Γ n such that for
every sequence (γ1, . . . , γn) ∈∆n the tangent space of
O1 +O2 + · · · +On
at the point γ1(u1)+ γ2(u2)+ · · · + γn(un) coincides with (∗).
Proof. The tangent space of Oi at the point γi(ui) is equal to
γi(ui)+ gγi(ui)= γi(ui)+ γi
(
γ−1i gγi
)
ui = γi(ui)+ γigui = γi(ui)+ γi(Tui ).
Let M = O1 × O2 × · · · × On and let Lx be the tangent space of M at the point x =
(x1, . . . , xn). Further, let
φ :M
i1×···×in
V n
θ→ V
where ik :Ok ↪→ V is the imbedding and θ(v1, . . . , vn) = v1 + · · · + vn. Then φ(M) =
O1 + · · · + On and dxφ(Lx) is a subspace of the tangent space of O1 + · · · +On at the
point φ(x) for every x. Moreover, for every x from some open subset X of M the vector
space dxφ(Lx) coincides with the tangent space of O1 + · · · +On at φ(x). Let
∆n =
{
(γ1, . . . , γn) ∈ Γ n
∣∣ (γ1(u1), . . . , γn(un)) ∈X}
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map
φ˜ :M
J=∏k=nk=1 jk
V n
θ→ V
where
jk :Ok
ik
↪→ V tk→ V and tk(v)= v − γk(uk).
Now J (γ1(u1), . . . , γn(un)) = (0, . . . ,0) and if we identify the tangent spaces of V n,V
at zero points with V n,V , we get dxφ˜(Lx) = γ1(Tu1) + · · · + γn(Tun), where x =
(γ1(u1), . . . , γn(un)). 
Corollary 2. Let
dim
(
γ1(Tu1)+ · · · + γn(Tun)
)= s
for some (γ1, . . . , γn) ∈ Γ n, then O1 + · · · +On  s.
Proof. Note that there exists an open subset Σn ⊂ Γ n such that the dimension of
σ1(Tu1)+ · · ·+ σn(Tun) is the same for every σ = (σ1, . . . , σn) ∈Σn and this dimension is
the maximum of the dimensions of the vector spaces of the form γ1(Tu1)+ · · · + γn(Tun)
where (γ1, . . . , γn) ∈ Γ n. Now the assertion follows trivially from Proposition 3. 
Now we show that for every irreducible G-module V such that dimV  6 we can find
some v ∈ V such that Ov +Ov = V .
If dimV = 2 then there exists an open orbit Ov and therefore we have Ov + Ov = V
(see Remark 2.4).
Let dimV = 3 or dimV = 4. Then dimV/G = 1. Thus we can use Remark 2.8.
Let dimV = 5. Then the weights of this module are 4λ,2λ,0,−2λ,−4λ where λ
is a generator of the lattice of weights. Let x4, x2, x0, x−2, x−4 be the corresponding
weight vectors. Then 〈x4, x2〉, 〈x−2, x−4〉  N where N is a nil-cone of V . Hence V ′ =
〈x4, x2, x−2, x−4〉  N + N. Since N + N = V ′ we have N + N = V . But here the nil-
cone N contains an open orbit O (see [PV]). Hence O +O = V .
Let dimV = 6. Here we need some calculations. Let
Lα =

0 1 0 0 0 0
0 0 2 0 0 0
0 0 0 3 0 0
0 0 0 0 4 0
0 0 0 0 0 5
 , L−α =

0 0 0 0 0 0
5 0 0 0 0 0
0 4 0 0 0 0
0 0 3 0 0 0
0 0 0 2 0 0
 ,
0 0 0 0 0 0 0 0 0 0 1 0
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
5 0 0 0 0 0
0 3 0 0 0 0
0 0 1 0 0 0
0 0 0 −1 0 0
0 0 0 0 −3 0
0 0 0 0 0 −5
 .
Then
[Hα,Lα] = 2Lα, [Hα,L−α] = −2L−α.
Hence g = 〈L−α,Hα,Lα〉 ∼= sl2(K). Now let V be the K-vector-space of 6-columns.
We consider the action of g on V by left multiplication. Thus we have a 6-dimensional
representation of sl2(K) (and therefore a 6-dimensional representation of G = SL2(K)).
Obviously, this representation is irreducible and the elements in the standard basis of V are
the weight vectors of this representation.
For convenience we will write 6-columns as 6-rows. Let v = (1,1,1,1,1,1) ∈ V and
let Ov = Gv be the corresponding orbit. Let Tv = 〈Lαv,Hαv,L−αv〉 = gv. Then v + Tv
is the tangent space of Ov at v.
Claim. There exists an element σ ∈G such that Tv + σ(Tv)= V .
Proof. We can present Tv  V as a 3 × 6 matrix
Tv =
(1 2 3 4 5 0
5 3 1 −1 −3 −5
0 5 4 3 2 1
)
.
More precisely, Tv is the class of 3 × 6 matrices which can be obtained from this one
by left multiplication with GL3(K), i.e., by operations with rows (recall that we write the
columns here as rows and actually do our operations with 6-columns). Consider the fol-
lowing chain of such operations (below: I, II, III are numbers of rows and above → we
write the corresponding operation):
(1 2 3 4 5 0
5 3 1 −1 −3 −5
0 5 4 3 2 1
)
−II+5I
(1 2 3 4 5 0
0 7 14 21 28 5
0 5 4 3 2 1
)
1
7 II
1 2 3 4 5 00 1 2 3 4 57
0 5 4 3 2 1
 −III+5II
1 2 3 4 5 00 1 2 3 4 57
0 0 6 12 18 187

1
6 III
1 2 3 4 5 00 1 2 3 4 57
0 0 1 2 3 3
 II−2III
1 2 3 4 5 00 1 0 −1 −2 −17
0 0 1 2 3 3

7 7
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1 2 0 −2 −4
−9
7
0 1 0 −1 −2 −17
0 0 1 2 3 37
 I−2II
1 0 0 0 0 −10 1 0 −1 −2 −17
0 0 1 2 3 37

and therefore we can take
Tv =
1 0 0 0 0 −10 1 0 −1 −2 −17
0 0 1 2 3 37
 .
Let σ = diag(5, 3, , −1, −3, −5) ∈G for some  ∈K∗. We have
σ(Tv)=
 
5 0 0 0 0 −−5
0 3 0 −−1 −2−3 −17 −5
0 0  2−1 3−3 37
−5
 .
We shall show that
rank
(
Tv
σ (Tv)
)
= rank

1 0 0 0 0 −1
0 1 0 −1 −2 −17
0 0 1 2 3 37
5 0 0 0 0 −−5
0 3 0 −−1 −2−3 −17 −5
0 0  2−1 3−3 37
−5

= 6.
Now we do the following operations with rows: IV − 5I, V − 3II, VI − III.

1 0 0 0 0 −1
0 1 0 −1 −2 −17
0 0 1 2 3 37
5 0 0 0 0 −−5
0 3 0 −−1 −2−3 −17 −5
0 0  2−1 3−3 37
−5r

→

1 0 0 0 0 −1
0 1 0 −1 −2 −17
0 0 1 2 3 37
0 0 0 0 0 −−5 + 5
0 0 0 −−1 + 3 −2−3 + 23 −17 −5 + 173
−1 −3 3 −5 3

.0 0 0 2 − 2 3 − 3 7 − 7
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rank
 0 0 −
−5 + 5
−−1 + 3 −2−3 + 23 −17 −5 + 173
2−1 − 2 3−3 − 3 37−5 − 37
= 3
⇐⇒ det
(−−1 + 3 −2−3 + 23
2−1 − 2 3−3 − 3
)
= 0 and 10 = 1.
This determinant is equal to
(−−1 + 3)(3−3 − 3)− (−2−3 + 23)(2−1 − 2)= −4 + 4 − 4−2 − 42 + 6
and it is not zero for almost all . Therefore, we can find such a diagonal matrix σ ∈G. 
Then our statement follows from Corollary 2.
Now let V be a reducible G-module without trivial components and with dimV  6.
Then we have one of the following possibilities:
V = V2 ⊕ V2, V = V2 ⊕ V3, V = V2 ⊕ V4,
V = V3 ⊕ V3, and V = V2 ⊕ V2 ⊕ V2,
where Vi is the irreducible representation of dimension i.
If V = V2 ⊕ V2 ⊕ V2, then we can consider V as the vector space M2×3(K) of
2 × 3 matrices with the action by left multiplication. Let M ∈ M2×3(K). Then there ex-
ist A ∈ SL2(K),B ∈ GL3(K) such that AMB ∈ M2×2(K) M2×3(K). Let OM = GM .
Then OMB = GMB ∈ M2×2(K) and therefore dim(OM + OM) = dim(OM + OM)B 
dimM2×2(K) = 4. Thus in the case V = V2 ⊕V2 ⊕V2, the condition Ov +Ov = V cannot
be satisfied for any v ∈ V .
Let us consider the other cases.
For the case V = V2 ⊕ V2 the statement follows from dimV/G = 1 (see Remark 2.8).
For the case V = V2 ⊕V3 the proof is almost the same as that for the irreducible 5-dim-
ensional case: here the double nil-cone contains a hyperplane generated by weight vectors
corresponding to non-zero weights.
Let V = V2 ⊕ V4. Let
Lα =

0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 2 0
0 0 0 0 0 3
 , L−α =

0 0 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0
0 0 3 0 0 0
0 0 0 2 0 0
 ,
0 0 0 0 0 0 0 0 0 0 1 0
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
1 0 0 0 0 0
0 −1 0 0 0 0
0 0 3 0 0 0
0 0 0 1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −3
 .
Then g = 〈Lα,Hα,L−α〉 ∼= sl2(K). Consider V as the 6-column space and the ac-
tion of g by left multiplication. Now we write the columns as rows and consider v =
(1,1,1,1,1,1) ∈ V . Let Tv = 〈Lαv,Hαv,L−αv〉. The subspace Tv is represented by the
matrix
(1 0 1 2 3 0
0 1 0 3 2 1
1 −1 3 1 −1 −3
)
→
(1 0 1 2 3 0
0 1 0 3 2 1
0 0 2 2 −2 −2
)
→
(1 0 0 1 4 1
0 1 0 3 2 1
0 0 1 1 −1 −1
)
(here we made the following row operations: III − I + II and I − 12 III, 12 III). We show that
dim(Tv + σ(Tv))= 6 for some σ = diag(, −1, 3, , −1, −3). The same calculations as
in the irreducible case, dimV = 6, yield
dim
(
Tv + σ(Tv)
)= 6 ⇔ det
 ( − ) 4( − −1) ( − −3)3(−1 − ) 2(−1 − −1) (−1 − −3)
(3 − ) (−1)(3 − −1) (−1)(3 − −3)
 = 0.
The latter determinant is not 0 for almost all  (it is sufficient to consider this determinant
modulo 3 or 4). Now we have dim(Ov +Ov)= 6 by Corollary 2.
Case V = V3 ⊕ V3. Let
Lα =
(0 1 0
0 0 2
0 0 0
)
, L−α =
(0 0 0
2 0 0
0 1 0
)
, Hα =
(2 0 0
0 0 0
0 0 −2
)
,
xα(t)=
(1 t t2
0 1 2t
0 0 1
)
, x−α(t)=
( 1 0 0
2t 1 0
t2 1 1
)
.
Then 〈Lα,L−α,Hα〉 ∼= sl2(K) and 〈xα(t), x−α(t) | t ∈K〉 ∼= PSL2(K). Again we consider
the action on 3-columns by left multiplication with L±α,Hα, x±α(t) and write columns as
rows.
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and the others to the second). Let Tv = 〈(Lα ⊕Lα)v, (L−α ⊕L−α)v, (Hα ⊕Hα)v〉. Then
we can represent Tv by the matrix
Tv =
(1 0 0 0 1 0
0 0 1 0 1 0
0 0 0 1 0 −1
)
.
Further, let σ = x−α(1)⊕ x−α(1). We have
rank
(
Tv
σ (Tv)
)
= rank

1 0 0 0 1 0
0 0 1 0 1 0
0 0 0 1 0 −1
1 2 1 0 1 1
0 0 1 0 1 1
0 0 0 1 2 0
= 6,
(det

1 0 0 0 1 0
0 0 1 0 1 0
0 0 0 1 0 −1
1 2 1 0 1 1
0 0 1 0 1 1
0 0 0 1 2 0
= −4 = 0).
Now our assertion follows from Corollary 2. 
3. Covering numbers for adjoint actions of algebraic groups
Theorem 3. Let R be an irreducible root system of rank r and let G be the corresponding
simple algebraic group over an algebraically closed field K . Suppose charK = 2 for R =
Br,Cr,F4 and charK = 3 for R =G2. Further, let L be the Lie algebra of G.
Then
ecn(G,L)
{
r if R = Br (r > 3), Dr (r > 3), Er,F4;
r + 1 if R =Ar,B3,G2;
2r if R = Cr.
Moreover, in the classical cases R = Ar (r > 1), Br (r > 3), Cr (r > 1), Dr (r > 3)
equality holds.
Proof. Let {α1, . . . , αr} be a simple root system of R and let Ri = 〈α1, . . . , αi〉. Let
H = 〈hα1 , . . . , hαr 〉 and Hi = 〈hα1 , . . . , hαi 〉 be Cartan subalgebras of L and Li = L(Ri),
respectively. Recall that an element h ∈ Li + H is called regular if α(h) = 0 for every
α ∈Ri .
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(1) there is a regular semisimple element in Li ;
(2) for some j > i there is no root α ∈Rj such that α ⊥Ri .
Further, let h0 be a fixed element of H . Then among the regular semisimple elements of
the algebra Li +H which belong to the set Hi + h0 one can find a regular element of the
algebra Lj +H .
Proof. Let α ∈Rj . Condition (2) of the lemma implies that α(Hi)=K . (Indeed, if α ∈Ri
it follows from (1). Let α /∈ Ri . Condition (2) implies that there exists a root β ∈ Ri
such that either 2(α,β)/(β,β) = 1 or 2(α,β)/(β,β) = 2 (condition (2) excludes the case
R = G2). In the second case α is a long root and β is a short one and R = Br,Cr,F4. In
this case we can use the assumption charK = 2.) Hence Mα = {h ∈Hi + h0 | α(h) = 0} is
a proper closed subset of Hi + h0. Hence the set
Hi + h0
∖ ⋃
α∈Rj
Mα
is a non-empty open subset of Hi + h0. 
Lemma 2. Let R = Dr (r > 3), E6,E7. Then there exists a numeration of the simple root
system α1, . . . , αr such that for every i the root subsystem Ri = 〈α1, . . . , αi〉 is irreducible
and there is no root α ∈Ri+1 that is orthogonal to Ri . Moreover, there exists some i0 such
that there is no root α ∈Ri0+2 which is orthogonal to Ri0 .
Proof. Let R = Dr, r > 3, and let α1, . . . , αr be the standard simple root system [Bou,
Table IV]. Then one can easily check that this numeration satisfies the condition of the
lemma with i0 = r − 2.
Let R =Er, r = 6,7. Let β1, . . . , βr be the standard simple root system [Bou, Tables V,
VI]. Put αi = βi for i = 2,3,4 and α2 = β3, α3 = β4, α4 = β2. Put R′ = 〈α1, . . . , αr−1〉.
If R = E6 then R′ = D5 and for this subsystem we can apply the previous result (with
i0 = 3). One can check that there is no root α ∈ R = E6 such that α ⊥ R′ and there is no
root α ∈R =E7 such that α ⊥R′ =E6. 
Now we can prove the theorem. Let C ⊂ L be the orbit of a non-central element of L.
Then in the closure C one can find either an element h ∈ H \ Z(L) or an element of the
form z + uα where z ∈ Z(L) and uα is a long root element of L. (The assumptions on
the characteristic of the field imply that L/Z(L) is an irreducible G-module and there-
fore every nilpotent orbit in L/Z(L) contains the orbit of a highest weight vector which
coincides here with a long root element.) Since we consider sums of orbits up to Zariski
closure, we may consider only orbits of non-central semisimple elements and long root
elements. Let D be the set of such orbits.
Let R =A1. Suppose charK = 2. Further, let O1,O2 ∈ D. Then all regular semisimple
elements of L are contained in O1 +O2. (If O1 or O2 is semisimple, then this follows from
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Hence O1 +O2 = L.
Let R = A1 and charK = 2. Then D = {O} where O is the orbit of a root element. By
Proposition 1, we have O +O = L.
Let R = 〈α1, α2〉 =A2. The previous arguments show that for every O1,O2 ∈ D the set
O1 +O2 contains all semisimple elements of the form shα1 + h0 for some fixed element
h0 ∈ H and every s ∈ K . By Lemma 1, we can get a regular semisimple element of L in
O1 +O2 and therefore, by Corollary 1, we have all regular semisimple elements of L in
O1 +O2 +O3 for every O3 ∈ D (note, if h ∈ O1 +O2 is a regular semisimple element
than its orbit Oh is a subset of O1 +O2 and therefore Oh + O3 ⊂ O1 +O2 +O3). Thus
O1 +O2 +O3 = L.
Let R = Dr (r > 3), E6,E7. Further, let O1,O2,O3 ∈ D. In the set O1 +O2 +O3
we have all regular semisimple elements of L2 + H of the form h + h0 for h ∈ L2 and
some fixed h0 ∈ H . Now let j = i + 1 or i = i0, j = i0 + 2 where i0 is from Lemma 2.
Suppose O1,O2, . . . ,Ok,Ok+1 ∈ D and suppose O1 +O2 + · · · +Ok contains all regular
elements of Li +H of the form Hi +h0 for some fixed h0 ∈H . Then by our lemmas there
is a regular element of the algebra Lj + H in that set. By Corollary 1, we can get now
in O1 + · · · +Ok +Ok+1 all regular elements of Lj + H of the form Hj + h′0 for some
h′0 ∈H . By induction
O1 + · · · +Or = L
for any Oi ∈ D.
Let R = Br (r > 3), E8,F4. Since Dr ⊂R and since the orbits from D have non-trivial
intersections with the subalgebra corresponding to Dr , we can consider this subalgebra
instead of the whole algebra (both algebras have the same Cartan subalgebra) and apply
the previous result.
Let R = Ar . Then the standard root system α1, . . . , αr satisfies the first condition of
Lemma 2. Applying Lemma 1 with i  2 and Corollary 1 we get all regular semisimple
elements in sums of any r + 1 orbits belonging to D. Hence ecn(G,L)  r + 1. Since
A3 ⊂ B3,A2 ∈G2, we have the same estimates for these root systems.
Let R = Cr . By Corollary 1, we have in the closure of the sum of any two orbits
O1,O2 ∈ D a closed subset H ′ ⊂ H,dimH ′  1, which is W(R)-invariant. One can eas-
ily check that if H1,H2 =H are any two closed W(R)-invariant subsets, dim(H1 +H2) >
max{dimH1,dimH2} (see, for instance, [G, Lemma 1]). Hence
ecn
(
G(Cr),L
)
 2r.
In the standard r + 1, 2r + 1, or 2r-dimensional representations of sln, son, spn, the
images of long root elements are matrices of rank one or two. This gives inverse inequalities
in these classical cases. 
Remark 3.1. We may have estimates just for ecn(G,L) using the inequality ecn(G,L)
2ecn(G,L) (see notation 2 in Section 1.1). However, there is hope that for ecn(G,L) we
have the same estimate as for ecn(G,L). Note, in [BD] the sums of orbits of long root
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such orbits coincide with the topological covering numbers (except for some algebras of
small dimension) and coincide with the topological extended covering numbers presented
in Theorem 3.
Remark 3.2. If G is a simple Chevalley group acting on its Lie algebra, we can ex-
pect ecn(G,L)  c rank(G) where c is a general constant which is not dependent on the
group G.
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