Abstract: Holistic representations of natural scenes are an effective and powerful source of information for semantic classification and analysis of images. Despite the technological hardware and software advances, consumer single-sensor imaging devices technology are quite far from the ability of recognising scenes and/or to exploit the visual content during (or after) acquisition time. The frequency domain has been successfully exploited to holistically encode the content of natural scenes in order to obtain a robust representation for scene classification. The authors exploit a holistic representation of the scene in the discrete cosine transform domain fully compatible with the JPEG format. The advised representation is coupled with a logistic classifier to perform classification of the scene at superordinate level of description (e.g. natural against artificial), or to discriminate between multiple classes of scenes usually acquired by a consumer imaging device (e.g. portrait, landscape and document). The proposed method is able to work in constrained domain. Experiments confirm the effectiveness of the proposed method. The obtained results closely match state-of-the-art methods in terms of accuracy outperforming in terms of computational resources.
Introduction and motivations
Before shooting a scene, a photographer adjusts focus, exposure and white balance taking into account the visual content of the observed scene. Clearly, a software engine able to automatically infer information about the category of a scene could be helpful to drive different tasks performed by single-sensor imaging devices during acquisition time (e.g. autofocus, autoExposure, white balance, etc.) or during postacquisition time (e.g. image enhancement, image coding). Typical consumer devices acquire digital images by using digital sensors (e.g. CCD/CMOS). Quality improvement is obtained by increasing the resolution of the sensor or by using ad hoc image processing algorithms [1, 2] . Acquisition of colour images requires the presence of different sensors for different colour channels. Manufacturers reduce the cost and complexity by placing a colour filter array (CFA) on top of a single sensor, which is basically a monochromatic device, to acquire colour information of the true visual scene. The overall performances of any device are the result of a mixture of different components including hardware and software capabilities and, not ultimately, overall design (i.e. shape, weight, style, etc.). Typical imaging pipelines implemented in single-sensor cameras are designed to find a trade-off between sub-optimal solutions (devoted to solve imaging acquisition) and technological problems (e.g. colour balancing, thermal noise, etc.) in the context of limited hardware resources. State-of-the-art techniques to process multichannel pictures, obtained through peculiar processing of CFA images, include demosaicing, enhancement, denoising, compression and also ad hoc matrixing and colour balancing techniques devoted to preprocess input data coming from the sensor. The overall image generation pipeline (IGP) is aimed to reconstruct the final image exploiting all the information acquired by sensor to achieve the 'best' possible image.
Despite the technological hardware and software advances [3 -9] , consumer single-sensor imaging devices technology (see [1, 2] for a recent review in the field) are quite far from the ability of recognising scenes and/or to exploit the visual content during (or after) acquisition time. Although there is progress in the area of scene understanding into post-acquisition time, a framework describing this task during (or right after) acquisition time is still missing in the literature. The need for the development of solution for scene recognition systems to be embedded in consumer imaging devices domain, where limited resources are available, is confirmed by the growing interest of consumer devices industry [10] .
We propose a scene categorisation engine in which the holistic representation of the scene is built exploiting features extracted on discrete cosine transform (DCT) domain. A logistic classifier is trained and then used to infer the category of a new observed scene. The proposed approach is fully compatible with JPEG format and may be easily employed on constrained domain.
Images are represented as histograms of oriented blocks [11] coupled with statistical weights to evaluate how important is an orientation in discriminating the classes under consideration [12] . Two local features are extracted and used to represent each 8 × 8 spatial block belonging to a considered image ( Fig. 1) : the dominant orientation of the block and the strength of the dominant orientation. These two local information are extracted, for each 8 × 8 spatial block within the image under consideration, directly on compressed domain considering the corresponding 8 × 8 DCT block [13] . Specifically, the ratio between the sum of the DCT coefficients corresponding to the horizontal frequencies and the sum of DCT coefficients corresponding to the vertical frequencies is used to establish the tangent of the local dominant orientation (LDO) angle of an 8 × 8 spatial block (Fig. 2) . The overall AC energy of each block is related to the strength of the LDO of an 8 × 8 spatial block (Fig. 3) . The extracted local features are then used to build a holistic representation of the image as a distribution of LDO. This representation is coupled with TF-IDF weighting scheme [12] to statistically capture the most discriminative orientations between classes of scenes.
In the context of single-sensor imaging devices, the primary contributions of this work can be summarised as follows: † Despite the proposed approach works on compressed and constrained domain, the classification rate of the proposed approach closely matches the other state-of-the-art methods. † A simple probabilistic model is used to perform classification. The classifier is trained offline just considering a data set properly collected. The learned parameters of the model may be used online to classify a new observed scene through a simple decision function. A very compact low-dimensional vector of parameters is maintained to perform classification. † It is directly implemented in the DCT domain and compliant with the JPEG format. Local features are pickedout by using simple operations in compressed DCT domain. Bank of filters are not used during features extraction phase. For embedded imaging devices, the DCT data can be obtained without additional effort just at the end of the IGP; alternatively such information can be used just before JPEG quantisation phase. † The proposed approach is able to work on the thumbnail version of the acquired images. † The global representation of the scene is obtained grouping together the extracted local information in a very compact low-dimensional vector; no extra information (e.g. visual vocabulary) need to be stored in memory to build and manage the holistic representation of a scene. The remainder of this paper is organised as follows: in Section 2 related works are reported. Section 3 describes the employed model for image representation and illustrates the data set used to perform experiments. Section 4 details the experimental framework, reporting also the obtained results. Finally, conclusions and avenues for further research are given in Section 5.
Related works
Scene recognition is a fundamental process of human vision that allows us to efficiently and rapidly analyse our surroundings. Seminal studies in computational vision [14] have portrayed scene recognition as a progressive reconstruction of the input from local measurements (e.g. edges, surfaces). In contrast, some experimental studies have suggested that recognition of real-world scenes may be initiated from the encoding of the global configuration, bypassing most of the details about concepts and object information [15] . This ability is achieved mainly by exploiting the holistic cues of scenes that can be processed as single entity over the entire human visual field without requiring attention to local features [16] . Recent studies suggested that humans rely on local information as much as on global information to recognise the scene category [17] . In building scene recognition systems some consideration about the spatial envelope properties (e.g. degree of naturalness, degree of openness, etc.) and the level of description (e.g. subordinate, basic, superordinate) of the scene should be taken into account [18] .
Different methods have been proposed to build an expressive description of the content of a scene. A wide class of scene recognition algorithms use colour, texture or edge features: Gorkani and Picard [19] used statistics of orientation in the images to discriminate scene into two categories (cities against natural landscapes). Indoor against outdoor classification based on colour, texture and spectral feature (exploiting DCT coefficients) was addressed by Szummer and Picard [20] .
Existing methods work extracting local concepts directly on spatial domain [21] [22] [23] [24] [25] or in frequency domain [18, 26, 27] . A global representation of the scene may be obtained grouping together these information in different ways. Recently, the spatial layout of the local information [28] [29] [30] as well as the metadata information collected during acquisition time have been used to improve the classification quality [31] .
In the following, we will elucidate in more details some of the state-of-the-art approaches working with features extracted on frequency domain. A review of state-of-the-art methods working with features extracted on spatial domain can be found in [29, 32] .
Scene classification extracting features on frequency domain
In the last decade different approaches have efficiently exploited the frequency domain as a useful and effective source of information to encode holistically an image for scene classification. The statistics of natural images on frequency domain [33] reveal that there are different spectral signatures for different image categories. In particular by considering the shape of the spectrum of an image, it is possible to address scene category [18, 33, 34] , scene depth [35] and object priming [36] such as identity, scale and location.
As suggested by different studies in computational vision, scene recognition may be initiated from the encoding of the global configuration of the scene, disregarding details and object information. Inspired by this knowledge, Torralba and Oliva [34] have introduced computational procedures to extract global structural information of complex natural scenes looking at the frequency domain [18, 33, 34] . The computational model that they propose works in the Fourier domain where discriminant structural templates (DSTs) are built using the power spectrum. A DST is a weighting scheme over the power spectrum that assigns positive values to the frequencies that are most representative of one of the classes and negative for the other. In particular, the sign of the DST values indicates the correlation between the spectral components and the 'spatial envelope' properties of the two classes. When the task is to discriminate between two kinds of scenes (e.g. natural against artificial), a suitable DST is built and used for the classification. A DST is learned in a supervised way using linear discriminant analysis [37] . The classification of a new image can be hence performed by the sign of the correlation between the power spectrum of the image and the DST. A relevant issue in building a DST is the sampling of the power spectrum both at the learning and classification stages: a bank of Gabor filters with different frequencies and orientation are used by Torralba and Oliva for this task. The final classification is performed on the principal component of the sampled frequencies. Oliva and Torralba [18] performed test on a data set containing about 8000 pictures of environmental scenes covering a large variety of outdoor places. Images were 256 × 256 pixels in size, in 256 grey levels. An accuracy of about 94% was obtained on tests performed to discriminate between classes at the superordinate level of description (e.g. natural against artificial).
Luo and Boutell [38] proposed to use independent component analysis rather than PCA for features extraction. In addition they have combined the camera metadata related to the image capture conditions with the information provided by the power spectra to perform classification. The results obtained with this approach are been similar to results obtained in previous works of Oliva and Torralba.
Farinella et al. [26] proposed to exploit features extracted by ordering the discrete Fourier power spectra to capture the naturalness of scenes. By ordering the frequencies spectra, the overall shape of the scene in frequency domain is captured. In particular, the frequencies that better capture the differences in the energy shapes related to natural and artificial categories are selected and ordered by their response values in the discrete Fourier power spectrum. In this way a 'ranking number', corresponding to the relative position in the ordering, is assigned to each discriminative frequency. The vector of the response values of the discriminative frequencies and the vector of the relative positions in the ordering of the discriminative frequencies are used singularly or in combination to provide a holistic representation of the scene suitable for the classification problem under consideration. An accuracy of 92.6% was obtained just using the ordering position of the selected discriminative frequencies.
The DCT domain was explored by Ladret and Guérin-Dugué [11] to perform image classification and retrieval by using K-nearest neighbour (KNN) algorithm. Tests were performed on a database consisting of only 470 pictures (256 × 256 pixels, grey levels values) from COREL database. The images were described at superordinate level of description. Specifically, tests have been done to discriminate natural against artificial scenes (obtaining about 94% of accuracy) as well as to discriminate between four classes of scenes (obtaining about 80.75% of accuracy): outdoor, indoor, closed and open.
The above reported techniques disregard the spatial layout of discriminative frequencies. Torralba et al. [35, 36, 39] have proposed to further look at the spatial frequency layout to address more specific vision tasks like object recognition, location detection, scale understanding and scene depth estimation.
Different problems should be considered in transferring the ability of scene recognition to imaging devices domain: limited memory and computational resources. Taking into account the memory constraints in imaging devices, the reviewed approaches cannot be used in their original form. Our work is partially inspired by [11] . We have assessed [11] on a benchmark standard data set used by computer vision community adapting it to work on constrained domain by means of ad hoc strategies better specified in the forthcoming sections. We propose to extract features from the DCT blocks just to have useful insight with respect to the overall orientation of the main details present in the image; as described in [18, 26] such info can be used to infer the category of a scene at superordinate level of description. The proposed approach properly works in constrained domain.
Histograms of oriented DCT blocks
In this section we introduce the holistic representation used in the proposed classification framework. For sake of simplicity, we focus on the task of natural against artificial classification. The same representation has been used to discriminate between the following classes of scenes: natural against artificial, open against closed, indoor against outdoor, document against landscape and against portraits.
The power spectrum of an image contains enough relevant information about its global structure [11, 18, 26] . As discussed in Section 2.1, different studies pointed out that information extracted in frequency domain can be holistically encoded to represent the scene for naturalness classification. In [18, 33] the authors have experimentally observed, by employing a data set containing different basic classes of scenes category (city, forest, mountain, building, etc.), that the spectrum of natural scenes is quite isotropic with no preferred direction, whereas the spectrum of artificial scenes have strong 'vertical' and 'horizontal' axis. Moreover, experiments in [18, 33] demonstrated that there exist a relation between the spatial envelope of structures into the scenes (such as spatial envelope of edges) and the degree of openness, expansion and roughness. In particular, the spatial envelope of structures into the scenes is useful to discriminate between open against closed classes as well as between indoor against outdoor scenes. In the specific case addressed by this paper, the discrimination between natural against artificial scenes is based on the fact that straight horizontal and vertical lines dominate man-made structures whereas most natural landscapes have textured zones and ondulating contours. Therefore scenes having a distribution of edges (in spatial domain) commonly found in natural landscapes would have a high degree of naturalness, whereas scenes with distribution of edges (in spatial domain) biased towards vertical and horizontal orientations would have a low degree of naturalness. These considerations lead to claim that the distribution of edges' orientations within an image can help to understand the naturalness of the scene under consideration and hence may be used for natural against artificial classification. In this work the term artificial refers to images in which are depicted man-made environments (cities, buildings, streets, etc.), whereas natural refers to images in which natural landscapes are represented (open country, mountain, forest, coast, etc.).
To discriminate between natural and artificial scenes, we build a global representation of the scene after estimating the LDO and strength of each 8 × 8 block belonging to the grey-scale image. Specifically, these information are obtained considering each 8 × 8 block within an image encoded in the DCT domain. Shen and Sethi [13] proposed the first image-processing approach to extract edge on DCT domain. The method can be used to extract edge information during the JPEG coding of the image (or after) directly in the encoded compressed image domain. Specifically, during JPEG encoding, the image is partitioned into 8 × 8 pixel-bypixel non-overlapped blocks transformed by using DCT basis. Each block is then DCT transformed to derive an 8 × 8 coefficient array, where the (0, 0) element (top-left) is the DC (zero-frequency) component and entries with increasing vertical and horizontal index values represent higher vertical and horizontal spatial frequencies. For each block B k (x, y) in the original image, the corresponding DCT coefficients D k (u, v) are generated by using the following equation
where
From this representation, the following equation can be used to obtain the edge orientation of
The local variance of each DCT block (the AC energy) is relative to the strength (Fig. 3 ) of the edge [13] whose orientation have been evaluated by using (3). The strength can properly weight each edge according to its importance. To evaluate the strength of each block, the following formula is used Fig. 4 illustrates the natural (artificial) scene, the LDO of each 8 × 8 block estimated by using (3) and the relative strength (AC energy) estimated using (4). The arrow lengths on the LDOs plot are proportional to the norm of the vector with component, respectively, equal to the total horizontal energy (5) and the total vertical energy (6) of each 8 × 8 DCT block.
As shown in Figs. 4a and b, the natural scenes present many horizontal edges (e.g. due to the horizon in the scene), whereas in the artificial scenes the vertical edges are prominent (e.g. due to the buildings in the scene). The strength (AC energy) of each block indicates how much the corresponding LDO should be taken into account. The AC energy (strength) corresponding to homogeneous or texturised image blocks (e.g. sky blocks, sea blocks, clouds blocks, etc.) is lower than the corresponding AC energy (strength) of edge image blocks (e.g. horizon blocks). A holistic representation of the scene can be built just analysing the distribution of the LDOs weighted taking into account their corresponding strengths [11] . Specifically, for each grey-scale image I coded with K blocks in DCT 8×8 domain, let {u 1 , . . . , u K } be the K LDOs extracted by using (3) and let {A 1 , . . . , A K } be the K AC energies extracted by using (4 
is the number of orientation bins † z is a threshold useful to discard the marginal orientations
To effectively build the LDO of an image I, the number of bins to be considered (the parameter d ) and the threshold needed to extract only the significant orientations (the parameter z) must be fixed. To this aim, the benchmark algorithm KNN and the leave-one-out cross-validation (LOOCV) procedure [37] were employed. Finally, when the best representation parameters have been fixed, we used them in training (offline) the logistic classification model [37] used for the final classification. Finally, the TF-IDF methodology [12] has been investigated to select the most discriminative orientations between different classes of scenes. Fig. 5 reports the mean LDOs distributions of natural and artificial scenes. The mean LDO distributions in Fig. 5 confirm what was underlined in Section 3: natural scenes present many horizontal edges whereas in the artificial scenes the vertical edges are more evident. The distributions in Fig. 5a have been computed averaging the LDO representations of about 1400 natural scenes (Fig. 6) : 410 open county, 328 forest, 360 coast and 374 mountain. The distributions in Fig. 5b have been computed averaging the LDO representations of about 3200 artificial scenes ( Fig. 7) : 216 bedrooms, 241 suburban, 311 industrial, 210 kitchens, 289 living rooms, 260 highways, 308 inside city, 292 streets, 356 tall buildings, 215 offices and 315 stores. The aforementioned data set is one of the most complete scene category dataset at basic level of description (15 scene categories [28] ). It is an augmented version of the data set used in [18, 22] . All images are considered in grey-scale and encoded in JPEG format with an average size of 244 × 272 and high variance with respect to the related compression ratio (bit-per-pixel (bpp) [ [0.4169, 11 .1396]). The average bpp is 2.3323 + 1.8621. More information about the composition of the data set are reported in Table 1 . This data set has been used to perform experiments reported in the next section. Strongly ambiguous scenes were discarded for testing purposes (e.g. in the case of openness classification, street scenes with no perceived depth have been discarded). The high variability of the compression ratio of the considered data set guarantees that the results obtained with the proposed model are independently from this parameter. In real cases, the application inside a typical IGP (e.g. a constrained domain) can use data of input that are available before quantisation, also for multiple classes as reported in Section 4.6. Moreover, if the proposed method is used after acquisition (and coding), it is important to highlight that in high-end cameras the quantisation factor is usually very low.
The classification engine we propose is based on the differences concerning the 'shape' of the LDO distributions (Fig. 5) , which is also effective to discriminate between different classes of scenes as pointed out in the following section.
Experiments and results
First of all we present a series of experiments aimed to justify the parameters setting of the proposed holistic representation of the scene (e.g. number of bins histogram of oriented blocks, exploitation of TF-IDF methodology, etc.). Such settings are then used to represent the images together with a simple and efficient probabilistic classifier. Specifically, we use a KNN [37] to fix the best representation parameters, whereas a logistic classification model [37] is trained and used as final framework for classification.
All the experiments that involve KNN for class discrimination make use of the LOOCV procedure [37] . The final classification results are obtained averaging on the results of all the LOOCV runs. The following parameters have been involved in the experiments: the number d of orientation bins, the strength threshold z, the similarity measure S used by KNN and the number of neighbours K used in the nearest neighbour rule. Each experiment was related to the evaluation of the classification performance by using a point into the parameter space d × z × S × K (properly sampled in a grid of 960 points). The experiments pointed out that the best parameters to be used when the proposed holistic representation is coupled with KNN are the following: d ¼ 32, z equal to 10% of the maximal A k extracted from the image I under consideration, the similarity measure based on Bhattacharyya coefficient, and K ¼ 3. In the next subsections, we report a subset of the experiments in which after having three fixed parameters the remaining parameter has been evaluated with respect to the classification rate. All experiments in which a logistic classifier is involved to discriminate between classes of scenes are repeated ten times with different randomly selected training (50%) and test images (50%). The parameters involved in the classification models have been learned at each run from the training set through classic maximum likelihood estimation (MLE) procedure and the confusion matrices were recorded at each run. The classification results are obtained averaging on the results of all ten runs. [12] was used in representing the scenes. The metric based on Bhattacharyya coefficient [40, 41] have been employed in the KNN classifier (e.g. K ¼ 3). As shown in Fig. 8 , by using a very compact representation of the scene composed of d ¼ 32 orientation bins, the classification results are higher than 94%. Table 2 reports the average confusion matrix obtained averaging on the overall leave-one-out runs in which a representation with d ¼ 32 orientation bins have been used (the x-axis represents the inferred classes while the y-axis represents the ground-truth category).
Number of orientation bins

Threshold on strength to select significant orientations
These experiments were performed to establish the best strength threshold z to be used in building the representation of the scene. The number of orientation bins was fixed to d ¼ 32. All the other parameters have been fixed as reported at the beginning of Section 4. In Fig. 9 the natural against artificial classification results with respect to the different threshold are reported. The best results are obtained when z is equal to 10% of the maximal A k extracted from the image I under consideration during the representation phase. Increasing this threshold, significant orientations are discarded and the classification accuracy decreases. Values of z less than 10% of the maximal A k extracted from the image I under consideration have not been able to capture the concept of 'edge'.
Similarity between local orientation distributions
The similarity measure used in the KNN classifier has a clear impact in the classification results. We tested different similarity measures taking into account that the classification should be based on the LDO 'shape' similarities/differences. Let
the LDOs distributions of two different images I
(1) and I
. We tested the following similarity measures: absolute difference (8), metric based on Bhattacharyya coefficient (9), x 2 distance (10), Jeffrey divergence (11), Pearson correlation coefficient (12), square difference distance (13) and weighted Euclidean distance (14) . The distance based on Bhattacharyya coefficient has several desirable properties [41] : (i) it imposes a metric structure, (ii) has a geometric interpretation since it is related to the cosine of the angle between two vectors, (iii) is valid for arbitrary distributions and (iv) approximates the x 2 distance, while avoiding the singularity problem of the x 2 test when comparing empty histogram bins. 
where m (1) and s (1) are, respectively, mean and standard deviation of the vector L (1) , whereas m (2) and s (2) are, respectively, mean and standard deviation of the vector L (2) .
(1) u n = 0, w n ¼ 1 otherwise. In evaluating the performances with respect to the similarity measure involved in the KNN (e.g. K ¼ 3), we fixed the number of orientation bins and the strength threshold as reported at the beginning of Section 4. The TF-IDF methodology was used in representing the scene. As shown in Table 3 , the best results are obtained when the metric based on Bhattacharyya coefficient is employed. We finally performed experiments in order to establish the number of neighbours to use in the KNN rule. Fig. 10 shows the results obtained using KNN coupled with the metric based on Bhattacharyya coefficient and different number of neighbours (K ¼ 1, 3, 5, 7) . The best results have been obtained with K ¼ 3.
Note that, among the similarity measures used in these experiments, we also tested the Euclidean distance on the real Fourier coefficient ('Fourier distance') as previously suggested by Ladret and Guérin-Dugué [11] . The local dominant distribution is treated as a discrete signal and the Fourier transformation is employed. The Euclidean distance between the first two components is used to establish the similarity between scenes. The experiments pointed out that the similarity measure based on Bhattacharyya coefficient proposed in this paper outperforms the similarity measures proposed in [11] (see Table 3 ).
LDO against TF-IDF-LDO
All of the experiments above have been performed by using the TF-IDF methodology [12] . In this case the TF-IDF methodology is applied to select the most discriminative orientations between natural and artificial classes. Tables 4  and 5 show the confusion matrices obtained when the representation of the scene is obtained with or without the TF-IDF methodology. Despite good results being obtained using local dominant distribution alone (Table 4: 91.78%), the experiments demonstrate that the exploitation of TF-IDF methodology improves the classification accuracy (Table 5: 94.10%). Metric based on Bhattacharyya coefficient outperforms the other similarity measures in terms of classification accuracy Fig. 11 reports some examples of images classified employing a KNN and the similarity measure based on Bhattacharyya coefficient (9). In particular, the images to be classified are depicted in the first column, whereas the first three closest images used to establish the proper class of test image are reported in the remaining columns. The results are semantically consistent in terms of visual content (and category) to the related images to be classified.
KNN against logistic classification
As pointed out by the experiments in previous sections, a compact 32-dimensional vector can be used to holistically represent the scene. Although effective results are obtained when KNN is used as classifier, its implementation in domain with limited time, space and computational power resources (e.g. digital camera, mobile phone, etc.) is not straightforward. Indeed, KNN is a memory-based classifier (e.g. the training set must be taken in memory for classification purpose) whose computational costs and space resources exceed the constrained domain of our interest. To overcome these difficulties, we propose to use a logistic model for classification purpose [37] . The basic assumption is that the difference between the logarithms of the classconditional density functions is linear in the vector f representing the images through TF-IDF-LDO log (P(f |Artificial)) − log (P(f |Natural)) = w 0 + w 1 fû
Such basic assumption is equivalent to [37] P(Natural|f ) = 1
In our experiments we assume equiprobability for the priors P(Natural) and P(Artificial), hence w
It is interesting to note that the decision about discrimination between natural against artificial scenes is determined solely by the following linear function
Specifically, a new observation is assigned to the class natural if the value of the function (18) is negative, otherwise is assigned to the class artificial. Hence, after learning the parameters of the logistic classification model (out of the devices), a simple evaluation of a linear function can be used for classification purpose; this leads to overcome the difficulties due to constrained domain of consumer imaging devices.
The experiments performed through KNN pointed out that the best representation of the scene is encoded in a 32-dimensional vector. In our experiments we learn a 33-dimensional vector relative to the parameters involved in the logistic classifier. The parameters vectors may be estimated (e.g. out of the devices) using a classic maximum likelihood estimation approach [37] .
After that the learning phase used to train the model is concluded, a new image can be assigned to a clasŝ c [ {Natural, Artificial} according to a MAP rulê
In Table 6 the classification results obtained using the logistic classification model are reported. The average accuracy is 93.01%. Although the recognition results are about 1.09% less than the results obtained by using KNN (see Table 4 for comparison of KNN against logistic results), one should not overlook that the proposed method outperforms KNN in constrained domain (e.g. limited resources in terms of space, time and computational power). Note that the obtained results match in accuracy with the work presented in [11] by reducing the computational resources needed for the classification task. 
Classification performances on other classes of scenes
The proposed classification framework can be applied to other classes of scene. In this section we show preliminary results obtained by applying the proposed approach on different opposite classes of scene at superordinate level of description: open against closed, indoor against outdoor. These classes may be useful to properly address some parameters of IGP employed within imaging devices [1, 6] . Moreover, we present a simple extension of the proposed method to work with multiple classes by just considering three classes usually managed in some way by a digital camera or a mobile phone: landscape, document and portraits. All the experiments of this section have been done employing the logistic classification model with the same parameters pointed out in previous sections.
First, let us examine the performance of the proposed approach to discriminate open against closed scenes. A closed scene is a scene with small perceived depth, whereas an open scene is a scene with big perceived depth. The database used for open against closed classification experiments is composed of eight basic scene categories collected by [18] representations of the open scenes of the data set described above. The distributions in Fig. 13b have been computed averaging the LDO representations of the closed scenes of the data set described above. As shown in Fig. 13 , different orientations are represented in the mean local orientations distribution of open class, whereas the vertical edges are more frequent in the mean local orientations distribution of closed class. In Table 7 the classification results obtained on open against closed classification are reported. The experiments pointed out that the proposed approach can be effectively used to discriminate between opposite classes at superordinate level of description differently than natural against artificial. Next, let us examine the performances of in against out classification. The database used for these experiments is composed of nine basic scene categories collected by [18, 22] Fig. 15a have been computed averaging the LDO representations of the outdoor scenes of the data set described above. The distributions in Fig. 15b have been computed averaging the LDO representations of the indoor scenes of the data set described above. Also, in this case the 'shapes' of the mean LDOs of the two involved classes are quite different: vertical edges are more frequent in the mean local orientations distribution of indoor class. In Table 8 the classification results obtained on indoor against outdoor classification are reported (90.89% accuracy).
The proposed method for indoor against outdoor classification outperforms the approach proposed by Szummer et al. [20] both in terms of computational resources and classification accuracy. In [20] the best indoor Despite DCT features have been tested to encode textures by Szummer et al. [20] , the best results obtained exploiting DCT features stated at 84% using a two-stage classification algorithm involving KNN with K ¼ 13. Finally, let us examine a simple extension of the proposed approach to work with multiple classes. Specifically, we considered the problem of discriminating between three classes usually acquired by a digital camera: document, landscape and portrait. Scenes belonging to these three classes are usually acquired by a consumer imaging device; the class inferred through a scene recognition engine may be useful for different tasks within IGP (e.g. colour constancy [6] , optimised compression [9] , etc.).
The database used in our experiments is composed of 1532 colour images with different resolution and compression factor. The data set is not freely available due to an NDA with STMicroelectronics. In particular, 382 images are landscape scenes, 874 images are document scenes and 276 images are portraits scenes. Some examples of images that have been used in our experiments are depicted in Fig. 16 .
All the images were preprocessed to be considered in 256 × 256 grey-scale thumbnail version. The 32 × 32 DCT blocks of each thumbnail have been used to build the TF-IDF-LDO representation as described in Section 3. Also, in this case we used d ¼ 32 orientation for the LDO representation, and a strength threshold z equal to 10% of the maximal A k extracted from the image I under consideration. Fig. 17 reports the polar version of the mean LDOs distributions of the three involved classes of scenes. The distributions in Fig. 17 have been computed averaging the LDO representations of the document, landscape and portrait scenes of the data set. In this case, the mean LDO of document class looks similar to the distribution of edges within an artificial scene ('vertical' edges are more represented), the mean LDO of landscape class looks similar to the edges distribution of natural scenes, whereas the mean LDO of portrait scene differs from the LDOs of the other two classes. To perform our experiments on the N ¼ 3 classes of scenes mentioned above, we employed the one-against-all method [37] . This method constructs N binary classifiers (e.g. N binary logistic classifiers). The nth classifier is trained to discriminate samples in class C n (the positive class) from those in the remaining classes (the negative class). Thus, using a logistic model as binary classifier, after the training phase of all N binary classifiers through classic MLE procedure, the corresponding N binary discrimination functions (20) are evaluated to establish the class of a new sample f. 
Ideally, for a given sample f, the quantity g n ( f ) will be positive for one value of n and negative for the reminder, giving a clear indication of the class. If there is more than one class for which the quantity g n ( f ) is positive, the f sample may be assigned to the class c [ {C 1 , C 2 , . . . , C N } for which the distance to the hyperplane is the largest (21) .
If all the values of g n ( f ) are negative, then the f sample is assigned to the class with smallest distance to the hyperplane (22) . c = arg min n g n (f ) ||w n ||
The experiments have been repeated 20 times with different randomly selected training (50%) and test (50%) images. The parameters involved in the multi-class logistic model have been learned at each run from the training set and the confusion matrices were recorded at each run. The final classification results are obtained averaging on the results of all 20 runs. Table 9 reports the confusion matrix obtained averaging on the results of all 20 runs. The average accuracy is 87.62%. Note that the proposed approach is able to work on thumbnail version of the acquired images; this is useful to save computational time in constrained domain.
Summary, conclusions and future works
The problem of scene classification is currently of great interest for research community. Moreover, a software engine able to automatically infer information about the category of a scene is useful to support IGP in domains that have limited resources in terms of space, time and computational power, such as consumer imaging devices (e.g. digital still camera, mobile imaging devices, etc.). Infer the class of a scene can be effectively used to optimise IGP domain in both precapture phase (e.g. autofocus, auto exposure, white balance) and post-acquisition processing (e.g. colour rendering or scene-based optimisation coding).
The main aim of our work has been to build a scene recognition engine to discriminate between different classes of scenes taking into account the involved constraints. The proposed approach can be directly implemented in the DCT domain, fully compatible with the JPEG format. The holistic representation of the scene is coded with simple operations in a very compact low-dimensional vector. A simple probabilistic model is used for classification purpose. The model's parameters can be learned offline (out of the device) or can be used online to classify a new observed scene through a simple decision function. A very compact lowdimensional vector of parameters is maintained to perform classification. Despite the proposed approach works on constrained domain, the performances of natural against artificial classification closely match the other state-of-the-art methods working on frequency domain. Moreover, as demonstrated by experiments, the proposed method can be extended to work with classes different from natural against artificial and to multiple classes. Further investigation should be devoted in exploiting LDO representation with other kinds of features (e.g. colour, texture, etc.) and EXIF information.
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