Modelling of Marine Renewable Energy by Chen, Li
        
University of Bath
PHD








Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.













Modelling of Marine Renewable Energy 
 
submitted by  
Lifen Chen 
 
for the degree of Doctor of Philosophy 
 
of the  
University of Bath 
 











Attention is drawn to the fact that copyright of this thesis rests with its author. This copy of 
the thesis has been supplied on the condition that anyone who consults it is understood to 
recognise that its copyright rests with its author and that no quotation from the thesis and no 
information derived from it may be published without the prior written consent of the author. 
 
 
This thesis may be made available for consultation within the University Library and may be 



































The development of marine renewable energy is attracting increasing attention due 
to its great potential in meeting human energy demands with limited negative 
environment impact. Various wave energy converter concepts have been proposed in 
attempt to convert wave energy into usable energy. Both experimental and numerical 
methods have been widely used to investigate the hydrodynamic performance of 
these devices in operational conditions and their survival characteristics in extreme 
sea states. This study focuses on developing a numerical procedure that can predict 
wave loads and run-up on fixed and moving offshore and coastal structures more 
accurately. The wave induced motions of flap-type wave energy converter (WEC) 
and its efficiencies are also investigated. The ultimate objectives of the study are to 
develop a rigorous approach for the safe and cost efficient design of general offshore 
structures and leading to the better design of wave energy converters with increased 
efficiency, and provide best practice guideline to the wave energy converter 
developers and researchers and engineers in the field. Non-linear hydrodynamic 
modelling in viscous flow has been used in the simulations. Even for moderate 
waves, nonlinear effects are important due to wave-structure interaction and also the 
expected large motions under operational conditions. It seems likely that estimates of 
performance will be unreliable unless the nonlinear effects associated with such 
large amplitude motions are properly accounted for. Extreme conditions are also be 
analysed to ensure device integrity. 
OpenFOAM, a free, open-source CFD package, has been applied in this work due to 
its strong capability in coastal and offshore engineering. The built-in viscous solvers 
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interFoam and interDyMFoam have been selected and extended to model wave 
interactions with fixed and moving offshore and coastal structures, respectively. The 
solvers have been firstly extended to generate various wave conditions, including 
regular waves, focused wave groups and tsunami waves etc. New module has also 
been developed to advance the wave absorption capability in attempt to reduce 
computational cost of the numerical model by using smaller computational domain. 
In order to simulate the motion of WECs in waves, the code has been further 
developed to have functions on determining the wave-induced motions of WECs and 
on updating the computational domain automatically according to the motion of the 
WEC. By comparing with published experimental data, theoretical and numerical 
results on various physical problems, including wave interactions with varied seabed, 
a fixed vertical circular cylinder, a rotating half-submerged rectangular barge and a 
flap-type wave energy converter etc. it is confident to say that OpenFOAM is very 
capable of modelling nonlinear wave interactions with coastal and offshore 
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The main parameters and variables used throughout this thesis are listed below. 
 
F wave force [N] 
Fi 
inertia force 
external force for translational motions 




Fd drag force [N] 
Fx horizontal wave force [N] 
Fz vertical wave force [N] 
F’ normalized wave force [N] 
Fe external force [N] 
Cm inertia coefficient [-] 
Cd drag coefficient [-] 
ρ water density [kg/m3] 
∂u/∂t flow acceleration [m/s2] 
 
!
U  flow velocity [N] 
u flow velocity in horizontal direction 
point velocity for dynamic mesh 
[m/s] 
w flow velocity in vertical direction 
width of the flap 
[m/s] 
[m] 
U current velocity [m/s] 






fσ  surface tension [N/m] 
g acceleration due to gravity [m/s2] 
p fluid pressure [Pa] 
µ dynamic viscosity [Pa·s] 
tδ  maximum time step [s] 
xδ  cell size in the direction of the velocity [m] 
Co  courant number [-] 
ϕ the variable of interest [-] 
υϕ diffusion coefficient [m2/s] 
Sϕ source term [-] 
t time [s] 
t0 focus time [s’ 
Δt time step [s] 
P cell centroid [-] 
N neighbouring cell to the cell of the interest P [N] 
x horizontal distance [m] 
z vertical distance [m] 
x0 
focus distance for focused wave groups  
initial position of the wave crest for solitary waves 
start point of the damping zone 
[m] 
x1 the length of the wave tank [m] 
 
!x  position vector [-] 
Ld length of damping zone [m] 
ϕP the value of ϕ(x)at the P [-] 
ϕt the value of ϕ(x)on the moment t [-] 
ϕ0 old values [-] 
ϕn current values [-] 
Φ velocity potential [-] 
 
!
S  surface area vector [-] 
[A] square matrix [-] 
[ϕ] column vector of dependent variable [-] 








p∇  pressure gradient [bar] 
aP a function of  
!
U  [-] 
aN a function of  
!
U  [-] 
( )  f
f
S p∑  The discrete form of the p∇  [-] 
α(x,t) volume fraction function [-] 
αtarget prescribed volume fraction function [-] 
 
!
Uα  relative compression velocity [-] 
zΔ  small parameter specifying the width of the free zone [m] 
η(x,t) free surface elevation [m] 
η* normalized free surface elevation [-] 
ζ(x,y,t) free surface [m] 
ηm maximum free surface elevation [m] 
A wave amplitude [m] 
H wave height [m] 
ε normalized wave height [-] 
d water depth 
the depth of the body under the water surface 
[m] 
λ wave length [m] 
ω angular frequency [rad/s] 
T wave period [s] 
Tφ natural rolling period [s] 
ωn angular frequency of the nth wave [rad/s] 
ωm peak angular frequency of the focused wave group [rad/s] 
ωN natural angular frequency [rad/s] 
fN natural frequency [Hz] 
k wave number [/m] 
kn wave number of the nth wave [/m] 
εn random initial phase [rad] 
S(ωn) wave energy spectrum [J] 
c wave celerity [m/s] 
θ1 damping coefficient [/s] 






width of new cross sections 




c spring constant 




acceleration for translational motions 




velocity for translational motions 




displacement of COG for translational motions 
angular displacement of rotation 
[m] 
[degree] 
,boundary iu  velocity of moving boundary faces [m/s] 
ut velocity of moving boundaries due to translational motions [m/s] 
ur,i velocity of moving boundaries due to rotational motions [m/s] 
ri vector between the centre of the cell face and the COG [m] 
γ diffusion field [-] 
xold point position before mesh motion [m] 
xnew point position after mesh motion [m] 
l 
distance between cell centre and the nearest selected 
boundary 
length of cylinder 




d1 distance between the cylinder axis and the still water level [m] 
D cylinder diameter 
depth of the object 
[m] 
[m] 
a cylinder radius 
one half of depth for rectangular bar 
[m] 
[m] 
B breadth of the object [m] 
b width of new cross sections [m] 
A’ relative amplitude [-] 
d’ relative axis depth [-] 
Δx cell size in the x direction [m] 
Δz cell size in the z direction [m] 
zm maximum run-up [m] 
Aw area of the wet sides of the boundary face [m2] 




φ roll motion [degree] 
ζ damping factor [-] 
I’ virtual mass moment [N·m] 
Δ displacement of the structure [tons] 
GM metacentric height [m] 
K1 the slope of the curve of extinction of rolling [-] 
x = (x, y, z) Cartesian coordinate system [-] 
Θ(t) pitch amplitude of the flap [degree] 
Ω complex angular velocity [rad/s] 
I moment of inertia of the flap about the pivot P [N·m] 
Xω time dependent wave torques [N·m] 
Xe external mechanical torques about P [N·m] 
Λ power take-off parameter [N·s] 
Λ’ normalized power take-off parameter [-] 
W mean power [W] 
Winc average wave power per unit crest width [W] 
ρs density of the flap [kg/m3] 
c’ the distance of the flap above the water surface [m] 
Δxstart width of the start cell [m] 





























A worldwide interest in renewable energy was motivated by the oil crisis in 1973 
(Folley et al., 2004). Recently, following the issues of climate change and energy 
demand, the development of marine renewable energy is attracting increasing 
attention. In fact, the UK government aims to cut GHG (Green House Gas) 
emissions by 16% with a 15% target for renewable energy by 2020, a seven fold 
increase on 2008 (Willis et al., 2010). To safely extract the maximum marine 
renewable energy, efficiency and survivability of wave energy devices must be 
addressed. Hence accurate design methods are required to estimate wave loads on 
the device and its hydrodynamic performance in all wave conditions, including 
operational and extreme sea states. Several methods have been used, including full-
scale experiments in field, small-scale model tests in laboratories, analytical models, 
empirical equations and numerical methods. This research aims to develop a 
numerical modelling procedure which considers both nonlinearity and viscous effect 
and is able to predict wave-structure interactions more accurately. The ultimate 
objective of the study is to develop a rigorous approach leading to the better design 
of wave energy converters with increased efficiency.   
1.1   The wave energy resource  
Almost all oceans and seas, about 71% of the Earth’s surface, are subject to wave 
actions. The total wave power is huge and estimated to be about 2 TW which is of 
the same order of magnitude as world electricity consumption (Barstow et al., 2008). 
According to the global wave and wind database from the EU supported 
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WorldWaves project, the west coast of British Isles is one of the very few places in 
the Northern Hemisphere with highest wave energy levels on a regular basis, shown 
in Figure 1-1 and Figure 1-2 (Barstow et al., 2008).  Figure 1-1 and 1-2 illustrate the 
average wave power at different locations for the world and European waters, 
respectively.  The Carbon Trust reported that the practical wave resource in UK is 50 
TWh/year. Together with tidal energy, it could meet about 20% of the current UK 
electricity demand (Anon, 2011). Wave energy is a form of wind energy with the 
main advantages that it offers highest energy density compared with other renewable 
sources and comes in a high quality form with limited negative environment impact, 
and that it can travel for great distances with little energy loss (Cargo, 2012 and 
Barstow et al., 2008). All these have shown the great potential of wave energy in 
contributing to meet human energy demands and cutting GHG emissions by 
substituting for traditional energy use such as fossil fuels. 
 
Figure 1- 1: Annual average wave power in kW/m around the world. 
The investigation of wave energy has been carried out since the late 18th century. 
The possibility of converting wave energy into usable energy has inspired numerous 
inventors: more than one thousand patents had been registered by 1980 (McCormick, 
1981) and the number has increased markedly since then. The earliest such patent 
was filed in France in 1799 by a father and a son named Girard (Ross et al., 1995). 
Several reviews on wave energy conversion have been published in book form, as 
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conference and journal papers, and as reports. The oscillating water column (OWC), 
which is a buoy powered by wave energy, equipped with an air turbine, has been 
commercialized in Japan since 1965 (Masuda, 1971). Later, in Japan, Masuda 
promoted the construction, in 1976, of a much larger device: a barge (80m×12m), 
named Kaimei, used as a floating testing platform housing several OWCs equipped 
with different types of air turbines (Masuda, 1979). In the UK, a 75 kW prototype 
device was installed by The Queens University of Belfast in 1991 on the island of 
Islay (Whittaker et al., 1997) and later in September 2000, a 500 kW wave energy 
collector, LIMPET (Land Install Marine Powered Energy Transformer), was 
constructed on the South Western coast of the Hebridean island of Islay with a total 
of 42000 kW have been generated during 1800 hours of generating operation (Boake 
et al., 2002). Additionally, Pelamis, an offshore wave energy converter, developed 
by the Scottish company Pelamis Wave Power was first connected to the UK grid in 
2004 (Norris et al., 2007). It is a 750 kW prototype which is 120 m long and 3.5 m in 
diameter. To date a huge range of marine energy extraction concepts exist and 
undoubtedly many more will come in the near future. More details can be found in 
the next section. 
 
Figure 1- 2: Annual average wave power in kW/m for European waters. 
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1.2   Wave energy converters  
The wave pattern in real seas or oceans is normally irregular with varying period, 
wave height and direction. A marine energy device should tune to a wide range of 
sea states to get higher efficiency, yet this efficiency might be reduced by building in 
engineering for survivability. According to Twidell and Weir (2006), the devices 
have to withstand ~100 times the power intensity to the average power intensity in 
extreme sea conditions. Wave technology developers would face another issue when 
they try to couple the irregular slow motion of surrounding waves to electrical 
generators. Wave energy converters are subject to waves oscillating in periods of ~5-
10 s (frequency ~0.1 Hz) while electrical generators require ~500 times greater 
frequency (Twidell and Weir, 2006). Additionally, offshore devices are generally 
subject to waves of greater power and then can extract larger and more sustained 
energy. However, it would increase the risk of malfunction as well as operations and 
maintenance costs. Many wave energy extraction concepts and theories have been 
developed and applied by wave energy converter developers to work out these 
problems. Currently, no significant convergence has been identified. According to 
the European Marine Energy Centre (EMEC) website, they can be mainly divided 
into eight types, which will be discussed in details later. Examples can be found in 
the following references (Duckers, 1994; Katofsky and Ryan, 2008; Laughton, 2005; 
Falcao and Antonio F. de O., 2010). 
Type 1: Oscillating water column 
An oscillating water column is a hollow concrete structure which is open to the sea 
below the free surface. There is a column of air trapped in the structure and will be 
compressed and decompressed by the rise and fall of the water level. The resulting 
“push/pull” force drives a turbine to generate electricity. The pre-mentioned wave 
energy device LIMPET on Islay in Scotland is the world’s first commercial OWC 
device. Please see Figure 1-3A. 
Type 2: Attenuator  
An attenuator consists of a series of floating structures linked by hinged joints and 
oriented in parallel to the wave direction. The connected sections flex and bend as 
wave passes so that the device can capture the energy from the relative motion of the 
adjacent two sections. The typical attenuator is “Pelamis”, which is a multisegment 
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tube section developed by Ocean Power Delivery Ltd. Figure 1-3B shows the 
impression of a Pelamis.  
  
   
   
    
Figure 1- 3: Image gallery of WECs 
A: LIMPET; B: The Pelamis; C: The OPT PowerBuoy; D: The Oyster; E: Wave Dragon  
F: Archemedes wave swing; G: The Anaconda; H: The Penguin. 
Source: http://www.marineenergypembrokeshire.co.uk/projects/wave-dragon  
http://www.buch-der-synergie.de/c_neu_html/c_06_08_wasser_wellenenergie_d_bis_norwegen.htm 
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Type 3: Point absorber  
A point absorber is a floating structure which absorbs wave energy from all 
directions through its heaving motion on the water surface induced by the rising and 
falling of the ocean swell. An example of existing point absorber is PowerBuoy 
developed by Pennington, New Jersey-based Ocean Power Technologies Inc; see 
image Figure 1-3C.  
Type 4: Oscillating wave surge converter  
The Oscillating wave surge converter (OWSC) is designed to be installed in the 
near-shore areas, where the water particle motion is predominantly horizontal 
(Folley et al., 2004). The OWSC consists of a buoyant flap rotating backwards and 
forwards in the near-shore waves. The horizontal particle velocity of the wave is then 
exploited by the device. An example of this type is the Oyster, whose flap is attached 
to the seabed and almost entirely underwater; see image Figure 1-3D. The movement 
of flap is used to drive two hydraulic pistons to drive an electric turbine.  
Type 5: Overtopping 
An overtopping device works like a hydroelectric dam (De Rijcke, Maarten et al., 
2011). It captures water which elevated by waves into storage reservoir firstly, then 
releases the water back into surrounding sea through a turbine. The Wave Dragon is 
one example of the overtopping device, which is a large floating barge; see image 
Figure 1-3E. The water flows up the ramp and into the reservoir. The potential 
energy is then converted into electricity by simply running the water down through 
turbines in the bottom of the structures. 
Type 6: Submerged pressure differential  
A submerged pressure differential device, which is attached to the seabed, is a novel 
near-shore WEC. A pressure differential induced by the motion of the waves drives 
the device to generate electricity. The Archimedes wave swing is one such device; 
see image Figure1-3F. 
Type 7: Bulge wave 
Bulge wave technology consists of a water-filled rubber tube with both ends sealed 
and floats head to sea waves.  The rubber tube is squeezed by passing sea waves and 
then a bulge wave is generated. This bulge wave travels with the speed of the waves 
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in surrounding sea and becomes larger and larger as it runs. The wave power is 
concentrated at the end of the tube and can be extracted to drive a turbine or generate 
electricity. The Anaconda wave energy converter, invented by Farley and Rainey 
(2006a, 2006b) and further developed by Checkmate SeaEnergy Ltd, is in this 
category. An exclusive license for manufacturing the Anaconda has been taken by 
Avon Fabrications LLP since 2007 and the Carbon Trust has selected it for the 
Marine Energy Accelerator programme (Chaplin et al., 2007, 2010). An artist’s 
impression of the Anaconda can be found in Figure 1-3G. 
Type 8: Rotating mass 
Rotating mass device consists of an outer structure and an inner rotator which can be 
an eccentric weight or a gyroscope. The inner rotator would be excited to rotate by 
wave-induced heave and sway motion of the device. This rotation is used to drive an 
electric generator inside the device. An example of this wave technology concept is 
the Penguin developed by Wello. The full-scale Penguin has been test in Billia Croo, 
EMEC (European Marine Energy Centre) wave test site in 2012 (Nielsen, 2012).  An 
artist’s impression of the Penguin can be found in Figure 1-3H. 
1.3   Research Methods 
Safety and survivability are always major concerns in the design of coastal and 
offshore structures. Accurate methods are required to estimate the hydrodynamic 
loads occurring in all wave conditions and hydrodynamic performance of the device 
by waves. Several methods are developed and applied in the hydrodynamic analysis 
of interactions between waves and coastal as well as offshore structures with both 
advantages and disadvantages and will be discussed in details later. 
1. Full-scale experiment 
Full-scale experiment was carried out and documented as early as the 1840’s 
(Stevenson, 1874). The field measurements of wave loading at Dunbar harbour and 
at the sites of a number of lighthouses were recorded by Thomas Stevenson and were 
analyzed to develop and calibrate the design formulae. The first full scale 
measurement programme in the UK was performed in 1982 at Ilfracombe, Seaford 
and Teignmouth by University of Plymouth (Blackmore, 1982). Based on the 
analysis of the recorded field measurements, a new British design method (BS 6349, 
1984) for sea walls and breakwaters was developed. The University of Belfast 
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installed a 75 kW prototype device in 1991 at Islay, off the west coast of Scotland. 
The wave loading on the front wall of the wave power station was recorded (Muler 
and Whittaker, 1995). More recently, a number of full-scale grid-connected 
prototypes have been installed, including a prototype of Wave Dragon with width of 
57 × 27 m and weight of 237 tonnes placed in Nissum Bredning, Denmark in May 
2003 (Kofoed et al., 2006), a prototype Pelamis with length of 120 m and diameter 
of 3.5 m and 315kW Oyster 1 machine at EMEC in 2004 and 2009, respectively 
(Anon, 2011).  
Full-scale testing of coastal and offshore structures is costly and the field 
measurements are difficult to obtain due to the limitations in the instrumentation 
(Crawford, 1999). The indicative cost for full-scale testing of a wave energy 
converter would be as high as 10 – 30 million pounds (Anon, 2011). The short 
duration high magnitude transient pressures can often be measured in the laboratory 
nowadays while they would not be recorded in 1840’s (Stevenson, 1874). The 
quality of the field data would highly depend on the measuring instruments. The 
application of the full-scale experiment is also limited by the fact that the wave 
conditions in the sea are random and hard to be controlled. 
2. Model tests 
Physical experimentation is one of most common approaches for studying wave-
structure interaction, with the advantages of reproduction of real hydrodynamics and 
easy implementation and repetition. The model tank or basin should have the 
capability of generating wave fields, including regular and irregular waves, at a 
suitable scale. Funke and Mansard (1987) described a number of techniques used to 
generate irregular waves in the laboratory, including deterministic (DSA) and non-
deterministic (NSA) spectral amplitude models which are based on Inverse Discrete 
Fourier Transform (IDFT) method. Using the DSA method allows a relatively short 
wave basin/tank run time when compared with NSA method and it is always applied 
to carry out comparative studies due to the repeatability of wave trains generated. 
However, the DSA method does not reproduce the true random behavior of ocean 
waves which limits its application (Payne, 2008). More information on these 
methods can be found in Tuah and Hudspeth (1982). Since then a number of 
physical experiments have been carried out on wave-structure interactions. The 
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examples can be found in Sheikn and Swan (2005), Jung et al. (2006) and Zang et al. 
(2010a). Sheikn and Swan (2005) described laboratory observations concerning the 
wave interactions with a vertical, surface-piercing column. They identified two types 
of scatter waves: Type 1 due to the run-up and subsequent wash-down of fluid on the 
front face of the cylinder while Type 2 originates from an oscillation of fluid around 
the surface of the cylinder. The experimental study of focused wave groups impact 
on offshore wind turbine foundations has been carried out by Zang et al. (2010a). 
The complete harmonic structure of the total hydrodynamic loading on the cylinder 
has been extracted by a phase-based separation method (Zang et al., 2006, 2010a, 
2010b). Jung et al. presented their two-dimensional tank modelling on the roll 
motion of a rectangular barge by waves on a paper published in 2006. They found 
that the viscous effect can amplify the roll motion in some wave conditions 
Although model testing is cheaper than full-scale experiments, it is still quite 
expensive. Generally, it would cost 18, 000 – 46, 000 dollars per test. The main 
disadvantage of the model testing is the scale effect. The overtopping discharges of 
rubble mound breakwaters in small scale physical models have been compared with 
that in prototype by Burcharth and Lykke Andersen (2007). It was found that the 
small scale tests significantly underestimate smaller discharges because of the scale 
effects due to incorrect reproduction of ratios between forces in the model. The scale 
effect due to the difference in Reynolds number is the main issue in model testing of 
ships (Starke, 2004). The Froude scaling law is usually applied in model testing of 
ships in order to obtain the same wave patterns at model scale and at full scale. It is 
difficult to obtain equivalent Reynolds numbers when the Froude number is fixed, 
especially when the Reynolds number at full scale is a factor one hundred larger than 
that at model scale in ship design projects. Laboratory effects also result from the 
wave generation process or the limited size of the wave tank (Costa, 1981 and 
Schnitt et al. 2012). The former one would lead to wave reflection and the latter one 
would result in blockage effects.  
3. Analytical solutions 
The exact solutions for the scattering of water waves by obstacles have been 
successfully obtained only in a few limiting cases due to the mathematical 
difficulties encountered when considering the whole wavelength spectrum, finite 
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water depth, and finite obstacle dimensions and obstacle with complicated cross 
sections (Mei et al., 1969). They can be divided into two categories: wave scattering 
by structures in waters of infinite depth and finite depth. In the case of infinite water 
depth, the reflection and transmission of water waves by semi-immersed circular 
cylinders and a step shelf have been studied theoretically by Dean and Ursell (1959) 
and Newman (1965a), respectively. Dean (1945) and Ursell (1947) have been 
considered the reflection of surface waves by a vertical thin barrier in infinite water 
depth. The problem for symmetrical cylinders with rounded corners fixed in the free 
surface has been solved by Barakat (1970) by expansions of the reflected wave 
potential using non-orthogonal functions. It is worth noting that Roseau (1952) has 
been given an exact solution for a special bottom profile with a continuously varying 
water depth. For engineering purposes it is of interest to obtain results in waters of 
finite depth. Newman (1965b) developed an approximate solution for the 
propagation of water waves over long bottom obstacles by considering the effects of 
diffraction at each end of the obstacle separately. Miles (1967) developed a 
scattering-matrix formulation for a step shelf in finite water depth and good 
agreements have been obtained by comparing with numerical solution by Newman 
(1965a). Soon after, Mei et al. (1969) has been applied the same formulation to both 
semi-immersed and bottom obstacles in finite water depth. Mei (1967) has been 
derived a quadrature formula based on a WKB-iteration method for low bottom 
obstacles. Other examples for problems with finite water depth can be found in 
Kajiura (1961), Kreisel (1949) and Stoker (1957). Analytical solutions are very 
useful for validating numerical codes and empirical solutions as well as further the 
understanding of the main physical phenomenon (Schmitt et al, 2012).  
4. Empirical equations 
The Morrison equation proposed by Morison et al. (1950) is the most well-known 
empirical equation used for the prediction of wave loading on offshore structures. 
Compared to physical experiments, it overcomes the scale effect and is more 
economic. It has been adopted as a standard method for slender offshore structures. 
The Morison equation can be presented as follows, 
 
  








Du | u |
  
(1-1) 
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where Fi is inertia force caused by the water particle acceleration and Fd is drag force, 
which due to the friction between the cylinder surface and water, and pressure 
differences over the surface. Cm and Cd are inertia and drag coefficients, respectively. 
ρ is water density, ∂u/∂t is flow acceleration and u is flow velocity. The linearized 
Morrison equation has been applied by Brekken et al. (2009) to calculate the 
excitation force of an oscillating body. Together with the assumptions that the wave 
climate is monochromatic and the WEC device is operated in one degree of motion, 
they found that the maximum power capture of a point absorber is 0.5. Elwood et al. 
(2010) coupled the Morison equation with OrcaFlex, a commercial code based on a 
finite element method, to analyse the hydrodynamic performance of a taut-moored 
dual-body wave energy conversion system. 
The Cm and Cd in the Morrison equation are empirical flow coefficients, which have 
to be determined from experimental measurements (Keulegan and Carpenter, 1958; 
Morison et al., 1950; Sarpkaya and Isaacson, 1981). The experiments could not be 
carried out for all wave conditions, meaning that in principle the Morison equation is 
not valid for all flow regimes. Additionally, according to Sarpkaya and Issacson 
(1981), it only provides reasonable predictions when the structures are compact 
bodies, and the pressure distribution on these bodies is not provided completely. 
How to properly account for the nonlinear wave and breaking wave impact on the 
structures still remains a major challenge for using Morison equation.  
5. Numerical simulation 
With the development of high performance computing technology, numerical 
simulation is becoming increasingly important in engineering design work. In 
numerical analysis, the computational domain is discretized into numerous cells or 
boundary elements and then partial differential equations (PDEs) used to describe 
the physical problems are discretized and converted into a series of algebraic 
equations. Finally, the field variables such as velocity potential, velocity and 
pressure for each element are obtained by solving the algebraic equations. Details 
about numerical methods can be found in the following references (Mei, 1978 and 
1983; Hess and Smith, 1964; Teng and Eatock Taylor, 1995a and Brebbia and 
Walker, 1980). 
Potential flow theory and viscous flow theory based on Navier-stokes equations are 
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two well-known theories used to describe the motion of a fluid continuum. In 
potential flow theory, the flow is assumed to be inviscid and irrotational. The 
governing equation is the Laplace equation. It has been widely used in linear and 
weakly non-linear wave-structure interaction problems due to low computational 
cost and mature numerical techniques. Second order wave diffraction from structures 
has been successfully applied to the studies of wave interactions with fixed and 
floating bodies by Chau and Eatock Taylor (1992), Kim and Yue (1989, 1990), 
Stansberg and Kristiansen (2005), Walker et al. (2007, 2008)，Zang et al. (2006, 
2009), etc. But the limitation for using second order wave theory is that the 
hydrodynamic forces and free surface elevations beyond the second order cannot be 
included. For including the high order harmonics, numerical studies based on fully 
non-linear potential flow theory have been developed and applied to both coastal and 
offshore problems (Bai and Eatock Taylor, 2007; Grilli et al., 2001a, 2001b; Ma et 
al., 2001a, 2001b). It is a great challenge for potential flow theory to capture the 
nonlinear free surface correctly when breaking occurs, which have made it difficult 
to be applied to strongly nonlinear wave cases. For highly non-linear wave-structure 
interaction, including breaking wave impact and the evolution of vortices, 
Computational Fluid Dynamics (CFD) based on Navier-Stokes equations is used. 
The use of fully non-linear potential flow model and viscous model will be discussed 
in further detail within this thesis in Chapter 2, Literature Review. 
1.4   Aims and Scope 
Very few realistic WEC (Wave Energy Conversion) systems can currently be 
simulated by theoretical analysis due to complex shapes of structures, complicated 
ocean state and uncertainty of the location and profile of wave free surface. Physical 
experiments play a vital role in ocean engineering, but numerical modelling also has 
been widely used with the rapid development of high performance computing 
technology. Compared to physical experiments, numerical modelling is more 
economic and does not need to consider the scale effect, thus, this study focuses on 
developing a numerical modelling procedure that is able to predict wave-structure 
interaction reasonably and be applied to practical problems. The ultimate objectives 
of the study are to develop a rigorous approach leading to the better design of wave 
energy converters with increased efficiency, and provide best practice guideline to 
the wave energy converter developers and researchers and engineers in the field. 
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Non-linear hydrodynamic modelling will be used in the simulation. Even for 
moderate waves, nonlinear effects are important due to wave-structure interaction 
and also the expected large motions under operational conditions. It seems likely that 
estimates of performance will be unreliable unless the nonlinear effects associated 
with such large amplitude motions are properly accounted for. Extreme conditions 
are also be analysed to ensure device integrity.  
1.5   Outline of the Thesis 
The study presented in this thesis is divided into eight chapters. 
The general introduction to the research topic, including the wave energy potential, 
various wave-energy device concepts and research methods, is presented in Chapter 
1. The aims and motivation behind this work and the outline of the thesis are also 
presented. 
Chapter 2 provides a literature review in an attempt to analyse and critique past 
research. This study is focused on numerical modelling as mentioned in Chapter 1, 
thus, this chapter concentrates on the previous work which uses various numerical 
methods dealing with problems of wave-structure interactions. Literature on wave-
structure interactions, including wave run-up, wave loading on structures as well as 
the roll motion of floating structures in waves are also considered.  
The third chapter discusses the fundamental equations and computational approach 
which are used to model the hydraulic conditions which might exist in the vicinity of 
a structure. The underlying mathematical principles used to develop new modules 
concerning wave generation and absorbing as well as structure motions are also 
presented.  
Chapter 4 summarises several 2-D validation applications of the extended 
OpenFOAM model based on the method presented in Chapter 3.  
The model has been extended to investigate wave-structure interaction in 3 
dimensions in Chapter 5. This chapter is focused on the assessment of how 
OpenFOAM performs when applied to non-linear wave interactions with a vertical 
surface piercing cylinder, a typical offshore wind turbine foundation and basic part 
of many offshore structures for ranges of wave conditions.  
Chapter 6 investigates wave-induced roll motion of a rectangular barge. The wave-
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induced roll motions, hydrodynamic forces on the barge, velocities and vorticity 
flow fields in the vicinity of the structure in the presence of waves have been 
investigated.  
In Chapter 7, the extended OpenFOAM model has been applied to predict the 
hydrodynamic performance of a 2-D flap-type wave energy converter. The 
numerical results have been compared with analytical results based on linear 
potential flow theory. The effect of nonlinearity and vorticity on hydrodynamics has 
been studied and parametric studies have been performed to investigate the energy 
absorbing capacity of the device.  
Finally, the main conclusions and suggestions for future work are described in 





























A review of the literature on wave structure interactions is presented in this chapter. 
The aim of this literature study is to analyse and critique past research relevant to the 
research. This chapter is organized in four parts. The first part considers wave-
structure interactions, including wave run-up, wave loading on structures as well as 
the roll motion of floating structures. A review of existing numerical models is 
followed. Various wave generation and absorbing methods are studied in the third 
part. Finally, an insight into existing work on Computational Fluid Dynamic (CFD) 
in the field is presented. 
2.1  Wave-structure interactions 
There is a strong interaction between a wave and offshore/coastal structures, such as 
the foundations of offshore wind turbines, which are generally tubular. This 
interaction can be observed in the vicinity of the structure, for example, scattering is 
visible surrounding the structure; Wave run-up occurs considerably at the front face 
of the structure. Wave impact causes unexpected damages to the foundations of the 
structures and wave run-up changes the local wave field. Therefore, it is critical to 
understand the distribution of wave run-up around the structure and how 
hydrodynamic forces influence the structure. Additionally, it is necessary to estimate 
the maximum wave run-up to determine the deck elevation of an offshore platform. 
Furthermore, the hydrodynamic motions of ships and floating structures in the 
presence of waves should be carefully examined during the early stage of structure 
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design to ensure the stability characteristic or energy efficiency of the structure.  
Particular attention is drawn to the literature on the roll motion although in reality, a 
ship or floating structure experiences all six degrees of motion simultaneously. Roll 
motion is the most critical motion leading to ship or platform capsizes compared to 
the other five degrees of freedom (Surendran et al., 2003 and Taylan, 2000). 
Moreover, there are wave energy converters aiming to extract wave energy through 
its roll motion by waves, such as flap-type wave energy converters. 
2.1.1 Wave run-up 
The wave run-up has been studied by many researchers such as Hallermeier (1976), 
Zang et al. (2009) and Teng et al. (1995b) because of its important application in 
offshore engineering. Hallermeier (1976) predicted the run-up using the so-called 
“velocity stagnation head” method with the assumption that the water particles at the 
wave crest are forced to convert their energy into potential energy by rising a 
distance equal to u2/2g up the cylinder above the elevation of the crest. The velocity 
(u) can be evaluated using some appropriate wave theories. Myrhaug and Holmedal 
(2010) provided a practical method based on velocity stagnation head theory and 
Stokes second order wave theory for estimating the wave run-up height on a slender 
circular cylindrical foundation for wind turbines in second order random waves. 
Sarpkaya and Isaacson (1981) got the result for the elevation around a circular 
cylinder surface via linear diffraction theory. This theory is valid for sufficiently 
small wave heights. Extension of linear diffraction theory to the second order has 
been carried out by several other authors, including Kriebel (1990, 1992) and Zang 
et al. (2009). Kriebel (1992) compared the second order theory with the linear theory. 
Linear theory underestimated wave run-up on average 44% with error to a maximum 
of 83%, second order theory underestimated the run-up on average 11%, with a 
maximum underestimation of 43%. It is concluded that second order theory is, 
overall, a better method for wave run-up prediction. Zang, Eatock Taylor and Taylor 
(2009) examined the effect of nonlinearity on wave run-up on a circular cylinder in 
shallow water by using the second-order wave diffraction theory and compared the 
results with experimental results. It is concluded that the 2nd-order wave diffraction 
solution can predict both wave run-up and response spectrum accurately and 
confirmed that linear diffraction theory incorrectly predicts the peak water levels and 
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response spectrum.  
A time-domain higher order boundary element method (BEM) is applied to calculate 
the wave run-up on a floating body in a current by Teng and Eatock Taylor (1995). 
Bai and Eatock Taylor (2009) simulated fully nonlinear wave interactions with fixed 
and floating vertical cylinders and flared structures by means of higher order BEM 
as well. They found that the wave run-up on the downstream side of a fixed vertical 
cylinder is very sensitive to the body size and in the case of a floating structure, the 
wave run-up on the downstream side increases significantly as a result of flare.  
De Vos et al. (2005) carried out a series of experiments in Aalborg University in 
relation to the offshore wind farm development for Borkum Riffgrund off the 
German coast. It was observed that maximum wave run-up occurred at the front side 
of the cylinder and a lowest run-up at 135o. Furthermore, it is found that wave run-up 
increases exponentially with the increase of wave height. The relationship between 
hydrodynamic wave forces and wave run-up was not considered. A small-scale 
experimental study was performed by Niedzwecki and Duggal (1992). They 
measured the wave elevation over one-half of a cylinder’s circumference by five 
equally spaced gauges, placed directly on the cylinder surface. Wave run-up levels 
on rigid full-length and truncated circular cylinders under regular and random sea 
conditions were also investigated. They found that linear diffraction theory 
underestimated the wave run-up for all but very low wave steepness. An 
experimental study of run-up on slender columns in steep, deep water waves was 
described by Martin et al. (2001). Their experiments were conducted in a very 
narrow flume and the wave run-up was estimated with visual examination of video 
recordings. Experimental results were compared with different theories and then 
concluded that most theories underestimate the run-up values.  
According to the study of above literature, it is clear that there is an acceptable 
prediction of wave run-up when taking into account various factors, like wave 
steepness and slenderness. Yet, the relevant studies are still limited. The effect of 
wave nonlinearity on the wave run-up and the relationship between wave run-up and 
wave loading impacts should be further studied. The proposed research records the 
time histories of free surface elevations at different locations along the wave tank 
with and without a cylinder in place. Through this method, the whole process of the 
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propagation of waves along the wave tank can be observed and then provide some 
insight into wave run-up. 
2.1.2 Wave loading 
Wave loading is a key factor considered for structural design. Either over-predicted 
or under-predicted loading would cause severe consequences. Over-predicting the 
loading will lead to overdesign and then very expensive structures. The consequence 
of under-prediction may be even more dangerous. It will lead to underdesign and 
structural failure. This has spurred researchers’ interest in finding accurate prediction 
methods.  
The Morrison equation proposed by Morison et al. (1950) is the most well-known 
empirical equation used for the prediction of wave loading on offshore structures. 
The details of the Morrison equation are discussed in Chapter 1. 
There is another widely-used method that can be applied to predict wave loading, 
which is diffraction theory. Kriebel (1998) calculated second order wave forces by 
nonlinear diffraction theory. The results of nonlinear diffraction theory and 
experiments are analysed in this paper and several conclusions are drawn: firstly, a 
second order prediction is thought to be more accurate than a linear one; secondly, 
second order harmonic effects are much less significant than those for wave run-up 
and may be significantly less than first order ones.  
Ma et al. (2009) analysed six harmonic components of forces for different waves and 
concluded that only for very steep waves of high amplitudes, fifth and sixth 
harmonics are noticeable and of the same order as the second harmonic, and hence 
larger than the third harmonic. Boo (2006) analysed the first five harmonic 
components of forces for Stokes waves based on a Faltisen-Newman-Vinje (FNV) 
model. The first and second harmonics of wave forces are both inaccurate in this 
model. The relationship between wave steepness and forces was established by Boo 
(2006). But how the high harmonics relate to wave forces for a range of waves is not 
considered. This research was done by Zhu (2010) shortly thereafter and showed the 
trend of wave forces at higher harmonic components for different wave steepness. 
Huseby and Grue (2002) observed a secondary load cycle in their experiment. The 
load cycle happened at 1/4 wave period later than the primary force and it lasts about 
15% of the wave period. It is determined that the secondary load cycle occurs for 
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smaller wave steepness kA in long wave regimes. Here, k is wave number and A is 
wave amplitude. Furthermore, this phenomenon only happens when wave steepness 
kA is greater than 0.3 and the slenderness ka is between 0.33 and 0.1. Here, a is the 
radius of the cylinder. Besides this, Huseby and Grue (2000) also did research on 
higher harmonic forces on vertical cylinders. The first seven harmonics of forces are 
investigated for periodic waves in deep water. The range of wave steepness is up to 
0.24. They found that the Morison equation can predict the first harmonic wave force 
very well and the second harmonics decreases as the wave steepness increases.  
To summarise, there are two prevailing analytical methods to predict wave loading 
on cylindrical structures, which are the Morison equation (Morison, 1950) and 
diffraction theory (Kriebel, 1998 and Zang et al., 2009). Both methods have 
advantages and disadvantages and their own assumptions (Kriebel, 1998 and Zhu, 
2010). Higher harmonics of wave forces have been studied by different researchers. 
The relationship between higher harmonics and wave steepness has also been 
investigated by Zhu (2010). 
2.1.3 Wave-induced roll motion 
The roll motion of a ship or floating structure can be determined by solving a 2nd 
order, ordinary differential equation which contains three coefficients, the virtual 
mass moment of inertia for rolling, the damping coefficient and the restoring 
moment coefficient. The value of these three coefficients can be determined 
experimentally or by using mathematical methods. Among them, the damping 
coefficient has been considered to play the most significant role in the roll motion 
calculation and should be determined accurately (Bhattacharyya, 1978). Model 
testing is one of the most common approaches used to estimate roll damping. 
Generally, the body is rolled to a chosen angle and then released in calm water. The 
recorded roll time history is used to determine the equivalent linearized roll damping 
by assuming that the dissipated energy due to the nonlinear and equivalent linear 
damping is the same. The roll damping of floating cylinders in a free surface was 
assessed by Vugts (1967) experimentally. Several free-roll model tests of ship 
shaped bodies and a barge-type LNG FPSO were conducted by Himeno (1981) and 
Choi et al. (2004), respectively. Jung et al. (2003; 2006) carried out several 
experiments in a 2-D wave tank to study the roll motion of a rectangular barge. Jung 
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et al. (2006) concluded that the roll damping in some wave conditions helps the 
barge to roll. Wu et al. (2005) conducted an experimental investigation to study the 
nonlinear roll damping of a ship in the presence of regular and irregular waves. The 
recorded roll time history in calm water obtained by Wu et al. (2005) had a similar 
trend with that obtained by Jung et al. (2006).  
Physical experimentation is expensive and not always practical. Numerical methods, 
including potential flow theory, empirical formulae and viscous flow theory, have 
also been widely used for the estimation of roll damping. Potential flow theory like 
strip theory is applied to investigate wave induced roll motion based on the 
assumption that the motion of a floating structure by waves is linear. A computer 
program based on linear strip theory was developed by Journée (1992) for 
conventional mono-hull ships in their preliminary design stage. Schmitke (1978) and 
Lee et al. (2007) used strip theory to investigate the roll damping of a ship in beam 
seas and the hydrodynamic radiation damping of a rectangular barge, respectively. 
Potential flow theory can predict the motion of the structure in surge, heave, pitch, 
sway and yaw to a reasonable degree of accuracy without any empirical correction or 
recourse to experiments.  However, it is found that the wave damping derived from 
the linear potential flow theory is inadequate for an accurate prediction of the roll 
motion since the effect of viscous damping could be as significant as those of wave 
damping in roll (Bhattacharyya, 1978; Himeno, 1981; Chakrabarti, 2001; Downie, 
1991).  
One of the compensating methods is to introduce an artificial or empirical damping 
coefficient in the computation to take account into the viscous effect. Himeno (1981), 
Chakrabarti (2001) and Ikeda et al. (1978) divided the total roll damping coefficient 
into several components, such as friction, eddy, wave damping, lift etc. Wave 
damping is derived from linear potential flow theory while other components can be 
computed by empirical formulae. This prediction method has been applied 
successfully by inviscid-fluid modellers coupling with the strip theory (Journée, 
1992; Ikeda et al., 2004; Kawahara et al., 2012; Katayama et al., 2013).  
The applicability of the empirical formulas is limited by the fact that the empirical 
coefficients are derived from extensive model tests or field experiments. Viscous 
models based on Navier-Stokes equations are becoming increasingly popular in 
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engineering predictions for providing more accurate and realistic results. Yeung and 
Liao (1999) predicted the pure heave or roll motion of a floating cylinder using a 
fully nonlinear model based on the Navier-Stokes equations and found that the roll 
amplitude could be reduced by as much as 50% due to the fluid viscosity. Zhao and 
Hu (2012) developed a viscous flow solver, based on a constrained interpolation 
profile (CIP)-based Cartesian grid method, to model nonlinear interactions between 
extreme waves and a box-shaped floating structure, which is allowed to heave and 
roll only. Bangun et al. (2010) calculated hydrodynamic forces on a rolling barge 
with bilge keels by solving Navier-Stokes equations based on a finite volume 
method in a moving unstructured grid. The roll decay motion of a surface combatant 
was predicted by Wilson et al. (2006) using an unsteady Reynolds-averaged Navier-
Stokes (RANS) method. The RANS method was employed by Chen et al. (2001; 
2002) as well to describe large amplitude ship roll motions and barge capsizing. 2-D 
CFD calculations were conducted by Ledoux et al. (2004) to study the roll motion of 
box shape FPSOs in the western Africa fields. 
2.2  Numerical Wave Tank (NWT) 
Currently, many researchers tend to simulate nonlinear free surface and floating 
body motions in the time domain to reproduce as closely as possible the real flow 
around marine structures as they are excited by ocean waves (Kim et al., 1999). 
Theories and numerical techniques have been developed and Numerical Wave Tank 
(NWT) is a generic name of these numerical models.  
Because of the different basic theories, the related numerical models and techniques 
are different accordingly. There are two main numerical models applied in coastal 
and offshore engineering: Fully nonlinear potential flow (FNPF) model and viscous 
flow model based on Navier-Stokes equations.  
The governing equation of potential flow model is the Laplace equation. The flow is 
assumed to be inviscid and irrotational. The fully nonlinear kinematic and dynamic 
boundary conditions are given on the free surface. The mixed Eulerian-Lagrangian 
scheme is adopted to track the transient free surface with the fourth-order Runga-
Kutta method for estimating the wave profile and velocity potential at the next time 
step (Longuet-Higgines et al., 1976). The acceleration field is introduced to 
determine the surface-pressure distribution and the motion of a floating body in the 
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time domain (Tanizawa, 1996; 1997). This kind of NWT is widely used because of 
mature theory and numerical techniques.  
Tanizawa and Kim et al. (2000; 1999) gave a broad overview about this topic. An 
insight into related numerical technique and theory and its status of development was 
presented. A NWT was developed by Tanizawa et al. (2003) for the simulation of 
coupled motions of ships and anti-rolling tanks (ARTs) in beam seas. Analytical 
solutions and the results of simulations based on NWT were compared with the 
experimental data in Tanizawa’s research. The fluid dynamic models used for 
simulating shoaling and breaking solitary waves on slopes were validated by Grill et 
al. (2008). Comparisons between the results predicted by the numerical models and 
measured experimental data were made. The experiments were carried out at the 
ESIM laboratory and FNPF model was used to reproduce the laboratory tank 
geometry and wavemaker system, and the propagation of solitary waves over a slope. 
Additionally, Grill et al. (2001) also generated freak waves and focused waves using 
the FNPF model. 2-D fully nonlinear wave-body interactions for stationary surface-
piercing single and double bodies were studied by Koo and Kim (2007) numerically. 
The numerical model used in their paper is a potential-theory-based model. They 
investigated typical patterns of two-body interactions, shielding effects and the 
pumping/sloshing modes of water columns in various gap distances. The interaction 
between two 3-D floating structures, which undergo 6 degree-of-freedom motions 
induced by waves with various incident angles, has been investigated by Yan et al. 
(2001) based on fully nonlinear potential theory. They suggested that it is necessary 
to apply the FNPF model in simulating the responses and wave loads of two floating 
structures in close proximity in order to get more accurate and reasonable results. Ma 
et al. (2001a, 2001b) developed a FNPF model based on a finite element method 
(FEM) to study interactions between steep waves and fixed vertical circular 
cylinders. 
Though the FNPF model has been used widely, the limitation of this method is 
evident due to the inviscid and irrotational flow assumption. It is insufficient in the 
cases of strong nonlinearity and the viscous effect cannot be neglected. The 
propagation of waves in shallow water and the evolution of vortices are in this 
category. Stability is also another problem for the FNPF model.  
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Huang et al. (1998) developed a numerical model for the simulation of nonlinear 
wave fields generated by a piston-type wavemaker by solving the unsteady, two-
dimensional Navier-Stokes equations and the exact free surface boundary conditions. 
The process of wave formation was examined in detail and the velocity fields in the 
flow domain were also discussed in Huang’s paper. The generation and the 
propagation of water waves, including small- and finite-amplitude waves and 
solitary waves in a numerical viscous wave flume have also been investigated by 
Dong et al. (2004). Additionally, Huang and his students (Wang et al., 2007) 
extended the model to 3-D problems.  
Grill et al. (Lachaume and Grill et al., 2004; Grill et al., 2008) developed several 
Navier-Stokes models which coupled a Boundary Element Model (BEM) to a 
Volume of Fluid model (VOF) for modeling breaking solitary waves in a finely 
discretized region encompassing the top of the slope and the surf zone. Troch et al. 
(Troch et al., 1999; Li and Troch et al., 2007) developed a numerical model named 
VOFbreak based on SOLA-VOF source code. This solver was proposed for 
capturing free surface undergoing severe topological deformation related with 
breaking waves. In the viscous 3-D numerical wave tank, developed by Park et al. 
(2001), the N-S and continuity equations were discretized by a finite-difference 
method and the fully-nonlinear kinematic free-surface condition is satisfied by the 
marker-and-cell method (MAC). This model was used to simulate regular waves, 
irregular waves and fully nonlinear multi-directional waves (Park, 2003). The model 
was also used to predict wave run-up around 3-D structures (Park, 2003). An 
unstructured grid-based, parallel-free surface solver was presented by Lohner et al. 
(2007). In this solver, a volume of fluid (VOF) technique has been coupled with an 
incompressible Euler/Navier-Stokes solver operating on adaptive, unstructured grids. 
Furthermore, an arbitrary Lagrangian-Eulerian (ALE) method has also been 
introduced (Lohner et al., 2007). Then simulation of flows with violent free surface 
motion and floating bodies was presented in the paper. In order to simulate breaking 
and overturning of waves in the surf zone, Lin et al. (1998; 2006) developed a 
Reynolds-averaged-Navier-Stokes (RANS) model, and a large eddy simulation 
turbulence (LEST) model was introduced by Xie (2010). The scope of the 
application of N-S model is limited by its high computational time because of the 
techniques for solving dynamic boundary conditions.  
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There are two methods to address this problem. One is computing the equations in 
parallel and the other one is introducing more effective techniques in handling fluid-
solid coupling problems. IBM (Immersed boundary method) and overset grid 
methods fall into the latter category. These techniques can reduce the grid 
regeneration frequency and then lower the computational time (Peskin, 2002). The 
goal of numerical models is to reproduce physical wave experiments as closely as 
possible. So once this problem is solved the viscous numerical tank based on N-S 
equations could be used for broader range of applications. 
2.3 Wave generation and absorption 
A practical numerical wave tank should meet at least the following requirements,  
• Wave generation.  
• Simulation of free surface waves dominated by gravity in time domain.  
• Fully nonlinear boundary conditions applied on both free surface and body 
surface.  
Wave generation is one of the most important functions of NWTs. There are two 
categories: physical wave generation and artificial wave generation. The 
categorization is primarily based on the ability to reproduce in laboratory 
experiments. Physical wave generation is imitative of wave paddles in real wave 
tanks. The latter one is inapplicable in a real wave tank (Tanizawa, 2000). 
In the physical wave generation method, the disturbance sources are the oscillations 
of the body surfaces. The motion of the moving body is determined by mature wave-
maker theory. Piston wave makers and flap wave makers are in this category. Piston 
wave makers are simple and easy to implement (Tanizawa, 2000), but the accuracy 
is not as high as flap wave makers for deep water conditions (Zha, 2011). 
Additionally, plunger type wave makers are also widely used. 
A verification of the linear wave-maker theory for a piston motion was made by 
Ursell et al. (1960); likewise, the experimental verification for the flap-type wave 
maker was performed by Hudspeth et al. (1981). Undesired second harmonic free 
waves will cause unstable wave profiles and then lead to an inaccurate simulation. 
Madsen (1971) provided a useful technique, named Madsen’s second-order wave 
maker theory, to suppress these second harmonics. Dong (2001) employed linear and 
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Madsen’s second-order wave-maker theory to generate small-amplitude waves and 
relatively long finite-amplitude waves, respectively. A plunger-type wave maker was 
carried out by Hu et al. (2003) to simulate extreme wave interactions with structure. 
The generation of solitary waves using piston wave maker is studied by Goring et al. 
(1980) and Hughes (1993) numerically and experimentally, respectively.  
In the artificial wave generation method, control surfaces are used as disturbance 
sources. Analytical or numerical solutions of propagating waves are used to specify 
the boundary values for the surfaces (Tanizawa, 2000). For example, the velocity 
input method imparts velocity components of linear wave solutions or stokes wave 
solutions on the water phase. Compared to the physical generation method, the 
advantages of this approach are that mesh motion is not required and it is 
unnecessary to calculate transfer functions (Stringer, 2011). Lin et al. (1998), Wei et 
al. (1999) and Baudic et al. (2001) adopted the artificial wave generation method to 
generate incoming waves in their research.  
Wave absorbing devices are needed to avoid wave reflection from the end of 
numerical wave tank or side walls. Wave absorbing methods are classified into three 
categories: Sommerfeld radiation condition, physical wave absorbing method and 
artificial wave absorbing method.  
Four open boundary conditions for incompressible flows are evaluated by Hatayama 
and he found that application of the Sommerfeld radiation condition works best by 
comparing their effectiveness in two ways, including the difference of flows among 
open boundary conditions, and between short and long open boundaries (Hatayama, 
1998). Orlanski (1976) extended the Sommerfeld radiation condition to the time 
domain nonlinear wave simulation. This condition is usually called the Sommerfeld-
Orlanski radiation condition which was adopted by Jagannathan (1988) and Isaacson 
et al. (1991). Clement (1996) indicated that the well-known Sommerfeld condition is 
local in both time and space and therefore is restricted to the cases of regular incident 
waves of known frequency, or to very long waves. It is inadequate in transient and 
purely unsteady free surface conditions.  
The physical wave absorption uses the same idea as the physical wave generation 
method. The difference is the location of the wave maker. In the physical wave 
absorption method, a wave maker is installed at the end of the wave tank. A plunger 
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type absorber was described by Naito et al. (1984, 1987a, 1987b) for regular and 
irregular waves and an efficient feed forward control system was developed. A 
piston-type wave absorber was studied by Skourup and Schaffer (1998) and Chatry 
et al. (1999).  
The artificial wave absorbing method is known as the sponge layer, artificial beach 
or damping zone. In a damping zone, artificial damping terms are added to free 
surface boundary conditions. Nakos et al. (1993) and Kashiwagi (1996) implemented 
this method and it was found to be inefficient in cases of long waves. The reason is 
that the length of the damping zone should increase with the increase of the incident 
wave length.  
A coupling of two or three aforementioned methods has been proved to work more 
efficiently. Clement (1996) developed a coupling method to simulate free surface 
gravity waves in 2-D time domain. The damping zone method was used to absorb 
high frequency waves and the piston-type wave absorber was very efficient in the 
low frequency range. Spectral knowledge of the incident waves is not necessary in 
this method, which is one of its major merits. The selection of the methods should be 
made on case-by-case basis. 
2.4 Computational Fluid Dynamics software 
Computational Fluid Dynamics (CFD) has become one of major tools in engineering 
predictions. Commercial CFD software is very competitive because it is an all-in-one 
system. The grid generator, flow solver and post-processor are integrated into a 
single CFD code and then users do not have to worry about incompatibilities 
between the different components. However, almost all the available commercial 
CFD softwares are licensed and very expensive, and it is impossible for the users to 
fully access and modify the numerical codes (Sasongko et al.). Open source CFD 
codes have since been developed to solve these limitations. One of the strengths of 
the open source CFD is that new solvers and utilities can be created by users 
according to their needs and priorities.  
The Open Source Field Operation and Manipulation (OpenFOAM) is one of the 
open source CFD software packages. It is primarily designed to solve problems in 
continuum mechanics, including computational fluid dynamics (CFD) (User’s Guide, 
2011).  
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OpenFOAM is first and foremost a C++ library, used primarily to create 
executables, known as applications. The applications fall into two categories: 
solvers, that are each designed to solve a specific problem in continuum mechanics; 
and utilities, that are designed to perform tasks that involve data manipulation. The 
OpenFOAM distribution contains numerous solvers and utilities covering a wide 
range of problems.  
OpenFOAM is specialised for solving complex free-surface motion (Weller et al., 
1998). The solvers supplied with OpenFOAM by default for multi-phase modelling, 
such as interFOAM and interDyMFOAM, use the Navier-stokes equations to 
describe the motion of the two fluids and apply the Volume of Fluid (VOF) method 
to track the shape and position of the interface. However, they are not ready for use 
in ocean engineering. Some basic and important functions are missing for setting-up 
a practical numerical wave tank such as wave generation and absorbing techniques 
as mentioned in Section 2.3. Several boundary conditions for wave generation and 
absorption are currently available in literature, such as Jacobsen et al. (2012) and 
Higuera et al. (2013a, 2013b). Yet, at the start of this study, they are unavailable or 
even haven’t been developed. During my PhD study, new modules have been 
developed to extend the capability of OpenFOAM in modeling of wave-structure 
interactions, including wave generation and absorption, and determination the 
motion of floating structure by waves by solving the equations of motion. The 
underlying theories and algorithm as well as their implementation in OpenFOAM 
will be discussed in more detail in Chapter 3. 
To date, the extended OpenFOAM models have been applied to a selection of 
common problems in both coastal and offshore engineering. Its capability in coastal 
engineering was confirmed by Morgan et al. (2010, 2011). The experimental results 
for the propagation of regular waves over a submerged bar have been reproduced in 
his numerical simulations, with up to 8th order harmonics correctly modelled. 
Jacobsen et al. (2012) have extended the OpenFOAM with a generic wave 
generation and absorption method to model wave propagation and wave breaking. 
Higuera et al. (2013a, 2013b) have implemented specific boundary conditions for 
realistic wave generation and active absorption. A robust three dimensional, two-
phase numerical model for practical applications in coastal engineering was 
Chapter	  2	  Literature	  Review	  
28	  
	  
presented. OpenFOAM has also been extended by Santo et al. (2013) to study 
current blockage, which occurs when the velocity of an incident steady flow onto an 
array of obstacles is reduced due to the presence of the obstacles. The model is 
validated by comparing with the previously published theory, the numerical 
simulation and experimental data. 
A numerical model based on the OpenFOAM was also used by Smith (2009) to 
predict wave impact loads on ships and motions of ships in waves. The roll motion 
of the whole computational domain and the prescribed angular oscillation of a 2-D 
box were described by Eslamdoost (2010). The tutorial on how to use IcoDyMFoam, 
a transient solver for incompressible-laminar flow with moving mesh, was given by 
Moradnia (2008). A dynamic solver interDyMFoam is extended by Ekedahl to 
simulate wave induced motions of a floating structure (2009). The model diverged 
after about 10 seconds for the case with the coarse mesh due to numerical 
discrepancies or low mesh quality.  
2.5 Summary 
To extract wave energy in a safer and more efficient manner it is necessary to 
explore or develop a method that can predict wave-structure interactions including 
hydrodynamics of wave energy converters accurately to some extent and then can be 
ready for practical use. From the literature it is clear that the numerical method has 
great potential compared with other methods. Compared to full-scale experiments 
and model tests in the laboratory, it is more economic and analytical models are 
limited to idealized scenarios due to mathematical difficulties. The use of empirical 
equations is not a good choice either due to the fact that the empirical coefficients 
are derived from experimental measurements. For realistic wave energy conversion 
systems, the effects of wave nonlinearity and viscosity of the fluid are significant. 
Therefore, it is a natural choice for this work to focus on numerical methods based 
on Navier-Stokes equations, such as CFD software packages. OpenFOAM has been 
selected in this research because it is designed to solve two-phase flow problems and 
has the advantage that the source code can be fully accessed and then be modified to 
suit particular problems. The underlying theories and techniques will be discussed in 


























The viscous solvers interFoam/interDyMFoam, supplied with OpenFOAM, have 
been selected and extended to model the interactions between waves and 
fixed/floating structures in this research, as they are designed for two-phase flow 
modelling based on the unsteady, incompressible Navier-Stokes equations and 
proved to be suitable and more accurate when applied in coastal and offshore 
engineering. The underlying numerical methods and techniques of the selected 
solvers and new modules, which have been developed to extend their capabilities in 
wave generation and absorbing as well as simulating the 6 degree-of-freedom 
motions of floating bodies in the presence of waves, are presented in this chapter. 
3.1  Flow Field 
3.1.1 Governing Equations 
Navier-Stokes equations are generally used to describe the motion of fluid 
continuum. In terms of an incompressible fluid, the Navier-Stokes equations can be 
written as a mass conservation equation and a momentum conservation equation, 
which are listed as follows, 
















U )− ρ !g = −∇p  (3-2) 
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is the fluid velocity. There are four unknown variables in Navier-Stokes equations, 
the fluid pressure and each component of the fluid velocity, when considered in three 
dimensions.  
3.1.2 Solver and Algorithm 
The above N-S equations are nonlinear partial differential equations (PDEs), which 
are difficult to solve analytically. Numerical analysis has been used to solve these 
equations. The solver interFoam uses the merged PISO-SIMPLE (PIMPLE) 
algorithm to solve the pressure-velocity coupling. The Semi-Implicit Method for 
Pressure-Linked equations (SIMPLE) algorithm allows the calculation of pressure on 
a mesh from velocity components by coupling the Navier-Stokes equations with an 
iterative procedure. The Pressure Implicit Splitting Operator (PISO) algorithm has 
been applied in the PIMPLE algorithm to rectify the pressure-velocity correction. A 
brief description of the SIMPLE and PISO algorithm can be found in the following 
section and more details can be found in Ferziger and Peric (1999) and Issa (1985), 
respectively. The basic theory and underlying algorithm of interDyMFoam are same 
as those of the interFoam, but with dynamic mesh module, which will be discussed 
in section 3.2.  
Discretization of Equations 
Generally speaking, the PDEs are firstly integrated over the whole solution domain 
and time domain. Secondly, the solution and time domain are discretised into a 
number of cells and time steps, respectively. Dependent variables and other 
properties then can be denoted by the values at the centroids. In OpenFOAM the 
spatial discretisation is based on arbitrarily unstructured meshes which consist of 
arbitrary convex polyhedral cells. These cells should be continuous, which means 
they do not overlap with each other and fill the whole computational domain. The 
main control over time step is the Courant number, which represents the portion of a 
cell that the flow will transverse due to advection effect in one time step. The 







=  (3-3) 
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where, δt is the maximum time step, δx is the cell size in the direction of the velocity 
and |U| is the magnitude of the velocity at that location. To ensure stability of the 
model and improve accuracy, the maximum value of the Courant number should be 
1 throughout the whole domain (Courant et al., 1967). Based on the computational 
mesh, the Navier-Stokes equations are subsequently discretised into a set of 
algebraic equations, which are pressure and velocity equations in the PIMPLE 
algorithm (The OpenFOAM® Foundation, 2011). The discretisation procedures are 
presented in the following sections. 
The general expression of a transport equation is: 
where, ϕ is the variable of interest, ρ is the fluid density and 𝑈 is the fluid velocity. 
υϕ and Sϕ are the diffusion coefficient and the source term, respectively. For Navier-
stokes equations, which are applied in this study, ϕ is assigned as 1 for the mass 
conservation equation, and when φ = 𝑈 it represents the momentum equation. The 
pressure is included in the source term in the momentum equation, whereas for the 
mass conservation equation the source term is zero. Integrating the equation (3-4) 
over a control volume VP and the time period [t, t+∆t]; the PDE can be represented as: 
The variables can be denoted by the values at the centroids, 
where, P is cell centroid, ϕP is the value of ϕ(x) at the cell centroid P, and ϕt is the 
value of ϕ(x) on the moment of t.  
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where, 𝑆 is surface area vector, ϕ can represent any tensor field and the star notation 
is used to represent the tensor product, i.e. inner, outer and cross and the respective 
derivatives: divergence ł • ϕ, gradient ł ϕ and ł × ϕ. V and f denote the volume and 
surface of the cell P, respectively. Volume and surface integrals are then linearised 
using appropriate schemes and will be discussed briefly one by one in the following 
section. The implementation of those integrals in the OpenFOAM is presented in 
Table 3-1, which is from Programmer’s Guide of OpenFOAM (2011).  
Approximation of volume integrals 
The time derivative and source term in the transport equation require the integration 
over the volume of a control volume (CV). As described in the Equation (3-6), the 
variables are assumed to have the shape function, thus, the approximation applied in 
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)PVp  (3-9) 
 (Sφ (φ))dV =
VP
∫ (ρ !g −∇p)dV =
VP
∫ (ρ !g −∇p)PVp  (3-10) 
Approximation of surface integrals 
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when the length vector 
!
d  between the centre of the cell of interest P and the centre 
of a neighbouring cell N is orthogonal to the face plane, i.e. parallel to 
!
S f , the face 
gradient discretisation is implicit, 
 
!
S f ⋅ (∇
!









If the non-orthogonal meshes exist, an additional explicit term is introduced which is 
evaluated by interpolating cell centre gradients, themselves calculated by central 
differencing cell centre values.  
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in which F =
!
S f ⋅ (ρ
!
U ) f  and the face field can be approximated by various 
interpolation schemes, 
Central differencing scheme (CDS) is second-order accurate but unbounded, 
 (
!
U ) f = f p
!
UP + (1− f p )
!
UN  (3-14) 
where the linear interpolation factor fp is calculated by (xf-xN)/(xP-xN), in which (xf-xP) 
is the distance between the face f and the cell centre N and (xP-xN) is the distance 
between the cell centres P and N. 
Upwind differencing scheme (UPS) determines the face value by using a 
backward- or forward-difference approximation for the first derivate (depending on 
the flow direction), 
 (
!
U ) f =
UP    for F ≥ 0






The UPS is bounded at the expense of accuracy. 
Blended differencing schemes (BDS) is the combination of CDS and UPS to 
preserve the boundedness with satisfactory accuracy, 
 (
!
U ) f = (1−γ )(
!
U )UDS +γ (
!
U )CDS  (3-16) 
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The blending coefficient γ  can be evaluated by various well-known schemes, such 
as VanLeer, SUPERBEE MINMOD etc. And they are implemented by OpenFOAM 
and can be selected in the input file, fvSchemes. 
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where, 0φ are old values and nφ  are current values.  






∑ = RnP  (3-19) 
in which, N is a neighbouring cell to the cell of the interest P, 𝑎!  and 𝑎!  are 
functions of 𝑈, RnP  is the source term. Noting that the expression for 𝑎! and 𝑎! may 
different for various differencing and interpolation schemes.  
Finally, taking into account all internal cells, the PDEs can be converted into a set of 
algebraic equations that are commonly expressed in matrix form as: 
 [A][φ]= [R]  (3-20) 
where, [A] is a square matrix, [ϕ] is the column vector of dependent variable and [R] 
is the source vector. 
Implementation of boundary conditions 
Each CV provides one algebraic equations. Volume integrals are calculated in the 
same way for every CV, as mentioned in the previous section, but fluxes through CV 
faces coinciding with the domain boundary require special treatment. No additional 
Chapter	  3.	  Numerical	  Methods	  
35	  
	  
equations are introduced for these boundary fluxes. Thus, they should either be 
known or be evaluated by the combination of internal values and boundary data.  
Generally, there are three types of boundary conditions: the values of the variables at 
the boundary are given, known as Dirichlet boundary conditions, or the gradients of 
the variables in a particular direction (usually normal to the boundary faces) are 
given, known as Neumann boundary conditions, or a linear combination of the 
Dirchelet and Neumann boundary conditions is given.  
If Dirichlet boundary condition is given, the variable values at the boundary are 
known and referred as φb . For discretisation requires the value on a boundary face 
φ f , e.g. the convection term in Equation (3-5), the known values are used and 
substituted in the equations. In cases where the face gradient (∇φ) f  is required. e.g. 
Laplacian terms in equation (3-5), one-side difference is used since there are no 
nodes outside the boundary, 
 
!






For Neumann boundary condition, the gradient of the variable normal to the 
boundary gb  is defined as the inner product of the gradient and unit normal to the 
boundary, 






⋅∇φ) f  (3-22) 
When discretisation requires values on the boundary face φ f , one-side extrapolation 
is applied, 
 φ f = φP +
!
d ⋅ (∇φ) f = φP+ |
!
d | ⋅gb  (3-23) 
For cases where the discretisation requires the face gradient, the known gradients are 
used and substituted in the equations directly, 
 !
S f ⋅ (∇φ) f =
!
S f ⋅ gb  (3-24) 
The product of the coefficient and the boundary value is added to the source term 
RnP  and the coefficient related to the φP  is added to aP. 
The coupling of velocity-pressure 
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The general process of equation descretisation which converts the PDEs into a set of 
algebraic equations is given in the previous section. The unknown field variables, the 
velocity and pressure, are both included in the momentum conservation equation. 
Additionally, the convection terms of the momentum equation should be linearized 
to avoid nonlinear effects (Zha, 2011). So for the N-S system, which combines mass 
conservation equation with momentum conservation equation, it is necessary to 
decouple velocity and pressure to ensure the continuity equation is satisfied. The 
PIMPLE algorithm is adopted by OpenFOAM to address this problem. The PIMPLE 
is developed by Issa (1985). The key of PIMPLE is converting mass and momentum 
equations to velocity and pressure equations which can be solved easily. 
Table 3- 1: Discretisation of PDE terms in OpenFOAM 
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∇⋅ (ψφ)  
div(psi, scheme) 
div(psi, phi, word) 
div(psi, phi) 
Divergence Exp ∇⋅ (χ )  div(chi) 
Gradient Exp 
∇χ






Grad-grad squared Exp |∇∇φ |2  sqrGradGrad(phi) 




ρφ  Sp(rho, phi) 
SuSp(rho, phi) 
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U f = 0  (3-25) 
And, the discretized momentum equation (3-19) can be written as follows in terms of 









∑ =QnP − (∇p)Pn  (3-26) 
The term QnP  contains all of the terms that may be explicitly computed in terms of 
the velocity fields from last time step 
!
UN
0  as well as any body forces, or any body 
force or other linearized terms that depend on the current velocity fields 
!
UN
n . The 
pressure term is written in symbolic difference form to emphasize the independence 
of the solution method from the discretization approximation for the spatial 
derivatives. From Equation (3-26), it is easy to get, 








∑  (3-28) 
The time step index n is dropped. 
From Equation (3-27), 
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) f  (3-30) 
The final form of the governing equations can then be written as: 
 aP
!
UP = H (
!
U )− S( p) f
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∑  (3-32) 
aP
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∑ − (∇p)P = H (
!
U )− (∇p)P
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where ( )  f
f
S p∑ is the discrete form of the p∇ . And Equation (3-31) and (3-32) are 
well known as velocity equation and pressure equation, respectively.  
The PIMPLE algorithm is composed of an implicit momentum predictor and several 
times of pressure-velocity correctors. The outline of the PIMPLE algorithm can be 
described as follows, 
1. Implicit momentum predictor 
The coefficients 𝑎!, 𝑎!  of the velocity equation, Equation (3-31), can be calculated 
using old values of velocity fields. The pressure fields are the same as the last time 
step, and new velocity fields can be obtained by solving the algebraic equations in 
matrix form. 
2. Pressure-Velocity Corrector 
The velocity fields obtained by the momentum predictor are applied to the pressure 
equation, Equation (3-32), to get new pressure fields. This step is so-called pressure 
corrector. The velocity corrector can be performed by applying the new pressure 
fields to the velocity equation, Equation (3-31), and then new velocity fields are 
obtained. 
Several methods are offered by OpenFOAM to solve the set of linear algebraic 
equations, such as geometric-algebraic multi-grid (GAMG) and faster diagonal 
incomplete-cholesky (FDIC) method (Datta, 2002). 
3.1.3 Free surface tracking 
The volume of fluid (VOF) method has been applied in OpenFOAM for locating and 
tracking the free surface. The VOF method was presented by Hirt and Nichols (1981) 
and is based on the Marker and Cell (MAC) method. In the VOF method, each of the 
two phases is considered to have a separately defined volume fraction. When the cell 
is empty of water but filled with air, the value of volume fraction function is 0; when 
the cell is full of water, it is 1; and when the interface cuts the cell, this function is 
between 0 and 1. That is, 
 
1,  water
( , ) 0,  air  
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The two-phase flow is considered as a mixed fluid, and the density and dynamic 





ρ αρ α ρ










U ) = 0  (3-35) 
The interface between the air and water requires a special treatment to keep the 
interface sharp and avoid mixing the two fluids over the whole computational 
domain due to numerical diffusion. In OpenFOAM the transport equation (3-35) is 
extended to include a term that is zero inside a single fluid while sharpen the 







Uα ) = 0  (3-36) 
where the last term on the left-hand side is an artificial compression term to limit 
numerical diffusion and 
!
Uα  is a relative compression velocity which has a direction 
perpendicular to the free surface and a magnitude proportional to the instantaneous 
velocity. The relative velocity 
!
Uα  at cell faces can be calculated by 
 
!









)]  (3-37) 
in which nf is the face unit normal flux which can be evaluated by the gradient of the 
volume fraction ∇α , and ϕ  is the face volume flux which is a conservative flux 
derived from the velocity pressure coupling algorithm. | | is the face area 
magnitude and Cr is a variable introduced to control the level of the surface 
compression when velocities of the air and fluid are of the same magnitude. Cr can 
be prescribed by the users and is selected to be 1 in this paper, which indicates a 
conservative compression. 
3.1.4 New Boundary treatments 
A CFD modelling process should have the ability to represent various physical 
boundary conditions accurately. To achieve this, OpenFOAM imposes constraints on 
!
S f
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the available variables such as pressure, velocity and volume fraction in two-phase 
flow cases. But conditions for water waves and far field are not supplied with 
OpenFOAM by default. In order to apply OpenFOAM to wave hydrodynamics, 
additional functions have been further extended to advance the wave generation and 
absorbing capacities of the numerical model which was first developed by Morgan 
et al. (2010), and the underlying theories will be described below. The 
implementation of those boundary conditions can be found in Section 3.4.  Morgan 
et al. (2010) developed a boundary condition to make OpenFOAM has ability to 
generate regular waves at the inlet boundary based on 1st order stokes theory. It has 
been further developed in current study to be able to generate stronger nonlinear 
regular waves based on 2nd order stokes theory, focused wave groups, solitary waves 
etc. in attempt to investigate wave loading on the structures in both regular and 
extreme sea states. Additionally, an artificial damping zone is located in front of the 
outlet boundary to minimize the wave reflections at the end of the wave tank so that 
the computational time can be reduced with smaller wave tank.  
Wave generation 
New boundary conditions have been added to OpenFOAM to allow the generation of 
regular waves, focused wave groups and solitary waves as input waves. The 
generation of wave-current fields has been considered as well. According to Morgan 
et al. (2010), a direct simulation of a piston-type wave-maker is slow due to the need 
of the moving mesh, so in this study, the wave generation is via the flux into the 
computational domain through a vertical wall. The volume fraction and horizontal 
and vertical velocities at the wave inlet boundary faces are specified. 
A simple limiting function is used to convert the water surface elevation into a 
volume fraction (Morgan et al., 2010): 
     ( , , ) (max[min([ ( , , ) ], ), ] ) /
2 2 2
z z zx z t x z t z zα η Δ Δ Δ= − − + Δ
 
(3-38) 
where zΔ is a small parameter specifying the width of the free surface zone, η(x,t) is 
the free surface elevation from specified wave theories. This is a typically used 
approach to determine if the boundary face is either wet or dry based solely on the 
location of the face center relative to the water surface η, which may result in 
spurious oscillations on the water surface. The applications and validations shown in 
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the next several chapters suggest that this method works quite well in this study, thus 
we stick to use it throughout the study unless otherwise mentioned. 
Regular waves For regular waves, free surface elevation η(x,t)=Acos(kx-ωt), shown 
in Figure 3-1. A is amplitude, H is wave height, d is water depth from sea bed to 
mean water level (MWL), λ is wave length and x is horizontal distance. ω is angular 
frequency and k=2𝜋/𝜆 is wave number, which can be determined by the following 
dispersion equation (Stokes, 1847): 
 2 tanhgk kdω =  (3-39) 
 
Figure 3- 1: Wave characteristics of regular waves 
The velocities on the inlet boundary are then generated by multiplying the velocities 
from the selected wave theory by the volume function, Equation (3-38), so that the 
velocities in the air are zero and the velocities in the water are as calculated. The 
velocities of linear regular waves are based on linear Stokes’ wave theory (Stokes, 
1847), 
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+=  (3-40) 
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+=  (3-41) 
in which, φ= kx-ωt. 
For strong nonlinear cases, 2nd order Stokes’ wave theory on arbitrary depth are used 
(Stokes, 1847), 
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(3-44) 
Focused wave groups In this study, apart from regular waves, a new boundary 
condition has also been developed to allow the generation of focused wave groups. 
The focused wave group overcomes the shortcomings of regular waves, which lack 
representation of the broadband spectrum of real ocean waves. Additionally, 
compared to traditional random waves, the frequency spectrum and phase of the 
components can be controlled in the focused wave group, which enables the realistic 
modelling of an extreme event within a short time. This makes both physical 
experiments and numerical simulation very efficient. There are another two 
advantages in using the focused wave group: first to provide a model for transient 
events, and second to allow the separation of the focused wave group into its 
fundamental components (Zang et al., 2006). 
The free surface elevation for a focused wave group is defined by: 
 
1




x t aη ϕ
=
=∑  (3-45) 
in which, 
 0 0( ) ( )n n n nk x x t tϕ ω ε= − − − +  (3-46) 
 
an = A
S(ωn ) ⋅ (ωn+1 −ωn )






where A is the crest value of the focused wave group, x0 and t0 are the focus distance 
and time, respectively. ωn+1 and ωn is the circular frequency of the (n+1)th and nth 
wave, respectively. The increment between ωn+1 and ωn can be same when n ranges 
from 1 to N-1, or different with smaller increment at the angular frequencies around 
the peak angular frequency ωm. In this study, uniform increment method is applied 
which indicates that Δω =ωn+1 −ωn  is same for all Fourier components. εn is the 
phase angle at focus, which is set to be 0 for a crest-focused wave group and π for a 
trough-focused wave group. kn is the wave number of the nth wave. S(ωn) is the 
wave energy spectrum which provides information on the wave energy distribution 
with wave frequency ωn. There are various forms of wave spectrum, including 
Neumann, Pierson-Moscowitz and JONSWAP. JONSWAP is the most widely used 
spectrum for coastal and offshore problems due to its excellent agreement with 
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measured results. A JONSWAP spectrum is selected in numerical simulations 
reported here as well as in experimental tests described in Zang et al. (2010a, 2010b). 
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 (3-48) 
in which, 



























and α is chosen as 0.0081 empirically, ωm is the peak angular frequency of the 
focused wave group, g is the acceleration due to gravity. The peak of the spectrum is 
defined by γ. The peak wave amplitude increases with the γ. The value of 3.3 is used 
here as it shows a good representation for severe storms in the North Sea (Taylor and 
Williams, 2004). The velocities of focused wave groups are calculated by summing 
the velocities of regular waves presented in Equation (3-40) and Equation (3-41) or 
Equation (3-42) and (3-44).  
Solitary waves The generation of solitary waves is also included in this study. The 
solitary wave was firstly discovered by John Scott Russell in 1834 when he was 
observing the motion of a canal boat (Russell, 1844). It is well known for its highly 
stability, i.e. the velocity and shape of the solitary wave keep unchanged during 
propagation. This stability results from the balance between nonlinearity, tends to 
localize the wave, and dispersion, tends to spread it out (Wazwaz, 2009). The 
existence of the solitary wave was proven by Boussinesq who found its 
approximation by including the nonlinearity of the problem in his perturbation 
analysis (Boussinesq, 1871).  It has been shown that the solitary wave is a solution of 
the Korteweg–de Vries (KDV) equation which is a generic model used to describe 
shallow-water waves with long wavelength and small amplitude (Korteweg and 
Vries, 1985). Several researchers argued that the KDV equation, hence solitary 
waves, can be used to model tsunami waves which are generated by the sudden 
vertical displacement of a volume of water, such as earthquakes or landslides under 
the ocean (Schneider, 2002; Craig, 2006; Lakshmanan, 2007). There are devastating 
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consequences of tsunamis: the Indian Ocean Tsunami killed about 300,000 people 
from 11 countries and about 5% of Okushiri Island’s population is killed by the 
tsunami caused by the Nihonkai-Chubu Earthquake in 1983 in Japan (Murata et al., 
2010).  
The free surface elevations and velocities of solitary waves are computed from the 
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where x0  is the initial position of the wave crest and c is the celerity of the wave. 
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Wave-current fields In coastal areas, structures and vessels are always subject to 
loads resulting from the combined action of waves and currents. The magnitude and 
frequency of wave loading would be altered by the presence of the current and the 
nonlinear wave-current interaction would modify current velocity profiles. It is of 
great importance to take into account the effect of the current. The problem of 
regular wave propagation in a steady uniform current is considered in this study 
based on linear wave theory. The total velocities at the inlet boundary are given by: 
 u(x, z,t) =U + gkA
ω
cosh k(z + d )
cosh kd
sin(kx −ωt)  (3-53) 
 w(x, z,t) = gkA
ω
sinh k(z + d )
coskd
cos(kx −ωt)  (3-54) 
in which, U is the current velocity and the wave number k satisfies the modified 
dispersion relation (Ryu et al., 2003),  
 2( ) tanhkU gk kdω − =  (3-55) 
The wave elevation affected by the current is determined by: 




The analytical solution for 2nd order Stokes waves riding on a uniform current can be 
used as the incoming combined wave-current field as well, such as Buchmann et al. 
(1998) and Skourup et al. (2000). The wave runup and wave loads on a vertical 
mounted cylinder due to 2nd order regular waves and a constant current were 
presented, respectively, based on the 2nd order potential flow theory. In this study, 
the extended OpenFOAM model is applied to investigate the problem of combined 
wave-current fields propagation over a uniform horizontal sea bottom and it has been 
validated by comparing with published benchmark results of a potential numerical 
model in which the linear analytical solution, Equation (3-53)-(3-56), was used as 
incoming wave fields, details are shown in Chapter 4. The extension to the problem 
of wave-current-structure interactions is left as future work, see Chapter 8, thus, only 
the module used to generate linear combined wave-current field at the inlet boundary 
is developed in this study.   
Far field boundary conditions 
In this study, the damping zone method has been applied to represent far field 
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boundary conditions, aiming to avoid reflection at the downstream of the flume 
(Celebi et al., 1998). In this method, an artificial damping term ρθ
!
U is added to the 
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 (3-58) 
where x are coordinates from paddle, x0 is the start point of the damping zone and x1 
is the length of the wave tank. Additionally, θ1 is damping coefficient, which can be 
determined empirically (Chan, 1975 and Romate, 1992). Generally, there is little 
dissipation for small values of the damping coefficient and the damping zone itself 
will act as a boundary with large value of the damping coefficient, and the 
dissipation and computational time increases with the increasing length of the 
damping zone. Numerical tests need to be carried out to determine the optimal 
values of both the damping coefficient and the length of the damping zone on case-
by-case basis. The variation of the reflection coefficient with the damping 
coefficient and the length of the damping zone for modeling of wave-cylinder 
interactions is given in Chapter 5 as an example, the selection of those two 
parameters for other applications is omitted in this thesis for clarify.  
3.2 Turbulence model 
A large range of methods and models are provided by OpenFOAM to simulate 
turbulence, including Reynolds-Averaged Navier-Stokes (RANS) model, Large 
Eddy Simulation model, Detached Eddy Simulation (DES) model and Direct 
numerical simulation (DNS) model. In the RANS model, the main variables such as 
velocity and pressure are represented by the sum of the time-average component and 
the turbulent fluctuation about the time average value. In this way, six additional 
unknown variables are introduced. In order to close the system, additional equations 
must be introduced and solved alongside the Navier-Stokes equations. Various 
models, including k-ε model, k- ω model, k-ω SST model etc. are developed to solve 
this problem. Details can be found in [George (2009); Bardina et al. (1997); Morgan 
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(2013)]. The Navier–Stokes equations in LES models are filtered by the convolution 
so that large eddies are resolved directly and small eddies are modelled. The scale 
regions, i.e. the length and time scales used to filter out small eddies should be 
determined according to the problems under consideration. DES model is a hybrid 
model that the RANS model is applied in near-wall regions and LES model is 
applied in the regions where the eddy length scale exceeds the grid dimension. DNS 
simply means the Navier-Stokes equations are computed numerically without any 
turbulence modelling on very fine grids with a small time step so that all turbulence 
phenomena at all length and time scales can be resolved. All these four turbulence 
models have their advantages and disadvantages. The details of turbulence models 
are illustrated in Figure 3-2 (Sodij, 2007). It can be seen that DNS aims to capture all 
eddy sizes and the length scales for RANS models are largest. Thus, DNS and LES 
models have the ability to provide better results but require higher computational 
effort (Menter, 1994).  
 Figure 3- 2: The details of turbulence models 
While there are a wide variety of turbulence models, only the RANS model will be 
discussed here and k-ω model is selected to close the RANS equations. In RANS 
models, the main variables in NS equations are divided into two terms, one time-
averaged value 
!
U , p  and the fluctuation about that value 
!
U ' , p ' , 




































in which T is the averaging interval and must be large compared to the typical time 


















where N is the number of members of the ensemble. Combined Equations (3-59) 
with Navier-Stoke equations (3-1) and (3-2) yields the RANS equations, 




U '  called the Reynolds stresses. The 
presence of the Reynolds stresses indicates that they contain more unknown 
variables than the existing equations. To model the Reynolds stress, the eddy-
viscosity model is used, 
in which µt is the eddy viscosity and k is the turbulent kinetic energy. Substituted 
Equation (3-64) to Equation (3-63) yields, 
where µeff = µ +µt  is the effective viscosity. k-ω model is selected in this study to 
calculate the eddy viscosity µt  and the turbulent kinetic energy k,  
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,  β = 0.075, β* = 0.09, σ k
* =σω
* = 2  
For many of the problems concerned in this study, it is reasonable to turn off the 
turbulence model due to the fact that very little turbulence is indicated by these 
equations. This reduces the computational cost of the model, eliminates the error 
which results from a number of estimated parameters in the turbulence model, and 
often has little effect on the results, as shown in Figure 3-3 which shows the free 
surface elevation time series of incoming waves obtained from the extended 
OpenFOAM model with both laminar model and k-ω model. The water depth d is 
0.505m, the peak angular frequency f is 0.82Hz and wave steepness kpAp is 0.3. The 
Reynolds number of this flow, based on the maximum wave velocity Umax = λp/Tp = 
1.7261 m/s, the diameter of the cylinder 2a = 0.25 m and the kinematic viscosity of 
water at 20 degree, ν = 1x10-6 m2/s is Re=431525. This is the largest wave in the 
DHI experiment described in Chapter 5 as well as in this study, which is nearly 
breaking.  
For the extended OpenFOAM model with k-ω model, the values of k are set to a 
constant value on the inlet patch. k is computed based on the turbulence intensity I 
which is estimated to be 2%~5% for flow in not-so-complex device. The turbulence 
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Therefore, the value of k on the inlet is k=3(UmaxI)2/2=3*(1.7261*2%)2/2=0.001787 
m2/s2. For the bottom and top patch, k is set to be “kqRWallFunction” in 
OpenFOAM and simply acts as a Neumann boundary condition. The value of k is 
set to the constant value of 0.00178 m2/s2. For the outlet patch, “zeroGradient” 
supplied with OpenFOAM is used which means that the normal component is zero 
while the tangential component is unaffected. The sides are set to empty for which 
no solution is required, as is the convention for front and back planes for a 2-D 
geometry in OpenFOAM.   
The k-ω models also use ω to describe the turbulence. On the inlet patch, the value 
of ω is set to be 0.16911 m2/s3, calculated according to 
where l is characteristic length which estimated to be the cylinder diameter in this 
study. “omegaWallFunction” is used for the top and bottom patch. The boundary 
conditions for the outlet patch and sides of the tank are same as those for k-equation 
discussed before.  
 
Figure 3- 3: Time histories of the free surface elevation for k=2.99 and kA = 0.3 
3.3 6 Degree-of-Freedom motions 
For simulating the motions of freely floating objects in waves, two difficulties need 
to be solved: determining the new location of the floating structure and updating the 
mesh of the whole calculation domain automatically according to the motion of the 
structure. New modules have been developed in this study based on interDyMFoam, 
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boundaries, to extend its capabilities to simulate the 6 degree-of-freedom motions of 
floating bodies in the presence of waves. 
3.3.1 The motions of the floating structure 
Equations of motion 
It appears from experiments that in many cases both acceleration and the velocity of 
the floating structures have a sufficiently linear behaviour at small amplitudes.  Thus, 
the motions of the moving object can be determined by solving the equation of 







m b cx F
dtdt
+ + =  (3-71) 
where, i = 1, 2 and 3 represent the translational motion in x, y and z directions, 
respectively, and i = 4, 5 and 6 represent the rotational motion about the x, y and z 
directions, respectively.  
For translational motions, md2xi/dt2 is the inertial force in which m is the mass and 
d2xi/dt2 is the acceleration. bdxi/dt is the damping force in which b is the damping 
constant and dxi/dt is the velocity. In this study, only linear damping coefficient is 
considered and is prescribed by the user explicitly. cxi is the restoring force in which 
c is the restoring or spring constant, and xi is the displacement of the centre of gravity 
(COG) of the floating body. The spring constant c is divided into two parts: the 
linear spring constant which is given by the user explicitly, and the hydrostatic 
restoring coefficient which is the pressure difference between the original pressure 
and the pressure calculated by moving the motion patch with 0.01m. Fi is the 
external force acts on the body. Only pressure forces and gravity are taken into 
account since viscous forces are negligible in the wave application considered in this 
study when laminar flow solver is used in the model (Bruijn et al., 2011). The 
pressure force can be calculated by integrating the pressure over the surface of the 
floating body. Then, the translational velocity dxi/dt is obtained by solving the 
Equation (3-71) based on the built-in ODE (ordinary differential equation) solver 
supplied with OpenFOAM which will be discussed in the next section. 
For rotational motions, md2xi/dt2 is the inertial moment in which m represents the 
mass moment of the inertia and d2xi/dt2 is the angular acceleration. bdxi/dt is the 
damping moment in which b is the damping moment coefficient and dxi/dt is the 
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angular velocity. cxi is the restoring moment in which c is the restoring moment 
coefficient and xi is the angular displacement of rotation. The damping moment 
coefficient b and the spring moment coefficient c are determined in the same way as 
mentioned before for translational motions. Fi is the external angular torque which 
can be calculated by summing the moments about the COG over the body due to the 
pressure forces. Again, the angular velocity dxi/dt about the COG can be obtained by 
solving the motion equations Equation (3-71). 
Built-in ODE Solvers 
OpenFOAM provides three types of practical numerical methods for solving initial 
value problems for ODEs, including the fifth-order Crash-Karp Runge-Kutta method, 
the fourth-order semi-implicit Runge-Kutta scheme of Kaps, Rentrop and 
Rosenbrock and the semi-implicit Bulirsch-Stoer method. The fifth-order Crash-
Karp Runge-Kutta method has been applied in this study to solve the Equations (3-
71) to get the translational and angular velocity, and will be discussed in details here. 
More details of the other two methods can be found in the following reference (Kaps 
and Rentrop, 1979, and Bader and Deuflhard, 1983).  
Noting that high-order ODEs can always be reduced to sets of first-order ordinary 
differential equations (Press et al., 1992), only first-order ODEs are discussed here as 
an example. Suppose that there is an initial value problem specified as follows, 
 ' 0 0( , ), ( )
dy y f t y y t y
dt
= = =  (3-72) 
The solution can be advanced from tn to tn+1 = tn + △t by using the fifth-order Runge-
Kutta formula derived by Cash and Karp (1990): 





k1 = f (tn , yn )













































































The fifth-order Runge-Kutta method evaluates the right-hand side derivatives five 
times per time step Δt and the final value yn+1 is calculated based on these derivatives.  
3.3.2 Dynamic Mesh 
For modelling of wave-moving structure interactions, the shape of the domain or the 
position of an internal interface is modified by the motion of the moving object. The 
computational mesh needs to be adjusted to the shape of the boundary automatically 
in every step of the transient simulation. Dynamic mesh handing in OpenFOAM 
includes mesh deformation in which the boundary motion is accommodated simply 
by moving points that support the mesh, and topological changes, where the number 
or connectivity of points, faces and cells in the mesh changes within a time-step. 
Compared with static mesh techniques, no further discretization error is introduced 
in mesh deformation method, while topological changes introduces conservation 
errors due to addition or removal of the mesh elements between time-steps (Jasak 
and Tukovic, 2007). In this study, the mesh motion solver supplied with OpenFOAM, 
which solves the Laplacian smoothing equation with constant and variable 
diffusivity is selected. The motion of the moving object is accommodated to the 
whole computational domain by stretching and squeezing the mesh, see Figure 3-4.  
The translational and rotational velocity calculated by solving Equation (3-71) are 
used to obtain the velocity of each moving boundary cell face, representing the 
surfaces of the moving body, 
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!ri  (3-74) 
where ri is the vector between the centre of the cell face and the COG. This velocity 
then is used to move the body.  
 
Figure 3- 4: Demonstration of the Mesh manipulation used in this study 
The mesh motion of the computational domain is calculated by solving the cell-
centre Laplace smoothing equation (Jasak and Tukovic, 2007): 
 ( ) 0uγ•∇ ∇ =  (3-75) 
Here, γ is the diffusion field and u is the point velocities used to modify the point 
positions of the mesh, 
 new oldx x u t= + Δ  (3-76) 
where xold and xnew are the point positions before and after mesh motion and △t is the 
time step. The boundary motion obtained from Equation (3-74) is used as boundary 
condition for moving objects, and fixed-value conditions are applied for other 
boundaries of the domain with zero-velocities in all three directions. Then Equation 
(3-75) is solved using the Finite Volume Method (FVM) to diffuse the motion of the 
boundary to the whole computational domain.  
The variable diffusion field γ is introduced to improve mesh quality (Jasak and 
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Tukovic, 2007). There are two groups of diffusivity models supplied with 
OpenFOAM: the diffusion field γ is a function of a cell quality measure and it is a 
function of cell centre distance l to the nearest selected moving boundary. The 
distance-based method is used together with the quality-based method. There are 
several sub-choices for each group of diffusivity models, details can be found in 
User’s Guide of OpenFOAM. In this study, the quality-based method 
inverseDistance and the distance-based method quadratic are selected. That means 
the diffusivity of the field is based on the inverse of the distance from the specified 
boundary, and variable diffusion field γ equals 1/l2. 
In cases of extreme shape change, mesh motion described before alone is not 
sufficient to accommodate the significant boundary deformation, topological 
changes method would then be applied and new customized dynamic manipulation 
solver can be developed based on this. This has been left as future work in this study, 
as discussed in Chapter 8.  
3.4 The general calculation process 
Firstly, the computational domain is discretised into a number of arbitrary convex 
polyhedral cells. Secondly, initializes the fields, i.e. determines the boundary and 
initial conditions. Then the following steps are carried out in each time step and 
loops to the end of the simulation. The flow chart is shown in Figure 3-5.  
1) The initial time step is adjusted according to Courant number, Equation (3-3).  
2) The mesh motion Equation (3-75) is solved to diffuse the motion of the boundary 
to the whole mesh. Note that if the interactions between waves and fixed bodies 
are considered, this step is skipped.  
3) The Navier-Stokes Equations (3-1) and (3-2) are discretised into a set of 
algebraic equations based on the mesh.  
4) The volume fraction function is calculated by solving Equation (3-36). 
5) Navier-stokes equations (3-31) and (3-32) are solved based on the merged PISO-
SIMPLE (PIMPLE) method.  
6) The external force and rotational moment are calculated by integrating the 
pressure and the moments about the COG over the surface of the body, 
respectively. Skipped for cases considering waves interaction with fixed 
structures. 
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7) The equation of rigid body motions Equation (3-71) is solved by applying the 
built-in ODE solver supplied with OpenFOAM. Then the new position of the 
moving boundary is determined. Again skipped for wave-fixed structure 
interactions. (Jasak and Tukovic, 2007). 
 
Figure 3- 5: The flow chart of the general calculation process 
Mesh generation 
Initial and boundary conditions 
and initial time step 
Time step is corrected based on 
Courant number, Equation (3-3) 
Mesh motion and manipulation 
The N-S equations are discretized into a set of 
algebraic equations based on the spatial mesh 
The interface between two phases is captured 
by solving the Equation (3-21)  
The discretized N-S equations are solved using 
PIMPLE algorithm  
The external force and rotational moment are 
calculated  
Equations of motion are solved and the new 
position of the moving object is obtained  
The end of the simulation 
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3.5 Implementing new modules in OpenFOAM 
3.5.1 Compiling applications and libraries in OpenFOAM	  
OpenFOAM is a C++ library used primarily to create executable, known as 
applications. That is to say, the base language of OpenFOAM is C++, which is 
evolving just about as quickly as code itself. Object-oriented features such as 
inheritance, template classes, virtual functions and operator overloading of C++ are 
very useful and make the code easier to manage. It is worth noting that C++ is 
widely used with a standard specification. Thereby executable can be produced 
efficiently by reliable compilers, which is the additional advantage of C++.  
Source codes of OpenFOAM is distributed accompany precompiled applications, 
which means that users have freedom to create their own or modify existing 
applications or utilities. The OpenFOAM code is organized in the way named top-
down, which programers or users start with top-level code. Whereas there is often 
little need for programmers or users to immerse themselves in the underlying code, 
such as various classes, which is desiged to match and achieve the job of the top-
level code. The knowledge of how to use these underlying code, e.g. the knowledge 
of the classes’ existence and its functionality, is enough. The top-level code is 
located in applications directory and underlying code can be found in src directory. 
Users can access these directories to get codes of concerned applications or utilites. 
OpenFOAM is supplied with wmake compilation script to deliver instructions to the 
compiler. Generally, each application needs at least four files to run the compiler 
using wmake. These files for a specific application are organized using a standard 
convention that the source codes of each application are placed in a directory whose 
name is that of the application. The top-level source file takes the application name 
with the .C extension. A header file with .H extension contains class declaration for 
each class, provided as a means of checking errors. The .H-files are included in the 
header of the .C-file using # include statements. The other two files, options and 
files, are located in Make directory, which is a sub-directory of the application 
directory. The Make/options file defines the full directory path to locate header files, 
and a list of .C source files that must be compiled are included in the Make/files file. 
The Make/files file also defines the full path and name of the compiled executable. 
Directory structure for an application named newApp is shown in Figure 3-6, which 
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is presented in User Guide of OpenFOAM (2007). 
Then, users can execute wmake script from within the directory of the application by 
typing: wmake <optionalArguments>. <optionalArguments> can be specified as 
libso to build a dynamically-linked library and exe or omitted to build an application. 
 
Figure 3- 6: Directory structure for an application 
3.5.2 Implementing custom boundary conditions	  
OpenFOAM provides a number of libraries of ready boundary conditions (BCs). The 
source codes are included in /src/finiteVolume/fields/fvPatchFields/. The 
implementation of custom boundary conditions in OpenFOAM is easy and 
straightforward due to the virtual mechanism of C++. The functionality of the 
member function, which is defined as a virtual function, can be over-ridden in its 
derived classes. Thus, sub-classes to the default class fixedValueFvPatchVectorField 
are created in order to implement custom BCs to suit particular problems in this 
study. I start from fixedValueFvPatchVectorField because it does work similar to 
what I want. The custom boundary condition used to generate linear regular waves 
can be implemented following the steps shown below,	  
1. Copy baseline codes, which will then be modified to a new directory named 
multiphaseWave. For OpenFOAM-2.2.0, the codes are located in the path, 
/src/finiteVolume/fields/fvPatchFields/basic/fixedValue/. 
2. Rename the codes so that the custom BC consists of two files: 
multiphaseWaveVelocityFvPatchVectorField.C 
multiphaseWaveVelocityFvPatchVectorField.H 
3. Declare class variables in the header (*.H) files to re-use data at each time step. 
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The declaration of the class multiphaseWaveVelocityFvPatchVectorField is 
summarized in Table 3-2.  
Table 3- 2: Declaration of class variables 





// Private data 
   scalar waveHeight_; 
   scalar waveLength_; 
   scalar meanWaterLevel_; 
   scalar depth_; 
   scalar phase_; 
   scalar deltaZ_; 
   vector direction_; 
 
The class inherits from the base class 
mixedFvPatchVectorField supplied with 
OpenFOAM by default 
 
// Private data 
wave height H = 2A 
wavelength calculated by Eqn. (3-39) 
mean water level (MWL) 
water depth d 
initial phase angle  
interface thickness, Δz in Eqn. (3-38) 
wave incident direction 
 
public: 
   TypeName("multiphaseWaveVelocity"); Used when specifying the boundary condition 
 // Constructors 
multiphaseWaveVelocityFvPatchVectorField 
    ( 
        const fvPatch&, 
       const DimensionedField<vector, volMesh>& 
       const dictionary& 
     ); 
There are some public constructors used to 
construct the class. Only the constructor in 
which the class data has to be read from the 
dictionary at the initialisation is listed here. 
// Member functions 
  












The actual implementation of the boundary 
conditions based on Eqns. (3-40)-(3-41) for 
linear waves, (3-42)-(3-44) for 2nd order 
stokes waves, (3-45)-(3-50) for focused 
wave groups, (3-51)-(3-52) for solitary 
waves, and (3-53)-(3-56) for combined 
wave-current fields. 
 
 A method used to save the data.    
 
4. Modify the codes in the *.C file to implement a custom BC class in which the 
main method is called updateCoeffs() as mentioned in Table 3-2. The 
implementation of the updateCoeffs() and their corresponding description can be 
found in Figure 3-7. Only the boundary condition used to generate linear regular 
waves is illustrate here. For clarify, the implementation of other boundary 
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conditions used to generate other types of waves is omitted here because of the 
similar procedure. 
 
Figure 3- 7: Setting the main method of a BC class, updateCoeffs() 
void multiphaseWaveVelocityFvPatchVectorField::updateCoeffs()
{
    if (updated())
    {
        return;
    }
    const fvPatch& patch = this->patch();  // The patch in question, which is inlet boundary for 
wave generation 
    vector g(0, 0, -9.81);                            // Acceleration due to gravity
    vector vertUnitVector(0, 0, -1);          // Unit direction vector
    scalar k = 2.0 * 3.14159 / waveLength_;     // wave number
    scalar omega = sqrt(k * mag(g) * tanh( k * depth_ ));  // wave angular frequency
    scalar A = waveHeight_ / 2.0;     // wave amplitude
    scalarField x = patch.Cf() & direction_;   // the coordinates in x direction for all inlet 
boundary faces
    scalarField z = meanWaterLevel_ - (patch.Cf() & vertUnitVector); // the coordinates in z 
direction for all inlet boundary faces
    scalar t = this->db().time().value();   
    scalarField eta = A * cos( k * x - omega * t + phase_ );  // free surface elevation based on 
1st stokes wave theory,  loop over all faces of the inlet patch
    vectorField xVelocity = direction_ * A * mag(g) * (k / omega) * (cosh(k * (depth_ + z)) / 
cosh(k * depth_))  * cos( k * x - omega * t + phase_ ) ); // velocities in x direction based on 
1st stokes wave theory
    vectorField zVelocity = -vertUnitVector *A * mag(g) * (k / omega) * (sinh(k * (depth_ + 
z)) / cosh(k * depth_)) * sin( k * x - omega * t + phase_ ); // velocities in z direction based on 
1st stokes wave theory
    this->refValue() = ( (max( min( eta - z, deltaZ_ / 2.0 ), -deltaZ_ / 2.0 ) + deltaZ_ / 2.0 )  / 
deltaZ_ ) * (xVelocity + zVelocity); // Converting the water surface elevation into a volume 
fraction
    this->valueFraction() = 1.0;
    mixedFvPatchVectorField::updateCoeffs();
}
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5. Change the compilation options to distinguish this code from the default one. A 
Make/files file is used to indicate the source files and the name of the dynamic 
library, and a Make/options file is used to locate the header files.  
6. Compile the dynamic library using the command “wmake libso”. 
Now, the new boundary condition is ready to use, users only need to add the 






The general procedure of implementing a custom BC class is summarized in the flow 
















Figure 3- 8: The implementation of a BC class 
3.5.3 Implementing custom solvers	  
As mentioned in Section 3.1.4, an artificial damping term is added to the momentum 
equation to dissipate the wave energy at the end of the numerical wave tank. This 
indicates that a custom solver with the modified governing equations needs to be 
developed to implement the wave outlet BC. The solver/application interFoam, 
supplied with OpenFOAM, is designed for two-phase modelling and it uses Navier-
Stokes equations to describe the motion of fluids. Thus, the source codes of 
interFoam located in /applications/solvers/multiphase/interFoam are selected as the 
Copy the baseline codes 




Compile the dynamic library 
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baseline codes, which will then be modified.  
The files in the relaxationFoam directory used to generate the new solver 
relaxationFoam are shown in Figure 3-9. The main code relaxationFoam.C, which 
is renamed from interFoam.C, performs the calculation process shown in Figure 3-5. 
The implementations of the continuity equation and the momentum equation can be 
found in the files pEqn.H and UEqn.H, respectively. Therefore in this case, only 
UEqn.H requires modification to apply the numerical beach method described in 
Section 3.1.4. Table 3-3 shows how to implement the modified momentum equation 
(3-57) in UEqn.H file. As the implementation of a custom BC, the compilation 
options in /Make directory are changed to distinguish the codes from the default 
solver interFOAM. Finally, the new solver can be compiled by tying wmake within 
the application directory relaxationFoam.  
 
Figure 3- 9: The files required to develop a custom solver 
3.5.4 Solving Equations of motion using ODE solvers 	  
The main part of ODE solvers in OpenFOAM can be found in src/ODE/ and there 
are three different types of methods in OpenFOAM for solving the initial value ODE 
problem as mentioned in Section 3.3.1. The directories shown in Figure 3-10 define 
the three methods and the structure of the ODE. The Runge-Kutta method (/RK) is 
applied in this study to solve the Equations of motion (3-71). An example of using 
the default ODE solvers is supplied by OpenFOAM in /applications/test/ODE. 	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Table 3- 3: The modifications in UEqn.H  
Codes additions in UEqn.H file Description 
dimensionedScalar theta0 
( 
  "theta0", 
  dimensionSet(0,0,-1,0,0,0,0), 
  0 
); 
 Define a variable theta0 with the 
unit of s-1 
IOdictionary relaxation 
 ( 
     IOobject  
   ( 
      "relaxation", 
      runTime.constant(), 
      mesh, 
      IOobject::MUST_READ, 
      IOobject::NO_WRITE 
    ) 
  ); 
dimensionedScalar theta1 
( 
  relaxation.lookup("dampCoeff") 
); 
Read the damping coefficient θ1 
from the dictionary relaxation.txt 
stored in the /constant directory. The 
unit of damping coefficient is s-1, 
and its value is prescribed by the 
users.  
 






  relaxation.lookup("dampZoneStartPoint") 
); 
 
x1 is the length of the numerical 
wave tank and x0 is the start point of 
the damping zone which is also read 
from the dictionary relaxation.txt  
volScalarField thetaField 
( 





Calculate the value of θ as defined 
in Eqn. (3-58) 
  fvVectorMatrix UEqn 
    ( 
        fvm::ddt(rho, U) 
      + fvm::div(rhoPhi, U) 
      - fvm::laplacian(muEff, U) 
      - (fvc::grad(U) & fvc::grad(muEff)) 
      +U*rho*thetaField 
); 
Add the artificial damping term 
 ρθU
!"
 to the momentum equation.  
 
In order to solve Equations of motion a new class motionODE is created and inherits 
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members from the base class ODE: 
 
At the beginning of the source code motionODE.C the dimension of the ODE is 
defined: 
 
The member function derivatives() returns the values of derivatives and defines the 









    motionODE();
//member functions
    label nEqns() const;
    void derivatives
    (
        const scalar,
        const scalarField&,
        scalarField&
    ) const;
    virtual void jacobian
    (
        const scalar x,
        const scalarField& y,
        scalarField& dfdx,
        scalarSquareMatrix& dfdy





  =========                 |
  \\      /  F ield         | OpenFOAM: The Open Source CFD Toolbox
   \\    /   O peration     |
    \\  /    A nd           | Copyright (C) 1991-2008 OpenCFD Ltd.




    This file is part of OpenFOAM.
    OpenFOAM is free software; you can redistribute it and/or modify 
it
    under the terms of the GNU General Public License as published 
by the
    Free Software Foundation; either version 2 of the License, or 
(at your
    option) any later version.
    OpenFOAM is distributed in the hope that it will be useful, but 
WITHOUT
    ANY WARRANTY; without even the implied warranty of 
MERCHANTABILITY or
    FITNESS FOR A PARTICULAR PURPOSE.  See the GNU General Public 
License
    for more details.
    You should have received a copy of the GNU General Public 
License
    along with OpenFOAM; if not, write to the Free Software 
Foundation,







// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
* * * * //
motionODE::motionODE()
    {}
label motionODE::nEqns() const
    {
        return 6;
    }
void motionODE::derivatives
    (
        const scalar x,
        const scalarField& y,
        scalarField& dydx
    ) const
    {
        dydx[0] = y[1];





    }
void motionODE::jacobian
    (
        const scalar x,
        const scalarField& y,
        scalarField& dfdx,
        scalarSquareMatrix& dfdy
    ) const
    {
    }
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y1 = θ , y2 =
dθ
dt













y6 − y4 y2 − y5 y1
y3
=

















  (3-77) 
Finally, the ODE can be solved in the main function by adding: 
 
The coefficient eps is a parameter used to control the errors and hEst is the time step 






  =========                 |
  \\      /  F ield         | OpenFOAM: The Open Source CFD Toolbox
   \\    /   O peration     |
    \\  /    A nd           | Copyright (C) 1991-2007 OpenCFD Ltd.




    This file is part of OpenFOAM.
    OpenFOAM is free software, you can redistribute it and/or modify 
it
    under the terms of the GNU General Public License as published 
by the
    Free Software Foundation, either version 2 of the License, or 
(at your
    option) any later version.
    OpenFOAM is distributed in the hope that it will be useful, but 
WITHOUT
    ANY WARRANTY, without even the implied warranty of 
MERCHANTABILITY or
    FITNESS FOR A PARTICULAR PURPOSE.  See the GNU General Public 
License
    for more details.
    You should have received a copy of the GNU General Public 
License
    along with OpenFOAM, if not, write to the Free Software 
Foundation,
    Inc., 51 Franklin St, Fifth Floor, Boston, MA 02110-1301 USA
Description
m*y" + b*y' + k*y = F
y=y[0]
substitution:  ' = y[1]
this yields: y" = (F - b*y[1] - k*y) / m
constants: y[2] = m; y[3] = b; y[4] = k; y[5] = F
\*------------------------------------------------------------------
---------*/










































    if (shipDict.found("springCoeffUpdateInterval"))
    {




Info << "Spring coefficients are updated every " << 
springCoeffUpdateInterval << " timesteps. " << nl;
    }
    else
    {















      
 
                                                              









In this chapter, several 2-D numerical wave tanks are developed using OpenFOAM 
to study various wave configurations. Regular waves, focused wave groups and 
solitary waves are generated at the inlet of the wave tank according to the 
corresponding wave theories described in Chapter 3. The resulting numerical tanks 
are verified against published experimental data or numerical results. In addition to 
pure waves, regular wave propagating in a constant water depth over a flat bottom in 
the presence of the constant current is also studied in this chapter.   
4.1  Regular wave propagation over a horizontal cylinder 
A fixed horizontal cylinder case has been selected as the first test case due to its 
practical application and comparatively simple setup as well as the easy access to the 
experimental data. The study of the forces induced by regular waves on a half -
submerged horizontal cylinder, fixed in the surface region, leads towards simulation 
of the full dynamics of Pelamis which is a multisegment tube section, details can be 
found in Chapter 1. The experiments on a horizontal cylinder were carried out by 
Dixon et al. (1979) for comparing with Morison’s equation (1-1). Their 
measurements were utilized by Westphalen et al. (2009) to validate four different 
CFD codes, including Smooth Particle Hydrodynamics (SPH) in which the fluid 
system is represented by a set of particles, AMAZON-3D code based on a Cartesian 
cut cell method and two pressure-based Navier-stokes solvers, Finite Volume (FV) 
and Control Volume Finite Element (CV-FE).   
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24 different cases were presented by Dixon et al. (1979) while only one has been 
selected here to validate against. The selected case has relative amplitude A’ = A/D = 
0.5, relative axis depth d’ = d1/D = 0.0, wave steepness kA = 0.2 and dimensionless 
basin depth kd = 1.61. Here, A is wave amplitude, d is water depth, k is wave number, 
d1 is the distance between the cylinder axis and the still water level and D is the 
cylinder diameter. As in Dixon et al. (1979), the measured vertical forces Fz on the 
cylinder are normalized by the following equation 
 ' 2(1 / 4 )
zFF
g D lρ π
=  (4-1) 
in which, g is the acceleration due to gravity, ρ is the density of water and l is the 
length of the cylinder. 
A 2-D wave tank is set-up in order to reproduce the experiment. The domain consists 
of a rectangular domain with a horizontal cylinder located at the centre of the tank. 
Regular waves based on the 2nd order Stokes’ wave theory, Equation (3-42) and (3-
43), are generated at the inlet boundary. The velocities for the air are set to 0.0 m/s. 
The top boundary is a pressure inlet/outlet allowing air to leave or enter the domain, 
the sides are set to empty for which no solution is required, as is the convention for 
front and back planes for a 2-D geometry in OpenFOAM and the bottom of the tank, 
the surface of the cylinder and the outlet of the tank are defined as no-slip walls in 
which all three components are constrained to a value of zero. The definition of 
boundary conditions will be discussed in more details in Chapter 5. 
4.1.1  Convergence Test 
The mesh is generated by blockMesh, a built-in mesh generation utility supplied with 
OpenFOAM. The mesh consists of a multi-level grid: In areas without structural 
influence, the grid cells have a resolution of △x in horizontal direction and △z in 
vertical direction, which are shown in column “Coarse area” of Table 4-1. The finer 
mesh is used in area around the cylinder. The diameter of the refinement area is 
about 6D, where D is the diameter of the cylinder. Vertical cell sizes are graded so 
that the cells at the bed and at the top of the computational domain are four times 
bigger than those at the free surface. The details of the mesh used in the numerical 
simulations can be seen in Figure 4-1.  
The sensitivity of the numerical wave tank to the density of the mesh is assessed by 
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using 6 different meshes for two waves with different wave heights, 3 different 
meshes for each wave. The meshes are labelled as 4-1, 4-2, 4-3, 4-4, 4-5 and 4-6 and 
their basic parameters and corresponding wave parameters can be found in Table 4-1. 
Here, λ is the wavelength and H is the wave height. 




 (unit: m) 
Coarse area Fine mesh Cell number 
(million) △x  △z △x  △z 
4-1 
D = 1 
d1 = 0.0 
λ = 15.7 
d = 4.025 




4-2 λ/280 H/12 1.078 
4-3 λ/400 H/12 1.490 
4-4 
A = 0.5 
λ/280 H/12 0.913 
4-5 λ/280 H/24 1.078 
4-6 λ/280 H/48 1.407 
 
 
Figure 4- 1: Multi-block grid system employed 
The maximum Courant number is set to be 0.5. The initial time step was set to be 
0.01 s and the time step is modified automatically according to the Courant number 
(see Equation (3-3)). The time histories of vertical forces F’ for the cases with wave 
amplitude A = 0.25 m and A = 0.5 m are shown in Figure 4-2 (a) and (b), 
respectively. It can be seen that the model is convergent using the resolution of 
mainly λ/280 in horizontal direction and H/12 in the vertical direction for the 
specific structure, horizontal cylinder.  
4.1.2 Comparisons with theoretical and experimental results 
Both numerical and theoretical results for the time histories of free surface elevation 
of the incoming wave are shown in Figure 4-3. It is worth noting that the measured 
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free surface elevation is not included here because it is not provided in the published 
literature. The figure shows that the numerical result from the extended OpenFOAM 
model matches well with the 2nd order wave theory and proves its capability in 
generating specified regular waves. Figure 4-4 shows the comparisons of calculated 
non-dimensionalised vertical forces and physical experimental measurements 
recorded by Dixon et al. (1979) over one wave period, in which the wave has been 
fully developed and reaches its stable state. The comparison indicates that the 
extended OpenFOAM model gives very good agreement with the experimental data. 
 
       (a) 
 
       (b) 
Figure 4- 2: Time histories of non-dimensionalised vertical forces for waves with (a) A = 
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Figure 4- 3: Time histories of the free surface elevation of incoming wave with kA = 
0.2, kd = 1.61, A = 0.5m 
 
Figure 4- 4: Relative vertical forces on horizontal cylinder for the wave with kA = 0.2, kd = 
1.61, A = 0.5m 
4.2  Focused wave group propagation over a sloping beach 
Waves become more non-linear as they travel up a beach. They shoal, break and 
reflect, and higher order harmonic waves are generated due to shoaling effect. The 
Boussinesq-type numerical models have been usually applied. Dingemans (1994) has 
applied several weakly nonlinear Boussinesq-type models for waves propagating 




Figure 4- 3: Time histories of the free surface elevation of incoming wave 
  
Figure 4- 4: Relative vertical forces on horizontal cylinder 
4.2  Focused wave group propagation over a sloping beach 
Waves become more non-linear as they travel up a beach. They shoal, break and 
reflect, and higher order harmonic waves are generated due to shoaling effect. The 
Boussinesq-type numerical models have been usually applied. Dingemans (1994) has 
applied several weakly nonlinear Boussinesq-type models for waves propagating 
over a submerged bar, and the xte ded Boussinesq m del of Nwogu (1993) has
been applied to the same problem by Ohyama et al. (1995). More applications of 
Boussinesq models can be found in Wei et al. (1995) and Gobbi (1999). The 
experimental study on regular waves propagation over a submerged bar with mild 
slope was studied by Beji and Battjes (1993) and later repeated by Luth in 1994. This 
benchmark test case has been widely used for the validation of Boussinesq-type 
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over a submerged bar, and the extended Boussinesq model of Nwogu (1993) has 
been applied to the same problem by Ohyama et al. (1995). More applications of 
Boussinesq models can be found in Wei et al. (1995) and Gobbi (1999). The 
experimental study on regular waves propagation over a submerged bar with mild 
slope was studied by Beji and Battjes (1993) and later repeated by Luth in 1994. This 
benchmark test case has been widely used for the validation of Boussinesq-type 
numerical models. The comparisons between the experiments and numerical results 
provided by the Boussinesq-type numerical models show that the Boussinesq-type 
models show poor accuracy for the shorter, higher wave cases and with increasing 
water depth (Dingemans, 1994; Ohyama et al., 1995 and Gobbi, 1999). It is therefore 
interesting to see if viscous solvers, like OpenFOAM, can provide more accurate 
prediction for wave transformation through shallow water. Morgan et al. (2010, 2011) 
has reproduced the experiments of Beji and Battjes (1993) with up to 6th order 
harmonics correctly modelled by applying the extended OpenFOAM model. In this 
chapter, the code developed by Morgan et al. (2010, 2011) has been further extended 
to predict the behaviour of focused wave groups as they approach to a beach and the 
numerical results have been compared with the experiments performed in the Danish 
Hydraulic Institute’s shallow water basin in 2009.  
4.2.1 Experimental set-up 
The DHI’s shallow wave basin (35 m × 25 m) was used for the physical experiments 
with a 1:20 plane beach in a water depth of 0.8 m. The beach terminated before 
emerging from the water, with the crest of the beach at a depth of 0.2 m before a 
vertical step in the bed. The experimental set-up is shown in Figure 4-5. The regular 
waves and focused wave groups were generated by a segmented piston paddle array 
installed at one end of the water basin. Only one focussed wave group, referred to as 
case F14 in the experiments, is used here to validate the present numerical model. 
The wave period and the focussed wave amplitude (on a flat bed) of case F14 are 
1.22 s and 0.07 m, respectively. In the experiments, 17 wave gauges were placed 
along the wave basin centreline to measure free surface elevations. Only the results 
of 5 gauges are selected in this study to compare against, the locations of those 5 
gauges are shown in Table 4-2. More details about the experiments are given in Zang 
et al. (2010).   
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4.2.2 Numerical set-up and results 
Similar to the horizontal cylinder case mentioned in the section 4.1 a 2-D wave tank 
is set-up with the same geometry as the experiments. The surface elevation of 
focused wave group, Equation (3-45), and the corresponding wave velocities are 
applied at the inlet boundary for generating the specified focused wave group. As the 
wave generation in the numerical simulation is via the flux into the computational 
domain through a fixed wall, which is different from wave generation by piston 
paddles in the experiments, a careful match between experiments and numerical 
models for the first wave gauge (WG1, 0.77 m from the paddle) needs to be made to 
ensure the incoming waves in the numerical tank are close to the waves generated in 
the experiments. The new wave generation module described in Chapter 3 uses 
amplitudes, focused time and focused point as input parameters and applies linear 
theory for generating a desired wave group at specific time and position. From Eqn. 
(3-46), the change in focused time or focused point leads to the change in the phases 
of individual spectral components. Figure 4-6 shows the time histories of the free 
surface elevation at location of WG1 generated by using different amplitudes and 
focus distance x0 in numerical simulations, and the numerical results are compared 
with the experimental data. It can be seen that the similar incoming waves as the 
experiments can be generated in the numerical simulations by choosing appropriate 
amplitudes, and focused time and points, i.e. phases. This calibration process is 
carried out in each test/application in this study, but would not be repeated because 
of the similar procedure.  
The top boundary is a pressure inlet/outlet allowing air to leave or enter the domain, 
and the sides are set to empty for which no solution is required, as is the convention 
for front and back planes for 2-D geometry in OpenFOAM. The flat bed, sloping 
beach and the outlet of the tank are defined as no-slip walls in which all three 
components are zero. The total number of cells used in the numerical simulation is 
about 0.128 million. The maximum Courant number is set to be 0.5. The initial time 
step is set to be 0.01 s and the time step is modified automatically according to the 
Courant number (see Equation (3-3)). The length of the numerical wave tank is 30 m, 
which is about 13λ.  




Figure 4- 5: The experimental set-up for sloping beach cases 
Table 4- 2: Locations of the wave gauges selected to compare against for sloping 
beach cases 
Wave gauge 
No. WG1 WG3 WG9 WG16 WG17 
x(m) 0.77 3.65 7.59 13.73 18.34 
      * x is the distance between the wave gauge and wave paddle. 
 
Figure 4- 6: Numerical wave tank calibration (at location of WG1) for the wave F14. 
Both numerical and experimental results for the free surface elevations at five 
selected locations are shown in Figure 4-7, as well as the corresponding amplitude 
spectra obtained by applying the FFT algorithm to the time histories shown on the 
left hand side of Figure 4-7. WG1 is used to calibrate the model to ensure the 
incoming wave in the numerical tank is close to the experiment as mentioned above. 
As the wave propagates onto the front slope of the beach at the location of WG3, it 
becomes steeper due to non-linear interactions which result in energy transfer 
between the leading wave components and higher order harmonics. As expected, it 
can be seen from the amplitude spectra that the value of higher order harmonics for 
WG3 is larger than that for WG1. WG9 is the focused point, where all components 
come into phase and a large energetic event is produced. At location WG16, where is 
the crest of the beach, more energy transfers to higher order harmonics, even 4th 
order harmonic wave can be clearly observed. After the crest of the beach, at 
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location WG17, the higher and lower order harmonics are released as free waves 
with their own bound higher order harmonics which results in dramatic 
transformation in wave shape. Apart from WG17 the numerical model performed 
relatively well, with close matching of the crest values of the free surface elevation 
and the surface profiles, as well as the spectra. Wave breaking was observed in the 
experiments, which may lead to the discrepancy at location of WG17.  
 
Figure 4- 7: Time series of free surface elevation and amplitude spectra for case F14 
4.3  Solitary wave impacting on a vertical seawall  
The problem of solitary wave hitting a vertical seawall is investigated in this section. 
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to the discrepancy at location of WG17. The turbulent effect should be taken into 
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Chan and Street (1970) has applied their numerical model based on the Marker and 
Cell technique to simulate the run-up of a solitary wave on a vertical wall. The 
accuracy of their model was verified by comparing with published experimental data. 
The same experiments have been reproduced by Fenton and Rienecker (1982) by 
solving the fully nonlinear Euler equations using a Fourier series method. It has been 
shown that the problem of collisions between two solitary waves with equal 
amplitudes travelling in the opposite direction is equivalent to the problem of a 
solitary wave hitting a vertical wall since the system of head-on colliding waves is 
symmetric about the mid-plane when the viscosity and surface tension are not taken 
into account (Lubin, 2004; Cooker et al., 1997). In 1971, the collisions of two head-
on weakly nonlinear solitary waves have been studied by Byatt-Smith (1971) and an 
empirical formula used to calculate the maximum run-up at the wall has been 
reported. Maxworthy (1976) has investigated both endwall and wave-wave collisions 
experimentally in a 5 m long wave tank with a water depth ranges from 4.5 to 6.7 cm. 
It is found that the observed maximum elevations qualitatively agree with those from 
the empirical formula presented by Byatt-Smith (1971). Soon after, an improved 
formula for maximum elevation of solitary wave has been reported by Su and Mirie 
(1980), who have analysed head-on collisions between two solitary waves based on 
perturbation theory. 
The extended OpenFOAM model has been applied here to model solitary waves 
impacting on a vertical seawall with the parameters defined by Maxworthy (1976). 
The water depth d is set to be 0.1 m for all selected cases and the amplitudes are in 
the range 0.1 < ε = H/d < 0.6. Initially, the crests are located at xcrest = 1 m. The 
length and height of the numerical domain are 3 m and 0.2 m, respectively. It is 
discretized into 600 and 200 regular Cartesian grids in horizontal and vertical 
direction. Similarly, the top boundary and the sides are set to be pressure inlet/outlet 
and empty, respectively. The flat bed, inlet and outlet of the tank are defined as no-
slip walls. The damping zone has not been applied here. The wave profile defined by 
Equation (3-51) is specified for the water fraction of the whole domain at the 
beginning of the calculations. The Courant number (see Equation (3-3)) is used to 
modify the initial time step, 0.01 s, automatically to ensure the stability of the model 
during the calculations.  
Figure 4-8 shows the comparisons for the case ε = H/d = 0.2 at several instants 
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predicted by the present extended OpenFOAM model and the model described by 
Lubin (2004). Generally, the results from the present model agree well with the 
published numerical results (Lubin, 2004). It can be seen that the solitary wave 
travels over a horizontal flat bed with constant wave shape before it hits the vertical 
wall, and then the kinetic energy decreases and the potential energy increases during 
the impact. At the instant when the kinetic energy decreases to zero, the wave run-up 
reaches its maximum magnitude, the wave comes to a standstill and then it starts to 
fall down and propagates towards the left boundary of the numerical domain. We 
also can see that the predicted value of maximum run-up zm is 0.139305 m (ηm/d = 
0.39305) for ε = 0.2 when t = 1.80 s. It only gives a difference of 2.24%, compared 
with the published result zm = 0.140206 m (ηm/d = 0.40206) by Lubin (2004).  
The maximum run-ups, ηm/d, are plotted against the wave non-dimensional 
amplitude, ε, in Figure 4-8. Our numerical results are compared with those found in 
literature, including experimental, numerical and analytical results (Chan and Street, 
1970; Maxworthy, 1976; Su and Mirie, 1980; Lubin, 2004). A reasonable accuracy is 
obtained. Noting that the analytical developments from Su and Mirie (1980) were 
actually carried out for head-on collisions between two solitary waves, this may lead 
to relatively large discrepancies.  
 
Figure 4- 8: Details of the end-wall collision at various instants for both the model presented 
by Lubin (2004) and the present extended OpenFOAM model 
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Figure 4- 8 (continued): Details of the end-wall collision at various instants for both the 
model presented by Lubin (2004) and the present extended OpenFOAM model 
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Figure 4- 9: Maximum wave run-up, ηm/d, plotted versus wave non-dimensional 
amplitude, ε 
4.4  Tsunami waves propagating over a continental shelf 
As mentioned in Chapter 3, devastating tsunami waves are long waves with wave 
periods and wave lengths in excess of 10 minutes and 100 km (in open sea), 
respectively, usually generated by the sudden vertical motion of the seafloor or 
resulting from the impact of a large mass into the ocean. The numerical modelling of 
tsunamis consists of three general stages: (1) the generation of tsunamis due to a 
large earthquake or landslide, etc, (2) the propagation of the generated tsunami 
waves in the open sea and (3) tsunami waves traveling in shallower water depth. 
Only the third aspect is of interest in this section and will be discussed in some 
details.  
Waves are considered as shallow-water waves when the ratio of the water depth to 
the wave length, d/λ, is smaller than 0.05 (Sorensen, 2006). According to Constantin 
(2011), this ratio increases to 0.07 for practical use, which leads to a suggestion that 
tsunami waves with wave length longer than 158 km can be considered as shallow-
water waves, even if they propagate along the deepest part of the ocean. Thus, 
tsunamis are commonly modelled with shallow-water (SW) equations which are 
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amplitude, ε 
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derived by depth-integrating the Navier-Stokes equations (Eqn. 3-1 and 3-2) 
(Synolakis, 1987; Didenkulova et al., 2008; Olabarrieta, et al., 2010; Flouri et al., 
2013). Numerical models, which include the wave nonlinearity and frequency 
dispersion which were ignored in SW equations, are also used to model the tsunamis 
in effort to better understand their complicated behaviour. These numerical models 
are governed by Boussinesq equations, potential flow equations or Reynolds average 
Navier-stokes (RANS) equations. A weakly dispersive Boussinesq-type model was 
applied by Lynett and Liu (2002) to study tsunamis generated by both earthquakes 
and landslides. In 2005, Lynett and Liu (2005) extended the model to take into 
account the higher-order dispersive effects. The run-up and inundation of the Papua 
New Guinea tsunami of 17 July, 1998 has been modelled by Watts et al. (2003) 
using a numerical model based on the fully nonlinear Boussinesq model. The same 
model has been used by Day et al. (2005) to study a small-scale tsunami generated 
by the eruption of Kilauea volcano. Other applications of Boussinesq-type models in 
modelling of tsunamis can be found in (Watts et al., 2005; Fuhrman et al., 2009). 
Alternatively, the model based on the potential flow equations has been developed 
by Grilli and Watts (1999) and applied to study the tsunamis induced by landslides 
and submarine mass failure (see also Grilli et al., 2002; Grilli and Watts, 2005). 
Numerical models solving RANS equations are the most advanced models and were 
used by Liu et al. (2005) and Yuk et al. (2006) to study all three phases of tsunami 
evolution including tsunami generation, propagation in the open ocean and the final 
run-up.  
Additionally, on a longer time/spatial scale, the small nonlinearity of tsunami waves 
builds up and then a balance between dispersive and nonlinear effect is likely to 
occur. Thus, solitary waves described in Chapter 3 are conventionally used as a 
model for tsunamis or as an initial condition for other wave theories mentioned 
above. However, the study of Constantin (2011) reveals that the KdV theory is not 
applicable for modelling of tsunamis. Even if the tsunami travels across our oceans, 
the travel distance would not be longer enough for KdV-type dynamics to take place. 
Similar arguments can be found in Synolakis (2007), Stuhlmeier (2009) and 
Constantin (2009). Thus, in this section, the extended OpenFOAM model is used to 
model the Indian tsunami of 2004, represented by long regular shallow waves, 
traveling over a continental shelf and the capability of the model has been validated 
Chapter	  4.	  2-­‐D	  Validation	  Applications	  
80	  
	  
by comparing with experimental data provided by Disaster Prevention Research 
Institute, Kyoto University, Japan.  
4.4.1 Experimental set-up 
Model tests were carried out at the Ujigawa Open Laboratory of the Disaster 
Prevention Research Institute, Kyoto University by Yasuda et al. (2009) to study the 
effect of geographical features of the coastal cross-shore section on the propagation 
of the Great Indian Ocean Tsunami of December 2004. Shallow coral reefs exist in 
the eastern part of the Indian Ocean and the tsunami would experience deformation 
during which short waves appear and develop on the steep front face of the tsunami 
when it enters this area.  
A wave flume (50 m × 1.0 m × 1.5 m) was used for the tests with a flat coral reef of 
a uniform depth of 0.3m. The flat coral reef topography was connected with the deep 
sea via a plane beach of 1/5 and the shore of uniform slope 1/20, respectively. The 
experimental set-up is shown in Figure 4-10. The model scale was set to be 1/100. 
Tsunami profiles were measured using 9 or 10 wave gauges, referred as WG in 
Figure 4-10. A vertical seawall of 10 cm height was placed on the shore of 2 cm 
above the still sea level to record tsunami pressures. Three pressure gauges were 
installed at 1, 4 and 7 cm above the shore, respectively.  
All the test cases were carried out for long regular waves with varying wave heights 
and wave frequencies in several water depths. The water depths on the reef were set 
to be 3, 5, 10, 20, and 30 cm and the tsunami crest heights and periods were 2, 3, 5 
cm and 20, 30, 45 sec, respectively. The case of water depth on the reef of 5 cm, 
wave crest height of 3 cm and wave period of 20 sec is selected in this section to 
validate the capability of OpenFOAM in modelling the propagation and run-up of 
tsunami waves.  
 
Figure 4- 10: Experimental setup 
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4.4.2 Numerical set-up 
Again, a 2-D numerical wave tank has been set-up in order to reproduce the 
experiment. Regular waves based on the 2nd order Stokes’ wave theory, Equation (3-
43) and (3-44), are generated at the inlet boundary. The sides are set to empty for 
which no solution is required, and the coral reef topography and outlet of the tank are 
defined as no-slip walls for which all three components are zero. The damping zone 
has not been applied because there was no relaxation method in the experiments, and 
the waves should be able to hit the vertical wall located on the shore of 2 cm above 
the still sea level to record tsunami pressures on the coastal structures.  
In this section, the mesh of the computational domain is created by snappyHexMesh, 
one of mesh generation utilities supplied with OpenFOAM. blockMesh, which is 
used to create the mesh for other cases in this chapter, is generally used for 
generating simple meshes of blocks of hexahedral cells, while snappyHexMesh is 
used for generating complex meshes from triangulated surface geometries. This 
would usually be used along with blockMesh, which is applied to generate a 
background hex mesh which defines the extent of the computational domain and a 
base level mesh density. Compared to blockMesh, snappyHexMesh is relatively easy 
to implement, requiring little specialized knowledge or skill. Its input requirements 
are simple and it can use the existing CAD drawings as input directly. But the 
adjustment of remaining cells to remove the jagged edges is hard to manage and then 
may result in inaccurate predictions. 
Two different meshes, labelled as Mesh A and Mesh B, are generated to study the 
effect of the mesh resolution on the overall numerical solutions. The base mesh is 
created by blockMesh with an average cell size of △x and △z in the horizontal and 
vertical directions, respectively, before the insertion of the topography. In 
snappyHexMesh, the base mesh approximately conforms to the plan beach of 1/5 
which is defined as triangulated surface by iteratively refining a starting mesh. The 
refinement is applied using an octtree-base approach (Morgan, 2013). △x equals 0.05 
m and 0.02 m for Mesh A and Mesh B, respectively, and △z was set to be 0.01 m for 
both mesh schemes. The details of the mesh can be found in Figure 4-11.  
Figure 4-12 shows time histories of free surface elevation at 8 different locations of 
wave gauges obtained by two different meshes. It can be seen that the general trend 
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is same while the coarser mesh, Mesh A, cannot capture short waves generated and 
developed on the steep front of tsunamis. The appearance of the short waves is 
known to be soliton fission and is of interest in the current study. Thus, the finer 
mesh, Mesh B, is selected in order to capture this phenomenon.  
 
 
Figure 4- 11: Mesh created by snappyHexMesh 
4.4.3 Comparisons with experimental data 
Both numerical and experimental results for the free surface elevation at 8 different 
locations are shown in Figure 4-13. The profile of the incident tsunami at WG1, 
which is about 5.0 m away from the wave generator and located in the deep part of 
the ocean, is quite smooth. When it climbs up the slope, at WG2, its amplitude grows 
from 3 cm to 4 cm due to the shoaling effect. At WG3, which is 4 m apart from 
WG2, short waves appear on the front of the tsunami. The number of short waves 
grows when it propagates from WG3 to WG4 due to the dispersion effect. The 
energy transfers from the tsunami itself to the short waves which results in the 
decreases in the wave amplitude of the tsunami, as shown at WG6, 7 and 8. The 
numerical model appears to have captured all the main physical features even small 
short waves can be modelled correctly to a reasonable degree.   
 





















Figure 4- 13: Tsunami profiles obtained from the extended OpenFOAM model and collected 
from model tests 












Figure 4- 12: Tsunami profiles obtained from the extended OpenFOAM model and collected 
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4.5  Wave-current interactions 
The extended OpenFOAM model is used for the simulation of nonlinear wave-
current interactions in this section. The wave-current field is generated by specifying 
the velocities, Eqn. (3-53) and Eqn. (3-54), at the inlet boundary. The increased flux 
flows out from the domain by assigning the current velocity to the outlet boundary, 
and the incoming wave is damped out using the numerical beach discussed in the 
Chapter 3. Initially, the current field was introduced in the entire fluid region in 
attempt to reach stable state more quickly. Other setup is similar as that of other 
cases mentioned before, such as the sides are set to empty and the bottom is defined 
as no-slip walls. In addition, convergence tests have also been carried out to study 
the mesh dependence of the model but not included here for clarity.  
Firstly, the wave-current interaction problem described by Ryu et al. (2003) is 
considered. Water depth is 1.0 m, wave angular frequency and wave height are 
1.50676 rad/s and 0.1 m, respectively, and the current velocity is 0.313 m/s 
propagating in the both same and opposite direction of the incident wave. The 
comparison of time histories of free surface elevation at x = 5 m and x = 10 m in 
following and opposing current are shown in Figure 4-14 and Figure 4-15, 
respectively. Figure 4-16 shows similar comparison for shorter wave and lower-
speed of current. In this case, the wave angular frequency is 5.424 rad/s, wave height 
is 0.07 m and water depth equals to 1 wavelength, and the current velocity is 0.1 m/s. 
It can be seen that the present extended OpenFOAM model agrees well with the 
published numerical results, such as results obtained from Boussinesq equation and 
full nonlinear NWT presented by Ryu et al. (2003) and Koo and Kim (2007), 
respectively. 
Comparisons of time histories of wave elevations and wave profiles for cases with 
different currents presented in Koo and Kim (2007) are shown in Figure 4-17 and 
Figure 4-18, respectively. It can be clearly observed that the adverse-current case 
(the direction of the current and incident wave is opposite) has the largest wave 
amplitude and shortest wavelength, while the wave amplitude becomes smaller and 
wavelength becomes longer in the following current, and the case without the 
presence of the current is placed between the two. Similar conclusions were obtained 
by Ryu et al. (2003) and Koo and Kim (2007). It means that OpenFOAM is very 
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capable of modelling wave-current interactions and will be very useful for further 
development for nonlinear wave-current interactions with fixed and floating 
structures.  
 
(a) x = 5 m                                                        (b) x = 10 m 
Figure 4- 14: Time series of free surface elevation in the following current with the velocity 
of 0.313 m/s 
 
(a) x = 5 m                                                  (b) x = 10 m 
Figure 4- 15: Time series of free surface elevation in the opposing current with the velocity 
of 0.313 m/s 
 
(a) U = 0.1 m/s                                             (b) U = -0.1 m/s 
Figure 4- 16: Time series of free surface elevation at x = 5 m in both following and opposing 
current  
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Figure 4- 13: Ti e series of free surface elevation in the follo ing current ith the velocity 
of 0.313 /s 
      
 
(a) x = 5                                                   (b) x = 10  
Figure 4- 14: Ti e series of free surface elevation in the opposing current ith the velocit  
of 0.313 /s 
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Figure 4- 17: Comparison of wave elevations for different current at x = 5 m, other 
calculation conditions are same as Fig. 4-16. 
 
Figure 4- 18: Snapshot of wave elevation for different currents, other calculation conditions 
are same as Fig. 4-16. 
4.6  Summary 
OpenFOAM has been used in this chapter to investigate various wave configurations. 
The new modules developed to generate various waves are proved to work well for 
all the test cases in this chapter. The specified waves, including regular waves, 
focused wave groups and solitary waves, have been generated in the 2-D numerical 
wave tank by providing necessary wave parameters. In 2-D frame, the present 
extended OpenFOAM model has been applied successfully to model non-linear 
wave interaction with fixed structures: 
1. Regular wave interaction with a half-submerged horizontal cylinder, representing 
the Pelamis.  
The study is focused on the hydrodynamic characteristics of the cross section of 
the device. It is worth noting that the grid dependence of the solutions in this case 
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is stronger compared to other cases, the resolution of mainly L/280 in horizontal 
direction and H/12 in the vertical direction is required. 
2. Non-linear focused wave group propagating over a sloping beach.  
By comparing to the experimental data, we are confident to say that the present 
model based on OpenFOAM can accurately predict the non-linear wave 
interaction with a plane beach, with close matching of both crest values of the 
free surface elevation and the wave shapes. 
3. Solitary wave colliding on a vertical sea wall.  
Solitary waves have very interesting characteristics, such as the velocity and 
shape of the solitary wave keep unchanged during propagation and the original 
configuration of solitary waves keeps unchanged when head-on collision happens 
(Lubin, 2004). Based on the preliminary results, the present model seems to 
capture all these important physical phenomena of solitary waves and the code is 
very useful for further development for solitary waves approaching a sloping 
beach analogy to tsunami waves hitting on coastal areas. 
4. Tsunami waves propagating over a sloping beach.  
In this section, tsunami waves are represented by long regular waves due to the 
access of the experimental data. Using long regular waves representing tsunami 
waves is very common and popular these days due to the argument made by 
Synolakis (2007), Stuhlmeier (2009) and Constantin (2009; 2011). It can be seen 
that the present extended OpenFOAM model based on N-S equation is very 
capable of modelling tsunami waves propagating over a sloping beach, even very 
short waves generated at the front of the leading tsunami waves can be captured 
with a reasonable degree. 
Additionally, wave-current interactions have been modelled in this section as well. 
Wave amplitudes of incoming waves become smaller in the opposing current while 
larger in the following current. In terms of wavelength, it becomes shorter in 
following current and vice versa in the opposing current. The code shows great 
potential to be extended to investigate nonlinear wave-current interactions with fixed 


















   WAVE IMPACT ON  









This chapter is focused on the assessment of how OpenFOAM performs when 
applied to non-linear wave interactions with 3-D offshore structures for ranges of 
wave conditions. The numerical results for wave interactions with a vertical surface 
piercing cylinder, a typical offshore wind turbine foundation and basic part of many 
offshore structures, are presented and compared with physical experiments 
performed at Danish Hydraulic Institute (DHI). A series of experiments performed in 
DHI’s shallow basin in 2009 by Zang et al. (2010) have been reproduced using 
OpenFOAM to examine its accuracy and performance for predicting nonlinear wave-
structure interaction problems in 3-D frame. The decomposition of the measured 
signals into its fundamental harmonics has also been carried out to examine the 
importance of high order wave loading on the structure. 
 
5.1  Experimental Setup 
The experiments performed at DHI, Denmark for regular waves and focused wave 
groups hitting a surface-piercing vertical cylinder have been reproduced numerically 
using OpenFOAM in this chapter and some of the details of the experiments are 
given in Zang et al. (2010a, 2010b). The DHI shallow water basin (35 m × 25 m) 
was used for the tests with a water depth of 0.505 m. The wave field is created by a 
segmented piston paddle array installed at one end of the water basin. A cylinder of 
diameter 0.25 m was suspended from a rigid frame, leaving only a 1 mm gap beneath 
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to the bed of the basin. The cylinder was located at 7.52 m from the paddles in the 
centre of the basin. The total horizontal hydrodynamic force on the cylinder was 
measured via 4 load cells on the top of the cylinder, and 19 wave gauges were placed 
to monitor the wave field around the cylinder. Several photos on experiments are 
shown in Figure 5-1 to give readers some idea about the arrangement of the 
experiments. The detail layout for the wave gauges can be seen in Figure 5-2. The 
results shown in this chapter correspond to wave gauges 1, 5, 9, 13, 17 and 19. 






Figure 5- 1: Photographs of the experimental set-up 
All the test cases shown in this chapter were carried out for regular waves and 
focused wave groups with varying wave steepness and wave frequencies similar to 
Observation Platform Guide wall 36-segment wave maker 
Instrumented cylinder Wave gauges  Load cells 
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the experiments. Tests for focused wave groups and the same wave groups inverted 
were carried out in pairs. Each tall crest in the crest focussed wave group is replaced 
by a deep trough in the inverted form, referred to as a trough focussed wave group. 
Numerical results for three regular waves and four different crest focused wave 
groups are discussed in this chapter, referred to as cases R1, R2, R3 and cases F1, F2, 
F3 and F4. Cases R1/F1 and R2/F2 correspond to the same slenderness (ka = 0.37) 
and same depth (kd = 1.39) for the cylinder, but have different steepness (kA1 = 0.1, 
and kA2 = 0.2). Similarly, cases F3 and F4, whose wavelength is longer compared to 
the cases F1 and F2, have same slenderness and depth, but different steepness. Here 
k is wave number, a is cylinder radius, A is the crest value of focused wave group, d 
refers to the water depth. The wave parameters are shown in Table 5-1. 
Table 5- 1: Wave parameters used in this study 
case ID R1/F1 R2/F2 R3/F3 F4 
T (s) 1.22 1.22 1.63 1.63 
f (Hz) 0.82 0.82 0.61 0.61 
A (m) 0.035 0.07 0.06 0.12 
ka 0.37 0.37 0.25 0.25 
kA 0.1 0.2 0.1 0.2 
kd 1.39 1.39 0.86 0.86 
 
5.2  Computational Domain 
In order to reproduce the experiments, a 3-D numerical tank is set-up. According to 
Zang et al. (2010a, 2010b), even the largest wave in their experimental tests appears 
to have a small drag force if not completely negligible. The dominant term in the 
wave loading on the cylinder is the inertia force. Due to the lateral symmetry of the 
problem, the numerical domain is truncated in the symmetry plane, with a typical 
layout illustrated in Figure 5-3. The total length of the computational domain is 15 m 
with a relaxation zone of 1.5λ. λ is the wavelength. The determination of the length 
of the relaxation zone and the damping coefficient θ1 would be discussed in detail in 
the following section. The width of the solution domain is 2 m corresponding to 16a, 
where a is the cylinder radius. The water depth is 0.505 m. Additionally, there is a 
distance equivalent to the water depth (0.505 m) above the still water level to allow 
for motion of the air above the free surface as a result of wave action. The laminar 
flow model of OpenFOAM-2.1.0 is used in all computations in this chapter. Most 
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cases in this chapter are computed using a single computer of an Intel “Core i7-2006” 
–based quad-core processors and 16 GB of RAM. The cases shown in the Table 5-2 
are computed with 8 cores using an Aquila HPC system of University of Bath. 
 





Figure 5- 3: Computational Domain. a is cylinder radius and λ is wave length 
5.2.1 Convergence tests 
The mesh, generated by using blockMesh, consists of a multi-level grid: In areas 
without structural influence, including the walls where a no-slip condition is applied, 
the grid cells have a resolution of mainly △x in horizontal direction and △z in 
vertical direction, which are shown in Table 5-2. A finer mesh is used in area around 
the cylinder. The diameter of the refinement area is about 5D where D is the 
diameter of the cylinder. Vertical cell sizes are graded so that the cells at the bed and 
at the top of the computational domain are four times bigger than those at the free 
surface. The details of the mesh can be seen in Figure 5-4.  
The sensitivity of the model to the refinement and density of the mesh is assessed by 
using four different meshes. These meshes are labelled as 0, 1, 2 and 3 and their 
basic parameters can be found in Table 5-2. The maximum Courant number is set to 
0.5. The initial time step is set to 0.01 s and will be modified automatically according 
Inlet 16a Outlet 
Symmetry  
Back: no-slip wall  
1.5 λ 
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the Courant number (see Equation (3-3)). The time histories of wave run-up at the 
front stagnation point of the cylinder (WG9) using four different meshes are shown 
in Figure 5-5. It can be seen that the model is convergent using the resolution of 
mainly λ/70 in horizontal direction and H/8 in vertical direction with the refinement 
factor of 2. λ and H are the wavelength and the wave height of incoming waves, 
respectively. The total cell numbers, the simulated time, the number of cores in 
which the case has been running and the corresponding total run time can be found 
in Table 5-2 as well. 
 
Figure 5- 4: Multi-block grid system employed 
Table 5- 2: Mesh parameters used in this study 
Mesh 






cores Simulated /run time(h) 
0 λ/240 H/8 2 15.71212 4 24.5T/157.45 
1 λ/70 H/8 2 8.333943 8 24.5T/126.20 
2 λ/35 H/8 2 2.038868 8 24.5T/11.34 
3 λ/70 H/12 2 12.480719 8 24.5T/207.6 
*λ is the wavelength, H is the wave height and T is wave period. 
*Refinement factor is the ratio between the grid resolution of the areas without structural 
influence and refinement areas. 
5.2.2 Boundary and initial conditions 
The general specification of each physical boundary condition in this chapter is 
described in the following section. 
Solid Wall conditions  
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Soil or bed conditions and solid, impermeable structures can be specified as solid 
wall conditions. The free-slip and no-slip condition can be assigned to field variables 
to represent this kind of boundary condition. The free-slip condition means that the 
normal component is zero while the tangential component is unaffected. While for 
no-slip condition, all three components are constrained to a value of zero. In this 
chapter, the no-slip condition for velocity has been used in all cases for solid wall 
conditions. The boundary conditions used for pressure and volume fraction are 
specified with zero-gradient for solid wall conditions. The back wall and the bed of 
the tank, shown in Figure 5-3, are in this category.  
    
 
Figure 5- 5: Time histories of free surface elevation at WG9 obtained using four mesh 
schemes 
Atmospheric conditions  
This kind of boundary has the velocity set to pressureInletOutletVelocity, a default 
boundary condition supplied with OpenFOAM. This boundary condition applies 
zero-gradient on all components of the velocity except where there is inflow, in 
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which case a fixed-value condition is applied. The water volume fraction is set to 
zero. The totalPressure condition is set for pressures. When the velocities change, 
the pressures are adjusted accordingly. This condition was assigned to the top of the 
tank in this study to allow air leaving or entering the domain. 
Symmetry plane  
Only half of the domain is modelled in a problem whose solution domain and 
boundary conditions are symmetric about a plane to reduce computational time. In 
this case, one side of domain and the surface of the cylinder are set using 
symmetryPlane, which means the component of the gradient normal to the plane is 
zero.  
Wave Conditions 
As stated in section 3.1.4, new boundary conditions have been developed to generate 
specified waves, including both regular waves and random waves. In the present 
research, the new developed modules for generating regular and focused waves are 
named as multiphaseWaveVelocity and multiphaseJONSWAPWaveVelocity, 
respectively. The implementation of those two custom boundary conditions can be 
found in section 3.5.2. They are applied to the inlet of the numerical wave tank with 
waves travelling from left to right. The wave amplitude A, wavelength λ, and water 
depth d are required to be specified in the new module for generating regular waves. 
Likewise, the wave crest A, peak frequency f, water depth d, focus distance x0 and 
focus time t0 are used to determine the wave profile of focused wave groups. As 
mentioned in Chapter 4, the calibration process with amplitude and phases 
modifications is performed in each test to make sure that the incoming waves in the 
numerical simulations are close to those in the experiments.  
As mentioned in Chapter 2, several boundary conditions for wave generation are 
currently available in literature, such as Jacobsen et al. (2012) and Higuera et al. 
(2013a, 2013b). The wave generation of the models presented in this study and 
Jacobsen et al. (2012) is via the flux into the computational domain through a 
vertical wall. The volume fraction and horizontal and vertical velocities at the wave 
inlet boundary faces are specified based on selected wave theories. For the model 
presented in this study, the volume fraction is determined based on the location of 
the face centre relative to wave elevation η and calculated by Equation (3-38), 
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whereas the volume fraction of the model presented by Jacobsen et al. (2012) is 
specified as Aw/Af, where Aw is the area of the wet sides of the boundary face and Af is 
the area of the boundary face. The time series of wave elevation at x =1.0 m from the 
model presented by Jacobsen et al. (2012) and the model presented in this study are 
shown in Figure 5-6. The water depth is 0.505 m, wave height is 0.12 m and 
wavelength is 3.16 m. The grid cells have a resolution of mainly 0.045 m in the 
horizontal direction and 0.01 m in the vertical direction. It can be seen from the 
graph that both models can generate specific waves as desired with same mesh 
resolution without large discrepancy.  
Higuera et al. (2013a, 2013b) introduces a specific module to replicate laboratory 
wavemaker velocity profiles. A time series of the wavemaker displacement or 
velocity is given at the input boundary and, if the free surface is not provided, the 
corresponding constant velocity profile along the whole water column is applied and 
multiplied with the volume fraction in each cell in order not to introduce air velocity. 
 
Figure 5- 6: Time histories of wave elevation at x=0.1 m generated from both two models. 
Far field boundary condition 
This new boundary condition has been described in the section 3.1.4, and is applied 
at the outlet of the numerical wave tank to minimize reflections at the end of the tank. 
The start point of the relaxation zone and damping coefficient must be given by users 
and should be selected carefully in order to get more accurate and reasonable results. 
A numerical sponger layer is applied in the model presented by Jacobsen et al. (2012) 
to avoid reflection of waves from outlet boundaries. In this method, the volume 
fraction and the fluid velocity at every time step are relaxed towards prescribed 
values, αtarget and Utarget, based on a relaxation function. The relaxation function 
decreases from 1 at the beginning of the damping zone, to 0 at the end of the zone. 
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For Higuera et al. (2013a), an active wave absorption method is applied to dissipate 
the outgoing waves. The correction velocity profile from the existing theories of 
active wave absorption systems, such as the 2-D active absorption method, Quasi-3D 
and 3-D absorption methods, is specified at the outlet boundary. 
   
    
    
    





t = 34.0s 
t = 30.0s 
t = 34.8s 
t = 40.0s 
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Figure 5-7 shows the wave profiles of focused wave groups along the central line of 
the tank at several time instants to show the effectiveness of the adopted relaxation 
technique. The total length of the tank is 30 m with 4.75 m long relaxation zone, 
which is about 1.5 times of peak wave length and damping coefficient θ1 is set to 2.0. 
Without a relaxation zone, a standing wave is produced at the downstream boundary 
due to the wave reflection. With the damping technique, the results have shown that 
wave energy dissipates gradually in the damping zone without causing much wave 
reflection to the wave field. With this technique, shorter wave flume will be needed 
without generated significant reflection from the open boundary. Hence, 
computational time can be reduced. 
 
 
     
Figure 5- 8: Wave profile along the central line of wave tank at about 24T for case R3, T is 
the wave period. (a) Without the damping zone, (b) with various damping coefficients (the 
length of the damping zone is kept the same, as 2λ, in which λ is the wave length and (c) 
with various lengths of damping zone (the damping coefficient is kept same, as 2). 
The parametric study on regular waves is carried out to assess the effect of the 
damping coefficient θ1 and length of the damping zone on the absorption 
performance of the method. Two separate comparisons are made. In the first 
a 
b 
c λ λ λ λ 
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comparisons, the damping coefficient is set to 0.5, 2, 3 and 10 with 2λ long damping 
zone. And in the second comparison, the length of the damping zone varies from 1λ 
to 5λ with the damping coefficient set to 2. Here, λ is the wavelength. The wave 
profiles of regular waves along the central line of the wave tank at about 24 times of 
the wave period are shown in Figure 5-8. Note that the length of the tank increases to 
35 m in order to have longer wave damping zone. It can be seen that without the 
damping zone a standing wave is produced, and with the damping technique wave 
energy dissipated gradually in the relaxation zone. This phenomenon is observed in 
Figure 5-7 for focused wave groups as well.  
                     
Figure 5- 9: The reflection coefficient (a) plotted as a function of the damping coefficient 
and (b) Ld/λ，Ld is the length of the damping zone and λ is the wave length. 
The reflection coefficient is defined as the ratio between the incident wave amplitude 
of the first harmonic and the amplitude of the reflected wave in this study, and can 
be calculated using a two-point method presented by Goda et al. (1976). Suppose 
that the surface elevation time histories are recorded at two adjacent locations x1 and 




η1 = (ηI +ηR )x=x1 = A1 cosωt + B1 sinωt
η2 = (ηI +ηR )x=x2 = A2 cosωt + B2 sinωt
  (5-1) 
where ηI and ηR are the surface elevations of incident and reflected waves, ω is the 
angular frequency. Let the amplitude of incident waves be aI and that of reflected 
waves be aR, the phase angle of incident waves be εI and that of reflected waves be 
εR, then A1, B1, A2 and B2 can be represented by: 
Ld/λ	  
a b 







A1 = aI cosφI + aR cosφR ,
B1 = aI sinφI − aR sinφR ,
A2 = aI cos(kΔl +φI )+ aR cos((kΔl +φR ),
B2 = aI sin(kΔl +φI )− aR sin((kΔl +φR ),
φI = kx1 + ε I ,φR = kx1 + ε R
  (5-2) 







2 | sin kΔl |
( A2 − A1 cos kΔl − B1 sin kΔl)




2 | sin kΔl |
( A2 − A1 cos kΔl + B1 sin kΔl)
2 + (B2 − A1 sin kΔl − B1 cos kΔl)
2
 (5-3) 
Apply the Fast Fouier Transform (FFT) algorithm to the recorded time histories at 
locations x1 and x2=x1+Δl enables to obtain the values of A1, B1 and A2, B2. A1 and A2 
are the real parts of the FFT spectra at locations x1 and x2, respectively, and B1 and B2 
are corresponding imaginary parts of the spectra. 
The reflection coefficient is plotted as a function of the wave damping coefficient 
and the length of the damping zone in Figure 5-9. From the Figure 5-9 (a), the 
reflection coefficient is about 11% when the damping coefficient is 0.5 and it 
decreases with the increase of the damping coefficient to its lowest point and then 
increases with the increase of the damping coefficient. This trend is consistent with 
Romate (1991) who stated that there is little dissipation for small values of the 
damping coefficient and the damping zone itself will act as a boundary with large 
values of the damping coefficient. The value of 2 resulting in about 1% reflection 
when using a damping zone that is 2 wavelength long. It can be seen from Figure 5-9 
(b) that the reflection coefficient decreases with the increase of the length of the 
damping zone. It is less than 2% even with a damping zone that was one wavelength 
long. In this chapter, a size 1.5λ damping zone has been used and the damping 
coefficient was set to 2.0. 
According to Mendez et al. (2001), the existence of sponge layers would lead to an 
increase in the mean water level. In the simulations presented in this chapter, there 
are no significant free surface changes over 20 wave periods, as shown in Figure 5-6. 
This means that the current calculations do not suffer from this effect. But further 
analysis will be carried out to investigate the possible effect on the mean water levels. 
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5.3  Comparisons with experimental data 
5.3.1 Regular waves 
Free surface elevations 
Both numerical and experimental results for the time histories of the free surface 
elevations at WG1 and WG9 for case R2 are shown in Figure 5-10, as well as the 
corresponding amplitude spectra obtained by applying the FFT algorithm to the time 
histories shown on the left hand side of Figure 5-10. The wave steepness and 
wavelength of case R2 are 0.2 and 2.11 m, respectively. Noting that t=0 denotes the 
moment in which the wave has just been fully developed and reaches its stable state. 
The full calculated time history at WG1 is also presented as an example to give an 
idea of the whole simulation. The real time of simulation for other cases is omitted 
afterwards for clarify unless otherwise stated. A careful match between experiments 
and numerical models for the first wave gauge (WG1, 0.77 m from the paddle) is 
made to ensure the incoming waves in the numerical tank are close to the waves 
generated in the experiments as mentioned in Chapter 4. From the results for WG9, 
which is 2 mm in front of the upstream stagnation point of the cylinder and 7.5 m 
from the wave paddles, it can be seen that the present numerical model can represent 
the frequency of all major harmonics which are present, and predict the amplitude of 
these harmonics to a reasonable degree of accuracy. 
The time series of free surface elevation at WG9 and the corresponding amplitude 
spectra for cases R1 and R3 are presented in Figure 5-11. Comparisons among cases 
R1, R2 and R3 reveal that steeper waves (R2) or longer waves (R3) show stronger 
nonlinearity with steeper and distorted wave shapes. Additionally, in the amplitude 
spectra diagrams, the cases R2 and R3 have higher 2nd order harmonics and some 3rd 
and even 4th order harmonics can be clearly seen in both numerical and experimental 
results. For case R1, the contributions of higher order free surface elevation above 1st 
order is only about 20% of its linear component, compared to about 30% and 40% 
for cases R2 and R3, respectively. Comparing the cases R1 and R2, the linear wave 
run-up at the stagnation point are 0.039 m and 0.095 m respectively, which are about 
11% and 36% larger than its incoming wave amplitude, while the 2nd order terms of 
the wave run-up are 0.003 m and 0.03 m, which are about 8.6% and 42.9% of its 
incoming wave amplitude, respectively. It is clear that the high order harmonics can 
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Figure 5- 11: Time series of free surface elevation and amplitude spectra for regular wave 
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Horizontal wave loading  
The time series of horizontal wave loading on the cylinder and corresponding 
amplitude spectra for all three regular wave cases are presented in Figure 5-12. As 
with the free surface elevations, the agreements between the predicted and the 
measured horizontal forces are generally good, with similar values and profiles. It 
can be seen from the figures that steeper waves lead to stronger non-linear wave-
structure interactions and more significant nonlinear effect. For reference, the 
contributions of higher order horizontal forces on the cylinder above 1st order for the 
cases R1, R2 and R3 are about 21%, 31% and 40% of its linear horizontal wave 
loading, respectively. Additionally, the fourth order horizontal wave loading can be 
clearly seen for cases R2 and R3. 
 
 
    
Figure 5- 12: Time series of horizontal forces on the cylinder and amplitude spectra for all 
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5.3.1 Focused wave groups 
Free surface elevations 
 
  
   
    
   
  
   
Figure 5- 13: Time series of free surface elevation and amplitude spectra for focused wave 
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Figure 5- 14: Time series of free surface elevation and amplitude spectra at WG9 for focused 
wave group cases. (a) case F1, (b) case F3, and (c) case F4.  
Both numerical and experimental results for the free surface elevations at six 
selected locations for the case F3 are shown in Figure 5-13, as well as the 
corresponding amplitude spectra. Similarly, the full-calculated simulation at WG1 is 
presented to give an idea of the whole simulation for focused wave groups and that 
for other cases is omitted for clarify. As with regular waves, a careful match between 
experiments and numerical models for WG1 is made to ensure that the incoming 
waves in the numerical tank are close to the experiments. Note that WG19 is placed 
close to the side wall of the numerical wave tank for a second check of the incoming 
waves, though in the experiments, it is 3 m off the central line. WG5 is about 1 m in 
front of the cylinder, where a focused wave group becomes more compact. WG9 is 
the focused point, where all wave components come into phase and a large energetic 
event is produced. At location WG13, which is 2 mm behind the downstream 
stagnation point of the cylinder, wave breaking was observed in some of the test 
cases. This may lead to a relatively larger discrepancy between the predicted and 
measured values of the free surface elevations due to the symmetry used in the 
computational model. The focused wave group becomes less compact due to 
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Apart from WG13, the numerical model appears to have captured all the main 
physical features of the nonlinear focused wave interaction with the vertical cylinder, 
with close matching of both crest values of the free surface and the wave shapes. 
Additionally, from the amplitude spectra, it can be seen that the present model 
correctly represents the frequency of all major harmonics which are present, and 
accurately predicts the amplitude of these harmonics. The average difference 
between the crests obtained by the numerical model and the experiments is about 6% 
and the maximum difference is about 15%. 
   
    
    
    
Figure 5- 15: 3D views of the focused wave group impacting on the cylinder at several 
moments. The colour scale is from blue to red. And the unit for the color legend is m. 
In this chapter, free surface elevations at WG9 for cases F2, F3 and F4 are presented 
in Figure 5-14. Similar to regular waves, for all the focused wave cases presented in 
this chapter, OpenFOAM has performed very well and has correctly captured all the 
wave harmonics and the crest values. Comparisons among these four cases 
demonstrate that steeper focused wave groups (F2 and F4) produce stronger 
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order waves. From the cases F1 to F4, the contributions of nonlinear free surface 
run-up are 20%, 35%, 30% and 43% of its linear free surface elevation. 
     
    
       
       
Figure 5- 16: Time series of horizontal wave loading on the cylinder and amplitude spectra 
for 4 cases. (a) case F1, (b) case F2, (c) case F3, and (d) case F4. 
Figure 5-15 shows several snapshots of the wave field around the cylinder for the 
case F4. The maximum wave run-up occurs when peak wave crest hit on the 
cylinder. The scattered waves around the cylinder shown in Figure 5-15 is very close 
to those captured by Sheikh and Swan (2005) during their experiments, in which 
wave steepness and cylinder slenderness are in the similar range with the test case F4 
used in our study. The Type 1 and Type 2 of scattered wave as specified by Sheikh 
and Swan (2005) can be clearly seen in the three dimensional wave field produced 
by our numerical simulation, labelled in Figure 5-15 as well. As mentioned in 
Literature Review the run-up and subsequent wash-down of fluid on the front face of 
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oscillation of fluid around the surface of the cylinder. The details can be found in the 
aforementioned reference. 
Horizontal wave loading  
The comparisons of horizontal wave loading time histories on the cylinder between 
the modelled results and the experimental measurements are shown in Figure 5-16. 
Similar to the free surface elevations, the horizontal forces obtained by the present 
model match the experimental data well. Having achieved good agreements for all 
the cases discussed in this chapter for both regular waves and focused wave groups, 
we are confident that OpenFOAM is capable of modelling nonlinear wave 
interactions with structures accurately, including both free surface run-up and wave 
loading. Compared with free surface run-up, the nonlinear effect for wave loading is 
less significant. This has presented the same phenomenon that was observed from 
the numerical simulation using 2nd order potential flow theory (Zang et al, 2003). In 
the 2nd order diffraction calculation, it has been found that the 2nd order loading due 
to the product of linear term is 180o degree phase shift from the 2nd order loading due 
to 2nd order potential. 
Spectral Decomposition 
It is generally known that the non-linear effects are important in offshore engineering, 
particularly for large waves. The higher order harmonics may be significant enough 
to cause “ringing”, which is resonance of the structure induced by wave-structure 
interaction (Swan et al., 1997). In order to extract the harmonic structure of wave 
loading and free surface run-up on the cylinder, both crest focused waves (C, say) 
and trough focused waves (T, say), obtained by multiplying the signal by -1, were 
generated, both in the experiments and in the numerical simulations. Following 
Fitzgerald et al. (2012) and Zang et al. (2006, 2010a, 2010b), a simple phase-based 
separation method has been applied. Assuming the existence of a Stokes-like 
harmonic series in both wave steepness and frequency, the odd and even harmonics 
can be obtained by doing subtraction, (C-T)/2, and addition, (C+T)/2, respectively. 
(C-T)/2 only contains linear harmonics, 3rd order, 5th order etc., while (C+T)/2 
contains 2nd order difference, 2nd order sum, 4th order…. The focused wave group 
can then be separated into its fundamental components by digital filtering. Focused 
wave groups are compact and have continuous wave spectra. There is considerable 
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overlap between adjacent harmonics, so the alignment of the signals between the 
crest focused waves and trough focused waves should be checked carefully to 
minimise the “leakage” between the crest and trough signals by taking the minimum 
of cross correlation between signals (Mclaughlan, 2011). 
     
     
        
     
        
Figure 5- 17: The harmonic structures of free surface elevation for case F4. 
The harmonic structures of free surface elevation at WG9 for case F4 are obtained by 
combining the free surface time histories of crest-focused wave group with that of a 
trough-focused wave group. This is done for both experiments and numerical 
simulations, and results are compared in Figure 5-17. From top to bottom are long 
Numerical long wave 
Numerical 1st harmonic 
Numerical 2nd harmonic 
Numerical 3rd harmonic 
Numerical 4th harmonic 
Experimental long wave 
Experimental 1st harmonic 
Experimental 2nd harmonic 
Experimental 3rd harmonic 
Experimental 4th harmonic 
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wave, linear, 2nd, 3rd and 4th harmonics. Apart from the linear free surface elevation, 
the long wave, 2nd, 3rd and 4th order harmonics also have good agreement with the 
experiments, with close matching of both crest values and the wave shapes. It can be 
seen that the discrepancies for long waves are relatively large. The possible reason is 
the different absorbing methods applied. As discussed in Chapter 3 that the 
numerical beach method is applied in the numerical tank to minimize the wave 
reflections at the end of the tank, whereas in the experiments the incoming waves 
were damping out by the porous material located at the end of the flume.  
     
    
      
      
     
Figure 5- 18: The harmonic structures of free surface elevation for case F3. 
Numerical long wave 
Numerical 1st harmonic 
Numerical 2nd harmonic 
Numerical 3rd harmonic 
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Figure 5- 19: Time histories of 4th order free surface elevation for case F3. 
     
                       
        
        
        
Figure 5- 20: The harmonic structures of horizontal forces for case F4. 
Numerical 4th harmonic Experimental 4th harmonic 
Numerical long wave 
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Chapter	  5.	  Wave	  Impact	  on	  Offshore	  Wind	  Turbine	  Foundation	  
112	  
	  
   
Figure 5- 21: Time histories of 4th order horizontal forces for case F4. 
   
  
 
       
   
Figure 5- 22: The harmonic structures of horizontal forces for case F3. 
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Figure 5- 23: Time histories of 4th order horizontal forces for case F3. 
     
  
    
     
     
Figure 5- 24: The harmonic structures of horizontal wave loading on the cylinder and its 
envelop for both cases F3 and case F4. From top to bottom: long wave, linear, 2nd, 3rd and 4th 
harmonic. 
Numerical 4th harmonic Experimental 4th harmonic 
Case F3 Numerical 1st harmonic 
Case F3 Numerical 2nd harmonic 
Case F3 Numerical 3rd harmonic 
Case F3 Numerical 4th harmonic 
Case F4 Numerical 1st harmonic 
Case F4 Numerical 2nd harmonic 
Case F4 Numerical 3rd harmonic 
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Similar results have been obtained for the case F3, shown in Figure 5-18. It is clear 
that the numerical predictions match the experimental results very well up to 3rd 
order harmonics for this case. Even for the 4th order harmonics, which is less than 7% 
of its linear component, the present model can represent the wave shape correctly, 
shown in Figure 5-19. The harmonic structures of horizontal forces on the cylinder 
are shown in Figure 5-20 and 5-22 for the cases F4 and F3. Then the comparisons of 
the wave shapes of the 4th order horizontal forces for the cases F4 and F3 are shown 
in Figure 5-21 and Figure 5-23, respectively. The direct comparisons between cases 
F3 and F4 can be seen in Figure 5-24.  
The harmonics of both free surface and horizontal loading for both cases are 
enveloped to display how the wave energy is distributed. Noting that the applied 
separation method is based on the assumption that there is a generalised Stoke-type 
expansion for a wave group, therefore, the envelope of each harmonic above 2nd 
order can be derived from the envelope of the linear component. Wave envelopes for 
each harmonic component for case F4 and case F3 are shown in Figure 5-17, 5-18, 
5-20 and 5-22 as well. From top to bottom are long wave, linear, 2nd, 3rd and 4th 
harmonics. The envelope of linear component is obtained by applying the Hilbert 
Transform as usual (Mclaughlan, 2011). The nth harmonic envelope is obtained by 
raising the fundamental envelope to the power n and its height is scaled by applying 
least square method to match the size of the maximum of the measured nth order 
harmonic. There is a good agreement between the approximated envelops and the 
harmonic wiggles up to the 4th harmonics for case F3 and case F4, showing that the 
harmonic shapes can be reconstructed from the knowledge of the linear component 
alone and a Stokes-type scaling for the force and the wave run-up might be possible. 
Apart from 2nd and 3rd harmonics, the applied method works well for all terms up to 
4th harmonic. The second pulse of waves in the second harmonic component arises 
because only a linear stoke wave is used as the input signal in the numerical 
simulations, but the waves which are created are inherently nonlinear. There are 
several possible reasons for the slight mismatch of 3rd order harmonics, for example, 
nonlinear free-surface forces in potential flow, fluid dynamic drag and the secondary 
load cycle observed on the cylinder in steep waves (Zang et al., 2010).  
Now, the idea of the amplitude scaling is examined by comparing small and large 
wave groups with approximately the same peak frequency, shown in Figure 5-24. It 
Chapter	  5.	  Wave	  Impact	  on	  Offshore	  Wind	  Turbine	  Foundation	  
115	  
	  
can be seen from the figures that the Stokes scaling applies in these cases. The 
scaling coefficients, which are the ratio of the peak heights of the linear wave 
envelopes for the large and small wave groups at the position of the front stagnation 
point of the cylinder in the absence of the cylinder, is 2.0 for cases F3 and F4. Stokes 
scaling allows us to find the nth force harmonic of scaled amplitude wave groups of 
the same frequency by multiplying the scaling coefficient raised to the power n.  
Additionally, it can be seen from Figure 5-24 that for a larger wave (case F4), the 2nd 
order harmonic is about 40% of its linear component and for the small wave (case 
F3), the contribution of 2nd order harmonic is about 20% of the first order harmonic 
force. It is clear that the higher order nonlinear effects should not be neglected 
otherwise a considerable percentage of energy would be missed. 
5.4  Summary 
OpenFOAM has been used in the present chapter to model nonlinear wave 
interactions with a vertical cylinder in 3-D frame. The new modules developed to 
advance the wave generation and absorbing capacities of the numerical model are 
proved to work well for all the test cases discussed in this chapter. The specified 
waves, including regular waves and focused wave groups, have been generated in the 
numerical wave tank by providing necessary wave parameters. With the added 
relaxation zone at the end of the numerical wave tank, waves dissipate gradually 
inside the relaxation zone minimizing wave reflections. Thus the computational cost 
has been reduced significantly by applying the relaxation technique compared to 
using the wave tank without the damping zone. Linking the default solver, 
interFoam, with the functions specified in the new module, the non-linear wave 
interaction with a 3-D vertical cylinder up to at least 4th order harmonic have been 
predicted accurately. Extra attention should be paid to the mesh refinement and 
density to obtain convergent results. Generally, the resolution of λ/70 in horizontal 
direction and H/8 in vertical direction would be adequate. There may be benefits to 
using third party mesh generation tools such as Salome and Gmsh (Kortelainen, 
2009).  
By using the crest-trough phase-based separation method, we can reproduce 
harmonic structure in the wave loading on the structure and free surface elevations. 
The harmonic shapes can be reconstructed from the knowledge of the linear 
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component alone by raising the fundamental envelope to the power n and the nth 
force harmonic of scaled amplitude wave groups of the same frequency can be found 
by multiplying the scaling coefficient raised to the power n. Additionally, it is clear 
that using linear theory would not be adequate and leads to inaccuracy with up to 50% 
of the total wave loading loss.  
Comparisons between the numerical results and the measured data for three regular 
waves and four focused wave groups, have indicated that OpenFOAM is very 
capable of accurate modelling of nonlinear wave interaction with offshore structure, 
with up to 4th order harmonics correctly captured. This has shown the great potential 
of OpenFOAM for the further applications to the violent wave impact on offshore 








































In the present chapter, OpenFOAM has been extended and applied to investigate roll 
motion of a rectangular barge induced by nonlinear regular waves in viscous flow. In 
the extended OpenFOAM model, the roll motion of the structure is determined by 
solving the equations of motion using ODE solvers supplied with OpenFOAM. Its 
underlying theory and implementation can be found in Chapter 3. The experiments 
presented by Jung et al. (2006) have been reproduced using the extended 
OpenFOAM model to assess its performance in modelling wave interactions with 
freely rolling structures. The effect of viscosity on the roll motion has been studied 
by comparing with the potential-flow results. The wave-induced roll motions, 
hydrodynamic forces on the barge, velocities and vorticity flow fields in the vicinity 
of the structure in the presence of waves are investigated and presented in this 
chapter. Parametric analysis has been carried out to study the effect of the structure 
dimension and body draft on the roll motion. The laminar flow model of 
OpenFOAM-2.1.0 is used in all computations in this chapter. The cases presented in 
this chapter are all run in parallel with 8 cores using the Aquila HPC system of the 
University of Bath. Generally, it would take about 49 hours to simulate the roll 
motion for 40 seconds for cases with 2.14 million cells.  
6.1 Numerical Wave Tank 
Experimental study on the roll motion of a 2-D rectangular barge in beam sea 
conditions presented by Jung et al. (2006) has been selected in this chapter to 
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validate and calibrate the extended OpenFOAM model. Once properly validated and 
calibrated, the code can be used to study the dependence of the roll motion on the 
surrounding sea states and the geometry of the floating structures.  
In the experiments presented by Jung et al. (2006), a glass-walled wave tank (35 m × 
0.9 m × 1.2 m) was used for the tests with a constant water depth of 0.9 m. A 
rectangular structure (0.3 m × 0.9 m × 0.1 m) with a draft that equals one half of its 
height was hinged at the center of gravity of the structure and it was allowed to roll 
but restrained from heave and sway motion (1 degree of freedom). A back-flap type 
wave maker was used to generate regular waves with wave periods ranging from T = 
0.5 to 2.0 s, including the roll natural period (TN = 0.93 s). Figure 6-1 shows the 
sketch of the tank. The wave parameters of selected cases in current analyses can be 
found in Table 6-1. Here ω (rad/s) is wave frequency and H (m) is wave height. For 
the wave periods: T = 0.7, 0.93, and 1.2 s, i.e. ω = 8.98, 6.76 and 5.24 rad/s, the 
experiments were carried out with several different wave heights to study the effect 
of wave height on the roll motion. 
 
Figure 6- 1: Sketch of physical wave tank (unit: m) 
Table 6- 1: Selected wave conditions 
Case 1 2 3 4 5 6 7 8 9 
ω 
(rad/s) 4.83 5.24 5.71 6.28 6.76 7.39 7.85 8.98 10.47 
T 
















In order to reproduce the experiments, a 2-D numerical wave tank is set-up. 2nd order 
Stokes’ waves are generated at inlet boundary to hit the structure by applying 
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Equation (3-42) – (3-44) for the water fraction at the inlet boundary. The velocities 
for the air fraction are set to zero. Noting that for the free-roll test described in the 
forthcoming section, the velocities of the water and air fraction of the inlet boundary 
are both set to zero. The top boundary is a pressure inlet/outlet, which allows air to 
leave or enter the computational domain. The empty condition is set to the sides of 
the model because it is a 2-D problem. The bottom is defined as a wall, which means 
the velocities of bottom are constrained to a value of zero. The far field boundary 
condition mentioned in chapter 3 is applied at the downstream end of the tank to 
minimize reflections. The movingWallVelocity condition is applied to the moving 
rectangular barge to ensure that the flux across the structure is zero.  
     
(a) Mesh A before deformation                     (b) Mesh A after deformation 
Figure 6- 2: Multi-block grid system A around rectangular structure 
     
(a)  Mesh B before deformation                 (b) Mesh B after deformation 
Figure 6- 3: Multi-block grid system B around rectangular structure 









 T = 0.93 s 
L = 1.35 m 
H = 0.016 m 
d =0.9 m 
Δx Δz Δx Δz Num Exp Error 
A 0.02 0.005 0.005 0.0025 1.28 
1.66 
22.9% 
B1 0.02 0.02 0.01 0.005 1.583 4.6% 
B2 0.015 0.02 0.0075 0.005 1.583 4.6% 
B3 0.02 0.02 0.01 0.01 1.383 16.7% 
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Two different grid systems, referred to as Mesh A and Mesh B, are created by using 
blockMesh, a built-in mesh generation utility supplied with OpenFOAM, as shown 
in Figure 6-2 and 6-3, respectively. In order to get better resolution of the flow field, 
the grid is refined in areas around the rectangular barge and the free surface. The 
refined area near the structure is different for Mesh A and Mesh B. The rectangular 
areas above and underneath the barge are refined in Mesh A while the circular area 
where the center sits on the COG of the barge with diameter of 0.6 m in Mesh B is 
refined. Three different meshes are generated based on the structured grid system 
Mesh B, shown in Figure 6-3, to assess the sensitivity of the model to the density of 
the mesh. These meshes are labelled as Mesh B1, Mesh B2 and Mesh B3. The mesh 
and wave parameters used for the convergence tests are summarized in Table 6-2 in 
which Δx and Δz represent the resolution in the horizontal and vertical direction, 
respectively. The time histories of roll motion of the floating barge using four 
different meshes are shown in Figure 6-4 and their response amplitude operators 
(RAOs) are summarized and compared with the experimental result in Table 6-2 as 
well. It can be seen that the quality of the structured grid system Mesh B is higher 
than that of Mesh A by providing more accurate results even with coarser mesh. The 
grid dependence of the solutions in this study is not strong and thus, the medium grid 
system, Mesh B1, was selected for all cases shown in this paper. 
 
Figure 6- 4: Mesh convergence test 
6.2 Decay tests of roll motions 
A free-roll test is carried out to obtain the damping coefficient b and the natural 
angular frequency ωN, and the results are compared with the experiment (Jung et al., 
2006). The right-hand side in Equation (3-71) vanishes because the test is performed 
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surface. The refined area near the structure is different for Mesh A and Mesh B. The 
rectangular areas above and underneath the barge are refined in Mesh A while the 
circular area where the center sits on the COG of the barge with diameter of 0.6 m in 
Mesh B is refined. Three different meshes were generated based on the structured 
grid system Mesh B, shown in Figure 6-3, to assess the sensitivity of the model to 
the density of the mesh. These meshes were labelled as Mesh B1, Mesh B2 and 
Mesh B3. The mesh and wave parameters used for the convergence tests are 
summarized in Table 6-2 in which Δx and Δz represent the resolution in the 
horizontal and vertical direction, respectively. The time histories of roll motion of 
the floating barge using four different eshes are shown in Figure 6-4 and their 
response amplitude operators (RAOs) are summarized and compared with the 
experimental result in Table 6-2 as ell. It can be seen that the quality of the 
structured grid system Mesh B is higher than that of Mesh A by providing more 
accurate results even with coarser mesh. The grid dependence of the solutions in this 
study was not strong and thus, the medium grid system, Mesh B1, was selected for 
all cases shown in this paper. 
 
Figure 6- 4: Mesh convergence test 
6.2 Dynamic Cha acteris cs of Roll Motion 
A fr e-roll test was carried out t  obtain the damping coeff cient b and the natural 
angular frequency ωN, and the results are compared with the experiment (Jung et al., 
2 06). The rig t-hand s de in Equation (3-43) vanishes because the test was 
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(6-1) 
where ζ is the damping factor = b/(2ωN I’), in which I’ is the virtual mass moment of 
inertia = ΔGM/(ωN)2, in which Δ is the displacement of the structure and GM  is the 
metacentric height. The COG is at the centroid of the geometry and the mass is 
calculated according to the Archimedes’ principle, so that m=1000 kg/m3 × 0.3 m × 
0.9 m × 0.1/2 m =13.5 kg. The moment of inertia is 0.236 kg•m2. Ideally, each of the 
individual decay tests should give the similar values of the damping term. In practice, 
the estimation of the damping term may differ with each other because of different 
initial inclined angles. Van’t Veer and Fathi (2011) concluded that larger initial roll 
amplitude leads to a smaller linear damping coefficient while a larger quadratic 
damping coefficient for a free-rolling FPSO. Thus, in this study, the structure is 
initially inclined and released with an angle of 150, which is same as that in the 
experiments for comparison with the experiments presented by Jung et al. (2006). 
There is no incoming wave and then the barge can roll freely with decaying roll 
amplitude. 
The time history of the successively decaying roll amplitude was recorded and 
shown in Figure 6-5 (a). Then the natural frequency can be computed through the 
spectrum, shown in Figure 6-5 (b), obtained by applying the fast Fourier transform 
(FFT) analysis to the time history shown in Figure 6-5 (a). It can be seen from the 
graph that the natural frequency fN = 1.092 Hz and then the natural angular 
frequency ωN = 6.856 rad/s.  
         
(a) Time history of angle of inclination                        (b) corresponding spectrum 
Figure 6- 5: Test of roll free decay 
The formula of the damping coefficient b is given by Bhattacharyya (1978), 












where Tφ is the natural rolling period and K1 is the slope of the curve of extinction of 
rolling. The decrease in inclination for a single roll, which is the difference between 
two successive amplitude of the structure with the direction of inclination ignored, is 
presented as an ordinate and the total inclination, which is the mean angle of roll for 
a single roll, is used as an abscissa in the curve of extinction of rolling.  The curve of 
extinction of rolling is shown in Figure 6-6. From the graph we know that K1 = 0.243 
and from the experiment, the mass of the structure is 13.5 kg and GM = 0.125 m and 
we obtained from Equation (6-2) that b = 0.377. Accordingly, the damping ratio ζ = 
0.077.   
The natural frequency, natural period and the damping ratio are summarized and 
compared with experimental results in Table 6-3. The natural frequency matches 
well with experiments while there is a relative large discrepancy for damping ratio 
which is likely due to 2-D flow assumption and frictional damping of hinges 
introduced in experiments. In addition, the turbulence model is not used in order to 
reduce computation time. 
 
Figure 6- 6: Curve of extinction of rolling 
Table 6- 3: Dynamic characteristics of roll motion 





Experimental 6.78 0.926 0.106 
Present OpenFOAM 
model 6.856 0.916 0.077 
Error 1.12% -1.08% -27.4% 
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6.3 Wave-induced roll motion of a 2-D rectangular barge  
6.3.1 Roll motion and wave profiles 
Variations of the magnification factors (φ/kA, also called the RAOs, in which φ is the 
angle of roll, k is wave number and A is wave amplitude) of the barge with the 
dimensionless wave frequencies (ω/ωN) are first examined. The numerical results 
have been compared with the experimental data and the solutions based on linear 
potential flow theory, shown in Figure 6-7. It can be seen that the numerical results 
from the extended OpenFOAM model agree well with experiments in general. 
However, the roll motion calculated using linear potential flow theory is significantly 
over-predicted at the natural frequency due to the assumption that the fluid is 
inviscid and irrotational, i.e. the potential flow theory only considers wave making 
damping but not viscous damping. Additionally, at lower frequencies (ω/ωN <0.8), 
the potential flow theory underestimates the magnification factors compared to the 
experimental and numerical results. The possible reason is that the viscous effect 
neglected in potential flow theory helps to increase the roll at lower frequencies.  
   
Figure 6- 7: Response amplitude operator (RAO) for roll motion 
The time histories of roll angle of the rectangular structure (φ) and free surface 
elevation of incoming waves (η) for different wave periods of T = 0.93 s, 0.8 s and 
1.2 s in one periods of the wave, in which the wave has been fully developed and 
reaches its stable state, have been plotted in Figure 6-8 together with those from the 
experiments conducted by Jung et al. (2006). Noting that t=0 denotes the moment in 
 
Fig. 6 Curve of extinction of rolling 
Table 3: Dynamic characteristics of roll motion  





Experimental 6.78 0.926 0.106 
Present OpenFOAM 
model 6.856 0.916 0.077 
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which the wave has just been fully developed and reaches its stable state. The full 
calculated time histories of the roll angle and the free surface elevation for T = 0.93 s 
are also presented as an example to give an idea of the whole simulation. The real 
time of simulation for other cases is omitted afterwards for clarify unless otherwise 
stated. It can be seen that the present numerical model can predict the flow fields and 
wave-induced roll motion accurately regardless of the wave periods, with close 
matching of both the shape and crest values of free surface elevation and roll motion 
of the rectangular barge. As expected, due to the resonance effect, the amplitude of φ 
is largest for the case with T = 0.93 s, which is very close to the natural period of the 
rectangular barge, 0.926/0.916 s, shown in Table 6-3, even with smallest wave 
height of the incoming wave.  
In order to further investigate the effect of wave height on the roll motion, the time 
histories of φ and η with different wave heights at T = 0.93s, 0.7s and 1.2s, 
corresponding to ω/ωN = 1, 1.328 and 0.775, are shown in Figures 6-9 - 6-11, 
respectively. Comparisons show that the roll motion increases with the increase of 
wave height regardless of the wave period. While the trend of RAO values for 
different wave periods is different. It decreases with the increase of wave height at 
the natural frequency (T = 0.93 s or ω/ωN = 1), while has the similar values at 
different wave heights for wave frequencies away from the natural frequency (T = 
0.7s and 1.2 s or ω/ωN = 1.328 and 0.775), shown in Figure 6-7 as well. The crest 
values of free surface elevation and rotating angle are highlighted in Table 6-4. It 
confirms that the increment in free surface elevation and roll motion is similar except 
for cases with the natural wave period, which means that the nonlinear effect on the 
roll damping is significant only for the natural frequency. Additionally, phase 
difference is observed for cases at the same wave frequency but with different wave 
heights.  
Figure 6-12 – 6-14 show wave profiles along the central line of the tank for different 
wave periods of T = 0.93 s, 0.7 s and 1.2 s, respectively and each with three different 
wave heights. For all three periods, phase difference can be observed, especially at T 
= 0.7 s, consistent with what is observed from Figure 6-9 – 6-11. There is significant 
difference between the wave on the seaward and leeward sides of the structure which 
would determine the behaviour of the forces impacting on the structure. This will be 
discussed in more details in the following section. In addition, it can be seen that the 
Chapter	  6.	  Wave-­‐induced	  roll	  motion	  of	  a	  rectangular	  barge	  
125	  
	  
non-linearity of the wave behind the structure is stronger for the cases with natural 
wave period than that at wave periods away from the natural wave period. In order to 
give more vivid impressions, Figure 6-15 shows several snapshots of the 2-D wave 
field around the structure for the case with T = 0.93 s, H = 0.032 m according to 
phases, as shown in Figure 6-8 (a). Demonstration for the case with overtopping is 




Figure 6- 8: Time histories of wave elevation (η) of incoming waves and rotating angle of 
the rectangular structure (φ) at different wave periods and wave heights of (a) T = 0.93 s; H 
= 0.027 m, (b) T = 0.8 s; H = 0.029 m and (c) T = 1.2 s; H = 0.06 m 
 
Figure 6- 9: Time histories of wave elevation (η) of incoming waves and rotating angle of 
the rectangular structure (φ) at T = 0.93 s with different wave heights of (a) H = 0.016 m and 
(b) H = 0.032 m 
 
  





Fig. 8 Time histories of wave elevation (η) of incoming waves and rotating angle of the 
rectangular structure (φ) at different wave periods and wave heights of (a) Ts = 0.93 s; H = 
0.027 m, (b) Ts = 0.8 s; H = 0.029 m and (c) Ts = 1.2 s; H = 0.06 m. Rotating angle and 
surface elevations are normalized by kA and A, respectively 
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Fig. 9 Time histories of wave elevation (η) of incoming waves and rotating angle of the 
rectangular structure (φ) at Ts = 0.93 s with different wave heights of (a) H = 0.016 m and (b) 
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Fig. 8 Time histories of wave elevation (η) of incoming waves and rotating angle of the 
rectangular structure (φ) at diff r nt wave periods and wave h ights of (a) Ts = 0.93 s; H = 
0.027 m, (b) Ts = 0.8 s; H = 0.029 m and (c) Ts = 1.2 s; H = 0.06 m. Rotating angle and 
surface elevations are normalized by kA and A, respectively 
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Fig. 9 Time histories of wave elevation (η) of incoming waves and rotating angle of the 
rectangular structure (φ) at Ts = 0.93 s with different wave heights of (a) H = 0.016 m and (b) 
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Fig. 8 Time histories of wave elevation (η) of incoming waves and rotating angle of the 
rectangular structure (φ) at different wave periods and wave heights of (a) Ts = 0.93 s; H = 
0.027 m, (b) Ts = 0.8 s; H = 0.029 m and (c) Ts = 1.2 s; H = 0.06 m. Rotating angle and 
surface elevations are normalized by kA and A, respectively 
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Fig. 9 Time histories of wave elevation (η) of incoming waves and rotating angle of the 
rectangular structure (φ) at Ts = 0.93 s with different wave heights of (a) H = 0.016 m and (b) 
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Figure 6- 10: Time histories of wave elevation (η) of incoming waves and rotating angle of 
the rectangular structure (φ) at T = 0.7 s with different wave heights of (a) H = 0.015 m, (b) 
H = 0.023 m and (c) H = 0.029 m 
 
Figure 6- 11: Time histories of wave elevation (η) of incoming waves and rotating angle of 
the rectangular structure (φ) at T = 1.2 s with different wave heights of (a) H = 0.032 m and 
(b) H = 0.067 m 
Table 6- 4: Free surface elevation of incoming waves and rotating angle of the rectangular 








unit: rad φ/A 
0.93 6.76 1 
0.008 0.159 19.875 
0.0135 0.191 14.148 
0.016 0.207 12.938 
0.7 8.98 1.328 
0.0075 0.0174 2.320 
0.0115 0.0220 1.913 
0.0145 0.0247 1.703 
1.2 5.24 0.775 
0.016 0.087 6.060 
0.030 0.158 5.267 
0.0335 0.176 5.254 
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                                                                                          (c)                    
 
Fig. 10 Time histories of wave elevation (η) of incoming waves and rotating angle of the 
rectangular structure (φ) at Ts = 0.7 s with different wave heights of (a) H = 0.015 m, (b) H = 
0.023 m and (c) H = 0.029 m. Rotating angle and surface elevations are normalized by kA 
and A, respectively 
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Fig. 11 Time histories of wave elevation (η) of incoming waves and rotating angle of the 
rectangular structure (φ) at Ts = 1.2 s with different wave heights of (a) H = 0.032 m and (b) 
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Fig. 10 Time histories of wave elevation (η) of incoming waves and rotating angle of the 
rectangular structure (φ) at Ts = 0.7 s with different wave heights of (a) H = 0.015 m, (b) H = 
0.023 m and (c) H = 0.029 m. Rotating angle and surface elevations are normalized by kA 
and A, respectively 
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Fig. 11 Time histories of wave elevation (η) of incoming waves and rotating angle of the 
rectangular structure (φ) at Ts = 1.2 s with different wave heights of (a) H = 0.032 m and (b) 










Figure 6- 12: Wave profiles at the moment of t = 40T for T = 0.93 s with different wave 
heights of (a) H = 0.032 m, (b) H = 0.027 m and (c) H = 0.016 m and the dash lines 
represents the location of the floating object. 
 
Figure 6- 13: Wave profiles at the moment of t = 60T for T = 0.7 s with different wave 
heights of (a) H = 0.029 m, (b) H = 0.023 m and (c) H = 0.015 m and the dash lines 
represents the location of the floating object.  
	    
Figure 6- 14: Wave profiles at the moment of t = 30T for T = 1.2 s with different wave 
heights of (a) H = 0.067 m, (b) H = 0.060 m and (c) H = 0.032 m and the dash lines 
represents the location of the floating object. 
Table 4: Free surface elevation of incoming waves and rotating angle of the rectangular 
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Fig. 12 Wave profiles at the oment of t = 40Ts for Ts = 0.93s with different wave heights of 
(a) H = 0.032 m, (b) H = 0.027 m and ( ) H = 0.016 m and the dash lines represents the 
location of the floating object.  
         
Fig. 13 Wave profiles at the moment of t = 60Ts for Ts = 0.7s with different wave heights of 
(a) H = 0.029 m, (b) H = 0.023 m and (c) H = 0.015 m and the dash lines represents the 







Table 4: Free surface elevation of incoming waves and rotating angle of the rectangular 
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Fig. 12 Wave profiles at the moment of t = 40Ts for Ts = 0.93s with different wave heights of 
(a) H = 0.032 m, (b) H = 0.027 m and (c) H = 0.016 m and the ash lines represents the 
location of the floating object.  
         
Fig. 13 Wave pr files at the m ment f t = 60Ts for Ts = 0.7s with different wave heights of 
(a) H = 0.029 m, (b) H = 0.023 m and (c) H = 0.015 m and the dash lines represents the 








Fig. 14 Wave profiles at the moment of t = 30Ts for Ts = 1.2s with different wave heights of 
(a) H = 0.067 m, (b) H = 0.060 m and (c) H = 0.032 m and the dash lines represents the 
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                              (a) t/T = 0/1                                                         (b) t/T = 0.125 
    
                                (c) t/T = 0.25                                                      (d) t/T= 0.375 
    
                                 (e) t/T= 0.5                                                        (f) t/T = 0.625 
    
                                   (g) t/T = 0.75                                                     (h) t/T = 0.875 
Figure 6- 15: 2-D views of T = 0.93 s, H = 0.032 m wave hitting on the structure: phase 
number of each subtitle matches to the phase in Figure 6-9 (a)        
	  	  	  	  	   	  
	  	  	  	  	   	  
Figure 6- 16: Demonstration for the case with overtopping. 
t = 27.9s t = 28.1s 
t = 28.3s t = 28.5s 
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6.3.2 Forces impacting on the structure 
The horizontal (Fx) and vertical forces (Fz) impacting on the rectangular structure are 
shown in Figure 6-17 and Figure 6-18, respectively, together with the wave 
elevations of ηs and ηL on the seaward and leeward sides at different wave periods in 
one periods. It can be seen that regardless of the wave periods, the positive values of 
Δη = ηs - ηL lead to positive forces and vice versa, which means that the sign and 
magnitude of forces are determined by the difference in wave elevations at the left 
and right hand side of the structure. Especially, in the cases of T = 0.93s and T = 0.7s, 
the time behaviour of forces are mainly determined by the change of ηs on the 
seaward side due to the little variation in ηL as shown in Figure 6-17 (a) – (b) and 
Figure 6-18 (a) – (b) for T = 0.93s and T = 0.7s, respectively. 
The relation between forces and the difference in wave elevations on the seaward 
and leeward sides with respect to the wave height has been studied and shown in 
Figure 6-19 – 6-20, Figure 6-22 – 6-23 and Figure 6-25 – 6-26 for T = 0.93s, T = 
0.7s and T = 1.2s, respectively. Not surprisingly, the time behaviour of forces 
impacting on the structure is independent of the wave heights of the incoming waves 
for all three wave periods while is determined by the difference in wave heights of 
the wave on the seaward and leeward sides of the structure. It is interesting to find 
that the normalized forces in both horizontal and vertical direction have similar 
values at different wave heights even for cases with T = 0.93s, which is very close to 
the roll natural period of the rectangular structure, as shown in Figure 6-21, Figure 
6-24 and Figure 6-27 for T = 0.93 s, T = 0.7 s and T = 1.2 s, respectively. This 
means that the nonlinear effect for wave loading is less significant when compared 
with wave-induced roll motion. Additionally, as with wave elevation and roll motion, 
phase difference in wave loading at different wave heights is observed and for all 
three wave periods, the phase difference in cases of T = 1.2 s is smallest, consistent 
with what has been observed in Figure 6-12 – 6-14. 
The maximum and minimum values of both horizontal and vertical forces for all 
three wave periods, T = 0.93 s, H = 0.027 m; T = 0.7 s, H = 0.029 m and T = 1.2 s, H 
=0.06 m, are summarized in Table 6-5. The forces are normalized by ρgA, A is the 
wave amplitude. Generally, the magnitude of forces increases with the increase of 
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wave periods, while the variations between the cases with the natural period of T = 
0.93 s and the longer wave period of T = 1.2 s is not significant. 
Table 6- 5: The maximum and minimum of the horizontal and vertical forces 
T (s) H (mm) Fx / ρgA (× 10-2) Fz / ρgA (× 10-2) 
  max min max min 
0.7 0.029 3.7 -2.9 6.6 -2.7 
0.93 0.027 8.2 -4.5 13.3 -12.1 
1.2 0.06 9.1 -4.6 14.5 -13.6 
 
A study has been conducted in order to determine the relation of wave loading 
hitting fixed and floating structures with the same cross section in the same sea 
conditions, as shown in Figure 6-28. This suggests that for all the cases considered 
the wave loading on fixed structures has close matching in both crest values and the 
shapes with those of floating structures. 
 
Figure 6- 17: Time history of horizontal forces for (a) Ts = 0.93 s and H = 0.016 m, (b) Ts = 
0.7 s and H = 0.029 m and (c) Ts = 1.2 s and H = 0.060 m and forces and surface elevations 
are normalized by ρgA and A, respectively. (solid line: wave behind structure; dash line: 
wave at the front of structure; rectangular symbol: horizontal force) 
 




Fig. 16 Time history f h riz ntal forces for (a) Ts = 0.93s and H = 0.016 m, (b) Ts = 0.7s 
and H = 0.029 m and (c) Ts = 1.2s and H = 0.060 m and forces and surface elevations are 
normalized by ρgA and A, respectively. (solid line: wave behind structure; dash line: wav  at 















Figure 6- 18: Time history of vertical forces for (a) T = 0.93 s and H = 0.016 m, (b) T = 0.7 s 
and H = 0.029 m and (c) T = 1.2 s and H = 0.060 m and forces and surface elevations are 
normalized by ρgA and A, respectively. (solid line: wave behind structure; dash line: wave at 
the front of structure; rectangular symbol: vertical force) 
 
Figure 6- 19: Time history of horizontal forces for T = 0.93 s of (a) H = 0.027 m and (b) H = 
0.032 m and forces and surface elevations are normalized by ρgA and A, respectively. (solid 
line: wave behind structure; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 
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Fig. 17 Time history of vertical forces for (a) Ts = 0.93s and H = 0.016 m, (b) Ts = 0.7s and H 
= 0.029 m and (c) Ts = 1.2s and H = 0.060 m and forces and surface elevations are 
normalized by ρgA and A, respectively. (solid line: wave behind structure; dash line: wave at 
the front of structure; rectangular symbol: vertical force) 
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Fig. 18 Time history of horizontal forces f r Ts = 0.93s of (a) H = 0.027 m and (b) H = 0.032 
m and forces and surface elevations re ormalized by ρgA and , respectively. (so id line: 
wave behind structu e; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 
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Fig. 17 Time history of vertical forces for (a) Ts = 0.93s and H = 0.016 m, (b) Ts = 0.7s and H 
= 0.029 m and (c) Ts = 1.2s and H = 0.060 m and forces and surface elevations are 
normalized by ρgA and A, respectively. (solid line: wave behind structure; dash line: wave at 
the front of structure; rectangular symbol: vertical force) 
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Fig. 18 Time history of horizontal forces for Ts = 0.93s of (a) H = 0.027 m and (b) H = 0.032 
m and forces and surface elevations are normalized by ρgA and A, respectively. (solid line: 
wave behind structure; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 
  




Figure 6- 20: Time history of horizontal forces for T = 0.93 s of (a) H = 0.027 m and (b) H = 
0.032 m and forces and surface elevations are normalized by ρgA and A, respectively. (solid 
line: wave behind structure; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 
 
Figure 6- 21: Time history of (a) horizontal forces and (b) vertical forces for Ts = 0.93 s with 
various wave heights and forces are normalized by ρgA.  
 
Figure 6- 22: Time history of horizontal forces for T = 0.7 s of (a) H = 0.015 m and (b) H = 
0.023 m and forces and surface elevations are normalized by ρgA and A, respectively. (solid 
line: wave behind structure; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 
  
(a)                                                                     (b) 
 
Fig. 19 Time history of vertical forces for Ts = 0.93 s of (a) H = 0.027 m and (b) H = 0.032m 
and forces and surface elevations are normalized by ρgA and A, respectively. (solid line: 
wave behind structure; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 
      
(a)                                                                             (b) 
 
Fig. 20 Time history of (a) horizontal forces and (b) vertical forces for Ts = 0.93s with 
various wave heights and forces are normalized by ρgA.  
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Fig. 21 Time history of horizontal forces for Ts = 0.7s of (a) H = 0.015 m and (b) H = 0.023m 
and forces and surface elevations are normalized by ρgA and A, respectively. (solid line: 
wave behind structure; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 
  
(a)                                                                     (b) 
 
Fig. 19 Time history of vertical forces for Ts = 0.93 s of (a) H = 0.027 m and (b) H = 0.032m 
and forces and surface elevations are ormalized by ρgA and , respectively. (solid line: 
wave behind struc ure; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 
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Fig. 20 Time history of (a) horizontal forces and (b) vertical forces for Ts = 0.93s with 
various wave heights and forces are normalized by ρgA.  
   
(a)                                                                   (b) 
 
Fig. 21 Ti e history of horizontal forces for Ts = 0.7s of (a) H = 0.015 m and (b) H = 0.023m 
and forces and surface elevations are normalized by ρgA and A, respectively. (solid line: 
ave behind structure; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 
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Fig. 19 Time history of vertical f r    .   and (b) H = 0.032m 
and forces and surface elevatio s r  li     , respectively. (solid line: 
wave behind structure; dash li :  t t  fr t f tr t re; rectangular symbol: 
horizontal force) 
      
                                (b) 
 
i . 20 i  i t    rizontal forces and (b) vertical f r  f r Ts = 0.93s with 
ri   i ts  f r s re nor alized by ρgA.  
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ig. 21 Time history of horizontal forces for Ts = 0.7s of (a) H = 0.015 m and (b) H = 0.023m 
and forces and surface elevations are normalized by ρgA and A, respectively. (solid line: 
wave behind structure; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 




Figure 6- 23: Time history of vertical forces for T = 0.7 s of (a) H = 0.015 m and (b) H = 
0.023 m and forces and surface elevations are normalized by ρgA and A, respectively. (solid 
line: wave behind structure; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 
 
Figure 6- 24: Time history of (a) horizontal forces and (b) vertical forces for T = 0.7 s with 
various wave heights and forces are normalized by ρgA.  
 
Figure 6- 25: Time history of horizontal forces for T = 1.2 s of (a) H = 0.032 m and (b) H = 
0.067 m and forces and surface elevations are normalized by ρgA and A, respectively. (solid 
line: wave behind structure; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 
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Fig. 22 Time history of vertical forces f r T  = 0.7s of (a) H = 0.015 m and (b) H = 0.023m 
and forces and surface elev tions are normalized by ρgA and A, respectively. (solid ne: 
wav  behind structu e; dash line: wave at the front of  rectangular symbol: 
horizontal force) 
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Fig. 23 Time history of (a) horizontal forces and (b) vertical forces for Ts = 0.7s with various 
wave heights and forces are normalized by ρgA.  
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Fig. 24 Time history of horizontal forces for Ts = 1.2s of (a) H = 0.032 m and (b) H = 0.067m 
and forces and surface elevations are normalized by ρgA and A, respectively. (solid line: 
wave behind structure; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 
   
(a)                                                                     (b) 
 
Fig. 22 Time history of vertical forces for s  . s of (a) H = 0.015 m and (b) H = 0.023m 
and forces and surface elevations are nor alized by ρgA and A, respectively. (solid line: 
wave behind structure; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 
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Fig. 23 Time history of (a) horizontal forces and (b) vertical forces for Ts = 0.7s with various 
wave heights and forces are normalized by ρgA.  
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Fig. 24 Time history of horizontal forces for Ts = 1.2s of (a) H = 0.032 m and (b) H = 0.067m 
and forces and surface elevations are normalized by ρgA and A, respectively. (solid line: 
wave behind structure; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 
   
(a)                                                                     (b) 
 
Fig. 22 Time history of vertical forces for Ts = 0.7s of (a) H = 0.015 m and (b) H = 0.023m 
and forces and surface elevations are normalized by ρgA and A, respectively. (solid line: 
wave behind structure; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 
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Fig. 23 Time history of (a) horizontal forces and (b) vertical forces for Ts = 0.7s with various 
wave heights and forces are normalized by ρgA.  
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Fig. 24 Time history of h riz tal f rces f r Ts = 1.2s of (a) H = .032 m and (b) H = 0.067m 
and forces and surface el ti   r alized by ρgA and A, respectively. (solid line: 
wave behind structure; e at the front of structure; rectangular symbol: 
horizontal force) 




Figure 6- 26: Time history of vertical forces for T = 1.2 s of (a) H = 0.032 m and (b) H = 
0.067 m and forces and surface elevations are normalized by ρgA and A, respectively. (solid 
line: wave behind structure; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 
 
Figure 6- 27: Time history of (a) horizontal forces and (b) vertical forces for T = 1.2 s with 
various wave heights and forces are normalized by ρgA.  
6.3.3 Velocity and vorticity fields 
An interesting finding in Figure 6-7 is that the RAOs obtained from the linear 
potential-flow theory agree well with those obtained from the experiments and 
viscous-flow solver for shorter waves (ω > ωN), but the linear potential-flow theory 
clearly underestimates the RAOs for longer waves (ω < ωN). Further investigations 
have been carried out for long wave with period of T = 1.2s to explain this 
phenomena. The velocity and vorticity fields of T = 1.2s (ω/ωN = 0.775), H = 
0.032m wave close to both sides of the 2-D barge are shown in Figure 6-29. Subplots 
in Figure 6-29 are named from (a) to (l), which matches the phases of the roll motion 
shown in Figure 6-8 (c). The barge reaches its maximum clockwise motion at Figure 
6-29 (a) and experienced counter-clockwise motion from Figurer 6-29 (b) – (g). It 
can be seen from Figure 6-29 (a) that the negative vortex (black) is existing at the 
    
(a)                                                                                     (b) 
 
Fig. 25 Time history of vertical forces for Ts = 1.2s of (a) H = 0.032 m and (b) H = 0.067m 
and forces and surface elevations are normalized by ρgA and A, respectively. (solid line: 
wave behind structure; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 
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Fig. 26 Time h story of (a) horizontal forces and (b) vertical forces for Ts = 1.2s with var ous 
wave heights and forces are normalized by ρgA.  
 
Table 5: The maximum and minimum of the horizontal and vertical forces 
Ts (s) H (mm) Fx / ρgA (× 10-2) Fz / ρgA (× 10-2) 
  max min max min 
0.7 0.029 3.7 -2.9 6.6 -2.7 
0.93 0.027 8.2 -4.5 13.3 -12.1 
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Fig. 25 Time history of vertical forces for Ts = 1.2s of (a) H = 0.032 m and (b) H = 0.067m 
and forces and surface elevations are normalized by ρgA and A, respectively. (solid line: 
wave behind structure; dash line: wave at the front of structure; rectangular symbol: 
horizontal force) 
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Fig. 26 Time history of (a) horizontal forces and (b) vertical forces for Ts = 1.2s with various 
wave heights and forces are normalized by ρgA.  
 
Table 5: The maximum and minimum of the horizontal and vertical forces 
Ts (s) H (mm) Fx / ρgA (× 10-2) Fz / ρgA (× 10-2) 
  max min max min 
0.7 0.029 3.7 -2.9 6.6 -2.7 
0.93 0.027 8.2 -4.5 13.3 -12.1 
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seaward side of the structure and after a short period of time, the negative vortex 
(black) diffuses and a positive vortex (white) appears and is staying during the 
rollaway motion from Figure 6-29 (b) – (g). At the right-hand side of the structure, 
the positive vortex (white) decays and the negative vortex (black) increases during 
the rollaway cycle. The barge reaches its maximum counter-clockwise position at 
Figure 6-29 (h) and experiences clockwise motion from Figure 6-29 (i) – (l). Similar 
to the counter-clockwise motion, the positive vortex diffuses quickly and a negative 
vortex develops at the left hand side of the structure. In contrast to the seaward side, 
the negative vortex decays while the positive vortex appears and is remaining during 
the roll-in cycle near the left bottom corner on the leeward side. A similar 
mechanism was observed by Jung et al. (2006) and they explained that since the 
position of the positive vortex is “ahead” of the rolling direction of the structure 
during most of the cycle, the structure experiences “negative” damping, i.e., the 
viscous effect increases the roll motion at lower frequencies rather than damping it 
out which is observed in Figure 6-7.	  
	  
	  
Figure 6- 28: Time history of forces on fixed rectangular (solid line) and rotating rectangular 
(○) for (a) T = 0.93 s and H = 0.016 m, (b) T = 0.7 s and H = 0.015 m and (c) T = 1.2 s and H 
= 0.032 m 
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Fig. 27 Time history of forces on fixed rectangular (solid line) and rotating rectangular (Ο) for 
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Fig. 27 Time history of forces on fixed rectangular (solid line) and rotating rectangular (Ο) for 
















Figure 6- 28 (continued): Time history of forces on fixed rectangular (solid line) and rotating 
rectangular (○) for (a) T = 0.93 s and H = 0.016 m, (b) T = 0.7 s and H = 0.015 m and (c) T = 
1.2 s and H = 0.032 m 
                                                   
                              (a) t/T = 0/0.996                                                     (b) t/T= 0.083 
                                                      
                               (c) t/T = 0.166                                                        (d) t/T = 0.249 
                                                   
                                (e) t/T = 0.332                                                      (f) t/T = 0.415 
                                                    
                                 (g) t/T = 0.498                                                       (h) t/T = 0.581 
Figure 6- 29: Vorticity and velocity field of T = 1.2 s, H = 0.032 m wave: phase number of 
each subtitle matches to the phase in Figure 6-9 (c) 
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Fig. 27 Time history of forces on fixed rectangular (solid line) and rotating rectangular (Ο) for 
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        (i) t/T = 0.664                                                 (j) t/T = 0.747 
                                                       
                                     (k) t/T = 0.83                                                (l) t/T = 0.913 
Figure 6-29 (continued): Vorticity and velocity field of T = 1.2 s, H = 0.032 m wave: phase 
number of each subtitle matches to the phase in Figure 6-9 (c) 
6.3.4 Parametric studies 
Numerical studies have been carried out to investigate the dependence of roll motion 
on body draft, height and breadth. The cross section used in previous section or 
experiments described by Jung et al. (2006) is chosen as standard case, and the depth 
and breadth of the object are labelled as D and B, respectively. A new parameter ε, 
the ratio in characteristic length of new cross sections and the standard case, is 
introduced to describe the change in cross section and draft. That is, ε = d/D, a/D and 
b/B for cases with various drafts, body heights and body widths, respectively. Here, 
d, a and b represent the depth of the body under the water surface, one half of depth 
and width of new cross sections, respectively. 
Influence of body draft 
In order to investigate the influence of body draft on the roll motion, three different 
drafts ε = d/D = 0.375, 0.5 and 0.625 are considered with the same body breadth B = 
0.3 m and body height D = 0.1 m. ε = 0.5 means that the structure is half submerged. 
Variations of the magnification factors of the rectangular barge with the incident 
wave frequencies ω for all three drafts are shown in Figure 6-30.  It can be seen that 
the roll motions for a 2-D rectangular barge increase gradually with ω at lower 
frequencies and reach its maximum between ω = 6.4rad/s and ω = 7.4rad/s for 
different ε. The roll motions then decrease with the increase of the ω afterwards. 
Additionally, the natural frequency ωN, corresponding response frequency of the 
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maximal roll motion, tends to decrease with the increase of body draft and the peak 
value of the roll motion for the cases ε = 0.5 is the largest among three drafts and the 
smallest roll motion occurs when ε = 0.375. Generally, the roll motions at lower 
frequencies are larger than those at higher frequencies. For waves with lower 
frequencies, the roll motions for ε = 0.625 are larger than those of ε = 0. 375 cases 
and cases with ε = 0.5 sit in between. However, for waves with higher frequencies, 
the trend is opposite, i.e. the roll motions for ε = 0.625 are smaller than those of ε = 
0.375 cases. It means that for longer wave conditions, the deep-draft barge is less 
stable than the shallow-draft barge, and vise verse for shorter wave, which is 
consistent with the conclusions presented by Chen et al. (2001). They argued that in 
order to minimize the wave-induced roll motion, engineers from oil and gas industry 
or ship companies need to adjust the deck loading so that the natural frequency can 
be moved away from the dominant frequency of the ambient sea conditions.  
Influence of body height 
The variation of roll motion with the incident wave frequencies ω, concerning the 
influence of body height is investigated in this section. Three body heights are 
considered, i.e. ε = a/D = 0.375, 0.5 and 0.625 with the same draft d = 0.05m and 
body breadth B = 0.3 m. Variations of the magnification factors of the rectangular 
barge with the incident wave frequencies ω for all three body heights are shown in 
Figure 6-31. Similar trends to cases concerning the influence of body draft are 
observed. It can be seen from Figure 6-31 that the motions increase gradually with 
the increase of ω and reach their maximum at the natural frequencies, which 
decrease with the increase of body height. Again, the maximum and minimum peak 
values of the roll motion are observed when ε = 0.5 and ε = 0.375 among cases with 
all three body heights, respectively. The roll motions at lower frequencies are 
generally larger than those at higher frequencies. And at lower frequencies, the 
larger the body height is the larger the roll motion, and vise verse for waves with 
higher frequencies.  
Influence of body breadth 
The influence of body breadth on the natural frequency and the roll motion of a 2-D 
barge is studied here with three different body breadths, i.e. ε = 0.375, 0.5 and 0.625 
with the same draft d = 0.05 m and body height D = 0.1 m. Variations of the RAOs 
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of the rectangular barge with the incident wave frequencies ω for all three body 
heights are shown in Figure 6-32. It can be seen from the graph that the roll motions 
increase gradually with the increase of ω until reach its maximum values at the 
natural frequencies and the roll motions at lower frequencies are larger than those at 
higher frequencies, which are also observed in Figure 6-30 and 6-31. The natural 
frequency for cases with smaller breadth is lower than those with larger breadth 
while the trend for the corresponding roll motion is opposite, i.e. the peak value of 
the roll motion for ε = 0.375 is the largest. Additionally, the roll motions for the 
cases with smaller body breadth are larger than those with larger body breadth for 
longer wave conditions, and vise verse for short waves. 
6.4 Summary 
OpenFOAM has been used in the present chapter to model the roll motion of a 2-D 
rectangular barge under wave actions. The modules developed in (Chen et al., 2013; 
2014) have been selected here for wave generation and absorbing. The wave 
generation is via the flux into the computational domain through a vertical wall. The 
velocities from 2nd order Stokes’ wave theory are used for generating regular waves 
and the numerical beach is applied to minimize wave reflection at the end of the 
wave tank. The viscous-flow solver for multiphase problems with moving mesh, 
interDyMFoam, supplied with OpenFOAM, has been extended for the roll motion of 
floating structures. The new locations of the floating structures are determined by 
solving the equations of motion using the ODE solver supplied with OpenFOAM 
based on fifth-order Cash-Karp Runge-Kutta method.  
Comparisons among the present numerical results, potential-flow results and the 
measured data collected by Jung et al. (2006) have indicated that the OpenFOAM is 
very capable of accurate modeling of wave interaction with freely rolling structures, 
with the natural frequency and roll motion correctly captured. However, the potential 
flow theory over-predicts the roll motion significantly at the natural frequency and 
underestimates the roll motion at lower frequencies due to the fact that the viscous 
damping is not taken into account in the potential flow theory. The roll motion 
increases gradually with the increase of the incident wave frequency until reach its 
maximum values at the natural frequency. It is also found that at the natural 
frequency, the magnification factors for roll motion decrease with the increase of the 
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incident wave height while for wave frequencies away from the natural frequency, 
the magnification factors have the similar values, i.e. the nonlinear effect on the roll 
damping is significant only for the natural frequency. With respect to the wave 
loading on the structures, the time behavior of forces are determined by the 
difference in wave free surface elevations on the seaward and leeward sides of the 
structure regardless of wave periods and wave heights of incoming waves. 
Additionally, the investigation on the velocity and vorticity fields reveals that the 
viscous effect not only can damp out the roll motion but also can help the structure to 
roll.   
The parametric study has been carried out to study the influence of body draft, 
height and breadth on the roll motion of a 2-D rectangular barge. The natural 
frequency increases with the increase of body breadth while decreases with the 
increase of body draft and height. The largest peak values of the roll motion at the 
natural frequency are observed for the cases with the smallest body breadth or for 
the cases with medium body draft and height. Moreover, at lower frequencies, the 
roll motion is general larger than that at higher frequencies. 
 
Figure 6- 30: Magnification factors for roll motion for cases with all three drafts (ε = d/D, d 
is draft and D is depth of the object) 
    
Figure 29: Magnification factors for roll motion for cases with all three drafts (ε = d/D, d is 
draft and D is depth of the object) 
 
   
Figure 30: Magnification factors for roll motion for cases with all three body heights (ε = a/D, 
a is half of depth of the object)  
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Figure 6- 31: Magnification factors for roll motion for cases with all three body heights (ε = 
a/D, a is half of depth of the object)  
      
Figure 6- 32: Magnification factors for roll motion for cases with all body width (ε = b/B, b 
is half of width of the object, B is the width of the object) 
 
    
Figure 29: Magnification factors for roll motion for cases with all three drafts (ε = d/D, d is 
draft and D is depth of the obj ct) 
 
   
Figure 30: Magnific tion f ctors for roll m tion f r cases with all three body heights (ε = a/D, 
a is half of depth of the object)  
 
 
Figure 31: Magnification factors for roll motion for cases it  all body width (ε = b/B, b is 
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The further application of the extended OpenFOAM model in investigating the 
hydrodynamic performance of a flap-type wave energy converter is described in this 
chapter. A simplified flap-type wave energy converter consists of an oscillating 
rectangular flap that is hinged to a sub-frame mounted on the seabed and power is 
extracted from the device from the pitch motion of the flap induced by waves. The 
numerical results of the OpenFOAM model are compared with analytical results 
based on linear potential flow theory. The effects of nonlinearity and viscosity 
(which are ignored in linear potential flow theory) on the wave-induced motion of 
the oscillating flap are studied as well as the energy absorbing capacity of the device. 
As for previous chapters, the laminar flow model of OpenFOAM-2.1.0 is used in all 
computations in this chapter.  
7.1 Introduction 
As mentioned in Chapter 1, oscillating wave surge converters (OSWCs) aim to 
exploit the horizontal particle velocity of the incident waves. The oyster WEC 
developed by Queen’s University Belfast and Aquamarine Ltd is in this category and 
prototypes have been installed at the European Marine Energy Centre (EMEC) off 
the coast of Orkney in Scotland since 2009 (See Figure 1-3 (D)). In addition to 
Oyster, several patents have been filed based on this wave energy extraction concept, 
such as Pendulor, EB Frond, WaveRoller and BioWave. Pendulor, which is built and 
tested in Japan, comprises a flat flap suspended from a hinge which is located above 
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the free surface and one quarter wave length from the back wall behind this flap 
(Collier et al., 2007). It was found by the Queen’s University Belfast wave research 
group that its application would be limited by the costs spent on installing and 
constructing the back wall which used to position top hinged device (Collier et al., 
2007). EB Frond, developed by Lancaster University and The Engineering Business 
Ltd, consists of a collector vane at the top of an arm hinged near the seabed. The arm 
is moved forward and backward by waves such that the power can be extracted from 
the surge component of the wave motion. WaveRoller was developed by AW-
Energy OY and a piston pump is used to collect the kinetic energy produced from 
the back and forth movement in the waves of a bottom-anchored plate. BioWave was 
developed by University of Sydney and BioPower Systems Pty. Ltd. The developers 
claim that BioWave is designed for maximum energy absorption and its survival can 
be promised even in hurricanes by lying flat against the seabed (Folley et al., 2007). 
The images of these four WECs can be found in Figure 7-1. The simplest form of 
OWSC is that of a thin flat top- or bottom-hinged paddle installed and operated in 
water of constant depth to extract wave power. Researchers have applied various 
methods, including experimental, analytical and numerical methods, to investigate its 
hydrodynamic performance.  
A two dimensional experimental study on the OWSC which is similar to the 
Japanese “Pendulor” system has been carried out using a 1/40th scale model at 
Queen’s University Belfast (QUB) by Folley et al. (2004). They found that power 
capture of the OWSC is higher than that of a shoreline oscillating water column 
(OWC). The very same wave tank tests on top-hinged as well as bottom-hinged flap-
type wave energy converter have been done at 1/20th scale in 2007 (Whittaker, 2007). 
The same experiments were described by Henry (2008) and van’t Hoff (2009) and 
they found that the maximum power capture of the OWSC occurs at certain incident 
wave frequencies. More recently, the cases of a 25th scale model of a flap-type WEC 
subject to monochromatic waves have been investigated experimentally by Schmitt 
et al. (2012) using a three-dimensional wave-tank model. It was mentioned in 
Chapter 1 that the application of model tests is limited by laboratory effects 
including scale effects due to the fact that it is impossible to satisfy both Froude and 
Reynolds similitudes at the same time and blockage effects result from the limited 
size of the wave tank or basin. 





Figure 7- 1: Image gallery of OWSCs 
A: WaveRoller; B: EB Frond; C: Pendulor; D: BioWave;  
Source: http://www.buch-der-synergie.de/c_neu_html/c_06_08_wasser_wellenenergie_d_bis_norwegen.htm 
             http://www.treehugger.com/renewable-energy/biologically-inspired-ocean-power.html 
             http://www7.ocn.ne.jp/~twavecv/ 
An analytical model within the framework of linear potential-flow theory has been 
developed by Renzi and Dias (2012) to study resonant behaviour of infinite arrays of 
flap-type devices placed in a line in a channel. The analytical model has been applied 
by Schmitt et al. (2012) to reproduce experiments carried out at QUB. They claimed 
that the analytical approach is limited to cases with small-amplitude incident waves 
due to the linearity assumption. The decomposition ideas of the analytical model 
presented by Renzi and Dias (2012) were exploited by Porter and Biggs (2012) to 
derive expressions for the problem of a single flap and some suggestions were given 
for further optimisation of the Oyster device. Additionally, the hydrodynamic 
performance of a single OWSC in the open ocean is determined by using a semi-
analytical model solved in the frequency domain (Renzi and Dias, 2013). According 
	  A	   	  B	  
	  C	   	  D	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to Folley et al. (2007), analytical models can predict maximum power capture of a 
particular system accurately but it is less helpful in determining its actual 
performance due to the ignorance of viscous effect and the effect of motion 
constraints.  
The frequency domain numerical model, WAMIT, is applied to estimate the power 
capture of the simplified OWSC system by providing hydrodynamic coefficients, 
such as added mass and added damping as well as wave excitation forces. The 
numerical results from WAMIT have been compared with measurements collected 
from the experiments presented by Henry (2008) and Schmitt et al. (2012) in two 
dimensions and three dimensions, respectively. WAMIT has also been used by 
Folley et al. (2005) to study the effect of water depth on the power capture and the 
analysis indicates that the power capture of small OWSC placed in shallow water is 
higher than that in deep water. In addition to WAMIT, WAFDUT1.5, a potential 
frequency domain model developed by Dalian University of Technology, China, has 
also been applied and the results are examined by comparing to a two-dimensional 
analytic solution (Zhao et al., 2013). The applicability of frequency domain 
numerical models is limited due to the fact that it does not take into account the 
effect of the nonlinear free surface and viscosity of fluid (Schmitt et al., 2012). Time 
domain numerical methods based on Reynolds-Averaged Navier-Stokes (RANS) 
equations are proved to work sufficiently well in modelling nonlinearity of free 
surface and viscous effects. Wave interaction with an OWSC has been simulated by 
using the Smoothed Particle Hydrodynamics (SPH) method and the VOF method, 
respectively (Rafiee et al., 2013 and Schmitt et al., 2012, respectively). 
In this chapter, a two dimensional time domain numerical model based on 
OpenFOAM has been set-up to investigate hydrodynamics of a flap-type OWSC in 
constant water depth. Comparisons between numerical results and two dimensional 
analytic solutions are conducted to cross check the accuracy of the models. The 
effect of the nonlinearity and viscosity on hydrodynamic performance such as wave-
induced roll motion and the mean power extracted from the pitch motion of the flap 
as well as the efficiency of the system has been analysed. Finally, the energy 
absorbing capacity of the device has been investigated by performing parametric 
studies.  
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7.2 Analytical model  
The two dimensional analytical model has been developed by Porter and Biggs 
(2012) and will be summarized hereafter. The flap is assumed to be thin and with the 
thickness of 2b, hinged along a horizontal axis at a distance c from water surface, 
below which it is a straight foundation and above which it is free to rotate about P. 
The water depth is d and linear waves of frequency ω and amplitude A are 
propagating from the left with wave crests parallel to the flap. The fluid is assumed 
to be inviscid and incompressible and for an irrotational flow, the velocity field can 
be described by the velocity potential Φ. The main parameters used in the analytical 
model are shown in Figure 7-2. 
 
Figure 7- 2: Some of key parameters imposed on side views of the flap-type WEC 
configuration used in the analytical model 
7.2.1 Formulation of the problem 
A Cartesian coordinate system of x = (x, y, z) is defined, with x on the centre line of 
the flume, y along the axis of the OWSC at rest position and z pointing vertical 
upwards. The origin of the system is in the mean free surface. A linearized theory is 
considered with the assumption that the amplitude of both water waves and pitch 
motion of the flap are small, thus, the velocity potential must satisfy the Laplace 
equation, 
 2 0,   in the fluidΦ∇ =  (7-1) 
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 (7-3) 
where, ζ(x,y,t) denotes the free surface, g is the acceleration due to gravity, Θ(t) is 
the pitch amplitude of the flap and it is defined to be positive if it is anti-clockwise. 
The motion of the flap about the pivot P satisfies,  
  I
!!Θ (t) = −CΘ (t)+ Xω (t)+ Xe(t)  (7-4) 
where I is the moment of inertia of the flap about the pivot P, C is the linear spring 
restoring coefficient, Xω and Xe are time dependent wave torques and external 
mechanical torques about P, respectively.  




Φ (x, y, z,t) = Re{φ(x, y, z)e− iωt},
ς (x, y,t) = Re{η(x, y)e− iωt},
!Θ (t) = Re{Ωe− iωt},










in which Fe is the external force, specified to be a damping torque acting linearly 
against the angular velocity about the pivot P, 
 eF ΛΩ= −  (7-6) 
where Λ is the linear PTO damping coefficient and its dimensionless counterpart is 
introduced, 
 ' 23 / / ( )d g M cωΛ Λ= ⋅ ⋅  (7-7) 
in which Mω = 4ρbcw, where ρ is the water density, w is width of the flap. 
Coupling with decomposition ideas described by Renzi and Dias (2012), the system 
of governing equations (7-1) - (7-4) is solved. Then, the mean power extracted from 
the OWSC is determined, 











∫ Re{FωΩ *}  (7-8) 
where * denotes complex conjugation. Within the framework of linear potential 
theory, the mean power can be calculated by,  
 * 2
1 1  W Re{ } | |
2 2e
FΩ Λ Ω= − =
 
(7-9) 
The efficiency of the device is defined by 
 / ( )incl W W w=  (7-10) 
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where H is wave height, k is wave number and d is water depth.  
7.2.2 Case studies 
In the analytical model, the width of the flap is 2b = 0.2 m, water depth d is 0.9 m 
and the distance between the hinge and the water surface c is 0.85 m. The density of 
the flap ρs is 400 kg/m3. The main parameters used in the analytical model are shown 
in Figure 7-2. Regular waves of wave amplitude A equals to 0.05 m with wave 
frequency ω ranging from 1 to 6 rad/s are generated to hit the flap. The wave 
parameters of selected cases in current analyses can be found in Table 7-1. Three 
different PTO damping are investigated and listed in Table 7-1 as well. 
Table 7- 1: Wave parameters used in these analyses 
case 1 2 3 4 5 
ω(rad/s) 1 2 3 4 6 
T (s) 6.28 3.14 2.09 1.57 1.05 
L (m) 18.375 8.757 5.362 3.5455 1.7067 
A (m) 0.05 0.05 0.05 0.05 0.05 
k 0.342 0.717 1.171 1.771 3.679 
kA 0.0171 0.03585 0.5855 0.8855 0.1840 
Winc 0.695 0.604 0.477 0.349 0.203 
λ/2b 92 44 27 18 9 
Λ’ 2,4,8 
Λ 5.4589, 10.9178, 21.8356 
7.3 Numerical wave tank 
As a crosscheck, a 2-D numerical wave tank is set-up using the extended 
OpenFOAM model. Linear waves shown in Table 7-1 are generated at the inlet 
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boundary to hit the flap-type WEC and the top and bottom boundary of the tank are 
defined as a pressure inlet/outlet and wall, respectively. empty and far field boundary 
conditions are assigned to the sides and outlet boundary of the tank, respectively. 
Finally, the boundary condition movingWallVelocity is used to make the flap which 
is located in the middle of the wave tank and spreads across the entire width of the 
tank move, i.e. the flux across the flap is zero. The sketch of the tank can be found in 
Figure 7-3.  




Figure 7- 3: The sketch of the tank. 
7.3.1 Mesh convergence tests 
Three meshes with different resolutions and grading schemes are generated using 
blockMesh. Generally, the mesh is refined in areas around the flap. In the horizontal 
direction, the computational domain is divided into two regions: region 1 and region 
2 and in the vertical direction, it is divided into area 1 and area 2, see Figure 7-4 (a), 
the area 2 is the area below the flap. The parameters of these three meshes can be 
found in Table 7-2. Noting that cases using mesh 1 and mesh 2 are computed with 8 
cores using Aquila, a HPC facility at University of Bath while cases using mesh 3 
are run with 4 cores, using a single desktop computer of Inter “Core i7-2006” – 
based quad-core processors. The computational time for each mesh is listed in Table 
7-2. 
Table 7- 2: Mesh parameters and corresponding computational time 
mesh  wave Region 1 (unit: m) 
Region 2 





ω = 4 rad/s 
T = 1.57 s 
λ = 3.546 m 
k = 1.771 
A = 0.1 m 
h = 0.9 m 
0.05 0.04 
302254 2.78 hrs Δy 0.01/0.005 0.01/0.005 
Grading factor 4 1 
2 
Δx 0.022 0.02 
680160 43.0 hrs Δy (area1/area2) 0.01/0.005 0.01/0.005 
Grading factor 1 1 
3 
Δx 0.011 0.004 
1415500 103.1 hrs Δy 0.01/0.005 0.01/0.005 
Grading factor 8 1 











(a) Mesh before transformation 
 
(b) Mesh after transformation 
Figure 7- 4: Mesh scheme 
The time histories of free surface elevation of incoming waves and wave–induced 
pitch motion of the flap obtained using three mesh schemes are shown in Figure 7-5 
and 7-6, respectively. It can be seen from Figure 7-5 that in terms of free surface 
elevations, the model is convergent using mesh 1. But in terms of pitch motion 
shown in Figure 7-6, the model is convergent using mesh 2 and mesh 3 and there is 
small discrepancy between the results using mesh 1 and that using mesh 2 (or mesh 
3). It can be seen from Table 7-2 that the computational time using mesh 2 and mesh 
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3 is much longer than that of mesh 1. Considering that the discrepancy of pitch 
motion among three mesh schemes is small and acceptable, the resolution of mesh 1 
is chosen in current study to save the computational time. And mesh 3 is only used to 
capture vorticity of the system which will be discussed in the next section. 
 
Figure 7- 5: Time histories of free surface of incoming waves obtained using three mesh 
schemes 
  
Figure 7- 6: Time histories of roll motion obtained using three mesh schemes 
7.3.2 Model comparisons 
The comparison between two models, considering basic theory used and foundation 
of the OWSC, has been performed and summarized in Table 7-3. It is well known 
that it is not easy to consider viscous effects properly within the framework of 
potential flow theory and it is found that the potential flow theory can introduce 
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errors in the predictions of roll motions of freely floating structures, be over-
predicted and underestimated at the natural frequency and lower frequencies, 
respectively, see Chapter 6. The effect of vorticity on hydrodynamic performance of 
the flap-type WEC can be found in this chapter by comparing results of the present 
extended OpenFOAM model based on viscous flow theory and those of the 
analytical model based on potential flow theory.  
It can be concluded from Chapter 5 that using linear theory would be inadequate and 
leads to inaccuracy with up to 50% of the total wave loading loss on surface-piercing 
circular columns. The nonlinear properties of wave-OWSC interactions will be 
discussed in more detail in the next section.  
Table 7- 3: Model comparisons 
 Analytical model Present model 
basic theory Potential flow Viscous flow 
nonlinearity Linear nonlinear 
Foundation height 0.05 m ignored 
c’ - 0.1 m 
Solving method Frequency domain Time domain 
 
Additionally, the foundation of the OWSC is ignored in numerical model for mesh 
motion and the flap is c’ = 0.1 m higher than water surface in order to avoid 
overtopping of the water. The time histories of wave-induced pitch motion obtained 
using flap geometry with both c’ = 0 and c’ = 0.1 m are shown in Figure 7-7 for 
demonstrating the effect of overtopping. It can be seen that the overtopping would 
lead to a decrease in pitch motion. Since overtopping is not taken into account in the 
analytical model, it is better to increase the height of the flap above the free surface 
to avoid overtopping in the numerical model. The COG of the flap is assumed to be 
same as the centre of buoyancy and the mass of the flap is unchanged by assuming 
that the portion of the flap above the water surface is filled with foam or other light 
material and its weight can be neglected. It is worth to note that the entire process of 
vortex generation and evolution can be represented effectively by using the viscous-
flow model which is solved in time domain. 
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7.4 Numerical results and Discussions 
7.4.1 Wave-induced Pitch Motion 
The time histories of the free surface elevation of incoming waves (at x = 0.5 m) are 
shown in Figure 7-8 together with those at x = 6λ and 5λ for waves with ω = 6 rad/s 
and ω = 1 rad/s, respectively. It can be seen that the wave with smaller wave 
frequency in shallow water shows stronger nonlinearity with steeper and distorted 
wave shapes after propagating away from the wave generator a short distance. The 
corresponding spectra are shown in Figure 7-9 and 7-10 for waves with ω = 1 rad/s 
and ω = 6 rad/s, respectively. In the amplitude spectra diagrams, the wave with ω = 1 
rad/s has higher 2nd harmonic and some 3rd and even 4th harmonic can be clearly 
observed. The contributions of higher order free surface elevation above the 1st order 
is about 83% of its linear component.  
 
Figure 7- 7: Time histories of pitch motion for demonstrating the effect of overtopping 
The time histories of wave-induced pitch motion for both waves with ω = 6 rad/s and 
ω = 1 rad/s are shown in Figure 7-11, and the corresponding spectra are shown in 
Figure 7-12. Not surprisingly that longer waves in shallow water, say waves with ω 
= 1 rad/s, result in stronger non-linear wave-structure interactions. For reference, the 
contributions of higher order pitch motion above the 1st order for waves with ω = 1 
rad/s and ω = 6 rad/s are about 42% and 4% of its linear component, respectively. 
Due to nonlinearity, the crest and trough values of the pitch motion are different, see 
Figure 7-11. That is, there is no so-called “amplitude” for comparison. It is 
reasonable to compare both crest and trough values with the results provided by 
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Porter. The details of the comparisons will be summarized soon after. The PTO 
parameter Λ’=2 for cases shown from Figure 7-8 to 7-12. 
 
Figure 7- 8: Time histories of free surface elevation of incoming waves and waves 
propagated at x = 6λ and 5λ, respectively, for cases with ω = 6 rad/s and ω = 1 rad/s 
	  
Figure 7- 9: Corresponding spectra for the wave with ω = 1 rad/s 
 
Figure 7- 10: Corresponding spectra for the wave with ω = 6 rad/s 
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Figure 9: Cor esponding spectra for the wave with ω = 1 rad/s 
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Figure 7- 11: Time histories of wave-induced pitch motion for cases with ω = 6 rad/s and ω 
= 1 rad/s 
 
Figure 7- 12: Corresponding spectra for time histories shown in Figure 7-11. 
 
Figure 7- 13: Comparisons with the results provided by Porter for Λ’=2 (Solid black line: 
analytical results obtained by Porter, red line with triangles: OpenFOAM results) 
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Variations of the pitch motion (φ/A) of the flap with the wave frequencies (ω) for 
cases with Λ’=2 are shown in Figure 7-13. The numerical results have been 
compared with the analytical solutions based on the linear potential flow theory 
provided by Porter and as mentioned before, both crest and trough values calculated 
by the present extended OpenFOAM model are included. It can be seen that the 
general trend, which is that the pitch motion of the flap decreases with the increase 
of frequency of the incoming wave has been captured. The values of maximum pitch 
motion ignoring its direction agree well with theoretical results for all six cases. It is 
worth to note that for waves with larger wave frequencies (ω = 4, 5 and 6 rad/s), the 
numerical predictions match the theoretical results very well due to small 
nonlinearity. Only very small discrepancy is observed which may result from the 
viscous effect ignored in the potential flow theory. More insight into the effect of 
vorticity on the pitch motion of the flap will be given in the next section. 
Additionally, due to wave nonlinearity, the crest of the wave becomes sharper and its 
trough becomes more flat (see Figure 7-8) which may result in smaller pitch motion 
in anti-clockwise direction and a little bit larger pitch motion in clockwise direction.  
 
Figure 7- 14: Comparisons with the results provided by Porter for Λ’=4 (Solid black line: 
analytical results obtained by Porter, red line with triangles: OpenFOAM results) 
Similar comparison for cases with Λ’=4 and Λ’=8 are shown in Figure 7-14 and 7-15, 
respectively. Comparisons show that the pitch motion decreases with the increase of 
wave frequency regardless of the power-take off parameter Λ’ and this trend can be 
well predicted by the present numerical model. Additionally, comparisons among 
Chapter 7. Hydraulic performance of a oscillating wave surge converter 
133 
 
Variations of the pitch motion (φ/A) of the flap with the wave frequencies (ω) for 
cases with Λ’=2 are shown in Figure 7-13. The numerical results have b en 
compared with the analytical solutions based on the linear potential flow theory 
provided by Porter and as mentioned before, both crest and trough values calculated 
by the present extended OpenFOAM model are included. It can be s en that the 
general trend hich i  t t t  it  ti  f the flap decreases with the increase of 
requency of the inco ing a e   t r . The values of maximum pitch 
motion ignoring its direction agr e well with theoretical results for all six cases. It is 
worth to note that for waves with larger wave frequencies (ω = 4, 5 and 6 rad/s), the 
numerical predictions match the theoretical results very well due to small 
nonlinearity. Only very small discrepancy is observed which may result from the 
viscous effect ignored in the potential flow theory. More insight into the effect of 
vorticity on the pitch motion of the flap will be given in the next section. 
A ditionally, due to wave nonlinearity, the crest of the wave become  sharper and its 
trough becomes more flat (s e Figure 7-8) which may result in smaller pitch motion 
in anti-clockwise direction and a little bit larger pitch motion in clockwise direction.  
 
Figure 7- 14: Comparisons with the results provided by Porter for Λ’=4 
Similar comparison for cases with Λ’=4 and Λ’=8 are shown in Figure 7-14 and 7-15, 
respectively. Comparisons show that the pitch motion decreases with the increase of 
wave frequency regardless of the power-take off parameter Λ’ and this trend can be 
well predicted by the present numerical model. Additionally, comparisons among 















0 2 4 6 8 10
Chapter	  7.	  Hydraulic	  performance	  of	  a	  oscillating	  wave	  surge	  converter	  
157	  
	  
Figure 7-13, 7-14 and 7-15 reveal that for three selected damping, the larger the 
damping is, the smaller the pitch motion is regardless of the wave frequency. 
Parametric study will be performed afterwards to investigate the effect of the power 
take-off parameter on the hydraulic performance of the flap-type wave energy 
converter.  
 
Figure 7- 15: Comparisons with the results provided by Porter for Λ’=8 (Solid black line: 
analytical results obtained by Porter, red line with triangles: OpenFOAM results) 
7.4.2 Velocity and vorticity fields 
The velocity and vorticity fields for the case with incident wave period T = 1.57 s (ω 
= 4 rad/s) and wave height H = 0.1 m close to both sides of the flap are shown in 
Figure 7-16. The PTO parameter Λ’=2. Subplots in Figure 7-16 are named from (a) 
to (h), which match the phases of the free surface elevation (incoming wave) and 
pitch motion of the flap shown in top panel of Figure 7-16. The flap reached its 
maximum clockwise motion at Figure 7-16 (a) and experienced anti-clockwise 
motion from Figure 7-16 (b) – (e). It can be seen that the positive vortex (red) 
generated during the roll-in (clockwise) motion in Figure 7-16 (a) diffused quickly 
and negative vortex (blue) due to anti-clockwise motion was generated and 
dominated during the rest of rollaway (anti-clockwise) motion. The negative vortex 
stayed at the seaward side of the flap, which was behind the direction of the flap (i.e. 
the sign of the motion and vortex is different). This leads to decrease in pitch motion 
which implies that the viscous effect indeed damp out the anti-clockwise pitch 
motion. The clockwise motion started from Figure 7-16 (f) – (h), the negative vortex 
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left over anti-clockwise cycle diffused and the positive vortex was generated and 
dominated during most of the cycle. The same mechanism of damping out the pitch 
motion of the flap is observed, therefore the viscous effect ignored in the linear 
potential theory again decreased the clockwise pitch motion.  
 
            
(a) t/T = 0                                         (b)  t/T = 0.125 
            
                                   (c)  t/T = 0.25                                   (d)  t/T = 0.3755 
              
(a) t/T = 0.5                                     (f)  t/T = 0.625 
              
                             (g)  t/T = 0.875                                   (h)  t/T = 1 
Figure 7- 16: Vorticity and velocity field of T = 1.57 s, H = 0.1m wave and PTO damping 
Λ’=2: phase number of each subtitle matches to the phase top panel. Top panel shows free 
surface elevation of incoming wave and roll angle of structure. The vorticity level is shaded 
from blue to red, i.e. red means the direction of vortex is positive and blue represents 
negative vortex.  
Chapt r 7. Hy raulic performance of a oscillating wave surg  converter 
135 
 
motion of the flap is observed, therefore the viscous effect ignored in the linear 
potential theory again decreased the clockwise pitch motion.  
 
            
(a) t/T = 0                                         (b)  t/T = 0.125 
            
                                   (c)  t/T = 0.25                                   (d)  t/T = 0.3755 
              
(a) t/T = 0.5                                     (f)  t/T = 0.625 
              
                          (g)  t/T = 0.875                                (h)  t/T = 1 
Figure 7- 16: Vorticity and velocity field of T = 1.57 s, H = 0.1m wave and PTO damping 
Λ’=2: phas  number of each subtitle matches to the phase top panel. Top panel shows free 
surface elevation of incoming wave and roll angle of structure. The vorticity level is shaded 
from blue to red, i.e. red means the direction of vortex is positive and blue represents 






























31.4 31.6 31.8 32 32.2 32.4 32.6 32.8
a b c d e f g h a
Pitch motion 
Surface elevation 
Chapter	  7.	  Hydraulic	  performance	  of	  a	  oscillating	  wave	  surge	  converter	  
159	  
	  
7.4.3 Mean power and efficiency of the flap-type WEC 
As mentioned in section 7.2.1, the mean power extracted by the flap-type WEC can 
be calculated by Equations (7-8) and (7-9). The time histories of the velocity for both 
waves with ω = 6 rad/s and ω = 1 rad/s are shown in Figure 7-17, and the 
corresponding spectra are shown in Figure 7-18. The damping parameter Λ’=2. 
Similar to free surface elevation and wave-induced pitch motion, stronger 
nonlinearity is observed for longer waves and higher harmonics are significant, even 
the 4th order harmonic can be observed for the case with ω = 1 rad/s. The 
contributions of higher harmonics above the 2nd order are about 90% and 8% of its 
linear component for cases with ω = 1 rad/s and ω = 6 rad/s, respectively. Therefore, 
the mean power is calculated by Equation (7-9) for numerical results while the mean 
power provided by Porter is calculated using Equation (7-8).  
 
Figure 7- 17: Time histories of the velocity of the flap for cases with ω = 6 rad/s and ω = 1 
rad/s 
 
Figure 7- 18: Corresponding spectra for time histories shown in Figure 7-17. 
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The variations of the power per unit width of crest in an incident wave, calculated by 
Equation (7-11), the mean power and the efficiency of the flap, calculated by 
Equation (7-10), with the wave frequency ω for cases with Λ’=2 are shown in Figure 
7-19. Both results of current OpenFOAM model and the analytical model are 
included. It can be seen that the incident power and the mean power extracted by the 
flap-type WEC decrease with the increase of the incident wave frequency while the 
efficiency increases with the increase of the incident wave frequency until reach its 
maximum value and then decreases with further increase of the incident wave 
frequency. Both the extended OpenFOAM model and the analytical model captured 
this general trend. Significant differences are observed for cases with ω = 6 rad/s, ω 
= 5 rad/s and ω = 1 rad/s. It is reasonable and expected due to stronger nonlinearity 
observed for longer wave, shown in Figure 7-8 – 7-12 and Figure 7-17 – 7-18, and 
the mechanism of damping out the wave-induced motion of the structure due to 
viscous effects shown in Figure 7-16. Similar results have been obtained for the 
cases with Λ’=4 and Λ’=8, shown in Figure 7-20 and 7-21, respectively. It is clear 
that the linear potential flow theory overestimates both the mean power and 
efficiency of the flap-type WEC regardless of the PTO damping parameter Λ’. 
Additionally, the discrepancies in the mean power are smaller than those in 
efficiency which means the nonlinear and viscous effect for efficiency is more 
significant.  
 
Figure 7- 19: The variation of incident power, mean power and efficiency with the wave 
frequency ω for cases with Λ’=2 
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Figure 7- 20: The variation of incident power, mean power and efficiency with wave 
frequency ω for cases with Λ’=4 
 
Figure 7- 21: The variation of incident power, mean power and efficiency with wave 
frequency ω for cases with Λ’=8 
7.4.4 Parametric studies 
Numerical studies have been performed to investigate the dependence of wave-
induced pitch motion, the mean power and the efficiency of the device on the power 
take-off system, representing by the PTO damping parameter Λ’. The variations of 
wave-induced pitch motion, mean power and efficiency with Λ’ for cases with ω = 1 
rad/s and ω = 6 rad/s are shown in Figure 7-22 and 7-23, respectively. It can be seen 
that the pitch motion decreases with the increase of Λ’ while both the mean power 
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and the efficiency increase with the increase of Λ’ until they reach their maximum 
values and then decrease with further increase of Λ’ regardless of the frequency of 
incident wave. The decreasing trend of the mean power and the efficiency for cases 
with ω = 1 rad/s is not as obvious as that for cases with ω = 6 rad/s. 
 
Figure 7- 22: The variation of wave-induced pitch motion, mean power and efficiency with 
Λ’ for cases with ω = 1 rad/s.  
 
Figure 7- 23: The variation of wave-induced pitch motion, mean power and efficiency with 
Λ’ for cases with ω = 6 rad/s.  
7.5 Summary 
OpenFOAM has been used in this chapter to model the hydrodynamic performance 
of a 2-D flap-type wave energy converter in regular waves. Comparisons between 
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the present numerical results and the results calculated using an analytical model 
within framework of linear potential theory indicated that OpenFOAM is capable of 
predicting the hydrodynamics of the device, with the pitch motion, the mean power 
and efficiency correctly captured to some extent. Longer waves show stronger 
nonlinearity with steeper and distorted wave shapes and have higher harmonics, even 
the 4th order harmonic can be observed. The linear potential flow theory 
overestimates the mean power extracted by the OWSC and its efficiency regardless 
the PTO damping parameter Λ’ due to nonlinear and viscous effect. The pitch motion 
and the power per unit width of crest in an incident wave as well as the mean power 
decrease with the increase of the frequency of the incident wave while the efficiency 
increases with the increase of the frequency until reach its maximum value and then 
decreases with further increase of the frequency.  
The parametric study has been carried out to study the influence of power take-off 
system, representing by the PTO damping parameter Λ’, on hydrodynamic 
performance of the device, including the pitch motion, the mean power and the 
efficiency. The average value of the pitch motion decreases with the increase of the 
PTO damping parameter and both the mean power and the efficiency increase with 
the increase of the PTO damping parameter until reach its maximum value and then 
decrease with further increase of the PTO damping parameter regardless of the 
frequency of incident waves. It indicates that the WEC device should be tuneable to 
surrounding sea states in order to obtain maximum power extraction or efficiency. 
Assuming that the resonant angular frequency of the device is ω*, which is 
determined by hydrodynamics of the device, according to Porter and Biggs (2012), 
the PTO damping coefficient of the device should set to be equal to radiation 
damping with ω = ω* in order to obtain maximum power extraction. The radiation 




























Marine renewable energy has great potential in meeting increasingly human energy 
demands with huge resources and a high quality form. Given this potential, various 
wave energy converters have been developed to harvest wave power from the sea. 
Prior to commercial deployment, extensive numerical and experimental studies are 
required to optimise the concepts and investigate survival characteristics of the 
devices in extreme sea states. Compared to small-scale modelling tests in 
laboratories, numerical methods are more economic. Thus, the scope of this PhD 
research is to develop a numerical procedure that can predict wave-structure 
interactions more accurately, including hydraulic performance of a wave energy 
converter.  
OpenFOAM, a free, open-source CFD package, has been applied in this work due to 
its strong capability in coastal and offshore engineering. The built-in viscous solvers 
interFoam and interDyMFoam have been selected and extended to model wave 
interactions with fixed and floating structures, respectively. The underlying theories 
and algorithms as well as numerical approaches have been described in Chapter 3. In 
this thesis, simple 2 dimensional cases are presented first, followed by more 
complicated 3 dimensional cases. Thus, 2-D applications of the extended 
OpenFOAM model are included in Chapter 4. Chapter 5 investigates wave loading 
on a 3-D vertical surface piercing cylinder, a typical offshore wind turbine 
foundation and basic part of many offshore structures. The experiments on the roll 
motion of a rectangular barge have been reproduced in Chapter 6 and the 
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investigations on hydrodynamic performance of a flap-type wave energy converter 
are presented lastly in Chapter 7. 
8.1 Research Achievement 
Wave generation and wave absorption are two most important functions of a 
practical numerical wave tank. The modules developed by Morgan et al. (2010) have 
been further extended in the research to advance these two capabilities. The specified 
waves, including regular waves, focused wave groups and solitary waves, are then 
generated in the numerical wave tank by providing necessary parameters and a 
relaxation zone is added at the end of the numerical wave tank by inserting an 
artificial damping term to the momentum equation to minimize wave reflections. The 
modules developed are proved to work well for all the test cases discussed in this 
work by comparing with published experimental, numerical and theoretical results. 
Besides wave configurations OpenFOAM has also shown its strong capability when 
applied to non-linear wave interactions with varied seabed and fixed offshore 
structures with various cross-sections in both 2-D and 3-D frames. For instance, non-
linear waves interaction with a half-submerged horizontal cylinder and a vertical 
surface-piercing cylinder; non-linear waves, including focused wave groups and 
tsunami waves, propagating over a sloping beach and solitary waves hitting on a 
vertical sea wall. Additionally, wave-current interactions have also been investigated 
in this research. It is found that wave amplitude increases when wave and current 
travel in the opposite direction and vice versa when they travel in the same direction. 
The reverse trend is observed for wavelength. The code shows great potential to be 
extended to investigate nonlinear wave-current interactions with fixed and floating 
structures.  
In order to model the motions of ships and floating structures such as WECs in the 
presence of waves, the functions specified in the modules for wave generation and 
absorption have been linked with the default solver, interDyMFoam. In addition, 
new modules have been developed by the author to extend the capabilities of 
interDyMFoam to simulate 6 degree-of-freedom motions of freely moving objects in 
waves. Two difficulties have been solved: working out the motions of the object and 
updating the computational domain automatically according to the motion of the 
structure. The extended numerical model has been applied to study wave interactions 
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with a freely rolling rectangular barge and bottom-hinged flap in this study. The 
comparisons among the present numerical results, published experimental data and 
potential-flow results reveal that OpenFOAM is very capable of modelling the 
motions of the freely rolling object under wave actions accurately, with wave shapes 
and roll/pitch motion correctly captured. In addition, it is found that for 2-D 
rectangular barge cases, the roll motion is significantly over- predicted at the natural 
frequency and under-estimated at lower frequencies by potential-flow theory due to 
the assumption that the flow is perfect, i.e. no viscous damping. The investigation on 
velocity and vorticity fields indicates that the viscous effect damps out the roll 
motion at natural frequency and higher frequencies while increases the roll motion 
for wave frequencies lower than the natural frequency. It is also found that the 
nonlinear effect is significant for the cases with the natural frequency due to the fact 
that there are obvious variations in the linear roll motion (normalized by kA) at the 
natural frequency when the incident wave height varies. The parametric study has 
shown that the roll motion would be influenced by the cross section and breadth of 
the barge. Higher natural frequency is observed for the cases with larger breadth 
while smaller body draft and height. The cases with the smallest body breadth or 
medium body draft and height are observed to have the largest peak values of the roll 
motion at natural frequencies. In terms of bottom-hinged flap cases, leaving out the 
nonlinear and viscous effect of the fluid leads to overestimation of both the mean 
extracted power and efficiency of the OWSC regardless the PTO damping parameter 
Λ’. Generally, both the pitch motion and mean extracted power of the device 
decreases with the increase of the incident wave frequency and PTO damping 
parameter. The efficiency of the device increase with the increase of the incident 
wave frequency as well as PTO damping parameter until reach its maximum values 
and then decrease with further increase of the incident wave frequency and PTO 
damping parameter. 
Finally, it is worth to mention that the harmonic structure in the wave loading on the 
structure and the free surface elevations has been reproduced in this work by using 
the crest-trough phase-based separation method. The harmonic shapes can be 
reconstructed from the knowledge of the linear component alone by raising the 
fundamental envelope to the power n, and the nth force harmonic of scaled 
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amplitude wave groups of the same frequency can be found by multiplying the 
scaling coefficient raised to the power n. 
8.2 Future work 
8.2.1 Freely floating-body simulation 
Only 1 DoF motion, including roll motion of a rectangular barge and pitch motion of 
a flap-type WEC, has been studied and discussed in this work. In reality, a ship or 
floating structure experiences motion in all six degrees of freedom simultaneously. 
The model described in this work is readily extended to consider all DoFs, but 
further validation by comparing with published experimental and numerical results is 
needed. The 3 DoF (sway, heave and roll) motions of a barge-type floating-body 
have been reported, including linear solutions by using frequency domain analysis 
(Koo and Kim, 2004), fully nonlinear simulations by Tanizawa and Minami (1998) 
and experimental data collected by Nojiri and Murayama (1975). The exact same 
case was investigated by Yan and Ma (2007) by using the quasi-arbitrary 
Lagrangian-Eulerian finite method (QALE-FEM) based on a fully non-linear 
potential theory. Zhao and Hu (2012) presented heave and roll motions of a body-
shaped floating body with an appendage by regular waves, focused waves and 
combined regular and focused waves. A constrained interpolation profile (CIP)-
based Cartesian grid method was applied to solve the Navier-Stokes equations in 
their work.  
8.2.2 Dynamic mesh handling for extreme large body motions 
There are two fundamental types of dynamic mesh actions: mesh deformation and 
topological changes. As mentioned in Chapter 3, in mesh deformation, the body 
motion is diffused to the whole computational domain simply by moving the points 
that compose the mesh so that the number and connectivity of the mesh remains 
unchanged. Several deforming mesh algorithms may be used, including spring 
analogy, Laplacian smoothing with constant and variable diffusivity and the pseudo-
solid approach (Jasak and Tukovic, 2007). Refer to Chapter 3, the mesh deformation 
by solving a cell-centre Laplace smoothing equation has been applied in this work. 
The results discussed in Chapter 6 and 7 indicate that mesh motion alone is sufficient 
to accommodate the boundary deformation such as the roll motion of a rectangular 
barge in waves.  
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When the body deformation is significant, it is impossible to maintain the topology 
unchanged with high mesh quality and solution accuracy. Thus, the latter type of 
dynamic mesh actions is needed to be applied by adding or removing faces or cells 
from the original mesh (Jasak, 2008). The capsizing behaviour of a rectangular barge 
induced by extreme waves which has been reported by Chen and Huang (2002) is in 
this category. In order to simulate such extreme motion of floating structures in large 
amplitude waves, the mesh manipulation module should be further developed to 
allow the changes in mesh size and connectivity within time-steps. In the framework 
of OpenFOAM, the manipulation of topology changes is split into three functional 
levels, including primitive mesh operations, topological modifiers and dynamic mesh 
objects which are application-specific (Jasak, 2008). Generally, the addition or 
removal of a single mesh element is primitive mesh operation, while addition or 
removal of cell layers and sliding internal interfaces are in category of topological 
modifiers. dynamic mesh objects consist of several mesh modifiers according to the 
problem under consideration. Customized dynamic mesh objects can be developed 
based on users’ needs by using several topological modifiers or coupling topological 
modifiers with primitive mesh operations.  
8.2.3 Hydraulic PTO system 
As outlined in Chapter 7, only linear PTO system, in which the torque acts linearly 
against the angular velocity of the floating structure, has been considered in this 
work. Linear PTOs, such as linear electrical generators, have merits of low system 
complexity and simple operation system with less intermediate conversion steps 
(Cargo, 2012). There are other options including hydraulic units and high speed 
rotary electrical generators. Hydraulic PTOs are generally selected for marine 
applications due to its good performance in dealing with low frequency and high 
force wave inputs. The PTO force of a idealized hydraulic PTO Φ = (p1-p2)Ap, in 
which p1 and p2 are the pressures in the piston chamber and Ap is the piston area. In 
terms of more realistic hydraulic PTOs, energy losses, including friction in the piston, 
pressure losses in the pipes and leakage in the motor, should be taken into account.  
8.2.4 Wave-current-structure interactions 
Waves generally coexist with currents and wave field is altered by currents: wave 
height and wavelength become smaller and longer in the opposing current, 
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respectively, and vice versa in the inline current. Additionally, the waves are blocked 
by an opposing current when the magnitude of the current is larger enough to prevent 
the wave energy from propagating upstream (Chawla and Kirby, 1998). Thus, it is of 
practical importance to develop a numerical procedure that can predict wave loads 
on offshore and coastal structures accurately under combined wave and current 
actions in the design of these structures, such as vertical piercing cylinders and flap-
type WECs which are studied and discussed in this work. The extended OpenFOAM 
model has been shown great potential in modelling wave-current-structure 
interactions in Chapter 4 and the validation by comparing with experiments or other 
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