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ON SOME SUFFICIENT CONDITIONS OF THE STRONG UNIQUENESS
POLYNOMIALS
ABHIJIT BANERJEE AND BIKASH CHAKRABORTY
Abstract. In this paper we shall find some sufficient conditions for a uniqueness polynomial
to be a strong uniqueness polynomial as this type of problem was never investigated by the
researchers earlier. We also exhibit some examples to substantiate our theorems.
1. Introduction Definitions and Results
In this paper we adopt the standard notations of the Nevanlinna theory of meromorphic
functions as explained in ([9]).
In the course of studying the factorization of meromorphic functions, Gross ([8]) introduced
the concept of a unique range set, which we define first.
A discrete set S of C is called a Unique Range Set for meromorphic (entire) functions if
there exists no pair of two distinct non-constant meromorphic (or entire) functions such that
they have the same inverse images of S counted with multiplicities.
Pertinent with the above definition during the last quarter century or so several authors
presented many elegant results to enrich uniqueness theory. Actually a lot of efforts were being
put on to find unique range sets which are different in nature as well as cardinalities ([3],[5],
[6],[11],[12],[14]).
The basic idea in studying unique range set is to construct a polynomial P (z) with simple
zeros whose zero set S will be desired unique range set. In course of the development of this
particular literature, viz-a-viz value distribution theory has judiciously been shifted towards
finding that P (f)
P (g) is a non-zero constant.
This idea motivated researchers to define the definitions of so called Uniqueness Polynomial
or Strong Uniqueness Polynomial.
Definition 1.1. A polynomial P in C is called a uniqueness polynomial for meromorphic
(entire) functions, if for any two non-constant meromorphic (entire) functions f and g, P (f) ≡
P (g) implies f ≡ g.We say P is a UPM (UPE) in brief.
It is clear that any one degree polynomial is uniqueness polynomial but from ([12]), no
polynomial of degree 2 or 3 is a UPE. Thus to be a uniqueness polynomial for entire functions
is of degree at least four. Now we demonstrate some uniqueness polynomials.
Example 1.1. ([12]) Let P (z) = z4 + a3z
3 + a2z
2 + a1z + a0. Then P is not a UPM. Also P
is a UPE if and only if (a32 )
3 − a2a32 + a1 6= 0.
Example 1.2. ([13]) Let P (z) = zn+an−1z
n−1+ ...+a1z+a0 (n ≥ 4) be a monic polynomial.
If there exist an integer t with 1 ≤ t < n− 2 and gcd(n, t) = 1 such that an−1 = ... = at+1 = 0
but at 6= 0, then P is a UPE.
Example 1.3. ([13]) Let P (z) = zn+amz
m+a0 be a monic polynomial such that gcd(n,m) = 1
and am 6= 0. If n ≥ 5 and 1 ≤ m < n− 1, then P is a UPM.
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Definition 1.2. A polynomial P in C is called a strong uniqueness polynomial for meromorphic
(entire) functions if for any non-constant meromorphic (entire) functions f and g, P (f) ≡
AP (g) implies f ≡ g, where A is any nonzero constant. In this case we say P is a SUPM
(SUPE) in brief.
It is clear from the above definitions that a SUPM(SUPE) is a UPM(UPE) but a UPM(UPE)
may not be a SUPM(SUPE). However the following example shows that one degree polynomials
are UPM(UPE) but may not be SUPM(SUPE).
Example 1.4. Let P (z) = az + b (a 6= 0). Clearly P (z) is a UPM(UPE) but for any non-
constant meromorphic function(entire) g, if we take f := cg− b
a
(1− c) (c 6= 0, 1), then P (f) =
cP (g) but f 6= g.
First we recall some existing strong uniqueness polynomials in the literature.
Example 1.5. ([14]) The polynomial
PY (z) = z
n + azn−r + b
is a uniqueness polynomial if gcd(n, r) = 1, r ≥ 2, ab 6= 0 and n ≥ 6.
Also from [p.79, Case 3, first part, ([14])], it is clear that whenever n ≥ 2r + 4, PY (f) ≡
cPY (g) where c 6= 0 implies PY (f) ≡ PY (g) and hence it is a strong uniqueness polynomial.
Next we invoke the following polynomial introduced by Frank and Reinders in ([5]).
Example 1.6. ([5])
PFR(z) =
(n− 1)(n− 2)
2
zn − n(n− 2)zn−1 +
n(n− 1)
2
zn−2 − d (d 6= 0, 1).
From ([5]), we know PFR is a UPM if n ≥ 6. Also from [p. 191, Case 2, ([5])], it is clear
that whenever n ≥ 8, PFR(f) ≡ cPFR(g) where c 6= 0 implies PFR(f) ≡ PFR(g), i.e., PFR is
a strong uniqueness polynomial when n ≥ 8.
Very recently the first author ([2]) introduced a new polynomial.
Example 1.7. ([2])
PB(z) =
m∑
i=0
(
m
i
)
(−1)i
n+m+ 1− i
zn+m+1−i + c
where c 6= 0,−
m∑
i=0
(
m
i
) (−1)i
n+m+1−i .
The first author showed that PB is a uniqueness polynomial of degree 6 and strong uniqueness
polynomial of degree 7 for c = 1.
As finding unique range set is the motivation of studying strong uniqueness polynomials,
it is quite natural to assume that uniqueness polynomial has no multiple zero. In ([6, 7]), to
find a necessary and sufficient condition for a monic polynomial without multiple zero to be a
UPM, Fujimoto introduced a new definition which was recently been characterized in ([4]) as
critical injection property.
Let P (z) be a monic polynomial without multiple zero whose derivatives has mutually dis-
tinct k zeros given by d1, d2, . . . , dk with multiplicities q1, q2, . . . , qk respectively. Below we are
demonstrating the definition of critical injection property.
Definition 1.3. A polynomial P is said to satisfy critical injection property if P (α) 6= P (β)
for any two distinct zeros α, β of the derivative P ′.
Clearly the meaning of critical injection property is that the polynomial P is injective on the
set of distinct zeros of P
′
, which are known as critical points of P . Naturally a polynomial with
this property may be called a critically injective polynomial. Thus a critically injective
polynomial has at-most one multiple zero.
The following theorem of Fujimoto completely characterizes a monic polynomial with only
simple zero to be a uniqueness polynomial.
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Theorem A. ([7]) Suppose that P (z) is critically injective. Then P (z) will be a uniqueness
polynomial if and only if
∑
1≤l<m≤k
q
l
qm >
k∑
l=1
q
l
.
In particular the above inequality is always satisfied whenever k ≥ 4. When k = 3 and
max{q1, q2, q3} ≥ 2 or when k = 2, min{q1, q2} ≥ 2 and q1 + q2 ≥ 5, then also the above
inequality holds.
Example 1.8. ([6]) For k = 1, taking P (z) = (z − a)q − b for some constants a and b with
b 6= 0 and an integer q ≥ 2, it is easy to verify that for an arbitrary non-constant meromorphic
function g and a constant c(6= 1) with cq = 1, the function g := cf +(1− c)a(6= f) satisfies the
condition P (f) = P (g).
Fujimoto also showed that the critical injection property of polynomial helps one to find a
sufficient condition for a strong uniqueness polynomial. In this connection, Fujimoto proved
the following theorem.
Theorem B. ([6]) For a critically injective polynomial P (z) with k ≥ 4, if
P (d1) + P (d2) + . . .+ P (dk) 6= 0,
then P is a strong uniqueness polynomial.
Remark 1.1. As a application of Theorem B, Fujimoto himself proved that PY (z) is a strong
uniqueness polynomial for n > r+1 when r ≥ 3 and gcd(n, r) = 1 [see p. 1192, example 4.10.,
([6])] which is an improvement of a result of Yi in ([14]).
Theorem C. ([7]) For a critically injective polynomial P (z) with k = 3, if max(q1, q2, q3) ≥ 2
and
P (dl)
P (dm)
6= ±1, for 1 ≤ l < m ≤ 3,
P (dl)
P (dm)
6=
P (dm)
P (dn)
for any permutation (l,m, n) of (1, 2.3),
then P is a strong uniqueness polynomial.
Theorem D. ([7]) For a critically injective polynomial P (z) with k = 2 and q1 ≤ q2, if
(1) q1 ≥ 3 and P (d1) + P (d2) 6= 0 or
(2) q1 ≥ 2 and q2 ≥ q1 + 3,
then P is a strong uniqueness polynomial.
We noticed from the definitions and Example 1.4 that uniqueness polynomials of degree
one need not be strong uniqueness polynomials. The following example shows that for higher
degree polynomial also the same conclusion can be derived.
Example 1.9. Consider P (z) = zn−r(zr + a) where a is a non-zero complex number and
gcd(n, r) = 1, r ≥ 2 and n ≥ 5.
Then P is a uniqueness polynomial as shown in Example 1.3 but for any non-constant
meromorphic function g if we take f = ωg where ω is non-real r − th root of unity. Then
P (f) = ωn−rP (g). Thus uniqueness polynomial may not be strong uniqueness polynomial.
Though Fujimoto performed some remarkable investigations to find some sufficient condi-
tions for a critically injective polynomial to be a strong uniqueness polynomial but so far no
attempt have been made by any researchers to find some sufficient conditions for a UPM to be
SUPM. To deal in this new perspective is the main motivation of this paper.
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2. Main Results
We have already seen from the Example 1.8 that a polynomial having only one critical points
can’t be a uniqueness polynomial. So uniqueness polynomials has at least two critical points.
Now we state our results.
Theorem 2.1. Suppose P is a critically injective uniqueness polynomial of degree n with simple
zeros. Assume that P has at least two critical points and among them let α and β be the two
critical points with maximum multiplicities. Also assume that z = α is a P (α) point of P (z)
of order p and z = β is a P (β) point of P (z) of order t. If max{t, p} + t + p ≥ 5 + n and
{P (α) + P (β)} 6= 0, then P (z) is a strong uniqueness polynomial.
Remark 2.1. As α and β are critical points of P so t, p ≥ 2.
Example 2.1. Consider the polynomial
PFR(z) =
(n− 1)(n− 2)
2
zn − n(n− 2)zn−1 +
n(n− 1)
2
zn−2 − c,
where n ≥ 6 and c 6= 0, 1, 12 .
We see that as c 6= 0, 1, PFR has only simple zeros .
Again as c 6= 12 , PFR(1) − PFR(0) = 1 − 2c 6= 0, it follows that P is a critically injective
polynomial.
Also PFR(z) − PFR(1) = (z − 1)
3R1(z), where R1(z) has no multiple zero with R1(1) 6= 0
and PFR(z)− PFR(0) = z
n−2R2(z),where R2(z) has no multiple zero with R2(0) 6= 0.
Clearly, in view of Theorem A, PFR(z) is a uniqueness polynomial for n ≥ 5.
Thus using Theorem 2.1, we get that PFR(z) a SUPM if c 6= 0, 1,
1
2 and max{n − 2, 3} +
(n− 2) + 3 ≥ 5 + n, i.e., n ≥ 6.
Example 2.2. Consider the polynomial
PB(z) =
m∑
i=0
(
m
i
)
(−1)i
n+m+ 1− i
zn+m+1−i + c, c 6= 0,−λ,−
λ
2
,
where λ =
m∑
i=0
(
m
i
) (−1)i
n+m+1−i .
First we notice that in view of Lemma 2.2 of ([2]) λ 6= 0.
Clearly P ′B(z) = z
n(z − 1)m, and as c 6= 0,−λ PB has only simple zeros.
Again as λ 6= 0 we have PB(1) − PB(0) 6= 0 and hence PB is critically injective. Also
PB(z) − PB(1) = (z − 1)
m+1R3(z), where R3(z) has no multiple zero with R3(1) 6= 0 and
PB(z)− PB(0) = z
n+1R4(z), where R4(z) has no multiple zero with R4(0) 6= 0.
Now if min{m,n} ≥ 2 and m+ n ≥ 5, by Theorem A, PB(z) is a uniqueness polynomial.
Since c 6= −λ2 , PB(1)+PB(0) 6= 0. So in view of Theorem 2.1, PB(z) is a strong uniqueness
polynomial if min{m,n} ≥ 2 and m + n ≥ 5 and max{m + 1, n + 1} + (m + 1) + (n + 1) ≥
5 + (m+ n+ 1), i.e., max{m,n} ≥ 3.
Remark 2.2. If we take n = 3,m = 2 or n = 2,m = 3 then by above discussion PB is a six
degree strong uniqueness polynomial.
Inspired by the above Example 2.2, we first introduce most general form of PB(z) and we
shall show that Theorem 2.1 is also applicable to it.
Example 2.3. Let us define
P (z) =
m∑
i=0
n∑
j=0
(
m
i
)(
n
j
)
(−1)i+j
n+m+ 1− i− j
zn+m+1−i−jajbi + c = Q(z) + c,
where a, b be two complex numbers such that b 6= 0, a 6= b and
c 6∈ {0,−Q(a),−Q(b),−
Q(a) +Q(b)
2
}.
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Clearly
P ′(z) =
m∑
i=0
n∑
j=0
(
m
i
)(
n
j
)
(−1)i+jzm+n−i−jajbi
= (
m∑
i=0
(−1)i
(
m
i
)
zm−ibi)(
n∑
j=0
(
n
j
)
(−1)jzn−jaj)
= (z − b)m(z − a)n
Next we shall show that P (z) is a critically injective polynomial. To this end first we note
that P (z) − P (b) = (z − b)m+1R5(z) where R5(z) has no multiple zero and R5(b) 6= 0, and
P (z)− P (a) = (z − a)n+1R6(z) where R6(z) has no multiple zero and R6(a) 6= 0.
So P (a) = P (b) implies (z − b)m+1R5(z) = (z − a)
n+1R6(z). As we choose a 6= b so R5(z)
has a factor (z − a)n+1 which implies the polynomial P is of degree at least m + 1 + n + 1, a
contradiction.
Not only that by the assumption on c it is clear that P (a) + P (b) 6= 0 and P (a)P (b) 6= 0.
Thus P has no multiple zero.
Again by Theorem A, P is a uniqueness polynomial if m+ n ≥ 5 and min{m,n} ≥ 2.
Thus if m + n ≥ 5, max{m,n} ≥ 3 and min{m,n} ≥ 2 then P is a strong uniqueness
polynomial for meromorphic functions by Theorem 2.1.
Remark 2.3. If we take n = 3,m = 2 or n = 2,m = 3 then by above discussion P is a six
degree strong uniqueness polynomial.
Corollary 2.1. If we take a = 0 and b = 1 in above example then we get Example 2.2.
Remark 2.4. If we take a = 0 and b 6= 0 in the previous example, then we have the following
polynomial :
P (z) =
m∑
i=0
(
m
i
)
(−1)i
n+m+ 1− i
zn+m+1−ibi + c,
where bc 6= 0, c 6= −bn+m+1λ, −b
n+m+1λ
2 , where λ is defined as in the previous example, then
clearly when m + n ≥ 5, max{m,n} ≥ 3 and min{m,n} ≥ 2, P is a strong uniqueness
polynomial.
Remark 2.5. The above examples are related to the strong uniqueness polynomials with two
critical points. Now we are giving the following example where there are more than two crit-
ical points, and in view of Theorem 2.1, one can easily verify that it is a strong uniqueness
polynomial.
Example 2.4. Consider the polynomial P (z) = zn − n
m
zm + b where n −m ≥ 2. Then it is
clear that P has at least three critical points.
As P ′(z) = nzm−1(zn−m − 1), so P (z) − P (1) = (z − 1)2T1(z), where T1(1) 6= 0 and
P (z)− P (0) = zmT2(z), where T2(0) 6= 0.
In view of Example 1.3 we have already seen that P (z) is a uniqueness polynomial for
n−m ≥ 2, gcd(m,n) = 1 and n ≥ 5.
Thus applying Theorem 2.1, P is a strong uniqueness polynomial when b 6∈ {0, n−m
m
, n−m2m }
and max{m, 2}+m− n ≥ 3, n−m ≥ 2, gcd(m,n) = 1, n ≥ 5.
Remark 2.6. For n = 7,m = 5 with proper choice of b we can have seven degree Hong-Xun
Yi type strong uniqueness polynomial.
Theorem 2.2. Suppose P is a critically injective uniqueness polynomial of degree n with simple
zeros having at least two critical points, say γ and δ. Assuming that the total number of P (γ)
and P (δ) points of P are respectively p and q with |p − q| ≥ 3. If for any complex number
d 6∈ {P (γ), P (δ)}, (P (z)− d) has at least min{p+ 3, q+3} distinct zeros then P (z) is a strong
uniqueness polynomial.
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The following Corollary is an immediate consequence of the above Theorem.
Corollary 2.2. Suppose P is a critically injective uniqueness polynomial of degree n with
simple zeros having at least two critical points, say γ and δ. Assuming the total number of P (γ)
and P (δ) points of P are respectively p and q. If for any complex number d 6∈ {P (γ), P (δ)},
(P (z)− d) has at least q + 3 distinct zeros and P (δ) = 1, (P (γ))2 6= 0, 1 then P (z) is a strong
uniqueness polynomial.
Example 2.5. Consider the polynomial
P (z) =
m∑
i=0
(
m
i
)
(−1)i
n+m+ 1− i
zn+m+1−ibi + 1,
where we choose b(6= 0) such a manner that bn+m+1
m∑
i=0
(
m
i
) (−1)i
n+m+1−i 6= −1,−2.
We note that P ′(z) = (z − b)mzn. As min{m,n} ≥ 2, with the suitable choice of b, P has
no multiple zero. Also P is critically injective.
If we take m,n ∈ N with m+n ≥ 5 and min{m,n} ≥ 2 then by Theorem A, P is a uniqueness
polynomial.
Clearly for any complex number d ∈ C\{P (0), P (b)}, (P (z) − d) has exactly m + n + 1
distinct zeros, otherwise there exist at least one complex number ς which is a zero of (P (z)−d)
of multiplicity at least 2. Consequently P (ς) = d and P ′(ς) = 0. That is, d ∈ {P (0), P (b)},
which is not possible.
So in view of Corollary 2.2, P is a strong uniqueness polynomial if m+n ≥ 5, min{m,n} ≥ 2
and n ≥ 3.
Remark 2.7. The above Example gives the answer of the question raised in the paper ([2]).
We have observed from Example 1.9 that uniqueness polynomial may contain multiple zeros.
However the two theorems so far stated are dealing with strong uniqueness polynomials with
simple zeros. So natural question would be whether there exist a strong uniqueness polynomial
which has multiple zeros? The next theorem shows that the answer is affirmative.
Next we shall demonstrate the following strong uniqueness polynomial with multiple zero of
degree n ≥ 6.
Theorem 2.3. Let
P (z) = zn + azn−1 + bzn−2,
where ab 6= 0 and a2 = λb where λ = 4(1− 1(n−1)2 ), then P (z) is a strong uniqueness polynomial
of degree n ≥ 6.
Corollary 2.3. Let
P (z) = zn + azn−1 + bzn−2 + c,
where ab 6= 0 and a2 = λb where λ = 4(1 − 1(n−1)2 ), then P (z) is a uniqueness polynomial of
degree n ≥ 6.
Remark 2.8. It is easy to see that if P (z) is strong uniqueness polynomial then for any non-
zero constants a, c, P (af + b) = cP (ag + b) gives (af + b) = (ag + b), i.e, P (az + b) is also
strong uniqueness polynomial.
3. Lemmas
Lemma 3.1. If
ψ(t) = λ(tn−1 −A)2 − 4(tn−2 −A)(tn −A)
where λ = 4(1− 1(n−1)2 ) and A 6= 1, 0 then ψ(t) = 0 has no multiple roots.
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Proof. Let F (t) = ψ(et)e(1−n)t for t ∈ C. Then by elementary calculations we get
F (t) = (λ − 4)(e(n−1)t +A2e−(n−1)t) + 4A(et + e−t)− 2Aλ
Clearly if t = 0 then ψ(t) 6= 0.
Now, if possible ψ(z0) = ψ
′(z0) = 0. As z0 6= 0 , there exist some w0 ∈ C such that z0 = e
w0 .
As F ′(t) = ψ′(et)e(1−n)tet − (n− 1)ψ(et)e(1−n)t , so F (w0) = F
′(w0) = 0.
Thus
(λ− 4)(e(n−1)w0 +A2e−(n−1)w0) = −4A(ew0 + e−w0) + 2Aλ
and
(λ− 4)(e(n−1)w0 −A2e−(n−1)w0) = −
4A(ew0 − e−w0)
n− 1
Therefore
4A2(λ− 4)2 = (λ− 4)2((e(n−1)w0 +A2e−(n−1)w0)2 − (e(n−1)w0 −A2e−(n−1)w0)2)
= (−4A(ew0 + e−w0) + 2Aλ)2 − (−
4A(ew0 − e−w0)
n− 1
)2
= 4A2λ2 − 32A2λ coshw0 + 64A
2 cosh2 w0 −
64A2
(n− 1)2
sinh2 w0
i.e.
(coshw0)
2{16−
16
(n− 1)2
} − 8λ coshw0 + {8λ− 16 +
16
(n− 1)2
} = 0
i.e., (coshw0 − 1)
2 = 0 that is coshw0 = 1 which implies z0 +
1
z0
= 2
Hence z0 = 1 but ψ(1) = (1−A)
2 6= 0 as A 6= 1. Thus our assumption is wrong. 
Lemma 3.2. ([5]) If
ψ(t) = λ(tn−1 − 1)2 − 4(tn−2 − 1)(tn − 1)
where λ = 4(1− 1(n−1)2 ) then ψ(1) = 0 with multiplicity four. All other zeros of ψ(t) are simple.
Lemma 3.3. If
ψ(t) = λ(tn−1 −A)2 − 4(tn−2 −A)(tn −A)
where λ = 4(1 − 1(n−1)2 ) and A 6= 1, 0 , t 6= 1 then ψ(t) = 0 and t
n − A = 0 has no common
roots.
Proof. If ψ(t) = 0 and tn − A = 0 has a common root then by the expression of ψ(t) we get
tn−1 −A = 0 and tn −A = 0.
So A = tn = ttn−1 = tA, which is not possible as A 6= 0 and t 6= 1. 
4. Proofs of the theorems
Proof of Theorem 2.1 . By the given conditions on P , we can write
(1) P (z) − P (α) = (z − α)pQn−p(z) where Qn−p(z) is a polynomial of degree (n − p),
Qn−p(α) 6= 0 and
(2) P (z)−P (β) = (z−β)tQ(z), where Q(z) is a polynomial of degree (n−t) and Q(β) 6= 0.
As α, β are critical points of P , so P (α) 6= P (β) and t, p ≥ 2. Hence P (α)P (β) 6= 0 as all zeros
of P are simple.
Now suppose for any two non-constant meromorphic functions f and g and a non-zero
constant A ∈ C,
P (f) = AP (g).
Now we consider two cases :
Case -1 A 6= 1.
From the assumption of the theorem, P is satisfying max{t, p}+ t + p ≥ 5 + n where t, p are
previously defined.
Subcase -1.1
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First assume that t ≥ p. Thus in this case we have 2t+p ≥ 5+n. We define F = (f−β)
tQ(f)
P (β)
and G = (g−β)
tQ(g)
P (β) . Thus
F = AG+A− 1.(4.1)
So by Mokhon’ko’s Lemma ([10]), we have T (r, f) = T (r, g) +O(1).
Subcase -1.1.1 A 6= P (α)
P (β) .
Now by applying the Second Fundamental Theorem we get,
2nT (r, f) +O(1) = 2T (r, F )
≤ N(r, F ) +N(r, 0;F ) +N(r,
P (α)
P (β)
− 1;F ) +N(r, A− 1;F ) + S(r, F )
≤ N(r, f) +N(r, β; f) + (n− t)T (r, f) +N(r, α; f) + (n− p)T (r, f) +
+ N(r, 0;G) + S(r, f)
≤ N(r, f) +N(r, β; f) + (n− t)T (r, f) +N(r, α; f) + (n− p)T (r, f) +
+ N(r, β; g) + (n− t)T (r, g) + S(r, f)
≤ (3n− 2t− p+ 4)T (r, f) + S(r, f),
which is a contradiction as 2t+ p ≥ 5 + n.
Subcase -1.1.2 A = P (α)
P (β) .
In this case
P (β)F = P (α)G + {P (α)− P (β)}.
As P (α)± P (β) 6= 0 and P (α)P (β) 6= 0, so P (α)−P (β)
P (β) 6= −
P (α)−P (β)
P (α) .
Thus in view of the Second fundamental theorem we get that,
2nT (r, g) +O(1) = 2T (r,G)
≤ N(r,G) +N(r, 0;G) +N(r,−
P (α)− P (β)
P (α)
;G) +N(r,
P (α) − P (β)
P (β)
;G) + S(r,G)
≤ N(r, g) +N(r, β; g) + (n− t)T (r, g) +N(r, 0;F ) +N(r, α; g) + (n− p)T (r, g) +
+ S(r, g)
≤ (3 + 2n− t− p)T (r, g) +N(r, β; f) + (n− t)T (r, f) + S(r, g)
≤ (3n− 2t− p+ 4)T (r, g) + S(r, g),
which is a contradiction as 2t+ p ≥ 5 + n.
Subcase -1.2
Assume t < p. Thus in this case we have t+ 2p ≥ 5 + n.
We define F =
(f−α)pQn−p(f)
P (α) and G =
(g−α)pQn−p(g)
P (α) . Next proceeding similarly to above
we get contradiction if we interchange the place of α and β.
So we conclude that if a critically injective polynomial P with no multiple zeros satisfy
max{t, p}+ t+ p ≥ 5 + n then P (f) = AP (g) always imply A = 1.
Case -2 A = 1
Then as P (z) is a UPM, we have f ≡ g. 
Proof of Theorem 2.2. By the given assumptions we may write
(1) P (z)− P (γ) = (z − ξ1)
l1(z − ξ2)
l2 ...(z − ξp)
lp with γ = ξ1,
(2) P (z)− P (δ) = (z − η1)
m1(z − η2)
m2 ...(z − ηq)
mq with δ = η1
where ξi 6= ξj , ξi 6= ηj and ηi 6= ηj for all i, j.
As P has no multiple zeros and γ, δ are critical points of P , so we have P (γ)P (δ) 6= 0.
Also P (γ) 6= P (δ) as P is critically injective.
Suppose for any two non-constant meromorphic functions f and g and for any non-zero
complex constant A,
P (f) = AP (g).
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Then by Mokhon’ko’s Lemma ([10]),
T (r, f) = T (r, g) +O(1) and S(r, f) = S(r, g).
Now we are considering two cases:
Case-1 A 6= 1 and A = P (γ).
Then P (γ) 6= 1 and
(4.2) P (f)− P (γ) = P (γ)(P (g)− 1)
Subcase-1.1. Suppose P (δ) 6= 1.
Let νk (k = 1, 2, . . . , l) be the distinct zeros of (P (g)− 1).
Then by the Second Fundamental Theorem, we get
(l − 1)T (r, g) ≤ N(r,∞; g) +
l∑
k=1
N(r, νk; g) + S(r, g).
≤ T (r, g) +
p∑
i=1
N(r, ξi; f) + S(r, g).
≤ (p+ 1)T (r, g) + S(r, g),
which is a contradiction.
Subcase-1.2. Next suppose P (δ) = 1.
Here we consider the following two cases.
Subsubcase-1.2.1 Suppose P (γ) = −1.
Then P (f)− P (δ) = P (γ)(P (g)− P (γ)).
In this case in view of the Second Fundamental Theorem we have
(p− 1)T (r, g) ≤ N(r, g) +
p∑
i=1
N(r, ξi; g) + S(r, g)
≤ T (r, g) +
q∑
j=1
N(r, ηj ; f) + S(r, g)
≤ (q + 1)T (r, g) + S(r, g),
which leads to a contradiction.
Subsubcase-1.2.2 Let P (γ) 6= −1.
Thus P (f)− P (δ) = P (γ)(P (g)− P (δ)
P (γ) ), where
P (δ)
P (γ) 6∈ {1, P (δ), P (γ)}.
Let θl (l = 1, 2, ..., t) be the distinct zeros of (P (z)−
P (δ)
P (γ) ).
Then by the Second Fundamental Theorem, we get
(t− 2)T (r, g) ≤
t∑
l=1
N(r, θl; g) + S(r, g)
≤
q∑
j=1
N(r, ηj ; f) + S(r, f)
≤ qT (r, g) + S(r, g),
which is a again contradiction.
Case-2. A 6= 1 and A 6= P (γ).
In this case, P (f)− AP (δ) = A(P (g)− P (δ)).
Subcase-2.1. AP (δ) 6= P (γ).
Thus AP (δ) 6∈ {P (γ), P (δ)}.
Let ζk (k = 1, 2, . . . ,m) be the distinct zeros of (P (z)−AP (δ)).
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Then by the Second Fundamental Theorem we get
(m− 2)T (r, f) <
m∑
k=1
N(r, ζk; f) + S(r, f)
≤
q∑
j=1
N(r, ηj ; g) + S(r, g)
≤ qT (r, g) + S(r, g),
which is not possible.
Subcase-2.2. AP (δ) = P (γ).
Thus P (δ) 6= 1 and P (f)− P (γ) = A(P (g)− P (δ)).
By the Second Fundamental Theorem, we get
(p− 2)T (r, f) <
p∑
i=1
N(r, ξi; f) + S(r, f)
≤
q∑
j=1
N(r, ηj ; g) + S(r, g)
≤ qT (r, g) + S(r, g),
Proceeding similarly we get
(q − 2)T (r, g) ≤ pT (r, f) + S(r, f).
Since |p− q| ≥ 3, in either cases we get a contradiction.
Thus A = 1. Hence as P is a UPM, we get f ≡ g. 
Proof of Theorem 2.3 . Suppose f and g be two non-constant meromorphic functions such
that P (g) = AP (f) where A ∈ C \ {0}. Then by Mokhon’ko’s Lemma ([10]),
T (r, f) = T (r, g) +O(1) and S(r, f) = S(r, g).
Putting h = f
g
, we get
g2(hn −A) + ag(hn−1 −A) + b(hn−2 −A) = 0.
If h is a constant function then as g is non-constant, we get (hn−A) = (hn−1−A) = (hn−2−A) =
0.
i.e., A = Ah = Ah2 which gives h = 1 and hence f = g.
Next we consider h as non-constant.
Then
(
g +
a
2
hn−1 −A
hn −A
)2
=
bψ(h)
4(hn −A)2
,(4.3)
where ψ(t) = λ(tn−1 −A)2 − 4(tn−2 −A)(tn −A).
Case-1. A = 1.
Clearly in view of Lemmas 3.2 and 3.3 from the equation (4.3) have
(
g +
a
2
hn−1 − 1
hn − 1
)2
=
b(h− 1)4
2n−6∏
i=1
(h− κi)
4{(h− 1)
n−1∏
j=1
(h− ρj)}2
,
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where κi 6= ρj for i = 1, . . . , 2n− 6; j = 1, . . . , n− 1.
Now by the Second Fundamental Theorem, we get
(3n− 9)T (r, h) ≤
2n−6∑
i=1
N(r, κi;h) +
n−1∑
j=1
N(r, ρj ;h) + S(r, h)
≤
1
2
2n−6∑
i=1
N(r, κi;h) +
n−1∑
j=1
N(r, ρj ;h) + S(r, h)
≤ (2n− 4)T (r, h) + S(r, h)
which is a contradiction for n ≥ 6.
Case-2. A 6= 1.
From (4.3) we have, (
g +
a
2
hn−1 −A
hn −A
)2
=
bψ(h)
4(hn −A)2
.
By Lemma 3.1 ψ(t) = 0 has (2n− 2) distinct zeros, say ζi for i = 1, . . . , 2n− 2. So in view of
Lemma 3.3 and the Second Fundamental Theorem we get
(2n− 4)T (r, h) ≤
2n−2∑
i=1
N(r, ζi;h) + S(r, h)
≤
1
2
2n−2∑
i=1
N(r, ζi;h) + S(r, h)
≤ (n− 1)T (r, h) + S(r, h)
which is a contradiction when n ≥ 4.

5. Applications
We observe from the discussion that at the time of studying uniqueness polynomial, it is
general curiosity of the researchers to investigate whether the zero set of the uniqueness poly-
nomial forms unique range set or not. For example Yi ([14]), Frank-Reiders ([5]), the present
first author ([2]) simultaneously studied the corresponding unique range sets in connection to
their uniqueness polynomial. Though the motivation of this paper is to give some sufficient
conditions for strong uniqueness polynomials and simultaneously reduce the degree of some
existing strong uniqueness polynomials, but as we have already introduced some new type of
uniqueness polynomials in Example 2.3, we also intend to follow the same direction. In other
words below we demonstrate new type of unique range sets by taking the zero sets of the strong
uniqueness polynomials in the Example 2.3.
Before going to state our concerning result we recall some well known definitions and results.
Let f and g be two non-constant meromorphic functions and let a be a finite complex number.
We say that f and g share the value a−CM (counting multiplicities), provided that f − a and
g−a have the same zeros with the same multiplicities. Similarly, we say that f and g share the
value a−IM (ignoring multiplicities), provided that f − a and g− a have the same set of zeros,
where the multiplicities are not taken into account. In addition we say that f and g share ∞
CM (IM), if 1/f and 1/g share 0 CM (IM).
Let S be a set of distinct elements of C∪{∞} and Ef (S) =
⋃
a∈S{z : f(z) = a}, where each
zero is counted according to its multiplicity. If we do not count the multiplicity, then the set⋃
a∈S{z : f(z) = a} is denoted by Ef (S). If Ef (S) = Eg(S) we say that f and g share the set
S CM. On the other hand, if Ef (S) = Eg(S), we say that f and g share the set S IM.
Let a set S ⊂ C and f and g be two non-constant meromorphic (entire) functions. If
Ef (S) = Eg(S) implies f ≡ g then S is called a unique range set for meromorphic (entire)
functions, in short URSM (URSE).
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The analogous definition for reduced unique range sets are as follows :
We shall call any set S ⊂ C a unique range set for meromorphic (entire) functions ignoring
multiplicity (URSM-IM) (URSE-IM) or a reduced unique range set for meromorphic (entire)
functions (RURSM) (RURSE) if Ef (S) = Eg(S) implies f ≡ g for any pair of non-constant
meromorphic (entire) functions.
Fujimoto first showed that the critical injection property of polynomials helps one to find
sufficient condition for a set of zeros S of a SUPM(SUPE) P to be a URSM (URSE).
Theorem E. ([6]) Let P be a critically injective polynomial of degree n in C having only
simple zeros. Let P ′ have k distinct zeros and either k ≥ 3 or k = 2 and P ′ have no simple
zero. Further suppose that P is a SUPM(SUPE). If S is the set of zeros of P , then S is
a URSM(URSE) whenever n > 2k + 6(n > 2k + 2) while URSM-IM(URSE-IM) whenever
n > 2k + 12(n > 2k + 5).
Next we recall another definition.
Definition 5.1. ([2]) A set S ⊂ C is called a URSMl) (URSEl)) if for any two non-constant
meromorphic (entire) functions f and g, El)(S, f) = El)(S, g) implies f ≡ g .
In 2009 Bai, Han and Chen ([1]) improved Theorem E as follows.
Theorem F. ([1]) In addition to the hypothesis of Theorem E we suppose that l is a positive
integer or ∞. Let S be the set of zeros of P . If
(1) l ≥ 3 or ∞ and n > 2k + 6(n > 2k + 2),
(2) l = 2 and n > 2k + 7(n > 2k + 2),
(3) l = 1 and n > 2k + 10(n > 2k + 4),
then S is a URSMl) (URSEl).
Recently the present first author proved the following result ([2]) in more general settings.
Theorem G. ([2]) In addition to the hypothesis of Theorem E we suppose that l is a positive
integer or ∞. Let S be the set of zeros of P . If
(1) l ≥ 3 or ∞ and min{Θ(∞; f),Θ(∞; g)} > 6+2k−n4 ,
(2) l = 2 and min{Θ(∞; f),Θ(∞; g)} > 14+4k−2n9 ,
(3) l = 1 and min{Θ(∞; f),Θ(∞; g)} > 10+2k−n6 ,
then S is a URSMl) (URSEl).
We have already seen from Example 2.3 that the polynomial
(5.1) P (z) =
m∑
i=0
n∑
j=0
(
m
i
)(
n
j
)
(−1)i+j
n+m+ 1− i− j
zn+m+1−i−jajbi + c,
is a critically injective strong uniqueness polynomial without any multiple zeros whenm+n ≥ 5,
max{m,n} ≥ 3 and min{m,n} ≥ 2 with a 6= b, b 6= 0. Also we have defined
Q(z) =
m∑
i=0
n∑
j=0
(
m
i
)(
n
j
)
(−1)i+j
n+m+ 1− i− j
zn+m+1−i−jajbi
choose
c 6∈ {0,−Q(a),−Q(b),−
Q(a) +Q(b)
2
}.
So by the help of Theorem F and G, the following two theorems are obvious.
Theorem 5.1. Let m,n be two integers such that m+n ≥ 5, max{m,n} ≥ 3 and min{m,n} ≥
2. Take S = {z : P (z) = 0} where P is defined by 5.1 with the already defined choice of a, b, c.
We suppose that l is a positive integer or ∞. If
(1) l ≥ 3 or ∞ and m+ n > 9(5),
(2) l = 2 and m+ n > 10(5),
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(3) l = 1 and m+ n > 13(7),
then S is a URSMl) (URSEl).
Theorem 5.2. With the suppositions of Theorem 5.1, if
(1) l ≥ 3 or ∞ and min{Θ(∞; f),Θ(∞; g)} > 9−m−n4 ,
(2) l = 2 and min{Θ(∞; f),Θ(∞; g)} > 20−2m−2n9 ,
(3) l = 1 and min{Θ(∞; f),Θ(∞; g)} > 13−m−n6 ,
then S is a URSMl) (URSEl).
Corollary 5.1. consider the polynomial
P (z) =
m∑
i=0
(
m
i
)
(−1)i
n+m+ 1− i
zn+m+1−ibi + c,
where bc 6= 0 , c 6= −bn+m+1λ,− b
n+m+1λ
2 where λ =
m∑
i=0
(
m
i
) (−1)i
n+m+1−i and m + n ≥ 5,
max{m,n} ≥ 3, min{m,n} ≥ 2.
Clearly Lemma 2.2 of ([2]) implies P (b)−P (0) = bn+m+1λ 6= 0, which implies P is critically
injective. Again as P (0) = c 6= 0 and P (b) 6= 0, it follows that P have no multiple zeros.
Finally, as P (b)+P (0) = bn+m+1λ+2c 6= 0 and m+n ≥ 5, max{m,n} ≥ 3 , min{m,n} ≥ 2,
by Theorem 2.1, P is a strong uniqueness polynomial.
Thus the last two theorems are applicable for this polynomial.
6. Concluding Remarks
We see that Theorem 2.3 assures the existence of a uniqueness polynomial with multiple
zero which is a strong uniqueness polynomial. On the other hand, Example 1.9 exhibits a
uniqueness polynomial with multiple zero which is not a strong uniqueness polynomial. Also
Example 2.3 shows that a uniqueness polynomial with simple zeros may be a strong uniqueness
polynomial. Thus following question is inevitable.
Question 6.1. Whether there exist any uniqueness polynomial of degree ≥ 2 with simple zeros
which is not a strong uniqueness polynomial?
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