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Abstract
We present an asymptotic description of local minimization problems,
and of quasi-static and dynamic evolutions of scaled Perona-Malik func-
tionals. The scaling is chosen such that these energies Γ-converge to the
Mumford-Shah functional by a result by Morini and Negri [20].
1 Introduction
The Perona-Malik anisotropic diffusion technique in Image Processing [22]
is formally based on a gradient-flow dynamics related to the non-convex energy
FPM (u) =
∫
Ω
log
(
1 +
1
K2
|∇u|2
)
dx, (1)
where u represents the output signal or picture defined on Ω and K a tuning
parameter. In the convexity domain of the energy function; i.e., if |∇u| ≤ K
the effect of the gradient flow is supposed to smoothen the initial data, while on
discontinuity sets where |∇u| = +∞ the gradient of the energy is formally zero
and no motion is expected. In reality, such a gradient flow is ill-posed and even
in dimension one we may have strong solutions only for some certain classes of
initial data, or weak solutions which develop complex microstructure. However,
the anisotropic diffusion technique is always applied in a discrete or semi-discrete
context, where energy FPM is only a (formal) continuum approximation of some
discrete energy defined on some space of finite elements or in a finite-difference
context. Indeed, it is well known that convex-concave energies, which give ill-
posed problems if simply extended from a discrete to a continuum context,
are related to well-posed problems in a properly defined passage discrete-to-
continuum. In a static framework, the prototype of this argument dates back
to the analysis of Chambolle [14], who showed that the Blake-Zisserman weak-
membrane discrete energy (involving truncated quadratic potentials) [5] can
be approximated by the Mumford-Shah functional [21]. The latter functional
(together with its anisotropic variants) is a common continuum approximation
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of a class of lattice energies with convex-concave energy functions, which also
comprises atomistic energies such as Lennard-Jones ones [12] and the discretized
version of the Perona-Malik functional itself as showed by Morini and Negri
[20] (see also [7] Section 11.5). The approximation of these lattice energies is
performed by considering the lattice spacing ε as a small parameter and suitably
scaling the energies. In the case of the Perona-Malik discretized energy on the
cubic lattice εZn the scaled functionals
Fε(u) :=
∑
i,j
εn−1
| log ε| log
(
1 + | log ε| |ui − uj |
2
ε
)
(ui denotes the value of u at i ∈ εZn and the sum is performed on nearest
neighbours) Γ-converge to a Mumford-Shah energy, with an anisotropic sur-
face energy density in dimension larger than one [20, 7]. This means that the
solutions to global minimization problems involving Fε, identified with their
piecewise-constant interpolations, converge as ε tends to zero to the solutions
to the corresponding global minimization problems involving the Mumford-Shah
functional. Examples of such global minimum problems comprise problems in
Image Processing with an additional lower-order fidelity term (typically an L2-
distance of u from the input datum u0).
In this paper we analyze how much this approximation procedure can be
extended beyond the global-minimization standpoint by examining the one-
dimensional case. It is known that Γ-convergence cannot be easily extended as
a theory to the analysis of the behaviour of local minima or to a dynamical
setting beyond, essentially, the “trivial” case of convex energies [8, 9]. However,
several recent examples suggest that for problems with concentration some qua-
sistatic and dynamic models are compatible with Γ-convergence (such as for
Ginzburg-Landau [24] or for Lennard-Jones [11] energies). We show that this
holds also for one-dimensional quasistatic and dynamic problems obtained as
minimizing movements along the family Fε [8]. They coincide with the corre-
sponding problems related to the one-dimensional Mumford-Shah functional
Ms(u) =
∫ 1
0
|u′|2 + #(S(u)) (2)
defined on piecewise H1-function, where S(u) is the set of discontinuity points of
u. We note the difficulty of the extension to dimension larger or equal than two,
for which a characterization of minimizing movements for the Mumford-Shah
functional is still lacking [1].
In the quasistatic case, our analysis relies on a modeling assumption, that
amounts to considering as dissipated the energy beyond the convexity threshold.
Again, we show that the Mumford-Shah energy is an approximation of Fε also
in that framework. For an analysis of the quasistatic case in dimension larger
than one within its application to Fracture Mechanics we refer to [6].
When local minimization is taken into account, then we show that indeed for
some classes of problems the pattern of local minima of Fε differ from that of
Ms. The computation of the Γ-limit can nevertheless be used as a starting point
for the construction of “equivalent theories”, which keep the simplified form of
the Γ-limit but maintain the pattern of local minima. This process has been
formalized in [13]. In our case we prove the Γ-equivalence of energies of the
2
form
Gε(u) =
∫ 1
0
|u′|2dx+
∑
x∈S(u)
1
| log ε|g
(√
| log ε|
ε
|u+ − u−|
)
(3)
with g a concave function with g′(0) = 1 and g(w) ∼ 2 logw for w large. Another
case in which the Mumford-Shah functional is not a good approximation of the
scaled Perona-Malik is for the long-time behaviour of gradient-flow dynamics,
as we briefly illustrate in the final section.
2 The scaled Perona-Malik functional
We consider a one-dimensional system of N sites with nearest-neighbour in-
teractions. Let ε = 1/N denote the spacing parameter and let u := (u0, . . . , uN )
be a function defined on the lattice Iε = εZ ∩ [0, 1]. If taking ε as parameter,
we also denote N = Nε.
We define the scaled one-dimensional Perona-Malik functional as
Fε(u) :=
Nε∑
i=1
1
| log ε| log
(
1 + | log ε| |ui − ui−1|
2
ε
)
. (4)
The behaviour of global minimum problems involving Fε as ε → 0 can be
described through the computation of their Γ-limit. To that end, we define
the discrete-to-continuum convergence uε → u as the L1-convergence of the
piecewise-constant interpolations uε(x) = (uε)bx/εc to u.
Theorem 1 (Morini and Negri [20]). The domain of the Γ-limit of the func-
tionals Fε as ε→ 0 is the space of piecewise-H1 functions on which it coincides
with the Mumford-Shah functional Ms defined in (2).
With the application of the Mumford-Shah functional to Fracture Mechanics
in mind, by this result the Perona-Malik energy can be interpreted in terms of
a mass-spring model approximation of Griffith brittle-fracture theory. We will
then refer in what follows to the quantities ui − ui−1 (or wi in the notation
introduced below) as “spring elongations”.
As a consequence of Theorem 1 we easily deduce that minimum problems of
the form
min
{
Fε(u) + α
Nε∑
i=0
ε|ui − u0i |2
}
converge (both as minimum value and minimizers are concerned) to the mini-
mum problem
min
{
Ms(u) + α
∫ 1
0
|u− u0|2 dx
}
,
provided, e.g., that u0 ∈ L∞(0, 1) is such that the interpolations {u0i } converge
to u0 [20].
The heuristic explanation of why the scaling in (4) gives the Mumford-Shah
functional is as follows. If the difference quotient ε(ui − ui−1) is bounded then
| log ε| |ui − ui−1|
2
ε
<< 1
3
so that
1
| log ε| log
(
1 + | log ε| |ui − ui−1|
2
ε
)
∼ |ui − ui−1|
2
ε
= ε
∣∣∣ui − ui−1
ε
∣∣∣2,
which gives a discretization of the Dirichlet integral. Conversely, if at an index
i we have |ui−ui−1|2 ∼ c > 0 (corresponding to a jump point in the limit) then
1
| log ε| log
(
1 + | log ε| |ui − ui−1|
2
ε
)
∼ 1| log ε| log
(
1 + | log ε| c
ε
)
∼ 1.
The actual proof of Theorem 1 is technically complex since the analysis of the
two possible behaviours of discrete functions (as Dirichlet integral or as jump
points) does not correspond exactly to examining the difference quotients above
or below the inflection points (contrary to what can be done for truncated
quadratic potentials [14]).
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Figure 1: J(z) = log(1 + z2)
• It is convex in the interval [ 1, 1] and is concave outside.
• It is monotone incresing in (0,+1) and monotone decreasing in ( 1, 0).
• It is simmetric with respect to y-axis.
• There exists a constant c > 0 such that J(z)   c z2 for all |z|  1
Static
To begin the study of local minima of (2) we impose boundary conditions
u0 = 0 and uN =   for some   2 R, . Stationarity conditions for (3) reads:
J 0
 r
| log "|
"
(ui   ui 1)
!
=     2 R (4)
From now on we semplify the notation introducing wi :=
q
| log "|
" (ui   ui 1).
Firstly we observe that we can limit our analysis to the case wi   0 for all
i = 1, . . . , N : in fact J(z) is simmetric respect to y-axis, moreover for wi   0
also J 0(wi)   0, so that if wi   0 for some i then by (4) all the remaining must
be non-negative. In the same way we can handle the case with wi < 0.
Now we point out different cases:
• Suppose wi < 1 for all i , then the monotonicity of J 0(z) in [0, 1] im-
plies wi = wj for all i, j = 1, . . . , N . In particular, thanks to boundary
conditions, we have that
wip
"| log "| =   =)   <
1p
"| log "| (5)
This is a local minimum: in fact for wi < 1 the function is convex, which
means that J 00(wi) > 0 for all i.
We observe that when   = 0 the only solution is the trivial one (wi ⌘ 0),
which is a global minimum.
• No more than one index can satisfy wi > 1. Suppose that there exist two
indices such that w1 = w2 = w > 1 and consider a perturbed configura-
tion (v0, . . . , vN ) such that, denoting
2
1-1
z
J 0(z)
Figure 2: J 0(z) =
2z
1 + z2
v˜i := (vi   vi 1)
r
| log "|
"
,
it holds
- v˜i = wi for all i 6= 1, 2
- v˜1 = w + s and v˜2 = w   s.
We observe that the difference between the energies of the configurations
reads
f(s) = J(w + s) + J(w   s)  2J(w)
and it is such that
f 0(s)|s=0 = 0
f 00(s)|s=0 = 2J 00(w) < 0.
This means that we have a maximum in s = 0, so that we cannot have a
local minimum for such configuration.
• In case wi = 1 for some i then we have wj = 1 for all j, with the con-
sequence that   = 1p
"| log "| . This is not a local minimum: consider the
perturbed energy
f(t) = (N   1)J
✓
1  t
N   1
◆
+ J(1 + t) (6)
then we observe that
f 0(t)|t=0 = 0
f 00(t)|t=0 = 0
f 000(t)|t=0 = J 000(1)
✓
1  1
(N   1)2
◆
< 0.
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Figure 1: The potential J and its derivative
We find it convenient to rewrite (4) in terms of the function
J(z) = log(1 + z2)
(see Fig. 1). The energy then reads
Fε(u) =
Nε∑
i=1
1
| log ε|J
(√ | log ε|
ε
(ui − ui−1)
)
. (5)
Note that the function J satisfies:
• it is an even function;
• it is monotone increasing in [0,+∞) and monotone decreasing in (−∞, 0];
• it is convex in the interval [−1, 1] and is concave on [1,+∞);
• there exists a constant c > 0 such that J(z) ≥ c z2 for all |z| ≤ 1.
3 Analysis of local min a
Γ-convergence does not describe the behaviour of local minimum problems.
In this section we compute energies defined on piecewise-H1 functions which
are close to Fε in the sense of Γ-convergence and maintain the pattern of local
minima.
4
3.1 Local minima for Fε with Dirichlet boundary condi-
tions
We first characterize local minima of (4) with Dirichlet boundary conditions
u0 = 0 and uN = λ for λ ∈ R.
The stationarity conditions for (5) read
J ′
(√
| log ε|
ε
(ui − ui−1)
)
= σ (6)
for some σ ∈ R.
From now on we simplify the notation introducing the scaled variable
wi :=
√
| log ε|
ε
(ui − ui−1). (7)
First, we observe that we can limit our analysis to the case wi ≥ 0 for all
i = 1, . . . , N . In fact, J(z) is even; moreover, for wi ≥ 0 also J ′(wi) ≥ 0, so that
if wi ≥ 0 for some i then by (6) all the remaining wj must be non-negative. In
the same way we can handle the case with wi < 0.
Now we characterize local minimizers in some different cases.
• Suppose that wi < 1 for all i. Then the monotonicity of J ′ in [0, 1] implies
wi = wj for all i, j = 1, . . . , N . In particular, thanks to the boundary conditions,
we have that
wi√
ε| log ε| = λ =⇒ λ <
1√
ε| log ε| . (8)
This is a local minimum. In fact, for wi < 1 the function is strictly convex,
which means that J ′′(wi) > 0 for all i. We observe that when λ = 0 the only
solution is the trivial one (wi ≡ 0), which is a global minimum.
• Not more than one index can satisfy wi > 1. Indeed, suppose that there
exist two indices such that w1 = w2(= w) > 1 and consider a perturbed config-
uration (v0, . . . , vN ) such that, denoting
v˜i := (vi − vi−1)
√
| log ε|
ε
,
we have
- v˜i = wi for all i 6= 1, 2
- v˜1 = w + s and v˜2 = w − s.
We observe that the difference between the energies of the configurations is
f(s) = J(w + s) + J(w − s)− 2J(w)
and it is such that f ′(0) = 0 and f ′′(0) = 2J ′′(w) < 0. This means that we have
a local maximum in s = 0, so that we cannot have a local minimum for such
configuration.
• In case wi = 1 for some i then we have wj = 1 for all j, with the conse-
quence that λ = 1√
ε| log ε| . This is not a local minimum. Indeed, consider the
perturbed energy
f(t) = (N − 1)J
(
1− t
N − 1
)
+ J(1 + t). (9)
5
Then we observe that
f ′(0) = 0, f ′′(0) = 0, f ′′′(0) = J ′′′(1)
(
1− 1
(N − 1)2
)
< 0,
so that 0 is not a minimum for f .
• Finally, we take into account the case with only one index exceeding the
convexity threshold. Suppose that there exists an index i such that√
| log ε|
ε
(ui − ui−1) =
√
| log ε|
ε
w > 1.
Then, thanks to the boundary conditions, we can rewrite the energy of the
system as
F˜ε(w) = (N − 1)J
(√
| log ε|
ε
(
λ− w
N − 1
))
+ J
(√
| log ε|
ε
w
)
,
defined on the domain
A =
{
w ∈ R+ : w ≥ max
{√
ε
| log ε| , λ− (N − 1)
√
ε
| log ε|
}}
. (10)
To compute the values of w we impose that F˜ ′ε(w) = 0. This gives
J ′
(√
| log ε|
ε
(
λ− w
N − 1
))
− J ′
(√
| log ε|
ε
w
)
= 0.
We then obtain three solutions: w = ελ (and hence wi ≡ w0, which is not a
local minimum) and
w1,2 =
λ
2
±
√
λ2
4
− 1− ε| log ε| . (11)
We observe that the solutions in (11) are both positive for λ > 2
√
1−ε
| log ε| but we
need to check for which λ they belong to A. We get that
w1 =
λ
2
+
√
λ2
4
− 1− ε| log ε| ∈ A ⇐⇒ λ ≥ 2
√
1− ε
| log ε| (12)
w2 =
λ
2
−
√
λ2
4
− 1− ε| log ε| ∈ A ⇐⇒ 2
√
1− ε
| log ε| ≤ λ ≤
1√| log ε| . (13)
Since we are interested in local minima, we have to verify that F˜ ′′ε (wi) > 0,
which means
F˜ ′′ε (wi) =
1
(N − 1)J
′′
(√
| log ε|
ε
(
λ− wi
N − 1
))
+ J ′′
(√
| log ε|
ε
wi
)
> 0.
6
Simple computations show that
F˜ ′′ε (w1) > 0⇐⇒ λ > 2
√
1− ε
| log ε|
F˜ ′′ε (w2) < 0
So, we can finally state that, when an index exceeds the convexity threshold,
there exist only a local minimum for λ > 2
√
1−ε
| log ε| .
1p
"| log "| 
1p
"| log "|
 
F"(u)
 
Ms(u)
Figure 3: Perona-Malik and Mumford-Shah local minima
 -equivalence
We want to point out some necessary conditions to compute functionals
which are  -equivalent to Perona-Malik (so that still converge to (1)) and man-
tain the same structure of local minima . It’s usefull to recall the general
definition of  -equivalence([2]):
Definition 1. Let ({F"} and {G"} be sequences of functionals on a separa-
ble metric space X. We say that they are equivalent by  -convergence (or
 -equivalent) if there exists a sequence {m"} of real numbers such that, if 
F"j  m"j
 
and
 
G"j  m"j
 
are  -converging sequences, their  -limits co-
incide and are proper (i.e., not identically +1 and not taking the value  1).
In our case we consider m" ⌘ 0 and we look for functionals of the form
G"(u) =
Z 1
0
|u0|2dt+
X
t2S(u)
g"(|u+   u |) (11)
with boundary conditions u (0) = 0, u+(1) =  . .
We also assume that the function g" has the same rescaling of the Perona  
Malik functional, so that
g"(z) =
1
| log "|g
 r
| log "|
"
z
!
.
In order to have a functional G with the same structure of Perona-Malik’s local
minima, we have tho require that, if u is a minimizer, then #(S(u))  1. This
condition surely holds when g is concave: in fact if z1,z2 are two points in S(u),
then the function t! g(w1 + t) + g(w2   t) is still concave.
To ensure  -convergence of G" to Ms we expect that
lim
"!0
1
| log "|g
 r
| log "|
"
z
!
= 1,
which means that g(w) ⇠ 2 log(w).
Finally we request the slope of g" in the origin to be
1p
"| log "| , which is the
5
Figure 2: Perona-Malik and Mumford-Shah local minima
Remark 1 (local and global minima for the Mumford-Shah functional). (a) We
note that the pattern of local minima for the functional Ms subjected to the
boundary conditions u(0−) = 0 and u(1+) = λ differs from that of Fε. Indeed,
we have
• the function uλ(x) = λx, corresponding to the energy Ms(uλ) = λ2;
• all functions u with u′ = 0, for which we have Ms(u) = #(S(u)).
Note that for λ = 0 we cannot have a local minimum of the second type with
Ms(u) = 1, while for all other λ we have no restriction on the number of jumps.
A description of the energy of local minima in dependence of λ and compared
with those of Per a-Malik energies is pictu ed in Fig. 2.
(b) from the analysis above we trivially have that the (global) minimum
energy in dependence of the boundary datum λ is min{λ2, 1}, achieved on the
linear function uλ if |λ| ≤ 1 and on any function u(x) = λχ[x0,+∞) jumping in
x0 if |λ| ≥ 1.
3.2 Γ-equivalence
In this section we propose a “correction” to the Γ-limit of Fε. In place of Ms
we want to compute functions Gε such that
• Gε maintain the structure of Ms; i.e., they are defined on piecewise-H1
fu ctions and can b written as the su of th Dirichlet integral and an energy
defined on the jump set S(u);
• the structure of local minima of Gε is the same as that of Fε;
7
• Gε and Fε are “equivalent” with respect to Γ-convergence.
We recall the general definition of Γ-equivalence [8].
Definition 1. Let {Fε} and {Gε} be sequences of functionals on a separa-
ble metric space X. We say that they are equivalent by Γ-convergence (or
Γ-equivalent) if there exists a sequence {mε} of real numbers such that, if{
Fεj −mεj
}
and
{
Gεj −mεj
}
are Γ-converging sequences, their Γ-limits co-
incide and are proper (i.e., not identically +∞ and not taking the value −∞).
In our case this definition simplifies: we may consider mε ≡ 0 and we look
for functionals which Γ-converge to Ms. We look for Gε of the form
Gε(u) =
∫ 1
0
|u′|2dt+
∑
t∈S(u)
gε(|u+ − u−|) (14)
with boundary conditions u−(0) = 0, u+(1) = λ. Furthermore, the scaling
argument in the definition of Fε suggests to look for gε with the same scaling
of the Perona-Malik functional, so that
gε(z) =
1
| log ε|g
(√
| log ε|
ε
z
)
.
In order to have functionals with the same structure of local minimizers as
Perona-Malik’s, we have to require that, if u is a minimizer, then #(S(u)) ≤ 1.
This condition surely holds when g is concave: in fact if z1,z2 are two points in
S(u), then the function t→ g(w1 + t) + g(w2− t) is still concave. To ensure the
Γ-convergence of Gε to Ms we impose that
lim
ε→0
1
| log ε|g
(√
| log ε|
ε
z
)
= 1.
This is ensured by the condition
lim
w→+∞
g(w)
2 log(w)
= 1.
Finally we require that g(0) = 0 and that the slope of gε in the origin
be 1/
√
ε| log ε|, which is the value after which it is energetically convenient to
introduce a fracture (further details for this argument can be found in [10]).
This means that
1
| log ε|g
′
(√
| log ε|
ε
w
)∣∣∣∣∣
w=0
=
1√
ε| log ε| ,
which gives g′(0) = 1.
Summarizing, we have checked that the functionalsGε above are Γ-equivalent
to Fε and maintain the same patter of local minima, provided that
• g : [0,+∞)→ [0,+∞) is concave;
• g(0) = 0, g′(0) = 1 and lim
w→+∞
g(w)
2 log(w)
= 1.
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4 Quasi-static motion
In this section we compare quasistatic motion (also sometimes denoted as
variational evolution) for Fε with that of the Mumford-Shah functional. We
adopt as the definition of quasistatic motion that of a limit of equilibrium prob-
lems involving energy and dissipation with varying boundary conditions. For
more general definitions and related discussion we refer to [19, 6, 8].
We consider a sufficiently regular function h : [0,+∞) → R with h(0) = 0
and boundary conditions u0 = 0, uN = h(t), which means that the function h
is describing the position of the endpoint of the N -th spring.
Remark 2 (quasistatic motion of the Mumford-Shah functional with increasing
fracture). In the framework of Fracture Mechanics, the Dirichlet integral in the
Mumford-Shah functional is interpreted as an elastic energy and the jump term
as a dissipation term necessary to create a crack. The dissipation principle
underlying crack motion is that, once a crack is created, this jump term cannot
be recovered. If we apply time-dependent boundary conditions u(0, t) = 0 and
u(1, t) = h(t) then a solution is given by
u(x, t) =
{
h(t)x if t ≤ th
h(t)χ[x0,1] if t > th,
where th = inf{t : h(t) > 1} and x0 in any given point in [0, 1]. With this
definition the crack site K(t) =
⋃
s≤t S(u(·, s)) is non-decreasing with t and
u(·, t) is a global minimizer of the Mumford-Shah energy on (0, 1) \K(t).
In the case of the Perona-Malik functional we do not have a distinction be-
tween elastic and fracture parts of the energy. We then assume the following
dissipation principle, where those two parts are identified with the convex and
concave regions of the energy function, respectively.
Dissipation Principle: if for some i the spring elongation wi in (7) over-
comes the convexity threshold then the energy J(wi) cannot be recovered.
In analogy with the case of the quasistatic motion of the Mumford-Shah
functional, this principle will be translated into modifying the total energy on
indices i for which wi have overcome the convexity threshold during the evolu-
tion process.
As mentioned above, the quasistatic motion of Fε can be defined through a
time-discrete approximation as follows. The analogous procedure for Ms pro-
duces the solutions for the quasistatic motion of Ms as in Remark 2.
We fix a time step τ > 0, and for all k ∈ N we consider the boundary condi-
tions u0 = 0 and uN = h(kτ), and the related “time-parameterized” minimum
problems subjected to the Dissipation Principle stated above. We now analyze
the properties of the corresponding solutions. For simplicity of notation we will
consider the case when h ≥ 0.
Note preliminarily that by the convergence of the global minima of Fε to
those ofMs subjected to Dirichlet boundary conditions, we deduce the existence
of a threshold h˜ε beyond which it is energetically convenient that one elongation
wi lies in the concavity domain of J . Note that h˜ε → 1 as ε→ 0.
We can point out different behaviours as follows
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• If for all k′ < k we have |h(k′τ)| ≤ h˜ε then the dissipation principle is not
enforced and the corresponding solution uk is the only minimizer for the energy
(5) corresponding to the interpolation of the linear function h(kτ)x. Its energy
is
Fε(u
k) =
1
ε| log ε|J
(
h(kτ)
√
ε| log ε|
)
. (15)
• Now suppose that at some k′ we have |h(k′τ)| > h˜ε. It is not restrictive to
suppose that h(k′τ) > 0 (the negative case being treated symmetrically). Then,
there exists an index i such that the wi corresponding to the solution exceeds
h˜ε. Without losing generality we will suppose i = N .
We have two possibilities.
1. If h((k′ + 1)τ) > h(k′τ) then we have to minimize
(N − 1)J
(√ | log ε|
ε
( uN−1
N − 1
))
+ J
(√ | log ε|
ε
(uN − uN−1)
)
under the boundary conditions u0 = 0, uN = h(kτ). Note that we have used
the convexity of J to simplify the contribution of the first N − 1 interactions.
Indeed, in this case their common elongation is
ui − ui−1 = uN−1 − u0
N − 1 =
uN−1
N − 1 .
The previous considerations show that there exists a unique minimizer for
h(kτ) > 2
√
(1− ε)/| log ε| and, denoted
w :=
h(kτ)
2
+
√
h(kτ)2
4
− 1− ε| log ε| ,
the energy reads
Fε(k) =
1
| log ε|
(
(N − 1)J
(√ | log ε|
ε
(h(kτ)− w
N − 1
))
+ J
(√ | log ε|
ε
w
))
.
We can iterate this process as long as k 7→ h(kτ) increases. Note that in this
case the application of the Dissipation Principle does not change the minimum
problems since all J(wj) are increasing with k;
2. The function k 7→ h(τk) has a local maximum at k¯. In this case the
Dissipation Principle does force a change in the minimization problem. As long
as h(τk) ≤ h(τ k¯) we have to minimize
(N − 1)J
(√ | log ε|
ε
( uN−1
N − 1
))
+ (16)
+
(
J
(√ | log ε|
ε
(uN − uN−1)
)
∨ J
(√ | log ε|
ε
(uk¯N − uk¯N−1)
))
︸ ︷︷ ︸
∗
with boundary conditions u0 = 0 and uN = h(kτ) (k > k¯, otherwise we are
in the same assumption of (1)). Considering the part (∗) in (16) for the last
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term ensures that the energy spent for the elongation of the N -th spring is not
reabsorbed.
We denote
w¯ := uk¯N − uk¯N−1, wk := uN − uN−1
zk =
uN−1
N − 1 =
h(kτ)− wk
N − 1
and rewrite (16) as
min
{
(N − 1)J
(√ | log ε|
ε
zk
)
+
(
J
(√ | log ε|
ε
wk
)
∨ J
(√ | log ε|
ε
w¯
))}
. (17)
In particular, we note that, when wk < w¯, minimizing (17) is equivalent to
minimize the contribution of the first N − 1 springs. Due to the convexity of
the function J on the N − 1 springs, the energy reaches the minimum value for
the minimum value of zk. Now observing that
zk =
h(kτ)− wk
N − 1 ≥
h(kτ)− w¯
N − 1
the minimum is reached for
zk =
h(kτ)− w¯
N − 1 ,
so that the energy reads
Fε(k) =

1
| log ε|
(
(N − 1)J
(√
| log ε|
ε
(
h(kτ)−w¯
N−1
))
+J
(√
| log ε|
ε w¯
))
if h(kτ) > w¯
1
| log ε|J
(√
| log ε|
ε w¯
)
otherwise.
This description holds as long as |h(kτ)| ≤ h(k¯τ), after which we return to
case 1 above.
Remark 3 (comparison with the Mumford-Shah quasistatic motion). We can
test the quasistatic behaviour of the Perona-Malik system at fixed ε with h(t) =
t0 − |t− t0|, and t0 > 1, so that t0 > h˜ε for ε small enough. If Ekτ,ε denotes the
11
h˜h(t)
E
1
Figure 3: Energy of a quasistatic evolution
minimal energy at fixed ε and τ , by the description above we have
Ekτ,ε =

1
ε| log ε|J
(
h(kτ)
√
ε| log ε|
)
if kτ ≤ h˜ε
1
| log ε|
(
(N − 1)J
(√
| log ε|
ε
(
h(kτ)−w
N−1
))
+J
(√
| log ε|
ε w
))
if h˜ε < kτ ≤ t0
1
| log ε|
(
(N − 1)J
(√
| log ε|
ε
(
h(kτ)−w¯
N−1
))
+J
(√
| log ε|
ε w¯
))
if t0 < kτ ≤ t1
1
| log ε|J
(√
| log ε|
ε w¯
)
if t1 < kτ ≤ t2
1
| log ε|
(
(N − 1)J
(√
| log ε|
ε
(
h(kτ)+w¯
N−1
))
+J
(√
| log ε|
ε w¯
))
if kτ > t2 ,
where t1, t2 > t0 are satisfy h(t1) = w¯ and h(t2) = −w¯. The values Ekτ,ε in
dependence of h(t) lie in the curves pictured in Fig. 3.
As τ → 0 and ε → 0 the piecewise-constant functions defined by Eτ,ε(t) =
E
bt/τc
τ,ε converge to E given by
E(t) =
{
|h(t)|2 if t ≤ 1
1 if t > 1.
(18)
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In fact for kτ ≤ h˜ε the energy Ekτ,ε reads
1
ε| log ε|J
(
h(kτ)
√
ε| log ε|
)
=
1
ε| log ε| log
(
1 + h2(kτ)ε| log ε|)
∼ 1
ε| log ε|h
2(kτ)ε| log ε| → h2(t).
For kτ > h˜ε the contribution of the N − 1 springs in the convex part vanishes.
We make the computation only for one contribution, the others being analogous:
1
| log ε| (N − 1)J
(√ | log ε|
ε
(h(kτ)− w
N − 1
))
=
1− ε
ε| log ε| log
(
1 +
| log ε|
ε
(
ε
1− ε
)2
(h(kτ)− w)2
)
∼ 1
1− ε (h(kτ)− w)
2
=
1
1− ε
(
h2(kτ)
2
− 1− ε| log ε| − h(kτ)
√
h2(kτ)
4
− 1− ε| log ε|
)
→ 0.
Finally, the spring in the non-convex part gives a constant contribution:
1
| log ε|J
(√ | log ε|
ε
w
)
=
1
| log ε| log
(
1 +
| log ε|
ε
w2
)
∼ 1| log ε|
(
log
( | log ε|
ε
)
+ log
(
w2
))
=
1
| log ε|
(
log(| log ε|) + | log(ε)|+ log (w2))→ 1.
The energy E(t) corresponds to the energy of the quasistatic motion of
the Mumford-Shah functional with increasing fracture. More general h can be
treated analogously
5 Dynamic analysis
We will make use of the method of minimizing movements along the se-
quence of functionals Fε at a scale τ = τε → 0 [8]. With varying τ , minimizing
movements describe the possible gradient-flow type evolutions along Fε. When
ε→ 0 fast enough with respect to τ then we obtain a minimizing movement for
the Γ-limit of Fε; i.e., in our case for the Mumford-Shah functional. In analogy
with the result of Braides et al. [11] we will prove that the restriction that ε→ 0
fast enough may be removed, so that we may regard the Mumford-Shah func-
tional as a dynamic approximation for Fε. For further properties of minimizing
movements for a single energy we refer to [3].
In this section it is useful to express (5) in the following way: we define
fε : R→ R+ by
fε(u) =
1
ε| log ε|J
(√
ε| log ε|u
)
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and rewrite Fε(u) as
Fε(u) =
Nε∑
i=1
ε fε
(ui − ui−1
ε
)
. (19)
Remark 4. If u : Iε → R then, with a little abuse of notation, we will denote
with u also the piecewise-constant extension defined by u(x) = ubx/εc.
5.1 A compactness results
The paper [11] analyzes the dynamic behaviour for functionals similar to
(19), up to a scaling factor, but with J˜(z) = min{z2, 1} (Blake and Zisserman
potential), which has a convex-concave form similar to the Perona-Malik poten-
tial. A crucial argument in that paper is an observation by Chambolle [14] which
allows to identify each function u with a function v such that Fε(u) = Ms(v)
and v is ε-close in L1-norm to u. In this way the coerciveness properties for
the Mumford-Shah functional imply compactness properties for sequences with
equibounded energy.
The Chambolle argument simply identifies indices i such that (ui − ui−1)/ε
is not in the ‘convexity region’ for the corresponding fε with jump points of v.
This argument is not possible in our case. Indeed, let εn → 0 be a vanishing
sequence of indices, and let un : Iεn → R be such that
• {un} is e sequence of equibounded functions;
• supn Fn(un) < M , M > 0 a constant.
Define the set
Ijn =
{
i ∈ Z, 0 ≤ i ≤ Nn − 1 : |(un)i+1 − (un)i|
εn
>
1√
εn| log εn|
}
,
and consider the Chambolle interpolation
wn(x) :=
{
(un)i if i := bx/εnc ∈ Ijn or i = Nn
(1− λ)(un)i + λ(un)i+1 otherwise (λ := x/εn − bx/εnc) .
(20)
Then the set of jump points of wn(x) may not be bounded as n→∞, since the
only estimate we may have is
M ≥ Fn(un) ≥
∑
i∈Ijn
εnfn
( |(un)i+1 − (un)i|
εn
)
≥
∑
i∈Ijn
εnfn
( 1√
εn| log εn|
)
≥ log(2)| log εn|# (I
j
n), (21)
so that
# (S(wn)) ≤ # (Ijn) ≤ C| log εn|. (22)
In order to avoid this obstacle we need to modify the previous sequence. To
that end it is useful to briefly recall some results due to Morini and Negri [20].
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Lemma 1. Let p(ε) > 0 be such that limε→0+ p(ε) = 0 and
lim
ε→0+
(
p(ε)| log(ε)| − log(| log ε|)
)
= +∞,
let cε := εp(ε), then it holds that
lim
ε→0+
cε| log(ε)| = 0 (23)
lim
ε→0+
1
| log(ε)|J
(√ | log ε|
ε
cε
)
= 1. (24)
We define bε := (ε| log ε|)1/4. Denoted bn = bεn and cn = cεn , we define the
following sets
I1n(un) : =
{
i ∈ Z, 0 ≤ i ≤ Nn − 1 : bn√
εn| log εn|
≤ |(un)i+1 − (un)i|
εn
≤ cn
εn
}
= {x1n, . . . xmnn },
where mn := #I1n(un).
The sequence {un} may be modified into a sequence {u˜n} such that
1. I1n(u˜n) is empty;
2. ‖u˜n − un‖1 → 0;
3. Fn(u˜n) ≤ Fn(un).
To that end we define by induction the following sequence
v0n ≡ un
vk+1n (t) :=
{
vkn(t) if t < xk+1n + εn
vkn(t)− [vkn(xk+1n + εn)− vkn(xk+1n )] if t ≥ xk+1n + εn
for k = 0, . . . ,mn − 1, and then we set u˜n := vmnn . This sequence satisfies all
our requests (see [20]).
Remark 5. It is worth noting that (u˜n)i+1−(u˜n)i = (un)i+1−(un)i for indices
in In\I1n(un).
We now consider the following sets
I2n :=
{
i ∈ Z, 0 ≤ i ≤ Nn − 1 : |(u˜n)i+1 − (u˜n)i|
εn
≤ bn√
εn| log εn|
}
,
I3n :=
{
i ∈ Z, 0 ≤ i ≤ Nn − 1 : |(u˜n)i+1 − (u˜n)i|
εn
≥ cn
εn
}
,
and the extension w˜n of the function u˜n on [0, 1] such that w˜n is the affine
interpolation of u˜n on I2n and it is piecewise-constant on I3n.
w˜n(x) :=
{
(u˜n)i if i := bx/εnc ∈ I3n or i = Nn
(1− λ)(u˜n)i + λ(u˜n)i+1 otherwise (λ := x/εn − bx/εnc) .
(25)
We remark that Iεn = I2n ∪ I3n, so that w˜n is defined for all x.
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We note that w˜n still converge to un in L1. Moreover it can be proved (see
[20]) that for a fixed δ << 1 there exists an ε¯ such that for εn ≤ ε¯ it holds
Fn(un) ≥ (1− δ)
(∫ 1
0
|w˜′n|2 dx+H0(S(w˜n))
)
, (26)
where S(w˜n) is the set of jump points of w˜n.
Collecting (25),(26) and using the coerciveness properties of the Mumford-
Shah energy [2], we have the following lemma.
Lemma 2. Let εn → 0 be a sequence of vanishing indices, {un} be an equi-
bounded sequence of functions un : Iεn → R such that supn Fn(un) ≤ M for a
constant M > 0. Let w˜n be as in (25) and suppose that (26) holds. Then, up
to a subsequence, there exists a function u ∈ SBV ([0, 1]) such that
w˜n → u, w˜′n ⇀ u′ in L2(0, 1) .
Moreover, Djw˜n ⇀ Dju weakly-* in the sense of measures.
Remark 6. The previous lemma implies that the sequence {un} converges to u
in L2(0, 1). Indeed, {un} are equibounded and ‖w˜n−un‖1 → 0 for construction,
so that there exists a subsequence in L∞(0, 1) which converges to u a.e. The
result follows now from Lebesgue’s dominated convergence theorem.
Now, the L2-convergence of un implies the L2-convergence of wn defined in
(20). Indeed, recalling Remark 4 it holds that for every x ∈ [0, 1]
|wn(x)− un(x)| ≤
√
εn
| log εn| . (27)
Moreover a simple computation as follows shows that {w′n} is equibounded in
L2(0, 1):
M > Fn(un) ≥
∑
i/∈Ijn(wn)
εnfn
( (un)i+1 − (un)i
εn
)
=
∑
i/∈Ijn(wn)
1
| log εn|J
√ | log εn|
εn
((un)i+1 − (un)i)

≥
∑
i/∈Ijn(wn)
εn
( (un)i+1 − (un)i
εn
)2
≥
∫ 1
0
|w′n|2(x) dx. (28)
Hence, there exists a subsequence weakly converging in L2(0, 1). By an integra-
tion by parts argument, up to subsequence, we have
w′n ⇀ u
′ in L2(0, 1). (29)
The behaviour of points which are above the convexity threshold is of par-
ticular interest and it is described in the following lemma.
Lemma 3. Let {un} be as in Lemma 2 and wn as in (20), then, up to subse-
quence, for every x¯ ∈ S(u) there exists a sequence {xn} converging to x¯ such
that
xn ∈ S(wn) and lim
n→+∞ |w
+
n (x
n)− w−n (xn)| > γ > 0. (30)
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Proof. We observe that S(w˜n) ⊂ S(wn) and that Lemma 2 holds for w˜n, so
that we can apply the same proof as in Lemma 2.4 [11]. Instead, for points in
S(wn)\S(w˜n) it holds that
lim
n→+∞
∑
x∈S(wn)\S(w˜n)
|w+n (xn)− w−n (xn)| ≤ lim
n→+∞ cn# (S(wn)\S(w˜n))
≤ lim
n→+∞ cn# (I
j
n) ≤ lim
n→+∞Kcn| log εn| = 0,
where in the last inequality we use (21).
5.2 Minimizing Movements
With fixed ε and τ = τε, from an initial state uε0 : Iε → R, we define the
sequence uk := ukε,τ such that uk is a minimizer of
v → Fε(v) + 1
2τ
Nε∑
i=0
ε|vi − uk−1i |2 ∀ v : Iε → R. (31)
We define the piecewise-constant extension uε,τ : [0, 1]× [0,+∞)→ R as
uε,τ (x, t) = (u
k
ε,τ )i with k = bt/τc and i = bx/εc, (32)
and take the limit (upon extraction of a subsequence) for both parameters ε→ 0
and τ → 0. A limit u is called a minimizing movement along Fε at scale τ = τε.
Observe that in general the limit will depend on the choice of ε and τ .
We now state some properties of minimizing movements [8].
Proposition 1. Let Fε be as in (19) and uk be defined as above. Then for
every k ∈ N it holds that
1) Fε(u
k) ≤ Fε(uk−1);
2)
Nε∑
i=0
ε|uki − uk−1i |2 ≤ 2τ [Fε(uk−1)− Fε(uk)];
3) ‖uk‖∞ ≤ ‖uk−1‖∞ ≤ ‖u0ε‖∞.
From (19) and (31) we obtain the following optimality conditions.
Proposition 2. Let {uk}k be a sequence of minimizer of (31). Then we have
−f ′ε
(uk1 − uk0
ε
)
+
ε
τ
(uk0 − uk−10 ) = 0,
f ′ε
(uki − uki−1
ε
)
− f ′ε
(uki+1 − uki
ε
)
+
ε
τ
(uki − uk−1i ) = 0,
f ′ε
(ukN − ukN−1
ε
)
+
ε
τ
(ukN − uk−1N ) = 0.
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On the initial states u0ε we make the following assumptions.
sup{|(u0ε)i| : 0 ≤ i ≤ N, ε > 0} <∞. (33)
F (u0ε) ≤M for some M > 0 and for every ε > 0. (34)
Under these hypothesis it is possible to prove the following result.
Theorem 2. Let {εn}, {τn} → 0. Let vn = uεn,τn be defined as in (32) and
consider v˜n its extension by linear interpolation as in (20). Then there exist a
subsequence of {vn} and a function u ∈ C1/2([0,+∞];L2(0, 1)) such that
1) vn → u , v˜n → u in L∞([0, T ];L2(0, 1)) and a.e. in (0, 1) × (0, T ) for
every T ≥ 0;
2) for all t ≥ 0 the function u(·, t) is piecewise-H1(0, 1) and (v˜n)x(·, t) ⇀
ux(·, t) in L2(0, 1);
3) for every x¯ ∈ S(u(·, t)) there exist a subsequence {vnh} (which can also
depend on t) and a sequence (xh)h converging to x¯ such that xh ∈ S(v˜nh).
Proof. We will only give a brief sketch of the proof since it follows strictly the
one in [11].
For fixed t ≥ 0 the equiboundedness of initial data guarantees that also
Fε(vn(·, t)) is bounded, so that we are in the hypotheses of the previous section
and we can apply the same construction to the sequence {vn(·, t)}n. Having in
mind (27) and (29), this shows that up to subsequences, v˜n(·, t) is converging
in L2(0, 1) to a function u(·, t) piecewise-H1(0, 1) and also (v˜n)x(·, t) is weakly
converging in L2(0, 1) to ux(·, t). Now, a well-known result for minimizing move-
ments (for example [8], [11]) proves that
‖vn(·, t)− vn(·, s)‖2 ≤ C
√
t− s− τn (35)
that in the limit becomes
‖u(·, t)− u(·, s)‖2 ≤ C
√
t− s (36)
with C independent form both t and s. So that the limit function u belongs to
C1/2([0,+∞];L2(0, 1)).
We prove the convergence in L∞([0, T ];L2(0, 1)): for T > 0 fixed, consider
M ∈ N and tj = jT/M for j = 0, . . . ,M . Then for every t ∈ [0, T ] there exists
a j = 0, . . . ,M such that tj−1 < t < tj , so we have that
‖vn(·, t)− u(·, t)‖2 ≤ ‖vn(·, t)− vn(·, tj−1)‖2 + ‖vn(·, tj−1)− u(·, tj−1)‖2
+ ‖u(·, tj−1)− u(·, t)‖2
≤ 2C√t− tj + τn + ‖vn(·, tj−1)− u(·, tj−1)‖2. (37)
Since vn(·, t) is a converging sequence to u(·, t), for n >> 1 it is possible to find
an η << 1 such that ‖vn(·, tj−1) − u(·, tj−1)‖2 ≤ η for all n ≥ n. Finally, we
have that
sup
t∈[0,T ]
‖vn(·, t)− u(·, t)‖2 ≤ 2C
√
(T/M) + τn + η
for all n ≥ n, which means
lim sup
n→+∞
sup
t∈[0,T ]
‖vn(·, t)− u(·, t)‖2 ≤ 2C
√
(T/M) + τn + η
and the claims now follows from the arbitrariness of M and η.
We conclude observing that (3) follows from Lemma 3.
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5.3 Computation of the limit equation
Consider now two sequences of indices {εn} → 0, {τn} → 0 (to simplify the
notation from now on we will write ε instead of εn and similarly τ instead of
τn). We define the function
φn(x, t) := f
′
ε
( (ukε,τ )i+1 − (ukε,τ )i
ε
)
if i = bx/εc and k = bt/τc. (38)
Proposition 3. If φn is defined in (38), then for every t ≥ 0 we have
φn(·, t) ⇀ 2ux(·, t) in L2(0, 1).
Moreover, for every T > 0 the sequence {φn(·, t)} is uniformly bounded in
L2(0, 1) with respect to t ∈ [0, T ] and ux ∈ L2((0, 1)× (0, T )).
Proof. Let t ≥ 0 fixed, vn := vεn and v˜n := v˜εn be as defined in Theorem 2.
Consider the function
χn(x) =
{
1 if x ∈ ⋃i∈Ijε(vn(·,t)) ε[i, i+ 1)
0 otherwise
and the decomposition φn(·, t) = χnφn(·, t) + (1 − χn)φn(·, t). From (21) and
Proposition 1 we get that∫ 1
0
|χnφn(x, t)|2dx =
∑
i∈Ijε
ε|φn(iε, t)|2 ≤ ε# (Ijε )f ′ε
( 1√
ε| log ε|
)2
≤M,
which means that the sequence is L2-bounded. Moreover,∫ 1
0
|χnφn(x, t)|dx ≤ ε# (Ijε )f ′ε
( 1√
ε| log ε|
)
≤M
√
ε| log ε| → 0. (39)
This prove that
χnφn(x, t) ⇀ 0 in L2(0, 1).
We now obtain a similar result for (1 − χn)φn(·, t). First at all we observe
that
(v˜n)x(x, t) =

(ukε,τ )i+1 − (ukε,τ )i
ε
x ∈ [iε, (i+ 1)ε) and i /∈ Ijε
0 otherwise
(40)
This means that (1 − χn)φn(x, t) = f ′ε((v˜n)x(x, t)). Using a Taylor expansion
of f ′ε in a neighbourhood of the origin we get
f ′ε(v˜n)x(x, t)) = f
′
ε(0) + f
′′
ε (0)(v˜n)x(x, t) +
1
2
f ′′′ε (ξn)((v˜n)x(x, t))
2
for some ξn ∈ [0, (v˜n)x(x, t)], so that
f ′ε((v˜n)x(x, t)) = 2(v˜n)x(x, t) +
1
2
√
ε| log ε|J ′′′(
√
ε| log ε|ξn)((v˜n)x(x, t))2.
(41)
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Moreover, recalling (40), we have
− 1√
ε| log ε| ≤ (v˜n)x(x, t) ≤
1√
ε| log ε| ,
so that the sequence
√
ε| log ε|(v˜n)x(x, t) is bounded, as is J ′′′(
√
ε| log ε|ξn).
From this, it follows that there exists a constant C > 0 such that
|f ′ε((v˜n)x(x, t))| ≤ C|(v˜n)x(x, t)|.
Now, fix T > 0 and t ∈ [0, T ]. We proved in (28) that (v˜n)x(x, t) is bounded
in L2(0, 1) and from the above inequality this implies that also f ′ε((v˜n)x(x, t)) is
bounded in the same space. So there exists at least a subsequence weakly con-
verging in L2(0, 1). We will show that the entire sequence is weakly convergent,
i.e.
f ′ε((v˜n)x(x, t)) ⇀ 2ux(x, t) in L
2(0, 1).
Recalling now Theorem 2, we observe that in (41) the right-hand side is weakly
converging to 2ux(x, t) in L1(0, 1). Indeed, notice that J ′′′(0) = 0 and (v˜n)x(x, t)
is equibounded in L2(0, 1). Hence, we can conclude that
φn(x, t) ⇀ 2ux(x, t) in L2(0, 1).
Finally we have that
• χnφn is uniformly bounded in L2(0, 1);
• (1− χn)φn is itself uniformly bounded because it is f ′ε((v˜n)x(x, t)).
This means that also φn(x, t) is uniformly bounded in L2(0, 1).
We can improve the result above. In particular, we may deduce which bound-
ary conditions are satisfied by the weak-limit of φn(x, t). To that end, in the
following, we extend definition (32) by setting
(ukε,τ )i =
{
(ukε,τ )0 if i ∈ Z, i < 0
(ukε,τ )N if i ∈ Z, i > N.
(42)
Theorem 3. Consider a sequence of function vn as defined in Theorem 2. Let
u be its strong limit in L2(0, 1), then
1) ux(·, t) ∈ H1(0, 1) for a.e. t ≥ 0 and (ux)x ∈ L2((0, 1)× (0, T )) for every
T > 0;
2) for a.e. t ≥ 0 the function u satisfies the boundary conditions
ux(0, t) = ux(1, t) = 0 and ux(·, t) = 0 on S(u(·, t)).
Proof. Let φ˜n be the linear interpolation of the function φn defined in (38). Our
first claim is that φ˜n ⇀ J ′′(0)ux(x, t) in H1(0, 1).
We recall that, from Proposition 1, it holds
N∑
i=0
ε|(ukε,τ )i − (uk−1ε,τ )i|2 ≤ 2τ [Fε(uk−1ε,τ )− Fε(ukε,τ )],
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so that, fixing T > 0 and denoting Nτ = bT/τc, we have
Nτ∑
k=1
Nε∑
i=0
τε|(ukε,τ )i − (uk−1ε,τ )i|2 ≤ 2τ2Fε(u0ε) ≤ 2τ2M.
Using the optimality conditions in Proposition 2 and the extension (42), we get
Nτ∑
k=1
τ
∑
i∈Z
ετ2
[1
ε
(
f ′ε
( (ukε,τ )i+1 − (ukε,τ )i
ε
)− f ′ε( (ukε,τ )i − (ukε,τ )i−1ε ))]2 ≤ 2τ2M .
Taking the extension by linear interpolation φ˜n on Iε into account, we rewrite
the previous estimate as
Nτ∑
k=1
τ
∫
R
[(φ˜n)x(x, kτ)]
2 dx ≤ 2M,
so that for δ > 0 and τ < δ we obtain∫ T
δ
dt
∫
R
[(φ˜n)x(x, kτ)]
2 dx ≤ 2M
and
lim inf
n→+∞
∫ T
δ
dt
∫
R
[(φ˜n)x(x, kτ)]
2 dx ≤ 2M.
By Fatou’s Lemma∫ T
δ
(
lim inf
n→+∞
∫
R
[(φ˜n)x(x, kτ)]
2 dx
)
dt ≤ 2M ;
in particular this means that
lim inf
n→+∞
∫
R
[(φ˜n)x(x, kτ)]
2 dx <∞ for a.e. t ∈ [δ, T ]. (43)
Let t be such that the previous inequality holds and consider a subsequence
(φ˜nk)x(x, kτ) such that
lim inf
k→+∞
∫
R
[(φ˜nk)x(x, kτ)]
2 dx = lim inf
n→+∞
∫
R
[(φ˜n)x(x, kτ)]
2 dx.
Then there exists C independent of k such that∫
R
[(φ˜nk)x(x, kτ)]
2 dx ≤ C. (44)
We recall that, by Proposition 3, in L2(0, 1) we have
φn(·, t) ⇀ φ(·, t) =
{
J ′′(0)ux(·, t) in (0, 1)
0 otherwise.
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The same result also holds for φ˜nk(·, t) observing that from (44) we get∑
i∈Z:εi∈Iε
ε|φnk((i+ 1)ε, t)− φnk(iε, t)|2 ≤ ε2C.
Moreover, the L2-weak-convergence of φ˜nk , the boundedness proved in (44) and
an integration by parts argument show that, for any open interval I ⊂ [0, 1],
φ ∈ H1(I) and
(φ˜nk)x(·, t) ⇀ φx(·, t) in L2(0, 1). (45)
The above observation and convergence result prove that ux ∈ H1(0, 1) with
ux(0, t) = ux(1, t) = 0 for almost every t ≥ 0.
Now, we want to show that uxx ∈ L2((0, 1)× (0, T )): since∫ 1
0
[φx(x, t)]
2 dx ≤ lim inf
k→+∞
∫
R
[(φ˜nk)x(x, t)]
2 dx = lim inf
n→+∞
∫
R
[(φ˜n)x(x, t)]
2 dx
then for every δ > 0∫ T
δ
dt
∫ 1
0
[φx(x, t)]
2 dx ≤
∫ T
δ
(
lim inf
n→+∞
∫
R
[(φ˜n)x(x, t)]
2 dx
)
dt ≤ 2M.
To conclude we want to understand which values ux(·, t) attains on S(u).
Let t be such that (44) still holds. Observing that H1(0, 1) ⊂⊂ C([0, 1]), we
have
φ˜nk(x, t)→ 2ux(·, t) in C([0, 1]).
Now if x¯ ∈ S(u), thanks to Lemma 3 we know that there exists a sequence {xn}
converging to x and such that for every n
xn ∈ S(v˜n(·, t)) and |v˜+n (xn, t)− v˜−n (xn, t)| ≥ γ > 0.
We observe that, if xn = inε ∈ S(v˜n(·, t)), then (in − 1) ∈ Ijε (vn(·, t)), so that
we can write
|φ˜n((in − 1)ε, t)| = |φn((in − 1)ε, t)| = f ′ε
( |v˜+n (xn, t)− v˜−n (xn, t)|
ε
)
≤ f ′ε
(γ
ε
)
=
1√
ε| log ε|J
′
(√ | log ε|
ε
γ
)
.
Recalling that J ′(z) = 2z1+z2 , a simple calculation shows that
|φ˜n((in − 1)ε, t)| ≤ 2γ
ε+ γ2| log ε| → 0 if εn → 0.
Now the uniform convergence of φ˜n(·, t) to J ′′(0)ux(·, t) implies that ux(x¯, t) =
0.
We conclude this section collecting all the previous results to obtain the limit
equation satisfied by a minimizing movement of functional (4) (see the analog
result in [11]).
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Theorem 4. Let {u0ε}ε be a sequence of functions which satisfies (33) and (34)
and let vn = uεn,τn be a sequence converging to u as in Theorem 2. Then we
have
ut = 2uxx (46)
in the distributional sense in (0, 1)× (0,+∞). Moreover
u(., 0) = u0 a.e. in (0, 1)
ux(., t) = 0 on S(u(., t)) ∪ (0, 1) for a.e. t ≥ 0,
where u0 is the a.e.-limit of the sequence {u0ε}ε .
5.4 Evolution of the singular set
Let u0ε be an initial datum satisfying (33) and (34), and consider the sequence
{ukε,τ} of minimizers of functional (31). In this section we want to understand
the behaviour of the set of singular points Ijε (ukε,τ ) with respect to k.
We simplify the notation introducing
uki := (u
k
ε,τ )i, v
k
i :=
uki+1 − uki
ε
.
Using the optimality condition for 0 < i < N − 1, we observe that
vk+1i − vki =
1
ε
(
uk+1i+1 − uk+1i − uki+1 + uki
)
=
1
ε
(
uk+1i+1 − uki+1
)
− 1
ε
(
uk+1i − uki
)
=
τ
ε2
[
f ′ε
(uk+1i+2 − uk+1i+1
ε
)
+ f ′ε
(uk+1i − uk+1i−1
ε
)
− 2f ′ε
(uk+1i+1 − uk+1i
ε
)]
.
Rewriting these terms we obtain
(vk+1i − vki ) + 2
τ
ε2
f ′ε
(uk+1i+1 − uk+1i
ε
)
≤ 2 τ
ε2
max f ′ε. (47)
Observe that this estimate still holds for i = 0 or i = N − 1. In fact, in that
case we have
(vk+1i − vki ) + 2
τ
ε2
f ′ε
(uk+1i+1 − uk+1i
ε
)
≤ τ
ε2
max f ′ε .
Consider now the function
h(z) = 2
τ
ε2
f ′ε(z)
so that (47) reads
(vk+1i − vki ) + h(vk+1i ) ≤ maxh. (48)
The key point is the following lemma (see [11]).
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Lemma 4. Let h : R→ R be a Lipschitz function with Lipschitz constant L < 1.
Let {ak} be a sequence of real numbers and C ∈ R such that
ak+1 − ak + h(ak+1) ≤ h(C) for all k ≥ 0.
Then, if a0 ≤ C, it holds ak ≤ C for all k ≥ 0.
First we prove that h is a Lipschitz function with L < 1:
h(z1)− h(z2) = 2 τ
ε2
(
f ′ε(z1)− f ′ε(z2)
)
≤ 2 τ
ε2
f ′′ε (ξ)(z1 − z2) ξ ∈ (z1, z2)
so we have to require that
2
τ
ε2
max f ′′ε = 2
τ
ε2
max J ′′ = 4
τ
ε2
< 1 (49)
When this condition is satisfied, choosing C = 1/
√
ε| log ε|, we have the follow-
ing result.
Proposition 4. If (49) holds, then for every k ≥ 0
Ijε (u
k+1
ε,τ ) ⊆ Ijε (ukε,τ )
We conclude with the following observations.
Let u(·, t) be a minimizing movement for the scaled Perona-Malik functional,
then for every t ≥ 0 each jump point of u is obtained as limit of a sequence of
jump points of the extension v˜ε as defined in Theorem 2 (notice in particular
statement (3)). Hence, if we define
S :=
{
xj ∈ R : xj = lim
ε→0
xεj , x
ε
j ∈ S(v˜ε)
}
(50)
we have S(u(·, t)) ⊆ S for every t ≥ 0.
Recalling Theorem 4, we proved that a minimizing movement for func-
tional (5) satisfies the heat equation with Neumann boundary conditions on
(0, 1)\S(u0). This result is the same for the minimizing movement of Mumford-
Shah functional [8], so that the following result holds.
Corollary 1. Let u0ε be an initial datum that satisfies (33) and (34); let uε be
a minimizing movement for the scaled Perona-Malik functional Fε as defined in
(5). Then, if ε → 0 and (49) holds, uε converges in L∞((0, T );L2(0, 1)) to a
minimizing movement of the Mumford-Shah functional.
5.5 Long-time behaviour
In this section we finally remark that, while we concluded that the Perona-
Malik energies are approximated by the Mumford-Shah functional as gradient-
flow dynamics are concerned, this does not hold for long-time dynamics.
Long-time dynamics can be defined by introducing a time-scaling parameter
λ > 0, and applying a recursive minimizing scheme to the scaled energies. Fixed
an initial datum x0 we define recursively xk as a minimizer for the minimum
problem
min
{
1
λ
Fε(x) +
1
2τ
‖x− xk−1‖2
}
. (51)
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Equivalently the same minimum problem can be written as
min
{
Fε(x) +
λ
2τ
‖x− xk−1‖2
}
. (52)
so that xk can be seen as produced by a minimizing movements scheme with
time step η = τ/λ. Now, if uη is a discretization over the lattice of time-step η,
we have
uτ (t) := xbt/τc = xbt/ληc = uη
( t
λ
)
.
This shows that the introduction of the constant parameter λ is equivalent to a
scaling in time.
In order to show that for some time scaling λ the sequence Fε is not equiv-
alent to Ms we consider an initial datum u0 which is a local minimum for Ms,
so that the corresponding motion is trivial at all scales: u(t) = u0 for all t. We
then exhibit some λ such that the recursive minimization scheme above gives a
non-trivial limit evolution.
We consider additional constraints on the domain of Fε by limiting the test
function to local minimizers of Ms with prescribed boundary conditions. More
precisely,
• the initial datum u0 is a a piecewise-constant function with S(u0) =
{x0, x1} and 0 < x0 < x1 < 1;
• competing functions are non-negative piecewise-constant functions with
S(uk) ⊆ S(u0);
• boundary conditions read u(0−) = 0 and u(1+) = 1.
We may describe the minimizers uk by a direct computation using the mini-
mality conditions: if zk is the constant value of uk on the interval (x0, x1), then
zk solves the equation
(x1 − x0)zk − zk−1
τ
= − 2
λ
( zk
ε+ | log ε|z2k
+
zk − 1
ε+ | log ε|(zk − 1)2
)
.
In order to obtain a non-trivial limit as ε, τ → 0,we may choose the scaling
λ =
1
| log ε| . (53)
With such a time-scaling, in the limit we get an equation for z(t) of the form
z′ = − 2
(x1 − x0) ·
1− 2z
z(1− z) . (54)
Hence, if the initial datum has the value z0 6= 1/2 in the interval (x0, x1), the
motion is not trivial. We refer to [8] for further examples.
Remark 7 (equivalent energies for long-time motion). Note that the time-scaled
minimizing-movement scheme along the functionals Gε in Section 3.2 for λ as
in (53) gives the same limit equation (54) for the computation above, provided
that also g′(w) ∼ 2w as w → +∞. This suggests that Gε may be considered as
a finer approximation carrying on the equivalence to long-time behaviours.
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