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Abstract— In this work, we consider differential modulation in
two-way relay channels (TWRC). In single antenna systems, we
propose non-coherent schemes for both amplify-and forward (AF)
and decode-and-forward (DF) where the channel state information
is not required. These new schemes are counterparts of the tradi-
tional non-coherent detection in point to point communications.
The difficulty with differential modulation design in TWRC is
that the received signal is a mixture of the signals from both
source terminals. We derive maximum likelihood (ML) detectors
for both AF and DF. The DF protocol can be considered as
performing differential network coding at the physical layer. In
addition, we propose several suboptimal alternatives including
decision feedback and prediction based detectors. All these
strategies work well as evidenced by simulation results. We also
extend the schemes to the multiple-antenna case and provide
design criterion of differential unitary space time modulation.
I. INTRODUCTION
Two-way communications is a promising type of modern
communications, where both source terminals simultaneously
send information to each other. Two-way relay channels
(TWRC) has drawn much interest recently [1]–[4]. Both AF
and DF under one-way relay channels were extended to the
half-duplex TWRC in [1]. In [2], a new type relaying scheme,
called partial decode-and-forward was designed for TWRC,
and the space-time codes that can achieve full spatial diversity
were also proposed. In [3], [4], the relay function is optimized
to attain the minimum error probability. Besides, an estimate-
and-forward scheme is also proposed in [3], [4]. Most work
on TWRC [1]–[4] relies on perfect channel state information
(CSI), and data recovery uses coherent data detection. In
practice, accurate channel estimate may be hard to obtain. In
this case, non-coherent schemes, not relying on the instant
CSI, is a better choice [5]–[7]. However, differential strategy
in TWRC is a new and challenging problem because in
TWRC the received signal at one terminal is a mixture of
its transmitted signal and the signal from the other terminal.
If the self-signal component is known, it can be canceled and
the conventional differential scheme [5]–[7] can be applied.
However, when both channels are unknown, the mixture of
the two unknown parts destroy the phase rotation property
which prevents the use of traditional differential transmission.
In this work, we start with a single antenna system. We first
consider the AF relaying scheme and derive the probability
density function (pdf) of the received signal. Since the pdf
cannot be expressed in a simple form, we propose a suboptimal
criterion, where the pdf of the received signal conditioned on
the unknown signal from the other source terminal can then be
described by the modified bessel function giving a maximum
likelihood (ML) detector. As the ML detector may be hard to
use in practice due to the modified bessel function, we propose
a decision feedback scheme by considering three consecutive
received signals. Moreover, a prediction based detector is
proposed for AF in time varying channels. In DF, the relay
first decodes the signals from the two terminals and re-encodes
the information before broadcasting. The so called differential
physical layer network coding is proposed, which performs
network coding at the physical layer non-coherently. However,
different from conventional DF where s1 and s2 are detected
separately at the relay and si is transmitted signal from source
i, i=1,2, the proposed strategy directly detects s1+s2 and
encodes s1+s2 directly. In the end, all the proposed schemes
are extended to the multiple antennas. The design criterion
of DUSTM is also given through performance analysis. From
simulation, we find that the proposed protocols are especially
useful when the required average data rate is high.
II. SINGLE ANTENNA SYSTEMS
A. System Model
We consider a network with 3 nodes: two source termi-
nals and one relay, where the two source terminals want to
exchange information with the help of the relay. We assume
a half duplex system. The system is operated in time slots.
Each time slot is partitioned into two equal parts. The first
part is used for uplink transmission from the sources to the
relay and the second part is used for downlink transmission
from the relay to the two terminals. We consider a special
protocol where the two terminals are active simultaneously in
the first part, which corresponds to the 2 time slot protocol in
[2]. 4 time slot and 3 time slot protocols are also proposed
in [2]. In 4 time slot protocols, each time slot is partitioned
into 4 parts. Only one node is active in any part, which
actually reduces to the conventional one way communication.
Therefore, conventional differential modulations apply to 4
time slot protocols directly. Here, we mainly focus on the
2 time slot protocol, not only because it typically has a
high spectral efficiency [2], but also because novel differential
modulation strategies can be derived.
Source terminal i wants to transmit si[n]∈Q in time slot
n, where Q is the constellation set. We assume that M -PSK
is used, i.e., Q={ejθ|θ= 2πM l,l=0,1,...,M−1}. Suppose that
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the transmitted signals by the source i and the relay at time
slot n are xi[n], i=1,2 and xr[n], respectively. If conventional
differential modulation is used, we have xi[n]=xi[n−1]si[n].
The received signal at the relay is
yr[n]=h1x1[n]+h2x2[n]+wr[n], (1)
and the receive signal at terminal i is
yi[n]=hixr[n]+wi[n], (2)
where hi is the channel gain between source i and the relay
i=1,2, wr[n] and wi[n] are additive white Gaussian noise
(AWGN) at the relay and the source i with zero mean and
variances σ2r and σ2s , respectively. We have assumed reciprocal
channel for notation simplicity. Otherwise mentioned, we
assume that hi remains static at least over two time slots.
By differential modulation, we do not assume the knowl-
edge of h1 and h2 at any node. However, we assume that the
statistics of hi is known, which is CN (0,1).
B. Amplify-and-Forward
By AF, we choose xr[n]=βyr[n] where β>0 is a constant
to keep the power constraint at the relay. We focus on source 1
as source 2 can be discussed similarly. At source 1, we obtain
y1[n]=βh1h2x2[n]+βh
2
1x1[n]+z1[n], (3)
where z1[n] is AWGN with zero mean and variance σ2z=
β2|h1|2σ2r+σ2s . When h21 is known at source 1, we can subtract
the contribution of x1[n] as source 1 knows the signal it has
sent. In this case, conventional differential modulation follows
naturally as after cancelling x1[n] (3) actually becomes one
way communication. The problem becomes complicated when
h21 is unknown at source 1 since it cannot cancel βh21x1[n]
without knowing h21. Due to the mixture of the two signals,
the conventional differential detection cannot be used.
1) Optimal ML Detector: The optimal ML detector should
be derived from the pdf of y1 conditioned on x1,x2,
where y1=[y1[n],y1[n−1]]T and xi=[xi[n−1],xi[n]]T , i=
1,2. Clearly, y1 is complex Gaussian given h1 and x1,x2
with pdf p(y1|h1,x1,x2). We can obtain p(y1|x1,x2) by
averaging p(y1|h1,x1,x2) over h1. The optimal ML detector is
obtained by maximizing p(y1|x1,x2). However, closed-form
p(y1|x1,x2) is hard to obtain. Details can be found in [8].
2) Suboptimal ML Detector: In the suboptimal detector, we
first cancel the contribution of x1[n] in y1[n]. We can subtract
the contribution of x1[n] in y1[n] via
u1[n]=y1[n]−y1[n−1]s1[n]
=βh1h2x2[n−1](s2[n]−s1[n])+z1[n]−s1[n]z1[n−1]. (4)
Given h1 and s2[n]−s1[n], u1[n] is complex Gaussian with
pdf p(u1[n]|h1,s2[n],s1[n]). To obtain the pdf of u1[n]
conditional only on s2[n]−s1[n], we need to integrate
p(u1[n]|h1,s2[n],s1[n]) over the pdf of h1, i.e., [8]
p(u1[n]|s2[n],s1[n])=
∫
p(u1[n]|h1,s2[n],s1[n])p(h1)dh1
=
1
πβ2(|s2[n]−s1[n]|2+2σ2r) exp
(
2σ2s
β2(|s2[n]−s1[n]|2+2σ2r)
)
×K0
(
2
√
|u1[n]|2
β2(|s2[n]−s1[n]|2+2σ2r)
)
,
(5)
where K0(·) is the modified bessel function of the second kind
of zero order. Therefore, the suboptimal ML detector is
sˆ2[n]=argmax
s2[n]
p(u1[n]|s2[n],s1[n]). (6)
The suboptimal detector requires that ∀s1[n]∈Q |s2[n]−
s1[n]|2 =|s′2[n]−s1[n]|2, ∀s2[n],s′2[n]∈Q and s2[n] =s′2[n].
Clearly, BPSK satisfies this condition. For general M -PSK,
we could rotate the constellation to satisfy this condition. By
deriving the joint pdf of u1[n],...,u1[n−K], we can obtain a
multiple symbol detector.
3) Decision Feedback Detector: By assuming perfect de-
tection in previous time slots, we get
d[n]=x2[n−2](s2[n−1]−s1[n−1])u1[n]
−x2[n−1](s2[n]−s1[n])u1[n−1]
=x2[n−2](s2[n−1]−s1[n−1])(z1[n]−s1[n]z1[n−1])
−x2[n−1](s2[n]−s1[n])(z1[n−1]−s1[n−1]z1[n−2]).
(7)
We can thus obtain the pdf of d[n] as
p(d[n]|s1[n−1],s1[n],s2[n−1],s2[n])= 1
πσˆ2
e
− |d[n]|
2
σˆ2 , (8)
where
σˆ2=
(|s2[n−1]−s1[n−1]|2+|s2[n]−s1[n]|2)σ2z
+|s2[n]s2[n−1]−s1[n]s1[n−1]|2σ2z .
(9)
The decision feedback detector is obtained by maximizing
(8). As σ2z depends on |h1|2, one way to remove such
dependence is to integrate (8) over h1. Another way is simply
replacing |h1|2 with E{|h1|2}=1. Note that s2[n] also appears
in σˆ2. To reduce the complexity, a suboptimal detector is
to minimize |d[n]|2 only. This detector requires that s2[n]−
s1[n] =0, ∀s2[n],s1[n]∈Q. Hence, the two source terminals
should transmit with different constellations. For example, we
could choose Q1={−1,1} and Q2={−j,j} for the two source
terminals. When M -PSK is used, the constellation for one
terminal is a rotation of that for the other one.
4) Prediction Based Detector: When channel gains h1 and
h2 varies over time, the contribution of x1[n] cannot be
completely cancelled out by using (4) directly. Also, it is hard
to compute p(y1|x1,x2) in time varying channels. Motivated
by the prediction based decision feedback differential detection
in [5] for the point to point case, we propose a prediction
based differential detector for TWRC. Instead of subtracting
y1[n−1]s1[n] from y1[n], we consider cancelling the effect of
x1[n] by using K previously received symbols, i.e.,
u1[n]=y1[n]−
K∑
k=1
pn,ky1[n−k]
k−1∏
i=0
s1[n−i]. (10)
We should choose pn,k to minimize the expected noise vari-
ance and estimation error we=u1[n]−βh1h2x2[n]. Hence,
pn,k can be determined from the Yule-Walker equations
pn=
(
Cˇh1+
(
σ2r+
σ2s
β2
)
IK
)−1
b, (11)
where Cˇh1=[E{h21[n−i](h21[n−j])∗}] and b=
[E{h21[n](h21[n−1])∗}, ···,E{h21[n](h21[n−K])∗}]T . With
this pn, we can write u1[n] in (10) as
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u1[n]=βh1[n]h2[n]x2[n]
−β
K∑
k=1
pn,kh1[n−k]h2[n−k]x2[n−k]
k−1∏
i=0
s1[n−i]+we.(12)
The joint distribution of h1[n]h2[n],...,h1[n−K]h2[n−K] is
unknown. We approximate u1[n] as a complex Gaussian
random variable with zero mean and variance
σ2u1(s2[n],...,s2[n−K])=β2sˇHCˇhsˇ+β2(2+σ2r)+σ2s
−bH
(
Cˇh1+
(
σ2r+
σ2s
β2
)
IK
)−1
b,
(13)
where s=[1,s1[n]s∗2[n],...,
∏K−1
i=0 s1[n−i]s∗2[n−i]]T and Cˇh=
[E{h1[n−i]h∗1[n−j]}E{h2[n−i]h∗2[n−j]}]. By using deci-
sion feedback, we assume that s2[n−1]...,s2[n−K] have been
detected correctly, which are denoted as sˆ2[n−1]...,sˆ2[n−
K]. The detector for s2[n] can be obtained by maximizing
p(u1[n]|s2[n],sˆ2[n−1],...,sˆ2[n−K]). The prediction based
detector can also be extended to multiple symbol detection.
C. Decode-and-Forward
1) Single Symbol Detector: In DF, the relay first decodes
its received signal. From (1), we can write the received signals
at the relay in the n-th and n−1-th time slots as
yr=h1X11+h2X21+wr, (14)
where yr=[yr[n−1],yr[n]]T , Xi=diag{xi[n−1],xi[n]}, i=
1,2, 1=[1,1]T and wr=[wr[n−1],wr[n]]T . Therefore, y1 is
complex Gaussian given x1,x2, i.e.,
p(yr|x1,x2)= 1
(2π)2det(C)
exp
(
−yHr C−1yr
)
, (15)
where
C=
[
2 s∗1[n]+s
∗
2[n]
s1[n]+s2[n] 2
]
+σ2rI2. (16)
Let s[n]=s1[n]+s2[n]. We can write (15) as
p(yr|s[n])= 1
(2π)2((2+σ2r)2−|s[n]|2) exp
(
− (1+σ
2
r)|yr[n]|2
(2+σ2r)2−|s[n]|2
− (2+σ
2
r−|s[n]2|)|yr[n−1]|2+|yr[n]−yr[n−1]s[n]|2
(2+σ2r)2−|s[n]|2
)
.
(17)
As several s1[n] and s2[n] pairs may give the same s1[n]+
s2[n], we should use the maximum a posteriori (MAP) detector
by maximizing p(s[n]|yr)= p(yr|s[n])p(s[n])p(yr) . As p(yr) is a
common factor, the MAP detector for s[n] is
sˆ[n]= argmax
s[n]=s1[n]+s2[n],s1[n],s2[n]∈Q
p(yr|s[n])p(s[n]). (18)
After obtaining sˆ[n]=sˆ1[n]+sˆ2[n] from (18), the relay does
not transmit a scaled version of sˆ[n] as in conventional DF
because we should also use differential modulation in the
downlink channel from the relay to the two source terminals.
We use the idea of network coding. Recall that in the basic
network coding, source terminal i transmits bi∈{0,1}. The
relay decodes b1 and b2 and broadcasts br=(b1+b2) mod2.
As source i already knows bi, it can decode the signal from
the other terminal by (br−bi) mod2. In conventional network
coding, the relay decodes b1 and b2 separately at the physical
layer and network coding is applied at the networking layer.
To use network coding at the physical layer, we first solve
sˆ[n]=sˆ1[n]+sˆ2[n] from (18) by exhausting s1[n]=ej 2πM l1 and
s2[n]=ej
2π
M l2 , li∈{0,1,...,M−1} and i=1,2. A mapping M
is then used to map sˆ[n] to sr[n]=M(sˆ[n]). By differential
modulation, the relay then broadcasts xr[n]=xr[n−1]sr[n].
As source terminal i knows si[n], it can decode signals
from the other terminal if it receives s1[n]+s2[n]. There-
fore, the mapping should satisfy the condition M(s1[n]+
s2[n]) =M(s1[n]+s′2[n]) and M(s1[n]+s2[n]) =M(s′1[n]+
s2[n]), ∀s1[n] =s′1[n],s2[n] =s′2[n]. To find the mapping M,
we need the following lemma proved in [8].
Lemma 1: For any p1,p2,q1,q2∈{0,1,...,M−1}, ej 2πM p1+
ej
2π
M p2=ej
2π
M q1+ej
2π
M q2 if (p1−p2) modM=M2 and (q1−
q2) modM=M2 or p1 modM=q1 modM and p2 modM=q2
modM or p1 modM=q2 modM and p1 modM=q2 modM .
To find the mapping, we construct a graph G as in [3],
where each node corresponds to s1[n]+s2[n] and there is
an edge between s1[n]+s2[n] and s1[n]+s′2[n] and an edge
between s1[n]+s2[n] and s′1[n]+s2[n], ∀s1[n] =s′1[n],s2[n] =
s′2[n]. Then, the mapping M corresponds to a coloring of
graph G. We assume that M colors are used. When M is
odd, there do not exist l1 and l2 such that (l1−l2) modM=
M
2 . From Lemma 1, each node in G only corresponds to
s1[n]+s2[n] and s2[n]+s1[n]. Therefore, the degree of each
node is 2M−1 and each node lies exactly in two cliques,
where each clique contains M nodes. We show that the graph
can be colored greedily using M colors. We first pick an
arbitrary node and assign a color to this node. Then, the
remaining M−1 colors are assigned to M−1 nodes in the
two cliques, respectively. Note that all the nodes in the first
clique corresponds to s1[n]+s′2[n] while they corresponds to
s′1[n]+s2[n] in the second clique. Therefore, there is not edge
between nodes in the first clique and nodes in the second clique
as s1[n] =s′1[n],s2[n] =s′2[n]. The greedy coloring does not
void the coloring condition. We then apply the same process to
each node. It is easy to see that we can obtain a valid coloring
with M colors in the end. When M is even, all s1[n] and s2[n]
such that (l1−l2) modM=M2 corresponds to the same node,
i.e., s1[n]+s2[n]. We color this node using a color out of the
M colors and remove this node from G, which gives a graph
G′. In G′, each node belongs to two cliques of size M−1. By
following the same greedy coloring algorithm as when M is
odd, G′ can be colored using M−1 colors. Finally, M colors
are sufficiently to color G. Therefore, we can obtain a valid
mapping M for any M . For example, when Q={−1,1},
M(sˆ[n])=
{
1, if sˆ[n]=0,
−1, otherwise, (19)
Different from conventional network coding at the network-
ing layer operating on finite field. Here, we define a physical
layer differential network coding by a mapping M. But M
is operated on real signals rather than on finite filed. In fact,
the mapping M defines a group with an equivalent additive
operation on the indices as
lr=l1⊕l2. (20)
The signal transmitted by the relay is thus sr[n]=ej
2π
M lr
. The
operation (20) is called differential network coding at the
physical layer.
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In the downlink, the received signal at source 1 is
y1[n]=h1xr[n]+w1[n]=y1[n−1]sr[n]+z1[n], (21)
where z1[n]=w1[n]−w1[n−1]sˆ1[n]sˆ∗2[n] is complex Gaussian
with zero mean and variance 2σ2s . Let Pe({s1[n],s2[n]}→
{s˜1[n],s˜2[n]}) be the pairwise error probability (PEP) that
s1[n]=ej
2π
M l1 and s2[n]=ej
2π
M l2 are transmitted but s˜1[n]=
ej
2π
M l˜1 and s˜2[n]=ej
2π
M l˜2 are decoded by the relay and l1⊕l2 =
l˜1⊕lˆ2. The probability that y1[n] and y1[n−1] are received
conditioned on s1[n] and s2[n] is thus
Pr(y1[n],y1[n−1]|s1[n],s2[n])
=
∑
s˜1[n],s˜2[n]
Pe({s1[n],s2[n]}→{s˜1[n],s˜2[n]})Pr(y1[n]|y1[n−1],s˜r[n]),
(22)
where s˜r[n]=ej
2π
M l˜1⊕lˆ2
. By using the ML detector (17) at the
relay, the PEP can be found in [8].
The ML detector for s2[n] can thus be obtained by maxi-
mizing Pr(y1[n],y1[n−1]|s1[n],s2[n]) given s1[n]. It may be
complicated to implement the true ML detector directly. In
high signal-to-noise ratio (SNR), (22) is dominated by the term
corresponding to that s1[n]+s2[n] is decoded correctly. The
suboptimal ML detector for sr[n] can be obtained as [7]
sˆr[n]=argmin
sr [n]∈Q
|y1[n]−y1[n−1]sr[n]|2 . (23)
Let sˆr[n]=ej
2π
M lˆr
. We can then decode l2 to be lˆ2=lrl1,
where  follows naturally from (20). The ML detector at
source 2 can be obtained similarly.
2) Multiple Symbol Detector: Channel gains are now as-
sumed to vary over time. We consider joint detection of K
symbols. Let yr=[yr[n],...,yr[n−K]]T , hi=[hi[n],...,hi[n−
K]]T , xi=[xi[n],...,xi[n−K]]T , Xi=diag{xi}, i=1,2, and
wr=[wr[n],...,wr[n−K]]T . We then have
yr=X1h1+X2h2+wr. (24)
it is easy to see that yr is a Gaussian vector with pdf
p(yr|x1,x2)= 1
(2π)K+1detC
exp
(
−yHr C−1yr
)
, (25)
where C=X1Ch1XH1 +X2Ch2XH2 +σ2sIK+1
=X1
(
Ch1+X
H
1 X2Ch2X
H
2 X1+σ
2
sIK+1
)
XH1 ,
(26)
Ch1=E{h1hH1 } and Ch2=E{h2hH2 }. Let x3=[x1[n]x∗2[n],
...,x1[n−K]x∗2[n−K]]T andX3=XH2X1. We can write (25)
p(yr|x1,x3)= 1
(2π)K+1det(Ch1+XH3 Ch2X3+σ
2
sIK+1)
×exp
(
−xT1YHr
(
Ch1+X
H
3 Ch2X3+σ
2
sIK+1
)−1
Yrx
∗
1
)
,
(27)
where Yr=diag{yr}. By maximizing (27), we obtain the ML
detector for x1 and x3. One remarkable property of (27) is
that the detection for x1 and x3 is separable. For a given x3,
we can solve x1 by
xˆ1= argmin
x1∈QK+1
xT1Y
H
r
(
Ch1+X
H
3 Ch2X3+σ
2
sIK+1
)−1
Yrx
∗
1. (28)
Note that (28) lies in the so-called integer least squares
programming and can be solved efficiently using the sphere
decoder (SD) for M -PSK [9] and semidefinite program-
ming (SDP) for M -PSK [10]. Even though SD or SDP
can be used to solve (28) efficiently, we need to solve
(28) for every possible x3, which may be infeasible when
K is large. To save complexity, we decouple the detection
of x1 and x3. We first solve a relaxed problem of (28)
by replacing the finite constellation constraint with xH1 x1=
K+1, whose minimum value can be easily obtained by
Rayleigh quotient theory as (K+1)λmin(A), where A=
YHr
(
Ch1+XH3 Ch2X3+σ
2
sIK+1
)−1
Yr and λmin(A) is the
minimum eigenvalue of A. Then x3 can be obtained by
xˆ3= argmin
x3∈QK+1
exp(−(K+1)λmin(A))
(2π)K+1det(Ch1+XH3 Ch2X3+σ
2
sIK+1)
. (29)
After solving (29), we substitute xˆ3 into (28) to obtain xˆ1.
The transmitted signal is thus sr=M((IK+1+diag{xˆ3})xˆ1),
where M is defined in (19).
By assuming that si[n],...,si[n−K], i−1,2, are decoded
correctly at the relay for simplicity without considering (22),
the multiple symbol differential detection for sr at the source
terminals can be obtained as in [5], [7]. Finally, source 1
recovers the signal from the other terminal via lˆ2=lrl1.
Remarks:
• We have assume that the channel gains have the identical
distribution. Both proposed AF and DF strategies can be
readily extended to the case when the channel gains have
different variances. In particular, in DF, the relay can still
use a mapping M(sˆ1[n],sˆ2[n]) with slight modification
of the mapping (19) by using the same way as in [3].
• Traditional network coding [11] is performed on finite
field. In this paper, network coding extends naturally from
operating on finite field in networking layer to operating
on finite group in physical layer in DF protocols. Hence,
the DF differential protocols can be considered to be
differential network coding on physical layer.
III. MULTIPLE ANTENNA SYSTEMS
In this section, we briefly discuss DUSTM when each node
has multiple antennas. We assume that both sources have N
antennas and the relay has M antennas. The input-output
relationship at the relay at time slot n can be written as
Yr[n]=X1[n]H1[n]+X2[n]H2[n]+Wr[n], (30)
whereXi[n] is the transmitted T×N matrix by source i during
time slot n, Yr[n] is the received T×M matrix at the relay,
Hi[n] is the N×M channel matrix between source i and the
relay, and Wr[n] is the T×N noise matrix, i=1,2. Similarly,
the received signal at source i at time slot n is
Yi[n]=Xr[n]H
T
i [n]+Wi[n]. (31)
The definition of these matrices are similar to those in (30). By
using AF, the relay simply transmits Xr[n]=βYr[n], where
β is a scalar to keep the average power constraint at the relay.
All the strategies in Section II-B can be extended. By DF,
the relay tries to decode its received signal. The strategies are
similar to those in Section II-C. Note that in both AF and DF
the ML detector can be solved by using variants of BID [7].
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By maximizing the worst case pairwise error probability,
the modulation design criterion for two-way DUSTM is to
maximize the modified diversity product [8]
ξ= min
0≤l1<l′1≤L−1,
0≤l2<l′2≤L−1,
l1⊕l2 =l′1⊕l′2
2N∏
i=1
μ
− 12
i (1+μi)
M , (32)
where μi is the singular value of⎡
⎣(4IN−SHS′)
(
4IN−(S′)HS′
)−1
2(S−S′)H
(
4IN−S′(S′)H
)−1
2(S−S′)
(
4IN−(S′)HS′
)−1 (
4IN−S(S′)H
)(
4IN−S′(S′)H
)−1
⎤
⎦,
(33)
and S[n]=Sl1+Sl2 , S′[n]=Sl′1+Sl′2 . One simple choice of
constellation is that the constellation of one source terminal is
a phase rotation of that of the other one.
IV. SIMULATION RESULTS
In this section, we compare the performance of the proposed
differential decoding strategies with those by partitioning each
time slot into 4 parts and using conventional differential
decoding, where the former is denoted as 2-AF (DF) and the
latter is denoted as 4-AF (DF). The transmission power of
each node is fixed to be 1. In addition, we choose σ2r=σ2s .
The SNR is defined as 1/σ2r . In the following, symbol error
rate (SER) is used to compare different strategies. We only
consider single antenna systems. More simulation results such
as those for multiple antenna systems can be found in [8].
Fig. 1 compares SER of 2-AF strategies with 4-AF. The de-
tector (6) is denoted as “Suboptimal ML”. Decision feedback
using (9) and using |d[n]|2 only with perfectly decoded previ-
ous symbols are denoted as “Genie Decision Feedback” and
“Genie Suboptimal Decision Feedback”, respectively, while
decision feedback using |d[n]|2 only and decoded previous
symbols is denoted as “Non-Genie Decision Feedback”. In
suboptimal ML, BPSK is used at both terminals, while {−1,1}
and {−j,j} are used at each terminal in decision feedback
detectors. We also include 2-AF with perfect h2i such that
the self interference signal can be cancelled and conventional
differential decoding can be used. As 4-AF consumes 2 times
more time than 2-AF, we compare 2-AF with 4-AF using
QPSK, where both strategies have the same average trans-
mission rate. Suboptimal ML performs worse than decision
feedback detectors because 2 received signals are used in
suboptimal ML while 3 received signals are used in decision
feedback detectors. We also find that the decision feedback
detectors perform close to 2-AF with perfect h2i even though
h2i is unknown in the former case. With genie, we observe that
compared with decision feedback using (9) the performance
degradation by using |d[n]|2 only is small, which suggests
that using |d[n]|2 only is a good choice in practice due to
its simplicity. Without genie, there is an additional 1-dB loss
at SER=10−2 by using |d[n]|2. At SER=10−2, non-genie
decision feedback has a 0.5-dB gain over 4-AF, which shows
the advantage of 2-AF protocols.
V. CONCLUSION
In this paper, we have considered non-coherent transmission
in TWRC. Differential AF and DF strategies were proposed for
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Fig. 1. Average symbol error rate comparison between different 2-AF
strategies using BPSK and 4-AF protocol using QPSK.
both single antenna and multiple antenna systems. These new
schemes are the counterpart of the traditional non-coherent
detection or the differential detection in point to point com-
munications. We derived ML detectors for both AF and DF
protocols. The DF protocol could be considered as performing
differential network coding at the physical layer. To reduce the
complexity of the ML detector, decision feedback detectors
and prediction based detectors were proposed. Moreover, the
protocols were extended to the multiple-antenna case, where
DUSTM design criterion is provided.
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