We supply a combinatorial description of any minor of the adjacency matrix of a graph. This description is then used to give a formula for the determinant and inverse of the adjacency matrix, A(G), of a  graph G, whenever A(G) is invertible, where G is formed by replacing the edges of a tree by path bundles.
Introduction
Let G = (V , E) denote a connected simple graph. Unless speci ed otherwise, we shall take V = [n] = { , . . . , n} as the vertex set. An edge between two vertices u and v is denoted by [u, v] . We write u ∼ v to mean that [u, v] is an edge. The adjacency matrix A(G) = [auv] of the graph G, is an n × n matrix with auv = , if u ∼ v and auv = , otherwise. Note that auu = , for all u ∈ V, as the graph is simple.
A subgraph H of G is called an elementary subgraph if each component of H is either an edge (K ) or a cycle of length at least . Let c(H) and c (H) denote the number of components of H that are cycles and edges, respectively. Then a rephrasing of a result of Harary [5] gives the following statement. For a proof, see either Harary [5] or Bapat [1] .
Theorem 1. Let A be the adjacency matrix of a graph G with vertex set [n]. Then det(A) = H (− ) n−c(H)−c (H) c(H) , where the summation runs over all spanning elementary subgraphs H of G.
For a tree, the description of the minors of the adjacency matrix has already been supplied by Kim and Shader in [6, Theorem 6] . In this article, we supply the description of the minors of the adjacency matrix for any graph. To start with, let us x a graph G on n vertices and a positive integer k, with ≤ k ≤ n/ . Now, let R = {r , . . . , r k } and C = {c , . . . , c k } be two disjoint subsets of [n], where we assume that their elements are written in increasing order, that is, r < r · · · < r k and c < c · · · < c k . Also, let S k denote the symmetric group on [k] . Then, for each σ ∈ S k , by an R-Cσ-linear subgraph, we mean a spanning subgraph of G consisting of k vertex disjoint paths P i from r i to c σ(i) , where apart from these paths, the spanning subgraph consists of elementary subgraphs of G \ {P , . . . , P k }. Let us denote the collection of all R-Cσ linear subgraphs by Lσ.
Let L ∈ Lσ. Let P i be the r i -c σ(i) -path, for i = , . . . , k. Assume that there are r ≥ components of L which are edges (not considering the paths) and there are t ≥ components C , . . . , C t which are cycles of length at least . Using this information, let us de ne,
where for any subgraph H of G, H denotes the number of edges in H.
To state and prove our main result, recall that for any two subsets R and S of [n] and any n × n matrix A, the notation A(R|S) represents a submatrix of A, obtained by deleting the rows in R and the columns in S. Then, with the de nitions and notations as above, we have the following generalization of Theorem 1. 
Note that the digraph
− →
H corresponding to the matrix B is obtained from
G by deleting all the outgoing edges from r i 's and all the incoming edges to c i 's and then adding a directed edge from r i to c i , for each i = , . . . , k.
Hence, by the coe cient theorem for digraphs [4, Theorem 1.2], we have 
Let us now observe the properties of a directed linear subgraph
L in H that appears in the above summation. To start with, observe that any cycle in H that contains the vertex r i must also contain the vertex c i , since there is exactly one directed edge from r i to c i in H. This observation leads to the following observations as well. 
Also, note that − → C corresponds to the vertex disjoint paths P , P , . . . Ps in G. Since each r i is in some directed cycle, we see that the cycles in 
Conversely, let L be a R-Cσ-linear subgraph of G and suppose that L consists of the k vertex disjoint paths P , . . . , P k , r ≥ components that are edges (apart from the paths), and t ≥ components C , . . . , C t that are cycles of length at least . Then, this L will correspond to exactly t linear directed subgraphs
L t of H (corresponding to two orientation for each cycle C i ) in which the common components are 1. the cycles of length corresponding to exactly r many K 's, and 2. a set of directed cycles that are uniquely determined by the vertex disjoint paths P i 's. Therefore, the contribution to det B from all these − → L i 's can be combined together and rewritten in terms of the linear subgraph L of G by
and thus, we obtain det(B) =
Remark 3.
1. It can be observed that the results can be easily generalized for weighted simple graphs by de ning ϵ(L) in Equation (1) appropriately. 2. Let R and C be any two subsets of [n] of size k and let R ∩ C be non-empty. Then the proof of Theorem 2 can be modi ed as follows:
(a) consider the subgraphG of G that is obtained after deleting the vertices in R ∩ C and (b) use the graphG to nd vertex disjoint paths P , . . . , Ps, where s is the cardinality of the set R \ (R ∩ C).
Hence, the condition in Theorem 2 that the sets R and C are disjoint can be relaxed. With this observation, Theorem 2 is similar to 'all minors matrix tree theorem' of Chaiken [3] .
Trees with path bundles as edges
Let T be a tree on vertices , . . . , n and P = [ , , . . . , k] be a path. By T k,t , we denote the graph obtained by replacing each edge of T by a path bundle of length k + which has t paths (see Figure 2) . Then, using Theorem 1, we have the following result. Proof. We prove the result by induction on the length of the tree T. So, consider the graph K , a tree on vertices. Then the graph T k,t corresponds to a path bundle, say P k,t , with k = m, an even positive integer (see Figure 3) .
Fig. 3. P k,
Note that the graph P k,t can be decomposed into elementary linear subgraphs as follows:
1. If the decomposition has a cycle then there are t(t− ) ways of choosing the cycle C k+ . In this case, the number of elementary linear subgraphs that are K 's are (t − )m. 2. If the decomposition has no cycle then each elementary linear subgraph consist only of K 's. In this case, there are t possible ways of choosing the complete path P k+ to get a set of K 's that contains the vertices and . The number of K 's corresponding to P k+ equals m + . The remaining portion of P k,t consists of t − disjoint paths on k vertices and thus the number of K 's corresponding to the disjoint paths equals (t − )m. Hence, in this case, the total number of K 's is tm + .
Thus, using Theorem 1 and the condition that k is even, one has
Hence we see that the statement is valid for n = . Now, consider a non-singular tree T on n vertices with n ≥ . Since T has a perfect matching, let us choose and x a non-matching edge e. Then the graph T − e, decomposes into two trees, say T ′ and T ′′ on n and n vertices, respectively. Also, note that both the trees have perfect matchings and n + n = n. Furthermore, any linear spanning subgraph of T k,t consists of a linear spanning subgraph of T ′ k,t , a linear spanning subgraph of T ′′ k,t , and kt many K 's. Hence, we can apply the induction hypothesis to get,
Hence, by the principle of mathematical induction, we have the required result.
To proceed further, let us assume that the vertices of the tree T are already labeled. We use this information to label the vertices of T k,t in the following way: For a vertex i of T, the corresponding vertex of T k,t will also be labeled i. Figure 4 .
Fig. 4. Labeling of a path bundle of T k,t
We use the above labeling and Lemma 4 to give a necessary and su cient condition for the graph T k,t to be non-singular.
Theorem 5. The graph T k,t is non-singular if and only if k is even and T has a perfect matching.
Proof. If k is even and T has a perfect matching then using Lemma 4, we see that det(T k,t ) ≠ . Hence, T k,t is non-singular. Now, suppose that T k,t is non-singular. Since each cycle is even, T k,t is bipartite. Thus T k,t has a perfect matching, say M. For each vertex i of T, look at the vertex i of T k,t . It is matched to a vertex in a path bundle. The edge of T corresponding to that path bundle gives us an edge of a perfect matching of T. Thus T is nonsingular.
Suppose that k is odd and without loss of generality, let be a pendant vertex of T. Then, we inductively de ne a vector x as follows:
1. x( ) = . 2. Let [i, j, k] be a path of length . Then depending on whether x(i) = or − , de ne x(j) = and x(k) = −x(i).
Since k is odd, it can be veri ed that x is well de ned and indeed x is an eigenvector of T k,t corresponding to the eigenvalue . Hence, k cannot be odd.
Thus, the proof of the theorem is complete.
Remark 6. The above result can be generalized as follows: Let T be a tree with vertex set [n] and let P = [ , , . . . , k] be a path. Also let t , . . . , t n− be positive integers and consider the vector tn = [t , t , . . . , t n− ]. By T k,tn , we denote the graph obtained by replacing the edge e i of T by a path bundle of length k + which has t i paths. Then the following results hold.
1. T k,tn is non-singular if and only if k is even and T has a perfect matching. 2. Let T k,tn be non-singular with the tree T having its matching edges as e , e , . . . , e n− and the remaining as its non-matching edges. Then det T k,tn = (t t . . . t n− ) (− )
In the remaining part of this manuscript, we will use Theorem 2 to obtain the inverse of the adjacency matrix of the graph T k,t , whenever T k,t is non-singular. To do so, we start with the following de nition.
A path bundle of T k,t is called a matching (non-matching) path bundle if the corresponding edge in T is a matching (non-matching) edge.
Let T be a non-singular tree with a perfect matching M and let k be an even non-negative integer. For any two vertices r and s of T k,t , consider a linear subgraph L ∈ Lrs, the class of all r-s-linear subgraphs (recall that these are spanning subgraphs by our de nition). Let Prs be the path from r to s in L. Then observe that the condition that all the cycles in L are even implies that the paths Prs for di erent choices of L ∈ Lrs are either all even or all odd. With this observation, we state and proof our next result which gives us a way to compute the minors of the adjacency matrix that are non-zero.
Lemma 7. Let T be a non-singular tree with a perfect matching M and let k be an even non-negative integer. Let r and s be any two vertices of T k,t . If P is an r-s path containing exactly one vertex of a matching path bundle then there is no r-s-linear subgraphs of T k,t with Prs = P.
Proof. Since P contains exactly one vertex, say u, of a matching path bundle, it must be a vertex of T. Let [u, v] be the corresponding matching edge of T. Then the component of T k,t at u that contains v has an odd number of vertices. Hence, there is no r-s-linear subgraphs of T k,t .
In view of Lemma 7, we only need to consider those r-s-linear subgraphs in which the following condition holds: whenever Prs contains a vertex from a matching path bundle, it must also contain an edge of that path bundle.
Before coming to the main result of this section, we de ne the notion of a related/ unrelated and interior path bundle and make a few observations. Fix a path P of T k,t . Then 1. a path bundle Q is said to be related to P if both P and Q have at least one edge in common. 2. a path bundle Q is said to be an interior path bundle if both the end vertices of Q are interior vertices of P.
Then, using the ideas involved in the rst part of the proof of Lemma 4, one obtains the following observations (see Figure 5 for a better understanding of the idea). Proof. Since it is a matching path bundle, the end vertices of the path bundle need to appear in each matching. Thus, the proof is exactly the same as in the proof of Lemma 4 (see the case n = ). Proof. Since T k,t is non-singular, by Theorem 5, the integer k is even. Let us now look at the proof of di erent parts.
In the computation of det
Proof of Part : Let r and s be in two distinct matching path bundles and let P(r, s) be the corresponding path. Since, we are looking at matching-non-matching-matching-alternating path, m is even. Therefore, in this case, there are m+ related matching bundles and m related non-matching bundles. Also, there are t choices for an r-s-path in each such bundle and each of these paths contribute (− ) (t+ )k + to det(A(r|s)).
Hence, the total contribution from interior path bundles is t(− ) (t+ )k + . Now, note that both the distances d(r, r ) and d(s , s) in T k,t must be odd, or else, we cannot have a linear subgraph L having the vertices r and s appearing in the matching bundle. Consider the path bundle that contains r. An r-r -path has length l + or (k − l ) + , for some non-negative integer l . So, its contribution towards det A(r|s) is (− ) tk +l + = (− ) tk +k−l + , as k is even. As there are t many r-r -paths in that bundle, the contribution of the bundle to det A(r|s) is t(− ) tk +l + . Or equivalently, the contribution is
t(− )
tk+d(r,r )+
. Similarly, the contribution from the path bundle that contains s is t(− ) tk+d(s,s )+ .
