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P. C. Maurer, G. Kucsko, C. Latta, L. Jiang, N. Y. Yao, S. D. Bennett, F. Pastawski,
D. Hunger, N. Chisholm, M. Markham, D. J. Twitchen, J. I. Cirac, and M. D. Lukin
I. MATERIALS AND METHODS
Sample
The sample used in this work is an unpolished ultra-pure diamond grown by chemical vapor
deposition. The low substitutional nitrogen concentration of <1ppb and high isotopic 12C purity
of 99.99 % leads to electron spin coherence times T ∗2e long enough to sense a single
13C nuclear
spin via a hyperfine interaction of a few kHz.
Optical Setup
The sample is mounted on a xyz-piezoelectric stage in the focal plane of a home-build confocal
microscope with a Nikon Plan Fluor 100x oil immersion objective (NA = 1.3). To suppress
decoherence of the electronic spin due to external magnetic field fluctuations the microscope is
placed inside a µ-metal shield. The magnetic shielding reduces ambient DC fields by a factor of
80 and suppressed AC fields to better than 40 µG. This allows us to obtain NV electronic spin
coherence times of T ∗2 = (470 ± 100) µs. This value agrees well with the linear scaling of T ∗2 of
the electronic spin as a function of the 13C concentration [14].
Excitation of the NV center is performed by a frequency doubled YAG laser (λ = 532 nm) using
1.4 mW power corresponding to three times the saturation power. The NV center fluorescence is
emitted into the phonon sideband (630-800). The emitted fluorescence beam is separated from the
excitation by a dichroic filter and an appropriate long pass filter. The fluorescence beam is then
focused onto an avalanche photodiode (APD) after passing a pinhole for confocal microscopy.
Short laser pulses are generated by an accusto-optical modulator (AOM) from Isomet in a double
pass geometry. The rise time of the AOM is adjusted to be approximately 20 ns. A second, strong
(30 mW), green laser beam is coupled into the beam path by a 50/50 polarizing beam splitter cube.
2To avoid leakage from the shut-off 30 mW beam a mechanical shutter from Thorlabs (switching
time ≈ 10 ms) was employed.
Microwave and RF Setup
To coherently drive the electronic spin of the NV center we deliver microwaves to the sample
by a transmission line fabricated on a glass coverslip, glued to the diamond sample. To perform
pulsed microwave manipulation of the electronic spin we use peak powers of 10 W allowing us to
manipulate the electronic spin with a Rabi frequency on the order of (2pi)40 MHz.
To manipulate the 13C nuclear spin using high power radio frequency, a lithographically pat-
terned micro-coil is fabricated on an alumina substrate [31]. In order to prevent excessive ohmic
loss the conductors are then plated with copper in a SU-8 mold to a thickness of around 40 µm
allowing peak powers of several hundred watts. To ensure maximal nuclear Rabi frequency the
RF-coil is aligned in such a way that the ac RF field of the coil is perpendicular to the external
dc magnetic field. This allows us to manipulate our 13C nuclear spin with Rabi frequencies of
≈ (2pi)100 kHz.
II. PHOTON COUNTING STATISTICS AND READOUT FIDELITY
In this part of the supplementary information we discuss the statistics of detected photons
during a repetitive readout of the nuclear spin for a certain integration time. First, we derive an
analytical expression for the statistical distribution of the detected photons that is fitted to the data
in Fig. 2c of the main text. We then analyze the readout and initialization fidelity derived from
these distributions.
Photon counting statistics
We start by first pointing out that the probability p(n) for n quantum jumps during the integration
window τ is Poissonian-distributed with p(n) = λ
n
n!
exp (−λ), where λ = τ/T1n and 1/T1n is the
nuclear depolarization rate. For an integration time of τ = 4.4 s (Fig. 2c of the main text and
Fig. S1a) and a nuclear spin flip time T1n = 25 s, the probability for no quantum jump during
readout is p(0) = 83.8%. The probability for one quantum jump is p(1) = 14.8% and p(n>1) = 1%
3for more than one jump. This allows us to restrict the discussion to the case where either zero or
one quantum jump takes place during the readout time.
For no quantum jump event during the readout τ , the photon count statistics α(0)s is Gaussian:
α(0)s (x) =
1√
2piµs
exp
(
−(x− µs)
2
2µs
)
, (S1)
where µs is the average photon count rate for the nuclear spin in the |s =↓ (↑)〉 state and x is the
number of detected photons. For the shot-noise limited detection, we take the standard deviation
σs =
√
µs.
In the case of a single quantum jump event, the number of detected photons α(1)s will no longer
be Gaussian distributed. We note that conditioned on one quantum jump occurring during the
readout interval τ , the time spent in |s〉will be uniformly distributed. Hence the number of counted
photons is given by µ ∼ µ↓+(µ↑−µ↓)Unif , where Unif denotes the uniform distribution on the
interval (0, 1). Taking into account the photon shot noise, we find the statistics of detected photons
conditional on a single nuclear spin flip:
α(1)(x) =
1
µ↑ − µ↓
∫ µ↑
µ↓
dµ
1√
2piµ
exp
(
−(x− µ)
2
2µ
)
≈ 1
2(µ↑ − µ↓)
(
Erf
(
µ↓ − x√
2µ↓
)
− Erf
(
µ↑ − x√
2µ↑
))
, (S2)
which is independent of the initial nuclear spin state |s〉.
Combing eq. (S1), (S2) we can find an analytical expression for the photon counting statistics:
αs(x) ≈ p(0)α(0)s (x) + p(1)α(1)(x). (S3)
In Fig. 2c of the main text we fit this function to the recorded photon counting statistics with µ↓(↑)
being fit parameters. The measured data is in excellent agreement with our model of Fig. 2c and
S1a.
Readout and initialization fidelity
As discussed in the main text we define the readout fidelity η↓(nthr) by the probability of being
in nuclear spin | ↓〉 conditional on detecting a photon number smaller than a threshold nthr. The
readout fidelity η↓(nthr) is then defined as
η↓(nthr) =
P↓(nthr)
P↓(nthr) + P↑(nthr)
, (S4)
4where P↓(↑)(nthr) =
∫ nthr
0
α↓(↑)(x)dx is the probability that for nuclear spin ↓ (↑) the number
of detected photons is below nthr, and vice versa for η↑(nthr). For optimal readout fidelity η the
threshold nthr is chosen in such a way that η↓(↑) is maximized.
The readout fidelity η is determined by initializing the nuclear spin in a known state ↓ (↑) and
consecutively reading it out with our single shot measurement. The readout (20,000 repetitions)
allows us then to determine the photon counting distribution depending on the initial state and
hence the fidelity η.
This relies on a high initialization fidelity of the nuclear spin to the desired state. To initialize
the nuclear spin we perform a repetitive readout. If the recorded counts are smaller than a threshold
n↓thr we assign the nuclear spin to | ↓〉 if they are larger than n↑thr we assign | ↑〉. In principle this
allows for initialization with fidelity well above 99 %. In Fig. S1b we plot the initialization fidelity
as a function of the threshold n↓thr and n
↑
thr. For a threshold of 147(195) counts we can initialize
the nuclear spin state with a fidelity of ≈ 97%.
III. READOUT OF THE 13C NUCLEAR SPIN
This section discusses the details of the 13C readout. We first show that the electron Ramsey
fringes can be described by a single sine-function due to dynamical polarization of the 14N nuclear
spin. We then discuss the dependence of the fluorescence signal on the detuning from the ESR
transition and the implication on the readout fidelity. Finally we give an explanation on how we
normalized the results of the repetitive readout.
Throughout this paper we neglect the 14N nuclear spin of the NV center. This is justified since
we work at a field of ∼ 244 Gauss, which is sufficiently close to the excited state level-anti-
crossing at 500 Gauss to dynamically polarize the 14N nuclear spin [32]. As shown in Fig. S2a
the nitrogen nuclear spin is polarized to 71 % leaving us with nearly sinusoidal Ramsey fringes
(Fig. S2b).
As discussed in the main text, our readout scheme relies on the acquisition of a phase difference,
depending on the nuclear spin state, in an electron Ramsey experiment over a free precession time
τ . The fluorescence rate for this Ramsey experiment is given by
Fτ (mI , δ) = f
0 − (f 0 − f 1)1 + e
−τ/T ∗2 cos
(
(δ +mIA‖)τ
)
2
, (S5)
where f 0(1) denotes the fluorescence rate of the electronic spin of the NV center in the ms = 0(1)
5state, A‖ the parallel component of the hyperfine interaction, mI the spin projection of the 13C
nuclear spin (mI = ±1/2), δ the detuning of the microwave field from resonance and T ∗2 the
coherence time of the electronic spin.
In our readout, we set the Ramsey precession time τ to τ = pi
A‖
. The fluorescence rate for the
readout then simplifies to
F (mI , δ) =
f 0 + f 1
2
+ e−τ/T
∗
2 (f 0 − f 1)mI sin
(
δ
A‖
pi
)
. (S6)
The readout signal of the nuclear spin state is therefore modified by an additional factor of
sin(piδ/A‖). Since in our experiment A‖ = (2pi)2.7 kHz, resonance frequency drifts of only a
kilohertz are sufficient to affect the readout contrast and hence reduce the readout fidelity. Indeed,
we observe fluctuations of the readout contrast on a timescale of ∼ 30 min as shown in Fig. S3.
One source for such drifts likely originates from the strong temperature dependence of the zero
field splitting of NV−, which has been measured [21] to be around (2pi)74 kHz
K
.
When δ(t) is unknown it is impossible to uniquely determine the orientation of the nuclear spin
with respect to the external magnetic field. Nevertheless if the correlation time of δ(t) is much
lager than the typical duration of an individual experiment we can still use our readout process to
define a qubit state. We redefine for each experimental run the basis in which our nuclear spin is
measured such that low (high) fluorescence corresponds to | ↓〉 (| ↑〉).
In general, a measurement consists of a repetitive readouts c1, a pulse sequence and another
repetitive readout c2, where c1 initializes the nuclear spin in a state |s〉 and c2 reads out the nuclear
spin after applying a pulse sequence. In Fig. 4c, additional repetitive readouts were performed in
order to normalize the signal.
In Fig. 1c of the main text, we measure the nuclear spin flip probability p induced by an RF
pi-pulse, as a function of frequency ω. In this experiment, we first initialize the nuclear spin to
| ↓〉 via a projective measurement c1 (See Fig. 1c of the main text). After initialization, we apply
an RF-pulse with frequency ω before reading it out in c2. To normalize our data, we measure two
additional references (c3, c4). The measurement c3 initializes the nuclear spin to | ↓ (↑)〉 and c4
reads it out. The RF induced transition probability p is then
p =
ζ↓2 − ζ↓4
ζ↑4 − ζ↓4
, (S7)
where ζsi is the number of counted photons during readout ci conditional on the nuclear spin being
in |s〉.
6The data in Fig. 4c are normalized in a similar fashion with an additional RF pi-pulse prior
to readout c4. In addition, before reading out the nuclear spin with our single shot readout we
incorporated waiting times of 10 s. This is necessary since heating due to dissipation of the laser
reduces the readout contrast for measurement c2 and hence reduces the fidelity.
Fig. 3b,c of the main text show the decay time for a Ramsey signal with (without) simultaneous
green excitation. In these experiments, no references are measured. Therefore, we normalize the
data such that the fitted curves start with full contrast. This is justified under the assumption that
for zero duration of storage time no dephasing/decay occurs.
In Fig. 4a we perform a similar normalization by a constant factor. Using this normalization
we can reduce the data acquisition time by more than a factor of two (2 weeks of averaging) by
removing the references and reducing the waiting time between laser excitation and readout. The
results of this procedure agree well with the fidelity measured from process tomography where no
such normalization is performed.
IV. NUCLEAR COHERENCE AND DEPOLARIZATION
In this part of the supplementary information we will use the spin-fluctuator model to obtain
the dephasing and depolarization rates of the nuclear spin under green illumination. The spin-
fluctuator model consists of the nuclear qubit (spin) and the NV electron environment (fluctuator).
The nuclear spin evolves coherently while the fluctuator undergoes incoherent stochastic transi-
tions between different levels. Such evolution of the fluctuator induces decoherence of the spin.
We will first study a simple spin-fluctuator model, for which we can obtain analytic expressions
for the nuclear spin dephasing and depolarization rates that qualitatively explain the experimental
data. Then, we consider a specific model with 11 levels for fluctuator dynamics, which can be
solved using master equations and compared with the experimental data.
Spin-fluctuator model
The Hamiltonian associated with the nuclear spin is
Hn = (γ13CB)Iˆz +
∑
α,β=x,y,z
Aα,βSˆαIˆβ (S8)
7which consists of the Zeeman splitting due to external magnetic field (γ13CB) and the dipole
interaction with the electronic spin (Aα,β). In this simple model we assume that under strong
green illumination the electronic spin fluctuates between the states ms = ±12 . We approximate the
effective Hamiltonian as
Hn = (γ13CB)Iˆz + f(t)
∑
β=x,y,z
Az,β Iˆβ, (S9)
where we replaced Sˆz by the time-dependent gaussian stochastic variable f(t) = {−12 , 12} de-
scribed by a Bernoulli process and neglected other terms associated with Sˆx and Sˆy. For simplicity,
we assume that 〈f(t)〉 = 0 and the correlation function is
〈f(t)f(0)〉 = 〈f 2(0)〉 e−2γ|t| = 1
4
e−2γ|t|, (S10)
where γ is the forward/backward effective transition rate controlled by the laser intensity.
We may rewrite the Hamiltonian as
Hn = (γ13CB)Iˆz + f(t)
(
Az,z|Iˆz + Az+Iˆ+ + Az−Iˆ−
)
(S11)
with Iˆ± = (Ix ± iIy) and Az,±
(
= A∗z,∓
)
= (Az,x ∓ iAz,y) /2.
Dephasing. We can estimate the nuclear spin dephasing rate (T2 process) induced by the terms
Az,z (t) Iˆz. For time T , the random phase accumulated by the nuclear spin is given by ΦFID =∫ T
0
Az,z (t) dt. Assuming Gaussian noise we can compute the expectation value of the nuclear
coherence, we have
〈eiΦFID〉 = e− 12 〈Φ2FID〉 ≈ e−T/TFID , (S12)
where
1/TFID =
A2‖
8γ
, (S13)
because 1
2
〈Φ2FID〉 = 12
∫ T
0
dt
∫ T
0
dt′A2z,z 〈f(t)f(t′)〉 ≈ 12
∫ T
0
dt
∫∞
−∞ dτA
2
z,z 〈f(τ)f(0)〉 = A
2
z,z
8γ
T
and A‖ = Az,z. For our system, γ increases with the laser intensity, and consequently TFID
increases with the laser intensity, which is related to the motional averaging effect in NMR.
Depolarization. We can estimate the nuclear spin depolarization rate (T1 process) induced by
the terms f(t)
(
Az,+Iˆ+ + Az,−Iˆ−
)
. Noting that |Az,+| = |Az,−| ≡: A⊥/2, we can re-express the
noise as, A⊥f(t)Ix. First order time-dependent perturbation theory yields the transition rates in
the two directions as [34]:
Γ↑ =
(
A⊥
2
)2
Sq(−γ13CB) and Γ↓ =
(
A⊥
2
)2
Sq(γ13CB) (S14)
8where Sq(ω) is the noise spectral density. Assuming classical telegraph noise, Γ↑ = Γ↓ =
A2⊥
16
γ
(γ13CB/2)
2
+γ2
, yielding a depolarization rate,
1/T1n = Γ↑ + Γ↓ =
A2⊥
8
γ
(γ13CB/2)
2 + γ2
. (S15)
Depolarization in the dark. Without laser excitation, the nuclear spin lifetime is no
longer limited by the optically induced depolarization given in eq. (S15). Instead, in this
regime, the dominant contribution to T1n is expected to be coherent dipole-dipole interactions,
Hdd = Ddd (3(I · n)(I′ · n)− I · I′) between the memory spin I and neighboring 13C nuclear spins
I′. In our present experiment Ddd is on the order of 1 Hz. However, when the dephasing rate of
the nuclear spin is much large than that of coherent interactions (Ddd), spin-flips are suppressed.
In this case, commonly denoted as the quantum-Zeno effect [35], the nuclear polarization, n↑, is
characterized by an exponential decay as a function of time,
n↑(t) =
1
2
(1 + exp(− (Ddd/(2pi))
2
1/T1e
t )) . (S16)
The measurement in Fig. S4 depicts the nuclear spin dependent fluorescence rate as a function
of waiting time t between initialization and readout. The data indicate that for t < 3 min no
noticeable decay in the nuclear spin polarization is evinced.
Detailed Model
While the above simplified model captures the basic idea of the motional averaging in our
system the discussed two level scheme is an oversimplification in the case of NV centers. To
discuss the effects of an applied optical drive to the full extent we choose a different approach.
For this we incorporate 11 levels for the electronic state and the two levels for the 13C nuclear
spin as shown in Fig. S5. Using a master equation we can simulate the nuclear decoherence.
For the numerical solution of the master equation we assumed a secular approximation for the
nuclear and electronic spin leaving us with an effective Hamiltonian for the hyperfine interaction
Hhyp =
(
A‖Iz + A⊥Ix
)
Sz, which is justified since A << geµBB. Moreover, we neglect any
coherence between electronic states since all our fields are classical.
A solution of the master equation for the nuclear coherence time is shown in Fig. S6a. As
expected the coherence time scales linearly as a function of laser intensity when exceeding optical
saturation. Furthermore at small laser intensities (I ∼ Isat/1000, with Isat the saturation intensity)
9the coherence time has a local maximum originating from repolarization of the electronic spin
without deionizing the NV center. This is possible to a certain extent since the (de)ionization
process is a two photon process but the repolarization rate is linear in laser intensities for I <<
Isat.
Even though the simplified two level model is able to qualitatively explain the linear scaling of
the coherence as a function of laser intensity it does not quantitatively reproduce the T2 (dashed-
dotted black line). The deviation from the two level model originates from the fact that at large
laser intensities other states beside the ms = 0 and ms = ±1/2 can be occupied.
Next we compare the solution of the master equation with the slope extracted from the experi-
mental data in Fig. 3e of the main text. The slope is shown in Fig. S6a by a dashed red line. The
experimental data is in excellent agreement with the simulation based on the transition rates given
in the caption of Fig. S5 .
Since we know that this master equation allows us to quantitatively reproduce T2n we can
use the master equation to estimate a value for the perpendicular component of the hyperfine
interaction A⊥. Optimizing our fit we can find A⊥ to be on the order of (2pi)1.8 kHz as shown in
Fig. S6b. Except for laser intensities<< Isat the simulated T1n times agree well with the measured
data. Plugging A⊥ = (2pi)1.8 kHz into the two level model in eq. (S15) yields a theoretical curve
(black dashed-dotted line) showing a significant discrepancy with the measured data. If we neglect
the contact term [36] of the hyperfine interaction A and assume only dipolar interaction we can
estimate the distance between the electronic spin and the nuclear spin to be approximately 1.7 nm.
Nevertheless, our simplified two level model from eq. (S13) and (S15) allows us by rescaling
the hyperfine interaction and the (de)ionization rate γ to find effective rates that quantitatively
reproduce the T1n and T2n times. As shown in Fig. 2d and 3e using the rates Aeff‖ = (2pi)3.3 kHz,
Aeff⊥ = (2pi)1.0 kHz and γ = (2pi)150 × PLaser kHz/mW reproduce the measured T1n and T2n as
function of the laser power PLaser.
V. NUCLEAR DECOHERENCE UNDER DYNAMICAL DECOUPLING
Figure 3d in the main text shows that the nuclear coherence time is significantly extended
under the application of MREV-8, which suppresses the nuclear dipole-dipole interaction. Here
we provide further details on MREV-8 and identify the sources of residual decoherence.
10
MREV-8 dynamical decoupling
The Waungh, Huber and Haberlen four-pulse sequence (WHH), shown in Fig S7a, decouples
nuclear dipole-dipole interactions [37]. In our experiment we use the MREV-8 sequence, shown
in Fig S7b, which is an eight-pulse sequence made up of WHH cycles of alternating phase.
The effect of MREV-8 on the dipole-dipole interaction can be understood using average Hamil-
tonian theory [37]. We describe the effects of the pulses by moving to an interaction picture (i.e.
the toggling frame) with respect to the Hamiltonian defined by the pi/2 rotations. Provided the
characteristic frequencies ω of H satisfy ωt  1 we can perform a Magnus expansion, and de-
scribe the total time evolution during the cycle is described by an effective Hamiltonian,
Heff = H
(0) +H(1) +H(2) + ... (S17)
where the first few terms are
H(0) =
M∑
j=1
Hj, (S18)
H(1) =
−iτ
2M
M∑
k>j
M∑
j=1
[Hk, Hj] . (S19)
Here, M is the total number of time intervals of length τ between pulses as shown in Fig S7, and
Hj is the interaction picture Hamiltonian in the toggling frame in interval j. The zeroth order
effective Hamiltonian is just the average over the cycle in the toggling frame, and the nth terms in
the expansion consist of nested commutators of order n.
Our goal is to find the effect of MREV-8 on the nuclear dipole-dipole interaction within secular
approximation,
HD =
∑
j>k
Djk
(
3Izj I
z
k − Ij · Ik
)
, (S20)
where the dipolar coupling frequency isDjk = ~2γ2n [1− 3 cos2(θij)] /r3ij , and the memory nuclear
spin is indexed by j = 0. The effective, average Hamiltonian is obtained in terms of the zeroth
order effective spin operators under MREV-8,
I(0)x =
2
3
Ix I
(0)
y =
1
3
Iy I
(0)
z =
1
3
(Ix + Iz) . (S21)
Applying Eq. (S21) to each nuclear spin, one immediately finds that the average dipole-dipole
Hamiltonian is H(0)D = 0. Furthermore, from the first order term in the Magnus expansion of
11
Eq. (S18) one finds that there is no first order correction, i.e. H(1)D = 0. Thus the leading order
correction from the dipolar interaction is(Dτ)2D ∼ 10−4 Hz. Due to this very high suppression
we expect that nuclear dipolar coupling alone cannot account for the residual decoherence when
MREV-8 is applied. Next we discuss the sources of residual decoherence in the limits of low and
high laser power.
Effect of MREV-8 on decoherence from NV ionization
At low laser power, nuclear decoherence is dominated by the (de)ionization of the NV elec-
tronic spin as described by the fluctuator model in Section IV. Here we find the effect of MREV-8
on this source of decoherence; for simplicity we consider a simple two-state model. Within this
model, the Hamiltonian of the nuclear memory spin is
HA = f(t)
[
A‖Iz + A⊥ (Ix cosφ+ Iy sinφ)
]
, (S22)
where f(t) describes telegraph noise with switching rate γ. In the absence of MREV-8 it is
straightforward to calculate the resulting decoherence. A Fermi’s golden rule calculation yields
the depolarization rate in the limit γ  ωL,
Γ1 =
1
8γ
A2⊥, (S23)
which is set by the coefficients of Ix and Iy. We calculate the dephasing rate within the Gaussian
approximation, justified since A‖τ  1, yielding
Γφ =
1
8γ
A2‖, (S24)
which is set by the coefficient of Iz.
Next we find how MREV-8 modifies the decoherence from NV ionization. Here we cannot
apply average Hamiltonian theory because the Hamiltonian fluctuates rapidly between pi/2 pulses.
Nonetheless, we can make use of the fast switching rate, since in the relevant limit γτ  1,
the fluctuations f(t) are uncorrelated between one interval and the next. As a result, the total
decoherence rate during one cycle is simply the incoherent average of the decoherence rates during
each interval. The total dephasing rate is thus Γφ = 1M
∑M
j Γφ,j and the depolarization rate is
Γ1 =
1
M
∑M
j Γ1,j , where the rates during each interval j are obtained from the Hamiltonian Hj in
12
the toggling frame, and using the same calculations as described above in the absence of MREV-8.
When MREV-8 is applied we obtain
Γφ =
1
24γ
[
A2‖ + 2A
2
⊥ sin
2 φ
]
, (S25)
Γ1 =
1
24γ
[
A2⊥ + 2
(
A2‖ + A
2
⊥ cos
2 φ
)]
. (S26)
The coefficients which previously led to pure dephasing or depolarization become mixed due to
the pi/2 rotations of MREV-8.
The total transverse decoherence rate Γ2 = 1/T2 includes contributions from both dephasing
and depolarization, and can be approximated by Γ2 = 12Γ1 + Γφ. From the above results the total
decoherence rates with and without MREV-8 are
Γ2 =
1
8γ
[
A2‖ +
1
2
A2⊥
]
(without MREV-8) (S27)
Γ2 =
1
8γ
[
2
3
A2‖ +
1
2
A2⊥
(
1 +
2
3
sin2 φ
)]
(with MREV-8) (S28)
From the fit of our T1 data (see Fig. 2d in main text) we found A⊥/2pi ∼ 1.0 kHz and γ/2pi ∼
300 kHz. Using this value of γ, our T2 data (see Fix. 3e in main text) this yields A‖/2pi ∼ 3.3
kHz. Inserting these values into Eqs. (S27) and (S28) we find that the slope of T2 versus laser
power, at low power, is expected to be a factor ∼ 3/2 larger when MREV-8 is applied. This
simple estimate predicts that the decoherence from NV ionization is only slightly affected by
MREV-8, in qualitative agreement with the data (see Fig. 3e of main text). However, the data
shows that the impact of MREV-8 on the decoherence at low power is even smaller than the above
prediction. This implies that in practice the total decoherence is slightly larger than obtained by
incoherently averaging over each time interval, and as a result MREV-8 has almost no impact on
the decoherence at low power.
Residual decoherence due to finite detuning
Lastly, we consider the residual decoherence under MREV-8 at high laser power where the
ionization-induced decoherence is suppressed by motional averaging. As discussed above, deco-
herence due solely to the dipolar interaction is strongly suppressed by MREV-8, in particular the
terms in the effective Hamiltonian to zeroth and first order in Dτ vanish. However, the presence
of small but finite detuning of our RF pulses leads to slightly imperfect dipolar cancelation; for
13
the longest times measured, this small detuning is sufficient to reintroduce the dipolar Hamilto-
nian through cross terms. This combined effect appears at first and higher orders in the effective
Hamiltonian and sets the limit on T2 in the present experiment.
Before discussing the combined effect of detuning and dipolar coupling, we consider the pos-
sibility of decoherence due to the detuning alone, in the absence of the dipolar interaction. The
frequency resolution of our RF pulses is ∼ 10 Hz, which means that a finite detuning of this order
is expected. Constant detuning has no direct consequence since it is echoed out by the CPMG
sequence in which MREV-8 is embedded. However, slow drifts in the detuning on the order of
this frequency resolution could in principle lead to decoherence. From a measurement of δ(t) we
estimate the rms fluctuation amplitude of δrms/2pi ∼ 10 Hz and correlation time of Tc ∼ 350
s. Estimating the impact of MREV-8 using the zeroth order term in Eq. (S18), we modify this
by δrms → δrms/3. Using these values and estimating T2 ∼ 3
√
12N2/3Tc(2pi/δrms)2 for pure de-
phasing [38] we find T2 ∼ 27 s from the detuning fluctuations. This suggests that slow detuning
fluctuations are not directly the cause of the observed residual decoherence.
We now turn to the combined effect of finite detuning and dipolar coupling which appears to
dominate the residual decoherence observed at high laser power. Dipolar coupling is described by
Eq. (S20), and the Hamiltonian due to finite detuning δ is
Hδ = −δ
∑
j
Ijz (S29)
in the frame rotating at the RF frequency. Applying the Magnus expansion of Eq. (S18) the nth
term in the effective Hamiltonian contains frequencies of order
ωn = [(δ +D)τ ]
n (δ +D). (S30)
For the longest coherence times measured, the interval between pi/2 pulses is τmax ∼ 20 ms, which
yields δτmax ∼ 1. Accordingly, we can no longer truncate the Magnus expansion to low order;
specifically, the terms (δτ)nD contribute to high order. This is the most important term, because
terms involving only δ are echoed out by CPMG. Thus the effective decoherence time is set by the
value of τ for which δτ ∼ 1. We have performed a simple numerical calculation to support this
conclusion. In Fig. S8 we show the signal calculated using parameters provided in the caption.
We obtain an effective T2 ∼ 2 s, in good agreement with the experiment.
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Limits to coherence time
The lifetime of our proposed nuclear spin quantum memory is limited by a combination of
optically induced dephasing, Γopt (eq. S13), and interactions with the remaining spins in the sur-
rounding 13C environment, Γbath. Since Γopt is proportional to A2, a slight reduction in strength of
the hyperfine interaction increases the coherence time significantly. Upon reducing the 13C con-
centration by an order of magnitude, it is possible to initialize and readout a nuclear spin coupled
with strength, A ∼ (2pi)0.5 kHz. Furthermore, lowering the 13C concentration will also result
in a reduction of the nuclear-nuclear induced decoherence, that scales quadratically with the 13C
concentration.
As discussed in the maintext, the use of even higher laser intensities in our present setup is
limited by heating of the diamond sample, which causes drifts in the ESR transition. However,
by increasing the laser intensity while simultaneously cooling the diamond sample, it is possible
to further enhance the coherence time. Finally, by decoupling the memory nuclear spin from the
environment via composite MREV-8 pulses, we can suppress dipole-dipole interactions with the
spin bath by up to three order of magnitudes [2]. The expected coherence time for this process as
a function of 13C concentration and laser power is plotted in Fig. S9, where we have assumed that
heating is suppressed by feedback cooling. As shown, coherence times exceeding 1 min are easily
achievable, while coherence times in the range of 1 hour are eminently feasible.
VI. PROCESS TOMOGRAPHY AND FIDELITY
In this section we will in detail discuss how the performance of our memory is measured. For
this we will first explain the way we characterize the system’s evolution using process tomography.
Finally we will discuss our quantum memory in terms of fidelity.
To analyze the performance of our quantum memory we are interested in the full evolution
of the 13C nuclear spin during the storage process. One way to fully characterize the system’s
evolution E(ρ) is given by the Kraus map
E(ρ) =
d2−1∑
i,j=0
χi,j(t)AiρA
†
j, (S31)
with ρ being the density matrix describing our 13C nuclear memory, Ai a basis of operators acting
on ρ and d = 2 the dimension of our system. The matrix χ is positive hermitian, time dependent
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and fulfills the trace-preservation relation 1 =
∑
i,j χi,jAiA
†
j .
For d = 2 we have to determine 12 parameters which determine χ. Process tomography is a
tool to measure these parameters by preparing the nuclear spin in 4 different basis states (| ↓〉,
|x〉, |y〉 and | ↑〉, with |x〉 = (| ↓〉+ | ↑〉) /√2 and |y〉 = (| ↓〉+ i| ↑〉) /√2) followed by a state
tomography after a certain storage time (Fig. S10)
For the given states, we can reconstruct a matrix χ˜ that fulfills the Kraus map from eq. (S31).
In the basis Ai = {1, σx, σy, σz} the matrix χ˜ can be reconstructed by using the linearity of E and
the identity
ρ′1 = E(| ↓〉〈↓ |) ; ρ′4 = E(| ↑〉〈↑ |)
ρ′2 = E (|x〉〈x| − i|y〉〈y|)−
(1− i)
2
(ρ′1 + ρ
′
4)
ρ′3 = E (|x〉〈x|+ i|y〉〈y|)−
(1 + i)
2
(ρ′1 + ρ
′
4)
χ˜ =
1
4
 1 σx
σx −1
 ρ′1 ρ′2
ρ′3 ρ
′
4
 1 σx
σx −1
 ,
(S32)
which are outlined in [39].
However, the χ˜ matrix derived this way does not necessarily describe a physical process since
a noisy signal may produce a χ˜ that does not satisfy hermiticity and completeness. To find a χ
that satisfies these requirements we apply a most likelihood procedure. This allows us to find
a χ which is most likely to produce the observed experimental signal p (A description of this
procedure is given in [40]). In the most likelihood estimation we parametrized χ by χ(−→q ) to
ensure non-negativity and hermiticity[41].
χ(−→q ) = Q
†Q
Tr [Q†Q]
, with Q =

q1 0 0 0
q5 + iq6 q2 0 0
q11 + iq12 q7 + iq8 q3 0
q15 + iq16 q13 + iq14 q9 + iq10 q4
 (S33)
Using this parametrization for χ we can now minimize the square residual function defined by
S(−→q ) =
d2∑
a=1
d2−1∑
b=1
(
pa,b −
d2−1∑
n,m=0
χn,m(
−→q )〈ϕb|An|φa〉〈φa|A†m|ϕb〉
)2
+ λ
(
d2−1∑
m,n,k=0
χn,m(
−→q )Tr (AmAkAn)− δk,0
)
,
(S34)
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where pa,b denotes the measurement outcome for a state prepared in |φa〉
(|φa〉 = {| ↓〉, | ↑〉, |x〉, |y〉}) and projected on |ϕb〉 (|ϕb〉 = {| ↓〉, |x〉, |y〉}). The second
part of the formula constrains χ(−→q ) to be completely positive, with λ a parameter to describe the
degree of positivity (a way to find a good starting point −→q 0 is described in ref. [41]).
Using this most likelihood procedure we can find a χ matrix
χ =

0.81 −.02i −0.01− 0.01i −0.01i
0.02i 0.02 0 0.02 + 0.01i
−0.01 + 0.01i 0 0.14 0
0.01i 0.02− 0.01i 0 0.03
 . (S35)
that is associated with our experimental observations. By using a Monte Carlo simulation we can
estimate the error bars associated with the χ matrix found from our most likelihood procedure
δχ =

0.08 0.01 + 0.04i 0.01 + 0.01i 0.01 + 0.02i
0.01− 0.04i 0.06 0.01 + 0.01i 0.01 + 0.01i
0.01− 0.01i 0.01− 0.01i 0.04 0.01 + 0.01i
0.01− 0.02i 0.01− 0.01i 0.01− 0.01i 0.04
 . (S36)
For this χ matrix all the off diagonal elements are zero within the error bars indicating that
{1, σx, σy, σz} is a eigen-basis. In this form the Kraus operators have the physical interpretation
of quantum channels. That the largest contribution in χ with (81 ± 8)% is associated with the
identity 1 as expected for a memory. The error channels are (14± 4)% for phase-bit flip error σy,
(2 ± 6)% for bit flip σx and (3 ± 4)% for phase flip σz error. In the case of only a depolarization
channel one would expect an equal distribution between σx, σy and σz. This mismatch can be
explained by taking a finite detuning in the RF transition frequency and the fixed chirality of the
MREV-8 sequence into consideration.
As discussed in [42] diagonalizing χ allows us to extract a master equation under the assump-
tion that the noise environment is Markovian. The average fidelity calculated based on the solution
of the master equation is shown in S12. The results of the extracted master equation are in agree-
ment with the recorded data (blue points) within statistical errors.
The process fidelity Fp associated with the Kraus map χ is defined [40] by Fp = Tr(χ · χid) =
χ00, where χid is the process matrix representing the identity. Using the relationship [43] between
process fidelity Fp and average fidelity F = (d · Fp + 1)/(d+ 1) we find F = (87± 5) %.
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FIG. S1: —- Photon count statistics and initialization fidelity a, shows the photon counting statistics
after initialization of the nuclear spin to | ↓〉 (green) and | ↑〉 (red). The histograms are measured data and
the solid lines are theory fit. The blue histogram is the total distribution. The green(red) area indicates count
rates for which the nuclear spin is initialized in | ↓ (↑)〉. b, shows the initialization fidelity of the nuclear
spin in | ↓ (↑)〉 green(red) as function of threshold. The points are extracted from the histogram in a, the
lines are preparation fidelity extracted from the fits in a.
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FIG. S2: —- Dynamic Nuclear Polarization. a, ESR scan of 14NV− center. b, Electron Ramsey experi-
ment showing three beating frequencies of hyperfine transitions with significant polarization.
FIG. S3: —- Fluorescence signal as function of time. Each point of the blue line is an average of 20,000
repetitive readout. The red line shows the envelope of the fluorescence signal. The zoom in reveals individ-
ual quantum jumps.
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FIG. S4: —- T1n time of the 13C nuclear spin in the dark Blue (red) data points correspond to the
fluorescence for the nuclear spin initialized to | ↓〉(| ↑〉) and waiting time t. The solid lines indicate the
nuclear polarization predicted by eq. (S16) with Ddd = (2pi)0.5 Hz.
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FIG. S5: —- Schematic level diagram for an NV center (left box) and a 13C nuclear spin (right box) under
illumination with green laser light. The green arrows indicate optical transitions addressed by our green
laser pulse, red arrows show electronic decay and blue arrows indicate depolarization of the electronic spin.
The transition rates for NV− employed in our model are taken from ref [33] with the decay rate from the
electronic excited state to the ground state γ˜ = 113 ns , the decay rate from the singlet to ms = 0 of the
electronic ground state Γ = 1300 ns and the decay rate from the electronic excited state with ms = ±1 to
the singlet γ˜b = 0.3γ˜. Moreover we assumed the decay rate of the excited state of NV0 to be on the same
order as for NV−. The deionization rate from NV− to NV0 is taken to be γ1 =
I/Isat
70 ns and the ionization
rate γ2 = 2γ1. The depolarization time for the electronic spin for NV− is taken to be TNV−1e = 8ms and
for the case of NV0 TNV 01e = 6us [20]. All the remaining rates are takes to be zero.
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FIG. S6: —- Coherence and T1n time of the 13C nuclear spin Solution of a master equation (blue)
employing the level scheme and transition rates shown in Fig. S5. a The initial slope extracted from the
measured data is represented by the red dashed line with error bars (red area). To convert the measured
slope from Fig. 3 of the main text from laser power (mW) to intensity in units of Isat the saturation curve
shown in the inset is used. The dahsed-dotted black line is the eq. (S13) with A‖ = (2pi)2.7 kHz. b The red
points show the measured nuclear T1n times. The dashed-dotted black line is the solution of eq. (S15) with
γ same as is the inset of a and A⊥ = (2pi)1.8 kHz. The simulated blue line uses A⊥ as a fitting parameter.
FIG. S7: —- Pulse sequences for decoupling WHH sequence, showing four RF pulses around the indicated
axes for dipole-dipole decoupling. MREV-8 sequence used for increased robustness against pulse errors in
WHH. CPMG/MREV sequence adds decoupling from external magnetic field due to additional pi-pulses.
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FIG. S8: Signal calculated numerically for 5 bath nuclear spins distributed around the central nuclear spin,
assuming 0.01% 13C nuclear spins in the diamond lattice. We assumed constant detuning δ/2pi = 10 Hz,
and averaged over 50 random placements of the surrounding.
FIG. S9: —- Estimated nuclear coherence time as a function of laser power and 13C concentration. The
hyperfine interaction is chosen to scale proportionally to the 13C concentration.
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FIG. S10: —- State tomography The states shown in the figure are | ↓〉, |x〉, |y〉 and | ↑〉 after 1 s of storage
time.
FIG. S11: —- Estimated χ˜ matrix Initial reconstruction of the χ˜ matrix.
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FIG. S12: —- Solution of master equation The blue points are the measured average fidelity from Fig 4a
of the main text. The blue square represents the average fidelity calculated from the χ matrix. The blue
dashed line is the average fidelity extracted from the master equation corresponding to blue square.
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