As ab initio electronic structure calculations become more accurate, inherent sources of error in classical transition state theory such as barrier recrossing and tunneling may become major sources of error in calculating rate constants. This paper introduces a general method for diabatically constructing the transverse eigensystem of a reaction path Hamiltonian in systems with many degenerate transverse frequencies. The diabatically constructed reaction path Hamiltonian yields smoothly varying coupling constants that, in turn, facilitate reactive flux calculations. As an example we compute the dynamically corrected rate constant for the chair to boat interconversion of cyclohexane, a system with 48 degrees of freedom and a number of degenerate frequencies. The transmission coefficients obtained from the reactive flux simulations agree with previous results that have been calculated using an empirical potential. Furthermore, the calculated rate constants agree with experimental values. Comparison to variational transition state theory shows that, despite finding the true bottleneck along the reaction pathway, variational transition state theory only accounts for half of the rate constant reduction due to recrossing trajectories.
I. INTRODUCTION
There are two major challenges in calculating accurate, ab initio rate constants for polyatomic systems. The first is determining the potential energy surface ͑PES͒ on which the reaction occurs. A large number of electronic structure theories are available for calculating the Born-Oppenheimer potential energy as a function of the nuclear coordinates. [1] [2] [3] [4] The first and second derivatives of the potential energy with respect to the nuclear coordinates are also available from many electronic structure theories. 2, 4 Continuing improvements in electronic structure theory promise increasingly accurate energies and applications to larger systems in the future. [2] [3] [4] [5] [6] The second challenge is to use the relevant features of the PES to calculate a rate constant. The widely successful solution to this second challenge has been transition state theory. [7] [8] [9] [10] [11] In the harmonic approximation, transition state theory ͑TST͒ requires only the energy and frequencies at three stationary points along the reaction pathway, i.e., in the reactant and product basins and at the saddle point between these basins. 9 The success of harmonic TST at predicting rate constants in truly remarkable because it relies on such a sparse description of the PES. There are, however, many systems that are not well described by harmonic TST. The failure of TST can result because of classical recrossing which decreases the rate or because of quantum tunneling which increases the rate. 12, 13 Recrossing and tunneling corrections are often neglected in calculating rate constants because these factors are usually small compared to the error caused by an inaccurate estimate of the PES, which is magnified exponentially in the rate constant calculation. However, with recent fundamental improvements in electronic structure theory, activation barriers for many reactions can now be calculated to within a few kcal/mol of those measured experimentally. 4 The new accuracy in state-of-the-art electronic structure calculations translates to TST rate constants that are often within a factor of 10 of the limiting accuracy of harmonic TST. With such accurate energies, neglect of barrier recrossing and tunneling can be the dominant sources of error in rate constant calculations.
The effects of tunneling and recrossing can be quantified using an ab initio reaction path Hamiltonian ͑RPH͒.
14 While such calculations have been performed, the illustrations of this approach have been limited to systems with very few atoms 15, 16 or to a few chosen degrees of freedom from larger systems. 17 This paper employs an improved method for com-puting RPH coupling constants to enable efficient dynamic simulations of reactive systems with many degrees of freedom. The coupling constants that result from the new method are smooth functions of the reaction coordinate even in large systems with many degenerate transverse vibrational frequencies. This paper uses the new method for constructing an ab initio RPH to perform reactive flux simulations. The dynamic rate constants are compared to TST rate constants and to variational TST ͑VTST͒ rate constants. In the literature it has been noted that VTST minimizes the effects of dynamics by identifying the true bottleneck along the reaction coordinate. 18, 19 However, VTST is a transition state theory, and thus it may not fully account for recrossing. The chair-boat interconversion of cyclohexane provides an interesting example because previous studies [20] [21] [22] using an empirical potential energy surface 23 have shown evidence of ballistic trajectories that recross the dividing surface by traversing the product basin and then bouncing back. These studies resulted in transmission coefficients significantly smaller than unity. Cyclohexane has 48 internal degrees of freedom and a number of degenerate vibrational frequencies, and thus provides a challenging test of our procedure for constructing a reaction path Hamiltonian. Additionally, there are a number of experimental measurements of cyclohexane isomerization kinetics. 24 -26 
II. DIABATIC CONSTRUCTION OF A REACTION PATH HAMILTONIAN
For a reactive molecular system, the configurations and potential energy profile along the minimum energy reaction pathway ͑MEP͒, along with the vibrational frequencies and eigenvectors in directions perpendicular to the MEP, can be used to construct an atomistic Hamiltonian description of the reaction pathway region on the potential energy surface. Miller, Handy, and Adams developed a RPH that includes coupling amongst the reaction coordinate, transverse or ''bath'' vibrational modes, and rotational degrees of freedom.
14 This paper treats angular momentum and internal degrees of freedom as separable contributions to the energy. Thus we use the zero angular momentum version of the RPH. 14 The potential energy in the RPH is a harmonic valley surrounding the steepest descent reaction path a(s), a curve in the 3N-dimensional space of mass weighted Cartesian coordinates that is commonly referred to as the MEP. The MEP is typically parametrized by its arclength with the convention that the saddle point is a͑0͒. There are Fϭ3NϪ6 internal degrees of freedom, F-1 of which describe position in the hyperplane perpendicular to the steepest descent path. The Fth degree of freedom, the arclength along the steepest descent path, is the reaction coordinate s. A coordinate system for directions normal to the path is established by diagonalizing the Hessian matrix at a(s) after projecting out the path tangent vector aЈ(s). 14 
The curvature of the steepest descent pathway in the F-dimensional subspace results in curvature coupling coefficients,
where a prime denotes a derivative with respect to the arclength parameter s. 14, 27 The curvature coupling causes the transfer of energy between the reaction coordinate and the transverse ''bath'' modes. The transverse eigenvectors in L(s) twist about the steepest descent path leading to Coriolis coupling coefficients that describe the transfer of energy amongst the bath modes, 14, 27 B͑s ͒ϭL͑ s ͒ T LЈ͑s ͒. ͑3͒
Let q measure the displacement from the path along each transverse eigenvector in L, and let the conjugate momenta to (q,s) be (p,p s ). Then the RPH for a system with zero total angular momentum is 14 
Hϭ
͓ p s ϩq T B͑s ͒p͔
where V 0 (s)ϭV͓a(s)͔ is the potential energy along the MEP.
In practical applications, the RPH is computed from a collection of discrete points along the path a(s). 27 The diagonalization of K(s) at a point s i on the MEP yields an unordered transverse eigensystem that must be matched to the transverse eigensystem at the neighboring points on the MEP, i.e., to the eigensystems of K(s iϩ1 ) and K(s iϪ1 ). A ''diabatic'' construction where the transverse eigenvectors are matched to neighboring sets of transverse eigenvectors so as to maximize overlap is preferable to an ''adiabatic'' construction where the eigensystem at each point on the path is ordered according to ascending transverse frequency. 27 The diabatic construction avoids unphysical spikes in B(s) where transverse frequencies cross. The result is smoothly varying coupling coefficients, B(s) and b(s), that facilitate dynamics calculations. Figure 1 illustrates a reaction pathway with crossing transverse frequencies and the difference between a diabatic and adiabatic matching of eigenmodes.
In practice, the matching is more complicated than the situation depicted in Fig. 1 . The eigenvectors are determined numerically at best to within a minus sign. In the case of degenerate frequencies, rotations among all degenerate pairs of eigenvectors must also be considered. These considerations suggest the following general scheme for constructing the function L(s) from a collection of adiabatically ordered eigenvector matricies ͕S(s k )͖ where k goes from one to the number of points on the discretized path a(s). Our strategy is to start with an adiabatically ordered eigensystem at the transition state L(0). We then move along the reaction pathway ͑in both directions͒ diabatically matching the next unordered eigensystem S to the previously diabatically ordered L. Each degenerate pair of eigenvectors in S requires optimization with respect to a mixing angle during the matching of eigenvectors in S and L. Degenerate pairs of eigenvectors are those corresponding to eigenvalues that differ by less than the accuracy of the electronic structure frequencies. Figure 2 depicts the matching process for a single pair of degenerate eigenvectors in S to the eigenvectors in L.
A general procedure for matching eigenvectors of S to those of L uses the matrix
Here R k ( k ) is a rotation matrix that rotates the kth degenerate pair of eigenvectors by an angle k . For a given set of angles the Hungarian algorithm 28, 29 can be used on A to find the matching with the maximum total absolute overlap. This allows a number of schemes for maximizing the /2-periodic sum of matched overlap elements in the theta variables. The result is a one-to-one correspondence between eigenvectors of S and those of L with optimized mixing angles in all degenerate subspaces. The signs of the optimized eigenvectors are undetermined because the matrix A was defined using the absolute values of the overlaps. The undetermined signs are easily rectified by choosing the sign that makes the overlap positive.
After diabatically ordering the transverse eigenmodes, the coupling elements can be computed using difference approximations at the discrete reaction coordinate values, ͕s k ͖ where k goes from one to the number of points on the discretized path. Now all s-dependent functions that appear in the RPH are known at discrete values of the reaction coordinate. The discrete values are used to spline continuous versions of the s-dependent RPH functions: B(s), b(s), ⍀ 2 (s), and V 0 (s).
III. VARIATIONAL TRANSITION STATE THEORY
In conventional TST, the reactant and product basins are separated by a hyperplane dividing surface that includes the saddle point and is perpendicular to the unstable eigenvector at the saddle point. VTST improves upon TST by optimizing the dividing surface location so that it minimizes the TST rate constant. 30, 31 This optimization is equivalent to placing the dividing surface at the position along the reaction coordinate s that maximizes the free energy barrier. If k TST (s,T) is the flux through a hyperplane perpendicular to the reaction pathway at s, then the VTST rate constant is
where k TST (s,T) is defined as
where G(s) is the Gibbs free energy for states on a dividing surface at a point s along the reaction pathway and G R is the Gibbs free energy for the entire reactant basin
͑8͒
Here V min , I min , and k,min are the potential energy minimum, the inertia tensor at the minimum, and the kth frequency at the minimum. The factors of and ⌫(T) represent the symmetry factor and a tunneling correction. Tunneling corrections are discussed in part II of this paper, but for the cyclohexane reaction the small imaginary frequency allows use of the parabolic barrier tunneling correction. 32, 33 From the reaction path Hamiltonian, the free energy from the dividing surface partition function at s is 3, 34   FIG. 2. A diabatically ordered set of eigenvectors L 1 and L 2 and a degenerate pair of eigenvectors S 1 and S 2 at the next discretized point on the MEP, the axis passing through both planes. S 1 and S 2 are rotated by the angle in the plane to give the vector L 1 Ј and the dotted vector. By considering changes in sign ͑shown by reversal of the dotted vector to obtain L 2 Ј ) the rotation angles required for an optimal matching are between Ϫ/4 and /4. These rotations and sign changes minimize spurious Coriolis twisting among degenerate transverse modes.
͑9͒
The term depending on the inertia tensor I(s) accounts for classical, rigid rotation. Here we have assumed that the difference between the Gibbs free energy G(s) and the Helmholtz free energy is negligible, i.e., that the molar volume is constant along the reaction pathway. Note that this assumption is not suitable for bimolecular reactions. The optimal dividing surface location, i.e., the bottleneck, may differ from the saddle point location if the pathway width changes rapidly near the transition state. The reduced rate constant at the shifted dividing surface approximately accounts for those trajectories that have enough energy to cross the barrier, but are deflected by narrowing valley walls before reaching the VTST dividing surface.
IV. REACTIVE FLUX SIMULATIONS
The reactive flux correlation function 35, 36 has been used to quantify dynamical effects on rate constants in classical molecular dynamics simulations. 17, [20] [21] [22] These studies are usually restricted to systems for which empirical models are available and valid for the whole reaction pathway. However, a recent study simulated barrier recrossing dynamics by integrating the motion of selected degrees of freedom from an ab initio RPH. 17 Here an improved construction of the RPH makes it possible to include all degrees of freedom in a reactive flux simulation.
The reactive flux correlation function is defined as
where ␦(s) is Dirac's delta function, and h(s) is a step function that indicates a product species by returning 1 if sϾ0 and 0 otherwise. The function k DYN (t) decays to zero on the reaction time scale. However, on timescales much shorter than the reaction timescale, the rate constant decays from the transition state theory rate,
to an apparent plateau. 35, 37 The plateau value is the true, dynamically corrected rate constant.
Molecular dynamics algorithms for computing the reactive flux correlation function 20, 21, 36, 38 are easily adapted for use with the reaction path Hamiltonian. An ensemble of trajectories that cross the dividing surface are obtained by sampling initial positions and momenta from the Boltzmann distribution on the dividing surface (sϭ0). Each initial condition is then propagated forward and backward in time using Hamilton's equations from the RPH. In practice the reactive flux correlation function is normalized by its short time limit, so that the plateau value determines the ratio of flux that is reactive to the total flux crossing the dividing surface at time tϭ0.
A. Example: Chair to boat interconversion of cyclohexane
The saddle point on the PES was located using a CerjanMiller transition state search 39 started from the chair configuration at the HF/6-31G level. The energies and geometries of the stationary states along the MEP are shown in the Appendix. The steepest descent path was computed using the local quadratic approximation 27 at the HF/6-31G level with a stepsize of 0.25a 0 amu 1/2 , where a 0 denotes a bohr radius. All electronic structure calculations were done using Q-Chem2.02. 40 The coupling coefficients were computed with the eigenvector matching algorithm of this paper. At the ends of the pathway, the RPH was smoothly joined to a harmonic half well matching the transverse frequencies at the minima and the second derivative along the path tangent at each of the minima. To obtain an accurate activation energy, the stationary points were reoptimized at the B3LYP/6-31G level. The forward and backward barrier heights were scaled to match the B3LYP/6-31G values by rescaling the function V 0 (s). 41, 42 A VTST calculation for the chair-boat interconversion of cyclohexane was performed using the ab initio RPH. Figure  3 shows V 0 (s) and G(s) for several temperatures. All energies have been shifted so that the zero of energy is the chair minimum. The stationary point configurations of cyclohexane in the chair, transition state, and twist minimum are shown below the reaction coordinate axis. The inset shows the ratio k TST (s,T)/k TST (0,T)ϭexp †Ϫ͓G(s)ϪG(0)͔/k B T ‡ at each of the nonzero temperatures. The minimum value of this ratio is the variational correction to the standard transition state theory rate constant.
As temperature increases, the optimal dividing surface shifts along the reaction coordinate towards the chair basin. This suggests that the pathway widens with increasing reaction coordinate near the saddle point. The transverse frequencies shown in Fig. 4 reveal that this widening of the pathway is directed along the ring twisting mode.
The ring twisting frequency decreases rapidly near the saddle point indicating that the pathway widens in the direction of the transverse ring twisting mode. On the twist-boat side of the reaction pathway, the frequency of the twisting mode actually becomes imaginary. Where the transverse twisting frequency is imaginary, the MEP looks like a path down a ridge rather than a valley. The ridge is not a problem for determining the variational bottleneck along the reaction pathway as seen in Fig. 3 . However, for the dynamics calculations, the imaginary transverse frequency does pose a problem. To prevent trajectories from running off to infinity along the imaginary twisting mode, its frequency was reset to 10 cm Ϫ1 at each point where the ring twisting frequency is imaginary. The dynamics calculations also require the RPH curvature and Coriolis coupling constants b and B. These are shown in Figs. 5͑a͒ and 5͑b͒ . The coupling elements are only slightly affected by filtering, 43 which indicates that they are smooth functions on the length-scale of the MEP stepsize.
To obtain decorrelated initial conditions for the reactive flux simulations, a thousand Monte Carlo steps were taken between each trajectory. The autocorrelation functions for the sampling of initial conditions are shown in Fig. 6 .
An adaptive version of the fourth-order Runge-Kutta algorithm was used to solve the equations of motion. The time step was adjusted based on q(t)
T b͓s(t)͔ and the difference between k 1 and k 2 evaluations in the Runge-Kutta algorithm. 43, 44 One-twelfth of the fastest transverse vibration period was used as a maximum timestep. All trajectories conserved energy to within 0.01k B T. Figure 7 shows the reaction coordinate versus time for three trajectories that were all initially crossing the barrier in the chair to boat direction. The trajectories are color coded according to the difference between the number of forward and reverse barrier crossings for 1600 fs of forward and backward history.
The reactive flux correlation functions are shown in Fig.  8 . The drop in k(t) at 200 fs corresponds indicates a large   FIG. 4 . The ring twisting frequency decreases rapidly near the saddle point. The free energy curves in Fig. 3 vanish because the ring twisting frequency becomes imaginary for an interval on the boat side of the saddle point. A band of C-H stretching frequencies above 3000 cm Ϫ1 has been omitted from the plot. The inset plot contains three frequency crossings to show that the diabatic construction of the RPH successfully tracks eigenvectors along the reaction pathway. Here ␦x n ϭx n Ϫ͗x͘ where x is a degree of freedom and n is the number of Monte Carlo steps.
number of trajectories recross on this timescale. The transmission coefficient slightly decreases with increasing temperature from 0.47 at 173 K to 0.37 at 273 K. Table I compares the VTST rate constants to the dynamically correct rate constants. The VTST rate is approximately twice as large as the true dynamically corrected rate constant for this system. The dynamic corrections in Table I are very similar to those obtained from reactive flux simulations by Kuharski et al. 20 using the Pickett-Strauss potential energy surface for cyclohexane. Although the transmission coefficients from these studies are similar, the barrier height used by Kuharski et al. was scaled to match experimental estimates. In this work the potential energy surface and dynamic rate constants were obtained without adjustable parameters ͑except for those in the B3LYP density functional͒. Figure 9 shows Arrhenius plots of the TST, VTST, and dynamic rate constants with experimental measurements of the chair to boat isomerization rate. The experimental data are taken from 1 H-NMR studies of cyclohexane interconversion. 25, 26 Results are shown for cyclohexane and also for cyclohexane-D 11 where the experiments of Anet and Bourn 26 cover a large temperature range.
The agreement of the dynamically corrected rate constant with experiment is excellent for cyclohexane. However, below 200 K where data are available only for the D 11 isotope, the experimental results begin to agree most closely with the TST rates. The low-temperature discrepancy may be the result of an inadequate treatment of tunneling. Nevertheless, the dynamic rate constant is within a factor of 3 from the experimental rate over five orders of magnitude in the rate constant. This agreement suggests that the importance of barrier recrossing can be quantified using a reactive-flux simulation with an ab initio reaction path Hamiltonian even for large, weakly coupled systems that exhibit correlated recrossings on the picosecond timescale.
V. CONCLUSIONS
This study presentes a general diabatic matching scheme for constructing the transverse eigensystem of a reaction path Hamiltonian. The matching procedure extends the applicability of reaction path Hamiltonian studies to large systems with many degenerate transverse frequencies. The RPH coupling constants that result from the matching procedure exhibit smooth reaction coordinate dependence that facilitates reactive flux simulations. When used with ab initio methods for obtaining potential energy surfaces, reactive flux simulations based on the reaction path Hamiltonian can be applied to a variety of chemical systems.
The cyclohexane example demonstrates that the reactive flux formalism can be applied to an ab initio reaction path Hamiltonian for a system with 54 degrees of freedom and several degenerate transverse vibrational frequencies. This study, based entirely on ab initio calculations, found similar transmission coefficients as obtained in reactive flux simulations using empirical models for cyclohexane. The reactive flux simulations also agree with previous simulation results that the trajectories tend to recross in a quasiperiodic fashion indicative of a weakly coupled unimolecular system. These quasiperiodic type barrier recrossings are a purely dynamic property of the system, and cannot be described by transition state theory or variational transition state theory. Additionally, the rates obtained are in agreement with experiment. TABLE II. Energies and geometries of the chair minimum, the saddle point, and the twist-boat minimum at the HF/6-31G and B3LYP/6-31G levels. optimized stationary points at the B3LYP/6-31G level. Table  II shows the energies and geometries of the chair minimum, transition state, and twist-boat minimum at each of the two levels. The energies are relative to the energy of the chair minimum. The B3LYP/6-31G transition state is shown in Fig. 10 with the numbering system used in Table II . Hydrogens have been omitted for clarity.
