Wireless Sensor network (WSN) is an emerging technology and has great potential to be employed in critical situations. The development of wireless sensor networks was originally motivated by military applications like battlefield surveillance. However, Wireless Sensor Networks are also used in many areas such as Industrial, Civilian, Health, Habitat Monitoring, Environmental, Military, Home and Office application areas. Detection and tracking of targets (eg. animal, vehicle) as it moves through a sensor network has become an increasingly important application for sensor networks. The key advantage of WSN is that the network can be deployed on the fly and can operate unattended, without the need for any pre-existing infrastructure and with little maintenance. The system will estimate and track the target based on the spatial differences of the target signal strength detected by the sensors at different locations. Magnetic and acoustic sensors and the signals captured by these sensors are of present interest in the study. The system is made up of three components for detecting and tracking the moving objects. The first component consists of inexpensive off-the shelf wireless sensor devices, such as MicaZ motes, capable of measuring acoustic and magnetic signals generated by vehicles. The second component is responsible for the data aggregation. The third component of the system is responsible for data fusion algorithms. This paper inspects the sensors available in the market and its strengths and weakness and also some of the vehicle detection and tracking algorithms and their classification. This work focuses the overview of each algorithm for detection and tracking and compares them based on evaluation parameters.
short range radios used to communicate with neighbouring nodes and the outside world. These devices operate under the Transmit, Receive, Idle and Sleep modes having various levels of energy consumption.  A sensing subsystem: Low power components can help to significantly reduce power consumption. Since this subsystem (sensors and actuators) is responsible for the sharing of information between the sensor network and the outside world.
 A power supply subsystem: It consists of a battery which supplies power to the node.
Characteristics of WSN

Some of the unique characteristics of a WSN include:
 Limited power they can harvest or store.  Ability to withstand harsh environmental conditions  Ability to cope with node failures  Mobility of nodes  Dynamic network topology  Communication failures  Heterogeneity of nodes Large scale of deployment  Unattended operation
Applications
The various sensor network applications include, The major contribution of this paper includes classification of sensors available and vehicle detection and tracking algorithms using Wireless Sensor Networks. The paper is organized as follows: Section 2 gives the classification of sensors used for vehicle detection and mainly concentrates on the acoustic and magnetic sensors. Section 3 gives the gist about the acoustic and magnetic signals acquired from the sensors. Section 4 discusses the various algorithms used in vehicle detection and tracking, analysis about these algorithms is given in Section 5 and summary of these algorithms given in Section 6 followed by the conclusion.
Classification of Sensors Used in Vehicle Detection
There are a wide variety of sensors available in market today [2] . Table 1 shows the variety of current sensor technologies and compares the strengths and weaknesses with respect to installation, parameters measured, and performance in bad weather, variable lighting, and changeable traffic flow. Many over-roadway sensors are compact and mounted above or the side of the roadway, making installation and maintenance relatively easy. Some sensor installation and maintenance applications may require the closing of the roadway to normal traffic to ensure the safety of the installer and motorist. All the sensors listed here operate under day and night conditions. Sensors are broadly classified as Intrusive and Non-Intrusive sensors. Installation and maintenance, including periodic lens cleaning, require lane closure when camera is mounted over roadway (lane closure may not be required when camera is mounted at side of roadway). Performance affected by inclement weather such as fog, rain, and snow; vehicle shadows; vehicle projection into adjacent lanes; day-to-night transition; vehicle/road contrast; and water, salt grime, icicles, and cobwebs on camera lens. Reliable night-time signal actuation requires street lighting.
Requires 30-to 50-ft (9-to 15-m) camera mounting height (in a side-mounting configuration) for optimum presence detection and speed measurement. Some models are susceptible to camera motion caused by strong winds or vibration of camera mounting structure. Generally cost effective when many detection zones within the camera field of view or specialized data are required.
Intrusive Sensors
Intrusive sensors are those that need to be installed under the pavement, in saw-cuts or holes on the roads. Popular intrusive sensors include inductive loops, magnetometers, micro loop probes, pneumatic road tubes, piezoelectric cables and other weigh-in-motion sensors. The main advantage of these sensors is their high accuracy for vehicle detection while the drawbacks include the disruption of traffic for installation and repair, resulting in high installation and maintenance cost.
Non-Intrusive Sensors
To overcome the disadvantage of intrusive sensors, non-intrusive sensors are developed eg, above ground vehicle detection sensors. Above ground sensors can be mounted above the lane of traffic or on the side of a roadway where they can view multiple lanes of the traffic at angles perpendicular to or at a slanting angle to the flow direction. Technologies used in aboveground sensors include video image processing (VIP), microwave radar, laser radar, passive infrared, ultrasonic, passive acoustic array, and combinations of these sensor technologies. However, these non-intrusive sensors tend to be large size and power hunger.
Smart-Dust Sensor Node-Hardware Platform
Smart-Dust is one of the potential sensor nodes which can be used in the future vehicle detection system. In Smart-Dust sensor node, essential components for vehicle detection (processor, memory, sensor and radio) could be integrated together as small as a quarter through MEMS technology. Together with its low power design [3] , the Smart-Dust sensor node is suitable for implementing the vehicle detection sensor networks. Figure 2 shows the different generations of Smart Dust sensor nodes (Motes). The left picture is a 1 st generation smart dust sensor node "Rene Mote". From left to right, the right picture shows the "MICA Mote" (2 nd generation), "MICA2 Mote" (3 rd generation) and "MICA2-Dot Mote (3 rd generation)". Smart-Dust sensor node is designed by EECS department in UC Berkeley and Intel [4] using modular component approach and it consists of two major components: mother board and sensor board. Thus, different sensor boards could be attached to the same mother board for different applications. Thus, Smart- Dust sensor node could potentially be used in a wide range of applications such as vehicle detection, enemy monitoring in the battlefield, temperature measurement in a building, environmental monitoring etc.
The basic components of MICA mote shown in Figure  3 belongs to the Smart-Dust family. The components are listed in Table 2 . The mother board consists of an Atmel 90LS8535 processor, 512KB SRAM, 8KB Flash RAM and a RF transceiver for wireless communication. The Sensor board consists of a 10-bit analog to digital converter, a Magnetometer (Honeywell HMC1002), a temperature sensor, a photo camera and an accelerometer sensor.
For vehicle detection system, the sensors used are the magnetometer and acoustic sensors. Next, the basic operating principles of magnetometer and acoustic sensors are will be reviewed.
Acoustic Sensors
The acoustic sensor in the Smart Dust sensor node is a condenser type microphone. The schematic for a typical condenser acoustic sensor is shown in Figure 4 . It includes a stretched metal diaphragm that forms one plate of a capacitor. A metal disk placed close to the diaphragm acts as a backplate. A stable DC voltage is applied to the plates through a high resistance to keep electrical charges on the plates. When a sound field excites the diaphragm, the capacitances between the two plates vary according to the variation in the sound pressure. The change in the capacitance generates an AC output proportional to the sound pressure, which shows the ultra low-frequency pressure variation. A high-frequency voltage (carrier) is applied across the plates and the acoustic sensor output signal is the modulated carrier. The photo in the right of Figure 4 shows the Panasonic WM-62A condenser microphones used in Smart Dust Motes. Figure 5 shows a typical vehicle acoustic signal waveforms.
Magnetic Sensors
Magnetic sensors differ from most other detectors in that they do not directly measure the physical property of interest. Devices that monitor properties such as temperature, pressure, strain, or flow provides an output that directly reports the desired parameter ( Figure 6 ). Magnetic sensors, on the other hand, detect changes, or disturbances, in magnetic fields that have been created or modified, and from them derive information on properties such as direction, presence, rotation, angle, or electrical currents. The output signal of these sensors requires some signal processing for translation into the desired parameter. Although magnetic detectors are somewhat more difficult to use, they do provide accurate and reliable data without physical contact. The Honeywell HMC1002 magnetometer on the MICA sensor board is a magnetoresistive sensor. Honeywell magnetic sensors and magnetometers offer complete magnetic field sensing solutions that are highly accurate, and allow for easy integration for virtually any application. Figure 7 shows the honeywell magnetic sensors.
The Anisotropic Magneto Resistive (AMR) sensor is one type that has a wide Earth's field sensing range and can sense both the strength and direction of the Earth field. The AMR sensor is made of a nickel-iron (Permalloy) thin film deposited on a silicon wafer and patterned as a resistive strip. The strip resistance changes about 2%-3% when a magnetic field is applied. Typically, four of these resistive strips are connected in a wheatstone bridge configuration so that both magnitude and direction of a field along a single axis can be measured. The key benefit of AMR sensors is that they can be bulk manufactures on silicon wafers mounted in commercial integrated circuit packages. Figure 8 shows a typical vehicle magnetic signal waveforms. 
Magnetic Field
A magnetic field is a vector field that surrounds magnets and electric currents, and is detected by the force it exerts on moving electric charges and on magnetic materials. When placed in a magnetic field, magnetic dipoles tend to align their axes parallel to the magnetic field. Magnetic fields also have their own energy with an energy density proportional to the square of the field intensity.
Magnetic Data Magnetic data is the term used for data that is acquired from magnetic (as opposed to optical) motion capture systems. A central magnet is used to create a field in which sensors can determine their position and orientation as they move about in the field. Raw magnetic data has no hierarchy information; the sensors do not know where they are relative to the other sensors, and know their position in the magnetic field. The file formats for magnetic motion capture data reflect this. In this respect, they are somewhat similar to the BVA file format.
The problem associated with magnetometer vehicle detection is similar to the acoustic sensors but the magnetic signals are much cleaner than acoustic signals. The magnetometers available today can sense magnetic fields within the earth's field-below 1 gauss. They can be used for detecting the vehicles, which are ferrous objects that disturb the earth's field. The earth's field provides a uniform magnetic field over wide area in the scale of kilometres and even a ferrous object can create a local disturbance in this field. This local field disturbance can be sensed by the magnetometers for vehicle detection. Figure 9 shows the disturbance of earth's magnetic field by a car. After presenting the basic principles of sensors, the characteristics of the measured acoustic and magnetic signals will be studied and algorithms are proposed for reliable low cost vehicle detection.
Signals for Vehicle Detection and Tracking
The signals taken into consideration for study in this proposal are acoustic and magnetic signals. 
Acoustic Signals
The acoustic signature is made up of a number of individual elements. These include:  Machinery noise: noise generated by a ships engines, propeller shafts, fuel pumps, air conditioning systems, etc.
 Cavitation noise: noise generated by the creation of gas bubbles by the turning of a ship's propellers.
 Hydrodynamic noise: noise generated by the movement of water displaced by the hull of a moving vessel.
These emissions depend on a hull's dimensions, the installed machinery and ship's displacement. Therefore, different ship classes will have different combinations of acoustic signals that together form a unique signature.
Sonar operating in passive mode can detect acoustic signals radiated by invisible submarines and these signals are used to target attacks.
Magnetic Signals
Magnetic Signals are changes that happen in the magnetic field caused by the movement of ferrous objects.
Algorithms for Vehicle Detection and Tracking
There are a wide variety of algorithms generally available for detection and Tracking of target. Figure 10 shows the classification of detection and tracking algorithms.
Target Detection Background
The basic idea behind a target detection algorithm is that sensor nodes are deployed within an area and the nodes determine whether or not a target has entered or is presently within the area. Nodes usually determine if a target is present by detecting a change in some sort of signal, whether it is acoustic, light, temperature or some other type [5] . Since the strength of this signal will scatter throughout the sensor network the nodes need to collaboratively work together in order to determine if a target has been detected or not. Several of these collaborative detection algorithms are discussed in the following section:
Basic Fusion
This algorithm is presented first since it has an extremely simple design and implementation and serves as an ideal algorithm to use as the foundation for explaining other more complex detection algorithms. This algorithm collects the captured data from each of the nodes in a network. Then, to remove any invalid data provided by faulty nodes, the largest and smallest data values are dropped. The remaining data is then averaged together. If this average exceeds a predetermined threshold, then the system is notified that a target has been detected. This algorithm has two versions in which the data provided by each node differs. The data is either the original data collected by the node or it is a detection decision already made by the individual nodes using their original data [5] .
Hybrid
This algorithm is similar to the basic fusion algorithm. In that a detection decision is based on data collected by numerous nodes throughout the network. However, this algorithm differs in that either a yes/no target present bit decision is sent or the collected data is sent. In this algorithm, each node is given two threshold values for a previously determined detection signal type, such as sound.
One of these threshold values determines that if the data collected by the node exceeds this value then a target has been detected. Correspondingly, the other threshold is a minimum in that if the data is below, then no target is present. If either of these two thresholds is met then a bit message indicating the presence or lack of a target is transmitted. However, if neither of these thresholds is exceeded then the raw data collected by the node is passed on to the base station where it is used with the data of other nodes to determine if a target is present or not [18] .
Predicate Clustering
In this algorithm nodes are divided into groups called clusters in which each group has a cluster head that all sub nodes of the cluster report their data to. Typically, one cluster is formed around a single target with multiple clusters being in the network if multiple targets are present. Cluster heads are chosen by all nodes within the area of a detected target "electing" to become the head by broadcasting their intent to become a cluster head. The node with the peak sensor reading is chosen as the cluster head [6] . Once cluster heads are chosen, the remaining nodes choose group to join by running a decision predicate on their captured sensor data and the data of their neighbours. One particularly interesting feature of this algorithm is that a cluster head can be responsible for multiple targets. When it is detected, multiple targets are going to enter the same cluster, both clusters provide the target information to the "merged" cluster head that is now responsible for tracking both targets.
Grids
In this approach the sensor network is broken up into "virtual grids" where each grid contains points. For each grid point, it is determined which nodes' sensing area covers the grid point and then these nodes create a schedule so that they all collaboratively cover this grid point at alternating times. So at any point of time't' at least one node's sensing area covers grid point 'x'. Since each node covers multiple grid points, each node will contain several sensing schedules to keep in sync so that at any point of time all grid points are covered by at least one node. In order to do this, all nodes first determine the schedules for each grid point, then schedule all their individual point schedules together so that each node is not constantly waking and sleeping instead sleeps a little and then wakes for a while. Once each node determines its own individual schedule, it must be correlated with those of its neighbours so that as few as possible nodes are awake at any point of time but all grid points are covered at all times. Once the schedules are completed for each node, the nodes start to follow their schedule, going through states of being asleep and awake in order to detect a new target [7] .
Wave
The Wave protocol has the same goal in mind as that of the Grid algorithm, detecting targets while conserving energy by not having all the nodes on all the time. The basic idea of the wave algorithm is to wake up a series of nodes at certain times so that only nodes that are awake at one point of time are in one concentrated area. Then, over time, this section moves over the network by putting nodes to sleep and waking new ones. This gives the appearance of an awake section of nodes flowing over the entire network like a wave [8] . This algorithm proposes three types of waves:  Two straight lines of nodes are awake at the same time, with the lines being parallel to each other. The two lines start on opposite sides of the network from each other and gradually work towards each other to meet in the centre of the network.
 A wide line of nodes are awake at the same time and this line moves across the network from one edge to the opposite edge.
 Waves of nodes are awake and the wave traverses from one edge of the network to the other. This approach differs from the wide line in that the boundary shape is curvy or wave like instead of being a straight line boundary. The wave is created by an awake sensor waking all nodes within its communication range on the side of it that the wave needs transition too. This approach also differs from the previous two in that it uses radio communication to wake up the next nodes to start sensing instead of time syncing the movement of wake/sleep nodes across the network.
Like the other algorithms, when a target is detected, the node(s) pass the information on for use. 4.1.5.1. Patrolling Patrolling algorithms are similar to the wave algorithms in that only a series of nodes are awake at one point of time. This algorithm just chooses which nodes to wake differently. This can be done on an on-demand basis or a coverage-orientated basis. The difference between the two is that on-demand is some predetermined path that is currently interesting whereas coverage-orientated just repeatedly watches an area [9] .
The algorithm for both approaches is the same. First, a patrol is defined as a set of information containing the patrol speed, duration, iteration period and path. Once this information is collected, a Patrol Host node is selected, which is usually the first node on the patrol path. The duty of the Patrol Host is to periodically transmit the patrol data along with the current patrol time. The idea is that over the time the patrol virtually traverses down the specified path. As the patrol advances, nodes that are closest to the patrol path wake up and collect information. Nodes determine if they are near the patrol path by using the patrol information that the Patrol Hosts broadcast. Additionally, as the patrol moves, new Patrol Hosts must be elected. As the patrol virtually moves out of the current patrol host's range, a new patrol host is selected on the path which then takes over the patrol host duties and the previous patrol host can now sleep. This process of waking nodes and handing off patrol host duties continues until the end of the path is reached. Once the path end is reached, the patrol is reversed in order to traverse the path back to the original starting point. This process continues according to the duration and iteration parameters are set in the original patrol parameters [9] .
Mobile Nodes
Until this point, all the target detection algorithms discussed so far have assumed that the sensor nodes remain stationary. This section looks at a few target detection algorithms in which the nodes are mobile within the network. Even though these algorithms allow nodes to be mobile, their goal remains the same as the previously mentioned target detection algorithms. These algorithms are still trying to detect targets in a timely and efficient manner while trying to cover as much of the network as possible using as little energy as possible. The theory behind allowing nodes to be mobile is that they may now detect a target that would have otherwise gone undetected in a stationary node network [10] .
4.1.6.1. Past Detections Like other algorithms, the network in this algorithm is divided into cell areas. Each cell is unique in that it maintains the current state and past history of targets that have been in the cell. This includes the location in which the target was first detected within in the cell. Using this data, the system calculates the areas of the cell that are most likely to contain a target based on the locations of previously detected targets [11] .
Once these locations are determined, each node is assigned an area to watch and a priority. These priorities are used in the "coordination mechanism" part of the algorithm. The coordination part of the algorithm is responsible for altering the path nodes so that their observation paths overlap as little as possible. For example, the node that watches the area where targets are the most likely to occur is given the highest priority of the system and its path is not altered. A second node, whose priority is slightly less than the first node, whose path also slightly intersects that of the first node has its path altered so that the two paths will not cross. This path altering continues throughout the system from highest priority down to lowest priority until all node paths are altered to prevent too much overlapping of observation areas [11] .
Collaborative Coverage
This algorithm is little different in that the paths the nodes traverse are not coordinated in any way. Each node is allowed to create and follow its own arbitrary path. While the node is travelling on this path at different locations and times, it collects data and saves. The sensed data are saved with time and location details [12] . While the nodes move across their paths they share their collected data with those nodes they come into radio communication with. Data is usually shared on a request basis. Each node is provided a coverage threshold and confidence threshold. Actual target detection in this system is determined by examining the data taken at several points that are close to each other. If the combined data collected by this group of close points exceeds some predetermined threshold then it is determined that a target is detected at this area. Note that the value of this detection threshold will determine how sensitive/ insensitive the system is at detecting targets.
Bayesian Estimation Track Before Detect (TBD)
Estimator Integrated tracking and detection, based on unthresholded measurements, also referred to as Track Before Detect (TBD) is a hard nonlinear and non-Gaussian dynamical estimation and detection problem. However, it is a technique that enables the user to track and detect targets that would be extremely hard to track and detect, if possible at all with ''classical'' methods. TBD enables one to be better able to detect and track weak, stealthy or dim targets in noise and clutter. The particle filters have shown to be very useful in the implementation of TBD algorithms.
In TBD, the detection problem is done using the track output over multiple scans. The detection decision will be made at the end of the processing chain, i.e., when all information has been used and integrated over time [15] . Although it is called track before detect, the tracking and detection processes occur simultaneously. In this way, the energy of a (weak) target is integrated and correlated over time and position. The concept will lead to a better performance when detecting and tracking weak targets. TBD also implicitly solves the problem with data association.
Target Tracking Background
Target tracking algorithms usually focus on the aspect of the sensor nodes' interaction with a target after the target has already been detected within the area the sensor nodes cover. Once the object has been detected, the nodes collect information and then use one of many different types of algorithms to calculate the current location of the object relative to the sensor nodes' locations. From here, it is the goal of the sensor network to track the object as it moves through the network. This may or may not involve predicting the next location of the object when it moves. In order to forewarn those nodes it will be heading towards to prepare to capture data [14] . Several of these tracking algorithms are discussed in the following section:
Simple Triangulation
This algorithm is an extremely simple design and implementation and serves as an ideal algorithm to use as the foundation for explaining other more complex tracking algorithms. The whole goal of this algorithm [14] is to provide a simple algorithm that uses simple computation in order to calculate an object's current location and predict where it is headed and notify those nodes near the predicted next location of the object.
This algorithm first assumes that all nodes in the network are localized to a common reference point and can detect and estimate the distance to a target using signal strength [14] . When a node detects an object within its range it broadcasts a TargetDetected message. This message contains the location of the sensor node and the distance to the target. All nodes that hear this message store its data in their local memory. When a node that has detected the target hears two other TargetDetected messages from two other nodes it performs triangulation on the three coordinates to calculate the location of the target. (Note that this means that more than one node may perform this calculation for the same target at the same time.) This node then continues to project the trajectory of the target. When the estimated target trajectory has been calculated, all nodes that are within some distance 'd' perpendicular to the target's trajectory are sent a Warning message to alert them that the target is headed towards them. These newly awoken nodes then track the object as it enters their area and repeat the TargetDetected and Warning message sending process.
Clusters
The cluster target tracking algorithm has been widely discussed through many research papers. In this section, the basic idea of target tracking using clusters is discussed, followed by an overview of the variances in each of the different cluster algorithm research papers.
Basic Cluster Algorithm
The basic algorithm for tracking an object using clusters is as follows [20] :
 Some (or all) of the nodes in a cluster detect the object and report their data to a cluster head. Note that each cluster has only one cluster head.
 The cluster head node uses all the target detection information from the sensor nodes to estimate the target's location.
 The cluster head uses the calculated target location and past locations of the target to predict the next location of the target.
 Those sensors around the predicted location are woken up to form a new cluster (if not already in one) to detect the target.
 When the target is detected in this new cluster, the previous cluster's nodes are all put into a sleep state. This new cluster then continues the cluster tracking algorithm.
Hierarchical Supernodes
This algorithm deviates from the basic algorithm in that the cluster heads (called supernodes) have a higher communication range and more computational power [21] . These "supernodes" are distributed throughout the network and the otherwise normal nodes are assigned to supernodes. Clusters are not dynamically generated in this algorithm. Interestingly enough, supernodes do share target location information among each other, whereas regular sensor nodes do not.
Dynamic Clustering
Like the supernode algorithm, this algorithm also assumes that cluster head nodes have more power than normal sensor nodes. However, sensor nodes are not assigned to clusters in this algorithm. Instead, they are invited to join a cluster by the cluster head. The cluster head does this by broadcasting a join message that includes the time and signature of the target the cluster head detected [19] . Those sensor nodes that have stored data that matches the data in the broadcast message respond to the broadcast by sending their captured data to the cluster head node. Interestingly, the cluster head only waits for a certain number of replies and when the required numbers of replies are received, the cluster head calculates the target's location. Unlike the supernode algorithm, this algorithm has one active cluster head at a time. In other words, cluster heads do not work together [22] .
Cell Collaboration
Like predicate clustering all nodes in this algorithm are of the same type. Nodes are formed into clusters (called cells) in which all nodes within the cells collaboratively decide when a target has entered their cell and if they should track it [22] . It is interesting to note that cells can have different sizes; the size of cells is determined by the observed velocity of the target. So cell size will increase for faster moving targets.
Probabilistic Localization
This algorithm deviates even further from the previously discussed algorithms. Cluster heads are special high powered nodes that know the location of every node within their cluster [23] . This algorithm takes advantage of the fact that the cluster head knows these locations. When sensor nodes detect a target, they send a very small notification message to their cluster head and store the target location data, time and other relevant data in their local memory. Upon receiving several notifications, the cluster head performs a probabilistic localization algorithm to determine which sensor nodes to query saved data from. In other words, the cluster head runs an algorithm that helps to predict which sensor nodes are closest to the target. Therefore, the cluster head has the best data to calculate an accurate estimation of the target location. When the cluster head determines which nodes to query, they are asked for the data they saved in their local memory and the cluster head uses this information to calculate the location of the target.
Distributes Predictive Tracking
This algorithm is very similar to the predicate localization algorithm in that cluster head knows the ID, location and energy level of each of the nodes within their cluster. However, not all nodes belong to a cluster. Nodes on the border of the network are not in a cluster and those are on sense at all times. Similarly, nodes next to the border are not in a cluster. Moreover the, cluster heads only choose 3 nodes from target tracking data. Cluster heads determine which 3 nodes to query based on their location in relation to the predicted target location calculated by a previous cluster [24] . When the cluster head has chosen which nodes to query, those nodes are woken up to prepare to detect the approachable target. This algorithm differs even further in that if a cluster head cannot find 3 suitable nodes within its own cluster, it can seek the help of neighbouring clusters and ask for one or more of their nodes to be turned on and report information.
Rooted Tree
Related to the clusters tracking algorithm is the idea of the rooted tree tracking algorithm. This algorithm differs somewhat in that instead of having multiple cluster heads, there is only one head node and it is referred to as the root. The root node is the node that is closest to the target. When a new target location is predicted, if there is another node that is closer to that position than the current root then new node becomes the root. Other nodes around the root work together to form a tree in which their sensed data is collected and passed up through the tree (children to parents) until all data reaches the root [25] . When the root receives all the data it calculates the target position and predicts the new target position as mentioned in the basic target tracking algorithm. The tree itself is reconfigured on every root change. When a root change occurs, a "reconfigure" message is broadcast containing the location of the new root. When a node detects the "reconfigure" message, it detaches itself from the old tree and attaches itself to the new tree by recognizing its neighbour node that is closest to the new root node as its new parent. New data is then collected and passed up the tree for the new root to use.
Particle Filtering
The basic idea behind a particle filtering tracking algorithm is that numerous object state descriptions are saved that contain data necessary to calculate the target position at a certain time. These state descriptions are referred to as particles and each particle has its own weight. The weight of a particle determines how much the data it contains will contribute to the location estimation of an object. When new particles are created, the weights of the pre-existing particles are adjusted and then all the particles are used to calculate a new target location [26] . Eventually, particles with weights that are below a certain threshold are eliminated as duplicate particles.
Some of the particles filtering algorithms differ a little. Certain algorithms have all the particles stored in a central node and this node does all the target location processing [28] . Other algorithms distribute the stored particles across the network nodes.
Analysis of Algorithms
This section analyses each target tracking algorithm mentioned with a focus on how it could be improved by combining it with one or more of the ideas presented in the target detection algorithms.
Simple Triangulation
The main problem with this algorithm lies in the fact that when a node has detected a target and hears two other nodes broadcast the same target detection, the nodes starts to perform the triangulation localization calculation. This means that at the same point of time there will be multiple nodes calculating the same target location. This is a waste of computation and energy resources. This algorithm needs to be improved so that when a node starts to calculate the location of the target, it first broadcasts its intention to calculate the location to all the other nodes, similar to the data sharing that is done in the collaborative coverage mobile detection algorithm. Then all the other nodes that would have performed this same calculation will not perform it once they hear the broadcasted intention of the first node.
Basic Cluster
The majority of the cluster algorithms had all the nodes on during their target detection phase. It would be better if they instead adopt a technique similar to that used in the wave detection algorithm to detect targets. Since each area of the network is already divided into clusters, each node within the cluster could take turns monitoring the area for the arrival of a target using one of the wave detection methods mentioned. This would increase the lifetime of the network.
However, using one of the mobile detection algorithms is not recommended since the nodes have to register with the cluster head. Depending on the mobile detection algorithm used, the nodes would constantly be moving in and out of clusters. This would cause an increase in the amount of message communications with these nodes in order keep track of the nodes within the cluster. Mobile detection algorithm of this type can be applied to the situation only if the mobility of the nodes is limited and the node always stay within the same cluster.
Additionally, the cluster algorithms could benefit from the basic fusion detection algorithm. Once a target has been detected and all the information is passed to the cluster head the cluster head could use the technique used in the basic fusion algorithm to eliminate any data provide by faulty nodes. This would help make the network less vulnerable to faulty nodes.
Dynamic Clustering
The biggest problem with this algorithm is that it will not work with mobile nodes. The network calculates the sensor node's locations at start-up. Since these locations need to be known by the cluster head and are calculated only once, this prevents any nodes from moving or even being added to the network. This problem could be easily fixed by periodically refreshing the locations of the sensor nodes, although this will decrease the network's lifetime. So it is better to use a detection algorithm and constantly refreshing the nodes' location isn't an optimal solution is better in this case.
Cell Collaboration
This clustering algorithm is already perfectly setup to use the grid detection algorithm for detection of targets. Since the nodes in this algorithm are already divided into cells, the basic structure to use the grid algorithm is already in place. All that needs to be done is to add the grid algorithm for the detection part. Once, this is done the algorithm would be more efficient since the nodes would be alternating sleep schedules with each other in order to detect the target instead of all being awake at the same time.
Probabilistic Localization
This algorithm already sounds like that it has incorporated parts of the hybrid detection algorithm in it. When a target is detected, this algorithm sends a small message to the cluster head. Similarly, when a target is detected in the hybrid algorithm a small yes/no bit message is sent to the decision maker in the network, or cluster head. Then the cluster head uses this data to determine which nodes to query for further data. In determining which nodes to query, it would be a good idea to use an averaging technique similar to that used in the basic fusion detection algorithm in order to eliminate the impact of any data provided by a faulty node. The similarities to the hybrid algorithm continue. When the cluster head determines which nodes to query, the nodes respond back to the cluster head with more detailed information.
However, this algorithm should not be combined with a mobile node detection algorithm because of the way it decides which nodes to query. In this algorithm, the cluster heads create probability tables in order to determine which sensors to query [23] . The use of a table is acceptable until nodes move outside or are added to the system. When this happens, the probability table must be updated. Therefore, the use of a mobile detection scheme would cause a lot of additional computational overhead since these tables are to be constantly refreshed.
Distributed Predictive Tracking
This algorithm is unique in that it is already doing its own target detecting. Instead of having the border nodes being on at all times to detect nodes it would be beneficial to have these nodes adopt a wave or patrol like technique. This way, they would still detect targets but would be consuming a considerably smaller amount of energy.
Rooted Tree
One of the basic problems with the rooted tree technique is that it doesn't provide any fault tolerance facts. In order to make this algorithm less vulnerable to problems caused by faulty nodes, it should use an averaging technique similar to that used in the basic fusion detection algorithm.
Additionally, this algorithm encounters problems when the velocity of the target is very high. As the velocity of the target increases so does the number of times in which the tree must be reconfigured [25] . This will cause problems when a threshold velocity of the target is reached in which the tree can no longer be generated quickly enough to keep up with the moving target. This problem could be eliminated by altering this algorithm to work more like the patrolling algorithm. Instead of constantly rebuilding the tree, the tree is treated as a path that can have steps (or nodes) along the path added or deleted from it. This way when the target moves, just add a new node to the path and remove any one that is too far away to contribute any longer. The basic nodes needed to collect data are still members of the path and new ones are added. It saves an enormous amount of time and message communication needed to periodically rebuild the tree structure each time.
Particle Filtering
In order to track targets, this algorithm saves an enormous amount of data in the form of particles. Over time, these particles take up a large amount of memory space. The amount of memory actually used could be decreased if this algorithm is to adopt the idea behind the TBD algorithm. Bayesian Estimation Track Before Detect (TBD) based on particle filtering gives high performance and hybrid detection algorithm stops recording data once the data it currently contains exceeds a threshold to know whether a target is present or not. The particle filtering algorithm could use the same principle. Once enough particle data is collected to exceed some threshold, the node would stop collecting data. This would not only decrease the amount of memory used but also decrease the amount of work to be done to save energy.
Evaluation of Target Detection and Tracking Algorithms
The best algorithm is established based on the evaluation criteria. The parameters used for evaluation are time, energy, propagation delay, vulnerability, memory used, stability and scalability. Particle Filtering based on the Bayesian TBD estimator algorithm that sounds the best for vehicle detection and tracking in WSNs. Table 4 shows the evaluation summary.
Summary of Algorithms
It is observed that, one of the best target detection and tracking algorithms is the combination of the Bayesian Estimation Track before Detect (TBD) Estimator and particle filtering algorithm. The fact that the TBD covers the network area in a short amount of time and enables nodes to sleep at times saves a huge amount of energy. This enables a target to be detected, without too much delay, in an energy efficient manner. The particle filtering algorithm is also on the right track since the pre-existing particles are adjusted when the new particles are created and hence particles with weights that are below a certain threshold are eliminated as duplicate particles, which also conserves energy. Additionally, the use of several central localization calculating points instead of one helps to reduce the vulnerability of the system to an attacker. It eliminates the one point of failure problem. It also shares the burden of energy usage that one node would face across several nodes.
Particle filtering approach allows all the nodes to share the energy burden. Hence particle filtering algorithm combined with Bayesian Estimation Track before Detect (TBD) Estimator algorithm can be used for target detection and tracking.
Conclusions and Future Directions
In this paper an attempt is made to gather the information about the unauthorized vehicle detection and tracking in the battlefield surveillance and also to survey the sensors that are widely available for vehicle detection. The effort is also set to survey and evaluate the detection and tracking algorithms intended for target (eg vehicle or animal) detection and tracking using Wireless Sensor Networks. An overview of each algorithm type was presented. The combinations of target detection algorithms with target tracking algorithms are also discussed. The various combinations of algorithms have been classified and each category is evaluated according to the identified criteria. Particle Filtering based on the Bayesian TBD estimator algorithm is an interesting one for target detection and tracking using WSNs. It has good resource efficiency, propagation delay is minimum. It also increases scalability and particle based approach increases stability. Real time experiments are required in order to conclude whether a Particle Filtering based on Bayesian TBD estimator algorithm will work in a practical scenario. This paper aims to give a brief overview of sensors and algorithms used for Vehicle detection and tracking which directs the future researchers to show new directions used in battlefield surveillance or in any place where human monitoring is not possible.
