interference microscope, are also shown in Table 1 . The two zero-dispersion wavelength values agree well. The small differences between the calculated and measured wavelengths may be due to the core-diameter fluctuation along the fibre length. The zero-dispersion wavelength of the 20 km long fibre calculated from the fibre parameters was 1-48 fim.
Given a high-order system described by the transfer function H(s) and the impulse response h(t), a method has been introduced in Reference A that obtains a reduced pth order model such that the first terms in the power-series expansions about zero of its transfer function G(s) and its impulse response g{t) match the first k and 2p -k terms of the corresponding expansions of the system:
respectively.
This method has been termed by the authors 'mixed time/frequency approach' owing to the fact that the exprs. 1 and 2 are written in the frequency-and the time«lomain formulation, respectively.
Taking the Laplace transform of expr. 2 term by term, it is readily obtained that
It follows, therefore, that the suggested method is equivalent to methods of mixed Pade approximations at both s = 0 and s = oo, which have been suggested in References B-D. The constants M, in expr. 3, which are termed Markov parameters, are easily obtained by expanding the rational function H(s) about s = oo using long division, and the reduced model can be derived entirely from frequency-domain considerations.
The proposed method may also be interpreted as a pure time-domain approach, considering expr. 2 and noting that //, in expr. 1 are related to the time moments T { of the impulse response
with the following further 'time-domain' properties:
(i) There is no steady-state error between the outputs of a model that matches k time moments and the system for inputs that can be written in the form (5) with any a,.
(ii) Hi and M, (and thus 7] and h { ) can be obtained also from the state-space representation (A, b, c) of the system by (6) Every method that obtains reduced models by matching k terms of expr. 1 or expr. 4 and 2p -k terms of exprs. 2 or 4 yields the same pth-order model and has four different interpretations (a pure s domain, a pure time domain and two complementary mixed time/s domain). Among these possible combinations, the terms that can be derived and matched most directly are the coefficients of the expansion of the transfer function about s = 0 and s = oo. (ii) There exist M > 0 such that n(s, t)> -M for all s < 0 and t>0;
(iii) For every bounded set B of real numbers there exists a constant c B > 0 such that n(s, t) < c B whenever s e B and r > 0. We shall further assume that eqns. 1-2 have at least one solution in e and y. Our results are as follows.
Assumptions on g: g(s, t) is defined on
Theorem 1: Suppose that conditions (i)-(v) hold. Then whenever u is bounded, so are e and y.
Proof: Let \u(t)\ < R. Put [0, u(t)], [0, -u(t)]
' and define e + and e~ similarly. Let
STABILITY OF CERTAIN TIME-VARYING NONLINEAR SYSTEMS

Indexing terms: Control theory, Stability, Systems
A sufficient condition for the feedback stability of the cascade of a nonlinear element and a linear element with positive impulse response is given.
Consider a nonlinear scalar feedback system defined by the equations e = u -y y = LN(e)
where u and y are the input and output of the system, L and N are, respectively, a linear and a nonlinear operator and e is the input to the nonlinearity. We shall assume that the action of L on a signal x(t) passing through it is given by the convolution
= jg(t-s,t)x(s)ds
and N is defined by a function of two variables n(s, t) such that the action of N at time t on a signal x(t) passing through it is given by n[x(t), t]. Thus the system equations are e(t) = u(t) -y(t) t y{t) = J 0{t -s, t)n[e{s), s] ds
Our aim is to show that under certain conditions, the most notable of which is the positivity of g and the existence of a lower bound on n, the system is bounded-input/boundedoutput stable. A strengthening of our assumptions gives L 1 stability of the system. Similarly, e(s) < 0 on T t , so that by assumption (i) n{e(s), s} < 0 and by (iv) we have e~{t) < u~(t) + J g{t -s, t)n{e(s), s}ds
From (iii) there exists a constant c depending on R + MC such that n(e, t) <c whenever 0 < e < R + MC. Thus, by eqns. 3 and 4
e~(t) < u~(t) + cG(t) <R + cC
The boundedness of e follows from eqns. 3 and 5 and that of y follows from eqn. 1. A strengthening of assumption (v) gives an L 1 stability result as follows. Suppose that
