As interventional procedures become more complicated, the need for accurate quantitative vascular information increases. In response to this need, many commercial vendors provide techniques for measurement of vessel sizes, usually based on derivative techniques. In this study, we investigate the accuracy of several techniques used in the measurement of vessel size. Simulated images of vessels having circular cross sections were generated and convolved with various focal spot distributions taking into account the magnification. These vessel images were then convolved with Gaussian image detector line spread functions ͑LSFs͒. Additionally, images of a phantom containing vessels with a range of diameters were acquired for the 4.5Љ, 6Љ, 9Љ, and 12Љ modes of an image intensifier-TV ͑II-TV͒ system. Vessel sizes in the images were determined using a first-derivative technique, a second-derivative technique, a linear combination of these two measured sizes, a thresholding technique, a densitometric technique, and a model-based technique. For the same focal spot size, the shape of the focal spot distribution does not affect measured vessel sizes except at large magnifications. For vessels with diameters larger than the full-width-at-half-maximum ͑FWHM͒ of the LSF, accurate vessel sizes ͑errors ϳ0.1 mm͒ could be obtained by using an average of sizes determined by the first and second derivatives. For vessels with diameters smaller than the FWHM of the LSF, the densitometric and model-based techniques can provide accurate vessel sizes when these techniques are properly calibrated.
I. INTRODUCTION
Much of the effort in digital vascular analysis has focused on characterization of the arterial lumen, primarily because lumen size remains the standard upon which interventional decisions are based when treating patients with atherosclerotic occlusive disease. Because of its greater spatial resolution, availability during interventional procedures, and its rapid imaging of the entire volume of interest ͑up to 60 frames per second͒, projection angiography is preferred for these measurements despite the development of newer tomographic techniques such as echocardiography, computed tomography ͑CT͒, electronic beam computed tomography ͑EBCT͒, and magnetic resonance angiography ͑MRA͒. Although measurements of stenosis based on visual estimates or caliper determinations from x-ray angiograms are useful, they are not precise. 1 To improve the accuracy and precision of measured vessel sizes, numerous investigators have developed various methods for measurement of vessel sizes in angiograms. [2] [3] [4] [5] [6] [7] [8] [9] [10] There are basically four types of measurement techniques: derivative-based techniques, [2] [3] [4] [5] densitometric techniques, 6, 7 threshold-based techniques, and model-based techniques. [8] [9] [10] Prior to the actual measurement of the vessel sizes, the following steps are usually performed. The vessel of interest is identified, often by manual indication. The center line is determined using vessel tracking [11] [12] [13] or region growing. Vessel profiles are extracted along lines lying perpendicular to the vessel center line from the image data. The vessel diameter or cross-sectional area is then determined from these profiles.
The techniques used to measure the vessel size differ primarily in their analysis of these profiles.
In derivative-based techniques, the first and second derivatives of the vessel profile are obtained. The distance between the extrema of these derivatives is used to estimate vessel size. Because the first derivative tends to underestimate the vessel size and the second derivative tends to overestimate vessel size, 2,5 a combination of the sizes measured with these two approaches is usually employed, the weighting of each being determined by calibration. 2, 5 These techniques have the advantages that they are relatively fast and are not very sensitive to the low-spatial-frequency background in the image.
In densitometry-based techniques, 6, 7 the area under the vessel profile of interest is compared with the area under the profile of a vessel of known cross-sectional area or diameter, from which the cross-sectional area of the vessel is calculated. Prior to the measurements, the pixel values must be converted to relative exposure values ͑e.g., using the characteristic curve of the imaging system 14 -16 ͒. The characteristic curve expresses the relationship between the exposure ͑usu-ally log relative exposure is used͒ and the optical density of the film 14 or the pixel value in the digital image. 15, 16 In addition, the technique requires accurate estimation and subtraction of the local background, knowledge of the relative concentrations of contrast material in both the calibration vessel and the vessel of interest, and knowledge of the orientation of these two vessels relative to the imaging plane. For calculation of a vessel size from the estimated area, a shape must be assumed for the vessel lumen, e.g., circular.
Because the resolution or unsharpness of the imaging system simply blurs the vessel profile but does not change the area under the profile, accurate measurements of vessel areas can be obtained using densitometric techniques when the above conditions are met. The resolution of the imaging system ͑sometimes referred to as imaging system blur or unsharpness͒ is a combination ͑convolution͒ of the resolution due to the detector and the geometric unsharpness due to the focal spot. In this study, the term ''resolution function'' corresponds to the line spread function ͑LSF͒ of the imaging system because we are dealing with line-like objects, i.e., vessels.
In model-based techniques, a shape is assumed for the vessel lumen, usually circular, and the effects of the imaging system resolution are either circumvented or taken into account. With Fourier-based techniques, 9 the Fourier transform of a profile of a vessel with a circular cross section crosses zero at 0 ϭ7.62/D. This zero crossing is independent of the resolution of the imaging system since its effect in Fourier space is a multiplication ͑a convolution in real space͒. The resolution of the imaging system is often expressed in terms of the modulation transfer function ͑MTF͒, 17 which represents the response of the system to input at various frequencies. Other model-based techniques take the imaging system resolution into account. [8] [9] [10] In these approaches, the following steps are usually taken. A number of vessel profiles are calculated based on a circular cross-section model for the vessel and an estimated concentration of contrast material. These profiles are then convolved with the imaging system LSF, after which the exposure values of these profiles are converted to pixel values using the measured characteristic curve of the imaging system to yield ''ideal'' vessel profiles. These ''ideal'' vessel profiles are iteratively compared with the background-subtracted image profiles. The size of the vessel whose calculated profile best matches the image profile is taken as the size of the vessel in the image. The estimated vessel sizes are accurate over a large range of vessel sizes; 8 in particular for vessels with sizes comparable to or even smaller than the width of the LSF. The technique does not appear to be sensitive to the concentration of contrast material in the vessel and can actually be used to estimate it. 8 Although each of these techniques and their results has appeared in the literature, there has been no systematic comparison of these techniques and discussion of their relative merits. In this study, we compare the accuracy of the various techniques in measuring vessel sizes in simulation and phantom studies as well as comparing these results with those of human observers. Because results of Brown et al. 18 have indicated that approximately 96% of the luminal cross sections of stenosed coronary vessels are circular or elliptical, we use vessels with circular cross sections in this study.
II. METHODS
Simulated vessel profiles were generated, and images of a vessel phantom were acquired using various image intensifier ͑II͒ modes. Vessel sizes were determined from these profiles using derivative-based, densitometric, model-based, and thresholding techniques. The vessel size measurements were evaluated in terms of their accuracy. Here, vessel size is taken to mean the diameter of the vessel in the image plane, and vessel diameter is taken to mean the diameter of the vessel in the object plane; for magnification equal to 1, these terms are used interchangeably.
A. Generation of the vessel profiles

Simulation of vessel profiles
To generate the simulated vessel profiles the following steps were taken. Vessel profiles were generated using a circular-cross-section model for the vessels. Diameters ranged from 0.1 to 3 mm, in steps of 0.1 mm. The center lines of the vessels were considered known. These profiles were then convolved with the geometric unsharpness resulting from the finite focal spot size. 19, 20 The focal spot was modeled using rectangular, Gaussian, triangular, and H shapes, each with a full-width-at-half-maximum ͑FWHM͒ of 0.5 mm. The ''H'' or bi-modal shape was generated by adding narrow Gaussians ͑0.1 mm FWHM͒ at the edges of a rectangular shape, such that the resulting distribution looked similar to an H with the bottom filled in.
Magnifications ranging from 1.0 to 2.0 were simulated. These blurred profiles were then convolved with the detector LSF. The LSF of the image detector system was modeled using Gaussians of specified FWHM. Profiles were generated using various pixel sizes ͑0.025-0.200 mm͒. To mimic the clinical situation in which the characteristic curve is not measured ͑and/or assumed to be linear͒, the characteristic curve was modeled as being linear. An example of an image generated using this approach is shown in Fig. 1. 
Phantom images
A vessel phantom was constructed using polyethylene tubes with inner diameters ranging from 0.28 -6.37 mm. The phantom was placed on the face of the II ͑magnification ϳ1͒. Images were acquired using 4.5Љ ͑shown in Fig. 2͒ , 6Љ, 9Љ, and 12Љ II modes of the CAS-8000V II system ͑Toshiba Corp., Tochigi-Ken, Japan͒. Pixel sizes in the object plane were determined from the images of a calibration object consisting of rectangular array of copper beads spaced at known intervals. Profiles were then extracted perpendicular to a vessel center line that was automatically determined after manual indication of two points near the vessel center lines. Vessel sizes were measured for each profile and averaged along the length of the vessel to obtain the measured sizes. In the phantom studies, to approximate the situation that is common in most clinics, the LSF was not measured but approximated as a Gaussian, the FWHM of which was taken as a multiple of the pixel size, and the calibration curve was not measured but assumed to be linear. Pincushion correction was not performed; pincushion errors were less than 1%.
Background subtraction
Prior to measurement of the vessel diameter, the background pixel value and the ''vessel region'' were estimated as follows. 21 The average of the pixel values in the entire profile was obtained. All pixel values of the profile below this first average were then used to calculate a second average which was taken as the background value and subtracted from the profile. The first derivative of the profile was obtained, and the locations of the maxima in the first derivative on either side of the peak were identified as edges. The region in the background-subtracted profile containing the vessel information ͑to be called the vessel region͒ was then identified as those pixels contiguous with the center, having pixel values greater than zero, and within the edges identified using the first derivative. The vessel sizes were then determined by analysis of the vessel region.
B. Vessel size measurements
Derivative-based techniques
The first derivative of the profile in the vessel region was obtained using a nearest-neighbor difference technique, i.e.,
The distance between the maxima in the absolute value of the first derivative was taken as the vessel size as measured by the first derivative. The second derivative of the profile was obtained as
The distance between the maxima in the second derivative was taken as the vessel size as measured by the second derivative. In addition, a weighted combination of the diameters measured using the first-and second-derivative techniques was used. An equal weighting was found to yield the most accurate results in this study.
Densitometric technique
For the densitometric technique, the characteristic curve was assumed to be linear with respect to log exposure, and the area under the profile within the vessel region was calculated as
where the left and right edges correspond to the limits of the vessel region. 
Model-based technique
The model-based technique was based on that of Fujita et al., 8 the iterative deconvolution technique ͑IDT͒. Simulated vessel profiles, with circular cross-sections, were generated with diameters ranging from 0.1 to 10 mm, in increments of 0.1 mm. These simulated profiles were convolved with the geometric unsharpness ͑resulting from the focal spot and magnification͒ as well as a Gaussian-shaped LSF simulating the unsharpness of the detector. In the phantom studies, the FWHM of the detector LSF used in the modeling was varied. After normalizing the area to that of the vessel region of the extracted profile, these ideal vessel profiles, v i (x) diam , were compared with the extracted vessel profile. The diameter of the vessel and the center, x center , of the ideal vessel profile were varied in an iterative manner until an optimal match with the extracted vessel profile was obtained, as determined by the residual, R mb , given by summation of the absolute differences between the pixel values of the ideal (v i (xϪx center ) diam ) and extracted vessel profiles (p(x)), i.e.,
͑5͒
The vessel size and center of the ideal profile that yielded minimum residual were taken as the measured vessel diameter and center, respectively.
Threshold-based technique
For the threshold technique, the maximum pixel value in the profile was determined. The threshold value was set to 50% of this maximum value. The pixels with pixel values above this threshold value and contiguous with the pixel with the maximum pixel value were identified. The width of this contiguous region was taken as the vessel size in the image.
C. Evaluations
The measured vessel sizes depend on the technique used for the measurement, the effective resolution function of the imaging system, and the pixel size of the detector system. We evaluated the effect of these various components on the vessel diameters measured by the various techniques.
In all the evaluations, the magnification was considered to be known exactly. In general, all techniques measure vessel sizes in the images and correct the measured sizes for magnification to obtain the diameter. The errors in the size measurement, E size , and the errors in the calculated magnification, E mag , can be considered separately as a ͑good͒ first approximation, i.e.,
where O͓x͔ stands for ''of the order of x.'' Errors in the estimated vessel diameters would therefore have to include the results presented here for E size as well as those resulting from errors in the estimated magnification.
Effect of the focal spot distribution
As will be seen in the results, the primary effect that needs to be taken into account ͑either through calibration or by including it in the calculations͒ is that of the imaging system resolution. The final vessel profile, v f (x), can be understood as resulting from the convolution of the projected vessel profile which would be obtained with a point x-ray source, v(x), with the geometric unsharpness, f (x/(mag Ϫ1)), ͑due to the finite size of the focal spot͒ as well as with the detector LSF, L(x), i.e.,
where * indicates convolution, f (x) is the focal spot resolution and f (x/(magϪ1)) is the effective projected focal spot distribution. 22 We investigated the effect of the focal spot distribution shape on the shape of v f (x) and on the vessel sizes measured using the various techniques for various detector LSFs.
Effect of imaging system resolution and pixel size
Image-intensifier-TV ͑II-TV͒ systems are commonly used in angiography. These systems allow the use of multiple fields of view, each of which has different pixels sizes and resolution with the detector resolution strongly correlated with the pixel size. For selected focal spot distributions and magnifications, we investigated the effect of the detector parameters, resolution and pixel size, on the vessel diameters measured using the various techniques.
Sensitivity of diameters measured with the model-based technique to the assumed magnification and imaging system resolution
Model-based techniques use ideal vessel profiles generated by convolving assumed vessel models with measured/ estimated imaging-system resolution functions. Inaccuracies in these models or resolution functions can affect the measured vessel diameters. Errors in the estimated magnification will result in errors in the projected focal spot distribution used to simulate the geometric unsharpness. Although detector resolution functions can be measured fairly reliably, 23, 24 they may not be readily available in the clinical setting. Thus, the effect of errors in these resolution functions was also investigated by varying the FWHM of the LSFs. While evaluations with a variety of shapes for the vessel cross section would be of value, we believe that such an evaluation goes beyond the scope of this study. We therefore limited our study to profile shapes for circular models for the vessel cross sections, selected magnification factors, and Gaussianshaped LSFs for the image detector.
Effect of the signal-to-noise ratio on measured diameters
In addition to the effects of resolution, noise in the image can obscure the vessel information. Although not the focus of this study, we investigated the accuracy and reproducibility of the measured vessel diameters for various levels of the SNR for vessels of various diameters. The maximum pixel value in the noiseless vessel profile, i.e., its peak value, was determined. Noise, sampled from a Gaussian distribution, was added to the pixel values in the images; the standard deviation of the noise distribution was selected to yield the specified signal-to-noise ratio at the peak of the profile.
III. RESULTS
Each of the techniques, except the threshold-based technique, was found to provide accurate measured vessel sizes under appropriate conditions. Vessel sizes could be accurately measured ͑errors ϳ0.1 mm͒ for vessels with projected sizes greater than the FWHM of the imaging system LSF with the proper combination of vessel sizes measured using the first and second derivatives. Model-based techniques performed well when the system characteristics were properly taken into account. Densitometric techniques consistently outperformed all other techniques for vessels with sizes less than 1 mm.
A. Effect of the focal spot distribution
In general, for a given FWHM of the focal spot distribution, the shape of the focal spot distribution was found to affect neither the measured sizes nor the shape of the final vessel profiles ͑see Fig. 3͒ , in agreement with Doi et al. [25] [26] [27] This can be understood by considering the following. If the projected vessel profiles, the focal spot distributions, and the detector LSF were Gaussian shaped ͑or approximately Gaussian shaped͒, the FWHM of the vessel profile which included the blurring due to imaging system would be given ͑approximately͒ by
where diam is the diameter of the vessel, mag is its magnification, FWHM ProjFoc is the full-width-half-maximum of the projected focal spot distribution ͓FWHM ProjFoc ϭFWHM Foc ͑magϪ1)], and FWHM Det is the full-widthhalf-maximum of the image detector LSF. The FWHM which is substantially larger than the others will dominate ͑and determine to first order͒ the FWHM vp and the shape of the final profile. Consistent with this approximation, we found that the size and shape of the focal spot did affect the FWHM and shape of the final vessel profiles when the FWHM of the projected focal spot distribution ͓i.e., FWHM focal ͑magϪ1)͔ was greater than the FWHM of the vessel profile after convolution of the detector LSF. Therefore, only one type of focal spot distribution, i.e., a Gaussian shape, was used in the subsequent analyses.
B. The effect of resolution and pixel size
In Fig. 4 , we present results of the vessel size measurements obtained using the six above-described techniques in No image detector resolution was included here. The curves were peak normalized. Although there are slight differences at the edges, the FWHM of the distributions are almost identical, i.e., 0.572, 0.560, 0.570, 0.570 for the Gaussian, H, uniform, and triangular focal spots, respectively. These differences would be undetectable using the evaluated techniques ͑see Results͒ .   FIG. 4 . Diameters of vessels measured using the various techniques. The image system LSF was represented as a Gaussian with a FWHM of 0.5 mm; the magnification was 1.0. ͑a͒ Diameters of simulated vessels measured using first derivatives, second derivatives, and 50-50 combination of the two sizes measured using these techniques. Diameters measured using the first derivative are consistently less than the true vessel diameter, except for vessels with diameters less than 0.5 mm. The second derivative technique consistently overestimates the vessel sizes. The 50-50 combination yields accurate results except for vessels with diameters less than 1.0 mm. ͑b͒ Diameters of simulated vessels measured using densitometric, model-based ͑IDT͒, and thresholding techniques. Densitometric results are overlayed by the model-based results. Densitometric and model-based techniques yield accurate vessel diameters for all vessel diameters. The diameters measured using the threshold technique are consistently less than the true vessel diameter, except for vessels with diameters less than 0.6 mm. Unlike the first derivative results, the deviation of the diameters measured using the thresholding technique increases with vessel diameter. simulated images in which the FWHM of the LSF was 0.5 mm. In Fig. 4͑a͒ , we see that the first-derivative technique consistently underestimates the vessel size except for smallsized vessels whereas the second-derivative technique consistently overestimates the vessel size. For vessels with sizes greater than the FWHM of the LSF, accurate sizes are measured by using a 50-50 combination of the vessel sizes determined using the first and second derivative techniques. For vessels with sizes smaller than the FWHM of the LSF, the sizes measured using the derivative-based techniques plateau, i.e., the measured sizes are approximately constant in this range. In Fig. 4͑b͒ , we see that the densitometric and model-based techniques yield the correct sizes for all vessel sizes, i.e., the requirements for the densitometric technique were met, and the imaging system was accurately modeled. The results of diameter measurements using thresholding techniques exhibits behavior similar to that obtained with the first derivative, except that the deviation of the measured diameter from the true diameter increases with actual vessel size. These results are in good agreement with those appearing in the literature.
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Similar results were obtained in simulation studies in which the FWHM for the LSF was varied. The sizes measured using the first-derivative technique are shown in Fig.  5͑a͒ . The first-derivative technique underestimated ͑overesti-mated͒ vessel sizes for vessels with sizes larger ͑smaller͒ than the FWHM of the LSF, with the errors increasing with increasing FWHM of the LSF. Although not shown, the trends seen in Fig. 4 were repeated for sizes measured using the second-derivative and threshold-based techniques, with the errors increasing with increasing FWHM of the LSF. In Fig. 5͑b͒ , we present the errors in the sizes measured using the 50-50 combination ͑of first and second derivative sizes͒. We have modified the axes from that of Figs. 4 
For the above simulation evaluations, the pixel size was 25 microns, substantially smaller than that for any available angiographic system. When the pixel size was increased ͓and the FWHM of the LSF was increased accordingly ͑set equal to twice the pixel size͔͒, we observed behavior for each of the techniques similar to that obtained above for various resolution functions. In addition, for the derivative-and threshold-based techniques, the sizes were quantized in units of pixels. Although this pixelation effect can be overcome with curve fitting and/or interpolation or averaging, the effects of resolution will still limit the accuracy of measured vessel sizes for small-diameter vessels.
In the phantom studies, results similar to those above were obtained, and these are presented in Fig. 6 and Table I . For vessels with diameters greater than 1 mm ͓part ͑C͒ of Table I͔ , the 50-50 combination ͓Fig. 6͑a͔͒ yielded the most accurate and reliable sizes, errors of ϳ0.1 mm and average standard deviations of 0.050 mm, respectively. For vessels with diameters less than 1 mm ͓part ͑B͒ of Table I͔, the densitometric technique ͓Fig. 6͑b͔͒ yielded the most accurate and reliable sizes, errors of ϳ0.1 mm and average standard deviations of 0.050 mm, respectively. For large diameter vessels, the errors in the sizes calculated by the densitometric technique increase due to saturation ͓Fig. 6͑b͔͒, i.e., the nonlinearities in the characteristic curve which were not taken into account ͑see Discussion͒. As can be seen in part ͑B͒ of Table I and by comparing Figs. 6͑b͒ and 6͑c͒, the errors in the sizes measured by the model-based technique were larger than those of the densitometric technique for vessels with sizes less than 1 mm, probably due to the sensitivity of the model-based technique to the FWHM of the LSF ͓see Sec. III C ͑below͔͒. Part ͑C͒ of Table I and Figs. 6͑a͒ and 6͑c͒ indicate that the model-based errors were also larger than those of the 50-50 combination technique for vessels with sizes larger than 1 mm, probably due to the saturation of the pixel value which reduced the accuracy of the densitometric technique as well. Although the model-based technique can FIG. 5 . Effect of resolution on diameters of simulated vessels measured using the derivative techniques. ͑a͒ Vessel sizes measured using the firstderivative technique, the FWHM of the LSF varied from 0.1 mm to 1.0 mm. Plateauing is seen in each curve ͑except the 0.1 mm curve͒ with the measured curve crossing the line of unity at approximately the FWHM of the LSF. ͑b͒ Errors in the vessel sizes measured using the 50-50 combination of first and second derivative techniques. For vessels with diameters less than the FWHM of the LSF, plateauing gives rise to increasing errors. However, for the vessels with diameters larger than the FWHM of the LSF, the diameters are accurately determined.
provide accurate vessel sizes for the entire range of vessels sizes, 8 we present results as would be obtained in the standard clinical setting in which the characteristic curve would not be measured prior to vessel size measurement.
C. Sensitivity of diameters measured with the modelbased technique to the assumed magnification and the imaging system resolution
In Fig. 7 , we present the results of simulation studies of measurement of vessel sizes with the model-based technique with incorrect modeling of the imaging system. To generate Fig. 7͑a͒ , the geometric unsharpness was modeled assuming a magnification of 1.4, while the actual magnifications were 1.3 and 1.5. Note that for this figure, in an effort to show the effect of incorrect geometric unsharpness, the correct magnification was used to calculate the vessel diameter subsequent to vessel size determination in the image. Vessel sizes are accurate to within 50 microns except for vessels with diameters less than 0.3 mm. Figure 7͑b͒ shows the deviation of measured sizes from the true size in simulation studies in which the FWHM of the modeled LSF was 0.5 mm but the actual FWHM was varied. The error in the measured sizes increases with the error in the FWHM for the modeling Gaussian. Although not shown here, results obtained when using Gaussian and triangularly distributed LSFs for the image system ͑while using only a FIG. 6 . Vessel sizes determined in the phantom study for the three most accurate techniques, i.e., the 50-50 combination, the densitometric, and the model-based techniques. The error bars represent one standard deviation. ͑a͒ Vessel sizes measured using the 50-50 combination technique for the phantom study in which the 4.5Љ, 6Љ, 9Љ, and 12Љ II modes were used. The results are similar to those seen in Fig. 5͑b͒ . For vessels with diameters smaller than 1 mm, the errors are large, and there is a strong dependence on the II mode. For larger vessels, errors are small and do not appear to depend on the II mode. ͑b͒ Vessel sizes measured using the densitometric technique for the phantom study in which the 4.5Љ, 6Љ, 9Љ, and 12Љ II modes were used. Errors for vessels with diameters less than 1 mm are less than 0.1 mm. Errors become large for vessels much larger than 1 mm, due to saturation in the image. ͑c͒ Vessel sizes measured using the model-based technique for the phantom study in which the 4.5Љ, 6Љ, 9Љ, and 12Љ II modes were used. The LSF was modeled using a Gaussian with a FWHM of 3 times the respective pixel size. TABLE I. Average errors in the vessel sizes measured using the various techniques in the phantom study for images acquired using the 4.5Љ, 6Љ, 9Љ, and 12Љ II modes ͑pixel sizes were 0.130, 0.172, 0.232, 0.321 mm, respectively͒. ͑A͒ Error was determined by averaging the error over all vessels. ͑B͒ Error was determined by averaging the error over vessels with diameters less than 1 mm. ͑C͒ Error was determined by averaging the error over vessels with diameters greater than 1 mm. Gaussian LSF for the modeling͒ yield comparable results, i.e., little dependence on the shape of the LSF ͑similar to that observed for the focal spot distribution͒.
In the phantom studies of the model-based technique ͓Fig. 6͑c͒ and Table I͔, the FWHM of the LSF was not known, but the residuals ͓Eq. ͑5͔͒ indicate a quality of fit. When the FWHM of the LSF is chosen based on the minimum difference ͑Table II and Fig. 8͒ , the average errors in the measured sizes are seen to improve for the 4.5Љ, 6Љ, and 9Љ II-mode images for vessels smaller than 1 mm, becoming comparable to those of the densitometric technique ͓͑B͒ of Table I vs ͑B͒  of Table II͔ . The errors for the vessels with sizes greater than 1 mm remain about the same ͓͑C͒ of Table I vs ͑C͒ of Table  II͔ , because the saturation in the image has not been corrected or taken into account. As can be seen from ͑A͒-͑C͒ of Table II , the FWHM which yields the minimum residual depends somewhat on the range of the vessels being employed, and the minimum residual does not always coincide with the minimum error ͑probably because the system was not accurately modeled͒. However, the minimum residual does coin- FIG. 7 . Effect of incorrect modeling of the imaging system on model-based measurements. ͑a͒ Error in measured vessel size for simulated vessels due to incorrect magnification factor used in calculating the imaging system LSF for the model-based method. The actual magnification was 1.3 and 1.5 while that assumed in the model was 1.4. ͑b͒ Effect of using the incorrect LSF ͑FWHMϭ0.5 mm͒ in the model-based technique for simulated vessels generated using LSFs of various FWHM. When the width of the actual LSF is smaller ͑larger͒ than that used in the model based technique, sizes of vessels less than 1.0 mm tend to be underestimated ͑overestimated͒. The errors seen here are comparable to those seen for the first derivative technique ͓Fig. 4͑a͔͒.
TABLE II. Effect of incorrect modeling of the image detector LSF on the sizes measured using the model based technique in phantom studies. ͑A͒ Average error ͑in mm͒ for all vessels. Bolded values correspond to the smallest residual summed over all vessels for the particular II mode. ͑B͒ Average error ͑in mm͒ for vessels with diameters less than 1 mm. Bolded values correspond to the smallest residual summed over all vessels with diameter Ͻ1 mm for the particular II mode. ͑C͒ Average error ͑in mm͒ for vessels with diameters greater than 1 mm. Bolded values correspond to the smallest residual residual summed over all vessels with diameter Ͼ1 mm for the particular II mode. FIG. 8. Vessel sizes measured using the model-based technique for the phantom study in which the 4.5Љ, 6Љ, 9Љ, and 12Љ II modes were used. The data were chosen using the smallest residuals when summed over all vessels, i.e., from part ͑A͒ of Table II bolded data. For vessels smaller than 1 mm, the errors are comparable to those of the densitometric technique for the 4.5Љ, 6Љ, and 9Љ modes. For vessels larger than 1 mm, the errors increase due to the saturation of the pixel values. The error bars represent one standard deviation.
FWHM
cide with the most accurate measurements for vessels with diameters less than 1 mm for the 4.5Љ, 6Љ, and 9Љ II modes, indicating that the system is accurately modeled in these cases. These optimal FWHM are about 50% smaller than the FWHM of the line spread functions of the 4.5Љ and 9Љ modes measured to be 0.25 mm and 0.3 mm ͑or 2ϫ and 1.3ϫ the pixel size͒, respectively, indicating that additional contributions to the LSF may be present. Thus, the resolution function and magnification should be taken into account for accurate results with the model-based technique used here.
D. Effect of the signal-to-noise ratio on measured diameters
In the limited study performed here, we found that the precision and accuracy of the measured vessel sizes decreased as the SNR of the vessel decreased for the threshold and derivative-based techniques, while the model-based and densitometry-based techniques remained fairly accurate. In Fig. 9 , we present two examples of this general trend, i.e., for SNR of 50 and 5. The densitometric and model-based measurements remain accurate and precise, probably because they make use of the entire vessel profile, as opposed to just the edges. The apparent dependence on SNR for the derivative-based techniques may result in errors in vessel sizes measured using these techniques even if calibration is used, especially if the SNR in the calibration measurements differs substantially from that in the clinical images. The effective SNR can be increased by averaging along the vessel axis; however, this may introduce additional smoothing if the vessel size changes within the averaging distance or if the averaging direction is not parallel to the vessel axis.
IV. DISCUSSION
In this study, we found the following. ͑1͒ Neither the shape ͑in agreement with Doi et al. [25] [26] [27] ͒ nor the measured size of the vessel profile depends on focal spot shape except for vessels with projected diameters smaller than the effective projected focal spot resolution function.
͑2͒ Results obtained in simulation and phantom experiments appear to agree to within the fluctuations in the measurements in the phantom experiments when the characteristic curve is linear and/or the system is correctly modeled.
͑3͒ For vessels with projected diameters larger than the FWHM of the imaging system LSF, all techniques can yield accurate vessel with proper calibration of the measurements and/or characterization of the imaging system; ͑4͒ For vessels with projected diameters less than the FWHM of the imaging system LSF, the resolution needs to be taken into account in some way. The densitometric technique yields the most accurate and reliable size estimates; ͑5͒ The model-based technique can yield results that are comparable to those determined using the densitometric technique ͑for small vessels͒ and similar to those determined using the combined derivative technique ͑for larger vessels͒. The accuracy of model-based techniques depends on the accuracy of the measured/estimated resolution functions, amount of saturation in the image, and magnification factors. The FWHM of the LSF may be estimated by minimizing the residuals in the comparison of model and image profiles.
͑6͒ The errors in densitometric and model-based techniques increase substantially for those vessels with pixel values in regions where the characteristic curve is nonlinear. The lack of sensitivity to the shape of the focal spot distribution and the sensitivity of the derivative techniques ͑for small vessels͒ to the FWHM of the LSF can be understood by considering Fig. 10 . In Fig. 10 , we present vessel profiles of various sizes after convolution with the imaging system LSF ͑FWHM 0.5 mm͒. The maxima in the profiles have been normalized to facilitate perception of the change in the profile shape from that of the vessel profile ͑semicircular͒ over to that of the LSF ͑Gaussian͒ as the vessel diameter decreases. Thus, in this latter case, the sizes measured are approximately equal to the FWHM of the LSF as determined using the respective techniques.
The agreement of the simulation and phantom measurements indicates that simulations may be useful in evaluating vessel sizing techniques when the characteristic curve is linear and/or the system is correctly modeled. Morioka et al., 28 also obtained similar results in manual measurements of vessel sizes in simulation and phantom studies. However, the results here have been obtained for phantoms with circular cross sections. Further study and comparisons of these techniques in simulation and phantom studies of vessels containing asymmetric lumen should be performed to explore further the usefulness and limitations of simulations.
These results, especially for vessels with projected diameters larger than the FWHM of the imaging system LSF, are in good agreement with those seen in the literature. [3] [4] [5] [6] [7] [8] [9] [10] In particular, accurate sizes of vessels with sizes larger than the FWHM of the LSF can be obtained using a combination ͑50-50 here͒ of the sizes measured using first-and secondderivative techniques. Other investigators 2, 5 have proposed different weighting of these sizes when measuring vessel sizes in digitized cine-film angiograms. While the difference in weighting may be due to differences in the characteristic curves of the imaging systems and/or to differences in the shapes of the resolution functions, changes in these components of the imaging chain did not appear to affect our results. Thus, the sizing technique employed should be calibrated using phantoms and imaging parameters that reflect those which would be used clinically. It should be noted that these results also indicate that vessel sizes of smaller or stenosed vessels ͓O͑1 mm͔͒ will tend to be overestimated using derivative-based techniques even with careful calibration. This overestimation can result in an underestimation of the percent stenosis.
Vessel sizes measured using the densitometric technique were consistently more accurate and more precise than those measured in simulation studies using the other techniques when the characteristic curve is linear or properly taken into account. In the phantom studies, in which the characteristic curve was assumed to be linear, accurate sizes were obtained for the smaller vessels. However, substantial errors in the measured sizes of large vessels resulted from the nonlinearity ͑i.e., saturation͒ of the characteristic curve ͑see below͒. The quality of the densitometric results for the smaller vessels is probably due to its inherent insensitivity to blurring by the resolution function and because it uses the entire vessel profile ͑effectively improving the SNR of the measurement͒. The accuracy of the densitometric technique does depend on the method used to determine the vessel region, i.e., the edges to be used in integration ͓Eq. ͑4͔͒. When the vessel region was identified using only a thresholding criterion, the errors increased by approximately a factor of approximately 50% for the smaller vessels with the standard deviation remaining about the same. Because the densitometric technique calculates the measured vessel sizes using a calibration vessel, the absolute sizes measured using this technique will be sensitive to accuracy of the diameter of the calibration vessel, differences in orientations of the calibration and measured vessel relative to the imaging plane ͓ϳsqrt͑cos͑⌰͒͒Ͻ3% error for a 20 degree error in orientation͔, and differences in the concentration of contrast material in these two vessels. The densitometric technique can yield accurate vessel sizes, for vessels as small as 0.3 mm, even for a 12Љ II mode, if the measurements are performed in a linear region of the characteristic curve, the calibration vessel measurement is accurate, and these latter two differences are small.
The model-based technique provided the most consistent accuracy across the entire range of vessel sizes evaluated. However, it does require an estimate of the magnification, a model for the vessel cross section, measurement of the calibration curve, and measurement of the resolution function. Errors in the estimated magnification ͓O͑7%͔͒ appear to result in small errors in the measured sizes ͓O͑50 microns͔͒ ͓Fig. 7͑a͔͒. In this study, we employed a circular cross section for our model. However, projections of ellipses have the same functional form independent of eccentricity and angle of the major axis relative to the imaging plane. 29, 30 Thus, the circular cross-section model should yield accurate estimates of maximal extent ͑vessel sizes͒ for vessels with elliptical cross sections as well. The characteristic curve depends on the kVp of the acquisition, and it is not a standard clinical practice to determine it. Saturation in the image, i.e., nonlinearities in the characteristic curve, can result in increased errors in the model-based ͑and densitometric͒ techniques. However, the model-based technique is not as sensitive to these nonlinearities as is the densitometric technique ͑see below͒.
The model-based technique appears to be most sensitive to errors in the FWHM ͑and not the shape͒ of the imaging system LSF. Errors in the FWHM of the LSF can lead to errors in the measured sizes comparable to those seen with the derivative-based techniques for vessels with sizes smaller than 1 mm ͓Fig. 7͑b͔͒. The measurement of the resolution function 23, 24 is not part of standard practice in most clinics. When the resolution function is estimated as part of the calculations, 10, 31 errors obtained were comparable to those of the densitometric technique for vessels with diameters less than 1 mm for the 4.5Љ, 6Љ, and 9Љ II modes and comparable to those of the 50-50 combination derivative technique for vessels larger than 1 mm. The larger errors in the 12Љ II mode measurements are probably due to inaccurate modeling of the imaging system. Thus, if the imaging system is properly modeled, model-based techniques may provide accurate vessel sizes for a wide range of vessels or be used as a check of sizes measured using derivative ͑larger vessels͒ or densitometric techniques ͑smaller vessels͒.
The derivative-based techniques yielded accurate sizes for larger vessels in the presence of saturation of the signal whereas accuracy of the densitometric and model-based techniques degraded. The relative sensitivity of the various techniques to nonlinearities in the characteristic curve can be understood as follows. The effect of saturation on the vessel profiles is to change the shape of the profile from one with the functional form sqrt (1Ϫ(x/x max ) 2 ), i.e., elliptic, to one which is more square. The derivative-based techniques, the most insensitive of the techniques, evaluate the regions with highest derivative which do not change substantially as the elliptic-to-square change of shape occurs. Although the model-based technique uses an elliptic shape in its comparisons with the image profiles, it is less sensitive to nonlinearities than the densitometric technique because ͑1͒ the residual ͓Eq. ͑5͔͒ is more sensitive to errors in regions of the profile with high gradients than those near the center of the profile and ͑2͒ the gradients near the edge remains about the same with the primary shape change occurring at the center of the profile. The densitometric technique is the most sensitive to non-linearities because the area changes with deviations of the characteristic curve from linearity, i.e., the area of the profile is given by where p(x) is the pixel value at position x in the vessel profile, and CC(y) is the transformation of pixel value y to log exposure value. If the function CC is deviates from linearity ͑or saturates͒ for the central portion of the curve, the profile is effectively clipped, and the area calculated assuming linearity ͓using the latter portion of Eq. ͑9͔͒ will be commensurately reduced from its proper value. Thus, the densitometric is the most sensitive to the shape of the profile as determined by the characteristic curve.
While not the focus of this study, the signal-to-noise ratio ͑SNR͒ was found to affect the accuracy of each of the techniques. The densitometric and model-based techniques appear to be relatively insensitive to the SNR, probably because they take the whole profile into account. The derivative-and threshold-based techniques appear to be very sensitive to the SNR in this study. We believe this sensitivity arises primarily because of the technique used to define the edges of the vessel region ͑Sec. II A 3͒; specifically, the vessel region was determined as those pixels contiguous with the center, having pixel values greater than zero, and within edges identified using the first derivative. As the SNR decreases, there is an increasing probability that the maxima in the derivatives or the 50% threshold level will occur within the vessel region and not at its edge. Thus, one should test the particular method for various levels of SNR and adjust the method accordingly. 10, 31, 32 Although each of the techniques can yield highly accurate vessel sizes for a range of vessel sizes ͑independent of the FWHM of the LSF͒, no one technique provides accurate sizes for all vessel sizes ͑unless the imaging system is correctly modeled or characterized͒. A combination of the derivative-based technique ͑for larger vessels͒ and techniques which attempt to characterize and model the system from the image data itself 10, 31 ͑for smaller vessels͒ hold perhaps the most promise in providing accurate sizes over the entire range of vessel sizes ͑0.3 mm-6 mm͒.
