Quality of service (QoS) routing plays an important role in QoS provisioning for mobile ad hoc networks. This work studies the issue of route selection subject to QoS constraint(s). Our method searches for alternate routes with satisfied QoS requirement(s) to accommodate each communication request when the shortest path connecting the source-destination pair of the request is not qualified. In order to effectively reduce protocol overhead, a directed search mechanism is designed to limit the breadth of the searching scope, which aims at achieving a graceful tradeoff between the success probability in QoS route acquisition and communication overhead. Efficient hop-by-hop routing protocols are designed for route selection subject to delay and bandwidth constraint, respectively. Simulation results show that the designed protocols can achieve high performance in acquiring QoS paths and in efficient resource utilization with low control overhead. Copyright # 2004 John Wiley & Sons, Ltd.
INTRODUCTION
Quality of service (QoS) routing plays an important role in providing real-time services with desirable service quality in terms of bandwidth and/or end-to-end delay. This work studies the issue of QoS routing for mobile ad hoc networks (MANETs). The goals of QoS routing are two folds: (a) selecting paths that can satisfy given QoS requirements of arriving communication requests, and (b) achieving global efficiency in resource utilization. Recently, the issue of QoS routing has received a lot of attention for providing QoS in MANETs and much work has been carried out to address this critical issue.
QoS is difficult to guarantee in MANETs because the wireless channel is shared among adjacent hosts and network topology can change as hosts move. Here, we list some general considerations in designing a QoS routing protocol. It is very difficult to guarantee an initial QoS contract with a session, which has specific QoS requirement(s), due to network dynamics caused by node mobility and link state impreciseness. There may exist transient time when the required QoS is not guaranteed due to path break or network partition. A designed routing protocol should scale well with network size, and with computation, communication and storage overhead. fwidthði; jÞg ð3Þ } In the rest of this paper, we will mainly focus on designing routing protocols to select QoSsatisfied paths for each arriving request with QoS requirement(s). The following assumptions are made for protocols designed in this work to execute successfully. First, as for resource availability, each network node is assumed to be able to monitor the available resources, such as delay, cost, and available bandwidth, on each of its outgoing links. Second, as for resource reservation, a medium access protocol is assumed to be able to resolve media contention and support resource reservation (as necessary) at the MAC layer.
Problem formulations
This work studies the following two routing problems: delay-and bandwidth-constrained leastcost unicast routing. Each problem can be formulated as follows:
Delay-constrained least cost (DCLC) unicast routing problem: Given a source node s and a destination node d; and a delay constraint D; find a directed simple path p from the source s to the destination d such that (a) delayðpÞ4D; and (b) costðpÞ is minimal among all those feasible paths connecting the s-d pair.
The DCLC problem is known to be NP-complete [1] .
Bandwidth-constrained least cost (BCLC) unicast routing problem: Given an s-d pair, and a bandwidth constraint B; find a directed simple path p from the source s to the destination d such that (a) widthðpÞ5B; and (b) costðpÞ is minimal among all those feasible paths connecting the s-d pair.
The BCLC problem is polynomial if accurate global network state information (i.e. topology and state information on each link in the network) is available. With such state information, the source s can locally compute a bandwidth-constrained path (if available) using a pathcalculating algorithm such as Dijkstra's shortest path first algorithm [2] , after pruning those links without enough bandwidth resources. However, gathering and maintaining global state information suffer from the issues of scalability and information inaccuracy, hence designing simple and efficient hop-by-hop heuristic solutions is highly desirable for providing bandwidthsensitive services in MANETs.
Related work
Recently, the QoS routing issue has attracted a lot of attention and much work has been carried out. Here, we will focus exclusively on those algorithms and protocols addressing either the DCLC issue or the BCLC issue as defined in the preceding section and we will not discuss those designed for route selection subject to multi-constraints, which is somewhat orthogonal to the issues studied in this work. For a good survey for such work please refer to References [3, 4] and references cited therein. Next, we will first present a review of related work designed for wired networks and then of that designed for MANETs.
2.3.1. QoS routing in wired networks. To address the DCLC issue, Widyono [5] presented a constrained Bellman-Ford (CBF) algorithm. CBF performs breadth-first search to identify the optimal constrained path and its running time grows exponentially with network size. In Reference [6] , Hassin proposed two e-optimal approximation algorithms with the complexity of Oðlog log BðjEjðjV j=eÞ þ log log BÞÞ and OðjEjðjV j 2 =eÞlogðjV j=eÞÞ; respectively, where B is an upper bound on the optimal cost. In Reference [7] , Lorenz and Raz presented an e-optimal algorithm with the complexity of OðjEjjV jðlog log jV j þ 1=eÞÞ: All these e-optimal algorithms produce a path with a maximum cost of e-factor from the optimal solution (if available). However, despite their elegance, these algorithms have scalability issue to be employed in MANETs wherein nodes are with very limited computing capabilities and also gathering fresh global network state information from time to time is very difficult in MANETs.
In References [8, 9] , the authors presented hop-by-hop delay-constrained routing heuristics, which have the following properties in common. First, each node must maintain the least-cost (LC) and also the least-delay (LD) information to every other node in the network. Second, the path searching process adds one node at a time and at each time the next node to be added lies on either the LC path or on the LD path from the head of partial path probed thus far to the destination node. In Reference [10] , the authors attempted to combine the benefits of probingand backtracking-based algorithms (better adaptiveness and wider search) with those of distance-vector algorithms (lower setup time). With any one of the above heuristics in References [8] [9] [10] , at any time, only a single probe message propagates in the network for route selection. The worst case message complexity of algorithms in References [8] [9] [10] , are OðjV j 2 Þ; OðjV jÞ; and exponential, respectively. The implementation of all the above heuristics requires at least two versions of wide-area distance vector routing protocols running in the background, which converge with respect to (w.r.t.) cost and delay metric, respectively. The large amount of control overhead introduced for obtaining and updating such distance vector information, respectively, makes these protocols difficult to be employed in dynamic and resource-scarce MANETs.
In Reference [11] , Wang and Crowcroft designed routing protocols for returning the shortestwidest path, which is the path with the maximum width among all paths, and if there are multiple such paths, the shortest one w.r.t. a cost metric such as hop count is selected. In Reference [11] , two algorithms based on modified distributed Bellman-Ford and Dijkstra's algorithms, respectively, were designed to return such path.
QoS routing in MANETs.
Next, we provide a review of recent work addressing the QoS routing issue in the context of MANETs. This work can be divided into three categories: shortest path routing, flooding, and multiple-path routing. To provide QoS, the shortest path routing strategy simply returns the shortest path if this path meets the QoS requirement(s) of an arriving request, or otherwise rejects the request. Example protocols using this strategy can be found in References [12, 13] and they work by simply checking the feasibility of the mini-hop path connecting the source-destination pair of each request to make a decision on accepting the request or not. Advantages of this strategy are its simplicity, fast route acquisition, and little control overhead. It can work well in an environment where traffic demand is light, in which case a mini-hop path probably has enough resources to accommodate a new request with QoS requirements. However, this strategy can suffer from low success probability in acquiring a feasible route (when available) as traffic demand increases (e.g. as observed in Reference [14] ). This is because the non-feasibility of the mini-hop path does not mean the non-existence of feasible paths in the entire network.
In contrast, flooding is another strategy for QoS routing, which works by flooding a routesearching message across the entire network to search for a QoS-route on demand. Intermediate nodes forward a received route-searching message provided that the given QoS requirement(s) are not violated yet. Once the intended destination receives a route-searching message, a QoSroute is discovered. Example protocols using this strategy can be found in References [14, 15] . Flooding can achieve high success probability in terms of route acquisition due to its wide searching scope. On the other hand, path discovery using blind flooding, an expensive operation in resource-scarce MANETs, can introduce excessive communication overhead.
The strategy of multiple-path routing aims at achieving a good tradeoff between success probability in route discovery and protocol overhead. It works by searching multiple paths in parallel for a feasible path.
Following this strategy, in Reference [16] , Chen and Nahrstedt presented a protocol using ticket-based probing (TBP). TBP requires each node to maintain a distance vector to reach each other node with respect to cost, delay, and bandwidth metrics, respectively. To obtain such distance information, each node runs multiple underlying wide-area routing daemons in parallel, one for each of the concerned metrics. Upon receiving a request for a QoS route to an intended destination, the source issues a fixed number of probe packets, each carrying a ticket. Each probe is in charge of searching for a path, if possible. The maximum number of probes at any time is bounded by the number of tickets. The basic idea of using tickets is to confine the number of probe packets to avoid a blind flooding. Although elegant in concept, TBP has the following deficiencies. First, proactively running multiple wide-area routing daemons in networks as specified above can generate excessive protocol overhead, an undesirable feature for a protocol to be employed in resource-scarce MANETs. In addition, maintaining all onehop neighbouring nodes' routing tables at each node, as required by TBP, can introduce a large amount of storage overhead at nodes.
QoS ROUTING THROUGH ALTERNATE ROUTES
The protocols designed in this paper follow in part the philosophy in multiple-path routing for route discovery. They search for alternate routes with satisfied QoS properties when the shortest path is not qualified. The design objective is to discover cost-effective QoS routes at high success probability and with low overhead. Next, we present the key idea behind alternate routing subject to QoS constraint(s) and that behind directed search to reduce searching space, key components in our designed protocols as presented later.
Alternate routing
Our routing mechanism searches for alternate routes with satisfied QoS properties if the shortest path is not qualified. To achieve simple QoS routing, we focus on those alternate paths meeting the form of P ðs; xÞ þ P ðx; dÞ; x 2 V \fs; dg; P ðs; xÞ and P ðx; dÞ is the shortest path from the source s to an intermediate node x; and that from node x to the intended destination d; respectively, and the symbol 'þ' represents the concatenation of two path segments that have a common end point. A node that connects two path segments is referred to as a relay node. A concise description of such a concatenated route is as follows: going directly from the source s to an intermediate node x and then going from the node x directly to the destination d (see Figure 1) . Among all such concatenated routes connecting the s-d pair, the path that can maximize network resources utilization is selected provided that it meets the given QoS requirement(s).
Note that a concatenated route meeting such a form may contain a loop. However, as shown later, the path returned by our algorithm is guaranteed to be loop free. Figure 2 gives a generic procedure for identifying such an alternate route.
To identify qualified alternate routes, a route-selecting protocol is needed. Due to the scalability concern in implementing source-routing algorithms, in this work, we design hop-byhop routing protocols to search for alternate routes with satisfied QoS properties. The procedure for this purpose is described as follows. The source s broadcasts a probe message, which carries the specified QoS requirements and the identifier of the intended destination d; to its neighbours for an alternate route if the shortest path is not qualified. Upon receiving such a message, an intermediate node, say x; checks the feasibility of the concatenated path P ðs; xÞ þ P ðx; dÞ: If this concatenated path is feasible, node x sends a reply message back to the source to notify the discovery of a qualified alternate route; otherwise, it forwards the probe message further to its neighbours to continue this path-searching process.
Directed search
In order to avoid excessive communication overhead while maintaining a reasonable highsuccess probability in route discovery, we design a method of directed search, with which distance information stored at intermediate nodes is collectively used to guide probe messages to proceed in promising directions and to avoid blind flooding.
Before illustrating how our method works, we first introduce a closely related method named TTL-scoping, a frequently used strategy for restricting searching scope in existing work. There are two cases worthy to be specified. One is to discover a best-effort route. For this purpose, expand ring search can be used and it works as follows. The source initially sets the TTL value in the packet header of a route-searching packet as a pre-determined value and starts a timer. 
The path with the minimal cost among all of the above concatenated paths provided that the path satisfies the given QoS requirement(s). Each router decrements the TTL value by one. If the TTL value reaches zero, the packet is discarded. If timed out without receiving a corresponding route-reply message, the source broadcasts the route-searching message again with the TTL value incremented by a certain amount. This process continues until a path is found or the TTL value reaches a threshold. Another case is to discover a QoS-route as described by Chen in Reference [17] . For this purpose, Chen's method is to limit the searching scope by relaxing the TTL value of a routesearching message as follows:
hðs; dÞ is the minimum-hop distance between the s-d pair, and H is a small integer. As a result, the upper bound on path length is D and the corresponding searching zone is a circle area about the source s of radius D (see Figure 3) . Note that the distance in Figure 3 is measured in hop count.
Our method of directed search comes from the following observation. In Figure 3 , the ellipse represents the set of nodes such that the sum of the distances from the two fixed points (i.e. the source s and the destination d) is constant D; a curve that can be formally expressed as follows:
where x is a node on the ellipse. From ellipses' property, we know that for a searching process with an upper limit of path length D; its effective searching zone includes only those nodes inside and on the ellipse determined by (5) . Nodes outside this ellipse should not process or forward a route-searching message issued to find a path subject to such a length constraint D: In this way, path since it is the optimal solution for the request; otherwise, a probing process is executed to search for an appropriate relay node resulting in a cost-effective alternate path with satisfied delay property. According to DLR, the source node first composes a probe packet containing the following information:
* Identifiers of the source s; the destination d; a locally assigned session ID s id ; and a locally assigned sequence number s sequ num : * Delay bound: D: * D hðP ðs; dÞÞ þ H : * delayðpÞ 0; //the accumulated delay on the path probed so far is zero initially. * hðpÞ 0; //the end-to-end length (in hop count) of the path probed so far, which is zero initially.
where p is the path probed thus far, which is initially null. The source s then broadcasts this probe message to its immediate neighbours and starts a timer. The receipt of a reply message at the source s means the discovery of a feasible path. If the source receives multiple reply messages, each bringing a feasible path for the request, it selects the one with the minimal length to maximize network resource utilization.
k If timed out without receiving any reply message, the source can perform a QoS negotiating process to relax the delay constraint or transmit data packets of the session temporarily as best effort traffic. Figure 4 gives procedures of DLR to be executed at an intermediate node v; v=d; for processing a probe message received from one of its immediate neighbours, say u: In Figure 4 , Steps 1-3 gives the preconditions (as explained next), under which a received probe message can be accepted. First, the message was received over the link on the reverse shortest path to the source (see Step 1) . Second, the pre-determined upper bound on path length is not violated (see Step 2) . Third, the partial path probed thus far meets the delay requirement (see Step 3).
Step 4 gives the successful terminating condition of the probing process as follows: the delay on the partial path probed thus far plus the end-to-end delay on the shortest path from the current node to the intended destination satisfies the given delay requirement. If so, node v sends a reply Procedure rcv_probe 1. if the probe message was received via the link, over which node v forwards data packets to the source s, and 2.
h
(p)+h(P(v, d)) D, and 3. delay(p) delay(p)+d(u,v) 4. if delay(p)+delay(P(v,d))
//A path with satisfied delay property is found 5.
h(p) h(p)+h(P(v, d))
Areply message is sent back to the source node, which contains the following information: end-to-end path cost h(p) and the identifier of the relay node v; 7.
else Re-broadcast the probe to its immediate neighbors after including the updated delay(p) and h(p).
9.
end if-else 10. else 11.
The probe message is simply discarded. 12. end if-else 13. end rcv_probe message back to the source s to notify the discovery of such a concatenated path P ðs; vÞ þ P ðv; dÞ (see Step 6) ; otherwise, node v broadcasts the probe message further to its neighbours to continue the probing process (see Step 8) .
Lemma 1
Paths returned by the DLR protocol are loop-free.
Proof
If a returned path is the shortest path from the source s to the destination d; P ðs; dÞ; it is obviously loop-free. Now suppose that the protocol returns a concatenated path that can be expressed as P ðs; vÞ þ P ðv; dÞ; where v 2 V \fs; dg: We need to prove that P ðs; vÞ þ P ðv; dÞ is loopfree. To prove this claim, we assume to the contrary that there exists a loop in the returned path.
Suppose that there is a node w; w=v; on P ðs; vÞ; which is also on P ðv; dÞ (see Figure 5 ). Since P ðs; vÞ þ P ðv; dÞ is the path returned by the heuristic, we have delayðP ðs; wÞ þ P ðw; dÞÞ5delayðP ðs; vÞ þ P ðv; dÞÞ4D ð6Þ
According to the procedures in Figure 4 , the probing process should have terminated successfully and returned when it arrived at node w before reaching node v; which leads to an obvious contradiction. Thus, the returned path must be loop-free. &
Data packet forwarding
Once a cost-effective constrained path is identified, the next step is to select an appropriate mechanism to forward data packets of the session along the discovered path. There are two choices for this purpose as described below.
4.3.1. Stateful forwarding mechanism. After identifying a QoS-satisfied route, the source can explicitly send a signalling message along the discovered route to create a forwarding entry for the session and to reserve resources at each intermediate node along the path. A forwarding entry contains information regarding identifiers of the next hop, the last hop, the source, and the destination, and the session ID, and the amount and attribute of the resources reserved for the connection. After receiving an acknowledge message from the destination, the source then can send data packets along the established connection.
Stateless forwarding mechanism.
This mechanism is chosen to implement the relay concept in a hop-by-hop manner. Tunnelling and packet encapsulation [19, 20] can be used for such a purpose. Suppose that a relay node v has been identified. Without loss of generality, assume that v = 2 fs; dg: To forward a packet from the source s to the relay node v first and then from node v to the destination d; the original IP packet is encapsulated into another (outer) packet. The destination field of the outer packet is inserted as the address of the relay node v; while the destination field of the inner packet is inserted as the address of the intended destination d: The data packet then can be forwarded in a standard hop-by-hop manner. The outer packet will be forwarded along P ðs; vÞ to node v; which in turn strips off the outer header and forwards the inner packet to the destination node d along P ðv; dÞ: Note that no encapsulation is needed if the returned path is the shortest path connecting the sourcedestination pair of the session. Once data packets are encapsulated using the above method, intermediate nodes on a QoSpath are exempted from maintaining any flow-specific state information and they forward data packets of a QoS-sensitive flow in the same way as in best-effort routing. Of course, this comes at the expense of some overhead associated with packet encapsulation and tunnelling.
Path maintenance
There are two different cases to consider. One case is when a stateful forwarding mechanism is used. A node is assumed to be able to detect a link break by receiving a link layer feedback signal from the MAC protocol, or not receiving hello packets for a certain period of time. When a route is disconnected, the immediate upstream node of the broken link sends a route error packet to the source node of the session to notify the route invalidation. Nodes along the path relay this message to the source node after removing the entry locally maintained for the session. Upon receiving such a message, the source initiates a route re-discovery process to search for a QoS-satisfied route to the intended destination if it still has data to send.
Another case is when stateless forwarding is implemented. In this case, if a returned route is the shortest path connecting the source-destination pair, the source can directly check whether delayðP ðs; dÞÞ4D is satisfied periodically or upon a change of the path delay value by looking up its routing table for the entry stored for the destination; else if the returned route is a concatenated route, we suggest that a periodic query message is sent from the source to the relay node to query the delay value on the shortest path P ðrelay node; dÞ from the relay node to the destination. After receiving a response message from the relay node, which contains the requested information, the source can check whether delayðP ðs; relay nodeÞÞþ delayðP ðrelay node; dÞÞ4D still holds. Once a violation of the delay requirement is detected, the source can enforce a QoS-route re-discovery process to search for another route satisfying the delay constraint.
BANDWIDTH-CONSTRAINED ROUTING
This section presents a bandwidth-constrained routing protocol, referred to as BWR, to deal with the BCLC issue defined in Section 2.2. The BWR protocol follows the philosophy in implementing QoS routing through alternate paths, as presented earlier. Before presenting the BWR protocol, we first give a discussion related with the issue of path width calculation for MANETs.
Path width
Here, we discuss some issues associated with determining the width of a path with a length of two or more hops in MANETs. In (3), we show that the width of a path is determined by the bottleneck link on the path. However, this relationship does not always hold in MANETs due to the issue of exposed and hidden nodes. In details, for a directed path p ¼ ð1; 2; k À 1; k; k þ 1; . . . ; nÞ; n > 2; where node 1 is the source, node n is the destination, the transmissions on any neighbouring links, e.g. ðk À 1; kÞ and ðk; k þ 1Þ; cannot occur simultaneously because each node, say k in this example, has only one antenna for both transmitting and receiving; the transmissions on any next neighbouring links, e.g. ðk À 1; kÞ and ðk þ 1; k þ 2Þ; cannot be active at the same time because k À 1 and k þ 1 are senders hidden from each other. For these reasons, for a path with a length of exact two hops or a path with a length of three or more hops, its path width is, at best, a half (for the former) or a third (for the latter) of the channel capacity, instead of being determined by the bottleneck link. For a TDMA system, path width can also be affected by the scheduling of free time slots on each link consisting of a path (see References [12] [13] [14] [15] for more details). The BWR protocol designed here, however, can work well with different MAC protocols supporting resource reservation. This is because BWR works in a hop-by-hop manner in determining the feasibility of a route. A path width calculating function can be included in BWR, to determine the width of the partial path probed thus far, in a hop-by-hop manner, by considering the used medium access protocol (e.g. as do in References [14, 15] ). Equation (3) shown earlier is just to ease the explanation of our routing protocol and can be modified based on the selected MAC protocol.
Next, we present procedures of the BWR protocol to search for bandwidth-satisfied routes. For the BWR protocol to execute successfully, routing information maintained at each node is the same as that specified in Section 4.1 as required by the DLR protocol except replacing the delay value of the least-cost path with the width information of the corresponding path.
Procedures for BWR
Suppose that an application wishes to establish a connection between a source node s and a destination node d with a bandwidth requirement B: Upon receiving such a request, source s first checks the feasibility of the least cost path from s to d: If widthðP ðs; dÞÞ5B; the routing process returns this path. Otherwise, a probing process is executed to search for an alternate route with enough residual bandwidth. For this purpose, the source node first composes a probe packet that contains the following information: 
width(p) min{width(p), width(u, v)} ≥ ≥ B

if width(P(v,d)) B //A feasible concatenated path is found 5. h(p) h(p)+h(P(v,d))
A reply message is sent back to the source node, with the following information: end-to-end path cost h(p), the identifier of relay node v, and, optionally, width(p) ; 7.
else Re-broadcast the probe message to its immediate neighbors after including the updated width(p) and h(p).
9.
The probe message is simply discarded. The source s then broadcasts the probe message to its immediate neighbours and starts a timer for collecting reply message(s). The receipt of a reply message at the source s means the discovery of a feasible path. If multiple feasible paths are found, it selects the one with the minimal hop distance or the widest one. If timed out without receiving any reply message, the source can perform a QoS re-negotiation process by reducing the bandwidth requirement or transmit data packets of the session temporarily as best effort traffic. Figure 6 gives the procedures of BWR to be implemented at an intermediate node v upon receiving a probe message from one of its immediate neighbours, say u: The procedures for BWR work in a way similar to that for DLR. After identifying a constrained route, either a stateful or a stateless forwarding mechanism as specified earlier can be used for forwarding data packets belonging to the session.
SIMULATION RESULTS
In this section, we conduct extensive simulations to evaluate the performance of the protocols that we designed. The results about the delay-constrained routing protocol DLR were presented. Three performance metrics, success ratio, average message overhead, and average path cost were evaluated in our simulations and each of them is defined as follows, respectively: success ratio ¼ total number of routed connection requests total number of connection requests ð7Þ
average message overhead ¼ total number of control messages sent total number of connection requests ð8Þ average path cost ¼ total cost of all established paths total number of routed connection requests ð9Þ
In our simulations, an ideal MAC protocol is assumed, which can resolve the problems of hidden and exposed nodes and guarantee delivery. Nodes can enable a promiscuous receiving mode. Sending a probe or a reply message over a link is counted as a control message.
The network topologies used in our simulations are randomly generated. Forty nodes are uniformly distributed within a 15 Â 15 m 2 area. All nodes are static. The transmission radius of a node is 3:5 m; which is the same for all nodes in the network. A link is added between two nodes if they are located within the transmission range of each other. The source node and the destination node of each communication request are randomly selected. Each link has unit cost and is associated with a delay value uniformly distributed in the range [1; 50 ms]. Three routing algorithms were evaluated in our simulations: the flooding algorithm (Flood), the shortest path algorithm (SP), and the DLR algorithm presented in this paper.
The flooding algorithm floods route-searching messages across the entire network for a delayconstrained route to the intended destination. Each route-searching message carries the accumulated delay on the path that it has traversed, and the message proceeds only if the accumulated delay does not exceed the delay bound. In Reference [21] , Shin and Chou show that, when certain scheduling policies are used at nodes and control messages are set to the appropriate priority, the route-searching messages travel at speeds according to the link delay. Hence, the message travelling along the least-delay path arrives first. With this assumption, an intermediate node needs only to forward the first received message and discard all successively received ones. As a result, there will be at most one message sent along each link. The algorithm can find a feasible route when such a path exists and hence it is the optimal solution w.r.t. success ratio. The flooding algorithm does not have an efficient mechanism for the termination detection. It selects the path taken by the first routing message that the destination receives. The advantage of this flooding algorithm is that it does not require any global state information or a path-calculating process, but, at the expense of much more communication overhead in the process of searching a constrained path. The SP algorithm returns the minimal-hop path connecting the source-destination pair of a request if this path is feasible or otherwise rejects the request. SP algorithm requires each node to maintain a distance vector consisting of jV j À 1 entries, one for each other node in the network, which records the hop count distance and next hop information as well as a piece of additional information recording the end-to-end delay value of the mini-hop path, which is the same as specified in Section 4.1 as required by DLR. Figure 7 compares the success ratios of the three algorithms. Unless otherwise specified, for each measured value presented in this section, each of the studied algorithms was run repeatedly with new random communication requests until half-width of the resulting confidence interval 57: 5% of the mean value using 95% confidence level was achieved by using the sequential batch means method in Reference [22, p. 92] . In Figure 7 , we can see that the success ratio, in acquiring a delay-constrained path by using each of the studied algorithms, increases with the relaxation of delay constraint. The flooding algorithm, as expected, has the best success ratio since it can always identify a feasible path when one exists. The success ratio of DLR is very close to that of the flooding algorithm. The SP algorithm has a relatively low success ratio in constrained-path discovery. Figure 8 shows the success ratios of DLR and SP relative to that of the flooding algorithm. We can see that, in terms of success ratio, DLR and SP are up to 5 and 39% worse than the flooding algorithm, respectively, which occurs when the delay constraint is tight. With the relaxation of delay bound, the performance gap w.r.t. success ratio between them decreases. Additional experiments were conducted as well to determine the appropriate value of parameter H : Through extensive simulations, we set H as two in all other experiments. That is, the length of a returned path in our simulations can be at most two hops longer than that of the minimum-hop path for each communication request. In our simulations, little gain w.r.t. success ratio was observed by increasing the value of H further. Figure 9 compares the average message overhead introduced in searching for a delay-constrained path by using each of the studied algorithms. The flooding algorithm has a prohibitively high communication overhead. In contrast, DLR has a very low message overhead as observed in Figure 9 . Here, the stateless forwarding mechanism presented in Section 4.3 is applied to DLR. With such a forwarding mechanism, the SP algorithm (not shown in Figure 9 ) introduces no communication overhead for a constrained-route acquisition since a source node can locally determine the feasibility of a mini-hop path that originates from the node itself, without enforcing any reactive probing process. In Figure 9 , we can see that the total number of control messages consumed for discovering a delay-constrained path by using DLR, in average, is up to seven per communication request. The reasons of this low communication overhead are as follows. First, the directed search method employed in DLR can effectively restrict the pathsearching scope and avoid blind flooding. Second, no path-searching process is enforced if the direct path connecting the source-destination pair of a request meets the delay requirement since this path is known to be the optimum solution in this case. Figure 10 compares the average path cost (w.r.t. hop count) of the flooding algorithm and DLR. The cost performance of SP is not shown here because SP always returns the least cost path if it is feasible or otherwise rejects a request. In Figure 10 , we can see that DLR has a lower average path cost than the flooding algorithm. The reason is as follows. DLR can always return the mini-hop path if this path is feasible, or else it selects the path with the minimal cost among multiple possible alternate constrained routes. On the other hand, the flooding algorithm always returns the least delay path (if feasible), which does not consider any cost optimization. The reason that average path cost due to either protocol increases with the relaxation of delay bound is as follows. This relaxation can increase the success probability to accommodate those requests, whose sources and destinations are connected with (mini-hop) paths with a length of more hops and which would be likely to get rejected when delay bound is tight. Figure 11 shows a more fairer comparison, where only those connections that can be established by both Flood and DLR are considered, and this figure shows that DLR outperforms the flooding algorithm w.r.t. cost performance to almost the same degree as observed in Figure 10 .
Success ratio
Communication overhead
Cost performance
Mobility test
This test is to evaluate the performance of our designed protocols in the presence of node mobility. The mobility model used here is similar to that in References [23, 24] . Every node stays at its current location for a period of time, which is called the stationary time, and then it moves to another randomly chosen location. Each node repeats this behaviour, alternatively staying and moving to another location. The velocity of node movement is randomly selected between 0.5 and 1 m=s: Note that we place all nodes within an area of 15 Â 15 m 2 and the transmission range of each node is 3:5 m: The time a node takes to reach a new location is called the moving time. The mobility ratio of a node is defined as follows: mobility ratio ¼ total moving time total moving time þ total stationary time ð10Þ
By adjusting the stationary time, we can change the mobility ratio. When a new request arrives, it is routed along a feasible path by using DLR. The period during which the path meets the delay bound is called the QoS time. During this period, the delay requirement is said to be satisfied. Once a violation of the delay requirement is detected, a route recovery process is enforced. The time that it takes to re-discover a new feasible path is called the best effort time, during which data packets belonging to the session are sent as best effort traffic.
We use the performance metric QoS ratio, to measure the percentage of a connection's lifetime during which the required QoS is ensured.
QoS ratio ¼ total QoS time total QoS time þ total best effort time ð11Þ
We study how the mobility ratio affects the QoS ratio. Before providing our results, we will first present several implementation decisions made in the simulations. Again, the simulation run continuously until half-width of confidence intervals 57:5% of the mean value using 95% confidence level is achieved. Moreover, only samples in steady state were counted and those in transient phase were eliminated. After a QoS violation is detected on the working route, a route recovery process is enforced immediately to discover a new feasible path (if any). If the violated QoS cannot be satisfied again, packets belonging to the session are transmitted as best-effort traffic until a path with satisfied delay property can be found again. Forty connection requests are simulated per mobility ratio. Each connection lasts through the simulation. The source and destination node of each request are randomly selected. We assume there is an underlying unicast routing protocol, which can always forward data packets along the shortest path whenever a path exists. This implementation decision decouples the QoS routing protocol that we designed from the characteristics of any underlying unicast routing protocol, and allows us to focus on the protocol' own behaviour. Since no specific MAC protocol is implemented, the delay that a control message experiences when going through a link (including the queuing delay at the sending node) is set to be 100 ms: This relatively large link-traversal delay can give us a conservative evaluation of the performance of our protocol.
In Figure 12 , we can see, when mobility ratio is low, QoS ratio decreases slightly as mobility ratio increases. This is because when mobility ratio is low, the movement of any intermediate node on a QoS route is likely to lead to the break of the QoS path and followed by a certain period of latency for acquiring a new QoS path during which time the traffic belonging to the session will be sent temporally as best effort traffic. As mobility ratio increases further, this tendency diminishes. This is because the movement of other (not-on-QoS-path) nodes can largely remedy the deviation of those on-QoS-path intermediate nodes from their on-path positions, in which case no any enforcement of route re-discovery is triggered. Remember that the stateless forwarding mechanism is applied to DLR and this implementation decision makes the routing protocol insensitive to those local changes on a path segment consisting of a QoS path as long as such change does not lead to a violation of the end-to-end delay requirement. The result in Figure 12 indicates that DLR can maintain a relatively steady QoS ratio in the presence of node mobility. On the other hand, since a stateless forwarding mechanism does not require intermediate nodes on a QoS path to locally maintain flow-specific entry or to perform resource reservation, a stateless QoS routing protocol is more suitable for providing soft QoS.
CONCLUSIONS
In this work, we studied the issue of route selection subject to QoS requirement(s) in MANETs. Our method is to search for alternate routes to accommodate communication requests with QoS requirement(s) when the shortest path is not qualified. To achieve simple QoS-based forwarding, we restrict our scope to those alternate paths consisting of at most two concatenated path segments connected at a relay node. Within a path segment, all nodes use the same routing metric for packet forwarding. To identify an appropriate relay node in a fully decentralized manner, we presented the design of a directed search method to limit the searching scope, which aims at achieving graceful tradeoff between communication overhead and success probability in acquiring QoS routes. Efficient hop-by-hop protocols were designed to support delay-and bandwidth-constrained routing, respectively. The concatenated nature of a returned QoS path enables these protocols support stateless forwarding of QoS traffic. Simulation results demonstrate that the designed protocols can achieve high performance in acquiring QoS-satisfied paths and in utilizing network resources efficiently with low protocol overhead.
