Abstract In this paper, we propose new vector similarity measures of single-valued and interval neutrosophic sets by hybridizing the concepts of Dice and cosine similarity measures. We present their applications in multi-attribute decision making under neutrosophic environment. We use these similarity measures to find out the best alternative by determining the similarity measure values between the ideal alternative and each alternative. The results of the proposed similarity measures have been validated by comparing with other existing similarity measures reported in the literature for multi-attribute decision making. The main thrust of the proposed similarity measures will be in the field of practical decision making, medical diagnosis, pattern recognition, data mining, clustering analysis, etc.
Introduction
Multi-attribute decision making (MADM) has received much attention to the researchers as it has caught great acceptance in the areas of operations research, social economics, and management science, etc. We encounter MADM problems under various situations, where the number of feasible alternatives and actions needs to be selected based on a set of predefined attributes. Lots of researches have been done on MADM problems, where the ratings of alternatives and/or attribute values are expressed in terms of crisp numbers [1] , interval numbers [2] , fuzzy numbers [3] , interval-valued fuzzy numbers [4] , intuitionistic fuzzy numbers [5] , interval-valued intuitionistic fuzzy numbers [6] , grey numbers [7, 8] , etc. However, in realistic situations, due to time pressure, complexity of the problem, lack of information processing capabilities, poor knowledge of the public domain and information, decision makers cannot provide exact evaluation of decision parameters involved in MADM problems. In such situation, preference information of alternatives with respect to the attributes provided by the decision makers may be imprecise or incomplete in nature.
Imprecise or incomplete type of information can be dealt with neutrosophic sets (NSs), originally developed by Smarandache [9, 10] . NSs are characterized by truth, indeterminacy, and falsity membership functions which are independent in nature. In MADM context, the ratings of the alternatives provided by the decision maker can be expressed with NSs. These NSs can handle indeterminate and inconsistent information quite well, whereas intuitionistic fuzzy sets and fuzzy sets can only handle incomplete or partial information. The application of neutrosophic set in MADM problems becomes recently an attractive and interesting topic to the researchers [11] [12] [13] [14] .
From scientific and engineering point of view, Wang et al. [15] proposed single-valued neutrosophic set (SVNS) and offered some basic definitions regarding the set theoretic operators. However, in reality, sometimes the truth, the indeterminacy, and the falsity degree of a certain statement can be easily defined by interval numbers instead of crisp values. Wang et al. [16] proposed interval neutrosophic set (INS) and provided some definitions relating to set theoretic operators. As an important part of the modern decision science, some methods have been developed for MADM problems in single-valued neutrosophic set or interval neutrosophic set environment, for example weighted aggregation operators [17] [18] [19] [20] [21] [22] , TOPSIS method [23, 24] , outranking method [25, 26] , grey relational analysis method [27] [28] [29] , inclusion measures [30] , subsethood measure [31] , and maximizing deviation method [32] .
However, as an effective method and a wide range of applications in various fields, similarity measure [33] [34] [35] [36] [37] can be used as a fruitful tool to deal with MADM problems, in which largest weighted similarity measure value between positive ideal alternative and alternatives determines the best alternative. Majumdar and Samanta [38] defined some similarity measures between two SVNSs with the help of distance measure, matching function, and membership grades of neutrosophic sets. Ye [39] proposed improved correlation coefficient of SVNS, studied some of its properties, and then extended it to a correlation coefficient between INSs. Broumi and Smarandache [40] defined Hausdorff distance measure between two neutrosophic sets and provided some similarity measures based on these distances. They also proposed the similarity measure between two neutrosophic sets by using set theoretic approach and matching function in the same discussion. Ye [41] developed some similarity measures of INSs and applied them to multi-criteria decision-making problems. Furthermore, Ye [42] proposed another similarity measure called vector similarity measure of SVNSs and INSs by considering the SVNS as a three-dimensional vector elements. Similarly, Broumi and Smarandache [43] extended the concept of cosine similarity measure of SVNSs into INSs and applied it to pattern recognition. Ye [44] developed the improved cosine similarity measure by using the vector concept and used it to medical diagnosis.
In the paper, we propose hybrid vector similarity measures for both SVNSs and INSs by extending the concept of variation coefficient similarity method [45] to neutrosophic environment and establish some of their basic properties. We also present the application of these proposed similarity measures to MADM under SVNSs and INSs. In order to do so, the rest of the paper is organized as follows: Sect. 2 
Preliminaries
In this section, we provide a brief overview of the concepts of neutrosophic sets, single-valued neutrosophic sets, interval neutrosophic sets, some vector similarity measures, and some of their properties.
Single-valued neutrosophic set
Definition 1 Let X be a space of points (objects) with generic element in X denoted by x. Then a neutrosophic set [9, 10] A in X is characterized by a truth membership function T A ðxÞ, an indeterminacy membership function I A ðxÞ, and a falsity membership function F A ðxÞ. The functions T A ðxÞ; I A ðxÞ, and F A ðxÞ in X are real standard and non-standard subsets of À 0; 1 þ ½ and satisfy the relation
However, Smarandache [9] introduced the neutrosophic set from philosophical point of view. To deal with science and engineering applications, Wang et al. [15] introduced the concept of SVNS, which is a subclass of the neutrosophic set and provided the following definitions.
Definition 2 Let X be a universal space of points (objects), with a generic element in X denoted by x. A singlevalued neutrosophic set [15] For convenience of computation, we assume thatÃ ¼ TÃ ðxÞ;ĨÃðxÞ;FÃðxÞ is the interval neutrosophic set in X.
Definition 5 LetÃ ¼ TÃ ðxÞ;ĨÃðxÞ;FÃðxÞ andB ¼ TB ðxÞ;ĨBðxÞ;FBðxÞ be two INSs in a universe of discourse X, then the following operations [16] are defined as follows: 
Vector similarity measures
The vector similarity measure is one of the important tools for the degree of similarity between objects. However, the Jaccard, Dice, and cosine similarity measures are often used for this purpose. In the following discussions, we recall some definitions of the Jaccard [46] , Dice [47] , and cosine [48] similarity measures between two vectors. Let X ¼ ðx 1 ; x 2 ; . . .; x n Þ and Y ¼ ðy 1 ; y 2 ; . . .; y n Þ be two n-dimensional vectors with positive coordinates.
Definition 6
The Jaccard similarity measure [46] between two vectors X ¼ ðx 1 ; x 2 ; . . .; x n Þ and Y ¼ ðy 1 ; y 2 ; . . .; y n Þ is defined as follows: 
Definition 8
The cosine similarity measure [48] between two vectors X ¼ ðx 1 ; x 2 ; . . .; x n Þ and Y ¼ ðy 1 ; y 2 ; . . .; y n Þ is the inner product of these two vectors divided by the product of their lengths and is defined as follows:
It satisfies the following properties:
C1. 0 CðX; YÞ 1; C2. CðX; YÞ ¼ CðY; XÞ;
. . .; nÞ for every x i 2 X and y i 2 Y.
These three formulas are similar in the sense that they assume values in the interval [0, 1]. Jaccard and Dice similarity measures are undefined when x i ¼ 0 and y i ¼ 0, and cosine similarity measure is undefined when x i ¼ 0 or
. . .; n.
Definition 9
The variation coefficient similarity measure [45] between two vectors X ¼ ðx 1 ; x 2 ; . . .; x n Þ and Y ¼ ðy 1 ; y 2 ; . . .; y n Þ is defined as follows:
V1. 0 VðX; YÞ 1; V2. VðX; YÞ ¼ VðY; XÞ; V3. VðX;
Vector similarity measures of SVNSs and INSs

Vector similarity measures of SVNSs
We assume that the triples T A ðx i Þ;
g in a three-dimensional space. Then the vector similarity measures between SVNSs can be defined as follows.
ibe two SVNSs in a universe of discourse X ¼ x 1 ; x 2 ; . . .; x n f g . Then the Jaccard similarity measure [39] between SVNSs A and B in the vector space is defined as follows:
and if w i 2 ½0; 1 be the weight of each element x i for i ¼ 1; 2; . . .; n such that P n i¼1 w i ¼ 1, then the weighted Jaccard similarity measure [39] between SVNSs A and B is defined as follows:
ibe two SVNSs in a universe of discourse X ¼ x 1 ; x 2 ; . . .; x n f g . Then the Dice similarity measure [39] between SVNSs A and B in the vector space is defined as follows:
and if w i 2 ½0; 1 be the weight of each element x i for i ¼ 1; 2; . . .; n such that P n i¼1 w i ¼ 1, then the weighted Dice similarity measure [39] between SVNSs A and B is defined as follows:
ibe two SVNSs in a universe of discourse X ¼ x 1 ; x 2 ; . . .; x n f g . Then the cosine similarity measure [39] between SVNSs A and B in the vector space is defined as follows:
and if w i 2 ½0; 1 be the weight of each element x i for i ¼ 1; 2; . . .; n such that P n i¼1 w i ¼ 1, then the weighted cosine similarity measure [39] between SVNSs A and B is defined as follows:
Equations (6) 
. . .; nÞ in X.
Jaccard and Dice similarity measures between two SVNSs
. . .; n. Similarly, the cosine similarity measure is undefined for A ¼ 0; 0; 0
. . .; n. In this case, the similarity measure values Jac w ðA; BÞ; Dic w ðA; BÞ and Cos w ðA; BÞ of SVNSs A and B are assumed to be zero.
Vector similarity measure of INSs
LetÃ ¼TÃðx i Þ;ĨÃðx i Þ;FÃðx i Þ andB ¼TBðx i Þ;ĨBðx i Þ;
FBðx i Þi be two INSs in a universe of discourse X. We consider the triples DTÃðx i Þ; DĨÃðx i Þ; DFÃðx i Þ and DTBðx i Þ; DĨBðx i Þ; DĨBðx i Þ as the representations ofÃ and B in a three-dimensional vector space, where for all x i 2 Xði ¼ 1; 2; . . .; nÞ:
Then the vector similarity measures between INSs can be defined as follows.
Definition 13 LetÃ ¼TÃðx i Þ;ĨÃðx i Þ;FÃðx i Þ andB 1 TBðx i Þ;ĨBðx i Þ;FBðx i Þ be two INSs in a universe of discourse X ¼ x 1 ; x 2 ; . . .; x n f g . Then the cosine similarity measure [43] betweenÃ andB in the vector space is defined as follows:
If w i 2 ½0; 1 be the weight of each element x i for i ¼ 1; 2; . . .; n such that P n i¼1 w i ¼ 1, then the weighted cosine similarity measure [43] betweenÃ andB is defined as follows: 
measure between INSsÃ andB in the vector space is defined as follows:
and if w i 2 ½0; 1 be the weight of each element x i for i ¼ 1; 2; . . .; n such that P n i¼1 w i ¼ 1, then the weighted Dice similarity measure betweenÃ andB is defined as follows: 
It is obviously greater than zero for any real value of DTÃðx i Þ; DĨÃðx i Þ; DFÃðx i Þ; DTBðx i Þ; DĨBðx i Þ; and 
Hybrid vector similarity measures of neutrosophic sets
In the following two subsections, we propose two coefficient parameter-depended vector similarity measures for both SVNSs and INSs.
Hybrid vector similarity measure of SVNSs Definition 15 Let
ibe two SVNSs in a universe of discourse X ¼ x 1 ; x 2 ; . . .; x n f g , and w i 2 ½0; 1 be the weight of each element x i for i ¼ 1; 2; . . .; n such that P n i¼1 w i ¼ 1. Then, the hybrid vector similarity measure (HVSM) of SVNSs in the vector space is defined as follows: 
and if w i 2 ½0; 1 be the weight of each element x i for i ¼ 1; 2; . . .; n such that P n i¼1 w i ¼ 1, then the weighted hybrid vector similarity measure of SVNSs is defined as follows: 
Hybrid vector similarity measure of INSs
Definition 16 LetÃ ¼TÃðx i Þ;ĨÃðx i Þ;FÃðx i Þ andB 1 TBðx i Þ;ĨBðx i Þ;FBðx i Þ be two INSs in a universe of discourse X ¼ x 1 ; x 2 ; . . .; x n f g . Then the hybrid vector similarity measure betweenÃ andB in the vector space is defined as follows: 
where for any x i 2 X ði ¼ 1; 2; . . .; nÞ,
If w i 2 ½0; 1 be the weight of the element x i for i ¼ 1; 2; . . .; n such that P n i¼1 w i ¼ 1, then, the weighted hybrid vector similarity measure (WHVSM) betweenÃ andB in the vector space is defined as follows: (14) and (12), the WHVSM ofÃ andB can be written as follows: IBðx i Þ;FBðx i Þi is undefined and then its value is assumed to be zero.
5 Hybrid vector similarity measure-based multi-attribute decision making under neutrosophic environment
In the following subsection, we apply the weighted hybrid vector similarity measure to multi-attribute decision making under neutrosophic environment.
Multi-attribute decision making with single-valued neutrosophic information
Consider a MADM problem of m alternatives and n attributes, where all the attribute values are characterized by single-valued neutrosophic sets. Let A ¼ fA 1 ; A 2 ; . . .; A m g be a finite set of alternatives, C = fC 1 ; C 2 ; . . .; C n g be the set of attributes and W ¼ ðw 1 ; w 2 ; . . .; w n Þ T be the weight vector of the attributes C j ðj ¼ 1; 2; . . .; nÞ such that w j ! 0 and P n j¼1 w j ¼ 1. Let D ¼ ðd ij Þ mÂn be the decision matrix in which the rating values of the alternatives A i ði ¼ 1; 2; . . .; mÞ over the attributes C j ðj ¼ 1; 2; . . .; nÞ are presented with the single-valued neutrosophic element of the form d ij ¼ T ij ; I ij ; F ij . In this decision matrix, T ij indicates the degree of membership that the alternative A i satisfies the attribute C j ; I ij indicates the degree of indeterminacy for the alternative A i with respect to attribute C j and F ij indicates the degree of non-membership for the alternative A i with respect to the attribute C j such that T ij 2 ½0; 1; I ij 2 ½0; 1; F ij 2 ½0; 1; 0 T ij þ I ij þ F ij 3 for i ¼ 1; 2; . . .; m and j ¼ 1; 2; . . .; n. Assume that the characteristics of the alternative A i ði ¼ 1; 2; . . .; mÞ are represented by SVNSs that are shown in the following pattern:
In multi-attribute decision-making environment, the concept of ideal point is used to identify the best alternative properly in the decision set.
Step 
for benefit type attribute(P) and ð23Þ
Step 2 Calculation of WHVSM between the ideal alternative and each alternative According to Eq. (17), the WHVSM between the ideal alternative A Ã and the alternative A i ði ¼ 1; 2; . . .; mÞ is 
where RPINS A Ã is determined according to the nature of benefit-type and cost-type attributes defined in Eqs. (23) and (24) .
Step 3 Ranking of the alternatives According to the values obtained from Eq. (25) , the ranking order of all the alternatives can be easily determined. Ranking of alternatives is done according to the decreasing order of WHVSM.
Multi-attribute decision making with interval neutrosophic information
Similar to SVNSs, consider D ¼ ðd ij Þ mÂn be an interval neutrosophic decision matrix, where all the attribute values are represented by INSsd ij ¼T ij ;Ĩ ij ;F ij for i ¼ 1; 2; . . .; m and j ¼ 1; 2; . . .; n. Assume that the membership degreeT ij indicates that the alternative A i satisfies the attribute C j ;Ĩ ij indicates the degree of indeterminacy for the alternative A i with respect to attribute C j , and the membership degreeF ij indicates that the alternative A i does not satisfy the attribute C j . Assume that 
Step 1 1. The RPIINS of the benefit-type attribute C j is defined
2. The RPIINS of the cost-type attribute C j is defined bỹ
Step (27) and (28) .
Step 3 Ranking the alternatives According to the values obtained from Eq. (29), the ranking order of all the alternatives can be easily determined based on the decreasing order of WHVSM.
Illustrative examples
In this section, two MADM-related examples in neutrosophic environment are provided to demonstrate the applicability and effectiveness of the proposed approach.
Example 1
Consider a decision-making problem [11] , in which an investment company wants to invest a sum of money in the best option. There is a panel with four possible alternatives to invest the money: (1) A 1 is a car company; (2) A 2 is a food company; (3) A 3 is a computer company; and (4) A 4 is an arms company. The investment company must take a decision based on the following three criteria: (1) C 1 is the risk analysis; (2) C 2 is the growth analysis; and (3) C 3 is the environmental impact analysis. The four possible alternatives are to be evaluated under the criteria/attributes by the SVNS assessments provided by the decision maker. These assessment values are provided by the following SVNSs-based decision matrix D ¼ ðd ij Þ 4Â3 shown in Table 1 . 
Step 1 Determination of the type of attribute The first two attributes, i.e., C 1 and C 2 , are here considered as the benefit-type attribute and C 3 is considered as the cost-type attribute.
Step 2 Determination of the relative neutrosophic positive ideal solution From Eqs. (27) and (28), the relative positive ideal neutrosophic solution for the given matrix D ¼ ðd ij Þ 4Â3 shown in Table 1 can be obtained as 
Step 3 Determination of the weighted hybrid vector similarity measure
The weighted hybrid vector similarity measure is determined by using Eqs. (25) , (30) , and (31), and the results obtained for different values of k are shown in Table 2 .
Step 4 Ranking the alternatives According to the different values of k, the results presented in Table 2 reflect that A 4 is the best alternative.
Example 2
Consider the same decision-making problem described in Example 1. Here, we consider that the evaluations of the alternatives A i ði ¼ 1; 2; 3; 4Þ over the attributes C j ðj ¼ 1; 2; 3Þ are expressed in terms of the interval neutrosophic sets. These evaluations are provided in the decision matrix D ¼ ðd ij Þ 4Â3 shown in Table 3 . The weight information of the attributes is considered the same as defined in Example 1.
Step 1 Determination of the relative neutrosophic positive ideal solution Considering C 1 and C 2 as the benefit-type attributes and C 3 as the cost-type attribute, we determine the relative positive ideal neutrosophic solution by Eqs. (27) and (28) Table 1 Single-valued neutrosophic set-based decision matrix Step 2 Determination of the weighted hybrid vector similarity measure By using Eqs. (29), (30) , and (32), we can determine the WHVSM H w ðA Ã ; A i Þ between ideal alternative A Ã and each alternative for different values of k. Table 4 shows the result.
Step 3 Ranking the alternatives According to the different values of k, the results presented in Table 4 reflect that A 4 is the best alternative. Tables 2  and 5 . Similarly, the comparison results for Example 2 are presented in Tables 4, 6 , and 7. Table 5 shows that our result for the selection of best alternative agrees with Ye's vector similarity measure method [42] as well as improved cosine similarity measure method [44] for SVNSs. We see from Table 6 that obtained result from proposed Dice similarity measure is the same as obtained from [42] [43] [44] for INSs. Finally, we compare the proposed method with other existing methods [24, 31, 39, 41] and present the results in Table 7 . We also observe that the ranking order of the four alternatives for Example 1 and Example 2 is the same as the results given in Table 7 . 
Conclusions
In this paper, we have proposed hybrid vector similarity measures and weighted hybrid vector similarity measures for both single-valued and interval neutrosophic sets and proved some of their basic properties. Then, we have compared the proposed similarity measures with the existing similarity measures for MADM problems. Two numerical examples, one for SVNSs and another for INSs, have been provided to check the validity and effectiveness of the proposed approach in MADM problem. However, we hope that the proposed hybrid vector similarity measures for single-valued as well as interval neutrosophic sets can be used in the field of practical decision making, medical diagnosis, pattern recognition, data mining, clustering analysis, etc.
