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En este trabajo, trataré el buen plantemiento del problema de Cauchy Asoci-
ado a la ecuación:









∂3xη −Hηxx + ηηx = µηxx
η (0) = φ ∈ Hs (R)
, (1)
donde x ∈ R , t ∈ (0,∞) , µ > 0 y H es la transformada de Hilbert; en los
espacios de Sobolev Hs (R) y en los espacios de Sobolev con peso Fs,r (ver 8). El
buen planteamiento de la ecuación se trata tanto local como global, con este fin,
reducimos el problema a una ecuación integral equivalente, y usamos el teorema
del punto fijo de Banach. Observamos que, esta ecuación tiene una estructura
similar a las ecuaciones muy conocidas e interesantes KdV y B-O que ya han sido
tratadas en muchos trabajos y art́ıculos, teniendo un basto estudio. (ver 2, 12,
13 y las referencias contenidas alĺı)
La B-O (ecuación de Benjamin-Ono), es un modelo para la evolución en el tiempo
de la longitud de crestas de ondas en la superficie de contacto entre dos fluidos
inmiscibles y es útil en las picnoclinas en la profundidad del océano, y como tam-
bien en él sistema de dos capas creado por la afluencia de agua de un ŕıo en el
mar. El buen planteamiento de esta ecuación en los espacios de Sobolev Hs (R)
fueron tratados por Iorio (9) y Ponce(17) principalmente, asi como Tao (19) y
Kenig (14) . El buen planteamiento en Fs,r por Iorio (10),Ponce- Fonseca(4) y
Ponce- Fonseca-Linares (5) .
La ecuación estudiada en este trabajo, fue deducida en (6) y contiene términos
dispersivos de tercer y quinto orden, donde se consideran ondas en una lámina
(peĺıcula) de espesor infinitesimal gobernadas por las ecuaciones de Euler en pres-
encia de gravedad, tensión superficial y campos electromagnéticos verticales (a las
láminas), usan teoŕıa de perturbación para identificar los scalling (reescalamiento)
canónicos y deducir la KdV-BO. Cuando el número de Bond es 1/3, la dispersión
desaparece y se reduce a la B-O, (ver 6), para mas información.
El trabajo se encuentra dividido en tres caṕıtulos, el primero hace referencia a
la notación, definiciones, observaciones y los resultados básicos de la teoŕıa que
serán usados. El segundo, trata la solución de la ecuación en el espacio Hs para
s > 1
2
de manera local y luego a partir de ciertas estimativas se logra un buen
plantemiento de manera global. Y en el último caṕıtulo, se hace uso de los es-
pacios de Sobolev con pesos, definidos en el caṕıtulo 1. Alĺı verificamos el buen
planteamiento en estos espacios hasta r = 2. Para r = 3, 4 se dedica la sección
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• C∞ (R) es el espacio de funciones definidas en R a valor real infinitamente
diferenciables.
• S (R). Nota el espacio de Schwartz definido como el conjunto,
S (R) =
{
φ ∈ C∞ (R) | ‖φ‖αβ = Sup
xεRd
∣∣xα∂βφ (x)∣∣ <∞ ∀α, β ∈ N}
S ′ (R). Nota el dual topológico del espacio de Schwartz, tambien conocido
como el espacio de distribuciones temperadas.





f , para f ∈ S ′ (Rn).
• Hs. Nota el espacio de Sobolev de orden s, definido como el conjunto,
Hs (R) =
{










Con producto interno y norma en Hs.











• Fs,r := Hs (R)∩L2r(R). donde L2r(R) = {f ∈ L2(R) | xrf ∈ L2(R)} espacio






• B (X, Y ) Nota el espacio de operadores lineales continuos de X en Y. Siendo
X y Y de Banach.




2 para s ∈ R.









• 〈·, ·〉X , Denota la dualidad en 〈x, x′〉X = x′ (x) para x′ ∈ X ′ y x ∈ X.
1.2 Preliminares
Iniciaremos esta sección con la definición de transformada de fourier en la recta
y algunos resultados









f (x) e−ixξdx, ξ ∈ R
Tomado del caṕıtulo 1. de [16]
Proposición 1. Sea f ∈ L1 (R) y





R |f (x)| dx
1. ∧ ∈ B (L1 (R) , L∞ (R)), pero no sobreyectivo
2. f̂ ∈ C∞ (R) =
{
ϕ ∈ C (R) | Lim
|ξ|→∞
ϕ (ξ) = 0
}












5. f̂ ∗ g (ξ) = (2π)
1
2 f̂ (ξ) · ĝ (ξ)
6. Si g ∈ L1,
∫
R f̂ · g =
∫
R f · ĝ
Demostración. Ver el caṕıtulo 7. Sección 7.2 de [8]
1.2. Preliminares 3
Ahora revisaremos el comportamiento de la tranformada de fourier en S
Proposición 2. Si f ∈ S entonces f (α) ∈ S para todo α ∈ N y
f̂ (α) (ξ) = iαξαf̂ (ξ)
Demostración. Ver caṕıtulo 7 sección 7.2 [8]
Teorema 1. Sea ∧ : S → S, es uno a uno, sobreyectiva, lineal, continua y tiene
inversa continua. Ademas es un isomorfismo y un homeomorfismo.
Demostración. Ver caṕıtulo 7 sección 7.2 de [8]
La identidad de plancherel se tiene en S (R)









Demostración. Ver caṕıtulo 7 sección 7.2 de [8]
Lema 1. Si s > 1
2
entonces Hs esta incluido continuamente en las funciones
continuas que se anulan en el infinito.(Hs ↪→ C∞)
Demostración. Ver caṕıtulo 3. de [16]
Teorema 2. Hs, s > 1
2
es un algebra de Banach ‖f · g‖s ≤ Cs ‖f‖s ‖g‖s
Demostración. Ver caṕıtulo 3. de [16]
Teorema 3. (Riesz -Thorin) Si (p1, q1) y (p2, q2) con p1 6= p2 y q1 6= q2, 1 ≤
p1, q1, p2, q2 ≤ ∞. Sea T ∈ B (Lpi , Lqi) tal que ‖Tf‖qi ≤ Mi ‖f‖pi i = 1, 2












Demostración. Ver caṕıtulo 2. de [16]
La Desigualdad de Hausdorff-Young ‖f ∗ g‖Lp ≤ ‖f‖Lr ‖g‖Lp
1
p




se obtiene usando el teorema de Riesz-Thorin.
Definición 2. Sea (fλ)λ∈Λ ∈ L1 (R), se dice una aproximación de la identidad
si:








|x|>δ fλ (x) dx = 0 para δ > 0
Tomado del caṕıtulo 2. Sección 2.7 de [8]
Definición 3. Sea X un Banach. Un semigrupo-fuertemente continuo (a un
parametro) en X es una aplicación t ∈ [0,∞) 7−→ V (t) ∈ B (X) tal que,
1. V (0) = 1X (Identidad)
2. V (t)V (t′) = V (t+ t′)
3. Lim
h→0
‖V (t+ h)φ− V (t)φ‖X = 0
Ver caṕıtulo 4 Sección 4.2 de [8]
Definición 4. Sea H un Hilbert. Un grupo unitario fuertemente continuo (a un
parametro) en H es una aplicación t ∈ R 7−→ V (t) ∈ B (H) tal que,
1. V (t)V (t′) = V (t+ t′)
2. Lim
h→0
‖V (t+ h)φ− V (t)φ‖H = 0
3. V (t) es unitario V (t)V∗ (t) = 1
Ver caṕıtulo 4 Sección 4.2 de [8]
Definición 5. Sean X y Y espacios de Banach, T0 ∈ (0,∞) y sea F : (0,∞)×
Y → X continua. El problema de Cauchy de Valor Inicial (V.I)
(1)
{
∂tu (t) = F (t, u (t)) en X
u (0) = φ en Y
es localmente bien planteada en Y si:
1. Existen T ∈ (0, T0] y u ∈ C ([0, T ] , Y ) tal que u (0) = φ y la ecuación
diferencial es satisfecha en el siguiente sentido,
Lim
h→0




2. El problema (1) tiene solución única en C ([0, T ] , Y )
3. La aplicación φ ∈ Y → u ∈ C ([0, T ] , Y ) es continua. Si φn ∈ Y n =
1, 2, 3 · · ·∞ φn
Y→
n→∞
φ∞ y un ∈ C ([0, T ] , Y ) son las soluciones respecti-
vas de (1)y T ∈ (0, T∞] , entonces las soluciones pueden extenderse si es





‖un (t)− u∞ (t)‖Y = 0
1.2. Preliminares 5
Tomado del caṕıtulo 4 de [8]
Terminamos enunciado tres resultados muy utiles durante las acotaciones en
las demostraciones de este trabajo.
Lema 2. Sean a y b, números reales positivos . Si Ju = (1− ∂2u)
1
2 y 〈v〉 =
(1 + v2)
1
2 , entonces para cualquier
θ ∈ (0, 1) ∥∥∥〈v〉(1−θ)a Jθbu f∥∥∥
0
≤ c ‖〈v〉a f‖1−θ0
∥∥J buf∥∥θ0 (1.1)
Para f ∈ L2 (R2) donde v puede ser x.
Demostración. Ver, lema 1 en [4]




g (s) ds entonces g (x) ≤ αeβt para todo t ∈ [a, b]
Tomado del Apendice A de [8]
Proposición 4. Sea β > 0, γ > 0, β + γ > 1, a ≥ 0, b ≥ 0 y g una función no
negativa, tal que tγ−1g(t) es integrable localmente sobre 0 ≤ t ≤ T y suponga que
g (t) ≤ a+ b
t∫
0
(t− τ)β−1 τ γ−1g (τ) dτ (1.2)






donde v = β + γ − 1 > 0, Eβ,γ (s) =∑∞
m=0 CmS





para m > 0 y Γ es la función
gamma
Ver formas mas generales de la desigualdad de Gronwall en [7]
Definición 6. Sea Rn+ = {θ = (θ1, θ2, θ3, · · · , θn) : θl ≥ 0, l = 1, 2, · · · , n}. Una
aplicación R : Rn+ → S ′ (R) es llamada una función regular si existe un número





, tal que R =
N∑
J=1
Rj , R̂ (t) es medible, escribimos R ∈ Reg (N,X1, · · · , XN).
Proposición 5. Fs,r (R) es un espacio de Hilbert cuando se dota con el producto
interno (f, g)s,r = (f, g)s + (f, g)L2r . Ademas es un algebra de Banach para todos
los s > 1
2
y r ∈ R. En particular existe una constante C = C (s, r) dependiente
solo de s y r, tal que
‖fg‖s,r ≤ C ‖f‖s,r ‖g‖s,r para todo f, g ∈ Fs,r (R)
Demostración. Ver caṕıtulo 7 Sección 7.4 de [8]
Caṕıtulo 2
Planteaminento Local y Global
2.1 Planteamiento Local
En este caṕıtulo, verificaremos el buen planteamiento de (1) en Hs, s > 1
2
.







xη −Hηxx + ηηx = µ∂2xη
η (0) = φ
(2.1)







xη −H∂2xη = µ∂2xη
η (0) = φ
, (2.2)
cuya solución viene dada por:





=: Vµ (t)φ, (2.3)
donde Aµη = µ∂
2
xη − ∂5xη − α∂3xη +H∂2xη y siendo Vµ (t) el correspondiente semi-
grupo.
Lema 3. Si φ ∈ Hs, t > 0 y λ ∈ (0, 1), entonces ‖Vµ (t)φ‖s+λ ≤ Cµ (t) ‖φ‖s,








2.1. Planteamiento Local 7
Demostración. Vµ (t)φ = etAµφ
‖Vµ (t)φ‖2s+λ =
∫

































































Observe que (2.1) es equivalente a la ecuación integral,









donde ∂t es tomada en la topologia de H
s−5. Para la prueba de las proposiciones
acontinuación, se hace uso del teorema de punto fijo de Banach y la siguiente
definición.











Υs (T,M) con la métrica
ds∞ (u, v) = Sup
[0,T ]
‖u (t)− v (t)‖s (2.8)
es un espacio métrico, que resulta ser completo.
Proposición 6. Existe T > 0 talque Ψ : Υs (T,M) −→ Υs (T,M) es contracción
si s > 1
2
.
2.1. Planteamiento Local 8
Demostración. • Existe T1 tal que Ψ : Υs (T,M) −→ Υs (T,M) con



















































≤M , se elige un tiempo












2 . Es decir si T ≤ 1,
T ≤
√







































Ψ : Υs (T1,M) −→ Υs (T1,M)
• Existe T2 > 0 talque Ψ es contracción
‖Ψ (u)−Ψ (v)‖s ≤
∫ t
0


























(‖u‖s + ‖v‖s) dτ














































. Aśı T →
µ↓0
0 entonces es
una contracción por tanto existe un único tiempo fijo, donde η es solución de la
(2.1), ηµ ∈ C ([0, T ] , Hs)
2.1. Planteamiento Local 9
Proposición 7. La solución (2.6), al problema (2.1) es única.
Demostración. Si η1, η2 ∈ C ([0, T ] , Hs) son soluciones del problema (2.1), con
η1 (0) = φ1 η2 (0) = φ2





∥∥e(t−τ)(Aµ)∂x (η21 − η22) (τ)∥∥s dτ








‖∂x (η21 − η22) (τ)‖s−1 dτ








‖(η1 − η2) (η1 + η2) (τ)‖s dτ





2 ‖(η1 − η2) (τ)‖s
‖η1 (τ)‖s + ‖η2 (τ)‖s dτ





2 ‖(η1 − η2) (τ)‖s
(2.12)








usando la proposición 4 y si φ1 =
φ2 entonces η1 = η2 para t ∈ [0, Tµ]
Proposición 8. La solución (2.6), del problema (2.1), depende continuamente
del dato inicial.
Demostración. Sea φn, φ∞ ∈ Hs (R) n = 1, 2, · · · ,∞, con s > 12 talque φn
Hs→
n→∞
φ∞ y ηn ∈ C ([0, Tn] , Hs) n = 1, 2, · · · ,∞, soluciones respectivamente, ademas
Tn es función continua de ‖φn‖s, es decir si φn
Hs→ φ∞ entonces Tn → T∞. Es
decir existe N > 0 talque para todo n > N
‖Tn − T∞‖ < ε
T∞ − ε < Tn < T∞ + ε
entonces para todo T < T∞ y n suficientemente grande ηn ∈ C ([0, Tn] , Hs).








‖ηn (τ)− η∞ (τ)‖s dτ
(2.13)
Siendo, Mn := Sup
1≤n≤∞
{‖φn‖}+M , concluimos que para t ∈ [0, T ]









≤ ‖φn − φ∞‖sK (T )
(2.14)
Para T ∈ (0, T∞) entonces Lim
n→∞
‖ηn (t)− η∞ (t)‖s = 0
2.2. Planteamiento Global 10
Teorema 5. Si φ ∈ Hs, µ > 0 y s > 1
2
, el problema es localmente bien planteado
en Hs
Demostración. Consecuencia de las anteriores proposiciones 6,7 y 8.
Teorema 6. Si φ ∈ Hs, s > 1
2
entonces η ∈ C ((0, T ] , H∞)
Demostración. Siendo H∞ =
⋂
s≥0
Hs , este resultado se obtiene como conse-
cuencia del lema 3 (lema de regularización), puesto que las aplicaciones t →
Vµ (t)φ de la parte lineal y t →
∫ t
0
Vµ (t− τ) ∂x (η2) (τ) dτ de la parte no lineal
en la ecuación integral resultan continuas en el intervalo (0, T ] en la topologia
Hs+δ. Aśı existe un δ ∈ (0, 1) tal que η ∈ C
(
(0, T ] ;Hs+δ
)
, luego un proceso
iterativo culmina la prueba.
NOTA 1. Si µ = 0 se dejara como un trabajo posterior siguiendo las ideas
expuestas en el teorema 2.1 de [10] para la B-O, donde se obtiene un resultado
de buen planteamiento local para s > 3
2
y global para s = 2.
2.2 Planteamiento Global
Se mostrara que el problema de valor inicial es globalmente bien planteado en
Hs, para s > 1
2
y µ > 0. Como consecuencia del buen planteamiento local y las
siguientes estimativas
Proposición 9. (Estimativas apriori) Sea η la solución del problema (2.1) en-




































− (Hηxx, η)0 + (ηηx, η)0 (2.19)
En (2.19) al resolver las integrales por partes nos resulta que; (∂5xη, η)0 = 0,
(α∂3xη, η)0 = 0, (Hηxx, η)0 = 0 y (ηηx, η)0 = 0 Aśı,
2.2. Planteamiento Global 11
∂t ‖η‖20 = −2µ ‖ηx‖
2
0









‖ηx‖20 dt′ = 0. y obtenemos (2.15), (2.16). Ahora
al derivar con respecto a x la ecuación (2.1),
µ∂2x (ηx) = (ηx)t + ∂
5
x (ηx) + α∂
3
x (ηx)−H (ηx)xx + ∂x (ηηx) (2.21)
























como (∂5xv, v)0 = 0 (α∂
3













R ηvvx al reemplazar,




































‖v‖20 , elegimos ε tal que










4 , ∂t ‖v‖20 +µ ‖vx‖
2
0 ≤ c ‖φ‖0 ‖v‖
2
0 . Ahora


















‖v‖20 dt′ usando de nuevo la desigualdad de Gronwall




















Teorema 7. El problema (2.1) es globalmente bien propuesto para Hs con s ≥ 1
y µ > 0.
2.2. Planteamiento Global 12
Demostración. El caso s = 1 se obtiene de las estimativas (2.15) y (2.17) de la
proposición anterior. Si s > 1, φ ∈ Hs y η como se teńıa en la ecuación integral








































Concluimos que ‖η (t)‖1+θ es acotado puesto que la domina una función acotada.
Las anteriores desigualdades se tiene por el uso del lema de regularización (2.5)
Tomando a λ = 1 + θ y s = 0 y por la continuidad del operador ∂x : H
1 → L2,
aśı el problema quedaŕıa bien planteado para 1 ≤ s < 2. Iterando el anterior




































Por el paso anterior ‖η‖2−ε es acotado, aśı podemos obtener una función acotada
que domina a ‖η‖2. Las anteriores desigualdades se tiene por el uso del lema de
regularización (2.5) Tomando a λ = 1 + ε y s = 1 − ε y por la continuidad del
operador ∂x : H
2−ε → H1−ε. Si continuamos con el mismo proceso el problema
resulta globalmente bien planteado en Hs para s ≥ 1.
Observe que, al verificar 1
2
< s < 1 solo basta usar las estimativas (2.15),




Teorema 8. Si s > 1
2
, φ ∈ Hs y µ > 0 el problema (2.1), esta globalmente bien
planteado en Hs.
Demostración. Sea φ ∈ Hs.












































































Asi Gronwall (1.2) generalizado, implica que,




‖φ‖2s Γ (1− s)
1−s) (2.30)
Caṕıtulo 3
Espacios de Sobolev con Pesos
Veremos ahora el comportamiento de la ecuación (2.1) en espacios de Sobolev con
peso, cuando el orden es entero. Siendo η (t) =
(
Fµ (t, ·) φ̂
)∨
= Vµφ la solución
única del problema lineal (2.2) y tomando µ ≥ 0. Como ∂ξη̂ (t, ξ) = ∂Fµ∂ξ φ̂+Fµ
∂φ̂
∂ξ
entonces para facilidad de calculos se probara el siguiente resultado. Y aśı mostrar
en el teorema 9 y 10 una estimativa para la parte lineal (2.2).
Lema 4. Sea µ ≥ 0 fijo, Fµ (t, ξ) = et(−µξ
2−iξ5+iαξ3+iξ|ξ|) y η (t) =
(







−2µξ − 5iξ4 + 3iαξ2 + 2i |ξ|
)
Fµ (t, ξ) (3.1)
∂2Fµ
∂ξ2
= t2 (−2µξ − 5iξ4 + 3iαξ2 + 2i |ξ|)2 Fµ (t, ξ) +




= t3 (−2µξ − 5iξ4 + 3iαξ2 + 2i |ξ|)3 Fµ (t, ξ)
+3t2 (−2µξ − 5iξ4 + 3iαξ2 + 2i |ξ|)
(−2µ− 20iξ3 + 6iαξ + 2isgn (ξ))Fµ (t, ξ)




= t4 (−2µξ − 5iξ4 + 3iαξ2 + 2i |ξ|)4 Fµ (t, ξ)
+6t3 (−2µξ − 5iξ4 + 3iαξ2 + 2i |ξ|)2
(−2µ− 20iξ3 + 6iαξ + 2isgn (ξ))Fµ (t, ξ) +
t2
{
3 (−2µ− 20iξ3 + 6iαξ + 2isgn (ξ))2 +
4 (−2µξ − 5iξ4 + 3iαξ2 + 2i |ξ|)
(−60iξ2 + 6iα + 4iδ)}
Fµ (t, ξ) + t (−120iξ + 4iδ′)Fµ (t, ξ)
(3.4)
De manera general, siendo Qk un polinomio de grado k en la variable t y grado
4k en la variable ξ
14
15
∂kξF (t, ξ) = Qk (t, ξ)Fµ (t, ξ) +
n∑
j=3
tj−2δ(j−3)Fµ (t, ξ) (3.5)
Teorema 9. Sea r = 0, 1, 2, 3, · · · , s ≥ 4r y φ ∈ Fs,r, entonces para µ = 0
tenemos.
1. Si r = 0, 1, 2 se cumple que,
‖Vµφ‖s,r ≤ θr (t) ‖φ‖s,r (3.6)
θr (t) es un polinómio en t de grado r
2. Si r ≥ 3 la función t 7→ Vµ (t)φ pertenece a C ([0,∞) ;Fs,r) si y solo si
∂jξ φ̂ (0) = 0 j = 0, 1, · · · r − 3.
Demostración. Sea µ = 0, primero para r = 0,
‖Vµφ‖s,0 ≤ ‖Vµφ‖s + ‖Vµφ‖0 ≤ ‖φ‖s + ‖φ‖0 = ‖φ‖s,0 (3.7)
NOTA 2. En la derivada del producto de funciones, se hace uso de la regla de
Leibniz, omitimos las constantes puesto que estas no afectan la desigualdad, pero
nos facilitan la escritura de las ecuaciones.
• Para r = 1 , s ≥ 4 con










≤ ‖φ‖s + ct ‖φ‖4 + ‖xφ‖0
≤ (1 + ct) ‖φ‖s + ‖xφ‖0 ≤ (1 + ct2) ‖φ‖s,1
(3.8)

















‖Vµφ‖s,1 ≤ θ1 (t) ‖φ‖s,1 (3.10)
16
• Si r = 2 y s ≥ 8














≤ ‖φ‖s + c1t ‖φ‖3 + c2t2 ‖φ‖8 + ‖x2φ‖0
≤ (1 + c1t+ c2t2) ‖φ‖s + ‖x2φ‖0 ≤ (1 + c1t+ c2t2) ‖φ‖s,2
(3.11)
En las desigualdades de (3.11) se usa el lema anterior (3.2), la regla de


















De manera mas detallada se mostraran las acotaciones de cada uno de los
términos del lado derecho de (3.11)∥∥∥∂Fµ∂ξ ∂φ̂∂ξ ∥∥∥
0
=





































∥∥∥∂3φ∂x + x∂4φ∂x ∥∥∥
0
+































































Podemos utilizar el lema 2, en (1.1) tomamos θb = 4, (1− θ) a = 1 en-
tonces b = 8 a = 2 si θ = 1
2
‖〈x〉 J4φ‖20 ≤ c
∥∥〈x〉2 φ∥∥ 12
0
‖J8φ‖0 ≤ c ‖φ‖8,2 ≤
c ‖φ‖s,2 s ≥ 8. Ya que ‖J8φ‖0 = ‖φ‖0 +‖φ‖8 y
∥∥〈x〉2 φ∥∥
0
≤ ‖(1 + x2)φ‖0 ≤
‖φ‖0 + ‖x2φ‖0 ≤ ‖φ‖0 + ‖φ‖2 Siguiendo el mismo proceso obtenemos,∥∥∥∥x∂φ∂x
∥∥∥∥
0
≤ ‖〈x〉 Jφ‖0 ≤ c









∥∥〈x〉2 φ∥∥ 12 ∥∥J4φ∥∥ 12 ≤ C (‖φ‖0 + ‖φ‖4) (3.16)
Aśı queda probado que,
‖Vµφ‖s,2 ≤ θ2 (t) ‖φ‖s,2 (3.17)
• Si r = 3 y s ≥ 12 con φ̂ (0) = 0 tenemos que tδFµ (t, 0) φ̂ (0) = 0,

















≤ (1 + c1t+ c2t2 + c3t3) ‖φ‖s,3
(3.18)




∥∥∥(−2µξ − 5iξ4 + 3iαξ2 + 2i |ξ|)2 ∂φ̂∂ξ ∥∥∥
0
+t
∥∥∥(−2µ− 20iξ3 + 6iαξ + 2isgn (ξ)) ∂φ̂∂ξ ∥∥∥
0
(3.19)
en (3.19) es suficiente acotar los siguientes términos del primer y segundo
sumando del lado derecho de la desigualdad, los otros términos ya fueron
vistos en el caso r=2;∥∥∥ξ8 ∂φ̂∂ξ ∥∥∥
0
≤ ‖∂7xφ‖0 + ‖x∂8xφ‖0 ,
∥∥∥ξ6 ∂φ̂∂ξ ∥∥∥
0




‖∂4xφ‖0 + ‖x∂5xφ‖0 ,
∥∥∥ξ3 ∂φ̂∂ξ ∥∥∥
0
≤ ‖∂2xφ‖0 + ‖x∂3xφ‖0 y
∥∥∥isgn (ξ) ∂φ̂∂ξ ∥∥∥
0
≤ ‖xφ‖0.
Usando el lema 2, tenemos las siguientes acotaciones, de las anteriores de-
sigualdades.
∥∥x∂8xφ∥∥0 ≤ ∥∥〈x〉 J8φ∥∥0 ≤ c ∥∥〈x〉3 φ∥∥ 13 ∥∥J12φ∥∥ 23 ≤ c ‖φ‖12,3 (3.20)
∥∥x∂6xφ∥∥0 ≤ ∥∥〈x〉 J6φ∥∥0 ≤ c ∥∥〈x〉2 φ∥∥ 12 ∥∥J12φ∥∥ 12 ≤ c ‖φ‖12,2 (3.21)
∥∥x∂5xφ∥∥0 ≤ ∥∥〈x〉 J5φ∥∥0 ≤ c ∥∥〈x〉2 φ∥∥ 12 ∥∥J10φ∥∥ 12 ≤ c ‖φ‖10,2 (3.22)
∥∥x∂3xφ∥∥0 ≤ ∥∥〈x〉 J3φ∥∥0 ≤ c∥∥〈x〉2 φ∥∥ 12 ∥∥J6φ∥∥ 12 ≤ c ‖φ‖6,2 (3.23)
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se obtuvo acotando cada uno de sus sumandos, de la siguiente manera;∥∥∥ξ∂2ξ φ̂∥∥∥
0
=
∥∥∂x (x2φ)∥∥0 ≤ c (‖xφ‖0 + ∥∥x2∂xφ∥∥0) (3.25)∥∥∥ξ4∂2ξ φ̂∥∥∥
0
=
∥∥∂4x (x2φ)∥∥0 ≤ c (∥∥∂2xφ∥∥0 + ∥∥x∂3xφ∥∥0 + ∥∥x2∂4xφ∥∥0) (3.26)∥∥∥ξ2∂2ξ φ̂∥∥∥
0
=
∥∥∂2x (x2φ)∥∥0 ≤ c (‖φ‖0 + ‖x∂xφ‖0 + ∥∥x2∂2xφ∥∥0) (3.27)
usando el lema 2,
∥∥x2∂xφ∥∥0 ≤ ∥∥〈x〉2 Jφ∥∥0 ≤ c∥∥〈x〉3 φ∥∥ 23 ∥∥J3φ∥∥ 13 ≤ c ‖φ‖3,3 (3.28)
∥∥x2∂2xφ∥∥0 ≤ ∥∥〈x〉2 J2φ∥∥0 ≤ c∥∥〈x〉3 φ∥∥ 23 ∥∥J6φ∥∥ 13 ≤ c ‖φ‖6,3 (3.29)
∥∥x2∂4xφ∥∥0 ≤ ∥∥〈x〉2 J4φ∥∥0 ≤ c∥∥〈x〉3 φ∥∥ 23 ∥∥J12φ∥∥ 13 ≤ c ‖φ‖12,3 (3.30)
Por lo tanto,
‖Vµφ‖s,3 ≤ θ3 (t) ‖φ‖s,3 (3.31)
Teorema 10. Sea r = 0, 1, 2, · · · , s > 1
2
y φ ∈ Fs,r entonces para cada µ > 0 fijo
tenemos.
1. Si r = 0, 1, 2. entonces
‖Vµφ‖s,r ≤ θr (t) ‖φ‖s,r (3.32)
θr (t) es un polinomio en t de grado r
2. Si r ≥ 3 la función t 7→ Vµ (t)φ pertenece a C ([0,∞) ;Fs,r) si y solo si
∂jξ φ̂ (0) = 0 j = 0, 1, · · · r − 3.
19
Demostración. • Si r = 1 tenemos que acotar,∥∥∥∂ξ (Fµ (t, ξ) φ̂)∥∥∥
0
≤
∥∥∥∂ξFµ (t, ξ) φ̂∥∥∥
0
+
∥∥∥Fµ (t, ξ) ∂ξφ̂∥∥∥
0
(3.33)
































Aśı en la ecuación (3.33)






‖φ‖ε,1, con s >
1
2

























































‖φ‖2ε 0 ≤ ε ≤ 4
(3.38)
























0 ≤ ε ≤ 4
(3.39)
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y el tercer sumando,
∥∥∥∂2ξ φ̂∥∥∥
0
= ‖x2φ‖0. Por lo tanto con s >
1
2
















• Si r = 3 en (3.3) del lema 4, se obtuvo un término con δ por tanto es









































‖φ‖3ε 0 ≤ ε ≤ 4
(3.42)













‖xφ‖2ε 0 ≤ ε ≤ 4
(3.43)


















‖x2φ‖ε 0 ≤ ε ≤ 4
(3.44)
y el cuarto sumando
∥∥∥∂3ξ φ̂∥∥∥
0
= ‖x3φ‖0. Por lo anterior concluimos que si
s > 1
2
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3.1 Buen Planteamiento
Teorema 11. Si φ ∈ Fs,1, µ > 0 y s > 12 entonces el problema (2.1) es localmente
bien planteado en Fs,1
Demostración. Consecuencia de las proposiciones 10, 11 y 12. Probadas abajo.
NOTA 3. Para la prueba de las siguientes proposiciones, es útil tener en cuenta
los cuatro items acontinuación.










mando h (ξ) = ξme−µ(t−τ)ξ
2











siendo cµ una constante. Aśı




, es integrable localmente si α− m
2
> −1
2. Si ‖∂αx η‖∞ ≤ ‖∂αx η‖s−α ≤ ‖η‖s para s − α >
1
2
, teniendo en cuenta que
s ≥ 4r siendo r = 1, 2 ó 3.






4. LLamaremos Fµ = Fµ(t− τ), para comodida en la escritura.
Definición 8. Para M > 0 , T > 0 y s > 1
2
definimos
Υs,1 (M,T ) =
{






Υs,1 (T,M) con la métrica
ds,T (u, v) = sup
[0.T ]
‖u (t)− v (t)‖s,1 (3.48)
es un espacio métrico, que resulta ser completo.
Proposición 10. Existe T > 0 talque Ψ : Υs,1 (T,M) −→ Υs,1 (T,M) es con-
tracción si s > 1
2
φ ∈ Fs,1 y µ > 0 .
Demostración. Como el problema (2.1) es equivalente a la ecuación integral
mostraremos que la ecuación tiene solución en C ([0, T ] ,Fs,1 (R)), para T su-
ficientemente pequeño. Para verificar esto se definio el conjunto Υs,1 (M,T ) y






2 (τ) dτ .
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• Veamos que Ψ (η (t)) ∈ Fs,1 (R) ∀η (t) ∈ Fs,1 (R).




∥∥∥12 ∫ t0 e(t−τ)A∂xη2dτ∥∥∥
s,1




≤ θ1 (t) ‖φ‖s,1 +
∫ t
0
∥∥e(t−τ)A∂xη2∥∥s dτ + ∫ t0 ∥∥xe(t−τ)A∂xη2∥∥0 dτ
(3.49)
El segundo sumando del lado derecho de la desigualdad (3.49) ya se vio en la
teoŕıa de Hs. Para el tercer sumando se usa el item 3, de la nota 3.
‖∂ξ (ξFµη̂ ∗ η̂)‖0 ≤ ‖ξ∂ξFµη̂ ∗ η̂‖0 + ‖Fµη̂ ∗ η̂‖0 + ‖ξFµ∂ξη̂ ∗ η̂‖0 (3.50)
El primer sumando del lado derecho de la desigualdad (3.50) es;
(t− τ) ‖P5 (ξ)Fµη̂ ∗ η̂‖0 ≤ (t− τ)
∥∥ξ3Fµξ2η̂ ∗ η̂∥∥0 , (3.51)
(t− τ) ‖ξ3Fµξ2η̂ ∗ η̂‖0 ≤ (t− τ)
− 1






‖Fµη̂ ∗ η̂‖0 ≤ ‖ηη‖0 ≤ ‖η‖∞ ‖η‖0 (3.53)
y el tercer sumando;
‖ξFµ∂ξη̂ ∗ η̂‖0 ≤ ‖ξFµ‖∞ ‖∂ξη̂ ∗ η̂‖0 (3.54)
con ‖ξFµ‖∞ =
Cµ√






Aśı queda completamente acotado (3.49) y podemos concluir que Ψ (η (t)) ∈
C ([0, T ] ,Fs,1 (R)).
• Ahora se verifica que Ψ (η (t)) ∈ Υs (M,T ). Sea η ∈ Υs (M,T ), es decir








∥∥e(t−τ)A∂xη2dτ∥∥s + ‖∂ξ (ξFµη̂2)‖0 dτ (3.55)
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∥∥Ψ (η (t))− etAφ∥∥
s,1










Ψ (η (t)) ∈ Υs,1 (M,T1)
• Mostraremos que existe un T2 > 0 tal que Ψ es una contracción enΥs,1, con
η (t) , u (t) ∈ Υs,1 (M,T2)
‖Ψ (η (t))−Ψ (u (t))‖s,1 ≤
∫ t
0




∥∥e(t−τ)A∂x (η2 − u2)∥∥s∥∥xe(t−τ)A∂x (η2 − u2)∥∥0 dτ (3.57)
En la desigualdad (3.57) lado derecho, el primer sumando se obtiene de la teoŕıa
en Hs y aplicando el item 3, nota 3 en el segundo sumando obtenemos.∥∥∥∂ξ {Fµξ ̂(η − u) ∗ ̂(η + u)}∥∥∥
0
=
∥∥∥ξ∂ξFµ ( ̂(η − u) ∗ ̂(η + u))∥∥∥
0
+
∥∥∥Fµ ( ̂(η − u) ∗ ̂(η + u))∥∥∥
0
+
∥∥∥Fµξ∂ξ ( ̂(η − u) ∗ ̂(η + u))∥∥∥
0
(3.58)
Utilizando las acotaciones realizadas en los dos item anteriores y (3.58) obtenemos




















M + θ1 (τ) ‖φ‖s,1
)
dτ (3.60)





























‖φ‖s,1 ≤ 1, se escoje un tiempo pequeño
tal que si T ≤ 1, entonces T 2 ≤ T 32 ≤ T ≤
√
T , aśı T ≤ 1
C2µ(‖φ‖s,1+M)
2 y si











, por teorema de punto
fijo de Banach, existe una solución a la ecuación integral y por tanto al problema
de valor inicial.
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Proposición 11. Sea φ ∈ Fs,1, s > 12 y µ > 0 entonces el problema (2.1) tiene
solución única en C ([0, T ] ,Fs,1 (R)).
Demostración. Sean v , u ∈ C ([0, T ] ,Fs,1 (R)) con v (0) = ϕ u (0) = φ solu-
ciones
‖u (t)− v (t)‖s,1 ≤ ‖ϕ− φ‖s,1 +
∫ t
0
∥∥e(t−τ)A∂x (u2 − v2)∥∥s,1 dτ
≤ ‖ϕ− φ‖s,1 +
∫ t
0




∥∥xe(t−τ)A∂x (u2 − v2)∥∥0 dτ (3.62)
De nuevo usamos lo realizado en Hs, la proposición 10 y tomando,
M1 = max
[0,T ]
‖v‖s,1 M2 = max
[0,T ]
‖u‖s,1 (3.63)
y M = M1 +M2 entonces,










Y aplicando la proposición 4, tenemos que si ϕ = φ entonces u = v
Proposición 12. Si φ ∈ Fs,1 , µ > 0 y s > 12 , la solución (2.6), del problema
(2.1), depende continuamente del dato inicial.
Demostración. Sea {φn}n , φ∞ para cada n condición inicial del problema, tal
que φn −→ φ∞
n→∞
con la norma en Fs,1 y ademas cada ηn ∈ C ([0, Tn] ,Fs,1 (R))










, sea T∗ < T∞ entonces existe N ∈ N, tal que para todo,
n ≥ N , Tn ≥ T . Por tanto ηn, para todo n ≥ N estan definidos en [0, T ], es
decir ηn∈ C ([0, T ] ,Fs,1 (R)) . Para 0 < τ < T
‖ηn (τ)‖s,1 ≤M + θ1 (t) ‖φn‖s,1 ≤M + θ1 (t) sup
n∈N
‖φn‖s,1 (3.65)
Sea η∞ la solución correspondiente a φ. Usando la unicidad, probada anterior-
mente tenemos,











Aplicando la proposición 4, obtenemos que ‖ηn − η∞ (t)‖s,1 −→
φn→φ
0
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Teorema 12. Si φ ∈ Fs,2, µ > 0 y s > 12 entonces el problema (2.1) es localmente
bien planteado en Fs,2
Demostración. Es consecuencia de las proposiciones 13,14 y 15.Prabadas abajo.
Definición 9. Para M > 0 , T > 0 y s > 1
2
definimos
Υs,2 (M,T ) =
{






Υs,2 (T,M) con la métrica
ds,T (u, v) = sup
[0.T ]
‖u (t)− v (t)‖s,2 (3.68)
es un espacio métrico, que resulta ser completo.
Proposición 13. Existe T > 0 talque Ψ : Υs,2 (T,M) −→ Υs,2 (T,M) es con-
tracción si s > 1
2
, φ ∈ Fs,2 y µ > 0 .
Demostración. • Veamos que Ψ (η (t)) ∈ Fs,2 (R) para todo η (t) ∈ Fs,2 (R).




∥∥∥12 ∫ t0 e(t−τ)A∂xη2dτ∥∥∥
s,2









El segundo sumando lado derecho de la desigualdad (3.69), se tiene acotado por
la teoŕıa en Hs y el tercer sumando al usar el item 3 de la nota 3 obtenemos;
∂2ξ (Fµξη̂ ∗ η̂) = ξ∂2ξFµη̂∗η̂+Fµ∂ξη̂∗η̂+∂ξFµη̂∗η̂+ξFµ∂2ξ η̂∗η̂+ξ∂ξFµ∂ξη̂∗η̂ (3.70)
La correspondiente acotación al primer término del lado derecho de la ecuacion
(3.70) es,∥∥ξ∂2ξFµη̂ ∗ η̂∥∥0 ≤ (t− τ)2 ‖ξP8 (ξ)Fµη̂ ∗ η̂‖0 + (t− τ) ‖ξP3 (ξ)Fµη̂ ∗ η̂‖0
≤ Cµ (t− τ)−
1
2 ‖ξ4η̂ ∗ η̂‖0 + Cµ (t− τ)
− 1
2 ‖ξη̂ ∗ η̂‖0





‖∂ξFµη̂ ∗ η̂‖0 ≤ (t− τ) ‖P4 (ξ)Fµη̂ ∗ η̂‖0
≤ Cµ (t− τ)−
1
2 ‖ξη̂ ∗ η̂‖0
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tercer término,
‖Fµ∂ξη̂ ∗ η̂‖0 ≤ ‖∂ξη̂ ∗ η̂‖0 ≤ ‖xη‖0 ‖η‖∞ ≤ ‖η‖
2
s,2 (3.73)
cuarto término, ∥∥ξFµ∂2ξ η̂ ∗ η̂∥∥0 ≤ Cµ (t− τ)− 12 ‖(x2η) η‖0
≤ Cµ (t− τ)−
1
2 ‖x2η‖0 ‖η‖∞




y al quinto término,
‖ξ∂ξFµ∂ξη̂ ∗ η̂‖0 ≤ Cµ (t− τ)
− 1
2
∥∥ξ2∂ξη̂ ∗ η̂∥∥0 (3.75)
El último término en el lado derecho de la desigualdad (3.75), es equivalente a,∥∥∂2x {(xη) η}∥∥0 = ‖η∂xη‖0 + ‖xη‖0 ∥∥∂2xη∥∥∞ + ‖x∂xη‖0 ‖∂xη‖∞ (3.76)
Aśı podemos concluir que Ψ (η (t)) ∈ C ([0, T ] ,Fs,2 (R)) .
• Veamos que Ψ (η (t)) ∈ Υs (M,T ). Ya que ‖η (t)‖s,2 ≤ M + θ2 (t) ‖φ‖s,2








∥∥e(t−τ)A∂xη2∥∥s + ∥∥x2e(t−τ)A∂xη2∥∥0 dτ (3.77)
Usando la teoŕıa en Hs y las acotaciones anteriores. La integral a realizar es.∫ t
0
{



























































M entonces tomanos un tiempo suficientemente pequeño, es decir si T ≤ 1,
obtenemos T
11








∥∥Ψ (η (t))− etAφ∥∥
s,2






aśı Ψ (η (t)) ∈ Υs,2 (M,T1)
• Mostraremos que Ψ es una contracción en Υs,2
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‖Ψ (η (t))−Ψ (u (t))‖s,2 ≤
∫ t
0




∥∥e(t−τ)A∂x (η2 − u2)∥∥s + ∥∥x2e(t−τ)A∂x (η2 − u2)∥∥0 dτ
(3.80)
El primer sumando se tiene por la teoŕıa en Hs, el segundo usando lo realizado
en el item anterior y el item 3 de la nota 3.
ξ∂2ξFµ




̂(η + u) ∗ ̂(η − u) + ξ∂ξFµ∂ξ ̂(η + u) ∗ ̂(η − u)
(3.81)
Usando las acotaciones del item anterior, el primer sumando de (3.81),∥∥∥ξ∂2ξFµ ̂(η + u) ∗ ̂(η − u)∥∥∥
0
≤ Cµ (t− τ)−
1





segundo sumando,∥∥∥∂ξFµ ̂(η + u) ∗ ̂(η − u)∥∥∥
0
≤ Cµ (t− τ)−
1





el tercer sumando,∥∥∥Fµ∂ξ ̂(η + u) ∗ ̂(η − u)∥∥∥
0





el cuarto sumando,∥∥∥ξFµ∂2ξ ̂(η + u) ∗ ̂(η − u)∥∥∥
0
≤ Cµ (t− τ)−
1





y el quinto sumando,∥∥∥ξ∂ξFµ∂ξ ̂(η + u) ∗ ̂(η − u)∥∥∥
0
≤ Cµ (t− τ)−
1































ds,T (u, v) (3.88)














≤ 1, se toma un tiempo
pequeño, T ≤ 1 tal que T 3 ≤ T 52 ≤ T 2 ≤ T ≤
√
T aśı T ≤ 1
(M+‖φ‖s,2)
2 , tomando
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, por teorema de punto fijo
de Banach, existe una solución a la ecuación integral y por tanto al problema de
valor inicial.
Proposición 14. Sea φ ∈ Fs,2, s > 12 y µ > 0 entonces el problema (2.1) tiene
solución única en C ([0, T ] ,Fs,2 (R)).
Demostración. Sean v , u ∈ C ([0, T ] ,Fs,2 (R)) con v (0) = ϕ u (0) = φ solu-
ciones
‖u (t)− v (t)‖s,2 ≤ ‖ϕ− φ‖s,2 +
∫ t
0
∥∥e(t−τ)A∂x (u2 − v2)∥∥s,2 dτ
≤ ‖ϕ− φ‖s,2 +
∫ t
0
∥∥e(t−τ)A∂x (u2 − v2)∥∥s +∥∥x2e(t−τ)A∂x (u2 − v2)∥∥0 dτ (3.89)
El último sumando de la desigualdad (3.89) por el item anterior y con M1 =
sup
[0,T ]
‖v‖s,2 M2 = sup
[0,T ]
‖u‖s,2 y M = M1 +M2, obtenemos.







‖u− v‖s,2 dτ (3.90)
Aplicando, proposición 4 tenemos que si ϕ = φ entonces u = v
Proposición 15. Si φ ∈ Fs,2, µ > 0 y s > 12 , la solución (2.6), del problema
(2.1), depende continuamente del dato inicial.
Demostración. Veamos dependencia continua. Sea {φn}n , φ∞ para cada n
condición inicial del problema, tal que φn −→ φ∞
n→∞
con la norma en Fs,2 y además





, Tn depende continuamente de ‖φn‖s,2 y por la continuidad






, sea T∗ < T∞ entonces existe N ∈ N,
tal que para todo, n ≥ N , Tn ≥ T . Por tanto ηn, para todo n ≥ N estan
definidos en [0, T ], es decir ηn ∈ C ([0, T ] ,Fs,2 (R)) entonces para 0 < τ < T
‖ηn (τ)‖s,2 ≤M + θ2 (t) ‖φn‖s,2 ≤M + θ2 (t) sup
n∈N
‖φn‖s,2 (3.91)
Sea η∞ la solución correspondiente a φ, usando la unicidad probada anteriormente
tenemos;
‖ηn − η∞ (t)‖s,2 ≤ ‖φn − φ‖s,2 +Mn−1Cµ
∫ t
0






Aplicando la proposición 4, obtenemos que ‖ηn − η∞ (t)‖s,2 −→
φn→φ
0
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Teorema 13. Si φ ∈ F̃3, µ > 0 y s > 12 entonces el problema tiene solución (2.1)
y es única en C
(
[0, T ] , F̃3
)
.
Demostración. Consecuencia de las siguientes proposiciones, 16 y 17.Prabadas
abajo.
Definición 10. Si r ≥ 3 definimos,
F̃r =
{






ψ ∈ Fs,3; ψ̂ (0) = 0
}
(3.93)
F̃3 subconjunto cerrado de Fs,3
Definición 11. Para M > 0 , T > 0 y s > 1
2
definimos












Υs,3 (T,M) con la métrica
ds,T (u, v) = sup
[0.T ]
‖u (t)− v (t)‖s,3 (3.95)
es un espacio métrico que resulta ser completo.
Proposición 16. Existe T > 0 talque Ψ : Υs,3 (T,M) −→ Υs,3 (T,M) es con-
tracción si s > 1
2
, φ ∈ F̃3 y µ > 0 .
Demostración. • Veamos que Ψ (η (t)) ∈ F̃3 (R) ∀η (t) ∈ F̃3 (R).




∥∥∥12 ∫ t0 e(t−τ)A∂xη2dτ∥∥∥
s,3




≤ θ2 (t) ‖φ‖s,3 +
∫ t
0
∥∥e(t−τ)A∂xη2∥∥s dτ + ∫ t0 ∥∥x3e(t−τ)A∂xη2∥∥0 dτ
(3.96)
El segundo sumando, corresponde a la teoŕıa en Hs la cual ya fue vista. Nos
interesa es el tercer sumando de (3.96), usando item 3 de la nota 3 obtenemos;
∂3ξ {Fµ} ξη̂ ∗ η̂ + ∂2ξ {Fµ} η̂ ∗ η̂ + ∂2ξ {Fµ} ξ∂ξη̂ ∗ η̂+
Fµ∂
2
ξ η̂ ∗ η̂ + Fµξ∂3ξ η̂ ∗ η̂ + ∂ξ {Fµ} ∂ξη̂ ∗ η̂ + ∂ξ {Fµ} ξ∂2ξ η̂ ∗ η̂
(3.97)
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En el primer sumando de (3.97) utilizamos del lema 4, (3.3) y el teorema 10,∥∥{(t− τ)3 ξP12 (ξ)Fµ + (t− τ)2 ξP7 (ξ)Fµ
















































el tercer sumando de (3.98) queda acotado por c√
(t−τ)
‖η‖2s
Y el último sumando de (3.98) desaparece, si η (t) ∈ F̃3 (R) entonces η̂ (0) = 0
aśı tδFµ(t − τ)η̂ (0) = 0 Ahora verificamos el segundo sumando de (3.97) que
corresponde a {
(t− τ)2 P8 (ξ)Fµ + (t− τ)P3 (ξ)Fµ
}
η̂ ∗ η̂ (3.102)
El primer sumando de (3.102) resulta,














≤ cµ 1√t−τ {‖η‖∞ ‖η‖0}
, (3.104)
Ahora verificamos el tercer sumando de (3.97) que corresponde a,{
(t− τ)2 P9 (ξ)Fµ + (t− τ)P4 (ξ)Fµ
}
η̂ ∗ η̂ (3.105)
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≤ cµ 1√t−τ {‖∂
4
xηη‖0}








≤ cµ 1√t−τ {‖∂xηη‖0}
≤ cµ 1√t−τ {‖∂xη‖∞ ‖η‖0}
(3.107)
El cuarto sumando de (3.97) que corresponde a,∥∥Fµ∂2ξ η̂ ∗ η̂∥∥0 ≤ ∥∥∂2ξ η̂ ∗ η̂∥∥0 ≤ ∥∥x2η∥∥0 ‖η‖∞ (3.108)
Verificamos el quinto sumando de (3.97) que corresponde a,∥∥Fµξ∂3ξ η̂ ∗ η̂∥∥0 ≤ cµ 1√t− τ ∥∥∂3ξ η̂ ∗ η̂∥∥0 ≤ cµ 1√t− τ ∥∥x3η∥∥0 ‖η‖∞ (3.109)
El sexto sumando de (3.97) que corresponde a,
‖∂ξFµ∂ξη̂ ∗ η̂‖0 ≤ ‖(t− τ)P4 (ξ)Fµ∂ξη̂ ∗ η̂‖
≤ cµ 1√t−τ ‖ξ∂ξη̂ ∗ η̂‖0
≤ cµ 1√t−τ ‖∂x (xηη)‖0
(3.110)
‖∂x (xηη)‖0 = ‖∂x (xη)‖0 ‖η‖∞ + ‖xη‖0 ‖∂xη‖∞ (3.111)
y
‖∂x (xη)‖0 ≤ ‖η‖0 + ‖x∂xη‖0 (3.112)
El séptimo sumando de (3.97) que corresponde a,∥∥∂ξFµξ∂2ξ η̂ ∗ η̂∥∥0 ≤ ∥∥(t− τ)P4 (ξ)Fµξ∂2ξ η̂ ∗ η̂∥∥
≤ cµ 1√t−τ
∥∥ξ2∂2ξ η̂ ∗ η̂∥∥0





∥∥∂2x (x2ηη)∥∥0 = ∥∥∂2x (x2η)∥∥0 ‖η‖∞ + ∥∥∂x (x2η)∥∥0 ‖∂xη‖∞ + ∥∥x2η∥∥0 ∥∥∂2xη∥∥∞
(3.114)∥∥∂2x (x2η)∥∥0 ≤ ‖η‖0 + ‖x∂xη‖0 + ∥∥x2∂2xη∥∥0 (3.115)
y ∥∥∂x (x2η)∥∥0 ≤ ‖xη‖0 + ∥∥x2∂xη∥∥0 (3.116)
Resolviendo por la nota 3 quedaŕıa acotado, entonces Ψ (η (t)) ∈ C
(
[0, T ] , F̃s,3 (R)
)
.
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• Observe que ‖η (t)‖s,3 ≤M + θ3 (t) ‖φ‖s,3 para η ∈ Υs (M,T ) entonces∥∥Ψ (η (t))− etAφ∥∥
s,3
≤





∥∥e(t−τ)A∂xη2∥∥s + ∥∥x3e(t−τ)A∂xη2∥∥0 dτ (3.117)
El segundo sumando del lado derecho de la desigualdad (3.117), se acota por lo
hecho anteriormente y el primero por la teoŕıa en Hs∫ t
0
∥∥∂3ξ (ξe(t−τ)Aη̂ ∗ η̂)∥∥0 dτ ≤ cµ ∫ t0 1√t−τ (M + θ3 (τ) ‖φ‖s,3)2 ∂τ (3.118)∫ t
0










































































∥∥Ψ (η (t))− etAφ∥∥
s,3
≤M
• Mostraremos que Ψ es una contracción en Υs,3
‖Ψ (η (t))−Ψ (u (t))‖s,3 ≤
∫ t
0




∥∥e(t−τ)A∂x (η2 − u2)∥∥s dτ+∫ t
0
∥∥x3e(t−τ)A∂x (η2 − u2)∥∥0 dτ (3.123)


































̂(η − u) ∗ ̂(η + u)
)
(3.124)
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Obtenemos los mismo 4 términos que en el item anterior para el primer sumando










‖∂6x (η − u)‖∞ ‖η + u‖0 ,
(3.125)










‖∂3x (η − u)‖∞ ‖η + u‖0 ,
(3.126)










‖η − u‖∞ ‖η + u‖0 ,
(3.127)
Y el último término para este primer sumando,
(t− τ) iδ ̂(η − u) ∗ ̂(η + u) = 0 (3.128)
Ya que η, u ∈ F̃3 aśı η̂ (0) = 0 y û (0) = 0. El segundo sumando de (3.124) que
corresponde a{
(t− τ)2 P8 (ξ)Fµ + (t− τ)P3 (ξ)Fµ
} ̂(η − u) ∗ ̂(η + u) (3.129)
El primer término de (3.129) resulta
(t− τ)2





x (η − u)‖∞ ‖η + u‖0
(3.130)




∥∥∥ ̂(η − u) ∗ ̂(η + u)∥∥∥
0
≤ cµ√
t−τ ‖η + u‖∞ ‖η − u‖0
(3.131)
Ahora verificamos el tercer sumando de (3.124) que corresponde a,{
(t− τ)2 P9 (ξ)Fµ + (t− τ)P4 (ξ)Fµ
} ̂(η − u) ∗ ̂(η + u) (3.132)









x (η − u)‖∞ ‖η + u‖0 ,
(3.133)




∥∥∥ξ ̂(η − u) ∗ ̂(η + u)∥∥∥
0
≤ Cµ 1√
t−τ ‖∂x (η − u)‖∞ ‖η + u‖0
(3.134)
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El cuarto sumando de (3.124) que corresponde a,∥∥∥Fµ∂2ξ ̂(η − u) ∗ ̂(η + u)∥∥∥
0
≤
∥∥∥∂2ξ ̂(η − u) ∗ ̂(η + u)∥∥∥
0
≤












3 (η − u)‖0 ‖η + u‖∞
(3.136)
El sexto sumando de (3.124),∥∥∥∂ξFµ∂ξ ̂(η − u) ∗ ̂(η + u)∥∥∥
0
≤
∥∥∥(t− τ)P4 (ξ)Fµ∂ξ ̂(η − u) ∗ ̂(η + u)∥∥∥
≤ Cµ 1√
t−τ
∥∥∥ξ∂ξ ̂(η − u) ∗ ̂(η + u)∥∥∥
0
≤ Cµ 1√
t−τ ‖∂x (x (η − u) (η + u))‖0
(3.137)
‖∂x (x (η − u) (η + u))‖0 = ‖∂x (x (η − u))‖0 ‖η + u‖∞
+ ‖x (η − u)‖0 ‖∂x (η + u)‖∞
(3.138)
y
‖∂x (x (η − u))‖0 ≤ ‖η − u‖0 + ‖x∂x (η − u)‖0 (3.139)
El séptimo sumando de (3.124) que corresponde a,∥∥∥∂ξFµξ∂2ξ ̂(η − u) ∗ ̂(η + u)∥∥∥
0
≤
∥∥∥(t− τ)P4 (ξ)Fµξ∂2ξ ̂(η − u) ∗ ̂(η + u)∥∥∥
≤ cµ 1√t−τ
∥∥∥ξ2∂2ξ ̂(η − u) ∗ ̂(η + u)∥∥∥
0
≤ cµ 1√t−τ ‖∂
2
x (x
2 (η − u) (η + u))‖0
(3.140)
‖∂2x (x2 (η − u) (η + u))‖0 ≤ ‖∂2xx2 (η − u)‖0 ‖η + u‖∞+
‖∂xx2 (η − u)‖0 ‖∂x (η + u)‖∞ + ‖x2 (η − u)‖0 ‖∂2x (η + u)‖∞
(3.141)
∥∥∂2xx2 (η − u)∥∥0 ≤ ‖η − u‖0 + ‖x∂x (η − u)‖0 + ∥∥x2∂2x (η − u)∥∥0 (3.142)∥∥∂xx2 (η − u)∥∥0 ≤ ‖x (η − u)‖0 + ∥∥x2∂x (η − u)∥∥0 (3.143)
Finalmente cada sumando resulta acotado por Cµ√t−τ ‖η − u‖s,3 ‖η + u‖s,3 salvo
constantes. Además la norma de η y u resultan acotados por M + θ3 (t) ‖φ‖s,3
Aśı la segunda integral resulta,∫ t
0
Cµ√










M + θ3 (t) ‖φ‖s,3
} (3.144)
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Y la primera integral se tiene de la teoŕıa en Hs∫ t
0
∥∥e(t−τ)A∂x (η2 − u2)∥∥s dτ ≤ cµ ∫ t0 (1 + 1√t−τ) {‖η‖s + ‖u‖s} ‖η − u‖s dτ

































‖φ‖s,3 ≤ 1 se toma un tiempo
pequeño, T ≤ 1 tal que T 4 ≤ T 52 ≤ T ≤
√
T aśı T ≤ 1
(Mcµ+‖φ‖S,3)
2 , tomando











, por teórema de punto
fijo de Banach, existe una solución a la ecuación.
Proposición 17. Sea φ ∈ F̃3, entonces el problema (2.1) tiene solución única
en C
(
[0, T ] , F̃3
)
.
Demostración. Sean v , u ∈ C
(
[0, T ] , F̃s,3 (R)
)
con v (0) = ϕ u (0) = φ
soluciones
‖u (t)− v (t)‖s,3 ≤ ‖ϕ− φ‖s,3 +
∫ t
0
∥∥e(t−τ)A∂x (u2 − v2)∥∥s,3 dτ
≤ ‖ϕ− φ‖s,3 +
∫ t
0
∥∥e(t−τ)A∂x (u2 − v2)∥∥s
+




Tomando, M1 = sup
[0,T ]
‖v‖s,3 M2 = sup
[0,T ]
‖u‖s,3 y M = M1 +M2, de la teoŕıa en
Hs y de los calculos obtenidos en la proposición 16









Y aplicando la proposición 4, tenemos que si ϕ = φ entonces u = v
3.2 Planteamiento Global
Ahora obtendremos estimativas apriori para la norma de η en Fs,1, Fs,2
Teorema 14. Siendo µ > 0 y s ≥ 4 el problema (2.1) ,esta globalmente bien
planteado en Fs,1 con .
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Demostración. Puesto que ‖η‖s,1 = ‖η‖s + ‖xη‖0, y lo realizado en Hs solo
basta acotar ‖xη‖0. Siendo el operador A = ∂5x + α∂3x −H∂2x − µ∂2x
(xηt, xη)0 + (xAη, xη)0 + (xηηx, xη)0 = 0 (3.148)





R ∂ξ {i (ξ
5 − αξ3 − |ξ| ξ) + µξ2} η̂∂ξη̂
Nombrando P (ξ) = ξ5−αξ3−|ξ| ξ y aplicando la regla de leibnitz salvo constantes
obtenemos los siguientes tres términos.∫
R










iP (ξ) ∂ξη̂∂ξη̂ = 0 (3.150)∫
R
µξ2∂ξη̂∂ξη̂ ≤ µ ‖xη‖22 (3.151)
El término (3.150) es cero ya que P (ξ) es un operador antisimétrico.
•
∫
R xηηxxη ≤ ‖xη‖
2



































Usando gronwall ‖xη‖20 ≤ ceT y asi concluimos que ‖η‖s,1 ≤ K (T ).










, otra estimativa, que mostraŕıa que además de tener una solución
regularizada, la doble derivada de xη tambien decae.
Teorema 15. Siendo µ > 0 y s ≥ 8 el problema (2.1), esta globalmente bien
planteado en Fs,2
Demostración. Puesto que ‖η‖s,2 = ‖η‖s + ‖x2η‖0, por lo hecho anteriormente
solo basta acotar ‖x2η‖0.
Siendo el operador A = ∂5x + α∂
3

















Por la identidad plancherel tenemos que,








ξ {i (ξ5 − αξ3 − |ξ| ξ) + µξ2} η̂∂2ξ η̂
Nombrando P (ξ) = ξ5−αξ3−|ξ| ξ y aplicando la regla de leibnitz salvo constantes
obtenemos los siguiente tres términos.∫
R














(iP ′ (ξ) + 2µξ) ∂ξη̂∂2ξ η̂ (3.155)∫
R
iP (ξ) + µξ2∂2ξ η̂∂
2






(iP ′ (ξ) + 2µξ) ∂ξη̂∂2ξ η̂ ≤
∫
∂4x (xη) (x
2η) , usando plancherel,





























































Usando Gronwall ‖x2η‖20 ≤ ceT y aśı concluimos que ‖η‖s,2 ≤ K (T ).










, otra estimativa, que mostraŕıa que además de tener una
solución regularizada, la doble derivada de x2η tambien decae.
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3.3 Principio de continuación única
Teorema 16. Sea µ ≥ 0, η ∈ C ([0, T ] ,F12,3), T > 0 es solución de (2.1)
entonces η̂(t, 0) = 0 para todo t ∈ [0, T ]. Pero η necesariamente pertenece a
C
(
[0, T ] , F̃3
)





= −x3∂5xη − x3∂3xη + x3H∂2xη + x3∂xη2 + µx3∂2xη (3.161)
Ya que x3η ∈ L2 (R)∥∥x3ηηx∥∥0 ≤ ∥∥x3η∥∥0 ‖ηx‖∞ ≤ C (‖φ‖)∥∥x3η∥∥0 (3.162)








−∂3ξ ξ5η̂ − ∂3ξ ξ3η̂ + ∂3ξ ξ |ξ| η̂
}
+ i (s (t))∧ (ξ)− µ∂3ξ ξ2η̂ (3.163)





− Γ (t)∧ (ξ)− i (s (t))∧ (ξ) = iδη̂ (t, 0) (3.164)
siendo Γ (t)∧ (ξ) ∈ C
(
[0, T ] ;L2−5
)




ξ2η̂ + ξ3∂ξη̂ + ξ





η̂ + ξ∂ξη̂ + ξ




















− Γ (t)∧ (ξ)− i (s (t))∧ (ξ) dt′ = iδ
∫ t
0
η̂ (t′, 0) dt′ (3.166)
En el lado izquierdo todos los elementos de L2−5 son funciones medibles, entonces
se debe tener que δ
∫ t
0
η̂ (t′, 0) ∈ C
(




η̂ (t′, 0) dt′ = 0 (3.167)
Aśı al derivar con respecto a t concluimos que η̂ (t, 0) = 0
Teorema 17. Sea µ ≥ 0 fijo y η = ηµ ∈ C ([0, T ] ,F16,4) es solución de (2.1)
entonces ηµ(t) = 0 para todo t ∈ [0, T ]
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Demostración. Sea
f (t) = (2π)
1
2 ∂ξη̂ (t, 0) =
∫
R
xη (t, x) dx (3.168)

















xη − ∂2xη + µ∂xηdx = 0. Puesto que




η2 = ‖η‖20 (3.170)
Integrando,
f (t)− f (0) = i (2π)
1

















= −x4∂5xη − x4∂3xη + x4H∂2xη + x4∂xη2 + µx4∂2xη (3.173)
Ya que x4η ∈ L2 (R)∥∥x4ηηx∥∥0 ≤ ∥∥x4η∥∥0 ‖ηx‖∞ ≤ C (‖φ‖)∥∥x4η∥∥0 (3.174)








−∂4ξ ξ5η̂ − ∂4ξ ξ3η̂ + ∂4ξ ξ |ξ| η̂
}
+ i (s (t))∧ (ξ)− µ∂4ξ ξ2η̂ (3.175)





− Γ (t)∧ (ξ)− i (s (t))∧ (ξ) = iδ′η̂ (t, 0) + iδ∂ξη̂ (t, 0) (3.176)
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siendo Γ (t)∧ (ξ) ∈ C
(
[0, T ] ;L2−5
)




ξη̂ + ξ2∂ξη̂ + ξ
3∂2ξ η̂ + ξ

















∂2ξ η̂ + ξ∂
3









− Γ (t)∧ (ξ)− i (s (t))∧ (ξ) dt′ = iδ′
∫ t
0
η̂ (t, 0) + iδ
∫ t
0
∂ξη̂ (t, 0) dt
′
(3.178)







∂ξη̂ (t, 0) dt
′ es continuo en el intervalo, luego
∫ t
0




′, 0) dt′ =
0. en el intervalo.
Aśı concluimos que η̂ (t, 0) = 0 y ∂ξη̂ (t, 0) = 0. Para todo t ∈ [0, T ] en





y derivando concluimos el teorema.
Teorema 18. Sea η ∈ C ([0,∞) ,F8,2) es una solución de (2.1) y asumimos que
existen 0 ≤ t0 ≤ t1 Talque η (tj) ∈ F12,3, j = 0, 1 entonces η̂ (t, 0) = 0 para todo
t ∈ [0,∞)
Demostración. Asumimos que t0 = 0, multiplicamos la ecuación integral por
x3 y tomamos su transformada. Veamos primero su parte lineal.
(x3Vµ (t)φ)
∧
= CFµtδφ̂+ R̂ para todo t ∈ [0,∞) con R̂ ∈ reg (1, L2 (R))
R̂ = {[t3P12 (ξ) + t2P4 (ξ) + tP2 (ξ)]φ+








Ahora el término no lineal
(x3Vµ (t− t′) ∂xη2 (t′))∧ = C (t− t′) F̃µδη̂ ∗ η̂ (t′) + R̂ para todo t′ ∈ [0,∞) .
Llamando F̃µ = Fµ (t− t′)
R̂ =
{[
(t− t′)3 P13 (ξ) + (t− t′)2 P8 (ξ) + (t− t′)P3 (ξ)
]
η̂ ∗ η̂+[
(t− t′)2 P8 (ξ) + (t− t′)P3 (ξ)
]





δη̂ ∗ η̂ = η̂ ∗ η̂ (0) =
∫
η̂ (−y) η̂ (y) dy = −
∫
η̂ (y) η̂ (−y) dy = 0 (3.182)
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Por lo tanto, resulta (x3η (t))
∧
= Ctδφ̂ (0) + R̂ para todo t ∈ [0,∞). Tomando
x3η (t1) ∈ L2 (R) . Asi que (x3η (t1)−R (t))∧ = Ctδφ̂ (0) debe ser medible. Pero
esto es verdad si y solo si δφ̂ (0) = 0. Ya que
















η (0, x) dx = φ̂ = 0 (3.183)







xη − ∂2xη +H∂xη + η2 + µ∂xη)










Teorema 19. Sea η ∈ C ([0, T ] ,F12,3) es solución de (2.1) y asumimos que
existen t0 < t1 < t2 tal que η (tj) ∈ F16,4 para j = 0, 1, 2 entonces η = 0.
Demostración. Teniendo en cuenta la ecuación






se debe mostrar que existen τ1 < τ2. Tales que
∫
R xη (τj, x) dx = 0 j = 1, 2.
Asumimos que t0 = 0. Ya que φ y η (t1) pertenecen a F16,4 ↪→ F12,3 El teo-
rema anterior implica que η̂ (t, 0) = φ̂ (0) = 0 para todo t ∈ [0,∞) . Aśı
η ∈ C
(
[0,∞) , F̃12,3 (R)
)
en vista del Teorema 11. Multiplicamos la ecuación






′φ̂+ δ∂ξφ̂+ R̂ (3.186)
R̂ =
{
(t4P16 (ξ) + t
3P11 (ξ) + t
2P6 (ξ)) φ̂
+ (t3P12 (ξ) + t
2P7 (ξ) + tP2 (ξ)) ∂ξφ̂
+ (t2P8 (ξ) + tP3 (ξ)) ∂
2








R ∈ reg (1, L2 (R)). Sea ψ ∈ F16,4 entonces para toda función de prueba ϕ,
tenemos




= − (ψ′ϕ+ ψϕ′) (0)
−ψ′ (0)ϕ (0)− ψ (0)ϕ′ (0) = −〈ψ′ (0) δ, ϕ〉 − 〈ψ (0) δ, ϕ′〉
= −〈ψ′ (0) δ, ϕ〉+ 〈ψ (0) δ′, ϕ〉
(3.188)
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Por tanto ψδ′ = −ψ′ (0) δ+ψ (0) δ′ tomando ψ = φ̂ entonces φ̂δ′ = −φ̂′ (0) δ . Ya
que φ̂ (0) = 0 entonces la parte lineal resultaria, (x4Vµ (t)φ)
∧
(ξ) = ct2δφ̂′ (0) + R̂
para todo t ∈ [0,∞) con R ∈ reg (1, L2 (R)). Término no lineal,
(x4Vµ (t− t′) ηηx)∧ (ξ) = cF µ
{
(t− t′)2 δ + (t− t′) δ′
}
ξη̂ ∗ η̂
+F µ (1 + ξ) (t− t′) δη̂ ∗ η̂ + F µ (t− t′) δξ∂ξη̂ ∗ η̂ + R̂
(3.189)
Siendo, R̂ equivalente a,{(
(t− t′)4 P17 (ξ) + (t− t′)3 P12 (ξ) + (t− t′)2 P7 (ξ)
)
η̂ ∗ η̂ +
(










(t− t′)2 P9 (ξ) + (t− t′)P4 (ξ)
)
∂2ξ η̂ ∗ η̂ +
(
(t− t′)2 P8 (ξ) + (t− t′)P3 (ξ)
)




Sabemos del teorema anterior que δη̂ ∗ η̂ = (η̂ ∗ η̂) (0) = 0 Y ademas que
(ξη̂ ∗ η̂) δ′ = − (ξη̂ ∗ η̂)′ (0) δ + (ξη̂ ∗ η̂) (0) δ′ = − (ξη̂ ∗ η̂)′ (0) δ (3.191)(
x4Eµ (t− t′) ηηx
)∧
(ξ) = −c (t− t′) δ∂ξ (ξη̂ ∗ η̂) (0) + R̂ (3.192)
Ahora juntando la parte lineal y no lineal, con R ∈ reg (2, H−18, L′ (R))(
x4η
)∧
(ξ) = ctδφ̂′ (0) + C
∫ t
0
(t− t′) ∂ξ (ξη̂ ∗ η̂) (0) dt′ + R̂ (3.193)






xφ (x) dx (3.194)
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′, x) dxdt′ + R̂
(3.200)









xη (t′, x) dxdt′ (3.201)




xη (t′, x) dxdt′ = 0 (3.202)





′, x) dxdt′, se satisface que F (t1) = F (0) = 0. Luego
existe τ1 ∈ (0, t1) talque ∫
R
xη (τ1, x) dx = 0 (3.203)
Ahora tomando η (t1) y η (t2) pertenecientes a F16,4 ↪→ F12,3 El teorema anterior
implica que η̂ (t, 0) = η̂ (t1) = 0 para todo t ∈ [t1,∞) . Aśı η ∈ C
(
[t1,∞) , F̃12,3 (R)
)









xη (t′, x) dxdt (3.204)









xη (t′, x) dxdt = 0 (3.205)





′, x) dxdt′, se satisface que F (t1) = F (t2) =
0. Luego existe τ2 ∈ (t1, t2) asi η ≡ 0
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