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Abstract
We discussed oscillating equations with Neumann boundary value in [Nonlinear Anal. 54 (2003)
431–443] and [J. Math. Anal. Appl. 298 (2004) 14–32] and prove the existence of infinitely many
nonconstant solutions. However, it seems difficult to find infinitely many disjoint order intervals for
oscillating equations with Dirichlet boundary value. To get rid of this difficulty, in this paper, we
build up a mountain pass theorem in half-order intervals and use it to study oscillating problems with
Dirichlet boundary value in which we only have the existence of super-solutions (or sub-solutions)
and obtain new results on the exactly infinitely many solutions.
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In this paper we consider some minimax theorems in order intervals which sharpen
some results given in [8], [9] and [1]. As application we study the oscillating nonlinear
problems and obtain some existence of multiple solutions for semilinear elliptic boundary
value problems.
Let E be a subspace of Hilbert space F and PF ⊂ E be a closed convex cone. Let
X ⊂ E be a Banach space which is densely embedded to E. Let P = X ∩ PF and assume
that P has nonempty interior ˚P = ∅. We assume any order interval is finitely bounded, Φ
is a functional from E to R and satisfies the following assumptions:
(Φ1) Φ ∈ C2−0(E,R) and satisfies the (PS) condition in E. Φ also satisfies so-called
deformation property in X which is defined by the following
Definition 1.1. Assume Φ ∈ C1(X,R), c ∈ R. N is a closed neighborhood of K˜c , where
K˜c = {x ∈ E | Φ(x) = c, Φ ′(x) = 0}. If ∀ε∗ > 0 and ∀N , there exist ε ∈ (0, ε∗) and a
continuous map η : [0,1] ×X →X, such that
(i) η(0, ·)= id;
(ii) η(t, u)= u, ∀u /∈ Φ−1[c − ε∗, c + ε∗] = {u ∈ X: c − ε∗ Φ(u) c + ε∗};
(iii) Φ(η(·, u)) is decreasing, ∀u ∈X;
(iv) η(1,Φc+ε \N)⊂Φc−ε .
(Φ2) K is a compact mapping from N to N , where N denotes the space F , E and X. The
gradient of Φ is of the form ∇Φ = id −KE . K is strongly order preserving from F
to X, i.e., u > v ⇒ K(u)  K(v) for all u,v ∈ F , where u v ⇔ u− v ∈ ˚P .
(Φ3) Φ is bounded from below on any interval in X.
We denote the order interval {v ∈ X | v1  v  v2, v1, v2 ∈ F } by [v1, v2], i.e.,
[v1, v2] = [v1, v2]F ∩X.
In [7], the following mountain pass theorem in order intervals was given.
Proposition 1.2. Suppose Φ satisfies (Φ1)–(Φ3) and [v1, v2], [w1,w2] are two pairs of
strict sub-solutions and super-solutions of ∇Φ = 0 with v2 <w1. Then Φ has a mountain
pass point u0 ∈ [v1,w2] \ ([v1, v2] ∪ [w1,w2]). More precisely, let v0 be the maximal
minimizer of Φ in [v1, v2] and w0 be the minimal minimizer of Φ in [w1,w2], then v0 
u0 w0. Moreover, C1(Φ,u0), the first critical group of Φ at u0, is nontrivial.
The theorem gives the location of the mountain pass point in term of the ordered
intervals. The assumption of the theorem is that there exists two pairs of strict sub- super-
solutions of ∇Φ = 0. However, for some oscillating nonlinear elliptic boundary value
problems we only have the existence of super-solutions (see [4]). In this paper we will
establish a mountain pass theorem in half-order intervals and then use it to study the oscil-
lating nonlinear problems.
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and dX(·, ·) denote the distances in E and X. We also use the following notations.
For a, b, c ∈ R, K˜ = K˜(Φ) = {x ∈ E | Φ ′(x) = 0}, Φb = {x ∈ E | Φ(x)  b}, K˜c =
{x ∈E |Φ(x)= c, Φ ′(x)= 0}, K˜([a, b])= {x ∈E |Φ(x) ∈ [a, b], Φ ′(x)= 0}.
In the following we recall some notation and definitions introduced in [8]. Let σ(t, u) ∈
R ×E, we denote the negative gradient flow for Φ given by{
dσ(t,u)
dt
= − ∇Φ(σ(t,u))1+‖∇Φ(σ(t,u))‖ ,
σ (0, u)= u.
We make the following assumption on the critical point of Φ:
(Φ4) K˜(Φ)⊂X and ∇Φ :X → X is C1.
Definition 1.3. With the flow σ , we call a subset A ⊂E an invariant set if σ(t,A)⊂A, for
t  0.
Definition 1.4. Let W ⊂X be an invariant set under σ . We say W is an admissible invariant
set for Φ if
(a) W is the closure of an open set in X, i.e., W = ˚W ∪ ∂W ;
(b) If un = σ(tn, v) for some v /∈W satisfying as tn → +∞, un → u (n→ +∞) in E for
some u ∈ K˜ , it holds un → u in X;
(c) If un ∈ K˜ ∩W such that un → u in E, it holds un → u in X;
(d) For any u ∈ ∂W \K˜ , σ(t, u) ∈ ˚W for t  0.
The following deformation lemma is due to [8].
Lemma 1.5. Assume Φ ∈ C2−0(E,R) satisfies (Φ4) and the (PS) condition. Let W ⊂ X
be an admissible invariant set for Φ . Assume K˜c∩∂W = ∅ for some c so that there is δ > 0
such that when writing K˜1c = K˜c∩ ˚W and K˜2c = K˜c∩(X\W), (K˜1c )4δ ∩(K˜2c )4δ = ∅, where
(K˜ic)4δ = {u ∈ E | dE(u, K˜ic) < 4δ} for i = 1,2. Then there is ε0 > 0 such that for any
0 < ε  ε0 and any compact subset A⊂ (Φc+ε ∩X)∪W , there exists η ∈ C([0,1]×X,X)
such that
(i) η(t, u)= u, for t = 0 or u /∈Φ−1[c − 3ε, c + 3ε] \ (K˜2c )δ ;
(ii) η(1,A \ (K˜2c )3δ)⊂Φc−ε ∪W , and η(1,A)⊂Φc−ε ∪W if K˜2c = ∅;
(iii) η(t, ·) is a homeomorphism of X for t ∈ [0,1];
(iv) Φ(η(t, u)) is not increasing for any u ∈ X;
(v) η(t,W)⊂W for any t ∈ [0,1];
(vi) If Φ is even, η is odd in u.
This lemma plays a crucial role in asserting the locations of the critical points con-
structed by minimax method with respect to some invariant subsets.
Let v + P  {u  v | u ∈ X}, v − P  {u  v | u ∈ X}, where P is an admissible
invariant set of Φ .
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Theorem 1.6 (Mountain pass theorem in half-order intervals, super-solutions case). Φ sat-
isfies (Φ1)–(Φ4). v1 < v2 is a pair of strict super-solution of ∇Φ = 0. v0 < v1 is a
sub-solution of ∇Φ = 0. Suppose that [v0, v1] and [v0, v2] are admissible invariant sets
for Φ . If Φ has a local strict minimizer w in [v0, v2] \ [v0, v1]. Then Φ has a moun-
tain pass point u0 in [v0, v2] \ [v0, v1]. And Φ(u0)= c = infγ∈Γ supγ ([0,1])∩S Φ(u), where
S = [v0, v2] \ [v0, v1], Γ = {γ (t) ∈ C([0,1], [v0, v2]) | γ (0) = v, γ (1) = w}. If v  w,
then v  u0  w, where v is a minimizer of Φ in [v0, v1]. Moreover, C1(Φ,u0), the first
critical group of Φ at u0, is nontrivial.
Theorem 1.7 (Mountain pass theorem in half-order intervals, sub-solutions case). Φ sat-
isfies (Φ1)–(Φ4). v1 < v2 is a pair of strict sub-solution of ∇Φ = 0. v0 > v2 is a
super-solution of ∇Φ = 0. Suppose that [v1, v0] and [v2, v0] are admissible invariant sets
for Φ . If Φ has a local strict minimizer w in [v1, v0] \ [v2, v0]. Then Φ has a moun-
tain pass point u0 in [v1, v0] \ [v2, v0]. And Φ(u0)= c = infγ∈Γ supγ ([0,1])∩S Φ(u), where
S = [v1, v0] \ [v2, v0], Γ = {γ (t) ∈ C([0,1], [v1, v0]) | γ (0) = v, γ (1) = w}. If v  w,
then v  u0  w, where v is a minimizer of Φ in [v2, v0]. Moreover, C1(Φ,u0), the first
critical group of Φ at u0, is nontrivial.
In order to prove Theorem 1.6, we prove a deformation lemma which is a more general
version of Proposition 1.2, and we first recall the following theorem.
Theorem 1.8 (Brezis–Martin [2,9]). Let A be an open subset of X and let B ⊂A be closed
in A. If V :A→ X is a locally Lipschitz mapping then ∀x ∈ B , ∃δ > 0 and τ(t) satisfying{
dτ(t)
dt
= V (τ(t)), ∀t ∈ [0, δ),
τ(0)= x ∈ B, τ(t) ∈ B,
if and only if
lim
h→0h
−1d
(
x + hV (x),B)= 0,
i.e., V (x) ∈ Tx(B), ∀x ∈ B .
Remark 1.9. This theorem show us that for any two vector fields V1(x), V2(x) which have
same directions on X, i.e., ∃α(x) ∈ C1−0(X,R), α(x) > 0, ∀x ∈ X, such that V1(x) =
α(x) · V2(x), ∀x ∈X. Then the flows τi(x) given by{
dτi (t)
dt
= Vi(τi(t)),
τi(0)= x ∈ X, i = 1,2,
(1.1)
have the same invariant set with respect to both flows.
Lemma 1.10 (Deformation lemma). Assume Φ ∈ C2−0(E,R) satisfies (Φ4) and (PS) con-
dition. Let W1 ⊂ W2 ⊂ X be two admissible invariant sets for Φ . Assume Kc ∩ ∂Wi= ∅,
i = 1,2, for some c so that there is δ > 0 such that when writing K˜1c = K˜c ∩ ˚W1,
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for i = 1,2, then there is ε0 > 0 such that for any 0 < ε  ε0 and any compact A ⊂
(Φc+ε ∩W2)∪W1, there exists η ∈ C([0,1] ×X,X) such that
(i) η(t, u)= u, for t = 0 or u ∈Φ−1([c − 3ε, c + 3ε]) \ (K˜2c )δ ;
(ii) η(1,A \ (K˜2c )3δ)⊂Φc−ε ∪W1, and η(1,A)⊂Φc−ε ∪W1 if K˜2c = ∅;
(iii) η(t, ·) is a homeomorphism of X for t ∈ [0,1];
(iv) Φ(η(·, u)) is not increasing for any u ∈X;
(v) η(t,Wi)⊂Wi for any t ∈ [0,1];
(vi) If Φ is even, η is odd in u.
Sketch of the proof of Lemma 1.10. Following the argument given in [8], we consider{
dσ(t,x)
dt
= f (σ ),
σ (t, x)= x ∈ X. (1.2)
Here we assume
f (u)= −Ψ (u) ∇Φ(u)
1 + ‖∇Φ(u)‖ , Ψ (u)=
dE(u,E \A)
dE(u,E \A)+ dE(u,B) ,
A= Φ−1([c − 3ε0, c + 3ε0])∖(K˜2c )δ,
B =Φ−1([c − 2ε0, c + 2ε0])∖(K˜2c )2δ.
Since f (u) and − ∇Φ(u)1+‖∇Φ(u)‖ have same flow direction on A. By Brezis–Martin theorem
and Remark 1.9 we know that W1, W2 are also two admissible invariant sets for Φ under the
flow σ . Then following the argument given in [8] we can claim η satisfies all the properties
of the lemma. 
Now we present the proof of our main abstract theorems. We only need to prove Theo-
rem 1.6.
Proof of Theorem 1.6. From assumption (Φ1)–(Φ3) we get the minimizer v of Φ in
[v0, v1]. Let W1 = [v0, v1], W2 = [v0, v2], K˜c = {x ∈ E | Φ(x)= c, Φ ′(x)= 0}. Here
c = inf
γ∈Γ supγ ([0,1])∩S
Φ(u). (1.3)
It is easy to see that K˜c is a compact set in X and E. We claim that
K˜ ∩ ((∂ W1)∪ (∂ W2))= ∅. (1.4)
In fact,
∂W1 =
{
u ∈X | v0 < u< v1, u /∈ v0 + ˚P , u /∈ v1 − ˚P
}
,
∂W2 =
{
u ∈X | v0 < u< v2, u /∈ v0 + ˚P , u /∈ v2 − ˚P
}
.
If u ∈ ∂W1, then either
u− ∇Φ(u)=K(u) K(v0) v0 (1.5)
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u− ∇Φ(u)=K(u) K(v1) v1. (1.6)
From (1.5) and (1.6) we get ∇Φ(u) = 0, which implies that K˜ ∩ ∂ W1 = ∅.
Similarly, K˜ ∩ ∂ W2 = ∅. So we get (1.4). From (1.2) we have
dΦ(σ(t, u))
dt
< 0, (1.7)
where σ(t, u) ∈ ∂Wi .
Therefore
c inf
u∈∂W1∩W2
Φ(u) > inf
u∈W1
Φ(u)=Φ(v). (1.8)
Since w is a local strict minimizer of Φ in W2 \W1, we infer that
c > Φ(w) (1.9)
Take l = max{Φ(w),Φ(v)}, ε0 = 12 (c − l). Then for any 0 < ε < ε0 there exists
γ (t) ∈ Γ such that Φ(γ (t) ∩ S) < c + ε. Let γ (t) = A, then A ⊂ (Φc+ε ∩ W2) ∪ W¯1.
By using the two facts that K˜c is compact in X and Wi are admissible, i = 1,2, and from
(1.4), we infer that there exists δ > 0 such that (K˜1c )4δ ∩ (K˜2c )4δ = ∅, where K˜1c = K˜c ∩W1,
K˜2c = K˜c ∩ (W2 \ W1). Otherwise, there are two sequences vn ∈ K˜1c , wn ∈ K˜2c such that
‖vn − wn‖E → 0, as n → +∞, so we have ‖vn − wn‖X → 0. Since vn has a convergent
subsequence, say vn again, such that vn → v ∈ K˜1c , but ‖v−wn‖X → 0, which implies that
v ∈ ∂W1. This contradicts with (1.4). If K˜2c = ∅, by Lemma 1.10, σ(1, γ (t))⊂Φc−ε ∪ W¯1
and σ(1, γ (t))⊂ Γ . Then we obtain
c sup
t∈[0,1]
Φ
(
γ (t)∩ S)< c − ε,
a contradiction. The proof is complete. 
2. Application
In this section, as application of our abstract result, we consider the following semilinear
elliptic boundary value problem:{−∆u = f (u), x ∈ Ω ,
u= 0, x ∈ ∂Ω , (2.10)
where Ω ⊂ Rn is a bounded open domain with smooth boundary ∂Ω and f :R→ R is a
C1-function satisfying f (0)= 0.
Now we give the following assumptions:
(1) There exists a constant c1 > 0 such that∣∣f ′(t)∣∣ c1(1 + |t |β−1), t ∈R,
where 1 < β < 2∗ − 1, 2∗ = 2n , if n 3, and 2∗ = ∞, if n= 1,2.n−2
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time {ai} and {bi} satisfy
f (ai)= 0, f (bi)= 0, i = 1,2, . . . .
(3) ∫
Ω
F(tϕ1) dx  λ1+ε02 t2
∫
Ω
ϕ21 dx, |t |  M , where ϕ1 is the first eigenvalue of the
following linear problem:{−∆u= λu, x ∈ Ω ,
u= 0, x ∈ ∂Ω ,
and ‖ϕ1‖ = 1.
(4) f (t) · t > 0, t ∈ R \ {0 ∪ {ai} ∪ {bi}}.
Note that conditions (2)–(4) are compatible. Combining (2) and (4) we get
f (t) 0, t  0; f (t)= 0, t = 0; f (t) 0, t  0.
Now we state our main result.
Theorem 2.1. Under assumptions (1)–(4), we can get infinitely many solutions of prob-
lem (2.10). Some of them are minimum points, others are mountain pass type points.
In view of the variational point, solutions of (2.10) are critical points of corresponding
functional defined on the Hilbert space E =W 1,20 (Ω)=H 10 (Ω). We set F =H 1(Ω). And
let X = C10(Ω), which is a Banach space. [u1, u2] = {u ∈ C10(Ω¯) | u1  u  u2} be the
order interval in X.
Consider the functional
J (u) = 1
2
∫
Ω
|∇u|2 dx −
∫
Ω
F(u)dx, F (u)=
u∫
0
f (t) dt.
We find that half-order intervals are well defined.
First, we recall notions on (PS) condition and deformation property.
Let E be a Banach space, J ∈ C1(E,R), we define
K˜ = {u ∈E: J ′(u)= 0}, J c = {u ∈E: J (u) c},
K˜c =
{
u ∈ K˜: J (u)= c}, c ∈ R.
Definition 2.2. We say that J satisfies (PS)c condition if any sequence {uk} ⊂ E along
with J (uk) → c and J ′(uk) → 0 (k → ∞) possesses a convergent subsequence. We say
that J satisfies (PS) condition if it satisfies (PS)c for all c ∈R.
To prove Theorem2.1, we need the following lemma.
Lemma 2.3 [6]. Let E be a Banach space. If functional J :E → R is coercive and J
satisfies
J ′(u)= u−Ku, u ∈E, K is a compact operator.
Then J satisfies (PS) condition.
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only consider the existence of infinitely many positive solutions of (2.10). The proof for
negative is similar.
Proof of Theorem 2.1. By the truncation trick, we consider the function
f˜i (t)=
{0, t < 0,
f (t), 0 t  ai ,
0, t > ai ,
where f˜i ∈ C(R1), and the functional
Ji(u) =
∫
Ω
1
2
|∇u|2 − F˜i(u) dx, F˜i(u) =
u∫
0
f (t) dt, i = 1,2, . . . .
Assume that u ∈ H 10 (Ω) is a solution of the following equation:{
−∆u = f˜i (u), x ∈Ω ,
u= 0, x ∈ ∂Ω . (2.11)
By the standard regularity theorem u ∈ W 2p(Ω), ∀p < +∞, so u ∈ C1(Ω¯). Considering
the domain D = {x ∈ Ω | u(x) > ai}, we have{−∆u 0, x ∈D,
u ai, x ∈ ∂D.
By the maximum principle, we have u(x) < ai in D, and hence D = ∅, i.e., u(x) ai .
Similarly, we get u(x)  0. So the solution of (2.11) is also a solution of (2.10). The
method comes from Theorem 4.2 [4, Chapter III]. The fact that Ji is bounded from below
on X is obvious. By using Lemma 2.3 we know that Ji satisfies (PS) condition. Apply-
ing Theorem 1.6 to Ji(u), by the standard argument we know that Ji satisfies (Φ1)–(Φ4)
and the order interval consisted by sub- super-solutions are admissible invariant set of Ji .
Taking v0 = −δ < 0, v1 = a1 > 0, then Ji(u) has a minimizer u1 ∈ [−δ, a1], where
[−δ, a1] = {u ∈ C10(Ω¯) | −δ < u(x) < a1}. By condition (3) there is a t1 > 0 such that
J (t1ϕ1)= t
2
1
2
∫
Ω
|∇ϕ1|2 −
∫
Ω
F(t1ϕ1)

λ1t
2
1
2
∫
Ω
ϕ21 −
(λ1 + ε0)t21
2
∫
Ω
ϕ21 < J(u1). (2.12)
If we take v2 = am1 > t1ϕ1, where m1 < i, then
Ji(t1ϕ1)= J (t1ϕ1) < Ji(u1). (2.13)
(2.13) implies that Ji(u) has a minimizer u2 ∈ [−δ, am1] \ [−δ, a1] such that Ji(u2) <
Ji(u1). By Theorem 1.6 we get a mountain pass point u3. Moreover, −δ < ui < am1 ,
i = 1,2,3. Let δ → 0, we get that ui are positive.
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tion (3) there exists a t2 > 0 such that
J (t2ϕ1) < J (u2). (2.14)
If we take v2 = am2 > t2ϕ1, where m2 < i, then
Ji(t2ϕ1) < Ji(u2). (2.15)
(2.15) implies that Ji(u) has a minimizer u4 ∈ [−δ, am2] \ [−δ, am1]. By Theorem 1.6
we get a mountain pass point u5. u4 and u5 are all positive. Continue making the procedure
we obtain the theorem. 
Remark 2.4. There are some papers to study the oscillating nonlinear problems{−∆u = λg(u), x ∈Ω ,
u= 0, x ∈ ∂Ω , (2.16)
under condition (2)and max{F(t) | 0  t  ai−1} < F(ai), i = 2,3, . . . , and F(a1) > 0.
Then there exists λ0 > 0, such that for λ > λ0, (2.16) has at least 2m−1 nontrivial solutions
(see [3–5]).
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