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A cluster expansion is given for a fermion field moving in an external field according to the interaction ljil/l<l> 
in one space dimension. 
The purpose of this paper is pedagogic: to demon-
strate, in a problem relatively untrammelled by tech-
nical complications, how a cluster expansion may be 
developed for the Yukawa model in one space dimension. 
The cluster expansion is based on the time dependent 
Hamiltonian approach devised by Federbush. I It appears 
to the author that the method of integrating out all the 
fermions 2-4 being developed by McBryan, Seiler, and 
Simon should be capable of producing a more stream-
lined version of the cluster expansion than the one im-
plied by this paper. However, since it may be slightly 
surprising that the cluster expansion is not tied to a 
manifestly covariant approach, and, furthermore, the 
same general idea has the applications I in statistical 
mechanics, perhaps this paper is not devoid of interest. 
Federbush's idea is to replace the use of covariances 
with Dirichlet conditions in Ref. 5 by Hamiltonians for 
which regions are isolated by potential barriers. The 
extremes wherein two regions are completely isolated or 
in full communication are interpolated by varying the 
heights of these barriers. It will be seen that barriers 
parallel to the spatial axis may be incorporated by 
making the Hamiltonians suitably time dependent. The 
main disadvantage of this approach is that the heights of 
the barriers get involved in the estimates. The other 
technical complication which will occur in all approaches 
to a cluster expansion for the Yukawa model is the non-
positivity (in any sense) of the propagator for fermions. 
The positivity properties of the free Euclidean boson co-
variance were a useful aid in Ref. 5. 
The formal structure of the expansion is the same 
(except that integrations over interpolating variables run 
from zero to infinity) as in Ref. 5, [see Eqs. (3.13)]. 
This will become evident in Sec. 1. Therefore, rather 
than repeating much of the material in Ref. 5, this paper 
is confined to establishing suitable analogs to the key 
ingredients of the convergence proof in Ref. 5. These 
are the formula for differentiating the measure (1. 7) in 
Ref. 5 (this is discussed in Sec. 2), and Proposition 
(5.3) in Ref. 5, which is the subject of Secs. 3-5. The 
technical complications mentioned above are all buried 
in Sec. 5. The main point is the identity (1.11), which 
relates part of the free fermion propagator to Brownian 
motion. A "hand-wave" at the full Yukawa theory in one 
space dimension is given in the Appendix. 
The external field model discussed here is almost as 
singular as the Yukawa model (the vacuum energies of 
both are logarithmically divergent), hence the cluster 
expansion is given for fields with a momentum cutoff 
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and the convergence is established uniformly in this cut-
off. The difference between the two models may be ex-
pressed in the following way: The external field ¢ = ¢(x) 
in this paper is assumed to belong to L3(lR) locally uni-
formly. If ¢ were a boson field, this condition would be 
logarithmically divergent in a momentum cutoff. Need-
less to say, this extra divergence entails considerable 
complications for the Yukawa model. Nevertheless, the 
author feels that the interesting parts of a cluster ex-
pansion (by this method) for the Yukawa model are con-
tained in this paper. 
1. NOTATION 
With the same notation and representation as in Ref. 6 
the fermion field </! at time zero is given by 
</!(x) = (47T)"1I2 J exp(ipx) 
X {v(p) b'*(p) +u(- p) b(- p)}w-1/2(P)dP, (1.1) 
where the spinors are 
[
[W(P)_p]1I2 J 
u(P)= _[w(p)+p]1I2 , [
[W(P)_p]1/2] 
v(P)= [w(p)+p]1I2 . 
(1. 2) 
The cluster expansion will be developed by devising a 
family of time dependent Hamiltonians which will in-
terpolate between the usual one and one which does not 
propagate across or into any of the shaded regions in 
Fig. 1. Each shaded region is centered on a line of 
integral ordinate. The width E of the "barriers" will be 
chosen below. To this end, the free Hamiltonian is 
modified as follows: The single particle kinetic energy 
is given by the operator (M5 - b.)1/2, where b. = d2/ dx2. 
Define the (7, s) dependent operator, 
(1. 3) 
where Xb = Xb(X, 7) is a characteristic function of one of 
the shaded regions in Fig. 1, which particular one being 
specified by the subscript b, and s = (s b) is a multi-
variable (each s b?- 0) parametrizing the interpolation. 
By a well-known theorem, W2(S, 7) converges pointwise 
in 7 in the sense of strong convergence of the resolvent, 
as a given S b - 00, to the analogous operator with 
Dirichlet conditions on b. (A proof can easily be con-
structed using the path space representation. ) This im-
plies, by functional analYSiS, that exp[- w (7, s)] con-
verges strongly, pointwise in 7. Define the corre-
sponding time dependent free-field Hamiltonian by 
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second quantization of W(T,S); i.e., 
HOF(T, s) = J dx dy W(T, S, x, y )[b*(x) b(y) + b'*(x) b'(y)], 
(1.4) 
where W(T,S,X,y) is the distribution kernel of the 
operator (1. 3). 
The interpolation (1. 4) is not sufficient to make dif-
ferent squares independent because 1f! contains the non-
local operators w·1 12, U, v. Also it is necessary to use 
a cutoff on the momentum which likewise is not local. 
Choose a positive function K = K(X) in C~(1R) with support 
in the interval (-To, 10), normalized so that f K(X) dx = 1. 
Define Ke(X) = (l/E)K(x/E) where E > O. At the outset of the 
cluster expansion, choose some E > 0 and cut off all 
fields by the replacement 1f!(x) - (Ke * 1f!) (x). The nonlocal 
operators in Ke*1f! are the factors Ke(P)w·
1/2 (p)u(p) and 
K,(P)W· I 12(p )v(p). Let f(T, S, x ,y) = IT bE:r(T,x,Al/(1 + Sb)] 
where r{T,x,y) is the set of barriers b that intersect the 
straight line joining (X,T) and (y,T). Now let 
W+(X,y, T,S,E) 
= (47T)"1I2 (K,w·1/2u)¥(x- y)f(T,S,X,y), 
(1. 5) 
W.(X,y,T,S,E) 
= (47T)"1I2 (Kew·1I2v) ¥ (x - y)f (T, S, x ,y), 
and define 
if;(X,T, S,E)= J dy [w+(x,y, T, S,E) b(y) 
+w.(y, x, T, s, E) b'*(y )]. (1. 6) 
Note that 1f!(X, T, 0, E) = (Ke * 1f!) (x); s = 0 means Sb = 0 for 
all b; at s = 00, w±(x ,y) = 0, whenever x ,yare separated 
by a barrier or whenever x or y is in a barrier. From 
now on, dependences on s, T, E will frequently be sup-
pressed. Corresponding to these interpolated fields, de-
fine the propagator, letting x=(x',t), y=(Y',U)ElR2, by 
S(x,y,s)=T (iP(x',t,s)exp[-l: HOF(T,S)dT]1f!(Y',U,s», 
(1.7) 
where T is the time ordering operator. All time de-
pendences are piecewise constant, so (1.7) is easily 
defined. More explicitly, the propagator is given by 
S(x,y,s) 
I J dxldYfw.(x',xf,t,s)P(xf,t,yf,u,s) _ xw.(yf,y',u,s), t >u, - J dxfdYfw+(Y',Yf,u,s)P(y{,u,xf,t,s) xw+(xf,x', t,s), u > t, (1. 8) 
where p(x', t ,y', u) is the kernel of the operator defined 
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by the time ordered exponential 
( (
ax(t.U) ) 
T exp - w(T,s)dT • 
In(t,u) 
(1. 9) 
At s = 0, S reduces to the usual propagator. At s = 00, 
all unshaded squares in Fig. 1 become independent. The 
proof is left to the reader. 
The kernel P(x', t,y',u) is a positive funGtion and can 
be related to Brownian motion, which will be essential 
for estimates. The principle whereby this is obtained in 
probability theory is called subordination. Within the 
context of semigroups it can be obtained by: t> 0, (3 > 0, 




where Il(s)= (1/2Y7T) exp(-1/4s)s·3/2. The essential 
point is that 11 is positive. Hence the kernel of 
exp[- tW(T,S)] at fixed (T, s) may be expressed in terms 
of the kernel of exp[- tW2(T,S)] which is positive by vir-
tue of its relation to Brownian motion. The operator 
(1. 9) is a product of operators with the form 
exp[- tW(T,S)]. 
The family of interacting Hamiltonians will now be de-
fined. They are time dependent, but at s = ° they reduce 
to the normal time independent cutoff Hamiltonian for a 
fermion field interacting with an external field ¢. 
H(T,S,A)=HOF(T,S)+ J dx¢(x) 
AT 
x :'iJj(x, T,S ,E) if; (x , T, s ,E): dx +E,(A) (1. 12) 
where AC]R2, is a bounded, measurable set and AT de-
notes its spatial cross-section at time T. The external 
field ¢ is assumed to satisfy, for all XI E lR, 
The vacuum energy renormalization is inspired by 
perturbation theory: 
(1. 13) 
If I( )~( )2 Wj W2-P1P2- M ij 
E.(A) = (47Tt #1 dP2 XA ¢ PI + P2 WjW2 
(1. 14) 
where XA = XA (x, T) is the characteristic function of A, 
and ~ denotes the fourier transform with respect to x 
only. Hence E.(A) is a function of T. 
From Fig. 1 it will be seen that lR2 has been parti-
tioned into the following subsets: large squares (un-
shaded), small squares (unshaded), and rectangles 
(shaded). Let 'Ii' denote an element of this partition. The 
projection of this partition onto the spatial axis yields 
a partition of the latter into long and short intervals. 
Let I label an element in this partition. Let J label the 
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elements of the similarly obtained partition of the time 
axis. 
The barriers, i. e., shaded rectangles in Fig. 1, will 
be chosen of width E. Those barriers whose short di-
mension is in the space direction are called "space 
barriers;" the others are "time barriers. " The subset 
of ffi2, A in (1. 12) is restricted to be a union of Vs so 
that (1. 12) has a stepwise time dependence and time 
orderings are easily defined. 
The cluster expansion is used to analyze quantities of 
the form 
f dx W(x) T (i~l ZP#(Xi) exp[ - J H(T, A) dT]) , (1. 15) 
where x =Xl, X2, ••• ,xp with xI EO ffi2, xI = (xL t l ), 
W EO L2 (1R2P) , zp# = zp or "$. Generally, at the beginning of 
the expansion, s = 0 and zp, H are the usual fields and 
Hamiltonian obtained by setting s = 0 in (1.6) and (1.4). 
In this case the zp#s will have no time dependence; how-
ever, the tis and T must still be left in (1.15) as 
"dummy" variables because of their other role, time 
ordering the expression. The expansion is obtained by 
replacing zp#s and H by their s dependent analogs and 
using the fundamental theorem of calculus together with 
factorizations and resummations exactly as in Ref. 5. 
The proof that (1. 15) factors in the appropriate manner 
along contours where s = ° can be carried out by first 
approximating the exponential by a polynomial, where-
upon the factorization is an immediate consequence of 
Wick's theorem. 
2. THE ANALOG TO THE FORMULA FOR 
DIFFERENTIATING THE MEASURE IN 
REF.5 
3. THE EXPONENT 
In the next section, the following estimate will be used 
to control the exponential part of (1. 15). For Mo suf-
ficiently large, 
H(T,s,A)~-constIATI (3.1) 
uniformly in E, T, and s, where I AT I is the length of 
AT C JR. The s dependence in the Ho y(s) is bounded below 
by HOY(s) ~ Hoy(O). This is implied by the operator esti-
mate w(s) ~ w(O) which is implied by w2(s) ~ W2(O) because 
operator estimates remain valid on taking square roots. 
The last bound is obvious. Thus (3.1) is implied by 
Hoy+ 1 ¢(x):"$(X,T,S,E)ZP(X,T,S,E):dx+EE(A) 
AT 
~ - const 1 AT I. (3. 2) 
The pure creation and annihilation parts, Vp , of the 
interaction have the form 
J dPl dh[u(Pt,P2)b*(Pl) b'*(P2) 
- U(Pl,P2) b(Pl) b'(P2)] (3.3) 
for some E, T, S, ¢ dependent function u. The operator 
Hoy + Vp + EE(A) will now be bounded below by a first-
order dressing transformation originally due to Glimm. 7 
In this situation, it is possible to use a particularly 
simple form of this transformation. 6.8 First construct 
an operator rvp to satisfy 
[Hoy, rvp] = Vp. (3.4) 
Note that (3.4) requires rvp be antisymmetric. Thus let 
As essential ingredient in the convergence proof of the 
cluster expansion in Ref. 5 is its formula (1. 7) for dif- Xb*(Pl) b'*(P2») - (its adjoint). 
ferentiating the measure. A similar formula also holds 
(3.5) 
in this framework, namely Define dressed operators by 
d
d T(P(i)i(s),zp(s»exp[-J H(T,S,A)dT]) 
Sb (2. 1) 
= T«S~ D..f<b) p("$(s) , zp(s» exp[ - J H(T, s, A) dT ]), 
where P is a polynomial and 
(2.2) 
with x ,Y EO 1R2 and B/B"$, a/BI/! are formal anticommuting 
functional derivatives. The proof of (2.1) is very easy 
in the special case where rp = ° so that H(T, s, A) 
=HOy(T,S), for then the expectation on the left of (2.1) 
may be evaluated by using the anticommutation rules 
and the identity 
b(x) exp[ - Vloy(s, T)] 
= exp[ - Vloy(s, T)] (exp[ - AW(S, T) ]b)(x) , (2.3) 
together with similar ones for b*, b', b'*. This special 
case can be used to approximate the case when rp oF O. 
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b(p)=b(P)+[b(P), rvp], 
'O/(p)=b'(p) +[b'(p), rvp]. (3.6) 
Obtain an inequality by calculating the positive operator 
f dp w(p)[b*(p) b(p) + b'*(p) b'(P)]. Thus 
b*(P) b(p) = b*(p) b(p) + [b*(p) b(p), rvp] 
(3.7) 
Normal order the operators in the last term of (3.7). 
The normal ordered form is a negative operator be-
cause of the anticommutation relations. Hence, 
The third term corresponds to the contraction during 
the normal ordering. It diverges as E - 0, however, up 
to a term which is greater than the right-hand side of 
(3.2), it cancels with EE(A). This calculation is not very 
difficult, using some of the devices developed in Sec. 5. 
By repeating the above argument with f dl) 0[[;*1] 
+ b'*b'] where 0 = W - cwT' with T' < 1 and c chosen so 
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that w > 0, the result can be strengthened to 
HOF + Vp +EE(A) ~ eN ... - const jATi, (3.9) 
where N ... is the second quantization of wT'. For M 0 suf-
ficiently large the remaining part of the interaction, V s ' 
can be bounded by eN ... using local NT estimates. 9 Given 
all the machinery in Ref. 9, this is a fairly standard 
calculation, so it will be omitted. 
4. CONVERGENCE 
The result of "cluster expanding" (1. 15), leads in 
analogy to (3.13) in Ref. 5 to an expansion whose co-
efficients have the general form (r is a set of barriers; 
ar ==:f1 bEr d/ds b ; fds r integrates thesbforbEr from 0 
to 00), i. e., 
f dxW(x) f dS r arT 
X(i~1 1jJ#(Xi' s) exp[ - J H(T, s ,Xo) dT]) • (4.1) 
where Xo is a union of \7s. It is now shown how to esti-
mate (4.1) to obtain expressions very similar to those 
in Ref. 5 and thus obtain a convergence proof by the 
same kind of combinatorics as in Ref. 5. 
First (2.1) is used in combination with Leibniz' rule 
to perform ar . The result is the s integral of a sum of 
terms of the form, Y j E IRz, Y ==: (y j), i. e. , 
f dyKt(Y,s)T C~I 1jJ#(Yj,s)exp[-f H (T,S,XO)dT]) , 
(4.2) 
where? indexes each term in the sum. Each field 1/1# 
in (4.2) will be assumed to be localized by the kernel 
K? in a space- time region \7, SO? not only indexes the 
ways in which the differentiations are applied (terms 
resulting from Leibniz' rule), but also the possible 
localizations of the fields. 
(4.2) is estimated by taking the operator norm over 
the fermion Fock space in the following manner: In-
troduce an orthonormal product basis, jOl. of 
L Z(IR)x .. ,xL2(lR), with m factors. Write Kt(.<;) as a 
sum of j" with coefficients that depend on s and the time 
variables in y. Estimate (4.2) by applying 111f!#(f)11 ~ 1IJ1lz 
to this sum together with the lower bound on the ex-
ponent, (3.1). Let t be the multivariable t l , ••• , tm , the 
times in y. (4.2) is less than, in absolute value, 
(4.3) 
where the (defermiation) norm II liD is defined on a func-
tion F of m space variables xl, .•• ,x:. by the prescrip-
tion (sum over norms of components if F is a matrix) 
IIFII D ==:inf6i<F,j,,)I, 
" 
(4.4) 
where the infimum is over product bases of TI LZ(lR) as 
above. 
In the special case where W is constant and there is 
no J dx in (4.1), the quantity K t factors, together with 
the integrals f dt, into terms K fe' corresponding to 
the way in which any Feynman graph for this theory fac-
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tors, into its connected subgraphs which are either 
closed loops or lines with open ends [an open end cor-
responding to a field 1jJ# in (4.2)]. Because thej" in 
(4.4) are product bases, the II liD norm in (4.3) also 
factors. A factor K? c corresponding to a graph con-
sisting of a connected line with n vertices and both ends 
open has the form 
K ?c(XI'xn,s) 
= J dxz •• , dXn_1 (<;bXVI) (x I)SY 1 (Xl, X2)(<;bXV)(XZ) 
XSY2 (X2, X3)(¢Xv3)(X3) ." SYn_1 (Xn_I' Xn)(¢Xvn) (xn), (4.5) 
where 1'1' ..• 'Yn are disjoint subsets of rand Sy 
=TIbEr d/dsbS. Xi E lR
2• By making a speCific choice of 
product basis j" in (4.4), it is easy to see that, letting 
x;=(xi,t i ), 
11K 1e (t l , tn)11 D ~ const tr IK 1c(t I> tn) 1 , (4.6) 
where IK? (t l , tn) I means the operator absolute value, 
i.e., [K
t
}(tI,tn)K?c(t l ,tn)]lIZ, whereK?c(tl>t n) de-
notes the operator corresponding to the kernel 
Ktc(xl,tl,x~,tn) for fixed t1 ,tn• Except when n=2 the 
trace norm in (4.6) may be estimated by first taking the 
time integrals in (4.5) outside the trace norm and then 
majorizing by a product of Hilbert Schmidt norms of 
the form, i=I,2, ... ,n-1, 
XS(OI.·BJ(X' x- )( 1 rl, 11I2X )(x.) 12]1IZ 
"i t' 1+1 "P Vi+l 1+1 , 
where Ci, i3, are spinor indices. By the Holder in-
equality (4.7) is less than 
1/ ¢XV;<ti)//~ IZII S,)t;, t;+I)//3. vixv ;)1 ¢XVi)ti+I)II~ 12, (4.8) 
where the II 11 3• vxv' norm is de1ined for a function F 
=F(x,Y) with x= (Xl, t), Y = (y', u), to be the L3 norm with 
respect to x',y' of Xv(x)F(x,y)xv'(Y)' When F is a 
matrix, the norm is defined to be the sum over the 
norms of the components. II<;bX v I13 is the L3 norm of 
¢Xv with respect to the spatial variable. So by the 
hypothesis (1.13), for n ~ 2, 
(4.9) 
The time integral is estimated by the Cauchy Schwarz 
inequality to obtain 
n-I 
J dt1 dtnllK 'ciiD ~ (const)n FJl IISy j113. vixvi+I' (4.11) 
where 
II Sy;1I 3• V;xV i +l.2 
= (J dt; dt;+ill Sy;(t i , t;+l)II~. V;XVI+l)1I2. (4.12) 
Suppose now that n=2 in (4.5). In the next section, 
identities and estimates for Sy are developed and with 
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their aid it is a simple matter to prove directly that for 
some q > 0, 
(4.13) 
where J dSYt integrates only over those Sb such that 
b~ )'1. The estimate is uniform in the remaining Sb' 
d(j , y) is defined for a localization j and a line y to be 
the distance between '17 1 and '172 measured by the shortest 
path which touches every barrier b fCC Y where v\ and '172 
are the localizations specified by j for the variables in 
Sr· 
In general, K f also contains numerical factors cor-
responding to closed loops. These already have the 
form of a trace of an operator, hence in absolute value 
are less than the trace norm of that operator. The 
operator has a form similar to (4.5) and can be bounded 
by the same methods, even when n = 2 since there is an 
extra propagator in the operator. Also in the next sec-
tion, it will be proved that, letting j(y) denote the 
localization specified for S", 
J dSyl1 Syil 3,j(r),2 
(4. 14) 
Putting all this together and using a simple argument to 
include W gives 
I J dx W(x) J dS r il' T (i~t J,#(x i ) 
Xexp[ - J H(T,S,Xo)dTJ) 1 
-:; II WII 2 exp(const Ixo I) 
x:0 (const)n(;>1) n Mo -11' 1/. exp[ -111 ° d(j, y)/2]. 
? l' 
The IIWI1 2 is with respect to space and time variables. 
This estimate is almost the same (a different localiza-
tion) as estimates in Ref. 5 and leads to a proof of con-
vergence for Mo sufficiently large via the same COI11-
binatorics as in Ref. 3. In particular Proposition 5.3 
of Ref. 5 is a consequence. 
5. ESTIMATES ON THE PROPAGATOR 
The objective is to prove (4.14). A proof of (4.13) can 
easily be constructed using the same techniques. 
To begin with, write 
exp[-lt-ulw(s)]=exp[-[t-ulwD(s)l-E, (5.1) 
where t.!{ are assumed to be in the same interval J, so 
that w(s) = w(s, T) is constant for T c [t, u j. wo(s) is de-
fined to be the result of replacing t. by t.o in (1. 3). t.o 
is the Laplacian with Dirichlet conditions at every 
boundary point of intervals I, in the partition of the spa-
tial axis. (see Sec. 1.) Now it will be shown, by con-
structing an integral representation for E, that 
J dsrll E.) I 0, 'VXX 'V y , 2 
(5.2) 
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whereEy=ilYE(x,y)withx=(x',t), y=(Y',u). 'l7X) the 
localization of x, is I,,}{J and 'l7y=IyXJ. 
The representation for E, by (1.10), is 
E(x,Y)=(i1Tt11: dl?ol?oexp(il?olt-ul)g(x',y'), (5.3) 
where g(x' ,Y') is the difference between two Green's 
functions with different boundary conditions for the dif-
ferential operator w2(s). Thus, it satisfies the homo-
geneous equation (acting on x') 
(w 2 + 7c5)g(x' ,y') = 0, 
g(x','\,')=(k6+w2t1(X',y'), forx' oIx , (5.4) 
where the s dependences have been suppressed. 
(I<~ + W,)-l(X' ,y') denotes the kernel of (l<~ + w2rl. Let 
l(x') be the linear function of x' which coincides with 
("'5 + w2)-t (x', y ,) when x' ,,:: 'i1Jx • By obtaining the equation 
for g(x' ,J' ,) - I (x') as a function of x', it can be seen that 
g(x',y') =- (t.o(l?~ + w2t 1Z) (x',y'), for x' 0:- HI", 
(5.5) 
where the operators act on the x' variable. Let lxjx') 
be the linear function that equals one at x~, the left-
hand boundary of Ix, and equals zero at x: the right end 
point. Set Ix. = 1-lx_. Define gl(x') = (- t.D[J<~ + w~l-lll) 
(x'), where ~ =< or x~. Then 
By the same argument applied to y', 
(1<6 + w 2rl (~,V') 
= g(~,y') 




Now use the identity {3-1 = J; exp(- a(3)da to convert re-
solvents to exponentials in (5.8). Let lzl(X', a) 
=(-t.o exp[-aw~III) (x'), so that (5.8) becomes 
(5.9) 
Substitute (5.9) into (5.3) and evaluate the ko integral. 
Let da abbreviate dalda2da3 and set Ilt,u(a) 
= Il-ul-2 /1(a/lll-tI 2) where Il was defined in Sec. 1. 
Then 
E(x,y)="6 I dallt,u(a1 +a2 +a3)li((x',a t ) 
~, , 
(5.10) 
Let SI=O unless IxJ is the support of some barrier, b 
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say, in which case S I =Sb' The S dependence can be 
factored out of the hs by noting that (exp[- aw~]l~) (x') 
= exp[ - as IJ {exp[ - a(1\d6 - 6.n) ]l~} (x'), when x, E Ix. Let 
k,(x ' , a) = - {6.n exp[ - a(M6 - 6.n)] I,} (x'), then 
E(x,Y)=6 J da/lt,u(al +a+a3){(exp- a2w2) (~,!;) 
" c 
(5.11) 
All the S dependence is inside the curly brackets. All 
the x, dependence is in k,(x',al), and the y' dependence 
is in kc(y I, a3). (Recall x, ,y I are localized in Ix'!y.) 
Moreover, the part in curly brackets has a path space 
representation because 
(exp - aw2)(~, !;) 
= J dPt c exp(- f (;:; SbXb + M6) da /), (5.12) 
where dP(,c is the measure of Brownian motion paths 
starting at ~ and ending at !; at time a. The functions Xb 
in (5.12) abbreviate Xb(Xa', T) where X a, is the Brownian 
motion and T is any time within [t, u]. (The Xb are con-
stant as functions of T within [t,u].) (5.12) shows that 
the term in curly brackets and all its derivatives with 
respect to S are either positive functions of s, or 
negative functions of s, hence 
x i{J dS r ar exp(- als lx - a2w2 - a3SIy)(~' !;)}i 
x 11!?,(al )11 3,Ix Ilkc(a3)11 3,Iy ' (5.13) 
where II 11 3,1 denotes the L 3(I) norm. By the fundamental 
theorem of calculus and (5.12), the term in curly 
brackets in (5.13) is a path integral over all paths that 
travel from ~ to !; in time a2 and visit all differentiated 
bonds on the way, which can be estimated as were the 
covariances in Ref. 5. The norms in (5.13) are easily 
estimated by writing !?,(a l ), !?c(a3 ) in terms of Dirichlet 
eigenfunctions for the intervals Ix, Iy and using the 
Titchmarsh theorem which says that the L3 norm is less 
than the L3/2 norm of the Fourier (and hence Dirichlet) 
transform. The final result is that the left-hand side of 
(5.13) is less than 
constMii(lrl-2)/q exp[-Mod(Vx,Vy,y)/2] it-ui-", 
(5.14) 
where 7) > t and the constant depends on q and 7). Thus, 
choosing 7) < 1 gives (5.2). The 1 t - u 1-" comes from 
terms in (5.13) for which ~=!;, and the distance between 
~ and!; via bonds in y is zero. This concludes the proof 
of (5.2). 
The next step is to incorporate the spinors to obtain, 
together with an analogous estimate involving W+, i. e. , 
J dsrll (arlwJEr2(a1'3wJI13,vxxvy,2 
(5.15) 
where YI U Y2 U Y3 = Y with YI, Y2, Ys disjoint and arIW_, 
E1'2' a1'3w _ are being used to denote both the kernels 
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given by a1'lw_, E1'2' a"3W _ as functions of the spatial 
variables, while s, t, u are fixed, and the corresponding 
operators. (5.15) is proved with the aid of the following 
lemma. 
Lemma: Let IITlli~j, denote the operator norm of 
T : L 1>(1) - L 1>(1'). If T has spinor indices, II II includes 
a sum over the norms of components. Then, 
J ds II a1'w II (1)) ,. - 1,1' 
(5.16) 
~ const exp[ - M6 d(V, V', y)], 
where the constant depends only on p (1 < P < 00) and 
M6 ~ fu Mo; V =IxJ, V' =1' XJ. A similar lemma holds 
for w_, W+, w+. (5.16) is uniform in all Sb not integrated 
out, t,u and E. 
Proof: a1'11'_ when restricted to IXI' becomes the func-
tion a1'f(s) (see Sec. 1) times the operator of convolution 
by KeW- 1I21'r. The a1'f(s) can be taken outside the norm 
and J ds1' evaluated by the fundamental theorem of calcu-
lus because 1 (J1'f(s) 1 = ± arf(s). orf(s) vanishes if the dis-
tance between I and I' is less than d(V, V', y); therefore, 
without loss of generality, assume the distance between 
I and I' is greater than d(V, V/,)I). w- 1/2 11 is analytic in 
p space and the nearest Singularity to the real axis is at 
distance jv10 ' hence, by a distortion of the contour in 
evaluating the Fourier transform, it follows that 
(W- 1I2v)¥(O decays as exp(-M61~1) and is C~ away from 
~ = 0. (5.16) follows except when d(V, V/,)I) = 0, i. e., V 
and V' are contiguous. This case is easily completed by 
using Mihlin's theorem (Ref. 10, p. 120) to show that as 
a convolution operator the Fourier transfonn of W- 1/21) 
maps LP(lR) - LP(lR) , 1 < p < 00, uniformly in Mo. 
(5.15) follows by writing Er2 = I 1,1' XIEl'~XI' in (5.15), 
where XI is the characteristic function of interval I. 
Then use (5.16) and control the sum over I, I' by using 
some of the exponential decay in (5.16). (A factor 
Mii( 11' I-I) 1 q may be included in the right- hand side of 
(5.16) on replacing M6 by M« <1'v16.) 
By Leibniz' rule, (5.15) implies the same estimate 
for the norm of a1'(w_EwJ. Therefore, by (5.1), (4.14) 
can now be proven in the special case where j(y) speci-
fies the same time-localization for the variables x,y, 
in 51' by showing that 
together with a similar estimate with w+. Note that 
either Y2 = cp or 1)121 = 1. 
(5.17) 
Proof of (5.17): Use (1. 11) to express the exponential 
in terms of exp(- aw1). As has been done above [see 
(5.11) and the proof of (5.16)], take the s dependences 
outside the norm sign and evaluate the s integral by the 
fundamental theorem of calculus. The problem then re-
duces to estimating 
(5.18) 
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(the sum over I reduces to one term if ')12" cp, the term 
where IxJ is the support of the bE ')12)' where a~lwJO) 
denotes the operator obtained by setting s = 0 in ilw Js), 
and XI is the characteristic function of interval I. When 
Ix*I and I,*I, (5.18) can be estimated by writing it out 
in terms of the kernels of the operators and then taking 
absolute values of the kernels. The kernel of expa~n 
is less than the kernel of expO'~ which is well-known to 
be a Gaussian. The kernel of llw.(O) is (KeW-1I2v)¥(~_~) 
when every barrier bE ')11 intersects the straight line 
joining (~, t) and (I;, t), zero otherwise. Even when ')11= cP, 
the singularity of (K eW-
tJ2V) ¥ is blunted because the 
characteristic functions in (5. 18) force ~ and T/ to lie in 
different squares. Hence it is permissible to take the 
absolute value and still get estimates uniform in E. Using 
this information it is fairly easy to complete the esti-
mates for the terms where I*Ix=I,. 
Consider next the term (if * 0) in (5.18) for which 
I*Ix, I=Iy. In this case, use LP continuity of c{3w .(0) 
[see the proof of (5.16)], and positivity to estimate by 
(5.19) 
and estimate (5.19) as in the paragraph above. The 
term I=Ix*Iy, if *0, is treated the same way. 
The most interesting term is I =Ix=Iy, if there is one. 
Such a term would be nonvanishing only if ')11 = Y3 = cp. 
Since every propagator is differentiated at least once, 
')12* ¢, which forces IXJ to be the support of the dif-
ferentiated barrier in Yo. From the proof of (5.16) it can 
be seen that w.(O) is co~tinuous from LP(lR) to LP(I) uni-
formly in I and Eo Hence by taking E = 0, this term can 




dt du[ fa dO' Jl t, u(O') F(O') F}1I2 in order 
to complete the estimate, it would appear by a power 
counting type of argument that there is a divergence as 
E - O. The point is that since IXJ is the support of a 
barrier, there is a small volume factor E which controls 
this divergence. This concludes the proof of (5.17), and 
hence (4.14) in this special case. 
To obtain (4.14) in general, observe from (1. 9) that in 
general p (x ,y) is a product of factors as on the left- hand 
side of (5.1) and construct decompositions analogous to 
(5.1) and (5.11). The estimate analogous to (5.17) is 
eas ier because the t, u integrals are more convergent 
when I, u are localized in different intervals. 
Note added in proof: Cluster expansions for YUkawa2 
have recently been established using the method of in-
tegrating out fermions by J. Magnen and R. Seneor, 
preprint, Centre de Physique Theorique Ecole Poly-
technique and independently by A. Cooper and L. Rosen, 
preprint, Department of Mathematics, University of 
Toronto. 
APPENDIX: THE YUKAWA MODEL 
When ¢ is a boson field, there are also functional 
derivatives with respect to ¢ coming from differentia-
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tions of the boson measure, and the integral with respect 
to this measure has to be performed after removing the 
fermions by means of the II lin norm. The procedure 
given in Sec. 4 fails in two serious ways: (1) the esti-
mate (3.1) diverges logarithmically in E; (2) (4.7) and 
(4.8) are no good because I ¢ I does not exist. The way 
around the first difficulty is to use an expansion as in 
ReI. 11 to lower the cutoff in the exponent. As in Ref. 
11, certain divergent loops coming from the expansion 
have to be renormalized. To do this, a simple modifi-
cation of the techniques in Sec. 5 gives control over 
S(x,y,s)-S(x,y,O), when x, y E 'V, and 'V is not the sup-
port of a barrier. When 'V is the support of a barrier it 
is not necessary to renormalize because of the small 
volume of the barrier. 
The other difficulty (2) may be circumvented by 
majorizing the norm by Hilbert Schmidt norms in a dif-
ferent way from (4.7) so that the majority of the ¢s are 
"padded" by propagators, for example, the Hilbert 
Schmidt norm of the operator whose kernel is Xi = (xi, t i ), 
LiEV
i 
dX2 000 dXn_1SYI(Xt,X2) ¢(X2)SY2(x2,X3) 
i=2, 00 0., n-l 
(AI) 
at fixed t i , ••• ,in' is quite respectable. It is the square 
root of a boson field polynomial and can easily be esti-
mated by using a Cauchy Schwarz estimate with respect 
to the boson measure to remove the square root and then 
using Wick's theorem to evaluate the boson integral. The 
resulting estimate can be expressed in terms of L3 
norms of the boson and fermion propagators. There are 
not enough propagators to group every boson field into a 
kernel like (AI) but it can be arranged that the re-
maining ones have cutoffs so that their L 3 norms do 
exist. To see how this is done, see Ref. 11 where a 
similar problem arises" The idea is that one can con-
tract IjJs (the analog to integration by parts in boson 
theories) after the expansion to lower the cutoff in the 
exponent. Any ~)S left are attached to vertices with a low 
cutoff because they arose from contractions to the 
exponent. 
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