Multi-criteria p-cycle network design by Drid, Hamza et al.
HAL Id: hal-01184118
https://hal.archives-ouvertes.fr/hal-01184118
Submitted on 12 Aug 2015
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Multi-criteria p-cycle network design
Hamza Drid, Bernard Cousin, Samer Lahoud, Miklos Molnar
To cite this version:
Hamza Drid, Bernard Cousin, Samer Lahoud, Miklos Molnar. Multi-criteria p-cycle network design.
33rd IEEE Conference on Local Computer Networks (LCN 2008), Oct 2008, Montréal, Canada. pp.361
- 366, ￿10.1109/LCN.2008.4664191￿. ￿hal-01184118￿
Multi-Criteria p-Cycle Network Design
Hamza Drid, Bernard Cousin, Samer Lahoud
University of Rennes I -IRISA-
Rennes, France
Email: {hdrid, bcousin, slahoud}@irisa.fr
Miklos Molnar
INSA of Rennes -IRISA-
Rennes, France
E-mail : molnar@irisa.fr
Abstract—The major challenge of p-cycle network design
resides in finding an optimal set of p-cycles protecting the
network for a given working capacity. Existing solutions (exact
and heuristic approaches), for solving the problem, find the
set of p-cycles protecting the network through two steps: one
step for generating candidate p-cycles and a second step for
selecting the efficient ones. In this paper, we present a novel
heuristic approach, which computes an efficient set of p-cycles
protecting the network in one step. Our heuristic approach takes
into consideration two different criteria: the redundancy and the
number of p-cycles involved in the solution. Simulation study
shows that our approach necessitates a lower redundancy and
fewer p-cycles to protect the network compared to state-of-the-art
approaches.
Index Terms—WDM protection, Network survivability, p-cycle,
Network management complexity.
I. INTRODUCTION
Optical WDM mesh networks are able to transport huge
amounts of information. The use of such technology, however,
poses the problem of protection against failures such as fiber
cuts or node failures. Consequently, any cut of such fiber may
lead to huge data loss and a lot of traffic being blocked. For
this reason, methods of protection should be implemented
to minimize the data loss when a failure occurs. One of
the principal protection methods proposed for optical WDM
networks is based on p-cycles or preconfigured protection
cycles, introduced by Grover and Stamatelakis in [1].
P-cycle offers the advantages of both ring 1 and mesh pro-
tection schemes: faster restoration time as in ring protection,
and high capacity efficiency as in mesh-protection. Precisely,
in p-cycle, restoration time is faster because only the two
end nodes of the failed link need to perform restoration.
Moreover, capacity efficiency is due to the fact that a p-cycle
can provide protection not only for on-cycle links but also
for straddling links. A straddling link is a link, which does
not belong to the p-cycle but whose end-nodes are both on
the p-cycle. In addition, p-cycle offer two restoration paths
to the failed straddling links without requiring any additional
spare capacity. This property reduces effectively the required
protection capacities.
Figure 1 depicts an example that illustrates p-cycle protec-
tion. In figure 1(a) , (a-b-c-d-e-a) is a p-cycle with one unit
of spare capacity on each on-cycle link. When the on-cycle
1In the ring protection, the traffic on the failed link or node is rerouted
around the ring on the protection fibers between the nodes adjacent to the
failure.
link (d-c) fails as show in figure 1(b), the p-cycle provides
one protection path (d-e-a-b-c). In figure 1(c) an example of a
straddling link failure is shown. When the straddling link (e-c)
breaks, the p-cycle can protect two working wavelengths on
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Fig. 1. Protection using p-Cycle
A p-cycle with high efficiency is a p-cycle that has a small
ratio between its spare and protected capacity, i.e. it protects
more working wavelengths using few spare wavelengths.
The major challenge of this method of protection resides
in finding the optimal set of p-cycles in terms of resource
utilization that protects the network for a given working
capacity distribution. The p-cycle design can be formulated
either as a non-joint or a joint optimization problem. In
the first approach, after the working paths are routed (e.g.
using shortest paths) the optimal set of p-cycles is calculated
using available capacity [1], [2], [3], [4], [5]. In the second
approach, the routing of the working paths and the p-cycles are
computed simultaneously optimizing the total capacity [6], [7],
[10]. Solving the joint optimization problem is more difficult
because of the additional computation complexity.
Several solutions have been proposed in the literature to
solve these optimization problems. These solutions can be
classified into two classes: exact and heuristic solutions. The
first class generally uses Integer Linear Programming (ILP)
to find the optimal solution. However, ILP methods becomes
unsuitable as the size of the network increases, because the
number of p-cycles in a graph grows exponentially with
the network size. The second class is heuristic solutions,
divided into two sub-classes: heuristic approaches based on
ILP formulation and pure heuristic approaches. In the first
sub-class, a limited set of candidate p-cycles is generated,
and then the efficient sub-set of p-cycles is selected using
ILP formulation [1]. In order to find a good solution with
this approach it is necessary to generate a large number of
candidate p-cycles. This means that the running time for
solving the ILP formulation increases dramatically [8], [9].
The second sub-class (pure heuristic) tries to find a good
solution without using ILP formulation. The objective of this
kind of solutions is to reduce the time required to compute an
efficient set of p-cycles that protects the network [3], [5].
In this paper, we focus on algorithms proposed for the non-
joint protection problem. Existing solutions start by generating
a set of candidate p-cycles, and then select a good sub-set
of p-cycles. Most of the solutions proposed in the literature
consider the p-cycles which have more straddling links as the
most efficient p-cycles. Consequently, the p-cycle generation
is based only on the topology of the network and is completely
independent of the working capacity distribution. Another
drawback of these solutions is that they generate a large
number of candidate p-cycles, which increases running time
of the algorithm. In this paper we propose a new heuristic to
compute a set of p-cycles that protects the network without
going through the step of candidate p-cycle generation. Our
heuristic is independent of ILP and takes into account the
working capacity of network. These enable us to find rapidly
the efficient set of p-cycle protecting the network.
The rest of the paper is organized as follows. In section 2,
we describe our algorithm of p-cycle generation based on the
incremental aggregation of cycles. In section 3 we evaluate
our heuristic and compare it with the exact solution that uses
ILP and with the main proposed heuristics. We conclude the
paper in section 4.
II. OUR HEURISTIC
A. Network Model
We model the WDM optical network as an undirected graph
G = (V, E) where each node in V represents an optical switch
and each edge in E represents a network link. Each link j
has wj working wavelength channels. This working capacity
is obtained by routing the traffic demands. According to the
p-cycle definition a p-cycle is formed in the spare capacity of
the network. A p-cycle can protect one wavelength on each
one of its on-cycle link and two wavelengths on each of its
straddling link using only one unit of wavelength on each of its
on-cycle links. In this case the spare capacity of a p-cycle can
be defined as the number of on-cycle links of the p-cycle. In
this paper, we consider the most frequent failure in the optical
networks, which is the single link failure. In this paper we
consider the model that ensures full protection against single
failures [11].
Figure 2(a) shows a WDM network with eight optical































Fig. 2. P-cycle example
value that indicates the working capacity of the link. Figure
2(b) shows a set of p-cycles that protect the network for
the given working capacity. The table shown in figure 2(c)
contains a set of p-cycle structures protecting the network,
where ”# copies” denotes the number of copies of each p-
cycle structure. For instance, the first p-cycle structure (a-b-c-
d-e-f-g-h-a) in the table has two copies, each one can protect
one wavelength on each link belonging to the p-cycle and two
wavelengths on the straddling links (b-g) and (d-g).
B. Algorithm Motivation
In this section, we describe the motivation of our algorith-
mic approach for p-cycle design. We start by analyzing the
limitations of the heuristics proposed in the literature. Then
we introduce the main guidelines of our heuristic that enable
to overcome these limitations.
Firstly, the proposed heuristics, pure or ILP-based, use a
two-steps approach that starts by generating a set of candidate
p-cycles and then selects the efficient ones for protection.
Hence, the quality of the solution depends heavily on the
set of candidate p-cycles. Particularly, these heuristics need
to generate a larger set of candidate p-cycles in order to
increase the search space and enhance the efficiency of the
final solution. However, this leads to considerable increase in
computation time and induces a serious limitation for these
approaches. In our solution, we propose a one-step algorithm
that directly computes the p-cycles that are used for protection.
This enables to perform a fine tuning between efficiency and
running time and overcomes the limitation of using a set of
candidate p-cycles.
Secondly, the proposed heuristics generate the set of can-
didate p-cycles based only on the network topology. In order
to find an efficient solution in terms of resource utilization
(redundancy), they consider that p-cycles with a large number
of straddling links are more efficient, hence they are preferably
selected for protection. However, this may not be always
advantageous: consider for example the case where the use
of p-cycles with a large number of straddling links results in
over-protecting some links and thus reduces the efficiency of
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Fig. 3. Efficient p-cycle example
e-a) shown in figure 3(b) is more efficient than the p-cycle
(a-b-c-e-a) shown in figure 3(a) in spite that the latter one
contains a straddling link. In our heuristic, we overcome this
drawback by taking into account the working capacity on the
network links. Thus the number of straddling links per p-cycle
is adapted to the working capacity in order to ensure better
efficiency of the solution.
Thirdly, the objective of our heuristic is to find a good set of
p-cycles not only in term of resource utilization (redundancy)
like the other proposed heuristics. But it takes into consider-
ation two different criteria: the redundancy and the number
of p-cycles in the final set of protection. These criteria are
defined in the following paragraph.
The redundancy criterion enables to measure the protection
efficiency: it denotes the ratio between the protection resources
and the working resources in the network. Redundancy con-
stitutes a major evaluation criterion for WDM network design
that gives an insight on the quality and the relative cost of
network protection. In our approach, we strengthen this choice
by integrating the redundancy in the iterative procedure of the
algorithm.
In the following, the network redundancy is denoted by R.
Particularly, R(c) denotes the redundancy of cycle c and is
defined as the ratio between the spare capacity (number of
wavelengths used by this cycle) and the working capacity of
the cycle (number of wavelengths protected by the cycle on
its on-cycle and straddling links). Similarly, the redundancy
R of the final solution is computed as the ratio between the
total network spare capacity used for protection design and
the protected working capacity in the network. The number of
p-cycles is another evaluation criterion for our solution. It is
motivated by the fact that solutions with a small number of
structures simplify the network management task [11].
For example, consider the case where the network de-
signers manually implement the protection design. In this
case, solutions with a small number of p-cycles alleviate
the tedious configuration and maintenance tasks and reduce
the risk of configuration errors. This approach remains valid
when using an automated control plane such as the GMPLS
architecture. In this case, a solution with a reduced number
of protection structures enables to reduce the stress over the
control plane and eases the management task. The details of
our algorithm are presented in the following section. The main
driver of our algorithm is to overcome the aforementioned
limitations that affect the state-of-the-art solutions. Thus, our
algorithm computes an efficient set of p-cycles that protects
the network and takes into account the working capacity and
the topology of network. Our algorithm performs in a single
step without undergoing a preliminary step for candidate p-
cycle generation. Additionally, our algorithm explicitly takes
into account two efficiency criteria: the redundancy and the
number of p-cycles.
C. Algorithm Insights
In this section we describe our algorithm for computing p-
cycles. In a preliminary step of our algorithm, with the help
of the algorithm introduced in [13], we start by computing the
set of shortest cycles in the network. Then, we use this set of
shortest cycles to construct the set of p-cycles (by incremental
aggregations) that protects the network working capacity as
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Fig. 4. Figure 4. Set of shortest cycles
Each iteration of our algorithm starts by selecting one
shortest cycle among all the shortest cycles in the network.
Typically, we choose the cycle containing a link with minimal
non-zero working capacity (cf. Figure 5, step 4). Let us denote
this current cycle by c’. Then we search for a cycle that is to
be aggregated with cycle c’. The set of eligible cycles for
aggregation with cycle c’ must satisfy the following three
conditions: first, an eligible cycle shares one and only one link
with cycle c’, second an eligible cycle shares no nodes with
cycle c’ except the end nodes of the shared link (cf. Figure 5,
step 5).
We choose to aggregate the eligible cycle that leads to the
largest reduction in redundancy, if and only if the redundancy
of the newly aggregated cycle is lowest than that of cycle c’
(cf. Figure 5, step 6).
We now consider the new aggregated cycle as the cycle
c’ and proceed with another aggregation. The aggregation
process eventually stops when the eligible set becomes empty
or no aggregation leads to a reduction in the redundancy.
The output aggregated cycle of one iteration is added to the
final protection p-cycles set. The working capacities that are
protected by the newly computed p-cycle are removed from
the corresponding links and the algorithm iterates until all the
working capacity is protected or there is no more available
wavelengths in the network (cf. Figure 5, step 7 and 8).
Algorithm: P-cycle generation
Input : Set of shortest cycles, working capacity of each link
Output: Set of protection p-cycles
(1) ∀ j ∈ E, uj = wj ;
(2) Let iteration number i = 1;
(3) ∀ j,k ∈ E, select j such that 0 ≤ uj ≤ uk ;
(4) Select the shortest cycle c’ contain j. (such that c’ has the
biggest number of unprotected links between all the
shortest cycles using link j);
(5) Select a set of shortest cycles SSC={ ck / k >0 } such that each
shortest cycle verifies the following conditions:
a. Cycles c’ and ck share one and only one link;
b. Cycles c’ and ck do not share any node except the end
nodes of the shared link;
(6) If ( SSC = empty ) then
a. Select the cycle ck that has the small value of R(c’+ck);
b. If (R(c’+ ck) ≤ R(c’)) then c’:=c’+ck and go to step (5);
(7) For each link j protected by the P-cycle update the
value of uj according to :
a. uj=uj -1 for each link j on cycle c’;
b. uj=uj -2 for each straddling link of cycle c’;
(8) If j∈ E with uj>0 and if there is available capacity in the network
a. let i = i + i and go to step (3);
wj : Working capacity of link j.
uj : Unprotected working capacity of link j.
(x+y): The aggregation of cycle x with the cycle y.
R(c): The redundancy of cycle c.
Fig. 5. Algorithm description
III. ALGORITHM EXTENSION
In this section, we introduce an extension of our algorithm
that modifies the aggregation process. This extension enables
to improve the overall performance as confirmed by the
simulation results in section IV. The basic idea is to relax the
redundancy constraint in the incremental aggregation process.
Precisely, the basic version of our algorithm introduced in
section 2 required that the redundancy must be strictly reduced
when two cycles are aggregated. Thus, no cycle aggregation
leading to an increase in redundancy is performed. However,
this constraint leads to inefficiency particularly when several
successive aggregations are needed to improve the overall
redundancy. This is typically the case whenever a first aggrega-
tion is inefficient (increases the redundancy) but if performed,
it may be followed by very efficient aggregations. On a wider
scope, this is a well-known technique that is used in order to
avoid local minima in the search for a global minimum.
In the extended algorithm, we introduce a new variable, that
indicates if large p-cycles may turn to be efficient or not. This
variable, called ULR, denotes the ratio between the number
of unprotected links and the total number of links.
ULR = Nb Unprotected Links|E| (1)
ULR = |E|−Nb Protected Links|E| (2)
Where |E| is the number of links in the network,
Nb Unprotected Links is the number of unprotected links in
the network, Nb Protected Links is the number of protected
links in the network.
Intuitively, when the number of unprotected links is rela-
tively high, i.e. for larger values of URL, large p-cycles may
improve the redundancy and become efficient and vice-versa.
Therefore, the new condition for aggregating cycles tolerates
an increase in the redundancy whenever the value of ULR is
large. For this propose, the condition for aggregating cycle c
and cycle c’ (cf. figure 5, step 6) becomes:
R(c′ + ck) Or x ≤ ULR (3)
When the aggregation does not reduce the redundancy (i.e.
the first sub-condition of (3) is not verified), we generate ran-
domly a real number x between 0 and 1 (uniform distribution).
If the generated number is less than ULR, then we make
the aggregation. Therefore, larger values of URL (larger ratio
of unprotected links) lead to more aggregations and generate
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Fig. 6. P-cycles aggregation (Basic Solution)
Let us see how this extension performs on a small example.
Figure 6(a) shows the state of the network at an intermediary
iteration of the algorithm (some links have no working ca-
pacity to protect), and the set of shortest cycles (a-b-g-h-a,
b-c-d-g-b, g-d-e-f-g) that we will use to construct p-cycles. At
this stage, the algorithm selects the cycle (a-b-g-h-a) using the
link with minimal non-zero working capacity as the c’ cycle
(cf. figure 5, step 3 and 4). The SSC set obtained after the
selection of the c’ cycle contains one cycle (b-c-d-g-b) (cf.
figure 5, step 5). With the basic algorithm the aggregation of
cycle c’ and cycle (b-c-d-g-b) can not be performed because:
R (a-b-c-d-g-h-a) =6/4 ¿ R (a-b-g-h-a) =4/4.
However, it appears to be useful to perform this first
aggregation (despite its inefficiency) because it leads to an
efficient aggregation afterwards. With the new extension, as
shown in figure 7 (b), the cycle c’ and the cycle (b-c-d-g-b)
are permitted to be aggregated with the probability of 0.8 i.e.
ULR= 8/10. If the generated random number is between 0 and
0.8, then the aggregation is performed and the new c’ cycle
becomes (a-b-c-d-g-h-a). The next aggregation of c’ with its
neighbor (g-d-e-f-g) leads to a global reduction in redundancy
























































Fig. 7. P-cycles aggregation (Extended Solution)
At the end of iteration of the extended solution, the obtained
cycle c’ is not necessarily the cycle with the small redundancy,
because in this version of algorithm, the aggregation is not
conditioned by the reduction of the redundancy. For this pro-
pose, during the aggregation processes of this new version of
algorithm we keep the cycle obtained after each aggregation,
and at the end of the aggregation process we select the cycle
having the smallest value of redundancy. The selected cycle
is added in the final set of p-cycle protecting the network.
IV. SIMULATION RESULTS AND ANALYSIS
In this section, we evaluate our algorithm in terms of
redundancy and in terms of number of p-cycle structures
obtained in the final protection set. Simulation experiments are
carried out using two widely used network topologies: the pan-
European COST 239 topology and the KL topology. The first
is an 11-node and 26-link network, taken from [11], the second
is a 15-node and 28-link taken from [12]. COST239 has a high
nodal degree (d=4.73) which lead to a high number of distinct
cycles (3531 cycles). KL network has 1600 distinct cycles,
and it nodal degree is 3.73. The test networks are shown in
figure 8.
( a )  C O S T  2 3 9  n e t w o r k  ( b )  K L  n e t w o r k  
Fig. 8. Test Networks
The traffic demand is uniformly distributed among all





Working capacity 422.2 1118.1
integer number between zero and the maximum allowable
demand (which is 10 in our simulation) is randomly generated.
The working capacity on every network link is calculated after
all demands have been routed using the shortest-path routing.
Ten experiments are performed for each topology network and
the average values are presented as the final results.
In our simulation we assume that the capacity of the network
was designed to accept all connection demands and to ensure
100% protection. Through the simulation we assume that each
node in the network has full wavelength conversion capability.
All simulations are running on DELL Quadri Dual Core Xeon
processor and 4 GB of RAM. The machines run Windows
2003 Server. MATLAB is used to solve the ILP formulations.
To evaluate our solution in terms of redundancy and number
of p-cycle structures, we compare its performance to the
heuristics CIDA and SLA introduced in [3], [8]. We also
compare our algorithm to the exact solution given by an ILP
formulation [1]. CIDA generates in the first step a limited set
of candidate p-cycles, then it selects the set of p-cycles that
protects the network using actual efficiency [3]. SLA generates
also a set of candidate p-cycles, which is very small, and
then the efficient sub-set of p-cycles protecting the network
is selected using the ILP formulation. Note that in the optimal
solution, all cycles are used as candidate p-cycles for the ILP.
TABLE II
REDUNDANCY
Solutions Topologies COST 239 KL
Optimal Solution 72.5% 78.2%
CIDA Solution 89.6% 91.8%
SLA Solution 98.4% 101%
Our basic Solution 83.9% 88.7%
Extension Solution 80.1% 86.3%
We can see in Table II that the value of redundancy obtained
by our basic solution is better than the value obtained by the
two heuristics CIDA and SLA for the two topologies. When
we relax the constraint of the aggregation process by adding a
new sub-condition, our solution becomes even more efficient.
The redundancy of the improved solution is 7.6% and 8.1%
far from the ILP solutions, respectively for the COST 239 and
KL test networks. The reason for this efficiency (compared
to well know solutions such as CIDA and SLA) is that in
our approach, the construction of each p-cycle is done by
incremental aggregation cycle and this last takes into account
the working capacity, thus let us control the redundancy of
each p-cycle that we construct. In other word we construct
only cycles with small redundancy which lead to reduce the
total redundancy of the network. When we relax the constraint




Solutions Topologies COST 239 KL
Optimal Solution 127728(s) 11356(s)
CIDA Solution 0,95(s) 0.13(s)
SLA Solution 159(s) 8.2(s)
Our basic Solution 0.04(s) 0.08(s)
Extension Solution 0.08(s) 0.07(s)
We can see also that our running time is very little when
we compare it with the others solution. The reason is that our




Solutions Topologies COST 239 KL
Optimal Solution 23.4 16
CIDA Solution 27.5 18
SLA Solution 17 13
Our basic Solution 17,5 11
Extension Solution 15.4 10.5
Since the number of distinct p-cycle structures in the final
set of p-cycles is an important performance for the network
management task, we also evaluate our algorithm in terms
of number of distinct p-cycles. Smaller number of structures
in the final set of p-cycles means better performance. The
simulation shows that our algorithm computes a small number
of distinct structures. That is due to the criterion that we
have introduced earlier. We can note that SLA generates a
small number of structures in the COST239 topology when we
compare it with our basic solution, because its set of candidate
p-cycles is very small, but the value of redundancy obtained
by SLA is significantly higher than the value obtained by our
solution.
V. CONCLUSION
In this paper, we addressed the protection in WDM optical
networks using p-cycles. We studied the problem of finding
an optimal set of p-cycles that protect the optical network for
a given working capacity. We proposed an algorithm based on
an incremental aggregation of cycles to construct the set of
p-cycles which protect the network. Our solution constructs a
set of p-cycles by taking into account the working capacity
of the network and without going through a preliminary
step of candidate p-cycles generation. This enables us to
generate an efficient set of p-cycles without any consideration
or assumption about the set of candidate p-cycles. To avoid
the algorithm getting stuck in local minima we have proposed
an extension to our solution by improving the conditions of
the aggregation process. Simulation results showed that our
solution has a good trade-off between resource utilization,
running time and has a small number of p-cycles for the two
test networks. Results also showed that the extended solution
improve significantly the performances of our algorithm.
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