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Abstract
TheNavier-Stokes equations andmagnetohydrodynamics equations are written in
terms of poloidal and toroidal potentials in a finite cylinder. This formulation in-
sures that the velocity and magnetic fields are divergence-free by construction, but
leads to systems of partial differential equations of higher order, whose bound-
ary conditions are coupled. The influence matrix technique is used to transform
these systems into decoupled parabolic and elliptic problems. The magnetic field
in the induction equation is matched to that in an exterior vacuum by means of the
Dirichlet-to-Neumann mapping, thus eliminating the need to discretize the exte-
rior. The influence matrix is scaled in order to attain an acceptable condition num-
ber.
1 Motivation and Governing Equations
The requirement that velocity and magnetic fields be solenoidal, i.e. divergence-free,
represents one of the most challenging difficulties in hydrodynamics and in magneto-
hydrodynamics [1, 2, 3, 4, 5, 6, 7]. For the velocity field, this condition is the fundamen-
tal approximation used in incompressible fluid dynamics. For the magnetic field, this
condition is the statement of the non-existence of magnetic monopoles.
Two main approaches exist for imposing this requirement. The first is to use three field
components and to project three-dimensional fields onto a divergence-free field. In an
incompressible fluid, the pressure serves to counterbalance the nonlinear term which
is the source of the divergence in the Navier-Stokes equations; the pressure also plays
this role numerically. The divergence of the Navier-Stokes equations is taken, lead-
ing to a Poisson problem for the pressure. However, the boundary conditions on the
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equations for (u, p) involve only the velocity, leading to coupling between the equa-
tions to be solved for u and p [3, 4]. The coupled equations can be solved in several
stages by a Green’s function or influence matrix method [3]. In projection-diffusion
schemes, approximate boundary conditions are imposed for the pressure [5]. For mag-
netic fields, however, the exact evolution of the equations conserves divergence and
there exists no analogue to the pressure. Thus if the numerical algorithm creates di-
vergence, there is no mechanism for eliminating it and it may accumulate [6]. For this
reason, magnetohydrodynamic codes sometimes include a fictitious term analogous to
the hydrodynamic pressure, which must be treated numerically [7].
The second approach, which is the focus of this paper, is to express fields in such a way
that they are divergence-free by construction. It can be proved that a field F which is
solenoidal (divergence-free) in a simply connected domain can be written as:
F =∇× (ψeˆ) +∇×∇× (φeˆ) (1.1)
where eˆ denotes a unit vector. In addition to being divergence-free, F has the advan-
tage of involving only two scalar fields. This makes more economical use of computer
memory and allows all calculations to be implemented using only scalar fields.
Equations governing the evolution of the two potentials are derived by taking the curl
and double curl of the original equations, increasing the order of the differential equa-
tions. In addition, boundary conditions, some also of high order, couple the two poten-
tials. In certain geometries with two periodic directions, these are only minor obstacles
[1]. In spectral treatments of such geometries, the basis functions insure periodicity,
which is preserved under differentiation and addition. At most, special consideration
must be given to constant modes. The standard examples are a spherical geometry
[8, 9, 10, 11, 12, 13] or a three-dimensional Cartesian geometry with one bounded di-
rection and two perpendicular periodic directions, such as channel flow [14, 15]. Other
applications are in a cylindrical geometry with periodic z and θ directions [1, 16, 17].
In geometries with more than one nonperiodic direction, far more care is required.
Marques [1] gave a detailed analysis of the poloidal-toroidal decomposition for the
Navier-Stokes equations and its formulation and validity for general topologies. This
analysis was then put into practice in a linear stability analysis of Rayleigh-Bénard
convection in a finite cylindrical geometry [2]. However, the governing equations de-
rived in [2] contain large linear systems that couple the potentials and their laplacians
and bilaplacians, but whose solution would be required in implicit time integration.
Analogous problems arise in the other formulations of incompressible fluid dynam-
ics. In the 2D streamfunction-vorticity formulation, the equations for the vorticity and
the streamfunction are coupled by the fact that boundary conditions exist only for the
streamfunction and none on the vorticity. In the (u, p) primitive variable formulation,
2
the pressure is the solution to a Poisson problem for which the appropriate boundary
condition is that the velocity be divergence-free [3, 4].
Our primary goal in this paper is to demonstrate that the high-order equations can be
separated via the influence matrix technique into a sequence of problems of lower or-
der, each with its own boundary conditions, as was done for the primitive variable for-
mulation in [3]. This makes implicit time integration feasible for the poloidal-toroidal
decomposition in geometries with two non-periodic directions. A secondary goal is
to carry out the same analysis for a magnetic field which is governed by the induc-
tion equation and which generalizes the Navier-Stokes equation by the inclusion of
the Lorentz force.
The equations we will consider are the magnetohydrodynamic equations:
∂tu+ (u ·∇)u = (B ·∇)B+ Re
−1∆u−∇(p+
B2
2
) (1.2a)
∇ · u= 0 (1.2b)
∂tB =∇× (u× B) + Rm
−1∆B (1.3a)
∇ · B = 0 (1.3b)
where Re is the usual hydrodynamic Reynolds number and Rm the magnetic Reynolds
number. Equations (1.2) and (1.3) are of different types: for a divergence-free magnetic
field B, all the terms of (1.3) have zero divergence as well, but this is not the case for
(1.2).
The velocity and magnetic fields are to be calculated in a finite cylinder. We consider
specifically the case in which the flow is driven by rotating upper and lower disks,
although our method does not depend on this. For disks rotating in opposite directions
this configuration is called the von Kármán flow [18, 19, 20]. The magnetic field inside
the cylinder is required to match the field outside, which goes to zero at infinity. These
boundary conditions are expressed as:
u = 0 at r = 1, (1.4a)
u = rω±eˆθ at z = ±
h
2
, (1.4b)
Bint − Bext = 0 on ∂Ω, (1.5a)
B = 0 at infinity. (1.5b)
where Ω denotes the interior domain (the cylinder) and ∂Ω is its boundary.
The poloidal and toroidal components for this configuration in the axisymmetric case
with eˆ = eˆz are illustrated in figure 1. The toroidal flow corresponds to motion with
only azimuthal velocity. The poloidal flow forms recirculation rolls in the (r,z) plane.
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Fig. 1. Axisymmetric flow between counter-rotating disks. Poloidal component: solid curves.
Toroidal component: dashed curves.
For a non-axisymmetric flow, there is no clear correspondence between each potential
and a simple topological structure.
In section 2, we give a general description of the poloidal-toroidal decomposition. In
section 3, we then specialize to the Navier-Stokes equations in a finite cylinder, formu-
lating the boundary conditions for this case. In section 4 we show how to decouple the
equations and boundary conditions via the influence matrix technique. Finally, in sec-
tion 5, we present the equations and boundary conditions for the induction equation
which governs the magnetic field, and the corresponding influence matrix.
2 Poloidal-toroidal decomposition
2.1 Governing equations
The poloidal-toroidal decomposition generalizes to three dimensions the two-dimen-
sional streamfunction-vorticity formulation. We follow the analysis and notation of
[1], but specializing to the case of a domain which is contractible to a point (i.e. has no
holes). Then:
∇ · F = 0 ⇔ F =∇×A (2.1)
A distinguished direction and associated unit vector eˆ is selected and A can be decom-
posed such that:
F =∇× ψeˆ+∇×∇× φeˆ (2.2)
The direction eˆ is called vertical and those perpendicular to eˆ are called horizontal;
see figure 2. A number of possibilities exist for eˆ. Among these, the choices eˆ = eˆz (in
Cartesian or cylindrical coordinates) or eˆ= eˆρ (the spherical radius) decouple ψ and φ
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in the diffusive operators since:
eˆ · F = −∆hφ, eˆ · ∆F = −∆∆hφ, (2.3a)
eˆ · ∇ × F = −∆hψ, eˆ · ∇ × ∆F = −∆∆hψ, (2.3b)
eˆ · ∇ ×∇× F = ∆∆hφ, eˆ · ∇ ×∇× ∆F = ∆∆∆hφ. (2.3c)
where ∆h is the two-dimensional Laplacian acting in the horizontal directions, i.e.,
those perpendicular to eˆ. (The decoupling (2.3) does not hold [1] when the cylindri-
cal radius eˆr is chosen as the distinguished direction eˆ).
The equations for the velocity potentials are derived by taking the eˆ component of the
single and double curl of (1.2); those for the magnetic potentials are derived by tak-
ing the eˆ component itself and the single curl of (1.3). The difference arises from the
fact that all the terms of (1.3) are divergence-free and there is no pressure to eliminate.
Combining (1.2)-(1.3) and (2.3) leads to the evolution equations for the scalar poten-
tials:
(∂t − Re
−1∆)∆hψu = eˆ · ∇ × Su (2.4a)
(∂t − Re
−1∆)∆∆hφu = −eˆ · ∇ ×∇× Su (2.4b)
(∂t − Rm
−1∆)∆hφB = eˆ · SB (2.5a)
(∂t − Rm
−1∆)∆hψB = eˆ · ∇ × SB (2.5b)
where:
Su ≡ (u ·∇)u− (B ·∇)B (2.6a)
SB ≡ −∇× (u× B) (2.6b)
Equations (2.4)-(2.5) are not all of the same order in the vertical and horizontal di-
rections. For example, for the velocity, (2.4a) is 2nd order in the vertical direction and
4th order in the horizontal directions, while (2.4b) is 4th order in the vertical direction
and 6th order in the horizontal directions. A corresponding number of boundary con-
ditions are required for the velocity potentials, a total of (2+4)/2=3 conditions at each
vertical boundary and (4+6)/2=5 at each horizontal boundary for u. The conditions at
the vertical boundaries are those corresponding to the physical problem. At the hor-
izontal boundaries, the physical conditions must be supplemented by two additional
conditions whose derivation is the subject of the remainder of this section.
2.2 Gauge freedom
The poloidal-toroidal formulation (2.2) contains a gauge freedom for the choice of ψ
and φ, which is identified by finding the class of potentials satisfying the homogeneous
5
Fig. 2. Geometry for potential variable formulation. Ω is a cylindrical domain. The vector eˆ
points in the distinguished vertical direction, here eˆz. Ωh are slices of Ω perpendicular to eˆ,
here disks. The boundary of Ωh is ∂Ωh, here a circle. The vector nˆ is normal to both eˆ and to
Ωh; here nˆ = eˆr .
problem F = 0. For eˆ = eˆz (Cartesian or cylindrical coordinate) or eˆ = eˆρ (spherical
radius), this leads to:
Fhom = 0= ∇×
(
ψhomeˆ
)
+∇×∇×
(
φhomeˆ
)
0= eˆ×∇hψ
hom +∇h∂eφ
hom −
(
∆hφ
hom
)
eˆ
⇓
eˆ · Fhom = 0 ⇒ ∆hφ
hom = 0 (2.7a)
eˆ× Fhom = 0 ⇒ eˆ×∇hψ
hom = −∇h∂eφ
hom (2.7b)
where e denotes the coordinate corresponding to eˆ. The existence of ψhom satisfying
(2.7b) for all φhom satisfying (2.7a) is demonstrated as follows. Condition (2.7a) implies:
∇h · (∇h∂eφ
hom) = 0 (2.8)
Applying (2.1) to the simply-connected two-dimensional domain slices perpendicular
to eˆ, (2.8) implies that there exists a ψhom satisfying:
∇h∂eφ
hom =∇h × (−ψ
homeˆ) = eˆ×∇hψ
hom (2.9)
Thus, the poloidal potential φ is determined up to a harmonic function on each domain
slice perpendicular to eˆ:
φ ∼ φ+ φhom ; ∆hφ
hom = 0 (2.10a)
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while ψ is determined up to an arbitrary function of the coordinate e:
ψ ∼ ψ+ h(e) (2.10b)
The choice of gauge constitutes one of the two additional conditions required.
2.3 Compatibility condition
We have not yet demonstrated the equivalence between the potential and primitive
variable formulations. Since the curl of equations (1.2) and (1.3) were taken, they gained
an additional degree of freedom which must be fixed in such a way that these equa-
tions in potential form (2.4)-(2.5) define the same velocity u and magnetic field B as the
original MHD equations (1.2)-(1.3). We will require the fact that on a simply-connected
domain, a field is a gradient if and only if it is curl-free:
f =∇p ⇔ ∇× f = 0 (2.11)
which is a consequence of Stokes’ theorem. We will first write (1.2)-(1.3) in a compact
form, which will let us use a common form for (2.4) and (2.5):
fu ≡
(
∂t − Re
−1∆
)
u+ Su = −∇
(
p+ B2/2
)
(2.12a)
gu ≡ ∇× fu = 0 (2.12b)
gB ≡
(
∂t − Rm
−1∆
)
B+ SB = 0 (2.12c)
where (2.12a) and (2.12b) are equivalent, by (2.11). Then we can write the primitive
variable formulation (1.2)-(1.3) and potential formulation (2.4)-(2.5) using for either
g = gu or g = gB:
primitive variables potential formulation
g = 0 ⇒


eˆ · g = 0
eˆ · ∇ × g = 0
(2.13)
Marques [1] proves that in a simply connected domain Ω, the potential and primitive
variable formulations are equivalent if additional conditions are satisfied:
g = 0 ⇔


eˆ · g = 0 in Ω
eˆ · ∇ × g = 0 in Ω
∇ · g = 0 in Ω
nˆ · g = 0 on ∂Ωh
(2.14a)
(2.14b)
(2.14c)
(2.14d)
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In (2.14d), nˆ is the vector normal to the boundary ∂Ωh of slices perpendicular to eˆ. We
recall that in our case, eˆ = eˆz, the slices Ωh are disks, their boundaries ∂Ωh are circles,
and nˆ = eˆr is the radial unit vector. We illustrate this geometry in figure 2.
The rightwards implication of (2.14) is obvious. The leftwards implication of (2.14) is
proved as follows. We first use (2.14a) and the two-dimensional Stokes’ Theorem (2.11)
to introduce a scalar function κ
0= eˆ · g
0= eˆ · ∇ × g

⇒ g =∇hκ (2.15)
recalling that the subscript h restricts differential operators to the directions perpendic-
ular to eˆ; in our case the (r,θ) directions. We then use the additional divergence-free
condition (2.14c) to show that κ is harmonic:
g =∇hκ
∇ · g = 0

⇒ ∆hκ = 0 (2.16)
The additional condition (2.14d) then provides a Neumann boundary condition on κ:
∆hκ = 0
nˆ · ∇κ = 0 on ∂Ωh

⇒ κ = κ0(e) (2.17)
(see figure 2, where e = z). Finally
g =∇hκ(e) = 0 (2.18)
since the ∇h measures variation in the horizontal directions, which are perpendicular
to the coordinate e. The divergence-free condition (2.14c) is satisfied for u since (2.12b)
defines gu as a curl. It is satisfied for B because (2.6) is divergence-free if B is, e.g. if B
is expanded as (2.2).
Condition (2.14d), which is called the compatibility condition and which ensures the
equivalence of both formulations, is the projection of the original equations normal to
the boundary. Its interpretation is quite intuitive: the compatibility condition preserves
information about the original equations which has been lost by taking the curl. This
procedure is familiar from simpler contexts: when an equation is differentiated, it must
be supplemented by a constant of integration, which is the evaluation of the original
equation at a point. Condition (2.14d) is sufficient but not unique – other boundary
conditions ensuring (2.14) exist.
We can extend the equivalence (2.14) proved in [1] to justify the transformed boundary
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conditions often used in practice in the toroidal-poloidal formulation. To impose the
boundary condition u− ubc = 0 on a simply connected boundary ∂Ω with normal eˆ,
we substitute for the three vector components the conditions:
eˆ · (u− ubc) = 0 on ∂Ω (2.19a)
eˆ · ∇ × (u− ubc) = 0 on ∂Ω (2.19b)
∇h · (u− u
bc) = 0 on ∂Ω (2.19c)
nˆ · (u− ubc) = 0 on ∂(∂Ω) (2.19d)
where ∂(∂Ω) is the one-dimensional boundary of ∂Ω and nˆ is perpendicular both to
this boundary and to eˆ. Equation (2.19c) can be replaced by
∇ · [(eˆ · u)eˆ] =∇ · u−∇h · u
bc = 0 on ∂Ω (2.19c′)
where the second equality is valid when u is divergence-free and the boundary condi-
tions are homogeneous.
The transformed boundary conditions (2.19) are familiar in the context of a spherical or
infinite planar surface, where the additional condition (2.19d) is not needed since these
surfaces have no boundaries. For example, in the case of flow between two stationary
infinite planes at z= ±1, boundary conditions (2.19) take the form:
w= 0 at z = ±1 (2.20a)
η = 0 at z = ±1 (2.20b)
∂zw= 0 at z = ±1 (2.20c)
where w and η are the vertical velocity and vorticity.
The derivation of both the gauge and the compatibility conditions depend on prop-
erties of the horizontal Laplace equation; see (2.10a) and (2.17). If the only harmonic
function is a constant, the Neumann condition in (2.17) is superfluous. This is the case,
for example, on the surface of a sphere. All horizontal directions are periodic, so that
functions which grow monotonically in these directions are excluded; the compatibil-
ity condition (2.14d) can simply be dropped. However, in domains with more compli-
cated topologies, such as those bounded by two infinite planes or cylinders considered
to be doubly periodic, additional conditions are necessary in order for (2.11) to hold. A
derivation of these conditions for a general domain can be found in [1].
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3 Conditions on the velocity field
Wenow turn to the conditions to be imposed on the velocity field in the finite-cylindrical
geometry for which eˆ= eˆz; see [2]. Because the next two sections will refer exclusively
to the velocity, we drop the subscript u. For reference, we write for F defined in (2.2)
the identities:
F = −eˆz ×∇hψ+∇h∂zφ− eˆz∆hφ (3.1a)
∇× F = −eˆz ×∇h∆φ+∇h∂zψ− eˆz∆hψ (3.1b)
∆F = −eˆz ×∇h∆ψ+∇h∂z∆φ− eˆz∆h∆φ (3.1c)
∇× ∆F = eˆz ×∇h∆∆φ+∇h∂z∆ψ− eˆz∆h∆ψ (3.1d)
which will facilitate calculations of vector quantities.
3.1 Gauge and boundary conditions
The governing equations are:
(∂t − Re
−1∆)∆hψ = eˆz · ∇ × S (3.2a)
(∂t − Re
−1∆)∆∆hφ = −eˆz · ∇ ×∇× S (3.2b)
The system (3.2) contains five Laplacians acting in the horizontal directions and three
acting in the vertical directions. Three conditions in each direction are derived from
the velocity boundary conditions. The two remaining conditions in the horizontal di-
rection are the gauge and compatibility conditions.
The simplest choice of gauge is:
φ = 0 at r = 1 (3.3a)
along with
ψ = 0 at r = 0 (3.3b)
On the cylinder, boundary conditions are imposed on ur, uθ , uz. Referring to (3.1a), we
have:
ur =
1
r
∂θψ+ ∂rzφ = 0
uθ = −∂rψ+
1
r
∂θzφ = 0
uz = −∆hφ = 0


at r = 1
(3.4a)
(3.4b)
(3.4c)
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The gauge condition (3.3a) can be used to simplify (3.4b):
φ = 0 ⇒ ∂θφ = ∂zφ = 0 ⇒ ∂rψ = 0 at r = 1 (3.4b’)
On the (simply-connected) disks, we impose the boundary conditions in the form
(2.19), i.e.
0= uz = −∆hφ
0= eˆz · ∇ × u = −∆hψ−
1
r
∂r(r
2ω±)
0= ∂zuz = −∂z∆hφ


at z = ± h2
(3.5a)
(3.5b)
(3.5c)
These are equivalent to those on the individual components but easier to implement
since each of (3.5) involves only one of the potentials. The remaining condition (2.19d)
required on the two circles is insured by (3.4a).
3.2 Compatibility condition
We now turn to the compatibility condition (2.14d) for the hydrodynamic problem in
our potential formulation, where eˆ ≡ eˆz, nˆ ≡ eˆr, and ∂Ωh is the r = 1 boundary:
0= eˆr · g = eˆr · ∇ × f = eˆr · ∇ ×
((
∂t − Re
−1∆
)
u+ S
)
at r = 1 (3.6)
Because eˆr · ∇× involves only ∂θ and ∂z, derivatives parallel to the r = 1 boundary, it
vanishes for all terms in f which are zero or constant at this boundary. For homoge-
neous boundary conditions (3.4) on the outer cylinder, this is true for ∂tu and for S
defined in (2.6a) in the absence of a magnetic field, leaving only the Laplacian term.
Referring to (3.1d), we have
eˆr · ∇ × ∆u = ∂rz∆ψ−
1
r
∂θ∆∆φ (3.7)
Conditions (3.3a), (3.4c) and (3.5) allow the replacement of ∆ψ and ∆φ at r = 1 by ∆hψ
and ∆hφ, which already appear in the governing equations (3.2), leading to
0= ∂rz∆hψ−
1
r
∂θ∆∆hφ at r = 1 (3.8)
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The complete set of conditions to be imposed on the velocity is then:
1
r
∂θψ+ ∂rzφ = 0
∂rψ = 0
∆hφ = 0
φ = 0
non-axi: ∂rz∆hψ−
1
r
∂θ∆∆hφ = 0


at r = 1
(3.9a)
(3.9b)
(3.9c)
(3.9d)
(3.9e)
axi: ψ = 0 at r = 0 (3.9f)
∆hψ = −
1
r
∂r
(
ω±r
2
)
∂z∆hφ = 0
∆hφ = 0


at z = ± h2
(3.10a)
(3.10b)
(3.10c)
These conditions are imposed on φ and ψ via the influence matrix method, as will be
explained in section 4.
In equations (3.9), we have marked conditions (3.9d) and (3.9e) as applying only to
axisymmetric or to non-axisymmetric modes. This will be explained in the following
section.
3.3 Spatial discretization and symmetry
We use the spectral spatial discretization:
f (r,θ,z) =
⌊M2 ⌋
∑
m=−⌊M2 ⌋
fm(r,z)eimθ =
⌊M2 ⌋
∑
m=−⌊M2 ⌋
K−1
∑
k=0
2N−1
∑
n=|m|
n+m even
fmknQ
m
n (r)Tk
(
2z
h
)
eimθ (3.11)
and similarly for φ. The basis functions in the axial direction z are the standard Cheby-
shev polynomials Tk(2z/h). Those in the radial direction r are the non-standard poly-
nomial basis Qmn (r) developed by Matsushima and Marcus [22]. Their principal prop-
erty is that Qmn (r) ∼ r
m as r→ 0, insuring their regularity at the origin. The basis func-
tions in the azimuthal direction θ are the Fourier modes eimθ. In (3.11), we do not intro-
duce new notation for Fourier coefficients, or for coefficients in the 3D tensor-product
basis, instead distinguishing between physical space values and spectral space coeffi-
cients by the number and type of superscripts and subscripts.
The decomposition (3.11) leads to problems and boundary conditions which are de-
coupled for each Fourier wavenumber m. In fact, because of the reflection symmetry in
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z, the problems can be further reduced. A vector field is reflection-symmetric in z if ur,
uθ are even in z and uz is odd in z, i.e. if the potential ψ is even in z and the potential
φ is odd in z, as can be seen from (3.1). We denote these functions as having parity
p = s. Quantities related to anti-reflection-symmetric vector fields, i.e. with ψ odd and
φ even, will be denoted as having parity p = a. The boundary conditions (3.9) at r = 1
can be considered as applying separately to fields of each parity; note that (3.9a) and
(3.9e) couple potentials of the same parity. The conditions (3.10) at z = ±h/2 can be
reformulated to apply only to fields of a single parity; for example ∆hφ(z = ± h2 ) = 0
can be rewritten as ∆hφ(z = h/2)± ∆hφ(z = −h/2) = 0. Essentiallly, a problem posed
over the entire cylinder can be viewed as 2(M + 1) problems in the two-dimensional
meridional half-slice 0≤ r ≤ 1,0≤ z ≤ h/2.
Special conditions are applied to the axisymmetric modes. The gauge freedom (2.10b)
for ψ requires the specification of a single value of ψ at each z. In (3.9f), we have chosen
to specify this value at the origin:
ψ(r = 0,θ,z) = ∑
m
ψm(r = 0,z) eimθ = ψm=0(0,z) (3.12)
Condition (3.9f) is applied only to the axisymmetric mode, since only this mode con-
tributes to the sum (3.12).
For the axisymmetric modes, two important consequences are derived from the calcu-
lation for an arbitrary function fm=0(r)
(r∂r f
0)(r = R) = r∂r f
0
∣∣∣r=R
r=0
=
∫ R
0
dr ∂rr∂r f
0 =
∫ R
0
r dr
1
r
∂rr∂r f
0 =
∫ R
0
r dr ∆h f
0 (3.13)
Going from left to right in (3.13), one obtains the classic solvability condition required
by Neumann boundary conditions, since setting the value of ∂r f 0(r = R) is equivalent
to an integral constraint on ∆h f 0. In particular, the Neumann boundary condition (3.9b)
on ψmust be replaced by the integral constraint like (3.13) for the axisymmetric mode.
Going from right to left in (3.13) leads to the conclusion that the only axisymmetric har-
monic function on a disk that includes the origin is a constant, since ∆h f 0 = 0 over [0,R]
implies ∂r f 0(r= R) = 0 for each R. This implies that the Neumann boundary condition
in (2.17) is unnecessary to guarantee g = 0 for the axisymmetric mode, and hence that
the compatibility condition (3.9e) should not be imposed on the axisymmetric mode.
Corresponding to the removal of the compatibility condition, Marques [1] showed that
the system of equations governing the axisymmetric modes is of lower order. The cal-
culation
∂+r f
0 ≡
1
r
∂rr f
0 = 0=⇒ f 0 =
c
r
=⇒ f 0 = 0 (3.14)
demonstrates the invertibility of ∂+r , or equivalently, the impossibility on a disk of a
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non-zero divergence-free axisymmetric radial vector field which is regular at the ori-
gin. Using (3.14), equations (2.4)-(2.5) become PDEs of lower order in ∂rψ0 and ∂rφ0:
(
∂t − Re
−1∆+
)
∂rψ
0
u = eˆθ · S
0
u (3.15a)(
∂t − Re
−1∆+
)
∆+∂rφ
0
u = −eˆθ · (∇× S
0
u) (3.15b)(
∂t − Rm
−1∆+
)
∂rφ
0
B = eˆθ · S
0
B (3.15c)(
∂t − Rm
−1∆+
)
∂rψ
0
B = eˆθ · ∇ × S
0
B (3.15d)
where ∆+ ≡ ∂r∂+r + ∂
2
z . In the interests of uniformity we continue to solve the same
equations for the axisymmetric as for the non-axisymmetric modes, altering only the
boundary conditions.
4 Nested Helmholtz and Poisson solvers
4.1 Temporal discretization
We briefly mention some aspects of our temporal discretization. A more extensive de-
scription of both the temporal and the spatial discretization is given in [21, 23]. We
recall the equations governing the velocity potentials:
(∂t − Re
−1∆)∆hψ = eˆz · ∇ × S ≡ Sψ (4.1a)
(∂t − Re
−1∆)∆∆hφ = −eˆz · ∇ ×∇× S ≡ Sφ (4.1b)
Evolution equations such as (4.1) are typically discretized in time via an implicit scheme
for the diffusive terms and an explicit scheme for the nonlinear terms. For example,
with the simplest choice of the backwards and forwards first-order Euler formulas, the
diffusion equation
(
∂t − Re
−1∆
)
f = S (4.2a)
becomes
f (t+ δt)− f (t)
δt
− Re−1∆ f (t+ δt) = S(t)(
I −
δt
Re
∆
)
f (t+ δt) = f (t) + δt S(t) (4.2b)
Thus implicit-diffusive/explicit-nonlinear temporal discretization transforms the pa-
rabolic equation (4.2a) into the Helmholtz problem (4.2b) for f (t + δt). Similarly, the
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temporally discretized versions of the more complicated equations (4.1) give ψ(t+ δt)
and φ(t + δt) as solutions to a sequence of nested Helmholtz and Poisson problems.
We will not distinguish between the continuous-time parabolic operators of type (4.2a)
and the discretized Helmholtz operators of type (4.2b) and refer to both as Helmholtz
problems.
4.2 Substitution of Dirichlet boundary conditions
Equations (3.9)-(3.10) give the set of boundary conditions which is to be imposed on
(4.1). The major difficulty of the poloidal-toroidal formulation is that set (3.9)-(3.10),
while appropriate for the entire problem, does not provide separate boundary con-
ditions appropriate to each individual Helmholtz and Poisson problem. Some of the
conditions involve both ψ and φ. Even conditions involving only one potential can
be problematic because the order of the equations and of the boundary conditions do
not match. The prototypical example of this occurs in the 2D streamfunction-vorticity
formulation. At each timestep, one would like to solve successively the Helmholtz
problem for the vorticity, and the Poisson problem for the streamfunction. However,
no boundary conditions are available for the vorticity, while the streamfunction must
satisfy both Dirichlet and Neumann boundary conditions.
The influence matrix technique [3] calls for replacing the problematic boundary con-
ditions by conditions which are easier to implement numerically, in this case Dirichlet
boundary conditions on a set of intermediate fields. The values used in these bound-
ary conditions are determined in such a way that the exact boundary conditions are
satisfied. We show below the sequence of problems with their associated boundary
conditions:
(
∂t − Re
−1∆
)
fψ = Sψ (4.3a)
fψ = −
1
r
∂r(r
2ω±) at z = ±
h
2
(4.3b)
axi :
∫ r
0
r dr fψ = 0 at r = 1 (4.3c)
nonaxi : fψ = σf (z) at r = 1
⇑ (4.3d)
c f (z) ≡
(
∂rz fψ −
1
r
∂θgφ
)∣∣∣∣
r=1
= 0
∆hψ = fψ (4.3e)
axi : ψ = 0 at r = 0 (4.3f)
nonaxi : ∂rψ = 0 at r = 1 (4.3g)
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(
∂t − Re
−1∆
)
gφ = Sφ (4.3h)
gφ = σ
±
g (r) at z = ±
h
2⇑ (4.3i)
c±g (r) ≡ ∂z fφ|z=± h2
= 0
gφ = σg(z) at r = 1
⇑ (4.3j)
cg(z) ≡
(
1
r
∂θψ+ ∂rzφ
)∣∣∣∣
r=1
= 0
∆ fφ = gφ (4.3k)
fφ = 0 at r = 1 (4.3ℓ)
fφ = 0 at z = ±
h
2
(4.3m)
∆hφ = fφ (4.3n)
φ = 0 at r = 1 (4.3o)
We have introduced intermediate variables fψ, gφ and fφ, and required them to obey
Dirichlet boundary conditions with unknown values σf (z), σg(z) and σ±g (r), or 0. We
have also introduced the notation c f (z), cg(z), and c±g (r) for quantities which should
be zero if the actual boundary conditions were satisfied. The boundary conditions in
(4.3) are identical to (3.9)–(3.10), restated where possible in terms of fψ, gφ and fφ. The
influence matrix establishes the correspondence between {σf ,σg,σ±g } and {c f ,cg,c
±
g }.
No significance should be attached to the choice of equation in (4.3) at which each c is
defined, i.e. the elliptic problem with which each of the original boundary conditions
has been associated. The correspondence serves merely to establish that the number of
unknown Dirichlet values σ is the same as the number of boundary conditions c = 0.
In order to simplify the notation, we have suppressed the indices labelling the az-
imuthal Fourier wavenumber m and axial parity p ∈ {s,a}. Each equation in (4.3)
should in fact be interpreted as applying separately to modes with different (m, p)
values. Wherever it occurs, ∂θ should be interpreted as multiplication by im, while in
equation (4.3b), the right-hand-side is axisymmetric and hence should be interpeted
as zero for m 6= 0. Note that the boundary conditions for the axisymmetric and non-
axisymmetric modes differ slightly, as explained in section 3.3.
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4.3 Influence matrix method
System (4.3) is solved by generalizing the standard decomposition of a linear bound-
ary value problem into particular and homogeneous problems, in which the bound-
ary conditions or right-hand-side are set to zero, respectively. Here, the nature of the
boundary conditions and the intermediate solutions to which they are applied are also
changed. Historically, the name capacitance matrix has also been used to denote what
we call the influence matrix; this has guided our choice of notation C. The steps for
carrying out the influence matrix technique are as follows.
Preprocessing step (homogeneous solutions):
• We calculate solutions to the homogeneous problem (S = 0) with a complete set
of Dirichlet boundary conditions corresponding to the spectral discretization (3.11).
Specifically, for each Fourier mode m ∈ {0, . . . , M2 } and axial parity p ∈ {s,a}, the
boundary values {σf (z), σg(z), σ±g (r)} are set successively to:
{
σf (z) = Tk
( 2z
h
)
, σg(z) = 0, σ+g (r) = 0, σ
−
g (r) = 0
}
(4.4a){
σf (z) = 0, σg(z) = Tk
( 2z
h
)
, σ+g (r) = 0, σ
−
g (r) = 0
}
(4.4b){
σf (z) = 0, σg(z) = 0, σ
+
g (r) =Q
m
n (r), σ
−
g (r) =Q
m
n (r)
}
(4.4c){
σf (z) = 0, σg(z) = 0, σ
+
g (r) =Q
m
n (r), σ
−
g (r) = −Q
m
n (r)
}
(4.4d)
• For each homogeneous solution, the values of the unsatisfied conditions c f , cg, c±g
are calculated on the boundary.
• These are collected to form the 2(M + 1) influence matrices Cmp, each of size (K +
N)× (K + N). Each set of Dirichlet boundary values leads to one column of Cmp.
• The influence matrices are inverted to form (Cmp)−1. Difficulties and techniques re-
lated to this inversion are discussed in appendix A.
Each timestep (particular and final solutions):
• We calculate the particular solution, i.e. the solution to the inhomogeneous problem
(S 6= 0) with homogeneous Dirichlet boundary conditions σf = σg = σ±g = 0.
• We calculate the values of the unsatisfied conditions {c f ,cg,c±g } on the boundary.
These are separated according to Fourier mode m and axial parity p.
• Each set (m, p) of c values is multiplied by the corresponding matrix (Cmp)−1 to
obtain appropriate values of {σf ,σg,σ±g }.
• The inhomogeneous problem is then solved again with corrected inhomogeneous
Dirichlet boundary values.
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Axial symmetry is taken into account by examining (4.3). For solutions which are
reflection-symmetric in z (p = s), σf is even in z, i.e. k takes only even values in (4.4a),
while σg is odd in z, so k takes only odd values in (4.4b). Additionally, only (4.4d) is
used. The corresponding c f is odd, and cg, c
pm
g are even in z. The opposite holds for
fields which are anti-reflection symmetric in z (p = a): k takes only odd values in (4.4a)
and even values in (4.4b) and only (4.4c) is used.
This decomposition can be expressed mathematically as a version of the Sherman-
Morrison-Woodbury formula [3]. Here, a large problem coupling fψ,ψ,gφ, fφ,φ is de-
coupled by a transformation (the change in boundary conditions) of low rank (K+ N).
The solution to the coupled problem can be obtained from that of the decoupled prob-
lem using an additional multiplication by a matrix of dimension K+ N.
5 Towards an MHD solver
We now address the solution of the induction equation in a finite cylinder of finite con-
ductivity surrounded by a vacuum extending to infinity. For a sphere or axially infinite
cylinder, the boundary between interior and exterior domains is associated only with
the radial coordinate. The boundary surrounding a finite cylinder, however, is speci-
fied as a relation between r and z. One approach is to define the induction equation in
an integral formulation. The most important advantage is that no boundary conditions
must be specified. Using this formulation [24], a stationary kinematic dynamo problem
was solved in a cylindrical geometry. In [25, 26], a finite volume method is used to dis-
cretize the solution in the interior, which is matched to that in the exterior vacuum via a
boundary element method. An integral equation formulation was applied to the entire
domain in [27], and [28] uses finite elements with a penalty method to apply boundary
conditions. To our knowledge, however, there exists as yet no method applicable to the
spectral formulation in a finite cylinder.
5.1 Matching conditions and gauge
In the remainder of this section, fields or potentials without subscripts or superscripts
will be taken to refer to the interior magnetic field, while fields or potentials relating to
the field in the exterior vacuum will be designated by a superscript, e.g. Bvac, φvac. We
recall the equations governing the interior magnetic potentials:
(∂t − Rm
−1∆)∆hφ = eˆ · S ≡ Sφ (5.1a)
(∂t − Rm
−1∆)∆hψ = eˆ · ∇×S≡ Sψ (5.1b)
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System (5.1) requires two boundary conditions at each bounding surface and supple-
mentary gauge and compatibility conditions at the horizontal boundary. The exterior
magnetic field in a vacuum is described by a single harmonic potential which requires
one boundary condition at each bounding surface; see 5.2. Thus a total of three match-
ing conditions must be applied at each bounding surface:
0= (Br − Bvacr ) =
1
r
∂θψ+ ∂r(∂zφ− φ
vac)
0= (Bθ − B
vac
θ ) = −∂rψ+
1
r
∂θ(∂zφ− φ
vac)
0= (Bz − Bvacz ) = −∆φ+ ∂z(∂zφ− φ
vac)


on ∂Ω
(5.2a)
(5.2b)
(5.2c)
On the bounding cylinder r = 1, equations (5.2b) and (5.2c) (but not (5.2a)) can be
simplified by choosing the gauge:
0= (∂zφ− φvac) at r = 1 (5.3)
leading to:
0=
1
r
∂θψ+ ∂r(∂zφ− φ
vac)
0= ∂rψ
0= ∆φ


at r = 1
(5.4a)
(5.4b)
(5.4c)
On the disks z = ±h/2, we use the boundary condition (2.19b), which becomes:
0= eˆz · ∇ × (B− Bvac) = −∆hψ at z = ±
h
2
(5.5a)
since the exterior magnetic field is curl-free. Thus ψ is harmonic on the disks, with
homogeneous Neumann boundary condition (5.4b) and is therefore constant on each
disk. The matching conditions (5.2a) and (5.2b) can be applied at the disks to show
that ∂zφ− φvac is constant on each disk, while the gauge condition (5.3) shows that the
constant is zero:
0= ∂zφ− φvac at z= ±
h
2
(5.5b)
The matching conditions at z = ± h2 are completed by applying (5.2c) at the disks:
0= −∆φ+ ∂z(∂zφ− φvac) = −∆hφ− ∂zφ
vac at z = ±
h
2
(5.5c)
The final set of gauge and matching conditions to be imposed is (5.3), (5.4) and (5.5).
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5.2 Exterior magnetic field
Since the exterior magnetic field has both zero curl and zero divergence, and the ex-
terior domain is simply connected, (2.11) states that the exterior magnetic field can be
represented as:
Bvac =∇φvac (5.6)
where φvac satisfies:
∆φvac = 0 outside the cylinder (5.7a)
∇φvac = 0 at infinity (5.7b)
Equation (5.7b) supplies the boundary condition on φvac at infinity, while conditions
on the cylindrical boundary are provided by coupling with the interior potentials via
the gauge and matching conditions (5.3), (5.4a), (5.5b) and (5.5c).
Although (5.7) is posed in the infinite domain outside the cylinder, we can avoid dis-
cretizing the infinite domain and solving numerically by using known analytic solu-
tions to the Laplace equation. Our approach is to formulate a complete set of analytic
solutions to (5.7), each of whose derivatives can be calculated. The exterior solution
φvac can be expanded in this set, with coefficients related to values on the cylindri-
cal boundary. The normal derivatives at the boundary can then be evaluated in terms
of these coefficients. This defines a correspondence between a set of boundary val-
ues {φvac|∂Ω} and a set of normal derivatives {nˆ · ∇φvac|∂Ω}. This correspondence,
or influence matrix, constitutes a basis for the Dirichlet-to-Neumann mapping for the
domain outside the finite cylinder. The normal derivatives appearing in the match-
ing conditions (5.4a) and (5.5c) can then be replaced by functions Fr ≡ ∂rφvac|r=1 and
F±z ≡ ∂zφ
vac|z=± h2
of the boundary values {φvac|∂Ω}. Equations (5.3) and (5.5b) in turn
relate the boundary values of the exterior and interior potentials via φvac|∂Ω = ∂zφ|∂Ω.
The exterior magnetic field no longer appears and the interior problem is closed. Es-
sentially, we seek to replace the matching conditions (5.3),(5.5b),(5.4a), (5.5c) by:
0=
1
r
∂θψ+ ∂rzφ−Fr({∂zφ|∂Ω}) at r = 1 (5.8a)
0= −∆hφ−F
±
z ({∂zφ|∂Ω}) at z = ±
h
2
(5.8b)
The task is now to obtain a well conditioned matrix representation of the Dirichlet-to-
Neumann mappings Fr,F±z .
We have considered two sets of solutions to (5.7). The first set is constructed from the
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classic spherical harmonics. That is, we expand φvac as:
φvac = φvac∞ +∑
m
∑
l≥|m|
φvaclm ρ
−(l+1)Plm(cos ξ)e
imθ
ρ =
√
r2 + z2, ξ = tan−1
( r
z
) (5.9)
where Plm are the associated Legendre polynomials. According to (5.6), φvac is defined
only up to a constant, which wemay choose such as to set φvac∞ = 0. (In two dimensions,
i.e. for a function whose gradient decays as the cylindrical radius r, rather than the
spherical radius ρ, tends to infinity, logarithmic functions would have to be included
in the expansion because it cannot be assumed that φvac tends to a constant at infinity.)
For a given longitudinal Fourier mode m, the solution (5.9) has degrees of freedom
associated with index l, associated with the latitude. In the standard spectral-physical
space duality, the set of coefficients φvaclm corresponds to the set of values φ
vac
m (ri,zi) for
(ri,zi) on the boundary and can be determined from them by solving:
φvacm (ri,zi) =
|m|+L−1
∑
l=|m|
φvaclm ρ
−(l+1)
i Plm(cos ξi)
ρi =
√
r2i + z
2
i , ξi = tan
−1
(
ri
zi
) (5.10)
where L is the number of points on the boundary. Expansion (5.9) readily yields the
normal derivatives ∂rφvacm (ri,zi),∂zφ
vac
m (ri,zi) at the boundary in terms of the coeffi-
cients φvaclm . However, this approach is not feasible, in part because the transform (5.10)
is extremely poorly conditioned, like all other transforms involving monomials. As l
increases, the functions ρ−(l+1)i become spiked at the largest values of ρi and zero else-
where, a difficulty which does not arise on a spherical surface where ρ is constant.
We have also considered a second set of solutions to (5.7), constructed from the equally
classic free-space or fundamental Green’s functions:
φvac(x) =
∫
∂Ω
dx′
4π |x− x′|
σ(x′) (5.11)
where σ(x′) is a distribution on the cylindrical surface ∂Ω which is calculated in such a
way as to yield a particular set of boundary values for φvac(x) and G(x,x′) = 4π/|x−
x′| satisfies
∆′xG(x,x
′) = δ(x− x′) (5.12)
The derivatives of expansion (5.11) are obtained by differentiating the Green’s func-
tions:
∇xφ
vac(x) =
∫
∂Ω
dx′
x− x′
4π |x− x′|3
σ(x′) (5.13)
21
This approach is discussed and shown to perform quite well for a two-dimensional
test problem in [29]. The exterior fields generated approximate the solution uniformly
near the boundary and converge exponentially with resolution; the influence matrix
representing the Dirichlet-to-Neumann mapping is well conditioned.
5.3 Magnetic compatibility condition
The magnetic compatibility condition, obtained by substituting (2.12c) into (2.14d), is:
0= eˆr · gB = eˆr ·
((
∂t − Rm
−1∆
)
B+ SB
)
at r = 1 (5.14)
Contrary to the velocity, the magnetic field does not vanish on the boundary so ∂tB 6= 0.
The nonlinear term SB =∇× (u×B) does vanish at the boundary since u|r=1 = 0 and
its radial curl eˆr · SB contains no normal derivatives of u. The remaining terms are
evaluated using (3.1a) and (3.1c):
0= eˆr · (∂t − Rm−1∆)B =
1
r
∂θ(∂t − Rm
−1∆)ψ+ ∂rz(∂t − Rm
−1∆)φ at r = 1 (5.15)
The magnetic compatibility equation must use the same time discretization as the evo-
lution equations, here backwards Euler. Although the the time derivative in (5.15) may
seem difficult to include in an implementation of the influence matrix, the boundary
operator in (5.15) can be decomposed into two parts, one which acts on the homoge-
neous solution at time t + δt (and contributes to the influence matrix) and the other
which acts on the particular solution at time t + δt and the actual solution at time t.
Details are given in [21].
The velocity compatibility condition (3.9e) must also be modifed to include a contribu-
tion from the magnetic field:
0= ∂rz∆hψu −
1
r
∂θ∆∆hφu − eˆr · ∇ × (B ·∇)B at r = 1 (5.16)
5.4 Nested elliptic problems and influence matrix
The set of nested Helmholtz and Poisson problems (5.1), together with the conditions
(5.4b)-(5.4c), (5.5a), (5.8) and (5.15) can be solved using the influence matrix technique,
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as was done for the velocity in section 4.2 and in equation (4.3).
(
∂t − Re
−1∆
)
f = Sψ (5.17a)
f = 0 at z = ±
h
2
(5.17b)
axi :
∫ r
0
r dr f = 0 at r = 1 (5.17c)
nonaxi : f = σf (z) at r = 1
⇑ (5.17d)
c f (z) ≡
[
1
r
∂θ(∂t − Rm
−1∆)ψ + ∂rz(∂t − Rm
−1∆)φ
]∣∣∣∣
r=1
= 0
∆hψ = f (5.17e)
axi : ψ = 0 at r = 0 (5.17f)
nonaxi : ∂rψ = 0 at r = 1 (5.17g)
(
∂t − Re
−1∆
)
g = Sφ (5.17h)
g= σg(z) at r = 1
⇑ (5.17i)
cg(z) ≡ ∆φ|r=1 = 0
g= σ±g (r) at z = ±
h
2
⇑ (5.17j)
c±g (r) ≡ −g|z=± h2
−F±z ({∂zφ|∂Ω}) = 0
∆hφ = g (5.17k)
φ = σφ(z) at r = 1
⇑ (5.17ℓ)
cφ(z) ≡
[
1
r
∂θψ+ ∂rzφ
] ∣∣∣∣∣
r=1
−Fr({∂zφ|∂Ω}) = 0
The major differences between the velocity and magnetic cases are the reduction from
five to four in the number of elliptic problems, the time derivative in the magnetic com-
patibility equation, and the presence of the Dirichlet-to-Neumann mappings Fr and
F±z which have replaced the normal derivatives of the exterior solution φ
vac. We recall
the meaning of Fr({∂zφ|∂Ω}) and F±z ({∂zφ|∂Ω}): the set {∂zφ|∂Ω} provides Dirich-
let boundary values for the exterior Laplace problem and Fr and F±z are the normal
derivatives of the exterior solution at the boundaries.
The Dirichlet-to-Neumann mappings, as well as each solution and problem in (5.17),
decouple according to azimuthal Fourier mode m and axial parity p ∈ {s,a}. As before,
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we construct the influence matrix by solving homogeneous versions of (5.17), with Sψ
and Sφ set to zero in (5.17a) and (5.17h) and a complete set of Dirichlet boundary values
σf , σg, σ±g , σφ. Evaluating c f , cg, c
±
g , cφ yields the influence matrix.
6 Conclusion
We have presented a poloidal-toroidal formulation for solving the time-dependent
three-dimensional magnetohydrodynamic equations in a finite cylinder. While pre-
serving the original mathematical formulation described in [1] and later tested on a
linear stability Rayleigh-Bénard convection problem in [2], we incorporated the influ-
ence matrix technique [3] for decoupling the boundary and compatibility conditions
emerging from the potential formulation. We have also described an extension of this
algorithm to the induction equation governing the evolution of the magnetic field.
The most important advantage of using the toroidal-poloidal decomposition is that
the divergence-free character of the velocity and magnetic fields is imposed exactly, by
construction. For the induction equation, the potential formulation makes it possible to
solve for the magnetic field without introducing an artificial numerical magnetic ana-
logue to the hydrodynamic pressure which has no physical meaning. In addition, us-
ing scalar functions instead of components of vector fields simplifies and homogenizes
the usage of differential operators. The influence matrix technique allows the poloidal-
toroidal formulation to be sufficiently economical to be used for time-integration.
We have implemented and validated this method for the hydrodynamic von Kármán
problem of flow in a cylinder driven by counter-rotating disks, using a spectral dis-
cretization which is regular on the cylindrical axis. These results are presented in a
companion article [23]. In extending this algorithm to the full magnetohydrodynamic
problem, no difficulty is posed by the induction equation, whose structure is simpler
than that of the Navier-Stokes equation. Instead, the main difficulty is that the mag-
netic field is not specified at the domain boundary but must instead satisfy matching
conditions between the interior domain (here a finite cylinder) and the exterior domain
(here an infinite vacuum). We have developed a formalism involving the Dirichlet-to-
Neumann mapping for eliminating the exterior magnetic field, which has been imple-
mented and validated for a two-dimensional test problem [29]. Future research will
focus on implementing the poloidal-toroidal formulation for the full magnetohydro-
dynamic problem.
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A Regularizing the influence matrix
In section 4.3, we have assumed that the influence matrices C pm are invertible, which is
actually not the case. The influence matrices are non-invertible for several reasons. The
first issue is geometric. The finite cylinder has corners at which conditions at z = ± h2
and r = 1 must both be satisfied. When formulated in spectral rather than physical
space, the redundant conditions correspond to a linear combination of rows and cannot
be easily identified. A second factor is the discretization of the Poisson and Helmholtz
solvers, in particular the replacement of the highest-wavenumber equations by the
boundary conditions mandated by the τ method. A third cause is the decrease in poly-
nomial order due to differentiation by boundary operators. For numerical reasons, the
eigenvalues corresponding to these directions may be nearly zero, rather than exactly
so.
One remedy [3] consists of thresholding: diagonalizing C pm and replacing the eigen-
values whose absolute values are below a certain experimentally-determined thresh-
old ǫµ by an arbitrary value, say 1, leading to an invertible matrix. The justification of
this manipulation of the spectrum is that the eigenvectors corresponding to the zero
eigenvalues play no role in satisfaction of the boundary conditions. This is true if the
linear system of equations defined by the influence matrix and the right-hand-side is
underdetermined, i.e. if the right-hand-side belongs to the image space of the influence
matrix. Because the particular solutions are determined using the same nested solver
used for constructing the homogeneous solutions, this is in fact the case.
However, amajor problem remains. Even after eigenvalues are eliminatedwhichwould
be exactly zero if infinite precision were used, the resulting matrices still have very
small eigenvalues, i.e. they are still poorly conditioned. There are various causes for
this. Some boundary value distributions are almost linearly dependent. More impor-
tantly, because some boundary conditions are of higher differential order then others,
the magnitudes of different portions of the influence matrices are very different. We
shall call these eigenvalues small, in contrast to those which would be zero in infinite
precision, which we shall call simply zero eigenvalues. The small eigenvalues depend
on the spatial resolution and on the product Re/δt, a parameter which appears in the
Helmholtz problem. As the resolution or Re/δt are increased, an increasing number of
small eigenvalues appear, whereas the number of zero eigenvalues depends only on
the geometry and on the kind of boundary conditions.
The condition number, approximately the ratio between the largest and smallest eigen-
values values of a matrix, is an upper bound on the number of lost meaningful digits in
the numerical solution to a linear equation involving this matrix. If the threshold ǫµ is
chosen such as to lower the condition number to an acceptable value (O(108)−O(1010),
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then small eigenvalues are eliminated, in addition to zero eigenvalues, leading to errors
in satisfaction of the boundary conditions that aremuch higher thanmachine precision.
The challenge is, first, to distinguish between the zero and small eigenvalues so as to
eliminate only the zero eigenvalues and, second, to improve the condition number of
the adjusted matrix in some way other than by eliminating the small eigenvalues.
We first modified the thresholding procedure by using the singular value decompo-
sition (SVD) rather than diagonalization. The advantages of the SVD is, first, that it
always exists and, second, that the matrix of singular vectors is better conditioned
than the eigenvector matrix, because the left and right singular vectors are orthogonal,
in contrast to eigenvectors, which may be close to linearly dependent. As an example,
we consider the influence matrix for spatial resolution (N = 96)× (K = 192), Reynolds
number Re = 104 and time step δt = 10−2. The magnitudes of the singular values γi of
the influence matrix block C1,s with azimuthal Fourier wavenumber m = 1 and axial
parity p = s are presented on figure 3a. C1,s has one zero singular value (i.e. a singular
value which would be exactly zero in infinite precision). Figure 3(left) shows that this
value is numerically 10−21, separated from the next smallest singular value. In contrast,
the zero eigenvalue and smallest remaining eigenvalue are of the same size and hence
cannot be distinguished. However, thresholding, whether by replacing this singular
value or the corresponding eigenvalue, still leaves the condition number unacceptably
high, on the order of 106/10−15 = 1020 for this example.
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Fig. 3. Singular values {γi} for case with (N = 96)× (K = 192), Re/δt = 106, m = 1, p= s. Left:
original influence matrix C1,s. Right: scaled influence matrix (C1,s)′ ≡ [ α ]C1,s [ β ].
The matrix condition number can be decreased more effectively by scaling prior to
thresholding. If each row is divided by its norm, the condition number of the matrix
is significantly reduced, down to 1011 for m > 0 and below 108 for m = 0. Additional
scaling of columns does not significantly change the condition number. The condition
number of the m= 0 matrices are sufficiently decreased by scaling only their rows, be-
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cause their poloidal and toroidal potentials are not coupled. For m > 0, the influence
matrices can be further improved by scaling blocks corresponding to different combi-
nations of types of test functions and boundary conditions. The influence matrices C pm
for m > 0 are composed of 9 submatrices: the three columns correspond to the three
types of imposed simplified Dirichlet boundary conditions {σg(z),σf (z),σ±g (r)} while
the three rows correspond to the three quantities {cg(z),c f (z),c±g (r)} reflecting the ac-
tual boundary conditions. We represent the | · |∞ norm of the corresponding submatrix
of C pm by cij, where, for example, c12 designates the norm of the (cg,σf ) submatrix.
For the resolution (N = 96)× (K = 192), the matrix norms cij of each of the blocks are:
C1,s =


c11 c12 c13
c21 c22 c23
c31 c32 c33


=


107 1 1
10−2 10−5 10−5
0 10−5 10−4


(A.1)
We now wish to scale the block-rows and block-columns in such a way as to make the
norms c′ji of the resulting scaled blocks equal to one another.
[α]C1,s [β] =


α1 0 0
0 α2 0
0 0 α3




c11 c12 c13
c21 c22 c23
0 c32 c33




β1 0 0
0 β2 0
0 0 β3

 =


c′11 c
′
12 c
′
13
c′21 c
′
22 c
′
23
0 c′32 c
′
33

 (A.2)
In general there exist no {αi} and {βi} satisfying c′11 = c
′
12 = c
′
13 = c
′
21 = c
′
22 = c
′
23 =
c′32 = c
′
33 = 1. We can instead require
α1β1c11 = α2β2c22 = α3β3c33 = 1
α2β1c21 = α1β2c12
α3β1c31 = α1β3c13
(A.3)
The system (A.3) has an infinite number of possible solutions, fromwhichwe can select
the following:
α1 =
√
c21c32c33
c11c12c23
α2 =
√
c32c33
c22c23
α3 = 1
β1 =
√
c11c23
c11c21c32c33
β2 =
√
c23
c22c32c33
β3 =
1
c33
(A.4)
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After scaling using (A.2)- (A.4), the influence matrix C1,s has the following structure:
C1,s
′
=


c′11 c
′
12 c
′
13
c′21 c
′
22 c
′
23
c′31 c
′
32 c
′
33


=


1 10−2 10−2
10−2 1 1
0 1 1


(A.5)
The zero singular value is then easily identified and replaced by 1, leading to a condi-
tion number of 1011, like that for simple row or column scaling. But if the block scaling
is followed by row scaling and then replacement of the zero singular value, then the
condition number is further reduced to the acceptable value of 108. The singular values
of the matrix after block and row scaling are presented on figure 3(right).
We note that operators with high condition numbers are inherent in the numerical
discretization of partial differential equations; for example, the 1D second derivative
operator with homogeneous boundary conditions using a basis of K Chebyshev poly-
nomials and corresponding grid has condition number O(K4). The requirements for
the solution of the linear systems that occur in this context are not those of numerical
linear algebra: the right-hand-side is not arbitrary, but results from time-integration,
and not all components are of equal weight. In our case, we find that after an initial
small integration time of T = 100 δt, the right-hand-side is always such that the influ-
ence matrix, scaled and regularized to reduce its condition number to O(108), can be
inverted to satisfy the constraints in system (4.3) to machine accuracy [23].
One welcome consequence of scaling is that it separates the zero singular values which
result from non-invertibility of the matrix from the small singular values which result
from poor conditioning of the various components of the influence matrix). Without
scaling, the number of singular values below a fixed threshold depends on the spatial
resolution and so the zero eigenvalues cannot be reliably identified and removed.More
importantly, scaling vastly improves the condition number of the influence matrix,
insuring satisfaction of the constraints to machine accuracy.
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